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A permanental field, ψ = {ψ(ν), ν ∈ V}, is a particular stochastic
process indexed by a space of measures on a set S. It is determined by
a kernel u(x, y), x, y ∈ S, that need not be symmetric and is allowed
to be infinite on the diagonal. We show that these fields exist when
u(x, y) is a potential density of a transient Markov process X in S.
A permanental field ψ can be realized as the limit of a renor-
malized sum of continuous additive functionals determined by a loop
soup of X, which we carefully construct. A Dynkin-type isomorphism
theorem is obtained that relates ψ to continuous additive functionals
of X (continuous in t), L= {Lνt , (ν, t)∈ V×R+}. Sufficient conditions
are obtained for the continuity of L on V ×R+. The metric on V is
given by a proper norm.
1. Introduction. In [15], we use a version of the Dynkin isomorphism
theorem to analyze families of continuous additive functionals of symmetric
Markov processes in terms of associated second-order Gaussian chaoses that
are constructed from Gaussian fields with covariance kernels that are the
potential densities of the symmetric Markov processes.
In this paper, we define a permanental field, ψ = {ψ(ν), ν ∈ V}, a new
stochastic process indexed by a space of measures V on a set S, that is
determined by a kernel u(x, y), x, y ∈ S, that need not be symmetric. Per-
manental fields are a generalization of second-order Gaussian chaoses. We
show that these fields exist whenever u(x, y) is the potential density of a
transient Markov process X .
Received September 2012; revised August 2013.
1Supported in part by grants from the National Science Foundation and PSCCUNY.
2Supported in part by a grant from the Simons Foundation.
AMS 2000 subject classifications. 60K99, 60J55, 60G17.
Key words and phrases. Permanental fields, Markov processes, loop soups, continuous
additive functionals.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2015, Vol. 43, No. 1, 44–84. This reprint differs from the original in pagination
and typographic detail.
1
2 Y. LE JAN, M. B. MARCUS AND J. ROSEN
We show that ψ can be realized as the limit of a renormalized sum of
continuous additive functionals determined by a loop soup of X . A loop
soup is a Poisson point process on the path space of X with an intensity
measure µ called the “loop measure.” (This is done in Section 2.) We obtain a
new Dynkin type isomorphism theorem that relates ψ to continuous additive
functionals of X and can be used to analyze them.
Let (Ω,F , P ) be a probability space, and let S be a locally compact metric
space with countable base. Let B(S) denote the Borel σ-algebra, and let
M(S) be the set of finite signed Radon measures on B(S).
Definition 1.1. A map ψ from a subset V ⊆M(S) to F measurable
functions on Ω is called an α-permanental field with kernel u if for all ν ∈ V ,
Eψ(ν) = 0 and for all integers n≥ 2 and ν1, . . . , νn ∈ V
E
(
n∏
j=1
ψ(νj)
)
=
∑
pi∈P ′
αc(pi)
∫ n∏
j=1
u(xj , xpi(j))
n∏
j=1
dνj(xj),(1.1)
where P ′ is the set of permutations π of [1, n] such that π(j) 6= j for any j,
and c(π) is the number of cycles in the permutation π.
The concept of permanental fields is motivated by [10] and [11], Chapter 9.
The statement in (1.1) makes sense when the kernel u is bounded. How-
ever, in this case, we can accomplish the goals of this paper using permanen-
tal processes as we do in [18]. In this paper, we are particularly interested
in the case in which u is infinite on the diagonal. That is why we define the
field using measures on S rather than points in S, and require that π(j) 6= j
for any j in (1.1) [since we allow u(xj, xj) =∞].
When u is symmetric, positive definite and α= 1/2, {ψ(ν), ν ∈ V} is given
by the Wick square, a particular second-order Gaussian chaos defined as
:G2 : (ν) = lim
δ→0
∫
(G2x,δ −E(G2x,δ))dν(x),(1.2)
where {Gx,δ , x ∈ S} is a mean zero Gaussian process with finite covariance
uδ(x, y), and limδ→0 uδ(x, y) = u(x, y). (See [15] for details.) The results in
[15] are simpler to achieve than the results in this paper because we have at
our disposal a wealth of information about second-order Gaussian chaoses.
The definition of a permanental field in (1.1) is a generalization of the
moment formula for permanental processes, introduced in [24]. Let θ =
{θx, x ∈ S} be an α-permanental process with (finite) kernel u, then for
any x1, . . . , xn ∈ S
E
(
n∏
j=1
θxj
)
=
∑
pi∈P
αc(pi)
n∏
j=1
u(xj , xpi(j)),(1.3)
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where P is the set of permutations π of [1, n], and c(π) is the number of cycles
in the permutation π. In this case,
∫
(θx−E(θx))dν(x) is a permanental field.
Eisenbaum and Kaspi [3] show that an α-permanental process with kernel
u exists whenever u is the potential density of a transient Markov process X
in S. (This can also be done using loop soups. See [11], Chapters 2, 4, 5, for
a study in the discrete symmetric case.) In [18], we give sufficient conditions
for the continuity of α-permanental processes and use this, together with an
isomorphism theorem of Eisenbaum and Kaspi, [3] to give sufficient condi-
tions for the joint continuity of the local times of X . In this paper, we extend
these results to permanental fields and continuous additive functionals.
In order that (1.1) makes sense, we need bounds on multiple integrals of
the form ∫ n∏
j=1
u(xj , xj+1)
n∏
i=1
dνj(xi), xn+1 = x1.(1.4)
We say that a norm ‖ · ‖ on M(S) is a proper norm with respect to a kernel
u if for all n≥ 2 and ν1, . . . , νn in M(S)∣∣∣∣∣
∫ n∏
j=1
u(xj , xj+1)
n∏
i=1
dνj(xi)
∣∣∣∣∣≤Cn
n∏
j=1
‖νj‖(1.5)
for some universal constant C <∞.
In Section 6, in which we consider the continuity of certain additive func-
tionals of Le´vy processes, an explicit example of a proper norm is given in
(6.22). Another example of a proper norm which plays an important role in
this paper is given in (3.25). Additional examples of proper norms are given
in Example 6.2.
The next step in our program is to show that permanental fields exist.
We do this in Section 2 when the kernel u(x, y) is the potential density of
a transient Borel right process X in S. (Additional technical conditions are
given in Section 2.1.)
We denote by R+(X), or R+ when X is understood, the set of posi-
tive bounded Revuz measures ν on S that are associated with X . This is
explained in detail in Section 2.1.
Let ‖ · ‖ be a proper norm on M(S) with respect to the kernel u. Set
M+‖·‖ = {positive ν ∈M(S)|‖ν‖<∞}(1.6)
and
R+‖·‖ =R+ ∩M+‖·‖.(1.7)
Let M‖·‖ and R‖·‖ denote the set of measures of the form ν = ν1 − ν2 with
ν1, ν2 ∈M+‖·‖ or R+‖·‖, respectively. We often omit saying that both R‖·‖ and
‖ · ‖ depend on the kernel u.
The following theorem is implied by the results in Section 2.
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Theorem 1.1. Let X be a transient Borel right process with state space
S and potential density u(x, y), x, y ∈ S, as described in Section 2.1, and let
‖ · ‖ be a proper norm with respect to the kernel u(x, y). Then for α> 0 we
can find an α-permanental field {ψ(ν), ν ∈R‖·‖} with kernel u.
We say that {ψ(ν), ν ∈R‖·‖} is the α-permanental field associated withX .
In Section 4 we study the continuity of permanental fields. Let {ψ(ν), ν ∈
V} be a permanental field with kernel u. Let ‖ · ‖ be a proper norm with
respect to u and suppose that V ⊆M‖·‖. We show in Section 4 that
‖ψ(µ)−ψ(ν)‖Ξ ≤C‖µ− ν‖,(1.8)
where ‖ ·‖Ξ is the norm of the exponential Orlicz space generated by e|x|−1.
This inequality enables us to use the well-known majorizing measure suffi-
cient condition for the continuity of stochastic processes, to obtain sufficient
conditions for the continuity of permanental fields, {ψ(ν), ν ∈ V} on (V,‖·‖),
where ‖ · ‖ denotes the metric ‖µ− ν‖ in (1.8).
Let B‖·‖(ν, r) denote the closed ball in (V,‖ · ‖) with radius r and center
ν. For any probability measure σ on (V,‖ · ‖), let
JV ,‖·‖,σ(a) = sup
ν∈V
∫ a
0
log
1
σ(B‖·‖(ν, r))
dr.(1.9)
Theorem 1.2. Let {ψ(ν), ν ∈ V} be an α-permanental field with kernel
u and let ‖ · ‖ be a proper norm for u. Assume that there exists a probability
measure σ on V such that JV ,‖·‖,σ(D) <∞, where D is the diameter of V
with respect to ‖ · ‖ and
lim
δ→0
JV ,‖·‖,σ(δ) = 0.(1.10)
Then ψ is uniformly continuous on (V,‖ · ‖) almost surely.
When the kernel u is symmetric, {ψ(ν), ν ∈ V} is a second-order Gaussian
chaos and it is well known that we can take
‖µ− ν‖= (E(ψ(µ)−ψ(ν))2)1/2.(1.11)
One of interests in studying permanental fields is to use them to analyze
families of continuous additive functionals. We may think of a continuous
additive functional of the Markov process X = (Ω,Ft,Xt, θt, P x) as
Lνt := lim
ε→0
∫
S
∫ t
0
δy,ε(Xs)dsdν(y),(1.12)
where ν is a positive measure on S and δy,ε is an approximate delta function
at y ∈ S. More precisely, a family A = {At; t ≥ 0} of random variables is
called a continuous additive functional of X if:
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(1) t 7→ At is almost surely continuous and nondecreasing, with A0 = 0
and At =Aζ , for all t≥ ζ .
(2) At is Ft measurable.
(3) At+s =At +As ◦ θt for all s, t > 0 a.s.
(Details on the definition of Lνt are given in Section 2.)
As in [15] we relate permanental fields and continuous additive functionals
by a Dynkin type isomorphism theorem. In Section 3, we obtain such a
theorem relating {Lν∞} and the associated permanental field {ψ(ν)}. Since
the construction of ψ in Section 2 explores many properties of {Lν∞}, the
further derivation of the isomorphism theorem is relatively straightforward.
In Section 3, we introduce the measure
Qρφ(F ) =
∫
Qx,x(FLφ∞)dρ(x),(1.13)
where Qx,y is given in (3.1).
The next theorem is implied by Theorem 3.1.
Theorem 1.3. Let X be a transient Borel right process with potential
densities u, as described in Section 2.1, and let ‖ · ‖ be a proper norm for
u. Let {ψ(ν), ν ∈ R‖·‖} be the associated α-permanental field with kernel
u. Then for any φ,ρ ∈ R+‖·‖ and all measures {νj} ∈ R‖·‖, and all bounded
measurable functions F on R∞,
EQρφ(F (ψ(νi) +L
νi
∞)) =
1
α
E(θρ,φF (ψ(νi))),(1.14)
where θρ,φ is a random variable that has all moments finite.
[Here, we use the notation F (f(xi)) := F (f(x1), f(x2), . . .), and the ex-
pectation of the {Lνi∞} are with respect to Qρφ, and of the {ψ(νi)} and {θρ,φ}
are with respect to E.]
It is easy to show that this isomorphism theorem implies that the conti-
nuity of {ψ(ν), ν ∈ V} on (V,‖ · ‖), implies the continuity of {Lν∞, ν ∈ V} on
(V,‖ · ‖)). Extending this to the joint continuity of {Lνt , (ν, t) ∈ V ×R+} on
(V ×R+,‖ · ‖ × | · |) is considerably more difficult. We do this in Section 5.
Additional hypotheses are required to prove joint continuity of {Lνt , (ν, t) ∈
V ×R+} in the most general setting. However, these are satisfied by a simple
sufficient condition when the Markov process is a transient Le´vy processes.
Let S = Rd and X be a Le´vy process killed at the end of an independent
exponential time, with characteristic function
EeiλXt = e−tκ(λ)(1.15)
and potential density u(x, y) = u(y − x). We refer to κ as the characteristic
exponent of X .
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We assume that
‖u‖2 <∞ and e−Reκ(ξ) is integrable on Rd.(1.16)
We say that u is radially regular at infinity if
1
τ(|ξ|) ≤ |uˆ(ξ)| ≤
C
τ(|ξ|) ,(1.17)
where τ(|ξ|) is regularly varying at infinity. Note that
uˆ(ξ) =
1
κ(ξ)
.(1.18)
For a measure ν on Rd, we define the measure νh by
νh(A) = ν(A− h).(1.19)
Theorem 1.4. Let X = {X(t), t ∈R+} be a Le´vy process in Rd that is
killed at the end of an independent exponential time, with potential density
u(x, y) = u(y − x). Assume that (1.16) holds and uˆ is radially regular. Let
ν ∈R+(X) and γ = |uˆ| ∗ |uˆ|. If∫ ∞
1
(
∫
|ξ|≥x |νˆ(ξ)|2γ(ξ)dξ)1/2
x
dx <∞,(1.20)
then {Lνxt , (x, t) ∈Rd ×R+} is continuous P y almost surely for all y ∈Rd.
In addition
lim sup
δ→0
sup
|x−y|≤δ
x,y∈[0,1]d
Lνxt −Lνyt
ω(δ)
≤C a.s.,(1.21)
where
ω(δ) = ϕ(δ) log 1/δ +
∫ δ
0
ϕ(u)
u
du(1.22)
and
ϕ(δ) =
(
|δ|2
∫
|ξ|≤1/|δ|
|ξ|2|νˆ(ξ)|2γ(ξ)dξ +
∫
|ξ|≥1/|δ|
|νˆ(ξ)|2γ(ξ)dξ
)1/2
.(1.23)
Example 1.1. 1. If τ(|ξ|) is regularly varying at infinity with index
greater than d/2 and less than d and
|νˆ(ξ)| ≤C τ(|ξ|)|ξ|d(log |ξ|)3/2+ε as |ξ| →∞(1.24)
for some constant C > 0 and any ε > 0, then {Lνxt , (x, t) ∈ Rd × R+} is
continuous P x almost surely.
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2. If
τ(|ξ|) = |ξ|
2
(log |ξ|)a for a≥ 0 and all |ξ| sufficiently large(1.25)
and
|νˆ(ξ)| ≤C τ(|ξ|)|ξ|2(log |ξ|)2+ε as |ξ| →∞(1.26)
for some constant C > 0 and any ε > 0, then {Lνxt , (x, t) ∈ R2 × R+} is
continuous P x almost surely. This extends the result for Brownian motion
in R2 (in which case a= 0) that is given in [15], Theorem 1.6.
3. If τ(|ξ|) is regularly varying at infinity with index d/2< α< d and
|νˆ(ξ)| ≤ 1
ϑ(|ξ|) ,(1.27)
where ϑ(|ξ|) is regularly varying at infinity with index β and α+β > d, then
there exists a constant C > 0, such that for almost every t,
lim sup
δ→0
sup
|x−y|≤δ
x,y∈[0,1]d
Lνxt −Lνyt
̺(δ) log 1/δ
≤C a.s.,(1.28)
where
̺(δ)∼C(δ−dτ(1/δ)ϑ(1/δ))−1 as δ→ 0,(1.29)
is regularly varying at zero with index α+ β − d.
4. If d= 2 and τ(|ξ|) is as given in (1.25) and
|νˆ(ξ)| ≤ 1
ϑ(|ξ|) ,(1.30)
where ϑ(|ξ|) is regularly varying at infinity with index β > 0, then there
exists a constant C > 0, such that for almost every t
lim sup
δ→0
sup
|x−y|≤δ
x,y∈[0,1]d
Lνxt −Lνyt
̺(δ) log 1/δ
≤C a.s.,(1.31)
where
̺(δ)∼C(δ−2τ(1/δ)ϑ(1/δ))−1(log 1/δ)1/2 as δ→ 0,(1.32)
is regularly varying at zero with index β.
Continuous additive functionals of Le´vy processes are studied in Section 6.
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2. Markov loops and the existence of permanental fields. So far, a per-
manental field is defined as a process with a certain moment structure. In
this section, we show that a permanental field with kernel u can be real-
ized in terms of continuous additive functionals of a Markov process X with
potential density u.
2.1. Continuous additive functionals. Let S a be locally compact set
with a countable base. Let X = (Ω,Ft,Xt, θt, P x) be a transient Borel right
process with state space S, and jointly measurable transition densities pt(x, y)
with respect to some σ-finite measure m on S. We assume that the potential
densities
u(x, y) =
∫ ∞
0
pt(x, y)dt(2.1)
are finite off the diagonal, but allow them to be infinite on the diagonal. We
also assume that supx
∫∞
δ pt(x,x)dt <∞ for each δ > 0. We do not require
that pt(x, y) is symmetric.
We assume furthermore that 0< pt(x, y)<∞ for all 0< t <∞ and x, y ∈
S, and that there exists another right process X̂ in duality withX , relative to
the measure m, so that its transition probabilities P̂t(x,dy) = pt(x, y)m(dy).
These conditions allow us to use material on bridge measures in [4] in the
construction of the loop measure in Section 2.2.
Let {At, t ∈ R+} be a positive continuous additive functional of X . The
0-potential of {At, t ∈R+} is defined to be
u0A(x) =E
x(A∞).(2.2)
If {At, t ∈R+} and {Bt, t ∈R+} are two continuous additive functionals of
X , with u0A = u
0
B <∞, then {At, t ∈R+}= {Bt, t ∈R+} a.s. (see, e.g., [23],
Theorem 36.10). This can also be seen directly by noting that the properties
of a continuous additive functional given in its definition and the Markov
property imply that Mt = At − Bt is a continuous martingale of bounded
variation, and consequently is a constant, [22], Chapter IV, Proposition 1.2,
which is zero in this case because M0 = 0.
When {At, t ∈ R+} is a positive continuous additive functional with 0-
potential u0A that is the potential of a σ-finite measure ν, that is when
Ex(A∞) =
∫
u(x, y)dν(y),(2.3)
we write At = L
ν
t and refer to ν as the Revuz measure of At.
It follows from [21], Section V.6, that a σ-finite measure is the Revuz
measure of a continuous additive functional of a Markov process X with
potential density u if and only if
Uν(x) :=
∫
u(x, y)dν(y)<∞ for each x ∈ S(2.4)
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and ν does not charge any semi-polar set. We denote by R+(X), or R+
when X is understood, the set of positive bounded Revuz measures. We use
R for the set of measures of the form ν = ν1 − ν2 with ν1, ν2 ∈R+, and we
write Lνt = L
ν1
t − Lν2t . The comments above show that this is well defined.
Throughout this paper, we only consider measures in R.
2.2. Loop measure. It follows from the assumptions in the first two para-
graphs of Section 2.1 that, as in [4], for all 0 < t <∞ and x, y ∈ S, there
exists a finite measure Qx,yt on Ft− , of total mass pt(x, y), such that
Qx,yt (1{ζ>s}Fs) = P
x(Fspt−s(Xs, y))(2.5)
for all Fs ∈ Fs with s < t. (In this paper, we use the letter Q for measures
which are not necessarily of mass 1, and reserve the letter P for probability
measures.)
We use the canonical representation of X in which Ω is the set of right
continuous paths ω in S∆ = S ∪∆ with ∆ /∈ S, and is such that ω(t) = ∆
for all t ≥ ζ = inf{t > 0|ω(t) = ∆}. Set Xt(ω) = ω(t). We define a σ-finite
measure µ on (Ω,F) by
µ(F ) =
∫ ∞
0
1
t
∫
Qx,xt (F ◦ kt)dm(x)dt(2.6)
for all F measurable functions F on Ω. Here, kt is the killing operator defined
by ktω(s) = ω(s) if s < t and ktω(s) = ∆ if s≥ t, so that k−1t F ⊂ Ft− . We
call µ the loop measure of X , because when X has continuous paths, µ is
concentrated on the set of continuous loops with a distinguished starting
point (since Qx,xt is carried by loops starting at x). It can be shown that
µ is invariant under “loop rotation,” and µ is often restricted to the “loop
rotation” invariant sets. We do not pursue these ideas in this paper.
As usual, if F is a function, we often write µ(F ) for
∫
F dµ. [We already
used this notation in (2.5).]
We explore some properties of the loop measure µ. [Recall the definition
of R‖·‖ in the paragraph containing (1.7).]
Lemma 2.1. Let k ≥ 2, and assume that νj ∈ R‖·‖ for all j = 1, . . . , k.
Then
µ
(
k∏
j=1
L
νj
∞
)
(2.7)
=
1
k
∑
pi∈Pk
∫
u(y1, y2) · · ·u(yk−1, yk)u(yk, y1)
k∏
j=1
dνpi(j)(yj),
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where Pk denotes the set of permutations of [1, k]. Equivalently,
µ
(
k∏
j=1
L
νj
∞
)
=
∑
pi∈Pk−1
∫ (∫
u(x, y1)u(y1, y2)(2.8)
· · ·u(yk−2, yk−1)u(yk−1, x)
k−1∏
j=1
dνpi(j)(yj)
)
dνk(x).
When k = 1, the formula in (2.7) gives
µ(Lν∞) =
∫
u(y, y)dν(y).(2.9)
Obviously, this is infinite when u(y, y) =∞.
Proof of Lemma 2.1. We first assume that all the νj are positive
measures. Note that for all j = 1, . . . , k
L
νj
∞ ◦ kt = Lνjt .(2.10)
Therefore,
Qx,xt
((
k∏
j=1
L
νj
∞
)
◦ kt
)
=Qx,xt
(
k∏
j=1
L
νj
t
)
=Qx,xt
(
k∏
j=1
∫ t
0
dL
νj
rj
)
(2.11)
=
∑
pi∈Pk
Qx,xt
(∫
0≤r1≤···≤rk≤t
dL
νpi(1)
r1 · · ·dL
νpi(k)
rk
)
.
We use the following technical lemma.
Lemma 2.2. Let νj ∈R+ for all j = 1, . . . , k. Then for all t ∈R+
Qx,yt
(∫
0≤r1≤···≤rk≤t
dLν1r1 · · ·dLνkrk
)
=
∫
0≤r1≤···≤rk≤t
∫
pr1(x, y1)pr2−r1(y1, y2)(2.12)
· · ·prk−rk−1(yk−1, yk)pt−rk(yk, y)
k∏
j=1
dνj(yj)drj .
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Proof. We prove this by induction on k. The case k = 1 follows from
[4], Lemma 1. Assume we have proved (2.12) for all 1≤ j ≤ k− 1. We write
Qx,yt
(∫
0≤r1≤···≤rk≤t
dLν1r1 · · ·dLνkrk
)
(2.13)
=Qx,yt
(∫ t
0
Hrk dL
νk
rk
)
,
where
Hrk =
∫
0≤r1≤···≤rk
dLν1r1 · · ·dL
νk−1
rk−1 .(2.14)
Clearly, Hrk is continuous in rk. It follows from [4], Proposition 3, that
Qx,yt
(∫ t
0
Hrk dL
νk
rk
)
(2.15)
=Qx,yt
(∫ t
0
Q
x,Xrk
rk (Hrk)
prk(x,Xrk)
dLνkrk
)
.
Using [4], Lemma 1, again, we see that
Qx,yt
(∫ t
0
Q
x,Xrk
rk (Hrk)
prk(x,Xrk)
dLνkrk
)
=
∫ t
0
(∫
prk(x, yk)pt−rk(yk, y)
Qx,ykrk (Hrk)
prk(x, yk)
dνk(yk)
)
drk(2.16)
=
∫ t
0
(∫
pt−rk(yk, y)Q
x,yk
rk
(Hrk)dνk(yk)
)
drk.
Using (2.13) and (2.12) for k − 1, we see that it holds for all 1≤ j ≤ k− 1.

Proof of Lemma 2.1 continued. Combining (2.12) with (2.11), we
obtain
Qx,xt
(
k∏
j=1
L
νj
∞ ◦ kt
)
=
∑
pi∈Pk
∫
0≤r1≤···≤rk≤t
∫
pr1(x, y1)pr2−r1(y1, y2)
(2.17)
· · ·prk−rk−1(yk−1, yk)pt−rk(yk, x)
×
k∏
j=1
dνpi(j)(yj)drj .
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Therefore,∫
Qx,xt
(
k∏
j=1
L
νj
∞ ◦ kt
)
dm(x)
=
∑
pi∈Pk
∫
0≤r1≤···≤rk≤t
∫
pr2−r1(y1, y2)
(2.18)
· · ·prk−rk−1(yk−1, yk)pr1+t−rk(yk, y1)
×
k∏
j=1
dνpi(j)(yj)drj ,
since ∫
pr1(x, y1)pt−rk(yk, x)dm(x) = pr1+t−rk(yk, y1).(2.19)
It follows from (2.6) and (2.18) that
µ
(
k∏
j=1
L
νj
∞
)
=
∑
pi∈Pk
∫ ∞
0
1
t
(∫
0≤r1≤···≤rk≤t
∫
pr2−r1(y1, y2)
(2.20)
· · ·prk−rk−1(yk−1, yk)pr1+t−rk(yk, y1)
×
k∏
j=1
dνpi(j)(yj)drj
)
dt.
We make the change of variables (t, r2, . . . , rk)→ s1 = r1 + t − rk, s2 =
r2 − r1, . . . , sk = rk − rk−1, and integrate on r1 to obtain
µ
(
k∏
j=1
L
νj
∞
)
=
∑
pi∈Pk
∫
1
s1 + · · ·+ sk
(∫
ps2(y1, y2)
· · ·psk(yk−1, yk)ps1(yk, y1)
×
k∏
j=1
dνpi(j)(yj)
)(∫ s1
0
1dr1
) k∏
j=1
dsj(2.21)
PERMANENTAL FIELDS, LOOP SOUPS AND CAFS 13
=
∑
pi∈Pk
∫
s1
s1 + · · ·+ sk
∫
ps2(y1, y2)
· · ·psk(yk−1, yk)ps1(yk, y1)
k∏
j=1
dνpi(j)(yj)dsj .
Set
f(s1, s2, . . . , sk)
(2.22)
=
∑
pi∈Pk
∫
ps2(y1, y2) · · ·psk(yk−1, yk)ps1(yk, y1)
k∏
j=1
dνpi(j)(yj),
and note that because of the sum over all permutations
f(s1, s2, . . . , sk) = f(s2, s3, . . . , s1).(2.23)
Using (2.23) after a simple change of variables, we see from (2.21) that
µ
(
k∏
j=1
L
νj
∞
)
=
∫
s1
s1 + · · ·+ sk f(s1, s2, . . . , sk)
k∏
j=1
dsj
=
∫
s2
s2 + s3 + · · ·+ s1 f(s2, s3, . . . , s1)
k∏
j=1
dsj(2.24)
=
∫
s2
s1 + s2 + · · ·+ sk
f(s1, s2, . . . , sk)
k∏
j=1
dsj .
Similarly, we see that for all 1≤ j ≤ k
µ
(
k∏
j=1
L
νj
∞
)
=
∫
sj
s1 + s2 + · · ·+ sk
f(s1, s2, . . . , sk)
k∏
j=1
dsj .(2.25)
Therefore,
µ
(
k∏
j=1
L
νj
∞
)
=
1
k
∫
s1 + · · ·+ sk
s1 + · · ·+ sk
f(s1, s2, . . . , sk)
k∏
j=1
dsj
=
1
k
∫
f(s1, s2, . . . , sk)
k∏
j=1
dsj
=
1
k
∑
pi∈Pk
∫ ∫
ps2(y1, y2) · · ·psk(yk−1, yk)ps1(yk, y1)(2.26)
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×
k∏
j=1
dνpi(j)(yj)dsj
=
1
k
∑
pi∈Pk
∫
u(y1, y2) · · ·u(yk−1, yk)u(yk, y1)
k∏
j=1
dνpi(j)(yj).
It follows from the hypothesis that ‖ · ‖ is a proper norm that the integrals
in (2.26) are finite; consequently, the equalities in (2.26) hold for all ν ∈R‖·‖
(i.e., measures that are not necessarily positive). This is (2.7).
To obtain (2.8), we note that because we are permuting k points on a
circle, for k ≥ 2, we can write (2.7) as
µ
(
k∏
j=1
L
νj
∞
)
=
∑
pi∈Pk−1
∫ (∫
u(x, y1)u(y1, y2)(2.27)
· · ·u(yk−2, yk−1)u(yk−1, x)
k−1∏
j=1
dνpi(j)(yj)
)
dνk(x).

Remark 2.1. Note that in the course of the proof of Lemma 2.1 we
show that (2.7) and (2.8) hold for all measures in R+.
For use in the next section, note that when k = 1, (2.18) takes the form∫
Qx,xt (L
ν
∞ ◦ kt)dm(x) = t
∫
pt(y, y)dν(y).(2.28)
Using the fact that 1{ζ>δ} ◦ kt = 1 if t > δ, and 0 if t≤ δ, we see that
µ(1{ζ>δ}L
ν
∞) =
∫ ∞
δ
∫
pt(y, y)dν(y)dt,(2.29)
which is finite by our assumptions that supx
∫∞
δ pt(x,x)dt <∞ for each
δ > 0 and ν is a finite measure.
2.3. Loop soup. Let Lα be the Poisson point process on Ω with intensity
measure αµ. Note that Lα is a random variable; each realization of Lα is a
countable subset of Ω. To be more specific, let
N(A) := #{Lα ∩A}, A⊆Ω.(2.30)
PERMANENTAL FIELDS, LOOP SOUPS AND CAFS 15
Then for any disjoint measurable subsets A1, . . . ,An of Ω, the random vari-
ables N(A1), . . . ,N(An), are independent and N(A) is a Poisson random
variable with parameter αµ(A), that is,
PLα(N(A) = k) =
(αµ(A))k
k!
e−αµ(A).(2.31)
The Poisson point process Lα is called the loop soup of the Markov process
X . For ν ∈R‖·‖, we define
ψ˜(ν) = lim
δ→0
L̂νδ ,(2.32)
where
L̂νδ =
(∑
ω∈Lα
1{ζ(ω)>δ}L
ν
∞(ω)
)
−αµ(1{ζ>δ}Lν∞).(2.33)
As noted following (2.29), µ(1{ζ>δ}L
ν
∞) is finite for all δ > 0. We show in
Theorem 2.1 that the limit (2.32) converges in all Lp, even though each term
in (2.33) has an infinite limit as δ→ 0.
The terms loop soup and “loop soup local time” are used in [8, 9], and
[7], Chapter 9. In [10], they are referred to, less colorfully albeit more de-
scriptively, as Poisson ensembles of Markov loops, and occupation fields of
Poisson ensembles of Markov loops.
The next theorem contains Theorem 1.1. It is given for symmetric kernels
in [11], Theorem 9. (In which case, when α= 1/2, the permanental process
is a second-order Gaussian chaos.)
Theorem 2.1. Let X be a transient Borel right process with state space
S and potential density u(x, y), x, y ∈ S, as described in the beginning of
this section. Then for ν ∈ R‖·‖, the limit (2.32) converges in all Lp and
{ψ˜(ν), ν ∈R‖·‖} is an α-permanental field with kernel u(x, y).
Proof. By the master formula for Poisson processes [6], (3.6),
ELα(e
∑n
j=1 zjL̂
νj
δj )
(2.34)
= exp
(
α
(∫
Ω
(
e
∑n
j=1 zj1{ζ>δj}L
νj
∞ −
n∑
j=1
zj1{ζ>δj}L
νj
∞ − 1
)
dµ(ω)
))
.
Differentiating each side of (2.34) with respect to z1, . . . , zn and then setting
z1, . . . , zn equal to zero, we see that
ELα
(
n∏
j=1
L̂
νj
δj
)
=
∑
⋃
iBi=[1,n],|Bi|≥2
∏
i
αµ
(∏
j∈Bi
1{ζ>δj}L
νj
∞
)
,(2.35)
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where the sum is over all partitions B1, . . . ,Bn of [1, n] with all |Bi| ≥ 2.
The right-hand side of (2.35) can be written as a sum of terms involving
only positive measures, to which the monotone convergence theorem can be
applied. Using (2.8), we then see that the right-hand side has a limit as the
δj → 0 and this limit is the same as the right-hand side of (1.1). Applying
this with
∏n
j=1 L̂
νj
δj
replaced by (L̂νδ − L̂νδ′)n, for arbitrary integer n, shows
that the limit (2.32) exists in all Lp. 
Remark 2.2. If we let α vary, we get a field-valued process with inde-
pendent stationary increments. This property is inherited from the analo-
gous property of the loop soup.
3. Isomorphism theorem. In this section, we obtain an isomorphism the-
orem that relates permanental fields and continuous additive functionals. To
begin, we consider properties of several measures on the probability space
of X . Recall that u denotes the 0-potential density of X .
Let Qx,y denote the σ-finite measure defined by
Qx,y(1{ζ>s}Fs) = P
x(Fsu(Xs, y)) for all Fs ∈ bF0s ,(3.1)
where F0s is the σ-algebra generated by {Xr,0≤ r≤ s}.
Lemma 3.1. For all x, y
Qx,y(F ) =
∫ ∞
0
Qx,yt (F ◦ kt)dt, F ∈ bF0.(3.2)
Proof. To obtain (3.2), it suffices to prove it for F of the form {1{ζ>s}Fs}
for all Fs ∈ bF0s . Since 1{ζ>s} ◦ kt = 1{s>t}1{ζ>s},∫ ∞
0
Qx,yt ((1{ζ>s}Fs) ◦ kt)dt
=
∫ ∞
s
Qx,yt (1{ζ>s}Fs)dt
(3.3)
=
∫ ∞
s
P x(Fspt−s(Xs, y))dt
= P x(Fsu(Xs, y)) =Q
x,y(1{ζ>s}Fs),
where the second and third equalities follow from (2.5) and interchanging
the order of integration and the final equation by (3.1). 
We have the following formula for the moments of {Lν∞, ν ∈ R+} under
Qx,y.
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Lemma 3.2. For all νj ∈R+, j = 1, . . . , k,
Qx,y
(
k∏
j=1
L
νj
∞
)
=
∑
pi∈Pk
∫
u(x, y1)u(y1, y2)
(3.4)
· · ·u(yk−1, yk)u(yk, y)
k∏
j=1
dνpi(j)(yj),
where the Pk denotes the set of permutations of [1, k].
Proof. By (3.2), we have
Qx,y
(
k∏
j=1
L
νj
∞
)
=
∫ ∞
0
Qx,yt
(
k∏
j=1
L
νj
∞ ◦ kt
)
dt.(3.5)
Following the argument in (2.11) and then using Lemma 2.2, we see that
Qx,yt
((
k∏
j=1
L
νj
∞
)
◦ kt
)
=
∑
pi∈Pk
Qx,yt
(∫
0≤r1≤···≤rk≤t
dL
νpi(1)
r1 · · ·dL
νpi(k)
rk
)
=
∑
pi∈Pk
∫
0≤r1≤···≤rk≤t
∫
pr1(x, y1)pr2−r1(y1, y2)
· · ·prk−rk−1(yk−1, yk)pt−rk(yk, y)
k∏
j=1
dνpi(j)(yj)drj .
Therefore,
Qx,y
(
k∏
j=1
L
νj
∞
)
=
∑
pi∈Pk
∫
0≤r1≤···≤rk≤t<∞
∫
pr1(x, y1)pr2−r1(y1, y2)
· · ·prk−rk−1(yk−1, yk)pt−rk(yk, y)
×
k∏
j=1
dνpi(j)(yj)drj dt,
which gives (3.4). 
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Let ‖ · ‖ be a proper norm. It follows from (3.4) and (2.8) that for any ρ
and ν1, . . . , νk ∈R‖·‖∫
Qx,x
(
k∏
j=1
L
νj
∞
)
dρ(x) = µ
(
Lρ∞
k∏
j=1
L
νj
∞
)
.(3.6)
For any φ,ρ ∈R+‖·‖, set
Qρφ(A) =
∫
Qx,x(Lφ∞1{A})dρ(x).(3.7)
Note that by (3.6) we have Qρφ(Ω) = µ(L
ρ
∞L
φ
∞), so that Q
ρ
φ is a finite mea-
sure. Using (3.6) again, we see that
Qρφ
(
k∏
j=1
L
νj
∞
)
= µ
(
Lρ∞L
φ
∞
k∏
j=1
L
νj
∞
)
(3.8)
for all νj ∈R‖·‖.
By (2.8) and (3.8) and the fact that ‖ · ‖ is a proper norm, we see that
|Qρφ((Lν∞)n)|= |µ(Lρ∞Lφ∞(Lν∞)n)| ≤ n!Cn‖φ‖‖ρ‖‖ν‖n.(3.9)
Therefore, Lν∞ is exponentially integrable with respect to the finite mea-
sures Qρφ(·) and µ(Lρ∞Lφ∞(·)), so that the finite dimensional distributions
of {Lν∞, ν ∈ R‖·‖} under these measures are determined by their moments.
Consequently, by (3.8), for all bounded measurable functions F on Rk,
Qρφ(F (L
ν1
∞, . . . ,L
νk
∞)) = µ(L
ρ
∞L
φ
∞F (L
ν1
∞, . . . ,L
νk
∞)).(3.10)
We now obtain a Dynkin type isomorphism theorem that relates perma-
nental fields with kernel u to continuous additive functionals of a Markov
process with potential density u. We can do this very efficiently by employ-
ing a special case of the Palm formula for Poisson processes L with intensity
measure ξ on a measurable space S , see [1], Lemma 2.3, which states that
for any positive function f on S and any measurable functional G of L
EL
((∑
ω∈L
f(ω)
)
G(L)
)
=
∫
EL(G(ω
′ ∪L))f(ω′)dξ(ω′).(3.11)
For φ,ρ ∈R+‖·‖, we define
θρ,φ =
∑
ω∈Lα
Lρ∞(ω)L
φ
∞(ω).(3.12)
Obviously, θρ,φ ≥ 0.
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Theorem 3.1 (Isomorphism Theorem I). Let X be a transient Borel
right process with potential density u as described in Section 2.1. Let ‖ · ‖
be a proper norm for u and let {ψ˜(ν), ν ∈ R‖·‖} be as described in (2.32).
(By Theorem 2.1, {ψ˜(ν), ν ∈R‖·‖} is an α-permanental field with kernel u.)
Let {Lν∞, ν ∈R‖·‖} be as described in the paragraph containing (2.3). Then
for any φ,ρ ∈R‖·‖ and all measures νj ∈R‖·‖, j = 1,2, . . . , and all bounded
measurable functions F on R∞,
ELαQ
ρ
φ(F (ψ˜(νi) +L
νi
∞)) =
1
α
ELα(θ
ρ,φF (ψ˜(νi))),(3.13)
and θρ,φ, given in (3.12), has all its moments finite. [Here, we use the no-
tation F (f(xi)) := F (f(x1), f(x2), . . .).]
Since (3.13) depends only on the distribution of the α-permanental field
with kernel u, this theorem implies Theorem 1.3.
Proof. We apply the Palm formula with intensity measure αµ,
f(ω) =Lρ∞(ω)L
φ
∞(ω)(3.14)
and
G(Lα) = F (L̂νjδ ).(3.15)
To begin let F be a bounded continuous function on Rn. Note that∑
ω∈Lα
f(ω) = θρ,φ.(3.16)
Note also that since ω′ and Lα are disjoint a.s.
L̂
νj
δ (ω
′ ∪Lα) =
( ∑
ω∈ω′∪Lα
1{ζ(ω)>δ}L
νj
∞(ω)
)
− αµ(1{ζ>δ}Lνj∞)
(3.17)
= 1{ζ(ω′)>δ}L
νj
∞(ω
′) + L̂
νj
δ (Lα),
so that
G(ω′ ∪Lα) = F (L̂νjδ (Lα) + 1{ζ(ω′)>δ}L
νj
∞(ω
′)).(3.18)
It follows from (3.11) that
ELα(θ
ρ,φF (L̂
νj
δ ))
(3.19)
= α
∫
ELα(L
ρ
∞(ω
′)Lφ∞(ω
′)F (L̂
νj
δ (Lα) + 1{ζ(ω′)>δ}L
νj
∞(ω
′)))dµ(ω′).
We interchange the integrals on the right-hand side of (3.19) and use (3.10)
and then take the limit as δ → 0, to get (3.13) for bounded continuous
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functions F on Rn. The extension to general bounded measurable functions
F on R∞+ is routine.
To see that θρ,φ has all moments finite, we use the master formula for
Poisson processes in the form
ELα(e
zθρ,φ) = exp
(
α
(∫
Ω
(ezL
ρ
∞L
θ
∞ − 1)dµ(ω)
))
(3.20)
with z < 0. Differentiating each side of (3.20) n times with respect to z and
then taking z ↑ 0 we see that
ELα((θ
ρ,φ)n) =
∑
⋃
iBi=[1,n]
∏
i
αµ((Lρ∞L
θ
∞)
|Bi|),(3.21)
where the sum is over all partitions B1, . . . ,Bn of [1, n]. This is finite for
φ,ρ ∈R+‖·‖. 
Isomorphism Theorem I shows that the continuity of the permanental
field implies the continuity (in the measures) of the continuous additive
functionals.
Corollary 3.1. In the notation and under the hypotheses of Theo-
rem 3.1, let D⊆R‖·‖ and suppose there exists a metric d on D such that
lim
δ→0
ELα
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|ψ(ν)− ψ(ν ′)|2
)
= 0,(3.22)
then
lim
δ→0
Qρφ
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|Lν∞ −Lν
′
∞|
)
= 0.(3.23)
Proof. It follows from (3.13) that
Qρφ
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|Lν∞ −Lν
′
∞|
)
≤ELα
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|ψ(ν)− ψ(ν ′)|
)
Qρφ(1)(3.24)
+
1
α
(
ELα
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|ψ(ν)− ψ(ν ′)|2
)
ELα(θ
ρ,φ)2
)1/2
.
Using this, it is easy to see that (3.22) implies (3.23). 
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For applications of the isomorphism theorem in Section 5, we sometimes
need to consider measures ρ and φ in (3.13) that are not necessarily in R‖·‖.
To deal with this, we introduce two additional norms on M(S):
‖ν‖u2,∞ := |ν|(S)∨ sup
x
∫
(u2(x, y) + u2(y,x))d|ν|(y),(3.25)
where |ν| is the total variation of the measure ν, and
‖ν‖0 := |ν|(S)∨ sup
x
∫
u(x, y)d|ν|(y).(3.26)
Lemma 3.3. Let A∪B be a partition of [1, n], n≥ 2, with B 6=∅. Then∣∣∣∣∣
∫
u(y1, y2) · · ·u(yn−1, yn)u(yn, y1)
n∏
j=1
dνj(yj)
∣∣∣∣∣
(3.27)
≤
∏
i∈A
‖νi‖0
∏
j∈B
‖νj‖u2,∞.
Let φ ∈ R+‖·‖u2,∞ and ρ ∈ R
+
‖·‖0
. In addition, let νj ∈ R‖·‖, j = 1, . . . , k, for
some proper norm ‖ · ‖. Then there exists a constant C =C(φ,ρ,‖ · ‖)<∞,
such that ∣∣∣∣∣µ
(
Lρ∞L
φ
∞
k∏
j=1
L
νj
∞
)∣∣∣∣∣≤ k!Ck‖ρ‖0‖φ‖u2,∞
k∏
j=1
‖νj‖.(3.28)
Proof. Without loss of generality, we assume that 1 ∈B. Then using
the Cauchy–Schwarz inequality in y1, we have∣∣∣∣∣
∫
u(y1, y2) · · ·u(yk−1, yk)u(yk, y1)
k∏
j=1
dνj(yj)
∣∣∣∣∣(3.29)
≤
∫ (∫
u2(y1, y2)d|ν1|(y1)
)1/2(∫
u2(yk, y1)d|ν1|(y1)
)1/2
· · ·u(y2, y3) · · ·u(yk−1, yk)
k∏
j=2
d|νj |(yj)
≤ ‖ν1‖u2,∞
∫
u(y2, y3) · · ·u(yk−1, yk)
k∏
j=2
d|νj |(yj).
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We bound successively the integrals with respect to d|νj |(yj) for j = k, k −
1, . . . ,3 to obtain∫
u(y2, y3) · · ·u(yk−1, yk)
k∏
j=2
d|νj |(yj).
≤
(
sup
x
∫
u(x, y)d|νk|(y)
)∫
u(y2, y3) · · ·u(yk−2, yk−1)
k−1∏
j=2
d|νj |(yj)(3.30)
≤
k∏
j=3
(
sup
x
∫
u(x, y)d|νj |(y)
)∫
1d|ν2|(y2)≤
k∏
j=2
‖νj‖0.
Using (3.29) and (3.30) we see that∣∣∣∣∣
∫
u(y1, y2) · · ·u(yn−1, yn)u(yn, y1)
n∏
j=1
dνj(yj)
∣∣∣∣∣
(3.31)
≤ ‖ν1‖u2,∞
n∏
j=2
‖νj‖0.
We now note that by the Cauchy–Schwarz inequality for the finite measure
ν, ‖ν‖0 ≤ C‖ν‖u2,∞. Using this and (3.31) and recognizing that the choice
of indices in (3.31) is arbitrary, we get (3.27).
To obtain (3.28), we use the Cauchy–Schwarz inequality to write∣∣∣∣∣µ
(
Lρ∞L
φ
∞
k∏
j=1
L
νj
∞
)∣∣∣∣∣≤ {µ((Lρ∞Lφ∞)2)}1/2
{
µ
((
k∏
j=1
L
νj
∞
)2)}1/2
.(3.32)
We use (3.27) with |A|= |B|= 2 to bound the first term and (2.8) and (1.5),
and the fact that ((2k − 1)!)1/2 ≤ Ckk! to bound the second term and get
(3.28). 
Using Lemma 3.3, we can modify the hypotheses of Theorem 3.1 to obtain
a second isomorphism theorem.
Theorem 3.2 (Isomorphism Theorem II). All the results of Theorem 3.1
hold for φ ∈R+‖·‖
u2,∞
and ρ∈R+‖·‖0 .
Proof. Given the proof of Theorem 3.1, to prove this theorem it suffices
to show that (3.10) holds when φ ∈R+‖·‖
u2,∞
and ρ ∈ R+‖·‖0 . To do this, we
first show that the argument from (3.6)–(3.10) holds under this change of
hypothesis.
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Set
Qρφ(A) =
∫
Qx,x(Lφ∞1{A})dρ(x).(3.33)
By Remark 2.1, (2.8) holds for measures in R+. In particular, by (3.4), for
ρ, νj ∈R+, ∫
Qx,x
(
k∏
j=1
L
νj
∞
)
dρ(x) = µ
(
Lρ∞
k∏
j=1
L
νj
∞
)
.(3.34)
Therefore, Qρφ(Ω) = µ(L
ρ
∞L
φ
∞) so that by Lemma 3.3, (3.27), we see that Q
ρ
φ
is a finite measure. Using (3.34), we see that
Qρφ
(
k∏
j=1
L
νj
∞
)
= µ
(
Lρ∞L
φ
∞
k∏
j=1
L
νj
∞
)
(3.35)
for all νj ∈R+.
We now use Lemma 3.3, (3.28), to see that (3.35) holds for φ ∈R+‖·‖
u2,∞
,
ρ ∈R+‖·‖0 and {νj} ∈R‖·‖. Therefore, using Lemma 3.3 we see that for any
ν ∈R‖·‖
|Qρφ((Lν∞)n)|= µ(Lρ∞Lφ∞(Lν∞)n)≤ n!Cn‖ρ‖0‖φ‖u2,∞‖ν‖n,(3.36)
which shows that all {Lνj∞} are exponentially integrable with respect to the
finite measures Qρφ and µ(L
ρ
∞L
φ
∞·). Since (3.35) holds for φ ∈R+‖·‖
u2,∞
, ρ ∈
R+‖·‖0 and {νj} ∈R‖·‖; this shows that for all bounded measurable functions
F on Rk
Qρφ(F (L
ν1
∞, . . . ,L
νk
∞)) = µ(L
ρ
∞L
φ
∞F (L
ν1
∞, . . . ,L
νk
∞))(3.37)
holds when φ ∈R+‖·‖
u2,∞
, ρ ∈R+‖·‖0 and {νj} ∈R‖·‖. With this modification,
the proof of Theorem 3.1 proves this theorem. 
Remark 3.1. It is easy to see that Corollary 3.1 also holds under the
hypotheses of Theorem 3.2.
4. Continuity of Lν
∞
and ψ(ν). In this section, we give sufficient condi-
tions for the continuity of the additive functionals {Lν∞, ν ∈ V} and perma-
nental fields {ψ(ν), ν ∈ V} that extend well-known results for second-order
Gaussian chaoses.
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Let (T, τ) be a metric or pseudo-metric space. Let Bτ (t, u) denote the
closed ball in (T, τ) with radius u and center t. For any probability measure
σ on (T, τ), we define
JT,τ,σ(a) = sup
t∈T
∫ a
0
log
1
σ(Bτ (t, u))
du.(4.1)
Let V be a linear space of measures on S and u a kernel on S×S. Suppose
that ‖·‖ is a proper norm for V with respect to u and V ⊆R‖·‖. Then ‖ν−ν ′‖
is a metric on V . In this situation, we write JT,τ,σ in (4.1) as JV ,‖·‖,σ.
Theorem 4.1. Let φ ∈R+‖·‖u2,∞ and ρ ∈R
+
‖·‖0
, and let ‖ · ‖ be a proper
norm. Assume that there exists a probability measure σ on V such that
JV ,‖·‖,σ(D)<∞, where D is the diameter of V with respect to ‖ · ‖ and
lim
δ→0
JV ,‖·‖,σ(δ) = 0.(4.2)
Then for any countable set D ⊆V , with compact closure
lim
δ→0
Qρφ
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|Lν∞ −Lν
′
∞|
)
= 0.(4.3)
A similar result holds for {ψ(ν), ν ∈ V} with respect to ELα .
Proof of Theorems 1.2 and 4.1. These theorems are immediate
consequence of the following lemma and the well-known sufficient condition
for continuity of stochastic processes with a metric in an exponential Orlicz
space; see, for example, [17], Section 3, or [19], Theorem 2.1. 
Let Ξ(x) = exp(x) − 1 and LΞ(Ω,F , P ) denote the set of random vari-
ables ξ :Ω→R1 such that E(Ξ(|ξ|/c))<∞ for some c > 0. LΞ(Ω,F , P ) is a
Banach space with norm given by
‖ξ‖Ξ = inf{c > 0 :E(Ξ(|ξ|/c))≤ 1}.(4.4)
Lemma 4.1. Let φ ∈ R+‖·‖
u2,∞
and ρ ∈ R+‖·‖0 , and let ‖ · ‖ be a proper
norm. Then there exists a constant C =C(φ,ρ,‖ · ‖)<∞, such that
‖Lν∞‖Ξ ≤C‖ν‖ ∀ν ∈ V,(4.5)
where ‖ · ‖Ξ is the norm of the exponential Orlicz space generated by e|x|− 1
with respect to Qρφ.
Similarly, let {ψ(ν), ν ∈ V} be an α-permanental field with kernel u and
‖ · ‖ a proper norm with respect to u, then for some Cα <∞, depending only
on α,
‖ψ(ν)‖Ξ ≤Cα‖ν‖ ∀ν ∈ V,(4.6)
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where ‖ · ‖Ξ is the norm of the exponential Orlicz space generated by e|x|− 1
with respect to ELα .
Proof. SinceQρφ is a finite measure, it follows from the Cauchy–Schwarz
inequality and (3.36) that
Qρφ(|Lν∞|n)≤C(Qρφ((Lν∞)2n))1/2 ≤ n!Cn‖ν‖n.(4.7)
The inequality in (4.5) follows from this.
The inequality in (4.6) can be derived similarly, using the Cauchy–Schwarz
inequality, Definition 1.1, the definition of proper norms (1.5), and the fact
that there are n! permutations of [1, n]. 
Other results on the continuity of permanental fields are given in [19].
Remark 4.1. Using the isomorphism theorem, (4.3) can be derived from
the similar result for {ψ(ν), ν ∈ V}; see Remark 3.1. In all our earlier work,
continuity conditions for local times and other continuous additive function-
als of Markov processes are obtained in this way, that is, by means of an
isomorphism theorem. It is noteworthy that in this paper (4.3) is obtained
directly using properties of the loop measure.
5. Joint continuity of continuous additive functionals. In this section,
we obtain sufficient conditions for continuity of the stochastic process
L= {Lνt , (t, ν) ∈R+×V}(5.1)
for some family of measures V ⊆R+, endowed with a topology induced by
an appropriate proper norm.
By definition, Lνt is continuous in t. However, proving the joint continuity
of (5.1), P x almost surely, is difficult. We break the proof into a series of
lemmas and theorems. We assume that φ ∈R+‖·‖u2,∞ and ρ ∈R
+
‖·‖0
, which as
noted above, implies that Qρφ [defined in (3.33)], is a finite measure.
Let h(x, y) be a bounded measurable function on S which is excessive in
x, and such that
0<h(x, y)≤ u(x, y), x, y ∈ S.(5.2)
For example, we can take h(x, y) = 1 ∧ u(x, y), or more generally h(x, y) =
f(x)∧ u(x, y) for any bounded strictly positive excessive function f . In the
proof of Theorem 1.4, we take h(x, y) = u1(x, y) =
∫∞
1 pt(x, y)dt.
Set hy(z) = h(z, y). We let Q
x,hy denote the (finite) measure defined by
Qx,hy(1{ζ>s}Fs) = P
x(Fsh(Xs, y)) for all Fs ∈ bF0s ,(5.3)
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where F0s is the σ-algebra generated by {Xr,0≤ r≤ s}. In this notation, we
can write the σ-finite measure Qx,y in (3.1) as Qx,uy .
Set
Qx,hxφ (A) =Q
x,hx(Lφ∞1{A})(5.4)
and
Qρ,hφ (A) =
∫
Qx,hx(Lφ∞1{A})dρ(x) =
∫
Qx,hxφ (A)dρ(x).(5.5)
Note that it follows from (5.2) and (5.3) that
Qρ,hφ (A)≤Qρφ(A)(5.6)
for all A ∈F0.
Lemma 5.1. Let X = (Ω,Xt, P
x) be a Borel right process in S with
strictly positive potential densities u(x, y), and let V ⊆ R+‖·‖, where ‖ · ‖ is
proper for u. Let O be a topology for V under which V is a separable locally
compact metric space with metric d. Assume that there exist measures ρ ∈
R+‖·‖0 , and φ ∈R
+
‖·‖
u2,∞
for which:
(i) ∫
u(y, z)hx(z)dν(z) and
∫
u(y, z)
∫
u(z,w)hx(w)dφ(w)dν(z)(5.7)
are continuous in ν ∈ V , uniformly in y,x ∈ S, and
(ii) for any countable set D ⊆V , with compact closure
lim
δ→0
Qρφ
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|Lν∞ −Lν
′
∞|
)
= 0,(5.8)
where {Lνt , ν ∈ D} are continuous additive functionals of X as defined in
Section 2.1.
Then for any ε > 0, there exists a δ > 0, such that
Qρ,hφ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈D
Lνt −Lν
′
t ≥ 2ε
)
≤ ε.(5.9)
Proof. As in [15], we use martingale techniques to go from (5.8) to
(5.9). However, the present situation is considerably more complicated.
By working locally it suffices to consider V compact. For fixed y, let
P x/hy(·) = Q
x,hy(·)
hy(x)
, x ∈ S.(5.10)
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(Ω,Xt, P
x/hy) is a Borel right process in S, called the hy-transform of
(Ω,Xt, P
x), [23], Section 62.
To begin we fix x ∈ S. Set
Z =
Lφ∞
Ex/hx(Lφ∞)
and Zs =E
x/hx(Z|F0s ),(5.11)
and define the probability measure
P
x/hx
φ (A) :=E
x/hx(1{A}Z) =
Qx,hxφ (A)
Qx,hx(Lφ∞)
.(5.12)
By [16], Lemma 3.9.1, we can assume that the continuous additive func-
tionals Lνt are F0t measurable. Consider the P x/hxφ martingale
Aνs =E
x/hx
φ (L
ν
∞|F0s ) =
Ex/hx(Lν∞Z|F0s )
Zs
.(5.13)
The last equality is well known and easy to check. Using the additivity
property,
Lν∞ = L
ν
s +L
ν
∞ ◦ τs,(5.14)
where τs denotes the shift operator on Ω, we see that
Aνs =L
ν
s +
Ex/hx(Lν∞ ◦ τsZ|F0s )
Zs
:= Lνs +H
ν
s .(5.15)
Let D be a countable dense subset of V . By (5.15), for any finite subset
F ⊂D,
P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Lνt −Lν
′
t ≥ 3ε
)
≤ P x/hxφ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Aνt −Aν
′
t ≥ ε
)
(5.16)
+P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Hνt −Hν
′
t ≥ 2ε
)
:= I1,x + I2,x.
Using (5.14), but this time for Lφ∞, and using the Markov property, we
see that
Hνt =
Ex/hx(Lν∞ ◦ τtLφ∞|F0t )
Ex/hx(Lφ∞|F0t )
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=
Lφt E
x/hx(Lν∞ ◦ τt|F0t ) +Ex/hx((Lν∞Lφ∞) ◦ τt|F0t )
Ex/hx(Lφ∞|F0t )
(5.17)
=
Lφt E
Xt/hx(Lν∞) +E
Xt/hx(Lν∞L
φ
∞)
Ex/hx(Lφ∞|F0t )
.
Here and throughout, we are using the convention that f(Xt) = 1{t>ζ}f(Xt)
for any function f on S. Proceeding the same way with the denominator,
we obtain
Hνt =
Lφt E
Xt/hx(Lν∞) +E
Xt/hx(Lν∞L
φ
∞)
Lφt +E
Xt/hx(Lφ∞)
.(5.18)
Using [15], (2.25) and (2.22), where uβ(·) = hx(·), we have
Ey/hx(Lν∞) =
∫
u(y, z)hx(z)dν(z)
hx(y)
(5.19)
and
Ey/hx(Lν∞L
φ
∞)
=
∫
u(y,w)(
∫
u(w,z)hx(z)dν(z))dφ(w)
hx(y)
(5.20)
+
∫
u(y,w)(
∫
u(w,z)hx(z)dφ(z))dν(w)
hx(y)
.
By assumption (i) these are finite, and since they are excessive in y it follows
that Hνt is right continuous in t. Hence, it follows from (5.13) that A
ν
t , t≥ 0,
is also right continuous. Therefore,
sup
d(ν,ν′)≤δ
ν,ν′∈F
Aνt −Aν
′
t = sup
d(ν,z)≤δ
ν,ν′∈F
|Aνt −Aν
′
t |(5.21)
is a right continuous, nonnegative submartingale and, therefore, using (5.13),
we see that
I1,x = P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Aνt −Aν
′
t ≥ ε
)
(5.22)
≤ 1
ε
E
x/hx
φ
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|Lν∞ −Lν
′
∞|
)
.
Using (5.5) and then (5.12),
Qρ,hφ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Lνt −Lν
′
t ≥ 3ε
)
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=
∫
Qx,hxφ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Lνt −Lν
′
t ≥ 3ε
)
dρ(x)(5.23)
=
∫
P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Lνt −Lν
′
t ≥ 3ε
)
Qx,hx(Lφ∞)dρ(x),
so that by (5.16) and (5.22)
Qρ,hφ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Lνt −Lν
′
t ≥ 3ε
)
≤ 1
ε
∫
E
x/hx
φ
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|Lν∞ −Lν
′
∞|
)
Qx,hx(Lφ∞)dρ(x)
(5.24)
+
∫
P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈F
Hνt −Hν
′
t ≥ 2ε
)
Qx,hx(Lφ∞)dρ(x)
:= Iδ + II δ.
Using (5.12) and then (5.5), we see that
Iδ =
1
ε
Qρ,hφ
(
sup
d(ν,ν′)≤δ
ν,ν′∈D
|Lν∞ −Lν
′
∞|
)
.(5.25)
It follows from (5.6) and assumption ii that for any ε′ > 0, we can choose a
δ > 0, for which (5.25) is less that ε′.
We show below that
lim
δ→0
P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈D
Hνt −Hν
′
t ≥ 2ε
)
Qx,hx(Lφ∞) = 0,(5.26)
uniformly in x. Considering (5.24), the proof is completed by taking F ↑D.
To prove (5.26), we use (5.17) to write
P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈D
Hνt −Hν
′
t ≥ 2ε
)
≤ P x/hxφ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈D
hx(Xt)L
φ
t (E
Xt/hx(Lν∞)−EXt/hx(Lν
′
∞))
hx(Xt)Ex/hx(L
φ
∞|F0t )
≥ ε
)
(5.27)
+P
x/hx
φ
(
sup
t≥0
sup
d(ν,ν′)≤δ
ν,ν′∈D
hx(Xt)(E
Xt/hx(Lν∞L
φ
∞)−EXt/hx(Lν
′
∞L
φ
∞))
hx(Xt)Ex/hx(L
φ
∞|F0t )
≥ ε
)
.
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Let
γx(δ) = sup
y∈S
sup
d(ν,ν′)≤δ
ν,ν′∈D
hx(y)|Ey/hx(Lν∞)−Ey/hx(Lν
′
∞)|
and
γ¯x(δ) = sup
y∈S
sup
d(ν,ν′)≤δ
ν,ν′∈D
hx(y)|Ey/hx(Lν∞Lφ∞)−Ey/hx(Lν
′
∞L
φ
∞)|.(5.28)
Then the first line of (5.27) is less than or equal to
P
x/hx
φ
(
sup
t≥0
Lφt γx(δ)
hx(Xt)Ex/hx(L
φ
∞|F0t )
≥ ε
)
(5.29)
+P
x/hx
φ
(
sup
t≥0
γ¯x(δ)
hx(Xt)Ex/hx(L
φ
∞|F0t )
≥ ε
)
.
It follows from (5.19), (5.20) and assumption (i) that
lim
δ→0
γx(δ) = 0 and lim
δ→0
γ¯x(δ) = 0(5.30)
uniformly in x ∈ S. Consequently, bounding Lφt by Ex(Lφ∞|F0t ) in the first
line of (5.29), we see that (5.26) follows from the next lemma. 
Lemma 5.2. Let Mt be a nonnegative right continuous P
x martingale.
Then
Mt
hx(Xt)Ex/hx(L
φ
∞|F0t )
, t≥ 0(5.31)
is a right continuous nonnegative supermartingale with respect to P
x/hx
φ , and
P
x/hx
φ
(
sup
t≥0
Mt
hx(Xt)Ex/hx(L
φ
∞|F0t )
≥ ε
)
≤ 1
ε
P x(M0)
Qx,hx(Lφ∞)
.(5.32)
Proof. For any t > s≥ 0 and any Fs ∈F0s , we have
J := P
x/hx
φ
(
Fs
Mt
hx(Xt)Ex/hx(L
φ
∞|F0t )
)
=
1
Ex/hx(Lφ∞)
P x/hx
(
Lφ∞Fs
Mt
hx(Xt)Ex/hx(L
φ
∞|F0t )
)
(5.33)
=
1
Ex/hx(Lφ∞)
P x/hx
(
Fs
Mt
hx(Xt)
)
.
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Note that for all functions f on S, f(∆) = 0. Therefore, using (5.3) and
(5.10)
P x/hx
(
Fs
Mt
hx(Xt)
)
= P x/hx
(
1{ζ>t}Fs
Mt
hx(Xt)
)
=
P x(1{ζ>t}FsMt)
hx(x)
.(5.34)
Consequently,
J =
1
hx(x)Ex/hx(L
φ
∞)
P x(1{ζ>t}FsMt)
≤ 1
hx(x)Ex/hx(L
φ
∞)
P x(1{ζ>s}FsMt)
=
1
hx(x)Ex/hx(L
φ
∞)
P x(1{ζ>s}FsMs).
Considering (5.34) and (5.33) with t replaced by s, we see that the last line
above is equal to
P
x/hx
φ
(
Fs
Ms
hx(Xs)Ex/hx(L
φ
∞|F0s )
)
.(5.35)
This shows that (5.31) is a nonnegative supermartingale with respect to
P
x/hx
φ . That it is right continuous follows from
Ex/hx(Lφ∞|F0t ) =Lφt +EXt/hx(Lφ∞)(5.36)
and the sentence following (5.20). This and the fact that hx(x)E
x/hx(Lφ∞) =
Qx,hx(Lφ∞) gives (5.32). 
We can now give our most general result about the joint continuity of the
continuous additive functionals.
Theorem 5.1. Assume that conditions (i) and (ii) in Lemma 5.1 are
satisfied for some φ ∈ R+‖·‖
u2,∞
with support φ = S, and some ρ ∈ R+‖·‖0 of
the form ρ(dx) = f(x)m(dx) with f > 0. Then there exists a version of
{Lνt , (t, ν) ∈R1+ ×V} that is continuous on (0, ζ)× V , P x almost surely for
all x ∈ S, and is continuous on [0, ζ)×V , P x almost surely for m(dx) a.e.
x ∈ S. (Continuity on V is with respect to the metric d introduced in the
statement of Lemma 5.1.)
Proof. The first step in this proof is to show that {Lνt , (t, ν)∈R+×D}
is locally uniformly continuous almost surely with respect to Qρ,hφ . This can
be proved by mimicking the proof in [14], Theorem 6.1, that (6.10) implies
(6.12). (This theorem is given for a different family of continuous additive
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functionals with different conditions on the potential density of the associ-
ated Markov process, nevertheless it is not difficult to see that a straight-
forward adaptation of the proof works in the case we are considering.)
Let
Ω˜1 = {ω|Lνt (ω) is locally uniformly continuous on R+×D}.(5.37)
We have that
Qρ,hφ (Ω˜
c
1) =
∫
Qx,hxφ (Ω˜
c
1)dρ(x) = 0.(5.38)
Using the fact that Lφ∞ > 0 and ρ(dx) = f(x)m(dx) with f > 0, we see
from (5.38) that
Qx,hx(Ω˜c1) = 0 for m(dx) a.e. x ∈ S.(5.39)
Set
Ω˜2 = {ω|Lνt (ω) is locally uniformly continuous on [0, ζ)×D}.(5.40)
We see from (5.39) and (5.3) that
P x(Ω˜c2) = 0 for m(dx) a.e. x ∈ S.(5.41)
Because the Markov process has transition densities, we see that for any
x ∈ S and ε > 0
P x(Ω˜c2 ◦ θε) =Ex(PXε(Ω˜c2)) =
∫
pε(x, y)P
y(Ω˜c2)dm(y) = 0.(5.42)
Consequently, for
Ω˜3 := {ω|Lνt (ω) is locally uniformly continuous on (0, ζ)×D},(5.43)
we have
P x(Ω˜c3) = 0 for all x ∈ S.(5.44)
For ω ∈ Ω˜c3 we set L˜νt (ω)≡ 0. For ω ∈ Ω˜3 we define {L˜νt (ω), (t, ν) ∈ (0, ζ)×
V} as the continuous extension of {Lνt (ω), (t, ν) ∈ (0, ζ)×D}, and then set
L˜ν0(ω) = lim inf
s↓0
s rational
L˜νs(ω)(5.45)
and
L˜νt (ω) = lim inf
s↑ζ(ω)
s rational
L˜νs(ω) for all t≥ ζ.(5.46)
Since Lνt (ω) is increasing in t for ν ∈D, the same is true for {L˜νt (ω), (t, ν) ∈
(0, ζ)× V}. Therefore the lim infs in (5.45) and (5.46) are actually limits.
PERMANENTAL FIELDS, LOOP SOUPS AND CAFS 33
Since we can assume that the Lνt are perfect continuous additive functionals
for all ν ∈D, we immediately see that the same is true for L˜νt for each ν ∈ V ,
except that one problem remains. We need L˜ν0 = 0, but it is not clear from
(5.45) that this is the case.
We show that L˜νt is a version of L
ν
t , which implies that L˜
ν
0 = 0. Pick some
ν ′ not in D and set D′ =D∪{ν ′}. Then by the argument above, but with D
replaced by D′, we get that Lνt (ω) is locally uniformly continuous on(0, ζ)×
D′, almost surely. Thus, Lν
′
t = L˜
ν′
t on (0, ζ) a.s., which is enough to show
that {L˜ν′t , t≥ 0} is a version of {Lν
′
t , t≥ 0}.
Thus, we see that there exists a version of {Lνt , (t, ν) ∈ R1+ × V} that is
continuous on (0, ζ) × V , P x almost surely for all x ∈ S. To see that this
version is continuous on [0, ζ)×V , P x almost surely for m(dx) a.e. x ∈ S, it
suffices to note that for each ω ∈Ω2, L˜νt (ω) is continuous on [0, ζ)×V , and
then use (5.41). 
We now take S =Rn. Let Ta denote the bijection on the space of measures
defined by the translation Ta(ν) = νa; see (1.19). We say that a set V of
measures on Rn is translation invariant if it is invariant under Ta for each
a ∈Rn and say that a topology O on such a set V is homogeneous if Ta is
an isomorphism for each a ∈Rn.
Theorem 5.2. Let X be an exponentially killed Le´vy process in Rn and
V ⊆R+
‖·‖
be a translation invariant set of measures on Rn. Assume:
(i) that there is a homogeneous topology O for V under which V is a
separable locally compact metric space with metric d, and
(ii) that conditions (i) and (ii) in Lemma 5.1 are satisfied for some
φ ∈ R+‖·‖u2,∞ with support φ = S, and some ρ ∈ R
+
‖·‖0
of the form ρ(dx) =
f(x)m(dx) with f > 0.
Then there exists a version of {Lνt , (t, ν) ∈R1+×V} that is continuous P x
almost surely for all x ∈ S.
Proof. Using the fact that X is an exponentially killed process, it fol-
lows easily from the proof of Theorem 5.1 and [15], page 1149, that we can
replace ζ by ∞ in the conclusions of Theorem 5.1. Hence, there exists a
version of {Lνt , (t, ν) ∈R1+ ×V} that is continuous P x almost surely for a.e.
x ∈ S. By translation invariance, this holds for all x ∈ S. 
By Corollary 3.1, we can replace condition (ii) of Lemma 5.1 by (3.22).
This is used to obtain the next corollary that allows us to replace condition
(ii) in Lemma 5.1 by a more concrete condition that follows from Theo-
rem 1.2.
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Corollary 5.1. Let X = (Ω,Xt, P
x) be a Borel right process in S with
strictly positive 0-potential densities u(x, y), and let V be a separable locally
compact subset of R+‖·‖. Assume that there exists a probability measure σ on
V such that JV ,‖·‖,σ(D)<∞, where D is the diameter of V with respect to
‖ · ‖, and
lim
δ→0
JV ,‖·‖,σ(δ) = 0.(5.47)
Then condition (ii) of Lemma 5.1 holds.
6. Continuous additive functionals of Le´vy processes. The main purpose
of this section is to prove Theorem 1.4. We begin with two lemmas which
follow easily from results in [14]. Because the notation in [14] is different
from the notation used in Theorem 1.4 it is useful to be more explicit about
the relationship between a Le´vy process killed at the end of an independent
exponential time and the Le´vy process itself, that is, the unkilled process.
Let Y = {Yt, t ∈R+} be a Le´vy process in Rd with characteristic exponent κ¯.
Let X = {Xt, t ∈R+} be the process Y , killed at the end of an independent
exponential time with mean 1/β. Let κ and u denote the characteristic
exponent of X and the potential density of X . Then
κ(ξ) = β + κ¯(ξ)(6.1)
and
û(ξ) =
1
κ(ξ)
=
1
β + κ¯(ξ)
.(6.2)
Lemma 6.1. Let X be a Le´vy process in Rd that is killed at the end of an
independent exponential time, with characteristic exponent κ and potential
density u, and suppose that
1
|κ(ξ)|2 ≤C
γ(ξ)
|ξ|d ,(6.3)
where γ = |û| ∗ |û|. Then∫
|νˆ(s)||û(s)|ds≤C
∫ ∞
1
(
∫
|ξ|≥x γ(ξ)|νˆ(ξ)|2 dξ)1/2
x(log 2x)1/2
dx.(6.4)
Proof. We follow the proof of [14], Lemma 5.2, with the γ of this
theorem and |κ(ξ)| replacing the γ and (1 + ψ(ξ)) in [14], Lemma 5.2. It
is easy to see that the proof of [14], Lemma 5.2, goes through with these
changes to prove this lemma. 
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Remark 6.1. Since
sup
y
|Uν(y)| ≤C
∫
|νˆ(s)||û(s)|ds,(6.5)
it follows from (6.4) and [2], page 285, that ν charges no polar set. It is a
conjecture of Getoor that essentially all Le´vy processes in Rd satisfy Hunt’s
hypothesis (H) which is that all semipolar sets are polar. This has been
proved in many cases. See, for example, [20] and [5]. In these cases, the
condition in Theorem 1.4, that ν ∈R+(X), is superfluous.
Remark 6.2. The function γ(ξ) plays a critical role in Theorem 1.4.
We note that
sup
ξ∈Rd
γ(ξ)<C‖u‖22(6.6)
for some absolute constant C.
The next lemma is a generalization of [14], Lemma 5.3.
Lemma 6.2. If
C1τ(|ξ|)≤ |κ(ξ)| ≤C2τ(|ξ|) ∀ξ ∈Rd(6.7)
and τ(|ξ|) is regularly varying at infinity, then (6.3) holds.
Proof. By the assumption of regular variation, for |ξ| sufficiently large,
γ(ξ)≥
∫
|η|≥2|ξ|
dη
|κ(ξ − η)||κ(η)|
≥
∫
|η|≥2|ξ|
dη
τ(|η − ξ|)τ(|η|)
(6.8)
≥
∫
|η|≥2|ξ|
dη
τ2(|η|)
≥ C |ξ|
d
τ2(|ξ|) ,
which gives (6.3). (Since this is a lower bound, it holds even if the integral
on the third line is infinite.) It is clear that the constant in (6.8) can be
adjusted to hold for all ξ ∈Rd. 
The following lemma provides a key estimate in the proof of Theorem 1.4.
Lemma 6.3. Under the hypotheses of Lemma 6.2,∫
|û(λ1)|2|û(ξ − λ1)|dλ1 ≤C|û(ξ)|‖u‖22.(6.9)
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Proof. Using (6.7), we can treat u as though |uˆ(|ξ|)| is regularly varying
at infinity. Consequently,∫
|û(λ1)|2|û(ξ − λ1)|dλ1
≤
∫
|λ1≤|ξ|/2|
|û(λ1)|2|û(ξ − λ1)|dλ1 +
∫
|λ1≥|ξ|/2|
|û(λ1)|2|û(ξ − λ1)|dλ1
(6.10)
≤C|û(ξ)|
(∫
|λ1≤|ξ|/2|
|û(λ1)|2 dλ1 +
∫
|λ1≥|ξ|/2|
|û(λ1)||û(ξ − λ1)|dλ1
)
≤C|û(ξ)|(‖u‖22 + γ(ξ)),
which implies (6.9). 
Proof of Theorem 1.4. This theorem is an immediate consequence
of Theorem 5.2. We begin by showing that Theorem 5.2(ii) holds. We take
φ(dx) = ρ(dx) = e−|x|
2/2 dx and we set h(y,x) = h(x− y) = u1(x− y) where
u1(y) =
∫∞
1 pt(y)dt. We have
|hˆ(λ)|= |û(λ)|e−Reκ(λ).(6.11)
To show that condition (i) of Lemma 5.1 holds we show that
sup
x,y
∣∣∣∣∫ u(y, z)h(z,x)dν(z)∣∣∣∣ ≤C ∫ |νˆ(s)||û(s)|ds,(6.12)
and
sup
x,y
∣∣∣∣∫ u(y, z)(∫ u(z,w)h(w,x)dφ(w)) dν(z)∣∣∣∣≤C ∫ |νˆ(s)||û(s)|ds.(6.13)
When (1.20) holds, it follows from (6.4) that the right-hand side is finite.
Therefore, replacing ν in (6.12) and (6.13) by νr − νr′ , so that |νˆ(s)| is
replaced by |eir·s−eir′·s||νˆ(s)|, we see that condition (i) of Lemma 5.1 follows
from (6.4) and the dominated convergence theorem.
To obtain (6.12), we write∫
u(y, z)h(z,x)dν(z)
=
∫
u(z − y)h(x− z)dν(z)
(6.14)
=
∫
ei(z−y)λ1 û(λ1)e
i(x−z)λ2 hˆ(λ2)dλ1 dλ2 dν(z)
=
∫
νˆ(λ1 − λ2)e−iyλ1 û(λ1)eixλ2 hˆ(λ2)dλ1 dλ2.
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Hence,
sup
x,y
∣∣∣∣∫ u(y, z)h(z,x)dν(z)∣∣∣∣≤ ∫ |νˆ(s)|(∫ |û(s+ λ2)||hˆ(λ2)|dλ2)ds.(6.15)
We complete the proof of (6.12) by showing that∫
|û(s+ λ)||hˆ(λ)|dλ≤C|û(s)|.(6.16)
We have ∫
|û(s+ λ)||hˆ(λ)|dλ=C
∫
e−Reκ(λ)
|κ(s+ λ)||κ(λ)| dλ.(6.17)
Using the same inequalities used in the proof of Lemma 6.3, we see that∫
|λ|≤|s|/2
e−Reκ(λ)
|κ(s+ λ)||κ(λ)| dλ≤C
1
|κ(s)|
∫
e−Reκ(λ)
|κ(λ)| dλ(6.18)
and ∫
|λ|≥|s|/2
e−Reκ(λ)
|κ(s+ λ)||κ(λ)| dλ≤C
1
|κ(s)|
∫
e−Reκ(λ) dλ.(6.19)
Using (1.16), (6.18) and (6.19) in (6.17) and then (1.18), we get (6.16).
In a similar manner to how we obtained (6.15) by taking Fourier trans-
forms, we see that
sup
x,y
∣∣∣∣∫ u(y, z)(∫ u(z,w)h(w,x)dφ(w)) dν(z)∣∣∣∣
≤
∫ (∫
|φˆ(λ1 − λ2)||hˆ(λ2)|dλ2
)
|û(λ1)||û(λ3)||νˆ((λ1 + λ3))|dλ1 dλ3(6.20)
=
∫ (∫
|φˆ(λ1 − λ2)||hˆ(λ2)|dλ2
)
|û(λ1)||û(s− λ1)|dλ1|νˆ(s)|ds.
Clearly, since φ= e−|x|
2/2 dx, |φˆ(λ)| ≤C|û(λ)|. Therefore, by (6.16)∫
|φˆ(λ1 − λ2)||hˆ(λ2)|dλ2 ≤C|û(λ1)|.(6.21)
Using this (6.20) and Lemma 6.3, we get (6.13).
We now show that condition (ii) of Lemma 5.1 holds. We have already
seen that ν ∈R+. Let
‖ν‖γ,2 :=
(∫
|νˆ(x)|2γ(x)dx
)1/2
.(6.22)
It follows from [13], Lemma 2.2, (see also [12], Theorem 6.1), that ‖ · ‖γ,2 is
a proper norm for u, and it follows from (1.20) that {νx, x ∈Rd} ⊆R+‖·‖γ.2 .
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To complete the proof of the continuity part of Theorem 1.4, we need the
following lemma which is proved below.
Lemma 6.4. For any compact set D ∈Rd,
lim
δ→0
Qρφ
(
sup
|x−y|≤δ
ν,ν′∈D
|Lνx∞ −Lνy∞|
)
= 0.(6.23)
Proof of Theorem 1.4 continued. It follows from Lemma 6.4 that
condition (ii) of Lemma 5.1 holds with the metric d being the Euclidean
metric on Rd. Therefore, the conditions in Theorem 5.2(ii) hold and since
d is the Euclidean metric the condition in Theorem 5.2(i) also holds. The
continuity portion of Theorem 1.4 now follows from Theorem 5.2. 
Proof of Lemma 6.4. This follows easily from the proof of [14], The-
orem 1.6, with the γ of this theorem replacing the γ in [14], Theorem 1.6.
The gist of the proof of [14], Theorem 1.6, is that (1.20) implies that for
compact sets D of Rd
lim
δ→0
JV ,‖·‖γ,2,λ(δ) = 0,(6.24)
where V = {νx, x∈D} and λ is Lebesgue measure on Rd. (See Section 4 for
notation.)
By Theorem 4.1, we get that (6.23) holds with |x− y| replaced by ‖νx −
νy‖γ,2 and x, y ∈D replaced by νx, νy ∈ V . Since
‖νx − νx+h‖γ,2 =C
(∫
ξ∈Rd
sin2
ξh
2
γ(ξ)|νˆ(ξ)|2 dξ
)1/2
(6.25)
we see that ψ(νx) is continuous on R
d and we get (6.23) as stated. 
Strengthening the hypotheses of Theorem 1.4, we get the simple estimate
of γ(ξ) in the next lemma.
Lemma 6.5. Under the hypotheses of Lemma 6.2, assume also that τ
is regularly varying at infinity with index greater than d/2 and less than d.
Then
γ(ξ)≤C |ξ|
d
τ2(|ξ|)(6.26)
for all |ξ| sufficiently large.
Proof. This follows from [13], Corollary 8.1. 
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Remark 6.3. We give some details on how the examples in Example 1.1,
1. and 2. are obtained.
1. It is easy to see that (1.24) follows from (1.20) and Lemma 6.5.
2. In this case, the estimate in (6.26) is not correct. To find a bound for
γ(ξ), we look at the proof of Lemma 6.5 with d= 2 and τ as given in (1.25).
The bounds in III remains the same but the bounds in I and II are now
C
|ξ|2 log |ξ|
τ2(|ξ|)(6.27)
for all |ξ| sufficiently large. Given this, the rest of the argument is essentially
the same as in 1.
We now take up the proof of the modulus of continuity assertion in The-
orem 1.4. We begin with a modulus of continuity result for certain perma-
nental processes, including the those considered in Theorem 1.4.
Theorem 6.1. Let {ψ(ν), ν ∈ V} be a permanental process with kernel
u, where V = {νx, x ∈Rn} is a family of measures such that
‖νx − νy‖ ≤ ̺(|x− y|),(6.28)
where ‖ · ‖ is a proper norm on V with respect to u, and ̺ is a strictly
increasing function. Let
ω(δ) = ̺(δ) log 1/δ +
∫ δ
0
̺(u)
u
du,(6.29)
and assume that the integral is finite. Then for each K > 0 there exists a
constant C such that
lim sup
δ→0
sup
|x−y|≤δ
x,y∈[−K,K]n
ψ(νx)−ψ(νy)
ω(δ)
≤C a.s.(6.30)
In particular, if ̺ is a regularly varying function at zero with index greater
than zero, we can take
ω(δ) = ̺(δ) log 1/δ.(6.31)
Proof. This is proved in [16], Section 7.2, in a slightly different setting.
For it to hold in our setting, just change (log 1/u)1/2 in [16], (7.90), to log 1/u
and continue the proof with this change. This takes into account the fact
that in (4.1) we have a log rather than (log)1/2, which is what we have when
dealing with Gaussian processes. 
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Example 6.1. We consider Theorem 6.1 in the case where u(x, y) =
u(y − x) and the proper norm is ‖ · ‖γ,2. By (6.22)
‖νx − νy‖γ,2 ≤ C
(∫
|νˆx(λ)− νy(λ)|2γ(λ)dλ
)1/2
≤ C
(∫
sin2
(x− y)λ
2
|νˆ(λ)|2γ(λ)dλ
)1/2
(6.32)
≤ Cϕ(|x− y|),
where ϕ is given in (1.23). Note that if (1.20) holds then
∫
(ϕ(u)/u)du <∞.
Therefore, if (1.20) holds, the results in (6.30)–(6.31) hold with ̺ replaced
by ϕ.
Proof of Theorem 1.4, modulus of continuity. This follows from
Theorem 6.1, Example 6.1 and the second isomorphism theorem, Theo-
rem 3.2, as in the proof of a similar result in [15], Section 7. Note that
the requirement that U1µ <∞ in [15], Theorem 2.2, follows from (1.20),
(6.4) and (6.5). 
Remark 6.4. The results in Example 1.1, 3 and 4 come from (6.32) and
an estimate of ϕ as given in (1.23).
Example 6.2. The proper norm given in (6.22) is useful in the study of
permanental fields of Le´vy processes because it requires that the potential
of the process, u(x, y) is a function of x− y. The following norms are proper
norms that do not require this condition. They are functions of the transition
probability density, ps(x, y), of a transient Markov process X with reference
measure m.
‖ν‖w :=
(∫ ∫ (∫
w(x, y)w(y, z)dν(y)
)2
dm(x)dm(z)
)1/2
,(6.33)
where
w(x, y) =
∫ ∞
0
ps(x, y)√
πs
ds(6.34)
and
‖ν‖Φ :=
(∫ ∫
Φ(x, y)dν(x)dν(y)
)1/2
,(6.35)
where Φ(x, y) = Θl(x, y)Θr(x, y) and
Θl(x, y) =
∫ ∞
0
∫
ps/2(x,u)ps/2(y,u)dm(u)ds,
Θr(x, y) =
∫ ∞
0
∫
ps/2(u,x)ps/2(u, y)dm(u)ds.
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Proofs are given in an earlier version of this paper, with the same title,
[12], Section 6.
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