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ABSTRACT
Discrete element method (DEM) as a numerical technique for modeling granular mate-
rials has been developed for predicting the dynamic behavior of bulk particulate systems.
Simulation of bulk grain handling in crop harvesting machine using the DEM technique have
been challenging owing to the variability of corn conditions (e.g., grain moisture content)
and limitation of robust DEM calibration procedures. Although DEM has provided an in-
valuable qualitative understanding of the particle flow inside or in contact with equipment,
quantitatively accurate DEM simulation of particle flow and particle-machine interaction
for engineering design and analysis has been generally limited. The objective of this Ph.D.
dissertation was to develop a systematic material properties calibration approach to develop
a DEM grain model reproducing physics-based bulk behavior of harvested corn kernels.
A five-stage DEM model development framework was introduced for systematic cali-
bration and validation of grain DEM models. This framework was utilized to investigate
the effect of corn moisture content on DEM input parameters and bulk behavior of grains
in Screw grain auger, hopper discharge application, and clean grain paddle elevator appli-
cation. Multiple physical experiments were performed on corn samples for characterizing
the dynamic behavior of corn. The five-stage DEM model development framework was
utilized to develop the DEM model of corn at 11%, 16%, and 26% moisture content levels.
DEM simulation predicted the bulk behavior of corn in screw grain auger, hopper discharge
flow, and the clean grain paddle elevator application with relative errors of less than 10%
compared to physical experiments.
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CHAPTER 1. INTRODUCTION
Discrete element method (DEM) as a numerical technique for modeling granular mate-
rials has been developed for predicting the dynamic behavior of bulk particulate systems.
DEM modeling has been utilized for modeling and simulation of granular material in mul-
tiple disciplines and industries including mining, pharmaceutical, infrastructural, and agri-
cultural industries to predict the bulk behavior of particles. Agricultural applications of
the DEM modeling have been primarily focused on simulating the grain handling systems
and soil-machine interaction such as tillage and tire traction. Simulation of bulk grain
handling in crop harvesting machine using the DEM technique have been challenging ow-
ing to variability of corn conditions (e.g. grain moisture content) and limitation of robust
DEM calibration procedures. DEM has provided invaluable qualitative understanding of
the particle flow inside or in contact with equipment, however, quantitatively accurate
DEM simulation of particle flow and particle-machine interaction for engineering design
and analysis has been generally limited.
The overall objective of this PhD dissertation was to develop a systematic material
properties calibration approach to develop a DEM grain model reproducing physics-based
bulk behavior of harvested corn kernels.
The specific objectives of this study included:
• Developing a framework for calibration of material properties to develop a DEMmodel
for harvested grains.
• Implementing and examining the developed framework for simulating the bulk behav-
ior of harvested corn in grain handling systems.
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• Simulating commonly used grain handling equipment and evaluating the DEM pre-
diction accuracy by comparing the results with experimental data.
• Investigating the effect of grain moisture content on DEM model calibration and
accuracy of simulation prediction
Chapter 2 presents an overview of the DEM development and advancements in material
properties calibration. In chapters 3 and 4 it is hypothesized that a design of experiment
based optimization could lead to calibration of DEM material properties and this hypoth-
esize is tested by developing a DEM model for harvested corn. In chapter 5 the effect of
moisture content on physical, mechanical, and bulk behavior of harvested corn is investi-
gated experimentally, whereas chapter 6 presents the DEM material properties calibration
framework and investigates the effect of moisture content on DEM input parameters and
prediction accuracy.
3
CHAPTER 2. LITERATURE REVIEW
Granular systems are assemblies of discrete macroscopic particles. These systems are
ubiquitous in both natural and human-controlled environments (Jaeger et al., 1996; Seiden
and Thomas, 2011). Dynamic modeling of granular systems is of interest in several indus-
tries and field of studies including powder processing, mining, geotechnics, agriculture, and
granular material processing, such as mixing and milling. Granular systems are encoun-
tered explicitly in agriculture in form of soil, grains, and seeds. Thus, understanding and
modeling the dynamics of the granular systems is of both academic and industrial interest.
The physics of granular media are so diverse that it can incorporate different concepts
from hydrodynamics to the theory of glasses. Most of the theoretical approaches pro-
posed for modeling the dynamics of granular media phenomena can be classified into three
categories: microscopic models, statistical mechanics and kinetic theories, and continuum
models (Aranson and Tsimring, 2006).
Introduction to Dynamics of Granular Materials
Granular systems are the assemblies of discrete macroscopic particles with size large
enough that Brownian motion does not affect them (Aranson and Tsimring, 2006). The
Brownian motion is the random motion of particles suspended in a fluid (a liquid or a gas)
resulting from their collision with the fast-moving atoms or molecules in the gas or liquid.
The dissipative nature of forces like inelastic collision and tangential friction acting on the
interacting particles makes their property different from the conventional fluids and solids.
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Since the thermal fluctuations 1 are not strong enough to displace particles, other sources of
force such as shear, vibration, collision, or external volume forces (gravity, magnetic field,
etc.) are needed to activate the particles.
Unlike the dynamic behavior of fluids that are known to follow Naiver-Stokes equations,
there is no single system of equations predicting the dynamics of the granular material.
The dynamic response of the system of granular material can be characterized based on
system type, particle concentration, and particle interactions. The system can show different
behavior depending on the application of interest. A solid-like behavior when a packed bed
of particles is subjected to quasi-static stresses, a liquid-like behavior in systems like fluidized
beds, a gas-like behavior in dilute systems with high-speed gas flow, or even a mixture of
different behaviors with a much more complex rheological response.
Modeling different systems call for appropriate approaches depending on it’s behav-
ior. Usually, for fluid-solid flows (like fluidized bed system), an Eulerian model, called the
two-fluid model (TFM), is the approach taken to simulate such systems. This model con-
siders both fluid and solid as interpenetrating continuous phases, and solves the average
Naiver-Stokes equations for both phases. The theoretical framework for this approach was
established by Anderson and Jackson (1967).
The Discrete Element Method (DEM) approach (i.e. microscopic model) is utilized
for dense particle flows. In this method, the trajectory of each particle is calculated by
summing all the forces acting on it, and integrating Newton’s second law of motion and
the kinematic equations for position and orientation. Typically the forces considered are
gravitation, contact forces due to collisions, solid-solid interactions such as electrostatic,
Van der Waals forces, cohesive forces and bridging due to humidity or high-temperature
operations, and fluid-solid interactions in multi-phase flows.
1thermal fluctuations are random deviations of a system from its average state that occur in a system
at equilibrium. All thermal fluctuations become larger and more frequent as the temperature increases, and
likewise they decrease as temperature approaches absolute zero
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There are two general methodologies presented for modeling the particle-particle con-
tact: hard-particle approach, and soft-particle approach. Since these methods are primarily
developed to apply in dynamic systems, inertia terms play a central role in calculations. In
the event of a collision between particles, velocity jump and change in direction of motion
is expected. Non-smoothness 2 is the salient characteristic of dynamic granular systems. In
these systems, the impenetrability constraints of particles are imposed in form of geometri-
cal restrictions. These restrictions are expressed as a set of inequalities (i.e. non-smoothness
in space) and velocity jumps are expected in case of collisions (i.e. non-smoothness in time).
The contact forces (reactions) associated with the impenetrability constraints are governed
by irregular laws, where these forces vanish as soon as the contacts break (non-smoothness
in law). Different techniques address the non-smooth nature of such systems uniquely. The
latter considerations cause the granular systems, belong to the field of non-smooth mechan-
ics 3. The main difference between the hard-particle and soft-particle approaches is how
the non-smoothness is considered in the modeling equations.
The hard-particle approach assumes that the contact between particles is a single in-
stantaneous binary collision and the dynamic properties of the particles after the collision
are related to the dynamics of them before the impact through momentum and energy bal-
ance. The hard-particle approach includes two methods, the Event-Driven (ED) and the
Contact Dynamics (CD) algorithms.
The event-driven algorithm considers particles as infinitely rigid bodies moving freely
in the time intervals between instantaneous collisions (Allen et al., 1989). The algorithm
updates the velocity and position of the two particles involved in the next binary collision.
Then, the method finds the moment and the particles involved in that collision. Afterwards,
2In mathematical analysis, the smoothness of a function is a property measured by the number of deriva-
tives it has which are continuous. A smooth function is a function that has derivatives of all orders everywhere
in its domain
3Non-smooth mechanics is a modeling approach in mechanics which does not require the time evolutions
of the positions and of the velocities to be smooth functions anymore. Due to possible impacts, the velocities
of the mechanical system are even allowed to undergo jumps at certain time instants in order to fulfill the
kinematical restrictions.
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the simulation updates the velocity and location of all the particles in the system at that
instant according to Newton’s second law. These steps are iterated in time from one collision
to the next. Although event-driven methods are fast for dilute and rapid granular material
flows, they become impractical as the flow densifies and even invalid as the particles come to
long-lasting contacts. The event-driven methods are known to suffer an “inelastic collapse”
when the number of contacts between certain particles increases in finite time. The inelastic
collapse can be avoided by introducing a coefficient of restitution smaller than one, but the
computational cost still can rapidly increase in dense flows (McNamara and Young, 1996).
Contact dynamics is a discrete element method developed by Moreau (1994) which is
similar to the event-driven method in suppressing the particle deformations by considering
them as infinitely rigid. This method considers the contact between particles that take
place within a short time interval simultaneously, and computes the contact forces by im-
posing the impenetrability of the particles and the Coulomb friction law, as constraints
of the contacts. This method addresses the non-smoothness of granular dynamic systems
without regularization 4 of the numerical approximations. The evolution is treated through
time discretization, and the non-smoothness in space and law is evaluated by the implicit
numerical scheme for velocities. In principle, the Contact Dynamics algorithms are ca-
pable of predicting the collisions at every time step, but they do not provide any physical
information about collision phenomena (i.e., this method is a black box prediction method).
On the other hand, in the soft-particle approach - inspired by the molecular dynam-
ics(MD) - the total contribution of simultaneous collisions is decomposed into the single
contribution of each particle-particle collision. Further each of these instantaneous colli-
sions are broken down into several time intervals and the collision forces are calculated
based on the displacement of particles in contact. While the soft-particle approach is com-
putationally more expensive, it is capable to deal with multi-particle collisions with which
is beneficial for simulating dense granular dynamic systems.
4Regularization is a process of introducing additional information to solve an ill-posed problem or to
prevent over-fitting
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In soft-particle algorithms, all forces acting on particles in contact are calculated based
on the relative position of the particles. Once the forces are calculated, Newton’s equations
of motion are integrated with respect to time to evolve to the next time step. Soft-particle
model replaces the non-smooth governing relationships with some regularized equations.
Cundall and Strack (1979) pioneered the utilization of regularization strategy for the dy-
namic system of granular materials known as molecular dynamics(MD). The impenetrabil-
ity constraints are replaced by some mathematically stiff 5 repulsion laws which govern the
contact between particles in the system.
The drawback of the soft-particle models is that since the precision demands for nu-
merically stiff approximation laws (the laws regularizing the non-smooth relationships), the
time steps have to be set to very small step sizes. This makes the soft-particle method
relatively slow, however this method reduces the complex non-smooth differential inclusive
6 relationships to simple explicit differential equations and explains the particle interaction
in a physically meaningful manner. For that reason, this method is widely accepted as
industry standard method for simulation of dynamics granular systems and is implemented
in most commercial programs.
Numerous contact models are developed for approximating the normal and tangential
contact forces. Majority of the contact models determine the normal contact force based
on the particle-particle or particle-wall overlap δn which are called force-displacement mod-
els. In force-displacement models the normal force is either proportional to the δn (Linear
Hookian contact models) or to δn
3
2 (non-linear Hertzian contact models). The spring-
dashpot models in addition to the force-displacement relationship, utilize a dissipative force
to encounter the inelasticity of the particles, proportional to the normal component of the
relative velocity between the contacting objects. Likewise, there is a variety of approaches
5In mathematics; a stiff equation is a differential equation for which certain numerical methods for solving
the equation are numerically unstable unless the step size is taken to be extremely small
6In mathematics, differential inclusions are a generalization of the concept of ordinary differential equation
where the differential equation is a multivalued map rather than a well-defined function that associates one,
and only one, output to any particular input
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used for modeling the tangential forces including dissipative linear spring models and history
models.
Microscopic Models for System of Granular Materials
The irreversibility of energy dissipation in the course of particles’ interaction (collision)
is the most fundamental microscopic property of granular materials. Unlike collision of
microscopic particles in molecular fluids that is elastic, Interaction between particles in
granular systems results in dissipation of energy while the total mechanical momentum
is conserved (inelastic collision). There are several well-developed models predicting the
energy dissipation due to a collision.
The simplest model assumes particles to be non-deformable (hard-particle) and fric-
tionless with constant coefficient of restitution between zero and one. the relation between
relative velocities after collision (v′12) and before collision (v12) for two identical spherical
particles is given by
v′12 = v12 ±
1 + e
2 [n12(v1 − v2)]n12 (2.1)
where n12 is the unit vector pointed from the center of particle one to the center of particle
two at the collision instant. If the collision is elastic, the coefficient of restitution is equal to
one e = 1 and particles exchange their velocities. if the collision is completely inelastic, the
coefficient of restitution is equal to zero e = 0 and for cases of 0 < e < 1 the total dissipated
energy is calculated by
∆E = 1− e
2
4 |n12(v1 − v2)|
2 (2.2)
Although considering the coefficient of restitution as a fixed value provides the opportunity
of developing a simple and intuitive model for the collision of particles, this approximation
does not hold truth in many cases. In fact the coefficient of restitution is known to depend
on the relative speed of colliding particles. For non-spherical particles the coefficient of
restitution may also depend on the contact point shape and location (Goldsmith, 1960).
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Tangential friction forces are the most crucial factor in the dynamic behavior of granular
materials after the colliding forces. Frictional forces are at most important especially in cases
of dense granular systems. The hysteresis 7 nature of friction forces, causes the prediction of
the non-linear behavior of frictional granular systems to be difficult. In several theoretical
studies, the Coulomb friction law is adapted to simplify the system. The Coulomb friction
law assumes the friction is independent of the sliding velocity, as long as the tangential
force is exceeding the threshold of static friction force. The challenge is in calculating
the static friction between particles. It is well known that calculation of static friction
force is especially difficult in case of multiple contacts per particle since there are less force
balance constraints than force components (McNamara et al., 2005). To overcome this
indeterminacy, several approximation algorithms have been proposed. These approximation
methods that predict the normal and tangential forces due to collision are called Contact
Models.
Particles Position and Displacement
Since the Soft-particle approach is known as conventional DEM approach, from this
point on soft-particle method and DEM method terminology are used interchangeably. In
conventional DEM approaches, the normal and tangential displacements of a particles in
collision are evaluated based on the position, orientation, and velocity of them. For two
spheres with radius of Ri and Rj in a three dimensional system with different transitional
(Vi and Vj) and rotational (ωi and ωj) velocities, the relative normal displacement δn is
calculated from the distance between center of the two spheres (d) and the sum of their
radius:
d

1
2
3
 = Xi

1
2
3
−Xj

1
2
3
 (2.3)
7Hysteresis is the dependence of the state of a system on its history
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and
en

1
2
3
 = d

1
2
3
 / |δn| (2.4)
where Xi and Xj are the positions of the two particles in contact and |d| is the magnitude
of the relative normal displacement given by:
|d| =
√
d2[1] + d2[2] + d2[3] (2.5)
|δn| = (Ri +Rj)− |d| (2.6)
The tangential displacement between the two particles, can be calculated considering the
change in the position of the particles with respect to the position of impact at previous time
step and subtracting the rolling contribution of the particles. To calculate the tangential
displacement, the first step is calculation of relative transitional velocity vr:
vr

1
2
3
 = Vi

1
2
3
− Vj

1
2
3
 (2.7)
where Vi and Vj are the transitional velocities of the two particles. the relative transitional
velocity can be divided to normal (vn) and tangential (vt) components
vn

1
2
3
 = |vnr| en

1
2
3
 (2.8)
Where |vnr| is the magnitude of normal component of relative transitional velocity given
by:
|vnr| =
vr[1]d[1] + vr[2]d[2] + vr[3]d[3]
|d|
(2.9)
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The tangential components of the relative transitional velocity are simply calculated by
subtracting the normal components from the total relative transitional velocity.
vt

1
2
3
 = vr

1
2
3
− vn

1
2
3
 (2.10)
The next step is to calculate the relative rotational velocity ωr and add it’s contribution to
the total relative tangential velocity vtr.
ωr

1
2
3
 =
RiΩi

1
2
3
+RjΩj

1
2
3


1
|d|
(2.11)
vtr[1] = vt[1]− (d[3]ωr[2]− d[2]ωr[3])
vtr[2] = vt[2]− (d[1]ωr[3]− d[3]ωr[1])
vtr[3] = vt[3]− (d[2]ωr[1]− d[1]ωr[2])
(2.12)
Now that tangential relative velocity is calculated, it can be integrated over time to get
the tangential relative displacement δt. Sine the tangential displacement depends on the
positions of initial impact, it needs to be accumulated with previous time step tangential
displacement to get the current time step relative tangential displacement.
δt

1
2
3
 = δ′t

1
2
3
+ vtr

1
2
3
 dt (2.13)
Where δ′t is the accumulative relative tangential displacement at previous time step. The
last step in calculation of relative tangential displacement is to rotate the relative tangential
displacement to compensate for change of coordinates due to change in the location of the
impact.
φ = δt[1]en[1] + δt[2]en[2] + δt[3]en[3] (2.14)
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δt

1
2
3
 = δt

1
2
3
− φen

1
2
3
 (2.15)
|δt| =
√
δ2t [1] + δ2t [2] + δ2t [3] (2.16)
Where φ is the rotation due to change of the impact position and |δt| is the magnitude of
relative tangential displacement used for calculating the tangential forces. Regardless of the
contact model used, normal relative displacement δn and tangential relative displacement
δt are needed to calculate the force-displacement component of the collision forces. The
contact models that include local dampening forces are usually calculating them based on
the normal (vn) and tangential (vt) relative velocities.
Contact Models
Contact models used for calculation of impact force between particles are based on the
methods that are applied in continuum mechanics. These models can be categorized as
elastic, plastic, and viscous models or combination of them. Contact models calculate the
interaction force in the normal and tangential directions separately. Figure 2.1 represents
schematic of a common contact model. In this schematic, each direction has a elastic
(spring), and a dampening (dashpot) component. Some of the most common contact models
appropriate for agricultural applications are presented in following subsections.
Damped Linear Spring Contact Model
The damped linear spring contact force model is the contact model used by Cundall and
Strack (1979). In this contact model, a linear spring with stiffness K is paralleled with a
dashpot dampener with damping coefficient of C. The impact force between two particles
is calculated by
F = Fn + Ft (2.17)
13
Figure 2.1: The schematic of a contact model’s components between two particles in it’s
normal and tangential component
Where Fn is the normal component, and Ft is the tangential component of the impact force.
The magnitude of the normal force between two particles Fn, is given by
Fn = Knδn − Cnδ̇n (2.18)
where δn is the normal displacement and δ̇n is the relative normal transitional velocity.
The spring constant and damping coefficient can be calculated based on a purely Hertzian
contact.
Kn =
16
15
√
R∗E∗
(
15m∗V 2
16
√
R∗E∗
)1/5
(2.19)
Cn =
√√√√ 4m∗Kn
1 +
(
π
ln(e)
)2 ≥ 0 (2.20)
where V is the characteristic relative velocity of the impact, e is the coefficient of resti-
tution, and m∗, R∗, and E∗ are equivalent mass, radius, and Young modulus respectively.
1
m∗
= 1
m1
+ 1
m2
(2.21)
1
R∗
= 1
R1
+ 1
R2
(2.22)
1
E∗
= 1− ν
2
1
E1
+ 1− ν
2
2
E2
(2.23)
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where ν is the Poisson’s ratio. The magnitude of the tangential force is calculated as the
minimum of the friction force and the calculated tangential force
Ft = min(Ktδt − Ctδ̇t, µFn) (2.24)
where Kt is the spring constant (elastic constant) for tangential contact (Kt = Kn), Ct is
the damping coefficient for tangential contact (Ct = Cn), and µ is the coefficient of friction.
This contact models assumes linearity between elastic stress and displacement.
Hertz-Mindlin Contact Model
The Hertz-Mindlin contact model uses a similar ideology as linear contact model, consid-
ering that the particles are represented by a combination of masses, springs, and dampeners.
The main difference is in the relationship between normal elastic force and the displacement
where the Hertzian models assume non-linearity between the two. In this model the normal
force component is based on Hertzian contact theory (Hertz, 1882). The tangential force
model is based on the work of Mindlin and Deresiewicz (1953). Hertzian contact models
assume that Young’s modulus and Poisson ratio of particles are constant and based on
the shape and the displacement of in-contact particles, the current stiffness and damping
coefficient of the contact (equivalent stiffness and damping coefficient of the particles) are
calculated. The The contact force is given by
F = Fn + Fd =
(
Knδ
3/2
n − Cnδ̇n
)
+
(
Kdδ
3/2
t − Ctδ̇t
)
(2.25)
The elastic normal stiffness Kn is given by
Kn =
4
3E
∗√R∗ (2.26)
Where E∗ is the equivalent Young’s Modulus and R∗ is equivalent particle radius. The
normal damping coefficient (Cn) is given by
Cn = 2
√
5
6β
√
Snm∗δ̇n (2.27)
15
Where m* is equivalent mass, δ̇n is the normal component of relative velocity, β is the effect
of restitution, and Sn is the normal stiffness given by
β = ln(e)√
ln2(e) + π2
(2.28)
Sn = 2E∗
√
R∗δn (2.29)
Where e is the coefficient of restitution. The elastic tangential force is a function of tan-
gential overlap and the tangential stiffness given by
Kt = 8G∗
√
R∗, St = Kt
√
δt (2.30)
Where G∗ is the equivalent shear modulus. The tangential damping coefficient (Ct) is given
by
Ct = 2
√
5
6β
√
Stm∗δ̇t (2.31)
Mohr-Coulomb friction force (Ff = µFn) , limits the maximum total tangential force, where
µ is the coefficient of static friction.
The rolling friction is accounted for by applying a torque to the contacting surfaces.
τi = −µrFnRiωi (2.32)
where µr is the coefficient of rolling friction, Ri the distance of the contact point from
the center of mass and ωi, the unit angular velocity vector of the object at the contact
point.
Hirtz-Mindlin with JKR Cohesion Contact Model
Hertz-Mindlin with JKR (Johnson-Kendall-Roberts) Cohesion is a cohesion contact
model that accounts for the influence of Van der Waals forces within the contact zone.
Van der Waals forces in particulate systems are attraction and repulsions between surfaces
of particles. In this contact model, the implementation of normal elastic contact force is
based on the Johnson-Kendall-Roberts theory (Johnson et al., 1971).
16
Hertz-Mindlin with JKR Cohesion uses the same calculations as the Hertz-Mindlin con-
tact model for the normal dampening (dissipation) force, tangential elastic force, and tan-
gential dissipation force. JKR normal force depends on the normal displacement δn, and
the surface energy γ.
FJKR = −4
√
πγE∗a3/2 + 4E
∗
3R∗ a
3 (2.33)
δ = a
2
R∗
−
√
4πγa
E∗
(2.34)
For γ = 0, force turns into Hertz-Mindlin normal force
FHertz =
4
3E
∗√R∗δ3/2
Since the maximum friction force depends on the normal force, this contact model leads
to calculation of larger overall tangential forces.
Discrete Element Method (DEM) Model Development
In order to develop a high-fidelity DEM model for particulate systems, a particle shape
representation needs to be generated; a contact model, representative of the grains me-
chanics, and the dynamics of the system must be selected; and the contact model input
parameters need to be selected that reproduce the mechanical behavior of the physical
granular material. Theoretically, if the contact model and shape approximation are accu-
rate, the DEM input parameter values can be determined by direct measurement of them.
However, since frictional coefficients are shape dependent, and stiffness properties can be
difficult and inaccurate to be measured, combination of direct measurement and calibration
of DEM input parameters is needed to develop a high-fidelity model of a particulate system.
Reverse Bulk Calibration Approach for DEM Model Generation
The process of performing field or laboratory experiments to measure specific bulk re-
sponse, and reproducing the exact same circumstances numerically, is called reverse bulk
17
calibration approach. This goal is usually achieved by varying the input parameters itera-
tively in order to match the experimentally measured bulk responses. This approach can
lead to several combination of input parameters that produce the same response due to
interaction effect between input parameters and/or, shape and size mismatch in simula-
tion. Conventionally to prevent this issue, several experiments are used for calibration of
DEM input parameters, varying only one parameter per experiment i.e. each experiment
isolates a single parameter to estimate it’s value. Another potential issue of this method is
the chance of parameters getting calibrated for a specific application rather than a specific
granular material. in this case, the calibrated values are only accurately predicting the bulk
response of interest when simulating the same experiment and do not produce accurate
results in any other application. Even considering the mentioned issues, this method is still
superior to other methods as it can compensate for other inaccuracies of the simulation
such as weak particle shape and size approximation, or contact model inaccuracy.
There are several experiments used for calibration of DEM parameters. Table 2.1 lists
some of them found in literature alongside the parameters calibrated and the result of
sensitivity studies.
Coetzee (2016, 2017) proposed a calibration procedure called comprehensive calibration
approach to reduce the total number of calibration simulations. they suggested that the
simulations need to follow a specific order to isolate certain parameters in each iteration.
the steps are presented briefly:
1. Approximating the particle’s size and shape using clumps of circles in 2-Dimension
simulation and clumps of spheres in 3-dimension simulation
2. Direct measuring the particle-wall sliding friction coefficient using an inclined plane
test
3. Using the particle density as an initial guess to calibrate the bulk density for the
approximated particle size and shape. since the particle-particle sliding and rolling
18
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friction can affect the bulk density, this step needs to be revisited by the end of
calibration procedure
4. Calibrating particle stiffness using uniaxial compression test. since previous studies
showed that the bulk stiffness response measured by this test is only significantly
depended on particle stiffness and further the relationship between the particle and
bulk stiffness is linear, this test was used for calibration of particle stiffness.
5. Calibrating the particle-particle friction using direct shear test or angle of repose test.
direct shear test is sensitive to both stiffness and particle-particle sliding friction, but
since the stiffness has been calibrated in previous step, it’s value can be fixed here
so the only variable would be particle-particle sliding friction. alternatively angle of
repose test has been used to calibrate particle-particle rolling and sliding friction of
larger particles. Coetzee pointed out the fact that the angle of repose test main lead
to a lower value of particle-particle friction compared to value obtained from direct
shear test which may not be valid in other applications.
In their comprehensive approach they didn’t calibrate coefficient of restitution and particle-
wall stiffness. they however set the particle-wall stiffness at one higher level of magnitude
compared to particle-particle stiffness and the particle-wall stiffness to critical value of 0.8.
The DEM model development using calibration approach has been utilized by several
researchers; However the one-by-one calibration of DEM input parameters, which has been
used so far, doesn’t account for the interaction effect of parameters on each other. This
issue demands for development of a systematic calibration technique that considers the
interaction effect of calibrating DEM input parameters and provides the best combination
of values. Development of such systematic approach was the first object of this study.
20
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Abstract
Screw augers are primary grain conveying equipment in the agriculture industry. Quan-
titative prediction of grain conveyance using screw augers requires better understanding and
measurement of bulk particle-particle and particle-rigid-body interactions. Discrete element
modeling (DEM) has potential to simulate particle dynamics and flow within a screw auger
and thus provide simulation-based guidance for auger design and operating parameters.
The objective of this study was to develop a DEM corn model calibration methodology and
validation for combine-harvested corn flow in a commercial screw auger. The methodology
used a virtual design of experiment (DOE) varying DEM corn parameters and calibration
to match grain pile formation expressed in a normalized angle of repose (AOR). DEM corn
particle shape was approximated using 1-sphere and clumped spheres (2-sphere, 5-sphere,
and 13-sphere) matching the measured physical parameters of equivalent geometrical di-
ameter, 2D axial dimensions, 3D axial dimensions, and detailed CAD-approximated corn
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dimensions, respectively. For each DEM corn shape approximation, a virtual DOE using
Latin square hypercube design with four independent DEM Hertz-Mindlin contact model
interaction coefficients was developed. The DEM assembly of particles matching the initial
conditions of the AOR test was created in EDEM 2.7. From the quasi-static AOR of corn
flow in the AOR tests and EDEM simulations, the mean square error (MSE), a sum of
square difference in grain heights in the AOR tests and EDEM simulations, was used as
a bulk material dependent response for the calibration process. The DEM 2-sphere corn
shape model and the material interaction coefficients showed the minimum MSE (5.31 mm)
compared to the 1-sphere, 5-sphere, and 13-sphere models. With the best DEM corn shape
model (2-sphere) and DEM model parameters with the minimum MSE, validation of the
DEM in predicting corn flow in a commercial screw auger in laboratory tests at two rota-
tional speeds (250 and 450 rpm) was performed and showed good prediction (within 5%
relative error) in matching the change in mass flow rate with the change in auger rotational
speed.
Keywords
Angle of repose, Corn, Discrete element modeling (DEM), Screw grain auger
Introduction
Mechanical screw augers are commonly used for bulk grain handling in self-propelled
combine harvesters and in post-harvest operations such as grain cart loading and unloading
(Srivastava, 2006). Understanding and quantitatively predicting the grain-grain and grain-
equipment interactions are essential for the development and validation of grain handling
machine systems. The traditional iterative product development cycle, i.e., prototyping
and conducting laboratory (Miao et al., 2014) and field verification tests, can be labori-
ous, costly, and time consuming. With large-scale grain handling systems, experimental
tests that maintain uniform and repeatable grain responses are very challenging to design
and are prone to undesirable introduction of test variability due to changes in grain condi-
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tions, such as moisture content and grain quality. Dimensionless grain auger performance
equations have been developed (Roberts and Willis, 1962; Srivastava, 2006) but could not
provide dynamic grain flow behavior responses. Virtual engineering tools for modeling
grain interactions with equipment, such as grain auger systems, have potential to augment
simulation-based design of bulk grain handling systems and potentially reduce the effort
required for field tests. In their work to experimentally quantify screw auger performance
for biomass flow, Miao et al. (2014) noted the need for development of a computational
simulation of biomass material flow in grain handling equipment to provide quantitative
predictions of auger performance and predict dynamic grain flow. Developing a robust nu-
merical methodology along with experimental testing processes for controlled, reproducible
field-harvested grain conditions are important research challenges.
Discrete element modeling (DEM), a computational technique originally developed by
Cundall and Strack (1979), has become a potential technique for predicting the dynamic
behavior of granular materials in powder processing, mining, geotechnical, and agricultural
industries (Owen and Cleary, 2009; Ucgul et al., 2014; Pezo et al., 2015). In agricultural
applications, DEM has been used for simulation of tillage-soil interaction (Asaf et al., 2007;
Chen et al., 2013; Ucgul et al., 2014) and granular material processing such as mixing and
milling (Cleary, 2013; Kalala et al., 2005; Kretz et al., 2016).
Many users of DEM have demonstrated the qualitative simulation of granular flow dy-
namics in machine systems (Cleary, 2010; McBride and Cleary, 2009). Quantitative DEM
prediction of bulk granular flow in large agricultural machinery; however, has not yet been
achieved. In order to integrate DEM as a robust engineering design tool for bulk grain
harvesting and post-harvest machine systems, there are limitations to overcome in the
methodology for determining DEM material properties of harvested grain and for validat-
ing large-scale industrial system simulations. These limitations are mostly due to the lack
of a standard methodology for numerically approximating DEM grain models, simple and
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robust calibration procedures for applicable DEM micro-mechanical contact models, and
quantitative validation of DEM simulation models for dynamic grain handling systems.
As a mesh-free technique, DEM simulation of granular material and geometry is not
limited by material and geometry meshing, boundary conditions, and instability due to mesh
distortion, which are typical limitations of the continuum and mesh-based finite element
analysis (FEA) and computational fluid dynamics (CFD) techniques. The robustness of
DEM simulation depends on (1) efficient formulation of the simulation domain (particle
size, number of particles and geometry system size, and kinematic motion) for the available
computing resources, and (2) DEM shape approximation and methods to generate DEM
material micro-mechanical properties.
Several researchers have used different approaches for developing or selecting DEM
micro-contact models, defining DEM particles, and generating DEMmaterial properties. To
determine DEM material properties, one approach that has been widely used appears to be
direct measurement of DEMmicro-mechanical properties by measuring representative single
grain-grain and grain-wall (geometry) DEM coefficients of restitution, coefficients of friction
(sliding and rolling), and elastic modulus parameters (Young’s modulus and Poisson’s ratio).
González-Montellano et al. (2012) used individual grain micro-mechanical measurements of
corn (maize) and olive particles to generate DEM parameter values for particle density,
Young’s modulus, coefficient of restitution, and coefficient of friction. They were unable to
measure the coefficient of friction for particle-particle interactions due to the lack of stan-
dardized methods for measuring this property and recommended the use of a calibration
approach when individual DEM parameters cannot be measured experimentally. Other re-
searchers (Coetzee and Els, 2009a; Coetzee et al., 2010) have conducted virtual experiments
to predict bulk grain failure parameters (Mohr-Coulomb cohesion and angle of internal fric-
tion) from DEM virtual experiments by changing one DEM micro-parameter while fixing
all other DEM parameters and applying trial-and-error until matching the bulk material
properties. Coetzee and Els (2009b) conducted direct shear tests to measure grain-grain in-
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ternal angle of friction and uniaxial compression tests to calibrate DEM friction coefficients
and stiffness parameters. In their calibration process for comparison with bulk experiment
tests, Coetzee and Els (2009b) used a trial-and-error process to calibrate DEM stiffness
parameters and reported a maximum blade force prediction error of 26% from validation
of a blade-grain DEM simulation. Later, Coetzee et al. (2010) used uniaxial compression
tests and angle of repose tests as improvements to the trial-and-error process during the
calibration process; however, their trial-and-error approach lacked interactional effects of
DEM properties on bulk behaviors.
DEM shape approximation of granular materials has also been of interest in many studies
(Coetzee, 2016; Markauskas et al., 2015; Stahl and Konietzky, 2011; Wiacek et al., 2012).
Currently, methodology that integrates DEM shape approximation into calibration of DEM
properties for simulation of grain flow dynamics is limited.
The overarching objective of this study was to integrate simple experimental tests for
DEM particle shape approximation and develop a quantitative DEM calibration and val-
idation methodology for simulation of combine-harvested corn grain flow in screw auger
systems. The specific objectives were to (1) characterize the physical properties of har-
vested corn using standard measurement methods and simple bulk material flow tests, (2)
develop a DEM corn model approximating the shape of harvested corn and DEM mate-
rial interaction properties based on simple physical experiments and design of experiment
(DOE) calibration, and (3) validate the DEM corn model using a commercial screw grain
auger.
Material and Method
There are several steps in simulating an application using the DEM technique. These
steps include choosing the proper contact model for the application and granular material,
approximating the particle shape and size, and determining the input parameters for the
contact model. A procedure was developed to assist in determining the input parameters.
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After choosing the contact model, all input parameters can then be listed. Following the
developed procedure, the DEM parameters can then be divided into three categories: pa-
rameters to be measured, parameters to be obtained from the literature, and parameters to
be calibrated. Calibration of a parameter requires obtaining values of the micro-mechanical
properties of the material or the interactions between them. This process consists of us-
ing a simple test to measure a bulk behavior response and then trying to predict the bulk
response by systematically changing the micro-mechanical DEM parameters. When a pa-
rameter value is DEM shape dependent, and/or application-specific calibration is required.
For the remaining parameters, values may be obtained by direct measurement using stan-
dard methods. If parameter values cannot be obtained through measurement, literature
sources can be used. Considering the dynamic nature of the screw grain auger application
(as a flow application without plastic deformation of the particles) and the non-cohesive
behavior of corn grain, the Hertz-Mindlin contact model was chosen for this project.
The Hertz-Mindlin contact model is one of the most commonly used contact models
in DEM for simulations of non-cohesive granular behavior. The basic Hertz-Mindlin con-
tact model is a non-linear spring elastic model without cohesion. A general form of the
Hertz-Mindlin model can be explained using normal and tangential spring responses in the
normal and tangential contact overlaps between particle-particle and particle-rigid-body
interactions (Figure 3.1). Frictional slip is allowed in the tangential direction using a slider
and is limited to a maximum value by Mohr-Coulomb friction behavior. The normal and
tangential forces both have damping components in which the damping is related to the
coefficient of restitution. The Hertz-Mindlin contact model with rolling friction developed
by Tsuji et al. (1992) was used as the contact model for DEM simulation of corn flow in
EDEM 2.7 (a commercial DEM code) for the angle of repose test and screw auger system.
The Hertz-Mindlin contact model requires particle size and shape for particle definition;
particle density, Poisson’s ratio, and shear modulus for material mechanical properties; con-
tact model parameters including coefficient of restitution, coefficient of static friction, and
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Figure 3.1: Schematic of general Hertz-Mindlin contact model.
coefficient of rolling friction for particle-particle interactions; and particle-rigid-body inter-
actions. The particle-particle and particle-rigid-body interaction coefficients were assumed
to be shape-dependent and were obtained through calibration. The angle of repose is a
well-known bulk behavior property of granular materials, so it was used for calibration of
the contact model parameters mentioned earlier. The computer used for the simulations
was a Dell with an 8-core Intel Xeon E3-1271 3.6 GHz CPU, NVIDIA Quadra K60 graphic
card, and 16 GB of RAM. The operating system was 64-bit Windows 10 Enterprise edition.
Physical Measurements
Corn Physical Properties
For all physical tests, a sufficient quantity of combine-harvested corn was collected during
corn harvesting in fall 2015 at the Iowa State University Agricultural and Agronomy farm
in Boone, Iowa. Corn moisture content was measured by the oven-drying method at 105°C
for 24 h. Corn kernels (sample size = 30) were randomly selected for measuring the axial
dimensions, particle density, and particle mass. Five axial dimensions, including height,
large width, large depth, small width and small depth (Figure 3.2a), were measured with
a digital caliper (resolution = 0.01 mm) to describe the mean corn particle size and shape.
29
A mean corn particle was 3D scanned and reconstructed to generate a CAD corn kernel for
DEM shape approximation (Figure 3.2b).
Particle density (ASTM International, 2000) of corn kernels was estimated by immersing
a measured mass of corn kernels (sample size = 30) in a graduated cylinder. The displaced
water volume in the graduated cylinder was measured to estimate the sampled corn kernel
volume. Particle density was then calculated by dividing the total particle mass by the
displaced volume. The particle density test was conducted with three replicates. For bulk
density, a container with an initial height of 200 mm, length of 240 mm, and width of 120
mm was filled loosely with corn kernels. Using the measured corn-filled dimensions (height,
length, and width) and the known corn mass of 3 kg, the bulk density (loose filled) was
calculated.
(a) (b)
Figure 3.2: (a) Corn kernel sample and (b) 3D scanned and CAD reconstructed corn kernel.
Angle of Repose (AOR) Test
For the angle of repose (AOR) test, a container with an extended bottom plate and
lift gate was manufactured from acrylic sheet material (Figure 3.3). The height, length,
and width of the container were 200, 240, and 120 mm, respectively. The side wall of the
container was overlain with a transparent 5 mm × 5 mm grid for measuring the material
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height. The container was loosely filled with 3 kg of corn, and the top surface was gently
flattened. The gate was lifted vertically at an approximate velocity of 5 m s-1 to allow corn
particles to flow out onto the bottom plate. The height of the corn particles across the
side walls was measured from the grid to reconstruct the AOR at rest. The AOR test was
repeated five times.
(a)
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Figure 3. (a) Angle of repose (AOR) test device in CAD 3D view and (b) initial laboratory setting. 
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Figure 4. Commercial screw auger: (a) CAD 3D view with dimensions, and (b) horizontal test setup. 
Gate
(b)
Figure 3.3: (a) Angle of repose (AOR) test device in CAD 3D view and (b) initial laboratory
setting.
Screw Auger Test
A commercial auger (Westfield Co., Boone, Iowa) with total auger length of 3270 mm,
outer tube (shell) diameter of 100 mm, screw blade diameter of 90 mm, pitch length of 100
mm, and intake length of 206 mm was used for testing corn grain flow in a screw auger.
The tests were conducted using two auger rotational speeds (250 and 450 rpm) and an
inclination angle of 0°from horizontal. The dimensions of the screw auger are shown in
Figure 3.4. In each test, the auger rotational speed was first set to the target value. While
the auger was running at a steady rotational speed, 46 kg of corn was poured into the feed
hopper at a rate of approximately 20 kg s-1. While the corn was being conveyed through
auger, additional corn was added to the feed hopper to maintain an approximately constant
mass flow rate. A non-contact laser tachometer (HHT13, Omega) was used to measure the
rotational speed during the test to verify that the auger was conveying the material at the
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desired speed. A digital scale (mass resolution of 0.2 kg) was placed under the collection
bin, and the transient corn mass exiting the auger was measured at 4 Hz sampling rate.
Tests with °inclination and two rotational speeds were also performed with the corn falling
onto a flat steel plate to measure the AOR of corn pile.
(a) (b)
Figure 3.4: Commercial screw auger: (a) CAD 3D view with dimensions, and (b) horizontal
test setup.
DEM Calibration Approach
The corn particles were assumed to be a non-cohesive and frictional material. EDEM
2.7 was used for the spherical DEM particle creation and DEM simulation. The EDEM
parameters needed to define DEM corn using the Hertz-Mindlin (no slip) contact model
include: (1) the DEM corn particle shape (particle size and combination of primitive sphere
elements), (2) material properties (Poisson’s ratio, shear modulus, and particle density),
and (3) material interaction properties, including particle-particle coefficient of restitution,
particle-particle coefficient of static friction, particle-particle coefficient of rolling friction,
particle-rigid-body coefficient of restitution, particle-rigid-body coefficient of static friction,
and particle-rigid-body coefficient of rolling friction. For the DEM corn shape approxi-
mation, four DEM corn shapes that approximate the axial dimensions and derived shape
parameters (i.e., aspect ratio, roundness) were developed and used in the calibration pro-
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cess. The values of Poisson’s ratio and shear modulus for corn and rigid-body were obtained
from the literature (Boac et al., 2010). The particle density measured using the water dis-
placement method was used as an initial guess, and the particle density in EDEM was
later adjusted so that the bulk density in the AOR test matched the initial bulk density in
EDEM.
The coefficient of restitution for particle-particle interaction was measured from the
initial vertical height (hinitial = 200 mm) and the maximum rebound height (hmax) of a
single corn kernel on a corn-filled cylinder. According to Zhang and Vu-Quoc (2002), the
coefficient of restitution is defined as:
e =
√
hmax
hinitial
(3.1)
Similarly, for the coefficient of restitution for particle-wall interaction, a corn kernel was
dropped onto a steel plate and its rebound height was measured. The DEM interaction pa-
rameters (particle-particle coefficient of static friction, particle-particle coefficient of rolling
friction, particle-rigid-body coefficient of static friction, and particle-rigid-body coefficient
of rolling friction) were calibrated using design of experiment (DOE), statistical sensitiv-
ity analysis, and surface response optimization modeling. The four material interaction
properties were considered in the calibration process, as we assumed that these parameters
strongly influence the grain conveyance dynamics in a screw auger system.
DEM Particle Shape Approximations
Four primitive DEM corn shapes were created using one sphere (1-sphere), two clumped
spheres (2-sphere), five clumped spheres (5-sphere), and thirteen clumped spheres (13-
sphere) (Figure 3.5). These four corn shapes were selected from several iterations by
matching the 3D CAD corn shape (Figure 3.2) and considering the computational costs
of DEM simulation. The 1-sphere DEM corn shape matched the equivalent geometrical
diameter of a physical corn particle (sample size =30). For the 2-sphere DEM corn shape,
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the height and maximum width of a corn particle were matched. The 5-sphere DEM
corn shape approximately matched the height, maximum width, and maximum depth of
a corn particle, and the 13-sphere DEM corn shape approximately matched the five axial
dimensions (height, large width, large depth, small width, and small depth). For the DEM
simulations, the particle sizes were fixed because the mean standard deviations of the axial
dimensions were less than 1 mm.
(a) (b)
(c) (d)
Figure 3.5: EDEM corn shape approximations using (a) one sphere (d = 4 mm) (b) two
spheres, (c) five spheres, and (d) thirteen spheres.
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DEM Sensitivity and Optimization Criteria
The interactional parameters of corn and acrylic, i.e., the coefficients of corn-corn
static friction (CC_stat), corn-corn rolling friction (CC_roll), particle-acrylic static friction
(CA_stat), and particle-acrylic rolling friction (CA_roll), were obtained with a systematic
calibration process. The range of values for each parameter was obtained from Boac et al.
(2010); Coetzee and Els (2009a,b); González-Montellano et al. (2012). Because there was a
possibility of choosing an infinite combination of these parameters’ values, the DOE method
was used to create 27 different combinations of the parameters’ values. After forming these
27 DOE EDEM input decks, the AOR test was simulated for each DOE combinations. The
mean square error (MSE) was calculated as a cost function (Equation 3.2) to obtain the
prediction accuracy of each DOE simulation:
MSE =
N∑
i=1
(hsim − hexp)2
N
(3.2)
where hsim is the height of corn in the DEM simulation, hexp is the height of corn in the
AOR test, and N is the total number of height sample points.
DEM Validation Using Screw Auger
The final DEM model developed in the measurement and calibration steps was used
to simulate the screw auger system. Screw augers are commonly used in grain handling
systems, with a wide range of applications. Screw augers are also a major component of the
grain handling system in combine harvesters. Based on the simulation of particles through
the auger, it was observed that the granular particles rotate and slide against each other
and against the auger blade at high velocity. The particles also experience collisions and
accelerations while passing through the auger. The flow of corn as discharged from the
auger was compared qualitatively, and the AOR of corn poured on the floor was compared
quantitatively.
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The screw auger was horizontal (0°inclination), and the tests were performed at two
auger rotational speeds (250 and 450 rpm). For the screw auger tests, the corn-steel inter-
action properties were estimated from the AOR optimized corn-acrylic values and multi-
plied by the ratio of the laboratory-measured corn-acrylic and corn-steel coefficients after
González-Montellano et al. (2012).
The screw auger geometry and the dynamics of the experimental setup (Figure 3.4),
including the inlet corn flow rate, were modeled in EDEM 2.7. EDEM is a user-friendly
software for DEM simulation with an easy-to-follow setup process. The simulation setup was
as follows. Two materials (corn and steel) were specified, and input parameters, including
physical, mechanical, and interactional properties, were assigned to them. The CAD file of
the screw auger system was imported into the software, and a virtual box was added on
top of the feed hopper as the particle factory (i.e., to insert particles into the system). A
dynamic particle insertion method was used to insert particles at a rate of 20 kg s-1 for the
first 2 s, followed by slow and steady insertion of another 20 kg of material. The secondary
particle insertion rate varied based on the auger rotational speed. The simulation time
step was fixed at 5e-6 s, and the simulation was run for 60 s. Data were exported at 0.5
s intervals. The steady-state mass flow rate measured in the experiment was compared
with the DEM-predicted steady-state mass flow rate for validation of the DEM material
properties.
Results and Discussions
Corn Physical Properties
Descriptive statistics (mean, standard deviation, minimum, and maximum) for corn
kernel axial dimensions, mass, and material properties are presented in Table 3.1. The corn
particle density values were within the range reported by Boac et al. (2010) and González-
Montellano et al. (2012), and the dimensional measurements matched the values obtained
by Boac et al. (2010). The corn moisture content ranged from 14.9% to 16.1%, which
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is in the lower range for typical corn harvested at the Iowa State University Agricultural
Engineering and Agronomy Research farm in Boone, Iowa. The coefficient of restitution
values were 0.25 for corn-corn, 0.57 for corn-acrylic, and 0.61 for corn-steel, which agree with
the measurements reported by Boac et al. (2010) and González-Montellano et al. (2012).
Table 3.1: Descriptive statistics for physical properties of combine-harvested corn samples
(sample size = 30).
Properties Mean SD Min. Max.
Kernel dimensions
Height (mm) 12.57 0.91 11.26 14.54
Large width (mm) 7.99 0.69 6.83 9.84
Large depth (mm) 4.89 0.98 3.71 7.26
Small width (mm) 5.07 0.89 3.45 7.00
Small depth (mm) 3.23 0.39 2.93 4.04
Kernel aspect ratios
Height/large width 1.59 0.19 1.24 2.00
Height/large depth 2.67 0.55 1.59 3.55
Kernel mass (g) 0.35 0.06 0.20 0.47
Moisture content (% d.b.) 15.2 0.16 14.9 16.1
Particle density (kg m-3) 1273 48.14 1178 1363
Bulk density (kg m-3)[a] 771 20.24 754 801
[a] Sample size for the bulk density measurement was five replicates.
Angle of Repose (AOR) Test
The AOR of corn, as estimated from the corn height measured with the 5 mm × 5
mm grid on the test device (Figure 3.6), showed two profiles: an approximately horizontal
section (farthest from the gate) and a pile section. Using the grid, the measured corn height
in the pile section was assumed to better represent the quasi-static grain flow. The mean
AOR of 20.7°(SD = 0.8°; sample size = 5) from the pile section was slightly lower than the
literature-reported range for static bulk angle of repose 23.1°to 34.7°(Boac et al., 2010).
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Figure 7. Steady-state mean mass versus time at 250 rpm and 95% lower and upper confidence intervals (LL_95%CI and UL_95%CI, respectively).
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Figure 3.6: (a) Example of grain surface profile and (b) mean of five replicates for corn
profile height versus length in AOR tests.
Screw Auger Test
The means and 95% confidence intervals of mass corn flow from the screw auger at
250 and 450 rpm are shown in Figures 3.7 and 3.8, respectively. The slope of the linear
regression was used to estimate the mean mass flow. For the 250 rpm test, the mean mass
flow rate in the linear mass flow regime (15 to 30 s and R2 = 0.99) was 1.44 kg s-1 (SD =
0.02; sample size = 3). The mass flow rate at 450 rp was 2.42 kg s-1 (SD = 0.08). With
the increase in auger rotational speed from 250 to 450 rpm, the steady state was observed
earlier because the total mass of corn used in both tests was the same, but with a wider
spread around the mean, which was due to instability of the auger rotational speed at 450
rpm.
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Figure 7. Steady-state mean mass versus time at 250 rpm and 95% lower and upper confidence intervals (LL_95%CI and UL_95%CI, respectively).
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Figur 3.7: Steady-state mean mass versus time at 250 rpm nd 95 lower and up r
confidence intervals (LL_95%CI and UL_95%CI), respectively.
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regime (15 to 30 s and R2 = 0.99) was 1.44 kg s-1 (SD = 0.02; 
sample size = 3). The mass flow rate at 450 rpm was 2.42 kg 
s-1 (SD = 0.08). With the increase in auger rotational speed 
from 250 to 450 rpm, the steady state was observed earlier 
because the total mass of corn used in both tests was the 
same, but with a wider spread around the mean, which was 
due to instability of the auger rotational speed at 450 rpm. 
DEM MODEL CALIBRATION 
Figure 9 shows the MSE values for the 27 AOR simula-
tions in EDEM for each DEM corn shape. The 2-sphere corn 
shape had the lowest mean MSE and standard deviation 
(611.4 and 362.1 mm, respectively), and the 1-sphere shape 
had the highest mean MSE and standard deviation (819.7 
and 1951.2 mm, respectively), which showed that better 
shape estimation can reduce the effect of interactional coef-
ficients on simulation results. 
For all EDEM AOR simulations, the model computation 
used a time step of 5e-6 s, an EDEM grid cell of three times 
the minimum sphere radius, eight processors, and a sampling 
rate of 20 s-1. The computation time required to complete 5 s 
simulation of the AOR test in EDEM 2.7 was approximately 
30, 110, 200, and 320 min for the 1-sphere, 2-sphere,  
5-sphere, and 13-sphere corn shapes, respectively. With a 
fixed shear modulus, changes in the DEM material interac-
tion parameters did not result in noticeable differences in 
computation time. The major contributor to the increase in 
computation time was the number of particles and the parti-
cle size of the DEM corn shapes. 
The 2-sphere corn shape showed the minimum MSE and 
lower computation time compared to the 5-sphere and 13-
sphere shapes. The 1-sphere shape had the lowest computa-
tion time and the highest overall MSE compared to the 2-
sphere, 5-sphere, and 13-sphere shapes. Considering the 
lowest overall MSE and reasonable computation time, the 2-
sphere corn shape was used for calibration and DEM screw 
auger validation. The time ratio of auger simulation to AOR 
test simulation for the 2-sphere shape was 20:1, with an av-
erage simulation time of 110 min for the AOR test. 
SENSITIVITY AND CALIBRATION OF  
INTERACTIONAL PARAMETERS 
The influence of interaction effects of the particle-particle 
coefficients (CC_stat and CC_roll) on the MSE of the AOR 
was statistically significant (p = 0.0171). The minimum error 
in matching the AOR from the AOR tests was observed at 
low settings of CC_stat (0.1) and CC_roll (0.0). At a high 
setting of CC_roll, CC_stat increased from 0.1 to 0.55 and 
resulted in a significant change in MSE (fig. 10). The main 
factor of particle-wall coefficient of static friction (CA_stat) 
showed a significant effect (p < 0.0001) on the AOR test 
MSE, but the particle-wall coefficient of rolling friction 
(CA_roll) was not statistically significant (p = 0.0633). 
Sensitivity analysis of the interactional coefficients also 
showed a high interactional effect of particle-particle static 
friction and rolling friction (CC_stat × CC_roll) with a pos-
itive trend (p = 0.03). If one of the two parameter values is 
changed, there is a possibility of changing the other param-
eter to achieve the same MSE as the initial MSE because the 
difference in MSE response varies at low or high CC_roll 
settings. 
Table 2 shows the calibrated DEM model input interac-
tional parameters for the corn-corn and corn-acrylic systems. 
The corn-steel parameter value, initially estimated from the 
 
Figure 8. Steady-state mean mass versus time at 450 rpm and 95% lower and upper confidence intervals (LL_95%CI and UL_95%CI, respectively).
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DEM Model Calibration
Figure 3.9 shows the MSE values for the 27 AOR simulations in EDEM for each DEM
corn shape. The 2-sphere corn shape had the lowest mean MSE and standard deviation
(611.4 and 362.1 mm, respectively), and the 1-sphere shape had the highest mean MSE and
standard deviation (819.7 and 1951.2 mm, respectively), which showed that better shape
estimation can reduce the effect of interactional coefficients on simulation results.
For all EDEM AOR simulations, the model computation used a time step of 5e-6 s, an
EDEM grid cell of three times the minimum sphere radius, eight processors, and a sampling
rate of 20 s-1. The computation time required to complete 5 seconds simulation of the AOR
test in EDEM 2.7 was approximately 30, 110, 200, and 320 minutes for the 1-sphere, 2-
sphere, 5-sphere, and 13-sphere corn shapes, respectively. With a fixed shear modulus,
changes in the DEM material interaction parameters did not result in noticeable differences
in computation time. The major contributor to the increase in computation time was the
number of particles and the particle size of the DEM corn shapes.
The 2-sphere corn shape showed the minimum MSE and lower computation time com-
pared to the 5-sphere and 13-sphere shapes. The 1-sphere shape had the lowest computation
time and the highest overall MSE compared to the 2-sphere, 5-sphere, and 13-sphere shapes.
Considering the lowest overall MSE and reasonable computation time, the 2-sphere corn
shape was used for calibration and DEM screw auger validation. The time ratio of auger
simulation to AOR test simulation for the 2-sphere shape was 20:1, with an average simu-
lation time of 110 minutes for the AOR test.
Sensitivity and Calibration of Interactional Parameters
The influence of interaction effects of the particle-particle coefficients (CC_stat and
CC_roll) on the MSE of the AOR was statistically significant (p = 0.0171). The minimum
error in matching the AOR from the AOR tests was observed at low settings of CC_stat
(0.1) and CC_roll (0.0). At a high setting of CC_roll, CC_stat increased from 0.1 to 0.55,
40
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laboratory-measured ratio of corn-acrylic to corn-steel coef-
ficient of restitution, was used for the screw-auger DEM val-
idation. All other DEM parameters are presented in table 3. 
The values were obtained from different literature sources, 
and the tables indicate the range of values presented for each 
variable in the literature. 
DEM VALIDATION USING SCREW AUGER 
The steady-state mass flow rate of corn from the screw 
auger and the shape of the corn pile on a flat steel plate at the 
auger outlet were used as the two responses for validating 
the DEM simulation of corn flow in the screw auger in com-
parison with the experimental results. The DEM-predicted 
steady-state mass flow rates for auger rotational speeds of 
250 and 450 rpm were 1.05 and 1.68 kg s-1, respectively 
(fig. 11). Compared with the experimental results, the DEM 
prediction errors were 27% and 29% for 250 and 450 rpm, 
respectively. The measured steady-state mass flow rates, as 
shown in figures 7 and 8, were 1.44 kg s-1 for 250 rpm, with 
a theoretical volumetric capacity of 2.6e-3 m3 s-1 and volu-
metric efficiency of 0.71, and 2.42 kg s-1 for 450 rpm, with 
a theoretical volumetric capacity of 4.7e-3 m3 s-1 and volu-
metric efficiency of 0.67. Even though the prediction errors 
of the DEM steady-state mass flow rate appear relatively 
high, the DEM simulation was able to predict very well the 
trend in the steady-state mass flow rate as the auger speed 
changed from 250 to 450 rpm. With the increase in rotational 
speed from 250 to 450 rpm, the mass flow rate increased by 
65% in the experiment, while the DEM showed an increase 
of 60% (fig. 12). 
In addition to the steady-state mass flow rate, the compar-
ison of corn pile formation on the flat steel plate showed 
good agreement between DEM and the experimental results. 
The corn piles resulting from 20 kg of corn discharged from 
(a) (b) 
(c) (d) 
Figure 9. Mean square error (MSE) in logarithmic scale of AOR simulations versus AOR tests for DEM corn shapes with (a) one sphere (b) two 
spheres, (c) five spheres, and (d) thirteen spheres. 
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laboratory-measured ratio of corn-acrylic to corn-steel coef-
ficient of restitution, was used for the screw-auger DEM val-
idation. All other DEM parameters are presented in table 3. 
The valu s were obtained from different liter tur  sources, 
and the tables indicate the range of values presented for each 
variable in the literature. 
DEM VALIDATION USING SCREW AUGER 
The st ady-stat  m ss flow rate of corn from th  screw 
auger and the shape of the corn pile on  flat steel plate at the 
uger outlet were used as the two resp nses for validating 
the DEM simulation of corn flow in the screw auger in com-
parison with the experimental results. The DEM-predicted 
steady-state mass flow rates for auger rotational speeds of 
250 and 450 rpm were 1.05 and 1.68 kg s-1, respectively 
(fig. 11). Compared with the experimental results, the DEM 
prediction errors were 27% and 29% for 250 and 450 rpm, 
respectively. The measured steady-state mass flow rates, as 
shown in figures 7 and 8, were 1.44 kg s-1 for 250 rpm, with 
a theoretical volumetric capacity of 2.6e-3 m3 s-1 and volu-
tri  efficiency of 0.71, and 2.42 kg s-1 for 450 rpm, with 
a theoretical volumetric capaci y of 4.7e-3 m3 s-1 and volu-
metric fficiency of 0.67. Even though the prediction errors 
of the DEM steady-state mass flow rate appear relatively 
high, the DEM simulation was able to predict very well the 
trend in the steady-state mass fl w rate as the auger speed 
changed from 250 to 450 pm. With the increase in rotational 
sp ed from 250 to 450 rpm, the mass flow rate increased by 
65% in the experiment, while the DEM showed an increase 
of 60% (fig. 12). 
In addition to the steady-state mass flow rate, the compar-
ison of corn pile formation on the flat steel plate showed 
good agreement between DEM and the experimental results. 
The corn piles resulting from 20 kg of corn discharged from 
(a) (b) 
(c) (d) 
Figure 9. Mean square error (MSE) in logarithmic scale of AOR simulations versus AOR tests for DEM corn shapes with (a) one sphere (b) two 
spheres, (c) five spheres, and (d) thirteen spheres. 
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laboratory-measured ratio of corn-acrylic to corn-steel coef-
ficient of restitution, was used for the screw-auger DEM val-
idation. All other DEM parameters are presented in table 3. 
The values were obtained from different literature sources, 
and the tables indicate the range of values presented for each 
variable in the literature. 
DEM VALIDATION USING SCREW AUGER 
The steady-state mass flow rate of corn from the screw 
auger and the shape of the corn pile on a flat steel plate at the 
auger outlet were used as the two responses for validating 
the DEM simulation of corn flow in the screw auger in com-
parison with the experimental results. The DEM-predicted 
steady-state mass flow rat s for aug r rotational speeds of 
250 and 450 rpm were 1.05 and 1.68 kg s-1, respectively 
(fig. 11). Compared with the experimental results, the DEM 
prediction errors were 27% and 29% for 250 and 450 rpm, 
respectively. The measured steady-state mass flow rates, as 
shown in figures 7 and 8, were 1.44 kg s-1 for 250 rpm, with 
a theoretical volumetric capacity of 2.6e-3 m3 s-1 and volu-
metric efficiency of 0.71, and 2.42 kg s-1 for 450 rpm, with 
a theoretical volumetric capacity of 4.7e-3 m3 s-1 and volu-
metric efficiency of 0.67. Even though the prediction errors 
of the DEM steady-state mass flow rate appear relatively 
high, the DEM simulation was able to predict very well the 
trend in the steady-state mass flow rate as the auger speed 
changed from 250 to 450 rpm. With the increase in rotational 
speed from 250 to 450 rpm, the mass flow rate increased by 
65% in the experiment, while the DEM showed an increase 
of 60% (fig. 12). 
In addition to the steady-state mass flow rate, the compar-
ison of corn pile formation on the flat steel plate showed 
good agreement between DEM and the experimental results. 
The corn piles resulting from 20 kg of corn discharged from 
(a) (b) 
(c) (d) 
Figure 9. Mean square error (MSE) in logarithmic scale of AOR simulations versus AOR tests for DEM corn shapes with (a) one sphere (b) two 
spheres, (c) five spheres, and (d) thirteen spheres. 
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labo tory-measured ratio of corn-acrylic to cor -steel coef-
ficient of res itut on, was used for the screw-auger DEM val-
idation. All other DEM parameters are presented in able 3. 
The value  were obtained from diff rent literature sourc s, 
and the tables i dicate the range of values presented for each 
v riable in t  literature. 
DEM VALIDATION USING SCREW AUGER 
The steady-stat  mass flow rate of corn from the screw 
auger and the shape of the corn pile on a flat steel plat  at the 
auger utlet were used as the two esponses for validating 
the DEM simulation of corn flow in th  screw auger in com-
parison with the experimental results. The DEM-pre icted 
steady-state mass flow rates for auger rotational speeds of 
250 and 450 rpm were 1.05 and 1.68 kg s-1, respectiv ly 
(fig. 11). Compared with the experimental results, the DEM 
prediction errors were 27% and 29% for 250 and 450 rpm, 
resp ctively. T e asured steady-state mass flow rates, as 
shown in figures 7 and 8, were .44 kg s-1 fo  250 rpm, with 
a theoretical volumetric cap cit  f 2.6 -3 m3 s-1 and volu-
metric efficiency of 0.71, and 2.42 kg s-1 for 450 rpm, with 
a theoretical volum tri  c pacity of 4.7e-3 m3 s-1 and volu-
metric ef iciency of 0.67. Eve  though the pred cti n errors 
of the DEM steady-state mass flow rate appear relatively 
high, the DEM si ula ion was able to predict very well the 
trend in the steady-state mass flow rate as the auger speed 
change  from 250 to 450 rpm. With the increase in rotational 
spe d from 250 to 450 rpm, the mass flow rate increased by 
65% in th  experiment, while the DEM showed an increase 
of 60% (fig. 12). 
In addition to the steady-state mass flow rate, the compar-
ison of corn pile formation on the flat steel plate showed 
good agreement between DEM and the experimental results. 
The corn piles resulting from 20 kg of corn discharged from 
(a) (b) 
(c) (d) 
Figure 9. Me n square er or (MSE) in logarithmic scale of AOR simulations versus AOR tests for DEM corn shapes with (a) one sphere (b) two 
spheres, (c) five sphe es, and (d) thirteen pheres. 
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Figure 3.9: Me n square err r (MSE) in logarithmic s al of AOR simulations versus AOR
tests for DEM c shapes with (a) one sphere (b) wo spher s, (c) fi e sphe es, and (d)
thirteen spheres.
resulted in a significan change in MSE (fi . 10). The m in factor of particle-w ll oefficient
of static frictio (CA_stat) showed a signifi t effect (p < 0.0001) on the AOR test MSE,
but the particle-wall coefficient of rolling friction (CA_roll) was not statistically significant
(p = 0.0633).
Sensitivity analysis of the interactional coefficients also showed a high interactional effect
of particle-particle static friction and rolling friction (CC_stat × CC_roll) with a positive
trend (p = 0.03). If one of the two parameter values is changed, there is a possibility of
changing the other parameter to achieve the same MSE as the initial MSE because the
difference in MSE response varies at low or high CC_roll settings.
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Table 3.2 shows the calibrated DEM model input interactional parameters for the corn-
corn and corn-acrylic system. To be used for the DEM validation, corn-steel parameters
were estimated using the laboratory measured ratio of corn-acrylic to corn-steel coefficient of
restitution. All other DEM parameters are presented in Table 3.3. The values were obtained
from different literature sources, and the tables indicate the range of values presented for
each variable in the literature.
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the screw auger are shown in figures 13a and 13b for the 
DEM simulation and in figures 13c and 13d for the experi-
ment. The AOR of the pile was estimated using an image 
processing method in Matlab from video frames captured 
with a high-speed camera (240 frames per second (fps)) and 
the EDEM post-processing protractor tool. Figure 14 shows 
the accumulating mass and AOR of the pile from the exper-
imental test and EDEM simulation for four corn masses (10, 
20, 30, and 40 kg) while the auger was continuously dis-
charging corn. The DEM simulation underpredicted the an-
gle with a maximum error of 15.5%. However, as shown in 
figure 13, the DEM predicted a stable pile formation similar 
to the image-processed experimental pile. 
The underprediction of steady-state mass flow rate by the 
DEM might have been due to the higher ratio of the particle-
rigid-body coefficient of friction to the particle-particle co-
efficient of friction causing a slower flow rate as the corn 
overcame higher frictional resistance at the auger walls. On 
the other hand, the DEM particles, after discharging from the 
auger, formed a smaller angle, which could be due to the rel-
atively smaller particle-particle coefficient of friction. These 
contrasting simulation responses of mass flow rate and 
quasi-static particle pile formation point out the importance 
of improving the calibration of rolling friction, which was 
approximately zero for both the corn-corn and corn-steel in-
teractions. In addition to the AOR test, another simple test 
that could show the influence of corn-corn interaction with 
minimal influence from the wall and further explain the in-
fluence of rolling friction might be helpful in further improv-
ing the calibration process for quantitative prediction of 
grain pile formation. 
Other researchers have studied quantitative prediction of 
Table 2. Calibrated DEM input parameters for all materials. 
Material Parameter Corn Acrylic Steel 
Corn 
Static 0.12 0.37 0.30 
Rolling 0.000 0.008 0.000 
 
Table 3. DEM input parameters obtained from laboratory measure-
ment or literature. 
Material Parameter DEM 
Literature 
Values 
Corn Particle density (kg m-3) 1178[a] - 
 Shear modulus (MPa) 23 4.5 to 829[b] 
 Poisson’s ratio 0.32 0.17 to 0.4[b] 
Acrylic Density (kg m-3) 1180 1180[c] 
 Shear modulus (MPa) 1100 1100[c] 
 Poisson’s ratio 0.35 0.35[c] 
Steel[d] Density (kg m-3) 7800 7800 
 Shear modulus (GPa) 70 70 
 Poisson’s ratio 0.3 0.3 
[a] Laboratory measurement. 
[b] Boac et al. (2010). 
[c] From the Acrylite FF material datasheet. 
[d] Properties for steel are from the EDEM 2.7 default database. 
 
Figure 10. DEM input sensitivity for the MSE of the AOR test. 
Figure 11. Steady-state mass flow rates from DEM simulation and ex-
perimental test for auger rotational speeds of 250 and 450 rpm. 
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Figure 3.10: DEM input sensitivity for the MSE of the AOR test.
Table 3.2: Calibrated DEM input parameters for all materials.
Material Parameter Corn Acrylic Steel
Corn Static 0.12 0.37 0.30Rolling 0.000 0.008 0.000
DEM Validation Using Screw Auger
The steady-state mass flow rate of corn from the screw auger and the shape of the corn
pile on a flat steel plate at the auger outlet were used as the two responses for validating
the DEM simulation of corn flow in the screw auger in comparison with the experimental
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Table 3.3: DEM input parameters obtained from laboratory measurement or literature.
Material Parameter DEM Literature Values
Corn Particle density (kg m-3) 1178 [a]
Shear modulus (MPa) 23 4.5 to 829[b]
Poisson’s ratio 0.32 0.17 to 0.4[b]
Acrylic Density (kg m-3) 1180 1180[c]
Shear modulus (MPa) 1100 1100[c]
Poisson’s ratio 0.35 0.35[c]
Steel[d] Density (kg m-3) 7800 7800
Shear modulus (GPa) 70 70
Poisson’s ratio 0.3 0.3
[a] Laboratory measured
[b] Boac et al. (2010).
[c] From the Acrylite FF material datasheet.
[d] Properties for steel are from the EDEM 2.7 default database.
results. The DEM-predicted steady-state mass flow rates for auger rotational speeds of
250 and 450 rpm were 1.05 and 1.68 kg s-1, respectively (Figure 3.11). Compared with
the experimental results, the DEM prediction errors were 27% and 29% for 250 and 450
rpm, respectively. The measured steady-state mass flow rates, as shown in Figures 7 and
8, were 1.44 kg s-1 for 250 rpm, with a theoretical volumetric capacity of 2.6e-3 m3 s-1 and
volumetric efficiency of 0.71, and 2.42 kg s-1 for 450 rpm, with a theoretical volumetric
capacity of 4.7e-3 m3 s-1 and volumetric efficiency of 0.67. Even though the prediction
errors of the DEM steady-state mass flow rate appear relatively high, the DEM simulation
was able to predict very well the trend in the steady-state mass flow rate as the auger speed
changed from 250 to 450 rpm. With the increase in rotational speed from 250 to 450 rpm,
the mass flow rate increased by 65% in the experiment, while the DEM showed an increase
of 60% (Figure 3.12).
In addition to the steady-state mass flow rate, the comparison of corn pile formation
on the flat steel plate showed good agreement between DEM and the experimental results.
The corn piles resulting from 20 kg of corn discharged from the screw auger are shown
43
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the screw auger are shown in figures 13a and 13b for the 
DEM simulation and in figures 13c and 13d for the experi-
ment. The AOR of the pile was estimated using an image 
processing method in Matlab from video frames captured 
with a high-speed camera (240 frames per second (fps)) and 
the EDEM post-processing protractor tool. Figure 14 shows 
the accumulating mass and AOR of the pile from the exper-
imental test and EDEM simulation for four corn masses (10, 
20, 30, and 40 kg) while the auger was continuously dis-
charging corn. The DEM simulation underpredicted the an-
gle with a maximum error of 15.5%. However, as shown in 
figure 13, the DEM predicted a stable pile formation similar 
to the image-processed experimental pile. 
The underprediction of steady-state mass flow rate by the 
DEM might have been due to the higher ratio of the particle-
rigid-body coefficient of friction to the particle-particle co-
efficient of friction causing a slower flow rate as the corn 
overcame higher frictional resistance at the auger walls. On 
the other hand, the DEM particles, after discharging from the 
auger, formed a smaller angle, which could be due to the rel-
atively smaller particle-particle coefficient of friction. These 
contrasting simulation responses of mass flow rate and 
quasi-static particle pile formation point out the importance 
of improving the calibration of rolling friction, which was 
approximately zero for both the corn-corn and corn-steel in-
teractions. In addition to the AOR test, another simple test 
that could show the influence of corn-corn interaction with 
minimal influence from the wall and further explain the in-
fluence of rolling friction might be helpful in further improv-
ing the calibration process for quantitative prediction of 
grain pile formation. 
Other researchers have studied quantitative prediction of 
Table 2. Calibrated DEM input parameters for all materials. 
Material Parameter Corn Acrylic Steel 
Corn 
Static 0.12 0.37 0.30 
Rolling 0.000 0.008 0.000 
 
Table 3. DEM input parameters obtained from laboratory measure-
ment or literature. 
Material Parameter DEM 
Literature 
Values 
Corn Particle density (kg m-3) 1178[a] - 
 Shear modulus (MPa) 23 4.5 to 829[b] 
 Poisson’s ratio 0.32 0.17 to 0.4[b] 
Acrylic Density (kg m-3) 1180 1180[c] 
 Shear modulus (MPa) 1100 1100[c] 
 Poisson’s ratio 0.35 0.35[c] 
Steel[d] Density (kg m-3) 7800 7800 
 Shear modulus (GPa) 70 70 
 Poisson’s ratio 0.3 0.3 
[a] Laboratory measurement. 
[b] Boac et al. (2010). 
[c] From the Acrylite FF material datasheet. 
[d] Properties for steel are from the EDEM 2.7 default database. 
 
Figure 10. DEM input sensitivity for the MSE of the AOR test. 
Figure 11. Steady-state mass flow rates from DEM simulation and ex-
perimental test for auger rotational speeds of 250 and 450 rpm. 
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Figure 3.11: Steady-state mass flow rates from DEM simulation and experimental test for
auger rotational speeds of 250 and 450 rpm.
in Figure 3.13a and 3.13b for the DEM simulation and in Figures 3.13c and 3.13d for the
experim nt. The AOR of the pile was estimat d using an image processing method in
MATLAB from video frames c ptured with a high-speed ca era (240 frames per second
(fps)) and the EDEM st-processing pr ractor tool. Figure 3.14 shows the accumulating
mass and AOR of the pile from the experim ntal test a d EDEM simulation for four corn
asses (10, 20, 30, and 40 kg) while the auger was continuo sly discharging corn. The DEM
simulation underpredicted the angle with a maximum error of 15.5%. However, as shown
in Figure 3.13, the DEM predicted a stable pile formation similar to the image-processed
experimental pile.
The underprediction of steady-state mass flow rate by the DEM might have been due
to the higher ratio of the particle-rigid-body coefficient of friction to the particle-particle
coefficient of friction causing a slower flow rate as the corn overcame higher frictional re-
sistance at the auger walls. On the other hand, the DEM particles, after discharging from
the auger, formed a smaller angle, which could be due to the relatively smaller particle-
particle coefficient of friction. These contrasting simulation responses of mass flow rate and
quasi-static particle pile formation point out the importance of improving the calibration
44
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auger systems, but no study so far has performed an inde-
pendent calibration of an auger application. McBride and 
Cleary (2009) used a ring shear test to measure the frictional 
parameters of granular materials and created a DEM model 
based on the measured values for an elevator (screw auger) 
application. They improved their model by manipulating the 
input parameters to get better agreement between the DEM 
simulation and experimental tests for the elevator applica-
tion. They were able to accurately match the experimental 
results with the simulation because they used the final appli-
cation as the calibration application. Fernandez et al. (2011) 
used DEM simulation to investigate the effect of different 
screw blade designs on the flow rate and drawdown of ma-
terial in the feed hopper. In their study, they first optimized 
their DEM model for screw auger application to agree with 
their experimental results and then used several screw blade 
designs for their evaluation. Similarly, Rozbroj et al. (2015) 
focused on the effect of wear on the mass flow rate of mate-
rials in a vertical screw auger after a year of use and investi-
gated the improvement of a DEM model to better predict the 
system behavior after wear accrued. 
Although it is possible to calibrate a DEM simulation 
model using the final desired application, as the previously 
mentioned researchers did, there are several applications, es-
pecially large-scale industrial applications, for which di-
rectly calibrating the DEM model by changing the input pa-
rameter values and repeating the simulation would be ex-
tremely time-consuming and computationally expensive. 
There are other benefits of independent calibration, includ-
ing lower time consumption and the capability of producing 
a DEM model for certain materials that have good predicta-
bility in a wide range of applications and geometries. 
CONCLUSION 
A laboratory procedure was developed to characterize 
harvested corn for a DEM grain model, shape approxima-
tion, and calibration methodology. A simple angle of repose 
(AOR) test device was manufactured and successfully used 
to develop the DEM calibration methodology that examined 
the influence of corn shape (1-sphere, 2-sphere, 5-sphere, 
and 13-sphere) and the interaction effects of DEM parame-
ters of corn-corn and corn-acrylic (coefficients of static and 
Figure 12. Changes in mass flow rate from 250 to 450 rpm for screw
auger DEM simulation and screw auger test. 
(a) (c) 
(b) (d) 
Figure 13. Corn pile (20 kg) on a flat steel plate at the screw auger outlet from (a and b) the DEM simulation and (c and d) the experimental tests. 
The image in (d) was created by image processing in Matlab. 
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Figure 3.12: Changes in mass flow rate from 250 t 450 rpm for screw auger DEM si ulation
and screw auger test.
of rolling friction, which was approximately zero for both the corn-corn and corn-steel in-
teractions. In addition to the AOR test, another simple test that could show the influence
of corn-corn interaction with minimal influence from the wall and further explain the i -
fluence of rolling friction might be helpful in further improving the calibration process for
quantitative prediction of grain pile formation.
Other researchers have studied quantitative prediction of auger systems, but no study so
far has performed an independent calibration of an auger application. McBride and Cleary
(2009) used a ring shear test to measure the frictional parameters of granular materials
and created a DEM model based on the measured values for an elevator (screw auger)
application. They improved their model by manipulating the input parameters to get better
agreement between the DEM simulation and experimental tests for the elevator application.
They were able to accurately match the experimental results with the simulation because
they used the final application as the calibration application. Fernandez et al. (2011) used
DEM simulation to investigate the effect of different screw blade designs on the flow rate
and draw down of material in the feed hopper. In their study, they first optimized their
DEM model for screw auger application to agree with their experimental results and then
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(a) (b)
(c) (d)
Figure 3.13: Corn pile (20 kg) on a flat steel plate at the screw auger outlet from (a and b)
the DEM simulation and (c and d) the experimental tests. The image in (d) was created
by image processing in Matlab.
used several screw blade designs for their evaluation. Similarly, Rozbroj et al. (2015) focused
on the effect of wear on the mass flow rate of materials in a vertical screw auger after a
year of use and investigated the improvement of a DEM model to better predict the system
behavior after wear accrued.
Although it is possible to calibrate a DEM simulation model using the final desired
application, as the previously mentioned researchers did, there are several applications,
especially large-scale industrial applications, for which directly calibrating the DEM model
by changing the input parameter values and repeating the simulation would be extremely
time-consuming and computationally expensive. There are other benefits of independent
calibration, including lower time consumption and the capability of producing a DEMmodel
for certain materials that have good predictability in a wide range of applications and
geometries.
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rolling friction) on AOR. A Latin square hypercube design 
of experiment (DOE) based calibration of the DEM corn 
model was successfully implemented to generate 2-sphere 
corn properties with an MSE of 5.31 mm by comparing the 
static corn material from the DEM simulation and the exper-
imental AOR tests. 
Validation of the calibrated DEM corn model was per-
formed by comparing the steady-state mass flow rate and 
corn pile formation from a commercial screw auger with the 
experimental tests. Qualitatively, the DEM simulation 
showed good agreement in the grain flow compared with 
video data captured at 240 fps and in predicting the trend in 
mass flow rate (within 5% error) as the auger rotational 
speed increased from 250 to 450 rpm. However, the quanti-
tative predictions of mass flow rate and static pile angle after 
the particles were dynamically discharged from the auger re-
quire further understanding of the DEM properties. The un-
derprediction of the DEM 2-sphere corn model (within a 
range of 15% to 30%) in predicting the two quantitative re-
sponses (mass flow rate and static pile angle) indicates the 
need for further improvement of the DEM calibration pro-
cess to capture the flow regime of grain flow dynamics in-
side the fast-rotating screw auger. Future studies using 
multi-response experimental tests and surface response 
based techniques are in progress. 
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Figure 14. Corn pile angles at the auger outlet on a steel plate from DEM simulation and experimental tests. 
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Conclusion
A laboratory procedure was developed to characterize harvested corn for a DEM grain
model, shape approximation, and calibration methodology. A simple angle of repose (AOR)
test device was manufactured and successfully used to develop the DEM calibration method-
ology that examined the influence of corn shape (1-sphere, 2-sphere, 5-sphere, and 13-
sphere) and the interaction effects of DEM parameters of corn-corn and corn-acrylic (coeffi-
cients of static and rolling friction) on AOR. A Latin square hypercube design of experiment
(DOE) based calibratio of the DEM corn model was successfully implemented to generate
2-sphere corn properties with a mean square error (MS ) of 5.31 m by comparing the
s atic corn material from the DEM s mulation and the experimental AOR tests.
Validation of the calibrated DEM corn model was performed by comparing the steady-
state mass flow rate and corn pile formation from a commercial screw auger with the
experimental tests. Qualitatively, he DEM simulation showed good agreement in the grain
flow compared with video data captured at 240 fps and in predicting the trend in mass
flow rate (within 5% error) as the auger rotational speed increased from 250 to 450 rpm.
However, the quantitative predictions of mass flow rate and static pile angle after the
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particles were dynamically discharged from the auger require further understanding of the
DEM properties. The underprediction of the DEM 2-sphere corn model (within a range
of 15% to 30%) in predicting the two quantitative responses (mass flow rate and static
pile angle) indicates the need for further improvement of the DEM calibration process to
capture the flow regime of grain flow dynamics inside the fast-rotating screw auger. Future
studies using multi-response experimental tests and surface response based techniques are
in progress.
References
Asaf, Z., Rubinstein, D., and Shmulevich, I. (2007). Determination of discrete element
model parameters required for soil tillage. Soil and Tillage Research, 92(1-2):227–242.
ASTM International (2000). Standard Test Method for Measuring the Angle of Repose of
Free-Flowing Mold Powders. C 1444-00, (1):15–16.
Boac, J. M., Casada, M. E., Maghirang, R. G., and Iii, J. P. H. (2010). Material and inter-
action properties of selected grains and oilseeds for modelling discrete particles. American
Society of Agricultural and Biological Engineers, 53(4):1201–1216.
Chen, Y., Munkholm, L. J., and Nyord, T. (2013). A discrete element model for soil-sweep
interaction in three different soils. Soil and Tillage Research, 126:34–41.
Cleary, P. W. (2010). DEM prediction of industrial and geophysical particle flows. Partic-
uology, 8(2):106–118.
Cleary, P. W. (2013). Particulate mixing in a plough share mixer using DEM with realistic
shaped particles. Powder Technology, 248:103–120.
Coetzee, C. (2016). Calibration of the discrete element method and the effect of particle
shape. Powder Technology, 297:50–70.
Coetzee, C. J. and Els, D. N. J. (2009a). Calibration of discrete element parameters and the
modelling of silo discharge and bucket filling. Computers and Electronics in Agriculture,
65(2):198–212.
Coetzee, C. J. and Els, D. N. J. (2009b). Calibration of granular material parameters
for DEM modelling and numerical verification by blade-granular material interaction.
Journal of Terramechanics, 46(1):15–26.
Coetzee, C. J., Els, D. N. J., and Dymond, G. F. (2010). Discrete element parameter calibra-
tion and the modelling of dragline bucket filling. Journal of Terramechanics, 47(1):33–44.
48
Cundall, P. A. and Strack, O. D. L. (1979). A discrete numerical model for granular
assemblies. Géotechnique, 29(1):47–65.
Fernandez, J. W., Cleary, P. W., and McBride, W. (2011). Effect of screw design on
hopper drawdown of spherical particles in a horizontal screw feeder. Chemical Engineering
Science, 66(22):5585–5601.
González-Montellano, C., Fuentes, J. M., Ayuga-Téllez, E., Ayuga, F., Gonzalez-
Montellano, C., Fuentes, J. M., Ayuga-Tellez, E., and Ayuga, F. (2012). Determination of
the mechanical properties of maize grains and olives required for use in DEM simulations.
Kalala, J. T., Bwalya, M. M., and Moys, M. H. (2005). Discrete element method (DEM)
modelling of evolving mill liner profiles due to wear. Part I: DEM validation. Minerals
Engineering, 18(15):1386–1391.
Kretz, D., Callau-Monje, S., Hitschler, M., Hien, A., Raedle, M., and Hesser, J. (2016).
Discrete element method (DEM) simulation and validation of a screw feeder system.
Powder Technology, 287:131–138.
Markauskas, D., Ramírez-Gómez, [U+FFFD], Kačianauskas, R., and Zdancevičius, E.
(2015). Maize grain shape approaches for DEM modelling. Computers and Electron-
ics in Agriculture, 118:247–258.
McBride, W. and Cleary, P. (2009). An investigation and optimization of the ‘OLDS’
elevator using Discrete Element Modeling. Powder Technology, 193(3):216–234.
Miao, Z., Grift, T. E., Hansen, A. C., and Ting, K. (2014). Flow performance of ground
biomass in a commercial auger. Powder Technology, 267:354–361.
Owen, P. J. and Cleary, P. W. (2009). Prediction of screw conveyor performance using the
Discrete Element Method (DEM). Powder Technology, 193(3):274–288.
Pezo, L., Jovanović, A., Pezo, M., Čolović, R., and Lončar, B. (2015). Modified screw
conveyor-mixers - Discrete element modeling approach. Advanced Powder Technology,
26(5):1391–1399.
Roberts, A. W. and Willis, A. H. (1962). Performance of Grain Augers. Proceedings of the
Institution of Mechanical Engineers, 176(1):165–194.
Rozbroj, J., Zegzulka, J., and Nečas, J. (2015). Use of DEM in the Determination of Friction
Parameters on a Physical Comparative Model of a Vertical Screw Conveyor. Chemical
and Biochemical Engineering Quarterly, 29(1):25–34.
Srivastava, A. K. (2006). Engineering principles of agricultural machines. St. Joseph, Mich.
: American Society of Agricultural Engineers.
Stahl, M. and Konietzky, H. (2011). Discrete element simulation of ballast and gravel under
special consideration of grain-shape, grain-size and relative density. Granular Matter,
13(4):417–428.
49
Tsuji, Y., Tanaka, T., and Ishida, T. (1992). Lagrangian numerical simulation of plug flow
of cohesionless particles in a horizontal pipe. Powder Technology, 71(3):239–250.
Ucgul, M., Fielke, J. M., and Saunders, C. (2014). Three-dimensional discrete element
modelling of tillage: Determination of a suitable contact model and parameters for a
cohesionless soil. Biosystems Engineering, 121:105–117.
Wiacek, J., Molenda, M., Horabik, J., and Ooi, J. Y. (2012). Influence of grain shape and
intergranular friction on material behavior in uniaxial compression: Experimental and
DEM modeling. Powder Technology, 217:435–442.
Zhang, X. and Vu-Quoc, L. (2002). A method to extract the mechanical properties of parti-
cles in collision based on a new elasto-plastic normal force-displacement model. Mechanics
of Materials, 34(12):779–794.
50
CHAPTER 4. DISCRETE ELEMENT MODEL CALIBRATION
USING
MULTI-RESPONSES AND SIMULATION OF CORN FLOW IN A
COMMERCIAL GRAIN AUGER
A paper modified from a manuscript published in the Transactions of the ASABE
M. Z. Tekestea,1, M. Z. Mousaviraada, and K.A. Rosentratera
aDepartment of Agricultural and Biosystems Engineering, Elings Hall, Iowa State
University, Ames, Iowa, USA, 50011
1Corresponding author
Abstract
Grain augers are primary grain conveying equipment in agriculture. Quantitative pre-
diction of dynamic grain flow in grain augers using discrete element modeling (DEM) has
potential to support simulation-based engineering design of grain handling equipment. The
objective of this study was to develop a DEM corn model using a multi-response cali-
bration methodology and validation of combine-harvested corn flow in a commercial grain
auger. Using a Latin hypercube design of experiment (DOE) sampling from four particle
interaction DEM parameters values, 27 DEM simulations were generated for four DEM
corn shape approximations (1-sphere, 2-spheres, 5-spheres, and 13-spheres) to create vir-
tual DEM experiments of bucket-discharged and anchor-lifted angle of repose (AOR) tests.
A surface meta-model was developed using the DEM interaction parameters as predictor
variables, and normalized AOR expressed as a mean square error (MSE), i.e., the sum of
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square differences between DEM simulations and laboratory-measured AOR. Analysis of
the MSE percentiles with lower error differences between DEM simulations and laboratory
AOR and the computational effort required per simulation (hours per simulation) showed
that the 2-spheres DEM model had better performance than the 1-sphere, 5-spheres, and
13-spheres models. Using the best step-wise linear regression models of bucket AOR MSE
(R2 of 0.9423 and RMSE of 94.56) and anchor AOR MSE (R2 of 0.5412 and RMSE of 78.02)
and a surface profiler optimization technique, an optimized 2-spheres DEM corn model was
generated. The DEM predicted AOR with relative errors of 8.5% for bucket AOR and 7.0%
for anchor AOR. A DEM grain auger simulation used as a validation step also showed good
agreement with the laboratory-measured steady-state mass flow rate (kg s-1) and static
AOR (degrees) of corn piled on a flat surface, with DEM prediction relative error ranging
from 2.8% to 9.6% and from 8.55% to 1.26%, respectively.
Keywords
Corn, DEM, Discharge angle of repose, Discrete element modeling, Lift angle of repose,
Grain auger.
Introduction
Mechanical screw grain augers are commonly used for bulk grain conveyance in self-
propelled combine harvesters, for loading and unloading grains from grain carts, as well as
filling and emptying bins on the farm (Srivastava, 2006). Understanding and quantitative
prediction of grain-to-grain and grain-to-equipment interactions are essential to support
the development and validation of new grain handling equipment. The traditional prod-
uct development cycle, including computer-aided design (CAD), physical prototyping, and
functional tests in the laboratory and field, is often laborious, costly, and time-consuming.
During machine-scale tests of grain handling systems, maintaining constant grain conditions,
such as moisture content and grain quality, is often difficult and introduces undesirable mea-
surement errors (Risius and Risius, 2014). Analytical performance prediction equations that
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were developed based on the dimensionless analysis (Roberts and Willis, 1962; Srivastava,
2006) are applicable for predicting volumetric conveyance efficiencies. Mathematical models
that predict grain-equipment interactions have the potential to simulate the dynamic me-
chanical behavior and augment simulation-based design of bulk grain handling systems. In
their experimental work on auger performance (e.g., volumetric and power requirements),
Miao et al. (2014) and Roberts (2015) indicated that experimental tests do not provide
the dynamic flow from grain-to-grain and grain-to-rigid-body interactions. Computational
tools have the potential to simulate the flow behavior of bulk solids and biomass materials
in material handling equipment.
The discrete element method (DEM), a computational technique initially developed by
Cundall and Strack (1979), has become a valuable engineering analysis tool for predict-
ing the dynamic behavior of granular materials in agricultural grain handling equipment
(Shimizu and Cundall, 2001; Owen and Cleary, 2009), mixing and milling processes (Kalala
et al., 2005; Cleary, 2013; Kretz et al., 2016), and tillage-soil interactions (Asaf et al., 2007;
Chen et al., 2013). As a mesh-free technique, DEM computes particle dynamics using
discontinuous mechanics and has advantages over continuum and mesh-based techniques
such as finite element analysis (FEA) and computational fluid dynamics (CFD), which
have inherent problems associated with mesh distortion, numerical instability, and limited
capability to simulate large strain deformations.
However, integrating DEM into simulation-based engineering analysis for the design
of bulk grain handling equipment requires a standard technique for creating realistic ap-
proximations of irregular-shaped grains, a calibration methodology to determine the micro-
mechanics contact model properties, and a validation methodology for simulating bulk
grain handling applications. In general, DEM engineering workflow comprises: (1) efficient
formulation of the particle simulation domain (particle size, DEM shape approximations,
number of particles, and initial configurations of particles), (2) systematically scaling of
the micromechanics model to accurately simulate bulk material behavior, and (3) efficient
53
computing power. Computing power for DEM simulations has become affordable with the
recent availability of high-performance computers and improved explicit time integration to
run DEM on parallel computing cores.
Researchers have used different approaches to select appropriate DEM micro-contact
models, define the particles, and generate material properties. For the determination of
material properties, one approach that has been widely used is the direct measurement
of DEM micro-mechanical properties, such as single grain-to-grain and grain-to-rigid-body
(geometry) coefficients of restitution, coefficients of friction (sliding and rolling), and elas-
tic Young’s modulus. González-Montellano et al. (2012) used micro-mechanics measure-
ment methods for individual corn and olive particles to generate the DEM particle density,
Young’s modulus, coefficients of restitution, and coefficients of friction. After limited suc-
cess in predicting grain flow in a hopper, González-Montellano et al. (2012) introduced a
trial-and-error approach for adjusting the DEM coefficients to improve prediction accuracy.
An alternative approach for direct measurement is calibration of the DEM model based
on bulk behavior response. Coetzee and Els (2009a,b); Coetzee et al. (2010) calibrated their
DEM model by running virtual direct shear and uniaxial compression tests. In their tests,
they changed one DEM micro-parameter value while fixing the values of the remaining
DEM parameters and virtually predicted the bulk grain Mohr-Coulomb failure parameters
of cohesion and angle of internal friction. In their calibration process, Coetzee and Els
(2009a,b) applied a trial-and-error procedure by changing the DEM frictional coefficients
and stiffness parameters to match the Mohr-Coulomb material properties. They reported
a blade force DEM prediction error of 26% from simulations of blade-grain interactions.
Coetzee et al. (2010) used uniaxial compression and angle of repose (AOR) calibration
tests to improve the trial-and-error method for generating DEM properties. Coetzee (2017)
recently conducted an extensive review of DEM calibration approaches based on previous
studies and showed the calibration steps for a sensitivity study of one DEM parameter at a
time. However, many of the calibration approaches explained by Coetzee (2017) still used
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a trial-and-error approach to determine each DEM parameter. A systematic integration
of a calibration procedure and optimization of DEM properties for multi-response bulk
behavior requires further research, as most researchers have used trial-and-error approaches
after sensitivity studies of DEM properties. The interaction effects of DEM parameters on
bulk material behavior have not been used in DEM calibration approaches (Coetzee, 2017),
even though experimental studies (Srivastava, 2006; Roberts, 2015) have shown that grain
flow in a grain auger is highly influenced by the interaction effects of friction coefficients
between bulk granular particles and between particles and the screw and casing surfaces.
DEM shape approximation of granular materials has also been of interest in many stud-
ies (Coetzee, 2016; Markauskas et al., 2015; Stahl and Konietzky, 2011; Wiacek et al., 2012).
In many DEM grain handling simulation studies, shape approximation was not included as
a component of the calibration of the material properties, even though it appears to influ-
ence the rolling coefficient parameters and the computational effort. Developing a robust
numerical methodology along with experimental testing for controlled, reproducible field-
harvested grain conditions are important research challenges in using DEM for the design
and performance analysis of grain handling equipment. In our previous work (Mousaviraad
et al., 2017), a single AOR calibration and optimization approach was introduced to gen-
erate corn DEM friction parameter values and resulted in DEM simulations of grain auger
mass flow rates with prediction errors of 27% and 29% for 250 and 450 rpm grain auger
speeds, respectively. The prediction accuracy could be improved by using calibration for
multiple-response AOR to investigate the effects of grain-to-grain, and grain-to-rigid-body
interactions in quasi-static grain flow and by including such multi-response effects during
the surface response optimization.
The overarching objectives of this study were to integrate DEM particle shape approxi-
mation into DEM material property estimation, develop a quantitative and multi-response
DEM calibration technique, and validate the methodology by simulating corn flow through
an auger. The specific objectives of this study were to (1) characterize the physical proper-
55
ties of field-harvested corn using standard measurement methods and simple bulk material
flow tests, (2) develop a DEM corn model approximating the shape of corn kernels and
calibrate the DEM material interaction properties using a Latin hypercube design of ex-
periments (DOE) calibration technique, and (3) validate the DEM calibration technique by
simulating the corn flow through an auger.
Materials and Methods
Corn Physical Characterization
Material characterization for DEM calibration and validation was conducted on combine-
harvested corn samples from the Iowa State University Agricultural and Agronomy farm in
Boone, Iowa.
Corn Physical Properties
For measurement of the corn moisture content, particle density, and particle mass, the
methods reported by Mousaviraad et al. (2017) were used. The moisture content was mea-
sured by the oven-drying method at 105°C for 24 hours (ASABE, 2006). Corn kernels
(sample size = 30) were randomly selected to measure five axial dimensions (height, large
width, large depth, small width, and small depth) using a digital caliper (0.01 mm reso-
lution) (Figure 4.1a) and particle mass using a digital scale (0.01 g resolution). Particle
density of the corn kernels was estimated according to ASTM D854 (2000) by measuring
the water volume displaced by a mass of kernels (sample size = 30) immersed in a 1 mm
graduated cylinder (100 mm3 capacity). Bulk density was measured by loosely filling a
bucket with a known mass of corn (3 kg). A representative corn kernel was 3D scanned
and reconstructed in SolidWorks CAD software to generate an approximate 3D corn shape
(Figure 4.1b).
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large width, large depth, small width, and small depth) using 
a digital caliper (0.01 mm resolution) (fig. 1a) and particle 
mass using a digital scale (0.01 g resolution). Particle density 
of the corn kernels was estimated according to ASTM (2000) 
by measuring the water volume displaced by a mass of ker-
nels (sample size = 30) immersed in a 1 mm graduated cyl-
inder (100 mm3 capacity). Bulk density was measured by 
loosely filling a bucket with a known mass of corn (3 kg). A 
representative corn kernel was 3D scanned and recon-
structed in SolidWorks CAD software to generate an approx-
imate 3D corn shape (fig.1b). 
Coefficient of Restitution 
The coefficient of restitution for particle-to-particle and 
particle-to-rigid-body interactions was measured by drop-
ping a single kernel from a vertical height (hinitial) of 200 mm 
onto a cylinder randomly filled with corn and onto a flat sur-
face geometry. The maximum height (hmax) of the rebounded 
kernel after impacting the surfaces was measured from video 
captured at 240 frames s-1 (fps) with a 5 mm resolution ruler 
in the background. By analyzing the video frames, the max-
imum kernel height (hmax) for each test was estimated. The 
coefficients of restitution (e) for the corn-to-corn (ecorn:corn) 
and corn-to-geometry (ecorn:geometry) interactions were esti-
mated using i lmax nitiae h h=  according to Zhang and Vu-
Quoc (2002). 
BULK ANGLE OF REPOSE 
The bulk AOR is defined as the angle of a piled bulk ma-
terial with respect to a horizontal plane (Boac et al., 2010; 
Mohsenin, 1986). Schulze (2007) described several methods 
for measuring bulk AOR, including poured, drained, and dy-
namic AOR. Some of the factors that affect bulk AOR are 
sliding and rolling frictional forces interacting within the 
granular pile and free-surface flow (Walton and Braun, 
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Figure 4.1: (a) Corn kernel and (b) CAD corn shape reconstructed from 3D scanned co n
kernel (H = height, W1 = small width, W2 = large width, D1 = small depth, and D2 =
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Coefficient of Restitution
The coefficient of restitution for particle-to-particle and particle-to-rigid-body interac-
tions was measured by dropping a single kernel from a vertical height (hinitial) of 200 mm
onto a cylinder randomly filled with corn and onto a flat surface geometry. The max-
imum height (hmax) of the rebounded kernel after impacting the surfaces was measured
from video captured at 240 frames s-1 (fps) with a 5 mm resolution ruler in the back-
ground. By analyzing the video frames, the maximum kernel height (hmax) for each test
was estimated. The coefficients of restitution (e) for the corn-to-corn (ecorn:corn) and corn-to-
geometry (ecorn:geometry) interactions were estimated using according to Zhang and Vu-Quoc
(2002).
Bulk Angle of Repose
The bulk AOR is defined as the angle of a piled bulk material with respect to a horizon-
tal plane (Boac et al., 2010; Mohsenin, 1986). Schulze (2008) described several methods for
measuring bulk AOR, including poured, drained, and dynamic AOR. Some of the factors
that affect bulk AOR are sliding and rolling frictional forces interacting within the granular
pile and free-surface flow (Walton and Braun, 1993), particle shape, particle size distribu-
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tion, grain moisture content, and base plate material properties (Boac et al., 2010). For
calibration of DEM granular flow in material handling equipment, such as grain augers, both
grain-to-grain and grain-to-rigid-body frictional (sliding and rolling) resistances influence
the dynamic grain flow and equipment performance (Roberts, 2015). In this study, two
measurement methods were conducted: bucket-discharged AOR and anchor-lifted AOR.
The bucket-discharged AOR test approximates the drained AOR (Schulze, 2008), which
seems to be influenced by grain-to-grain and grain to-rigid-body interactions as grains slide
along the bucket walls. The anchor-lifted AOR test was conducted to quantify the effects
of grain-to-grain friction coefficients with minimum effects from grain-to-rigid-body inter-
actions on the AOR. For DEM calibration purposes, these two simple tests were considered
to provide multiple responses because the formation of AOR is affected by grain-to-grain
and grain-to-rigid-body interaction parameters.
Bucket-Discharged AOR Test
Bucket AOR (αbucket) is the fall or drained angle formed after loosely filled and uncon-
solidated corn grains in a bucket are discharged onto a flat plate (Figure 4.2a). The bucket
dimensions, material type, and testing procedure were similar to those reported by Mousavi-
raad et al. (2017, 2016). A box (height = 200 mm, length = 250 mm, and width =120 mm)
was fabricated from acrylic sheet. A transparent 5 mm × 5 mm grid was carefully applied
to the length (250 mm) and height (200 mm) of the bucket. The initial loosely filled corn
bulk density was 520 kg m-3. A gate with a width of 120 mm was opened vertically at
an approximate speed of 5 m s-1, and the corn particles formed an AOR along the bucket
length. The bucket AOR test was replicated five times. After AOR formation along the
bucket length and height, the corn height was estimated for each of the 5 mm × 5 mm grid
cells along the bucket length (0 to 250 mm). The corn height (hexp) was used to calculate
a standardized error estimate for DEM calibration and the bucket AOR.
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Anchor-Lifted AOR Test
A second test was constructed to measure the AOR as grains were lifted from the
loosely filled material. The test for anchor-lifted AOR (αanchor) consisted of a cylinder with
a diameter of 190 mm and height of 110 mm, and an anchor consisting of 15.7 mm diameter
cylindrical tube, a square flat bottom (101 mm), and 90° wall (height of 12.5 mm) glued
to the square flat bottom (Figure 4.2b). To minimize the corn-to-wall friction coefficient,
the height of the square bottom was set to the mean corn height measured using a digital
caliper. The acrylic material and grain filling method were similar to the bucket-discharged
AOR test. The anchor was pulled up at approximately 30 mm s-1, and the anchor AOR
(αanchor) was estimated using an image processing procedure in MATLAB (ver. 2016a) for
the digitally captured images. The grain flow behavior that formed the free-surface AOR was
affected by the grain-to-grain angle of internal friction, with limited influence from grain-
to-rigid-body effects. The bucket and anchor AOR tests together provided multi-response
behaviors of grain flow as influenced by grain-to-grain and grain-to-geometry rigid-body
friction behaviors.
Screw Grain Auger Test
A commercial grain auger (Westfield Co., Boone, Iowa), with total auger length of 327
mm, outer tube (shell) diameter of 100 mm, grain auger diameter of 90 mm, grain auger
shaft of 50 mm, pitch length of 100 mm, and intake length of 206 mm, was used to measure
corn flow through a grain auger (Figure 4.3a). The dimensions of the grain auger are shown
in Figure 4.3b. Grain flow tests were conducted at two rotational speeds (250 and 450 rpm)
at 0°inclination from horizontal. The rotational speed was first set to the target value. After
the grain auger was operating at the desired rotational speed, corn was fed continuously
into the auger intake to provide an approximate mass flow rate of 20 kg s-1. While the corn
was conveyed through the auger, additional corn was added to the intake to maintain an
approximately constant mass flow rate. The transient corn mass discharged from the auger
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Figure 1. (a) Corn kernel and (b) CAD corn shape reconstructed from
3D scanned corn kernel (H = height, W1 = small width, W2 = large 
width, D1 = small depth, and D2 = large depth). 
Figure 2. (left) Simple experiments for bucket-discharged AOR (αbucket) and (right) anchor-lifted AOR (αanchor) in which an anchor (b) was lifted 
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Figure 4.2: (a) Simple experiments for bucket-discharged AOR (αbucket) and (b) anchor-
lifted AOR (αanchor) in which an anchor (b) was lifted to form an angle of repose (AOR)
from a cylinder (a) loosely filled with corn
was measured at a 4 Hz sampling rate using a digital scale (0.2 kg mass resolution). A
non-contact laser tachometer (HHT13, class 3R visible laser, Omega Engineering, Norwalk,
Conn.) was used to measure the rotational speed during the grain conveying tests. Similar
to the data collection for mass flow versus time, tests were also conducted at a 0°auger
inclination angle and two rotational speeds (250 and 450 rpm) to estimate the poured AOR
as corn was discharged from the auger and fell onto a flat steel surface.
DEM Calibration Approach
DEM Contact Model Parameters
The Hertz-Mindlin contact model is one of the most commonly used DEM contact mod-
els for non-cohesive particles. The Hertz-Mindlin model is a non-linear spring elastic contact
model that defines the constitutive relationships of force and overlap using normal and tan-
gential spring stiffness parameters in the normal and tangential contact overlaps between
particles. Frictional slip is allowed in the tangential direction using a slider spring response
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(a) (b)
Figure 4.3: (a) Commercial grain auger at 0°inclination for the laboratory test setup and
(b) 3D CAD drawing. The feed intake, the auger tube with a helical screw, the shaft, and
the discharge bucket as shown in the CAD drawing were reproduced in EDEM 2.7.
and is limited to the maximum value determined by Mohr-Coulomb friction behavior. Both
normal and tangential forces have damping components in which the damping is related to
the coefficient of restitution. The Hertz-Mindlin contact model with rolling friction, after
Tsuji et al. (1992), was used in EDEM 2.7.
EDEM 2.7, a commercial DEM code, was used to create DEM corn particles and run
the DEM simulations for the calibration and validation experiments. The corn particles
were assumed to be frictional and non-cohesive. The EDEM parameters needed to define
corn DEM using the Hertz-Mindlin (no slip) contact model included: (1) the corn particle
shape (particle radius and position of individual sphere elements), (2) material property
parameters (Poisson’s ratio, shear modulus, and particle density), and (3) material inter-
action properties, including particle-to-particle coefficient of restitution, particle-to-particle
coefficient of static friction, particle-to-particle coefficient of rolling friction, particle-to-
rigid-wall (rigid body) coefficient of restitution, particle-to-wall (rigid body) coefficient of
static friction, and particle-to-wall (geometry) coefficient of rolling friction.
DEM Corn Particle Definition
For the DEM corn shape approximation, four DEM corn shapes were created in EDEM
2.7, including one sphere (1-sphere), two clumped spheres (2-spheres), five clumped spheres
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Figure 4.4: EDEM corn shape approximations: (a) 1-sphere (d = 8.0 mm), (b) 2-spheres,
(c) 5-spheres, and (d) 13-spheres.
(5-spheres), and 13 clumped spheres (13-spheres) (Figure 4.4). The mean equivalent geo-
metric diameter of a corn kernel (sample size =30) was used as the diameter for the 1-sphere
DEM corn shape (radius of 4 mm). The geometric mean was calculated from the corn ker-
nel height, large width, and small width measurements. The 2-spheres DEM corn model
approximately matched the aspect ratio calculated from the height and maximum width
of a corn kernel (radius of 2.54 mm for the top sphere and 4 mm for the bottom sphere).
The 5-spheres DEM corn model approximately matched the height, maximum width, and
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maximum depth of a corn kernel (radius of 2.84 mm for the top sphere, 2.7 mm for the
middle spheres, and 2.54 mm for the bottom spheres). The 13-spheres DEM corn model
approximately matched the height, maximum width, minimum width, maximum depth,
and minimum depth of a corn kernel (radius of 2.5 mm for the top sphere and 2 mm for
the other spheres).
DEM Material Properties Initialization
The values of Poisson’s ratio and shear modulus for corn and the rigid body (acrylic)
were obtained from the literature (Boac et al., 2010). Laboratory-measured values of corn
particle density, the corn-to-corn coefficient of restitution, and corn-to-wall (acrylic) co-
efficient of restitution were assigned to each DEM corn model. After the DEM particles
were generated in EDEM 2.7, reproducing the calibration experiments in the bucket and
anchor AOR tests, the DEM particle density values were adjusted to match the DEM ini-
tial bulk density to the laboratory-measured initial bulk density. Adjustment of particle
density to match bulk density has also been used by other researchers (Coetzee, 2017).
The DEM interaction parameters, including the coefficients of corn-to-corn static friction
(CC_stat), corn-to-corn rolling friction (CC_roll), corn-to-acrylic static friction (CA_stat),
and corn-to-acrylic rolling friction (CA_roll), were identified as independent parameters for
the sensitivity study. The low and high settings of the four interaction parameters were used
to generate 27 experimental combinations using a Latin hypercube DOE. The remaining
DEM material and interaction properties were fixed to the laboratory-measured values and
literature estimates. The low and high values of the static frictional interaction parameters
of corn and acrylic (CC_stat and CA_stat) were obtained from previous DEM literature
(Boac et al., 2010; Coetzee and Els, 2009a,b; González-Montellano et al., 2012). Initial DEM
simulations of bucket AOR were run to estimate low and high values for the coefficients of
corn-to-corn rolling friction (CC_roll) and corn-to-acrylic rolling friction (CA_roll). For
our study, the AOR was assumed to be sensitive to the four DEM interaction parameters
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(CC_stat, CC_roll, CA_stat, and CA_roll) and was also assumed to influence the grain
flow behavior in the auger strongly.
Using the Latin hypercube DOE consisting of 27 combinations of the four DEM pa-
rameters (CC_stat, CC_roll, CA_stat, and CA_roll), a total of 216 EDEM simulation
input decks were generated. The 216 (4 × 2 × 27) EDEM simulation input decks were
created for the four DEM corn particle shapes, the two calibration experiments, and the 27
combinations of the four DEM friction coefficients.
DEM Sensitivity and Optimization Criteria
After generating DEM simulations for the 27 experimental combinations in EDEM 2.7,
mean square error (MSE) variances (mm2) were estimated from the square of the differences
in the AOR response variables from the DEM simulations and laboratory experiments. The
MSE from the bucket AOR test was calculated using equation 4.1:
MSEBucketAOR =
N∑
i=1
(hsim − hexp)2
N
(4.1)
Where MSEBucketAOR is the sum of the square of the difference in the height of corn
from the DEM simulation (hsim) and from the experiment (hexp) at every grid cell from i
= 1 to N along the bucket length. Similar to the procedure used in the bucket-discharged
AOR test, the height of corn (hsim) from the DEM simulation was extracted from the 5 mm
× 5 mm grid cells along the length of the bucket.
The MSE (deg2) from the anchor AOR test was calculated using equation 4.2:
MSEAnchorAOR =
N∑
i=1
(AORsim −AORexp)2
N
(4.2)
where MSEAnchorAOR is the mean square error between the anchor AOR test and the
DEM simulation, AORsim is the AOR from the DEM simulation, AORexp is the AOR from
the anchor-lifted AOR test, and N = 4 is the number of sampling positions.
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The mean square error (MSE), as a function of the error between the AOR tests and
DEM simulations, was used to statistically analyze the influences of the DEM interaction
parameters on the coefficients of friction, approximate the surface response meta-models,
and optimize the DEM properties (CC_stat, CC_roll, CA_stat, and CA_roll) with mini-
mum prediction errors based on the bucket and anchor AOR tests.
Validation of DEM Grain Flow Simulation
After the DEM calibration process using multi-responses from the two AOR tests was
completed, DEM simulation of the auger system was conducted as the validation process.
Grain augers are commonly used in bulk material handling, with a wide range of applica-
tions. The working principle of a grain auger forces the material grains to rotate and slide
against each other and the equipment surfaces. Granular materials also experience colli-
sions and accelerations while passing through an auger. The complex, dynamic behavior of
granular material inside a grain auger makes such a system a suitable application for val-
idation of DEM models. After systematic DEM calibration, simulation of the grain auger
with corn was assumed to validate the robustness of the DEM methodology applicable to
grain handling equipment.
In the DEM simulation, the auger was set at a horizontal position (0° incline), and tests
were performed at 250 and 450 rpm rotational speeds, similar to the laboratory experiments.
The corn-to-steel (auger geometry) sliding and rolling coefficients were estimated as the
AOR optimized corn-to-acrylic coefficients (static and rolling) and multiplied by 1.58, a
value estimated from laboratory-measured corn-to-acrylic and corn-to-steel coefficient ratios
after Boac et al. (2010) and González-Montellano et al. (2012). The grain auger geometry
and the dynamics of the experimental setup (Figure 4.3b) were modeled in EDEM 2.7. The
steady-state mass flow rate and the AOR of corn discharged onto a flat surface, as measured
in the laboratory and simulated by DEM, were statistically compared.
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Computer Setup for DEM Simulations
A Dell computer with an 8-core Intel Xeon E3-1271 3.6 GHz CPU, NVIDIA Quadra K60
graphic card, and 16 GB of RAM was used for the DEM simulations. The EDEM simulation
settings were a time step of 5e-6 s, a grid cell three times the minimum sphere radius, and 8-
core processors. Each simulation was run for 60 s, and output data were exported every 0.05
s. The CPU time for each DEM simulation was also recorded to compare the computational
effort required for the DEM runs.
Data Analysis
Statistical analysis was performed using a stepwise statistical GLM procedure in JMP
Pro 11.0.0 (SAS Institute Inc., Cary, N.C.) to identify the main factors and two-way inter-
action effects of the DEM material properties on the MSE from the bucket and anchor AOR
tests for each DEM corn shape approximation. A stepwise regression technique applying
the criterion of p-values between 0.05 and 0.1 was used to enter and leave the predictor pa-
rameter effect estimates in the regression model. A stepwise regression meta-model with a
minimum root means square error (RMSE) and maximum coefficient of determination (R2)
was used for the surface response optimization. Using 5,000 independent combinations of
the four DEM parameter values and the best meta-model to predict MSE, the prediction
surface desirability profiler procedure in JMP Pro 11.0.0 (SAS Institute Inc., Cary, N.C.)
with the objective of minimum MSE for both the bucket and anchor AOR tests was used
to obtain the optimized DEM parameter values.
Results and Discussions
Corn Physical Properties
Descriptive statistics (means and standard deviations) for the corn kernel dimensions,
aspect ratios, and material properties are presented in Table 4.1 (Mousaviraad et al., 2017).
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The mean corn particle density was within the ranges reported by Boac et al. (2010) and
González-Montellano et al. (2012). The dimensional measurements matched the values
obtained by Boac et al. (2010). The mean corn moisture content of 15.2% (range of 14.9%
to 16.1%) was within the typical corn moisture content at harvest maturity of 15% to 25%
(Abendroth et al., 2009). The mean coefficients of restitution for corn-to-corn (ecorn:corn
= 0.25), corn-to-acrylic (ecorn:wall = 0.57), and corn-to-stainless steel (ecorn:wall = 0.61)
interactions were obtained from the single-particle dropping tests. The values estimated
with the drop tests were within the ranges reported by Boac et al. (2010) and González-
Montellano et al. (2012).
Table 4.1: Physical properties of combine harvested corn samples.
Property Mean Min. Max.
Dimensions
Height (mm) 12.57 11.26 14.54
Large width (mm) 7.99 6.83 9.84
Large depth (mm) 4.89 3.71 7.26
Small width (mm) 5.07 3.45 7.26
Small depth (mm) 3.23 2.93 4.04
2D aspect ratios
Height/large width 1.59 1.24 2.00
Height/large depth 2.67 1.59 3.55
Corn kernel mass (g) 0.35 0.20 0.47
Moisture content (% d.b.) 15.2 14.9 16.1
Particle density (kg m-3) 1273 1178 1363
Bulk density (kg m-3) 771 754 801
[a] Values were determined from 30 replicates except for
bulk density, which was determined from five replicates.
Bucket Test AOR
The mean bucket-discharged AOR (αbucket), as estimated from the middle corn height
profile, was 21.1°(standard deviation of 1.5°and sample size = 5). The AOR from the bucket
test described the quasi-static grain flow from emptying the bucket. As the grain flowed
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along the 250 mm length and 120 mm width of the bucket, the AOR was influenced by the
effects of grain-to-grain and grain-to-wall friction. The mean AOR from the bucket test
was slightly lower than the range (23.1°to 34.7°) reported by Boac et al. (2010). This could
be associated with the relatively lower static and rolling resistance of corn sliding along the
acrylic walls.
Anchor Test AOR
The measured anchor-lifted AOR (αanchor) was 29.8°(standard deviation of 3.5°and sam-
ple size = 5). From the experimental tests, αanchor was approximately 1.4 times higher than
αbucket from the bucket test. The higher anchor AOR than bucket AOR showed that corn-
to-corn friction (sliding and rolling) behaviors dominated the anchor test. As shown in the
AOR data from the two calibration experiments (Figure 4.5), the grain flow multi-responses
constituted the associated AOR values affected by the angle of internal friction of corn-to-
corn friction from the anchor test and the angle of internal friction of corn-to-corn and
corn-to-acrylic friction from the bucket test. Having such multi-responses makes the two
calibration experiments good candidates for the DEM calibration methodology of dynamic
corn flow.
Auger Test
The steady-state mass flow rate was measured as 1.52 kg s-1 (standard deviation of
0.023, sample size = 3, and R2 = 0.9996) and 2.38 kg s-1 (standard deviation of 0.075,
sample size = 3, and R2 = 0.9986) for the 250 and 450 rpm auger speeds, respectively.
DEM Sensitivity and Calibration
Figures 4.6 and 4.7 show the MSE values from the 27 DEM runs of the bucket and anchor
AOR tests, respectively, for 1-sphere, 2-spheres, 5-spheres, and 13-spheres. For a similar
combination of DEM parameters (27 DEM simulations), the DEM shape representations
68
1750  TRANSACTIONS OF THE ASABE 
(0.1) and CC_roll (0.0). At the high setting of CC_roll (0.1), 
an increase in CC_stat from 0.1 to the high setting (CC_stat 
= 0.55) resulted in a significant increase in MSE. The corn-
to-acrylic coefficient of static friction (CA_stat) showed a 
significant (p < 0.0001) effect on the MSE for bucket AOR; 
however, the corn-to-acrylic rolling friction coefficient 
(CA_roll) was not statistically significant (p = 0.0633). Ex-
cept for the two-way interaction effects of CC_stat and 
CC_roll, all other possible two-way interaction effects of 
particle-to-particle and particle-to-wall coefficients were not 
significant (p > 0.05) in influencing the MSE. 
Using the 27 DEM training parameters as independent 
variables, the MSE from the bucket AOR tests as the de-
pendent variable, and the criterion of p-values between 0.05 
and 0.1, a best stepwise regression model (R2 = 0.94 and 
RMSE = of 94.56) was developed to predict the MSE of 
bucket AOR. The stepwise regression model for the MSE of 
bucket AOR included the parameter estimates of intercept, 
CC_stat, CC_roll, and CA_stat and the two-way interactions 
effects of CC_stat and CC_roll. 
The sensitivity of DEM parameters on the MSE of the 
anchor AOR tests showed that none of the particle-to-wall 
parameters (CA_stat and CA_roll) and two-way interaction 
effects significantly (p > 0.05) influenced the anchor AOR. 
The particle-to-particle coefficients, CC_stat (p < 0.0001) 
and CC_roll (p = 0.0114), significantly affected the MSE for 
anchor AOR. For the anchor AOR tests, the results showed 
the influence of only corn-to-corn parameters on bulk AOR 
formation. A best-fit regression meta-model for MSE was fit 
using CC-stat and CC-roll as independent parameters with 
p-values between 0.05 and 0.1. The particle-to-wall static 
coefficient of friction (CC-stat) was added later even though 
its effect on MSE was not significant (p = 0.87) because the 
prediction profiler had to estimate the value of CC_stat to 
approximate the multi-responses for MSE for both bucket 
AOR and anchor AOR. The regressed meta-model for the 
MSE of anchor AOR with the parameter estimates of inter-
cept, CC_stat, CC_roll, CA_stat, and two-way interactions 
effects of CC_stat and CC_roll had R2 = 0.54 and RMSE = 
78.02. 
Using the best-fitting stepwise meta-models for MSE 
from the bucket and anchor AOR tests, 5,000 random DEM 
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Figure 5. (a) Corn AOR from bucket test (αbucket) showing discharged AOR and (b) mean free-surface profile (sample size = 5) along the bucket 
length, and (c) corn AOR from anchor test (αanchor) showing lifted AOR and (d) measured AOR from the left and right sides of the anchor. 
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(0.1) and CC_roll (0.0). At the high setting of CC_roll (0.1), 
an increase in CC_stat from 0.1 to the high setting (CC_stat 
= 0.55) resulted in a significant increase in MSE. The corn-
to-acrylic coefficient of static friction (CA_stat) showed a 
significant (p < 0.0001) effect on the MSE for bucket AOR; 
however, the corn-to-acrylic rolling friction coefficient 
(CA_roll) was not statistically significant (p = 0.0633). Ex-
cept for the two-way interaction effects of CC_stat and 
CC_roll, all other possible two-way interaction effects of 
particle-to-particle and particle-to-wall coefficients were not 
significant (p > 0.05) in influencing the MSE. 
Using the 27 DEM training parameters as independent 
variables, the MSE fro  the bucket AOR tests as the de-
pendent variable, and the criterion of p-values betwe n 0.05 
and 0.1, a best stepwise regression model (R2 = 0.94 and 
RMSE = of 94.56) was developed to predict the MSE of 
bucket AOR. The stepwise gression model for the MSE of 
buck t AOR included the parameter stimates of intercept, 
CC_stat, CC_roll, and CA_stat and the two-way interactions 
effects of CC_stat and CC_roll. 
The sensitivity of DEM parameters on the MSE of the 
anchor AOR tests showed that none of the particle-to-wall 
parameters (CA_stat and CA_roll) and two-way interaction 
effects significantly (p > 0.05) influenced the anchor AOR. 
The particle-to-particle coefficients, CC_stat (p < 0.0001) 
and CC_roll (p = 0.0114), significantly affected the MSE for 
anchor AOR. For the anchor AOR tests, the results showed 
the influence of only corn-to-corn parameters on bulk AOR 
formation. A best-fit regression meta-model for MSE was fit 
using CC-stat and CC-roll as independent parameters with 
p-values between 0.05 and 0.1. The particle-to-wall static 
coefficient of friction (CC-stat) was added later even though 
its effect on MSE was not significant (p = 0.87) because the 
prediction profiler had to estimate the value of CC_stat to 
approximate th  multi-responses for MSE for b th bucket 
AOR and anchor AOR. The regressed meta-model for the 
MSE of anchor AOR with the para eter estimat s of inter-
cept, CC_sta , CC_roll, CA_stat, and two-way interactions 
effects of CC_stat and CC_roll had R2 = 0.54 a d RMSE = 
78.02. 
Using the best-fitting stepwise meta-models for MSE 
from the bucket and anchor AOR tests, 5,000 random DEM 
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Figure 5. (a) Corn AOR from bucket test (αbucket) showing discharged AOR and (b) mean free-surface profile (sample size = 5) along the bucket 
length, and (c) corn AOR from anchor test (αanchor) showing lifted AOR and (d) measured AOR from the left and right sides of the anchor. 
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(0.1) and CC_roll (0.0). At the high setting of CC_roll (0.1), 
an increase in CC_stat from 0.1 to the high setting (CC_stat 
= 0.55) resulted in a significant increase in MSE. The corn-
to-acrylic coefficient of static friction (CA_stat) showed a 
significant (p < 0.0001) effect on the MSE for bucket AOR; 
however, the corn-to-acrylic rolling f icti  coefficient 
(CA_roll) was not statistically significant (p = 0.0633). Ex-
cept for the two-way interaction effects of CC_stat and 
CC_roll, all other possible two-way interaction effects of 
particle-to-particle and p rticle-to-wall coefficients ere not 
significant (p > 0.05) in influencing t MSE. 
Using the 27 DEM training parameters as independent 
variables, the MSE from the bucket AOR tests as the de-
pendent variable, and the criterion of p-values between 0.05 
and 0.1, a best stepwise regression model (R2 = 0.94 and 
RMSE = of 94.56) was developed to predict the MSE of 
bucket AOR. The stepwise regression model for the MSE of 
bucket AOR included the parameter estimates of intercept, 
CC_stat, CC_roll, and CA_stat and the two-way interactions 
effects of CC_stat and CC_roll. 
The sensitivity of DEM parameters on the MSE of the 
nchor AOR tests showed that one of the particle-to-wall 
parameters ( A_stat and CA_roll) and two-way interaction 
effects significantly (p > 0.05) influenced the anchor AOR. 
The particle-to-particle coefficients, CC_stat (p < 0.0001) 
an  CC_ oll (p = 0.0114), signific ntly affect d the MSE for 
anchor AOR. For t e anchor AOR tests, the results showed 
the influence of only corn-to-corn parameters on bulk AOR 
formation. A best-fit regression meta-model for MSE was fit 
using CC-stat and CC-roll as independent parameters with 
p-values between 0.05 an  0.1. The particle-to-wall static 
coefficient of friction (CC-stat) was added later even though 
its effect on MSE was not significant (p = 0.87) because the 
prediction profiler had to estimate the value of CC_stat to 
approximate the multi-responses for MSE for both bucket 
AOR and anchor AOR. The regressed meta-model for the 
MSE of anchor AOR with the parameter estimates of inter-
cept, CC_stat, CC_roll, CA_stat, and two-way interactions 
effects of CC_stat and CC_roll had R2 = 0.54 and RMSE = 
78.02. 
Using the best-fitting stepwise meta-models for MSE 
from the bucket and anchor AOR tests, 5,000 random DEM 
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Figure 5. (a) Corn AOR from bucket test (αbucket) showing discharged AOR and (b) mean fre -surface profile (sample size = 5) along the bucket 
length, and (c) corn AOR from anchor test (αanchor) showing lifted AOR and (d) measured AOR from the lef  and right sides of the anchor. 
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(0.1) and CC_roll (0.0). At the high setting of CC_roll (0.1), 
an increase in CC_stat from 0.1 to the high setting (CC_stat 
= 0.55) resulted in a significant increase in MSE. The corn-
to-acrylic c efficient of sta c friction (CA_stat) showed a 
significant (p < 0.0001) effect on the MSE for bucket AOR; 
however, the corn-to-acrylic rolling friction coefficient 
(CA_roll) was not statistically significant (p = 0.0633). Ex-
cept for the two-way interaction effects of CC_stat and 
CC_roll, all other possible two-way interaction effects of 
particle-to-part cle nd particle-to-wall coefficients were ot 
significant (p > 0.05) in influencing the MSE. 
Using the 27 DEM training parameters as independent 
variables, th  MSE fr m the bucket AOR tests as the de-
pend nt variable, and the criterion of p-values b tween 0.05 
and 0.1, a best stepwise regression model (R2 = .94 and 
RMSE = of 94.56) was developed to predict the MSE of 
bucket AOR. The stepwise regression model for the MSE of 
bucket AOR included the parameter estimates of intercept, 
CC_stat, CC_r ll, and CA_stat and th  two-way interacti ns 
effects of CC_stat and CC_roll. 
The sensitivity of DEM parameters on the MSE of the 
anchor AOR tests showed that none of the particle-to-wall 
parameters (CA_stat and CA_r ll) and two-way interaction 
effects significantly (p > 0.05) influenced the anchor AOR. 
The particle-to-particl  coefficients, CC_stat (p < 0.0001) 
and CC_roll (p = 0.0114), signif antly affected the MSE for 
anchor AOR. For the anchor AOR tests, the results showed 
the influence of only corn-to-corn parameters on bulk AOR 
formation. A best-fit regression meta-model for MSE was fit 
using CC-stat and CC-roll as independent parameters with 
p-values between 0.05 and 0.1. The particle-to-wall static 
coefficient of friction (CC-stat) was added later even though 
its effect on MSE was not significant (p = 0.87) because the 
predicti n profiler had to estimate the value of CC_stat to 
approximate the multi-responses for MSE for both bucket 
AOR and anchor AOR. The regressed meta-model for the 
MSE of an hor AOR with the parameter estimates f inter-
cept, CC_stat, CC_roll, CA_stat, and two-way interactions 
effects of CC_stat and CC_roll had R2 = 0.54 and RMSE = 
78.02. 
Using the best-fitting stepwise meta-models for MSE 
from the bucket and anchor AOR tests, 5,000 random DEM 
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Figure 5. (a) Corn AOR from bucket test (αbucket) showing discharged AOR and (b) mean free-surface profile (sample size = 5) along the bucket 
length, and (c) corn AOR rom a chor test (αanchor) showing lifted AOR d (d) measured AOR from the left and right sides of the anchor. 
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Figure 4.5: (a) Corn AOR from bucket est (αbucket) showing discharged AOR and (b)
mean free-surface p ofile (s mple siz = 5) along the buck l ng h, nd (c) corn AOR from
anchor test (αanchor) showi g lif ed AOR and (d) me su d AOR from th lef and right
sides of th anch r.
showed noticeabl diff r nces in MSE m gnitude and distribution for bucket AOR (Figure
4.6) and anchor AOR (Figure 4.7). With the high-fidelity and computationally expensive
5-sph r s and 13-spheres corn models, the differences in MSE wer ini al.
Using the laboratory-measured corn height (hexp in equation 4.1) as a 95% confidence
interval (mean of 8.6 mm and range of 6.6 to 19.9 mm) for the error between DEM and
laboratory-measured height (hsim − h xp in equation 4.1), within the 20% percentile of the
heig t error, there were minimal differences among the results for 2-spheres, 5-spheres, and
13-spheres (Figure 4.8). The computational effort required to run the DEM bucket simu-
69
lations for 5-spheres and 13-spheres was approximately twice and three times, respectively,
the effort required for the 2-spheres DEM bucket simulations. The 1-sphere model had the
lowest computational effort (0.1 hours per simulation) but higher MSE than 2-spheres at
the corresponding DOE settings.
From the anchor DOE simulations, the 2-spheres and 13-spheres models showed lower
percentiles (fig. 8b) of mean AOR errors (AORsim − AORexp in equation 4.2), less than
the one standard deviation of the laboratory-measured AOR (3.5°). Detailed corn shape
approximations, such as the 13-spheres model, could be considered a good option for small-
scale simulations of grain-to-equipment interaction; however, simulating large grain handling
applications using the 13-spheres corn model would be computationally expensive.
Based on the lower computational effort and lower percentiles of MSE for bucket AOR
and anchor AOR, the 2-spheres DEM corn model was chosen as the best shape approxima-
tion for DEM parameter calibration and validation of grain flow in a grain auger. The two
best stepwise regression meta-models from the 2-spheres DOE relationship between DEM
parameters and MSE with p-values between 0.05 and 0.1 were selected for the bucket AOR
MSE (R2 = 0.9423 and RMSE = 94.56) and anchor AOR MSE (R2 = 0.5412 and RMSE
= 78.02).
Sensitivity of DEM Friction Coefficients and Calibration of 2-Spheres Model
Sensitivity of DEM Friction Coefficients and Calibration of 2-Spheres Model The two
interaction effects of the DEM particle-to-particle coefficients (CC_stat and CC_roll) sig-
nificantly affected the MSE for bucket AOR (p = 0.0171). The minimum MSE for bucket
AOR was observed at the low settings of CC_stat (0.1) and CC_roll (0.0). At the high set-
ting of CC_roll (0.1), an increase in CC_stat from 0.1 to the high setting (CC_stat = 0.55)
resulted in a significant increase in MSE. The corn-to-acrylic coefficient of static friction
(CA_stat) showed a significant (p < 0.0001) effect on the MSE for bucket AOR; however,
the corn-to-acrylic rolling friction coefficient (CA_roll) was not statistically significant (p
70
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input combinations of independent and dependent (MSE) re-
sponses were used to generate the fitting surface response to 
find the optimal DEM interaction parameter values that pro-
vided the minimum MSE for the two bulk responses of AOR 
from the bucket and anchor tests. The prediction profiler de-
sirability function in JMP Pro 12 (SAS Institute Inc., Cary, 
N.C.) with the minimum MSE for bucket AOR and anchor 
AOR was used to obtain the optimal DEM input parameters 
(fig. 9). Tables 2 and 3 show the calibrated DEM model in-
put parameters for corn-to-corn and corn-to-acrylic for the 
2-spheres DEM model. 
EDEM simulations of the bucket and anchor AOR tests 
were run using the optimal DEM parameters estimated from 
the prediction profiler using the two regression meta-models 
for bucket AOR MSE (R2 = 0.94 and RMSE = 94.56) and 
anchor AOR MSE (R2 = 0.54 and RMSE = 78.02). The 
DEM-predicted AOR values from the bucket and anchor 
simulations were 22.9° and 31.9°, respectively. Compared 
with the mean laboratory-measured values (bucket AOR of 
21.1° and anchor AOR of 29.8°), the corresponding relative 
errors were 8.5% for bucket AOR and 7.0% for anchor AOR. 
Validation of DEM Corn Model 
The mass flow rate of corn through the auger and the 
shape of the corn pile discharged from the auger onto the flat 
stainless-steel plate were used as responses to validate the 
DEM simulations against the laboratory tests. The DEM-
predicted steady-state mass flow rates of corn through the 
auger at speeds of 250 and 450 rpm were 1.39 and 2.41 kg  
s-1, respectively. The DEM prediction errors compared to the 
measured steady-state mass flow rates of 1.52 kg s-1 at 
250 rpm and 2.38 kg s-1 at 450 rpm were 8.55% and 1.26%, 
respectively. The differences between the DEM-predicted 
and laboratory-measured values were not statistically signif-
icant (p = 0.6444). As the auger speed increased from 250 to 
450 rpm, the steady-state mass flow rate increased by 1.7 
times in the laboratory tests and by 1.6 times in the DEM 
simulations. For the magnitude and trend in mass flow rate, 
the calibrated DEM model showed good agreement with the 
laboratory data. 
The DEM model also showed good agreement with the 
qualitative flow of grain from the auger outlet and onto the 
static pile (fig. 10). The static AOR values estimated using 
(a) (b) 
(c) (d) 
Figure 6. Mean square error from 27 DEM simulations of bucket AOR tests for (a) 1-sphere, (b) 2-spheres, (c) 5-spheres, and (d) 13-spheres. 
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input combinatio s of i pendent and pendent (MSE) re-
spons s were used to g nerate the fitting surface resp nse to 
find he optimal DEM interaction parameter values that pro-
vided the minimum MSE for the two bulk resp nses of AOR 
from th  bucket and anchor tests. The prediction profiler de-
sirability function in JMP Pro 12 (SAS Institute Inc. Cary, 
N.C.) with the minimum MSE for bucket AOR and anchor 
AOR was used to obtain he optimal DEM input parameters 
(fig. 9). Tables 2 and 3 show the calibrated DEM model in-
put parameters for corn-to-corn a d corn-to-acrylic for the 
2- pheres DEM model. 
EDEM s mulations of the bucket and anchor AOR tests 
were run using he optimal DEM parame ers estimated from 
the prediction prof ler using the two regression eta-models 
for bucket AOR MSE (R2 = 0.94 and RMSE = 94.56) and 
anchor AOR MSE (R2 = 0.54 and RMSE = 78.02). The 
DEM-predicted AOR values from the bucket and anchor
s mulations were 22.9° and 31.9°, respectively. Compared 
with the mean laboratory-measured val es (bucket AOR of 
21.1° and anchor AOR of 29.8°), the c rresponding relative 
errors were 8.5% for bucket AOR and 7.0% for anchor AOR. 
Validation of DEM Corn Model 
The mass flow rate of corn t rough the uger and the 
shap of the corn pile discharged from the auger onto he flat 
tainless-ste l plate w re used as responses to validate the 
DEM s mulations against the laboratory tests. The DEM-
predicte  ste dy-state mass flow rates of corn t rough the 
uger at speeds of 250 and 450 rpm were 1.39 and 2.41 kg  
s-1, respectively. The DEM prediction errors compared to the 
measure  ste dy-st te mass flow rates of 1.52 kg s-1 at 
250 rpm and 2.38 kg s-1 at 450 rpm were 8.55% and 1.26%, 
respectively. The differences betw en the DEM-predicted 
and laboratory-measured valu s were no  st tistically signif-
icant (p = 0.6444). As the auger speed increased from 250 to 
450 rpm, the ste dy-state mass flow rat  increased by 1.7 
times in the laboratory tests and by 1.6 times in the DEM 
s mulati ns. For the magnitude a  trend in mass flow rate, 
the calibrated DEM model showed good agreemen  with the 
laboratory data. 
The DEM model also showe  good agreement with the 
qualitative flow of grain from the a g r outlet and onto the 
static pile (fig. 10). The static AOR values estimated using 
(a) (b) 
(c) (d) 
Figure 6. Mean square error from 27 DEM simulations of bucke  AOR tests for (a) 1-sphere, (b) 2-sphere , (c) 5-spheres, and (d) 13-spheres. 
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input combinations of independent and dependent (MSE) re-
sponses were used to generate the fitting surface response to 
find the optimal DEM interaction parameter values that pro-
vided the minimum MSE for the two bulk responses of AOR 
from the bucket and anchor tests. The prediction profiler de-
sirability function in JMP Pro 12 (SAS Institute Inc., Cary, 
N.C.) with the minimum MSE for bucket AOR and anchor 
AOR was used to obtain the optimal DEM input parameters 
(fig. 9). Tables 2 and 3 show the calibrated DEM model in-
put parameters for corn-to-corn and corn-to-acrylic for the 
2-spheres DEM model. 
EDEM simulations of the bucket and anchor AOR tests 
were run using the optimal DEM parameters estimated from 
the prediction profiler using the two regression meta-models 
for bucket AOR MSE (R2 = 0.94 and RMSE = 94.56) and 
anchor AOR MSE (R2 = 0.54 and RMSE = 78.02). The 
DEM-predicted AOR values from the bucket and anchor 
simulations were 22.9° and 31.9°, respectively. Compared 
with the mean laboratory-measured values (bucket AOR of 
21.1° and anchor AOR of 29.8°), the corresponding relative 
errors were 8.5% for bucket AOR and 7.0% for anchor AOR. 
Validation of DEM Corn Model 
The mass flow rate of corn through the auger and the 
shape of the corn pile discharged from the auger onto the flat 
stainless-steel plate were used as responses to validate the 
DEM simulations against the laboratory tests. The DEM-
predicted steady-state mass flow rates of corn through the 
auger at speeds of 250 and 450 rpm were 1.39 and 2.41 kg  
s-1, respectively. The DEM prediction errors compared to the 
measured steady-state mass flow rates of 1.52 kg s-1 at 
250 rpm and 2.38 kg s-1 at 450 rpm were 8.55% and 1.26%, 
respectively. The differences between the DEM-predicted 
and laboratory-measured values were not statistically signif-
icant (p = 0.6444). As the auger speed increased from 250 to 
450 rpm, the steady-state mass flow rate increased by 1.7 
times in the laboratory tests and by 1.6 times in the DEM 
simulations. For the magnitude and trend in mass flow rate, 
the calibrated DEM model showed good agreement with the 
laboratory data. 
The DEM model also showed good agreement with the 
qualitative flow of grain from the auger outlet and onto the 
static pile (fig. 10). The static AOR values estimated using 
(a) (b) 
(c) (d) 
Figure 6. Mean square error from 27 DEM simulations of bucket AOR tests for (a) 1-sphere, (b) 2-spheres, (c) 5-spheres, and (d) 13-spheres. 
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input combinatio s of i pendent and pendent (MSE) re-
sponses w re used to g nerate he fitting surface resp nse to 
find the optimal DEM interaction parameter values that pro-
vided the minimum MSE for the two bulk resp nses of AOR 
from the bucket and anchor tests. The prediction profiler de-
sirability function in JMP Pro 12 (SAS Institute Inc., Cary, 
N.C.) with the minimum MSE for bucket AOR and anchor 
AOR was used to obtain the optimal DEM input parameters
(fig. 9). Tables 2 and 3 s ow the calibrated DEM model in-
put parameters for corn-to-corn and corn-to-acrylic for the 
2-spheres DEM model. 
EDEM simulations of the bucket and anchor AOR tests 
were run using the optimal DEM parameters estimated from 
the prediction prof ler using the two regression eta-models 
for bucket AOR MSE (R2 = 0.94 and RMSE = 94.56) and 
anchor AOR MSE (R2 = 0.54 and RMSE = 78.02). The 
DEM-predicted AOR values from the bucket and anchor
simulations were 22.9° and 31.9°, respectively. Compared 
with the mean laboratory-measured val es (bucket AOR of 
21.1° and anchor AOR of 29.8°), th  c rresponding relative 
errors were 8.5% for bucket AOR and 7.0% for anchor AOR. 
Validation of DEM Corn Model 
The mass flow rate of corn t rough th  auger and the 
shap  of the corn pile discha ged from the auger onto the flat 
stainl ss-steel plat w re used as responses to validate the 
DEM simulations against the laboratory tests. The DEM-
predicte  ste dy-st te mass flow rates of corn t rough the 
auger at peeds of 250 and 450 rpm were 1.39 and 2.41 kg  
s-1, respectively. The DEM predicti n errors compared to the 
measured ste dy-st te mass flow rates of 1.52 kg s-1 at 
250 rpm and 2.38 kg s-1 at 450 rpm were 8.55% and 1.26%, 
respectively. Th  differences between the DEM-predicted 
and laboratory-measured values were not st tistically signif-
icant (p = 0.6444). As the aug r speed increased from 250 to 
450 rpm, the ste dy-st te mass flow rat  increased by 1.7 
times in the laboratory tests and by 1.6 times in the DEM 
simulati ns. For the magnitude a trend in mass flow rate, 
the calibrated DEM model showe  good agreement with the 
laboratory data. 
The DEM model also showe good agreement with the 
qualitative flow of grain from the auger outlet and onto the 
static pile (fig. 10). The static AOR values estimated using 
(a) (b) 
(c) (d) 
Figure 6. Me n squa e error from 27 DEM simulations of bucke  AOR tests for (a) 1-sphere, (b) 2- phere , (c) 5- pheres, and (d) 13- pheres. 
0
100
200
300
400
500
600
700
800
900
1000
1 3 5 7 9 11 13 15 17 19 21 23 25 27
M
ea
n 
Sq
ua
re
 E
rr
or
 (×
10
)
0
50
100
150
200
250
300
350
400
450
500
1 3 5 7 9 11 13 15 17 19 21 23 25 27
M
ea
n 
Sq
ua
re
 E
rr
or
 (×
10
)
0
50
100
150
200
250
300
350
400
450
500
1 3 5 7 9 11 13 15 17 19 21 23 25 27
M
ea
n 
Sq
ua
re
 E
rr
or
 (×
10
)
0
50
100
150
200
250
300
350
400
450
500
1 3 5 7 9 11 13 15 17 19 21 23 25 27
M
ea
n 
Sq
ua
re
 E
rr
or
 (×
10
)
(d)
Figure 4.6: Me n square erro from 27 DEM simulations of bu ket AOR tests for (a) 1-
sphere, (b) 2-sph r s, (c) 5-spheres, nd (d) 13-spheres.
= 0.0633). Ex ept for the two-way inte action effe s of CC_st t nd CC_r ll, all o her
possible two-way interaction effects of particle-to-particle and particle-to-wall coefficients
were not si nificant (p > 0.05) in influencing the MSE.
Usi g the 27 DEM training parameters as independent variables, the MSE fr m the
bucket AOR tests s the d p nd n variable, and the criterion of p-values between 0.05 and
0.1, a be t stepwise regression mod l (R2 = 0.94 and RMSE = of 94.56) was developed
to predict the MSE of bucket AOR. The stepwise regression model for the MSE of bucket
AOR included the parameter estimates of intercept, CC_stat, CC_roll, and CA_stat and
the two-way interactions effects of CC_stat and CC_roll.
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1752  TRANSACTIONS OF THE ASABE 
Matlab image processing of high-speed camera images 
(240 fps) and EDEM post-processing are listed in table 4. 
The static AOR was estimated at four corn masses (10, 20, 
30, and 40 kg) as discharged onto the stainless-steel surface. 
The DEM prediction errors compared to the laboratory 
measurements ranged from 2.8% to 6.9% (p = 0.2855) for 
250 rpm and from 5.7% to 9.6% (p = 0.6627) for 450 rpm 
among the four pile masses. The differences between the 
DEM-predicted and mean measured values for steady-state 
mass flow and static AOR in the auger tests were not statis-
tically significant (p > 0.05). This indicates that the cali-
brated DEM corn model was quantitatively validated. 
Previous studies have shown the qualitative prediction 
of granular flow through auger systems (McBride and 
Cleary, 2009; Shimizu and Cundall, 2001) but did not 
demonstrate quantitative prediction errors as low as 10%. 
Most previous DEM simulations of granular grain augers 
used a DEM simulation of the application, e.g., McBride 
and Cleary (2009) adjusted the input DEM properties until 
the simulation matched the grain auger performance varia-
bles. Similarly, Fernandez et al. (2011) used DEM simula-
tion of a grain auger application to obtain DEM properties 
that agreed with the experimental results before using the 
DEM for virtual screw blade designs. Using a calibration 
approach with a single bulk response from bucket AOR 
tests to obtain the minimum MSE (Mousaviraad et al., 
2017), the DEM predicted the steady-state mass flow rate 
with prediction errors of 27% and 29% for 250 and 450 
rpm, respectively. The underprediction of steady-state 
mass flow rate might have been due to limitations in cap-
turing particle-to-particle friction behaviors (sliding and 
rolling). In the current study, in addition to the bucket-dis-
charged AOR test, an anchor-lifted AOR test was added to 
provide multi-response calibration. The improved DEM 
calibration using these simple laboratory tests and a vali-
dation methodology for corn showed significant improve-
ment for the calibrated DEM-predicted mass flow rate from 
the auger, with prediction errors of 8.55% and 1.26% for 
 
(a) (b) 
(c) (d) 
Figure 7. Mean square error from 27 DEM simulations of anchor AOR tests for (a) 1-sphere, (b) 2-spheres, (c) 5-spheres, and (d) 13-spheres. 
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1752  TRANSACTIONS OF THE ASABE 
Matlab image processing of high-speed camera images 
(240 fps) and EDEM post-processing are listed in table 4. 
The static AOR was estimated at four corn masses (10, 20, 
30, and 40 kg) as discharged onto the st inless-steel surface. 
The DEM prediction errors compared to the laboratory 
measurements ranged fr  2.8% t  6.9% (p = 0.2855) for 
250 rpm and from 5.7% to 9. % (p = 0.66 7) for 450 rpm 
among the four pile masses. The differences between the 
DEM-predicted and mean measured valu s for steady-state 
mass flow and static AOR in the auger tests were not statis-
tically significant (p > 0.05). This indicates that the cali-
brated DEM corn model was quantitatively validated. 
Previous studies have shown the qualitative prediction 
of granular flow through auger systems (McBride and 
Cleary, 2009; Shimizu and Cundall, 2001) but did not 
demonstrate quantitative prediction errors as low as 10%. 
Most previous DEM simulations of granular grain augers 
used a DEM simulation of the application, e.g., McBride 
and Cleary (2009) adjusted the input DEM properties until 
the simulation matched the grain auger performance varia-
bles. Similarly, Fernandez et al. (2011) used DEM simula-
tion of a grain auger application to obtain DEM properties 
that agreed with the experimental results before using the 
DEM for virtual screw blade designs. Using a calibration 
approach with a single bulk re ponse from bucket AOR 
tests to obta  the minimum MSE (Mousaviraad et al., 
2017), the DEM predicted the steady- tate mass flow rate 
with prediction errors of 27% and 29% for 250 and 450 
rpm, respectively. The underprediction of steady-state 
mass flow rate might have been due to limitations in cap-
turing particle-to-particle friction behaviors (sliding and 
rolling). In the current study, in addition to the bucket-dis-
charged AOR test, an anchor-lifted AOR test was added to 
provide multi-response calibration. The improved DEM 
calibration using these simple laboratory tests and a vali-
dation methodology for corn showed significant improve-
ment for the calibrated DEM-predicted mass flow rate from 
the auger, with prediction errors of 8.55% and 1.26% for 
 
(a) (b) 
(c) (d) 
Figure 7. Mean square error from 27 DEM simulations of anchor AOR tests for (a) 1-sphere, (b) 2-spheres, (c) 5-spheres, and (d) 13-spheres. 
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1752  TRANSACTIONS OF THE ASABE 
Matlab image processing of high-speed camera images 
(240 fps) and EDEM post-processing are listed in table 4. 
The static AOR was estimated at four corn masses (10, 20, 
30, and 40 kg) as discharged onto the stainless-steel surface. 
The DEM prediction errors compared to the laboratory 
measurements ranged from 2.8% to 6.9% (p = 0.2855) for 
250 rpm and from 5.7% to 9.6% (p = 0.6627) for 450 rpm 
among the four pile masses. The differences between the 
DEM-predicted and mean measured values for steady-state 
mass flow and static AOR in the auger tests were not statis-
tically significant (p > 0.05). This indicates that the cali-
brated DEM corn model was quantitatively validated. 
Previous studies have shown the qualitative prediction 
of granular flow through auger systems (McBride and 
Cleary, 2009; Shimizu and Cundall, 2001) but did not 
demonstrate quantitative prediction errors as low as 10%. 
Most previous DEM simulations of granular grain augers 
used a DEM simulation of the application, e.g., McBride 
and Cleary (2009) adjusted the input DEM properties until 
the simulation matched the grain auger performance varia-
bles. Similarly, Fernandez et al. (2011) used DEM simula-
tion of a grain auger application to obtain DEM properties 
that agreed with the experimental results before using the 
DEM for virtual screw blade designs. Using a calibration 
approach with a single bulk response from bucket AOR 
tests to obtain the minimum MSE (Mousaviraad et al., 
2017), the DEM predicted the steady-state mass flow rate 
with prediction errors of 27% and 29% for 250 and 450 
rpm, respectively. The underprediction of steady-state 
mass flow rate might have been due to limitations in cap-
turing particle-to-particle friction behaviors (sliding and 
rolling). In the current study, in addition to the bucket-dis-
charged AOR test, an anchor-lifted AOR test was added to 
provide multi-response calibration. The improved DEM 
calibration using these simple laboratory tests and a vali-
dation methodology for corn showed significant improve-
ment for the calibrated DEM-predicted mass flow rate from 
the auger, with prediction errors of 8.55% and 1.26% for 
 
(a) (b) 
(c) (d) 
Figure 7. Mean quare error from 27 DEM simulations of anchor AOR tests for (a) 1-sphere, (b) 2-spheres, (c) 5-spheres, and (d) 13-spheres. 
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1752  TRANSACTIONS OF THE ASABE 
Matlab ima  proc ssing of high-speed ca ra im g s 
(240 fps) and EDEM post-pro essing are listed in table 4.
The stat  AOR was esti ated at f ur corn masses (10, 20, 
30, and 40 kg) as discharged onto the stainless-steel surf ce.
The DEM prediction errors compared to the laboratory
meas remen s r ged from 2.8% to 6.9% (p = 0.2855) for 
250 rpm and from 5.7% to 9.6% (p = 0.6627) for 450 rpm 
among the our pile masses. he d fferences between the 
DEM-predicted and mean measured values for steady-state 
mass flow and static AOR in the auger tests were not statis-
tically significant (p > 0.05). This indicates that th  cali-
brated DEM corn model was qua titatively valida e . 
Previous st dies ha e shown the qualit tive prediction 
of granular flow through auger systems (McBride and 
Cl ary, 2009; Shimizu and Cundall, 2001) but did not
demonst ate quantitative prediction errors as low as 10%.
Most previous DEM simulations of granular grain augers 
used a DE  si ulation of the application, e.g., McBride 
and Cleary (2009) adjusted the input DEM properties until 
e simul tion match d the grain auger performance varia-
bles. Simila ly, Fernand z et al. (2011) u ed DEM simula-
tion f a grain auger application to obtain DEM properties 
hat agreed with the experime tal results before using the
DEM for virtual screw blade designs. Using a ca ibration 
approach w th a single bulk response from bucket AOR 
tests to obta n the minimum MSE (Mousavira  et l., 
2017), the DEM predicted the steady-state mass flow rate 
with prediction erro s of 27% a d 29% for 250 a d 450
pm, respectively. The underpre iction of steady-state 
m ss flow rate might have been due to limi ations in cap-
turing particle-to-particle friction behaviors (sliding and 
ro ling). I  the curr nt study, in additi n to the bucket-dis
charged AOR test, an an hor-lifted AOR test was added to 
provide multi-response calibration. The improved DEM 
calibration using these simple laboratory tests and a vali-
dation methodology for corn showed significant improve-
ment for the calibrated DEM-predicted mass flow rate from 
the auger, with prediction errors of 8.55% and 1.26% for 
 
(a) (b) 
(c) (d) 
Figure 7. Mean square error from 27 DEM simu ations of anchor AOR test  for (a) 1-sphere, (b) 2-spher s, (c) 5-spheres, an (d) 13-spheres. 
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Figure 4.7: Mean square err r from 27 DEM simul tions of anchor AOR tests for (a) 1-
sphere, (b) 2-spheres, ( ) 5-spheres, and (d) 13-spheres.
The s sitivity of DEM parameters on the MSE of the nch r AOR t sts show that
none of the particle-to-wall parameters (CA_stat and CA_roll) and two-way interaction
effects signific nt y ( > 0.05) i fluenced the a or A . T e pa t cle- -particle coeffi-
cients, CC_stat (p < 0.0001) nd CC_roll (p = 0.0114), significantly affected the MSE for
anchor AOR. For the anchor AOR te ts, the results sho ed th i fluence f only corn-to-
corn p rameters o bulk AOR formation. A best-fit regression meta-model for MSE was fit
using CC-stat and CC-roll as independent parameters with p-values between 0.05 and 0.1.
The particle-to-wall static coefficient of friction (CC-stat) was added later even though its
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auger speeds of 250 and 450 rpm, respectively. With the 
multi-response calibrated DEM using the 2-spheres corn 
model, the static AOR of piled grain discharged from the 
grain auger at 250 and 450 rpm was predicted with maxi-
mum relative errors of 6.9% to 9.6%, respectively. 
 
 
 
 
CONCLUSIONS 
A laboratory methodology for calibration of a discrete el-
ement model (DEM) of corn was developed, including  
material characterization, a method for approximating the 
DEM corn shape, and multi-response calibration of static 
and rolling friction interaction parameters. The multi-re-
sponse angle of repose (AOR) from bucket-discharged tests 
and anchor-lifted tests was successfully used to show the 
sensitivity of DEM friction interaction parameters for 1-
sphere, 2-spheres, 5-spheres, and 13-spheres corn models to 
simulate the AOR. 
A Latin hypercube design of experiments (DOE) and step-
wise regression modeling were used to choose representative 
sample points from the input domain and predict the mean 
square error (MSE) of the AOR from the bucket and anchor 
tests. The calibrated DEM corn model was validated by com-
paring the predicted steady-state mass flow rate and the static 
AOR of the discharged corn pile from auger simulations. The 
DEM simulation of corn flow in the auger showed very good 
agreement in (1) qualitative comparison with the grain flow in 
laboratory images captured at 240 fps and (2) quantitative pre-
diction of the mass flow rate (within 10% error) and static 
AOR of discharged corn at 250 and 450 rpm grain auger 
speeds. With this quantitatively validated simulation of corn 
flow in a grain auger, future research will be possible to pre-
dict the relationship between grain mass flow rate and grain 
auger variables, such as rotational speed and screw diameter. 
Figure 8. Percentiles of (a) mean height error (mm) from bucket AOR test and (b) mean angle error (degrees) from anchor AOR test for the 27
DEM simulations using 1-sphere, 2-spheres, 5-spheres, and 13-spheres. 
Figure 9. Meta-model prediction profiler estimates of DEM friction co-
efficients (CC-stat, CC-roll, and CA-stat) to minimum predicted MSE
values for bucket AOR and anchor AOR. The meta-model used the re-
lationship shown in table 2. 
Table 2. Calibrated DEM interaction parameters using the stepwise regression meta-model analysis of bucket AOR MSE (R2 = 0.94 and RMSE 
of 94.56) and anchor AOR MSE (R2 = 0.54 and RMSE = 78.02). 
Parameter Material 
Interaction Material 
Corn Acrylic Smooth Steel[a] Steel Plate[b] 
Coefficient of static friction Corn 0.169 0.145 0.145 0.23 
Coefficient of rolling friction Corn 0.0045 0.1 0.1 0.1 
Coefficient of restitution Corn 0.2 0.67 0.67 0.67 
[a] The auger screw shaft and tube surfaces were smooth, and corn-to-steel coefficients of static and rolling friction were assumed similar to the calibrated
corn-to-acrylic static and rolling coefficients, based on the ratio of the coefficients of restitution of corn-to-acrylic and corn-to-smooth steel. 
[b] The steel plate on which the corn pile was measured in the auger test had a rough surface, and a value 1.58 higher than the coefficient of corn-to-acrylic 
was used, after Boac et al. (2010). 
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auger speeds of 250 and 450 rpm, respectively. With the 
multi-response calibrated DEM using the 2-spheres corn 
model, the static AOR of piled grain discharged from the 
grai  auger at 250 nd 450 rpm as pred cted with maxi-
mum relative errors of 6.9% to 9.6%, respectively. 
 
 
 
 
CONCLUSIONS 
A laboratory methodology for calibration of a discrete el-
ement model (DEM) of corn was developed, including  
material characterization, a method for approximating the 
DEM corn shape, and multi-response calibration of static 
and rolling friction interaction parameters. The multi-re-
sponse angle of repose (AOR) from bucket-discharged tests 
and anchor-lifted tests was successfully used to show the 
sensitivity of DEM friction interaction parameters for 1-
sphere, 2-spheres, 5-spheres, and 13-spheres corn models to 
simulate the AOR. 
A Latin hypercube design of experiments (DOE) and step-
wise regression modeling were used to choose representative 
sample poi ts from the input domain and predict the mean 
square error (MSE) f the AOR from the bucket and anchor 
tests. The calibrated DEM corn mod l was validated by com-
paring the predicted steady-state mass flow rate and the static 
AOR of the discharged corn pile from auger simulations. The 
DEM simulation of corn flow in the auger sh wed very good 
agreement in (1) qu l tative compariso  with the grain flow in 
laboratory images ca ture  at 240 fps and (2) quantitative pre-
diction f the mass flow rate (within 10% error) and static 
AOR of discharged corn at 250 and 450 rpm grain auger 
speeds. With this quantitatively validated simulation of corn 
flow in a grain auger, future research will be possible to pre-
dict the relationship between grain mass flow rate and grain 
auger variables, such as rotational speed and screw diameter. 
Figure 8. Percentiles of (a) mean height error (mm) from bucket AOR test and (b) mean angle error (degrees) from anchor AOR test for the 27
DEM simulations using 1-sphere, 2-spheres, 5-spheres, and 13-spheres. 
Figure 9. Meta-model prediction profiler estimates of DEM friction co-
efficients (CC-stat, CC-roll, and CA-stat) to minimum predicted MSE
values for bucket AOR and anchor AOR. The meta-model sed the re-
lationship shown in table 2. 
Table 2. Calibrated DEM interaction parameters using the stepwise regression meta-model analysis of bucket AOR MSE (R2 = 0.94 and RMSE 
of 94.56) and anchor AOR MSE (R2 = 0.54 and RMSE = 78.02). 
Parameter Material 
Interaction Material 
Corn Acrylic Smooth Steel[a] Steel Plate[b] 
Coefficient of static friction Corn 0.169 0.145 0.145 0.23 
Coefficient of rolling friction Corn 0.0045 0.1 0.1 0.1 
Coefficient of restitution Corn 0.2 0.67 0.67 0.67 
[a] The auger screw shaft and tube surfaces were smooth, and corn-to-steel coefficients of static and rolling friction were assumed similar to the calibrated
corn-to-acrylic static and rolling coefficients, based on the ratio of the coefficients of restitution of corn-to-acrylic and corn-to-smooth steel. 
[b] The steel plate on which the corn pile was measured in the auger test had a rough surface, and a value 1.58 higher than the coefficient of corn-to-acrylic 
was used, after Boac et al. (2010). 
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Figure 4.8: Percentiles of (a) mean height error (mm) from bucket AOR test and (b) mean
angle error (degrees) from anchor AOR test for the 27 DEM simulation using 1-sphere,
2-spheres, 5-spheres, and 13-spheres.
effect on MSE was not significant (p = 0.87) be ause the predi tion profiler had to estimate
the value of CC_stat to approximate the multi-responses for MSE for both bucket AOR
and anchor AOR. The reg ss d meta-m del for the MSE of anchor AOR with th p ram-
eter estimates of intercept, CC_stat, CC_roll, CA_ tat, nd two-way interactions effects
of CC_stat and CC_roll had R2 = 0.54 and RMSE = 78.02.
Using the best-fitting stepwise meta-models for MSE from the bucket and anchor AOR
tests, 5,000 random DEM input combination of independ nt nd depe dent (MSE) re-
sponses were used to generate the fitting surface response to find the ptimal DEM in rac-
tion parameter values that prov ded the minimum MSE for the two bulk responses of AOR
from the buck and anchor tests. The prediction profiler desirability function in JMP Pro
12 (SAS Institu e Inc., Cary, N.C.) with the minimum MSE for bucket AOR and anchor
AOR was used to obtain the optimal DEM input parameters (Figure 4.9). Tables 4.2 and
4.3 show the calibrated DEM model input parameters for corn-to-corn and corn-to-acrylic
for the 2-spheres DEM model.
EDEM simulations of the bucket and anchor AOR tests were run using the optimal DEM
parameters estimated from the prediction profiler using the two regression meta-models for
bucket AOR MSE (R2 = 0.94 and RMSE = 94.56) and anchor AOR MSE (R2 = 0.54 and
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RMSE = 78.02). The DEM-predicted AOR values from the bucket and anchor simulations
were 22.9°and 31.9°, respectively. Compared with the mean laboratory-measured values
(bucket AOR of 21.1°and anchor AOR of 29.8°), the corresponding relative errors were
8.5% for bucket AOR and 7.0% for anchor AOR.
Figure 4.9: Meta-model prediction profiler estimates of DEM friction coefficients (CC-stat,
CC-roll, and CA-stat) to minimum predicted MSE values for bucket AOR and anchor AOR.
The meta-model used the relationship shown in Table 4.2.
Table 4.2: Calibrated DEM interaction parameters using the stepwise regression meta-
model analysis of bucket AOR MSE (R2 = 0.94 and RMSE of 94.56) and anchor AOR MSE
(R2 = 0.54 and RMSE = 78.02).
Interaction Material
Parameter Material Corn Acrylic Smooth Steela Steel Plateb
Coefficient of static friction Corn 0.169 0.145 0.145 0.23
Coefficient of rolling friction Corn 0.0045 0.1 0.1 0.1
Coefficient of restitution Corn 0.2 0.67 0.67 0.67
aThe auger screw shaft and tube surfaces were smooth, and corn-to-steel coefficients of
static and rolling friction were assumed similar to the calibrated corn-to-acrylic static
and rolling coefficients, based on the ratio of the coefficients of restitution of corn-to-
acrylic and corn-to-smooth steel.
bThe steel plate on which the corn pile was measured in the auger test had a rough
surface, and a value 1.58 higher than the coefficient of corn-to-acrylic was used, after
Boac et al. (2010).
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Table 4.3: DEM material properties.
Material Parameter DEM
Corn Particle density (kg m-3)a 1280
Shear modulus (MPa)b 1.071
Poisson’s ratiob 0.4
Acrylicc Density (kg m-3) 1180
Shear modulus (MPa) 1100
Poisson’s ratio 0.35
Steeld Density (kg m-3) 7800
Shear modulus (GPa) 70
Poisson’s ratio 0.3
aCalibrated to match initial bulk density.
bBoac et al. (2010) c From the Acrylite FF material
datasheet. d Properties for steel are from the EDEM
2.7 default database.
Validation of DEM Corn Model
The mass flow rate of corn through the auger and the shape of the corn pile discharged
from the auger onto the flat stainless-steel plate were used as responses to validate the
DEM simulations against the laboratory tests. The DEM-predicted steady-state mass flow
rates of corn through the auger at speeds of 250 and 450 rpm were 1.39 and 2.41 kg s-1,
respectively. The DEM prediction errors compared to the measured steady-state mass
flow rates of 1.52 kg s-1 at 250 rpm and 2.38 kg s-1 at 450 rpm were 8.55% and 1.26%,
respectively. The differences between the DEM-predicted and laboratory-measured values
were not statistically significant (p = 0.6444). As the auger speed increased from 250 to
450 rpm, the steady-state mass flow rate increased by 1.7 times in the laboratory tests and
by 1.6 times in the DEM simulations. For the magnitude and trend in mass flow rate, the
calibrated DEM model showed good agreement with the laboratory data.
The DEM model also showed good agreement with the qualitative flow of grain from
the auger outlet and onto the static pile (Figure 4.10). The static AOR values estimated
using Matlab image processing of high-speed camera images (240 fps) and EDEM post-
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processing are listed in Table 4.4. The static AOR was estimated at four corn masses (10,
20, 30, and 40 kg) as discharged onto the stainless-steel surface. The DEM prediction errors
compared to the laboratory measurements ranged from 2.8% to 6.9% (p = 0.2855) for 250
rpm and from 5.7% to 9.6% (p = 0.6627) for 450 rpm among the four pile masses. The
differences between the DEM-predicted and mean measured values for steady-state mass
flow and static AOR in the auger tests were not statistically significant (p > 0.05). This
indicates that the calibrated DEM corn model was quantitatively validated.
Table 4.4: The angle of repose of corn discharged from auger outlet onto flat stainless-steel
plate. The DEM angle of repose data was obtained from simulations using the calibrated
DEM properties.
Corn Pile Grain Auger Angle of Repose
Mass Rotational Speed (degrees)
(kg) (rpm) Test DEM
10 250 20.3 19.6
20 250 24.7 23.0
30 250 25.0 23.9
40 250 25.1 24.4
10 450 15.8 16.7
20 450 22.8 20.6
30 450 23.9 23.3
40 450 24.0 23.5
Previous studies have shown the qualitative prediction of granular flow through auger
systems (McBride and Cleary, 2009; Shimizu and Cundall, 2001) but did not demonstrate
quantitative prediction errors as low as 10%. Most previous DEM simulations of granular
grain augers used a DEM simulation of the application, e.g., McBride and Cleary (2009)
adjusted the input DEM properties until the simulation matched the grain auger perfor-
mance variables. Similarly, Fernandez et al. (2011) used DEM simulation of a grain auger
application to obtain DEM properties that agreed with the experimental results before us-
ing the DEM for virtual screw blade designs. Using a calibration approach with a single
bulk response from bucket AOR tests to obtain the minimum MSE (Mousaviraad et al.,
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(a) (b)
(c) (d)
Figure 4.10: (a) Corn (20 kg) discharged from grain auger (250 rpm) outlet, (b) image
processed corn pile, and (c and d) DEM simulations.
2017), the DEM predicted the steady-state mass flow rate with prediction errors of 27%
and 29% for 250 and 450 rpm, respectively. The under-prediction of steady-state mass flow
rate might have been due to limitations in capturing particle-to-particle friction behaviors
(sliding and rolling). In the current study, in addition to the bucket-discharged AOR test,
an anchor-lifted AOR test was added to provide multi-response calibration. The improved
DEM calibration using these simple laboratory tests and a validation methodology for corn
showed significant improvement for the calibrated DEM-predicted mass flow rate from the
auger, with prediction errors of 8.55% and 1.26% for auger speeds of 250 and 450 rpm,
respectively. With the multi-response calibrated DEM using the 2-spheres corn model, the
static AOR of piled grain discharged from the grain auger at 250, and 450 rpm was predicted
with maximum relative errors of 6.9% to 9.6%, respectively.
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Conclusions
A laboratory methodology for calibration of a discrete element model (DEM) of corn was
developed, including material characterization, a method for approximating the DEM corn
shape, and multi-response calibration of static and rolling friction interaction parameters.
The multi-response angle of repose (AOR) from bucket-discharged tests and anchor-lifted
tests was successfully used to show the sensitivity of DEM friction interaction parameters
for 1-sphere, 2-spheres, 5-spheres, and 13-spheres corn models to simulate the AOR.
A Latin hypercube design of experiments (DOE) and stepwise regression modeling were
used to choose representative sample points from the input domain and predict the mean
square error (MSE) of the AOR from the bucket and anchor tests. The calibrated DEM
corn model was validated by comparing the predicted steady-state mass flow rate and the
static AOR of the discharged corn pile from auger simulations. The DEM simulation of
corn flow in the auger showed very good agreement in (1) qualitative comparison with the
grain flow in laboratory images captured at 240 fps and (2) quantitative prediction of the
mass flow rate (within 10% error) and static AOR of discharged corn at 250 and 450 rpm
grain auger speeds. With this quantitatively validated simulation of corn flow in a grain
auger, future research will be possible to predict the relationship between grain mass flow
rate and grain auger variables, such as rotational speed and screw diameter.
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Abstract
Development of Discrete Element Method (DEM) calibration methodology to predict
grain dynamics in machine systems under varying grain moisture content (MC) has been
limited. The effect of MC variation on physical and mechanical properties, and the DEM
input parameters of corn was determined experimentally through measurements of both
single kernel properties and bulk grain dynamic responses. For corn samples at 11%, 16%,
and 26% MC level, shape, size, restitution, and stiffness were measured for individual
kernels. Density, Angle of Repose, angle of internal friction, apparent cohesion, hopper
flowability, and Grain-Machine Interaction (GMI) forces were evaluated for bulk systems of
grains.
Keywords
Discrete Element Method, Corn, Moisture Content, Sensitivity analysis, Calibration &
Validation
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Introduction
Discrete Element Method (DEM) is a numerical technique for simulation of particulate
systems developed by Cundall and Strack (Cundall and Strack, 1979). The DEM has
become a potential technique for predicting the dynamic behavior of granular materials
in powder processing, mining, geotechnical, and agricultural industries (Owen and Cleary,
2009; Ucgul et al., 2014; Pezo et al., 2015). In agricultural applications, DEM has been
used for simulation of soil-tool interaction (Asaf et al., 2007; Chen et al., 2013; Ucgul et al.,
2014), and grain handling systems(Mousaviraad et al., 2016, 2017).
Numerous researches have studied the effect of different DEM parameters on response
variables of different applications (Asaf et al., 2007; Combarros et al., 2014; Just et al.,
2013; Santos et al., 2016; Derakhshani et al., 2015; Yan et al., 2015; González-Montellano
et al., 2011; Salazar et al., 2015) but very few studies have investigated the effect of environ-
mental parameters which influence the bulk dynamic response of granular systems. Particle
shape and Moisture Content (MC) are such material properties which are not directly in-
corporated as input parameters of the contact models. Although the effect of DEM shape
approximation on both input parameters and response variables have been the objective of
some recent studies Coetzee (2016), the effect of MC on the accuracy of DEM has not been
investigated despite several studies pointing out the effect of MC on flowability, bridging,
and other properties of granular materials.
Effect of the moisture content variation on physical and mechanical properties of different
grains studied in literature has been summarized in Table 5.1. The MC variation at single
particle level affects the physical and mechanical properties of grains. At bulk level, the
moisture content variation, affects the flowability, interlocking and bridging, and energy
dampening of particulate systems.
Different particulate systems response differently to moisture content variation. For
example, the effect of MC on the flowability of grains in a silo is not the same as in a screw
auger because of the difference in confinement level of kernels. This disparity is due to
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Table 5.1: Effect of moisture content on physical and mechanical properties of grains
Material Property +a in MC
Faba bean1 Axial dimensionsb +
Particle density +
Angle of repose +
Friction coefficient +
Specific deformation +
Rupture forcec −
Shelled Corn2 Elasticity modulus −
Deformation modulus −
Friction coefficient −
Corn3,4 Axial dimensionsb +
Bulk density −3+4
Particle density +
Porosity +3 −4
Angle of repose +
Friction coefficient +
Specific deformation +
Rupture force −
Wheat5 Axial dimensionsb +
Bulk density −
Particle density −
Friction coefficient −
Porosity −
a (+/-) shows the increase/decrease in property respectively
b Axial dimension change reported was negligible
c Rupture force is the force that is required to produce
a major break/rupture in a sample
1 Altuntas and Yildiz (2007)
2 Shelef and Mohsenin (1969)
3 Seifi and Alimardani (2010)
4 Sangamithra et al. (2016)
5 Al-Mahasneh and Rababah (2007)
difference in sources of interaction forces at point of contact between particles, and particle-
to-machine. The interaction forces between particles can be categorized in three major
categories of impact, compression, and shear. depending on the particulate system, one or
two of these categories could be the main sources of interaction force in each application. In
this study, the particulate systems were categorized as loose and confined grain conditions.
The effect of MC variation at particle level is investigated by measuring corn kernel’s density,
coefficient of restitution, stiffness, shape, and size at the three MC levels.
Static angle of repose (AOR) and direct shear tests (DST) were selected to serve as
loose and confined shear application representatives, respectively. Both applications are
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commonly used for calibration of DEM models. The hopper discharge flow application
was selected to represent the transitional behavior from confined to loose condition for
shear applications. Finally, the paddle elevator test was conducted to represent the impact
category.
The objective of this study is to evaluate the effect of grain’s moisture content variation
on physical, mechanical, and bulk behavior of materials, in several interaction behavior
categories, relevant to DEM model development.
Methodology
Harvested corn from Iowa State University research farm in Boone, Iowa was used
for this study. The corn was harvested at approximately 20% and 26% MC levels (all
MC measurements reported in this article are wet basis and performed following ASABE
standard (ASABE, 2006)) and transferred to a monitored environmental chamber on the
harvest day. Samples were stored in the chamber at −20oC for at least 48 hours before
any test was performed according to procedure established for post-harvest grain handling
experiments. Two batches of 30kg corn were dried to approximately 16% and 11% MC level
by room air ventilation. The samples MC were measured before and after performing each
test. All of the experimental tests were executed on three corn samples at MC levels of
approximately 26%, 16%, and 11% with minimum of three replicates.
Single Particle Measurements
The USDA standard weight test apparatus (Agriculture, 2013), which is illustrated in
Figure 5.1, was used to measure the bulk density of corn at different MC levels. This test
was repeated seven times for each MC level.
The particle density of the corn was estimated using the water displacement method
(Shepherd and Bhardwaj, 1986; Mousaviraad et al., 2017) as described in previous chapters.
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Figure 5.1: Bulk density apparatus illustration
The shape of particles can be characterized by their form, roundness, and surface texture.
For rocks, the sphericity is used to describe the form of particle and roughness to surface
texture. Wadell (1933) defined the 3D sphericity as the ratio of the surface area of a sphere
of the same volume as the particle to the actual surface area of the particle. He also provided
a 2D definition as the diameter of a circle having an area equal to the largest projected area
to the diameter of the smallest circle that will circumscribe the grain projection. Wadell
also defined roundness as the ratio of the average radius of curvature of the corners of a
particle to the radius of the maximum inscribed circle. In this study, similar approach
was taken to describe corn kernels’ shape. Zheng and Hryciw (2015) used the description
of roundness and 2D sphericity and developed a computer vision program that calculates
these properties for scanned particles. Their program was modified to perform the same
process on corn particles. Additionally, assuming the corn samples as flat kernels with fixed
thickness (Figure 5.2) the following equation was developed to calculate the 3D sphericity
for the corn kernels:
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Figure 5.2: Corn shape and its dimensions used for shape characterization
Where Sn is the surface area of a sphere having the same volume as the scanned particle
and S0 is the actual surface area. These surface areas for corn are calculated where, α
(minor aspect ratio) is the average ratio of thickness (d3) to width (d2) of kernels (α = d3d2 ),
As is the area of the flat side of kernel, and P is the perimeter of the same side of corn
kernel (Figure 5.2). It is argued that the 3D roundness is the same as the 2D roundness
considering the kernel’s flatness assumption. Shape characterization properties can be used
to gain insight about the effect of shape on the dynamic behavior of granular materials.
The coefficient of restitution for Corn-Polycarbonate and Corn-Steel interaction was
measured by performing a drop-test (Tekeste et al., 2018). Thirty randomly selected kernels
of each MC level were dropped from the height of 0.2m above the surface, using a vacuum
suction and release mechanism. An 800fps high-speed camera was set up to record the
experiment, and it was monitored for all kernels to collide perpendicular to the surface at
the same area of the outer hull. The velocity of particles immediately before (Vpre) and
after (Vpost) collision with surface where determined using an optical flow (Chen et al., 2013)
video processing technique. The coefficient of restitution was calculated as:
CoR = Vpost
Vpre
(5.2)
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Bulk Response Measurements
Angle of Repose (AOR) Test
The AOR was measured using the bucket AOR test apparatus, as introduced in previous
articles (Mousaviraad et al., 2017; Tekeste et al., 2018). Image processing technique was
used to measure the height of the material pile at horizontal increments of 5mm. Measured
heights were used to fit a piece-wise regression model based on shape prescriptive modeling
technique. This approach allows the user to guide the line-fitting algorithm based on prior
knowledge about the system. The corn’s pile top surface of bucket AOR experiment was
divided to a flat section and an inclined pile section. This prior knowledge was fed to
the regression model to fit the best piece-wise first order regression line to the pile profile
(Figure 5.3). The flat segment’s height (h), length (δ), and the inclined segment’s angle (ψ)
were obtained as characteristic parameters of the pile surface.
δ
ψ
h
Figure 5.3: Bucket AOR test and its response parameters. h is the height of pile, δ is the
length of flat portion of pile, and ψ is the angle of repose.
The experiment results at different MC levels were statistically tested against each other
to investigate the effect of MC on pile top surface profile’s shape.
Direct Shear Test (DST)
The direct shear test is a standard test (ASTM D3080, 2011) for soil to determine the
apparent cohesion and internal angle of friction. Some researchers have recently utilized
this test (Coetzee, 2016) for granular materials with larger particles by replacing the small
shear boxes with larger ones or using the Schulze Ring Shear Tester. The larger shear box of
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0.1m×0.1m was used for corn-corn direct shear test (Figure 5.4). Additionally, the box was
modified by placing thin flat plates of the desired corn material over the bottom half of the
shear box to perform the direct shear test between corn and rigid bodies. The direct shear
test was conducted for Corn-Corn, Corn-Steel, and Corn-Polycarbonate interaction. The
direct shear test machine manufactured by Humboldt (Humboldt Mfg. Co., 875 Tollgate
Road Elgin, IL, USA) instrumented with two horizontal strain transducer, a load cell,
and a pressure meter was utilized to perform these experiments. In this machine, the
microprocessor-based system features a stepper-motor driver for horizontal displacement of
the shear box, and a controller for the normal load regulation. The test was conducted with
a shear rate of 1 mm/min up to 18% relative lateral displacement. The test was conducted
for each sample at three normal stresses of 94kPa, 180kPa, and 265kPa. The residual
shear stress, angle of internal friction, and apparent cohesion were the measured responses
of the direct shear test. The MATLAB program developed to perform analysis of the direct
shear test results is presented in Appendix B
100mm
24.5m
m
25
m
m
Normal Force
Specimen
Shear Direction
Upper Shear Frame
Lower Shear Frame
1mm
Figure 5.4: Direct Shear test schematic
Hopper Test
Hopper test apparatus used in this study was a polycarbonate cubic silo with a 60o
funnel at the bottom (Figure 5.5). The apparatus is utilized with square slider gate that
was opened with a 0.5 m/s speed for this test to create a steady flow of material. The
hopper test was performed with three orifice settings of 0.1 m × 0.05 m, 0.1 m × 0.075 m,
and 0.1 m × 0.1 m. The hopper was loosely filled to maintain the same bulk density with
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15kg of corn and the mass of silo was measured by four FUTEK FSH04151 tension and
compression load cells (FUTEK Advanced Sensor Technology, Inc., Irvine, CA, USA) with
maximum capacity of 136kg at 200kHz sampling rate during the test to measure the mass
flow rate. This test was repeated three times for each of the three MC levels.
The mass flow rate at the steady state was calculated by fitting a first order line to the
residual mass in the hopper versus time of corn. The slope of the fitted line was considered
as the mass flow rate of the hopper at steady state.
(a)
250mm
500m
m
100mm
40mm
load cell
gate 60
◦
(b)
Figure 5.5: Hopper test schematic
Paddle Grain Elevator
The Single Paddle Test Stand (SPTS) which is a modified clean grain elevator of a
S760 John Deere combine harvester - manufactured at Iowa State University’s BioCentury
Research Farm (Hanigan, 2018) - was used for testing grains’ flowability and Grain-Machine
Interaction (GMI) forces at high collision rate (impact force). As demonstrated in Figure
5.6, the test stand consists of a single paddle mounted on the clean grain elevator’s chain.
The SPTS includes an inlet hopper, three pneumatic gates, a collection chute, a tubular steel
frame that encloses the entire elevator, and orientation jacks. The three pneumatic gates of
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the SPTS were used to control the flow of grain through the clean grain elevator. Gate #1
controls the intake of grain to the elevator form the inlet hopper. Gate #2, installed on the
bottom of the clean grain elevator, dumps the grains that do not get conveyed by the clean
grain paddle elevator after the test execution. Gate # 3, located at the discharge window
fame of the elevator controls the singulation of grain from the clean grain elevator paddle.
The gate would achieve its functionality by opening before and closing after the grain gets
discharged from the clean grain elevator’s paddle.
Figure 5.6: Single Paddle Test Stand (SPTS) schematic
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Figure 5.7: Signal processing procedure for impact force analysis
The manufactured impact plate was installed over the collection chute located in the flow
stream of grains discharging from the clean grain elevator. The 120 mm by 150 mm steel
impact plate was mounted perpendicular to the ground. The impact plate was connected
to a FUTEK (FUTEK Advanced Sensor Technology, Inc., Irvine, CA, USA) load cell with
maximum capacity of 890 N, acquiring signal at 200 kHz sample rate.
The captured force signal included the effect of test stand vibrations, shock due to open-
ing and closing gates, vibration due to rotation of elevator’s chain, and electrical equipment
sourced noise. These signals were considered noise. FFT analysis and re-sampling tech-
niques were used to filter out the noise from the force signal. Figure 5.7 presents the steps
for cleaning the noisy signal and determining the maximum impact force. The MATLAB
program for performing this analysis is presented in Appendix C.
This test was repeated thirty times for each MC level. The feeding mass, conveyed
mass, and impact force are the responses measured for this test to evaluate the effect of
MC variation on flowability and impact force responses.
Statistical Analysis
To evaluate the effect of MC variation on response parameters of different experiments,
statistical analysis methods such as Analysis of Variance (ANOVA), student’s t-test and
regression were utilized as implemented in MATLAB 2018a. The t-test was used to inves-
tigate significance of difference between the mean response of each experiment at different
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MC levels. Particle and bulk responses of experiments at three MC levels were hypothe-
sized to be equal with each other. This hypothesize was then statistically evaluated using
the t-test. The p-value of each hypothesis test is reported as the measure of statistically
significant difference between samples at different MC levels. Each hypothesis was rejected
if based on t-test there was a significant difference between each two samples with p-value
< 0.05.
The linear regression model was used to evaluate represent the relationship between
certain particle properties and the bulk responses. The adjusted R-squared is reported as
the measure of goodness of fit for these regression models.
Results and Discussion
Single Particle Measurements
The measured physical properties of corn samples at different MC levels are presented
in Table 5.2. Although there was a significant statistical difference between bulk density
of grains at 11% and 16% MC levels, the difference at 26% is far more significant. Similar
results are reported in literature (Seifi and Alimardani, 2010). It was found from these
experiments that the increase in moisture content of kernels, increases the cohesive force
between particles preventing them from sliding on each other. This behavior causes the
kernels to form piles with higher void ratio, yielding lower bulk density.
Table 5.2: Physical properties of combine-harvested corn samples at 3 MC levels (Wet-
based)
Property 11% 16% 26% P-value
Mean SD Mean SD Mean SD [11%vs16%, 11%vs26%,
16%vs26%]
Particle density (kg/m3) 1293 42 1310 46 1215 67 [0.6601 0.1621 0.1129]
Bulk density (kg/m3) 758 3 744 2 660 9 [0.0009 0.00005 0.0001]
As described earlier, the corn kernels shape was characterized using image processing
techniques. Figure 5.8 shows a scanned picture of a sample kernel and the circles fitted to
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its edges for roundness estimation by the shape characterization MATLAB program. The
roundness of kernels is calculated as the ratio of the average curvature radius of corners of
kernels to the radius of the largest inscribed circle. The developed MATLAB program also
calculated dimensions of the kernels, which are presented in Table 5.3, along with calculated
shape properties for 100 sample kernels. Although the process was repeated for samples at
different MC levels, since there was no significant effect of MC on the shape properties (P-
value = 0.93) (similar observations reported by Seifi and Alimardani (2010); Sangamithra
et al. (2016)), the results are presented collectively.
(a) (b)
Figure 5.8: A sample corn kernel picture (obtained using 1200 dpi 2D scanner) (a) and
fitted circles (b) to estimate the roundness using developed method
The low value of roundness indicates the sharp corners of the kernels, and the aspect
ratios of 0.64 and 0.60 are assumed to be indications of non-spherical shape of the particles.
The coefficient of restitution (CoR) was measured for Corn-Polycarbonate, and Corn-
Steel interaction. The measured coefficient of restitution for corn at three MC levels are
presented in Table 5.4. Based on measured results, it is evident that there is a significant
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Table 5.3: Corn kernel dimensional statistics and shape properties
Property Mean SD
d1(mm) 11.4 1.3
d2(mm) 6.7 0.8
d
(a)
3 (mm) 3.9 0.5
P (mm) 30.3 3.2
As(mm2) 59.2 12.1
Major aspect ratio(d2/d1) 0.60 0.07
Minor aspect ratio(α = d3/d2) 0.64 0.13
2D Sphericity 0.74 0.04
3D Sphericity 0.78 0.02
Roundness 0.39 0.10
(a) Measured with caliper (resolution = 1e-5m)
difference between coefficient of restitution at 26% MC level compared to lower MC levels
of 11% and 16% for both interacting cases. The lower CoR at higher MC level, indicates
the higher level of kinetic energy dissipation in high-speed collision of corn kernels with
different surfaces. It is also shown in Table 5.4 that the CoR for Corn-Polycarbonate and
Corn-Steel are different from one another.
Table 5.4: Coefficient of Restitution of combine-harvested corn samples at 3 MC levels of
11%, 16%, and 26%
Coefficient of Restitution 11% 16% 26%
Mean SD Mean SD Mean SD
Corn-Polycarbonate 0.4386 0.1763 0.4855 0.1094 0.3373 0.0893
Corn-Steel 0.3548 0.1979 0.3864 0.1436 0.2910 0.1355
Overall, the single particle measurements for corn kernels at the three moisture content
levels indicate that there exists a small differences between physical and mechanical prop-
erties of corn at 11% and 16% MC levels; however, the difference becomes more significant
as the moisture content level increases to 26%.
Bulk Response Measurements
Angle of Repose Test
As the corn’s top surface of the pile from the bucket AOR test tends to show a discontin-
ues behavior with a flat part followed by a steep angled pile (as shown in Figure 5.3), three
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parameters were extracted as response parameters. The first parameter was the distance of
the bucket wall to the pile breakage point (δ), the second was the height of the flat portion
of the pile (h), and the third one was the AOR (φ) for the inclined pile section. From the
three parameters, h and ψ are utilized as bucket AOR responses for further analysis which
are presented in Table 5.5. The AOR tends to increase with an increase in MC of particles
to 26%. This trend is due to the increase in static friction force between particles. Increase
in MC leads to an increase in resistance against sliding and consequently to a higher AOR.
The pile’s height is also increasing with MC increase. Similar to single particle responses
reported, the effect of MC variation is significant at 26% and insignificant between 11% and
16% MC levels for AOR test.
Table 5.5: Bucket AOR test results at three sample MC levels
MC(%) h(mm) ψ(
o)
Mean SD Mean SD
11% 129 1.5 21 0.2
16% 134 2.2 22 0.7
26% 149 1.4 33 1.4
Direct Shear Test
The Corn-Corn, Corn-Polycarbonate, and Corn-Steel direct shear tests were performed
as laboratory experiments representing a confined shear force application. Figure 5.9 shows
the plots of shear stress and vertical deformation versus the horizontal deformation of the
Corn-Polycarbonate direct shear test at 11% MC level. As it is evident from the figure,
the shear stress first increases with a steep slope analogous to horizontal deformation then
gets steady. There was no evidence of a peak and residual shear stress for any of the
three normal stress levels. This phenomenon was expected since the corn kernels are not
in particular cohesive, and do not form structural integrity (similar to clay) which would
break and consequently create a peak shear stress. Considering this behavior of particles,
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the shear stress value to be used as Mohr-Columbus critical value for calculation of apparent
cohesion and angle of internal friction was chosen to be the maximum shear stress.
Figure 5.10 shows the results for the same experiment by plotting the maximum shear
stress versus normal stress (The Mohr-Coulomb failure criterion) applied to the samples.
The linear envelope obtained from these data points indicates the angle of internal friction
and the apparent cohesion of Corn-Polycarbonate interaction. Similar graphs were obtained
for 16% and 26% MC level samples, and Corn-Corn and Corn-Steel.
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Figure 5.9: Mean and calculated lower and upper 95% confidence limits for three replicates
of direct shear test of Corn-Polycarbonate at 26% MC with normal pressure of (A) 94 (kPa),
(B) 180 (kPa), and (C) 265 (kPa)
Table 5.6 shows the summary of the results for direct shear test at three MC levels.
As it is evident by values, the MC has a significant effect on apparent cohesion (C) (p-
value <0.001) and angle of internal friction (φ) (p-value < 0.001) for Corn-Corn and Corn-
Polycarbonate. In general, increase in MC has increased both angle of internal friction and
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Figure 5.10: Maximum shear stress over normal stress for Corn-Polycarbonate at 26% MC
level and liner fit for calculation of apparent cohesion and angle of internal friction
apparent cohesion. The apparent adhesion between Corn and Steel is insignificant; Thus,
Corn-Steel can be considered non-adhesive at all MC levels. The angle of internal friction
between Corn and Steel is increasing with increase in MC level of corn kernels. Similar
behavior is evident for Corn-Corn interaction. Although, the apparent cohesion between
corn kernels at 11% MC level is very low, the cohesion increases with increase in MC level
to a maximum of 34.5 kPa for corn at 26% MC level. This increase in apparent cohesion
is expected since corn kernels at high moisture content levels have high water content at
surface causing cohesion between kernels.
Table 5.6: Direct shear test results at three sample MC levels
Test MC(%) C (kPa) φ(o)
Corn-Corn 11 1.9 27
16 18 28
26 34.5 34
Corn-Polycarbonate 11 0 9
16 5.4 7
26 0.9 22
Corn-Steel 11 0 11
16 0 14
26 1.6 18
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Hopper Test
The hopper test was performed experimentally for corn at three MC levels to investigate
the effect of MC on flowability as a bulk behavior response. The results showed (Table 5.7)
a significant effect of corn’s MC level on hopper discharge’s mass flow rate at the steady
state; in which, the increase in MC from 16 % to 26 % has decreased the mass flow rate by
20%. The reduction in mass flow rate is most significant for 100 × 100 mm orifice, which
indicates that Corn-Corn interaction has a more significant effect on flowability (P-value
= 0.0) compared to corn-polycarbonate interaction (P-value = 0.8 to 1). Although the
hopper with larger orifice has higher mass flow rate at all MC levels, corn sample at highest
MC level, has the smallest increase in flow rate with 1.64 times increase in mass flow rate
compared to Corn sample at 11% MC level which showed a 2.1 times increase in flow rate
by increasing the orifice size from 100 × 50 mm to 100 × 100 mm.
The grains in the hopper, experience compression and shear force as major interaction
forces of the system. Corn kernels slide on each other to flow out of the hopper’s orifice.
The effect of MC on the flowability of grains in the hopper is due to the dependency of
sliding on MC. This phenomenon is also observed in Bucket AOR and DST under different
confining conditions. This indicates that the increase in the moisture content of corn causes
a decrease in flowability of grains regardless of compression level.
Table 5.7: Hopper mass flow rate for three orifice sizes and three MC levels
MC(%) Orifice size (mm) Mass Flow Rate (kg/s)
Mean SD
11 50 × 100 1.2 0.02
11 75 × 100 2.5 0.03
11 100 × 100 3.7 0.20
16 50 × 100 1.2 0.01
16 75 × 100 2.4 0.05
16 100 × 100 3.7 0.17
26 50 × 100 1.1 0.01
26 75 × 100 2.0 0.07
26 100 × 100 2.9 0.12
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Figure 5.11: Analysis of impact force signal to determine the maximum impact force
Paddle Elevator
The paddle elevator test was performed to measure the effect of corn’s moisture content
variation on grain impact force and flowability at high-speed conveyance applications. The
paddle elevator test was conducted with three input masses of 3, 4, and 5 kg to represent
the approximate mass flow rate range of 10 to 40 kg/s in grain combine harvester. This
test was repeated 30 times for each design of experiment point.
The force signal was cleaned and processed to indicate the time span of impact and
determine the maximum impact force. Figure 5.11 presents the raw signal and the cleaned
signal for the impacting time span.
The mean and standard deviation of conveyed mass and impact force are presented in
Table 5.8. As shown in the table, there is no significant difference in conveyed mass for
corn at 11% and 16% MC levels (P-value = 1), but the impact force increases between
1% and 6%. As the MC increases to 26%, the conveyed mass for the same input mass
increases between 57% and 85%. Although the conveyed mass increases, the impact force
per conveyed mass decreases by 25% for input masses of 3 kg and 4 kg. The maximum
impact force for corn at 26% MC increases by 3% for input mass of 5 kg which is not
consistent with the other observations. This can be due to difference in flow pattern of
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corn at high MC, causing more kernels hitting the impact plate. This behavior is shown in
Figure 5.12 comparing the grains flow pattern for input mass of 5kg at 16% MC level on
the left and 26% MC level on the right. It can be seen that for corn at 26% MC, a large
body of particles hit the impact plate at a dense formation.
Table 5.8: Paddle Elevator test results
MC(%) Input Mass (kg) Conveyed Mass (kg) Maximum Impact Force (N)
Mean SD Mean SD
11 3 0.7 0.03 149 19
11 4 1.2 0.04 200 15
11 5 1.9 0.09 243 13
16 3 0.7 0.03 150 15
16 4 1.3 0.05 220 18
16 5 1.9 0.09 257 10
26 3 1.3 0.01 223 21
26 4 2.0 0.06 271 17
26 5 2.8 0.06 392 32
Generally it is evident that increase in MC of corn kernels, reduces the maximum impact
force between corn and steel. This behavior is expected as increase in MC causes the kernels
to have softer shell. The softer shell of the corn can deform more than hard, dry shell and
thus dissipates more kinetic energy in a longer time span, reducing the maximum impact
force. Similar behavior was observed with individual kernels drop test for coefficient of
restitution estimation.
The results from the effect of moisture content on physical responses have shown that
DEM simulation of crop-to-machine interaction in crop harvesting should account for the
effect of moisture content during the calibration process.
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(a) (b)
Figure 5.12: Images of high-speed video recorded at 800 fps of corn hitting impact plate
(with 12.5 ms time difference between rows of images) in SPTS (a) Corn at 16% MC level
and (b) Corn at 26% MC level
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Conclusion
The effect of moisture content on physical properties, mechanical properties, flow be-
havior, and bulk force response of corn kernels was studied. The effect of moisture content
variation was investigated at both particle level and bulk response level. The effect of
moisture content was particularly investigated on density, kernel shape and size, frictional
properties, stiffness, flowability, compression, and impact force of grains. It was demon-
strated that the moisture content (MC) affects the sliding behavior of grains in both loose
and confined particulate systems. The MC level of corn had a significant effect on bulk
responses of bucket angle of repose, direct shear test, hopper discharge flow rate, and corn-
steel interaction impact force.
Increase in moisture content of corn kernels changes the frictional and stiffness properties
of kernels. Based on multiple experiments it was concluded that increase in moisture content
of corn kernels, increases the coefficient of friction and apparent cohesion of kernel’s surface,
while making the surface softer and more deformable, yielding to reduction in coefficient
of restitution and stiffness. These changes in mechanical properties of corn kernels causes
the flowability reduction of up to 20% and impact force reduction of 25% between corn and
steel. These findings are used for development of corn Discrete Element Method (DEM)
model at different moisture content levels.
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Abstract
Developing a methodology for calibration and validation of Discrete Element Method
(DEM) modeling for different materials and applications has been one of the main focuses
among DEM researches and experts. A five step framework for DEM model development
for grain handling systems is introduced. The framework is examined by developing DEM
models for corn at three moisture content levels and simulation of hopper discharge flow
and clean grain paddle elevator.
Five bulk response parameters were obtained from the two calibration experiments of
Angle of Repose (AOR) and Direct shear Test (DST) at three MC levels of 11%, 16%,
and 26%. The DEM simulation results predicted the mass flow rate of hopper discharge
with a relative error of 12.5%, -0.2%, and 2.8% for corn at 12%, 15%, and 26% MC levels
respectively.
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Introduction
Discrete Element Method (DEM) is a numerical technique for simulation of particulate
systems developed by Cundall and Strack (Cundall and Strack, 1979). The DEM has
become a potential technique for predicting the dynamic behavior of granular materials
in powder processing, mining, geotechnical, and agricultural industries (Owen and Cleary,
2009; Ucgul et al., 2014; Pezo et al., 2015). In agricultural applications, DEM has been
used for simulation of soil-tool interaction (Asaf et al., 2007; Chen et al., 2013; Ucgul et al.,
2014), and grain handling systems (Mousaviraad et al., 2016, 2017).
Static angle of repose (AOR) and direct shear tests (DST) were selected to serve as loose
and confined application representatives respectively. Both applications are commonly used
for calibration of DEM models. Several studies show that static AOR is sensitive to the
coefficient of sliding and rolling friction (Combarros et al., 2014; Derakhshani et al., 2015; Li
et al., 2013), while, insensitive to stiffness and restitution (Just et al., 2013; Coetzee, 2016).
Similarly, studies show that direct shear test is sensitive to sliding friction and stiffness;
however, insensitive to rolling friction and coefficient of restitution (Simons et al., 2015).
There also exists a significant contrast in reported results of the sensitivity and cross effect
of these parameters. Franco et al. For instance, (Franco et al., 2005) worked on the effect
of different parameters in direct shear test and based on the simulation results, showed that
an increase in particle sliding friction and particle stiffness causes an increase in angle of
internal friction. However, this is in contrast with results claimed by Keppler et.al.(Keppler
et al., 2016) that an increase in particle stiffness results in a decrease in both the angle
of internal friction and the apparent cohesion. These studies are used as guidelines for
selecting the variable parameters.
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The objective of this study is to introduce a DEM model development framework ac-
counting for the effect of MC variation in materials.
Methodology
In order to study the effect of MC, several simple tests were considered then the most
appropriate ones were selected. Then the selected experimental tests were executed, and
sensitivity analysis was performed on the results to ensure that the selected tests were
sensitive to the MC level. These experiments were presented in chapter 5. Afterward, a
range of values was assumed for each variable parameter, and screening simulations were
executed to make sure that the selected ranges for simulation input parameters covered the
response domain measured by the experimental tests. Finally, the calibration simulations
were performed for the developed design of experiment points to develop the surrogate
models, optimize Discrete Element model of the corn, and investigate the contribution of
each input parameter to account for MC variability effect on response parameters. The
accuracy of the optimized models is investigated by running the validation simulations
in predicting flow behavior at three MC levels. Each step is explained in the following
subsections.
Discrete Element Method (DEM) Model Development Procedure
From the determination of DEM contact model suitable for the granular material of
interest to the identification of fixed and variable input parameters, and further to obtain a
calibrated DEM model, a step by step process had been followed. The steps at the high level
are presented in flow chart format in Figure 6.1. The process of DEM model calibration and
evaluation has been broken down into five stages. Each stage is explained in detail below.
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Characterization
Initialization
Surrogate fitting
Optimization
Validation
Measure physical and
mechanical properties
Categorize control and
environmental parameters
Review literature on dynamic
properties of material
Choose contact model &
calibration experimentsDEM particle shape
Choose variable and
fixed DEM parameters
Choose range of
variable parameter
Perform exploratory
simulations
Using LHS, select
training DEM inputs
Fit Gaussian precess surrogates
for each response parameter
Calibrate parameters via multi-
objective optimization method
Evaluate calibration
accuracy by simulation
Satisfied?
Test Data
Execute and evaluate
validation simulation Satisfied?
End
Test Data
Yes
No
Yes
No
Figure 6.1: The Flowchart of DEM model development framework
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Stage 1: Characterization
The characterization stage includes performing physical experiments on the grain to
indicate its physical, mechanical, and interaction properties. The characterization exper-
iments including particle and bulk density measurement, shape and size characterization,
stiffness and coefficient of restitution measurement, and measurement of frictional proper-
ties. The procedure for performing these tests physically and their results, were presented
in chapter 5.
Results of characterization experiments and information obtained from literature is ana-
lyzed to indicate the proper contact model and particle shape for DEM model development.
The final application of interest also has an important effect on the selection of contact
models.
Characterization experiment results are also used to determine the value of multiple
DEM input properties such as particle density, Coefficient of restitution, and Young’s mod-
ulus. These experiments also can be utilized for determination of interaction properties
such as particle-body sliding friction and adhesion.
Stage 2: Initialization
While characterization experiments provide valuable insight about the physical proper-
ties, mechanical properties, and dynamic behavior of desired grain, these tests won’t provide
enough information to develop a complete DEM model. In the initialization stage, some
exploratory simulations are performed to indicate the input parameters that the system
responses are significantly sensitive to their values range. Exploratory simulations should
be performed on both potential calibration experiment candidates and the final desired
application.
The exploratory simulations along with information gained from literature review and
characterization experiments yield to selection of DEM fixed input parameters values and
the variation range for variable DEM input parameters. Based on prior familiarity of the
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researcher with grains properties and final application, number of exploratory simulations
needed to perform could vary substantially.
Stage 3: Surrogate Fitting
Once the variable parameters and their ranges are determined, selected calibration ex-
periments need to be simulated and compared to physical experiments in order to estimate
the value of each input parameter. This process has been performed as a trial and error
procedure of modifying the DEM input parameter values one at a time until the simulation
results would match the physical experiments. There exists multiple issues with that prac-
tice that are explained in a previous publication (Tekeste et al., 2018). Thus, the author
has proposed a systematic approach based on optimization techniques for estimating the
values of variable DEM input parameters.
Since the execution of each calibration simulation is expensive and time-consuming, and
it is impossible to perform the simulation with continues input variables for every value in
the inputs range, a statistical optimization process has been developed. In order to calibrate
DEM for certain granular material and particulate system, a training set of simulations are
executed to develop surrogate for simulation responses in input parameters domain. The
surrogates then would be used to predict the simulation outputs for various combination
of input values. The process includes selecting several combination of input parameters so
that they best represent the input domain; executing DEM simulations for selected design
points and extracting responses; developing surrogates for each response parameter; and
determining the combination of input parameters that best matches the desired response
values (i.e. physically measured values).
The Latin Hypercube Sampling (LHS) design of experiment method was chosen to
produce design points. LHS, as a space-filling design method, maximizes the minimum
distance between design points (known as the maximum-minimum approach) and requires
even spacing of the levels of each factor. This method produces designs that mimic the
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uniform distribution which makes it a suitable method for calibration of DEM models.
The range of values for the parameters was determined based on literature and screening
simulations (i.e. stages 2 and 3). Mousaviraad et al. (2017) provided the range of variability
for some of the parameters. Table 6.4 shows the values for fixed parameters and the range
of values for variable parameters.
A naive view of predicting the output of a DEM based on training data might consider
it as being a point estimation of a fixed population quantity. In contrast, the prediction is
providing a point guess of the realization of a random variable. In other words, the physical
and mechanical properties of grains are not fixed values. These parameters have variability
from one grain to another and from one part of grain’s surface to the other parts which
cause variation in bulk behavior of grains; Thus the training simulations are not to find the
fixed values for response parameters of the application; they are to find the distribution of
responses for the range of input parameters.
To develop the surrogate models, the Gaussian process based predictors were utilized
since the relationship between input parameters, and output is meaningful (i.e. the assump-
tions that lead to these predictors are explicitly stated) and several familiar predictors like
linear and cubic spline regressions are special cases of this method.
The Gaussian Process Regression (GPR) is a non-parametric interpolation method for
which the interpolated values have a multivariate normal distribution governed by prior
covariances. If the data points chosen are proper representer of the input domain, GPR
gives the best linear unbiased prediction of the intermediate values. The basic idea of GPR
is to predict the value of a response parameter at a given point by computing a weighted
average of the known values of the function in the neighborhood of the point with certain
assumptions about the distribution of the data points. GPR fits a spatial correlation model
to the design points. The correlation of the response between any two observations decreases
as the values of the independent variables become more distant. In other words, GPR for
each point in the input domain, estimates a response value and a confidence interval for the
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estimation. The confidence interval gets tighter around the estimation point as the distance
to closed by training points decreases. The details of GPR method utilized in this study
is presented in Appendix A. The GPR method was used to quantify the main effect, the
marginal effect, and the total sensitivity of each factor.
Stage 4: Optimization
Gaussian process regression models are used as surrogates of DEM simulations for the
optimization algorithm of DEM input parameters. A constrained Newton’s optimization
method was utilized to maximize the desirability value of the response parameters by ma-
nipulating values of inputs. The desirability function for multiple responses was defined to
match target values for each parameter based on the function introduced by Derringer and
Suich (1980). This function finds input parameter values that provide the most desirable
response values.
Considering the interaction effect between DEM input parameters on the bulk response
of granular material systems, and since the optimization methods calculate local optimum
values, optimizing the surrogates for a single bulk response parameter could lead to several
combinations of input parameters that would produce the same response value. To eliminate
the combinations that work only for the particular application that the model is developed
based upon, a multi-objective approach for calibration of DEM models based on several
response parameters from multiple calibration experiments was developed which potentially
could lead to the optimized combination of input parameters that best represents the grain
of interest.
As described in detail in chapter 5, the interaction force between particles in particulate
systems can be categorized to impact force, compression force, and shear force. In most
particulate systems one or two of these force categories are the most common interaction
force. The idea behind the proposed multi-response calibration approach is to consider
few simple calibration applications where each of them can be categorized as one of the
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three categories of particulate systems, thus being most sensitive to certain DEM input pa-
rameters. Considering the wide coverage of calibration applications over the wide domain
of interaction behaviors, simultaneous calibration of DEM based on multiple applications
would avoid selection of local optimum points for DEM input parameters that best predict
the dynamic behavior of applications that belong to a single category of particulate applica-
tions. In this case, instead of having a single local optimum for each response parameter, a
linear combination of multiple responses is optimized to match a variety of objectives. The
optimization results for single-response versus multi-response approaches are presented in
the results section.
Stage 5: Validation
Once the DEM model for the desired grain is calibrated, the developed DEM model
needs to be validated against a physical experiment that doesn’t have the same or similar
flow/interaction behavior as calibration applications. Author recommends validation appli-
cation to be large laboratory applications that is independent from calibration applications
and is similar to or is a section of final industrial application of interest. If the DEM simula-
tion accurately predicts bulk responses of validation application, then the developed model
can be trusted to accurately predict the final particulate system as long as the interaction
between particles can be categorized within the domain of calibration and validation appli-
cations. On the other hand, if the DEM model couldn’t predict the response of validation
application, the selected contact model and estimated DEM input parameters need to be
re-evaluated to insure that they are closely representing the interaction behavior of particles
and particle-machine for the validation/final application.
DEM Model Development for Corn Kernels
The DEM model development framework, presented above, was followed to develop a
model for corn kernels at three moisture content levels. Based on previous studies, multi-
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ple characterization measurements and experiments were conducted on corn samples. The
characterization stage included measuring particle density, bulk density, coefficient of resti-
tution, and stiffness. The procedure and results of these experiments are presented in
chapter 5.
The angle of repose and direct shear test were performed as well to investigate the
bulk behavior of grains. These two tests were then selected as calibration experiments.
The conditions and geometries of the physical experiments were exactly replicated in DEM
simulation. EDEM 2017 (DEM solutions Inc., Edinburgh, UK) software was utilized for
executing the simulations.
The JMP (JMP Statistical Discovery.TM , SAS Campus Drive, Building T, Cary, NC,
USA) software package was used to generate the design of experiment points. Forty design
points were produced to have sufficient coverage over the input parameters space, where the
parameters are corn’s Young’s modulus (C-YM), Corn-Corn static friction coefficient (CC-
SF), Corn-Corn rolling friction coefficient (CC-RF), and Corn-Corn cohesion (CC-Co). The
variable input parameters and their range were selected based on the information obtained
from literature, exploratory simulations, and previous studies. The MATLAB and JMP
software packages were utilized for GPR surrogate fitting and optimization of DEM input
parameters.
Two experiments of hopper discharge flow and paddle elevator were simulated as valida-
tion cases for calibrated DEM models of corn at the three moisture content levels of 11%,
16%, and 26%. The prediction accuracy of the developed DEM models were examined in
comparison with physically measured responses.
Effect of Moisture Content Variation on DEM Input Parameters
In chapter 5, the effect of MC variation was presented on physical properties, mechanical
properties, and bulk behavior of corn kernels, experimentally. In this chapter, one of the
objectives is to determine whether if the same trend as shown experimentally is followed by
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DEM models and also to investigate the effect of MC on arbitrary DEM parameters such
as rolling friction. This objective is investigated by comparing the trend of DEM input
parameters estimated from calibration procedure with the trend observed experimentally.
This comparison between DEM and experiment is discussed in the following section.
Results and Discussion
In this section, first, a summary of experimental test results needed for DEM model
development are presented. Next, fitted surrogates to DEM simulations and the calibration
of the DEM model of corn results are presented. The accuracy of the calibrated models is
tested by presenting the simulation result of the validation cases. Finally, the effect of MC
variation on DEM input parameters values is evaluated.
Characterization and Calibration Physical Experiments (Stages 1 & 2)
The summary of measured physical and mechanical properties of corn samples at differ-
ent MC levels are presented in Table 6.1. Since there was no significant difference between
particle density of grains at measured MC levels, the particle density of particles were con-
sidered as a fixed input parameter of DEM model for all moisture content levels. Therefore,
the measured bulk density was used to calibrate the DEM particle density.
Similarly, the coefficient of restitution was considered as a fixed parameter at each
moisture content level, being estimated experimentally. These test results indicate the
overall static and dynamic behavior of corn as a granular material.
The statistical analysis of Angle of Repose (AOR) and Direct Shear Test (DST) demon-
strates their high sensitivity to MC variation. As explained in previous chapters, AOR
is sensitive to static and rolling friction of corn DEM model. These properties of AOR
test, indicates its fitness for being utilized as a calibration application for this study. The
exploratory simulations of DST indicated it’s high sensitivity to Young’s modulus, static
friction, and cohesion values of the DEM contact model.
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Table 6.1: Physical and mechanical properties of combine-harvested corn samples at 3 MC
levels needed for DEM model development
Property 11% 16% 26% P-value
Mean SD Mean SD Mean SD [11%vs16%,
11%vs26%, 16%vs26%]
Particle density (kg/m3) 1292.9 41.7 1309.9 46.0 1214.9 67.0 [0.6601 0.1621 0.1129]
Bulk density (kg/m3) 758.3 2.5 743.6 1.5 660.2 9.1 [0.0009 0.00005 0.0001]
Corn-Polycarbonate
CoR1
0.44 0.18 0.49 0.11 0.34 0.09 [0.1993 0.0086 0.0000]
Corn-Steel CoR 0.35 0.20 0.39 0.14 0.29 0.14 [0.3732 0.1835 0.0076]
Bucket AoR2
height [h(mm)] 129 1.5 134 2.2 149 1.4 [0.0030 0 0]
Repose angle [ψ(o)] 21 0.2 22 0.7 33 1.4 [0.0153 0 0]
Direct Shear Test
Corn-Corn τ95 50.3 - 68.4 - 99.6 - [ 0 0 0]
Corn-Corn τ180 94.5 - 113.5 - 151.7 - [ 0 0 0]
Corn-Corn τ265 138.6 - 159.0 - 212.7 - [ 0 0 0]
Corn-Polycarbonate τ95 13.8 - 18.8 - 40.6 - [ 0 0 0]
Corn-Polycarbonate τ180 27.4 - 26.7 - 70.5 - [ 0 0 0]
Corn-Polycarbonate τ265 40.8 - 39.9 - 109.6 - [ 0 0 0]
Corn-Steel τ95 16.0 - 22.4 - 32.9 - [ 0 0 0]
Corn-Steel τ180 32.9 - 43.0 - 57.0 - [ 0 0 0]
Corn-Steel τ265 48.9 - 64.1 - 87.7 - [ 0 0 0]
1 Coefficient of Restitution
2 Angle of Repose
Angle of Repose Test
As discussed in chapter 5, the height of the flat portion of the pile (h), and the AOR (ψ)
for the inclined pile section are utilized as bucket AOR responses for calibration of DEM
models.
Experimentally, the AOR tends to increase with an increase in MC of particles. This
trend is due to the increase in static friction force between particles. Increase in MC leads
to an increase in resistance against sliding and consequently to a higher AOR. The pile’s
height is also increasing with MC increase.
Table 6.2: Bucket AOR test results at three sample MC levels
MC(%) h(mm) ψ(
o)
Mean SD Mean SD
12% 120 6.7 19 0.7
15% 124 2.5 18 0.4
20% 133 0.9 22 1.0
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Figure 6.2: a) Bucket AOR test and its response parameters. h is the height of pile, δ is
the length of flat portion of pile, and ψ is the angle of repose. b) The visualization of the
DEM simulation of bucket AOR test.
The surface profile of corn from DEM simulation against the experiments is shown in
Figure 6.3. This figure shows the exploratory simulation results achieved by using minimum
and maximum values of the variable DEM input parameters (Table 6.4). The plot shows
that the experimental result fits well in the DEM design of experiment domain.
Forty training simulations (for surrogate model development) of bucket AOR were exe-
cuted for LHS generated design points. The training simulation results for the bucket AOR
test were evaluated by performing the same piecewise line-fitting method implemented on
physical bucket AOR test to obtain the response values of pile height and pile angle.
Direct Shear Test
Direct shear test of corn-polycarbonate was utilized to measure the static friction co-
efficient between the two, at three MC levels. Since the apparent adhesion for Corn-
Polycarbonate at all MC levels were smaller than 3 kPa and based on the one-way analysis
of variance there was no significant difference between the adhesion values for three MC lev-
els (p-value=0.09), it was assumed to have minimal influence on the bulk responses, thus,
The Mohr-Coulomb failure criterion was set to have no intercept term (adhesion term).
Doing so resulted in a similar angle of internal friction between corn and polycarbonate
for all MC levels with the mean angle of internal friction of 6.8o and SD of 1o. Thus, the
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Figure 6.3: Angle of repose surface profile. comparison of experiment (mean values of the
three replicates) with simulation input range (Table 6.4).
Corn-Polycarbonate Coefficient of static friction of 0.12 was used as a fixed input parameter
for the DEM models.
Table 6.3: Corn-Corn direct shear test results at three sample MC levels
MC(%) φ(
o) C (kPa) τ180
Mean SD Mean SD Mean SD
12% 27 1.6 5.4 6.4 96 2.8
15% 26 0.6 15.5 8.5 102 5.2
20% 30 1.1 19 6.8 125 8.9
Similar to bucket AOR test, forty training simulations of the direct shear test were
conducted. Since each data point of apparent cohesion and angle of internal friction requires
three normal stress levels, a total of hundred and twenty direct shear simulations were
executed.
Figure 6.4 presents the visualization of the direct shear test DEM simulation. This figure
shows the force distribution applied to the kernels at different horizontal deformations. In
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the beginning, there is no pattern to the force distribution. As the shearing continues, the
force applied on the particles located on the diagonal of the shear box increase.
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Figure 6.4: Visual illustration of direct shear test DEM simulation sliced in the middle of
the shear box parallel to the shearing direction
DEM Model Development
As presented in chapter 5, MC could affect the cohesive behavior of grains; thus the
Hertz-Mindlin with JKR Cohesion contact model (DEM-Solutions, 2014) was chosen to
simulate corn flow behavior. It has been implemented in EDEM software as a cohesion
contact model that accounts for the influence of Van der Waals forces within the contact
zone. This contact model allows for modeling of adhesive particulate systems, such as dry
powders or wet materials (DEM-Solutions, 2014).
The corn kernel shape characterization procedure was discussed in previous chapter. In
Table 5.3 the size and shape properties of kernels are reported. The low value of roundness
indicates the sharp corners of the kernels, and the aspect ratios of 0.64 and 0.6 are good
indications of non-spherical shape of the particles. Considering the importance of shape
approximation for DEM accuracy, a two clumped spheres (two-sphere) shape representation
(Figure 6.5) with similar shape characterization properties were generated. The two-sphere
model adapted the kernels’ mean values of d1, d2, and d3 with maximum difference of
10%. The DEM shape also had a 3D sphericity of 0.81 and roundness of 0.91. While the
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sphericity was reasonably close to physical kernels’ value (0.87) with less than 6% difference.
The difference in roundness value had been accounted for by utilizing the rolling friction
in DEM contact model. A comprehensive study of DEM shape approximation effect on
DEM parameters and accuracy for corn kernels has been presented in previous studies
(Mousaviraad et al., 2016, 2017).
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Figure 6.5: DEM two-sphere shape approximation
Table 6.4 provides the range of variable and the value of fixed input parameters of
HM-JKR DEM model for corn.
Table 6.4: Range of input parameters for design of computer experiment of corn DEM
Parameter Range Unit Source
Corn Particle density 1240 kg/m3 Calibrated
Young modulus (C-YM) 100− 2000 MPa (Boac et al., 2010; González-
Montellano et al., 2012; Shelef and
Mohsenin, 1969; Chung and Ooi,
2008)
Poisson’s ratio 0.4 (ASABE Standard, 2013)
Polycarbonate Density 1180 kg/m3 (Acrylite GP, )
Young modulus 2960 MPa (Acrylite GP, )
Poisson’s ratio 0.35 (Acrylite GP, )
Corn-Corn Sliding friction (CC-SF) 0.05− 0.6 (Mousaviraad et al., 2017)
Rolling friction (CC-RF) 0− 1 (Mousaviraad et al., 2017)
Restitution 0.2 (Mousaviraad et al., 2017)
Cohesion (CC-Co) 0− 300 mJ/m2 Exploratory analysis, (Wu and
You, 2007)
Corn-Polycarbonate Sliding friction 0.12 Estimated
Rolling friction 0.1 (Mousaviraad et al., 2017)
Restitution 0.59 Drop test
Adhesion 0 J/m2 Estimated
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Surrogate Fitting, Sensitivity Analysis, and Input Calibration (stages 3 & 4)
From the forty training simulations of bucket AOR and direct shear tests, three response
parameters (Y) of AOR (ψ(o)), pile height (h(mm)), and maximum shear stress at 95kPa
normal stress (τ95(kPa)) were obtained. This data was used to develop a Gaussian Process
surrogate for each response parameter corresponding to input parameters. The standardized
simulation responses by the Jackknife predicted values plot (Figure 6.6) shows that the
points lie along the diagonal (Y = X) of the plot which indicates the goodness-of-fit of the
Gaussian process surrogates to the calibration simulation responses. All points are evenly
distributed along the diagonal line between values of zero and one which indicates a good
coverage of responses domain by the training data points.
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Figure 6.6: Simulation predicted versus Gaussian process surrogate Jacknife Predicted re-
sponses
As explained in section 6, Gaussian process regression (GPR) is a non-parametric
Bayesian interpolation method with a known regression equation and correlation function.
This data-driven method is formed by fitting the training data to the model and evaluating
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the regression coefficients (β), variance (σ2Z), and the correlation function hyper-parameter
(θ). For the simplicity of GPR models and to improve sensitivity analysis, the linear re-
gression equation was assumed to be a constant value, and the input parameter values were
standardized to [0,1]. Table 6.5 presents the GPR parameters for each input and response
parameters developed.
Table 6.5: Gaussian process surrogate parameter values for each response parameter with
respect to variable DEM input parameters
Y β σ2Z
θ
C-YM CC-SF CC-RF CC-Co
(MPa) (mJ/m2)
ψ 19.5 51 8.42 0.73 60.35 0.24
h 134.8 474 0.66 3.40 11.88 1.26
φ 24.2 74 7.67 4.08 6.10 0.01
C 9.6 145 4.837 5.05 167.88 0.73
τ180 106.6 736 0.87 17.60 0.18 6.20
Generally, the higher the values of θ associated with an input, the lower the correlation
between points in the input domain due to that particular parameter. This means that
a small change in that particular input parameter causes a relatively more substantial
variation in the response. Parametric variance-based sensitivity analysis for each response
parameter and overall for all responses is presented in Table 6.6. Direct shear test responses
showed higher sensitivity to C-YM compared to bucket AOR responses. This behavior was
expected for confined application of the direct shear test to be more sensitive to coefficients
associated with normal force calculation.
Table 6.6: Simulation parametric sensitivity analysis of response variables to the input
parameter based on the variation of response due to the overall variation the parameters
Y C-YM CC-SF CC-RF CC-Co Interacting Parameters
(MPa) (mJ/m2)
ψ 0.102 0.257 0.483 0.159 C-YM/CC-RF
h 0.106 0.413 0.275 0.206 CC-SF/CC-Co
φ 0.162 0.439 0.23 0.169 C-YM/CC-SF
C 0.222 0.181 0.402 0.195 C-YM/CC-SF /CC-RF
τ180 0.141 0.552 0.172 0.135 CC-SF/CC-Co
Overall 0.147 0.368 0.312 0.173 All parameters
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Based on the sensitivity analysis, all responses are highly sensitive to the variation of
frictional parameters (CC-SF and CC-RF); which indicates the critical effect of frictional
forces on responses of selected simple calibration applications. Since most grain handling
types of equipment belong to the category of flow applications, and the typical character-
ization of flow systems is particles sliding over each other, and over the surfaces, a high
sensitivity of selected applications to frictional coefficients would help with calibration of
these parameters for such category of applications. A commonly reported observation for
friction coefficients is that it is estimated to have higher values for confined applications in
comparison with loose systems. Being able to calibrate this parameter to a compromising
state for both situations, could provide a DEM model capable of predicting a more extensive
range of applications.
All responses showed similar sensitivity to the Corn-Corn cohesion except for the height
of pile in bucket AOR test. This response, in particular, was highly sensitive to CC-Co.
This phenomenon highlights the fact that cohesive forces could, in particular, affect the
static state of particles and the transition from static to the dynamic state. The height of
the pile was higher for simulations with a higher CC-Co value which means that the cohesive
forces between particles resisted against particles flowing out of the bucket. Keeping the
structure of particles, caused a higher pile height. This behavior was also clearly evident,
investigating the total kinetic energy of the system.
The calibration process for individual response parameters with desirability factor of
matching physical measurements led to multiple combinations of input parameters or even
a wide range of values for less sensitive input parameters to the particular response. Figure
6.7 illustrates this concept for the height of AOR response. The first row of plots indicates
the height for the standardized range of each input parameter, fixing others at their current
value. The second row plots the desirability function for each parameter to match the
physically measured height for corn sample at 11% MC level. The vertical dashed lines
indicate the current value for each input parameter whereas the horizontal ones specify the
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desired response value on the first row and the maximum desirability for the second row.
It is evident that single-objective optimization does not lead to a unique combination of
input values as in this particular case, the C-YM has a wide range of acceptable values
with minimal effect on the response, and the CC-RF can take any of the three points
indicated in the graph that touch the maximum desirability line. This phenomenon is due
to the interaction effect between variables, low sensitivity of the response to a particular
input parameter, and limited representation of response domain by individual response
parameter. This emphasizes the importance of proper selection of calibration experiments
covering a wide range of particle interactions and using multi-objective optimization to
strengthen the parameter calibration accuracy.
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Figure 6.7: Height of the AOR graph over variable DEM input parameters optimized to
match the corn at 12% MC level and its desirability
Table 6.7 Shows the results of the multi-objective optimization process for three MC
levels. The desirability factor of all levels was higher than 90%. The optimized input
parameter values were used to simulate the AOR test and direct shear test to evaluate the
accuracy of the optimization process. The simulation results were within the estimated
confidence interval predicted for desirability function with the overall desirability of 0.71
analogous to experiment. This indicates that the Gaussian Process surrogates predicted the
simulation behavior accurately and the multi-objective calibration procedure has yielded to
the optimal combination of input parameters. Figure 6.8 represents the comparison between
experiment and simulation results of the direct shear test using calibrated inputs. This figure
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Figure 6.8: Direct shear test result comparison between experiment and calibrated DEM
simulation for MC level of (A) 11%, (B) 16%, and (C) 26%
indicates that the simulation closely predicts the maximum shear stress at all normal stress
levels for three MC levels. Bucket AOR simulations showed similar prediction accuracy.
Table 6.7: Calibrated DEM input parameter values
MC C-YM CC-SF CC-RF CC-Co
(%) (MPa) (mJ/m2)
11% 1110 0.235 0.53 0
16% 1680 0.416 0.53 47
26% 2000 0.566 0.125 160
The effect of an increase in MC level of corn has been represented by an overall increase
in C-YM, CC-SF, and CC-Co for these particular applications. However, there was not a
particular trend evident for the CC-RF. This could be due to the interaction effect between
this parameter and CC-SF. Previous studies on the physical characteristics of corn kernels
at different MC levels confirms these trends. As reported in the literature (Table 5.1),
increase in MC level of kernels, increases the cohesive behavior of particles. It also leads to
an increase in friction coefficient and a decrease in rupture force which could be interpreted
as an increase in Young’s modulus (Seifi and Alimardani, 2010; Sangamithra et al., 2016).
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Validation (stage 5)
After calibrating DEM input parameters for three MC levels of corn based on bucket
AOR and direct shear test, independent validation of developed DEM models was per-
formed, simulating a hopper discharge flow and the single-paddle clean grain elevator appli-
cations as introduced in chapter 5. The hopper test was first performed experimentally for
corn at investigated MC levels. The results showed a significant effect of corn’s MC level
on hopper discharge’s mass flow rate (P-value = 0.03); in which, the increase in MC caused
a decrease in mass flow rate.
Figure 6.9 shows a visualization of particles from a simulation of the hopper discharge.
This figure presents the flow behavior of particles in three time-steps of 0.5s, 2.5s, and 4.5s.
Particles are colored based on their velocity which indicates how the particles slide over each
other in layers to discharge from the orifice. Particles flow in dome-shaped layers above the
orifice. This indicates that hopper discharge is a frictional flow application.
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Figure 6.9: Visualization of hopper discharge DEM simulation of corn, at 16% MC level,
sliced in two directions of a) parallel to the gate’s sliding direction at the center of the
hopper. b) perpendicular to the gate’s sliding direction at the middle of opening distance
The simulation predicts the mass flow rate with a relative error of -5%, -4%, and 0.6% at
steady state for three MC levels of 11%, 16%, and 26% respectively. Such low errors indicate
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the effectiveness of the developed statistical framework for calibration of DEM models for
flow applications.
The single paddle test stand (SPTS) was equipped with an impact plate to measure the
corn-machine interaction force at high impact rate. The experimental results were presented
in previous chapter. The exact same geometry and test setup was replicated to simulate the
paddle elevator application. Figure 6.10 shows the flow of particles impacting the impact
plate every 5 ms.
The maximum impact forces predicted by DEM simulation versus experimental mea-
surement is presented in Table 6.8. The relative prediction error for corn-machine impact
force was less than 11% for all moisture content levels indicating the high accuracy of the
developed DEM models for corn.
Table 6.8: Impact force measurement versus DEM prediction
MC Experimental (N) DEM prediction (N)
(%) Mean Standard deviation
11% 243 13 262
16% 257 10 285
26% 392 32 363
The high prediction accuracy of DEM models indicates the effectiveness of calibration
and validation framework for developing DEM models suitable for simulation of grain han-
dling system application.
This framework also provides valuable information about the effect of each DEM input
parameter on bulk responses even if the relationship is non-linear. This multi-response
calibration and validation procedure also proved to be a reliable method for investigation
of the effect of environmental parameters (i.e., the effect of MC variation) on DEM model
parameters.
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Figure 6.10: Images of DEM simulation of corn colliding with the impact plate (with 5 ms
time difference between frames) in SPTS for Corn at 16% MC level and input mass of 5kg
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Conclusion
The effect of moisture content (MC) on the flow behavior of corn as an environmental
parameter and its effect on DEM input parameters was studied. It was demonstrated that
MC affects the sliding behavior of grains in both loose and confined particulate systems.
The MC level of corn had a significant effect on bulk responses of bucket angle of repose,
direct shear test, and hopper discharge flow rate.
A systematic and multi-response calibration and validation approach for DEM modeling
was developed and utilized for this study. The bucket AOR and the direct shear tests were
chosen as simple calibration experiments, and the hopper discharge flow application was
used as the independent validation application. The Hertz-Mindlin with JKR cohesive
force (HM-JKR) contact model was selected for this study to investigate the suitability of
JKR cohesive forces alongside the frictional and normal forces in the prediction of corn
dynamics in loose and confined applications. It was concluded that the increase in MC
of corn caused an increase in Corn’s Young modulus, the Corn-Corn coefficient of static
friction, and the Corn-Corn coefficient of rolling friction of the DEM model. The HM-JKR
contact model was able to predict the flow behavior of corn at 15% and 20% MC levels, but
corn at 12% MC level can be sufficiently modeled as cohesion-less material.
The DEM model calibration and validation methodology presented in this study is
demonstrated to be capable of establishing DEM models under a variety of environmental
conditions. This method can be used to develop high fidelity DEM models for specific
granular materials capable of predicting dynamic responses of a wide range of environmental
conditions and particulate systems classifications, e.g., loose and confined applications.
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CHAPTER 7. CONCLUSION AND FUTURE WORKS
The objective of this PhD dissertation was to develop systematic material properties
calibration approach to develop a DEM grain models reproducing physics-based bulk be-
havior of harvested corn kernels. After a thorough review of literature and performance
of exploratory investigations, it was hypothesized that DEM material parameters could be
determined by designing a set of virtual experiments and executing simulation-driven cal-
ibration methodology to match experimental data. The experimental data should capture
the bulk material responses for particular crop-to-equipment interaction domain.
In the first phase of the research, Angle of Repose (AOR) test of harvested corn was se-
lected as calibration application. The Latin Hypercube Sampling (LHS) design was utilized
to generate twenty seven design points. The DEM simulation runs of AOR applications
were executed for the design point and the DEM model with most accurate prediction was
selected as calibrated model. To validate the DEM model, the flow of corn through screw
grain auger was simulated and the mass flow rate was predicted with 27% error.
A second calibration application was selected and simulated with the same twenty seven
DOE points. A surrogate model was developed for each of the two calibration applications
and a combination of DEM input parameters that provided accurate prediction for both
applications was selected as calibrated DEMmodel of the corn kernels. The calibrated model
was used to simulate the screw grain auger application. The relative error for predicting the
corn mass flow rate improved significantly (relative error of 5%). This technique was called
“multi-response calibration method”. The successful utilization of DOE was interpreted as
a proof of concept for the stated research hypothesis.
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Finally, a five stage DEM model development framework was introduced for systematic
calibration and validation of grain DEM models. This framework was utilized to inves-
tigate the effect of corn moisture contents on DEM input parameters and bulk behavior
of grains in laboratory built hopper discharge application and clean grain paddle elevator
from a combine grain harvest machine. Multiple physical-mechanical material testing (bulk
density, particle density, coefficient of restitution, direct shear test and AOR) experiments
were performed on corn samples at 11%, 16%, and 26% moisture content levels. These
experiments indicated a significant effect of kernels’ moisture content on friction proper-
ties, hopper flow rate, and stiffness of particles. The five stage DEM model development
framework was utilized to develop the DEM model of corn at 11%, 16%, and 26% moisture
content levels. It was concluded that calibrated DEM input parameters for three moisture
content levels were following the same variation pattern as the responses from the physical
experiments. DEM simulation predicted the mass flow rate of hopper discharge flow and
impact force of the clean grain paddle elevator application with relative errors of 0.6% to
11% compared to physical experiments.
DEM methodology that utilizes multi-response Design of Experiment (DOE) and cal-
ibration approach to reproduce bulk (flow and shear) material behaviors was successfully
implemented for harvested corn at three moisture contents. Comparing experiment and
DEM simulation using the calibrated corn models, yielded to a reasonable accuracy (range
0.6 % to 11 % error) in predicting the responses from grain flow in screw-auger and grain-
to-structure interactions in the clean grain paddle elevator of a combine harvester.
The next step would be utilization of the developed framework for generating a database
library for DEM material parameters of other agricultural material such as grains (rice,
wheat) and flexible fibrous particles (wheat straw) at different moisture content levels. The
developed library would be used by researchers and engineers to full integrate the DEM
technique into simulation based-design and analysis of their applications of interest with
quantitative level of prediction accuracy. This framework could also be an starting point
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for developing similar terminology for granular materials and particulate systems in other
fields such as pharmaceutical and mining industries.
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APPENDIX A. GAUSSIAN PROCESSES REGRESSION
Gaussian Process regards the deterministic simulation output y(.) as the realization of
the random function
Y (x) =
p∑
j=1
fj(x)βj + Z(x) = fT (x)β + Z(x) (A.1)
where f1(.), ..., fp(.) are known as regression functions, β = (β1, ..., βp)T is a vector of
unknown regression coefficients, and Z(.) is a stationary Gaussian process on χ with zero
mean, variance σ2Z , and correlation function R(.).
Suppose that the training data consists of the simulation output at input sites x1, ..., xn
and that y(x0), where x0 is any arbitrary location in the input domain, is to be pre-
dicted. Form the prediction equation A.1, it can be concluded that Y0 = Y (x0) and
Y n = (Y (x1), ..., Y (xn))T (training responses) have the multivariate normal distribution. Y0
Y n
 ∼ N1+n

 fT0
F
β, σ2Z
 1 rT0
r0 R

 (A.2)
where f0 = f(x0) is the p × 1 vector of regression functions for Y (x0), F = (fj(xi)) is the
n×p matrix of regression functions for the training data, r0 = (R(x0 − x1), ..., R(x0 − xn))T
is the n × 1 vector of correlations of Y n with Y (x0), and R = (R(xi − xj)) is the n × n
matrix of correlations among the Y n training data. The parameters β ∈ IRp and σ2Z > 0
are unknown.
Since the correlation function R(.) is unknown, the basic strategy is to predict y(x0) by
Ŷ (x0) = Ŷ0 ≡ fT0 β̂ + r̂T0 R̂−1(Y n − Fβ̂) (A.3)
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where β̂ = (F T R̂−1F )−1F T R̂−1Y n and the estimates R̂ and r̂0 are determined from an
estimator of the correlation function R(.). Such predictors are called Empirical Best Linear
Unbiased Predictors (EBLUPs) of Y (x0). The Gaussian correlation function
R(h) = exp
− d∑
j=1
θjh
2
j
 (A.4)
was utilized for input parameters where h = xij−xkj is the distance between points of i and
k. This means if θ is approximated, the correlation can be calculated for any two points.
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APPENDIX B. DIRECT SHEAR TEST ANALYSIS PROGRAM
1 PlotData = subplot_class;
2 [Pass,Info,Headers,Normal_Pressure_Humbolt]= readHumExcelData(File.Location);
3 Max_Shear_Stress(:,1) = max(Pass(:,10,:),[],1);
4 sorted_Normal_Pressure_Humbolt = unique(Normal_Pressure_Humbolt);
5 k =1;
6 for j = 1: length(sorted_Normal_Pressure_Humbolt)
7 k = 0;
8 for i = 1: size(Pass,3)
9 if Normal_Pressure_Humbolt(i) == sorted_Normal_Pressure_Humbolt(j)
10 k = k+1;
11 Pass_Sorted(:,:,j,k) = Pass(:,:,i);
12 Max_Shear_Stress_Sorted(j,k) = Max_Shear_Stress(i);
13 end
14 end
15 end
16
17 Normal_Pressure = Normal_Pressure_Humbolt .* 1.1396 + 3.2116; %kPa 1407002
High Pressure
18 sorted_Normal_Pressure = unique(Normal_Pressure);
19 Speed = 1; % mm/min
20 ave_length = 15; % mm
138
21
22 % Shear stress−Horizontal deformation:
23 x_name = 7;
24 y_name = 10;
25 for kk = 1:size(Pass_Sorted,3)
26 for m = 1:size(Pass_Sorted,4)
27 PlotData(kk).X(:,m)=Pass_Sorted(:,x_name,kk,m);
28 PlotData(kk).Y(:,m)=Pass_Sorted(:,y_name,kk,m);
29 end
30 PlotData(kk).Axis = [0 18 0 ((fix(max(max(max(Pass_Sorted(:,y_name,:,:)))
)/20)+1)*20) 6 6 0 0];
31 if kk==1, PlotData(kk).Axis(8) = 1; end
32 if kk==1,PlotData(kk).YLabel = ['\makebox[4in][c]{\textbf {',Headers{
y_name},'}}']; end
33 end
34
35 % Vertical−Horizontal deformation:
36 x_name = 7;
37 y_name = 8;
38 fff=kk;
39 for kk = 1:size(Pass_Sorted,3)
40 fff=fff+1;
41 for m = 1:size(Pass_Sorted,4)
42 PlotData(fff).X(:,m)=Pass_Sorted(:,x_name,kk,m);
43 PlotData(fff).Y(:,m)=Pass_Sorted(:,y_name,kk,m);
44 end
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45 PlotData(fff).Axis = [0 18 ((fix(min(min(min(Pass_Sorted(:,y_name,:,:))))
/0.2)−1)*0.2) ((fix(max(max(max(Pass_Sorted(:,y_name,:,:))))/0.2)+1)
*0.2) 6 6 1 0];
46 if kk==1, PlotData(fff).Axis(8) = 1; end
47 if kk==2
48 PlotData(fff).XLabel = {['\makebox[4in][c]{\textbf {',Headers{x_name
},'}}'],'\makebox[4in][c]{\textbf {(B)}}'};
49 elseif kk==1
50 PlotData(fff).XLabel = {'\makebox[4in][c]{\phantom{\textbf {Line 1}
}}';'\makebox[4in][c]{\textbf {(A)}}'};
51 elseif kk==3
52 PlotData(fff).XLabel = {'\makebox[4in][c]{\phantom{\textbf {Line 1}
}}';'\makebox[4in][c]{\textbf {(C)}}'};
53 end
54 if kk==1,PlotData(fff).YLabel = ['\makebox[4in][c]{\textbf {',Headers{
y_name},'}}']; end
55 end
56 PlotRangeData = PlotData;
57
58 for j = 1: size(PlotData,2)
59 for i = 1:size(PlotData(1,j).X,1)
60 PlotRangeData(1,j).X(i,:) = PlotData(1,j).X(i,:);
61 PlotRangeData(1,j).Y(i,1) = mean(PlotData(1,j).Y(i,:));
62 PlotRangeData(1,j).Y(i,2) = mean(PlotData(1,j).Y(i,:)) + tinv(0.05,(
size(PlotData(1,1).Y,2)−1)) * std(PlotData(1,j).Y(i,:))/size(
PlotData(1,j).Y,2);
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63 PlotRangeData(1,j).Y(i,3) = mean(PlotData(1,j).Y(i,:)) + tinv(0.95,(
size(PlotData(1,1).Y,2)−1)) * std(PlotData(1,j).Y(i,:))/size(
PlotData(1,j).Y,2);
64 end
65 end
66
67 shape = {'−k' '−−k' '−−k'};
68 multiple_LinePlot_func(PlotRangeData,'FigureName',[File.FileName(12:end−12),'
NormalPressure_94.4_180_265'],'PerRow',[3 3],...
69 'CommonLegend',{'Mean Value','$95\%$ C.I.'},'CommonLegendLocation','south
',...
70 'CommonTitle','','Size',1,'MarkerFrequency',20,'FigureHeight',10,'Print',
shape,...
71 'WhiteSpace',[0.15 0.02 0.13 0.05],'Margin',[0.04 0.03 0.01]);
72
73 %%
74 x_name = 9;
75 y_name = 10;
76 mean_MSS = mean(Max_Shear_Stress_Sorted,2)';
77 mean_NF = sorted_Normal_Pressure;
78 P2 = polyfit(mean_NF,mean_MSS,1);
79 xx = linspace(0,300,1001);
80 yy = polyval(P2,xx);
81
82 x = linspace(min(Normal_Pressure),max(Normal_Pressure),length(
sorted_Normal_Pressure_Humbolt));
83 yfit = polyval(P2,x);
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84 yresid = mean_MSS − yfit;
85 SSresid = sum(yresid.^2);
86 SStotal = (length(mean_MSS)−1) * var(mean_MSS);
87 rsq = 1 − SSresid/SStotal;
88
89 PlotData(7).X(1:length(Normal_Pressure),1)=Normal_Pressure;
90 PlotData(7).Y(1:length(Max_Shear_Stress),1)=Max_Shear_Stress;
91 PlotData(7).X = DataFeederWithNan('Matrix',PlotData(7).X,'Vector',mean_NF);
92 PlotData(7).Y = DataFeederWithNan('Matrix',PlotData(7).Y,'Vector',mean_MSS);
93 PlotData(7).X = DataFeederWithNan('Matrix',PlotData(7).X,'Vector',xx);
94 PlotData(7).Y = DataFeederWithNan('Matrix',PlotData(7).Y,'Vector',yy);
95 PlotData(7).Axis = [0 ((fix(max(Normal_Pressure)/50)+1)*50) 0 ((fix(max(
Normal_Pressure)/50)+1)*50) 6 6 1 1];
96 PlotData(7).XLabel = '\makebox[4in][c]{\textbf {Normal Stress (kPa)}}';
97 PlotData(7).YLabel = '\makebox[4in][c]{\textbf {Max Shear Stress (kPa)}}';
98 leg = {'Data','Mean Data','Fitted Line'};
99 PlotData(7).Legend = leg;
100 PlotData(7).LegLoc = 'northwest';
101 shape = {'ok' '^kF' '−.k'};
102 multiple_LinePlot_func(PlotData(7),'FigureName',[File.FileName(12:end−12),'
Cohesion_',num2str(P2(2),3),'kPa_Friction_',num2str(atan(P2(1))*180/pi,2)
],'PerRow',[1],...
103 'CommonTitle','','Size',1,'FigureHeight',9,'Print',shape ,...
104 'WhiteSpace',[0.15 0.05 0.1 0.05],'Margin',[0.03 0.02 0]);
105 dim = [0.62 0.64 0.3 0.3];
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106 str = {['Cohesion = $',num2str(P2(2),1),'$ $kPa$'],['Angle of friction = $',
num2str(atan(P2(1))*180/pi,2),'^\circ$'], ['$(R^2 = ',num2str(rsq,3),')$'
]};
107 ano = annotation('textbox',dim,'String',str,'FitBoxToText','on','
BackgroundColor','white');%,'HorizontalAlignment','right','
VerticalAlignment','top');
108 set(ano,'FontUnits','points','FontWeight','normal','FontSize',7,'FontName','
Arial','interpreter','latex','LineStyle','none')
109
110 % Linefiting to the shear−Nornal stress assuming zero cohision:
111 P1 = mean_NF' \ Max_Shear_Stress_Sorted(:,1);
112 P2 = mean_NF' \ Max_Shear_Stress_Sorted(:,2);
113 P3 = mean_NF' \ Max_Shear_Stress_Sorted(:,3);
114 Pmean = mean([P1,P2,P3])
115 Pstd = std([P1,P2,P3])
116 A1 = atan(P1)*180/pi;
117 A2 = atan(P2)*180/pi;
118 A3 = atan(P3)*180/pi;
119 Amean = mean([A1,A2,A3])
120 Astd = std([A1,A2,A3])
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APPENDIX C. PADDLE ELEVATOR SIGNAL ANALYSIS
PROGRAM
1 % Generating the folder structure containing the data of all subfolders
2 clear all; clc; close all;
3 if ispc
4 addpath('E:\Box Sync\07_Softwares\MATLAB\Useful MATLAB Programs\');
5 InDir = 'E:\Box Sync\02_Projects\DEM Grain Handing (PhD−MM)\Palddle
Elevator\Data';
6 OutDir = 'E:\Box Sync\02_Projects\DEM Grain Handing (PhD−MM)\Palddle
Elevator\Data\Processed Data';
7 elseif ismac
8 addpath('/Users/mohammad/Box/07_Softwares/MATLAB/Useful MATLAB Programs/'
);
9 InDir = '/Users/mohammad/Box/02_Projects/DEM Grain Handing (PhD−MM)/
Palddle Elevator/Data';
10 OutDir ='/Users/mohammad/Box/02_Projects/DEM Grain Handing (PhD−MM)/
Palddle Elevator/Data/Processed Data';
11 end
12
13 addpath('E:\Box Sync\02_Projects\DEM Grain Handing (PhD−MM)\Calibration
procedure_Meta Model\Produced Materials\MATLAB programs\functions\');
14
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15 OutputDirGenerator_func(OutDir); %Generating the Output Root Directory
16 TempDir=OutputDirGenerator_func([OutDir,filesep,'temp']); % Temperary
directory for temporary outputs
17 Folders = directoryFilesReader_func(InDir,'MultipleDirectory',false,'
MultipeFileConfiguration',false,'RecursiveFolders',true);
18 clearvars −except Directory Folders OutDir TempDir
19
20 %% Reading the Impact force data for each run
21 for i=1:length(Folders)
22 FolderNames{i} = split(Folders(i).Files(1).Folder,filesep);
23 FolderNames{i} = FolderNames{i}{end};
24 end
25
26 k=1;
27 for i = 1:length(FolderNames)
28 if strcmpi(FolderNames{i},'DeweSoftData') || strcmpi(FolderNames{i},'
Exports')
29 for j=1:1:length(Folders(i).Files)
30 if strcmpi(Folders(i).Files(j).Format,'.csv')
31 TestDataStructure(k).Run = Folders(i).Files(j).Run;
32 TestDataStructure(k).Location = Folders(i).Files(j).Location;
33 TestDataStructure(k).MetaData = Folders(i).Files(j);
34 k=k+1;
35 end
36 end
37 end
38 end
145
39
40 k=1;
41 for i = 1:length(FolderNames)
42 if strcmpi(FolderNames{i},'MassData')
43 for j=1:1:length(Folders(i).Files)
44 if strcmpi(Folders(i).Files(j).Format,'.csv')
45 [rep,intakeMass,ConvayedMass] = ImportMassData_func(Folders(i
).Files(j).Location);
46 k=k+1;
47 end
48 end
49 end
50 end
51 for k= 1:length(TestDataStructure)
52 TestDataStructure(k).IntakeMass = intakeMass(k)/1000;
53 TestDataStructure(k).ConvayedMass = ConvayedMass(k)/1000;
54 end
55
56 %% Importing impact force:
57 close all; clc
58 for i = 1: length(TestDataStructure)
59 TestData(i).DataStructure = TestDataStructure(i).MetaData;
60 TestData(i).IntakeMass = TestDataStructure(i).IntakeMass;
61 TestData(i).ConvayedMass = TestDataStructure(i).ConvayedMass;
62 [TestData(i).Time, TestData(i).Mass, Gate, TestData(i).SampleRate] =
ImportImpactForce_func(TestData(i).DataStructure.Location);
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63 TestData(i).Time=TestData(i).Time(Gate>1.5); % Selecting only the part of
data that is for running the test
64 if ~isempty(TestData(i).Time)
65 TestData(i).Valid=true;
66 TestData(i).Time = TestData(i).Time − TestData(i).Time(1);
67 TestData(i).Mass=TestData(i).Mass(Gate>1.5); % Selecting only the
part of data that is for running the test
68 else
69 TestData(i).Mass =[];
70 TestData(i).Valid = false;
71 end
72 end
73 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
74 EvaluateRange = 1: length(TestData);
75 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
76
77 %% Frequency analysis of the Impact force:
78 close all; clc
79 for i=1:EvaluateRange
80 if TestData(i).Valid
81 range1 = 1:numel(TestData(i).Time); % SPTS being off range
82 [TestData(i).Frequency, TestData(i).MagFFT, TestData(i).PSD, TestData
(i).Phase, TestData(i).FFT] = Mide_FFT_PSD([TestData(i).Time(
range1) TestData(i).Mass(range1)],TestData(i).SampleRate);
83 SignalAndFrequencyPropertyPloter_func(TestData(i),range1);
84 end
85 end
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86 clearvars −except Directory Folders OutDir TempDir FolderNames TestData
TestDataStructure EvaluateRange
87
88 %% Noise Filteration Process based on Frequency analysis
89 close all; clc
90 % clf
91 for i=EvaluateRange
92 if TestData(i).Valid
93 range1 = 1:numel(TestData(i).Time);
94 [~,I] = sort(TestData(i).FFT,'descend');
95 I = I(2000:end);
96 FFTDenoised = TestData(i).FFT;
97 FFTDenoised(I)=0; % Removing low amplitude fruquencies
98 [~, index]= min(abs(TestData(i).Frequency−67.6)); % This is the most
common frequency in most runs
99 % FFTDenoised(index)=0;
100 MassDenoised = ifft(FFTDenoised,length(FFTDenoised),'symmetric'); %
Converting back to the time domain
101 fsResamp = round(TestData(i).Frequency(index)*101); % resampling
frequency calculation
102 vResamp = resample(MassDenoised, fsResamp, TestData(i).SampleRate); %
Resampling to the new frequency which is a multiple of common
frequency
103 tResamp = (0:numel(vResamp)−1) / fsResamp;
104 tResamp= tResamp + TestData(i).Time(1);
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105 MassDenoised2 = sgolayfilt(vResamp,4,101); % Savitzky−Golay finite
impulse response (FIR) smoothing filter of polynomial order 4 and
frame length 151
106 TestData(i).MassDenoised = resample(MassDenoised2, TestData(i).
SampleRate, fsResamp ); % Changing back the frequency to the
original frequency
107 TestData(i).MassDenoised = TestData(i).MassDenoised(1:numel(TestData(
i).Mass)); % Making sure the length of signal is the same as the
original signal
108 end
109 end
110
111 %% Calculating the ImpactForce, Momentum and max force.
112 for i = 1: length(TestData)
113 if TestData(i).Valid
114 % finding the Impact Position:
115 ImpactRange = ImpactRangeFinder_func(TestData(i).Mass,mean(TestData(i
).Mass)−1*std(TestData(i).Mass)); % Finding the impact Range
116 ImpactData(i).DataStructure = TestData(i).DataStructure;
117 ImpactData(i).SampleRate = TestData(i).SampleRate;
118 ImpactData(i).IntakeMass = TestData(i).IntakeMass;
119 ImpactData(i).ConvayedMass = TestData(i).ConvayedMass;
120 ImpactData(i).Time = TestData(i).Time(ImpactRange) − TestData(i).Time
(ImpactRange(1));
121 ImpactData(i).Mass = TestData(i).Mass(ImpactRange);
122 ImpactData(i).MassDenoised = TestData(i).MassDenoised(ImpactRange);
123 ImpactData(i).Force = ImpactData(i).MassDenoised.*9.81;
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124 ImpactData(i).MaxForce= ImpactData(i).Force(abs(ImpactData(i).Force)
==max(abs(ImpactData(i).Force)));
125 ImpactData(i).Momentum = sum(ImpactData(i).Force)*(ImpactData(i).Time
(end)−ImpactData(i).Time(1));
126 else
127 ImpactData(i).IntakeMass=0;
128 end
129 end
130
131 clearvars −except Directory Folders OutDir TempDir FolderNames TestData
ImpactData TestDataStructure ImpactDataAnalysis
132 % clearvars TestData
133
134 %% Statistical Analysis of Impact force data:
135
136 Intakeind(:,1)= round([ImpactData.IntakeMass])==3;
137 Intakeind(:,2)= round([ImpactData.IntakeMass])==4;
138 Intakeind(:,3)= round([ImpactData.IntakeMass])==5;
139
140 for i=1:3
141 ImpactDataAnalysis.ConvayedMass.Mean(i) = nanmean([ImpactData(Intakeind(:,i))
.ConvayedMass]);
142 ImpactDataAnalysis.ConvayedMass.Std(i) = nanstd([ImpactData(Intakeind(:,i)).
ConvayedMass]);
143 ImpactDataAnalysis.MaxForce.Mean(i) = nanmean([ImpactData(Intakeind(:,i)).
MaxForce]);
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144 ImpactDataAnalysis.MaxForce.Std(i) = nanstd([ImpactData(Intakeind(:,i)).
MaxForce]);
145 ImpactDataAnalysis.Momentum.Mean(i) = nanmean([ImpactData(Intakeind(:,i)).
Momentum]);
146 ImpactDataAnalysis.Momentum.Std(i) = nanstd([ImpactData(Intakeind(:,i)).
Momentum]);
147 end
148
149 %% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
150 %%%%%%%%%%%%%%%%%%% Functions %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
151 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
152 %%
153 function [x_3D, y_3D, z_3D] = Mide_Spectrogram(datalist,fActual,
nSlicesPerSecond)
154 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
155 %[x_3D, y_3D, z_3D] = FFT_PSD_Spectrogram(datalist,fActual,nSlicesPerSecond)
156 % Given a dataset this will calculate the spectrogram
157 %
158 % Inputs:
159 % datalist = two column array with time in first column, data to analyze
160 % in second
161 % fActual = sample rate of the data in Hertz
162 % nSlicesPerSecond = number of slices per second to break up spectrogram
163 %
164 % Outputs:
165 % x_3D = time for spectrogram
166 % y_3D = frequency for spectrogram
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167 % z_3D = amplitude for spectrogram
168
169 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
170
171 %Compute Spectrogram
172 nPts=length(datalist(:,1));
173 yfft=datalist(:,2);
174 nPointsPerSlice=floor(fActual / nSlicesPerSecond);
175
176 if(nPointsPerSlice == 0 || nPointsPerSlice > nPts)
177 disp('nPointsPerSlice cannot be achieved; slicing adjusted.');
178 nPointsPerSlice = nPts/4;
179 end
180
181 yfft=reshape(yfft([1:floor(length(yfft)/nPointsPerSlice)*nPointsPerSlice]),
nPointsPerSlice,[]);
182 [fftrows,fftcols]=size(yfft);
183
184 % create the lone X vector to scale these all against...
185 x=[0:fftrows−1];
186 recordSliceTime=datalist(fftrows,1) − datalist(1,1);
187 recordSliceTime=recordSliceTime+(recordSliceTime/fftrows);
188 x = x .* (1/recordSliceTime);
189
190 window=[1:fftrows];
191 windowy = (0.53836 − .46164*cos((2*pi*window(:)) ./ (length(window)−1)));
192
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193 yabs=yfft; % pre−allocate yabs with same size as yfft
194
195 for j=[1:fftcols]
196 yfft(:,j)=fft(yfft(:,j) .* windowy(:)); % windowed
197 yabs(:,j)=abs(yfft(:,j)) / (0.5*length(yfft(:,j)));
198 yabs(1,j)=0;
199 end
200
201 nPointsOfInterest=nPointsPerSlice /2;
202 startPointOfInterest=1;
203 endPointOfInterest=nPointsOfInterest;
204
205 if(startPointOfInterest < 0)
206 startPointOfInterest = 0;
207 end
208 if(endPointOfInterest > length(x)/2)
209 endPointOfInterest = length(x)/2; % do not show user aliased data
210 end
211
212 % finally, actually make the plot!
213 x_3D = [1:fftcols] / nSlicesPerSecond;
214 y_3D = x([startPointOfInterest+1:endPointOfInterest+1]);
215 z_3D = yabs([startPointOfInterest+1:endPointOfInterest+1],:);
216 end
217
218 %%
219 function [freq, xdft, psdx, phase, FFT] = Mide_FFT_PSD(datalist,fActual)
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220 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
221 %[freq, xdft, psdx, phase] = FFT_PSD_Spectrogram(datalist,fActual)
222 % Given a dataset this will calculate the FFT PSD and phase
223 %
224 % Inputs:
225 % datalist = two column array with time in first column, data to analyze
226 % in second
227 % fActual = sample rate of the data in Hertz
228 %
229 % Outputs:
230 % freq = frequency bins for FFT and PSD
231 % xdft = amplitude of FFT in native units of datalist
232 % phase = phase response of FFT in radians
233 % psdx = amplitude of FFT in native units of datalist squared divided by
234 % Hz
235 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
236
237 %Compute FFT & PSD
238 Fs = fActual;
239 x = datalist(:,2);
240 N = length(x);
241 freq = 0:Fs/length(x):Fs;%/2;
242 freq=freq(1:end−1);
243 FFT = fft(x);
244 % xdft = xdft(1:floor(N/2)+1);
245 psdx = (1/(Fs*N)) * abs(FFT).^2;
246 psdx(2:end−1) = 2*psdx(2:end−1);
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247 psdx = psdx';
248 xdft = 1/length(x).*FFT;
249 xdft(2:end−1) = 2*xdft(2:end−1);
250 xdft = xdft';
251 phase = unwrap(angle(xdft));
252 xdft = abs(xdft);
253 end
254
255 %% Signal Ploter
256 function fig= SignalAndFrequencyPropertyPloter_func(ImpactForce,range1)
257 fig = figure('Name',ImpactForce.DataStructure.FileName,'NumberTitle','off');
258 subplot(2,2,1)
259 plot(ImpactForce.Time(range1),ImpactForce.Mass(range1),'LineWidth',1.2)
260 xlabel('Time (s)'); ylabel('Amplitude (kg)'); title('Impact Force Data');
261 grid on
262 subplot(2,2,2)
263 plot(ImpactForce.Frequency,ImpactForce.MagFFT,'LineWidth',1.2)
264 xlabel('Frequency (Hz)'); ylabel('Amplitude (kg)'); title('FFT of Impact
Force Data');
265 grid on
266 xlim([0 1000])
267 subplot(2,2,3)
268 loglog(ImpactForce.Frequency,ImpactForce.PSD,'LineWidth',1)
269 xlabel('Frequency (Hz)'); ylabel('Amplitude (kg^2/Hz)'); title('PSD of Impact
Force Data');
270 grid on
271 subplot(2,2,4)
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272 [x_3D1, y_3D1, z_3D1] = Mide_Spectrogram([ImpactForce.Time(range1)
ImpactForce.Mass(range1)],ImpactForce.SampleRate,4);
273 surf(x_3D1, y_3D1, log(z_3D1),'EdgeColor','none') %surface plot with
amplitude on a log scale
274 xlabel('Time (s)'); ylabel('Frequency (Hz)'); zlabel('Amplitude'); title('
Spectrogram of Impact Force');
275 grid on
276 ylim([0 1000]) %only plot to 1000 Hz
277 view(2)
278 set(fig,'color', 'white','units','points','position',[20, 50, 1000, 600]);
279 end
280
281 %% Impact Finder
282 function range= ImpactRangeFinder_func(force,Threshold)
283 t = force<Threshold;
284 k=1;
285 for i=2:length(t)
286 if t(i)==0
287 k=i;
288 end
289 SUMX(i) = sum(t(k:i));
290 end
291 [maxLength, maxindex]=max(SUMX);
292 range=maxindex−maxLength+1:maxindex;
293 end
294
295 %% Data Importer Function
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296 function [Times,Mass, Gate, SampleRate] = ImportImpactForce_func(filename)
297 % Initialize variables.
298 delimiter = ',';
299 startRow = 5;
300 endRow = 5;
301 formatSpec = '%s%*s%*s%[^\n\r]';
302 % Open the text file.
303 fileID = fopen(filename,'r');
304 textscan(fileID, '%[^\n\r]', startRow(1)−1, 'WhiteSpace', '', 'ReturnOnError'
, false);
305 dataArray = textscan(fileID, formatSpec, endRow(1)−startRow(1)+1, 'Delimiter'
, delimiter, 'TextType', 'string', 'ReturnOnError', false, 'EndOfLine', '\
r\n');
306 for block=2:length(startRow)
307 frewind(fileID);
308 textscan(fileID, '%[^\n\r]', startRow(block)−1, 'WhiteSpace', '', '
ReturnOnError', false);
309 dataArrayBlock = textscan(fileID, formatSpec, endRow(block)−startRow(
block)+1, 'Delimiter', delimiter, 'TextType', 'string', 'ReturnOnError
', false, 'EndOfLine', '\r\n');
310 dataArray{1} = [dataArray{1};dataArrayBlock{1}];
311 end
312 d = split(dataArray{:, 1},':');
313 SampleRate = str2num(d(2));
314 % Initialize variables.
315 delimiter = ',';
316 startRow = 8;
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317 endRow = inf;
318 formatSpec = '%f%f%f%*s%[^\n\r]';
319 textscan(fileID, '%[^\n\r]', startRow(1)−1, 'WhiteSpace', '', 'ReturnOnError'
, false);
320 dataArray = textscan(fileID, formatSpec, endRow(1)−startRow(1)+1, 'Delimiter'
, delimiter, 'TextType', 'string', 'EmptyValue', NaN, 'ReturnOnError',
false, 'EndOfLine', '\r\n');
321 for block=2:length(startRow)
322 frewind(fileID);
323 textscan(fileID, '%[^\n\r]', startRow(block)−1, 'WhiteSpace', '', '
ReturnOnError', false);
324 dataArrayBlock = textscan(fileID, formatSpec, endRow(block)−startRow(
block)+1, 'Delimiter', delimiter, 'TextType', 'string', 'EmptyValue',
NaN, 'ReturnOnError', false, 'EndOfLine', '\r\n');
325 for col=1:length(dataArray)
326 dataArray{col} = [dataArray{col};dataArrayBlock{col}];
327 end
328 end
329 % Close the text file.
330 fclose(fileID);
331 % Allocate imported array to column variable names
332 Times = dataArray{:, 1};
333 Mass = dataArray{:, 2};
334 Gate = dataArray{:, 3};
335 end
336
337 %% Mass Data Importer
158
338 function [Replicate,intakesamplegr,Convayedgr] = ImportMassData_func(filename
)
339 %% Initialize variables.
340 delimiter = ',';
341 startRow = 2;
342 endRow = inf;
343
344 formatSpec = '%f%f%f%[^\n\r]';
345
346 %% Open the text file.
347 fileID = fopen(filename,'r','n','UTF−8');
348 % Skip the BOM (Byte Order Mark).
349 fseek(fileID, 3, 'bof');
350
351 textscan(fileID, '%[^\n\r]', startRow(1)−1, 'WhiteSpace', '', 'ReturnOnError'
, false);
352 dataArray = textscan(fileID, formatSpec, endRow(1)−startRow(1)+1, 'Delimiter'
, delimiter, 'TextType', 'string', 'ReturnOnError', false, 'EndOfLine', '\
r\n');
353 for block=2:length(startRow)
354 frewind(fileID);
355 textscan(fileID, '%[^\n\r]', startRow(block)−1, 'WhiteSpace', '', '
ReturnOnError', false);
356 dataArrayBlock = textscan(fileID, formatSpec, endRow(block)−startRow(
block)+1, 'Delimiter', delimiter, 'TextType', 'string', 'ReturnOnError
', false, 'EndOfLine', '\r\n');
357 for col=1:length(dataArray)
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358 dataArray{col} = [dataArray{col};dataArrayBlock{col}];
359 end
360 end
361 %% Close the text file.
362 fclose(fileID);
363 %% Allocate imported array to column variable names
364 Replicate = dataArray{:, 1};
365 intakesamplegr = dataArray{:, 2};
366 Convayedgr = dataArray{:, 3};
367 end
