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Abstract
This doctoral research investigates the efficiency of two instructional designs: a design
based on the direct-instruction approach to learning and its extension with a collaborative
activity based upon the community of inquiry approach to learning. This is motivated by
the educational challenge associated with the improvement of the learning phase. The
goal is to investigate the extent to which highly guided communities of inquiry, when
added to direct-instruction teaching methods, can actually improve the efficiency of
learners. A total of 577 students participated in the experiments across 24 third-level
classes that were divided into two groups. A control group of learners attended a delivery
based on direct instructional guidelines only, while an experimental group received the
same delivery (in equal conditions) extended through a collaborative and inquiring
design. Subsequently, learners of each group individually answered a multiple-choice
questionnaire (MCQ), from which a performance measure was extracted for the
evaluation of the acquired factual, conceptual and procedural knowledge. Two measures
of cognitive load (CL) were acquired through self-reporting questionnaires: one
unidimensional and one multidimensional. These, in conjunction with the performance
measure, contributed to the definition of three measures of efficiency. Statistical evidence
shows a positive impact of the experimental layout on the efficiency scores of students,
as a consequence of its improvement across three phases: tuning, experimental and
refined. The minor contribution to the body of knowledge is a replicable primary research
that requalifies an inquiry activity technique, usually employed at primary and secondary
levels, as well as other ill-structured domains, in better-structured domains within thirdlevel education. This contribution is connected to a major one that lies in the example of
the complementarity between cognitivist direct instructional techniques and social
constructivist approaches to teaching and to learning, rather than in the example of their
individual, distinct and competitive uses.
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•

CL = Cognitive Load

•

CLT = Cognitive Load Theory

•
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•

MCQs = Multiple-choice Questionnaires

•
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•
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•
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•
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•
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•
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•

Structure of Observed Learning Outcomes (SOLO)

•

TU Dublin = Technological University Dublin

•
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CHAPTER 1: INTRODUCTION
The background to Behaviourism, Cognitivism and Constructivism, three widely
employed learning theories, is key for the definition of their impact on the layout of
teaching and learning activities. Behaviourism and Cognitivism mainly focus on the
transfer of knowledge: the former via the response associated with a specific stimulus and
the latter via mental processes in working memory, believed to be the basic component
of the human cognitive system. However, constructivism stresses the construction of
knowledge through social interaction associated with individual mental acts. A wellknown cognitivist theory, Cognitive Load Theory (CLT), is grounded on the assumption
of an existing human cognitive architecture that processes external information in
memory via transfer of knowledge from working memory (conscious and limited in its
capacity to acquire knowledge) to long-term memory (unconscious and unlimited in its
capacity to acquire and store knowledge permanently) by employing mental resources
(Sweller et al., 2019). Scholars of CLT critique constructivist approaches because they
tendentially ignore the role of working memory in processing the information and the
importance of providing ‘direct instructions’ in order to facilitate the transfer of
knowledge (Kirschner et al., 2006; Sweller et al., 2007; Sweller, 2009). Direct
instructions are elements of significant information elaborated to provide definition of
concepts and their applications (Goeke, 2009). In contrast with the acquisition of primary
biological knowledge that does not require any mental effort, for instance when learning
the language employed in a native social context, the acquisition of secondary knowledge,
for example, learning to write and to read, is mentally demanding: it requires a person to
experience mental effort to achieve it and it is influenced by the limitation of working
memory (Geary, 2012). In other words, humans have, in their genetic makeup, the
information necessary to acquire biological primary knowledge without any effort,

40

without any explicit information, just as they do not have the genetic tools to gain
secondary biological knowledge automatically. Consequently, to acquire secondary
knowledge, learners need explicit instructional designs and these influence their cognitive
load (CL) (Geary, 2012). The CL is the amount of mental resources employed by learners
to process information and to carry out a learning task (Kalyuga, 2007). The management
of the CL via the format of instruction is key to successfully processing secondary
biological knowledge. On one hand, too much CL can overcome the limits of working
memory, hampering the learning process because of a situation of overload. On the other,
too little CL can denote insufficient effort being dedicated to successfully performing a
learning task because of a situation of underload. As constructivist approaches do not take
into account the aforementioned cognitivist assumptions of teaching and learning, a
concern regarding their effectiveness to design instructional materials that guide learners
to successfully achieve learning outcomes is expressed by scholars of CLT (Kirschner et
al., 2006; Sweller et al., 2007; Sweller, 2009).

1.1 Problem Statement and Research Question
The problem statement originates from the asserted superiority of direct instructions over
constructivist approaches in achieving learning outcomes (Kirschner et al., 2006; Sweller
et al., 2007; Sweller, 2009). Constructivist approaches are not believed to be optimally
effective in designing instructions that lead learners to achieve learning outcomes, due to
the fact that they lack consideration of a working memory system whereby the
information is believed to be processed through mental procedures (Sweller et al., 2019).
To be more precise, constructivist inquiry-based approaches fail to acknowledge that any
information has to be explicitly delivered through direct instructions, in order to be
suitable to be transferred from working memory to long-term memory and to facilitate

41

learning. Consequently, their approach in the design of instructions to teach and to learn
is believed to provide a low rate of effectiveness in achieving learning outcomes. The
management of human mental resources via the design of instruction emerged as the key
component that motivated the aforementioned critique. Unfortunately, the concept of
effectiveness does not give an account of the CL generated by the design of the
instruction. In other words, the critique expressed by scholars of CLT is not completely
aligned with the assumptions that led to it, namely a lack of consideration of both, direct
instructions, and their impact on human mental resources. This is because the concept of
‘effectiveness’ considers the accomplishment with the desired outcomes only, regardless
of the mental resources employed to achieve them. Consequently, to fill this gap
appropriately, the notion of instructional efficiency is introduced and defined as the
relation between the achievement of the desired learning outcomes within a minimal
expenditure of time or mental effort as a consequence of the format of the instruction
(Hoffman & Schraw, 2010). In order to address the problem statement regarding a hybrid
teaching technique based on direct instructions extended with a particular social
constructivist methodology, the community of inquiry is proposed. This is exemplified,
in the literature review, as a group of scholars who collaborate in a social context towards
the definition of the conceptual boundaries associated with a questionable problem
through the use of dialogue (Orru et al., 2018).

The research question being proposed to tackle the aforementioned issue is:
To what extent can a highly guided Community of Inquiry, when added to a directinstruction teaching method, improve the efficiency of learners in comparison to
that of learners exposed to direct instructions only?
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In summary, as illustrated in Figure 1, the purpose of this doctoral research is to
investigate the extent to which a model of social constructivist activities, based on a stepby-step explanation of the process to be adopted in a community of inquiry, when added
to direct-instruction teaching methods, could improve the efficiency of learners.

Figure 1: Graphical representation of the purpose motivating this doctoral research.
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1.2 Research Objectives, Research Methodology and Methods
In order to tackle the research problem stated above, the following research objectives
are defined:
•

To conduct a literature review for understanding the main differences of the
instructional designs associated with the behaviourist, cognitivist and
constructivist learning theories. Specifically, the main goals are: I) to identify the
main elements of CLT and the critiques, brought forward by cognitivists, against
constructivist approaches to the design of instructions; II) to review the specific
constructivist learning theory of the community of inquiry, and understand its
main notions and components necessary for the design of the a novel
collaborative learning activity; III) to identify the key taxonomies of educational
objectives employed for the assessment of learning outcomes of different
instructional designs; IV) to determine the main components of instructional
efficiency and review the main methods to measure it;

•

to design a primary and empirical research experiment based on a deductive
model of reasoning of the literature that includes: I) the proposal of a hybrid
instructional method composed of direct instructions, mainly employed by
scholars of CLT, and a collaborative constructivist activity based on the
community of inquiry principles, inspired by the philosophical application of the
community of inquiry for children; II) the selection of a relevant set of measures
for quantitatively evaluating its efficiency;

•

to implement and execute the designed experiment and collect data from students
attending computer science and research courses, which are clear examples of
well-structured domains, in third-level education;

•

to analyse data and extract relevant findings for answering the research question.
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1.3 Assumptions, Delimitations, Limitations and Scope
The basic assumption that motivated the critique expressed by scholars of CLT towards
constructivist approaches is the existence of a Human cognitive Architecture that is
ignored by these approaches (Kirschner et al., 2006; Sweller et al., 2007; Sweller, 2009).
This architecture is exemplified by CLT scholars as a working memory system whose
limitations, in terms of cognitive load, are supposed to impact the transfer and the
acquisition of knowledge (Sweller et al., 2019). The above assumption concerns the
supposed superiority of teaching activities, whose format is based on direct instructions,
over those that do not explicitly focus on it, as per constructivist approaches. Moreover,
the instruments to measure the CL experienced by participants, and the formulas of
efficiency proposed in the literature review, are assumed to be reliable and valid. The
participants who were to eventually take part in the planned experiment were expected to
perform it by following provided guidelines and by honestly and factually answering the
administered surveys. The main limitation that impacts the implementation of the
experiment is the criterion of voluntary acceptance for performing it which, in turn, might
affect the size of the data acquired. Additional limitations include the length of each
lecture considered in the experiment, which is pre-defined by the instructor and cannot
be changed, as well as the random criteria to place participants in different experimental
groups, and the degree of subjectivity employed in the self-reporting of experienced
loads. The delimitations concern the hybrid design of the teaching activities, including
the extension of direct instructions with a community of inquiry task, and not with other
constructivist methods. The detailed domains and scopes of the research undertaken in
this doctoral work are instructional design and instructional efficiency – both subdisciplines of pedagogy.
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1.4 Expected Contribution to the Body of Knowledge
A minor contribution to the body of knowledge concerns the requalification of the
community of inquiry technique to teaching and learning at third-level education in wellstructured problems and domains, as per those topics taught in computer science and
research courses. Well-structured problems are those in which the initial state, goal state,
and constraints are clearly defined and those whose answers are known a priori. The
community of inquiry is usually employed at primary and secondary levels of education
to tackle ill-structured problems and domains as per epistemological and ethical issues
whose initial states and goals are not clearly defined, and whose related answers are not
known a priori. Additionally, in contrast with the asserted superiority of cognitivist
instructional materials over those elaborated by constructivist scholars, a major
contribution to the body of knowledge is the exemplification of their potential
complementarity towards the definition of hybrid instructions whose layout is aimed at
improving the efficiency of learners. Hybrid methodologies are supported by multiple
assumptions whose heterogeneous applications in teaching and learning are believed to
be potentially more effective in expanding the related body of knowledge than
homogeneous research approaches. This is because they are deemed more suitable to be
requalified through mixed techniques and practices in new contexts. In other words, the
state of the art regarding cognitivist and constructivist approaches to teaching and
learning was focused on their respective differences without a well-defined consideration
of their potential compatibility with the development of optimised instructional designs.
This research position prevented researchers of both sides from further expanding the
related body of knowledge which, in conclusion, is the ultimate goal of the current
doctoral dissertation.
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1.5 Thesis Outline
The current doctoral research is organised into five chapters:
•

Chapter 2 introduces three well-known learning approaches, including
Behaviourism, Cognitivism and Constructivism. Their theoretical background is
key when giving an account of specific learning theories, including the
Information Process Theory for the definition of the working memory system, the
Evolutionary Psychology of Geary, for the justification of direct instructions as
essential conditions of learning, and CLT, for the association between direct
instructions and working memory to optimise the learning process. The chapter
also explains the specific community of inquiry paradigm employed in the
Philosophy for Children (P4C) methodology and exemplifies its application to
developing cognitive skills and improving the critical and mental capabilities of
learners; additionally, it describes in detail a number of efficiency models,
including the Likelihood and Deviational Models, followed by taxonomies of
educational objectives, in order to explain the ways of quantitively assessing
learning in third-level classes;

•

Chapter 3 starts with an explanation of the research hypothesis and describes the
layout of the experiment during its evolution across three phases, which are
elaborated in view of the differences and similarities between cognitivist and
constructivist approaches to teaching and to learning;

•

Chapter 4 firstly presents the results, and then focuses on their analysis by
employing a combination of descriptive and inferential statistics; it continues with
an in-depth critical discussion of the findings;
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•

Chapter 5 summarises this thesis, defines its conclusions and explains its
contribution to the body of knowledge; it also critically summarises the findings
to set future research directions.
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CHAPTER 2. LITERATURE REVIEW
This chapter informs the reader about the background that generated the problem
statement and related research question covered in this doctoral research. As per Figure
2, the chapter explains the relation between learning theories and instructional design,
starting with the theoretical assumptions of Behaviourism, Cognitivism and
Constructivism. It then introduces specific theories and assumptions to mark the
difference between direct-instruction and social constructivist approaches via measures
of instructional efficiency. The gap that emerged motivated the current doctoral research
towards the definition of the proposed experimental solution.

Figure 2: Visual summary of the literature review and relationships between its main components.
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The literature review methodology is based on the definition of the rationale of the
information searched via Google Scholar. The contents investigated are the results of
studies based on different research approaches and methodologies. CLT was selected as
one of the key research approaches under evaluation because of its empirical practices in
comparing the effectiveness and efficiency of different instructional designs in
educational contexts. This set the motivation for this doctoral research in terms of
investigating empirical practices in education evaluated via objective approaches. With
regard to selecting the articles, the initial screening for inclusion and exclusion criteria
was their relevance within CLT, assessed by the search of studies based on the empirical
comparison of the effectiveness and efficiency of instructional designs in achieving
learning outcomes (Templier & Paré, 2015). After this initial screening, a number of
articles emerged (Kirschner et al., 2006; Sweller et al., 2007; Sweller, 2009), which
synthetised a clear gap between Cognitivism and Constructivism and motivated the
selection of the remaining articles towards the definition of the empirical research design.
In order to obtain such a selection, a number of key words, as listed below with a brief
description of the precise focus, were employed for the search and assessment of related
primary studies:
•

CLT (CL and instructional design based on direct guidelines);

•

Evolutionary Psychology of Geary (difference between primary and secondary
biological knowledge);

•

Information Process System (Human Cognitive Achitecture and working
memory);

•

Measures of efficiency (effectiveness and efficiency, relations between
performance and human mental resources, their rationale and standardised
scores);
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•

Behaviourism (trained behaviour, stimulus-response);

•

Cognitivism (transfer of information);

•

Constructivism (construction of the information);

•

Social Constructivism (Zone of Proximal Development [ZPD]);

•

Community of Inquiries (American Pragmatism, P4C and Communities Online:
examples of constructivist approaches based on direct instructions);

•

Taxonomies of Educational Objectives (criteria for the definition of learning
objectives in education).

Basically, the overall inspiration underpinning the definition of the literature review was
motivated by the educational challenge related to developing new and improved
instructional designs in third-level education. This set the rationale and the order of the
articles: those based on CLT studies provided not only the main theoretical background
but also the gap between the assumptions of different research approaches for the
selection of other related articles discussing the best layout for the design of instructions
and teaching practices towards achieving the established learning outcomes.

2.1 Learning Theories and Instructional Design
The goal of learning theories is to improve human awareness of the process of learning
by providing verified instructional strategies and techniques based on foundational
strategy selection (Ertmer & Newby, 2013). In the field of instructional design, the
objective is to diagnose and analyze practical learning problems by applying proper
solutions. This cannot happen without a detailed understanding of how information is
processed and assimilated by learners. Instructional techniques must be designed by
taking into account that the learning context is to be effective; and they must be verified
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through research based on the scientific method being reliable (Ertmer & Newby, 2013).
If the learning process were simple, the relation between theory and practical applications
would be easy and widely accepted. Unfortunately, it is complex and subject to different
interpretations. Three main theories are relevant to informing the reader about the most
relevant approaches shaping and influencing educational practice in the last and present
centuries. These are Behaviourism, Cognitivism and Constructivism (Ertmer & Newby,
2013). Their theoretical roots are from two philosophical approaches (Rationalism and
Empiricism), which provide divergent explanations about the origins of knowledge.
Rationalism assumes that knowledge is developed by the mind, without any mediation
coming from senses. Plato (427-347 BC) initiated this approach by splitting the reality
between ideas and the sensible world. The former shapes the latter and not vice-versa.
The particular feature of this philosophical approach is that ideas are already within
human minds, and that the process of knowledge consists of remembering or discovering
it through a ‘dialectic’ reflection. In terms of instructional design, this approach stresses
how to encode new information on the basis of information already known. Empiricism,
on the other hand, starts with Aristotle (384-322 BC), who conceived knowledge as
sensory impressions only. Experience is considered the primary source of knowledge,
whose continuous association through time and space enables observers to develop
simple ideas first, and complex thoughts after a number of repeated observations and
related judgements. Under this approach, it is critical to provide information on how to
manipulate the external environment in order to discover proper associations.

2.1.2 Behaviourism
Under the assumptions of Behaviourism, the process of learning is composed of stimulus,
response and the association between them (Winn, 1991). In other words, by giving a task
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such as 3 + 3 = 6, the equation is the stimulus, and the correct answer is the response. The
learner is trained to react according to a specific environment that is not supposed to be
discovered or analysed. Learners develop habits that arrange stimuli and their
consequences in connection to the learning exigencies of the related environment
(Schunk, 1991), but no attention is devoted to how these habits are stored in the human
memory (Ertmer & Newby, 2013). Transfer of knowledge occurs when the connection
between stimuli and response is applied into a new context related to new learning
exigencies. In other words, transfer occurs by generalising acquired associations into new
learning

applications.

Behaviourists employ instructional

cues, practice and

reinforcement to recall facts, to define concepts, to explain associations and to perform
specific procedures automatically. A number of principles are employed for designing
instructional guidelines. First of all, learning outcomes must be observable and
measurable as per task-analysis and criterion-referenced assessment. Previous assessment
of students’ knowledge is considered key to establishing the point at which the
instructional training should start; and the use of reinforcement to instruct students on
how to perform learning tasks occurs through rewards and informative feedback. Finally,
procedural knowledge is explained by sequencing the format of instructions starting from
basic chunks of information and moving towards more complex associations (Ertmer &
Newby, 2013). According to the aforementioned principles, a number of behaviourists
theories were developed, the most relevant of which are: Interbehaviourism (Kantor,
1971; Skinner,1965); Methodological Behaviourism (John,1930); Psychological
Behaviourism (Staats & Burns, 1982); Radical Behaviourism (Skinner, 2011);
Teleological Behaviourism (Rachlin, 2002) and Theoretical Behaviourism (Staddon,
2016). All these theories share the same learning assumption based on the association of
a required response to its appropriate stimulus. As Behaviourism approaches give no

53

account of how the mental process works, or how the information is processed by the
human mind, cognitivist theories were developed, at the start of the 20th century, to fill
this gap.

2.1.3 Cognitivism
Cognitivism stresses the assumption that prior knowledge and mental processes are the
cognitive structure enabling the connection between stimuli and response association
(Yilmaz, 2011). Mental processes are considered as the assumptions – the conditions of
possibility of any type of mental association. As a consequence, a shift towards a different
approach towards, and focus on, learning and instruction became a priority for cognitivist
psychologists. Cognitive theories define learning as a discrete change between different
levels of knowledge rather than a change in the modality of response (Ertmer & Newby,
2013). The focus is on the formalisation of learning processes by explaining how
information is acquired, assembled, saved and recovered by the mind. It is not so much
what learners do or how they react during a training phase, but rather, what they know
and how they gain this knowledge (Jonassen, 1991b). In contrast with the practices of
Behaviourism that passively trained learners to respond in a specific way within a specific
environment, learners are considered to be active participants along the learning process.
They actively encode, convert, store and retrieve information from the mind. The
objective of Cognitivism is to enable learners to select and properly employ appropriate
strategies in order to tackle different learning tasks, as per reasoning and problem-solving.
Transfer of knowledge is now a function of the way information, and its possible uses,
are stored in the memory. When learners are able to apply this information in different
contexts, transfer is achieved (Schunk, 1991). Besides their differences, Behaviourism
and Cognitivism share the same ultimate goal: to improve the learning phase by designing
learning environments that optimise the transfer of knowledge in the most effective way
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(Bednar et al., 1992). In order to achieve this goal, both theories of learning use
simplification and standardisation techniques to analyse and decompose knowledge into
smaller chunks of information, eliminating what is considered to be irrelevant. Specific
cognitivist principles to design instructional techniques are: self-planning, monitoring
and revising techniques to elicit an active role of the learner in the learning phase;
analyzing procedures of cognitive tasks; outlining, summarising, synthetising,
sequencing and concept mapping the information to optimise the related cognitive
process; using significant examples and analogies to trigger connections with prior
knowledge (Ertmer & Newby, 2013). Cognitivism is composed of a number of
contributions, and it is quite heterogeneous in its theoretical development. The following
theories have contributed to the evolution of the cognitivism paradigm of learning:
Piaget’s theory of cognitive development (Piaget, 1964); Vygotsky’s theory of Social
Cognitive Growth or ZPD (Vygotsky, 1986;

Lewis, 2018); Festinger’s Cognitive

Dissonance Theory (Festinger, 1957; Harmon-Jones & Mills, 2019); Spiro’s Cognitive
Flexibility Theory (1988); Sweller’s CLT (Sweller et al., 2019); Bruner’s Cognitive
Constructivist Learning Theory (Bruner et al., 1956; Bruner, 1966); Tolman’s theory of
sign learning (1952); the Evolutionary Psychology of Geary (2012); and Information
Process Theory (Neisser, 1967). The goal of cognitivist approaches is to facilitate and
elicit the mental connections of learners between existing schemata of knowledge and
new knowledge. Schemata of knowledge are functions of the human mind that enable
learners to hold a large amount of information in smaller and interconnected chunks,
which, after a number of repeated applications, are stored in working memory
permanently (Plass et al., 2010).
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2.1.3.1 Human Cognitive Architecture
Human cognitive Architecture is a system believed to process information through
sensory input, mental procedures and memory. There are two main models of Human
Cognitive Architecture: the Modal Model of Information Processing and the
Connectionist Model. The latter involves neural nets based on mental functions that
process information through parallel distributed processors, which connect relationships
between different parts of a system (McClelland & Rogers, 2003). However, the former
is the model adopted in CLT and the focus of the current research. It provides an
exemplification of the human mental system for processing inputs. Basically, the human
mind is believed to be limited in its capacity to process information and it works as a
computer that analyses information and determines how this is going to be stored (Zhou
& Brown, 2015). The authors who most contributed to the evolution of this model are
Atkinson and Shriffin (1968), Ericsson and Kintsch (1995) and Baddley (2001). Atkinson
and Shiffrin (1968) proposed a mental model of working memory that is subdivided into
a temporary store, a control processing function and a long-term store. They proposed
that input enters via a sensory register, is subject to processing in a short-term store, and
proceeds to storage in a long-term store. Output then returns from long-term storage via
short-term storage. Subsequently, the idea of a central executive was modified by
Ericsson and Kintsch (1995) and Baddeley (2001) in favour of the function of long-term
memory that permanently stores experience, knowledge and process (Baddeley, 1998;
Ericsson & Kintsch, 1995). This happens through the development of schemata in
working memory, which, after a number of reiterations, encode multiple chunks of
information into long term-memory. When a specific task triggers their application for a
specific purpose, they are automatically retrieved from long-term memory to working
memory. In other words, the aforementioned authors redefined the model proposed by
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Atkinson and Shiffrin (1968), based on temporary and long-term storage connected
through a central executive in terms of ‘working memory’ (conscious and limited) that
exerts a processing and retrieval function in connection with long-term memory
(unconscious and unlimited). Additionally, working memory is believed to perform
visual and spatial mental operations (Baddeley, 2001). The theoretical evolution of this
mental system is briefly summarised in Figure 3.

Figure 3: Working memory system adapted from Atkinson and Shiffrin (1968) and Baddeley (1998).

Further details are provided in section 2.2, where the limitations of working memory are
connected to the design of learning materials based on the empirical research that led to
the theoretical framework of CLT.

2.1.3.2 The Evolutionary Psychology of Geary
In connection with the notion of the limited Human Cognitive Architecture (Atkinson &
Shiffrin, 1968), Geary (2012) distinguishes two types of knowledge: biological primary
and biological secondary. In their genomes, humans have the necessary genetic
information to develop biological primary knowledge without any effort or without any
explicit instructional design aid (learning to speak, behave in a social pattern, listen or
understand). In contrast, the acquisition of cultural secondary knowledge (such as
learning to write, read or count) requires effort and this is influenced by the limitation of
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the human mental architecture (Geary, 2012). Humans do not have the genetic tools to
acquire this knowledge automatically. Nor have they evolved to know how secondary
information should be processed. Consequently, to acquire secondary knowledge,
learners need explicit instructional designs that enhance cognitive load (Geary, 2012).
This is the ‘cost’ in terms of cognitive resources required by working memory to carry
out a learning task. In other words, without direct instructions, working memory cannot
process any type of secondary knowledge. Within the evolutionary psychology of Geary,
five principles enable the information processing procedures of primary biological
evolution to transfer knowledge in working memory (Sweller et al., 2019).
1) The Borrowing and Reorganising Principle: humans evolved by obtaining information
from others and by giving information to others to improve their primary and secondary
knowledge. As previously mentioned, this information is supposed to be implicitly
learned through imitation in connection with the first type of knowledge but otherwise,
explicitly taught in the second case, to be borrowed and reorganised in schemata of
knowledge within long-term memory. 2) The Information Store Principle: long-term
memory enables the natural information processing systems, such as the human system
cognition, to store large amounts of information. 3) The Randomness as Genesis
Principle: when there is no chance of obtaining information from others, new information
is generated by using a random and test procedure in solving problems. This procedure
does not demand any instruction because it is biologically primary. 4) The Narrow Limits
of Change Principle: in connection to human cognition, transfer of knowledge implies a
change in working memory whose capacity is limited when dealing with new
information. 5) The Environmental Organising and Linking Principle: when information
is processed and stored in long-term memory, environmental cues can be employed to
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trigger actions appropriate to the specific environment (as per the stimuli-reinforcement
strategy in behaviourist techniques).

The principles above, applied to the acquisition of biological secondary knowledge,
influenced the theoretical and empirical design of instructional procedures in CLT; and
they are key to giving a full account of the assumptions underpinning its development
(Sweller et al., 2019). The management of working memory resources is a critical
challenge to achieving learning outcomes in education, as explained in detail in section
2.2.

2.1.4 Constructivism
Behaviourism and Cognitivism share a common approach to learning – the objectivistic
approach. Knowledge is acquired through reality as it is, such as an object. However,
constructivism conceives learning by generating meaning from experience and by
shaping its objectivity through internal cognitive structures (Bednar et al., 1992). In other
words, the human mind filters input from external reality to develop its own particular
interpretation of it (Jonassen, 1991a). Meanings are created by the mind through a direct
experience of the environment. This experience, depending on each individual approach,
and their reciprocal interactions, is always perceived as different. Instead of acquiring
meanings, humans generate them through internal representations that are constantly
open to being shaped and changed. Consequently, to understand the process of learning
in each individual, their specific experience must be taken into account (Bednar et al.,
1992). It is the unique interaction between the learner and their environmental factors that
generates knowledge; behaviour is situationally determined (Jonassen, 1991a). Therefore,
it is critical that, to be significant, learning occurs within real contexts of students’ lives.
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Transfer of knowledge cannot be separated from the situational context from which it is
generated. In order to be effective and meaningful, learning must incorporate activity
(practice), concept (knowledge) and their related cultures; in other words, their contexts
of engagement (Brown et al., 1989). In constructivist approaches, there is no space for a
hierarchical analysis of associations: these are continuously changing their order and
shaping their meaning through a relational model of engagement. Constructivism tends
to develop an advanced knowledge in ill-structured domains (Ertmer & Newby, 2013).
Jonassen (1991) outlines three phases of knowledge acquisition: introductory, advanced
and expert. Constructivist learning approaches are supposed to be more effective in the
advanced knowledge phase, where any type of initial misunderstanding and related
misjudgment can be renegotiated, modified or removed (Jonassen, 1991a). On the other
hand, objectivistic approaches as per Behaviourism and Cognitivism better support the
phase of introductory knowledge based on well-structured domains. Cognitivism and
Constructivism share the view of the learner as actively engaged in the learning process
by means of mental activities. This is the reason why Piaget and Vygotsky’s theories are
considered crucial for the theoretical development of both approaches. In detail, the main
constructivist theories are: Piaget’s Theory of Cognitive Development (1964);
Vygotsky’s Theory of Social Cultural Learning (1978); Kelly’s Personal Construct
Theory (Kelly et al., 1963); Jerome Bruner’s Theory of Instruction (1966); and Radical
Constructivism (Von Glasersfeld, 1981). All these theories and related authors consider
not only learner-active processors of information, but also active elaborators of
knowledge. In relation to the design of constructivist instructions for learning, the
following guidelines are considered: to link learning into significant and meaningful
contexts; an active use of knowledge in problem-solving skills; multi-perspective ways
of presenting the information and assessment of transfer of knowledge through a new
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situation that differs from the initial instructional condition (Ertmer & Newby, 2013). The
goal, in constructivist learning and instruction environments, is to make students aware
of the different processes from which knowledge is constructed. Moreover, the process
of knowledge can be elaborated individually and /or socially. This distinction led to the
theoretical gap between ‘Cognitive Constructivism’ (Bruner et al., 1956; Bruner, 1966;
Piaget, 1964) and ‘Social Constructivism’ (Vygotsky, 1978).

2.1.4.1 Cognitive Constructivism
The Cognitive Constructivism of Piaget (1964) focuses on the development of ideas
based on different cognitive phases connected with the age of learners. This occurs
through an individual learning process based on primary cognitive activities as per the
accommodation, assimilation and equilibration of knowledge. In detail, assimilation
refers to the acquisition of new information in terms of schemata of knowledge.
Accommodation means that new information is processed by learners via cognitive
modifications of existing schemata to account for a new experience; and equilibration
focuses on the gap created by the developmental process required between assimilation
and accommodation to set new information based on the modification of the previous
information (Piaget, 1964). Another exemplification of Cognitive Constructivism is
provided by Bruner via the Discovery Learning Approach (1966). In discovery learning,
students are challenged through problem-solving situations, where they are required to
rely on past experience and knowledge to discover new information and relationships
between them. The assumption is that students’ comprehension is optimised by engaging
real-world and contextualised problems, rather than by employing a direct-instruction
method only. Discovery models of learning include:
•

Guided Discovery (based on explicit guidelines);

•

Problem-based Learning;
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•

Simulation-based Learning;

•

Case-based Learning;

•

Incidental Learning (accidental acquisition of learning).

In summary, the cognitive constructivism approaches discussed above show an
exemplification of the belief that knowledge is actively constructed by learners starting
from their existing cognitive structures towards their redefinition for the acquisition of
new knowledge in new contexts of application (Bruner, 1966; Piaget, 1964).

2.1.4.1 Social Constructivism
The Social Constructivism of Lev Semyonovich Vygotsky (1896-1934) highlights the
foundational role of society in the construction of ideas and concepts: individual learning
happens through social interactions as its epistemological foundation. Vygotsky (1986)
stated that the cognitive activities of human beings were developed and adapted through
social interaction into their cultural context. In line with the pedagogy of Dewey (1923),
Vygotsky agrees that teaching scientific concepts without pointing out the process
whereby they have been demonstrated is pedagogically useless, as it enables just rote
learning. A concept is a complex act of thinking: the first step towards a higher level of
cognitive development that is always connected to a practical activity by the mediation
of language (Vygotsky, 1978). Language, when employed to find practical solutions,
affects a child’s behaviour: the subject can relate to itself as an object because of the
mediation of language. In other words, the interpersonal use of language becomes an
intrapersonal function when language is internalised as a tool for problem-solving
(Vygotsky, 1978). The child, by internalised speech, appeals to him/herself in order to
sort out a situation that is considered problematic. In summary, an external situation is re-
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elaborated at an internal level, where the social and linguistic processes proceed
individually: the cognitive development is experienced first interpersonally, at the social
level, and then intrapsychologically, at the individual level. As per Figure 4, Vygotsky’s
theory of social cognitive growth or ZPD corresponds to the gap between the existing
developmental level as defined by independent problem-solving and the level of potential
development as determined through problem-solving under adult guidance, or in
collaboration with more capable peers (Vygotsky, 1978).

Figure 4: ZPD (Lewis, 2018).

The original concept, focused on ‘more competent people’ as the main source of
knowledge and consequently of learning, is further developed in Thinking and speech
(Vygotsky, 1987). Here, the author highlights the higher effectiveness of collaboration in
connection with the ability to solve increasingly difficult problems compared with what
can conceivably be done individually. In other words, collaboration enables learners to
manage multiple tasks, regardless of the presence of more knowledgeable people. To sum
up, the ZDP is based on the ability of learner to imitate others by a basic understanding
of the structural relations comprising the solution to a problem (Vygotsky, 1987).
Imitation includes whatever a learner is not able to accomplish independently, but which
they could achieve by cooperation supported by the use of leading questions (Vygotsky,
1998). In order to trigger Cognitive Development in the ZDP, assistance must be based
on:
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•

Intersubjectivity: this refers to the process whereby performing a common
task starting from different perspectives towards the achievement of a shared
approach (Newson & Newson, 1975);

•

Scaffolding: this refers to calibrate the teaching support, depending on the
level of students’ performance (Tobias & Duffy, 2009);

•

Guided Participation: this refers to a shared endeavour between more and lesscompetent people to perform the same task in collaboration (Jonassen, 2009).

In summary, Social Constructivism is a type of cognitive constructivism that stresses the
primary role of Social Collaboration for the definition of learning at cognitive level.
Scholars of Social Constructivism disagree with the research posture of Piaget, which
investigates the dynamics of the learning process without considering the social context
from which this learning has occurred.

2.1.4.2 Constructivist Instructions versus Direct Instructions
The status of the debate between constructivist and cognitivist methodologies, based on
social interactions and direct instruction respectively, is key to further explaining the
differences in their instructional approaches. In contrast with the information-processing
approach of learning composed of concepts, procedures and facts, constructivist
researchers affirm that knowledge is constructed during the activity of the learner and is
a product of that activity and the context and culture in which it occurs. While context is
of minor importance in direct-instruction approaches to teaching and learning (Chanquoy
et al., 2007), constructivists consider the context, including the goals and motivations of
the learner, as integral to the understanding that follows. Duffy and Jonassen (1992) tried
to define the impact of constructivist views of learning on the design of instruction by
engaging constructivist and direct instructional designers in a dialectical exchange of
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ideas grounded in their respective assumptions and applications in teaching and learning.
However, since then, there has been little progress in developing a widely shared
methodology for a formal evaluation of constructivist learning approaches.
Constructivism appears more a philosophical framework than a theory that enables
instructional researchers to precisely describe instruction or prescribe design strategies.
Despite the fact that there are many instructional models based on the constructivist
framework, there is no evidence of the redefinition of a common model whose theoretical
assumptions can be formally tested (Tobias & Duffy, 2009). Regarding learning tasks,
the constructivist scaffolding technique, for example, provides students with temporary
support towards higher levels of comprehension and skill acquisition. In line with the
assumptions underpinning The ZDP of Vygotsky, it differs from the broader use of direct
instructions, because it is provided only when learners are unable to proceed
autonomously, thus making the formal evaluation of its effectiveness problematic.
Constructivist approaches gradually withdraw guidance as learners become more
competent. Tobias and Duffy (2009) suggest that this could be the reason why these
approaches are considered, by direct-instructional designers, to provide minimal
guidance. With regard to this consideration, Kirschner et al. (2006), state that
constructivist instructional approaches cannot be effective because of their lack of explicit
consideration of Human Cognitive Architecture. This is based on the widely accepted
information-processing model that defines a limited-capacity working memory as the key
feature to be previously considered in order to transfer and permanently store knowledge
in long-term memory. From this perspective, researchers specialised in directinstructional approaches consider that novices learners are unable to effectively process
information without an explicit format of the instructions. According to Kirschner et al.
(2006), minimal instructions overload working memory. From this perspective, the
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construction of knowledge must be grounded on self-explanatory instructional designs
that provide all the information required to perform an underlying learning task.
Kirschner et al. (2006) maintain that, as constructivist paradigms do not clearly consider
the importance of high guidance while performing a learning task, they are set to fail,
especially with regard to novice learners. The publication of the article of Kirschner et al.
(2006) generated a debate, held in 2007 at the conference of the American Educational
Research Association. Here, many interpretations of the gap emerged between the
aforementioned approaches discussed. In order to inform the reader on the state of the art,
the following passage summarises the meaning of the most relevant articles presented at
the conference.

Schwartz et al. (2009) suggested that constructivist teaching may be superior for
situations in which current learning is a preparation for future learning, rather than for
sequential problem-solving. Herman and Gomez (2009) affirmed that direct-instruction
approaches ignore critical components of the instructional process, such as motivation
and the social and cognitive context of the classroom. Wise and O’Neill (2009) stated that
the amount of guidance is just one dimension of the instructional design process, as well
as highlighting the importance of the context and timing in which guidance is delivered.
Spiro and DeSchryver (2009) affirmed that constructivist instructions generate superior
learning outcomes in ill-structured domains only, whereas explicit instructional
approaches may be more suitable for well-structured domains. Sweller (2009) considered
constructivist approaches that withhold information to elicit the construction of
knowledge by learners themselves, in contrast with ‘The Borrowing and Reorganising
Principle’. This is a basic evolutionary principle whereby humans obtain most of their
knowledge by imitation, as described in section 2.1.3.2. By eliminating information in
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terms of guidance, imitation is not possible. Consequently, constructivist approaches are
set to generate ineffective instructional approaches (Sweller, 2009). Based on the same
cognitivist assumptions, Clark (2009) highlighted the importance of guidance
information that should provide accurate and complete demonstrations of how and when
a task should be performed, and the fact that guidance should involve the application of
procedures with immediate corrective feedback. Gresalfi and Lester (2009) critiqued the
definition of learning as a change in long-term memory expressed by Kirschner et al.
(2006). They asserted, instead, that a constructivist approach considers learning as a
change in social activity that integrates what is known with the process whereby learners
know it, and emphasises the application of this understanding.

Finally, Duffy (2009) highlighted the tendency of both cognitivists and constructivists
researchers to consider their own assumptions only, ignoring those of others. On the one
hand, direct-instruction researchers seem to ignore the extensive guidance provided in
constructivist environments, while on the other, constructivist researchers seem to ignore
the role of information-processing and memory limitations in the learning process.

2.2 Cognitive Load Theory (CLT)
CLT is a cognitivist instructional design approach that helps researchers and scholars to
develop new instructions in line with the limitations of Human Cognitive Architecture and
the assumptions of the Evolutionary Psychology of Geary (2012). The core notion related
to the development of the experimental layout exemplified across this research (Chapter 3)
regards the management of the working memory resources in terms of cognitive load, that
is addressed through the following explanation of CLT. Not all the assumptions introduced
below are strictly connected to the definition of the experimental layout (see Chapter 3), as
per the three types of load (intrinsic, extraneous and germane); and their theoretical
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redefinition as a consequence of a number of critiques emerged. However, all the
assumptions discussed below are key for an accurate definition of the theory that inspired
the current doctoral research.

2.2.1 Assumptions
The condition of the possibility of learning is that working memory is ‘informed’ by
explicit instructional designs, otherwise, Human Cognitive Architecture cannot store
information by retrieving and processing it for reasoning and decision-making (Bednar et
al.,1992). Explicit instructions are direct, precise, specific and clear teaching explanations
aimed at facilitating how to deal with a learning task or problem-solving. In this regard,
learners actively process relevant information and its organisation into coherent structures
that expand prior knowledge (Mayer & Moreno, 2003). An essential component of the
Human Cognitive Architecture is its memory, which, based on the assumptions of the
Modal Model of Information Processing, stores information in short- and long-term
periods (Zhou & Brown, 2015). The former is conscious and limited, while the latter is
unconscious and unlimited (Sweller et al., 1998a). Baddeley (Baddeley, 1998) and Paivio
(Paivio, 1986), following Miller’s proposal (Miller, 1956), believe that when working
memory has to deal with new information, it can store just seven chunks at a time.
However, if these chunks are related, and if they have to be processed, humans are able
to handle just two or three at the same time (Kirschner et al., 2011). Under the
aforementioned assumptions, learning consists of expanding the capacity of working
memory (Sweller et al., 1998a) and it takes place by transferring pieces of information
from working memory to long-term memory, as illustrated in Figure 5 (Baddeley, 1998;
Paivio, 1986). According to Schema Theory, the construction of knowledge corresponds
to the transfer of information as schemata in the long-term memory (Chi et al., 1981;
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Plass et al., 2010). Schemata relate different chunks of information from a lower level to
a higher level of complexity and store them as a single cognitive unit reducing the amount
of load in working memory (Sweller et al., 1998a). In other words, schemata of
knowledge are mental acts that hold multiple elements of information through one single
cognitive procedure required to perform a learning task. Moreover, two-channel
processes of information, auditory and verbal, exist. The former processes auditory
sensory input and verbal information, while the latter processes visual sensory inputs and
pictorial representations (Mayer, 2005). The core objective of educational instructional
design is to optimise cognitive resources to process new information. On the one hand, if
the amount of information that has to be held in working memory remains within memory
limits, the learning phase is improved. On the other, if the amount of information
overcomes these limits, an overload situation occurs, and the learning phase is hampered.

Figure 5: A representation of Mental Architecture and the role of CLT in connection with working memory and
schema construction (Orru & Longo, 2018).

Kalyuga 2007 defines CL as the demand required by working memory resources of an
individual to achieve goals of a particular cognitive activity or learning task, when this
person is completely focused on the task. In other words, CL, is the mental cost imposed
by an underlying cognitive task on the human cognitive system. It is supposed to be
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multidimensional and it is the core notion of CLT (Paas et al., 1994). Two types of factors
can interact with cognitive load, causal and assessment as shown in Figure 6.

Figure 6: Causal and assessment factors according to Paas and Van Merriënboer (Paas & Van Merriënboer, 1994)
adapted by Orru and Longo (2018).

The former has an impact on CL, while the latter are influenced by CL. The causal factors
include:

•

the features of the task (T), such as structure, novelty and pressure;

•

the features of the environment (E), such as noise and temperature where a task (T)
is executed and their interaction (ExT);

•

the characteristics of a learner (L), such as capabilities, cognitive style and prior
knowledge;

•

the interaction between environment and learner characteristics (ExL);

•

the interaction between task, environment, learner’s characteristics Ex(TxL).

The assessment factors can be conceived by three dimensions: mental load, mental effort
and mental performance (Paas & Van Merriënboer, 1994; Paas et al., 1994). Mental load is
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influenced by the task (T) and/or by demands from the environment. It is a task-centred
dimension, independent of the subject, and it is considered invariable. Mental effort is a
human-centred dimension that reveals the amount of controlled processing (capacity or
resources allocated for task demands) in which the individual is engaged (Paas et al., 1994).
It is affected by the task-environment interaction (ExT), the subject characteristics’
interaction with the environment (ExL) and the interaction of the learner with the task in
the environment [Ex(TxL)]. Similarly, the level of mental performance is affected by the
factors that impact mental effort (Paivio, 1986). Other factors might affect CL (Longo &
Barrett, 2010a; Longo & Barrett, 2010b) and research in the field has not yet produced a
definitive list (Longo & Leva, 2017).

2.2.2 Cognitive Load (CL) Types
Starting from the research of Halford et al. (1986), on the difficulty, during problemsolving, in processing information with multiple elements at the same time, Sweller
identified the degree of complexity of these elements as element interactivity (Sweller,
1994). From this degree of complexity, two categories of CL have been defined: the
intrinsic and the extraneous loads. Intrinsic load consists of the numbers of elements that
must be processed simultaneously in working memory (element interactivity) for schema
construction. Originally, instructional interventions were believed to not modify the
intrinsic load because it is a characteristic of the material being dealt with. On the contrary,
instructional designs can alter the extraneous load, the CL not strictly being required to
process the information related to the task in working memory (Sweller et al., 1998a). In
1998, the aim of CLT was the reduction of extraneous load: this is a type of inefficient load
that depends on the instructional techniques provided by the instructional format to
complete a task (Sweller et al., 1998a). Paas and Van Merriënboer (1994) refer to
extraneous load as the cognitive consequence of instructional designs on working memory
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that hamper the construction of schema. Beside, intrinsic and extraneous, Sweller proposed
another type of load: the germane (Sweller et al., 1998a). This is the extra effort required
for learning (schema construction) and is suitable for use when intrinsic and extraneous
loads do not overcome working memory resources. This additional effort increases
cognitive load, but it is connected to learning and is thus supposed to facilitate the
construction of schemata. Germane load is the ‘good’ CL and is the consequence of those
cognitive processes such as abstractions and elaboration that are generated by ‘optimal’
instructional designs (Gerjets & Scheiter, 2003). The main goal of developing new
instructional design is to reduce extraneous load and improve germane load by improving
the construction and automation of schemata of knowledge. The three types of load
emerged within CLT, and their role, can be recapitulated as illustrated in Figure 7.

Figure 7: Definitions and role of the CL types of CLT (Orru & Longo, 2018).

As depicted in Figure 8, Sweller and colleagues believe that the three types of load are
cumulative. This means that the total CL experienced by a learner in working memory,
while executing a task, is the overall sum of the three types of load that are independent
sources of load (Sweller et al., 1998a).

Figure 8: Additive definition of overall CL (Orru & Longo, 2018)
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Figure 9 depicts the relationship between the three types of cognitive load, as proposed in
(Miwa et al., 2016). Condition A shows a situation of too much extraneous load that
overloads the mental capacity of the learner. As a consequence, errors are more likely to
occur and the execution of an underlying task takes more time, leading, in certain
circumstances, to the learner’s incapacity to perform it. Condition B, instead, represents
spare working memory capacity, a situation of underload where learners, depending on their
specific characteristics and capabilities, can or cannot accomplish their performance in an
underlying task. That spare capacity can be filled by increasing the germane load, as per
condition C, in order to perform learning tasks optimally.

Figure 9: Relationship between the three types of CL (Miwa et al., 2016).

2.2.3 The Scientific Value of Cognitive Load Theory (CLT)
According to the literature review proposed by Orru and Longo (2018), it emerged that the
three types of load envisioned in CLT – intrinsic, extraneous and germane – have been
mainly measured by means of subjective rating scales (Orru & Longo, 2018). Self-reporting
scales are easy to implement, and they do not influence the primary task when compared to
secondary-task measures. They are suitable for managing post-learning tasks and are
capable of reflecting a perceptual subjective experience of a learner for a complete learning
session. This is in contrast to secondary task measures which, despite being more sensitive
to variations of CL, are more intrusive, since they change the natural execution of a learning
task. A number of researchers have proposed critiques on CLT in relation to its theoretical
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clarity (De Jong, 2010; Schnotz & Kürschner, 2007) and its methodological approach
(Gerjets et al., 2009). Going along with these critiques, CLT appears circular because its
three types of load are believed not to be empirically assessable. Empirical research is based
on observed and recorded data, and it produces knowledge from actual experience rather
than from a theory, a belief or a logic coming from first principles a priori. This circularity
matches the subjective rating scales designed for measuring the CL types. Regardless of the
way in which these scales give an account of the evaluation of the different CL types, all
entail the phenomenon they are pretending to measure in their assumptions, namely the
definitions of intrinsic, extraneous and germane loads (Figure 10, left). In other words, the
assumptions of CLT – its CL types – are believed to be acknowledged by the data emerging
from their measurements cyclically, without empirical evidence. Moreover, the fact that
human cognitive processes, related to the same instructional design, can be considered as
germane load in one case and as extraneous load in another case, means that CLT can
account for nearly every situation (De Jong, 2010). This critique also refers to the ‘expertise
reversal effect’ illustrated by Figure 10, right (Sweller et al., 2003). On the one hand, some
instructional design, such as written explanations followed by a graphic element to enhance
its understanding, can be useful for a novice learner, by decreasing the extraneous load and
increasing the germane load. On the other hand, the same graphical design can be useless
for a more expert learner, because it can diminish germane load and augment extraneous
load. The risk, for an expert, is the redundancy involved in reading instructional designs
just registered and automatised in their memory, hampering comprehension and learning.
Depending on the degree of expertise, the same instructional design can lead to germane or
extraneous load, thus providing evidence of the circularity of CLT (Figure 10, right). The
theoretical differences regarding the types of load are grounded on the subjective
experienced load of learners who are supposed to be able to differentiate them on their own.
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In most cases, a number of questions are asked to quantify the amount of load experienced
in connection with their qualitative nature (Orru & Longo, 2018). This judgement can be
influenced by the way the questions are formulated and by the familiarity of learners with
the meaning of load types, which, in turn, is strictly connected to their prior knowledge.
These variables are not easy to keep under control, depending on the type of question: they
can create confusion on the source of the supposed experienced load. Under a rigorous
scientific view, the evaluation of this supposed load is from the principles on which the
theory is based, rather than from the authentic experience of learners.

Figure 10: The circularity of the load types of CLT (left) and the Expertise Reversal Effect (right) by which different
cognitive processes can be regarded differently (Orru & Longo, 2018).

With regard to the latter consideration, two different methodological approaches are critical
for investigating the scientific value of CLT: the rationalism of Karl Popper (2005, 2014)
and the structuralist approach of the theories of Joseph Sneed (2012) (Figure 11).

2.2.3.1 Rationalism
Under the rationalist procedure, it is not achievable to consider CLT scientific, because its
basic principles (the three different types of load) cannot be tested by any experimental
method. As a consequence, they are not falsifiable (Gerjets et al., 2009; Popper, 2005,
2014). Scientific measures are supposed to be sensitive to the different types of load. As
shown in Figure 11 (left), from a strict rationalist point of view, a measure is scientific if it
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does not presume the assumptions that it shall measure in its rationale (Gerjets et al., 2009).
However, most of the subjective rating scales, conceived for the CL types, contain the
variables they pretend to measure (Orru & Longo, 2018). This means that the logic of the
questions affects the logic of the answers. In turn, the measures of the loads’ type can be
obtained a priori, by ensuring that the questions are designed to validate the theory they
pretend to verify, in the absence of any real experience of CL. CLT cannot provide any
empirical evidence on the CL types. This is what emerged in the literature of Educational
Psychology, instructional design and CLT (Orru & Longo, 2018), fostering scepticism
regarding the possibility of measuring the three different types of load.

Figure 11: The rationalist view of CLT (left) and the structuralist view (right) (Orru & Longo, 2018).

2.2.3.2 Structuralism
The second methodological approach is based upon structuralist principles (Balzer et al.,
1987; Sneed, 2012; Stegmüller, 2013; Westermann, 1988). Under this logic, the scientific
value of the theoretical principles of CLT does not depend on their empirical validity but
on their capacity to design the layout of a theory that consents to infer specific predictions
on how specific instructional interventions can affect learning outcomes (Gerjets et al.,
2009). The structuralist analysis considers the basic assumptions of CLT as theoretical
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axioms: their empirical content is valid within the context of the theory, if they expand the
theory itself. Regardless of the possibility or not of validating certain research predictions,
these predictions can still improve the theory, as happened in the case of CLT, whose new
instructional formats expanded its boundaries and applications, as per the right side of
Figure 11 (Gerjets et al., 2009). Research focused on CLT implemented several research
experiments in different learning contexts. In these experiments, the intrinsic, extraneous
and germane loads were modified individually or in pair within the conventional
experimental /control group design. In turn, the CL of learners and their learning outcomes
were analysed (Sweller, 2010). Where this analysis showed that learning outcomes had
actually improved, and statistical power held, a new instructional design was conceived.
In line with the structuralist point of view, Sweller affirms that CLT was developed and
evolved as a consequence of the results emerging from the implemented experiments
(Sweller, 2010). Under structuralism, the three types of load were not elaborated a priori,
but were developed as a consequence of experimental findings that are falsifiable and
replicable in their nature. Consequently, CLT is built up under empirical methodologies of
research (Sweller et al., 2011a). However, a further consideration about the distinction
between germane and extraneous load has to be provided to the reader. In relation to
improved group performances, the experienced CL can increase or decrease in comparison
with the other group and, regardless of its major or minor quantity, is considered, by
researchers of CLT, to be germane in consequence of better learning outcomes. However,
when the difference in the design of instruction generates lower learning outcomes for a
group in comparison with the other, the related CL is considered extraneous. This seems
to be an ad hoc explanation which, from a rationalist point of view, invalidates the
conclusions, even if the results they are based upon had been obtained following an
empirical approach.
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2.2.4 Impact of Cognitive Load Theory (CLT) on Instructional Designs
By manipulating the design of the same learning task for a control and experimental group
of learners, studies based on CLT generated a number of CL effects, as presented in Table
1, which shaped the design of new instructions.
Cognitive load effects
Worked examples
Completion
Split attention
Modality
Redundancy
Expertise reversal
Guidance fading
Goal-free
Element Interactivity
Isolated/interacting
elements
Variable examples
Imagination
Transient Information
The self-pacing
Interaction of transient
information on the
modality effect
Self-Management
Imagination
Collective
Memory

Working

Human movement
Resource Depletion
Emotion, stress,
uncertainty

Description
Studying worked examples generates better performance on subsequent tests of problem
solving than solving the equivalent problems without them (Renkl, 2005)
Requiring learners to complete partially solved problems can be effective as worked
examples (Paas & Van Merriënboer, 1994)
Multiple sources of information that are unintelligible in isolation generate less learning
when they are presented in split-attention as opposed to integrated format (Sweller &
Ayres, 2006)
Multiple sources of information that are unintelligible in isolation result in less learning
when they are presented in single modality (visual or auditory) as opposed to dualmodality format (visual and auditory) (Low & Sweller, 2005)
The presence of source of information that do not contribute to schema acquisition or
automation interfere with learning (Kalyuga & Sweller, 2014)
With increasing expertise, instructional procedures that are effective with novices can lose
their effectiveness, whereas ineffective procedures can become effective (Kalyuga, 2005).
With increasing expertise, learners should be presented worked examples followed by
completion problems and then full problems rather than worked examples alone
(Francom, 2018; Renkl, 2005)
Problems presented in goal free form enhance learning compared with conventional
problems (Paas et al., 2001).
Cognitive load effects are only obtainable using high rather than low element interactivity
material (Sweller, 1994).
Learning is enhanced if very high element interactivity material is first presented as
isolated elements followed by interacting elements versions rather than as interacting
elements form initially (Van Merriënboer & Sweller, 2010; Pollock et al., 2002).
Examples with variables surfaces features enhance learning compared with examples with
similar features (Paas & Van Merriënboer, 1994).
Imagining procedures or concepts enhance learning compared with studying materials
(Leahy & Sweller, 2004).
Students generally learn less from dynamic than from static visualizations unless they can
control the pace of instructional animation (Leahy & Sweller, 2016).
It is beneficial for learning to give learners control over the pace of an instructional
animation (Mayer & Chandler, 2001)
Short pieces of audiovisual information are more effective than visual information only
but longer pieces of audio-visual information are less effective than visual information
only (Leahy & Sweller, 2016).
Students can be taught to apply CLT principles themselves to manage their own cognitive
load (Sithole et al., 2017).
Learners asked to imagine or mentally perform a concept or process learn more than
learners asked to study equivalent instructional material (Ginns, 2005).
Collaborative learners form a single information processing system. This consists of
multiple working memories which can generate a larger, more effective, collective
working memory capacity (Kirschner et al., 2018;)
The use of animated instruction involving human movement rather than static enhances
learning of cognitive tasks (Ayres et al., 2009; Paas & Sweller, 2012).
Working memory resources become depleted after a period of sustained cognitive exertion
resulting in a reduced capacity to commit further resources (Chen et al., 2018).
Stress, emotions and uncertainty may restrict the capacity of working memory by
competing with task-relevant processes. As a consequence, they increase cognitive load,
hamper learning and decrease transfer of knowledge (Moran, 2016).
Table 1: CL effects (Plass et al., 2010; Sweller et al., 2019).
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The methodology that generated the CL effects depicted in Table 1 is based on the
conventional experimental/control group design – the same as adopted in the current
research: the control group is taught according to a conventional instructional procedure,
while the experimental group is taught according to a new instructional procedure. A test
phase follows to compare and verify if there are any differences in learning outcomes. If
statistical analyses on the test results show that learning outcomes were improved by the
new instructional procedure, then a new CL effect is assumed to have been achieved and
a superior instructional procedure created (Sweller et al., 2011a).

The methodology discussed above is adopted for the design of the experimental layout
proposed in Chapter 3. The goal, according to the proposed paradigms, is to provide
students with optimised instructional approaches based on objective evaluations of
learning outcomes.

2.2.5 Four-component Instructional Design Model
The development of CLT, by employing new instructional techniques, also generated a
model to design educational programmes of longer duration. Basically, this model of
instructional design is composed of four elements: learning tasks, supportive information,
procedural information and part-task information. It is aimed at the development of
‘recurrent’ and ‘non-recurrent’ constituent skills (Sweller et al., 2019). The former are
consistent over tasks, while the latter rely on problem-solving, reasoning and decisionmaking. Learning tasks are based on real-life tasks, whereby learners acquire both nonrecurrent and recurrent constituent skills and learn to coordinate them. To manage intrinsic
load, learning tasks are organised according to levels of increasing complexity and to
manage extraneous CL. Learner support and guidance gradually decrease at each level of
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complexity until learners can perform complex learning tasks without support or guidance
(Sweller et al., 2019). To stimulate germane processing, all learning tasks in a course or
programme show a high variability of practice that stimulates learners to compare and
contrast tasks with each other. However, supportive information helps learners to perform
the non-recurrent aspects of learning tasks. It explains the ‘theory’, the general domain, and
how tasks in the domain can be systematically approached. It links what learners already
know and what they need to know to carry out the learning tasks. Additionally, ‘procedural
information’ consists of the process whereby the learner does something by following
instructions and corrective feedback. Finally, the ‘part-task practice’ of selected recurrent
task aspects tends to further strengthen cognitive rules by fully automatising basic or critical
recurrent constituent skills (e.g., multiplication tables) (Sweller et al., 2019).

This wider model of designing instructional environments was inspired by, and generated
in parallel with, CLT. Under the structuralist approach, it further confirms, from the
methodological approach maintained by researchers in CLT, the ‘potential’ of the theory to
trigger educational applications through its assumptions that expand its theoretical
boundaries and reiterate its scientific value (Balzer et al., 1987; Sneed, 2012; Stegmüller,
2013; Westermann, 1988).

2.2.6 Reconceptualisation of Cognitive Load (CL) Types
The critiques related to the theoretical evolution of CLT, and the several failed attempts
to establish a generally applicable measurement technique for the three different types of
load, led to the need to reconceptualise the theory around the notion of element
interactivity. This corresponds to the numbers of elements that must be processed
simultaneously in working memory for schema construction and their interactions
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(Sweller, 1994). In this revision, the element interactivity now also determines, besides
the nature of intrinsic load, the nature of extraneous load (Sweller, 2010). In short, the
extraneous load is related to the degree of interactivity of the elements of the instructional
material used for teaching activities, and instructional designs are supposed to be aligned
with this. These designs, as per Figure 12, should not enhance the number of items to be
processed by learners: the resulting load, in fact, might be extraneous.

Figure 12: Design of instruction and type of related load.

In other words, as depicted in Figure 13, when instructional designs do not provide
instructions that enhance the number of items to be processed in working memory, then the
germane load of learners can be fully dedicated to the element interactivity of the task. In
doing so, instructional designs can facilitate the application of working memory designated
for the intrinsic load. In addition, germane load is not an autonomous source of load
anymore, it is, instead, a function of those working memory resources related to the intrinsic
load of the task. In turn, intrinsic load relies on the characteristic of the task, namely its
element interactivity, extraneous load on the features of the instructional material, on the
particulars of the instructional design, and on the prior knowledge of learners. Finally,
germane load depends on the characteristics of a learner, including their level of prior
knowledge, which, in connection with the layout of instructional designs, equates to the
resources of working memory allocated to deal with the intrinsic load (Sweller, 2010).
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Figure 13: Redefinition of the CL types and their roles (Orru & Longo, 2018).

The principal theoretical contradiction before the reconceptualization of CLT was that
germane and extraneous load could be added and compensated at the same time. The
critical issue was that if extraneous load decreases, while keeping intrinsic load constant,
then germane load was supposed to increase too. However, the measures for the three
cognitive loads employed in the last 30 years confirm that this compensation does not have
empirical evidence: the total CL does not remain constant but changes (Sweller, 2010).
After the reconceptualisation, germane load is suitable for being triggered in that part of
the working memory that deals with the degree of element interactivity of the task. Germane
load can be promoted by creating instructional design aligned to it, but it also depends on
the intrinsic load, and as a consequence, it is not clearly measurable (Sweller, 2010). In fact,
germane and extraneous load now are two dimensions of the same cognitive balance. If
intrinsic load remains constant but extraneous load changes, the overall CL changes too,
because more or fewer working memory resources are devoted to dealing with the degree
of element interactivity. In relation to a specific level of knowledge and expertise, intrinsic
load cannot be modified without altering the material presented to learners altogether. On
the contrary, it is possible to change the extraneous load by redesigning the instructional
procedures. Yet, germane load corresponds to those working memory resources designated
to deal with the degree of element interactivity of an underlying learning task. Although
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germane load has now a fundamental role to deal with intrinsic load, the additivity of CLT
still holds in the two remaining theoretical assumptions as two factor models of load: the
intrinsic and the extraneous. The additivity of intrinsic and extraneous load seems to
suggest a certain degree of scepticism implicitly recognised by Sweller et al. (2011a). They
consider the unidimensional subjective Rating Scale of Mental Effort (RSME) proposed by
Paas et al. (1994) a valid measure of overall CL, whereby it is feasible to measure one type
of load, holding the other constant. In this way, the overall load measured would be a
barometer of the modified type of load: extraneous or intrinsic. If intrinsic load is kept
constant, it is achievable to measure the extraneous load by only altering the instructional
designs between an experimental and a control group. To conclude, despite the theoretical
effort to reconceptualise the germane load, this still remains the most problematic concept
of the theory. How can a quantity exist without being measurable and being completely
dependent on another measure? Its definition in function of the intrinsic load relies so much
on the latter that it looks redundant. Germane load can be considered in terms of intrinsic
only, as supported by the confirmatory factor analysis proposed by Jiang and Kalyunga
2020 (2020), which shows evidence in favour of the two-factor model of CL (extraneous
and intrinsic only), instead of the three-factor model (extraneous, intrinsic and germane)
proposed by (Sweller et al., 2011b).

2.2.7 Cognitive Load (CL) Measurement Technique
Different techniques have been proposed in education to measure the CL. These can be
clustered into different groups measures: objective, subjective and a mix of two within a
measure of efficiency (Plass et al., 2010). The most commonly adopted subjective
measures are unidimensional. These are the Subjective Rating Scale of Perceived Mental
Effort (Paas & Van Merriënboer, 1993) combined with the Subjective Rating of
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Perceived Task Difficulty (Paas & Van Merriënboer, 1994; Paas et al., 2003). Paas (1992)
equals the effort of learners to the overall CL, thus mental effort alone can measure the
different types of load. In Paas and Van Merriënboer (1993), mental effort is defined as
the total amount of controlled cognitive processing with which a subject is engaged. The
authors assert that it is possible to get information about the cognitive costs of learning
through a measure of mental effort, and therefore predict the performance of learners. In
Paas and Van Merriënboer (1993), the amount of invested mental effort is to be reported
on a 9-point symmetrical category scale by transposing the perceived amount of invested
mental effort into a numerical value. The numerical values and labels assigned to the
categories ranged from ‘1’ to ‘9’, corresponding to ‘very, very low mental effort’ to ‘very,
very high mental effort’. Despite the existence of a number of multidimensional selfreporting scales aimed at measuring the three types of load (Ayres, 2018; Klepsch et al.,
2017; Leppink et al., 2014), there is not a widely shared agreement on their effectiveness
and reliability (Zheng, 2017). The main problem is theoretical and concerns the definition
of germane load, as there is not an accepted and shared empirical evidence about its
existence (Jiang & Kalyuga, 2020). The most prevalent objective measurements of CL,
instead, are:
•

learning outcomes to give an account of the relation between instructional design
and knowledge acquisition (Mayer, 2005; Mayer & Moreno, 1998);

•

time-on-task to measure learner’s investment in the learning process (Tabbers &
Jeroen 2004);

•

task complexity to investigate the relation among affordances, instructional
design and knowledge acquisition (Seufert et al., 2007);
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•

behavioural data (heart rate and pupil dilation) to relate general or specific
physiological reactions of the organism involved in a learning process (Van
Gerven et al., 2004);

•

secondary task analysis to quantify the mental load induced by primary learning
task (Brünken et al., 2002; Zheng, 2017);

•

eye-tracking analysis to define basic behavioural aspects of information
processing and their relation to learning outcomes (Folker et al., 2005).

Both subjective and objective measures of CL have been employed in Paas et al. (2003)
to optimise instructional design decisions by calculating the relation of invested effort
and learning outcomes within a model of efficiency (Paas & Van Merriënboer, 1993;
Paas et al., 2003). The most diversified CL measurement is the psycho-physiological. It
is based on findings from neurological science and research in brain activities and
process. The assumption is that physiological changes are connected with cognitive and
psychological processes by means of which researchers can establish the level of learner
engagement and the information processing and productivity in learning (Zheng &
Greenberg, 2017). It includes physiological measures such as heart rate and skin
temperature, ocular motor measures as per blink rate, and pupillometry and nervous
system measures such as electroencephalogram, electromyography and functional
magnetic resonance. Additionally, recent research shows an increased use of verbal
reports, interviews and focus groups as a means of measuring CL (Zheng, 2017). Despite
the high number of proposed techniques to measure CL, the literature review on the topic
shows that most of the measurement techniques in education are mainly proxies to infer
this.
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2.2.8 Human Mental Workload
In contrast with the definition of CL, strictly connected to CLT and its applications in
educational research, many definitions of mental workload (MWL) have been proposed in
the literature. CL and MWL denote the same concept applied in different contexts of
research: education the former and ergonomics the latter. According to Wickens (1979), the
concept of operator workload is defined in terms of the human’s limited processing
resources. His Multiple Resource Theory (MRT) states that humans have a limited set of
resources available for mental processes. These resources correspond to an available
amount of energy that is used for a variety of mental procedures. This shared pool of
resources is allocated across different stages related to the tasks, their use depends on the
modalities of the task, and the process required to carry out this task. Cognitive resources
are restricted, and a supply-demand problem occurs when a person performs two or more
tasks that require the same resource. Excess workload, caused by a task using the same
resource, can create problems and result in errors or lower task performance. An increase
in workload does not imply that performance always decreases: performance can be
influenced by workload being too high or too low (Nachreiner, 1995). A high level of MWL
can be related to a high level of focus on the task, whereas a low level might mean no
attention or no mental resources being allocated to the task. The previous definition
implicitly means that MWL should be optimal to increase the performance during tasks. In
general, MWL is not a linear concept (its nature is multidimensional), but it can be
intuitively defined as the amount of cognitive work required by an individual to accomplish
a task over time (Longo, 2015; Rizzo et al., 2016). It is not an elementary property, but it
emerges from the interaction between the requirements of a task, the situation under which
it is performed, and the abilities, behaviours and perceptions of the subject (Hart, 2006).
However, this is only a practical definition, as many other factors influence MWL (Longo,
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2014; Longo & Barrett, 2010b). The definition proposed by Gopher and Donchin (1986)
focuses on the concept of limitation in the human information processing system which,
during the execution of a target task, cannot be completely exerted. MWL is also defined
as a construct that shows the aspects of an interaction between a person and a related task.
As the concept of MWL is hard to be fully embedded in empirical terms, the authors
suggested interpreting it as a hypothetical construct. An analogous definition is proposed
by O’ Donnell and Eggemeier: when the task response and the processing demands
overcome the capacity of working memory, the consequent overload can negatively affect
the connected performance. According to these authors, the goal of assessing and measuring
MWL is to quantify the amount employed within this limited capacity (Eggemeier et al.,
1991; O’Donnell & Eggemeier, 1986). For Kramer et al (1987), MWL is the cost of
performing a task that reduces the capacity to perform additional tasks by using the same
processing resources. Their research was implemented in the aviation industry
environment, where dual-task experiments were conducted to obtain information on the
capacity of the MWL of subjects. Hart and Staveland (1988) defined MWL as the result of
interaction between the requirements of a task: the circumstances under which it is
performed jointly with the capabilities, behaviours and subjective perceptions of the
operator. This definition gave an account of the multifaceted nature of the construct of
MWL. The same interpretation is also supported by Cain (2007), who defined MWL as the
mental construct that represents the mental capacity arising from performing a task under
specific environmental and operational conditions, bearing in mind the capacities of the
operator to react to those demands. In line with the multidimensional assumption, Young
and Stanton (2001, 2002) described the MWL of a task as the level of attentional reserves
required to meet both objective and subjective performance, and whose implementation
might be mediated by task demands, external support, and prior experience. In this
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definition, the level of attentional resources is supposed to be limited; thus overcoming it,
any increase in terms of task demand will be reflected in terms of a decrease in performance.
The definition focused on the multidimensional aspects of MWL is also supported by
Vidulich and Tsang (2012), who split the factors of influence on workload into two:
exogenous task demands, and endogenous supply of attentional resources. The former
refers to task difficulty, situational contingencies and task priority, while the latter refers to
those resources that support information processing, such as planning, decision-making,
perceiving, updating memory, and response processing. Moreover, this supply is influenced
by individual differences such as expertise, knowledge, background and skills (Tsang &
Vidulich, 2006; Vidulich & Tsang, 2012).

To sum up, a shared and commonly accepted definition of MWL is not present in the
literature. Furthermore, from the aforementioned definitions it emerged that its
multidimensional construct can be influenced by various factors. Among others, Huey and
Wickens (1993) provided an overview of many tasks and external variables that might
influence MWL. Similarly, Xie and Salvendy (2000) suggested an analysis of factors
influencing MWL, both in single and multi-tasking environments. The multidimensional
interpretation of MWL seems to be connected to the nature of the task, that is, an exogenous
factor inherent in a situation, such as task demands, situation complexity and uncertainty,
and the kind of operator that is an endogenous factor inherent in a person’s ability and skill,
and the type of context and situation.

2.2.8.1 Mental Workload (MWL) Measures
Although the field of educational psychology is struggling to find ways of measuring the
CL of learning tasks, there is an entire field, ergonomics, devoted to the design,
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development and validation of reliable measures of MWL (Longo & Leva, 2017).
Compared with Educational Psychology, the situation in ergonomics is different. Here, the
measurement of MWL is an extensive area (Longo & Leva, 2017) for which several
assessment techniques have been proposed (Cain, 2007; Vidulich & Tsang, 2012; Wilson
& Eggemeier, 1991).
The class of task performance measures is based upon the assumption that the MWL of an
operator, interacting with a system, gains relevance only if it influences system
performance. Primary task-measures express a direct index of performance highly accurate
in measuring for long periods of MWL. The disadvantage is that they cannot distinguish
the performance of multiple tasks executed simultaneously, and consequently they are not
reliable if taken in isolation. This is generally the reason why they are employed in
conjunction with other measures such as subjective ratings. Secondary task measures such
as reaction time or number of errors on primary task or completion time can differentiate
performances between tasks when no differences are detected by a primary task measure
(Rubio et al., 2004; Vidulich & Tsang, 2012). However, they can heavily influence the
behavior of users who interact with a primary task. In other words, the main disadvantage
of primary and secondary task measures is that they influence the development of the
behaviour of students in the classroom because of their intrusiveness.
The category of physiological measures considers bodily responses derived from the
operator’s physiology (electrical activity of the brain, heart rate, pupil dilation, etc.).
These responses are believed to be correlated with MWL and are aimed at interpreting
psychological processes by analysing their effect on the state of the body. On the one
hand, their advantage is that they can be collected continuously over time, without
requiring an overt response by the operator. Additionally, some of them, as per the
measurement

of
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‘connections’
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electroencephalogram, can discriminate differences in MWL due to task type, task load
and task difficulty. On the other hand, their limitation is that they require specific
equipment and trained operators mitigating their use in real-world tasks (Charles &
Nixon, 2019; O’Donnell & Eggemeier, 1986). Unfortunately, physiological measures are
physically obtrusive because highly technological equipment is supposed to be attached
to the body of each student. They are also intrusive, as they are not in line with the natural
development of a delivery in an authentic context of education.
The category of self-assessment measures is often referred to as self-reporting measures.
It relies on the subject’s perceived experience of the interaction with an underlying
interactive system, through the direct estimation of individual differences, such as the
emotional state, attitude and stress of the operator, the effort devoted to the task, and its
demands (De Waard, 1996; Hart, 2006). These are based on the belief that only the
individual concerned with the task can provide an accurate judgement with respect to the
MWL experienced. An advantage is that they are easy to implement and to analyse. A
disadvantage is that they can be administered post-task only, thus negatively affecting the
reliability for extended tasks. This happens because related meta-cognitive activities can
have a relevant impact on the accuracy of the analysis. Notwithstanding this, these
measures have shown high levels of sensitivity and diagnostical power (Rubio et al.,
2004). Owing to their simple application in a third-level classroom, along with their high
level of sensitivity and diagnostical power, subjective MWL measures were considered
the most suitable option for implementing the proposed set of experiments, details of
which are presented in Chapter 3.

The goal of this section was to provide the reader with extensive information on the
definition of CLT, MRT, CL, MWL and their respective measures. These theories and
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notions are key to defining the cognitivist assumptions underpinning the layout of the
experimental design discussed in Chapter 3, which explains why they have been so
extensively discussed here. The aim of the next section is to inform the reader about these
dialogic approaches to teaching and learning, which defined the layout of the
experimental design in terms of social constructivist models and applications.

2.3 Community of Inquiry
Charles Sanders Peirce (1839-1914) and John Dewey (1859-1952) are the founders of
American Pragmatism – an anti-metaphysics cultural approach that considers philosophy
as a procedure of critical action aimed at solving problems connected to unsatisfactory
human experiences. This procedure is supposed to be reorganised by a process of inquiry
whose core notion is reflective thinking as functional practice aimed at improving human
capability of finding the right tools for achieving specific aims (Dewey, 1923). Classic
philosophical systems, such as the metaphysics of Plato and Descartes, split reality into two
separated sides: body and mind, mind and world, individual and social interaction, theory
and practice. Within this approach, the epistemic foundation of reality is based on criteria
that overcome its boundaries towards other dimension related to Truth itself: for example,
the Ontology of the Forms in Plato’s philosophy or the distinction between Res-Cogitans
(thought) and Res-Extensa (body) in the Ontology of Descartes. This dualistic approach has
broken the concept of continuity within experience, creating a breach in human social life.
Individuals and societies experience conflicts in order to find a coherent balance between
individual necessity and social freedom. The philosophy of pragmatism proposes to solve
the conflicts arising from this rupture by a process of inquiring based on reflective thinking.
This is the core notion of education under the pragmatist assumptions. Pragmatism is a
combination of naturalism and humanism. The former focuses on the causal relations in
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nature that can be defined in terms of cause and effect relationships, while the latter
concerns the ‘humanistic requirement’ – the purposes and values concerning human lives
(Aikin, 2006). Peirce developed a theory of experience based on the investigation of
predictable meanings as consequences of actions. The logic of this hermeneutic is based on
the necessary relations between thought observation and action (Skilbeck, 1970). The
critical point is to develop ideas through actions that cause measurable effects. This
approach is aimed at employing the same standards of the experimental scientific method
in real life. In section 5 of his research article entitled The Fixation of Belief (1877), Peirce
gives an account of four types of reason and motivation connected to the methodologies
whereby people try to set up their own beliefs (Peirce, 1877). The first is the method of
tenacity, which is where a person just holds onto whatever beliefs they already hold and
rejecting whatever beliefs they have already been rejected. The second is the method of
authority, which is where a person just asks an individual or institution they consider
authoritative and accepts whatever that authority states as their own belief. The third is the
a priori method, or the method of taste. This is where a person bases their belief on what
‘sounds good’ or what suits better. The fourth is the method of science based on the
verification of hypothesis through experimental procedure and measurable variables. This
method is based on three assumptions: 1) That the external world is real, existing on its
own, independently of everything else; 2) That the external world has certain features and
it works according to regular laws of the physical science, which affects humans senses in
certain real and regular ways; 3) If human beings can track and understand the regular ways
that the world affects their senses, then the truth about this world can be pointed out (Peirce,
1877). The scientific method is employed to understand and manage the connections
between ideas, observation, and action. It starts with a condition of doubt, then it passes
through an experimental phase and finishes with a belief, a guide for action. Doubts are
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raised when a fact does not fit into any pre-existing predictive and explanatory schemas of
knowledge. This process of scientific inquiry is supposed to be a shared social experience,
whereby scientific reasoning becomes a natural pattern of the community itself. This is why
Peirce coined the term ‘Community of Inquiry’, in order to highlight the social nature of
inquiring (Peirce, 1877). In line with these assumptions, the scientific method in Dewey’s
approach is raised as a consequence of an unsatisfactory situation whose solution requires
a conjectural anticipation that predicts a tendency to effect certain consequences (Dewey,
2018). A subsequent examination and analysis of all constituent parts of the problem is
required in order to pass through the following stage: the formulation of a more precise and
compatible hypothesis and its verification. An unsatisfactory situation consists of a situation
whereby parts are not balanced in a unified whole. In other words, these parts are not well
defined concerning their meaning and the relations between them and the consequences
they have in a unified semantic whole. In order to unify every single constituent of a
problem, reasoning is required to by combining all together in a symbolic form. These
symbols constitute propositions whereby the ratio of the problem is analysed in a function
of its constituents meanings that are defined not only by logic but also by their relation to
other meanings in the order of which they are parts (Dewey, 1923). Under these
assumptions, meaning without relationships do not exist: what is not connected is
meaningless.

To sum up, thinking is inquiring, and inquiring is reasoning by a process of autocorrective
feedback based on the verification of hypothesis by reflective thought: suggestion,
intellectualisation, guiding ideas, reasoning, testing. Whether the anticipation of
consequences as consistent relationships provides positive results, namely whether the
problem is solved, the solution is accepted as valid because all the constituent parts of the
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problem have been unified holding all their relationships in a single whole. Dewey (2018)
links the functionality of the human mind to the evolutionary process of culture. In other
words, meanings that constitute mind are developed through learning language within the
habits, customs, traditions, tools, methods and techniques of the society. The critical
question of educational focus is how to show the relation between the means and the
methodologies employed to achieve results. Under the pragmatist assumptions of Dewey
(2018), knowledge as pure transmission of facts is meaningless if it is not connected to the
social process from which it has been achieved.

The evolution of the general assumptions associated with the American pragmatism
discussed above inspires part of the definition of the experimental layout of this research.
This evolution is briefly anticipated below while further details are provided throughout
Chapter 3:
o section 2.3.1 informs the reader about the dialogic approach of P4C for
developing democratic habits via creative, critical and ethical thinking;
o it also provides extensive information on the role of the leading
questions/ideas, which are elaborated in terms of communities of inquiry via
social constructivist activities based on direct instructions, as a further
development of the preliminary assumptions proposed by the Social
Constructivism of Vygotsky in section 2.1.4.1.
o finally, section 2.3.4 introduces the idea of social inquiry to learning via
inquiry techniques online.
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2.3.1 Philosophy for Children (P4C)
The Peircean and Deweyan notion of social inquiry is incorporated and developed in the
pedagogical approach proposed by Lipman (2003). In a community, the social interaction
internalises the functions and the processes of the interaction as per the Social
Constructivism of Vygotsky (1986). Therefore, the participants become intra-psychological
functions: the learners create, define and redefine the meanings by themselves after
participating in a dialog with others. The Community of Inquiry can be defined as a group
of people who communicate in a social context by investigating the conceptual boundaries
of a questionable problem through the use of dialogue (Orru et al., 2018). Under this
assumption, the meaning of ‘dialogue’ is not related to the meaning of a conversation or a
discussion. A conversation consists of exchanging ideas by sharing information. A
discussion is a conversation where participants explain their own ideas and try to persuade
the others: it is a competitive dialectical exchange of ideas that converges to the
extrapolation of the correct one, emphasising a winner. Instead, a dialogue focuses on group
thinking, processing the information in order to expand individual and group knowledge
and to extend understanding (Bleazby, 2006). In line with this definition of dialogue,
Lipman (2003) proposes a paradigm of reasoning which is considered to be an extremely
relevant aspect of any instructive process: complex thinking. Its natural development occurs
in the community of inquiry – a process of discovery learning which, in the particular
approach proposed by Lipman (1995), P4C, is focused on generating and answering
philosophical and cognitive questions on logic, aesthetics and ethics with children aged
from 6-8 to 16-17. Starting by reading a text and its dialogic analysis, children, by means
of triggered cognitive skills, tackle philosophical issues based on three dimensions of
thinking: critical, creative and caring. Lipman, in contrast with Piaget’s theory based on
different stages of cognitive development, considers children perfectly capable of
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developing critical and creative skills at any age of their cognitive development, if these
skills are proper elicited by a dialogic and philosophical approach based on significant
experience.

2.3.1.1 Critical Thinking
The critical thinking, as described in Chapter 9 of Thinking in education (Lipman, 2003),
is focused on the formulation of judgements and is governed by the criteria of logic. It is
self-corrective and sensitive to the context towards the development of good judgements.
Lipman (2003) identifies its results with ‘wisdom’, a thinking quality that considers its
practical goodness in developing judgments. From logical rationality to good judgments,
the hermeneutic and pedagogical shift is oriented to describe the process whereby good
judgments are established. The statement ‘based on logic criteria’ means that critical
judgements are given by reasons grounded on external and objective standards; in other
words, they are based on their consistency with their own assumptions which, in turn, rely
on the syllogistic rules of the propositional logic founded by Aristotle. ‘Self-correcting’
means that the dialogue elicits a person’s capacity to think about the thinking
(metacognition). A critical requirement for any effective communication is to clearly
explain one’s ideas. This generates a self-correction activity, sensitive to the context and
based on the relation between the aims and tools employed to reach them. ‘Sensitivity to
the context’ means that the critical thinking considers the specificity of the contexts besides
its holistic features, towards a consideration of multi-logical thinking, whose related
thoughts are responsive to, and consistent with, others intellectual standards, because there
is no a priori application of criteria. In other words, a judgement connects a subject with
some properties expressed by the categories of predicates. Its value, in terms of truth,
depends on the criteria of logic supported by the evaluation of the environment that
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integrates the values of other people’s perspectives as a crucial component of its criteria of
judgment (Lipman, 2003).

2.3.1.2 Creative Thinking
As pointed out in Chapter 10 of Thinking in education (Lipman, 2003), the creative
thinking seeks meaning instead of truth, and tends towards the formulation of judgements
as the critical. However, these judgments are strictly related to the context. In other words,
it is governed by the context, it is self-transcendent (it expands its limits) and it is sensitive
to the criteria of logic but not governed by them. This type of thinking is heuristic (it enables
a person to make a discovery by oneself), based on the relations between meanings and
ends, parts and whole, and focused on the construction of knowledge instead of the its
transmission (Lipman, 2003). The creative thinking is based on ampliative and explicative
reasoning (notions taken from Peirce). Explicative reasoning is deductive: consequently, it
fails to provide any new paradigm and its extension is on knowledge already established.
The aim is to find new facts in line with existing models of knowledge. Ampliative
reasoning is inductive, tending towards a new model of knowledge that can expand the
established one (Lipman, 2010). An ampliative technique based on the observation of
differences and similarities in phenomena, and emerging from a problematic aspect of this,
is the development of a hypothesis, the objective of which is to find a solution to a related
existing problem. Other examples of ampliative reasoning are the metaphor (analogic
reasoning) and the generalisation. The former combines separate entities to explore the
value of the potential insight implied within an established comparison (Lipman, 2003).
The latter reaches conclusions by examining similarities in different but interconnected
phenomena, thus enabling creative thinkers to better understand a problem within a specific
context.
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2.3.1.3 Caring Thinking
Under Lipman’s view of cognitive development, the caring (ethical) thinking is a noncognitive skill, but otherwise, is a direct consequence of the ability to form good judgments
based on critical and creative skills. In other words, if learners can think critically and
creatively, then their ethical judgements are improved as well as being supported by criteria
of logic. Additionally, within a Community of Inquiry, the caring thinking, as per Chapter
11 of Thinking in education (Lipman, 2003) implies two focuses: the subject matter of one’s
own thoughts and the specific manner of one’s own thinking. In this way, the metacognitive
process of thinking is supposed to be developed and improved. Caring thinking is also in
line with the meaning of ‘collaboration’ and ‘cooperation’. On the one hand, caring thinking
becomes cooperative engagement when it stimulates self-esteem, empathy and respect
towards others (Fisher, 2013). On the other hand, it becomes collaborative engagement
when it fosters higher intellectual experiences by sharing ideas and discussions in order to
find out the best way to solve a problem (Burgh et al., 2006).
In conclusion, caring thinking aims to develop practice regarding substantial and procedural
reflection designed for solving a problem. It is sensitive to the context and requires a
metacognitive process of thinking to formulate and orient practical judgments. By being
engaged with members of a community of inquiry, learners are involved in a social context
whereby they become more aware of the existence of other points of view. They can also
compare their modes of thinking with others, developing an interpersonal sensitivity and
thus improving their own mode of thinking and judgment capacity without being
judgemental (Lipman et al., 2010).
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2.3.2 Applications
To foster the development of complex thinking in children aged from 6-8 to 16-17, Lipman
and his colleagues developed a curricular programme composed of novels summarised in
Table 2. These are written considering philosophical approaches formalised throughout the
centuries in epistemic, aesthetical, and ethical issues. In other words, stories in Philosophy
for Children (P4C) summarise the most challenging problems developed along the history
of philosophy. The protagonist is a child who, by wondering about their own real-life
experience, provides an occasion for the reader to think creatively, critically and ethically.
Elfie, for children ages 6-8 (Lipman, 1988a)
Pixie for children ages 9-10 (Lipman & Smith, 1981)
Kio and Gus, for children ages 9-10 (Lipman, 1982)
Harry Stottlemeier’s Discovery (Harry) – for ages 11-12 (Lipman et al., 1996)
Lisa, an ethics reader for children ages 12-13 (Lipman, 1983)
Suki, for children ages 14-15 (Lipman, 1987)
Mark, for children ages 16-17 (Lipman, 1980)
Table 2: Philosophical novels for children written by Lipman and colleagues.

Below are some examples of instructional designs and activities based on the novels of
Lipman, whose goal is to generate philosophical communities of inquiry with children.

2.3.2.1 Examples of Instructional Designs for the ‘Elfie’ Story
During a scholar activity aimed at improving reasoning skills, Elfie and her classmate
investigate the differences between appearance and reality, the one and the many, parts
and wholes, similarity and difference, permanence and change. Besides these, critical and
creative thinking, ethical concepts of friendship, love, self-esteem, respect for others,
teasing, choosing, and parent-child relationships are discussed to trigger ethical thinking.
Seth, a classmate of Elfie, states that Elfie does not talk, and it seems that she is not for
real. Elfie, wondering about that, says that Seth is wrong: perhaps she does not talk so
much, but she thinks all the time. Instructional designs for the analysis of Chapter 1,
episode 2, are presented in Table 3. The main idea that underpins the following activities
is ‘talking’. At early stages of elementary cycles, it is important, in fact, for Lipman, to
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reserve occasions to talk for the development of an effective communication. (Lipman &
Sharp, 1988).
Leading idea: Talking
Learning objective: Express yourself
Exercise: Here are ten things you probably do. Your job is to rank them from one to ten,
that is, from those you like most to do (#1), to those you like least to do(#10):
Eating hotdogs
Drinking smoothies
Doing homework
Talking to classmates
Talking to brothers or sisters
Keeping your desk neat
Talking to a pet
Talking to grownups
Sleeping
Taking a bath
Exercise: Questions to trigger a dialogue about ‘Talking’
1) Are there things you think but do not say?
2) Do you ever say things you really don’t believe?
3) Does talking to others help you think for yourself?
4) Do you talk more a home or at school?
5) Why do you giggle so much when you talk to your classmates?
6) Is the last question a fair question?
Table 3: Adapted instructional design for the analysis of Chapter 1, episode 2 of Elfie, with idea, objective and exercises
(Lipman & Sharp, 1988).

In the same episode, Elfie affirms that if she wonders, then she must be thinking. As a
consequence, if thinking is happening, then the thinker must exist. The philosophical
analogy is Cartesio’s statement ‘I think, therefore I am’. Here, Elfie provides two proofs
of her existence: the first is logical, the second is causal.
The learning outcome of the exercises in Table 4 is to make children aware of logical and
causal relationships by means of hypothetical questions designed to trigger metacognition
(Lipman & Sharp, 1988).
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Leading idea: Wondering, thinking and reality
Learning objective: to investigate logical and causal relationships
Exercise: Questions to trigger a dialogue on ‘thinking and reality’
1) Is Elfie right, that if you are thinking you are real? (Leading question)
2) Could a person think she/he wasn’t for real?
3) Your desk doesn’t think. Is it still for real?
4) If you happen to step on an ant and kill it, is it still for real?
5) If your reflection in the mirror could think for itself, would it be for real?
6) If you think, does that mean you have to be real?
Exercise: Questions to trigger a dialogue on thinking and reality
1) Does thinking imply a thinker? (Leading question)
2) If there’s a painting, must there be a painter of that painting?
3) If there’s smoke, must there be a smoker around?
4) If it’s raining, does that mean there’s someone making it rain?
5) If there are puddles, does that mean it rained?
6) If there are thoughts, does that mean they were made up by a thinker?
Table 4: Adapted instructional design for the analysis of Chapter 1, episode 2 of Elfie, with idea, objective and exercises
(Lipman & Sharp, 1988).

2.3.2.2 Examples of Instructional Designs for Harry Stottlemeier’s discovery
During a school science class, Harry provides a wrong answer and wonders about what
is incorrect with it. From this point, Harry and his classmates engage in a philosophical
dialogue by means of which they discover rules of formal and informal logic, relational
logic and hypothetical thinking. In other words, they think about the nature of thinking,
inquiry and knowledge. This novel also explores concepts of education, mind, rights,
religion, art, cause and effect, causes and reasons (Lipman et al., 1996). Tony asks Harry
to clarify one of his discoveries by asking ‘So what’? Tony is demanding to know the
implications of what Harry said. Instructional designs for the analysis of Chapter 2 of the
novel are provided in Table 5. The connected exercise is aimed at making the implication
of logic statements clear (Lipman et al., 1984).
Leading question: So what?
Learning objective: logical inferences, implications
Exercise: Write the following phrases on the board and ask
the members of the class to give an account for explicit
(literal) and implicit meanings.
1) What’s it to you?
2) How come?
3) What’s up?
4) What’s happening?
5) Out of sight
6) Tell it like it is

Explicit meaning

Implicit meaning

Table 5: Adapted instructional design for the analysis of Chapter 2 of Harry Stottlemeier’s discovery, with idea,
objective and exercise (Lipman et al., 1984).
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In another episode, Mr Partridge, the teacher, states that the flag of the United States is a
symbol. Table 6 shows the instructional designs for the analysis of Chapter 9 of the novel:
the connected activities invite learners to establish the differences and similarities
between the meaning of symbols and signs. Signs are simple marks or indicators. In
contrast, symbols represents complex meanings (Lipman et al., 1984).
Leading question: What is a symbol?
Learning objective: to investigate the difference between symbol and sign.
Exercise: Fill in the blanks in the following sentences, using either ‘symbol’ or ‘sign’.
1) The farmer scanned the sky anxiously, looking for any (…) of rain.
2) She could neither hear nor speak, so we conversed by means of (…) language.
3) For anyone who suffered under the Nazis, the swastika remains a (…) of ruthless oppression.
4) For those who suffered under oppression anywhere in the world, the Statue of Liberty
has remained a (…) of hope.
5) The speaker agreed that the change in the crime rate was a (…) of the times.
Exercise: categorize the following statements as signs, symbols or both.
Signs, symbols or both?
Signs
Symbol
Both
1) ’57 Varieties’ on a label of Heinz catsup
2) The hands of a clock
3) Holding your nose
4) Clapping at the end of a good performance
5) An engagement ring
6) A face with its tongue sticking out on a bottle
7) A skull and crossbones on a flag
8) A policeman’s badge
Table 6: Adapted instructional design for the analysis of Chapter 9 of Harry Stottlemeier’s discovery, with idea,
objective and exercises (Lipman et al., 1984).

2.3.2.3 Examples of Instructional Designs for Lisa
Lisa, a classmate of Harry Stottlemeier, experiences a number of physical, aesthetic and
ethical concerns by thinking over issues of animal rights, sexism, racism, justice, divorce
and death with her classmates. Together they start to tackle the ethical dimensions of their
experience. In doing so, they investigate the philosophical concepts of the right, the fair,
the good, perfection and naturalism. By struggling with identity and thinking for herself,
she discovers her interdependence with others and with nature. The novel tackles the
complexity of ethical concerns and the multiple capacities involved in making sound
ethical judgments. In Chapter 1, episode 1, Lisa investigates the meaning of the words
‘right’ and ‘wrong’ in connection with animal rights. She asks herself if it is possible to
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love animals as per pets, and, at the same time, eat them, as per chickens. Table 7 presents
some exercise and activities designed to tackle this ethical issue (Lipman, 1977).
Leading idea: right and wrong
Learning objective: investigate the ethical significance between ‘right’ and ‘wrong’
Exercise: Consider the following pairs of sentences. Is the word ‘wrong’ being used in the same sense in each
case, or does it have a different meaning in each sentence?
Pairs of sentences
Same
Different
?
meaning meaning
I dialled Joe, but got the wrong number.
It’s wrong to break a promise.
What’s wrong with wearing socks that don’t match?
What’s wrong with eating peas with a knife?
The cat looks sick. There must be something wrong with him.
When I added 6 and 3 I got 8, and that’s wrong.
Something’s wrong with this door: it won’t shut.
Something’s wrong: I passed my spelling test today.
Exercise: trigger questions designed to animate a dialogue about the meaning of the word ‘wrong’
1) Can something be unpleasant to do, and still be wrong?
2) Can something be unpleasant to do, and still be wrong?
3) Can something be permitted, and still be wrong?
4) Can something be forbidden, and still not be wrong?
Exercise: Think of another word for the word ‘right’ in the following sentences:
1) I told my father that the art class was right near the cathedral on South Fullerton Street
2) I have a right to express what I think is the truth.
3) Is it right to stay awake and think about things, when your father has told you to go to sleep?
4) Is it right to stay awake and think about things, when your father has told you to go to sleep?
5) Susan told me that when she walked into the room, she could sense that something was not right
6) When I finished the jam session and walked down into the audience, my daddy said: ‘Right on, son!
Table 7: Adapted instructional designs for the analysis of Chapter 1, episode 1 of Lisa, with idea, objective and exercises
(Lipman, 1977).

In Chapter 8, episode 20, Mr Partridge endorses the children for their loyalty to Mr
Spence and suggests that one can be ‘too loyal’. Loyalty then can become a fault. Here it
is suggested that loyalty, when carried to an extreme, becomes problematic, perhaps
fanaticism. Table 8 below shows some activities connected to this issue (Lipman, 1977).
Leading idea: Loyalty
Learning objective: to investigate the meaning of ‘loyalty’
Exercise A: do you agree or disagree with the following formulations of loyalty?
Give your reason or reasons in each case.
1) Loyalty is keeping your word of honour
2) Loyalty is being faithful to your government
3) Loyalty is reverence to your President
4) Loyalty is not breaking your promises
5) Loyalty is obedience to the Law
6) Loyalty is fidelity to a trust
Exercise B: How would you formulate your own definition of loyalty?
Exercise C: Would it be possible for your definition of loyalty to be good one,
even if, according to this definition, no one in the world would qualify as loyal?
Table 8: Adapted instructional designs for the analysis of chapter 8, episode 20 of Lisa, with ideas, objective and
exercises (Lipman, 1977).
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In chapter 3, episode 5, Mr Jahorski says that in order to judge, the use of criteria is
required. In ethical situations, for examples, a person may have a relationship which they
feel is ‘not right’. They must make a decision to continue it or break it off. They will have
to take many facts into consideration and will have to decide what criteria are to be
employed. Then, based on that, they will have to make a decision that corresponds to their
judgement (Lipman, 1977). Table 9 points out an activity designed to tackle the difference
between consideration and criteria.
Leading idea: Judgement
Learning objective: investigate the difference between considerations and criteria
Exercise: When confronting a problem, everything relevant is taken into account. These things are considerations.
But some considerations are more important than others; some are in fact decisive, and are called criteria.
In the following cases, which would you call ‘considerations’ and which would you call ‘criteria’?
Eb and Flo are trying to choose a ski resort. They think it’s important considerations
criteria
that it be one with snow.
Jed: ‘My bike has a flat. I wonder which service station to go to in order
to get it fixed’. Ned: ‘One with an air pump’.
Cynthia: ‘Have you ever dreamed of dating a guy who’s absolutely
perfect? Omogene: I really don’t care, so long he’s got blue eyes’.
Trixie: ‘So you’re shopping for new lamp. ‘Pixie: Yes- I think it might
be nice to have one that matches the wallpaper.
Mr Jones: ‘Well, Cal, here’s the five dollars I promised I’d pay you for
chopping that wood’. ‘Cal: I was hoping it wouldn’t be all in quarters
like that.’
Table 9: Adapted instructional designs for the analysis of Chapter 3, episode 5 of Lisa, with idea, objective and exercise
( Lipman, 1977) .

2.3.4 Online Community of Inquiry
Inspired by the community of inquiry models of Peirce, Dewey and Lipman, Garrison et al.
(2001) developed a model of community of inquiry for assessing online learning processes.
Online learners are students who are involved in an asynchronous educational environment
in which they capitalise upon Internet communication technologies in order to obtain
information and expand their knowledge. Figure 14 represents the core structure of the
proposed online community of inquiry, based on three elements: social, teaching and
cognitive presence.
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Figure 14: Features of the Community of Inquiry Online of Garrison (2007a).

The structure of this framework has been validated through confirmatory factor analyses
conducted by Garrison and colleagues (2004; Arbaugh & Hwang, 2006). By the interaction
of these elements, a successful, reflective and interaction educational experience can be
implemented online. There, a private reflection can be supported, criticised and balanced
through communication networks based on written words. Grounded on a collaborative
constructivist view, this framework assumes that the achievement of high-order thinking
occurs within a community that expands the boundaries of knowledge by inquiring. The
three core elements it comprises are multidimensional and interdependent (Swan et al.,
2009). As per Figure 15, the practical inquiry model is enclosed along two dimensions. The
vertical axis indicates the psychological and sociological parts of the learning process,
describing the private and reflective world of individuals close to the shared world of the
community. The horizontal axis defines the divergent process of perception in contrast with
the convergent process of conception and synthesis. Insights and understanding occurs
along this line. Inquiry occurs between these two worlds by deliberating and acting
practically on the vertical line (Swan et al., 2009).
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Figure 15: Cognitive model of Inquiry Online (Garrison et al., 2001).

Based on this model, Table 10 lists the features of ‘cognitive presence’ that relates to the
construction of meaning and confirmation of understanding (Garrison et al., 2001).
Practical inquiry starts with a ‘trigger event’ (an issue, a problem to be solved) that requires
further insights within a process of ‘exploration’. These ideas then have to be connected, in
order for the researcher to find a reasonable ‘integration’ (an explanation) to select, and to
test a plausible ‘resolution’ (Swan et al., 2009). Every step of this process may need to be
redirected to the previous one, in order for the researcher to obtain new information and to
further improve the cognitive experience.
Element
Cognitive Presence

Categories
Trigger Event
Exploration
Integration
Resolution

Indicators
Sense of Puzzlement
Information exchange
Connecting Ideas
Apply New Ideas

Table 10: Categories and indicators of cognitive presence in a Community of Inquiry Online (Garrison et al., 2001;
Garrison, 2007a).

Depending on the nature of the assignments and instructional direction provided, evidence
of progress through the resolution phase have been found in an online community of
inquiries (Garrison & Arbaugh, 2007; Shea & Bidjerano, 2009). Starting from the research
on the immediacy of verbal communication (Wiener & Mehrabian, 1968), Garrison et al.
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(2001) identified three categories of social presence and their indicators, as presented in
Table 11. ‘Social presence’ reflects the degree to which the members of the community feel
affectively connected to one another.
Element
Social Presence

Categories
Effective Expression
Open Communication
Group Cohesion

Indicators
Emoticons
Risk-free Expression
Encourage Collaboration

Table 11: Categories and indicators of social presence in a Community of Inquiry Online (Garrison et al., 2001;
Garrison, 2007b).

‘Effective expression’ refers to affective personal communication among learners who
share personal feelings, emotions, beliefs and values. It is expressed, online, by the use of
emoticons. ‘Open communication’ and interaction represent the sense of group
commitment in an environment of ‘risk-free expression’. Group cohesion and
communication implies the interaction of groups members around common intellectual
activities and tasks by encouraging collaboration with each other. The authors suggest that
social presence must be directed towards the achievement of learning outcomes (Garrison,
2007b). Table 12 presents three distinct categories of ‘teaching presence’ and its indicators.
Element
Teaching
Presence

Categories
Design/Organization
Facilitating Discourse
Direct Instruction

Indicators
Setting Curriculum, Methods
Sharing Personal Meaning
Focusing Discussion

Table 12: Categories and indicators of teaching presence in a Community of Inquiry Online (Garrison et al., 2001;
Garrison, 2007a).

The design of instruction and organisation of material are provided by setting curricula and
methodologies online. The teacher works as a ‘mediator’ in the specific definition of ideas
and concepts, by sharing personal meanings and in fact facilitates the discourse. Finally,
the category of direct instruction is provided by clearly defining the focus of the discussion
and related issues. In other words, ‘what’ is the problem and ‘how’ is the means of tackling
it. Social, cognitive and teaching presence play a key role in developing higher-order
learning in online environments. This is evidence that the critical impact of teaching online
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is growing (Garrison & Cleveland-Innes, 2005; Meyer, 2003; Murphy, 2004; Pawan et al.,
2003; Swan & Shih, 2005; Varnhagen et al., 2005; Vaughan, 2004; Wu & Hiltz, 2019).

To summarise, in contrast with the article that critiques constructivist approaches because
they ‘fail’ to provide explicit instructions for learning (Kirschner et al., 2006), research
based on Communities of Inquiry Online reiterates the importance of a collaborative model
of learning grounded on direct instructions provided and supported by an explicit teaching
presence.

2.3.5 Evaluation of Philosophy for Children (P4C)
There is limited empirical evidence concerning the efficacy of P4C to improve basic
cognitive skills in experimental groups trained with this programme, compared with
control groups that only received direct instructional design (García-Moriyón et al., 2005;
Ventista, 2018). The New Jersey Test of Reasoning Skills (NJTRS) (Shipman, 1983) is
mainly used as a test tool. It evaluates a person’s ability to reason by employing 50
multiple-choice items, representing 22 reasoning skill areas that assess general,
hypothetical and causal reasoning, assuming, induction, good reasons, syllogisms,
contradiction, standardisation and conversion. Its reliability (ranging from 0.84 to 0.91)
is positive compared with other thinking tests such as the Cornell Critical Thinking Tests
(Iwaoka et al., 2010) and the Whimbey Analytical Skills programme (Whimbey et al.,
2013). In addition to the aforementioned quantitative methodologies, severa; researchers
have employed qualitative methods, such as focus group interviews with university
students (Green & Condy, 2016), action research in the classroom (Benade, 2011) and
student discourse analysis within sessions of P4C (Gasparatou & Kampeza, 2012). The
main research issue of these approaches relates to the possibility of a shared objective
evaluation of the skills to be improved and the matter of which skills should be considered
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for the evaluation. Another problem is the poor quality of research reports. A number of
them do not clearly describe the methodology employed, with the result that the validity
of

the results is questionable (Ventista, 2018). Some reports provide incomplete

information; some do not present any data at all; and others do not follow the basic rules
according to the scientific method for publishing research articles (García-Moriyón et al.,
2005). Most of the critiques relate to the intention of related authors to persuade the reader
about the goodness of the programme and its supposed efficacy, with little effort being
made to critically investigate its actual impact (Morehouse, 1995; Slade, 1992). This
dialectical approach is undoubtedly related to the philosophical background of the authors
and their lack of experience with the methodological criteria of educational and
psychological research (García-Moriyón et al., 2005). As per the current doctoral
research, a further problem is sample size. Due to heterogeneous circumstances in schools
or groups, the researcher usually works with a very small group of children (7, 15 or 20
children per group). Unfortunately, any analysis of data based on small sample sizes is
not supported by strong statistical power (Rousselet et al., 2017; Wilcox, 1995). To sum
up, while there is a great amount of research on the implementation of the programme,
there is limited and contradictory evidence about its effectiveness to improve critical and
creative knowledge (García-Moriyón et al., 2005; Ventista, 2018). Considering the lack of

a widely accepted methodology for the evaluation of the programme, any definitive
conclusion is far from being formally stated. Additionally, scientific evidence supporting
the improvement of creative and caring thinking is difficult to demonstrate. These
dimensions of the complex thinking, in comparison with the critical thinking based on
reasoning skills whose evaluation is supported by several quantitative tests, have more
connections with ill-structured domains whose applications are not suitable to be tested
in terms of an objective evaluation.

109

2.3.6 Summary of the Methodology of Philosophy for Children (P4C)
In a community of inquiry based on the methodology of P4C, trigger/leading questions and
exercises are designed to investigate the theoretical implications connected to a story that
challenges learners with critical, creative and ethical issues towards the development of
higher-order thinking. These are tackled by a philosophical interchange of ideas
investigated under the supervision of the teacher who, by employing

a democratic

approach, fosters students’ comprehension of the text by clarifying meanings, by showing
the connected assumptions, by analysing concepts, by checking the validity of reasoning
process, and by examining the implications of ideas and their effects in humans life (Lipman
et al., 2010). As depicted in Figure 16, critical, creative and caring thinking are modes of
reasoning that foster higher thinking by acting in conjunction with each other, rather than
being a discrete set of cognitive acts.

Figure 16: Exemplification of the P4C methodology employed by Lipman (1995).
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This qualitative subdivision of categories of thinking is based on the Ancient Greek division
of the world under three categories that are considered as interconnected and regulative
ideas of human behaviour: epistemic (the search of the Truth), aesthetic (the search for
Beauty) and ethical (the search for the Good) as summarised in Thinking in education
(Lipman, 1995).

2.4 Taxonomies of Educational Objectives
A classification of educational goals is key to discriminating the levels of complexity and
specificity of learning processes and development. Any comparison of effectiveness or
efficiency in achieving learning objectives by employing different methodological
approaches to teaching, as per the cognitivist and social constructivist descriptions and
definitions introduced in the previous sections, requires well recognised criteria of
judgement to establish the shared learning outcomes that are supposed to be achieved.
These are classified, in pedagogy, via taxonomies of educational objectives whose most
prevalent exemplifications are explained in the following sections.

2.4.1 Bloom’s Taxonomy
A well-known taxonomy of educational objectives is that proposed by Bloom (1956). The
process of learning is believed to start with basic cognitive domains as per ‘Knowledge
Recall’ and to finish with complex cognitive domains as per ‘Evaluation’. This taxonomy
of educational objectives is a tool for categorising learning outcomes that are supposed
to be achieved by students as a result of instructional design (Bloom, 1956). Table 13
shows the process of knowledge through different stages from lower to higher levels of
complexity and the connected learning outcomes (Bloom, 1956).
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Knowledge:
•
•

Knowledge of specifics: terminology and specifics facts
Knowledge of ways and means of dealing with specifics: conventions, trend
and sequences classifications and categories, criteria and methodology
•
Knowledge of universal and abstraction in a field: principles and
generalization, theories and structures
Comprehension:
•
Translation
•
Interpretation
•
Extrapolation
Application of knowledge dimensions in related context of learning
Analysis of:
•
Elements
•
Relationships
•
Organizational principles
Synthesis:
•
Production of a unique communication
•
Production of a plan or proposed set of operations
•
Derivation of a set of abstract relations
Evaluation in terms of:
•
•

Internal evidence
External criteria
Table 13: Bloom’s Taxonomy of educational objectives (Bloom, 1956).

2.4.2 Anderson’s Taxonomy
Bloom’s Taxonomy has been modified through different ways in educational research, the
most widely accepted revision being proposed by Anderson et al. (2001). The authors
suggest employing two-dimensional models instead of only one-dimensional models: in the
original taxonomy, the ‘verb aspect’ was implied in the definition of ‘knowledge’ (as a
noun). This created a unidimensional model of knowledge that does not explicitly specify
its dual nature. The noun and the verb form separate dimensions of knowledge: the former,
as per Table 14, is the basis for knowledge dimensions, while the latter, as per Table 15, is
the basis for cognitive process dimensions (Krathwohl, 2002).
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Structure of the Knowledge dimension
Factual Knowledge
Basic elements students must know to be competent with a topic or solve a problem in it:
•
Knowledge of terminology
•
Knowledge of specific details and elements
Conceptual knowledge
The interconnections among basic information within a wider structure that enable them to work together:
•
Knowledge of classifications and categories
•
Knowledge of principles and categories
•
Knowledge of theories, models and structures
Procedural knowledge
How to do something, methodology of inquiry, criteria to employ skills, algorithms, techniques and methods:
•
Knowledge of specifics subject skills and algorithms
•
Knowledge of specifics subject technique and methods
•
Knowledge of criteria for determining when to use appropriate procedures
Metacognitive knowledge
Knowledge of cognition in general as well as awareness and knowledge of one’s own cognition
•
Strategic knowledge
•
Knowledge about cognitive tasks
•
Self-knowledge
Table 14: Adapted taxonomy of knowledge dimensions in learning outcomes (Anderson et al., 2001; Krathwohl, 2002).
Structure of the Cognitive Process Dimension
Remember
Retrieving relevant knowledge from long-term memory:
•
Recognising
•
Recalling
Understand
Determining the meaning of instructional messages
(oral, written and graphic communication):
•
Interpreting, Exemplifying, Classifying, Summarizing, Inferring,
•
Comparing, Explaining
Apply
Carrying out or using a procedure in a given situation:
•
Executing
•
Implementing
Analyse
Breaking material into constituent parts and detecting how the parts relate to one another and to an overall structure
or purpose:
•
Differentiating
•
Organising
•
Attributing
Evaluate
Making judgements based on criteria and standards:
•
Checking
•
Critiquing
Create
Putting elements together to form a novel, coherent whole or make an original product:
•
Generating
•
Planning
•
Producing
Table 15: Adapted taxonomy of cognitive dimensions in learning outcomes (Anderson et al., 2001; Krathwohl, 2002).

Additionally, Figure 17 shows that, besides the aforementioned modifications,
Anderson’s Taxonomy subordinates the ‘Evaluation’ phase to the ‘Creation’ phase,
because the former is considered the premise of the latter and not vice-versa.
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Figure 17: Original taxonomy of Bloom (left) (1956) and modified taxonomy of Anderson (right) (Anderson et al.,
2001, Krathwohl, 2002).

2.4.3 Structure of Observed Learning Outcomes (SOLO) Taxonomy
In educational contexts focused in programming, the most employed alternative to
Blooms’ taxonomy and its modified versions is the Structure of Observed Learning
Outcomes (SOLO) (Biggs & Collis, 2014). In short, it points out levels of increasing
complexity in a learner’s understanding of a subject by means of five hierarchical levels,
depicted in Table 16, that range from incompetence to expertise. The goal is to study how
novice computer programmers manifest their understanding of programming constructs.
Level of subject
understanding
Pre-Structural
Uni-Structural
Multi-structural
Relational
Extended, Abstract

Learning process

Related cognitive activities

Nothing known about the field
One relevant aspect is known
Several independent frames are known
Frames of knowledge are integrated
into a structure
Knowledge is generalized into a new domain

List, Name Memorize
Describe, Classify, Combine
Analyze, Explain, Integrate
Predict, Reflect, Theories

Table 16: SOLO taxonomy adapted from Biggs and Collis (2014).

SOLO is the most relevant framework for explaining how students represent programming
concepts and their cognitive development in programming (Biggs & Collis, 2014). This has
been considered in the current dissertation, along with the aforementioned taxonomies of
educational objectives, because the implementational context of the experimental design,
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defined in Chapter 3 of the thesis, is the department of Computer Science at TU Dublin,
where many courses and modules aim to achieve programming skills.

2.4.4 Fink’s Taxonomy
In addition to the aforementioned three taxonomies based on a hierarchical structure, there
exists a circular model of educational objectives, as depicted in Figure 18 (Fink, 2013). This
difference motivated the researcher to select it: the goal is to consider a wide number of
options for establishing which type of taxonomy of educational objectives is the best fit for
the evaluation of the experimental design defined in Chapter 3.

Figure 18: Fink’s Taxonomy (2013).

As per Anderson’s Taxonomy, Fink’s Taxonomy stresses the importance of metacognition,
and draws particular attention to human and caring dimensions. However, compared with
the taxonomy proposed by Anderson, it does not fully clarify the difference between
knowledge accomplishment and the cognitive functions required to achieve this.

In conclusion, the author of this doctoral research considers the evolution of Bloom’s
Taxonomy, through Anderson’s revision, to be the most complete classification of
educational objectives for learning assessment, because it successfully aligns the
knowledge dimension (the contents) and the cognitive process (the mental procedures).
This is key to comparing the effectiveness of different instructional methodologies in
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achieving shared learning outcomes. In Chapter 3 of the current dissertation, Anderson’s
revision of Bloom’s educational taxonomy was selected to evaluate the achievement of
knowledge via multiple-choice questionnaires (MCQs), because it gives an account of
‘what’ is supposed to be evaluated and ‘how’ it is supposed to be achieved, thus better
elucidating the impact of different instructional designs on learning outcomes.

2.5 Instructional Efficiency and Effectiveness
When considering the potential of different instructional designs to enable learners to
achieve learning objectives, it is important to differentiate between the meaning of
efficiency and effectiveness. The Cambridge academic content dictionary (2008) defines
‘effectiveness’ as ‘the ability to be successful and produce the intended results’. In
contrast, it defines ‘efficiency’ as ‘the good use of time and energy in a way that does not
waste any’, and as ‘the condition of producing the desired results without waste’.
Effectiveness and efficiency express different dimensions of the same process of
achieving outcomes. In other words, efficiency means ‘doing things right’ and
effectiveness means ‘doing the right things’ (Drucker, 1967). In educational contexts, an
efficient use of resources corresponds to achieving outputs by employing, for example,
the lowest level of financial or mental resources (Johnes et al., 2017), while an inefficient
use of resources means that outcomes are achieved regardless of how many resources are
employed. More specifically, efficiency in problem-solving, learning and instruction is
the capacity to achieve established goals with minimal expenditure of time, effort or
cognitive resources (Hoffman & Schraw, 2010). This is decisive for optimising the
teaching and learning process at any level of education. Two core definitions of efficiency
are mainly employed in research: competency in performance (which provides a minimal
degree of proficiency related to the performance of a skill) and the ability to perform a
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skill with the minimum of time or effort at a high level of competence. With regard to
these definitions, different computational strategies exist. Studies that have investigated
processing efficiency made use of univariate scores to compare the impact of a treatment
condition on a control group, as per the Likelihood Model (Hoffman & Schraw, 2010).
Studies that examine instructional efficiency to compare the impact of different types of
instructional design on control and experimental groups usually compute the difference
between performance and effort as per the Deviational Model and the Deviational ThreeFactor Model (Paas & Van Merriënboer, 1993; Tuovinen & Paas, 2004). Studies focused
on verbal-processing efficiency usually employ a likelihood ratio score based on the ratio
of performance to time or effort (Hoffman & Schraw, 2010). The rationale for the
aforementioned models of efficiency are summarised in the next section.

2.5.1 Deviational Model
Paas and van Merriënboer (1993) elaborated a formula of efficiency defined by Hoffman
and Shraw (2010) as a Deviational Model (Hoffman & Schraw, 2010). This is because it
reports the difference between a standardised score for performance and a standardised
score for effort. This formula is based on the basic assumption of CLT. When a performance
(related to a specific instruction) is high and the related effort is low, then efficiency is high.
In contrast, when performance (related to another type of instruction) is low and the effort
is high, then the efficiency is low (Paas & Van Merriënboer, 1993). The Deviational Model
is composed of two elements: measurement and computation. The measure of efficiency is
based on the difference between z scores for performance and effort, and the aim is to
compare the relative efficiency of different instructional designs. The difference between
performance and effort as an instructional efficiency score is represented in Figure 19 over
a two-dimensional Cartesian coordinate system: performance is represented as the ordinate
and effort as the abscissa.
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Figure 19: Deviational Model of efficiency (Paas & Van Merriënboer, 1993).

The intersection of the average performance and effort coordinates occurs when the z scores
for performance minus effort equals zero. Additionally, the authors plotted a line with a
slope of 1 through the coordinate system. This corresponds to an efficiency score of zero
when the z score for performance and effort assumes any z value (Paas & Van Merriënboer,
1993). The scores on this line are of efficiency zero and any efficiency score of zero is
equivalent. A person with a performance score of 1 and an effort of 1 is equally efficient as
a person with a performance score of -1 and an effort of -1. According to the authors, this
one-to-one relationship means that it is possible to compare the efficiency between each
person or group of people. Each efficiency score is defined in connection with the degree
to which the observed efficiency score E differs from the ideal efficiency line (Hoffman &
Schraw, 2010). The efficiency of each score is ‘relative’, because it can be computed by
measuring the distance from the observed score to the ideal efficiency slope of 1. In other
words, on one side scores above the line are positive and considered more efficient, while
scores below the line are negative and considered less efficient, as per the formula:
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𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =

(𝑍𝑃 − 𝑍𝑅)
√2

Where P is the standardised performance score, and R is the standardised effort score. If zP
- zR > 0, then E (the efficiency) is positive, and if zP - zR < 0, then E is negative (Paas &
Van Merriënboer,1993). The computational elements of this formula (standardised
performance and effort scores) are incommensurable to a common metric; consequently,
they are converted to a common scale. This suggests that two variables, different in their
nature, share the same conceptual properties and it is possible to compare their difference
numerically (Hoffman & Schraw, 2010).

Van Gog and Paas (2008) observe that during the previous 20 years, many researchers
employed, multidimensional measures of overall cognitive load, in addition to the
unidimensional measure of effort (Paas & Van Merriënboer, 1993), and placed these
measures not only after the performance test phase, as per the original formula of the
Deviational Model, but also after the instruction phase. This change in the original measure
of instructional efficiency is assumed to generate two different measures: training and
learning (Van Gog & Paas, 2008). The former, by CL measurements post-instruction,
shows the preliminary impact of the instructional designs on the development of schemata
of knowledge during their construction in working memory. The latter, by CL
measurements post-test, shows the impact of the instructional designs on the achievement
of learning outcomes through schemata of knowledge built in working memory.
Paradoxically, the training and learning efficiency of the same learner could not only be
different but also opposite: one positive and the other negative or vice-versa. In fact, the
same learner might experience high overall CL in the training phase (connected to the
explanation of a learning task) and a very low overall CL in the learning phase (connected
to the amount of CL experienced through the performance). Both approaches are important,
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taken separately, as they provide an explanation for two different phases of the learning
process. A further Deviational Model was proposed by Tuovinen and Paas (2004) to
compute a unique measure of efficiency by combining the effort post-instruction and postperformance: the Three-factor Model.

2.5.2 Three-factor Model
Tuovinen and Paas (2004) proposed a Three-dimensional Model of Efficiency that
combines the performance test with the effort experienced during the instruction and the
performance. This model integrates the advantages of both training and learning
efficiency, providing a more complete measure for comparing instructional conditions.
As per the original formula, performance score and effort post-instruction and postperformance are converted to standardised z-scores computed by subtracting the grand
mean of each individual score and dividing the result by the standard deviation (SD).
Tuovinen and Pass (2004) called the effort taken after the instruction phase ‘learning
effort’ and the effort measured post-performance phase ‘test effort’. In the case of a
comparison of two different learning treatments, the three means of the aforementioned
measures (for the two groups) would be represented as two points on a three-dimensional
axis rather than two points on a two-dimensional performance-effort axis, as per the
original formula. The highest efficiency takes place, as per the original model, when the
performance score is at the maximum and the effort at the minimum. Figure 20 represents
the performance on the vertical axis and the effort on the two axes over the horizontal
plane, which extend both left and right of the page.
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Figure 20: Three-dimensional Model of Efficiency (Tuovinen & Paas, 2004).

The highest efficiency is placed in the octant above the Effort measures plane (behind the
Performance axis). In contrast, the lowest efficiency would be in the octant in front of the
Performance axis and below the efficiency axis plane at the front of the page, with the
Performance score negative and the Effort positive (Tuovinen & Paas, 2004).

The equation of perpendicular distance from each three-dimensional point of the plane is:
𝐸𝐿 + 𝐸𝑇 − 𝑃 = 0

Where EL stands for Learning Effort (post-instruction), ET for Test Effort (post-test
performance assessment) and P for performance (Tuovinen & Paas, 2004).

If P (x1, y1, z1) is a point in a three-dimensional Cartesian space, then the shortest
distance, d, between it and the plane x + y − z = 0 (representing the neutral condition) is
given by:

𝑑=

(𝑍1 − 𝑋1 − 𝑌1)
√3

The Three-dimensional Efficiency is computed by substituting standardised learning and
test effort values of each learner with the standardised scores of the group as per formula:
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3 𝐷 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =

(𝑃 − 𝐸𝐿 − 𝐸𝑇)
√3

This formula calculates the deviation of the three-dimensional instructional condition
efficiency from the neutral condition in three dimensions that, in terms of z-scores, is
given by:

3 𝐷 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =

(𝑧𝑃 − 𝑧𝐸𝐿 + 𝑧𝐸𝑇)
√3

In connection with different instructional treatments, the performance score and related
effort measured post-instruction and post-test are substituted in the above equation and
the combined efficiency measure is computed (Hoffman & Schraw, 2010; Tuovinen &
Paas, 2004). After this, the mean of the three-dimensional instructional condition
efficiency is calculated for each instructional treatment; this value corresponds to the
distance from neutral condition to the value achieved in the specific treatment (Tuovinen
& Paas, 2004). By incorporating training and learning efficiency in one measure, the
three-dimensional efficiency metric provides an integrated computational method by
which to compare the efficiency generated by different instructional designs (Tuovinen
& Paas, 2004). In other words, by computing the efficiency with the effort of the same
learner measured after the instruction phase and after the performance phase, it shows the
impact of instructional designs on the efficiency of learners more coherently and precisely
than when compared with the original formula, because it gives an account of the
instructional efficiency over the whole learning process.
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2.5.3 Likelihood Model
The Likelihood Model computes a measure of efficiency based on the ratio of work output
to work input. Output can be identified with learning, input with work, time or effort
(Smith & Street, 2005). Besides its original application in Neurological Science and
Economics, the Likelihood Model has been widely used in Educational Psychology, as
well as analysing relative gain between two variables as a consequence of a
methodological intervention (Eysenck & Calvo,1992; Kalyuga & Sweller, 2005; Warnick
et al., 2008). It is based on the ratio between performance and effort, a raw score for test
performance or a learning outcome denoted as P divided by a raw score for time or effort
denoted as R.
𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =

𝑃
𝑅

R can be any self-report or an objective measure based on time or cognitive resources
employed (Hoffman & Schraw, 2010). An estimation of the rate of change of performance
is calculated by dividing P per R. This ratio diverges from zero to extensive positive values:
it goes towards zero when performance is low and effort is high (low efficiency), and it
goes towards extensive positive values when performance is high and effort is low (high
efficiency). The result shows the individual efficiency based on individual scores (Hoffman
& Schraw, 2010). According to Hoffman and Schraw, compared with the Deviational
Model, the Likelihood Model provides unambiguous measure of the rate variation. This is
because its variables do not need to be standardised and because the range of scores is not
restricted, as it is computing a difference between scores. Consequently, efficiency scores
based on the Likelihood Model are supposed to be more reliable and sensitive to minor
effect size changes in experimental studies, compared to efficiency scores computed
through the deviation formula (Hoffman & Schraw, 2010).
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2.5.4 Critical Analysis of Efficiency Measures
According to Van Joolingen (2014), the deviation formula is computationally and
mathematically inadequate. Figure 21 represents the definition of efficiency (E) of the two
conditions C1 and C2 as the perpendicular distance from the point (z(P), z (R)) to the line
for which z(P) = z (R). According to Paas and Van Merriënboer (1994), lines parallel on
line E = 0 represent points of equal efficiency that are higher (above the E = 0 line) or lower
than 0 (below the E = 0 line). The problem is that for each line parallel to E = 0, an extra
amount of effort yields an extra amount of performance (Paas & Van Merriënboer, 1993).
Consequently, the difference between lines is the offset: the performance corresponding to
neutral or average effort (Van Joolingen, 2014). This issue, in connection to a measure of
efficiency as a weight of product against cost, is counterintuitive, because the line
representing a higher efficiency would have a greater slope than the reference E = 0 and a
line depicting lower efficiency would have a smaller slope. Consequently, there is no fixed
distance between two efficiency lines, and a distance from a point to this line (with baseline
E = 0) is not suitable to be a measure of efficiency, because it is not constant along the line
(Van Joolingen, 2014).

Figure 21: Definition of efficiency where E = 0 (Paas & Van Merriënboer, 1993).
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Moreover, in the deviation formula, effort scores and performance scores do not have the
same unit, which is why they are converted in z scores: to make them dimensionless and
suitable for being subtracted (Hoffman & Schraw, 2010). The problem is that subtraction
is an additive operation applicable to quantities that share the same unit. The standardisation
score still represents quantities with different dimensions. This measure of efficiency is
dependent on the SDs of effort and performance scores. Consequently, depending on the
distribution of the sample, more weight is given to performance and effort with the same
values: this implies that the computation of the efficiency could vary in function of the
spread of their respective values (Van Joolingen, 2014). Additionally, according to
Hoffman and Schraw (2010), the deviational measure of efficiency is not based on how an
individual performs in isolation, but on how an individual performs relative to a group. In
other words, the Deviational Model changes the numeric and interpretative properties of
related scores, because standardisation computes individual scores on group scores.
Hoffman and Schraw (2010) are concerned about this computational issue: the deviational
score is problematic because the standardised scores are affected by the variability and
performance of others among the group. For the aforementioned reasons, Van Joolingen
(2014) proposes to adopt a more coherent formula of efficiency based on the ratio of
performance and effort: P/R. To compute the efficiency of weighted cost against product,
the natural path is to divide (and not to subtract), as per the Likelihood Formula, which
better detect variances and tendencies within sets of data. However, the interpretation of
likelihood scores should consider that work input cannot be zero, otherwise the results
would be zero too. Therefore, the efficiency score is ranged from zero to large positive
value (Hoffman, 2012). Additionally, the lack of consideration of the group scores in favour
of raw scores only might be problematic, as it is per the standardisation process, but for the
opposite reason. The context of the class that generated the efficiency scores is not
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considered, as it is in the deviational formulas through the computation of standardised
effort and performance scores. Consequently, the Likelihood Model does not give an
account of any possible variable that might have affected the efficiency of the group.

Based on the above considerations, the Likelihood, the Deviational and the Three-factor
Models of Efficiency were adopted to answer the research question and to verify the
research hypothesis defined in Chapters 1, 2 and 3, respectively. The goal, in the selection
of three different models of efficiency, was to tackle the analysis of data by giving an
account of a wide range of assumptions and methods including individual ‘raw’ scores and
standardised scores.

2.6. Summary of the Literature Review
Three main learning theories were discussed for the purpose of the current doctoral
research. Starting from the principles of Behaviourism, grounded on the transfer of
knowledge through the association of a required response with its appropriate stimulus,
the literature review gave an account of the cognitivist and constructivists assumptions in
teaching and learning, respectively based on the transfer and construction of knowledge
via mental processes. The common thread of the literature review was the definition of
the differences in their respective approaches for exemplifying learning tasks designed to
achieve their respective learning outcomes. With regard to this aspect, further
assumptions of cognitivists learning theories were explained in detail by the introduction
of the working memory system and its limitations in the capacity to process information.
Subsequently, direct instructions were discussed as the key factor to process knowledge
in working memory. Grounded on these assumptions CLT was described as a specific
educational theory aimed at improving the effectiveness of instructional designs for
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achieving specific learning outcomes. Then, the assumptions of social constructivism
were linked to the development of critical, creative and ethical thinking. Their specific
applications, in terms of trigger questions, were explained within the Communities of
Inquiry Framework for teaching and learning. Finally, a number of taxonomies of
educational goals and measures of efficiencies were discussed, informing the reader about
their respective uses, advantages and disadvantages. To conclude, the literature review
provided the reader with all theoretical elements of Cognitivism and Constructivism
whose further evolution and applications, in terms of CLT and Communities of Inquiry,
led to the gap which the current doctoral research aimed to fill, with the proposed solution
and its evaluation being further discussed in Chapter 3.

2.6.1 Synthesis of Gaps and Motivation
CLT, an influential theory in Educational Psychology, assumes that working memory can
only process explicit and direct instructions, which affects the achievement of knowledge
in novice learners. Kirschner et al. (2006) pointed out that experiments based on unguided
collaborative methodologies generally ignore the aforementioned condition of learning.
Consequently, teaching approaches that are not explicitly based on direct instructions are
set to fail. Under the basic assumption of CLT, namely that acquiring knowledge takes
place within Human Cognitive Architecture, whose core system is working memory,
learning is not possible without explicit instructions, because working memory cannot
receive and process the information related to an underlying learning task. This is the
critical gap which emerged from the literature review connected to CLT and the inquiry
techniques employed in collaborative learning. The motivation of the proposed
investigation is to fill the gap between explicit instructional designs that are characteristic
of CLT and the features of the community of inquiry approach, which focus on the learning
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connection between social context, cognitive abilities and construction of schemata of
knowledge.

2.6.2 Problem Statement and Research Question
Jonassen (2009), in response to Kirchner et al. (2006), Sweller et al. ( 2007) and Sweller,
(2009), states that, in the field of Educational Psychology, a comparison between the
effectiveness of inquiry methods and direct instruction does not exist. This is because the
two approaches come from different theory assumptions and they use different research
methods. For example, his constructivist qualitative research is focused on ill-structured
interdisciplinary problems, where there is no known answer. His experiments reveal
changes in human behaviour that have to be interpreted by means of a subjective evaluation.
This is in contrast with the quantitative research employed to validate the CLT effects in
the design of instruction. Consequently, Jonassen (2009) states that the assumption of
Kirchner et al. (2006) is not based on any empirical comparison or evidence. Furthermore,
Jonassen (2009) critiques the assumptions that underpin CLT because, when considering
the learning process, they are limited to changes in working memory without considering
the nature of this change: the characteristics of the context and the learner, and the social
and cognitive process of cognition, to explain or predict cognitive activities. The proposed
solution is to extend the approach of direct instructions connected to learning tasks with
highly guided inquiry activities; and the purpose is to establish whether this extension
improves the efficiency of learners, compared with those who receive direct instructions
only. The gap under examination, a comparison of efficiency between explicit instruction
and inquiry methodologies, is problematic. The problem is the lack of a shared learning
outcome. The two methodologies have to share the same dependent variable to be
compared. In the case of the proposed research, the achievement of factual, conceptual and
procedural knowledge via remembering, understanding, applying and analysing, as per
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Anderson’s Taxonomy, is the shared dependent variable, evaluated by an MCQ as a
performance test. The adapted taxonomy of Anderson et al. (2001) assumes great
importance because it explains how a performance test such as an MCQ can be linked to
lower or higher cognitive processes and can be appropriately used as a test performance
within a measure of efficiency (Scully, 2017). The research question being proposed in this
study is:

To what extent can a highly guided Community of Inquiry (exemplification of cognitivist
and social constructivist approaches to learning), when added to a direct instruction
teaching method (exemplification of cognitivist approaches to learning in terms of
explicit guidelines provided), improve the efficiency of learners in comparison to the
efficiency of learners exposed to direct instructions only?

In order to answer the research question, a primary research experiment has been
designed. The related layout is described in Chapter 3. Additionally, to address the
possible ways of tackling the research question, the following sections inform the reader
firstly about the general definition of research methodologies (section 2.7 ), and secondly,
in the positionality statement (section 2.8), about research methodologies that define the
nature of this doctoral research.
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2.7 Introduction to Research Methodologies for the Subsequent
Definition of Those Employed in the Design Chapter 3
A research methodology can be defined as a systematic way to answer or sort out a
research problem. It corresponds to the process of investigating how research is
implemented in a scientific manner by giving an account of each step adopted for the
definition of the problem and the rationale behind it (Cohen et al. 2002). The selection of
the research methods is key to the types of conclusion that can be made about the cause
and factors that influence a specific phenomenon. Research methods are the tools required
to tackle research; they can be quantitative, qualitative or mixed:
•

quantitative research methods investigate numerical data and requires statistical
tools for the analysis of the data collected. In other words, they are concerned with
the measurement of variables and relationships between them by providing graphs
and tables (Cohen et al. 2002).

•

qualitative methods investigate non-numerical data and focus on establishing
patterns (Cohen et al. 2002).

•

mixed methods use hybrid approaches based on the assumptions of both (Cohen
et al. 2002).

Quantitative research is based on mathematical models as the primary methodology for
the analysis of data whose collection is typically numerically via tests, measurement
procedures and statistical analysis (the researcher is ‘outside’ the phenomena being
investigated). There are two main classifications of quantitative research: descriptive
experimental research and causal comparative research (Leedy & Ormrod, 2001).
Descriptive experimental research design identifies the attributes of a specific
phenomenon based on observational basis or the exploratory correlation between two or
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more phenomena. Causal comparative research design provides the researcher with the
opportunity to examine the interaction between independent variables and their influence
on dependent variables. As outlined by Leedy and Ormrod (2001), there are three types
of exploratory approaches:
1) pre-experimental approaches, where independent variables do not vary and are
not randomly selected;
2) true experimental approaches, where a systemic approach is employed to
collect data whose analysis involves mathematical models;
3) Quasi-experimental approaches, whose implementation implies a non-random
selection of study participants; as a consequence, the degree of control is partial
and true experimentation is not possible because of lack of validity.
In descriptive experimental and causal comparative research methods, further research
designs are employed:
•

correlational methods: the purpose is to establish whether two or more variables
are related (a statistical test to establish patterns for two variables) (Leedy &
Ormrod, 2001);

•

development design: the researcher explores how characteristics may change over
time within a study group (Leedy & Ormrod, 2001);

•

observational methods: the purpose is the observation of a particular aspect of
human behaviour with as much objectivity as possible and records the data
(Williams, 2007);

•

Survey research: the researcher tends to capture phenomena at the moment, via
close ended instruments or open- ended items (Williams, C2007).
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Qualitative research is a discovery and holistic approach usually employed for the
analysis of social phenomena that are investigated from the participants’ point of view
(Williams, 2007). The distinctive feature of qualitative research is the description,
explanation and interpretation of the collected data, along with an inductive reasoning
and related methodologies (Leedy & Ormrod, 2001). A further difference in comparison
with quantitative research designs is the strong correlation between the observer and the
data, which is why this approach is subjective. Five main area of qualitative research
methodologies exist:
1) Case Study: depth exploration of a programme, event, activity or a process
involving one or more participants. The researcher spends time on-site collecting
data by employing interviews, archival records or documents, physical artifacts,
and audiovisual materials (Leedy and Ormrod, 2001);
2) Ethnographic Study: the focus is on an entire group of people who share a
common culture. The goal is the comprehension of the changes that affect a group
culture over time (Williams, 2007).
3) Grounded Theory study: this refers to developing data into a theory. In other
words, a theory is supposed to emerge from the collected data rather than from
the research literature, via the identification of patterns, tendencies and constants
(Williams, 2007);
4) Phenomenological Study: the goal, achieved via extended interviewees, is to
elicit participants’ perceptions of memory, images and meanings associated with
the situation in which they are involved (Leedy and Ormrod, 2001);
5) Content Analysis Study: it is a precise and systematic examination of a specific
body of materials for the identification of verbal, visual, behavioural patterns,
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themes and biases. Two steps are supposed to be followed for defining the highest
objective analysis possible: 1) analysis of the materials through a frequency table
showing each characteristic or quality mentioned; 2) a statistical analysis based
on a quantitative format drawing conclusions about the patterns found in human
communications and data collection (Williams, 2007).
Mixed research methods collect and analyse not only numerical but also narrative data.
They are an extension of quantitative and qualitative research approaches and analysis
(Johnson & Onwuegbuzie, 2004; Williams, 2007). The goal is to stress the strengths and
to minimise the weaknesses of both approaches, in order to give an account of the
quantitative and qualitative nature of the data: that is, to fully address the phenomenon
under study. While quantitative approaches test theories and related research questions
and hypotheses via deductive and experimental approaches, qualitative research methods
can build new theories up via inductive approaches valid within the context of their
application. The ultimate advantage in the use of mixed research methods is not only their
potential compatibility, but also their practical complementarity (Williams, 2007). Hybrid
experiments can be designed by employing techniques from both research approaches.

The research methodologies briefly introduced above are key to supporting the
comprehension of the reader regards the methodologies employed in Chapter 3 and
Chapter 4. The positionality statement below gives a preliminary account of their use in
tackling the research question defined in section 2.6.2 and in Chapter 3.

2.8 Positionality Statement
The problem emerging from the literature review concerns the competitive approach,
whereby direct instructional and social constructivist methodologies have been compared.
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This is exemplified at the conference of the American Educational Research Association held
in 2007 in Chicago, Illinois, where both methodologies were evaluated and compared.
Unfortunately, despite the intention of the conciliator, which inspired the conference, scholars
maintained their own position. Since then, no evidence of further attempts to tackle the
underlying gap has emerged in the literature. The posture based on the superiority of one
approach over the other has prevented the supporters of both sides from extending the related
body of knowledge. The main problem is that cognitivist researchers stress the transfer of
knowledge via quantitative research, while social constructivist researchers stress its
construction via qualitative research, underestimating the role of direct instructions in
working memory. However, the ‘construction phase’, in the opinion of the author of this
doctoral research, does not just consider constructivist approaches. Cognitivist researchers
consider the construction of schemata of knowledge, which is key to transferring information
in working memory and, consequently, to learning it. Intuitively, it appears quite reasonable
that they represent two sides of the same process of learning. With reference to novice
apprentices, constructivist methodologies of teaching, which a priori do not provide any
explicit instructions, seem to be ineffective in optimally achieving learning outcomes as much
as the ‘dry’ design of instruction, sustained by scholars of CLT and which are supposed to
trigger the transfer of knowledge without any further cognitive and social consideration. The
following design chapter gives an account of both approaches through the elaboration of an
experimental layout based on hybrid research assumptions (direct instructions to perform
inquiry and constructivist activities), approaches and methods (quantitative and qualitative).
Based on a number of exemplifications taken from the literature review, the position of the
author of this doctoral research, concerning the possibility of employing direct instructions
in constructivist approaches, is definitively favourable. With regard to the measures of
efficiency and related variables employed for answering the research question, as per
subjective rating scales and MCQs as measures of testing, the rationale that justifies their
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selection is based on the results emerging from the literature review. This it is discussed and
motivated in sections 2.2.8.1, 2.2.4, 3.3.1 and 3.2.4. The assumption, shared by the author

of this doctoral dissertation, is that only the person who is performing a task can elaborate
a precise judgment about the experienced effort. In short, despite the degree of subjectivity
required, self-rating scales are selected because of their simple application and because of
their high degree of sensitivity (Rating Scale of Mental Effort, RSME) and diagnostic power
(NASA Task Load Index, NASA TLX) emerged across research (Rubio et al., 2004).

With regard to the definitions of the research methodologies discussed in section 2.7, the
author of this doctoral research proposes to answer the research question via quantitative
research methods based on descriptive and inferential statistical computation and analysis
of unidimensional and multidimensional measures of efficiencies via Deviationals and
Likelihood Models, as described in sections 2.5.1.2 and 2.5.1.3. In the context of this
research, the management of the CL is considered to have an impact in terms of learning
outcomes and working memory limitations. The measure of efficiency is preferred to a
simple measure of effectiveness, based on test performance only, because it gives an
account of the relation between CL and test. This permits an evaluation of instructional
designs by considering the limited capacity of working memory for the information
process and to support the development of new optimised designs.

The selection of the aforementioned quantitative methodology, in line with the approach
developed across 40 years of research in CLT, is motivated by the present author’s desire
to conduct a research study in education, based on evaluations, as objectively as possible,
minimising subjective interpretations. The goal is to reduce the degree of subjectivity that
usually characterises research conducted in ill-structured domains such as education
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(Jonassen, 2009). The selection of a causal comparative research study aimed at
establishing the impact of different instructional designs on the efficiency achieved by
participants in control and experimental learning conditions is motivated by the goal of
providing an optimised instructional approach suitable to be re-employed in any context
of learning based on direct instructions. This research also performs a true experimental
approach based on a systemic collection of data via surveys provided immediately after
the related tasks. Moreover, an additional research approach (a type of content analysis
study) is employed to give a supporting qualitative account of the numerical data
collected. In other words, during the experimentation phase, close ended instruments
(RSME, NASA and MCQs) are employed, which provide numerical data for the
computation of the efficiency scores of students. In addition, an interpretation based on
the search of qualitative patterns is provided.

The ultimate goal of the author, which inspired and motivated this research, is improving
the learning phase for students in third-level education via dialogic practices that promote
democratic habits. The author of this doctoral research considers the implementation of
dialogic approaches via shared agreements key to tackle the contradiction between
individual freedom and its definition in terms of social responsibility. The definition of
shared agreements via dialogic approaches is considered also critical for an overall
cognitive, critical, creative and ethical improvement of contemporary education. This
personal vision of the world, along with the gap that emerged throughout the literature
review, inspired the experimental layout introduced in the next chapter.
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CHAPTER 3: DESIGN AND METHODOLOGY
The design chapter provides the reader with a detailed explanation of the research
experiment inspired by the gaps that emerged from the literature review via three phases.
Their common layout, depicted in Figure 22, aims to verify the following research
hypothesis:

H: if the explicit instructional design method is extended with a highly guided inquiry
activity focused on cognitive trigger questions, then, its efficiency is improved.

Figure 22: Synthesis of the experimental design.

The explicit instructional design method is based on the assumptions discussed in the
Evolutionary Psychology of Geary and CLT (sections 2.1.3.2 and 2.2, respectively).
Examples and scopes of guided inquiry activities and trigger cognitive questions are
discussed in sections 2.3.1 and 2.3.4 (the P4C methodology of Lipman and the
Community of Inquiry Online of Garrison, respectively). A more specific explanation
about the rationale whereby trigger questions are associated with the development of
cognitive skills is provided in section 3.2.7 (the Noria Project, a further evolution of the
P4C methodology). Finally, the notion of efficiency gives an account of the relation
between CL, effort and test scores experienced and achieved by scholars under different
learning conditions, the rationale for which is introduced in section 2.5.
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3.1 Overview of the Proposed Solution: Introduction and Definition
In the current research, two instructional design conditions are compared in a number of
university classes of computer science programmes at TU Dublin: one designed in line with
the direct instructional approach to learning only (control instructional condition), and the
other designed in line with the previous condition extended with a collaborative activity
based upon trigger cognitive questions, as presented in sections 2.3.1 and 3.2.7, that is,
motivated by the community of inquiry approach to learning (experimental instructional
condition). To be more precise, the former involves a theoretical explanation of an
underlying topic, whereby an instructor presents information through direct instructions
along with a set of slides. The latter, as shown in Figure 22, involves the extension of the
former by employing highly guided inquiry activities based upon trigger questions assumed
to develop cognitive skills in conceptualising and reasoning, in order to stimulate
knowledge construction in working memory (Popov et al., 2017). Control and experimental
groups are then required to assess their CL (via well-known and widely employed selfrating scales) and to perform a test (MCQs) for the computation of different measures of
efficiency. All students are informed of the criteria for voluntary acceptance of the
experiment and anonymity in any published data. After signing study information and
consent forms, students who agree to participate in the study are randomly divided into two
groups: control and experimental (the latter in teams of three to four students). This occurs
by employing a convenient sample size taking into account the physical configuration of
the classes of the TU Dublin building in Kevin Street (Dublin 2), usually split in two halves
that could not physically interact, as they are separated by a corridor in the middle (see
illustrated Figure 23).
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Figure 23: Typical scenario of a class randomly split in control and experimental groups.

The adoption of this rapid and random selection method is motivated by the need to
optimise the time available for the experiment (50 minutes approximately). TU Dublin is
selected as the physical base for the experimentation because of its spatial contiguity with
the office of the author of this doctoral dissertation. Direct contact with a number of
lecturers teaching in the same building improves, in fact, the chances of persuading them
to be available for the implementation of the experiments. When the number of participants
in control and experimental groups is not equal, the author of this doctoral research can ask
some of them to move into one group rather than into another, to keep the distribution as
balanced as possible. Additionally, when possible, the profile of participants, in terms of
gender balance and nationality, is addressed to create mixed teams. Unfortunately, data
regarding the cognitive style, the social background of students involved, and other
potential variables as per causal and external factors that could affect the CL and the
achievement of learning outcomes of participants, are not collected. The lack of evaluation
of these variables is due to the specific circumstances regarding the implementation of the
experiments. The author of this doctoral research deals with all participants only for the
duration of the experiment in a real class in third-level education: formal questions about
their social background, ethnicity, religion and level of instruction of their parents, for
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example, would not be in line with the context of the experimentation. It is widely known
that the social background can have an impact on the achievement of learning outcomes
(Jonassen, 2009), but an explicit question about it, in the specific context of its
implementation, namely a real class (in contrast, for example, with a case study based on
interviews), could be considered discriminatory by some of the students involved. The point
is that students are coming to attend a class and not to attend an interview. The planned
experiment is an extra activity motivated and justified in the context of the delivery. This
intrinsic motivation is assumed to persuade some of the scholars involved to take part in it.
In other words, the collection of the aforementioned information is considered inappropriate
in the context of implementing the experiment.

In summary, the basic layout of the experiment is described as follows: both groups receive
the same set of direct instructions (already part of their modules), while only the
experimental group goes on to participate in the inquiry activity based on collaboration, as
described in section 3.2.8. The material required by each lecturer who volunteered by
allowing the experiment to take place during their classes is a set of slides on the selected
topic and a computer connected to a projector to display these slides in the classroom. An
MCQ has to be designed to evaluate the information delivered. Each question has four
options: one correct answer and three incorrect ones. The aim is to test factual, conceptual
and procedural knowledge as shared learning outcomes (as proposed in section 2.4) by each
MCQ, whose rationale is described in section 3.2.4 as originally proposed by Haladyna et
al. (2002). Additionally, depending on the length of the delivery, a set of 5 to 12 trigger
questions is designed for each selected topic as part of the inquiry activity of the
experimental instructional condition, as motivated by its requalification explained in
section 3.2.8.
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3.1.2 Ethics
To guarantee good standards of ethical research and scholarly practice, study information
and consent forms are distributed at the start of each class and these have previously
approved by the Research Integrity and Ethics Committee of TU Dublin under the criteria
of the European Code of Conduct for Research Integrity and the Irish University
Association (IUA) Policy Statement on Ensuring Research Integrity in Ireland. The
principles which researchers must demonstrate are as follows:
•

reliability of the highest standards of integrity in all aspects of the research
founded on principles of good research practice;

•

honesty in developing, undertaking, reviewing, reporting and communicating
research in a transparent, fair, full and unbiased way;

•

respect for gender, culture, religion, ethnic origin and social class of research
participants and subjects;

•

accountability for the research from idea to publication, for its management and
organisation, for training, supervision and mentoring, and for its wider impacts.

Fidelity to the above ethical protocols in the collection of data is ensured by the author of
this doctoral dissertation. The creation of the experimental and control group face ethical
issues that are addressed through the definition of consent and the study information form
(Appendix 1). They should be read and signed by those students willing to participate in
the experiment. The main ethical issue relates to the different conditions of learning
provided for the control and experimental groups. Participants in the experimental groups
are required to spend more time in performing their tasks (based on the reiteration of the
contents) than those in control group. This is expected to impact the management of their
CL in terms of working memory resources employed. It is also anticipated that spending
this time collaborating with their peers will have a positive impact on their efficiency
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scores. On the other hand, participants in control groups are expected not to benefit from
the collaboration with their peers: their working memory resources are not supposed to
be overloaded on account of less time and effort being devoted to the task. However, both
learning conditions provide an equal chance of learning: in fact, the Research Integrity
and Ethics Committee of TU Dublin requested (by email) that both groups should attend
a delivery that is already part of their modules in equal conditions, thus ensuring that their
right to learning is not prejudicated. Obviously, due to the comparative nature of the
current research in instructional design, the conditions of learning between the two groups
must vary, otherwise the comparison of their efficiency would not make sense.
Additionally, students are informed that the evaluation of results prompted by their
behaviour would have no impact on their academic results, thus making their participation
completely voluntary and free of any pressure in getting scored. The requirement of
voluntary acceptance (within the context of a convenient sampling size based on the
availability of lecturers and students), in turn, sets the inclusion and exclusion criteria for
taking part in the experiment. Students express their consent to participate in both the
control and experimental conditions proposed (as per the study information form in
Appendix 1.1). They are also informed that the electronic data formed by the responses
given will be archived until the conclusion of the study and assured that any sensitive data
will be anonymised to prevent them from being identified. By signing the information
and consent form, students express their understanding that the generated data will be
stored for statistical analysis in a password-protected database that is accessible
exclusively by the researcher. Participants in each control and experimental group are
informed that their responses will be gathered by means of a survey, executed pre and
post learning task towards the assessment of the CL imposed by the learning conditions
via self-reporting measures. They are also expected to agree to perform a test (in terms of
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MCQ) related to the assigned condition of learning. Finally, they are informed that they
are free to ask any question at any time before and during the study. They are also aware
that they will not being coerced in any way to participate in the study and that they can
terminate their participation at any point, should they so wish.

3.2.1 Criteria for the Selection of Taught Topics
All lecturers at the School of Computing at TU Dublin were contacted by email and
invited to take part in the experiment. Only a few accepted the offer, of whom only those
using the direct instruction approach to learning were selected. Each of these lecturers
identified one suitable topic, already part of their modules, for experimental purposes. All
selected topics were assumed to correspond to a high level of difficulty, thus necessitating
the need for the collaborative activity. Furthermore, all were based on well-defined
domains of knowledge suitable to be objectively evaluated for the comparative purpose
of the current research. Table 17, Table 18 and Table 19 provide descriptive information
about the nature of the topics (Computer Science and Research, the only two main groups
of topics being available) for each stage of the experimental phases evaluated in Chapter
4: respectively the tuning, the experimental and the refined experimental phases. Further
details are provided, such as the academic level and related year, the total number of
participants, the number of students for control and experimental groups, the number of
slides per each delivery and the length of the theoretical explanation. As can be seen, the
size of the samples is small (< 30 participants per group) across all the experimental
phases (Wilcox, 1995; Rousselet et al., 2017).
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Topic
1) Advanced database
2) Research Methods
3) A. Cloud Watch
4) Semantic Web

Nature
Computer science
Research
Computer Science
Computer Science

Level
B.Sc.(4th year)
M.Sc.
B.Sc.(3th year)
B.Sc. (1th year)

#students
25
26
29
42

C
13
12
15
26

E
12
14
14
16

# slides Length (mins)
28
50
20
35
25
25
55
75

Table 17: Description of each taught topic and associated information for the tuning phase.
Topic
1) Research Methods
2) R. Hypothesis
3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Lit. Review
8) R. Hypothesis

Nature
Research
Research
Computer Science
Computer Science
Research
Computer Science
Research
Research

Level
M.Sc.
M.Sc.
M.Sc.
B.Sc. (2thYear)
M.Sc.
B.Sc. (4thYear)
M.Sc.
M.Sc.

# students
29
36
12
39
25
19
15
16

C
14
20
5
20
14
10
7
8

E
15
16
7
19
11
9
8
8

# slides Length(mins)
30
27
21
25
60
40
142
60
70
90
62
60
44
40
21
35

Table 18: Description of each taught topic and associated information for the experimental phase.
Topic
9) Strings
10) Prog .Design
11) Machine Learning
12) Image Processing
13) Research Methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual Memory
18) R. Hypothesis
19) Lit. Review
20) Operating Systems

Nature
Computer Science
Computer Science
Computer Science
Computer Science
Research
Computer Science
Computer Science
Research
Computer Science
Research
Research
Research

Level
B.Sc. (1st Year)
B.Sc. (1st Year)
B.Sc. (4th year)
B.Sc. (4th year)
MSc
MSc
B.Sc. (1st year)
MSc
4th year
M.Sc.
M.Sc.
1st year

# students
22
30
13
16
17
13
33
15
15
32
31
27

C
10
15
5
7
8
6
19
7
8
14
16
14

E
12
15
8
9
9
7
14
8
7
18
15
13

# slides
18
28
43
71
30
70
34
30
35
21
44
59

Length (mins)
10
50
55
50
35
60
55
50
80
35
40
50

Table 19: Description of each taught topic and associated information for the refined experimental phase.

The peculiar difference between topics in these two main groups is the type of knowledge
delivered via direct instructions and evaluated via MCQs: one is factual/conceptual and one
is procedural, as addressed in section 4.1.4, section 4.2.4 and section 4.3.4. Additionally,
the comparison of efficiency of instructional design is between two groups (direct
instruction vs inquiry activity) within the same topic, not between different topics.
Consequently, the selection of the topics was not motivated by their differences but rather
if they belong to the class of well-defined domain. The category of well-defined domain in
Computer Science and Research, as well as the initial availability of the lecturers, was
critical for defining the topics suitable for implementing the experiment and this is the
rationale that motivates their selection. This well-established domain of knowledge was key
for defining a number of shared learning outcomes, which makes possible a comparison of
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efficiency of instructional designs emanating from different research methodologies as
discussed in section 2.6.2 (Jonassen, 2009). The same comparison, based on ethical issues,
for example, would have not been appropriate for the scope of this research because they
belong to ill-structured domains where ground truth is mostly absent: this makes it difficult
to define shared learning outcomes based on widely accepted sets of information (Jonassen,
2009). In other words, beside the availability of the lecturers, the common feature of the
selected computer science and research topics was their well-established nature in terms of
factual, conceptual and procedural knowledge that can be objectively evaluated as learning
outcomes shared by both instructional approaches proposed.

3.2.3 Definition of Direct Instruction
Kirschner and colleagues critique constructivist approaches to teaching because they do
not consider ‘direct instructions’ as key to designing effective learning activities
(Kirschner et al., 2006; Sweller et al.; 2007; Sweller, 2009). However, they do not provide
a specific definition of ‘direct instruction’; rather, they rely on its generic exemplification
in terms of ‘explicit instruction’, which is a tautological rather than an epistemological
explanation. In other words, scholars of CLT maintain that novice learners need highly
guided learning activities to process information in their working memory, although the
nature of this ‘guidance’ is not well defined. A formal definition of ‘explicit instruction’
is elaborated by Goeke (2009) as a significant and effective mode of direct teaching that
is skill based and suitable for use in any context (Goeke, 2009). Explicit instructions
integrate smaller learning units through contextualised guidelines into a wider and
coherent context that is based on self-evaluation activities designed to verify students’
comprehension and to keep a high level of engagement. Explicit instruction is further
defined as a sequence of clear explanations about what students are required to learn,
supported by guided and independent practices that end up with a formal or an informal
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assessment. With regard to the current research design, a feature common to all sets of
slides employed as ‘direct instructions’ is their accurate design of information, delivered
through corrective feedback approaches based on a well-defined body of information or
skills that students are required to master.

3.2.4 Definition of the Criteria for the Design of Multiple-choice Questionnaires
(MCQs)
The criteria employed to design MCQs are extracted and adapted from the review
proposed by Haladyna et al. (2002). All the contents of each item are considered relevant
and independent from each other. Opinion-based and trick items are avoided, and the
vocabulary is kept as simple as possible. All items are designed on conventional MCQs
based on the selection of one answer out of four options. The layout of conventional
MCQs is usually designed by employing three options only (Haladyna et al., 2002).
However, the author of this doctoral research employs one correct answer out of four
options, in order to include as much information as possible, to reduce the chance of
guessing the right option and to increase the chance of employing reasoning skills in
performing the test. The three incorrect options are part of the delivery and all are
plausible. In other words, participants are expected to apply reasoning when selecting the
correct option, as none of the options are meaningless (Haladyna et al., 2002). The format
of the answers is always vertical, and the amount of reading minimised as far as possible.
In writing the stem (the problem the students have to tackle), the direction and the central
ideas are clear, and negatives such as ‘NOT’ are capitalised. The logic employed to design
MCQs is to be validated by lecturers to guarantee that the semantics behind each question
and the possible options reflect the rationale used for the delivery. MCQs are uploaded
online on the Socrative platform – a widely known online tool used for assessment tests.
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Questions and related answers are automatically shuffled by Socrative. Well recognised
criteria of judgement are crucial to establishing shared learning objectives in studies that
investigate the relation between learning and instruction. A well-known taxonomy of
educational objectives is proposed by Bloom (1956), as described in section 2.4.2. This
taxonomy was improved by Anderson and colleagues to better classify learning outcomes
to be reached by students through cognitive processes as a result of instructional design.
This is discussed in section 2.4.2 (Anderson et al., 2001; Krathwohl, 2002). With
reference to the design of MCQs, this adapted taxonomy is of great importance because
it shows how a performance test can be linked to low or high cognitive process and
knowledge dimensions (Scully, 2017). In other words, the capacity of MCQs to support
the evaluation of high or low cognitive processes, the related knowledge dimensions and
learning outcomes may depend on the degree of alignment to a taxonomy of learning.
The taxonomy of Anderson, compared with the others, is considered the most suitable for
the evaluation of knowledge achievement via MCQs, because of its clarity in the
distinction between knowledge dimension and cognitive process dimension. Participants
in control and experimental groups are assumed to remember and understand the basic
notions associated with the delivery, in order to tackle factual and conceptual knowledge.
In addition to performing these basic cognitive functions, they are assumed to analyse
and apply the factual and conceptual knowledge delivered, in order to give an account of
the related procedural knowledge (Anderson et al., 2001; Krathwohl, 2002). With regard
to this consideration, the fact that MCQs are frequently considered a measure of recall,
whereas construct responses or essays are considered a measure of higher thinking
evaluation, is a common underestimation of the issue (Scully, 2017). The level of
knowledge evaluation depends on what types of knowledge and cognitive process
dimension are being evaluated by the design of the MCQs: basic (factual and conceptual
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knowledge via remembering and understanding), complex (procedural and metacognitive
knowledge via remembering, understanding, applying, evaluating and creating), or both
(Anderson et al., 2001; Krathwohl, 2002). For the aforementioned reasons, the MCQ is
proposed as a test performance of basic and complex knowledge (in terms of procedures)
within a measure of efficiency. Below are some exemplifications, based on Anderson’s
Taxonomy (Table 14), concerning how the evaluation of knowledge is addressed and
classified through the related MCQ as provided in Appendix 2.2, 3.3 and 4.4:
•

Topic: Research Hypothesis > Question: What is a research hypothesis?
o Type

of

knowledge:

FACTUAL,

knowledge

of

terminology

CONCEPTUAL, knowledge of classifications and categories, knowledge of
principles and categories, knowledge of theories, models and structures;
•

Topic: Research Hypothesis > Question: Which are the criteria you must consider
in order to test a research hypothesis?
o Type of knowledge: PROCEDURAL, how to do something, knowledge of
specifics subject skills and algorithms, knowledge of specifics subject
technique and methods, knowledge of criteria for determining when to use
appropriate procedures;

•

Topic: Research Methods > Question: Please, provide some examples of qualitative
and quantitative research methods.
o Type

of

knowledge:

FACTUAL,

Knowledge

of

terminology,

CONCEPTUAL, knowledge of classifications and categories, knowledge of
principles and categories, knowledge of theories, models and structures;
•

Topic: Operating systems > Questions: What is the function of the fork() command
in Linux? What is the function of the exec()command in Linux? What is the function
of the ipconfig/scannow command?
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o Type of knowledge: PROCEDURAL, how to do something, knowledge of
specifics subject skills and algorithms, knowledge of specifics subject
technique and methods, knowledge of criteria for determining when to use
appropriate procedures.
As can be seen from the above illustrations, factual knowledge and conceptual knowledge
have been aggregated under the same type of knowledge, despite being different. This
occurred because of the dual nature of these questions: factual (knowledge of
terminology) and conceptual (knowledge of principles, categories and their relations). In
other words, the differences between factual/conceptual knowledge on one side and
procedural knowledge on the other, in contrast with the differences between factual and
conceptual knowledge only, are better discriminable. This why they have been aggregated
under a unique category, rather than being subjected to the original classification
proposed by Anderson et al. (2001). The author of this doctoral research is aware about
the degree of subjectivity (interpretation) required to implement the classification above,
intuitively, there is no ‘procedural knowledge’ without ‘factual and conceptual
knowledge’: the latter is part of the former. Consequently, the classification proposed in
Appendix 2.2, 3.3 and 4.4 might be questionable for other scholars. However, it is still
based on objective criterion as proposed by Anderson and Krathwohl in Table 14
(Anderson et al., 2001; Krathwohl, 2002). The definition of their difference, in fact, is
based on which criterion is mainly employed for their classification: ‘how to do
something’ for procedural knowledge and ‘knowledge of terminology, categories,
theories and models’ for factual/conceptual knowledge.
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3.2.5 Rationale for the Selection of Collaborative, Social Constructivist and
Inquiry-based Learning Approaches
The layout of the proposed requalified Community of Inquiry (as detailed in section 3.2.8)
is inspired by multiple research approaches and assumptions: those related to the
collective working memory principles recently studied in CLT (Table 1) and explained
in detail in the following paragraph (Kirschner et al., 2018; Paas & Sweller, 2012; Sweller
et al., 2011a), the inquiry model of teaching and learning in the P4C of Lipman (2010),
as described in section 2.3.1 and the model proposed by Garrison (2007) in the
Community of Inquiry Online, as described in section 2.3.4. The common feature of these
approaches is the fact that they are based on direct and clear instructional designs in order
to perform the related learning activities. In other words, the aforementioned
collaborative, social constructivist and inquiry learning approaches, in contrast with the
gap that emerged from the literature review, are based on explicit guidelines for learning:
the overall assumption, sustained by scholars of CLT (Kirschner et al., 2006), that
constructivist and inquiry-based approaches propose unguided or minimally guided
activities is not valid across all their exemplifications. Kirschner et al. (2006), in the
article that motivated the current research, provided examples of minimally or unguided
discovery and inquiry activities of learning, as they were common features valid for most
or all the constructivist and inquiry-based approaches. In contrast with this, the
Communities of Inquiry Online and the P4C methodologies have been selected as
examples of social constructivist approaches based on direct instructions and guided
activities. Additionally, there is a rationale that defines their selection in terms of ethical
reasons: they promote the adoption of democratic habits via dialogic and collaborative
practices. As discussed in the positionality statement of section 2.8, the author of this
doctoral research considers these to be key for the development of a modern society,
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aware of the full potential of social collaboration in terms of cultural and ethical
advancement. This is the rationale that motivates their selection, and this is the premise
that sets the layout of the experimental inquiry (section 3.2.8) proposed as a
requalification of the original social constructivist models inspired by the definition of
meanings via social construction of knowledge, as discussed in section 2.4 of the
literature review.

3.2.6 Overall Assumptions for the Definition of an Effective Collaborative
Learning: the Collective Working Memory Effect
Among others, the ‘collective working memory effect’, illustrated in Table 1, and its
principles for designing collaborative environments, are relevant considering the
assumptions that underpin the design of the collaborative, constructivist and inquiring
activity proposed; in fact, the learning ‘effect’ consists in sharing human mental resources
among several working memories to attend a learning task. The assumption is that the using
working memories from many people should reduce the cognitive cost required to perform
that task. The level of complexity of the task remains constant but the working resources
expand their limits through collaboration (Sweller et al., 2011a). The collective working
memory effect consists of gaining from each other's working memory capacity through
collaboration (Kirschner et al., 2018; Paas & Sweller, 2012; Sweller et al., 2011a).
According to Geary's Evolutionary Educational Psychology (2012), humans evolved to
communicate with each other in order to obtain most of their information and reorganising
principles. The long-term memory stores schemata of knowledge by observing and
imitating other people who are the most important source of knowledge. The assumption is
that general communication is biologically primary and does not require any effort. The
cognitive cost comes from the task-specific communication because it is biologically
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secondary. In other words, the transfer of biological secondary knowledge through
communication generates CL. It is supposed that collaborative learning fosters
understanding just for the high load imposed by the task when individual learners lack the
sufficient capacity to process information (Paas & Sweller, 2012). Despite the
aforementioned assumptions, empirical studies that compare collaborative with individual
learning have shown mixed results. Positive effects emerged in highly structured and highly
scripted learning environments where learning procedures were delivered following strict
rules (Dillenbourg, 2002). In these environments, students working collaboratively become
more actively engaged in the learning process and retain the information for a longer period
of time (Morgan et al., 2000). They engage in higher-order skills (Sloffer et al., 1999) and
engage in activities valuable for the enhancement of learning, such as self-directed learning,
negotiating, meaning, verbalising, explaining, justifying and reflecting, as well as giving
each other mutual support (Van Boxtel et al., 2000). Along with the positive findings there
is also a body of research showing mixed and negative benefits regarding both the learning
process itself (Gregor & Cuskelly, 1994; Heath, 1997) and the dynamics of group formation
(Hughes & Hewson, 1998; Paas & Sweller, 2012) The main negative effect is the cognitive
cost of information transfer: the interaction could generate too much CL, thus hampering
the learning phase instead of facilitating it. This depends on the complexity of the task. In
tasks with a high level of complexity, the cognitive cost of transfer is compensated by the
advantage of using several working memory resources. In contrast, in tasks with low levels
of complexity, the individual working memory resources are enough to attend them, and
the transfer costs could hamper the learning phase. Geary’s Theory of Evolutionary
Psychology (2012) states that face-to-face communication is a biologically primary task.
Despite this, it is hard to find unequivocal empirical evidence to support the premise that
learning is best achieved interactively rather than individually. However, the assumption of
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the collective working memory effect is clear: joining human mental resources in a
collaborative task corresponds to expanding single human mental load capacity through the
aggregation of multiple working memory resources. In the context of this doctoral research,
this aggregation is expected to benefit participants in experimental groups when the cost of
communication, in terms of overall CL experienced by learners, is kept as low as possible.

3.2.6.1 Principles for the definition of an effective collaborative learning
Table 20 lists several principles related to the effectiveness of collaboration in CLT defined
by Kirchner et al. (2018). The authors consider taking these principles in the design of
collaborative learning tasks to keep the correspondent transactive cost of communication
under control and to optimise the impact of collaboration on the learning goals.
Principle
Task complexity

Task guidance
& support
Domain expertise
Collaboration
skills
Team size
Team roles
Team composition
Prior task
experience
Prior team
experience

Description
Effective collaboration occurs when a task is complex enough to justify the extra
time and effort involved in the necessary transactional activities. If a task is not
complex enough, unnecessary transactional activities will cause extraneous
cognitive load and will, thus be detrimental to learning.
When learners face new collaborative situations and environments, the more
guidance and support a task provides for collaborative learning, the lower the
extraneous load caused by transactive activities.
The greater the expertise of team members in the task domain, the lower the
extraneous load caused by transactive activities.
The availability of collaboration skills of the team members will lower the
extraneous load caused by transactive activities.
The more members that a team working on a learning task, the higher the number
of transactive activities, and thus the extraneous load caused by transactive
activities.
Team roles make clear who has responsibility for what and as such will lower the
extraneous load caused by transactive activities.
The more heterogeneous the knowledge distribution among team members
working on a learning task, the higher the extraneous load caused by transactive
activities.
The more experience team members have coordinating their actions on tasks in
general (i.e., they know what to expect from each other in terms of task
execution), the lower extraneous load caused by transactive activities.
The more experience team members have working with each other on a learning
task, the lower the extraneous load caused by transactive activities.

Table 20: Principles of collective working memory effect (Kirschner et al., 2018).

The ‘transactive activities’ of communication are considered by researchers of CLT to be
the most affecting variable to take into account in the design of collaborative learning
tasks (Kirschner et al., 2018). Concerning the collaborative nature of the inquiry task
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proposed in section 3.2.8, the principles above were considered for the design of its layout
as follows:
•

‘Guidance and instructional support’: to be in line with the element interactivity
of the task and not to generate unnecessary CL. Students of both groups are
guided across all stages of the experiment through an explicit and direct set of
instructions;

•

‘Team size’: to be kept under control by allowing no more than three or four
students per group, in order to keep down the costs of communication;

•

‘Team roles’: defined by the social and cognitive guidelines to be followed during
the inquiry activity (explained in section 3.2.8);

•

‘Prior task experience and team experience’: all participants in each experimental
and control group work together just once;

•

‘Team composition’: in terms of cultural differences among students, it is based
on random selection of participants. However, the equilibrium (in terms of
nationality and gender) is verified and if it not heterogenous, students are moved
into different groups to maintain a fair cultural balance;

•

‘Domain expertise’: this is considered in terms of prior knowledge via selfreporting scale across the experimental and refined experimental phase.

3.2.7 Rationale for Adapting Philosophy for Children (P4C) for Higher
Education
In relation to the development of the dimensions of the complex thinking through trigger
questions connected to a philosophical dialogue examined in the literature review (section
2.3.1), another pedagogical framework, grounded in the P4C proposed by Mathew Lipman
(2010), exists: this is the Noria Project (Sátiro, 2006). The approach is based on the same
procedure adopted by Lipman. Starting with reading a story for children, a number of
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activities are designed to elicit a philosophical dialogue. However, the Noria Project is more
focused on the technical development of cognitive skills through trigger question and
cognitive acts, rather than the holistic approach of Lipman, who tackles issues emanating
from the History of Philosophy. As illustrated in Table 21, it proposes a set of adapted
cognitive questions based on four dimensions of thinking skills presented by Lipman in
Chapter 8 of Thinking in education: Conceptualisation, Reasoning, Investigating and
Translating (Lipman, 2003). These questions are aimed at triggering the cognitive abilities
of a learner, whereby exercising critical and creative reasoning, that, in turn, enables them
to behave ethically. Finally, under the assumption of the original programme, reasoning
skills are a prerequisite to achieving academic outcomes (Lipman, 1988b).
Cognitive skill
Conceptualising

Cognitive act
Classifying and ordering

Conceptualising
Conceptualising
Conceptualising

Defining
Providing examples
Comparing and contrasting

Reasoning
Reasoning

Giving reasons
Inferring

Trigger question
From the information that you have received, what is the most
important?
What does … mean? What is …?
Can you provide some example of … ?
Can you explain the difference and the similarities
between…and…?
How is it possible that…?
What can you deduce from…?

Reasoning
Reasoning

Reasoning analogically
Connecting causes and
effect
Connecting means and aims

What do… and … have in common?
What is the cause of .... and its effects? Which kind of
consequences can you infer from this cause?
Which tools do you need to get ...?

Reasoning
Reasoning

Connect parts to the whole

Could you relate the details with the general meaning?

Establishing criteria

Which kind of criteria would you use to distinguish.... from ... ?

Investigating

Generating hypotheses

Investigating

Finding alternatives

What would it happen if...? Which explanations could we provide to
state that...?
Are there some different way to state that...?

Investigating
Translating

Select possibilities
Translate different
languages by alternatives
approaches

What could happen after that...?
Could you say that dancing? Which colour would have this idea?
What could you deduct by observing the facial expression of your
classmate?

Reasoning

Table 21: Example of cognitive skills, cognitive acts and trigger questions adapted from Sátiro (2006).

From the perspective of an instructional designer, this approach can be employed in a wider
range of contexts that are not necessarily philosophical. In other words, the Noria Project
enables pedagogical researchers to employ this technical set of cognitive questions in order
to develop cognitive skills via cognitive acts in other topics. The white spaces of related
trigger questions are assumed to be filled by the instructional designer, who can relate them
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to the stories of the Noria Project, as well as to different material and research purposes, as
per the research design of the current investigation (section 3.2.8). The questions related to
the experimental inquiry task are inspired by the rationale provided by Satiro (2006) in
Table 21, and this corresponds with the rule of thumb employed to define the relation
between trigger questions, cognitive skills and cognitive acts assumed to be triggered and
employed while the inquiry task is being performed. Below are some examples taken from
Appendices 2.1, 3.1 and 4.1:
•

Topic: Research Methods > Question: What is a research hypothesis?
o

•

Cognitive skill: Conceptualising > Cognitive act: Defining;

Topic: Research Hypothesis > Question: Which are the criteria you must consider
in order to test a research hypothesis?
o

•

Cognitive skill: Reasoning > Cognitive act: Establishing criteria;

Topic: Visualising Geospatial Data > Question: What does the command ‘gnomic()’
depict in R?
o

Cognitive skill: Reasoning > Cognitive act: Connect means and aims (tools
and goals);

•

Topic: Research Methods > Question: Please, provide some examples of qualitative
and quantitative research methods;
o

•

Cognitive skill: Conceptualising > Cognitive act: Providing examples;

Topic: Operating Systems > Questions: What is the function of the fork() command
in Linux? What is the function of the exec()command in Linux? What is the function
of the ipconfig/scannow command? What is the function of the sfc/scannow
command?
o Cognitive skill: Reasoning > Cognitive act: Connect means and aims/tools
and goals (Answering one of these questions means giving an account of all
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commands explained for Linux in that class of Operating Systems. This also
implies being able to connect ‘Parts to the whole’, as per the rule of thumb
proposed by Satiro (2006) in Table 21.
Finally, the proposed inquiry task is implemented in a preliminary context of learning
(immediately after the explanation of any delivery) and consequently focuses on
conceptualising and reasoning skills only. These questions are assumed (by the author of
this doctoral research) to stimulate knowledge construction in the form of schemata of
knowledge and its transfer in working memory (Popov et al., 2017). The cognitive questions
associated with ‘investigating’ and ‘translating’ have not been considered in line with the
purpose of the current experiment. This is due to the introductory nature of the deliveries
that are not assumed to trigger the aforementioned skills in the immediate context of their
application; they are therefore not used in this research.

3.2.8 Definition of the Requalification of the Community of Inquiry Online
Based on Dialogic Methods and Trigger Questions
The specific design of the inquiry activity implemented across the tuning, experimental and
refined experimental phase is inspired by the social and cognitive features that characterise
Garrison’s (2007) Community of Inquiry Online, as described in section 2.3.4. The
particular layout of this inquiry-based approach is selected as a consequence of its
suitability to be requalified in terms of highly explicit guidelines and for the definition of a
highly guided inquiry task. In the collaborative and inquiry online approach, ‘direct
instruction’ is a subcategory category of ‘teaching presence’ (Table 12), which is
requalified here through the explanation of a set of slides containing direct and explicit
learning guidelines for both control and experimental groups, as illustrated in Figure 24.
Figure 24 also shows how the original indicators of ‘social presence’ (presented in Table
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11) are requalified in terms of direct instructions and designed to promote an effective social
communication grounded on democratic habits.

Figure 24: Requalification of teaching and social presence for the experimental activity.

The guidelines ‘Take part in a group dialogue considering risk-free expression and
encouragement, collaboration’ (shown in Figure 24 and Table 22) are elaborated to support
the development of a democratic environment based on the categories of open
communication and group cohesion. In other words, section 1 of Table 22 below informs
each team member on the social setting with regard to performing the inquiry task proposed
in section 2. The instruction to employ ‘gentle manners’ was added to highlight the friendly
and polite approach required by the task.
Section 1

Section 2

Topic
Research
Methods
Semantic
Web
Operating
Systems

Take part in a group dialog considering the following democratic habits:
•
free-risk expression
•
encouragement, collaboration
•
gentle manners
Answer the questions below and follow these instructions:
•
Exchange information related to the underlying topic
•
Connect ideas in relation to this information
•
FIRST find an agreement about each answer collaboratively
•
THEN write the answer by each group member individually
Cognitive function
Trigger question
elicited
Conceptualising
What is a ‘research hypothesis?

Knowledge
evaluation
Factual/conceptual

What is Linked Data?

Conceptualising

Factual/conceptual

What is the function of the forc() command in
Linux?

Reasoning

Procedural

Table 22: Layout of the inquiry activity with guidelines provided to students, with examples of trigger questions,
cognitive function elicited and related knowledge evaluation.
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The design of section 2 is based on the cognitive features of the Community of Inquiry
Online shown in Table 10. The aim is to make the cognitive approach appear to be
employed in answering the trigger questions as explicitly as possible. The trigger questions
are of the type discussed across the Noria Project (Table 21), which, in turn, requalify the
original category of ‘Trigger event’, as illustrated in Figure 25. The guidelines ‘Exchange
information related to the underlying topic’ and ‘Connect ideas in relation to this
information’ are adapted from the original indicators of ‘Trigger event’ (illustrated in Table
10) to carry out the ‘Exploration and Integration phases’.

Figure 25: Requalification of the cognitive presence for the experimental activity.

Additionally, as depicted in Figure 25, the ‘Resolution phase’ is requalified through the
guidelines ‘FIRST find an agreement about each answer collaboratively’ ‘THEN write the
answer by each group member individually’. In line with the collective working memory
effect (Paas & Sweller, 2012), the goal of ‘reaching an agreement’ is to boost the limits of
each learner’s working memory into a larger memory system, whose resources are assumed
to be expanded by aggregating the specific knowledge held by each team member. Learners
are then invited to write each answer individually, in order to elicit the construction and
transfer of schemata of knowledge to long term-memory. A sheet is provided for the
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students to answer the question. Further guidelines request them to write their answers in
block capitals, for clarity, and to advise them of the option to consulting their own answers
when completing the subsequent MCQs. The goal is to be as explicit as possible in
clarifying the impact of the inquiry outcomes on the knowledge evaluated by MCQs in the
experimental learning condition.

3.2.9 Definition of the Relation between Cognitive Skills Required to Perform
the MCQs and Those Skills Assumed to be Triggered by the Inquiry Task
The types of questions provided for the inquiry task are the same as those proposed in the
MCQs: both are assumed to trigger conceptualising and reasoning skills. The former are
associated with mental acts of comparing, contrasting, defining and classifying, whereas
the latter with relating cause and effect, tools and aims, parts and whole, and establishing
criteria (Satiro, 2006). The difference lies in the extent to which these skills are expected to
be developed via the required method of answering: namely, selecting the right answer for
the MCQs individually and looking for a shared agreement in the collaborative inquiry
task. The assumption is that the dialogic guidelines the participants are expected to follow
while answering the questions of the inquiry task trigger higher cognitive thinking. This is
expected to be inspired by critical and creative thinking that is assumed to elicit improved
mental acts compared to those triggered by answering the same questions individually. As
a reminder for the reader critical thinking (section 2.3.1.1) is self-corrective and sensitive
to the context (towards the development of good judgements) whereas creative thinking
(section 2.3.1.2) is focused on ampliative (inductive) and explicative (deductive) reasoning.
In details, the dialogic guidelines are expected to elicit self-corrective and explicative
reasoning towards the development of optimised schemata of knowledge. In other words,
the questions for the MCQs and the inquiry activity are quite similar, if not identical. This
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is due to the fact that the contents under evaluation, in terms of shared learning outcomes,
are the same: a comparison of efficiency of instructional design based on different questions
and contents would not be possible as widely discussed in section 2.6.2. Finally, the
knowledge evaluated through the MCQs is assumed to be achieved through a number of
more basic mental acts, the type of remembering, understanding, applying and analysing,
as originally proposed by Anderson (2001). The key assumption sustained by the author of
this doctoral research is that the same questions, if addressed via a social and cognitive
agreement towards the definition of a shared answer while the participants are performing
the experimental activity, are expected to trigger higher cognitive thinking for their
achievement of the same knowledge.

3.2.10 Summary of the Assumptions for the Definition of Control and
Experimental Instructional Designs
Due to the high number of different assumptions and research approaches employed for
the design of the experimental phase, a summary of the assumptions and theoretical
backgrounds that inspired its definition is provided below for the benefit of the reader.
Assumptions for the definition of both, control and experimental instructional designs
(the common delivery based on the explanation of a set of slides):
•

Cognitivism (section 2.1.3), according to CLT (section 2.2) assumes that:
o working memory exists and is limited in its capacity to process information
(section 2.1.3.1);
o CL (section 3.2.3) consists in those working memory resources employed
by a subject to perform learning tasks (CL is evaluated through subjective
rating scales as defined in sections 3.3.1 and 3.3.4);
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o direct instructions (in terms of explaining a set of slides) are assumed to be
the necessary premise for the transfer of knowledge in working memory
(sections 2.1.3.2, 2.2.1, 3.2.3).
Assumptions for the definition of the experimental instructional design:
•

according to ‘the collective working memory effect’ (3.2.6), it is assumed that
collaboration among learners expands the limits of working memory, that is, its
capacity to process and acquire information;

•

according to Social Constructivism (2.1.4.1), it is assumed that knowledge is
constructed in collaboration with members of a society. An exemplification of this
approach is the Community of Inquiry (2.3), based on dialogic approaches whose
goal is to tackle a problem that concerns the members of that community;

•

according to the model of inquiring proposed in Lipman’s (1995) P4C (section
2.3.1), the Community of Inquiry can be dialogic as well as philosophical, and based
on trigger questions;

•

according to the Noria Project (Sàtiro, 2007), a number of specific trigger questions
tackled via dialogic learning environments (3.2.7), can elicit the development of
specific cognitive skills and related mental acts;

•

according to Garrrison’s (2007) research, a community of inquiry can be performed
online. The layout of this particular model of inquiry (discussed in section 2.3.4) is
requalified for the definition of the experimental community of inquiry in terms of
the guidelines. These are aimed at performing highly guided inquiry tasks where
participants are explicitly informed about what to do (answer the questions) and
how to do it (in collaboration with their team members towards the achievement of
a shared agreement), as defined in section 3.2.8.
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3.3 Definition of the Measures of Efficiencies
As discussed in section 2.5, efficiency in problem-solving, learning and instruction is the
ability to reach specific goals with minimal cost in terms of time, effort or cognitive
resources (Hoffman & Schraw, 2010). The original Likelihood, Deviational and Threefactor Models of Efficiency are based on an unidimensional measure of effort which, in
the current research, have been extended with multidimensional measures of MWL, to
give an account of a wider number of variables affecting the overall MWL, as explained
in the sections below.

3.3.1 The Modified Version of Rating Scale of Mental Effort (RSME)
The modified RSME (Zijlstra, 1993) is a unidimensional assessment procedure of the
overall CL, which is built upon the quantity of effort exerted by a human over a given task.
The assumption is that only the individual focused on the accomplishment of a task can
elaborate a precise evaluation with respect to the experienced effort. A subjective rating is
required by an individual through the use of a vertical scale, ranging from 0 to 150, divided
into units of 10 (Zijlstra, 1993). Examples of labels such as ‘absolutely no effort’,
‘considerable effort’ and ‘extreme effort’ are used along the line, as shown in Figure 26.
The overall CL of a subject corresponds to the exerted effort, as shown on the scale. RSME
is a simple and unidimensional rating scale and it has shown a poor diagnostic power,
nevertheless it has demonstrated a good degree of sensitivity across different empirical
studies: this, besides its suitability to be easily implemented in a real class, is the reason it
is selected for the current set of experiments (Zijlstra, 1993).
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Figure 26: RSME for control and experimental groups adapted from Zijlstra (1993) for the measurement of effort postinstruction (Zijlstra, 1993).

3.3.2 Design of the Questionnaires for Mental Workload (MWL)
As introduced in section 2.2.8, Wickens (1979) defines MWL as a pool of mental
resources required by a variety of mental processes to execute a task. Cognitive resources
are limited and a supply-demand problem occurs when a person performs two or more
tasks that require the same mental resource. In Multiple Resources Theory, the
measurement of MWL and its management is believed to be key to predicting levels of
performance in the execution of underlying tasks.
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3.3.2.1 The NASA Task Load Index (NASA-TLX)
A well-known multidimensional subjective measure of MWL is the NASA Task Load
Index (NASA TLX) (Hart & Staveland, 1988b). Contrary to unidimensional scales of CL
measurements, such as the effort and task difficulty proposed by Paas and Van Merriënboer
(1993, 1994) and Paas et al. (2003) as the unique indicator of the overall CL, NASA-TLX
focuses on different components of load. While it is not widely employed in education, a
few studies have confirmed its validity and sensitivity (Gerjets et al., 2004; Gerjets et al.,
2006; Kester et al., 2006). In general, the NASA-TLX has been used to predict critical
levels of overall CL that can significantly influence the execution of an underlying task. As
shown in Figure 27, the NASA-TLX (adapted for the current experiment) consists of six
sub-scales that represent somewhat independent clusters of variables: mental, physical, and
temporal demands, frustration, effort, and performance (Hart & Staveland, 1988b). To
recollect ratings for these dimensions, 20 grade scales are utilised. A score from 0 to 100
(assigned to the nearest point 5) is collected on each scale from respondents. To combine
the 6 individual scale ratings into an average score, a weighting calculation is proposed.
This procedure asks for completing a paired comparison task to be performed after the
workload assessments. Paired comparisons demand the operator to select which dimension
is more pertinent to workload over all pairs of the 6 dimensions. The number of times a
dimension is chosen as more important determines the weighting of that dimension scale
for a given task for that operator. A workload score from 0 to 100 is obtained for each rated
task by multiplying the weight by the individual dimension scale score, summing across
scales, and dividing by 15 (the total number of paired comparisons). In connection with the
tuning experimental phase implemented along the tuning phase, NASA-TLX was provided
computing the follow formula:
𝑁𝐴𝑆𝐴 =

(∑CD EF 𝑑𝑖 × 𝑤𝑖 )
15
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Where

are the six dimensions of MWL, 𝑑𝑖 is the individual dimension scale score and

𝑤𝑖 is the weighting of the dimension scale.

Figure 27: The NASA TLX adapted for the post-instruction measurement of overall CL from Hart and Staveland
(1988b).
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3.3.2.2 The RAW-NASA Task Load Index (TXL)
With regard to the research based on the development of MWL measurements, the NASA
TLX has been modified to make its application easier: the weighting process has been
eliminated altogether and the subscales have been weighted to be analysed individually,
as illustrated in Figure 28. The modified version is known as the RAW-NASA-TLX,
which is simpler to apply than the original version, as the ratings are averaged or added
to create an estimate of overall workload (Hart, 2006).

Figure 28: RAW-NASA adapted from Hart (2006) for the measurement of mental load post-instruction (Hart, 2006).

Hart (2006) summarised the results of the research conducted along 29 studies in which
the modified version was compared to the original: it was found to be more sensitive
(Hendy et al., 1993) less sensitive (Liu & Wickens, 1994) or equally sensitive (Bittner Jr
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et al., 1989). Additionally, Weibe et al. (2010) show that the weighted version of the
NASA-TLX provides ‘little additional value’ compared to the unweighted version: their
respective correlation was evaluated as very high. In order to optimise the navigability of
related tasks in control and experimental groups, RAW-NASA-TLX is selected for the
experiments implemented along the experimental and refined experimental phase. The
weighting process (employed during the tuning phase) is eliminated in favour of the
computation of the overall average of ratings scores to also optimise the time available
for the experiment. The next section describes the preliminary layout of the tuning
experimental phase, designed to elucidate the dynamics behind executing the two
delivery methods in control and experimental conditions of learning and the responses of
learners in the classroom.

3.4 Definition of the Experimental Tuning Phase
Along this preliminary phase, four classes are delivered at TU Dublin (Table 17) by means
of control and experimental conditions of learning (as discussed in section 3.2.1). As per
Figure 29, the study information and consent form are distributed to all students who attend
the class. After the general delivery, those scholars who are willing to take part in the
experiment are randomly split into control and experimental groups (three to four students
per group). Students in the control group are required to self-report the overall effort and
CL experienced during the delivery by filling in the RSME and the NASA-TLX, as depicted
in Figure 26 and Figure 27 respectively.
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Figure 29: The layout of the experimental tuning phase.

Next, they are asked to answer the MCQ on their mobile phones by logging onto the
Socrative platform. Meanwhile, students in the experimental group perform the inquiry
activity. Table 23 depicts the trigger questions employed in the related topics designed by
following the rule of thumb proposed by Satiro (2006) and discussed in section 3.2.7. Upon
completion of the inquiry activity, they are required to fill in the related RSME and NASA
TLX post-instruction, as illustrated in Figure 26 and Figure 27.
Trigger Question

Cognitive function
(skill) elicited

1) What are the main high-level criteria that can be used to classify
research?
2) Can you explain the differences and the similarities between
‘Primary Research’ and ‘Secondary Research’?
3) Can you explain the differences between ‘quantitative and
qualitative’ research methods?
4) Please provide some example of quantitative and qualitative
research methods.
5) What does ‘exploratory research’ mean?
6) What does ‘constructive research’ mean?
7) What does ‘empirical research’ mean?
8) Can you explain the differences between deductive and
inductive approaches to research ?
9) Can you list (in their logical order) the steps of the deductive
and inductive approach to research?
10) Describe the different designs that can be used within mixed
research methods.

Reasoning
Conceptualising
Conceptualising
Conceptualising
Conceptualising
Conceptualising
Conceptualising
Conceptualising

Cognitive act based on
the rule of thumb
proposed in table 21
Establishing criteria
Comparing and
contrasting
Comparing and
contrasting
Providing examples

Reasoning

Defining
Defining
Defining
Comparing and
contrasting
Establishing criteria

Conceptualising

Providing examples

Table 23: Examples of trigger questions designed for the topic ‘Research Methods’.
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Subsequently, they answer the same MCQ as the control groups, which is designed on the
same topic delivered. An example of an MCQ based on ‘Research Methods’ is represented
in Table 24 (the correct answers are in bold).
Question

Possible answers (correct in bold)

1) What are the main highlevel criteria that can be
used to classify research?
2) A primary research
consists of…

a) Types, objective, form and reasoning b) Primary and
secondary research c) Qualitative and quantitative methods
d) Exploratory, constructive, empirical research
a) summary, collation and/or synthesis of existing research
b) collection of data that does not yet exist c) summary of
existing data d) particular case studies
a) drawing general conclusions b) mathematical models, theories
and/or hypotheses pertaining to phenomena c) information or data
in the form of numbers d) understanding human behavior and
the reasons that govern it
a) participants observations b) in-depth interviews
c) close-ended questions d) focus group
a) developing solutions to an existing problem b) testing the
feasibility of a solution c) structuring and identifying new
problems d) the definition of hypothesis & predictions that can
then be tested with suitable experiment
a) an improvement of knowledge by direct observation
b) the development of solutions to an existing problem
c) the structure and the identification of new problems
d) the feasibility of a solution using empirical evidence
a) 1 theory; 2 hypothesis; 3 observation; 4 confirmation
b) 1 observation; 2 hypothesis; 3 confirmation; 4 theory
c) 1 hypothesis; 2 observation; 3 theory; 4 confirmation
d) 1 theory; 2 hypothesis; 3 confirmation; 4 observation
a) 1 confirmation; 2 observation; 3 hypothesis; 4 theory
b) 1 observation; 2 pattern; 3 tentative hypothesis
c) 1 pattern; 2 observation; 3 theory; 4 tentative hypothesis
d) 1 pattern; 2 hypothesis; 3 observation; 4 theory
a) use a combination of quantitative/qualitative methods for
data collection/analysis b) do NOT capitalise on the
strengths/weaknesses of qualitative/quantitative methods c)
provide a more comprehensive answer to research question using
quantitative methods d) use a number of mixed qualitative
methods capitalising on their strengths /limitations
a) the collection of novel data b) the summary, collection and
synthesis of existing research c) the use of qualitative and
quantitative methods for data collection d) the synthesis of
information before the researcher has done primary research
a) data collection/analysis is FIRSTLY quantitative and
THEN qualitative b) data collection/analysis is FIRSTLY
qualitative and THEN quantitative c) data collection/analysis
DOES NOT imply a predominant data collection method c)
quantitative and qualitative data collection and analysis are
conducted at the same time

3) A qualitative research
consists of…
4) Which are examples of
quantitative research?
5) Exploratory research
consists of…
6) Constructive
involves…

research

7) A deductive approach to
research consists of…
8) An inductive approach to
research consists of…
9) Mixed research methods.

10)Secondary research
includes
11) In a sequential
explanatory design:

Knowledge
evaluated
Procedural
Factual /
conceptual
Factual /
conceptual
Factual /
conceptual
Factual /
conceptual
Factual /
conceptual
Procedural

Procedural

Factual /
conceptual

Factual /
conceptual
Procedural

Table 24: MCQ designed for the topic ‘Research Methods’.

As illustrated in Figure 29, with a measure of performance (the multiple-choice score in
percentage) and an overall measure of effort (RSME) and MWL (NASA-TLX), a measure
of training efficiency (as discussed in section 2.5.1.1) is computed with the Likelihood and
Deviational Models. The Three-factor Model of Efficiency cannot be calculated at this
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stage, as it aggregates an overall measure of effort and MWL post-instruction (explanation
of a set of slides) and post-performance (MCQ) through a unique formula.
In addition to the first set of experiments, a second set is conducted at TU Dublin, based on
the six topics depicted in Table 18 (section 3.2.1). As shown in Figure 30, the design of this
new set is slightly different from the first.

3.5 Definition of the Experimental Phase
Compared with the first phase, the pair comparison of NASA-TLX is proposed to be
eliminated in favour of the RAW-NASA-TLX (illustrated in Figure 28), in order to make
the questionnaire shorter and optimise the resources of the students’ working memories and
the time devoted to the experiment. Additionally, the RSME and the RAW-NASA TLX are
administrated not only after the delivery, but also after the MCQ, in order to compute a
measure of learning efficiency as opposed to a measure of training (discussed in section
2.5.1.1) (Van Gog & Paas, 2008).

Figure 30: The layout of the experimental phase.

Moreover, self-reporting rating scales of prior knowledge and motivation post-instruction
(based on the same horizontal axis as that used for the NASA TLX) are introduced for both
groups, as illustrated in Figure 31. The aim is to give an account of further variables that
could affect the efficiency of students (Clarke et al., 2005; De Bilde et al., 2011; Kalyuga,
2007; Sweller et al., 2019). Following the delivery (for control groups), and after its
extension with the inquiry activity (for experimental groups), the goal for students is to
171

quantify their amount of previous knowledge compared with the specific topic delivered
and their motivation generated by control and experimental conditions.

Figure 31: Self-reporting rating scales of prior knowledge and motivation post-delivery.

At this preliminary stage of the learning process, it is critical to identify the amount of
information already known by students and their motivation to give an additional account
of the impact of both conditions (control and experimental) on the variables employed to
compute the efficiency of students. In CLT, learning consists of processing information in
working memory, where information is processed first and then constructed and organised
in schemata which, after several uses, are automatically transferred to long-term memory
(Sweller et al.,1998). In addition to the format of instruction, the literature review shows
that the amount of prior knowledge and motivation of students can be relevant to triggering
or hampering this transfer of knowledge in working memory (Kalyuga, 2007; Sweller et
al., 2019). After the RSME post-instruction (Figure 26) and before the RAW-NASA postinstruction (Figure 27), another guideline is aimed at requesting all participants to refrain
from using any notes to answer the subsequent MCQ. The aim was to strictly evaluate the
impact of the different learning conditions on the performance test of participants whose
working memories are not supposed to be supported by extra sources of knowledge, except
for those proposed by the delivery and its extension with the inquiry activity. Moreover, in
order to be as explicit as possible regarding the relation between the outcomes of the
inquiring process and the achievement of knowledge, students of each team in the
experimental groups were allowed to use the written answers agreed upon the inquiry
activity, while answering the MCQ. This is assumed to be an advantage if the inquiring
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activity produces the right answer. However, if the shared answers are wrong, the extra
support provided by the inquiry activity is assumed to be a disadvantage. Finally, the
contents under evaluation are exactly the same in both conditions and the trigger questions
are designed to reiterate these contents, the evaluation of which occurs by the students
answering the common MCQ. However, the way answers are required varies. The MCQ
shows the correct answer to be selected from four options. In contrast, during the inquiry
activity, the answers to the trigger questions are assumed to be elaborated, constructed (in
terms of transfer of schemata of knowledge and expansion of working memory capacity)
by members of each team by reaching an agreement. After answering the MCQ, the task of
students in both control and experimental groups is to quantify the amount of overall effort
and cognitive load experienced during the MCQ by filling in the RSME and RAW-NASA,
as per Figure 32 and Figure 33, respectively.

Figure 32: RSME adapted from Zijistra (1993) for the measurement of effort post-MCQ in the experimental phase
(Zijlstra, 1993).
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Figure 33: RAW-NASA TLX adapted from Hart (2006) for the measurement of CL post-MCQ (Hart, 2006).

3.6 Definition of the Experimental Refined Phase
In comparison to the tuning phase and the experimental phase, the transfer cost of
communication is taken into consideration more strictly across the refined experimental
phase. The layout of the inquiry task and related trigger questions designed for the tuning
and experimental phases is slightly improved. For the 12 experiments conducted in this
phase (Table 19), the number of trigger questions is reduced and their complexity
simplified to keep the communicative cost of collaboration to a minimum. The number
of related questions in the MCQ is proportionally reduced, too. Furthermore, the
reduction in the number of questions enabled the author of this doctoral research to deal
with less content (the core notions only), which made it possible to address the relations
between reasoning and conceptualising skills and the type of knowledge evaluated in a
homogeneous way. With regard to computer science topics, reasoning questions are
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mainly employed to address procedural knowledge (where the layout of the delivery
allowed it). However, with research topics, conceptualising and reasoning questions are
mainly employed to address factual and conceptual knowledge. In other words, these
associations are proposed as a re-elaboration of the previous layout (sections 3.4, 3.5) in
consequence of a stricter consideration of the contents and nature of the topics delivered.
The information regarding computer science topics is addressed mainly by evaluating
procedural knowledge via reasoning questions and skills. The information on research
topics is addressed by stressing those formal and conceptual notions (via conceptualising
and reasoning skills) demanded for the construction of a research proposal (as per the
definition of the literature review, research methods, research question and research
hypothesis: the preliminary factual and conceptual knowledge required for writing any
Master’s dissertation). In comparison with the heterogenous approach employed in the
first two phases, where (as a consequence of a higher number of questions and related
contents) the relation between cognitive skills and knowledge evaluation is not addressed
too specifically, the assumption underpinning the refined experimental design is that a
homogeneous approach addressing the same type of cognitive skills towards the
evaluation of the same type of knowledge for topic is assumed to improve the
management of the working memory resources for navigating the related inquiry task.
This is assumed to happen as a result of an enhanced overall coherency required to
perform it. An example of this simplification is shown in Table 25 and Table 26 in the
topic ‘Research Methods’. In comparison with Tables 20 and 21, it is noticeable that the
trigger questions and related MCQ depicted in Table 25 and 26 are shorter in number and
their element interactivity is lower. As a reminder for the reader, element interactivity is
the rationale that defines the intrinsic load (section 2.2.2): the information to be processed
in working memory, whose number affects the amount of working memory resources
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employed while a related learning task is being performed. In order to optimise the time
and working memory resources of learners, the focus is now on the definition of one
concept or process of knowledge at a time and the associations between cognitive skills
and knowledge evaluation are specifically addressed.
Trigger Question
1) What is primary research?
2) What is qualitative research?
3) Please, provide some examples of quantitative research.
4) What is exploratory research?
5) What is the process to be followed in the deductive
approach to research?
6) What is the process to be followed in the inductive
approach to research?
7) What is secondary research?

Cognitive (skill)
function elicited
Conceptualising
Conceptualising
Conceptualising
Conceptualising
Reasoning

Cognitive act based on the rule
of thumb proposed in table 21
Defining
Defining
Providing examples
Defining
Connect parts to the whole

Reasoning

Connect parts to the whole

Conceptualising

Defining

Table 25: Illustrative trigger questions on the topic ‘Research Methods’ within the refined experimental phase.

Question

Possible answers (Correct answer in bold)

1) What is primary research?

a) Research based on collection of data that does not
exist b) Research based on summa y, collation and/or
synthesis of existing research c) Research based on
summa y of existing data d) Research based on particular
case studies
a) Research aimed at understanding human behaviour
and the reasons that govern it
b) Research aimed at providing general conclusions c)
Research based on information or data in the form of
numbers d) Research based on mathematical models,
theories and/or hypotheses pertaining to phenomena
a) close-ended questions b) in-depth interviews
c) participant observations d) focus group

2)What is qualitative research?

3) Which of the following items
are examples of quantitative
research?
4) What is exploratory research?

5) What is the process to be
followed in the deductive
approach to research?
6) What is the process to be
followed in the inductive
approach to research?

7) What is secondary research?

Knowledge
evaluated
Factual /
conceptual

Factual /
conceptual

Factual /
conceptual

a) Research based on structuring and identifying new
problems b) Research aimed at developing solutions to an
existing problem c) Research based on testing the
feasibility of a solution d) Research aimed at the definition
of an hypothesis and the predictions that can then be tested

Factual /
conceptual

a) 1 theory 2 hypothesis 3 observation 4 confirmation
b) 1 observation 2 hypothesis 3 confirmation 4 theory c) 1
hypothesis 2 observation 3 theory 4 confirmation d) 1
theory 2 hypothesis 3 confirmation 4 observation
a) 1 observation 2 pattern 3 tentative A hypothesis 4
theory b) 1 confirmation 2 observation 3 hypothesis 4
theory c) 1 pattern 2 observation 3 theory 4 tentative
hypothesis d) 1 pattern 2 hypothesis 3 observation 4
theory
a) Research based on the summary, collation and
synthesis of existing data b) Research based on
collection of novel data c) Research based on a mix of
qualitative and quantitative methodologies d) Research
aimed at predicting new results

Procedural

Procedural

Factual /
conceptual

Table 26: Multiple Choice Questions for the topic ‘Research Methods’ within the refined experimental phase.
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In summary, the original design of the tuning and experimental phase is improved, during
the refined experimental phase, by optimising the layout of the trigger questions and this is
assumed to enhance the navigability of the related inquiry task. Additionally, starting from
the experimental phase, a measure of learning efficiency (besides a measure of training
only) is computed by the likelihood and the deviational measures (section 2.5) with a
measure of performance (in percentage) from the MCQs and a measure of overall effort
(RSME) and CL (NASA-TLX) post-instruction and post-MCQ. This modification is aimed
at enabling the computation of a measure of aggregated training and learning efficiency
with the Three-factor Deviational Model (section 2.5) proposed by Tuovinen and Paas
(1994). Finally, prior knowledge and motivation in control and experimental learning
conditions are taken into consideration (via self-reporting rating scales), as they could
influence the experienced overall effort, CL and performance scores of students, thus
affecting the related efficiency scores (Clarke et al., 2005; De Bilde et al., 2011; Kalyuga,
2007; Sweller et al., 2019).

3.7 Evaluation of the Solution for Answering the Research Question
3.7.1 Descriptive Statistics
Preliminary descriptive statistics, as discussed in section 3.2.1, are aimed at informing the
reader about the number and nature of topics evaluated, the number of related slides,
delivery length, academic stream, year of attendance, and number of students per class and
per each group. Additionally, measures of central tendency as per means (Ms) and SDs of
RSME, NASA TLX and performance scores of MCQs are provided in Chapter 4, to
illustrate the impact of control and experimental instructional designs on the variables of
the related measures of efficiency.
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3.7.2 Inferential Statistics
Inferential statistics are employed in Chapter 4, to compare the efficiency scores of
control and experimental groups in terms of statistical differences for each selected class.
The normality of the distribution of the data is verified through a Shapiro-Wilk test,
followed by a t-test for normal distributions (p-values > 0.05) and a Mann-Whitney U test
for non-normal distributions (p-values < 0.05). However, the statistical power of a t-test
requires a number of observable data non-inferior to 30 per group (and no presence of
outliers) to be considered robust (Wilcox, 1995; Rousselet et al., 2017). Consequently, if
its parametric assumptions were deemed inappropriate because of small sample sizes and
the presence of outliers, a t-test would be discarded in favour of a Mann-Whitney U test
only, whose non-parametric assumptions enable researchers to deal with features of both
normal and abnormal distributions. After this, the effect size of each Mann-Whitney U
test with a result below the p-value will be computed to verify the magnitude of any
statistical difference emerging.

3.7.3 Effect Size
In order to obtain a general quantitative description of the extent of observed effects, as
per efficiency scores, effects sizes are computed to determine their practical or theoretical
importance, the power of the related analysis, and the relative contribution of different
factors in different circumstances (Fritz et al., 2012). In the current research, the effect
size shows the extent to which experimental groups and control groups differ from each
other. For the independent samples T-tests, Cohen’s d, the effect size is determined by
calculating the mean difference between two groups, and then dividing the result by the
pooled SD:
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Cohen′s 𝑑 =

(𝑀2 − 𝑀1)
𝑆𝐷 𝑝𝑜𝑜𝑙𝑒𝑑

𝑆𝐷 𝑝𝑜𝑜𝑙𝑒𝑑 = √(𝑆𝐷FS + 𝑆𝐷SS )
2
Where M is the mean and SD is the pooled standard deviation
Cohen's d is the appropriate effect size measure where two groups have similar SDs and
are of the same size (Cohen, 2013). Glass's delta, which uses only the SD of the control
group, is an alternative measure, if each group has a different SD. Hedges’ g, which
provides a measure of effect size weighted according to the relative size of each sample,
is an alternative where there are different sample sizes (Hedges, 1981). This is the case
in the current research, as the number of students in each group is different in every class.
Hedges’ g and Cohen’s d are extremely similar, both having an upward bias (an inflation)
in results of up to about 4%, when Hedges’ g outperforms Cohen’s d. Hedges’ g is called
the corrected effect size:

𝑀1 − 𝑀2
𝑆𝐷 𝑝𝑜𝑜𝑙𝑒𝑑
𝑀1 − 𝑀2 = 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝑚𝑒𝑎𝑛𝑠
𝑆𝐷∗ 𝑝𝑜𝑜𝑙𝑒𝑑 = 𝑝𝑜𝑜𝑙𝑒𝑑 𝑎𝑛𝑑 𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
Cohen suggests employing the following rule of thumb for interpreting results related to
the effect sizes of a T-test (Cohen, 2013): Small effect = 0.2, medium effect = 0.5 and
large effect = 0.8.

However, the significance of the Mann-Whitney U test is usually evaluated through the
approximation of the distributions of the test statistics to the z distribution (Fritz et al.,
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2012). The z value can be used to calculate an effect size. R, r2, or h2 are computed from
these z values:
𝑟=

𝑧
√𝑁

And
S

S

r 𝑜𝑟 η

𝑧S
=
𝑁

Where r, r2, or h2 are the effect size, z the values and N the sample size
These effect size estimates remain independent of the sample size, despite the presence
of N (the sample size) in the formulas. This is because z is sensitive to sample size,
dividing it by a function of N: in fact, it removes the effect of sample size from the
resultant effect size estimate (Fritz et al., 2012). Cohen (2013) proposes the following
criteria to interpret the size of h2: from 0.1 to 0.3 = small effect, from 0.3 to 0.5 = medium
effect and greater than 0.5 = large effect (Cohen, 2013).

3.7.4 Distributions Shifts of Control and Experimental Groups Efficiency
Scores
In the literature review, any statistical analyses related to small sample sizes, as per those
that emerged across this doctoral research, are considered to be low in statistical power,
to have an inflated false in discovery rate, and to be overestimated in their effect size and
limited in their reproducibility (Button et al., 2013; Colquhoun, 2014; Forstmeier et al.,
2017; Munafò et al., 2017; Poldrack et al., 2017; Rousselet et al., 2017). The assumption
is that only analyses based on large sample sizes have strong statistical power. However,
an approach to giving an account of differences in the distribution of small sample sizes
does exist. The exploration of the tails of distributions is an alternative to the location of
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the bulk of the observation (Rousselet et al., 2017). In cases where T-tests and MannWhitney U tests do not detect statistical differences between the Ms of the two groups of
data, a deeper and more accurate analysis of the entire distributions, as per the shift
function, can show differences not detected by parametric and no parametric statistical
tools based on the comparison of the mean. The shift function is a graphical and
inferential method originally proposed by Kjell Doksum (1974) that characterises how
two independent sample sizes differ all over their distributions. The shift function can
mark the difference between the quantiles of two distributions as a function of the
quantiles of one group (Doksum, 1974; Doksum & Sievers, 1976). In other words, it
describes how and by how much one distribution should be rearranged to match the other
(Rousselet et al., 2017; Wilcox, 1995). Quantiles are each of any set of values of a variate
that divide a frequency distribution into equal groups, with each containing the same
fraction of the total population. They are informative, robust and intuitive, and
consequently they are appropriate for detecting differences over all distributions of data.
In 1995, the original shift function technique was improved by Wilcox, who proposed
employing the Harrel-Davis quantile estimator. The goal was to estimate the decile of
two distributions (Harrell & Davis, 1982), to calculate confidence intervals of the decile
differences with a bootstrap estimation of the decile’s standard error; and to check for
multiple comparisons in order to keep the Type error I (error rate) around 5% across the
nine confidence intervals (Wilcox, 1995; Rousselet et al., 2017). The Harrel-Davis
quantile estimator derives confidence intervals of the difference between quantiles of two
groups. A confidence interval indicates a range of values that is likely to encompass the
true value. In other words, it has a specified chance of containing the value of the
corresponding population parameter. However, a decile is any of the 9 values that divide
the sorted data into 10 equal parts, so that each part represents 1/10 of the sample or
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population. Bootstrapping is a metric technique that relies on random sampling with
replacement estimating properties of an estimator (as its variance) by measuring those
properties when sampling from an approximating distribution; and a Type I error is the
rejection of a true null hypothesis. A Type II error is the non-rejection of a false null
hypothesis. In other words, by employing the aforementioned statistic, Wilcox’s
technique describes in detail how and by how much two distributions of data differ in
their spread, overcoming the statistical limitations related to the analysis of small sample
sizes and those of statistical methods based on measures of central tendency only (Wilcox,
1995; Rousselet et al., 2017). In summary, the main reason for using this statistic is to
cope with small sample sizes, as per those evaluated across this doctoral research, whose
values are shown in Tables 17, 18, 19 (Chapter 3).

3.7.4.1 Strategy for the evaluation of distributions shifts of control and
experimental groups
In order to facilitate the interpretation of the Harrel Davis estimations of efficiency scores
per control and experimental groups, it has been decided to use a mixed approach that
includes a qualitative interpretation of the data along with a quantitative interpretation
(the original estimations are provided in Appendix 5, 6 and 7). In other words, as per
Table 27 and Figure 34, when the mean of the difference in a quantile does not touch
zero, but the confidence interval crosses zero, then the related shift is considered weak as
it is not significant in a frequentist way and quantified as 1. In contrast, when both the
mean of the difference in a quantile and the confidence interval do not touch zero, then
the related shift is considered strong as it is significant in a frequentist sense and
quantified as 2. Additionally, when the mean of difference related to a specific quantile
is on the zero line the shift is considered neutral and quantified as 0. On one hand, if the
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mean of a quantile lies below the zero line (violet circle), then the shift (the difference
between quantiles), is in favour of the research hypothesis, that means the efficiency
scores of the experimental group are higher than those of the control group. One the other
hand, if the mean of a quantile lies above the zero line (orange circle), then the shift is
against the research hypothesis, that means the efficiency scores of the control group are
higher than those of the experimental group. To facilitate the interpretation, differences
in favour of the experimental group (violet circle, below the zero line) are treated as
positive, while differences against it (orange circle, above the zero line) are treated as
negative. In other words, as per the original code provided by Wilcox (1995), each shift
is computed by subtracting the efficiency scores of control groups from those of the
experimental groups. This the reason why differences below the zero line denote higher
efficiency scores of experimental groups and are considered positive: efficiency score 1
(control group) minus efficiency score 2 (experimental group) = - 1. This negative value
is considered positive because it denotes a higher efficiency score of the experimental
group (in favour of the research hypothesis). Finally, the average of these interpretations
is computed to show whether the overall tendency of differences in efficiency scores
between control and experimental group is positive or negative.
label

positive

negative

Neutral

0

0

Weak

+1

-1

Strong

+2

-2

Table 27: Proposed evaluation for the interpretation of the Harrel-Davis estimation of efficiency scores for control and
experimental groups.

In order to further clarify this mixed interpretation approach, consider the examples
depicted in Figure 34.
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Figure 34: Random examples of the proposed interpretation of the Harrel-Davis estimation of efficiency scores per
control and experimental groups.

Graphs A and B represent negative and positive averages of efficiency scores,
respectively. The former shows weak differences in each quantile, as the lines of their
respective confidence intervals cross the zero line, while the latter shows strong
differences, as the lines of their respective confidence intervals do not touch the zero line.
Finally, graph C points indicates no differences across all distributions of data, as the
mean of each quantile l on the zero line.

3.8 Summary of Research Design
The research design tackles the gap which emerged from the literature review between
the assumptions of working memory and inquiring techniques. These are believed to be
ineffective in achieving learning outcomes because of their lack of direct and explicit
instruction (Kirschner et al., 2006). A lack of comparison between the effectiveness of
direct instructions and inquiring techniques in achieving learning outcomes motivated the
current experimental design (Jonassen, 2009). The effectiveness, namely, the ability to
be successful and produce the intended results, was not considered the most appropriate
criterion for comparing different instructional designs, because it ignores the cognitive
cost required by working memory to execute a learning task – a critical consideration for
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achieving learning outcomes. As a consequence, the notion of efficiency in learning and
instruction was used. This is the capacity to achieve established goals with minimal
expenditure of time, effort or cognitive resources. Three measures of efficiency were
proposed to give an account of the relation between learning outcomes and the overall
effort: the Likelihood, the Deviational and the Three-factor Model of Efficiency. These
were then extended with a measure of MWL, namely the NASA TLX and its RAW
version, which consider multiple factors affecting the overall MWL. In order to evaluate
the achievement of academic outcomes, inquiry techniques usually employ qualitative
research methods focused on ill-structured knowledge against the quantitative research
methods used in CLT and based on well-structured knowledge. Any possible comparison
depends on shared learning outcomes which, depending on the research method
employed, are different (Jonassen, 2009). This is why the evaluation of well-structured
knowledge as per factual, conceptual and procedural knowledge is proposed to be tested
through an MCQ as a learning objective shared by both teaching approaches. In all, the
research design proposes a requalified teaching methodology that is aimed at combining
the cognitive approach of CLT, and which is focused on explicit instruction, and the
Community of Inquiry approach, based on cognitive questions. On the one hand, explicit
instructions are direct, precise, specific and clear teaching explanations aimed at
facilitating how to deal with a learning task or a problem-solving task. On the other hand,
the proposed inquiry activity is aimed at engaging learners in the learning process through
the use of dialogue and by employing trigger questions. Empirically evaluating
instructional approaches is not a trivial task in pedagogy. This is the reason why measures
of training and learning efficiency are employed through the measurements of overall
effort and CL post-instruction and post-test phase. In addition to the Likelihood Model of
Efficiency proposed by Hoffman and Schraw (2010) and the Deviational Model of
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Efficiency proposed by Paas and Van Merriënboer (1993), which give an account of the
training and learning efficiency separately (Van Gog & Paas, 2008), a third measure,
proposed by Tuovinen and Paas (2004), is employed. The Three-factors Deviational
Model computes both training and learning efficiency through a unique formula. Finally,
the efficiency scores of control and experimental groups are evaluated via a number of
statistical approaches and tools summarised as follows:
•

descriptive statistics provide the reader with a preliminary comprehension
regarding the number and nature of topics evaluated, the number of related slides,
the delivery length, academic stream, year of attendance, and the number of
students per class and per each group;

•

descriptive statistics also provide measures of central tendency (Ms and SDs) of
RSME, NASA TLX, performance scores of MCQ and efficiency scores of control
and experimental groups;

•

inferential statistics via Mann-Whitney tests (as a result of non-normal
distributions and small sample sizes) show if there are statistical differences
between efficiency scores of participants in control and experimental groups;

•

effect size is computed to show the magnitude of any eventual difference in
frequentist terms (the ‘size’ can be small, medium, large);

•

shift functions via Harrel-Davis estimations are computed to cope with data
emerging from small sample size, as per those that emerged across this doctoral
research. The goal is to give a precise account of the differences across the full
distribution (including tails) of the efficiency scores for participants in control and
experimental groups;

•

an additional strategy to cope with the Harrel-Davis estimation is provided in
section 3.7.4.1 to give an account of the quantitative differences between
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efficiency scores via a qualitative approach. This is based on the evaluation of the
distance between the mean of the difference in a quantile (and the confidence
intervals) from the zero-line.

3.8.1 Summary of the Evolution of the Research Design
Basically, the scope of the research design is a comparison of efficiency scores between
scholars (split into different groups) performing two learning conditions:
•

control groups based on direct instructions in terms of a set of slides;

•

experimental groups based on the same direct instructions extended with a
requalified inquiry activity.

The evolution of the design is summarised as follows:
•

the ‘tuning phase’ is designed to define the dynamics underpinning the two
delivery methods in control and experimental groups and the reactions of learners
in the classroom. This layout enables the author of this doctoral research to
compute a measure of ‘training efficiency’ via Likelihood and Deviational
models.

•

The layout of the ‘experimental phase’ is slightly different and enables the author
of this doctoral research to compute a measure of training and learning efficiency
via Likelihood, Deviational and Three-factor models. Additionally, levels of
‘prior knowledge’ and ‘motivation’ are measured via subjective rating scales to
give an account of important variables that can affect the efficiency scores of
participants;

•

The ‘experimental refined phase’ represents the final evolution of the previous
designs in terms of an improved layout of the trigger questions that address the
achievement of knowledge via cognitive skills as homogeneously as possible.
This enhanced ‘coherency’ is assumed to improve the management of working
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memory resources employed while the requalified inquiry task is performed by
reducing the cognitive cost of communication.

3.9 Strengths and Limitations of the Research Design
3.9.1 Rationalism, Falsifiability and Multidimensionality
Under a rigorous scientific view, a strength associated with the whole research design is
the layout for answering the research question and verifying the research hypothesis,
designed by following the scientific method as proposed in the rationalism paradigm
discussed in section 2.2.3.1 (Popper, 2014). The efficiency of students under evaluation
is based on an authentic learning experience placed in an authentic context. The research
design is potentially replicable in any type of educational context, and it is suitable for
application with any instructional topic that requires a theoretical explanation. This
supports falsifiability (the logical possibility that a hypothesis can be tested as false
through an experimental approach). The proposed research approach also considers
cognitivist and social constructivist assumptions of teaching and learning, and gives an
account of related implications through a complementary approach rather than a
competitive one. The layout of the research design also enables scholars to generate two
types of efficiency: training and learning. This is considered a further strength, as it gives
an account of the different stages of the learning process. An additional strength is the
multidimensional approach in tackling the computation of the efficiency scores. The
research layout considers unidimensional measures of effort and multidimensional
measures of CL/MWL (along with a performance score) to compute 10 different
efficiency types per each participant as evaluation metrics:
•

1 unidimensional and 1 multidimensional training efficiency via RSME and
NASA TLX post-delivery with the Likelihood and Deviational Models (4 in
total);
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•

1 unidimensional and 1 multidimensional learning efficiency via RSME and
NASA TLX post-MCQs with the Likelihood and Deviational Models (4 in total);

•

1 unidimensional and 1 multidimensional aggregated training and learning
efficiency via RSME and NASA TLX post-delivery and post-MCQs with the
Three-factor Model (2 in total).

3.9.2 Lack of Control over Causal Factors, Prior Knowledge and Motivation
across the Tuning Phase, Evaluation of the Training Efficiency only
On the one hand, the specific limitation of the tuning experimental phase is the lack of
evaluation of prior knowledge and motivation of students (evaluated by self-reporting
rating scales across the experimental and refined experimental phase). Moreover, due to
the preliminary nature of this phase (aimed at verifying the willingness of scholars to
perform the task required), the overall CL and effort are measured after the delivery (postinstruction), enabling scholars to generate a measure of training efficiency only.
Consequently, in the tuning phase, the comparison of efficiency between control and
experimental instructional conditions does not give an account of all the stages included
in the learning process (training and learning) (Van Gog & Paas, 2008). On the other
hand, a limitation regarding all the phases is the lack of control over some of the causal
factors (such as per the cognitive style and characteristics of students) and external factors
(such as the temperature of the class). This could potentially affect their attention and thus
affect their exerted and CL, as discussed in the assumptions section 2.2.1 (Paas & Van
Merriënboer, 1994; Paas et al., 1994).
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3.9.3 Prior Knowledge, Motivation and Optimisation of the Working Memory
Resources across the Evolution of the Experimental Design
In contrast with the tuning phase, self-rating scales are provided across the experimental
and the refined experimental phase to evaluate levels of prior knowledge and motivation
(post-delivery) of students in control and experimental conditions as pre-learning
conditions that could provide further insights on the evaluation of data (De Bilde et al.,
2011; Clarke et al., 2005, Kalyuga, 2007; Sweller et al., 2019).
The particular strength regarding the refined ‘experimental phase’ is the simplification of
the element interactivity required to perform the inquiry activity by improving the layout
of the trigger questions, assumed to optimise working memory resources, along with the
related transactive cost of communication. The goal, as discussed in section 3.6, is to
improve the navigability of the inquiry task by reducing the number of trigger questions
and by addressing the relation between cognitive skills and type of knowledge evaluated,
in order to perform the inquiry task as homogeneously and coherently as possible.
Moreover, despite the fact that the factors associated with each condition across all
experimental phases (such as the design of the delivery of the instructional material and
its explanations) are not under direct control of the author of this doctoral research (both
are the responsibility of the lecturers), they are identical up to the execution of the inquiry
activity and this feature guarantees that both groups have the same preliminary chance of
learning. In relation to CLT, this means that the intrinsic (the instructional material) and
extraneous load (the delivery) are kept constant. In other words, the material and its
explanation are delivered by the same lecturer at the same pace and time across the two
groups in each class. This equality between instructional designs assures comparability,
which is further strengthened by the random selection of participants in the control and
experimental groups, based on the configuration of the class, as discussed in section 3.1.
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3.9.4 Features of Effective Collaborative Learning
As discussed in section 3.2.6, positive results in the evaluation of collaborative
approaches to learning emerge when the communication and coordination of group
members are ensured through explicit guidelines and formats (Kirschner et al., 2009). In
line with these assumptions, and in contrast with the critique expressed by scholars of
CLT about the expected minimal guidance provided in constructivist approaches to
teaching, a key strength of the experimental layout is its guidance: it informs learners
about what they have to do (answering the trigger questions), how they are supposed to
do it (by exchanging and connecting ideas democratically, towards the achievement of a
shared agreement), with whom they have to work (the members of their group), and what
they have to communicate about (the material delivered). In all, the layout of the research
experiment is highly guided not only in control but also in experimental conditions.

3.9.5 Lack of Explicit and Direct Control over the Inquiry Task
An additional limitation regarding the whole research design is the lack of direct control
on the inquiry activity: lecturers and researchers involved do not actively take part in it.
Their participation would generate a continuous assessment, and this would increase the
amount and the quality of corrective feedback. However, the researcher involved could
still clarify the guidelines, without participating in any way in the activity, because this
would further support the direct instruction phase already experienced by both the control
and experimental groups and could provide a significant advantage to the latter, making
the comparability hard to sustain.
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3.9.6 External Observation, Criteria of Voluntary Acceptance, post-hoc
evaluation and Invalidation of Data
A further limitation of the inquiry task concerns the fact that asking learners to work in a
group focused on a specific task does not necessarily imply they will work together,
engage in effective collaborative learning processes, and achieve positive learning
outcomes (Kirschner et al., 2009; Soller, 2001). However, the above limitation does not
imply that the additional time spent by students in experimental groups for performing
the inquiry task is completely out of the control of the author of this doctoral research.
Due to the small sample size of the classes selected, an external supervision aimed at
verifying that students follow, at least, the key guidelines for answering the trigger
questions in collaboration towards the definition of a shared agreement, is suitable to be
implemented through an overall observation of the behaviour adopted by students in
tackling the inquiry task. Where it is absolutely clear that collaboration and inquiry (in
terms of dialogue for reaching a shared agreement in answering the questions) is not
happening, the author of this doctoral research reserves the right to invalidate the related
data. In relation to this consideration, one of the most impacting limitations of the research
design is the criterion of voluntary participation adopted for both lecturers and students.
The implementation of all the experiments conducted in the current doctoral research
depends on the willingness of lecturers and students to participate during a ‘normal’
scheduled class. This condition limits the amount of time available for the experiment,
the overall disposition to take part in it, and the amount of data collected. However, it
guarantees that the research experiment is conducted in a genuine, real-world educational
context. Approximately 50% of the data from the students potentially involved could be
lost or invalidated. This could happen not only as a consequence of a refusal to participate
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from the start, but also because some students who express their consent to participate
might not follow the guidelines required, in, for example, performing the inquiry task.

This lack of adherence to the rules could also be detected by a post-hoc evaluation
regarding the format of the written answers to the trigger questions (conducted
individually after the collaborative inquiry phase) and through the way in which the
subjective rating scales and MCQs are completed and answered. When these are clearly
incomplete, the related data in terms of effort, CL, performance scores and, subsequently,
efficiency scores will be invalidated and thus discarded.

3.9.7 Extent to Which the Experimental Learning Activity Proposed
Implements the Inquiry-based Approach Discussed in Section 2.1.4
The proposed requalification of the inquiry activity does not pretend to define and
redefine the meanings of the contents under evaluation via social approaches according
to constructivist assumptions of the original models proposed in section 2.1.4. Instead, it
represents a hybrid model of inquiry adapted to the variables and circumstances of its
implementation in a real and authentic educational environment. The construction of
knowledge that is supposed to be triggered by reasoning and conceptualising skills during
the requalified inquiry task concerns the construction of schemata of knowledge and their
transfer from working memory to long-term memory, as discussed in section 2.2.1. In
CLT, schemata of knowledge are cognitive acts that hold multiple chunks of information
through one single mental procedure. As a reminder for the reader, learning corresponds
to the capacity of expanding working memory limits via the transfer and construction of
knowledge in working memory (Baddeley, 1998; Chi et al., 1981; Paivio, 1986; Plass et
al., 2010; Sweller et al., 1998a). The particular cognitive goal of the requalified inquiry
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task is to support the skills assumed to be employed by learners for answering the MCQs
(remembering, understanding, applying, analysing) and achieving the related knowledge
(factual, conceptual, procedural) as proposed by Anderson (2001), via improved
conceptualising and reasoning skills triggered by the inquiry task performed in
collaboration. On one hand, the inquiry task is expected to benefit the efficiency scores
of learners because of the reiteration of the contents through a cognitive inquiry. This is
expected to optimise the construction and transfer of schemata of knowledge in working
memory because of collaboration which, in turn, is assumed to expand the limits of
working memory (section 3.2.6). On the other hand, the extra time provided to perform
the inquiry task could have an impact on the working memory resources of participants
in terms of a high ‘transfer cost of communication’, whose cognitive management, as
seen with regard to the assumptions of the ‘collective working memory effect’ (section
3.2.6), is key for giving an account of the impact of the experimental instructional design
on the efficiency scores of participants (Kirschner et al., 2018; Paas & Sweller, 2012;
Sweller et al., 2011a).

3.9.8 Management of the Cognitive Load (CL) in Terms of the Cost of
Communication
With regard to the latter consideration, another limitation of the tuning and the
experimental phase concerns the maintenance of a low ‘transactive cost of
communication’ during the inquiry activity: a key issue in collaborative learning
(Kirschner et al., 2009). This is not strictly controlled because of the design of many
trigger questions aimed at covering the totality of the information delivered. The goal, in
line with the principles related to the design of collaborative tasks elaborated, along with
the research on the ‘collective working memory effect’ (section 3.2.6), was to keep the
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element interactivity (the difficulty) of the inquiry task high, in order to require
collaboration. In contrast, the risk of employing this approach is to generate higher costs
of communication. This is the rationale that motivates the improvement of the inquiry
layout proposed across the refined experimental phase. The reduction of the trigger
questions (and the amount of material evaluated) enables the author of this doctoral
research to address more specifically the relation between the types of skill and
knowledge evaluation in Computer Science and Research topics towards optimising the
working memory resources and related cognitive cost of communication. This, in
conclusion, is assumed to occur as a result of an overall enhanced coherency in
performing the inquiry task, and is considered to be a key strength associated with the
evolution of the experimental design.

Finally, the next chapter is devoted to the presentation of the experimental results
organised by tuning, experimental and refined experimental phases employing the
evaluation metrics presented in section 3.7.
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CHAPTER 4: RESULTS AND DISCUSSION
Chapter 4 informs the reader about the results generated by the aforementioned
comparison of efficiency. It is structured following the evolution of the design section
over three phases, whose standard descriptive statistics are associated with the inferential
via Mann-Whitney tests (as a result of abnormal distributions of data and small sample
sizes) and the Harrel-Davis estimations of differences in efficiency scores per control and
experimental groups. Results of Shapiro-Wilk test are computed but not shown because
all of them present abnormal distribution of data. Consequently, they might result
redundant for the reader. The technical gap between the tuning experimental phase on the
one side and the experimental the refined experimental phases on the other concern the
type of efficiency measured throughout. The layout associated with the tuning phase
enables the author of this doctoral dissertation to compute a measure of training efficiency
only (using the Likelihood and Deviational Models). However, the design of the
experimental and refined experimental phases enables the author to compute a measure
of learning efficiency besides just the training.

Finally, the refinement of the experimental design across the last two phases enables the
author to compute a further measure of efficiency that gives an account of both training
and learning, through a unique formula: the Three-factor Model. A summary of the
Harrel-Davis estimation of differences in the efficiency scores achieved by control and
experimental groups is provided for each phase. The related conclusions explain the
results by associating the impact of each specific layout per phase with the overall scores
achieved by participants in both groups and with the overall effort and CL experienced
by students in control and experimental conditions.
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4.1 Tuning Experimental Phase
4.1.1 Descriptive Statistics
Besides the Ms and SDs of MCQs per control and experimental groups, Table 28 shows
those of the overall effort and CL measured with RSME, NASA TLX and RAW-NASA.
Higher values associated with each group in comparison with the other are highlighted in
yellow, whereas equals in grey and lower values are not highlighted.
Topic
1)Advanced
Database
2)Amazon
Cloud W.
3)Research
Methods
4)Semantic
Web

RSME Mean (SD)
C
36.00
(12.83)
56.00
(25.64)
47.08
(8.38)
61.92
(29.19)

E
47.91
(13.72)
68.57
(32.07)
67.85
(23.67)
66.31
(32.08)

NASA Mean (SD)
C
43.61
(15.39)
50.00
(8.19)
49.38
(9.37)
47.74
(10.98)

E
47.80
(9.91)
54.45
(16.1)
49.85
(8.96)
50.62
(9.43)

RAW-NASA Mean
(SD)
C
E
38
43.19
(14.63)
(9.99)
45.72
53.15
(9.19)
(16)
44.65
45.47
(8.87)
(8.97)
42.17
45.78
(11.22)
(11.23)

MCQ Mean (SD)
C
42.92
(21.2)
61.33
(15.5)
68.41
(15.7)
34.42
(18.1)

E
54.91
(14.27)
66.42
(13.36)
69.57
(18.88)
47.12
(18.77)

Table 28: Ms and SDs of the RSME, NASA-TLX, RAW-NASA and MCQ grouped by control and experimental groups
(C=control group, E=experimental group).

As can be seen from Table 28, all MCQ scores of experimental groups are, on average,
higher than the MCQ scores of control groups. The reiteration of the contents through the
inquiry activity might be considered the reason why the effectiveness of participants to
achieve factual, conceptual and procedural knowledge increased. However, it is also
noticeable that all experimental groups experienced, on average, higher overall effort and
CL, probably as a consequence of the ‘cost of communication’ required to answer the
questions in collaboration. This compensated higher MCQs of experimental groups,
making the related efficiency scores depicted in Table 29 equal to those achieved by
control groups.
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Topic
1) Advanced Database
2) Amazon Cloud W
3) Research Methods
4) Semantic Web

RSME Mean (SD)
C
E
1.3 (0.77)
1.23 (0.51)
1.44 (0.98)
1.33 (1.01)
1.50 (0.45)
1.15 (0.52)
0.65 (0.41)
0.92 (0.6)

NASA-TXL Mean (SD)
C
E
1.15 (0.79)
1.24 (0.65)
1.24 (0.29)
1.34 (0.98)
1.42 (0.38)
1.44 (0.48)
0.75 (0.38)
0.96 (0.44)

R. NASA-TX Mean (SD)
C
E
1.36 (0.9)
1.38 (0.73)
1.39 (0.42)
1.4 (0.71)
1.58 (0.44) 1.61 (0.59)
0.86 (0.46)
1.1 (0.56)

Table 29: Ms and SDs of the training efficiencies scores computed with the likelihood formula by using the RSME, the
NASA TLX and the RAW-NASA (C=control group, E experimental group).

Despite the higher average scores of experimental groups in the performance tests, the
training efficiency of control and experimental groups in topics 1, 2, 3 and 4 presented in
Table 29 are tendentially equals: their respective differences are so minimal to be
considered irrelevant.

1)Advanced D.
2)Amazon Cloud W
3)Research Methods

RSME Mean (SD)
C
E
0.06 (0.95)
-0.7 (0.98)
0.02 (0.92)
-0.02 (1.19)
0.35 (0.74)
-0.3 (1)

4)Semantic Web

-0.13(0.99)

Topic

0.22 (1.18)

NASA-TX Mean (SD)
C
E
-0.1 (1.31)
0.11 (0.9)
0.0003 (0.7) -0.0003(0.98)
-0.005 (0.9)
0.004 (1.06)
-0.1 (0.91)

0.16 (0.9)

R. NASA-TX Mean (SD)
C
E
-0.07 (1.39)
0.08 (0.87)
0.07 (0.86)
0.01 (0.85)

-0.07 (1)
-0.008 (1.22)

-0.09 (0.91)

0.14 (1)

Table 30: Ms and SDs of the training efficiencies scores computed with the deviational formula by using the RSME,
the NASA TLX) and the RAW-NASA (C= control group, E = experimental group).

Table 30 also shows minimal differences between deviational efficiency scores of
students in control and experimental groups. It is noticeable that many of these efficiency
scores are, again, so close to zero that are to be considered equals and are highlighted in
grey. However, in comparison with Table 29, a more detailed interpretation can be
provided as follows: the deviational training efficiency of experimental groups computed
with the RSME is positive in topic 4 only and negative in topics 1, 2, 3. In contrast, the
deviational training efficiency of experimental groups computed with the NASA TLX is
positive in topics 1, 3, 4 and negative in topic 2. Further mixed results emerge with the
RAW-NASA, where the efficiency of experimental groups is positive in topics 1, 4 and
negative in topics 2 and 3.
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4.1.2 Inferential Statistics
Table 31 shows results of Mann-Whitney tests computed to verify any statistical
differences between efficiency scores of control and experimental groups. The MannWhitney test was selected because it does not have assumptions as per the T-test. This is
usually employed within the criteria of a minimum number of participants, indicated as
30 per each group. However, this assumption does not match with the number of students
per groups, as depicted in Table 17, design section 3.2.1.
Topic
1) Advanced Database
2) Amazon Cloud Watch
3) Research Methods
4) Semantic Web

NASA-TLX
V
P-V
68
0.61
96
0.71
81.5
0.89
148.5
0.12

RAW-NASA
V
P-V
72
0.76
84
0.37
83.5
1
156.5
0.18

RSME
V
76
86
52.5
155.5

P-V
0.93
0.42
0.1
0.17

Table 31: U-values (V) of Mann-Whitney U test and related p-values (P-V) of the analysis of variance for the training
efficiency scores computed with the likelihood formula with the NASA-TLX, the RAW-NASA and the RSME.

As it indicated in Table 31 and Table 32, all p-values of the U-values are well above the
significance level of 0.05. This means that there are no statistical differences between the
likelihood and deviational training efficiency scores of control and experimental groups
across topics 1, 2, 3 and 4.
Topic
1) Advanced Database
2) Amazon Cloud Watch
3) Research Methods
4) Semantic Web

NASA-TLX
V
P-V
74
0.85
94
0.65
83.5
0.98
175
0.39

RAW-NASA
V
P-V
78
1
81.5
0.31
82.5
0.94
183
0.52

RSME
V
68.5
98.5
56.5
155

P-V
0.61
0.78
0.16
0.17

Table 32: U-values (V) of Mann-Whitney U test and related p-values (P-V) of the analysis of variance for the training
efficiency scores computed with the deviational formula with the NASA-TLX, the RAW-NASA and the RSME.

As a result of this overall lack of statistical differences, probably a consequence of the
small sample sizes of students under evaluation, in the next section the Harrel-Davis
estimation of efficiency scores is proposed to give a more precise account of how and by
how much the efficiency scores of each group differ across the distribution of all the data,
including the tails (Wilcox, 1995; Rousselet et al., 2017).
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4.1.3 Distributions Shifts of Control and Experimental Groups per Topic
This section provides results generated by the interpretation of the Harrel-Davis
estimation of efficiency scores, proposed in section 3.7.4.1. Positive values stand for
higher efficiency scores of experimental groups, while negative values stand for higher
efficiency scores of control groups. Consequently, positive values are in favour of the
research hypothesis and negative values are against it. Neutral values depict no difference
between efficiency scores of control and experimental groups. The original Harrel-Davis
estimations are shown in Appendix 5.

Topic 1 – Advanced Database: as indicated in Table 33 and Table 34, the likelihood and
deviational training efficiency scores of experimental groups computed with the original
version of the NASA TLX are higher, on average, than the efficiency scores of the control
group. The tendency is neutral with the RAW version.
Original NASA likelihood training efficiency
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: +1+0+0/3= +0.33

Raw NASA likelihood training efficiency
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: +1-1+0/3 = 0

Table 33: Interpretation of the Harrel-Davis estimation based on the comparison of the likelihood training efficiency
scores between control and experimental groups of topic 1 computed with the NASA TL and the RAW-NASA.
Original NASA deviational training efficiency
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 1+0+0/3= +0.33

Raw NASA deviational training efficiency
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 1+0-1/3= 0

Table 34:Interpretation of the Harrel-Davis estimation based on the comparison of the deviational efficiency scores
between control and experimental groups of topic 1 computed with the NASA TLX and the RAW-NASA.

Topic 2 – Amazon Cloud Watch: Table 35 shows higher efficiency scores of the control
group computed with the RAW-NASA than those of the experimental group. In contrast,
no difference emerges between the efficiency scores of the two groups computed with the
original NASA TXL.
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Original NASA likelihood training efficiency
Quantile 1: Neutral, 0
Quantile 2: Weak-1
Quantile 3: Weak +1
Tendency: -1+1+0 = 0

RAW-NASA likelihood training efficiency
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Neutral, 0
Tendency: -1-1+0/3= -0.66

Table 35: Interpretation of the Harrel-Davis estimation based on the comparison of the likelihood efficiency scores
between control and experimental groups of topic 2 computed with the NASA TLX and the RAW-NASA.

Table 36 indicates higher deviational training efficiency scores of control groups
computed with both the original and the RAW version of NASA TLX.
Original NASA deviational training efficiency
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Neutral, 0
Tendency: -1-1+0/3= -0.66

Raw NASA deviational training efficiency
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

Table 36: Interpretation of the Harrel-Davis estimation based on the comparison of the deviational efficiency scores
between control and experimental groups of topic 2 computed with the NASA TLX and the RAW-NASA.

Topic 3 – Research Methods: as can be seen from Table 37, there are no differences
between the likelihood training efficiency scores of control and experimental groups
computed with both version of the NASA TLX.
Original NASA likelihood training efficiency
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: -1+0+1/3 = 0

RAW NASA likelihood training efficiency
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: -1+0+1/3 = 0

Table 37: Interpretation of the Harrel-Davis estimation based on the comparison of the likelihood training efficiency
scores between control and experimental groups of topic 3 computed with the NASA TLX and the RAW-NASA.

Table 38 exhibits higher deviational training efficiency scores of the control group
computed with the original NASA. The tendency is neutral with the RAW version.
Original NASA deviational training efficiency
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: -1+0+0/3= -1

RAW-NASA deviational training efficiency
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: -1+0+1/3 = 0

Table 38: Interpretation of the Harrel-Davis estimation based on the comparison of the deviational efficiency scores
between control and experimental groups of topic 3 computed with the NASA TLX and the RAW-NASA.
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Topic 4 – Semantic Web: in contrast with the mixed results emerging from the
interpretation of the Harrel-Davis estimation of efficiency scores between control and
experimental groups in topics 1, 2 and 3, Table 39 and Table 40 show positive tendencies
across all training efficiency scores evaluated.
Original NASA likelihood training efficiency
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

RAW NASA likelihood training efficiency
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

Table 39: Interpretation of the Harrel-Davis estimation based on the comparison of the likelihood training efficiency
scores between control and experimental groups of topic 4 computed with the NASA TLX and the RAW-NASA.
Original NASA deviational training efficiency
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

Raw NASA deviational training efficiency
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 1+0+1/3= +0.66

Table 40: Interpretation of the Harrel-Davis estimation based on the comparison of the deviational training efficiency
scores between control and experimental groups of topic 4 computed with the NASA TLX and the RAW-NASA.

Topic 1 – Advanced Database: as shown in Table 41, the likelihood and deviational
efficiency scores of control groups computed with the RSME are higher than those
achieved by the experimental group.
RSME likelihood training efficiency
Quantile 1: Weak +1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: +1-1-1/3= -0.33

RSME deviational likelihood training efficiency
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Neutral, 0
Tendency: 0-1+0/3= -0.33

Table 41: Interpretation of the Harrel-Davis estimation of the likelihood and deviational training efficiency scores
between control and experimental groups of topic 1 computed with the RSME.

Topic 2 – Amazon Cloud Watch: in line with the results presented in Table 41, Table 42
indicates negative tendencies only. The likelihood and deviational efficiency scores of
the experimental group are, on average, lower than the efficiency scores of the control
group.

202

RSME likelihood training efficiency
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 0+0-1/3= -0.33

RSME deviational likelihood training efficiency
Quantile 1: Weak-1
Quantile 2: Weak -1
Quantile 3: Weak +1
Tendency: -1-1+1= -0.33

Table 42: Interpretation of the Harrel-Davis estimation based on the comparison of the likelihood and deviational
training efficiency scores between control and experimental groups of topic 2 computed with the RSME.

Topic 3 – Research Methods: as per Table 41 and Table 42, Table 43 indicates negative
tendencies only.
RSME likelihood training efficiency
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3= -1

RSME deviational likelihood training efficiency
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3= -1

Table 43: Interpretation of the Harrel-Davis estimation of the likelihood and deviational training efficiency scores
between control and experimental groups of topic 3 computed with the RSME.

Topic 4 – Semantic Web: in contrast to the negative results emerging from Table 41,
Table 42 and Table 43, Table 44 shows positive tendencies for both the likelihood and
deviational training efficiency scores.
RSME likelihood training efficiency
Quantile 1: Neutral, 0
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 0+1+1/3= +0.66

RSME deviational likelihood training efficiency
Quantile 1: Neutral, 0
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 0+1+1/3= +0.66

Table 44: Interpretation of the Harrel-Davis estimation based on the comparison of the likelihood and deviational
training efficiency scores between control and experimental groups of topic 4 computed with the RSME.
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4.1.4 Synthesis of Findings across the Tuning Phase
Table 45 summarises the results of the Harrel-Davis estimation of efficiencies metrics
for all topics evaluated during the tuning phase. The final tendency represents the average
of the aforementioned interpretation of efficiency scores. In other words, the efficiency
scores, as per section 4.1.3, are first computed through the average of each related
quantile, then, as depicted in Table 45, through an overall aggregation of each single
averaged efficiency score per each metric across all topics.
Class
Topic 1
Topic 2
Topic 3
Topic 4
Tendency:

Likelihood Training
NASA RAW
NASA
+0.33
0
0
-0.66
0
0
+1
+1
+0.33
+0.085

RSME
-0.33
-0.33
-1
+0.66
-1

Deviational Learning
NASA RAW
RSME
NASA
+0.33
0
-0.33
-0.66
-1
-0.33
-1
0
-1
+1
+0.66
+0.66
-0.08
-0.08
-0.25

Table 45: Aggregation of the Harrel-Davis estimation of the likelihood and deviational training efficiency scores
between control and experimental groups computed with the NASA TLX, RAW-NASA and RSME in the tuning phase.

Table 45 shows that the average tendencies for the likelihood training efficiency scores
computed with the NASA TLX and its RAW version are positive, but otherwise negative
for the other efficiency metrics. However, the inclinations concerning the training
efficiency scores presented in Table 45 tend to be prevalently equal for the deviational
metric computed with the NASA and the RAW-NASA TLX and for the likelihood metric
computed with the RAW-NASA. Their respective values are too close to zero to be
considered different. Figure 35 represents each tendency score of efficiency metrics per
topic, as depicted in Table 45. As can be seen from Figure 35 and Table 45, the results of
the tuning phase, in terms of single efficiency metric score and their overall aggregation
respectively, are mixed.
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Figure 35: Averages of each single likelihood and deviational efficiency score computed with the Original NASA-Task
Lod, the RAW-NASA and the RSME of the taught topics.

The detailed graphical representation of the efficiency scores shown in Figure 35 enables
the researcher of this doctoral thesis to provide further qualitative analysis of the data
under evaluation, based on the nature of the topic, the cognitive skills supposed to be
triggered by answering each question across the inquiry tasks, and the nature of the
knowledge evaluated. As illustrated in Figure 35, the results are tendentially mixed for
topic 1 (Advanced Database > computer science), negative for topics 2 (Amazon Cloud
Watch > computer science) and 3 (Research Methods > research) and positive for topic 4
only (Semantic Web > computer science). Unfortunately, the distribution of the results
above does not provide any criteria based on the difference in the nature of the topic
(Research/Computer Science) for a coherent explanation of the data. Mixed results are,
in fact, equally distributed. Thus, further analysis is required, especially for the specific
type of cognitive skills assumed to be triggered by the questions answered during the
inquiry activity. The distribution of conceptualising and reasoning questions across each
topic of the tuning phase are shown in Table 46 below (as per Appendix 2.1).
Topic
1)Advanced Database
2)Amazon Cloud W
3)Research Methods
4)Semantic Web

Conceptualising

Reasoning

Findings (as shown by table 45 and figure 35)

4
4
8
5

3
5
2
5

Mixed
Negative
Negative
Positive

Table 46: Number and type of cognitive skills per each topic supposed to be triggered by the questions of the inquiry
activity in the tuning phase.
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A prevalence of conceptualising questions (8 vs 2) is noticeable in Research Methods
(topic 3), but otherwise, it does not emerge as an overall pattern that can help to support
the interpretation of the efficiency scores performed in the experimental groups. The rest
of the cognitive skills are, for the most part, equally distributed across the topics. Negative
and equal results presented in Figure 35 might be explained also as a consequence of the
type of knowledge evaluated via MCQs: factual, conceptual or procedural (Appendix
2.2). The distinction between factual and conceptual, as discussed in Chapter 3 (section
3.2.4), is quite low in the context of their application. Consequently, they have been
aggregated in a single column. However, the features associated with procedural
knowledge, can be better detected in comparison with the others.
Topic

1)Adv. Database
2)Amazon Cloud W
3)ResearchMethods
4)Semantic Web

Factual/conceptual
knowledge via
remembering and
understanding
11
9
6
5

Procedural knowledge via
remembering,
understanding + applying
and analysing
1
1
5
5

Findings as shown
in table 45 and figure 35
Mixed
Negative
Negative
Positive

Table 47: Number of questions and type of knowledge evaluated per topic in the tuning phase.

Table 47 shows a prevalence of questions evaluating factual and conceptual knowledge
for topic 1 and 2. With regard to topics 3 and 4, there is a substantial balance between
questions evaluating factual/conceptual and procedural knowledge. Unfortunately, this
lack of an overall constant in terms of type of knowledge evaluated (and associated mental
acts) does not provide further informative variables to account for the associated results.
The overall negative tendency emerging across topics can be explained by too much cost,
in terms of CL, experienced by participants to perform the inquiry activity (Kirschner et
al., 2018; Sweller et al., 2011a; Paas & Sweller, 2012). This ‘cognitive cost’, despite
being associated with higher overall MCQ scores achieved by experimental groups
(shown in Figure 36), might have increased the perceived effort and mental load too
much, and may therefore have affected the related efficiency scores (Nachreiner, 1995;
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Miwa et al., 2016). Figure 37, Figure 38 and Figure 39 show, in fact, higher overall effort
and CL experienced by experimental groups across all the variables reported.
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Figure 36: Overall MCQ scores achieved by control (C) and experimental (E) groups for taught topics.
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Figure 37: Overall effort experienced by control (C) and experimental (E) groups computed with the RSME for
taught topics.
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Figure 38: Overall CL experienced by control (C) and experimental (E) groups computed with the NASA-Task Load
for taught topics.
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Figure 39: Overall CL experienced by control (C) and experimental (E) groups computed with the RAW-NASA Task
Load for taught topics.

As illustrated in Table 45 and Figure 35, overall positive tendencies emerged from topic
4 only. Here, as per the other topics, the inquiry activity demanded extra effort and CL
compared to the control groups, determining higher performance scores as per topics 1,
2 and 3. However, the gap in between the performance scores obtained in control and
experimental groups (shown in Figure 36 and Table 28) is the highest in favour of the
latter, thus allowing the impact of the reiteration of the contents delivered through the
inquiry activity to be detected, in terms of higher efficiency scores across all the metrics
employed. In summary, based on the results of Table 45 and Figure 35, it is difficult to
answer the research question in an appropriate way. However, a preliminary answer
would be tendentially negative.

More detailed analysis of data will be provided starting from the experimental phase. The
related improved design enables the author of this doctoral dissertation to give an account
of the learning efficiency besides the training only, and also to compute the three
deviational metrics, as per section 3.3.1.
Additionally, as depicted in Table 48, the Spearman’s coefficient test of correlation
between values of NASA TLX and those of the RAW version was computed and their
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correlation resulted as significantly high. The Spearman’s rank correlation coefficient is
a method of testing the strength and direction (positive or negative) of the correlation
between two variables. This is high when observations have a similar rank between the
two variables (close by +1 or identical), and low when observations have a dissimilar
rank between the two variables (or completely opposite for a correlation of -1) (De Winter
et al., 2016).
Spearman's rank-order correlation

NASA-Original

RAW-NASA

Coefficient

0.887

N: 122

Sig.

0.000

Table 48: Spearman’s rank order correlation between the NASA-Task Load and the RAW-NASA TLX. Correlation is
significant at the 0.01 level (2-tailed) (N = number of participants).

With regard to this high correlation, and in order to optimise the time available for the
experiment, starting from the experimental phase, the RAW version of the NASA TLX
was only employed for the computation of the related efficiency between instructional
designs in control and experimental conditions.
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4.2 Experimental Phase
4.2.1 Descriptive Statistics
Table 49 shows Ms and SDs of MCQ scores per control and experimental groups. The
latter, probably in consequence of the inquiry activity, achieved higher scores per topics
1, 2, 3, 4, and 8. However, the former, probably in consequence of direct instructions
optimally aligned with the element interactivity of the learning task, achieved higher
scores than experimental groups in topics 5, 6 and 7.
Topic

Mean(SD)-MCQ C

Mean(SD)-MCQ E

71.50 (22.12)
82.35 (17.37)
45.40 (20.88)
65.65 (22.04)
76.21 (24.17)
37.80 (14.43)
77 (16.85)
79.38 (13.71)

75.33 (14.36)
89,00 (13.91)
53.86 (17.3)
84.11 (12.06)
54.82 (25.26)
32.22 (11.04)
64.5 (14.17)
86.25 (7.77)

1) Research Methods
2) Research Hypothesis
3) Visualizing Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Table 49: Ms and SDs of the multiple-choice percentage scores grouped by taught topic (C = control group, E =
experimental group).

As indicated in Table 50, experimental groups experienced higher overall effort postinstruction in topics 1, 3, 5, and 8. Control groups, in turn, experienced higher effort postinstruction in topics 2, 4, 6 and 7. Additionally, experimental groups experienced lower
overall effort post-MCQ than control groups for topics 1, 2, 5 and 7 and higher overall
effort post-MCQ for topics 3, 4, 6 and 8.
Topic
1) Research Methods
2) Research Hypothesis
3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Post-Instruction Mean (SD)
C
49.35 (29.13)
55.00 (26.73)
39.80 (35.95)
45.90 (32.38)
39.36 (22.75)
54.10 (30.07)
50 (26.07)
41.25 (26.25)

E
56.53 (35.31)
37.20 (22.30)
47.86 (22.51)
37.89 (25.89)
48.73 (25.9)
38.56 (23.59)
33.38 (9.98)
56.75 (22.32)

Post-MCQ Mean (SD)
C
51.21 (26.38)
60.60 (28.91)
53.80 (37.69)
31.50 (20.65)
50.93 (27.39)
56.30 (34.39)
47 (22.91)
47.63 (21.23)

E
50.13 (26.61)
41.69 (25.99)
79.57 (24.69)
38.83 (34.75)
47.18 (22.55)
82.55 (26.81)
42.38 (15.02)
69.5 (36.7)

Table 50: Ms and SDs of the RSME scores post-instruction and post-execution of the MCQs (C = control group, E =
experimental group).
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On the one hand, Table 51 shows equal overall CL post-instruction experienced by both
groups in topics 1 and 2 (highlighted in grey); on the other, it shows higher values for
experimental groups in topics 3, 4, 5, 6, 7 and 8. With regard to the overall CL post-MCQ
of control groups, this is lower than the experimental groups in topics 3, 5, 6, 7 and 8,
equal in topic 1, and higher per topics 2 and 4.
Topic
1) Research Methods
2) Research Hypothesis
3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Post-Instruction Mean(SD)
C
E
47.14(12)
47.33(17.4)
45.79(17.61)
45.15 (10.93)
35.83 (13.16)
43.69 (11.73)
37.5 (12.55)
42.36 (13.76)
39.94 (14.03)
46.21 (10.63)
42.91 (8.37)
47.96(21.22)
37.14 (16.72)
38.64 (12.35)
34.79 (15.67)
52.7 (7.63)

Post-MCQ Mean(SD)
C
E
41.36(20.68)
41.00(19.07)
40.25(15.39)
37.65 (15.91)
42.00(11.17)
47.85 (5.94)
32.29(16.52)
29.58 (15.25)
40.00(17.65)
42.65 (12.38)
46.08 (13.99)
58.14 (15.6)
32.85 (17.78)
33.12 (13.43)
30.72 (14.7)
49.16 (8.52)

Table 51: Ms and SDs of the overall CL scores computed with the RAW NASA TLX (C = control group, E =
experimental group).

In general, higher overall values of effort and CL were expected in connection with
experimental groups. Participants performed an inquiry activity which, presumably,
required extra working memory resources to be carried out in comparison with those
demanded by the task assigned to control groups. Lower overall effort and CL of
experimental groups might be explained as the result of an optimal management of
working memory resources performed by participants for answering the trigger questions.
Table 52 and Table 53 show the impact of the aforementioned variables on Ms and SDs
of training and learning likelihood efficiency scores achieved by students in control and
experimental conditions. As illustrated in Table 52, the training and learning efficiency
scores of experimental groups in topics 2 and 4 increased compared with those of control
groups, whose training and learning efficiency scores are higher in topics 1, 5 and 8.
Moreover, the learning efficiency scores of experimental groups are lower than the
control groups in topics 3, 6 , 7 and 8. Finally, equal scores are noticeable for the training
efficiency scores across topics 3, 6 and 7.
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Topic
1) Research Methods
2) Research Hypothesis
3) Vis. Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Post-Instruction = Training Mean (SD)
C
E
6.84 (19)
2.24 (2.19)
2.20 (1.96)
14.5 (33.3)
1.55 (1.02)
1.35 (0.66)
2.54 (2.24)
10.3 (19.98)
7.57 (14.15)
1.54 (1.05)
1.09 (1.05)
1.04 (0.64)
2.47 (2.39)
2.39 (1.86)
3 (2.21)
1.68 (0.51)

Post-MCQ = Learning Mean (SD)
C
E
7.96 (23.91
5.91 (16.1)
2.34 (2.56)
12.44 (28.4)
1.09 (0.82)
0.76 (0.45)
7.87 (16.8)
11.5 (21.96)
2.1 (1.6)
1.36 (0.78)
1.22 (1.11)
0.44 (0.23)
2.21 (1.44)
1.71 (0.74)
2.01 (0.95)
1.55 (0.88)

Table 52: Ms and SDs of the training and learning efficiency scores computed with the Likelihood Model using the
RSME grouped by taught topics, control (C) and experimental (E) groups, Post-instruction and post-execution of
multiple choice.

Table 53 indicates equal training efficiency scores in topics 1, 2, 3 and 6, lower efficiency
scores achieved by experimental groups in topics 5, 7, 8, and higher scores in topic 4
only. The learning efficiency scores of control groups are higher for topics 1, 5, 7, 8,
lower for topics 2, and 4, and equal in topics 3 and 6.
Topic
1) Research Methods
2) Research Hypothesis
3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Post-Instruction= Training Mean (SD)
C
E
1.73 (1.04)
1.86 (1.04)
2.09 (1.18)
2.19 (1.17)
1.41 (1.02)
1.3 (0.5)
1.91 (0.77)
2.46 (1.87)
2.33 (1.47)
1.21 (0.62)
0.88 (0.31)
0.82 (0.48)
2.59 (1.43)
1.8 (0.61)
2.86 (1.73)
1.67 (0.37)

Post-MCQ = Learning Mean (SD)
C
E
3.35 (4.66)
2.31 (1.39)
2.58 (1.87)
3.13 (2.26)
1.06 (0.5)
1.14 (0.43)
2.53 (1.52)
3.93 (2.58)
2.51 (1.66)
1.33 (0.67)
0.88 (0.4)
0.59 (0.24)
3.51 (2.8)
2.33 (1.25)
3.39 (2.28)
1.81 (0.44)

Table 53: Ms and SDs of the efficiency scores computed with the Likelihood Model using the RAW-NASA TLX,
grouped by taught topics, control (C) and experimental (E) groups, training and learning.

Table 54 and Table 55 show Ms and SDs of training and learning efficiency scores per
control and experimental groups computed with the deviational formula. Positive values
stand for higher efficiency scores, whereas negative values indicate lower efficiency
scores. As illustrated in Table 54, the training deviational efficiency scores of
experimental groups are positive per topics 2, 3, 4, 6, 7 and negative for topics 1, 5 and
8. The learning deviational efficiency scores for control groups are positive per topics 3,
5, 6, 7, 8 and negative for topics 1, 2 and 4. However, differences in the training and
learning efficiency scores between control and experimental groups of topics 1 and 8, and
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in the training efficiency of topics 3, 6 and 7, are so close to zero that they are to be
considered as approximately equal (highlighted in grey).
Topic
1) Research Methods
2) Research Hypothesis
3) Vis. Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Post-Instruction = Training Mean (SD)
C
E
0.005 (1.27)
-0.004 (1.14)
-0.35 (1.18)
0.43 (0.94)
-0.06 (0.84)
0.04 (1.07)
-0.39 (1.29)
0.44 (0.57)
0.37 (1.09)
-0.47 (0.93)
-0.04 (1.26)
0.04 (0.73)
-0.01 (1.36)
0.01 (0.82)
0.006 (1.41)
-0.006 (0.45)

Post-MCQ = Learning Mean (SD)
C
E
-0.09 (1.27)
0.085 (1.01)
-0.33 (1.23)
0.41 (0.78)
0.14 (0.9)
-0.1 (0.97)
-0.22 (1.07)
0.24 (0.84)
0.2 (1)
-0.26 (0.88)
0.41 (0.99)
-0.45 (0.77)
0.19 (1.54)
-0.17 (1.03)
0.03 (1.24)
-0.03 (0.77)

Table 54: Ms and SDs of the efficiency scores computed with the Deviational Model using the RSME grouped by
taught topics, control (C) and experimental (E) groups, training and learning.

Table 55 shows positive values for the training and learning deviational efficiency of
experimental groups in topics 1, 2, 4 and negative values in topics 3, 5, 6, 7, 8. Again, the
training and learning efficiency scores between control and experimental groups in topics
1 and 3 are so close to zero that they are to be considered as equal.
Topic
1) Research Methods

Post-Instruction = Training Mean(SD)
C
E
-0.07 (1.24)
0.06 (1.06)

Post-MCQ = Learning Mean(SD)
C
E
-0.08 (1.39)
0.07 (0.92)

2) Research Hypothesis

-0.14 (1.09)

0.17 (0.81)

-0.18 (1.31)

0.22 (1.1)

3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review

0.07 (0.95)
-0.18 (1.17)
0.4 (1.15)
0.25 (0.74)
0.33 (1.38)

-0.05 (1.02)
0.2 (0.81)
-0.51 (0.79)
-0.28 (1.37)
-0.28 (0.68)

0.09 (0.78)
-0.36 (1.08)
0.3 (1.19)
0.4 (0.98)
0.29 (1.5)

-0.06 (0.8)
0.4 (0.83)
-0.38 (0.7)
-0.44 (1)
-0.25 (1)

0.2 (1.24)

-0.2 (0.69)

0.21 (1.44)

-0.21 (0.6)

8) Research Hypothesis

Table 55: Ms and SDs of the efficiency scores computed with the Deviational Model using the Raw NASA-TLX,
grouped by taught topics, control and experimental groups, pre/post multiple choice (C=control group, E=experimental
group).

Finally, Table 56 indicates Ms and SDs of efficiency scores for control and experimental
groups computed with the Three-factor Model by using the RSME and the RAW NASA
TLX. The three-factor efficiency scores computed with the RSME are positive for
experimental groups in topics 2, 3, 4, 6, 8 and negative for topics 1, 5 and 7. Those
computed with the RAW-NASA are positive for topics 1, 2, 3, 4, 6, 8 and negative for
topics 5 and 7. However, the three-factor efficiency scores in topic 1 are to be considered
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equal because they lie very close to the zero line. The same consideration is valid for the
three-factor efficiency scores computed with the RAW-NASA in topic 6 (all highlighted
in grey).
Topic
1) Research Methods
2) Research Hypothesis
3) Vis. Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

RSME Mean(SD)
C
E
0.02 (1.57)
-0.02 (1.96)
-0.2 (1.25)
0.25 (1.48)
-0.56 (0.97)
0.4 (1.57)
-0.68 (1.63)
0.76 (1)
0.59 (1.58)
-0.75 (1.31)
-0.43 (2.31)
0.48 (1.16)
0.1 (1.23)
-0.09 (0.98)
-0.34 (1.39)
0.34 (1)

RAW NASA Mean(SD)
C
E
-0.09 (1.32)
0.08 (1.64)
-0.12 (1.3)
0.16 (0.83)
-0.29 (1.68)
0.21 (1.3)
-0.17 (1.66)
0.19 (0.79)
0.49 (1)
-0.63 (1.1)
-0.007 (1.3)
0.007 (2.2)
0.45 (1.15)
-0.4 (0.92)
-0.32 (0.92)
0.32 (1.23)

Table 56: Ms and SDs of the efficiency scores computed with the Three-factor Model using the RSME and the Raw
NASA-TLX, grouped by taught topics, control (C) and experimental (E) groups.

Table 57 shows Ms and SDs of prior knowledge and level of motivation for control and
experimental groups self-evaluated via subjective rating scales.
Topic
1) Research Methods
2) Research Hypothesis
3) Vis. Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Prior Knowledge Mean (SD)
C
E
12.43 (3.34)
9.8 (3)
9.7 (4.48)
9.63 (3.24)
6.6 (4.72)
9 (5.16)
9.3 (4.84)
9.78 (3.13)
10.43 (4.81)
9.64 (4.94)
7.4 (2.79)
9.78 (3.45)
12.29 (5.76)
11.5 (4.47)
10.5 (2.87)
13.25 (3.19)

Motivation Mean (SD)
C
E
13.29(3.38)
13.40 (3.75)
13.55(4.35)
13.63 (4.17)
9 (5.16)
14.29 (3.72)
11.05(3.9)
13.28 (3.86)
15.21(3.14)
13.09 (4.98)
8.6 (5.4)
8.11 (3.29)
14.43 (3.78)
14.5 (4.24)
13.25 (3.19)
11.25 (3.73)

Table 57: Indicators of prior knowledge on the topic delivered and motivation experienced by control (C) and
experimental (E) groups.

As can be seen, the results are mixed. However, the goal here is to give an account of the
strength and direction of any possible correlation between levels of prior knowledge,
motivation and efficiency scores of all participants across the experimental phase. With
regard to this, Table 58 shows results of the Spearman’s non-parametric correlation
coefficient test, proposed as an alternative to the Pearson correlation coefficient test (De
Winter et al., 2016). The latter was discarded because its assumptions of validity
concerning the normality of the distribution, homoscedasticity and absence of outliers did
not match with the results that emerged from the descriptive analysis of related data (De
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Winter et al., 2016). In fact, their distributions resulted as not normal: the variance of best
fit did not remain similar along the line of their distribution (there is no homoscedasticity)
and produced many outliers.
Spearman Correlation
Coefficient
Prior
Corr.
Knowledge
Sig.
Motivation
Corr.
Sig.

NASA
Lik. T
0.21
0.03
0.21
0.03

NASA
Lik. L
0.15
0.03
0.13
0.07

RSME RSME
Lik. T Lik. L
0.15
0.14
0.03
0.05
0.22
0.19
0.002 0.007

NASA
Dev. T
0.18
0.01
0.07
0.32

NASA RSME RSME
Dev. L Dev. T Dev. L
0.1
0.11 0.12
0.172
0.11 0.08
0.21
0.11 0.11
0.776
0.12 0.12

NASA
3Fact.
0.12
0.08
0.05
0.48

RSME
3Fact.
0.03
0.61
-0.3
0.68

Table 58: Spearman’s correlation coefficient test between prior knowledge, motivation and efficiency metrics (T=
training, L= learning).

As can be seen from Table 58, the correlation coefficient between prior knowledge and
motivation on one side, and efficiency scores on the other, is very low (De Winter et al.,
2016). In other words, prior knowledge and motivation have no association with the
efficiency scores, as their correlation is close to zero across all the cases. As a
consequence, it can be assumed that differences in the profile of the two groups, in terms
of the aforementioned variables, did not impact their efficiency scores.
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4.2.2 Inferential Statistics
Table 59 informs the reader of the results of Mann-Whitney tests computed for efficiency
scores of control and experimental groups. Few p-values result below the significance
level of 0.05 (highlighted in green): just those of topic 2 (in favour of the research
hypothesis), 5 and 8 (in contrast with the research hypothesis). The rest of the p-values
are well above the significance level and this is probably a consequence of the small
sample sizes of students under evaluation (Wilcox, 1995; Rousselet et al., 2017).
Topic
1) Research Methods
2) Research Hypothesis
3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

Post-Instr. T
V
P-V
97.5
0.747
97
0.046
15
0.75
138
0.22
52
0.18
40.5
0.72
25
0.77
25.5
0.5

RSME
Post-MCQ. L
V
P-V
90.5
0.53
89.5
0.023
13
0.53
143
0.29
54
0.22
22
0.06
24
0.69
22.5
0.32

RAW-NASA-TLX
Post-Instr. T
Post-MCQ. L
V
P-V
V
P-V
92.5
0.59
98
0.78
138
0.49
142
0.58
14
0.63
16
0.87
177
0.94
122
0.09
37
0.029
42
0.058
36
0.49
28
0.18
20
0.39
24.5
0.69
13
0.05
12
0.038

Table 59: Values of Mann-Whitney U test (V) and related p-values (P-V) computed for the training (T) and learning
(L) efficiency scores with the Likelihood Model grouped by post-instruction and post multiple choice questionnaire,
the MWL instruments (RSME and RAW-NASA TLX) with 2-tailed distribution and two sample equal variance.

P-values in Table 60 show significant differences in the deviational efficiency scores
between control and experimental groups in topics 4 and 5 only (highlighted in green),
respectively in favour of the research hypothesis and against it.
Topic
1) Research Methods
2) Research Hypothesis
3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

RSME
Post-Instr. T
Post-MCQ. L
V
P-V
V
P-V
101
0.88
94
0.65
103
0.07
99.5
0.053
17
1
14
0.63
107
0.033
126
0.11
40.5
0.044
53
0.2
41.5
0.78
23
0.07
27
0.95
24
0.69
28.5
0.72
28.5
0.72

RAW-NASA-TLX
Post-Instr. T
Post-MCQ. L
V
P-V
V
P-V
96.5
0.71
101
0.88
124
0.26
132
0.38
16
0.87
16
0.87
166
0.69
103
0.024
36
0.025
45
0.08
36
0.49
25
0.11
17
0.23
22
0.53
18
0.16
21
0.27

Table 60: Values (V) of Mann-Whitney U test and related p-values (P-V) computed for the training (T) and learning
(L) efficiency scores with the Deviational Model grouped by post-instruction and post-MCQ, the MWL instruments
(RSME and RAW-NASA TLX) with 2-tailed distribution and two sample equal variance.
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In line with the previous results, Table 61 shows just three p-values below the significance
level. They are in favour of the research hypothesis for topic 4 and against it for topic 5.
Topic
1) Research Methods
2) Research Hypothesis
3) Geo Spatial Data
4) Operating System
5) Problem Solving
6) Data Mining
7) Literature Review
8) Research Hypothesis

RSME Mean(SD)
V
P-V
103
0.94
131
0.36
12
0.43
81
0.003
35
0.021
38
0.6
23
0.6
25
0.5

RAW NASA Mean(SD)
V
P-V
89
0.5
146
0.67
16
0.87
177
0.94
35
0.021
38
0.6
16
0.18
24
0.44

Table 61: P-values of the Mahan Whitney test (M) computed for the efficiency scores with the Three-factor Model, the
MWL instruments (RSME and RAW-NASA TLX) with 2-tailed distribution and two sample equal variance.

Finally, Table 62 depicts effect sizes computed for Mann-Whitney U values whose
respective p-value resulted below the level of significance (0.05). Most are of medium
size. In other words, the magnitude of the difference between efficiency scores of control
and experimental groups is medium (Cohen, 2013).
Topic
2) Research Hypothesis
2) Research Hypothesis
5) Problem Solving
8) Research Hypothesis
4) Operating System
4) Operating System
5) Problem Solving
5) Problem Solving
4) Operating System
5) Problem Solving
5) Problem Solving

Instrument (details)
Likelihood Training efficiency (RSME)
Likelihood Learning efficiency (RSME)
Likelihood Training efficiency (NASA)
Likelihood Learning efficiency (NASA)
Deviational Training efficiency (RSME)
Deviational Learning efficiency (NASA)
Deviational Training efficiency (RSME)
Deviational Training efficiency (NASA)
Three factor efficiency (RSME)
Three factor efficiency (RSME)
Three factor efficiency (NASA)

Effect
Medium
Medium
Medium
Large
Medium
Medium
Medium
Medium
Medium
Medium
Medium

Size of r
0.334
0.374
0.438
0.525
0.372
0.391
0.4
0.449
0.49
0.45
0.45

Table 62: Effects sizes of U-values whose p-values resulted below the significance level 0.05.

Regardless of their size, the results of the Mann-Whitney tests depicted in Table 59, Table
60 and Table 61 show that most of the comparison of efficiencies between control and
experimental groups do not have significant differences. However, as can be seen in
section 4.2.1, differences do occur. This lack of significant results does not enable the
author of this doctoral dissertation to answer the research question appropriately. With
regard to the current dataset, the comparison of efficiency between control and
experimental groups through their respective means is, as seen in sections 3.7.2 and 3.7.3,
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not fully appropriated. As a result, a deeper analysis that gives an account of the entire
distribution of data, including tails, is required. This is why differences in efficiency
scores between control and experimental groups are analysed in the next section, by the
Harris-Davis estimation, as per the rule of thumb proposed in section 3.7.4.1. The original
Harrel-Davis estimations are shown in Appendix 6.

4.2.3 Distributions Shifts of Control and Experimental Groups per Topic
Topic 1 – Research Methods: Table 63 shows no differences between the likelihood
training and learning efficiency scores of control and experimental groups. In contrast,
the deviational training efficiency scores of control groups are higher than the
experimental scores. This propensity is in line with the negative inclination of the threefactor efficiency scores and in contrast with the positive outcome of the deviational
learning efficiency metric.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3 = 0
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3 = 0

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency 1-1-1/3= - 0.33
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3 = + 0.66

RSME three-factor
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: -1+0+0/3= -0.33

Table 63: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 1, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.

Table 64 depicts positive and negative tendencies for the likelihood training and learning
efficiency scores respectively. The propensities across the training and learning
deviational efficiency scores and the three-factor deviational efficiency metric are,
positive.
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RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: +1+1+0/3= +0.66
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: -0.1+0+0/3= -0.33

RAW-NASA deviational training
Quantile 1: Weak + 1
Quantile 2: Weak + 1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66
RAW-NASA deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak -1
Tendency: 1+1-1/3= +0.33

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0= +0.66

Table 64: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 1, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.

Topic 2 – Research Hypothesis: in line with the research hypothesis, Table 65 and Table
66 show positive tendencies across all the efficiency models and phases evaluated.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1
RSME deviational learning
Quantile 1: Strong +2
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 2+1+1/3= +1.33

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

Table 65: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 2, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.
RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak - 1
Tendency: 1+1-1/3 = +0.33
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak + 1
Tendency: 0+0+1/3 = +0.33

RAW-NASA deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1
RAW-NASA deviational learning
Quantile 1: Weak + 1
Quantile 2: Weak + 1
Quantile 3: Weak + 1
Tendency: 1+1+1/3 = +1

RAW-NASA three-factor
Quantile 1: Weak + 1
Quantile 2: Null, 0
Quantile 3: Null, 0
Tendency: 1+0+0/3= +0.33

Table 66: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 2, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.

Topic 3 – Geospatial Data: as per Table 67, the propensities of the likelihood training and
learning and the deviational learning efficiencies scores are negative. In contrast, those
of the deviational training and the Three-factor Model are positive.
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RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 0+0-1/3 = -0.33
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak-1
Tendency: 0-1-1/3 = -0.66

RSME deviational training
Quantile 1: Neutral, 0
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 0+1+1/3= +0.66
RSME deviational learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 1-1-1/3 = -1

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

Table 67: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 3, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.

Table 68 shows no differences between the likelihood training efficiency scores of control
and experimental groups. The tendencies of the likelihood learning and the Three-factor
Model of Efficiency are, instead, positive. Conversely, those of the deviational metric are
both negative.
RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 1+0-1/3 = 0
RAW-NASA likelihood learning
Quantile 1: Weak +1
Quantile 2: : Neutral, 0
Quantile 3: : Neutral, 0
Tendency: 1+0+0/3 = +0.33

RAW-NASA deviational training
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: -1+0+0/3 = -0.33
RAW-NASA deviational learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 1+0+1 /3 = +0.66

Table 68: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 3, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.

Topic 4 – Operating Systems: as can be seen from Table 69 and Table 70, except for the
likelihood training and the three-factor efficiency scores computed with the RAWNASA, whose inclinations are neutral, all other tendencies across all the efficiency
models are positive.
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RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1 /3 = +0.33
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1 /3 = +0.33

RSME deviational training
Quantile 1: Strong +2
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 3+1+1/3 = +1.33
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

RSME three-factor
Quantile 1: Strong, +2
Quantile 2: Strong, +2
Quantile 3: Strong, +2
Tendency: 2+2+2 /3 = +2

Table 69: Interpretations of the Harrel Davis differences between control and experimental groups of topic 4, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.
RAW-NASA likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3 = 0
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Weak + 1
Quantile 3: Weak + 1
Tendency: 0+1+1/3 = +0.66

RAW-NASA deviational training
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 1+0+0/3 = +0.33
RAW-NASA deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 1+0-1/3 = 0

Table 70: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 4, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.

Topic 5 – Problem-solving: in contrast with the research hypothesis, Table 71 and Table
72 exhibit negative tendencies only. Control groups, in fact, experienced higher
efficiency scores across all the metrics of efficiency under evaluation.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 0+0-1/3 = -0.33
RSME likelihood learning
Quantile 1: Weak -1
Quantile 2: Weak-1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

RSME deviational training
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1
RSME deviational learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

RSME three-factor
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3= -1

Table 71: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 5, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.
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RAW-NASA likelihood training
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3= -1
RAW-NASA likelihood learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

RAW-NASA deviational training
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3= -1
RAW-NASA deviational learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

RAW-NASA three-factor
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

Table 72: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 5, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.

Topic 6 – Data Mining: as can be seen from Table 73, neutral and negative tendencies
emerge from the likelihood training and learning efficiency metric respectively. Both
tendencies of the deviational training and learning efficiency are negative. Conversely,
the inclination for the three-factor efficiency scores is positive.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 1+0+0/3 = 0
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Strong -2
Tendency: 0 -1-2/3 = -1

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 1-1-1/3 = -0.33
RSME deviational learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+1/3 = +0.33

Table 73: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 6, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.

Table 74 indicates negative values across the likelihood and deviational training and
learning efficiency metrics. In contrast, the tendency of the three-factor efficiency model
is positive.
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RAW-NASA likelihood training
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Shift: -1+0+0/3= -0.33
RAW-NASA likelihood learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Shift: -1-1-1/3 = -1

RAW-NASA deviational training
Quantile 1: Weak -1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Shift: -1+0+0/3 = -0.33
RAW-NASA deviational learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Shift: -1-1-1/3 = -1

RAW-NASA three-factor
Quantile 1: Weak -1
Quantile 2: Weak +1
Quantile 3: Weak +1
Shift: -1+1+1/3 = + 0.33

Table 74: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 6, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.

Topic 7 – Literature Review: in contrast with the research hypothesis, as depicted in Table
75 and Table 76, most of tendencies across all the efficiency metrics evaluated are
negative.
RSME likelihood training
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 1+0-1/3 = 0
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Neutral: 0-1-1/3 = -0.66

RSME deviational training
Quantile 1: 0.5/1.52 = Weak +1
Quantile 2: 0.2/1.52 = Weak -1
Quantile 3: 0.4/1.52 = Weak -1
Neutral: 1-1-1/3 = -0.33
RSME deviational learning
Quantile 1: 0.2/2.1 = Weak +1
Quantile 2: 0.5/2.1 = Weak -1
Quantile 3: 0.8/2.1 = Weak -1
Neutral: 1-1-1/3 = -0.33

RSME three-factor
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Neutral: 0-1-1/3 = -0.66

Table 75: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 7, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.
RAW-NASA likelihood training
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Shift: 0-1-1/3 = -0.66
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Shift: : 0-1-1/3 = -0.66

RAW-NASA deviational training
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Shift: 0-1-1/3 = -0.66
RAW-NASA deviational learning
Quantile 1: Neutral, 0
Quantile 2: Weak-1
Quantile 3: Weak-1
Shift: 0-1-1/3 = -0.66

RAW-NASA three factor
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Shift: -1-1-1/3 = -1

Table 76: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 7, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.
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Topic 8 – Research Hypothesis: Table 77 and Table 78 show negative tendencies across
the likelihood and deviational training and learning efficiencies, whereas, the propensity
of the three-factor deviational efficiency score is positive.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 0-1-1/3 = -0.66
RSME likelihood learning
Quantile 1: Weak-1
Quantile 2: Weak -1
Quantile: Weak -1
Tendency: -1-1-1/3 = -1

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 1-1-1/3 = -0.33
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak -1
Quantile 3: :Weak -1
Tendency: 1-1-1/3 = -0.33

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

Table 77: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 8, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.
RAW-NASA likelihood training
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Strong -2
Tendency: 0-1-2/3 = -1
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Strong -2
Tendency: 0-1-1/3 = -1

RAW-NASA deviational training
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3 = -1
RAW-NASA deviational learning
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 0-1-1/3 = -0.66

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

Table 78: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 8, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.
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4.2.4 Synthesis of Findings for the Experimental Phase
Table 79 summarises the interpretation of the Harrel-Davis estimation across the
likelihood and deviational efficiencies metrics of all topics evaluated in the experimental
phase. As per the tuning phase, the final tendency represents the average of the proposed
interpretation between efficiency scores of control and experimental groups. These, as
per section 4.2.3, are first computed through the average of each related quantile, then, as
depicted in Table 79, through an overall aggregation of each single averaged efficiency
score per each metric computed across all topics. As a reminder for the reader, positive
values denote higher efficiency scores of experimental groups and negative values denote
higher efficiency scores of control groups. According to Table 79, the tendencies of the
overall deviational training and learning efficiency scores computed with the RSME are
respectively positive and negative. This ambivalence of results makes it difficult to
answer the research question appropriately. The training phase is in line with the
assumption of the research hypothesis, whereas the learning phase is against it.
Additionally, both values are very close to zero. This means the differences in terms of
efficiency scores between control and experimental groups have minimal effect, thus
making the answering of the research question even more difficult (this is also valid for
the overall likelihood training efficiency scores computed with the RSME).
Finally, a constant emerges from the negative overall propensities of the other training
and learning efficiency metrics computed with RSME and RAW-NASA. Here, the
assumption of the research hypothesis is confuted: control groups experienced higher
overall training and learning efficiency scores than experimental groups across all the
metrics evaluated.
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Class
Topic 1
Topic 2
Topic 3
Topic 4
Topic 5
Topic 6
Topic 7
Topic 8
Tendency:

Efficiency Likelihood
RSME RSME
Nasa
Train.
Learn
Train.

Nasa
Learn

Efficiency Deviational
RSME RSME Nasa
Train.
Learn. Train.

Nasa
Learn.

0
+0.33
-0.33
+0.33
-0.33
0
0
-0.66
-0.08

-0.33
+0.33
+0.33
+0.66
-1.
-1
-0.66
-1
-0.2

-0.33
+1
+0.66
+1.33
-1
-0.33
-0.33
-0.33
+0.08

+0.33
+1
-1
+1
-1
-1
-0.66
-0.66
-0.24

0
+0.33
-0.66
+0.33
-1
-1
-0.66
-1
-0.45

+0.66
+0.33
0
0
-1
-0.33
-0.66
-1
-0.29

+0.66
+1.33
-1
+1
-1
-1
-0.33
-0.33
-0.08

+0.66
+1
-0.33
+0.33
-1
-0.33
-0.66
-1
-0.16

Three-factor
RSME NASA
-0.33
+1
+1
+2
-1
+0.33
-0.66
+1
+0.41

+0.66
+0.33
+0.66
0
-1
+0.33
-1
+1
+0.12

Table 79: Summary of the averages of the proposed quantitative interpretations of the Harrel Davis estimations grouped
by efficiency metric, MWL assessment instrument (RSME/RAW-NASA TLX), for the training and learning phases of
the taught topics.

However, a different inclination emerges from the three-factor metric computed with the
RSME and the RAW-NASA, whose respective overall tendency scores are both positive.
These positive values are likely due to the computation of the overall effort and CL, postinstruction and post-MCQ, through a unique formula which, for its own reasons, as seen
in section 2.5.1.2, smooths out the differences (depicted in Figure 40, Figure 41, Figure
42 and Figure 43 below) between the overall effort and CL experienced by students
during the instruction phase rather than during the performance phase.
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Figure 40: Overall effort post-instruction experienced by control (C) and experimental (E) groups computed with the
RSME for taught topics.
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Figure 41: Overall effort post-MCQ experienced by control (C) and experimental (E) groups computed with the RSME
for taught topics.
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Figure 42: Overall CL post-instruction experienced by control (C) and experimental (E) groups computed with the
RAW-NASA TLX for taught topics.
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Figure 43: Overall CL post-MCQ experienced by control (C) and experimental (E) groups computed with the RAWNASA TLX for taught topics.
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Figure 44, instead, represents each single tendency of efficiency metric depicted in Table
79.

Figure 44: Averages of the efficiency metrics computed with the related MWL assessment instrument, for the training
and learning phases of the taught topics.

As can be seen from Figure 44, the overall propensity is tendentially positive for topics 2
(Research Hypothesis) and 4 (Operating Systems), negative for topics 5 (Problemsolving) and 7 (Literature Review) and overall negative for topics 6 and 8 (Data Mining
and Research Hypothesis). Mixed results emerge in topic 1 (Research Methods) and 3
(Visualising Geospatial data). Again, as per Figure 35, in Figure 44 it does not emerge a
clear pattern suitable to provide a criterion for giving an account of the data based on the
relation between the nature of the topic and the efficiency scores achieved by students in
control and experimental groups. Mixed results are equally distributed. The research
topics are:
o Research Hypothesis (topic 2) positive;
o Problem-solving and Literature Review negative (topics 5 and 7
respectively);
o Research Hypothesis (8) overall negative;
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o Research Methods (topic 1) mixed.
The computer science topics are:
o Operating Systems (topic 4) positive;
o Data Mining (topic 6) overall negative;
o Geospatial Data (topic 3) mixed.
A further explanation can be provided with an account of the distribution of the cognitive
skills assumed to be triggered while performing the inquiry, as summarised in Table 80
below from Appendix 3.1.
Topic
1)Research methods
2)R. Hypothesis
3)Geo Spatial data
4)Operating System
5)Problem Solving
6)Data Mining
7)Literature review
8)R. Hypothesis

Conceptualising

Reasoning

8
3
1
1
1
6
6
3

2
3
7
8
7
1
2
3

Findings (shown in table 79
and figure 44 )
Mixed
Positive
Mixed
Positive
Negative
Overall negative
Negative
Overall negative

Table 80: Number and type of cognitive skills per each topic supposed to be triggered by the inquiry activity in the
experimental phase.

As can be seen, the results are still mixed. The distribution of conceptualising and
reasoning skills (assumed to be employed across the different inquiry tasks) provides no
pattern or constant that can be employed to justify the data. Positive results emerged are
associated with an equal distribution of conceptualising and reasoning skills for topic 2
and to higher distribution of reasoning skills than conceptualising skills for topic 4.
Negative and mixed results are associated with a mix of conceptualising and reasoning
skills (topics 5, 7 and 8). An additional interpretation can be provided by considering the
distribution of the type of knowledge evaluated across all topics (as shown in Table 81),
in answering the common MCQs (Appendix 3.2).
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Topic

1)Research methods
2)R. Hypothesis
3)Geo Spatial data
4)Operating System
5)Problem Solving
6)Data Mining
7)Literature review
8)R. Hypothesis

Factual / conceptual
knowledge via
remembering and
understanding
7
4
1
2
2
2
2
4

Procedural knowledge via
remembering,
understanding + applying
and analysing
4
3
7
7
6
6
6
3

Findings
(shown in table 79
and figure 44 )
Mixed
Positive
Mixed
Positive
Negative
Overall negative
Negative
Overall negative

Table 81: Number of questions and type of knowledge evaluated per each topic of the experimental phase.

As per the tuning phase, it does not produce a clear tendency that can support a coherent
interpretation of the data. A pattern concerning a higher number of questions on
procedural knowledge emerges across topics 3, 4, 5, 6 and 7. However, this is not
associated with a coherent explanation of the data, because the related efficiency scores
achieved by control and experimental groups are still assorted (mixed for topic 3, positive
for topic 4, negative for topics 5, 6, 7 and 8). The same consideration is valid for topic 1,
2 and 8, whose results are still mixed, and associated with a higher number of questions
aimed at evaluating factual and conceptual knowledge (in contrast with the previous
pattern). Unfortunately, due to the lack of a clear constant, the interpretation proposed,
based on the nature of the topics (Research and Computer Science), the type of cognitive
skills employed, and the type of knowledge evaluated, does not enable the author of this
doctoral dissertation to progress further in giving an account of the data. An analysis of
further factors that could have affected the variables employed to compute the efficiency
of students is required. On the one hand, as discussed in the section 3.2.6, positive effects
of collaborative techniques in achieving learning outcomes depend keeping the cost of
communication to a minimum (Kirschner et al., 2018; Paas & Sweller, 2012; Sweller et
al., 2011a). This is defined in terms of ‘transactive activities’ required by participants to
carry out a task collaboratively (Kirschner et al., 2018). On the other hand, negative
effects can be justified as a consequence of too much CL (Miwa, et al. 2016; Nachreiner,
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1995) – a quantitative variable which, here, is proposed as being associated with a
qualitative variable represented by the redundancy effect, section 2.2.4 (Kalyuga &
Sweller, 2014). The inquiry activity might have generated excessive CL being redundant.
The reiteration of the contents by collaboratively answering the trigger questions, in fact,
might have generated redundant schemata of knowledge. In other words, it is likely that
these schemata were not optimally aligned with the element interactivity of the related
learning task, causing the students to misunderstand. This could have occurred because
the design of the direct instructions was already optimally aligned with the element
interactivity of the information delivered. However, in contrast with the tuning phase,
where experimental groups achieved higher performance scores than control groups
experiencing higher values of overall effort and CL across all the cases, the experimental
phases did not produce the same inclination. Figure 45 shows lower MCQ scores achieved
by experimental groups in topics 5, 6 and 7. Additionally, higher overall effort and CL
was experienced not only by experimental but also by control groups, as illustrated in
Figure 40, Figure 41, Figure 42 and Figure 43.
100
80
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20
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MCQ E

Figure 45: overall MCQ scores achieved by control (C) and experimental (E) group for taught topics.

This heterogeneity of results makes it difficult to offer a general interpretation that is valid
across all the cases under evaluation. The most intuitive explanation for the results that
emerged in the experimental phase is that the ‘cost of communication’ could have
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affected the efficiency scores in terms of too much overall effort and CL, as per the tuning
phase, and in terms of too little overall effort and CL (Nachreiner,1995). The management
of working memory resources through the design of instruction can determine a situation
of overload, optimal load and underload as per conditions A, B and C, illustrated in Figure
9 as per Miwa, et al. (2016). This, depending on the circumstances and the characteristics
of learners, is key to increasing or decreasing the levels of efficiency achieved by scholars
under different learning conditions. Multiple variables affect the CL such as the causal
and external factors introduced in section 2.2.1. Unfortunately, many of these were not
within the control of the author of this doctoral thesis, such as novelty and pressure of the
task, features of the environment (e.g. the temperature), the characteristic of learners (e.g.
capabilities) and finally the cognitive style and cognitive impact caused by the interaction
between task, environment and learners’ characteristics (Paas & Van Merriënboer; 1994,
Paas et al., 1994). Consequently, causal, external factors and their potential interactions
cannot be employed in providing a more detailed interpretation of the results. Despite the
fact that the inquiry activity was designed to optimally manage the anticipated CL
generated by the communication required by the task, the results of the experimental
phase, as per the tuning phase, are still mixed. The final overall tendencies of each metric
depicted in Table 79 are mostly negative (in connection with the deviational and
likelihood training and learning efficiency scores computed separately) and positive when
their respective overall effort and CL are computed through the three-factor formula.
However, it is clear that the inquiry activity did not positively affect the overall efficiency
of learners under experimental conditions.

With regard to the results that emerged, the navigability of the inquiry activity was
considered not to be optimally aligned with the time available for its implementation
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(20/30 minutes approximately out of 40/50 for the full experiment). For this reason,
starting from the refined experimental phase, the number of trigger questions, depending
on the topic and on the length of the respective delivery, was reduced from a minimum
of 7 to a minimum of 5 and from a maximum of 12 to a maximum of 7. Their element
interactivity, as explained in section 3.6, was reduced too. In other words, answering so
many trigger questions within the time available probably turned out to be too demanding
during the tuning and experimental phase, thus negatively affecting the efficiency scores
of related experimental groups. Additionally, the relation between the type of cognitive
skills supposed to be triggered by the inquiry questions and the related evaluation of
knowledge per topic (Research and Computer Science) was considered more fully, as
discussed in section 3.6.
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4.3 Refined Experimental Phase
4.3.1 Descriptive Statistics
Table 82 shows Ms and SDs for the MCQ scores obtained by participants in control and
experimental groups (higher scores are highlighted in yellow). On the one hand, the MCQ
scores of control groups in topics 11, 17 and 19 are higher than those of experimental
groups. On the other hand, those of experimental groups are higher than those of control
groups for topics 9, 10, 12, 13, 14, 15, 16, 18 and 20.
Topic
9) Strings

Mean (SD) C
58.3 (22.6)

Mean (SD) E
74.9 (21.8)

10) Prog .Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics

85.33 (19.22)
77 (67)
69.29 (15.32)
66 (22.7)
50.1 (27.7)

88 (16.56)
76.6 (7.7)
77.78 (10.65)
87.3 (11.3)
62 (21)

52.6 (17.8)
71.4 (15.7)
75.1 (12.3)
82.2 (16.6)
69.4 (19.5)
78.5 (14.6)

58.2 (18.2)
77.5 (16.6)
73.8 (8.5)
97.14 (7.2)
68.5 (15.2)
84.6 (14.5)

15) IT Forensics
16) Literature Comprehension
17) Virtual memory
18) Research Hypothesis
19) Literature Review
20) Operating Systems

Table 82: Ms and SDs of the multiple-choice percentage scores grouped by taught topic (C = control group, E =
experimental group).

In other words, Table 82 shows, higher overall scores of experimental groups. This might
be considered a consequence of the inquiry activity. Students in experimental groups, as
seen in the design section, answered the same questions proposed in the MCQ, having
the chance to reiterate the contents of the delivery through a social collaborative approach.
Table 83 points out Ms and SDs of the RSME post-instruction and post-MCQ
experienced by students in control and experimental groups.
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Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

Post-Instruction Mean (SD)

Post-MCQ Mean (SD)

C

E

C

E

42.6 (34.5)
49 (25.98)
35.2 (31.76)
35.7 (25.2)
55.38 (17.36)
61.1 (32)
51.3 (30.2)
69.8 (24.6)
58.7 (29.2)
66.7 (25.6)
55.5 (26.8)
64.9 (26.1)

35 (22.19)
51.73 (31.44)
35 (23.25)
45.5 (16.63)
35.5 (24.7)
56.8 (11.9)
44.1 (21.3)
58.6 (15.4)
45.7 (19.12)
42.6 (19.1)
64.9 (19.5)
51.3 (24.9)

48.4 (35.18)
43.87 (34)
47.4 (58.13)
38.14 (17.7)
50.7 (20.1)
73.8 (27)
50.7 (25.9)
65.1 (30.1)
49.3 (30.6)
62 (26.7)
64.38 (25.5)
52.2 (27.8)

36.8 (15)
60.7 (35)
58.13 (30.2)
24 (1.7)
42.3 (13.3)
43.8 (21.8)
43.5 (29.1)
50.7 (27.6)
44.2 (31.9)
31.9 (22.3)
57.4 (19.6)
35.5 (20.2)

Table 83: Ms and SDs of RSME scores post-instruction and post-execution of the MCQ grouped by taught topic
(C=control group, E=experimental group).

Table 83 indicates that experimental groups perceived higher effort post-instruction than
control groups in topics 10, 12 and 19 only. In contrast, control groups experienced higher
effort post-instruction in topics 9, 13, 14, 15, 16, 17, 18 and 20. Regarding the effort postMCQ, experimental groups experienced higher effort in topics 10 and 11, whereas their
effort across topics 9, 12, 13, 14, 15, 16, 17, 18, 19, and 20 was lower than in control
groups. This is counterintuitive, as experimental groups were assumed to experience more
effort due to the inquiry activity. These results might be considered a consequence of the
refined design of the experimental phase, where the number of trigger questions and
related element interactivity were reduced, probably enabling students of experimental
groups to share the overall effort generated by the task among their working memory
resources. In other words, in line with the assumptions underpinning the ‘collective
working memory effect’ (Kirschner et al., 2018), the communication performed during
the inquiry activity might have been effective in the distribution of the CL generated by
the task, among the working memory resources of participants (Kirschner et al., 2018;
Paas & Sweller, 2012; Sweller et al., 2011a). However, this interpretation is not fully
supported by the results that emerged in the evaluation of the overall CL post-instruction,
as presented in Table 84. Experimental groups perceived higher overall CL post-
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instruction than control groups for topics 10, 11, 12, 15, 17 and 20. These results were
expected, as they performed an extra activity and spent more time in accomplishing the
inquiry task. On the other hand, students of control groups experienced higher overall CL
post-instruction in topics 9, 13, 14, 16, 18 and 19. However, experimental groups
perceived higher overall CL post-MCQ for topics 11, 15 and 20 only. Finally, control
groups, in line with the interpretation proposed for the results that emerged in Table 83,
experienced higher overall CL post-MCQ than experimental groups across topics 9, 10,
12, 13, 14, 16, 17, 18 and 19.
Topic

9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Research Hypothesis
19) Literature Review
20) Operating Systems

Post-Instruction Mean (SD)
C
41.25 (19.55)
35.38 (15.88)
33.16 (5.5)
35.47 (13)
46 (18.9)
55.8 (8.7)
34.3 (14.3)
50.1 (14.6)
42.2 (8.8)
47.8 (11.5)
47.2 (10.7)
37.9 (11.3)

E
30.34 (8.35)
39.61 (17.83)
38.5 (6.11)
49.7 (12)
41.7 (16.8)
53.2 (7.8)
39.7 (16.2)
42.9 (10)
46.5 (9.7)
35 (12.47)
45.5 (10.9)
42.3 (13.8)

Post-MCQ Mean (SD)
C
33.33 (14.7)
30.11 (19.77)
30 (8.2)
34.16 (8.3)
45.5 (19.2)
40.4 (14)
38.6 (18.3)
39 (17.4)
46.5 (9.7)
41.4 (11.6)
45.2 (14.7)
29.3 (13.4)

E
29.16 (12.49)
29.72 (16)
34.58 (13.67)
16.9 (5.5)
33.4 (14)
39.6 (8.5)
41.3 (17.8)
36.2 (17)
30.9 (12.1)
18.3 (11.9)
36.8 (10.5)
31.6 (15)

Table 84: Ms and SDs of the overall CL scores computed with the RAW NASA TLX (C = control group, E =
experimental group).

Table 85 and 86 show Ms and SDs of the likelihood efficiency scores computed with
RSME and RAW-NASA. Table 85 indicates higher training efficiency scores for
experimental groups in topics 13, 15, 18 and 20. However, control groups performed
better in topics 9, 11 and 12. The training efficiency scores are equal for topics 10, 14,
16, 17 and 19 (highlighted in grey). The likelihood learning efficiency scores of
experimental groups are higher than control groups for topics 12, 13, 14, 15, 16, 18 and
20. Conversely, control groups performed better in topics 9 and 10. Finally, the learning
efficiency scores for topics 11, 17 and 19 are equal (highlighted in grey).
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Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

Post-Instruction = Training Mean (SD)
C
E
13.4 (24.2)
9.5 (23.2)
2.38 (1.88)
2.98 (3.23)
4.45 (3.18)
4.25 (3.98)
13.9 (31.8)
1.86 (0.58)
1.13 (0.61)
13.62 (32.41)
1.11 (0.97)
1.14 (0.49)
2.04 (3.63)
7.14 (21.83)
1.37 (1.32)
1.39 (0.82)
2 (1.92)
1.86 (0.78)
1.45 (0.71)
2.64 (0.94)
1.67 (1.26)
1.22 (0.69)
1.41 (0.59)
2.18 (1.45)

Post-MCQ = Learning Mean (SD)
C
E
8.26 (20.6)
2.52 (1.74)
3.22 (2.24)
2.69 (3.3)
2 (0.98)
1.68 (0.88)
2.59 (2.29)
11.57 (22.45)
1.44 (0.65)
2.31 (0.93)
0.85 (0.68)
1.62 (0.62)
1.36 (0.9)
7.53 (21.77)
1.38 (0.79)
10.19 (26.19)
2.38 (1.92)
2.61 (1.81)
1.84 (1.45)
8.12 (12.98)
1.3 (0.7)
1.43 (0.84)
2.17 (1.62)
10.23 (27)

Table 85: Ms and SDs of the training and learning efficiency scores computed with the Likelihood Model using the
RSME grouped by taught topics, control (C) and experimental groups (E).

With regard to the training likelihood efficiency scores presented in Table 86, they are
equal for topics 9, 10, 11,16, 17, 19 and 20. In contrast, the training efficiency scores of
experimental groups are higher than those achieved by control groups in topics 13, 14,
15, 18, and lower for topic 12 only. Mixed results emerged from the learning phase, too.
Here, the efficiency scores are equal for topics 11, 14, 15, 16 and 20. Students in
experimental groups achieved higher efficiency scores across topics 9, 10, 12, 13, 18 and
19. On the other hand, students in control groups performed better than those in
experimental groups in topic 17 only.
Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

Post-Instruction = Training
Mean (SD)
C
E
2.15 (2.05)
2.63 (0.93)
3.33 (2.6)
3.45 (3.45)
2.39 (0.57)
2 (0.36)
2.16 (0.88)
1.66 (0.49)
1.84 (1.28)
2.62 (1.59)
0.92 (0.54)
1.21 (0.55)
1.84 (1.05)
2.11 (2.35)
1.56 (0.73)
1.77 (0.47)
1.85 (0.53)
1.62 (0.24)
1.85 (0.74)
3.24 (1.6)
1.6 (0.79)
1.64 (0.76)
2.26 (0.81)
2.31 (1.08)

Post-MCQ = Learning
Mean (SD)
C
E
2.41 (2)
3.46 (3.27)
4.15 (2.88)
5.35 (5.78)
2.74 (0.83)
2.77 (1.75)
2.15 (0.8)
5.71 (4.39)
1.9 (1.3)
3.2 (1.71)
1.29 (0.73)
1.61 (0.73)
2.07 (2.07)
2.19 (2.31)
2.14 (0.98)
2.55 (1.58)
3.21 (2.62)
1.85 (0.46)
2.29 (1.38)
8.49 (6.16)
1.9 (1.39)
2.12 (1)
3.26 (1.52)
3.41 (1.85)

Table 86: Ms and SDs of the training and learning efficiency scores computed with the Likelihood Model using the
RAW-NASA TLX grouped by taught topics, control (C) and experimental groups (E).
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Table 87 and Table 88 inform the reader about the deviational efficiency scores computed
with RSME and RAW-NASA. With regard to Table 87, the deviational training
efficiency scores achieved by experimental groups are positive across all topics except
for topics 11 and 19. However, efficiency scores per topics 11 and 12 are to be considered
approximately equal, as they lie very close to the zero line. A similar inclination emerges
from the evaluation of the learning phase, were, in most of the cases, the efficiency scores
of experimental groups are positive except for topics 10 and 11. Additionally, those for
topics 17 and 19 are to be considered equal.
Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

Post-Instruction = Training Mean (SD)
C
E
-0.37 (1.27)
0.31 (1.09)
-0.01 (1.08)
0.01 (1.23)
0.02 (1.5)
-0.01 (1.18)
-0.06 (1.36)
0.05 (0.9)
-0.71 (0.96)
0.63 (1.09)
-0.26 (1.58)
0.22 (0.75)
-0.17 (1.04)
0.23 (0.92)
-0.22 (1.35)
0.17 (1.24)
-0.13 (1.36)
0.14 (0.73)
-0.59 (1)
0.76 (0.69)
0.15 (1.24)
-0.16 (0.95)
-0.31 (0.99)
0.34 (1.03)

Post-MCQ = Learning Mean (SD)
C
E
-0.44 (1.27)
0.37 (0.78)
0.11 (0.9)
-0.11 (1.15)
0.18 (1.23)
-0.11 (1.34)
-0.56 (1.23)
0.43 (1.04)
-0.58 (1.24)
0.51 (0.87)
-0.59 (1.32)
0.5 (0.39)
-0.17 (1)
0.23 (1.11)
-0.27 (1.1)
0.21 (1.14)
-0.01 (1.26)
0.01 (0.39)
-0.62 (1.04)
0.8 (0.77)
-0.08 (1.25)
0.09 (0.93)
-0.36 (1.18)
0.39 (1.1)

Table 87: Ms and SDs of the training and learning efficiency scores computed with the Deviational Model using the
RSME grouped by taught topics, control (C) and experimental groups (E).

Table 88 shows positive training deviational efficiency scores of control groups for topics
10, 11, 12, 15, 17 and negative for topics 9, 13, 14, 16, 18, 19 and 20. However, those for
topics 10, 15, 19 and 20 are roughly equal. As can be seen, more coherent propensity
emerges in the learning phase, where experimental groups achieved positive efficiency
scores in all cases except for topics 11 and 17. However, those for topics 10, 15 and 20
are to be considered almost equal because they are very close to zero.
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Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

Post-Instruction = Training Mean (SD)
C
E
-0.55 (1.34)
0.45 (0.79)
0.03 (1.12)
-0.03 (1.23)
0.39 (1.18)
-0.24 (0.95)
0.14 (0.84)
-0.11 (0.51)
-0.48 (1.13)
0.43 (0.78)
-0.31 (1.13)
0.26 (1.14)
0.01 (1.03)
-0.01 (1.26)
-0.3 (1.16)
0.23 (0.76)
0.19 (1)
-0.22 (0.5)
-0.6 (1.09)
0.77 (0.72)
-0.03 (1.21)
0.04 (1.14)
-0.02 (0.94)
0.02 (1.28)

Post-MCQ = Learning Mean (SD)
C
E
-0.39 (1.16)
0.32 (0.98)
-0.06 (1.08)
0.06 (1.2)
0.19 (0.76)
-0.11 (1.44)
-0.87 (1.05)
0.68 (0.71)
-0.65 (1.36)
0.58 (0.9)
-0.21 (1)
0.18 (0.79)
-0.05 (1.28)
0.06 (1.34)
-0.13 (1)
0.1 (1.28)
0.32 (1.43)
-0.36 (0.59)
-0.73 (1.07)
0.95 (0.75)
-0.19 (1.36)
0.2 (1.06)
-0.08 (1.13)
0.09 (1.27)

Table 88: Ms and SDs of the efficiency scores computed with the Deviational Model using the RAW-NASA TLX
grouped by taught topics, control (C) and experimental groups (E), Training and Learning.

Table 89 indicates the efficiency scores achieved by control and experimental groups
computed with the three-factor formula of efficiency. The three-factor efficiency scores
computed with RSME are positive for experimental groups in most of the cases, except
for topics 12, 14 and 19. The differences in topic 16 are so minimal that they are
considered equal. A similar tendency is noticeable across the three-factor efficiency
scores computed with the RAW-NASA: those achieved by experimental groups are
positive in most of the cases, except for topics 10, 11, 12 and 19. Again, the differences
between efficiency scores of control and experimental groups for topics 10 and 15 are so
close to zero that they are considered equal.
Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

RSME Mean (SD)
C
E
-0.29 (1.78)
0.24 (1.54)
-0.26 (1.93)
0.26 (1.3)
-0.2 (1.48)
0.13 (1.5)
0.34 (1.58)
-0.26 (1.43)
-0.74 (1.8)
0.66 (1.11)
0.2 (1.8)
-0.17 (1.68)
-0.13 (1.57)
0.18 (1.15)
-0.07 (2.1)
0.05 (1.74)
-0.1 (1.45)
0.12 (1.98)
-0.38 (1.2)
0.49 (0.63)
0.36 (1.46)
-0.39 (1.28)
-0.13 (1.66)
0.14 (1.15)

RAW-NASA Mean (SD)
C
E
-0.61 (1.47)
0.5 (1.16)
0.06 (1.68)
-0.06 (1.08)
0.31 (2)
-0.19 (1.11)
1.08 (1.25)
-0.84 (0.91)
-0.31 (1.47)
0.28 (0.62)
-0.4 (2.64)
0.34 (1.73)
-0.04 (0.99)
0.06 (0.91)
-0.38 (1.91)
0.29 (0.72)
-0.12 (0.63)
0.14 (1.32)
-0.23 (1.16)
0.29 (0.75)
0.24 (1.24)
-0.26 (1.36)
-0.1 (1.33)
0.11 (1.25)

Table 89: Ms and SDs of the efficiency scores computed with the Three-factor Model using the RSME and the Raw
NASA TX, grouped by taught topics, control (C) and experimental (E) groups.
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Table 90 and Table 91, respectively, show values of prior knowledge and motivation of
control and experimental groups and their correlation with the efficiency scores achieved
by students.
Topic
9) Strings
10) Prog .Design
11) Machine Learning
12) Image Processing
13) Research Methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual Memory
18) Research Hypothesis
19) Lit. Review
20) Operating Systems

Prior Knowledge Mean (SD)
C
E
11.5 (4.6)
9.9 (14.2)
9.2 (6.24)
7.67 (4.67)
7 (6.4)
6.25 (3)
5.57 (3.2)
8 (5.8)
9.6 (4.1)
10.8 (3.2)
11 (4)
4.8 (4.5)
6.8 (3.9)
9 (3.7)
7.8 (3.1)
7.3 (4)
4.5 (2.1)
7.1 (5.2)
8.3 (3.7)
11.2 (3.9)
9.8 (3)
10.8 (2.5)
9.7 (3.7)
12.6 (3.8)

Motivation Mean (SD)
C
E
13.4 (4.5)
13 (3.7)
11.6 (3.6)
12.67 (2.67)
12.8 (15.8)
10.6 (3.3)
14.29 (4.11)
15.67 (4.2)
11.1 (3.6)
13.67 (1.7)
12.8 (1.6)
12 (3.8)
12.7 (3.6)
10.5 (2.9)
11.2 (3.3)
13.3 (2.6)
14 (5.5)
13.7 (3.3)
13.9 (1.7)
14.1 (2.7)
11 (1.9)
14.4 (2.4)
10.5 (3.2)
12.8 (3.7)

Table 90: Prior knowledge on the topic delivered and motivation generated by control and experimental instructional
designs.

As shown in Table 90, results between control and experimental groups, in terms of prior
knowledge and motivation, are still mixed; and, as illustrated in Table 91, their correlation
with the efficiency scores is very low, as it is close to zero across all the cases (De Winter
et al., 2016).
Spearman Correlation NASA
Coefficient
Likel. T
Prior
Corr. 0.143
Knowledge
Sig.
0.02
Motivation
Corr. -0.05
Sig.
0.37

NASA
Likel.L
-0.94
0.129
-0.005
0.93

RSME
Likel. T
0.146
0.017
0.087
0.156

RSME NASA NASA RSME RSME
Likel. L Dev. T Dev. L Dev. T Dev. L
0.101
0.11 0.087
0.14 0.1
0.101
0.06 0.156
0.019 0.88
0.073
-0.05 -0.033 0.028 0.02
0.237
0.401 0.598
0.646 0.73

NASA
3Fact.
0.087
0.158
-0.026
0.672

RSME
3Fact.
0.09
0.14
-0.02
0.66

Table 91: Spearman’s correlation test between prior knowledge, motivation and efficiency metrics (T = training, L =
learning).

Consequently, as per the experimental phase, it is difficult to prove that the differences
are informative variables that can give a further account of the differences between the
efficiency scores, which are assumed to be generated by the control and experimental
instructional conditions.
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4.3.2 Inferential Statistics
Table 92, Table 93 and Table 94 show U-values and p-values of Mann-Whitney tests
computed to compare Ms of efficiency scores achieved by control and experimental
groups in the experimental refined phase. P-values of related U-values are statistically
significant (< 0.05) for topics 12, 13 and 18 only. All of them are in favour of the research
hypothesis because, as shown inTable 85, Table 86, Table 87, Table 88 and Table 89, the
related efficiency scores achieved by experimental groups are higher than those achieved
by the control groups. The remaining p-values are well above the level of significance (>
0.05). In other words, in most cases differences that emerged between efficiency scores
of experimental and control groups are not relevant in a frequentist sense and this is
probably a consequence of the small sample sizes of students under evaluation (Wilcox,
1995; Rousselet et al., 2017).

9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics

RSME
Post-Instr. T
V
P-V
53
0.67
111
0.96
18
0.83
27
0.68
13
0.02
16
0.53

Post-MCQ. L
V
P-V
51
0.58
75
0.12
13
0.35
17.5
0.14
15
0.04
7
0.051

RAW-NASA-TLX
Post-Instr. T
Post-MCQ. L
V
P-V
V
P-V
35
0.1
42.5
0.22
109
0.9
112
1
12
0.28
16
0.62
17.5
0.14
1
0.000
19.5
0.11
17
0.07
16
0.53
13
0.29

15) IT Forensics
16) Lit. Comprehension

109
21.5

0.39
0.29

105
25.5

0.32
0.53

121
19.5

0.67
0.21

128
28

0.87
0.75

17) Virtual memory

19.5

0.33

24.5

0.69

22

0.53

18

0.28

18) Res. Hypothesis

39.5

0.001

44

0.001

44.5

0.001

21.5

0.000

19) Lit. Review

95.5

0.33

115

0.86

109

0.68

86

0.18

20) Operating Systems

59.5

0.12

62

0.16

89

0.94

89.5

0.94

Topic

Table 92: U-values (V) and p-values (P-V) of Mann-Whitney test for efficiency scores computed with the Likelihood
Model, grouped by training (T) and learning (L) phases, the MWL instruments (RSME and RAW-NASA TLX) with
2-tailed distribution and two sample equal variance.
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Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

Post-Instr. T
V
P-V
39
0.18
112
1
19
0.94
30
0.91
12
0.02
17
0.62
104
0.3
21.5
0.29
21.5
0.46
36.5
0.000
100
0.44
58
0.11

RSME
Post-MCQ. L
V
P-V
39.5
0.18
97
0.53
15
0.52
20.5
0.25
16
0.05
9
0.1
98
0.21
23.5
0.4
21.5
0.46
29.5
0.000
115
0.86
61
0.15

RAW-NASA-TLX
Post-Instr. T
Post-MCQ. L
V
P-V
V
P-V
30
0.05
38.5
0.15
111
0.96
100
0.62
15
0.52
16
0.62
23.5
0.4
7
0.008
19.5
0.11
17
0.07
15
0.44
17
0.62
129
0.9
132
0.9
18.5
0.17
29
0.83
23
0.61
24
0.69
44.5
0.001
23.5
0.000
107
0.62
89
0.23
85.5
0.79
81
0.65

Table 93: U-values (V) and p-values (P-V) of Mann-Whitney test computed for the efficiency scores with the
Deviational Model grouped by training (T) and learning phases (L), the MWL instruments (RSME and RAW-NASA
TLX) with 2-tailed distribution and two sample equal variance.

Table 94 indicates p-values below the significance level in topics 12 and 18 only,
respectively against and in favour of the research hypothesis.
Topics
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13) Research methods
14) Statistics
15) IT Forensics
16) Lit. Comprehension
17) Virtual memory
18) Res. Hypothesis
19) Lit. Review
20) Operating Systems

RSME
V
49
98
17
20
16
18
128
31.5
27.5
66
75
84.5

P-V
0.49
0.56
0.72
0.25
0.05
0.73
0.87
1
0.95
0.02
0.07
0.75

V
33
99.5
18
7
23
17
132
24
20
98
96
82

RAW-NASA
P-V
0.08
0.59
0.83
0.008
0.23
0.62
0.98
0.47
0.39
0.3
0.35
0.68

Table 94: U-values (V) and p-values (P-V) of Mann-Whitney test computed for the efficiency scores with the threefactor model, the MWL instruments (RSME and RAW-NASA TLX) with 2-tailed distribution and two sample equal
variance.

Table 95 illustrates effect sizes computed for Mann-Whitney U-values whose respective
p-values resulted below the level of significance (0.05). The goal is to give an account of
the magnitude of the difference between efficiency scores of control and experimental
groups which, as can be seen from Table 95, are large across most of the cases.
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Topic

Instrument (details)

12) Image Processing
13) Research methods
13) Research methods
18) Research Hypothesis
18) Research Hypothesis
18) Research Hypothesis
18) Research Hypothesis
12) Image Processing
13) Research methods
18) Research Hypothesis
18) Research Hypothesis
18) Research Hypothesis
18) Research Hypothesis
12) Image Processing
18) Research Hypothesis

Likelihood learning efficiency with RAW- NASA
Likelihood training efficiency with RSME
Likelihood learning efficiency with RSME
Likelihood training efficiency with RSME
Likelihood learning efficiency with RSME
Likelihood training efficiency with RAW-NASA
Likelihood learning efficiency with RAW-NASA
Deviational learning efficiency with RAW-NASA
Deviational training efficiency with RSME
Deviational training efficiency with RSME
Deviational learning efficiency with RSME
Deviational training efficiency with RAW-NASA
Deviational learning efficiency with RAW-NASA
Three factor efficiency with RAW-NASA
Three factor efficiency with RSME

Effect
Large
Large
Medium
Large
Large
Large
Large
Large
Large
Large
Large
Large
Large
Large
Medium

Size of r
0.806
0.536
0.489
0.58
0.55
0.547
0.701
0.648
0.56
0.6
0.648
0.547
0.688
0.648
0.402

Table 95: Effects sizes of U-values whose p-values resulted below the significance level 0.05.

As per the experimental phase, regardless of their size, results of Mann-Whitney tests
illustrated in Table 92, Table 93 and Table 94 show no statistical differences for most of
the comparisons of efficiencies between control and experimental groups. However, as
seen in section 4.3.1, there are differences to be explained. This limited number of
significant results does not enable the author of this doctoral research to answer the
research question appropriately. In connection with the current dataset, composed of
small sample sizes only, the comparison of efficiency between control and experimental
groups through their respective means only, as seen in section 3.7.2 and 3.7.3, does not
produce absolutely appropriate results. In order to give an account not only of the location
of their respective bulks, but also of the tails of their distribution, a deeper statistical
analysis is required. This is the reason why, in the next section, as per the tuning and
experimental phases, differences in efficiency scores between control and experimental
groups are analysed by the Harris-Davis estimation proposed in section 3.7.4.1 (the
original Harrel-Davis estimations are shown in Appendix 7).
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4.3.3 Distribution Shifts of Control and Experimental Groups per Topic
As a reminder for the reader, negative values represent higher efficiency scores of control
groups, positive values represent higher scores of experimental groups, and neutral values
show no differences in efficiency scores between control and experimental groups.
Finally, the latter tendency represents the average of efficiency scores for each quantile
evaluated through the interpretation proposed in the design section 3.7.4.1.
Topic 9 – Strings: on the one hand, Table 96 illustrates negative tendencies for the
likelihood efficiency metrics; on the other, it indicates positive tendencies for the
deviational and three-factor efficiency metrics.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 0+0-1/3 = -0.33
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 0+0-1/3= -0.33

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

Table 96: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 9, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.

In contrast to the mixed results presented in Table 96, the propensities across all the
efficiency metrics pointed out in Table 97 are positive.
RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RAW-NASA likelihood learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RAW-NASA deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1
RAW-NASA deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RAW-NASA three factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

Table 97: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 9, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.
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Topic 10 – Programming Design: Table 98 shows higher likelihood and deviational
training and three-factor efficiency scores for experimental groups. Conversely, control
groups achieved higher likelihood and deviational learning efficiency metrics.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33
RSME likelihood learning
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Weak-1
Tendency: -1-1-1/3= -1

RSME deviational training
Quantile 1: Neutral, 0
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 0+1+0/3 = +0.33
RSME deviational learning
Quantile 1: Weak-1
Quantile 2: Neutral, 0
Quantile 3: Weak-1
Tendency: -1+0-1/2= -1

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

Table 98: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 10, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RSME overall effort assessment instrument.

Results that emerged from Table 99 are also mixed. The tendencies for the likelihood and
deviational training efficiency scores are neutral, while those for the likelihood and
deviational learning are positive. Conversely, the overall tendency for the three
deviational efficiency metric is negative.
RAW-NASA likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3= 0
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3 = +0.33

RAW-NASA deviational training
Quantile 1: Weak-1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: -1+1+0/3= 0
RAW-NASA deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Weak-1
Quantile 3: Weak-1
Tendency: 1-1-1/3= -0.33

Table 99: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 10, grouped
by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for the
RAW-NASA overall CL assessment instrument.

Topic 11 – Machine Learning: Table 100 shows no differences between the deviational
training efficiency scores of control and experimental groups. The control group
performed, instead, higher likelihood training and learning efficiency scores and higher
deviational learning efficiency scores than the experimental group. This, in contrast,
achieved higher three-factor efficiency scores.
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RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Neutral, 0
Tendency: 0-1+0/3= -0.33
RSME likelihood learning
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3= -1

RSME deviational training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3= 0
RSME deviational learning
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Neutral, 0
Tendency: -1-1+0/3= -0.66

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

Table 100: Interpretations of the Harrel Davis differences between control and experimental groups of topic 11,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.

Table 101 indicates that, apart from the neutral propensity that emerged from the threefactor efficiency metric, the overall tendencies for the likelihood and deviational
efficiency metrics are negative.
RAW-NASA likelihood training
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Weak-1
Tendency:-1-1-1/3= -1
RAW-NASA likelihood learning
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Weak +1
Tendency: -1-1+1/3= -0.33

RAW-NASA deviational training
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Weak-1
Tendency: -1-1-1/3= -1
RAW-NASA deviational learning
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Weak +1
Tendency: -1-1+1/3= -0.33

RAW-NASA three factor
Quantile 1: Weak + 1
Quantile 2: Neutral, 0
Quantile 3: Weak-1
Tendency: 1+0-1/3= 0

Table 101: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 11,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.
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Topic 12 – Image Processing: Table 102 depicts negative inclinations for the likelihood
training and three-factor efficiency metrics. The overall tendencies across the likelihood
learning and deviational training and learning efficiency metrics are positive.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak -1
Tendency: 0+0-1/3= -0.33
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak -1
Tendency: 1+1-1/3= +0.33
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RSME three factor
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 0-1-1/3= -0.66

Table 102: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 12,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.

As shown in Table 103, control groups achieved higher likelihood and deviational
training efficiency scores and higher three-factor efficiency scores than the experimental
groups. However, the tendencies of the likelihood and deviational learning efficiency
metrics are positive.
RAW-NASA likelihood training
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Weak-1
Shift: -1-1-1/3= -1
RAW-NASA likelihood learning
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Shift: 2+2+2/3= +2

RAW-NASA deviational training
Quantile 1: Neutral, 0
Quantile 2: Weak-1
Quantile 3: Weak-1
Shift: 0-1-1/3= -0.66
RAW-NASA deviational learning
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Shift: 2+2+2/3= +2

RAW-NASA three-factor
Quantile 1: Strong-2
Quantile 2: Strong-2
Quantile 3: Strong-2
Shift: -2-2-2/3= -2

Table 103: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 12,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.

Topic 13 – Research Methods: in line with the research hypothesis, the overall tendencies
emerged across all efficiency metrics depicted in Table 104 and Table 105 are positive.
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RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33
RSME likelihood learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Strong +2
Tendency: 1+1+ 2/3= +1.33
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

Table 104: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 13,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.
RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RAW-NASA likelihood learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RAW-NASA deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 2+1+1/3= +1
RAW-NASA deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 2+1+1/3= +1

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

Table 105: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 13,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.

Topic 14 – Statistics: Table 106 shows no differences between the likelihood training
efficiency scores of control and experimental groups: the related inclination, is neutral.
The tendencies of the likelihood learning and the deviational efficiencies scores are
positive. Conversely, the propensity of the three-factor efficiency metric is negative.
RSME likelihood training
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Weak-1
Tendency: 1+0-1/3= 0
RSME likelihood learning
Quantile 1: Strong, +2
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 2+1+1/3= +1.33

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RSME three factor
Quantile 1: Neutral, 0
Quantile 2: Weak-1
Quantile 3: Weak-1
Tendency: 0-1-1/3= -0.66

Table 106: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 14,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.
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In contrast with the mixed results that emerged from Table 106, and in line with the
research hypothesis, the experimental group achieved higher efficiency scores than the
control group across all the efficiency metrics, as illustrated in Table 107.
RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RAW-NASA likelihood learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

RAW-NASA deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RAW-NASA deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

RAW-NASA three factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

Table 107: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 14,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.

Topic 15 – IT Forensic: as illustrated in Table 108, the experimental group achieved
higher efficiency scores than the control group for the deviational metric and for the
efficiency computed with the three-factor deviational formula. In contrast, the tendencies
for the likelihood efficiency metric are both neutral.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3= 0
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3= 0

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 1+0+0/3= +0.33

Table 108: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 15,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.

Table 109 indicates positive tendencies for the likelihood and deviational learning
efficiency metrics. The propensities for the likelihood training and for the three-factor
efficiency metrics are neutral. Finally, the overall inclination for the deviational training
efficiency scores is negative.
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RAW-NASA likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3= 0
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency 0+0+1/3= +0.33

RAW-NASA deviational training
Quantile 1: Weak-1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: -1+0+0/3= -0.33
RAW-NASA deviational learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0-1/3= +0.33

RAW-NASA three factor
Quantile 1: Weak +1
Quantile 2: Weak-1
Quantile 3: Neutral, 0
Tendency: 1-1+0/3= 0

Table 109: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 15,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.

Topic 16 – Literature Comprehension: as can be seen from Table 110, the tendencies
across the likelihood and deviational efficiency metrics are positive. The overall
inclination of the three-factor efficiency metric is neutral.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 0+1+0/3= +0.33
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak + 1
Tendency: 0+0+1/3= +0.33

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RSME three factor
Quantile 1: Weak +1
Quantile 2: Weak-1
Quantile 3: Neutral, 0
Tendency: 1-1+0/3= 0

Table 110: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 16,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.

In line with the research hypothesis, the propensities across all the efficiency metrics
evaluated in Table 111 are positive.
RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RAW-NASA likelihood learning
Quantile 1: Null, 0
Quantile 2: Null, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33

RAW-NASA deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RAW-NASA deviational learning
Quantile 1: Null, 0
Quantile 2: Null, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

Table 111: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 16,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.
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Topic 17 – Virtual Memory: in favour of the research hypothesis, Table 112 shows higher
efficiency scores of experimental groups across all the metrics under evaluation.
RSME likelihood training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak -1
Tendency: 1+1-1/3= +0.33
RSME likelihood learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak-1
Tendency: 1+1-1/3= +0.33
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak -1
Tendency: 1+1-1/3= +0.33

RSME three-factor
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: = Weak +1
Tendency: 0+0+1/3= +0.33

Table 112: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 17,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.

In contrast with the overall positive inclination that emerged from Table 112, Table 113
shows negative tendencies for the likelihood and deviational efficiency metrics. The
tendency for the three-factor efficiency metric is positive.
RAW-NASA likelihood training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak-1
Tendency: 0+0-1/3= -0.33
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak-1
Tendency: 0+0-1/3= -0.33

RAW-NASA deviational training
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak-1
Tendency: 0+0-1/3= -0.33
RAW-NASA deviational learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak-1
Tendency: 0+0-1/3= -0.33

RAW-NASA three-factor
Quantile 1: Weak -1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: -1+1+1/3= +0.33

Table 113: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 17,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.
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Topic 18 – Research Hypothesis: all the tendencies across all metrics indicated in Table
114 and Table 115 are positive and supported by strong statistical power. Most of the
differences across the quantiles evaluated are significant in a frequentist sense. These
results are clearly in favour of the research hypothesis.
RSME likelihood training
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Tendency: 2+2+2/3= +2
RSME likelihood learning
Quantile 1: Null, 0
Quantile 2: Weak +1
Quantile 3: Strong +2
Tendency: 0+1+2/3= +1

RSME deviational training
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Tendency: 2+2+2/3= +2
RSME deviational learning
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Tendency: 2+2+2/3= +2

RSME three-factor
Quantile 1: Strong +2
Quantile 2: Weak +1
Quantile 3: Weak. +1
Tendency: 2+1+1/3= +1.33

Table 114: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 18,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.
RAW-NASA likelihood training
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Tendency: 2+2+2/3= +2
RAW-NASA likelihood learning
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Tendency: 2+2+2/3= +2

RAW-NASA deviational training
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Tendency: 2+2+2/3= +2
RAW-NASA deviational learning
Quantile 1: Strong +2
Quantile 2: Strong +2
Quantile 3: Strong +2
Tendency: 2+2+2/3= +2

RAW-NASA three-factor
Quantile 1: Strong +2
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 2+1+0/3= +1

Table 115: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 18,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.
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Topic 19 – Literature Review: Table 116 indicates positive tendencies for the likelihood
and deviational learning efficiency metrics. Negative inclinations emerge from the
efficiency computed with the metrics employed likelihood, the deviational training and
the three-factor metrics.
RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 0-1-1/3= -0.66
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33

RSME deviational training
Quantile 1: Neutral, 0
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: 0-1-1/3= -0.66
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 1+0+0/3= +0.33

RSME three-factor
Quantile 1: Weak -1
Quantile 2: Weak -1
Quantile 3: Weak -1
Tendency: -1-1-1/3= -1

Table 116: Interpretations of the Harrel-Davis differences between control and experimental groups of topic19,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.

Table 117 indicates positive propensities across the likelihood and the deviational
efficiency metrics. The inclination for the three-factor efficiency metric is negative.
RAW-NASA likelihood training
Quantile 1: Weak +1
Quantile 2: Null, 0
Quantile 3: Null, 0
Tendency: 1+0+0/3= +0.33
RAW-NASA likelihood learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RAW-NASA deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak-1
Tendency: 1+1-1/3= +0.33
RAW-NASA deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1

RAW-NASA three-factor
Quantile 1: Weak-1
Quantile 2: Weak-1
Quantile 3: Weak-1
Tendency: -1-1-1/3= -1

Table 117: Interpretations of the Harrel-Davis differences between control and experimental groups, of topic 19
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.

Topic 20, Operating Systems: Table 118 and Table 119 indicate overall positive
tendencies across most of the efficiency metrics evaluated, except for the likelihood
learning and training efficiency scores computed with RSME and RAW-NASA
respectively, whose tendencies are neutral.
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RSME likelihood training
Quantile 1: Neutral, 0
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 0+1+1/3= +0.66
RSME likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Neutral, 0
Tendency: 0+0+0/3 = 0

RSME deviational training
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3= +1
RSME deviational learning
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 1+1+1/3 = +1

RSME three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

Table 118: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 20,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RSME overall effort assessment instrument.
RAW-NASA likelihood training
Quantile 1: Weak-1
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: -1+0+1/3= 0
RAW-NASA likelihood learning
Quantile 1: Neutral, 0
Quantile 2: Neutral, 0
Quantile 3: Weak +1
Tendency: 0+0+1/3= +0.33

RAW-NASA deviational training
Quantile 1: Weak -1
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: -1+1+1/3= +0.33
RAW-NASA deviational learning
Quantile 1: Neutral, 0
Quantile 2: Weak +1
Quantile 3: Weak +1
Tendency: 0+1+1/3= +0.66

RAW-NASA three-factor
Quantile 1: Weak +1
Quantile 2: Weak +1
Quantile 3: Neutral, 0
Tendency: 1+1+0/3= +0.66

Table 119: Interpretations of the Harrel-Davis differences between control and experimental groups of topic 20,
grouped by efficiency metric (Likelihood, Deviational and Three-factor Models), and phase (training and learning) for
the RAW-NASA overall CL assessment instrument.
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4.3.4 Synthesis of Findings for the Experimental Refined Phase
As seen in section 4.3.3, the efficiency scores of control and experimental groups are first
computed through the average of each quantile for each topic, and then, as shown in Table
120, through an overall aggregation of each single averaged efficiency score per each
metric computed across all topics. Compared with the mixed results that emerged in the
tuning and experimental phase, results of the refined experimental phase presented in
Table 120 show higher uniformity. The final overall tendencies of the efficiency scores
computed per each topic are positive across all the metrics.
Class
Topic 9
Topic 10
Topic 11
Topic 12
Topic 13
Topic 14
Topic 15
Topic 16
Topic 17
Topic 18
Topic 19
Topic 20
Tendency

Likelihood
RSME RSME
Train. Learn.

Nasa
Train.

Nasa
Learn

Deviational
RSME RSME
Train.
Learn.

Nasa
Train.

Nasa
Learn.

-0.33
+0.33
-0.33
-0.33
+0.33
0
0
+0.33
+0.33
+2
-0.66
+0.66
+0.19

+1
0
-1
-1
+1
+1
0
+1
-0.33
+2
+0.33
0
+0.33

+1
+0.33
-0.33
+2
+1
+0.66
+0.33
+0.33
-0.33
+2
+1
+0.33
+0.69

+1
+0.33
0
+0.33
+1.33
+0.66
+1
+1
+0.33
+2
-0.66
+1
`+0.69

+1
0
-1
-0.66
+1
+1
-0.33
+1
-0.33
+2
+0.33
+0.33
+0.36

+1
+1
-0.33
+2
+1
+0.66
+0.33
+0.33
-0.33
+2
+1
+0.66
+0.77

-0.33
-1
-1
+0.33
+1
+1.33
0
+0.33
+1
+1
+0.33
0
+0.24

+1
-1
-0.66
+1
+1
+1
+1
+1
+0.33
+2
+0.33
+1
+0.66

Three-Factor
RSME
Nasa
+1
+0.66
+1
-0.66
+1
-0.66
+0.33
0
+0.33
+1.33
-1
+0.66
+0.33

+1
-0.33
0
-2
+0.66
+0.66
0
+0.66
+0.33
+1
-1
+0.66
+0.13

Table 120: Summary of the averages of the proposed quantitative interpretations of the Harrel-Davis estimations
grouped by efficiency metric, MWL assessment instrument, and for the training and learning phases of the taught
topics.

This overall positive tendency is also noticeable in Figure 46, which shows each single
overall efficiency scores computed per topic.
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Figure 46: Averages of the Harrel-Davis interpretation computed with each efficiency metric and the MWL assessment
instrument in the training /learning phases and their aggregation for each taught topic.

As can be seen from Figure 46, the overall propensity is tendentially positive across most
of the topics. The efficiency scores of experimental groups are clearly overall higher than
control groups in topic 9 (Strings), 13 (Research Methods), 14 (Statistics), 15 (IT
Forensics), 16 (Literature Comprehension), 18 (Research Hypothesis), and topic 20
(Operating Systems). Mixed results emerge from the evaluation of efficiency scores of
control and experimental groups for topic 10 (Programme Design), 12 (Image
Processing), 17 (Virtual Memory) and 19 (Literature Review). Overall negative results
emerge from topic 11 only (Machine Learning). Again, a clear pattern that can address
any interpretation of the results based on the difference between research topics (13, 16,
18 and 19) and computer science topics (9, 10, 11, 12, 14, 17 and 20) is not detectable, as
positive and mixed results emerge in both domains:
•

Research:
o topics 13 – 16 -18 full positive;
o topic 19 mixed.

•

Computer Science:
o topics 10 -12 -17 mixed;
o topics 9 -14 -15 overall positive (only 1 or 2 negative efficiencies);
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o topic 20 fully positive;
o topic 11 overall negative.
As per the tuning and experimental phase, the type of cognitive skills assumed to be
employed to perform the inquiry task, depicted in Table 121 and taken from Appendix
4.1, might have impacted the navigability of the task and the related efficiency scores. As
a reminder for the reader, conceptualising skills are supposed to be associated with mental
acts of comparing, contrasting, defining and classifying, whereas reasoning skills are
supposed to be associated with relating cause and effect, tools and aims, parts and whole,
and by establishing criteria (Satiro, 2006). With regard to the specific reasoning skills
assumed to be performed by experimental groups across the refined experimental phase,
most are from the categories of relating tools and aims, parts and whole, and establishing
criteria (as shown in Appendix 4.1).
Topic
9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13)Research Methods
14) Statistics
15) IT Forensics
16)Lit.Comprehension
17) Virtual Memory
18)ResearchHypothesis
19) Lit. Review
20) Operating Systems

Conceptualising
skills
1
0
3
1
5
2
0
0
2
2
3
0

Reasoning
skills
5
5
4
6
2
4
6
5
4
3
3
5

Findings (table 120, figure 46)
Overall Positive
Mixed
Overall negative
Mixed
Positive
Overall Positive
Overall Positive
Positive
Mixed
Positive
Mixed
Positive

Table 121: Number and type of cognitive skills per each topic supposed to be triggered by the questions
of the inquiry activity in the refined experimental phase.

Excluding topic 13 and 19, an overall predominance of reasoning skills emerged in Table
121. This pattern might provide a plausible justification for the overall positive tendency
that emerged in favour of experimental groups. The inquiry activity might have positively
impacted the efficiency scores of participants in terms of an improved navigability
generated by the reasoning nature of the questions provided. Table 122 shows the
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distribution of the questions employed evaluating the refined experimental phase in terms
of factual/conceptual and procedural knowledge via MCQs (as shown in Appendix 4.2).
Topic

9) Strings
10) Prog. Design
11) Machine Learning
12) Image Processing
13)Research Methods
14) Statistics
15) IT Forensics
16)Lit.Comprehension
17) Virtual Memory
18)ResearchHypothesis
19) Lit. Review
20) Operating Systems

Factual/conceptual
knowledge via
remembering and
understanding
1
0
2
2
5
3
1
1
1
4
4
1

Procedural knowledge via
remembering,
understanding + applying
and analysing
5
5
5
5
2
3
5
4
5
1
2
4

Findings
(table 120 and
figure 46)
Overall Positive
Mixed
Overall negative
Mixed
Positive
Overall Positive
Overall Positive
Positive
Mixed
Positive
Mixed
Positive

Table 122: Number and type of knowledge evaluated per each topic of the refined experimental phase.

Excluding topic 13 (Research Methods), 14 (Statistics), 18 (Research Hypothesis) and 19
(Literature Review), a higher distribution of questions aimed at evaluating procedural
knowledge is observable. On one hand, the overall association between reasoning skills
and procedural knowledge might have been the optimal combination for improving the
efficiency scores of experimental groups in computer science topics (this pattern is
observable in topics 9, 10, 12, 15, 17 and 20). On the other hand, the association between
a mix of conceptualising/reasoning skills for the achievement of factual/conceptual
knowledge might have been the best combination for improving the efficiency scores of
experimental groups in research methods topics (this pattern is observable across topics
13, 18 and 19 but not in topic 16).

The original assumption (proposed in section 3.2.9) is that conceptualising and reasoning
skills, assumed to be triggered and improved by the inquiry task, would have supported
those cognitive acts required to achieve factual/conceptual and procedural knowledge
(namely remembering, understanding, applying and analysing) for the construction of
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schemata of knowledge in working memory. As a reminder for the reader, schemata of
knowledge refers to those cognitive functions that store multiple chunks of information
in a single mental act (Baddeley, 1998; Chi et al., 1981; Paivio, 1986; Plass et al., 2010;
Sweller et al., 1998a). The inquiry task is a hybrid and requalified exemplification of the
original models of inquiry proposed by Lipman (2010) and Garrison (2007). It is inspired
by creative and critical assumptions, but otherwise is not designed to reproduce the same
results in terms of ‘definition and redefinition of meanings’ via those dialogic and
philosophical approaches discussed in section 2.1.4 of the literature review (Orru et al.,
2018). With regard to the approach adopted for this research, ‘construction of knowledge’
refers to the construction of schemata of knowledge, as discussed in section 2.2.1 of the
literature review.

Moreover, Table 91 shows no correlation between prior knowledge, motivation and
efficiency scores. In this regard, the overall positive tendencies listed in Table 120 are
assumed to be generated in consequence of the redefined design of the inquiry activity in
terms of number of questions, type of knowledge evaluated and type of cognitive skills
assumed to be employed. During the refined experimental phase, the trigger questions,
depending on the topic and the length of its delivery, were reduced from a maximum of
12 to a maximum of 7 and from a minimum of 7 to a minimum of 5. Their element
interactivity was simplified by addressing only one concept per question, and their
specific cognitive nature was associated as much as possible with the particular
knowledge evaluated. This change might have contributed to reducing the ‘cognitive
cost’ of communication, thus decreasing the overall effort and CL experienced by
experimental groups, as depicted in Figure 48, Figure 49, Figure 50 and Figure 51
(Kirschner et al., 2018; Paas & Sweller, 2012; Sweller et al., 2011a). Students in
experimental groups, through reiterating the contents of the delivery by collaboratively
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answering the trigger questions, had the chance to investigate more deeply the contents
of the lesson compared with students in control groups. In this regard, as illustrated in
Figure 47, experimental groups performed, on average, better than control groups, as
reflected in the higher MCQ scores when compared to those achieved by students in
control conditions.
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Figure 47: MCQs scores a by control (C) and experimental (E) groups per each taught topic.

A similar tendency also emerged in the tuning phase, but the communication required by
the inquiry task probably enhanced the overall effort and CL experienced by learners in
experimental groups. This compensated for their higher MCQ scores in comparison to
those achieve by control groups, negatively affecting the related efficiency scores. During
the experimental phase, differences in the overall effort and CL emerged as the variable
that affected the instructional efficiency achieved by participants in control and
experimental conditions. The fact that both too much and too little effort and CL can be
associated with high or low learning outcomes was discussed in sections 2.2.1 and 2.2.2
in relation to the distinction of the type of loads (Miwa, et al., 2016). How performance
scores can be affected by too high or too low a level of ML was also discussed in section
2.2.8 (Nachreiner, 1995). On the one hand, a high level of MWL can be related to high levels
of focus on the task; on the other hand, it can be associated with a situation of overload due
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to an excessive use of memory resources. Similarly, a low level of MWL might denote no
attention or no mental resources allocated to a task in a situation of underload, as much as a
situation of optimal management of working memory resources. In terms of CLT, depending

on the subject’s characteristics, the same amount of overall effort or CL (high, low or
medium), can be considered germane or extraneous, and this is determined a posteriori,
in relation to the learning outcomes achieved. During the refined experimental phases,
for example, Figure 48, Figure 49, Figure 50 and Figure 51, show that, except in a
minority of cases, experimental groups experienced overall lower effort and CL than
control groups (in 34 variables out of 48).
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Figure 48: : Overall effort post-MCQ experienced by control (C) and experimental (E) groups computed with the RSME
for taught topics.
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Figure 49: Overall effort post-MCQ experienced by control (C) and experimental (E) groups computed with the RSME
for taught topics.
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Figure 50: Overall CL post-instruction experienced by control (C) and experimental (E) groups computed with the
RAW-NASA TLX for taught topics.

50
40
30
20
10
0
9)

10)

11)

12)

13)

14)

RAW-NASA Post-MCQ C

15)

16)

17)

18)

19)

20)

RAW-NASA Post-MCQ E

Figure 51: Overall CL Post-MCQ experienced by control (C) and experimental (E) groups computed with the RAWNASA TLX for taught topics.

This tendency, associated with higher overall performance and efficiency scores than
control groups (illustrated in Figure 47 and Figure 46 respectively), is explained by
scholars of CLT in terms of germane CL (Miwa, et al., 2016; Sweller, 2010). In
collaborative learning, the communicative interactions between group members generate
CL, which is supposed to be optimally managed in terms of germane load to prevent both
mental overload and mental underload (Miwa, et al., 2016; Nachreiner, 1995; Sweller,
2010). With regard to the current research, the cognitive cost generated by communication
was suitable for manipulation through the design of the inquiry task proposed. The layout
of the inquiry task could generate both high or low costs of communication. Positive
results that emerged in the refined experimental phase can be explained in terms of an
improved management of the cognitive cost of communication as a consequence of the
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redefinition of the layout of the inquiry activity, in terms of an overall improved
homogeneity and coherency defined as follows:
•

a reduction in the number of questions and a simplification of their element
interactivity, along with the association between reasoning questions and
procedural knowledge for computer science topics;

•

a reduction in the number of questions and a simplification of their element
interactivity, along with the association between conceptualising/reasoning
questions and factual/conceptual knowledge for research topics.

The homogeneity of the patterns that emerged denotes a constant that can help to explain
the overall improvement of the inquiry instructional efficiency, ultimately in favour of
the research hypothesis. However, these results are still supported by weak statistical
power. The differences that emerged in the Mann-Whitney tests and Harrel-Davis
estimations of efficiency scores are largely statistically insignificant. In this regard, the
term ‘tendency’, employed to give an account of the results, was specifically selected to
stress their function in terms of ‘qualitative orientation’ rather than their quantitative
differences in a frequentist sense.

4.4 Overall Summary of Findings, Strengths and Limitations
The main strength associated with the findings that emerged consists of the evolution of
the related results across the three phases. This is evident from the negative and mixed
tendencies of efficiency scores across the tuning and the experimental phases (in contrast
with the research hypothesis) to the overall positive tendency (in favour of the research
hypothesis), as pointed out in the refined experimental phase. This evolution has been
explained in connection with the progression of the related design sections towards an
optimal management of the working memory resources (in terms of overall effort and
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CL) experienced by participants involved in the experimental condition. The analysis of
related data was firstly explained in terms of quantitative variables (efficiency measures
via CL/MWL and performance), then supported by an interpretation based on qualitative
variables (nature of the topics, types of skill and knowledge evaluated). The main
limitation concerning the overall lack of significant statistical differences in the efficiency
scores between control and experimental groups emerged across the inferential statistics
(as illustrated by Mann-Whitney tests and Harrel-Davis estimations). This tendency has
been explained as a consequence of the small sample sizes that generated the dataset
under evaluation. The weak statistical power associated with small sample sizes inspired
the author of this doctoral dissertation to employ the Harrel-Davis estimation to give an
accurate account of how, and to what extent, efficiency scores differed across control and
experimental groups (Wilcox, 1995; Rousselet et al., 2017). The preciseness of this
analysis is the ultimate strength associated with the overall findings that emerged. The
aforementioned accuracy has enabled the computation of the tendencies for the overall
efficiency scores achieved by participants in control and experimental learning
conditions, thus allowing the author of this doctoral dissertation to verify the research
hypothesis precisely. The high degree of accuracy in giving an account of the distribution
of the data is not a personal opinion of the author of this doctoral research, but the primary
function of the Harrel-Davis estimation of efficiency scores (Rousselet et al., 2017;
Wilcox, 1995), and this is fully justified and motivated in section 3.7.4.
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4.5 Epistemological and Ontological Considerations: Final Discussion
Results in terms of efficiency scores and their associated variables (performance scores,
CL and effort) have been widely discussed across the previous sections in association
with a number of quantitative and qualitative interpretations. In contrast, the goal of this
paragraph is to provide the reader with the personal vision of the world of the author of
this doctoral dissertation that impacted its layout, implementation and evolution.

The focus of the first section of this discussion is on the relation between the meaning of
science, (‘episteme’ as pure theory), and technical knowledge, (‘techne’ as practice
coming from experience based on foundational knowledge), in the philosophy of Plato
and Aristotle (Parry, 2014). The second section informs the reader about how the former
hermeneutic evolves within the philosophy of education proposed by John Dewey and
sets the assumptions and the conclusions underpinning the current doctoral research.

4.5.1 Philosophical Background That Inspired This Doctoral Research
The terms ‘episteme’ (knowledge) and ‘techne’ (technical knowledge) have their origins
in Homeric culture (Greece 9th – 6th century BC). At that time, Greeks did not distinguish
between their meaning. The definition of the former was implied in the function of the
latter. The job of the craftsman was highly considered as depositary of technical
knowledge that was useful for the community. The term ‘Techne’ was ethically devalued
and semantically separated from ‘Episteme’, as a result of the polemic between
philosophers (such as Plato and Aristotle) and the Sophists (Parry, 2014). During the 5th
and 4th centuries BC, Sophists taught the arts of Dialectic and Rhetoric to develop
communicative skills, in order to raise the scale of political power. The contingent aim
of these techniques was not acceptable to the ethics of the philosophers. Dialectic and
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Rhetoric, in the hands of the Sophists, became pure technical knowledge disconnected
from any theoretical and ontological truth. Notwithstanding this, the intimate positive
relationship between ‘Episteme’ and ‘Techne’ still persisted, but a fundamental contrast
emerged. The ultimate goal of this epistemological and ontological discussion is to inform
the reader about how this contrast was tackled by John Dewey, an exponent of the
American pragmatist approach to teaching and to learning, by further introducing the core
notions of his philosophy of education in terms of ‘technology’, defined by Dewey (1925)
as the study of techniques, and in terms of that social inquiry technique (the community
of inquiry) as the core educational model that inspired the methodological approach
employed for answering the research question and verifying the research hypothesis of
this doctoral dissertation.

4.5.2 Plato
Plato considers the idea of ‘Techne’, designed in line with the knowledge of the ‘Forms’,
as the un-hypothetical and ontological foundation of reality. In his Republic, this
knowledge provides criteria that enable philosophers to rule the city. In the dialogues of
Plato the relation between knowledge (‘Episteme’) and craft or skill (‘Techne’) is not
straightforward, as his philosophy is not reducible to a system (Parry, 2014). Plato
highlights the differences underpinning their meaning but at the same time is influenced
by the Homeric heritage (as with Aristotle) that did not distinguish between them. As a
result of this hermeneutic, in a number of dialogues, craft (‘Techne’) and knowledge
(‘Episteme’) seem to be different and similar at the same time. However, the general
meaning of ‘Techne’ is connected to a body of skills that is theoretically and
foundationally inferior to ‘Episteme’, whose degree of accuracy is grounded on superior
theoretical assumptions: the knowledge of the ‘Forms’ (Parry, 2014).
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4.5.3 Aristotle
As with Plato, Aristotle’s attempts to definitively distinguish the meaning of ‘Episteme’
from the meaning of ‘Techne’ are not straightforward. For example, talking about the Art
of Medicine, which deals with things that change, Aristotle still calls it ‘Episteme’.
Consequently, the person who employs a ‘Techne’ as Medicine does not have an absolute
knowledge of the related topic, but is nevertheless quite close to it. In Metaphysics,
Aristotle states that ‘Episteme’ and ‘Techne’ share relevant similarities, as both enable
people to make universal judgements starting from their knowledge of the cause (Parry,
2014). This implies the ability to teach a process whereby those causes define the reality.
However, in the case of ‘Techne’, the accuracy of these universal judgements is not
absolute, because the degree of knowledge connected to ‘Techne’ is inferior compared
with the degree of knowledge connected to ‘Episteme’, whose accuracy of judgement is
absolute (Parry, 2014).

In conclusion, despite of their differences, Aristotle refers to ‘Techne’, again, as a practice
grounded in ‘Episteme’, the theoretical understanding of foundational knowledge (Parry,
2014). In this regard, the philosophy of Aristotle and Plato describe ‘Episteme’ as being
theoretically different from, and foundationally superior to, ‘Techne’.

4.5.4 American Pragmatism of Dewey
American Pragmatism considers the philosophical approach that separates practice from
theory as still persisting in the contemporary rhetorical and compositional style (Jarratt,
1998). This is because the dualist assumptions of authors such as Plato and Aristotle, and
later Descartes, for example, have considerably influenced the cultural development of
the occidental societies. Platonic and Cartesian metaphysics not only separates practice
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(in terms of ‘Techne’) from theory, but also separates technology (in terms of study of
techniques) from theory (‘Episteme’) (Miller, 2008). The pragmatist philosophy of John
Dewey suggests an alternative way of thinking about the connection between theory and
practice. They are not considered as two distinct dimensions of reality: practice is no
longer realist in its ontology, nor foundationalist in its epistemology, nor transcendental
in terms of the origins of the subject (Jarratt, 1998). This is the end, in terms of
philosophical value, of the relevance of Metaphysics. Metaphysics is now perceived as a
discipline beyond human capabilities and consequently ‘useless’ in terms of developing
human knowledge. In this context, Dewey undermines the distinction between ‘Techne’
and ‘Episteme’. ‘Techne’ is an active procedure aimed at developing new skills starting
from the redefinition of the old ones. Therefore, the configuration of epistemic theoretical
knowledge is a specific case of technical production and ‘Episteme’ is the result of
‘Techne’ and not vice-versa, as sustained in metaphysical approaches (Miller, 2008). The
core idea that underpins the pragmatist approach is the notion of inquiry as a natural
process composed of organic phases and rhythms (Miller, 2008). All inquiry starts with
the need to solve a problem: this may be caused, for example, by an existing technique
that no longer works, or by a technique that has failed to achieve its aim. When the process
of inquiry reaches its goal, it produces a new conclusion, a new technique, a new
instrument more efficient than the previous one (Hickman, 2001). This is the reason why
Dewey (1925), in his essay What I believe, sustains that technology is intelligent.
Technology means inquiring and its goal is to improve humans’ tools and techniques
through a process of autocorrective feedback (Dewey, 1925). In other words, the logos,
the rationale of ‘Techne’, is technology, which is the study of techniques aimed at their
further enhancement towards life-long learning (Miller, 2008). Additionally, when
technology is applied to teaching and learning, function trumps ontology (Dewey, 2018).
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The difference between internal and external to the organism are no longer relevant:
instruments that are tangible and tools that are abstracts are considered equivalent. What
Plato and Aristotle define as first principles, such as those of the ‘Forms’ and those of the
logic, no longer have an absolute value. Instead, they have a ‘regulative value’ (Hickman,
2001). As a result, these principles are tools of discovery that can generate new data
towards new conclusions, but at the same time they can fail to do this (Hickman, 2001).
Dewey thinks that there is no sense in trying to define the ontological status of abstract
terms: it is no longer relevant to ask what they are, and he suggests thinking about what
they do and how they are. In conclusion, under the assumptions of American Pragmatism,
the traditional notion of experience is outdated because it is no longer necessary to go
outside of experience to obtain criteria through which to judge and categorise the multiple
dimensions of which it consists. These criteria, which are employed to expand human
knowledge, are developed within the experience by asking functional questions such as
‘How does it work’?, rather than ontological questions such as ‘What is it?’ (Hickman,
2001). This definition of technology as inquiry is deeply linked to a continuous
autocorrective process of the development of knowledge: this is why Dewey (2018)
identifies technology with education. Through the process of inquiry, an unsatisfactory
situation can be converted into a satisfactory one having all its constituents connected
into a coherent and unified whole.

4.5.6 The Impact of American Pragmatism on the Design of This Doctoral
Research
As seen in the literature review, Lipman’ s research on P4C and Garrison’s research on
the Community of Inquiry Online (sections 2.3.1 and 2.3.4 respectively) has been
influenced by Dewey’s philosophy of education. On one hand, Lipman exemplifies the
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educative role of the community of inquiry through social, dialogic and philosophical
practices based on trigger/leading questions (the approach taken, in turn, by Vygotsky, in
the context of the ZPD, section 2.1.4.1). On the other hand, Garrison provides a detailed
technical explanation about what comprises the social and cognitive structure a
Community of Inquiry Online, and this motivated the present author’s selection as a
model for the definition of the experimental instructional design of this doctoral
dissertation. This is based on a trigger event related to a common problem, exemplified
across the definition of the experimental layout (section 3.2.8) in terms of ‘trigger
questions’ that are required to be tackled by exchanging information on its constituent
parts. As seen in the Chapter 3, the trigger questions are from Lipman’s P4C and are readapted through the re-elaboration of those of the same type proposed across the Noria
Project, section 3.2.7 (Sátiro, 2006). In the original model proposed by Garrison,
information needs to be integrated by connecting related ideas and then the problem has
to be solved through a resolution phase, ending up with new solutions (Garrison, 2007).
In the context of this doctoral research, the resolution phase is requalified through the
search of a shared agreement in answering the questions; and this practice is assumed to
trigger improved conceptualising and reasoning skills for supporting those basic skills
required to achieve factual, conceptual and procedural knowledge, while answering the
MCQs (sections 3.2.8 and 3.2.9). Vygotsky, Dewey, Lipman, Sátiro and Garrison connect
the meaning of inquiry with the meaning of community: the individual and the
community can only exist in relation to one another during a continuous process of
adaptation that ends up with their reciprocal, critical and creative improvement (Dewey,
2018; Garrison 2007; Lipman, 2010; Sátiro, 2006; Vygotsky, 1986). This is the reason
why these authors consider education as an irreversible social process. The assumption is
that human signification and language are based on collaborative and social interactions
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regulated by flexible and regulative principles, which can change depending on cultural
needs and related level of knowledge.

The aforementioned background motivated the definition of the model of inquiry
proposed across this research: the author of this doctoral research firmly believes that
individual and competitive approaches to learning are not effective in the long term as
much as collaborative approaches. The latter are potentially more effective not only
because of collaboration, but also based on ethic assumptions promoting democratic
values and respect that align the needs of the individuals with those of the community.
The key point is to have a common problem – a common situation that requires the
participation of multiple individuals for its resolution. This premise is assumed to trigger
and to promote mutual respect, because the problem concerns the whole community.
Across the evolution of the experimental design, the definition of trigger question based
on the material delivered is assumed to be the ‘common problem’ that motivates
collaboration and dialogue among students. The common goal is the shared acquisition
of knowledge required to perform each single delivery towards the final achievement of
each specific module.

4.5.7 Critique of Scholars of Cognitive Load Theory (CLT)
In contrast with the aforementioned and widely discussed philosophy of education, the
authors of the articles that led to the gap examined across this doctoral research (Kirchner
et al., 2006; Sweller et al., 2007; Sweller, 2009) considered the theory of knowledge based
on Human Cognitive Architecture and its system: the working memory not only
foundational in terms of metaphysic and ontology, but also, in the present author’s
opinion, dogmatic in itself. As evidenced throughout the literature review, this research
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posture is not in line with the requirements of non-circularity discussed in the rationalism
of Popper (section 2.2.3.1) to test the scientific value of any theory of knowledge (Gerjets
et al., 2009; Popper, 2005; Popper, 2014). The methodological approach adopted and
sustained in the articles of Kirchner and colleagues considers the assumptions of working
memory absolute values instead of regulative values, thus flawing their argumentation a
priori. Despite the fact that the framework based on ‘working memory’ has been
investigated by scientific research throughout the last and present centuries, it is still an
assumption whose development, in terms of theory of knowledge, is exposed to a number
of potential critiques. For example, as discussed in section 2.2.3.1, a measure is scientific
if it does not presume the assumptions that it shall measure in its rationale (Gerjets et al.,
2009; Popper, 2005; Popper, 2014). However, the RSME is widely employed by scholars
of CLT and contains the variable (the effort) it pretends to measure. This critique is valid
for many self-rating scales of mental effort and CL employed to develop and to validate
the principles discussed in CLT (Orru & Longo, 2018). The position sustained by scholars
of CLT across a number of articles (who basically dismiss constructivist and inquirybased approaches, as well as any educational and instructional approaches not explicitly
aligned with the assumptions of Human Cognitive Architecture) is dogmatic, and cannot
be considered based, on scientific considerations, because of its circularity. The position
sustained by scholars of CLT, based on the exclusive validity of cognitivist approaches,
is also individualistic and competitive in its intrinsic value. It cannot justify the formal
devaluation of other approaches that not explicitly based on the same set of assumptions.

4.5.8 Episteme and Techne: Final Considerations
In summary, the particular worth of this research is, in the author’s view, the practical
exemplification of hybrid instructional designs (‘Techne’) based on multiple theoretical
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approaches and assumptions (‘Episteme’), in terms of regulative values that can fail (as
occurred during the tuning and experimental phases). This doctoral research is aligned
with the original American pragmatist assumption that considers the expansion of the
process of knowledge a result of applying new techniques through practice of inquiry
oriented to the resolutions of problems via shared agreements. Working memory
assumptions have been investigated by many scholars throughout the last and present
centuries. However, this extended research did not turn their argumentations into absolute
values and criteria to enable judging the success or failure of other practices. In
Educational Psychology, the value of the truth is not exclusive to one paradigm rather
than another because of the hermeneutic nature of the topic itself (Jonassen, 2009). The
definition of ‘education’ in terms of formal science is problematic because of the degree
of subjectivity required to tackle the approach in teaching and learning. This is the reason
that motivated the selection of a formal approach, namely answering the research question
via conventional and advanced descriptive and inferential statistical (Mann-Whitney and
Harrel-Davis tests, respectively). The goal was to evaluate the impact of different
instructional designs on the efficiency of learners, in order to provide numerical evidence
on which to base a discussion. In terms of CLT, the results that emerged during the tuning,
experimental and refined experimental phases might be considered the assumptions for
the definition of a new instructional approach: ‘the extension of direct instructions
through inquiry techniques’. With regard to the latter consideration and, in conclusion,
the exemplification of ‘Episteme’ through hybrid practices of inquiry might be considered
a product of ‘Techne’ in the pragmatist sense of Dewey: whether direct instructional
designs are empirically extended through inquiry tasks (the type of those proposed in the
refined experimental phase), the efficiency of students can be improved and this provides
the potential to further expand the theory of knowledge in teaching and learning.
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The promotion of inquiring through democratic habits, as discussed along with the
American Pragmatism of Dewey, inspired and motivated the implementation of this
doctoral research, whose ultimate intrinsic worth is, in the author’s view, aligned with the
assumptions of Structuralism (section 2.2.3.2) with regard to the potential of mixed
theories and assumptions to expand their own limitations by generating new
exemplifications and instructional practices for the design of new learning activities
associated with new hybrid models for teaching and learning (Balzer et al., 1987; Sneed,
2012; Stegmüller, 2013; Westermann, 1988).
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CHAPTER 5: CONCLUSION
This chapter summarises the work conducted for this doctoral thesis. It synthesises the
main notions borrowed from the literature and discusses how they were used to inform
the research question. It then condenses the main components of the design of a primary
empirical research experiment aimed to answer the research question, its implementation,
and its evaluation of findings towards identify its contribution to the body of knowledge.

5.1 Literature Review
The theoretical background that inspired the current doctoral research was introduced by
comparing and defining the principles employed in three learning theories, namely,
Behaviourism, Cognitivism and Constructivism (Ertmer & Newby, 2013; Jonassen,
1991b; Yilmaz, 2011). The goal was to define different impacts on the design of
instructional materials for teaching and learning. The transfer of knowledge emerged as
the main focus of Behaviourism and Cognitivism (Yilmaz, 2011). The former explains it
through the linear association between a required response with a specific stimulus; and
the latter gives an account of the transfer of knowledge through mental processes based
on a cognitive system. Finally, Constructivism focuses on the construction of knowledge
via social interaction and individual mental processes (Jonassen, 1991a; Jonassen,
1991b). A specific cognitivist theory, CLT, was taken into account, as it motivated the
current research (Plass et al., 2010). It is based on the assumption of an existing Human
Cognitive Architecture (Atkinson and Shiffrin, 1968; Chi et al., 1981). This processes
information through mental procedures occurring in working memory, which is
composed of a short- and long-term components (Kirschner et al., 2011; Mayer, 2005;
Plass et al., 2010; Sweller et al., 1998a). The former is conscious and limited, while the
latter is unconscious and unlimited in its capacity to store information through schemata
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of knowledge. Learning consists of transferring pieces of information from short- to longterm memory via schemata of knowledge that are cognitive acts keeping all information
required to process specific knowledge in a single mental procedure (Sweller et al.,
1998a). In CLT, direct instructions are believed to be key in allowing the aforementioned
transfer of information. The CL, namely the amount of mental resources employed by

working memory to process information, is believed to be influenced by the design of
direct instructions (Kalyuga, 2007). Its management is key to a person optimally
employing mental resources while performing a learning task (Plass et al., 2010).
Constructivist and social constructivist approaches have a tendency to ignore the role of
working memory and direct instructions in the learning process. They also ignore the
impact in terms of working memory resources, generated by the specific design of the
instruction (Sweller et al.; 2007; Sweller, 2009). This is the reason why scholars of CLT
express concern about the effectiveness of constructivist approaches to designing
instructional materials that lead to successfully achieving learning outcomes (Kirschner
et al., 2006). Conversely, constructivist and social constructivist researchers stress the
importance of the construction of knowledge through mental and social activities that
define reality by filtering and shaping it through a continuous critical and creative process
of cognitive and social development (Ertmer & Newby, 2013). In turn, they critique the
approach employed in CLT because learning is explained only as a change in working
memory, without giving a specific account of the cognitive and social nature of this
change (Duffy, 2009; Jonassen, 1991b). The particular social constructivist approach of
the ‘community of inquiry’ has been explained in detail to provide basic information on
the specific background that influenced the layout of the experimental activity proposed
in Chapter 3 (Lipman, 1995; Lipman, 2003). The problem emerging from the literature
review concerns the competitive approach whereby direct instruction and social
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constructivist methodologies have been compared (Duffy, 2009). This is exemplified at
the conference of the American Educational Research Association held in 2007 in
Chicago, Illinois, where both methodologies were evaluated and compared.
Unfortunately, despite the conciliator’s intention, which was the inspiration for the
conference, scholars maintained their own position (Duffy, 2009). Since then, there is no
evidence of further attempts to tackle the underlying gap that emerged in the literature
review. The posture based on the superiority of one approach over the other does not
enable sustainers of both sides to extend the related body of knowledge (Duffy, 2009).
The main problem is that cognitivist researchers stress the transfer of knowledge, while
social constructivist researchers stress its construction, underestimating the role of direct
instructions in working memory. However, the ‘construction phase’ does not just consider
constructivist and social constructivist approaches. Cognitivist researchers consider the
construction of schemata of knowledge, which are key to transferring information in
working memory and consequently to learn it.

The goal of this doctoral research was to fill the gap between the assumptions sustained
in CLT, and those based on dialogic and inquiring approaches for teaching and learning
employed in social constructivist methodologies. The purpose was to investigate to what
extent highly guided communities of inquiry, when added to direct instruction teaching
methods, could improve the efficiency of learners. A lack of comparison between the
effectiveness of direct instructions against inquiring techniques in achieving learning
outcomes further motivated the current research (Jonassen 2009). However, the
effectiveness was not considered the most appropriate criteria for comparing different
instructional designs, because of the cognitive cost required in working memory to
execute a learning task. As a consequence, the notion of efficiency in learning and
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instruction was used. Three measures of efficiency, based on measures of effort and task
performance, were employed to give an account on the relation between learning
outcomes and the overall effort experienced by students in control and experimental
conditions: the Likelihood, the Deviational and the Three-factor Models (Hoffman &
Schraw, 2010). Task performance was assessed by designing MCQs for each delivered
topic, while the RSME was used for assessing the overall effort (Zijlstra, 1993). The
original efficiency models were then extended with a measure of MWL, namely the
NASA TLX and its RAW version, which takes into account multiple factors affecting the
overall MWL (Hart, 2006; Hart & Staveland, 1988b). Based on the gaps that emerged
from the aforementioned literature review, a research question was elaborated as follows:

To what extent can a highly guided Community of Inquiry, when added to a direct
instruction teaching method, improve the efficiency of learners in comparison to the
efficiency of learners exposed to direct instructions only?

The related research hypothesis was:

If an explicit instructional design method is extended with a highly guided inquiry activity
focused on cognitive trigger questions, then, its efficiency is improved.

5.2 Design
In order to tackle the research question and to verify the research hypothesis, a primary
empirical research study inspired by the conventional comparison between control and
experimental conditions was designed and implemented in various university courses in
computer science and research methods topics at TU Dublin. The layout of the
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aforementioned comparison evolved through three slightly different phases: the tuning,
the experimental and the refined experimental phases. In summary, the research design
proposed a requalified teaching methodology that was aimed at combining the cognitive
approach of CLT, focused on explicit instructions, and the community of inquiry
approach based on cognitive questions. Experimental work evolved over three phases.
The first was key to understand the dynamics while executing the two delivery methods
and the aptitudes of learners in performing their respective tasks. The second was
implemented upon the findings of the first phase based on measures of training efficiency
that were extended with measures of learning efficiency and with a further measure of
efficiency that gave an account of both training and learning through a unique formula.
However, the goal of the third phase was to improve the navigability of the inquiry
activities by decreasing the number of trigger questions and by increasing their
explicitness and homogeneity with regard to the relation between the types of skill and
knowledge evaluated. The preliminary condition regarding the implementation of the
aforementioned experimental design was the voluntary participation of scholars involved
in an authentic teaching and learning experience in third-level education. This defined the
inclusion and exclusion criteria. The required technical materials were as follows:
•

information about the study and a consent form;

•

a computer connected to a projector;

•

a set of slides of a theoretical delivery explained to both the control and
experimental groups;

•

a set of related trigger questions to be answered during the inquiry activity, whose
cognitive and social development was defined by written explicit guidelines;

•

an MCQ designed to evaluate the achievement of factual, conceptual and
procedural knowledge in different learning conditions;
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•

the RSME and the NASA TLX for measuring the overall effort and CL.

•

self-rating scales of prior knowledge on the delivery and levels of motivation,
generated by the different learning conditions provided to both control and
experimental groups.

It should also be noted that the technical tools required were few and easy to use, thus
making the replicability of the experiment suitable for implementing in any academic
environment whose lecturers and students are willing to participate.

5.3 Evaluation and Findings
Three measures of efficiency were employed to answer the research question and to verify
the research hypothesis. As described in section 2.5, they are the Likelihood, the
Deviational and the Three-factor Models computed through a measure of performance
(MCQ), measures of overall effort (RSME) and CL (RAW-NASA TLX). Preliminary
statistics provided information about Ms and SDs of the overall performance scores,
effort and CL achieved by participants in control and experimental groups. Then, Ms and
SDs of efficiency scores were computed and compared through Mann-Whitney tests to
detect any statistical difference between the control and experimental groups. Due to the
small sample sizes of the dataset, the comparison of efficiency via the location of the
bulks did not allow the author of this doctoral research to answer the research question
precisely. The p-values of related U-values were largely insignificant in a frequentist
sense. In other words, the statistical power of the aforementioned analysis was not strong
enough for answering the research question appropriately (Wilcox, 1995; Rousselet et al.,
2017). Consequently, the Harrel-Davis estimation of efficiency scores was computed for
control and experimental groups and it were interpreted following the role of thumb
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proposed in section 3.7.4.1. The aim was to provide a more precise and appropriate
answer to the research question through the evaluation of the entire distribution of
efficiency scores, including tails (Wilcox, 1995; Rousselet et al., 2017). Subsequently,
the values resulted from the proposed interpretation, applied to each quantile of efficiency
scores, were aggregated to compute an overall tendency for each model of efficiency
computed for each topic. Furthermore, to answer the research question even more
precisely, each final tendency of efficiency scores (per topic) was further aggregated to
compute an overall propensity per each model of efficiency employed across all topics
evaluated.

In summary, results associated with the tuning phase suggested that the instructional
efficiency of the inquiry activities did not increase. However, results associated with the
experimental phase were mixed, showing some improvements in the adjusted efficiency
of the inquiry activities. Finally, results associated with the refined experimental phase,
demonstrated that the refinement of the inquiry tasks led to higher efficiencies when
compared to those based on direct instructions only. Overall findings suggested that the
cost of communication was the most important variable in terms of its consequence on
the CL experienced by learners (Paas & Sweller, 2012). Its management, through
modifications of the design of the inquiry, was considered key to better discriminating
variations in efficiency.

5.4 Contribution to the Body of Knowledge
The current research contributes to the extant body of knowledge by demonstrating how
a ‘requalified community of inquiry impact’ can be empirically verified by computing
existing measures of efficiency through existing multidimensional and unidimensional
measures of CL and performance. It therefore requalifies the social constructivist
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approach of the community of inquiry technique by creating a replicable experiment for
enhancing the efficiency of learners that expands the traditional method for teaching
based upon direct instructional designs. In other words, the minor contribution to the body
of knowledge lies in the requalification of the community of inquiry methodology,
usually employed in primary and second-level education in ill-structured domains, but in
third-level education in well-structured domains. These shifts enabled the author of this
doctoral thesis to objectively evaluate the assumed impact of the proposed requalified
inquiry methodology on the achievement of well-established learning outcomes. From
the literature review emerged, in fact, a lack of methods to objectively evaluate inquirybased approaches based on ill-structured domains. Additionally, this requalification gives
an account of the social and cognitive dimensions related to the proposed collaborative
and inquiry-based approach jointly with the prior knowledge and motivation related to
and generated by the traditional and experimental delivery. These further specifications
contribute to overcoming the gap emerged between cognitivist and constructivist
instructional designers, as well as introducing the major contribution to the body of
knowledge of the current doctoral research. Cognitivist scholars explain the learning
process as a change in working memory without explicitly considering social factors,
which are highly considered by constructivist instructional designers. To conclude, by
extending a set of direct instructions with a collaborative approach based on an inquiry
technique, the current research considers the assumptions based on the working memory
system, as well as those required by social constructivist approaches. As observed in the
refined experimental phase, the ‘requalified community of inquiry technique’, based on
a preliminary direct instruction methodology, potentially enables teachers in third-level
education to improve the efficiency of learners through the dialogic reiteration of
information delivered by employing questions designed to trigger reasoning and
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conceptualising skills. Consequently, the major contribution to the body of knowledge
consists of demonstrating the complementarity between cognitivism and constructivism
techniques to teaching and learning, rather than their individual distinct and competitive
uses as per the gap that motivated the current research. Finally, no evidence of previous
uses of the Harrel-Davis estimator in pedagogy emerged from the literature review.
Consequently, another minor contribution to the body of knowledge is the use of this
descriptive and inferential statistical tool to give precise accounts of data coming from
small sample sizes, typical of experiments conducted in real educational contexts.

5.5 Future Work and Recommendations
Future experiments based on, and inspired by, the proposed research will require an
improved management of the CL generated by the inquiry activity as it heavily affects the
related efficiency of students involved. This can be achieved by exerting major control over
the causal and external factors that impact the CL such as the interaction between the
features of the environment where the task is executed, the previous assessment of the
characteristics of learners (as per cognitive style and skills), the interaction between the
environment and the characteristics of learners, and the interactions between task,
environment and learners’ characteristics. The aforementioned variables are suitable for
being controlled by enabling participants to perform the full experiment online, through
writing digital tools, as, for example, through Google docs. This change would enable the
researchers involved to considerably reduce the environmental noise caused by verbal
communication and to evaluate some of the aforementioned causal factors in a stricter way,
such as the cognitive style and skills of learners, by designing, for example, a specific
section to guide them through self-evaluations. A major control over the inquiry activity is
also required. The dynamics regarding the cognitive and social guidelines towards
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achieving a shared agreement in answering the trigger questions were not strictly kept under
control in the current research. The proposed shift from verbal communication to online
written communication will enable future researchers to keep a track of each dialogue
generated to answer the trigger questions in collaboration. This will improve the quality of
the interpretation for the evaluation of the results. If the social and cognitive guidelines are
not followed, the inquiry task will not have achieved its core goals and the related efficiency
scores could be explained as a consequence of this. In other words, the evaluation of the
instructional efficiency would be suitable for interpretation in connection with the success
or failure of the inquiry task, allowing future scholars to exert a post-execution control over
it.
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APPENDIX 1
1.1 Study Information

Study information and generic protocol

ASSESSING COGNITIVE LOAD AND PERFORMING A TEST IN THIRD-LEVEL CLASSES

The focus of the present study is on assessing cognitive load of students within third level educational context. The cognitive load
corresponds to the amount of mental resources simultaneously employed by humans during a task.
In the study under this generic protocol, your cognitive load will be assessed on one of two possible typologies of classes:
•

Type 1: Attending a teaching session

•

Type 2: Attending a teaching session and performing a social constructivist activity

Cognitive load will be assessed by employing self-reporting measures, these are paper questionnaire designed to rate a number of
factors believed to influence the multidimensionality of cognitive load. For instance, the level of mental demand, physical demand,
temporal demand, performance, effort, frustration experienced during the teaching session, to be rated from 0 (low level) to 100 (high
level).
In class Type 1, your job is to naturally attend a teaching session. After this you are required to fill the self-reporting questionnaire
on cognitive load. Then you are required to perform a test in relation to the content of the class you will attend and to fill another
questionnaire.
In class Type 2, you are required to attend the teaching session and perform a social constructivist activity focused on a number of
trigger cognitive questions. After this you are required to fill the self-reporting questionnaire on cognitive load in. Then you are
required to perform a test in relation to the content of the class you will attend and to fill another questionnaire.
Gathered information will be stored in a local database, password protected and this will be accessed only by Giuliano Orru for
research purposes. To guarantee your privacy, your personal data such as name, surname, date of birthday will not be stored.
You can leave the study or request a break at any time. The research that is performed under this protocol is conducted in accordance
with the ethics guidelines set by Technological University Dublin. The rights of a participant, including the right to withdraw at any
point without penalty, are ensured. It is anticipated that the findings of the study conducted under this protocol will be written up for
publication in one or more peer-reviewed journals and presented at international conferences and symposia. All results will be
anonymised and it will not be possible to identify individual participants' name or surname.
For further information, please feel free to ask the researcher: Giuliano Orru D15127808@mytudublin.ie
To participate, please ask the instructor for a consent form.
Frequently Asked Questions
1) Is the study anonymous?
Yes, the studies conducted under this protocol are totally anonymous, collected data will not be linked to the participant’s identity.
2) Is the captured data stored in a public database?
No, the captured data will be stored in a local password-protected database behind proxy machines and firewalls within the School of
Computing at Technological University Dublin.
3) Will recorded data be linked to the participant
No the recorded data will never be linked to the participant.
4) Who will have access to stored participants' data, and what about confidentiality?
Only the researcher of the studies conducted under this protocol will have access to your interaction data, exclusively for
Research purposes. The researcher will never be able to associate any stored data with the identity of a specific participant,
as this information is never stored. No one else will have the right to access any stored information.

Table 123: Study information and generic protocol approved by the Research Integrity and Ethics Committee of TU
Dublin
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1.2 Consent Form

Consent Form
ASSESSING COGNITIVE LOAD AND PERFORMING A TEST IN THIRD-LEVEL CLASSES

Researcher's Contact details: Giuliano Orru, D15127808@mytudublin.ie
School of Computing,
College of Science and Health
Technological University Dublin
I consent to participate in this study. I have been informed that the confidentiality of the data I provide will be safeguarded.
The electronic data that will be formed of the responses given will be archived by the researcher until the conclusion of
the study and any sensitive data will be anonymized to prevent my identification.
I understand the generated data will be stored for statistical analysis in a password-protected database. This database is
exclusively accessible by the researcher and it is placed within a password-protected server. In case the experimental task
is the ‘attendance of a teaching session’ or the ‘attendance of a teaching session extended with an interactive task’, I
understand that my behavior will be gathered by means of a survey, executed pre and post task, this involving my
subjective judgments of my abilities, current emotional state, skills, attitudes, personal traits and knowledge. The aim of
the study is to assess my mental workload imposed by a teaching session or by a teaching session extended with an
interactive task. Then it is required to perform a test related to the teaching session.
I am free to ask any questions at any time before and during the study. I have been provided with a copy of this form and
the participant information sheet. Also, I have not been coerced in any way to participate in this study and I understand
that I may terminate my participation in the study at any point should I so wish. I am at least 18 years old.
Data Protection
•
•
•
•
•
•
•
•
•
•

I understand that my participation is entirely voluntary, that I may refuse to answer any question
I may withdraw from the experiment at any time and my data without prejudice.
I agree to Giuliano Orru and Technological University Dublin to the storing of any data that results from this project. I agree
to the processing of such data for purposes connected with this research as outlined to me.
I understand that my participation is fully anonymous, no personal sensitive details will be recorded, no images or video will
be stored and all information collected will remain confidential.
I have been provided with a study information sheet that outlines the activities I will take part in, how data will be collected
and stored and how I can contact the researcher.
I agree that my data is used for scientific purposes and I have no objection that it is published in international scientific peerreviewed journals in a way that does not reveal my identity.
In the extremely unlikely event that illicit activity is reported, the lead lecturer will be obliged to report it to the appropriate
authorities.
I have read this consent form. I have had the opportunity to ask questions and all my questions have been answered to my
satisfaction.
I have understood the description of the research that is being provided to me.
I have received a copy of this agreement.

Student number : _______________________
Please, indicate your level of current knowledge on ‘………………..’
(by marking an ‘x’ on the horizontal axis below)

What is your current level of motivation?
How motivated are you in attending the next teaching session?

Signature: ____________________________________

Researcher: Giuliano Orru

Signature:

Date:_________________________________

Table 124: Consent form approved by the Research Integrity and Ethics Committee of TU Dublin.
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Appendix 2
2.1 Trigger questions for each associated taught topic along with the
tuning phase
‘Advanced Database’ (Topic 1)
Trigger Question

Cognitive function
(skill) elicited

1) What is a Datawarehouse (DW)?
2) Can you provide 4 examples of DW requirements?
3) Can you explain the differences and the similarities
between ‘fact table’ and ‘dimensional table’?
4) What is the topology of a dimensional model? Is the
topology fixed?
5) What are the differences between a dimensional model and
a generic relational model?
6) What are the benefits of a dimensional model?
7) How is a date dimension defined in a dimensional model?
8) What is a grain in a dimensional model? Why is it important
to choose the right level of grain?

Conceptualising
Conceptualising
Conceptualising
Reasoning
Conceptualising
Reasoning
Reasoning

Reasoning

Cognitive act based
on the rule of thumb
proposed in Table
21
Defining
Providing examples
Comparing and
contrasting
Connect parts to the
whole / Inferring
Comparing and
contrasting
Inferring
Connect parts to the
whole
Connect parts to the
whole / Establishing
criteria

Table 125: Trigger question, cognitive skills and acts for topic ‘Advanced Database’, taught at Bachelor level (4th year)
in computer science.

‘Amazon Cloud Watch Autoscaling’ (Topic 2)
Trigger Question

1) What is a Load Balancer?
2) What does an Application Load Balancer do? Is it best
suited for load balancing of….?
3) What is a Network Load Balancer designed for? Is it best
suited for load balancing of…?
4) What does a Classic load Balancer provide? Across what?
5) What is the primary function of Amazon Cloud Watch?
6) What does Amazon CloudWatch track?
7) Which components does Amazon CloudWatch consist of?
8) What is a CloudWatch metric?
9) Please provide some examples of CloudWatch alarm.

Cognitive
function (skill)
elicited
Conceptualising
Reasoning
Reasoning
Reasoning
Reasoning
Conceptualising
Reasoning
Conceptualising
Conceptualising

Cognitive act based on the
rule of thumb proposed in
Table 21
Defining
Connect means and aims
Giving reasons
Giving reasons
Inferring
Defining
Connect parts to the whole
Defining
Providing examples

Table 126: Trigger questions, cognitive skills and acts for topic ‘Amazon Cloud Watch Autoscaling’, taught at Bachelor
level (3th year) in computer science.
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‘Research Methods’ (Topic 3)
Trigger Question

Cognitive function
(skill) elicited

1) What are the main high-level criteria that can be used to
classify research?
2) Can you explain the differences and the similarities between
‘Primary Research’ and ‘Secondary Research’?
3) Can you explain the differences between ‘quantitative and
qualitative’ research methods?
4) Please provide some example of quantitative and qualitative
research methods.
5) What does ‘exploratory research’ mean?
6) What does ‘constructive research’ mean?
7) What does ‘empirical research’ mean?
8) Can you explain the differences between deductive and
inductive approaches to research ?
9) Can you list (in their logical order) the steps of the deductive
and inductive approach to research?
10) Describe the different designs that can be used within
mixed research methods.

Reasoning
Conceptualising
Conceptualising
Conceptualising
Conceptualising
Conceptualising
Conceptualising
Conceptualising

Cognitive act based
on the rule of
thumb proposed in
Table 21
Establishing criteria
Comparing and
contrasting
Comparing and
contrasting
Providing examples

Reasoning

Defining
Defining
Defining
Comparing and
contrasting
Establishing criteria

Conceptualising

Providing examples

Table 127: Trigger questions, cognitive skills and acts for topic “Research Methods”, taught at Master level in computer
science.

‘Semantic Web’ (Topic 4)
Question

Cognitive
function elicited

1) What does a Triple define?
2) How a Triple is composed of?

Conceptualising
Reasoning

3) What is Resource Definition Framework?
4) What does a RDF File contain?

Conceptualising
Reasoning

5) What does RDF identify by using XML namespace?

Reasoning

6) Please, in the following RDF basic structure, highlight the
namespace, the subject, the predicates and the objects. Then write
their names beside their positions:
<?xmlversion="1.0"?>
<rdf:RDFxmlns:rdf="http://ww.w3.org/1999/02/22rdf-syntaxns#" xmlns:voc="http://e ample.org/voc#">
<rdf:Descriptionrdf:about="http://cristophedebruyne.be">
<voc:title>Christophe’sPage</voc:title>
<voc:topic>Cats</vo:topic>
</rdf:Description>
</rdf:RDF>
7) Which are the elements a SPARQL query is composed of ?
List them in their logical order.
8) Please, compare the differences and the similarities between
Web of Documents and Web of Data.
9) What is Linked Data? Please, list the four principles of Linked
Data.
10) What is R2RML?

Reasoning

Reasoning
Conceptualising
Conceptualising
Conceptualising

Cognitive act based on
the rule of thumb
proposed in Table 21
Defining
Connect parts to the
whole
Defining
Connect parts to the
whole/ means and aims
Connect parts to the
whole/ means and aims
Connect parts to the
whole/ means and aims

Connect parts to the
whole/ means and aims
Comparing and
contrasting
Defining/ classifying
and ordering
Defining

Table 128: Trigger questions, cognitive skills and acts for topic “Semantic Web”, taught at Bachelor level (1th year) in
computer science.
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2.2 Multiple Choice Questionnaires associated with each taught topic
along with the tuning phase
‘Advanced Database’ (Topic 1)
Question

Possible answers (correct in bold)
Pick the option that will fill in the blanks

1) Pick the option that will fill in the
blanks: The Datawarehouse (DW) is
a......, it is updated....

a) unorganised body of information / randomly b)
federated data / day by day c) database / at specific
point in time d) a dimensional table /at specific point
in time
a) providing credible data b) guarantying decision
support system c) setting up access control d) being
tolerant to changes
a) to support day by day operations of a business b) to
reduce data redundancy c) to support intensive readonly d) to keep data consistency
a) Analyse / not time b) Describe / time
c) Record / not time d) Measure / time

2) The meaning
Datawarehouse’ is …

of

‘resilient

3) The aim of Dimensional model is…
4) A fact table contains information
about things that an organization
wants to…, it is…dependent
5) What is the effect of choosing the
grain of dimensional model?

6) Pick the option that will fill in the
blanks: Data Warehouse is a
specifically prepared repository of
data to…
7) Pick the option that will fill in the
blanks: Dimensional Model is a … that
seeks to present the data in a standard,
intuitive framework that allows for
high-performance access.
8) Pick the option that will fill in the
blanks: Every dimensional model is
composed of......with a multipart.....,
called the fact table, and a set of
smaller tables called.....
9) Pick the option that will fill in the
blanks: Each dimension table
has........that corresponds exactly to
one of the components of the multipart
key in the fact table
10) In general, a fact table...
11) How many records has a daily date
dimension storing information for two
years?
12) Which is NOT a benefit of a
dimensional model?

Knowledge
evaluated
(Table 14)
Factual/
conceptual
Factual/
conceptual
Procedural
Factual/
conceptual

a) It reduces the consistency of the data b) It increases
the size of the fact and dimensional tables c) It
increases the performance of the data Warehouse d) It
helps to make the model easier to be understood by
humans
a) support decision making b) support data
knowledge c) support data collection d) support star
tables and fact

Procedural

a) dimensional table
b) logical design technique
c) multipart key
d) relational database

Factual/
conceptual

a) two table / key / dimensional
b) three key / section / surrogate tables
c) one table / key / dimensional tables
d) one key / fact / many to many tables

Factual/
conceptual

a) a multiple-part primary key
b) a foreign key
c) a single-part primary key
d) a single-part primary fact

Factual/
conceptual

a) is smaller than a dimensional table b) it grows as the
same speed as dimensional c) It does not grow
d) It grows faster than a dimensional table
a) It depends on the size of fact table
b) 365 or 366 records each year
c) It has always 4 fields (key, day, months, years)
d) Always 365 or 366 records
a)Reuse(Conformed dimensions reduce redundancy,
Role-plays) b) It optimizes reading performance
c) It optimizes writing performance d) It is easier to
be understood

Factual/
conceptual

Factual/
conceptual

Factual /
conceptual
Factual/
conceptual

Table 129: Multiple choice questionnaire for the topic “Advanced Database”, taught at Bachelor level (4th year) in
computer science.
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‘Amazon Cloud Watch Autoscaling’ (Topic 2).
Question

Possible answers (correct in bold)

1) A Load Balancer is:

a) a software for distributing workload across multiple
computing resources b) an object level storage d) a software
for monitoring resource and application c) a software for
configuring cloud infrastructure
a) EC2 / single
b) Network/ single
c) Application / multiple
d) Classic / multiple

2) Pick the option that will fill
in the blanks: …load balancer
automatically
distributes
incoming traffic across …
target
3) A Classic load balancer:

4) A Network Load Balancer:

5) A Network Load Balancer
is:
6) The primary function of
Amazon CloudWatch is:
7)
Amazon
consists…

CloudWatch

8) A CloudWatch metric…

Which of the following is a
valid cloud Watch alarm?
ELB offers three types of load
balancers:

a) is ideal for applications that were built within the
Amazon EC2-Classic network b) provides basic load
balancing across S3 buckets c) provides advanced routing
between multiple VPCs d) is used for auto recovery
a) balances the load distribution of TCP traffic where extreme
performance is required in EBS storage b) handles tens of
millions of requests per second while maintaining high
throughput at ultra-low latency c) balances the load
distribution of SSH and FTP access d) provides basic load
balancing across single Amazon EC2 instances
a) best suited for load balancing of HTTP and TCPS traffic b)
best suited for load balancing of HTTP and HTTPS traffic c)
best suited for load balancing of TCP and HTTPS traffic d) best
suited for load balancing of TCP
a) to track and monitor the performance and health of
resources and applications b) to track and monitor log files c)
to send notifications by email or SMS d) to track a message to
Amazon SNS topic
a) of Amazon EC2, Amazon RDS, and Metrics b) on tracking
resources and metrics, scaling and sending message to Amazon
SNS Topic c) of metrics, alarms, events d) on tracking,
collecting and monitoring resources
a) sends out a notification message when a tracked metric
reaches a specified value for a specified period of time b)
monitors AWS resources c) delivers a near real-time stream of
events that describe the changes in resources d) is a specific
data point from one of the resources or applications
a) If CPU utilization is > 60% for 5 minutes… b) If number
of healthy hosts is > 5 for 10 minutes… c) If the number of
simultaneous connections is < 10 for 1 minute… d) Send alarm
to 09898989
a) Application Load Balancer, Network Load Balancer and
Classic Load Balancer b) Network Load Balancer, VPC Load
Balancer and EC2 Instances Load Balancer c) Classic Load
Balancer, Network d) Application Load Balancer, VPC Load
Balancer and EC2 Instances Load Balancer

Knowledge
evaluation
(Table 14)
Factual/
conceptual
Factual/
conceptual

Factual/
Conceptual
Factual/
Conceptual

Factual/
Conceptual
Procedural

Factual/
conceptual
Factual/
conceptual

Factual/
conceptual
Factual/
conceptual

Table 130: Multiple choice questionnaire for the topic “Amazon Cloud Watch Autoscaling”, taught at Bachelor level
(3th year) in computer science.
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‘Research Methods’ (Topic 3).
Question

Possible answers (correct in bold)

1) What are the main highlevel criteria that can be used
to classify research?
2) A primary research
consists of…

a) Types, objective, form and reasoning b) Primary and
secondary research c) Qualitative and quantitative methods
d) Exploratory, constructive, empirical research
a) summary, collation and/or synthesis of existing research b)
collection of data that does not yet exist c) summary of existing
data d) particular case studies
a) drawing general conclusions b) mathematical models, theories
and/or hypotheses pertaining to phenomena c) information or data
in the form of numbers d) understanding human behaviour and
the reasons that govern it
a) participants observations b) in-depth interviews
c) close-ended questions d) focus group
a) developing solutions to an existing problem b) testing the
feasibility of a solution c) structuring and identifying new
problems d) the definition of hypothesis & predictions that can
then be tested with suitable experiment
a) an improvement of knowledge by direct observation
b) the development of solutions to an existing problem
c) the structure and the identification of new problems
d) the feasibility of a solution using empirical evidence
a) 1 theory; 2 hypothesis; 3 observation; 4 confirmation b) 1
observation; 2 hypothesis; 3 confirmation; 4 theory
c) 1 hypothesis; 2 observation; 3 theory; 4 confirmation
d) 1 theory; 2 hypothesis; 3 confirmation; 4 observation
a) 1 confirmation; 2 observation; 3 hypothesis; 4 theory b) 1
observation; 2 pattern; 3 tentative hypothesis c) 1 pattern; 2
observation; 3 theory; 4 tentative hypothesis d) 1 pattern; 2
hypothesis; 3 observation; 4 theory
a) use a combination of quantitative/qualitative methods for
data collection/analysis b) do NOT capitalise on the
strengths/weaknesses of qualitative/quantitative methods c)
provide a more comprehensive answer to research question using
quantitative methods d) use a number of mixed qualitative
methods capitalising on their strengths /limitations
a) the collection of novel data b) the summary, collation and
synthesis of existing research c) the use of qualitative and
quantitative methods for data collection d) the synthesis of
information before the researcher has done primary research
a) data collection/analysis is FIRSTLY quantitative and
THEN qualitative b) data collection/analysis is FIRSTLY
qualitative and THEN quantitative c) data collection/analysis
DOES NOT imply a predominant data collection method c)
quantitative and qualitative data collection and analysis are
conducted at the same time

3) A qualitative research
consists of…
4) Which are examples of
quantitative research?
5) Exploratory research
consists of…
6) Constructive
involves…

research

7) A deductive approach to
research consists of…
8) An inductive approach to
research consists of…
9) Mixed research methods

10) Secondary
includes

research

11)
In
a
sequential
explanatory design:

Knowledge
evaluated
(Table 14)
Procedural
Factual/
conceptual
Factual/
conceptual
Factual/
conceptual
Factual/
conceptual
Factual/
conceptual
Procedural

Procedural

Factual/
conceptual

Factual/
conceptual
Procedural

Table 131: Multiple choice questionnaire for the topic “Research methods”, taught at Master level in computer science.
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‘Semantic Web’ (Topic 4)
Question

Possible answers (correct in bold)

1) A Triple defines:

a) an edge b) a predicate c) an object d) a fact

2) A Triple is composed of:

a) nodes and edges b) binary directed relationships c)
relationships among facts d) subject, predicate and object
a) a knowledge standard that defines how to describe
standardised information graphs in XML b) a standardised
graph in XML c) a standardised graph in XML d) a
knowledge standard that maximises the potential for re-use
across the web
a) a collection of information b) a collection of Nodes c) a
collection of Triples d) a collection of graphs
a) predicate in a Triple b) subject in a Triple c) each part in
a Triple d) predicates and objects in a Triple
a) http://w w.w3.org/1999/02/22 rdf-syntax-ns
http://c ristophedebruyne.be

3)Resource Definition Framework
(RDF) is:

4) An XML File contains:
5) RDF uses XML namespaces to
identify:
6) Which are the predicates in the
following RDF basic structure?
<?xml version="1.0"?>
<rdf:RDF
xmlns:rdf="http://w
w.w3.org/1999/02/22 rdf-syntaxns#"
xmlns:voc="http://e
ample.org/voc#">
<rdf:Description
rdf:about="http://cristophedebruyn
e.be"
><voc:title>Christophe’s
Page</voc:title>
<voc:topic>Cats</voc:topic>
</rdf:Description> </rdf:RDF>
7) Select the right order of a
SPARQL query structure:

8) Pick the option that will fill in
the blanks: 'Linked Data is
a...initiative to... and.. structured
data on the Web using a clever
combination
of
simple,
standardized technologies'
9)Comparing
“Web
of
Documents” vs “Web of Data”
which one of the following
statements is UNTRUE?
10) Which of the following does
NOT belong to the 4 principles of
Linked Data
11) R2RML is a …

Knowledge
evaluated
(Table 14)
Factual/
conceptual
Procedural
Factual/
conceptual

Factual/
conceptual
Procedural
Factual/
conceptual

b) voc:title
http://c
c) voc:topic
voc:title
d) Christophe’s Page
Cats

Procedural

a) local / describe / name
b) global / publish / interlink
c) global / represent / store
d) local / publish / interlink

Procedural

a) Degree of structure in web of documents is low b)
Semantics between links and content in web of documents is
implicit c) Web of documents is designed for human
consumption and computer-based agents d) Primary
objects in web of data is description of things
a) Use HTTP URIs so that browsers can look up names b)
When someone looks up a URI, provide useful information
using the standards c) Use HTTP URIs so that people can look
up names d) Use URIs as names for things
a) RDF vocabulary for interlinking tabular data sets b) RDF
vocabulary for uplifting tabular data into a graph c) XML
schema for uplifting tabular data into a graph d) XML schema
for downlifting a graph into tabular data

Factual/
conceptual

Factual/
conceptual
Factual/
conceptual

Table 132: Multiple choice questionnaire for the topic “Semantic Web”, taught at Bachelor level (1th year) in computer
science
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Appendix 3
3.1 Trigger questions for each associated taught topic along with the
experimental phase
‘Research Methods’ (Topic 1)
Trigger question

Cognitive function
(skill) elicited

1) What are the main high-level criteria that can be used to
classify research?
2) Can you explain the differences and the similarities
between ‘Primary Research’ and ‘Secondary Research’?
3) Can you explain the differences between ‘quantitative and
qualitative’ research methods?

Reasoning

Cognitive act based on the
rule of thumb proposed in
Table 21
Establishing criteria

Conceptualising

Comparing and contrasting

Conceptualising

Comparing and contrasting

4) Please provide some example of quantitative and
qualitative research methods.
5) What does ‘exploratory research’ mean?
6) What does ‘constructive research’ mean?
7) What does ‘empirical research’ mean?
8) Can you explain the differences between deductive and
inductive approaches to research ?
9) Can you list (in their logical order) the steps of the
deductive and inductive approach to research?
10) Describe the different designs that can be used within
mixed research methods.

Conceptualising

Providing examples

Conceptualising
Conceptualising
Conceptualising
Conceptualising

Defining
Defining
Defining
Comparing and contrasting

Reasoning

Establishing criteria

Conceptualising

Providing examples

Table 133: Trigger questions, cognitive skills and acts for topic “Research Methods”, taught at Master level in computer
science.

‘Research hypothesis’ (Topic 2)
Question

Cognitive function
(skill) elicited

1)What is a ‘research hypothesis’?
2)What’s the difference between directional and nondirectional hypothesis ?
3)How many variables should a research hypothesis at
least contain?
4)Which set of actions and their order is correct when
dealing with a research hypothesis?
5)Which are the criteria you must consider in order to test
a research hypothesis through an experiment?
6)What’s the difference between null and alternate
hypothesis?

Conceptualising
Conceptualising

Cognitive act based on the
rule of thumb proposed in
Table 21
Defining
Comparing and contrasting

Reasoning

Inferring

Reasoning

Establishing criteria

Reasoning

Establishing criteria

Conceptualising

Comparing and contrasting

Table 134: Trigger questions, cognitive skills and acts for topic “Research Hypothesis”, taught at Master level in
computer science.
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‘Visualising Geo Spatial data’ (Topic 3).
Question
1) What are maps?
2) Which are the metric properties of a map?
3) What does the Azimuthal (or Zenithal) map preserve?
4) What does the Mercator map projection show?
5) What does the command ‘gnomonic()’ depict in R?
6) What does the Gall-Peters map show?
7) What does the command ‘conic(lat0)’ depict in R?
8)What does the command ‘albers(lat0,lat1)’ depict in R?

Cognitive function
(skill) elicited
Conceptualising
Reasoning
Reasoning
Reasoning
Reasoning
Reasoning
Reasoning
Reasoning

Cognitive act based on the rule
of thumb proposed in Table 21
Defining
Connect parts to the whole
Connect means and aims
Connect means and aims
Connect means and aims
Connect means and aims
Connect means and aims
Connect means and aims

Table 135: Trigger questions, cognitive skills and acts for topic “Visualising Geo Spatial Data”, taught at Master level
in computer science.

‘Operating system’ (Topic 4)
Question

1)What is the function of the fork() command in Linux?
2) What is the function of the exec() command in Linux?
3)What is the function of the SCHED_FIFO command in
Linux?
4) Can you define the name of each section of the following full
filename, please?
/Office/Powerpoint/LinuxInDetail.ppt
5) Which are the access controls in Linux?
6) What is the function of a device driver in Linux?
7) What does identify the mayor device number in Linux?
8) How each virtual address in memory is stored in Linux?
9) In which decade has the MAC OS been launched in the global
market?

Cognitive
function(skill)
elicited
Reasoning
Reasoning
Reasoning

Cognitive act based on the
rule of thumb proposed in
Table 21
Connect means and aims
Connect means and aims
Connect means and aims

Conceptualising

Defining

Reasoning
Reasoning
Reasoning
Reasoning
Reasoning

Connect parts to the whole
Connect means and aims
Connect means and aims
Connect parts to the whole
Connect parts to the whole

Table 136: Trigger questions, cognitive skills and acts for topic “Operating system”, taught at Master level in computer
science.

‘Problem Solving’ (Topic 5)
Trigger Question

Cognitive function
(skill) elicited

1)Which features and questions are required to manage the
thinking process (Blue Hat)?
2)Which features are connected to the White Hat?
3)Which is the right set of actions to analyse logical
negatives (Black Hat)?
4)Which is the right set of actions to analyse logical positives
(Yellow Hat)?
5)Which features are connected to the ‘Green Hat’?
6)Which set of questions are required by the ‘Creative
Thinking’?
7)Which is the right set of actions to analyse Facts and
Logic?
8)What is the ‘Lateral Thinking’?

Reasoning

Cognitive act based on the
rule of thumb proposed in
Table 21
Establishing criteria

Reasoning
Reasoning

Establishing criteria
Establishing criteria

Reasoning

Establishing criteria

Reasoning
Reasoning

Establishing criteria
Establishing criteria

Reasoning

Establishing criteria

Conceptualising

Defining

Table 137: Trigger questions, cognitive skills and acts for topic “Lateral Thinking”, taught at Master level in computer
science.
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‘Data mining’ (Topic 6)
Trigger Question

Cognitive function
(skill) elicited

1) Can you list the features of CRISP-DM, please?
2) Can you order and define the CRISP-DM phases, please?
3) Please, list in their right order the phases concerning Data
Preparation.
4) What does ‘Formatting transformations’ refer to?
5) Please, describe the right process to ‘Assess Models’
6) Which are the Enterprise Miner Nodes that support 'Data
Understanding'? List them following their right order, please.
7) Which are the Enterprise Miner nodes that support 'Data
Acquisition'? List them following their right order, please.

Conceptualising
Conceptualising
Conceptualising
Conceptualising
Reasoning
Conceptualising

Cognitive act based on the
rule of thumb proposed in
Table 21
Classifying and ordering
Classifying and ordering
Classifying and ordering
Defining
Connect parts to the whole
Defining, classifying and
ordering
Defining, classifying and
ordering

Conceptualising

Table 138: Trigger questions, cognitive skills and acts for topic “Data Mining”, taught at Bachelor level (4th year) in
computer science.

‘Literature Review (Topic 7)
Trigger Question

Cognitive function elicited

1) What is a literature review? Is it the means
for?
2) What is a research question?
3) What is a research hypothesis?
4) Which are the types of research questions?
5) Which are the main criteria for designing
exploratory research questions?
6) What is the difference between weak and
strong research questions?
7) What is plagiarism?

Conceptualising/reasoning

Cognitive act based on the rule
of thumb proposed in Table 21
Defining / connect means and aims

Conceptualising
Conceptualising
Conceptualising
Reasoning

Defining
Defining
Defining / classifying
Establishing criteria

Conceptualising

Comparing and contrasting

Conceptualising

Defining

Table 139: Trigger questions, cognitive skills and acts for topic ‘Literature review’, taught at Master level in computer
science

‘Research Hypothesis’ (Topic 8)
Trigger Question

1)What is a ‘research hypothesis’?
2)What’s the difference between directional and non-directional
hypothesis ?
3)How many variables should a research hypothesis at least
contain?
4)Which set of actions and their order is correct when dealing with
a research hypothesis?
5)Which are the criteria you must consider in order to test a research
hypothesis through an experiment?
6)What’s the difference between null and alternate hypothesis?

Cognitive
function (skill)
elicited
Conceptualising
Conceptualising

Cognitive act based on
the rule of thumb
proposed in Table 21
Defining
Comparing / contrasting

Reasoning

Inferring

Reasoning

Establishing criteria

Reasoning

Establishing criteria

Conceptualising

Comparing / contrasting

Table 140: Trigger questions, cognitive skills and acts for topic “Research Hypothesis”, taught at Master level in
computer science.
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3.2 Multiple Choice Questionnaire for each associated taught topic
along with the experimental phase
‘Research Methods’ (Topic 1)
Question

Possible answers (correct in bold)

1) What are the main
high-level criteria that
can be used to classify
research?
2) A primary research
consists of…

a) Types, objective, form and reasoning b) Primary and
secondary research c) Qualitative and quantitative methods
d) Exploratory, constructive, empirical research

3) A qualitative research
consists of…

4) Which are examples
of quantitative research?
5) Exploratory research
consists of…
6) Constructive research
involves…
7) A deductive approach
to research consists of…
8)
An
inductive
approach to research
consists of…
9) Mixed
methods:

research

10)Secondary research
includes:

11) In a sequential
explanatory design:

a) summary, collation and/or synthesis of existing research
b) collection of data that does not yet exist c) summary of
existing data d) particular case studies
a) drawing general conclusions b) mathematical models,
theories and/or hypotheses pertaining to phenomena c)
information or data in the form of numbers d)
understanding human behaviour and the reasons that
govern it
a) participants observations b) in-depth interviews
c) close-ended questions d) focus group
a) developing solutions to an existing problem b) testing the
feasibility of a solution c) structuring and identifying new
problems d) the definition of hypothesis & predictions that
can then be tested with suitable experiment
a) an improvement of knowledge by direct observation
b) the development of solutions to an existing problem
c) the structure and the identification of new problems
d) the feasibility of a solution using empirical evidence
a) 1 theory; 2 hypotheses; 3 observation; 4 confirmation
b) 1 observation; 2 hypotheses; 3 confirmation; 4 theory
c) 1 hypothesis; 2 observation; 3 theory; 4 confirmation
d) 1 theory; 2 hypotheses; 3 confirmation; 4 observation
a) 1 confirmation; 2 observation; 3 hypotheses; 4 theory b)
1 observation; 2 patterns; 3 tentative hypothesis c) 1
pattern; 2 observation; 3 theory; 4 tentative hypothesis d) 1
pattern; 2 hypothesis; 3 observation; 4 theory
a) use a combination of quantitative/qualitative methods
for data collection/analysis b) do NOT capitalise on the
strengths/weaknesses of qualitative/quantitative methods
c) provide a more comprehensive answer to research
question using quantitative methods d) use a number of
mixed qualitative methods capitalising on their strengths
/limitations
a) the collection of novel data b) the summary, collection
and synthesis of existing research c) the use of qualitative
and quantitative methods for data collection d) the synthesis
of information before the researcher has done primary
research
a) data collection/analysis is FIRSTLY quantitative and
THEN qualitative b) data collection/analysis is FIRSTLY
qualitative
and
THEN
quantitative
c)
data
collection/analysis DOES NOT imply a predominant data
collection method c) quantitative and qualitative data
collection and analysis are conducted at the same time

Knowledge evaluated
(Table 14)
Procedural

Factual / conceptual
Factual/
conceptual

Factual /conceptual
Factual / conceptual

Factual/ conceptual

Procedural

Procedural

Factual/ conceptual

Factual / conceptual

Procedural

Table 141: Multiple choice questionnaire for the topic “Research methods”, taught at Master level in computer science.
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‘Research Hypothesis’ (Topic 2)
Question

Possible answers (correct in bold)

1) A research hypothesis
is:

a) a precise question
b) a testable statement
c) a predictive question
d) a predictive and testable statement
a) I do this..., when this...happened
b) If I do this...,then...this will happen
c) Although I did this..., this ...did not happen
d) I did this...because this... happened
a) It points out the nature and the direction of the
relationship/difference between variables
b) It states that a relationship/difference will occur
c) It shows the nature of the relationships between variables
d) It informs the reader on the direction of the difference
between variables
a) two variables b) three variables c) four variables d) one
variable
a) Reject the alternate hypothesis FIRST, THEN accept the
null hypothesis by implementing an experiment b) Accept
the null hypothesis FIRST, THEN reject the alternate
hypothesis by implementing an experiment c) Develop an
alternate hypothesis from a null hypothesis FIRST,
THEN verify the alternate hypothesis through an
experiment d) Reject a null hypothesis FIRST, THEN
verify the alternate hypothesis through an experiment
a) It only states that relationship/difference between
variables will occur
b) It shows the nature and direction of the
relationship/difference between variables
c) It states the nature of the relationship between variables
d) It shows the direction of the difference between variables
a) Measurability of the variables, replicability of the
experiment and reproducibility of the results b)
Replicability and reproducibility of the results c)
Replicability of the experiment
d) Reproducibility of the results
a) The null hypothesis is a statement on a generally
accepted fact. b) The null hypothesis is the fact a researcher
wants to verify. c) The null hypothesis is the main focus of
the research d) The null hypothesis is the alternate statement
of the commonly accepted facts
a) The alternate hypothesis is the complementary
(inverse) statement to the null hypothesis. b) The alternate
hypothesis is the commonly accepted fact c) The alternate
hypothesis is the fact a researcher wants to disprove d) The
alternate hypothesis is the fact a researcher wants to nullify

2) What is the logic that
underpins a research
hypothesis?
3) What is the goal of a
directional hypothesis?

4) A research hypothesis
must contain at least:
5) Which set of actions
and their order is correct
when dealing with a
research hypothesis?

6) What is the function
of a NON-directional
hypothesis?

7) Which are the criteria
you must consider in
order to test a research
hypothesis through an
experiment?
8) What is the 'null
hypothesis'?

9) What is the 'alternate
hypothesis'?

Knowledge evaluated
(Table 14)
Factual / conceptual

Procedural

Factual / conceptual

Factual/conceptual
Procedural

Factual / conceptual

Procedural

Factual / conceptual

Factual / conceptual

Table 142: Multiple choice questionnaire for the topic “Research Hypothesis”, taught at Master level in computer
science.
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‘Visualising Geo Spatial data (Topic 3)’
Question

Possible answers (correct in bold)

1) What are Maps?

a) Maps are a subcategory of visualization, they are
accurate version of the world scaled down b) Maps are
statistical graphics c) Maps are objective depictions of
reality d) Maps are a subcategory of truth
a) area, shape, direction, distance, scale b) area, shape,
distance, scale c) area, shape, direction, distance, scale,
time d) area, shape, direction, distance, scale, 2/3
dimensional surface
a) direction from one or two points to every other
point b) shape locally c) area d) distance between one or
two points and every other point
a) true direction between places the best, however the
projection is NOT an equal area nor equidistant
projection b) true direction between places the best, and
the projection is an equal area and equidistant projection
c) true distance between places the best, however the
projection is NOT an equal area nor azimuthal projection
d) direction between places
a) central projection on tangent plane, straight great
circles b) equally spaced parallels, true distances from
pole c) equal area d) equally spaced parallels, true scale
on lat0 and lat1
a) equal areas in size and all meridians and parallels
are mapped as straight lines b) different areas in size
and all meridians and parallels are mapped as straight
lines c) equal areas in size and all meridians and parallels
are mapped as curve lines d) equal areas in size and all
meridians and parallels are distorted
a) central projection on cone tangent at lat0
b) conformal, true scale
c) equal-area d) equal-area, true scale
a) equal-area, true scale b) central projection on cone
tangent at lat0
c) viewed along earth's axis (dist) earth radii from center
of earth d) equal-area

2) Please select the
right set of metric
properties of a map :
3) The Azimuthal or
Zenithal map
projection preserves:
4) The Mercator map
projection shows:

5) In R the command
'gnomonic()' shows:
6) The
Map
depicts:

Gall-Peters
Projection

7) In R the command
'conic(lat0)' depicts:
8) In R the command
'albers(lat0,lat1)'
depicts:

Knowledge evaluated
(Table 14)
Factual / conceptual

Procedural

Procedural
Procedural

Procedural

Procedural

Procedural
Procedural

Table 143: Multiple choice questionnaire for the topic “Visualising Geo Spatial Data”, taught at Master level in
computer science.
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‘Operating system’ (Topic 4)
Question
1) What is the function of the fork()
command in Linux?

2) What is the function of the exec()
command in Linux?

3) What is the function of the
SCHED_FIFO command in Linux?

4) Please, match and select the right
order connected to the following full
filename:
/Office/Powerpoint/LinuxInDetail.ppt
5) Which are the Access Controls in
Linux? Please, select the right option

6) What is the function of a device
driver in Linux?

7) Please complete the following
definition by selecting the right option
below. In Linux the major device
number:
8) In Linux, each virtual address in
memory is stored as:

In which decade has the MAC OS been
launched in the global market?

Possible answers (correct in bold)
a) to create a copy of an executing program
b) to start execution of a new program from
another program c) to change what the
program is doing d) to select the process with
the highest priority and to execute it using the
first in, first out algorithm
a) to start execution of a new program
from another program b) to give the second
program all the attributes of the first program,
such as any open files, and to save the first
program in its original form c) to create a
copy of an executing program d) to select the
process with the highest priority and to
execute it using the first in, first out algorithm
a) To select the processes with the highest
priority and to execute it using the first in,
first out algorithm b) To change what the
program is doing c) To change the process id
(pid) d) To ensure that each process has its
own unique ID number
a) root,path,filename,suffix
b) path,rooth,filename suffix
c) root,path,suffix,filename
d) suffix,path,root, filename
a) R: Read W: Write X: Execute
b) P: Process code PD: Process data S: Stack
used by c)M: Main Directory M: Middle
Directory P: Page Table D: Directory PF:
Page Fram d) R: Read W: Write X: Execute
P: Process code
a) To operate or to control a particular
type of device that is attached to a
computer b) To keep track of free and busy
pages c) To load pages in memory d) To
supervise the transmission of data
a) identifies the driver associated
b) determines exactly which device is being
referred to
d) identifies each device
e) provides a software interface to hardware
a) -Main Directory
-Middle Directory
-Page Table Directory
b) -Main Directory
-Middle Directory
c) -Main Directory
-Middle Directory
-Page Frame
d) -Main Directory
-Page Table
a) 1980 b) 1970
c) 1990 d) 2000

Knowledge evaluated
(Table 14)
Procedural

Procedural

Procedural

Procedural

Procedural

Procedural

Factual / conceptual

Procedural

Factual / conceptual

Table 144: Multiple choice questionnaire for the topic “Operating system” taught at Master level in computer science.
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‘Problem Solving’ (Topic 5)
Question

Possible answers (correct in bold)

1) Please, select the
right set of features
and questions to
manage the thinking
process (Blue Hat):

a) How to sequence the events. Explain and Summarize. What
is your conclusion? What next? Action plan? What is the main
idea? What was the problem? How was it solved? b) Analyse
facts and logic. What is your conclusion? What next? Action
plan? What is the main idea? What was the problem? How was it
solved? Who, what, when, where? c) Emotions and feelings. What
is your conclusion? What is the main idea? What was the problem?
How was it solved? Who, what, when, where? What do you know
about? What are the facts about d) Analyse logical positive.
Explain and Summarize. What is the value? What is your
conclusion? What next? Action plan? What is the main idea? What
was the problem? How was it solved?
a) Facts and Logic b) Sequence of events
c) Emotions and feelings d) Logical negatives

2) The way of
thinking of the
'White
Hat'
concerns:
3) Which is the right
set of actions to
analyse
logical
negatives
(Black
Hat)?

4) Which is the right
set of actions to
analyse
logical
positive
(Yellow
Hat)?

5) The way of
thinking connected
to the 'Green Hat'
concerns:
6) Please, select the
right set of questions
required by the
creative thinking:

7) Which is the right
set of actions to
analyse facts and
logic?

8) Please, select the
right definition of
'Lateral thinking':

Knowledgeevaluated
(Table 14)
Procedural

Factual/conceptual

a) To explore why an idea may not work, to give logical reasons
for concerns, to point out difficulties b) To explore why an idea
may not work, to give logical reasons for concerns, to seek to
modify and remove faults from existing ideas c) To explore why
an idea may not work, to give logical reasons for concerns, to point
out difficulties, to encourage a search for new ideas, to seek to
modify and remove faults from existing ideas d) To explore why
an idea may not work, to give logical reasons for concerns, to
specify action needed to fill gaps, to assess the relevance and
accuracy of information
a) To explore the benefits of an idea, to give reasons why an
idea is valuable or might work, to reinforce creative ideas and
new directions b) To encourage a search for new ideas, to seek to
modify and remove faults from existing ideas, to make time for
creative effort c) To give permission to express feelings, hunches
and intuitions, to help make a decision, to not require justification
or explanation, to express in a word or two d) To separate fact
from speculation, to specify action needed to fill gaps, to assess
the relevance and accuracy of information
a) Creativity and imagination b) Emotions and feelings
c) Facts and logic d) Logical positives

Procedural

a) What if? What is good about? What is the value of? How
can we make this work? What are the alternatives? What else
can we do?b) What are the benefits? What is good about? What is
a positive outcome? What is the value? Can this be made to work?
Explain. What did you like about? c) What are you feeling now?
Did your feelings change? How? What prejudices are present?
What is your hunch about? What does your intuition tell you?
Which way do you like based on your feelings? d) What should
you be cautious about? What are the consequences of? What were
the difficulties of? Why won’t/didn’t this work? What did you
dislike about? What are the risks of?
a) To separate fact from speculation, to specify actions needed
to fill gaps, to assess the relevance and accuracy of information
b) To explore why an idea may not work, to give logical reasons
for concerns, to point out difficulties c) To explores the benefits of
an idea, to give reasons why an idea is valuable or might work, to
reinforce creative ideas and new directions d) To facilitate thinking
by focusing and refocusing, to make calls for the group, to make
decisions
a) It is a multiple-way of thinking aimed at problem-solving
b) It corresponds to the traditional way of thinking
c) It is a unilateral way of thinking aimed at problem solving
d) It is a multiple-way of thinking aimed at gaining a discussion

Procedural

Procedural

Procedural

Procedural

Factual/conceptual

Table 145: Multiple choice questionnaire for the topic “Problem solving” taught at Master level in computer science.
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‘Data Mining’ (Topic 6)
Question

Possible answers (correct in bold)

1) Which are the features
of CRISP-DM?

a) Non-proprietary , Application/Industry neutral, Tool neutral Focus on
business issues, as well as technical analysis, Framework for guidance ,
Experience based, Templates for analysis b) Proprietary, Focus on
Application/Industry, Focus on business issues c) Tool neutral, Focus on business
issues, Framework for guidance, Experience-based d) Proprietary,
Application/Industry neutral, Tool neutral, Focus on business issues, as well as
technical analysis, Framework for guidance, Experience-based Templates for
analysis
a) Business understanding, Data understanding, Data preparation,
Modelling Evaluation, Deployment b) Data understanding, Business
understanding, Data preparation, Modelling Evaluation, Deployment c) Data
preparation, Data understanding, Business understanding, Evaluation Modelling,
Deployment d) Business understanding, Data preparation, Data understanding,
Modelling Evaluation, Deployment
a) Select data, Clean data, Construct Data, Integrate data, Format Data b)
Clean data, Select data, Integrate data, Construct data, Format data c) Select data,
Clean data, Integrate data, Construct data, Format data d) Select data, Clean data,
Construct data, Format data, Integrate data
a)Formatting transformations refer to primarily syntactic modifications
made to the data that do NOT change its meaning but MIGHT be required
by the modelling tool b) Formatting transformations refer to primarily syntactic
modifications made to the data that change its meaning as required by the
modelling tool c) Formatting transformations refer to primarily syntactic
modifications made to the data that do NOT change its meaning but MUST be
required by the modelling tool d) Formatting transformations refer to
modifications made to the data that do NOT change its meaning, but MIGHT be
required by the modelling tool
a) To interpret the models according to domain knowledge, the data mining
success criteria and the test design. To judge the success of the application of
modelling and discovery techniques more technically. To contact business
analysts and domain experts in order to discuss the data mining results in
the Business context. To consider models only. b) To interpret the models
according to domain knowledge, the data mining success criteria and the test
design. To judge the success of the application of modelling and discovery
techniques more technically. To contact business analysts and domain experts in
order to discuss the data mining results in the business context. To consider
models and all other results that were produced in the course of the project c) To
interpret the models and the test design. To judge the success of the application
of modelling and discovery techniques more technically. To contact business
analysts and domain experts in order to discuss the data mining results in the
business context. To consider models only d) To interpret the models according
to the test design. To judge the success of the application of modelling and
discovery techniques more generally. To Contact business analysts and domain
experts in order to discuss the data mining results in the business context. To
consider models only
a) Variable Selection, Cluster, MultiPlot, StatExplore, Association, Path
Analysis b) Variable Selection, Cluster, Impute, StatExplore, Association, Path
Analysis c) Variable Selection, Cluster, MultiPlot, Filter, StatExplore, Path
Analysis d) Variable Selection, Cluster, MultiPlot, StatExplore, Association,
Memory-based
a) Regression, Dmine Regression, Decision Tree, Rule Induction,Neural
Network Autoneural, DMNeural, Two-Stage Model, Memory-Based Reasoning b) Regression, Dmine Regression, Decision Tree, Rule Induction,
Transform variables Autoneural, DMNeural, Two-Stage Model, Memory-Based
-Reasoning c) Regression, Dmine Regression, Decision Tree, Rule Induction,
Neural NetworkAutoneural, DMNeural, Path analisis , Memory-Based Reasoning d) Regression, Dmine Regression, Decision Tree, Rule Induction
Neural Network, Autoneural, DMNeural, Two-Stage Model, Model comparison
–Reasoning, Ensemble
a) Input Data , Sample, Data Partition, Time Series
b) Input Data , Sample, Data Partition, Cluster
c) Input Data, Sample, Variable selection, Time Series
d) Input Data , Filter, Data Partition, Time Series

2) Which one is the
correct order of the
following
CRISP-DM
phases?
3) Select the right order
to be followed in the
'Data preparation phase'
4)
Which
of
the
following definitions is
the correct one?

5)
Which
of
the
following process is the
correct one to assess
models?

6) Select the right set of
Enterprise Miner Nodes
that
supports
'Data
Understanding':
7) Select the right set of
Enterprise Miner Nodes
that supports 'Modelling
Phase':

8) Select the right set of
Enterprises Miner nodes
that
supports
'Data
Acquisition':

Knowledge
evaluated
(Table 14)
Factual/
conceptual

Procedural

Procedural

Factual/
conceptual

Procedural

Procedural

Procedural

Procedural

Table 146: Multiple choice questionnaire for the topic “Data Mining” taught at Bachelor level (4th year) in computer
science.
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Literature review (Topic 7)
Question

Possible answer (in bold the correct)

1) What is a 'literature
review'?

a) a piece of discursive prose b) a list describing one
piece of literature after another c) a list summarizing one
piece of literature after another d) a synthesis of all
material published
a) finding and defining the research question b)
rejecting the research hypothesis c) answer the research
question d) answer the research hypothesis
a) a question that identifies the phenomenon to be
study b) a statement that identifies the phenomenon to be
studied c) a hypothesis d) a prediction
a) a specific prediction about the nature and the
direction between two variables b) a generic prediction
about the nature and direction between variables c) a
computation between two variables d) a specific question
that identifies the phenomenon to be studied
a) exploratory, base-rate, correlation,
causal relationship, design
b) exploratory, correlation, causal ,relationship design
c) base-rate, correlation, design
d) exploratory, base-rate, correlation, causal relationship
a) existence, description, classification, comparation
b) frequency, distribution
c) relationship, causality, description
d) design, relationship, causality, classification
a) Why did people use online web-sites?
b) How many people did use Wikipedia in Ireland on June
6th 2015? c) What are some of the environmental
factors that occurred in Ireland on January 10th 2000
that would cause people to use Wikipedia?
d)Why are social networking sites harmful?
a) Plagiarism is the act of stealing someone else’s work
and attempting to ‘pass it off’ as your own
b) expressing an idea in your own words and giving credit
c) paraphrasing or summarizing and citing the original
work d) using a direct quote and acknowledging the
original author

2) A literature review is
the means for…
3) What is a 'research
question'?
4) What is a 'research
hypothesis'?

5) Which are the types of
research questions?

6) Which are the main
criteria for designing
exploratory
research
questions?
7) Which one is a strong
research question?

8) What is plagiarism?

Knowledge evaluated
(Table 14)
Factual / conceptual

Procedural
Factual /conceptual
Factual /conceptual

Factual /conceptual

Procedural

Factual / conceptual

Factual /conceptual

Table 147: : Multiple choice questionnaire for the topic “Literature” taught at Master level in computer science.
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Research hypothesis (topic 8)
Question

Possible answers (correct in bold)

1)
A
research
hypothesis is:

a) a precise question
b) a testable statement
c) a predictive question
d) a predictive and testable statement
a) I do this..., when this...happened
b) If I do this...,then...this will happen
c) Although I did this..., this did not happen
d) I did this...because this... happened
a) It points out the nature and the direction of the
relationship/difference between variablesb) It states that a
relationship/difference will occurc) It shows the nature of the
relationships between variables d) It informs the reader on
the direction of the difference between variables
a) two variables b) three variables c) four variables d) one
variable

2) What is the logic
that
underpins
a
research hypothesis?
3) What is the goal of
a directional
hypothesis?
4) A research
hypothesis must
contain at least:
5) Which set of
actions and their order
is correct to set a
research hypothesis?

6) What is the
function of a NONdirectional
hypothesis?
7) Which are the
criteria you must
consider in order to
test
a
research
hypothesis through an
experiment?
8) What is the 'null
hypothesis'?

9) What is the
'alternate hypothesis'?

Knowledge evaluated
(Table 14)
Factual / conceptual

Procedural

Factual / conceptual

Factual / conceptual

a) Reject the alternate hypothesis FIRST, THEN accept the
null hypothesis by implementing an experiment b) Accept
the null hypothesis FIRST, THEN reject the alternate
hypothesis by implementing an experiment c) Develop an
alternate hypothesis from a null hypothesis FIRST,
THEN verify the alternate hypothesis through an
experiment d) Reject a null hypothesis FIRST, THEN
verify the alternate hypothesis through an experiment
a) It only states that relationship/difference between
variables will occur b) It shows the nature and direction of
the relationship/difference between variables
c) It states the nature of the relationship between variables
d) It shows the direction of the difference between variables
a) Measurability of the variables, replicability of the
experiment and reproducibility of the results b)
Replicability and reproducibility of the results c)
Replicability of the experiment d) Reproducibility of the
results

Procedural

a) The null hypothesis is a statement on a generally
accepted fact. b) The null hypothesis is the fact a researcher
wants to verify. c) The null hypothesis is the main focus of
the research d) The null hypothesis is the alternate statement
of the commonly accepted facts
a) The alternate hypothesis is the complementary
(inverse) statement to the null hypothesis. b) The alternate
hypothesis is the commonly accepted fact c) The alternate
hypothesis is the fact a researcher wants to disprove d) The
alternate hypothesis is the fact a researcher wants to nullify

Factual / conceptual

Factual / conceptual

Procedural

Factual / conceptual

Table 148: Multiple choice questionnaire for the topic “Research Hypothesis”, taught at Master level in computer
science.
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APPENDIX 4
4.1 Trigger questions associated with each taught topic along with the
refined experimental phase
‘Strings’ (Topic 9)
Trigger Question

Cognitive function (skill)
elicited

1) What is a string?
2) What is the function of 'ord()' command in Python?

Conceptualising

3) What is the function of 'chr()' command in Python?

Reasoning

4) What is the function of '*' command in Python?

Reasoning

5) What is the function of '+' command in Python?

Reasoning

6) What is the function of 'type' command in Python?

Reasoning

Reasoning

Cognitive act based
on the rule of thumb
proposed in Table 21
Defining
Connect
aims
Connect
aims
Connect
aims
Connect
aims
Connect
aims

means and
means and
means and
means and
means and

Table 149: Trigger questions, cognitive skills and acts for topic ‘Strings’ , taught at Bachelor level (1st year) in computer
science.
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‘Programme Design’ (Topic 10)
Trigger Question
1) In flowchart symbols, what is the function of a
diamond?
2) Which algorithm does this flowchart represent?

Cognitive function
(skill) elicited
Reasoning
Reasoning

3) In flowchart symbols, what is the function of a
rectangle?
4) Which algorithm does this flowchart represent?

Reasoning

5) Which are the advantages of using flowcharts?

Reasoning

Reasoning

Cognitive act based on the rule of
thumb proposed in Table 21
Connect means and aims / parts to the
whole
Connect means and aims / parts to the
whole

Connect means and aims / parts to the
whole
Connect means and aims / parts to the
whole

Connect means and aims / Inferring

Table 150: Trigger questions, cognitive skills and acts for topic ‘Programme Design’, taught at Bachelor level (1st year)
in computer science.

‘Machine Learning’ (Topic 11)
Trigger Question
1) What does the data quality report include?
2) Which measurements do we examine for
categorical features?
3) Looking at the histogram for a feature, how would
you know that the features follow a
normal
distribution?
4) Which type of distribution is characterised by the
68-95-99:7 rule?
5) Which are the measures of a central distribution?
6) What is meant by data quality issue(s) with respect
to the ABT?
7) How do we handle missing values?

Cognitive (skill)
function elicited
Reasoning
Reasoning

Cognitive act based on the rule of
thumb proposed in Table 21
Connect means and aims / Inferring
Connect means and aims

Reasoning

Inferring / Giving reasons

Conceptualising

Defining / Inferring

Conceptualising
Conceptualising

Defining
Defining

Reasoning

Giving reasons

Table 151: Trigger questions, cognitive skills and acts for topic ‘Machine Learning’ , taught at Bachelor level (4st year)
in computer science.
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‘Image Processing’ (Topic 12)
Question

Cognitive function elicited

1) What is the range of possible pixel values for an 8-bit
grayscale image?

Reasoning

2) What is ‘Saturation’?
3) What is the process whereby an operator makes each
pixel a weighted sum of its neighbours?

Conceptualising
Reasoning

Cognitive act based
on the rule of thumb
proposed in Table 21
Connect means to the
aims / parts to the
whole
Defining
Connect means to the
aims / parts to the
whole
Connect means to the
aims / parts to the
whole

4) What is the function of the following kernel?

Reasoning

5) What is the function of the following kernel?

Reasoning

Connect means to the
aims / parts to the
whole

6) In the following Numpy function, what is ‘dtype’?
K = np.array ([1,4,1], [4,7,4], [1,4,1]], dtype = float)

Reasoning

7) In the following 2d filter function, what does -1 mean?
F = cv2. filter2D (I , ddepth = - 1 , kernel= K)

Reasoning

Connect means to the
aims / parts to the
whole
Connect means to the
aims / parts to the
whole

Table 152: Trigger questions, cognitive skills and acts for topic ‘Image Processing’ , taught at Bachelor level (4st year)
in computer science.

Research Methods (topic 13)
Trigger Question

Cognitive (skill)
function elicited

1) What is primary research?
2) What is qualitative research?
3) Please, provide some examples of quantitative research.
4) What is exploratory research?
5) What is the process to be followed in the deductive approach
to research?
6) What is the process to be followed in the inductive approach
to research?
7) What is secondary research?

Conceptualising
Conceptualising
Conceptualising
Conceptualising
Reasoning

Cognitive act based on the
rule of thumb proposed in
Table 21
Defining
Defining
Providing examples
Defining
Connect parts to the whole

Reasoning

Connect parts to the whole

Conceptualising

Defining

Table 153: Trigger questions, cognitive skills and acts for topic ‘Research Methods’, taught at Master level in computer
science.
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‘Inferential statistic’ (Topic 14)
Trigger Question

Cognitive (skill)
function elicited

1) In inferential statistics, what does ‘causal relationship’
mean?
2) In inferential statistics, what is an independent variable?
3) In R what is the function of the prop . table ( table (x,y) ,1)
command?
4) An independent t-test compares the mean between 2 groups
of participants. What are these groups composed of?
5) What does this formula compute?

Conceptualising

Cognitive act based on the
rule of thumb proposed in
Table 21
Defining

Conceptualising
Reasoning

Defining
Connect means to the aims

6) In a Mann Whitney Test, how is the U value for each group
calculated?

Reasoning

Inferring

Reasoning

Inferring / Connect means
to the aims

Reasoning

Inferring / Connect means
to the aims

Table 154: Trigger questions, cognitive skills and acts for topic ‘Inferential Statistic’, taught at Master level in
computer science.

‘IT Forensic’ (Topic 15)
Trigger Question

Cognitive (skills)
function elicited

1) What is the function of ‘file extension’?
2) Which types of MFT attributes are usable to the
investigator?
3) Which are the functions of ‘file system Metadata’?

Reasoning
Reasoning

4) How many characters can be stored in a single key type?
5) What are the functions of ‘alternate Data Streams’?

Reasoning
Reasoning

6) In email forensics, what is the main function of ‘Mail
client’?

Reasoning

Reasoning

Cognitive act based on the
rule of thumb proposed in
Table 21
Connect means to the aims
Inferring
Inferring / connect means to
the aims
Inferring
Inferring / Connect means
to the aims
Connect means to the aims

Table 155: Trigger questions, cognitive skills and acts for topic ‘IT Forensic’, taught at Bachelor level (4th year) in
computer science.
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‘Literature Comprehension’ (Topic 16)
Trigger Question

Cognitive (skills)
function elicited
Reasoning
Reasoning

1) What is the goal in reading a research paper?
2) In reading a research paper, what is ‘skimming’?
3) What’s the right reading technique process?
4) In reading a research paper, what is the right order to
establish if it is relevant to your research?
5) Keshav (2007) proposes the ‘three pass approach’ to
read a paper. What is the objective of the second pass?

Reasoning
Reasoning
Reasoning

Cognitive act based on the rule
of thumb proposed in Table 21
Inferring
Inferring / Connect means to
the aims
Inferring
Connect parts to the whole
Inferring / Connect parts to the
whole

Table 156: Trigger questions, cognitive skills and acts for topic ‘Literature Comprehension’, taught at Master level in
computer science.

‘Virtual Memory’ (Topic 17)
Trigger Question

Cognitive (skills)
function elicited

1) Which are the main limitations of fixed and dynamics
partition system?
2) If the logical address is 253 and the page size is 150.
What is the page number and the displacement?
3) What is the purpose of the modified field in the demand
page memory allocation table?
4) What is the difference between the PMT in Page Map
Allocation and Demand Page Map Allocation?
5) What are the first two steps of the virtual memory
process?
6) What is the function of the LRU page swapping
algorithm?

Reasoning

Cognitive act based on the
rule of thumb proposed in
Table 21
Inferring

Reasoning

Inferring

Reasoning

Connect means to the aims

Conceptualising

Comparing and contrasting

Conceptualising
Reasoning

Classifying and ordering
Connect means to the aims

Table 157: Trigger questions, cognitive skills and acts for topic ‘Virtual Memory’, taught at Bachelor level (4th year)
in computer science.

‘Research Hypothesis’ (Topic 18)
Trigger Question

Cognitive function elicited

1) What is a ‘research hypothesis’?
2) What is the goal of a ‘directional hypothesis’?
3) How many variables should a research
hypothesis at least contain?
4) Which are the criteria you must consider in order
to test a research hypothesis through an
experiment?
5) What is the ‘alternate hypothesis’ ?

Conceptualising
Reasoning
Reasoning
Reasoning

Conceptualising

Cognitive act based on the
rule of thumb proposed in
Table 21
Defining
Connect means to the aims
Inferring
Establishing criteria

Defining

Table 158: Trigger questions, cognitive skills and acts for topic ‘Research Hypothesis’, taught at Master level in
computer science.
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‘Literature Review’ Topic (19)
Trigger Question
1) What is a literature review? Is it the means for?
2) What is a research question?
3) What is a research hypothesis?
4) Which are the types of research questions?
5) Which are the main criteria for designing
exploratory research questions?

Cognitive (skill)
function elicited
Conceptualising /
Reasoning
Conceptualising
Conceptualising
Reasoning
Reasoning

Cognitive act based on the rule of
thumb proposed in Table 21
Defining / Connect means and aims
Defining
Defining
Inferring
Establishing criteria

Table 159: Trigger questions, cognitive skills and acts for topic ‘Literature Review’, taught at Master level in computer
science.

‘Operating system’ (Topic 20)
Trigger Question

Cognitive
function elicited

1) What is the function of the ipconfig && mspaint command?
2) What is the function of the sfc/scannow command?
3) What is the function of the ipconfig | clip command?
4) In which year has the Window Vista been launched in the
global market?
5) What is the function of the path command?

Reasoning
Reasoning
Reasoning
Reasoning

Cognitive act based on
the rule of thumb
proposed in Table 21
Connect means and aims
Connect means and aims
Connect means and aims
Inferring

Reasoning

Connect means and aims

Table 160: Trigger questions, cognitive skills and acts for topic ‘Operating System’, taught at Bachelor level (1st year)
in computer science.
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4.2 Multiple Choice Questionnaires associated with each taught topic
along with the refined experimental phase
‘Strings’ (Topic 9)
Question

Possible answer (correct in bold)

1) What is a string?

a) a list of characters b) a list of triples c) a list of integers d) a set
of concatenated variables
a) it takes a character and returns its UTF-8 integer value b) it
takes an integer and returns the UTF-8-character c) it selects a
subsequence of the overall sequence d) it sorts an input parameter
a) it takes an integer and returns the UTF-8-character b) it takes
a character and returns its UTF-8 integer value c) it associates every
character with an integer d) it lists the arguments
a) It repeats strings b) It multiplies strings c) It modifies the
argument d) It overloads the operators
a) it concatenates the elements of the strings b) It repeats the
elements of the string c) It allows for representing non-English
characters d) It compares the elements of the string
a) It returns the type of the value associated with a variable b) It
takes the English letters, numbers and punctuation marks and it maps
them to an integer c) It compares the first character of each string d)
it moves on to the next character in each string

2) What is the function of
'ord()'
command
in
Python?
3) What is the function of
'chr()'
command
in
Python?
4) What is the function of
'*' command in Python?
5) What is the function of
'+' command in Python?
6) What is the function of
'type' command in Python?

Knowledge
evaluated
(Table 14)
Factual /
conceptual
Procedural
Procedural
Procedural
Procedural
Procedural

Table 161: Multiple Choice Questionnaire for the topic ‘Strings’, taught at Bachelor level (1st Year) in computer
science.
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‘Programme Design’ (Topic 10)
Question

Possible answers (in bold the correct)

1) In flowchart symbols,
what is the function of a
diamond?
2) Which algorithm does
this flowchart represent?

a) It indicates a decision b) It represents a process
c) It represents input or output
d) It shows the relationships between the representative shapes
a) Read in two numbers, call them A and B. Sum A and B, store
the result variable C, print out the contents of C
b) Read in two numbers, call them A and B. If A is bigger than B,
print out A, otherwise print out B
c) Read in a number, check if it is odd or even
d) Read in a number and print it out

3) In flowchart symbols,
what is the function of a
rectangle?
4) Which algorithm does
this flowchart represent?

a) It represents a process b) It represents a 'start' or 'end' point
c) It represents 'input' or 'output'
d) It indicates a decision
a) Read in a number and print out double the number
b) Read in a number, check if it is odd or even
c) Read in two numbers, call them A and B. If A is bigger than B,
print out A, otherwise print out B
d) Read in two numbers, call them A and B. Sum A and B, print out
the result

Procedural

5)Which
advantages
flowcharts?

a) They clarify the logic of a problem, they analyse the actions
resulting from a set of conditions, they sort out the procedural
steps in the program, they aid to program construction and
coding, they are useful to explain the program
b) They clarify the logic of a problem because they do not need to be
translated, they analyse the actions resulting from a set of conditions,
they sort out the procedural steps in the program, they aid to program
construction and coding
c) They clarify the logic of a problem, they analyse the actions
resulting from a set of conditions, they sort out the procedural steps
in the program, they aid to program construction and coding, they are
identical to code
d) They clarify the logic of a problem, they stretch on several pages,
they are easy to be amended, they analyse the actions resulting from
a set of conditions. they sort out the procedural steps in the program,
they aid to program construction and coding.

Procedural

are
of

the
using

Knowledge
evaluated
(Table 14)
Procedural

Procedural

Procedural

Table 162: Multiple Choice Questionnaire for topic ‘Programme Design’, taught at Bachelor level (1st year) in computer
science.
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‘Machine Learning’ (Topic 11)
Question

Possible answers (in bold the correct)

1) What does the data quality
report include?

a) Tabular reports that describe the characteristics of each
feature in an ABT using standard statistical measure of
central tendency and variation b) Linear reports that infer the
characteristics of each feature in an ABT using standard
statistical measures of central tendency and variation c) Linear
reports that show central tendency and variation of data d)
Tabular reports that predict the characteristics of each feature in
an ABT using standard statistical measures of central tendency
and variation
a) Examine the mode, 2nd mode, mode%, and 2nd mode%
b) Examine the mean and SD of each feature
c) Examine the minimum and maximum values
d) Examine the mode, 2nd mode and mode%
a) strong tendency towards a central value and symmetrical
variation to either side of this b) tendency towards very high
(right skew) or very low (left skew) values c) two or more ranges
of values that are clearly separated d) small number of low values

2) Which measurements do
we examine for categorical
features?
3) Looking at the histogram
for a feature, how would
you know that the features
follow a normal
distribution?
4)Which type of distribution
is characterised by the 6895-99:7 rule?
5) Which are the measures of
a central distribution?
6) What is meant by data
quality issue(s) with respect
to the ABT?
7) How do we handle
missing values?

Knowledge
evaluated
(Table 14)
Procedural

Procedural

Procedural

a) Normal distribution b) Exponential distribution c) Uniform
distribution d) Multimodal distribution

Procedural

a) Mean, median, mode b) Percentile and SD c) Variance, lower
quartile and upper quartile d) Mean, median, percentile
a) Anything unusual about the data b) Too much or too little
data c) Data being the wrong format d) Data being all numeric

Factual /
conceptual
Factual /
conceptual

a) Depending on how many values are missing we can delete
the feature or replace the missing values with a suitable
estimate b) Do nothing, missing values is not a problem c) Delete
any feature that has any missing values d) Merge all features with
missing values into one feature

Procedural

Table 163: Multiple Choice Questionnaire for topic ‘Machine Learning’, taught at Bachelor level (4st year) in computer
science.
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‘Image processing’ (Topic 12)
Question

Possible answer

What is the range of possible pixel
values for an 8-bit grayscale image?
What is ‘Saturation’?

a) 0 255 b) 0 8
c) 16.7 million d) 0, 1, 2
a) Cutting off at a fixed value b) Dividing
all pixel by a fixed value to bring them into
a range c) A Boolean operator d)
Multiplying all pixel by a fixed value to
bring them into a range
a) Convolution b) Saturation
c) Scaling d) Addition

3) What is the process whereby an
operator makes each pixel a weighted
sum of its neighbours?
4) What is the function of the following
kernel?

Knowledge
evaluated
(Table 14)
Factual /
conceptual
Factual /
conceptual

Procedural

a) High Pass filter
b) Vertical gradient
c) Low Pass filter
d) Horizontal gradient

Procedural

5) What is the function of the following
kernel?

a) Horizontal Gradient
b) High Pass filter
c) Vertical Gradient
d) Low Pass filter

Procedural

6) In the following Numpy function,
what is ‘dtype’?
K = np.array ([1,4,1], [4,7,4], [1,4,1]],
dtype = float)
7) In the following 2d filter function,
what does -1 mean?
F = cv2. filter2D (I , ddepth = - 1 ,
kernel= K)

a) The type of the a ray
b) The kernel
c) The new image
d) The original image
a) The output image has the same bit
depth as the original image b) The original
image is the same as the output image c) The
newly filtered image is completely filled d)
The output image has one-bit depth less than
the original image

Procedural

Procedural

Table 164: Multiple Choice Questionnaire for topic ‘Image programming’, taught at Bachelor level (4st year) in
computer science.
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‘Research Methods’ (Topic 13)
Question

Possible answers (Correct answer in bold)

1) What is primary research?

a) Research based on collection of data that does not
exist b) Research based on summa y, collation and/or
synthesis of existing research c) Research based on
summa y of existing data d) Research based on particular
case studies
a) Research aimed at understanding human
behaviour and the reasons that govern it
b) Research aimed at providing general conclusions c)
Research based on information or data in the form of
numbers d) Research based on mathematical models,
theories and/or hypotheses pertaining to phenomena
a) close-ended questions b) in-depth interviews
c) participant observations d) focus group

2)What is qualitative research?

3) Which of the following items
are examples of quantitative
research?
4) What is exploratory research?

5) What is the process to be
followed in the deductive
approach to research?
6) What is the process to be
followed in the inductive
approach to research?

7) What is secondary research?

a) Research based on structuring and identifying new
problems b) Research aimed at developing solutions to
an existing problem c) Research based on testing the
feasibility of a solution d) Research aimed at the
definition of an hypothesis and the predictions that can
then be tested
a) 1 theory 2 hypothesis 3 observation 4 confirmation
b) 1 observation 2 hypothesis 3 confirmation 4 theory c)
1 hypothesis 2 observation 3 theory 4 confirmation d) 1
theory 2 hypothesis 3 confirmation 4 observation
a) 1 observation 2 pattern 3 tentative A hypothesis 4
theory b) 1 confirmation 2 observation 3 hypothesis 4
theory c) 1 pattern 2 observation 3 theory 4 tentative
hypothesis d) 1 pattern 2 hypothesis 3 observation 4
theory
a) Research based on the summary, collation and
synthesis of existing data b) Research based on
collection of novel data c) Research based on a mix of
qualitative and quantitative methodologies d) Research
aimed at predicting new results

Knowledge
evaluated
(Table 14)
Factual /
conceptual

Factual /
conceptual

Factual /
conceptual
Factual /
conceptual

Procedural

Procedural

Factual /
conceptual

Table 165: Multiple Choice Questionnaire for topic ‘Research Methods’, taught at Master level in computer science.
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‘Inferential Statistic’ (Topic 14)
Question

Possible answer (correct in bold)

1) In inferential statistics, what
does ‘causal relationship’ mean?

a) It means that changes in the independent variable
create changes in the dependent variable b) It means
that changes in the independent variable precede changes
in the dependent variable c) It means that the effects of a
third unmeasured factor do not produce the relationship
between the two variables d) It means that variables
correspond to each other in a predictable way
a) A variable whose changes create changes in the
dependent variable b) A variable whose changes depend
on the dependent variable c) A variable whose changes do
NOT affect the dependent variable d) A variable that does
not change
a) It creates a frequency table including row
percentages b) It creates a table c) It creates a frequency
table including column percentages d) It creates a
frequency table including row and column percentages
a) Two different groups of participants b) The same
group of participants measured at different points c) Two
groups of participants exactly equal in number d) Two
different groups of participants equal in gender balance
a) Effect size
b) T-Test
c) Wilcoxon's Rank-sum test
d) Mann Whitney Test
a) By subtracting the possible minimum rank which the
group can take from the sum of the ranks, and the
SMALLEST U value b) By adding the possible minimum
rank which the group can take from the sum of the ranks,
and the BIGGEST U value c) By multiplying the possible
maximum rank which the group can take from the sum of
the ranks, and the SMALLEST U value d) By subtracting
the possible minimum rank which the group can take from
the sum of the ranks, and the BIGGEST U value

2) In inferential statistics, what is
an independent variable?

3) In R what is the function of the
prop . table ( table (x,y) ,1)
command?
4) An independent t-test
compares the mean between 2
groups of participants. What are
these groups composed of?
5) What does this formula
compute?

6) In a Mann Whitney Test, how
is the U value for each group
calculated?

Knowledge
evaluated
(Table 14)
Factual /
conceptual

Factual /
conceptual

Procedural

Procedural

Factual /
conceptual

Procedural

Table 166: Multiple Choice Questionnaire for topic ‘Inferential Statistic’, taught at Bachelor level (4st year) in computer
science.
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‘IT Forensic’ (Topic 15)
Question

Possible answer (in bold the correct)

1) What is the function of ‘file
extension’?

a) It controls behaviour of files and it identifies the type of
file that can easily be changed b) It provides the starting
point for data carving utilities c) It tells the file system how to
find the file d) It provides magic numbers
a) File name, Object ID and Data b) File name and root
directory (\) c) File name, Object ID and volume cluster
allocation file ($Bitmap) d) File name, Object ID, Data and
bad cluster file ($BadClus)
a) It tells the file system how to find the file, it identifies
information for each file, and it maintains
Modify/Access/Create (MAC) data b) It creates dates and it
shows when the file appeared on the system c) It allows users
to input custom metadata and to modify the files created d) It
generates metadata for the created file and it shows when the
file was originally created on the system
a) 16,383 b) 1,638
c) 163,833 d) There are no limits at all
a) They link a file to a valid host file through the streams
command and the streams utility can find all streams in a
file system b) They map and modify the space in the volume
c) They generate metadata for the files they create and
modify d) They create a hidden volume in which data can be
stored and they list clusters marked as bad
a) It provides end user support b) It moves messages from
point A to point B c) It handles addressing and transport d) It
represents the end user

2) Which types of MFT
attributes are usable to the
investigator?
3) Which are the functions of
‘file system Metadata’?

4) How many characters can be
stored in a single key type?
5) What are the functions of
‘alternate Data Streams’?

6) In email forensics, what is the
main function of ‘Mail client’?

Knowledge
evaluated
(Table 14)
Procedural

Procedural

Procedural

Factual /
conceptual
Procedural

Procedural

Table 167: Multiple Choice Questionnaire for topic ‘IT Forensic’, taught at Master level (4st year) in computer science.
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‘Literature Comprehension’ (Topic 16)
Question

Possible answers (in bold the correct)

1) What is the goal in
reading a research
paper?
2) In reading a
research paper, what
is ‘skimming’?

a) to understand the bias, assumptions, and perspectives underlying
the discussion b) to read what is said c) to summarize the contents d) to
scan and to skim the underlying information
a) Gaining a general impression by reading rapidly
b) Looking for particular points by reading rapidly
c) Think carefully about what you are reading
d) Analysing, evaluating and judging the paper
A-1) Survey : Get the general idea 2) Question: What questions would
you like the text to answer? 3) Read: If you think it is relevant to your
work 4) Recall: Try to recall the main points after reading (and record)
5) Review: To confirm you have understood and collected the main
points
B-1) Question: What questions would you like the text to answer? 2)
Survey: Get the general idea 3) Read: If you think it is relevant to your work
4) Recall: Try to recall the main points after reading (and record) 5) Review:
To confirm you have understood and collected the main points C-1) Survey:
Get the general idea 2) Question: What questions would you like the text
to answer? 3) Recall: Try to recall the main points after reading (and record)
4) Read: If you think it is relevant to your work 5) Review: To confirm you
have understood and collected the main points D-1) Read: If you think it is
relevant to your work 2) Survey: Get the general idea 3) Question: What
questions would you like the text to answer? 4) Recall: Try to recall the
main points after reading (and record) 5) Review: To confirm you have
understood and collected the main points
A 1) Title 2) Abstract 3) Section Headings 4) Introduction 5)
Conclusion 6) Bibliography
B) 1) Abstract 2) Title 3) Section Headings 4) Introduction 5) Conclusion
6) Bibliography
C 1) Introduction 2) Title 3) Abstract 4) Section Headings 5) Conclusion 6)
Bibliography
D 1) Bibliography 2) Introduction 3) Title 4) Abstract 5) Section Headings
6) Conclusion
a) To understand the paper and the evidence used
b) To decide if the paper is worth a reflective read
c) To get a detailed understanding of the work described in the paper
d) To evaluate strengthens and weakness and to create a set of paragraphs
summarizing your reflections

3) What’s the right
reading technique
process?

4) In reading a
research paper, what
is the right order to
establish if it is
relevant to your
research?

5) Keshav (2007)
proposes the ‘three
pass approach’ to
read a paper. What is
the objective of the
second pass?

Knowledge
evaluated
(Table 14)
Procedural

Factual /
conceptual

Procedural

Procedural

Procedural

Table 168: Multiple Choice Questionnaire for topic ‘Literature Comprehension’, taught at Master level in computer
science.
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‘Virtual Memory’ (Topic 17)
Question

Possible answer (in bold the correct)

1) Which are the main limitations
of fixed and dynamics partition
system?

a) -The program must be contiguous - Internal
and external fragmentation b) - The program must
be contiguous - Internal and external fragmentation Operating system overhead increases c) - The
program is NON-contiguous - Internal and external
fragmentation d) - They keep track of job’s pages Operating system overhead increases
a) Page 1 - displacement 103
b) Page 1- displacement 100
c) Page 2 - displacement 103
d) Page 1 - displacement 150
a) To confirm a page has been modified and must
be saved before swapping out b) To confirm a page
was recently modified but not referenced c) To
confirm the page is in memory and has not been
modified d) To confirm a page has been modified and
need not be saved before swapping out
a) The Demand Page Map Table has three extra
fields b) The Demand Page Map Table has two extra
fields c) The Demand Page Map Table has one extra
field d) The Page Map Table has three extra fields
a) Check if page is in memory and check if there
are any free page frames b) Load a Page from
secondary storage to main memory and Swap a page
from memory to secondary storage c) Check if the
page is in memory and swap it out to secondary
storage d) Check if there are any free page frames
and check if the page is in memory
a) To remove the page that has been unused for
the longest time b) To remove the internal
fragmentation of a page frame c) To remove the page
that has been unused for the shortest time d) To
remove the page that was the last to be used

2) If the logical address is 253 and
the page size is 150. What is the
page
number
and
the
displacement?
3) What is the purpose of the
modified field in the demand page
memory allocation table?

4) What is the difference between
the PMT in Page Map Allocation
and
Demand
Page
Map
Allocation?
5) What are the first two steps of
the virtual memory process?

6) What is the function of the
LRU page swapping algorithm?

Knowledge
evaluated
(Table 14)
Procedural

Procedural

Procedural

Procedural

Procedural

Procedural

Table 169: Multiple Choice Questionnaire for topic ‘Virtual Memory’, taught at Bachelor level (4th Year) in computer
science.
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‘Research Hypothesis’ (Topic 18)
Question

Possible answers (in bold the correct)

1) What is a ‘research hypothesis’?

a) A predictive and testable statement
b) A testable statement
c) A predictive question
d) A precise question
a) It points out the nature and the direction of the
relationship/difference between variables
b) It states that a relationship/difference will occur
c) It shows the nature of the relationships between
variables d) It informs the reader on the direction of
the difference between variables
a) one variable b) two variables c) three variables
d) four variables
a) Measurability of the variables, replicability of
the experiment and reproducibility of the results
b) Replicability and reproducibility of the results
c) Replicability of the experiment
d) Reproducibility of the results
a) The alternate hypothesis is the complementary
(inverse) statement to the null hypothesis
b) The alternate hypothesis is the commonly accepted
fact c) The alternate hypothesis is the fact a
researcher wants to disprove d) The alternate
hypothesis is the fact a researcher wants to nullify

2) What is the goal of a ‘directional
hypothesis’?

3) A research hypothesis must
contain at least:
4) Which are the criteria you must
consider in order to test a research
hypothesis through an experiment?

5) What is the ‘alternate hypothesis’
?

Knowledge
evaluated
(Table14)
Factual /
conceptual

Factual /
conceptual

Factual /
conceptual
Procedural

Factual /
conceptual

Table 170: Multiple choice questionnaire for topic ‘Research Hypothesis’, taught at Master level in computer science.

‘Literature Review’ (Topic 19)
Question

Possible answers (in bold the correct)

1) What is a literature
review?

a) a piece of discursive prose b) a list describing one piece of
literature after another c) a list summarizing one piece of literature
after another d) a synthesis of all material published
a) finding and defining the research question b) rejecting the
research hypothesis c) answer the research question
d) answer the research hypothesis
a) a question that identifies the phenomenon to be study
b) a statement that identifies the phenomenon to be studied
c) a hypothesis d) a prediction
a) a specific prediction about the nature and the direction
between two variables b) a generic prediction about the nature and
direction between variables c) a computation between two variables
d) a specific question that identifies the phenomenon to be studied
a) - exploratory - base-rate- correlation - causal relationship –
design b) - exploratory - correlation - causal -relationship design c) base-rate- correlation – design
d) - exploratory - base-rate- correlation - causal relationship
a) - Existence- Description – Classification – Comparation
b) -Frequency – Distribution
c) - Relationship - Causality- Description
d) - Design- Relationship- Causality - Classification

2) A literature review is
the means for:
3) What is a research
question?
4) What is a research
hypothesis?

5) Which are the types
of research questions?

6) Which are the main
criteria for designing
exploratory
research
questions?

Knowledge
evaluated
(Table 14)
Conceptual

Procedural

Conceptual

Conceptual

Conceptual

Procedural

Table 171: Multiple Choice Questionnaire for topic ‘Literature Review’, taught at Master level in computer science.
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‘Operating System’ (Topic 20)
Question

Possible answers (in bold the correct)

1) What is the function of
the ipconfig && mspaint
command?

a) It runs two commands together
b) It sees all the drivers installed on your computer c) It
sends the command’s output to the clipboard d) It runs
a system file checker tool that scans Windows system
files and look for problems
a) It runs a system file checker tool that scans
Windows system files and look for problems
b) It displays command history
c) It lists all the directories that DOS will search trough
to locate a command executable
d) It checks a disk and displays a status report
a) It sends the command’s output to the clipboard b)
It sees all the drivers installed on your computer c) It
displays network statistic and current TCP d) It checks
a disk and displays a status report
a) 2007
b) 2012
c) 1995
d) 2018
a) It lists all the directories that DOS will search
trough to locate a command executable b) It clears
the screen c) It changes directory to one level higher up
in the hierarchy structure d) It lists all the possible DOS
commands and explain what they do

2) What is the function of
the sfc/scannow
command?

3) What is the function of
the ipconfig | clip
command?
4) In which year has the
Window Vista been
launched in the global
market?
5) What is the function of
the path command?

Knowledge evaluated
(Table 14)
Procedural

Procedural

Procedural

Factual / conceptual

Procedural

Table 172: Multiple Choice Questionnaire for topic ‘Operating Systems ’, taught at Master level in computer science.
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APPENDIX 5
5.1. Harrel Davis estimation of efficiency scores per control and
experimental groups associated with each topic taught in the tuning
phase and computed with the NASA and RAW NASA task load index

Figure 52: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 1 (Advanced dataset) for the control (c) and experimental (e) conditions grouped by
the likelihood and the deviational model computed with the NASA and RAW NASA Task Load Index (NASA and
RAW NASA).
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Figure 53: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 2 (Research Methods) for the control (c) and experimental (e) conditions grouped by
the likelihood and the deviational model computed with the NASA and RAW NASA Task Load Index (NASA and
RAW NASA).
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Figure 54: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 3 (Amazon Cloud Watching) for the control (c) and experimental (e) conditions
grouped by the likelihood and the deviational model computed with the NASA and RAW NASA Task Load Index
(NASA and RAW NASA).

349

Figure 55: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 4 (Semantic Web) for the control (c) and experimental (e) conditions grouped by the
likelihood and the deviational model computed with the NASA and RAW NASA Task Load Index (NASA and RAW
NASA).
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Appendix 5.2 Harrel Davis estimation of efficiency scores per control
and experimental groups associated with each topic taught in the tuning
phase and computed with Rating Scale of Mental Effort (RSME).

Figure 56: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 1 (Advanced Dataset) for the control (c) and experimental (e) conditions grouped by
the likelihood and the deviational model computed with the Rating Scale of Mental Effort (RSME).
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Figure 57: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 2 (Research Methods) for the control (c) and experimental (e) conditions grouped by
the likelihood and the deviational model computed with the Rating Scale of Mental Effort (RSME).

Figure 58: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 3 (Amazon Cloud Watching) for the control (c) and experimental (e) conditions
grouped by the likelihood and the deviational model computed with the Rating Scale of Mental Effort (RSME).
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Figure 59: Histograms and scatterplots of the efficiency scores (first and second rows), and Harrel Davis estimations
for quartiles associated with topic 4 (Semantic Web) for the control (c) and experimental (e) conditions grouped by the
likelihood and the deviational model computed with the Rating Scale of Mental Effort (RSME).
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APPENDIX 6
6.1 Harrel Davis estimation of efficiency scores per control and
experimental groups associated with each topic taught in the
experimental phase and computed with Rating Scale of Mental Effort
(RSME).

Figure 60: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 1 (Research Methods) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 61: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 2 (Research Hypothesis) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental
Effort (RSME).
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Figure 62: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 3 (Visualising Geo Spatial Data) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental
Effort (RSME).
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Figure 63: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 4 (Operating System) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three factor-model computed with Rating Scale of Mental Effort
(RSME).
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Figure 64: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 5 (Problem Solving) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three factor-model computed with Rating Scale of Mental Effort
(RSME).
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Figure 65: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 6 (Data Mining) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 66: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 7 (Literature Review) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 67: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 8 (Research Hypothesis) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental
Effort (RSME).
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6.2 Harrel Davis estimation of efficiency scores per control and
experimental groups associated with each topic taught in the
experimental phase and computed with the RAW version of NASA Task
Load Index (NASA)

Figure 68: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 1 (Research Methods) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of the NASA
Task Load Index (NASA).
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Figure 69: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 2 (Research Hypothesis) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of
the NASA Task Load Index (NASA).
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Figure 70: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 3 (Visualising Geo Spatial Data) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of
NASA Task Load Index (NASA).
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Figure 71: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 4 (Operating System) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of the NASA
Task Load Index.
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Figure 72: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 5 (Problem Solving) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of the NASA
Task Load Index.
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Figure 73: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 6 (Data Mining) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of the NASA
Task Load Index.
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Figure 74: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 7 (Literature Review) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of the NASA
Task Load Index.
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Figure 75: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 8 (Research Hypothesis) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of
the NASA Task Load Index.
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Appendix 7
7.1 Harrel Davis estimation of efficiency scores per control and
experimental groups associated with each topic taught in the refined
experimental phase and computed with Rating Scale of Mental Effort
(RSME).

Figure 76: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 9 (Strings) for the control (c) and experimental (e) conditions grouped
by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort (RSME).

370

Figure 77: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 10 (Programme Design) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental
Effort (RSME).
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Figure 78: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 11 (Machine Learning) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 79: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 12 (Image Processing) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model with Rating Scale of Mental Effort (RSME).
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Figure 80: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 13 (Research Methods) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 81: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 14 (Statistics) for the control (c) and experimental (e) conditions grouped
by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort (RSME).
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Figure 82: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 15 (IT Forensic) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 83: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 16 (Literature Comprehension) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental
Effort (RSME).
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Figure 84: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 17 (Virtual Memory) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 85: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 18 (Research Hypothesis) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental
Effort (RSME).
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Figure 86: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 19 (Literature Review) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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Figure 87: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 20 (Operating System) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with Rating Scale of Mental Effort
(RSME).
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7.2 Harrel Davis estimation of efficiency scores per control and
experimental groups associated with each topic taught in the refined
experimental Phase and computed with the RAW Version of NASA
Task Load Index (NASA)

Figure 88: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 9 (Strings) for the control (c) and experimental (e) conditions grouped
by the likelihood, the deviational and the three factor model computed with the RAW version of NASA Task Load
Index (NASA).
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Figure 89: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 10 (Programme Design) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of
NASA Task Load Index (NASA).
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Figure 90: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 11 (Machine Learning) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task
Load Index (NASA).
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Figure 91: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 12 (Image Processing) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task
Load Index (NASA).
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Figure 92: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 13 (Research Methods) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task
Load Index (NASA).
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Figure 93: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 14 (Statistics) for the control (c) and experimental (e) conditions grouped
by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task Load
Index (NASA).
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Figure 94: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 15 (IT Forensic) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task
Load Index (NASA).
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Figure 95: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 16 (Literature Comprehension) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of
NASA Task Load Index (NASA).
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Figure 96: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 17 (Virtual Memory) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task
Load Index (NASA).
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Figure 97: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 18 (Research Hypothesis) for the control (c) and experimental (e)
conditions grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of
NASA Task Load Index (NASA).
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Figure 98: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 19 (Literature Review) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task
Load Index (NASA).
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Figure 99: Histograms and scatterplots of the efficiency scores (first, second and thirds rows), and Harrel Davis
estimations for quartiles associated with topic 20 (Operating System) for the control (c) and experimental (e) conditions
grouped by the likelihood, the deviational and the three-factor model computed with the RAW version of NASA Task
Load Index (NASA).
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