We examine the problem of reliable networked control when the communication channel between the controller and the actuator periodically drops packets and is faulty i.e., corrupts/alters data. We first examine the use of a standard triple modular redundancy scheme (where the control input is sent via three independent channels) with majority voting to achieve mean square stability. While such a scheme is able to tolerate a single faulty channel when there are no packet drops, we show that the presence of lossy channels prevents a simple majority-voting approach from stabilizing the system. Moreover, the number of redundant channels that are required in order to maintain stability under majority voting increases with the probability of packet drops. We then propose the use of a reputation management scheme to overcome this problem, where each channel is assigned a reputation score that predicts its potential accuracy based on its past behavior. The reputation system builds on the majority voting scheme and improves the overall probability of applying correct (stabilizing) inputs to the system. Finally, we provide analytical conditions on the probabilities of packet drops and corrupted control inputs under which mean square stability can be maintained, generalizing existing results on stabilization under packet drops.
INTRODUCTION
Networked control systems are spatially distributed systems where the communication between the sensors, actuators and controllers takes place through a network [12] . The presence of a network within the control loop can adversely affect the performance of the system due to the inherent unreliability of the underlying channel. For instance, the network can drop packets with a certain probability or introduce delays in transmission. Recent years have seen much work on the problem of control in the presence of such imperfections [9, 21, 8, 13, 10, 19, 2] .
While the issue of stability over relatively benign packetdropping channels has been well studied, the topic of maintaining stability under faults or attacks (i.e., data alterations or corruptions) in the network has not yet received much attention. The potential for such disruptions is becoming greater as control networks become increasingly integrated with standard corporate and data networks [23] , and an unmitigated fault or attack could have disastrous consequences in safety-critical applications. The paper [1] takes a step towards addressing this problem, studying the stability of networked control systems under a malicious denial-ofservice attack where an attacker stops packets from reaching the controller or actuator for an extended period of time. Other recent investigations of this topic can be found in [20] .
In this work, we study the problem of reliable networked control with channels that are both packet dropping and data-corrupting. We first examine the use of a simple majority voting scheme with multiple redundant channels between the controller and the actuator. Each of these channels may drop packets or modify the data that they carry. We show that a straightforward implementation of triple modular redundancy may not be sufficient to ensure stability, due to the presence of packet drops in the network. Specifically, we show that the number of redundant channels required in order to ensure stability increases with the probability of packet drops by each channel. It is worth noting that [19] also studied the use of multiple packet-dropping channels to obtain stability in a networked control system. However, the channels in that paper were not assumed to corrupt the data, and redundancy was added only to increase the probability of receiving a packet at the actuator. In contrast, we introduce redundant channels in our setup only to deal with data-corruptions in certain channels, and show that the combination of data corruptions and packet drops imposes a lower bound on the number of redundant channels that are required to stabilize the system (even if a single channel is sufficient to stabilize the system under non-faulty conditions).
To address the problem of stabilization under packet drops and data corruptions, we introduce the use of reputation management into the networked control setting. At its core, this involves placing a computational element (called the reputation manager) in the feedback loop, which examines the values that it receives from the redundant channels and uses the history of the channels' (data corruption) behaviors to assign to them a quantitative reputation 'score'. This score is then used to switch between the available channels (or to apply no input at all). Reputation management schemes have been well studied in the computer science community for the past decade for applications such as file sharing [24] , peer-to-peer networks [17] , spam detection [25] , and inter-domain routing [6] . The characterization of "good" versus "bad" behavior with regard to maintaining reputation depends on the particular application and domain. While reputation management systems have traditionally been used to characterize and control virtual processes in the computing domain, in this work, we apply the concept to a cyber-physical system revolving around the control of a plant. Consequently, we tie the performance of the reputation manager to a physical process, namely the stability of the plant (encapsulated by the square of the largest eigenvalue of the system matrix, as we will show).
The principal contributions of the paper are: (1) an analytical characterization of the probabilities of packet drops and data corruptions under which the networked control system can maintain mean-square-stability, and (2) a demonstration of the capability of reputation management to improve upon triple modular redundancy schemes to provide mean square stability (under certain conditions). In addition to the specific contributions listed above, our analysis and evaluations are intended to lay a foundation for further integration of reliability and security mechanisms developed by the computer science community into feedback control settings.
The paper is organized as follows, Section 2 presents the necessary background on networked control systems and the fault model for this work. This is followed by Section 3, where we describe the system model for our reliable control scheme, and Section 4 delves into the majority voting approach and its pitfalls. Section 5 presents the reputation management scheme. In Section 6, we present a detailed stability analysis for systems with a faulty channel. Finally, Section 7 concludes the paper.
Notation: For a given matrix A, the notation A indicates the transpose of the matrix. For any vector a, the notation a denotes the Euclidean norm of the vector. More generally, for a given positive definite matrix P and any vector a, 
BACKGROUND AND FAULT MODEL
Consider the networked control system shown in Fig. 1 . The plant P is given by the dynamical system
where x ∈ R n is the system state vector, u ∈ R m is the system input vector, y ∈ R p is the system output vector, and k denotes the time-step of the system. The matrices A, B and C are real-valued matrices of appropriate dimensions.
To obtain the desired behavior from the plant, the output y[k] is sent to a controller C, as shown in Fig. 1 . Based on y[k] (or perhaps the entire history of the outputs), the controller computes an inputû[k] to apply to the plant. This value is sent through a channel (or more generally, a network), which results in a value u[k] to be applied at the actuators. There are multiple ways to model the channel; for example, it may drop packets according to some probability, introduce time-varying delays, or have dynamics that cause the input and output to be related in complex ways. For the Bernoulli packet-drop model commonly studied in the literature (e.g., [12, 10, 22] ), at each time-step k, we have
where ∅ denotes that no signal is received. In the latter case, we assume that the actuators simply apply the input u[k] = 0. This case has been studied extensively, leading to conditions on the plant and success probability p under which the system will be stable. Due to the probabilistic nature of the applied inputs, the following notion of stability is considered in the literature.
Definition 1.
The system is said to be mean square stable
Various conditions for ensuring mean square stability have been obtained for general plants [13, 21, 8] . When the input matrix B is square and full rank (i.e., the system is fully actuated), the following result has been established. In this paper, we expand the discussion on networked control systems to the case where the channel is capable of modifying the data that it carries, in addition to dropping it with a certain probability. This can happen, for example, if an attacker takes control of one of the intermediate nodes in the network, and executes man-in-the-middle attacks [3] . It can also happen due to accidental faults in the network (e.g., when encoding or decoding during transmissions). Regardless of the cause of the error, we will refer to channels that modify the data that they carry as faulty. [18] and information theoretic security [15] .
NETWORKED CONTROLLER MODEL AND ASSUMPTIONS
As a first step to addressing the problem of a faulty channel in Fig. 1 , suppose we implement a standard triple modular redundancy scheme by simply sending the controller inputs through three different channels; for example, this could represent disjoint paths through the communication network between the controller and the actuator. Such an implementation is shown in Fig. 2 . The manager block (denoted by M in Fig. 2 ) compares the different channel values and makes a decision as to what input u[k] (if any) to apply (i.e., it switches between the available channels, or the input 0). We assume that each channel drops its packet with probability p, and that during the course of operation, no more than one 1 of the channels can be faulty (i.e., if a channel is faulty at some time-step, a different channel cannot be faulty at another time-step). We also assume that each channel is independent of the other channels. If the probability of packet drops is p = 0, the manager M receives the outputs of all three channels at each time-step, and can simply choose the value that is specified by the majority of the channels as the input u[k]. The more interesting case occurs when we have a nonzero probability of packet drop, and the manager must adopt some rule to choose which input to apply among the ones it does receive. We study this case next.
MAJORITY VOTING WITH PACKET DROPS
When the manager does not receive all three signals at each time-step, one can adopt the following natural extension of the standard majority-voting mechanism: if the manager receives at least two signals that match, then that signal is applied. Otherwise, the input u[k] = 0 is applied. We denote the number of received signals at time-step k by R k . Note that R k is a binomial random variable with parameters (3, p). Thus, R k = t with probability
No Faulty Channels
When there are no faulty channels, the correct input is applied whenever at least two signals are received, and u[k] = 0 is applied otherwise. This latter case occurs with probabilityp1 = p 3 + 3p
. Thus, when there are no faulty channels, this mechanism is equivalent to a single non-faulty channel with drop probabilityp1; there will be an overall improvement when p is less than 0.5, and a degradation when p is greater than 0.5.
One Faulty Channel
When one of the channels is faulty (i.e., its output is not equal to the signal generated by the controller), the probability that the manager receives at least two matching signals is equal to the probability that it receives signals from both of the non-faulty channels. This probability is given by (1 − p) 2 , and thus the drop probability is given bȳ
One can verify thatp2 ≥ p for p ∈ [0, 1]. The presence of a faulty channel therefore results in an overall degradation in performance (i.e., the majority voting mechanism functions as a single non-faulty channel with drop probabilityp2 ≥ p). This may result in the overall system no longer being stable, as the following example illustrates.
Example 2. Suppose we would like to protect the plant described in Example 1 against channel faults (or attacks) by implementing the modular redundancy scheme shown in Fig. 2. If one of the channels is faulty, the probability that the manager M does not receive two equal values (equal to
−4y[k]) at any time-step k is given by equation (2), namelȳ p2 = −(0.05) 2 +2(0.05) = 0.0975. However,p2|λmax(A)| 2 = 0.0975(4) 2 = 1.56 > 1
, and this violates the bound in Theorem 1. Thus the plant cannot be stabilized via this majority voting scheme when one of the channels is faulty.
The above example shows that when one considers the possibility of both faulty and packet-dropping channels, a simple triple-modular redundancy scheme with majority voting may not be sufficient to maintain stability, even when the probability of packet drop is low enough that a single non-faulty channel with the same drop probability would suffice.
One way to restore the performance of the networked control scheme would be to increase the number of redundant channels. Specifically, suppose that we consider N + 1 channels, where one channel is allowed to be faulty. Now, the probability that the manager does not get two (non-empty) matching signals is:
For any desired drop probability p * , we would like to find the value of N for whichp = p * (i.e., the number of channels that are required in order to obtain the desired performance). This is given by the following theorem. 
This is the inverse of the function xe x , and cannot be written in terms of more elementary functions [7] .
Proof. In order to havep = p * , we use (3) to obtain
Letting f (x) = xe x , the above equation becomes
The solution to the above equation is given by the expression in the theorem. A plot of N versus p is shown in Fig. 3 for the case where p * = 1 4 2 (i.e., this is the maximum drop probability able to stabilize the scalar plant in Example 1); since the number of channels must be integer-valued, the value of N is also shown in the plot. Note that for p = 1 4 2 , one requires N = 3 additional channels (for a total of four channels) in order to tolerate one faulty channel and still maintain the same probability of packet drop as a single non-faulty channel. As the packet drop probability increases, the number of channels required also increases rapidly.
3 Note that, even though we assume that at most one channel is faulty over all times, the analysis presented in this section will hold for the more general case where different channels can be faulty at different time-steps (as long as at most one channel is faulty in any given time-step). This is because the above majority voting scheme is memoryless, and decisions in the present are made without regard to past behavior of the channels.
In the next section, we will present a mechanism to address the shortcomings of modular redundancy in control loops with packet drops. For certain types of faults that afflict the channels, this mechanism will provide mean-square stability without requiring the use of more than two redundant channels i.e., it will address the problems described above with regard to the loss of stability in triple modular redundancy.
MAJORITY VOTING WITH A REPUTA-TION MANAGER
In practice, the behavior of a channel at any time-step k will be correlated with past and future behavior. For example, if a channel is compromised by an attacker, it is likely that the channel will misbehave for several time-steps (or perhaps permanently). Similarly, if the channel has an internal state, and if the state gets disturbed from its normal operating condition for some reason, it will take several time-steps for this error to die away. To formally capture such behavior, we will first need a metric to evaluate "good" versus "bad" behavior by a channel. Let C = {c1, c2, c3} be the set of channels between the controller and reputation manager and I c i ,k be the input received from a channel ci ∈ C at time-step k (this value can be ∅ if the input is dropped by the channel during the time-step).
Definition 3. An input
Let G c i ,k and B c i ,k represent the sets of verifiably correct and verifiably incorrect inputs, respectively, received from a channel ci ∈ C up to time-step k.
Definition 4. The reputation of a channel ci ∈ C at a time-step k is a map Rep :
where φ denotes an unknown reputation.
To simplify the notation, we use Rep(ci) to denote the reputation of a channel ci at a given time-step. The exact map that is used will depend on the types of faulty behavior that are assumed. The reputation values for each channel will be administered and updated by a reputation manager (RM), which we describe next.
Reputation Manager
The reputation manager is incorporated into the block labeled M in Fig. 2 , and operates in four stages: (1) observe the inputs from the channels at a given time-step, (2) verify the correctness (or incorrectness) of the received inputs, (3) update the reputation of the channels whose inputs can be verified, and (4) use the reputation to choose between the available channels (or apply no input at all). As we shall see, the use of reputation management outperforms the majority voting mechanism by increasing the probability of applying a correct control input and reducing the probability of applying no input.
When there is only one faulty channel and the RM receives at least two matching signals, it is certain that the input is correct. However, there may be situations when the RM is uncertain about the quality of the signal; this can happen, for example, if two non-matching signals are received, and the reputations of the two channels are identical. If the RM randomly chooses one of the two inputs to apply, there is a chance that an incorrect value will be applied. It would be prudent in this case to ensure that the input applied by the RM is bounded in some sense, so that a faulty channel 
is not able to immediately increase the system state to a large value. Rather than having the RM scale the received inputs itself, we will instead have the controller inject two values into each channel: one value is a state feedback input −Kx [k] , and the other is a bounded input u b [k] satisfying u b [k] P < b, for some matrix K, some positive definite matrix P and some positive real number b. We will later discuss conditions under which K, P, b and u b [k] can be chosen to ensure mean square stability, even when bounded incorrect inputs are applied with a certain probability. Note that a faulty channel can corrupt both the state feedback and bounded input injected by the controllers, but if the corruption causes the norm of the bounded input to increase above b, this can be immediately detected and identified by the reputation manager.
The above ideas are formally presented as Algorithm 1. Here, i and j are indices of channels from which input is received. The reputation value for each channel is initially set to φ (i.e., unknown), and gets updated as verifiably correct or incorrect inputs are received from the channels. The parameter Θ ∈ [0, 1] is a threshold value, and input from a channel with reputation below Θ is not applied. A variety of mappings/functions can be used to obtain the actual value of the reputation Rep(ci) based on the observed history
at any time-step k. In this section we describe two such mappings that prove to be simple yet more effective than majority voting. Before delving into the details, we present the fault model that we are considering (the analysis of other fault models will be left as an extension for future work).
Fault Model
We assume that, over all time-steps, at most one channel is faulty, and without loss of generality we take this to be c3 (of course, this is unknown to the manager). 4 Furthermore, we assume that c3 becomes faulty at an arbitrary time-step. In this work, we take the faultiness of the channel to be probabilistic and expressed as dc i , which is the probability that channel ci is fault-free at any given time-step. Thus, we consider the case where dc 1 = 1, dc 2 = 1 and 0 ≤ dc 3 ≤ 1 at any given time-step. Finally, we assume that the reputation manager knows that at most one channel is faulty, but it does not know a priori that c3 is the faulty channel nor does it know the probability of being c3 being faulty (i.e., 1−dc 3 ).
Stratified Reputation
We will start by considering a simple reputation function that switches between a finite set of reputation values. Initially all the channels have an unknown reputation φ. G c i ,k and B c i ,k represent the number of verifiably correct and verifiably incorrect inputs, respectively, received from channel ci up to time-step k. Then, the reputation of the channel ci at timestep k is defined as:
Definition 5. (Stratified Reputation) Let
Using the stratified reputation function, the moment we verify that a channel is faulty, it is "black-listed" and no unbounded input provided by that channel is ever applied again. Since reputations can only be either 0 or 1 (when not unknown), we can use any 0 < Θ ≤ 1 as the threshold in Algorithm 1. While simple, this reputation function does not provide us with much information about the extent of faultiness of the channel (which could be useful for identifying the cause of the fault). We will next consider a slightly more complex reputation function that still provides an improvement over majority voting, and also provides an estimate of the fault probability of the channel.
Bayesian Reputation
To estimate the fault probability of the channel, we use a Bayesian Reputation function [14] . To understand this, note that when channel ci becomes faulty, each verifiable input provided by ci is correct or incorrect with a Bernoulli distribution, given by the (unknown) probability dc i . Consequently, given a set of verifiably correct and incorrect inputs from a channel, the quantity dc i satisfies a beta distribution, which is the probability distribution of seeing a particular combination of correct and incorrect inputs from a channel [14] . The expected value of the beta distribution forms the reputation and is given by the ratio of the number of correct values received to the number of total values received. This is also the required estimate of the fault-free probability of c3 (i.e., dc 3 ). G c i ,k , B c i ,k and S c i ,k represent the number of verifiably correct, verifiably incorrect and total number of verifiable inputs, respectively, received from the channel ci up to time-step k. Then, the reputation of the channel ci at time-step k is defined as:
Definition 6. (Bayesian Reputation) Let
Note that, it might be preferable in some situations to give weight to more recent behaviors than older ones, e.g., by introducing time decay functions for the reputation calculation. We will leave a treatment of such reputation functions for future work.
Discussion
Even though both reputation functions can detect the faulty channel, the Bayesian reputation function allows one to estimate the probability of the channel's faultiness through its reputation value. This helps system administrators perform better fault diagnosis. For example, if the reputation of channel ci is lower than a certain value, it might imply that the root cause of the faulty signal could be serious network outage or a malicious attack, rather than random network operation errors. Consequently, unlike the stratified function, with the Bayesian reputation function, the reputation value is constantly updated even when the RM is aware which channel might be faulty.
Note that, these two are not the only reputation functions that can be used here. Their choice is motivated by the desire to demonstrate simple functions that can provide improvements over majority voting (as we will show below). The choice of the reputation function is largely dictated by the fault model assumed in the system. Identifying different criteria for choosing appropriate reputation functions is the focus of ongoing research.
Evaluation Metrics
From Algorithm 1 it can be seen that each of the inputs (i.e., a full state-feedback input, a bounded correct input, a bounded faulty input, and 0) will be applied with a certain probability. We will characterize the probabilities of each of these events by C, C b , E and N = 1− C − C b − E, respectively. In the rest of the paper we refer to these collectively as ECN metrics. Furthermore, we use subscripts NR and R with the ECN metrics, to indicate that the scenario being considered does not or does use reputation, respectively.
Performance Without Reputation Manager
In the absence of a reputation manager (i.e., the standard triple-modular-redundancy scheme with majority voting from the previous section), it is easy to see that ENR = 0,
Performance With Reputation Manager
Considering our setup with reputation, Table 1 
Furthermore, the probability that c3 is faulty, given that its value was received, is given by (1 − dc 3 ) . Given these values, we have
Similarly, given the perfect reputation values, no input will be applied to the plant only when no value is received, i.e., all three channels drop their packets. The probability of this happening is given by NR = p 3 . Finally, a bounded correct controller input is applied to the plant under three conditions: (1) a value from c1 or c2 is received, the probability of which is given by: 2p 2 (1−p); (2) a value was received from c1 and c3 or c2 and c3, the values do not match, and c1 and c2 are chosen at random, respectively. The probability of this scenario is given as: p(1−p) 2 (1−dc 3 ); and (3) the value from c3 alone is received and it is not faulty, which is given by p
Given that c1 and c2 are never faulty, and their reputation is updated only when majority of the inputs are identical (2 out of 3), the reputation c1 and c2 can therefore only take the values 1 or φ. In the case of channel c3 however, the reputation can be either φ or 0 ≤ Rep(c3) ≤ 1 depending upon the faultiness of the channel, and the packet drop characteristics of the three channels.
Simulation Results
We simulated the triple modular redundancy scheme in a networked control system with one faulty channel. The principal goal of the simulation was to evaluate whether the reputation manager improves the probability of applying correct inputs to the plant. Each simulation run was set to execute for 1000 time-steps with different p and dc 3 values. Furthermore, in order to compensate for the variation of individual simulation cycles, the entire simulation process was executed 10, 000 times for each combination of p and dc 3 values and the averages of the values are reported. Our simulations use the Bayesian reputation function with the threshold value of Θ = 1. However, with this choice, one can verify that Algorithm 1 performs identically under both the Stratified and Bayesian reputation functions. Fig. 4 shows the variation in the probability of applying a correct state-feedback input (C). The probability of applying a correct input to the plant when reputation is used is always higher than when it is not used (i.e., in the case where majority voting alone is used). As the packet drop rate increases, however, this difference is reduced considerably. Note that all of the curves corresponding to the cases where reputation is used are almost identical, which demonstrates an important property of using reputation: performance does not significant degrade even when the value of dc 3 drops. This is a consequence of our fault model, where at most one of the three channels is faulty. Consequently, once the RM has identified the good channels, it automatically does not consider the input from the third one (given the chosen threshold value of Θ = 1). 5 shows the probability of applying a bounded correct controller input (C b ). At lower packet drop rates, the probability of applying a full (correct) state-feedback input to the plant is much higher, resulting in low C b values. As the drop rate increases, not all inputs arrive at the reputation manager. Consequently, the reputation manager has to increasingly apply bounded inputs, resulting in the increase in the value of C b . As the packet drop rate increases further, not enough inputs arrive which causes C b to drop again. Again, all curves are nearly identical. Fig. 6 shows the probability of applying no controller input (N ). This value is always lower when reputation is used, but predictably increases with the packet drop rate. Once again, all curves corresponding to the cases where reputation is used are almost identical. Fig. 7 shows the probability of applying a bounded incorrect input (E). The values are very close to zero when the packet drop rate is low, irrespective of the value of dc 3 . This is because 2 or more identical inputs are frequently received, causing the reputation of c1 and c2 to reach 1 very quickly. For higher packet drop rates, E is greater for channels with higher dc 3 . The reasons are two-fold: (1) c3 amasses a bet- Effect on E in a system with dynamic channel failure due to reputation ter reputation than in the case where dc 3 is lower, and (2) with the high packet drop rate, a relatively large number of time-steps will have only c3's input showing up, potentially increasing the number of incorrect inputs applied to the plant. Note that after channel c3 becomes faulty and the system has run for some time, the reputations reach their steady state values and the probability of applying an incorrect (bounded) input E is always 0. In Fig. 7 , the small non-zero value of E is due to the few incorrect (bounded) inputs that are applied during the transient period (while the reputations are converging). The convergence rate of the reputations can potentially be analyzed by associating an appropriate Markov chain with the RM and examining its mixing time; this is the subject of ongoing research.
STABILITY UNDER INTERMITTENT FAULTY INPUTS
In the previous section, we showed that a reputation manager can improve the probability of applying correct inputs to the plant under a majority voting scheme with packet drops. However, in situations where the RM is uncertain about the quality of the inputs that it receives, it can potentially apply incorrect (bounded) inputs to the plant with a certain probability. While this probability is zero in steady state for the fault model (only one channel can be faulty for all time) and reputation functions that we consider in this paper, the same is not true for more general fault models (e.g., where multiple channels can be faulty). In this section, we will generalize existing results on stability under packet dropping channels to the case where incorrect (but bounded) inputs are periodically applied to the system. We will then verify that for the fault model considered in this paper, reputation management is able to satisfy the resulting conditions for mean square stability better than majority voting.
To this end, suppose that system (1) operates as follows; at each time-step k, the input is:
with probability E 0 with probability
In the above, C, C b , and E are the probabilities of applying a stabilizing state-feedback input, a bounded stabilizing input or a bounded incorrect input, respectively. The bounds on the inputs
for some positive definite matrix P (which we will specify below) and for some positive value b. The input u b [k] is taken to be designed (i.e., chosen to improve the stability of the system), and the input d[k] is a faulty input (perhaps chosen maliciously), satisfying the above bound. The matrix K will be chosen to obtain mean square stability. Under these conditions, the following theorem provides a sufficient condition for the probabilities of applying statefeedback control inputs and applying bounded faulty inputs that will maintain mean square stability of the system. (A, B) , and let C be the probability of applying the state feedback input −Kx [k] , and E be the probability of applying an incorrect, but bounded, input to the plant. If there exists a positive definite matrix P and a matrix K such that
Theorem 3. Consider a system
the system is mean square stable.
Proof. For system (1) with inputs (5), we will examine the quantity 5 This is a Quadratically Constrained Quadratic Program (QCQP), which can be solved numerically [4] , but difficult to solve analytically.
Now, note that Ax+Bu
Substituting these facts into (7), we get
Now, examine the quantity
If we can choose the positive definite matrix P and matrix K to satisfy
2 P ], and (8) would become
for some 0 ≤ α < 1. This signifies a stable system (provided that b < ∞), which proves mean square stability.
Equation (6) in the above theorem can be readily transformed to a linear matrix inequality (LMI), which can then be solved to determine whether there exists a feasible pair (P, K) [4] . When the matrix B is square and full rank, we can easily choose K = B −1 A, in which case (6) becomes A PA(1 − C + E ) − P < 0.
This is a Lyapunov function, and admits a positive definite matrix P if and only if the matrix √ 1 − C + EA has all eigenvalues inside the unit circle [11] . This immediately leads to the following result. Corollary 1. Consider a system (A, B) with matrix B being square and full rank. Let C be the probability that the input −B −1 Ax[k] is applied to the system, and let E be the probability that an incorrect (but bounded) input is applied to the system. Then, the system is mean square stable if
It is instructive to compare this condition to that in Theorem 1: the term C − E indicates that incorrect inputs essentially 'cancel out' a certain number of the correct inputs. As expected, this is worse than a channel that simply drops inputs, which only limits the number of correct inputs that are applied. Note that the value of the bound b does not impact the mean square stability of the system as long as b < ∞; the proof of the theorem reveals, however, that the bound on the second moment of the state increases with b.
Finally, to verify that the reputation manager described in Section 5 improves the metric 1 − C + E for stability from equation (10) The main point to note in the graph is that the value of 1 − C + E with no reputation is invariably higher compared to reputation-based networked control. The difference in performance decreases with the increase in packet-drop rates. Note that reputation management is not guaranteed to stabilize the system for all drop probabilities; this work is intended to demonstrate that reputation management can provide mean square stability under larger drop probabilities than majority voting. In summary, these results collectively demonstrate the utility of using even a very simple reputation scheme to augment networked controller with modular redundancy to compensate for faults.
worked control architectures, where the plant's sensors are no longer located at a single point, but instead geographically dispersed. This would necessitate the use of different state-estimators or controllers at each of those locations, and would require a scheme to fuse these different values appropriately (perhaps by making connections with recent work on trust-based distributed Kalman filtering [16] ). In cases where the values received by the reputation manager are noisy, or are transmitted asynchronously through the network. A new metric would have to be defined in order to determine which values "agree", and which value is sufficiently different from the others that it can be tagged as incorrect. The work on bounded-delay and threshold majority voting from [5] would be of interest in this regard. Finally, the chosen reputation functions were well-suited for the fault model assumed for this work. However, more elaborate fault models may require more elaborate reputation functions to ensure stability. It would be interesting to see what specific mathematical properties reputation functions should possess to ensure the plant is stabilized. Ultimately, our goal is to build a complete foundational framework for reputation-based networked control.
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