Abstract. The problem of accurate dose accumulation in fractionated radiotherapy treatment for highly deformable organs, such as bladder, has garnered increasing interest over the past few years. However, more research is required in order to find a robust and efficient solution and to increase the accuracy over the current methods. The purpose of this study was to evaluate the feasibility and accuracy of utilizing non-rigid (affine or deformable) point-set registration in accumulating dose in bladder of different sizes and shapes. A pelvic phantom was built to house an ex-vivo porcine bladder with fiducial landmarks adhered onto its surface. Four different volume fillings of the bladder were used (90, 180, 360 and 480 cc). The performance of MATLAB implementations of five different methods were compared, in aligning the bladder contour point-sets. The approaches evaluated were Coherent Point Drift (CPD), Gaussian Mixture Model (GMM), Shape Context (SC), Thin-plate Spline Robust Point Matching (TPS-RPM) and Finite Iterative Closest Point (ICP-finite). The evaluation metrics included registration runtime, target registration error (TRE), root-meansquare error (RMS) and Hausdorff distance (HD). The reference (source) dataset was alternated through all four points-sets, in order to study the effect of reference volume on the registration outcomes. While all deformable algorithms provided reasonable registration results, CPD provided the best TRE values (6.4 mm), and TPS-RPM yielded the best mean RMS and HD values (1.5 and 7.0 mm, respectively). ICP-finite was the fastest technique and TPS-RPM, the slowest.
Introduction
Since the introduction of three-dimensional (3D) medical imaging in radiation therapy more than three decades ago (Mohan et al., 1988; Bauer-Kirpes et al., 1987; Hanks et al., 1997) , modern radiotherapy treatment methods, whether external beam radiotherapy (EBRT) or brachytherapy, rely increasingly on 3D imaging for treatment planning, delivery, and quality control. visual inspection. Since the main purpose was to match the bladder, in an attempt to improve the DIR results, some of the surrounding structures were masked out to negate their complicating effects on the DIR's similarity metric calculation. This requires extra data preparation effort and the final results still did not pass the visual inspection.
Therefore, we considered the alternative approach of aligning the ROI contours, which may be more suitable for highly elastic ROI, such as bladder, since the dose data is only required for the ROI structures, rather than the whole image. Then, the correspondence is sought between two 3D shapes, which can be represented by 3D point-clouds. The applicability of point-set correspondence is similar to DIR, with the difference being that point-set correspondence provides a transformation map between two point clouds that represent ROI contours, rather than the mapping between the image voxels for DIR. Furthermore, these point clouds could be converted to image voxels, to a good approximation, to provide voxel-based dose accumulation. Shape correspondence (van Kaick et al., 2011 ) is particularly useful when there are image artifacts and/or surrounding non-matching structures that can confuse a DIR algorithm. Considering that the ROI contours are manually segmented, they are less affected by the image artifacts and not at all affected by their surroundings.
When using a deformable image or shape registration method, validating the outcome is a challenging yet crucial step, especially when i) the underlying actual ('ground truth') anatomical correspondence is unknown and/or ii) the objects lack distinctive anatomical landmarks (or such landmarks are crowded into a small localized region). Most OAR in the pelvic region are elastic structures; for example, the bladder has a rather uniform bean-like shape with only three roughly identifiable landmarks: the points of attachment of the ureters and the urethra. Therefore, it is both important and difficult to validate the registration outcome for such a structure.
The purpose of this study is to evaluate the performance of five different non-rigid point-set registration methods for registering bladder surface contours, with regard to the algorithms' robustness, computation speed, and most importantly, the registration accuracy. The methods tested represent a range of non-rigid point-matching paradigms and were selected based on their applicability to the given problem. One of the methods is based on affine registration, while the rest are deformable registration methods, which do not preserve parallel lines. All the selected algorithms were available as open-source implementations. In order to benchmark a currently available commercial package against methods presented here, we also used the DIR tool in the MIM Maestro software.
In order to validate each method, a pelvic phantom was created enclosing a pig bladder with fiducial markers attached to it. CT scans of the phantom were acquired with the bladder at various filling volumes, in order to simulate the possible range of deformations present in multi-fraction radiotherapy in the pelvic region. 3D point-sets were extracted from the contours of the bladder surface in each scan. The pig bladder was selected as a surrogate to the human bladder specifically because of its ease of acquisition and proven similar biomechanical and physiological properties to those of the human bladder (Dahms et al., 1998; Sibley, 1984; Crowe and Burnstock, 1989) .
To the best of our knowledge, there has not been any studies that compare multiple point-set registration techniques by validating the results on a deformable structure lacking discriminative features. A relevant study has been reported by by Hu et al. (2011) , who compare the performance of their patient-specific statistical shape model (SSM) to two other techniques (both of which are also tested in our study), for surfacebased deformable registration of prostate in trans-rectal ultrasounds. The accuracy of SSM was compared against the other two methods based on anatomical landmarks that were identified on the ultrasound images.
In our study, we independently evaluate the performance of five methods applied to non-rigid registration of the bladder, which has a much higher degree of deformation and size variation than the prostate, rendering its registration more difficult. Also, we use fiducial landmarks which, in contrast to anatomical landmarks, are much less subject to false identification, and can be localized with a high degree of certainty (i.e. low fiducial localization error). Therefore, they permit very accurate measurements of the target registration error (TRE) (Fitzpatrick, 2001) , which is a measure of the spatial accuracy of a registration.
In a closely related study, Wognum et al. (2014) compared a variety of DIR techniques and one point-set registration method using a porcine bladder phantom for validation. The point-set registration method they used was Symmetric Thin Plate Spline Robust Point Matching (STPSRPM) (Bondar et al., 2010) , which is very similar to one of the methods in our study. Their study also showed better performance of STPSRPM compared to the DIR methods. Our study is complementary to theirs and further demonstrated that the flexibility of deformable point-set matching algorithms makes them a suitable candidate for registering bladder contours and similar elastic structures.
In Kirby et al. (2013) , the authors employ a well-constructed deformable phantom, closely representing a single axial slice of pelvic anatomy, to test the performance of eleven different DIR methods (including MIM that was used in our study). The singleslice data is used to simulate the 3D deformations, which could be far from the actual deformations observed in human anatomy. The ability of this phantom, therefore, to mimic the large localized 3D deformation observed in the pelvic organs, such as bladder and rectum, is limited. Moreover, the amount of variation in the size, shape and position of the pelvic organs present in the two modes of the deformable phantom (i.e. empty and full bladder modes) is minimal compared to the actual scenario. Another related study is reported by Varadhan et al. (2013) , where the accuracy of B-spline and diffeomorphic demons DIR algorithms are tested on geometric deformation of the image data by ImSimQA software. Although these simulated phantoms has its benefits, the end results could be further from reality compared to a physical phantom that uses similar structures to the human organs (such as the porcine bladder pelvic phantom used in our study).
Point-Set Registration Methods
In this section, the point-set registration methods evaluated in our study are described. Table 1 gives a high-level summary of the important attributes of each method. The chosen techniques were selected based on their acclaimed robustness, popularity, and applicability to 3D data. Furthermore, the selected methods represent a wide range of methodological paradigms (i.e., two methods were not both chosen if they were too similar). Although this study is not assessing the feasibility of these software packages for clinical use, the accessibility and usability of each software package is important for prospective studies like this one, as well as potential future application to clinical data sets.
Iterative Closest Point
Iterative closest point matching (ICP) was originally introduced by Besl and McKay (1992) , as a standard technique for establishing point correspondence between two pointclouds. Since then, the ICP method has been used/cited in numerous studies in different fields, particularly medical image analysis applications (Chalana and Kim, 1997; Frangi et al., 2001 ) and range images (Whitaker, 1998; Sharp et al., 2002) . The algorithm works by iteratively seeking a rigid transform to minimize the mean squared distance between pairs of closest points in the two point-sets. In each iteration, a correspondence between closest points in the two point-sets is found, and the distance between corresponding points is minimized.
The transformation in the original ICP is limited to translation and rotation only. Also, the algorithm does not usually converge exactly to the global optimum, so the correspondence found is not always one-to-one. Moreover, the algorithm is ineffective in the presence of gross noise and outliers (Besl and McKay, 1992; Salvi et al., 2007) . Despite these drawbacks, ICP remains widely used mainly because i) it is a frequently cited approach for seeking correspondence between 3D shapes, ii) the algorithm is simple to understand and straightforward to implement, and iii) it can be modified to fit a task and/or be used in conjunction with other algorithms. Over the years, multiple modifications of the original method have been presented to improve its performance (Greenspan and Godin, 2001; Jost and Hugli, 2002; Sharp et al., 2002; Zinßer et al., 2003) . There are also studies that review and compare these ICP-variant algorithms (Rusinkiewicz and Levoy, 2001; Salvi et al., 2007) .
Due to the popularity of ICP for point-set and free-form curve and surface matching, it was included in this study even though it is not a deformable registration method. However, due to the large amount of deformation present in the shapes to be registered and anticipated poor performance of standard ICP, we used ICP-finite by Kroon (2011) , which is an improved version of the original rigid ICP. ICP-finite incorporates scaling and shearing in the transformation model by using the finite difference method (FDM), proposed by Grossmann et al. (2007) . Gold et al. (1998) , is a deformable pointset registration method based on fuzzy point correspondence. It relies on optimizing a cost function that simultaneously discovers i) a correspondence between points in the two point-clouds and ii) a deformation of the points in the moving cloud that minimizes the Euclidean distance between corresponding point-pairs. Correspondence is represented as a value between 0 and 1 for every possible pair of corresponding points, with 0 indicating no possible match and 1 a perfect match. An entropy term encourages points to partially correspond to multiple partners. A weight parameter, T , (a.k.a temperature parameter) on this entropy term controls the overall softness or crispness of the correspondence and, through an iterative deterministic annealing process (Gold et al., 1998; Yuille, 1990) , first encourages and then discourages the fuzzy correspondence between points. Annealing proceeds as follows: T starts at a pre-defined T init value and is gradually reduced at a linear rate, where T new = T old .r and r is the annealing rate. At each iteration, the cost function is minimized for a given temperature. This process repeats until a preset final temperature, T f inal , is reached, at which the correspondence values converge to either 0 or 1, i.e. binary assignment.
TPS-RPM by Chui and Rangarajan (2003) is an RPM algorithm based on thinplate spline (TPS) (Wahba, 1990; Bookstein, 1989) parametrization of the deformable transformation. In TPS-RPM, the registration regularization parameter is also driven by the same parameter, T , so that in the initial iterations, where the temperature is high, the regularization is also very high and the transformation is mainly rigid. As the temperature drops the regularization also decreases and the registration becomes more and more deformable. TPS-RPM is widely used (more than 500 citations) and has been applied to various registration applications (Claes et al., 2006; Chen and Bhanu, 2007; Osorio et al., 2008) . Its performance has been previously tested and compared to different techniques as discussed in 2.4.
Shape Context
Shape context (SC) was first introduced by Belongie et al. (2002) as a technique to find one-to-one correspondences between two shapes represented as point clouds. In SC, each point is associated with a point descriptor, which is represented by a histogram of the position of its neighbouring points in log-spherical coordinates (i.e., spherical coordinates but with log of the radial component). To achieve scale invariance, the radial components are first normalized by the mean distance between every pair of points in each shape.
Each point descriptor characterizes the local shape appearance of the point-cloud at that point. To judge the similarity between two descriptors, the χ 2 distance is used, which compares differences between each corresponding pair of bins in the two histograms. A matching betwen two point-clouds is achieved by finding a one-to-one correspondence with the minimum summed χ 2 distances. This matching is found using the Hungarian algorithm (Munkres, 1957) , a polynomial time algorithm that finds the optimal assignment on a bipartite graph. Kroon (2011) has used this shape context descriptor in combination with a bspline free-form deformation grid to register two matched shapes with regularization over the transformation. They validated their SC approach on a set of mandible (lower jaw-bone) surfaces, which has a rather complex structure, for ten different subjects. A freely available implementation of their method is available online.
Coherent Point Drift
Coherent point drift (CPD), introduced by Myronenko et al. (2006) , is a point-cloud matching method that, contrary to ICP, TPS-RPM and SC, uses a probabilistic model of point positions and searches for the best registration via maximum likelihood estimation (MLE) (Eliason, 1993; Dekking et al., 2005) . CPD first initializes a Gaussian mixture model (GMM) (Everitt and Hand, 1981; Lindsay, 1995) with isotropic Gaussians centered at the points in the moving structure point cloud. The GMM parameters are then updated to maximize the likelihood of the target points given the moving model.
The likelihood function is regularized by a term that encourages points close to oneanother to move coherently. It works by penalizing high frequencies in the displacement vector field and has the effect of preserving the topological structure of the moving point-set. This kind of regularization is based on 'motion coherence theory' (Yuille and Grzywacz, 1989a; Yuille and Grzywacz, 1989b) .
The deformable registration capabilities of CPD have been tested on various synthetic and real models (Myronenko and Song, 2010) , including 3D left ventricle contours segmented from ultrasound images. The registration performance of CPD has also been compared to TPS-RPM on point-sets of simple 2D models with missing points and/or different levels of deformation, noise, and outliers-to-data ratios. The registration errors for these tests demonstrated superior performance of CPD in the presence of high levels of noise and outliers (Myronenko and Song, 2010) .
GMM Registration
Jian and Vemuri (2011) presented a GMM-based point-set registration framework, which, in contrast to CPD, represents both point-clouds as GMMs. Alignment is done by searching for a thin-plate spline deformation of the moving point-cloud that minimizes the L2 distance for distributions between the two GMMs. This L2 distance for Gaussians is related to the more well-known Kulback-Leibler divergence as both are special cases of the density power divergence (Basu et al., 1998) .
The scale of the spherical Gaussian fit to each point is first set to be a large value in order to align the point-clouds coarsely, ignoring small discrepancies and noise. Similar to the temperature parameter in the annealing process used for RPM, the scale is incrementally decreased and the points are realigned at each step.
In Jian and Vemuri (2011) , the performance of this GMM-based registration was compared against CPD and TPS-RPM, on 2D fish and 3D face datasets. It was found that all methods produce close to perfect alignment. Therefore, they concluded that these algorithms perform efficiently for most deformable point-set registration tasks.
Materials and Methods
This section provides a detailed description of the materials, procedures and software used to perform this study. In Section 3.1, we describe the pelvic phantom components and setup. Section 3.2 includes details about CT-scanning of the phantom with the pig bladder at different filling volumes. In Section 3.3, the procedures for point-set registrations using the software libraries are discussed. Figure 1 shows an overall flowchart of the study design including the important data acquisition and analysis steps for point-set registrations. Section 3.4 reviews the MIM DIR method. The methods for point-set registration accuracy evaluation are discussed in Section 3.5.
Validation of non-rigid point-set registration methods using a porcine bladder pelvic phantom9 
Phantom Preparation
The bladder of a female pig was freshly acquired, with the urethra and the two ureters attached, and was used within a few hours. To create landmarks that were clearly identifiable and distinguishable, two types of fiducial markers (made of rubber and plastic) were glued onto the bladder surface at different locations, each with different groupings (Fig. 2) . The fiducials were distributed in a reasonably uniform pattern on the bladder surface. The total number of fiducials used relates to a trade-off between sufficient coverage the surface area and restrictions imposed on the free deformation of the bladder, which compromises the efficiency of the phantom to simulate real human bladder deformations.
A pelvic phantom was built to house and support the bladder, and to model a typical human female pelvic anatomy. The phantom consisted of a plastic container into which were placed an orthopaedic pelvis bone model (Model 4064 Pelvis fx, SYNBONE AG, Malans, Switzerland) made of solid foam, a hand-made uterus model made of plasticine, and a few water-filled plastic bags and balloons. The plastic bags and balloons were used to simulate surrounding soft tissue (e.g. muscle, bowel) and also to provide support and stability for the other parts. The marked pig bladder was then placed in the phantom as shown in Fig. 3 . 
CT Scan
A Foley-catheter was used to fill the bladder with a contrast-water mixture, consisting of 3 cc of ISOVUE contrast agent (Bracco Diagnostic, Inc. Monroe Township, NJ) per 60 cc of sterile water, in accordance with the gynecological brachytherapy treatment planning protocols in our center. The bladder was sequentially filled with 90 cc, 180 cc, 360 cc and 480 cc of contrast-water and the phantom was CT-scanned for each of the four fillings.
As an example, Figure 4a shows three orthogonal cross-sectional planes of the CT image taken from the phantom containing the 180-cc-filled bladder, as displayed by the Eclipse TM treatment planning software (Varian Medical Systems, Inc. Palo Alto, CA). The Hounsfield unit (HU) of the bladder, along with its geometry and deformation due to filling and drooping around the uterus, appear similar to those of real patient images. The characteristic bean-like shape can be seen in the axial view. Also, the Foley balloon is the same as those used in the patients, so its appearance in the images matches real data exactly. The sizes and shapes of the pelvis and the uterus model roughly match what we expect to see in a CT of real female anatomy. However, the HU value of the foam pelvis bone model is much lower than that of actual bone and the HU of the uterus model is very high because of the high density of plasticine.
The bladder surface was contoured in each of the four CT scans using the MIM Maestro software (MIM Software Inc. Cleveland, OH). The CT images were then carefully studied in MIM in order to identify the fiducials and track them across different images. Figure 4b shows an axial slice containing the two fiducial types as they appear on CT. The fiducial tracking was based on the type, grouping, and rough anatomic position (Anterior-Posterior, Superior-Inferior, Left-Right). The coordinates of the grouped fiducials in each scan were averaged to find their centroid. Landmarks that are very close to each other would be expected to move coherently, considering the homogeneity of the bladder material, smooth surface gradients, and uniform external and/or internal force on the bladder wall. Therefore, a centroid position that could be uniquely identified and localized in all four scans was considered a valid landmark. The bladder neck (point of attachment of urethra to the bladder) was also identified in all scans.
Point-set Registration
The bladder surface contours were exported into MATLAB (version R2013b, The MathWorks, Inc.: Natwick, MA, USA) as DICOM RT structure files. The DICOM files contain the 3D contour point-sets, which are N × 3 matrices where each row is the (x, y, z) coordinates of a point in the point-set of size N . The number of points in each point-set was different based on the size of the contoured structure, ranging from 19,506 for the smallest bladder volume to 40,568 for the largest. In order to reduce the computation time, the point-sets were down-sized by randomly sampling the points to a certain sample size, based on an empirically determined threshold of 4,000, below which the accuracy of the models and consequently the registrations outcomes become compromised. The valid landmark points for each structure were added to the matrices after the subsampling, to be used for evaluation of the registration accuracy. The elapsed computation time for each method was measured as a performance metric. The registration methods used in this study were available as MATLAB libraries (Table 2) , with each requiring different numbers and types of input parameters. Some of these parameters are registration parameters, which are the ones that directly affect the registration performance. In order to search for the optimal combination of all registration parameters (i.e. the combination that minimizes TRE avg ) for each method, first all registration parameters were set to their default/recommended values. Then, using the smallest bladder volume as the reference structure, the value of one parameter was changed, according to the allowed ranges and recommended values, if available, and/or in the direction of minimizing TRE avg , with increments established through observing the sensitivity of the outcomes. The parameter value providing the lowest TRE avg was then selected as the 'optimal value', and the next parameter was adjusted and so on. Table S1 shows the registration parameters, their trial values, and optimal values for different algorithms.
For the parameters that were assumed to be interacting, a finite set of all combinations of the selected values was tested. The parameter space search was done in increments, because a comprehensive search would require an enormous amount of runtime. However, the increment sizes were tuned based on the observed sensitivity of the outcome so that finer increments were used for larger sensitivities and vice versa. A local minimum was found for all parameters, which was selected as the optimal value.
In the course of the CT-scan procedure, a change in the positioning of the bladder inside the phantom and the phantom inside the CT-scanner occurred for the 180-cc filling, resulting in a difference in the position and deformation shape of the 180-cc point-set compared to the other volumes. This caused a noticeable shift in the centroid of the 180-cc point-set along the y-axis relative to the other structures, as observed in Table 3 . No initial alignment was performed prior to the registrations to account for this shift in order to evaluate the performance of the algorithms in the presence of such changes in the initial conditions of the structures to be aligned.
Registration requires one of the datasets to be chosen as the reference (target) space that the other three (moving) structures are registered to. The registration algorithms take the (x,y,z) coordinates of the target and moving point-sets (T and M, respectively) as input. The output consists of the deformed point-set, M , and/or the correspondence vector, C, which matches the points in M to those in T. Table 2 shows the available output types for the implementation used for each method. 
MIM DIR
Since the phantom used in this study was primarily built for the purpose of point-set registration validation, it is not a suitable phantom for DIR validation, because: i) to aid fiducial identification, the bladder in the phantom was surrounded by air (rather than water, which would be a closer match to surrounding soft tissue in this body site); ii) the HU value of the uterus model is very high, compared to real patient image values; and iii) the presence of landmarks (some with high HU values) compromises the credibility of the DIR registration outcomes by providing additional information that is not available in the real patient data. Therefore, we modified the phantom CT images so that they better resemble an actual scenario of applying DIR on pelvic images, making a less biased comparison between DIR and point-set registration possible. In order to achieve that, MIM software was used to change the HU values of the image voxels of the fiducials, uterus model and surrounding air. Examples of raw and modified CT images are shown in Fig. 5 . Prior to performing DIR in MIM, a point contour was generated for each landmark in MIM. Then, the deformable intensity-based registration tool was used to register the 180-cc, 360-cc and 480-cc images to the 90-cc image. The landmark point contours were also transferred using the deformation map created, which was used to find the TRE values for each landmark. This was done for both raw and modified image sets.
3.5. Registration Accuracy Measures 3.5.1. T RE avg and NE. For each landmark, a TRE was determined by calculating the distance between the known coordinates of the landmark in the target structure, and the coordinates of the corresponding landmark either in M , if available, or the coordinates of the matched point in T, using C. The TRE values were then averaged over all landmarks for each method, to determine TRE avg , which was used to represent the spatial accuracy of the registration outcome.
Since the choice of the reference structure can potentially affect the registration outcomes, registration accuracies based on the choice of the reference structure were compared. The points in the reference structure with a smaller volume are closer to each other compared to those in a larger reference structure, because the same sample size was used for all point-sets. Therefore, the distances between the target and deformed landmark locations would be less for the smaller reference structure, which may bias their TRE values to be smaller. In order to remove this bias, we defined a normalized error (NE ):
where the equivalent sphere is a sphere with the same volume as the reference bladder. While bladder was the only ROI structure that was contoured and registered, the registration accuracy was also evaluated for different sub-ROI regions of the bladder based on anatomic sectioning (i.e. posterior sub-ROI, anterior sub-ROI, etc.) in order to compare the registration quality in different anatomic zones.
3.5.2. T RE tangential and T RE perpendicular . The quality of registration can also be evaluated in terms of the uniformity of the registration error with respect to the shear and expansion/shrinkage motions of the registered structures. We broke the TRE errors for each landmark into the components perpendicular and tangential to the bladder surfaces. To achieve this goal, we first found the tangent plane to the surface of the reference bladder at each landmark. Then, we used the frame of reference of the tangent plane to compute the vertical (perpendicular ) and horizontal (tangential ) distances to the corresponding point in the deformed point-set (see Fig. 6 ). For SC, where no deformed point-set was available, the correspondence vector C was used to find the point P in the reference point-set matched to the landmark P.
3.5.3. RMS and HD. Additional metrics for registration accuracy were determined using only the difference between point-clouds, without use of the landmarks, including the root-mean-squared (RMS ) error and the Hausdorff distance (HD). The RMS error was calculated as the root mean square of the distances between the closest-point pairs in the target and deformed point-sets. HD can be defined for two point-sets P and Q as the distance between the point p in point-set P that is farthest from all the points in Q, and its closest neighbour in Q. RMS and HD are commonly used to represent the accuracy in matching the structure shapes as a whole. Since the SC implementation used only provides the point-correspondence and not the deformed points, it was not possible to calculate RMS and HD for this method.
Results
This section presents the outcomes of different processes, data analyses and the results of different registration accuracy measures. In Section 4.1, we present the outcomes and accuracy of the landmark identification process. Robustness and runtime of different Figure 6 : A frame of reference is created on the tangent plane to the surface of the bladder at landmark P on the reference bladder. Using the corresponding point in the other deformed point-set, P , one can find the tangential (orange) and perpendicular (pink) distances, i.e. T RE tangential and T RE perpendicular , by using the normal vector of the tangent plane. methods are discussed in Section 4.2. The registration accuracy of different methods is evaluated through visual inspection of outcomes and TRE in Section 4.3, with the smallest volume of bladder chosen as the reference (target) structure. In Section 4.4, the effect of volume difference on registration accuracy is studied through evaluating T RE avg for registrations with different volumes of bladder used as the reference. Section 4.5 presents the RM S and HD errors for different reference structures. Finally, the effect of random subsampling of the original contour point-sets on the registration accuracy is reported in Section 4.6.
Landmark Identification
In total, eleven valid fiducial landmarks were successfully identified on all scans (Fig. 7) . The naming convention for the landmarks was based on the material (rub for rubber and pl for plastic fiducials) and the anatomic zones (Right/Left, Anterior/Posterior, and Superior/Inferior, or Medial for near the corresponding mid-plane). For example, rub-RPI indicates a rubber fiducial in the Right-Posterior-Inferior region of the bladder and pl-LAM indicates a plastic fiducial in its Left-Anterior-Medial zone. The landmarks were well distributed over the bladder surface as intended. The bladder neck was also identified as an anatomical landmark in all scans.
In order to evaluate the accuracy and reproducibility of landmark identification in the CT images, two types of fiducial localization errors (FLE ) were measured for each landmark. The landmarks were localized by two different observers, for assessing interobserver variation, and two times by the same observer, for intra-observer variation. Columns 2 and 3 of Table 4 list the average errors for each landmark, over the four scans. The average intra-and inter-observer FLE values over all fiducial landmarks Figure 7 : The fiducial landmarks shown on the surface contour point-cloud of the 360-cc bladder. The Anterior, Posterior, Superior, and Inferior directions are shown as A, P , S, and I, respectively. The landmark points facing the front of the view (anatomic Right) are shown in black and the ones on the back surface (anatomic Left), in gray. Note that pl-RPS is behind a fold on the surface that is part of a dent in the Superior-Posterior zone from the uterus indentation. Fiducial landmarks 0.43 ± 0.10 0.54 ± 0.18 13.8 ± 4.5 6.7 ± 3.3 7.3 ± 1.8 6.4 ± 3.5 8.0 ± 4.1 7.1 ± 2.9
were 0.43 mm and 0.54 mm, respectively, which demonstrates very small discrepancies in locating the landmarks. All the rubber-bar fiducials used were identified by both users, since they were clearly visible on all scans due to their shape and high HU value. The plastic beads, however, demonstrated lower visibility and some of the fiducial positions were discarded by both users because they were not identifiable and/or traceable in all scans.
Each user was also tasked to track an anatomical landmark in the bladder neck, to i) compare its accuracy against the fiducial landmarks and ii) explore the feasibility of using this landmark in human subjects where no fiducials are present. The bladder neck landmark demonstrated the highest inter-observer FLE errors, which can be explained by high subjectivity in its localization due to the orientation of the urethra in the phantom setup and the fact that the margin between the bladder and the opening of urethra was not well-defined. Therefore, this landmark was excluded from all T RE avg values reported.
Robustness and Runtime
CPD, GMM-reg and SC successfully ran on all the registrations performed on the data, over a wide range of parameter settings. However, TPS-RPM and ICP-finite both demonstrated convergence issues. In some cases, TPS-RPM registration collapsed with small-increment changes of one of the registration parameters (T_init). The TPS-RPM software, thus, was found highly sensitive to the initial parameter settings to the point of total failure with slight changes in the parameters. ICP-finite, also, showed abnormal outcomes in registering some of the cases. These anomalies are discussed in more detail in Section 4.3.
Although the optimum sample size (i.e. 4K) was used for the evaluation of the registration accuracies, the algorithms' runtimes were measured for different sizes of the datasets. Figure 8 shows the runtime for a single registration process for all methods versus the sample size in log-scale in order to optimally illustrate the wide range of runtime values. We did not test TPS-RPM above 4K, since it became infeasible to run.
While ICP-finite was the fastest method, due likely to its affine transformation model, CPD was the fastest deformable method. It can be seen that the runtime increases with the number of points in the datasets for all methods, as anticipated. This proportionality is not linear and was found to be closer to a quadratic fit rather than an exponential or higher degree polynomials.
Registration Accuracy: TRE
Optimal settings for the registration parameters of each algorithm, as shown in the last column of Table S1 , were used with the smallest bladder structure set as the reference. Visual inspection of all registration outputs, based on the overlapping of the target and deformed point-clouds (Fig. 9) , demonstrated an overall good match between the shapes with minor discrepancies for all deformable methods. On the other hand, ICP-finite showed high degree of mismatch in registering 360-cc (Fig. 9e) and 480-cc structures to the 90-cc structure and failed registration results in matching the 180-cc volumes to 90-cc (Fig. 10) . TPS-RPM and GMM-reg, respectively, show the least and most amount of discrepancy among the three deformable methods with the moving points available. The matching between target and moving point-sets by SC is illustrated by the green vectors connecting the corresponding points (for one-tenth of the points only for visibility). It can be seen that the matching vector field is rather well-regularized, so that the vectors disperse in a uniform radial pattern, with no large cross-matching observed except on the left side, where the point-sets overlap. ICP-finite performs poorly compared to the deformable methods, as expected.
The last row in Table 4 shows the T RE avg values achieved for each method. ICPfinite demonstrates substantially higher T RE avg values compared to the deformable methods, which is expected due to the fact that it is limited to affine transformations and cannot account for the non-linear deformations in the registered structures. While the T RE avg values for the deformable methods are within one standard deviation of one another, CPD shows the smallest T RE avg and also lowest TRE values for the majority of the landmarks (8 out of 12). In order to visually compare the performance of the different methods in matching the landmarks, Figure 11 shows the registration results for the tested algorithms, for all the fiducial landmarks in three orthogonal views. Columns 4 to 8 of Table 4 show the TRE values for individual landmarks in each row for all methods. The TRE in the 'Bladder Neck' anatomical landmark is comparable to the fiducial T RE avg values (≤15%) for all methods but SC, where Blad-Neck has one of the highest landmark errors. Since for most landmarks, the TRE values for ICP-finite varies considerably from the deformable methods, it was excluded from the average landmark errors in the last column. It can be seen that rub-RAI has the highest average TRE and is also the most erroneous landmark in each deformable method. The second highest error belongs to rub-LAS for three out of four deformable methods. On the other hand, pl-RPS and rub-RPS have the two lowest average TRE s and are collectively the least erroneous landmarks for each method. Table 5 shows the TRE values averaged by left/right, anterior/posterior and superior/inferior halves to better show the spatial-dependence of registration accuracy. Considering the significant difference in the TRE s of the anterior and posterior landmarks (p<0.05), and the observations in the previous paragraph, it can be concluded that the anterior part of the bladder is much harder to register compared to the posterior part. This can be due to i) the free expansion of the anterior section in a round uniform shape compared to the posterior section, and/or ii) the indentation on the bladder surface from the uterus that might serve as a feature and improve the registration quality in that area. The inferior landmarks show higher TRE s compared to the superior ones; however, the difference is not quite significant (p 0.05). Finally, the TRE s for the landmarks in the right and left sides are comparable, which is in agreement with the inherent left/right symmetry of the bladder. The tangential and perpendicular components of the TRE vectors for each landmark were also calculated for each method, as described in Section 3.5.2. These TRE components were then averaged over the three registrations and eleven landmarks to calculate a mean T RE tangential and mean T RE perpendicular for each method. The results for mean T RE tangential and T RE perpendicular with respect to the T RE avg for all methods are shown in Fig. 12 . It can be seen that, despite ICP-finite producing the largest T RE avg magnitude (the blue circle with the largest radius in Fig. 12 ), the relative contributions to this TRE from the tangential and perpendicular components are similar. On the other hand, for the four other methods (CPD, GMM-reg, SC, and TPS-RPM), the tangential components had clearly larger contributions to T RE avg than the perpendicular ones. We note that the deformable methods have a greater tendency towards tangential (shear) deformation misalignment, with TPS-RPM marginally showing the highest and GMM-reg, the least.
Registration Accuracy: Effect of Volume Difference
In order to investigate the effect of volume difference for the 90-cc reference fraction, Figure 13a shows T RE avg for different moving structures. It can be observed that the error for 360-cc structure is lower than that of 480-cc for all the methods and also, for SC and GMM-reg, T RE avg increases with the volume of the moving structure. However, for TPS-RPM, ICP-finite, and CPD, the registration errors for the 180-cc moving structure are higher than those of 360-cc. The large spike observed in 180-cc value for ICP-finite is due to the failure of the algorithm to properly register this case (as illustrated in Fig. 10) , which was persistent with all registration parameter settings.
All the results presented so far belonged to the case where the smallest bladder is used as the reference. Here, and in the next section, we also present registration error results for the cases where different volumes of bladder are selected as the reference structure, in order to also study the effect of reference volume choice. Figure 13b shows a bar graph of NE, in percentage, for different reference structures. TPS-RPM, SC, and CPD show very similar mean errors, lower than that of GMM-reg. All methods show a very similar pattern with the 360-cc reference volume consistently showing the lowest NE value for all methods and 180-cc volume the highest, except for SC. The recurring failed registration outcomes by ICP-finite, similar to Fig. 10 , is partly responsible for the high NE value for the 180-cc volume.
Registration Accuracy: RMS and HD
The RMS error and HD values for all registration methods but SC are shown in Fig. 14 . We compare RMS and HD values using the 90-cc reference structure to values achieved using the other structures as reference. As expected, the values for ICP-finite are much larger than the deformable methods. The RMS values for the deformable models are quite small, demonstrating a high quality of the shape-matching by all these methods. TPS-RPM shows the smallest mean RMS and HD values, as well as the smallest individual RMS and HD, except for one case. This is in agreement with observations based on visual inspection of the registration outputs in Fig. 9 .
Subsampling Effect
In order to study the effect of the random subsampling of the original contour pointsets on the registration accuracy, we performed an experiment using all methods except TPS-RPM, because of its very long runtimes, as discussed in Section 4.2. The four pointsets were randomly sampled 10 times, to 2K, 4K, 8K and 12K points. The subsampled point-sets were then registered using each method (with smallest bladder as target) and the mean T RE avg values over the ten sets of samples were calculated together with the standard deviation (SD), as shown in Fig. 15 . The ICP-finite results showed small but consistent increase in T RE avg values with increasing sample size (13.88 ± 0.06, 13.89 ± 0.07, 13.90 ± 0.02, and 13.94 ± 0.03mm, in the order of increasing sample The mean and SD (error bars) of T RE avg for different sample sizes. TPS-RPM was not included this study due to its very slow processing. The ICP-finite data was excluded from this graph because it showed almost no variation in both mean and SD values and also it was out of the range of other data. size); however, the SD did not show any particular pattern. Since ICP-finite results were out of range of the other methods it was not included in the plot. The variations in T RE avg values across different sample sizes were also relatively small for the deformable methods. The 4K sample size showed the lowest T RE avg values for CPD and GMM, while for SC, the 12K dataset achieved the lowest error. The 2K sample size was consistently the most erroneous of all, suggesting that the low density of the points at this sample size has a direct effect on the quality and accuracy of the registration. For samples larger than 2K, the variation in T RE avg does not follow an identifiable pattern and it is unclear what sample size is representing the most accurate registration results.
According to all three methods, the standard deviation of T RE avg almost consistently decreased with increasing the sample size. This is expected because the larger the sample size, the closer the sample is to the actual data and there is less variation in the sampling of the points. Therefore, using a larger sample size would provide more regularity in the results. Relatively low TRE values and small variation in T RE avg and SD values across all methods, combined with reasonably low runtimes, all factored into the decision to use a sample size of 4K for comparison between methods.
MIM DIR outcomes
The achieved average TRE value across all landmarks (T RE avg ) for registering the images for the 180-cc, 360-cc and 480-cc volumes to the 90-cc, was 8.2 ± 5.6 mm, 6.2 ± 3.0 mm, and 8.7 ± 3.2 mm, respectively, for the modified CT images. The corresponding values for the raw images were 7.2 ± 4.3 mm, 6.0 ± 3.3 mm, and 8.1 ± 3.8 mm. Figure 16 shows examples of the MIM DIR outcome, for registering the 480-cc raw CT image to that of 90-cc, in three different positions on the bladder surface. It can be observed that a good alignment is achieved for the position in the images in the bottom row; however, the alignments in the middle and top images are far from accurate.
Discussion
In this study, eleven fiducial landmarks were identified on CT images of the phantom and the landmark positions were used to estimate the TRE values for evaluation of five registration methods. The T RE avg values for the four deformable techniques were in the range of 6.4-8.1 mm, when 90-cc bladder structure was used as the reference dataset. These T RE avg values are representative of the registration accuracies across bladder surface to a good approximation, because: i) if we consider the surface area of the equivalent sphere for the largest bladder size with radius 4.86 cm (A = 295.5 cm 2 ), we have one landmark location per ∼27 cm 2 area on the surface of bladder, which would be equivalent to a square of side ∼5 cm (∼3 cm for the smallest bladder), ii) the landmark locations were well distributed on the bladder surface, and iii) the surface of the bladder, while deformable, is smooth at the scale of 3-5 cm (at all fillings), and therefore points between the landmarks are not expected to have drastically different TRE values. Nevertheless, we could not guarantee the TRE bounds to apply in all areas of the bladder (e.g. those most distant from landmarks), but TRE remains the most commonly adopted and accepted measure for evaluating registration. One option for future work is to explore the possibility of having a much larger number of fiducials while ensuring minimal effect on tissue deformation. That said, providing a precise and global (over the whole field of view) validation of registration remains an open challenge.
In a similar study, Wognum et al. (2014) have evaluated one structure-based registration algorithm (STPSRPM) and seven different intensity-based DIR algorithms. They used 30-40 radiopaque fiducial markers on the exterior surface of a porcine bladder in a water phantom. CT scans for a range of different bladder filling volumes between 100 cc and 400 cc were used for registering with the DIR methods. The contours of the bladder surfaces were used for STPSRPM. Similar to our TRE calculations, they used the Euclidiean distances between the known marker positions on the smallest volume as the reference and the transformed positions on the larger bladders, to calculate a residual distance error (RDE ) to quantify the registration spatial accuracies. They also reported other error metrics, including HD, surface distance error (SDE, which is similar to RMS, except that instead of the root mean square it is the mean of the distances), and Dice similarity coefficient (DSC, usually used for DIR evaluation). The runtimes for different methods were not reported in that study.
In Wognum's study, STPSRPM showed superior SDE and HD values (<0.5 mm, and <5 mm, respectively) compared to the DIR methods. The RDE values consistently increased with the volume difference between the reference (100 cc) and moving structures, for all methods. The best RDE results (∼3-8 mm for different moving structures) were provided by STPSRPM. Although the highest accuracies achieved by SPTPSRPM in Wognum's paper are better than those achieved in our study, our results are better than most of the DIR methods evaluated. It must be noted that the shape of the bladder in the Wognum's setup is simpler than in this study. Moreover, they used a rigid pre-alignment using three reference markers, which can potentially aid and improve the deformable registration outcomes.
The small marker errors achieved by most of the DIR methods in Kirby et al. (2013) might poorly represent how these methods perform for actual patient data, because of larger deformations (e.g. varying bladder sizes up to three-fold in some practices), change in position of organs, and existence of surrounding structures, such as applicators. In Varadhan et al. (2013) , the best achieved Hausdroff distance error for the bladder contour structure (7.7 mm, by B-spline algorithm) is higher than the average values achieved by two of the point-set registration methods evaluated in our study (6.8 mm for TPS-RPM and 7.3 mm for GMM-reg). The lowest root mean square error achieved for the prostate (with much less degrees of deformation compared to the bladder) is also more than seven-fold larger than the lowest RMS values in our study.
In our study, CPD, TPS-RPM, and GMM-reg demonstrate good registration outcomes from visual inspection of the target and deformed point-clouds. The RMS error values were quite low for these methods, suggesting a good overall match of the shapes. While HD values achieved by deformable methods were larger than the result achieved by STPSRPM in Wognum's study, TPS-RPM showed reasonable results with HD errors in the range of 6.4 to 7.3 mm. CPD and GMM-reg demonstrated larger errors, suggesting that we have errors of up to 1 cm and more in matching some parts of the bladder surfaces. The ICP-finite error values were significantly larger than the deformable methods, especially for HD.
It must be noted that although RMS and HD are commonly used to represent the accuracy in matching the structure shapes as a whole, small RMS and HD values do not necessarily mean an accurate registration due to susceptibility to error in capturing the shear and rotational motions. It was observed that RMS falls short of correctly representing the shape-matching accuracy, in the cases where ICP-finite failed to register properly, such as as matching 180-cc to 90-cc structure (Fig. 10) . While the TRE and HD values are high for these registrations (Figs. 13a and 14b) , as expected, RMS renders deceptively low values (Fig 14a) . Therefore, it was established that RMS is only useful when the registration is successful and the shapes are at least roughly matched.
The T RE avg values achieved by MIM DIR for the modified CT images for 180-cc, 360-cc and 480-cc volumes registered to the 90-cc image, were 14%, 15%, and 32% larger than the best corresponding results achieved by CPD. Even the raw images yielded larger T RE avg compared to the CPD results, up to 23%. Moreover, the visual inspection of the registration results suggested unsatisfactory registration in most of the regions of the bladder surface. On the other hand, it is expected that registering the actual patient images is a much more complicated task for DIR due to the occurrences of different contrasts in bladder filling, different position of applicator, Foley balloon and air bubbles, in moving and target images. Therefore, the results of this study confirm our initial findings of poor performance of various DIR methods for this complicated task.
Since the surface shear motion is generally hard to estimate, using DIR and shape matching (given the typically homogenous appearance along the surface), we also evaluated the performance of the methods in handling shear motion. An interesting observation was made from the results, shown in Fig. 12 . Despite its overall worse performance in TRE, the ICP-finite method did not show a stronger tendency to produce shear (tangential) error compared to inward-outward (perpendicular) error; contrarily, a clearly stronger shear component was observed with the other techniques. The reason for this difference in performance may be attributed to the fact that ICP-finite is a linear transformation encoding a (linear) shear component (along with rotation and scaling), whereas the deformable methods deform the point clouds non-linearly and do not have a similar pure shearing component.
In current radiotherapy practice, dose parameters for the bladder are usually either calculated for the whole volume (whether including the filling or only the wall) or the hottest volumes of a certain absolute or percentage volume (ICRU Report 38 Pelloski et al., 2005; Viswanathan et al., 2010; Hellebust et al., 2001; Cheung et al., 2007) . The smallest high-dose volume that is usually considered clinically relevant is 2cc (as reflected in the commonly used D 2cc dose parameter), which is equivalent to a cube of size 12.6 mm per side, for a solid bladder volume, or a square of 20 mm per side, for the bladder wall with a typical thickness of 0.5 mm.
The T RE avg accuracies of 6.4-13.8 mm obtained by the non-rigid methods in this study are smaller than the dimensions above. Considering that rub-RAI consistently showed the highest TRE values for all deformable methods and appeared to be an outlier, the largest landmark TRE errors (excluding rub-RAI values), ranging between 7.6-10.4 mm, are even smaller or near the size of the high-dose area of interest. This suggests that the use of deformable registration would allow cumulative dose volume estimates to be made for the bladder wall. This represents a significant improvement to the current practice, where parameters such as D 2cc are routinely summed across fractions without any consideration of their location and whether or not the high dose regions overlap across all fractions.
Furthermore, by accumulating the fraction dose using the optimum registration results found in this study, we are guaranteed to identify overlapping high-dose regions on the bladder wall from different treatment fractions. It should also be possible to determine when high dose regions are not in close enough proximity to overlap; thereby correcting the assumption of complete overlap of the high-dose areas that underlies the current practice of summing DVH-based dose parameters over all fractions.
Based on the observations from Fig. 13a for SC and GMM-reg, and also the consistent trend between 360-cc and 480-cc volumes, we may conclude an increase in the registration error occurs with increase in the volume difference between the moving and reference structures. Therefore, some of our observations for TPS-RPM, CPD and ICP-finite might have been attributable to the experimental setup for the 180-cc bladder, resulting in the translation and different shape of bladder, as mentioned in Section 3.3. While all registration techniques tested here do allow for translation, they may not be invariant to initial conditions. Therefore, the observed high TRE values for the 180-cc structure for these three methods could be due to its different initial condition. Based on this theory, we can conclude that the registration outcomes of SC and GMM are less prone to become compromised by initial conditions of the aligning structures. More data would be required to test this theory.
Trying different structures as the reference dataset showed that the 360-cc-volume provided the lowest NE values for all deformable models. While the exact reason for this outcome is unclear, we could speculate that choice of a reference structure with a volume close to the mean of all structures, minimizes the normalized error. However, this is contradicted by high errors for the 180-cc reference volume, compared to 90-cc and/or 480-cc for most cases; however, as discussed previously, this may have been due to its initial condition.
Looking at the distribution of the landmark TRE values based on their anatomic positions, it was found that the registration methods perform better in matching the posterior part of the bladder (T RE avg =5.6 mm) compared to its anterior, with statistical significance. This could be due to the fact that expansion of the posterior part of the bladder is limited by the uterus, which also creates a dent feature on the posterior side that might assist the registration; whereas the anterior section expands freely and does not have any features. However, in real patients, the uterus and other organs posterior to the bladder are mobile/deformable. Therefore, the significant difference we observed in the TRE values of the posterior and anterior landmarks might be less pronounced in actual patient cases.
The TRE values obtained for the bladder neck as an anatomical landmark were mostly near the T RE avg for each method, except for SC. This suggests that while the use of this anatomical landmark involved some inaccuracy in positioning -manifested in its higher FLE value -it still provided a good measure for the overall performance of each method and could be used as a stand-alone measure for evaluating the registration accuracy. In the phantom images, it was not possible to identify the opening of the ureters to the bladder and use them as additional anatomical landmarks. However, in actual patient data, given good image quality and a sufficiently experienced observer, it is possible to identify these landmarks. Therefore, it could be feasible to use TRE values of these three anatomical landmarks with the patient data as a measure of the registration accuracy.
The computation time varied considerably for different software, with the ICPfinite being the fastest of all. CPD showed the shortest runtime among deformable registration software, with a very large margin compared to the method with the longest runtime, i.e. TPS-RPM. The runtimes increased with the sample size for all the methods, as expected. While the sample size and random subsampling did not have a considerable effect on the T RE avg values, the regularity increased with increasing sample size. However, for most applications, the degree of this improvement did not outweigh the increased computation time for very large sample sizes. Therefore, the choice of 4K or 8K sample size for representing the bladder contour data seems appropriate.
Conclusions
In this paper, five different point-set registration methods were evaluated for registering bladder surface contours of different sizes and shapes. Four of these methods, CPD, GMM-reg, TPS-RPM, and SC are based on deformable registration algorithms. An affine version of the commonly used method ICP, ICP-finite, was also included in the study. Three different common error metrics were used to assess different aspects of the registration outcomes, i.e. registration spatial accuracy by TRE and shape-matching accuracy by RMS and HD.
It was shown that a non-deformable registration algorithm is clearly not an appropriate choice for registering bladder surface point-sets. All deformable methods provided relatively good registration outcomes, therefore, the choice of the most suitable deformable method depends on the application and user's criteria. CPD seems to be the most well-rounded method, considering its fast processing and low TRE values for the smallest reference structure. TPS-RPM provided better overall structure matching among all methods, but at the cost of substantially longer runtime and diminished robustness.
The ICP-finite affine transformation found to be less prone to dominating perpendicular transformation and showed a more balanced sheer/tangential error components compared to the deformable methods. Therefore, addressing ways to reduce tangential error remains an area of future research for general shape/image registration.
While the phantom used in this study does not provide a fair comparison of DIR performance compared to the deformable point-set registration methods, the DIR registration errors were inferior to the best T RE avg results achieved by deformable point-set registration in this study. Further investigation using phantoms that model true tissue image densities more closely would be required to confirm this finding.
The best T RE avg registration accuracy found in this study was 6.4 mm, which is reasonable considering the size and elasticity of the bladder. This achievement improves on the current practice of summing volumetric dose parameters for bladder at each fraction in brachytherapy treatment planning, where high-dose regions can be well separated between some or all fractions. We conclude that, while our current implementations of these point-matching methods are not yet fully developed for clinical use, incorporation of a suitable deformable point-set registration method into existing clinical workflows has the potential to improve the accuracy of cumulative dose estimates, for bladder at a minimum, in fractionated radiotherapy.
We conclude that, while our current implementations of these point-matching methods are not yet fully developed for clinical use, incorporation of a suitable deformable point-set registration method into existing clinical workflows, has the potential to improve the accuracy of cumulative dose estimates, for bladder at a minimum, in fractionated radiotherapy. While testing point-set registration on other surrounding tissues and organs was outside the scope of this study, an interested reader might test these methods on other structures through building phantoms similar to ours. It must also be recognized, however, that not all structures of interest in the irradiated volume may be suited to these methods, and that a combination of methods, including DIR, might be required for a complete analysis.
