Ahstruct-In order to improve thc productivitics of a typical cargo handling system, it is important to reduce the waiting time 
INTRODUCTION
For air cargo handling in a highly automated air cargo terminal, the ULD (Unit load Device) is the main loading unit commonly deployed. In the process of air cargo handling, two main processes that involve the movement of ULD take place. First, the incoming ULD's are broken down and in the breakdown process ULDs are ungrouped into individual cargo. Then, outgoing ULDs are built up and in the buildup process cargos are grouped into ULDs. However not all cargos and ULDs pass through these processes. In the breaking down and building-up processes, Automated Guided Vehicles (AGVs) are deployed to transport the ULDs from the conveyor system to the break down workstations or .from the build-up workstation to the conveyor system. For the cargos that are built up on a ULD, the conveyor system then transports these ULDs to specific container storage system compartments with Stacker Cranes (SCs) for temporarily storage. For those ULDs that need to be broken down, the SCs will transport them from the specific container storage system compartments to the conveyor system, where the AGVs will transport them to the workstations for breaking down. In these cargo handling processes, in order to achieve high efficiency in cargo handling, it is essential to reduce the waiting time of
SCs and the total traveling time of AGVs through the efficient scheduling of SCs and AGVs, which are cooperating tightly to perform the cargo handling operations in an optimal way.
Most existing literature in the field of automated cargo handling only considered single objective or constraint. Meersmans and Wagelmans [l] Genetic algorithms have been mainly applied to singleobjective optimization problems. Some studies have attempted to design multi-objective genetic algorithms since Schaffer's work. Schaffer E61 proposed the Vector Evaluated Genetic Algorithm (VEGA) for finding Pareto optimal solutions of multi-objective optimization problems. The point of multiobjective optimization problems is how to find all possible tradeoffs among multiple objective functions that are usually conflicting. Since it is difficult to choose a single solution for a multi-objective optimization problem without iterative interaction with the decision maker, one general approach is to show the set of Pareto optimal solutions to the decision maker: Then the decision maker can choose any one of the Pareto optimal solutions. To find out all the Pareto optimal solutions using genetic algorithms, the variety of individuals should be kept in each generation. Recently, Horn et al. [7] proposed the Niched Pareto Genetic Algorithm by incorporating the concept of Pareto domination in the selection procedure and applying a niching pressure to spend the population out along Pareto fronts. Murata e1 al. [XI proposed the multi-objective genetic algorithm (MOGA) to search the Pareto optimal solutions of bi-objective and tri-objective scheduling problems.
In this paper, the MOGA is adapted and applied to key cquipment, particularly, SCs and AGVs scheduling problems with two objectives: to minimize the total delay time o f SCs, and to minimize the AGV total traveling time in a typical air cargo handling system. Experiment results show that the MOGA approach outperforms the single objective genetic algorithms.
SCHEDULING PROBLEMS OF EQUIPMENT
In this paper, all the operation times for handling equipment to perform tasks are assumcd to be dcterministic, which include the operation time of SC, the travel time of an AGV, and the transfcr time betwecn equipment. The task sequence lists, which are constructed for load balancc of each SC, are made to specify the sequencc of discharging and loading operations of individual ULDs. that is, this paper only addrcsses the problcm of solving a static scheduling problem wherc AGVs are assigncd to cover a known sct of tasks.
We defije an event, E,k, to bc the beginning of load or unload of I ULD from or to the I/O conveyor by the SC k, was adopted to encode thcse two things into a chromosome.
The representation consists of a rusk symbol list and an assignmen/ symbol list, in which intcgers are used to represent all possiblc permutation of tasks and asterisks * are used to designate the assignment of tasks to AGVs. Let us consider a simple example with 8 tasks and 4 AGVs. Suppose there is a schedule that the task sequences of AGVl is (I, 6) , AGV2 is (5, 2), AGV3 is (3, 8) and AGV4 is (7, 4). The chromosome can be represented as fallows:
[ 1 6 * 5 2 * 3 8 * 7 4 ] Generally, for an n task m AGV problem, a lcgal chromosome contains n task symbols and m-l assignment symbols, resulting in a total size of (n+m-I). As the initial population is randomly generated, not all the individuals are flcxiblc. To make all the individuals flexible, one repair function is developed to make each chromosome contain all integers from one to the number of tasks exactly once. Due to the assignment of SC tasks to different AGVs, and each task relevant to one event, a mapping of the event E , of Scs' to the corresponding event eik of AGVs' is done using the function Therefore, the task sequences of SCs' should be taken into account when the flexible individual chromosome was formed. Another repair fimction is developed to make the task sequence for each AGV correspond to the task sequences of SCs'.
in (3) ( j -+ i , g i , k ).
B. Genetic Operators
There are four genetic operators commonly used in the genetic algorithms: selection, crossover, mutation and evaluation. Usually, the crossover and mutation are used as main genetic operators and the performance of a genetic system depends, to a great extent, on the performance of the crossover and mutation operators used. We adopt a different approach for designing the crossover and mutation operation. As mentioned, the essential issue of the AGV scheduling problem is the combination and permutation of the tasks and AGVs. Both crossovcr and mutation operators are designed to handle the task partition and task permutation. For the MOGA developed in this paper, there is a specia! characteristic feature of selection operation, where the Murata's idea is adopted.
Selection:
In the sclection procedure, a weighted sum of multiple objective functions is used to combine them into a scalar fitness function. The weights attached to the multiple objective functions are not constant but randomly specified for each selection. Therefore, the direction of search is not constant. The variable wcights can be specified as follows for the equipment scheduling problem considered in this paper. The weighted sum f i n (4) is used for determining the selection probability of each individual. Because the weights W , ' S are not constant but variable; the selection probability of each individual is also variable even in a single generation, which realizes various search direction in the MOGA.
Crossover: The sub-schedule means a complete schedule for one AGV, we intend to use such crossover to maintain the building blocks in the offspring in much the same manner as Cheng et al. [IO] described. The crossover takes two parents and creates a single offspring by propagating the overall partitioning structure and a sub-schedule into offspring from one parent and then completing the offspring with remaining tasks derived from another parent. It perfoms with main three steps: 1) Obtains asterisk positions from one parent.
2) Obtains a randomly selected sub-schedule from the same parent.
3) Obtains remaining tasks from the other parent making a left-to-right scan.
Parent2
With the two parents, and one of sub-schedule of parent 1, which is selected to be propagated into offspring, the operation of crossover is illustrated by Fig. I . According to Fig. 1 we can see that the proposcd crossover can adjust task partition and task order simultaneously. individual by using the weights dcfined as (4)-(6). Select a pair of individuals from the current population using the roulctte wheel selection strategy.
Crossover: For each selected pair, apply thc crossover operation to gencrate an offspring with the crossover probability p , . As a single offspring is generated from a pair of parents in the crossovcr operation, the NseleclrOn = N,, .
Muforion: For each individual generated by the crossover operation, apply the swapping mutation with a pre-specified mutation probability p , .
Termination:
If the number of population does not reach the pre-specified maximum generation size, rctum to Step 2.
User selection: The MOGA produces the final set of Pareto optimal solutions for the decision maker. A single solution is selected by the decision maker's preference.
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1V. SIMULATION RESULTS Fig. 3 illustrates the layout of a cargo handling system, which was used in the numerical experiment in this study. It is assumed that each aisle has an input and an output buffer (conveyor) with three storage locations. It is also assumcd that the adjoining conveyors have the same load and unload points (L/U points), and the L/U points are Iocated in front of the workstations. based on the layout design of the guide path and the dynamics of the AGVs, the traveling time between every combination of the L/U points is evaluated and is given in Table 1 . The task sequence defines the sequence of discharging and loading operations of individual ULDs. Table 2 shows a sequence list that defines the operation of the three SCs' to perform cargo handling operations based on the dual-cycle strategy.
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Because the MOGA adopts probabilistic search methods, its performance cannot be evaluated with a singIe trial. Thus, we applied the MOGA to each test problem 10 times. In each test problem, only the non-dominated solutions are comparccd. Based on the above primary computational data, the performance of the MOGA is studied by varying the parameters of the probability of crossover and mutation operations. A fixed generation size o f 500 and a population size N p o , of 30 are used. A set of randomly generated combination of probability of crossover and mutation is given in below:
(0.2, 0.8), (0, 3, 0.7), (0.4, Oh), (0.1, 0.9), (0.6, 0.4) and (I .o, I .O) The Pareto optimal solutions found with these combinations are shown in Fig. 4 , wherc the horizontal and vertical axes are the AGV traveling time and the total delay time of SC. As the objectivcs of the scheduling problem are to minimize the AGV traveling time and to minimize the total delay time of SC, the solutions with minimum two objectives may be preferred by the decision maker. From Fig. 4 we can see that the combination of (0.3, 0.7) produces the relative better results, as most of its Pareto optimal solutions are nondominated ones. Following this study, the influence of the parameter of population size to the performance of the MOGA is then investigated. A fixed generation size of 500 with p , and p , set io 0.3, 0.7 respectively are used. By varying rhe population size from 10 to 60, simulation studies are undertaken. Fig. 5 shows the non-dominated results with 10 random runs for each parameter setting. From the results we can see that when the solution size is between 20 and 40, the best optimal solution is obtained. When the solution size is larger than 40, the performance of the algorithm has not been improved significantly. Fig. 6 . From Fig. 6 , we can see that the set of non-dominated solutions obtained by MOGA is superior to the set of nondominated solutions obtained using the single-objective genetic algorithm. This is because many solutions denotcd by W are dominated by solutions denoted by . This demonstrates the superior performance of the proposed MOGA. 
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