Frequent lane-changes in highway merging, diverging, and weaving areas often can disrupt traffic flow and, even worse, lead to accidents. For balanced lane-changing areas, where different lanes share the same traffic conditions, based on the observation that a vehicle has to take two lanes during its lane-changing period, we consider its contribution to traffic density is doubled.
Introduction
Frequent lane-changes in highway merging, diverging, and weaving areas impose a great challenge to highway operations, since bottlenecks (Hall and Agyemang-Duah, 1991) and accidents (e.g. Golob et al., 2003) tend to occur in these areas. In this paper, a lane-changing area is considered as a region, where one or more streams of vehicles systematically change their lanes. Such areas can be downstream to a merging junction and lane-drops, upstream to a diverging junction, inside a weaving section, or around a cloverleaf interchange (Milam and Choa, 1998) . That is, there is a significant amount of lane-changing traffic in such areas.
Two types of lane-changes can be observed in a lane-changing area (Yang, 1997) : Some vehicles have to change their lanes in order to stay on its route or when a lane ends, and these lane-changes are mandatory; Some vehicles change their lanes to take advantage of larger space on another lane or give way to other vehicles, and such lane-changes are discretionary. In literature, many models have been developed to describe why, when, where, and how a vehicle changes its lane. For examples, (Gipps, 1986; Toledo et al., 2003) modeled the lane-changing decision of a vehicle against the environment such as available gaps in the subject lane.
Since the publication of Highway Capacity Manual in 1950, many methods have been proposed
to analyze levels of service at weaving areas, usually measured by speeds of weaving and nonweaving vehicles (e.g. Leisch, 1979) . In these methods, parameters include weave type, geometric configurations, the number of lanes, the length of a weaving area, weaving flow, non-weaving flow, and the number of lane-changes. In (Cassidy et al., 1989; Cassidy and May, 1991; Ostrom et al., 1993; Windover and May, 1994) , the distribution of weaving and non-weaving traffic on rightmost lanes was also studied for different locations. (Eads et al., 2000) proposed a framework for evaluating dynamic capacities of a weaving section.
Many studies have been focused on exchange of flows between lanes brought by lane-changing 2 and its effects on traffic on different lanes (e.g. Michalopoulos et al., 1984; Holland and Woods, 1997; Daganzo, 2002; Coifman, 2003) . In (Gazis et al., 1962) , density oscillation and instability issues were discussed. In (Munjal and Pipes, 1971) , the effect of lane-changing on eliminating perturbation of density on the right lane was studied. Hence we see that lane-changing traffic can cause balance or imbalance among different lanes. We refer to this effect as balancing effect. Under certain situations, lane-changes, especially discretionary ones, tend to smooth out differences between lanes, and the balancing effect could be beneficial to the whole traffic system in achieving higher capacity. In reality, it has been observed that traffic is nearly balanced inside major weaves, where speed difference for weaving and non-weaving vehicles is not statistically significant (about 5 mph) (Roess et al., 1974) .
Different from existing studies, in this paper, we propose an intuitive interpretation of the disruption or bottleneck effect of lane-changing traffic to all lanes at the aggregate level. Here we assume that all lanes are balanced in the sense that all lanes share the same traffic conditions at a time and location. Thus our model is not intended for ramp weaves (HCM 2000) , but for usually balanced areas downstream of a lane-drop or merging junction. Based on the observation that a vehicle influence following vehicles on both its current and target lanes, we propose to count a lanechanging vehicle twice in total density. Then we incorporate this effective additional density into the fundamental diagram. With this simple treatment, we are able to model lane-changing traffic by a hyperbolic system of conservation laws. From analytical solutions to the Riemann problem, we present new definitions of local traffic supply and demand for lane-changing traffic.
The rest of the paper is organized as follows. In Section 2, characteristics of lane-changing traffic are studied and incorporated into the fundamental diagram. In Section 3, the kinematic wave model of weaving traffic is proposed and solved as a nonlinear resonant system. Finally, some implications and extensions of this study are discussed. We denote the number of lane-changes by N LC . In literature, the lane-changing frequencies have been studied for different traffic and road situations Pahl, 1972; Chang and Kao, 1991; Klar and Wegener, 1999) . Here, we are mostly interested in the relationship between lane-changing traffic flow and the number of lane-changes for relatively congested traffic. In (Fazio and Rouphail, 1986) , it has been calibrated that the total number of lane-changes are linear to weaving flows for different lane configurations of weaving areas. In (Fitzpatrick and Nowlin, 1996) , it is observed that a weaving vehicle generally takes 1.33 lanechanges in one-sided weaving operations on one-way frontage roads. Thus here we simply assume a linear relationship between the number of lane-changes and lane-changing flow; i.e., N LC = αf LC T = αρ LC L, where the coefficient α could be related to lane-configurations, number of lanes, traffic conditions, drivers' tendency to lane-changing, and the length of the section. In addition, α could also depend on location (Cassidy and May, 1991; Windover and May, 1994) .
Effective density of lane-changing traffic
We denote lane-change duration by t LC , which starts when a vehicle signals its lane-changing intention and ends when it finishes it. If the width of a lane is D, and the average lane-changing angle θ, we then have
Note that θ is also related to geometric configurations and traffic conditions. Usually the time to complete a lane-changing maneuver is around 5 sec on freeways (Jula et al., 2000) , while about 10 sec on surface streets (Sheu and Ritchie, 2001) .
Therefore, by doubling the number of lane-changing vehicles during their lane-changing periods, the effective number of vehicles at any moment is
If defining the lane-changing effect coefficient, ǫ, by
we then obtain the effective total traffic densitȳ
As a simple example, we consider a three-lane lane-changing area, where a three-lane freeway merge from the right: the length of the area is L = 500 ft, the width of a lane D = 15 ft, and both branches have the same density of ρ/2. When lanes are fully balanced, density on each lane in the lane-changing area will be ρ/3. This is equivalent to saying that one third of vehicles from one branch, i.e., ρ/6, have to stay on the rightmost lane, one third will change one lane to the middle lane, and one third will change two lanes to the leftmost lane. In this case, we can find that α = 1.
If θ = 6.4 o , v =60 mph, and t LC =5 sec, we have ǫ = 0.1333.
Fundamental diagrams incorporating lane-changing effect
Since (Greenshields, 1935) , speed-or flow-rate-density relations, v = V (ρ) and q = ρV (ρ) respectively, have been used to capture drivers' response to traffic environment at the aggregate level.
Note that, traffic density ρ is traditionally defined as the number of vehicles per unit length of road.
Thus traditional fundamental diagram only captures longitudinal interactions between vehicles.
To incorporate latitudinal interactions between vehicles caused by lane-changing, we propose that travel speed be determined by the effective total traffic density,ρ. That is, for lane-changing traffic, we obtain the following intuitive fundamental diagram:
Generally ǫ ≥ 0 due to the bottleneck effect. This is consistent with observations (Fazio and Rouphail, 1986 ) that the total number of lane-shifts in a weaving section is very important and negatively correlates to weaving and non-weaving speed. The results in this paper, however, also apply to the case when ǫ ∈ (−1, 0), when balancing effect is more beneficial than bottleneck effect.
A simple triangular fundamental diagram without considering lane-changing effect is as follows 6 Newell, 1993) ,
where v f is the free flow speed, ρ j the jam density, and ρ c the critical density where flow-rate, q = ρv, attains its maximum, i.e. the capacity. The values of these parameters are: v f = 65 mph, ρ j = 240
vpmpl, ρ c = ρ j /6 = 40 vpmpl, and the capacity is Q max = 2600 vphpl (Del Castillo and Benitez, 1995) . After introducing lane-changing effect, we then have the following fundamental diagram,
For one example, we assume constant lane-changing effect, ǫ = 0.1. The relationships between the standardized density, speed, and flow-rate are shown in Figure 1 . From the figure, we can see that:
(i) latitudinal interactions can be omitted when traffic is relative sparse; (ii) there exists capacity drop of 1 − 1/1.1=9.1%, which is consistent in magnitude with observations in (Cassidy and Bertini, 1999) 1 ; and (iii) the observed jam density is lower than maximum jam density, which could be one reason of observing different jam densities (Del Castillo and Benitez, 1995) . For another example, we consider the following density-dependent lane-changing effect,
1 Note that reasons of bottleneck were not discussed in this study, and we suspect systematic lane-changes caused by on-ramps could have significant contributions.
which is approximately linear for congested traffic. With this function of lane-changing effect, as shown in Figure 2 , we can see a fundamental diagram of reverse-λ shape (Koshi et al., 1983) . From both examples, we can see that lane-changing traffic could affect traffic characteristics significantly and should be considered when calibrating a fundamental diagram.
A kinematic wave model of lane-changing traffic
With the fundamental diagram incorporating lane-changing effect, we can model lane-changing traffic dynamics in the framework of kinematic wave theories as follows:
which can be considered as an extension of the Lighthill-Whitham-Richards model (Lighthill and Whitham, 1955; Richards, 1956 ).
For the purpose of simplification, we assume the lane-changing effect parameter, ǫ, as independent of traffic conditions and only a function of location denoted by ǫ(x). This assumption can be considered as an approximation of real situations in a relatively short time period, when traffic conditions and lane-changing effects are almost constant. Therefore, we obtain a simple conservation law of lane-changing coefficient,
which is equivalent to saying that ǫ is time-independent.
Without considering inhomogeneities of links (Jin and Zhang, 2003a) or merging and diverging effect (Jin and Zhang, 2003c,b) , we can have the following system of conservation laws,
8 where U = (ǫ, ρ), F (U ) = (0, Q(ǫ, ρ)), x ∈ R, and t ≥ 0. Note that the domains of ǫ and ρ are
Here we use a differentiable, concave fundamental diagram in our analysis. For example, we can use the following maximum sensitivity model (Del Castillo and Benitez, 1995) :
where c j is the shock wave speed for jammed traffic. In this fundamental diagram, V ′ < 0 and
Properties of the kinematic wave model
For the kinematic wave model of lane-changing traffic, (11), the second term of flux, F (U ) x , can be
whose two eigenvalues, or wave speeds, are λ 0 (U ) = 0, and λ 1 (U ) = V + ρǫV ′ . The corresponding eigenvectors are
Since V ≥ 0 and V ′ < 0, it is possible that λ 1 = 0 = λ 0 . Therefore, (11) is a non-strictly hyperbolic system.
In addition, if defining the critical traffic state U * = (ǫ * , ρ * ) by λ 1 (U * ) = 0, we then have the following results. First,
since V is non-increasing and Q is strictly concave. Second,
From (13), the wave speed λ 1 is decreasing with respect to traffic density. In addition, λ 1 (ǫ, ρ = 0) = v f > 0 and λ 1 (ǫ, ρ) = ǫρV ′ < 0 when (1 + ǫ)ρ = ρ j . Therefore, for any weaving factor ǫ * , we can find a unique critical state U * = (ǫ * , ρ * ). Further, since ∂λ 1 /∂ρ =
the maximum flow-rate for ǫ * . Here we call ρ * = Γ(ǫ * ) as the transitional curve, since traffic states on its left side are under-critical (UC) while those on its right side are over-critical (OC). From these properties, (11) is a nonlinear resonant system and, in the neighborhood of a critical state, the Riemann problem can be uniquely solved (Isaacson and Temple, 1992) .
Solutions of the Riemann problem
We consider the Riemann problem of (11) with the following initial conditions,
Since, in the Gudnov method (Godunov, 1959) , general initial conditions can be approximated by piece-wisely linear functions, we can solve the Riemann problem at each boundary to find the flux and then update traffic conditions for the next time step.
According to (Isaacson and Temple, 1992) , the Riemann problem is solved by a combination of two basic types of waves, which are associated with the two eigenvalues of ∂F : with wave speed λ 0 = 0, we have 0-or standing waves, and 1-waves with wave speed λ 1 . Note that 1-waves include traditional shock and rarefaction waves. In the ρ − ǫ phase plane, (U L , U R ) yielding 0-waves forms a 0-curve, and similarly we can define a 1-curve. Further, 0-curves are the integral curves of eigenvector R 0 , and 1-curves are those of R 1 . They are ρV (ρ(1 + ǫ)) =const and ǫ =const, respectively. A 0-curve, a 1-curve, and the transitional curve are shown in Figure 3 . Since these waves are linear in the sense that U (x, t) = U (x/t), then from the Riemann solutions, we can obtain the boundary flux through x = 0 as q = Q(U (x = 0, t > 0)).
As shown in Figure 4 , when U L is UC, i.e. to the left of the transitional curve in the phase plane, we can obtain the following four types of wave solutions for different values of U R .
Type 1 When U R is in Region 1, the Riemann problem is solved by a combination of a standing wave and a forward traveling rarefaction wave. In this case, q = Q(U L ).
Type 2 When U R is in Region 2, the Riemann problem is solved by a combination of a standing wave and a forward traveling shock wave. In this case, q = Q(U L ).
Type 3 When U R is in Region 3, the Riemann problem is solved by a combination of a backward traveling shock wave and a standing wave. In this case, q = Q(U R ).
Type 4 When U R is in Region 4, the Riemann problem is solved by a combination of a backward traveling shock wave, a standing wave, and a forward traveling shock wave. In this case,
, which is the capacity flow associated with ǫ R .
As shown in Figure 5 , when U L is OC, i.e. to the right of the transitional curve in the phase plane, we can obtain the following six types of wave solutions for different values of U R .
Type 5 When U R is in Region 5, the Riemann problem is solved by a combination of a backward traveling shock wave and a standing wave. In this case, q = Q(U R ).
Type 6 When U R is in Region 6, the Riemann problem is solved by a combination of a backward traveling rarefaction wave and a standing wave. In this case, q = Q(U R ).
Type 7 When U R is in Region 7, the Riemann problem is solved by a combination of a backward traveling rarefaction wave, a standing wave, and a forward traveling rarefaction wave. In this
Type 8 When U R is in Region 8, the Riemann problem is solved by a combination of a backward traveling rarefaction wave, a standing wave, and a forward traveling shock wave. In this case,
Type 9 When U R is in Region 9, the Riemann problem is solved by a combination of a backward traveling shock wave, a standing wave, and a forward traveling shock wave. In this case,
Type 10 When U R is in Region 10, the Riemann problem is solved by a combination of a backward traveling rarefaction wave, a standing wave, and a forward traveling shock wave. In this case,
The supply-demand method
If we introduce new definitions of local traffic supply and demand (Daganzo, 1995; Lebacque, 1996; Nelson and Kumar, 2004) as follows,
we then can compute the boundary flux as the minimum of upstream demand and downstream supply; i.e.,
It is straightforward to verify that the supply-demand method, (14) and (15), yields consistent results as those from all the aforementioned ten types of Riemann solutions. In addition, the supplydemand definitions in (14) can also be applied to the triangular fundamental diagram and to the scenarios when ǫ is time-varying. Therefore, this method can be considered as a simplification and extension to the Riemann solver and is more efficient for numerical simulations.
Conclusion
In this paper, we discussed the disruption lane-changing effect to total traffic and proposed a new interpretation of bottleneck effect of lane-changing traffic as increased effective traffic density. We then incorporated effective traffic density in the fundamental diagram. Further, we presented a simple kinematic wave theory for lane-changing traffic and corresponding new definitions of local traffic supply and demand.
By considering latitudinal interactions between vehicles, this study provides a new angle to look into lane-changing traffic dynamics in the framework of kinematic wave theory. From this study, we can see that lane-changing traffic can cause capacity drop, different observed jam densities, and fundamental diagram of reverse-λ shape. Lane-changing traffic can also affect the formation and dissipation of shock and rarefaction waves on a roadway. This simple model can be easily integrated into a commodity-based kinematic wave simulation model of network traffic in (Jin and Zhang, 2004; Jin and Jayakrishnan, 2005) to study system-wide traffic dynamics. We expect that, other than the aforementioned traffic phenomena, many other phenomena such as active bottlenecks (Cassidy and Bertini, 1999) could be related to lane-changing effect, and this study can well serve as a foundation of future probes.
The macroscopic lane-changing model is subject to careful calibration. In particular, we can calibrate the following parameters: lane-changing effect coefficient ǫ, ratio of the number of lanechanges to lane-changing traffic flow α, average lane-changing time t LC , or lane-changing angle θ.
All of these variables could be functions of geometric configurations, traffic conditions, and location.
As a suggestion, one can calibrate and validate ǫ from speed functions in many weaving analysis models.
The model studied here bears certain limitations, by assuming full balance among lanes and constant ǫ. In our future study, we will investigate extensions to scenarios when lane-changing and 
