The algorithm
The Feferman-Vaught theorem holds also true in a corresponding way for the other parsing operations introduced above. It is true as well for other classes of parameters like the clique-width of a graph and its corresponding graph operations, see CMR00b].
It is then used for computational purposes as follows. Given a MS 2 ( ) formula 2 F n;r we precompute a table of all Hintikka formulas in H n;r and how three of them t together with respect to the Feferman-Vaught theorem for all the parsing operations. The formula is written in its equivalent form as disjunction of Hintikka formulas, say = 1 _: : :_ s :
Now, given a structure of bounded tree-width we rst construct its tree decomposition and the corresponding parse tree according to theorems 6 and theorem:DowneyFellows99. From the precomputed table of Hintikka formulas we obtain a corresponding decomposition of the i 's. Then we evaluate bottom-up from the leaves of the parse tree to its root the Hintikka formulas in the decomposition (using again the precomputed table) and check whether is true on the input. Since the parse tree has linear size in the size of the structure the running time is linear (though with large constants).
Some technicalities have to be taken care of. We demonstrate them again for the join operator .
Theorem 17 depends on the shape (x; y) an assignment z induces on the free rst-order variables. Therefore, if the above algorithm is performed bottom up, we have to take into account all possible assignments for z, that is all possible patterns z induces on the free rst-order variables. Suppose there are s many of them (where s only depends on the given formula). If we consider all decomposition patterns of these s many variables along the parse tree of a given structure of bounded tree-width we see that their number only depends on a function f(s) in s. For every xed pattern we perform the above algorithm in linear time, giving an O(n) algorithm in total.
The interested reader might try to perform a proof of Feferman-Vaught theorem and the subsequent algorithm for the operator new i ! The main contribution of the present paper is to combine the theory over nite structures presented in the Appendix with algebraic issues. To this aim a meta-nite monadic second order logic is de ned carefully. It is constructed in such a way that on the one hand side a lot of important problems can be expressed by it. On the other hand side it is not too general in the sense that we can decompose a given meta-nite structure together with a 9-MSO R property in parallel to the decomposition of the underlying nite structure described in this Appendix. B or (A) = (B):) We de ne h 1 : let X A be the set of all indices of Hintikka formulas in H n1;r?1 such that this index appears among the formulas A i;1 in ( ): LetX A denote the corresponding set of indices appearing among one of the formulas A i;2 in ( ): Then h 1 is de ned to be built according to the general scheme (cf. equation 3 in the rst subsection of this paragraph) and with X A andX A as the chosen index sets. Formula h 2 is given in the same manner. It's now straightforward to check that h 1 and h 2 satisfy the requirements.
2 The theorem together with niteness of H n;r implies that there are only nitely many triples C = A B with respect to the uniquely determined Hintikka formulas. The same is true if we allow parameters.
The Feferman-Vaught theorem generalizes the previous theorem by getting independent of the particular structures involved.
Theorem 17. For every MS 2 ( ) formula (x; y; w; X) 2 F n;r there are nitely many Hintikka formulas h 1; (x; w; X) 2 H n1;r (x; w; X) and h 2; (y; w; X) 2 H n2;r (y; w; X) such that for every -structure C given as join A B and every assignment z as above we have (C; z) j = (x; y; w; X) , 9 (A; z A ) j = h 1; (x; w; X)^(B; z B ) j = h 2; (y; w; X): Proof. According to theorem 23 is equivalent to a disjunction 1 _ : : : _ s of nitely many Hintikka formulas. For each i there exist nitely many triples ( i ; h j 1 ; h j 2 ); j 2 J i ; jJ i j nite such that for given structures C = A B theorem 25 is true for exactly one j 2 J i : If C; A; B are varied then C j = i i W Let z be an assignment of the variables in a MS 2 ( ) formula (x; y; w; X) into the universe C of C such that the following holds: -z maps the variables x i of block x to the set b A -z maps the variables y i of block y to the set b B -z maps the variables w i of block w to the boundary (A) = (B) (recall that the two boundaries were identi ed). In particular, z(w i ) is member of both the universes A and B.
Denote by z A ; z B the assignments with z A (X) = X \ A; z A (s) = z(s) for s 2 A and z B (X) = X \ B; z B (s) = z(s) for s 2 B:
Then the following is true Theorem 25. Let C be the join of A and B : C = A B and let h(x; y; w; X) be a MS 2 ( ) formula which is a Hintikka formula in some H n;r (x; y; w; X): Then there are unique Hintikka formulas h 1 (x; w; X) 2 H n;r (x; w; X) and h 2 (y; w; X) 2 H n;r (y; w; X) such that for every assignment z as above we have (C; z) j = h(x; y; w; X) , (A; z A ) j = h 1 (x; w; X)^(B; z B ) j = h 2 (y; w; X):
Proof. Induction on the quanti er rank r of h: r = 0 : According to the proof of theorem 23 the quanti er free Hintikka formula h is a conjunction of all atomic formulas (where the latter appear either negated or not). We indicate with some examples how h 1 and h 2 are being built given these parts in h: i) suppose an atomic formula x i = y j appears unnegated in h. Then (C; z) 6 j = h because z assigns di erent values to x i and y j . This holds independently of C . We are therefore done by including in h 1 (or in h 2 ) an atomic formula x 6 = x which is always false as well (according to the uniqueness condition mentioned in remark 7).
ii) Suppose an atomic formula w i 6 = w j appears in h. Then we include it both in h 1 and in h 2 : A formula like x i 6 = x j is only included in h 1 ; similarly for variables from the block y and h 2 : iii) For a unary relation R in a formula R(x i ) is maintained in h 1 , whereas R(y j ) is transferred to h 2 . An atomic formula R(w i ) will again be both present in h 1 and in h 2 : Thus, given as unary relations which only hold true on exactly one element of the boundary, the labels are transformed to both substructures.
Note that by convention in the general case where we deal with two-sorted structures we decompose the set E in such a way that multi-edges from P( (A)) are only maintained in A, not in B:
r ? 1 ! r : Let (x; y; w; M) := The main relation between parse-trees and hypergraphs of bounded tree-width is the following:
Theorem 16 (cf. DF99]). Let G be a hypergraph of tree-width at most k. Starting from a tree-decomposition of G we can compute in linear time w.r.t. jGj a parse-tree of G. Example 24 Here a short example is given how the above construction works. We consider once again the polynomial p from Example 3, ii). Starting with a tree decomposition of p the latter is rst turned into a binary tree. To this aim branch nodes are simply duplicated su ciently many times. By adding further nodes to those subsets V t with cardinality less than k + 1 (without destroying the tree decomposition requirements) we can assume all sets V t to be of cardinality k + 1: Furthermore, by duplication once again branch nodes every branch has identical children. Finally, including additional nodes we can guarantee that two neighbored sets V t di er by at most one element.
For the polynomial p from Example 3,ii) this results in the following normalized tree decomposition: The parse tree is now constructed bottom up. At the leaves we apply the create operations for the k+1 vertices included in the corresponding sets V t : To include new hyperedges the add operation is applied. To change an already treated vertex with a new one we use the operation new ; change is used to t labels. Finally, due to the normalization of the tree decomposition join is only applied to substructures with the same labels on the same vertices (the boundary).
Full details can be found in DF99]. A tree-decomposition itself can also be obtained in linear time according to theorem 6.
Feferman-Vaught theorem for nite structures of bounded tree-width
We combine the previous subsections in order to obtain the main result for the structures we are interested in. The overall idea is to decide a MS 2 ( ) formula for a given structure by reducing it to substructures and deciding corresponding formulas there. The substructures are obtained by analyzing the parse-tree of the given structure. The formulas to be decided on the substructures are determined through the given one according to theorem 23.
We will explicitly proof the according statement for a decomposition related to a join operation : The according statements for the other parse operations can be established similarly.
Remark 7. In the above proof there are several ways to obtain a conjunction of atomic formulas which is false over any structure with an equality relation, for example by including x 6 = x for one or several variables. By convention, we include only one such formula into each of the sets H n;0 : This will be needed later on in order to avoid ambiguities.
8.3 Parse-trees for hypergraphs of bounded tree-width Let G be a hypergraph of bounded tree-width k. Our goal is to create G from some elementary hypergraphs by applying nitely many operations to the latter. The initial hypergraphs will be structures of size at most k. The operations have to be chosen carefully in order to guarantee validity of the theorem by Feferman-Vaught.
The hypergraphs in-between the building procedure of G all are (k + 1)-boundaried hypergraphs in the following sense:
De nition 14 ( DF99]) A hypergraph G is k-boundaried if exactly k of its vertices are labelled by f1; : : :; kg (i.e. every label appears with one vertex). The labelled vertices are called the boundary (G) of G.
We next de ne the gluing operations we are interested in: a) create : this operation creates a k + 1 boundaried hypergraph with no edges (i.e.
k + 1 vertices all of which are labelled); b) join : the join operates on two k + 1 boundaried hypergraphs G 1 = (V 1 ; E 1 ) with boundary (G 1 ) and G 2 = (V 2 ; E 2 ) with boundary (G 2 ). The graph G 1 G 2 is obtained by joining V 1 and V 2 in such a way that those vertices in (G 1 ) and (G 2 ) having the same label are identi ed. The vertices in c V 1 := V 1 n (G 1 ) and those in c V 2 := V 2 n (G 2 ) obtain an own copy. After this identi cation the hyperedges E 1 and E 2 are uni ed; c) change i;j (G) : in the k+1 boundaried hypergraph G labels i and j are interchanged; d) add i1;i2;:::;is (G) : adds an hyperedge between vertices with labels i 1 ; i 2 ; : : :; i s ; e) new i (G) : adds a new vertex, labels it i and removes label i from the previously labelled vertex.
Remark 4. Later on we decompose a given structure into substructures using the above operations in an inverse manner. Note that in that situation a decomposition is not always unique. Most important for our purposes is the case where a structure G is divided into substructures A and B such that G = A B: We x by convention that hyperedges being made of vertices in the common boundary (A) = (B) then are only transferred to substructure A, not to B.
De nition 15 Let G be a k +1 boundaried hypergraph. A parse-tree for G is a tree whose vertices are labelled by one of the above operators such that the following holds:
-the leafs are labelled by create; -the branch nodes are labelled by ; -the other nodes are labelled by one of the other operations; -G is the hypergraph obtained at the root after performing all the operations along the tree bottom-up. i 2 I 1 such that there is a a n+1 2 A with (A; a; M; a n+1 ) j = i (a; M; a n+1 ). Similarly, for every M n+1 A the induction hypothesis yields the existence of a formula j0 2 H 2 n+1;r such that (A; a; M; M n+1 ) j = j0 (a; M; M n+1 ): De neX I 2 as the set of all indices i 2 I 2 such that there is a M n+1 A with (A; a; M; M n+1 ) j = i (a; M; M n+1 ). Now it is easy to see that (A; a; M) satis es exactly that formula built according to rule (3) in which the sets X andX are chosen as explained above. This gives claim a).
Ad b) Again via induction over r : For r = 0 let be a quanti er free formula in MS 2 ( ) with n variables; is a disjunction of conjunctions of atomic formulas. Let % 1^: : :^% t be such a conjunction; consider all elements 2 H n;0 containing the % i in exactly the same form. Now, % 1^: : :^% t is equivalent to the disjunction of all the 's chosen above. The formula itself then is equivalent to all the corresponding disjunctions.
For the induction step from r to r + 1 we assume the set H In order to express as a disjunction of formulas in H n;r+1 ; among the formulas in (3) take all those where X is the empty set andX I 2 contains at least one index in f1; : : :; sg:
This gives a new set of formulas~ 1 ; : : :;~ s 2 H n;r+1 :
Claim: In this Appendix we want to give a rigorous presentation of the results used in the previous sections. This will make the paper self-contained; though well-known to logicians people in complexity theory of algebraic problems might not be that familiar with the FefermanVaught theorem. However, a lot of di erent results and concepts have to be put together which to our knowledge are hard to nd at a single place in literature. So even for readers familiar with the background we believe it might be useful having all this available in an Appendix.
Moreover, we adapted the proofs to the framework in which we need the corresponding statements.
MSO logic over nite structures
We suppose the reader to be familiar with the notions of a nite structure and second order logic SOL over a given signature (see EF95]). the nite structures we are interested in are hypergraphs. These are two-sorted structures the universe of which consists V and E, the vertices and hyperedges respectively. In addition, there is one binary relation symbol R inc for the incidence relation between edges and vertices. (This relation is not always needed, for example when dealing with the zero-existence problem for a polynomial). In case E is the set of edges of a directed graph we might also include another binary relation in order to distinguish the direction of an edge. Furthermore, we allow an arbitrary but nite number of constant symbols and unary predicate symbols. In MSO logic the set variables range over subsets of V or E only. We denote the vocabulary by and the MSO logic over by MS 2 ( ) (the index \2" indicates the two sorts), see also CMR00b].
Hintikka formulas; the Fraisse-Hintikka theorem
Fix a relational, nite vocabulary as above and consider the monadic second order logic MS 2 ( ) over . In MS 2 ( ) we are interested in formulas with rst-order variables among x 1 ; : : :; x n1 and second-order variables among X 1 ; : : :; X n2 : Later on it will be convenient to split the block x 1 ; : : :; x n1 into further blocks.
Proviso: In order to avoid confusion by mixing too many things we reduce our description of theorem 23 and 17 to MS 2 ( ) formulas with free rst order variables for vertices only and free second order variables for subsets of vertices. However, it should be clear from the presentation that a generalization including the edges as second sort of our structures is straightforward from that.
Let n := n 1 + n 2 : We denote by F n;r the set of MS 2 ( ) formula with n variables and quanti er rank at r (the quanti er rank is the maximal number of nested quanti ers in a formula).
Theorem 23. Let be a signature. For each r; n 2 N we can e ectively nd a nite set H n;r of unnested formulas in F n;r such that the following is true: a) for every -structure A and for every tuple (a; M) := (a 1 ; : : :; a n1 ; M 1 ; : : :; M n2 ), where the a i are elements of the nite universe A of A and the M j are subsets of A there exists exactly one formula 2 H n;r such that (A; a; M) j = (a; M):
In order to make the problem linear we consider all (at most m d many) values a 1 ; : : :a m d which can be obtained from A by multiplying d elements. The a t thus give possible values of a monomial (with coe cient 1) if an assignment from A n is chosen.
For any a t there is a set P t of nitely many patterns in f1; : : :; mg d such that for every (k 1 ; : : :; k d ) 2 P t we have s k1 : : : s kd = a t : Now consider m d subsets X t E:
The intended meaning of the MS 2 formula (X 1 ; : : :; X m d ) we want to be ful lled on D is a decomposition of all monomials in E into sets X t such that there is a minimizing assignment which for every monomial e 2 X t gives the value a t ; 1 t m if e 2 X t and R 1 (i 1 ; e)^: : :^R d (i d ; e) then (i 1 ; : : :; i d ) 2 P t If (D; X) j = (X) then there is an assignment (U 1 ; : : :; U m ) for x 1 ; : : :; x n from A n which is compatible with X in the sense that for every monomial e 2 X t the assignment given by the U i yields the corresponding value a t : Finally, the linear objective function to be minimized is We have shown how the concept of tree-width of multivariate polynomial systems can be used in nding polynomial time algorithms for some otherwise di cult computational problems provided the tree-width is bounded by a constant. The method has further extensions to linear and quadratic programming, previously analyzed in Mee94]. This will be worked out in a future paper. Our proofs use a detour through logic. An alternative route would be through automata theory, as in ALS91]. But automata theory and Monadic Second Order Logic are just two faces of the same de nability phenomenon, cf. Cou97,Cou90,Tho90].
Using the methods developed in FV93,FV99,KV98] theorem 9 can be improved to The point is to view feasibility of systems of polynomials over nite structures as constraint satisfaction problems. However, this method does not give improvements for in nite structures.
Another direction of further research is the restriction of our feasibility problems to nite subsets A for the components of possible zeros.
Using very e ective versions of quanti er elimination over the reals R one might ask: It remains a challenging problem to nd direct algebraic proofs and to overcome the limitations imposed by our coding technique.
Proof. For xed degree d the normalized monomials x i1 : : : x id ; i 1 ; : : :; i d 2 f1; : : :; ng of f only take polynomially in jAj many di erent values if evaluated in elements of A. Let S be the set of these results. Each value in S is multiplied by the sum of the coe cients of those monomials actually giving the value (or by 0). Since the number of monomials is bounded by a N (which itself is bounded by O(n d )) every such sum gives an integer in f?q(n) N; : : :; q(n) Ng: Thus, there are only polynomially many di erent possibilities to multiply one of the nitely many elements in S by a particular sums of the coe cients. The assertion follows. 2 Recall that in particular for polynomials of bounded tree-width the number of non-zero monomials is linear in the variable number.
From the previous proofs it should be clear that Theorem 12 summarizes the general way for obtaining polynomial time algorithms by exploiting the above methods. We therefore omit its proof.
Getting around the coe cient condition
For some of the problems studied above it is possible to avoid the coe cient condition over in nite elds. The ideas are already present in ALS91] (in an automata theoretic framework) and CMR00a] (in a logical framework). Therefore we just outline how some of these problems can be putted into their framework.
The problems we can handle that way have to be optimization problems where the objective function has a linear structure. In the framework of weighted hypergraphs D = (V; E; C) linear structure means that we want to compute min (X) s X t=1 a t jX t j ; where X = (X 1 ; X 2 ; : : :; X s ):
Here, is a MS 2 formula and jX t j is an abbreviation for P e2Xi C(e): In such a situation analyzing the Feferman-Vaught theorem for all of the parse operations shows that the special linear structure of the evaluation term (which is a MSO R term according to our de nition) allows to compute the minimum (or maximum) of a R-structure obtained after applying a parse operation in constant time from the corresponding extremal values on the substructure (see ALS91,CMR00a]). In particular, we do not have to store too many intermediate results. This ideas can be applied to the POS(A) problem:
Theorem 13. For ordered elds F the problem (d; k) ? POS(A) F can be solved in linear time in n where the constants of the linear bound depend on k; d:
Proof. We restrict ourselves to proving how (d; k) ? POS(A) can be expressed as a linear optimization problem in the above sense. The linear algorithm can then be obtained by the algorithm given in the proofs of Theorems 9 and 11 and the above remarks.
Let A := fs 1 ; : : :; s m g R and D = (V; E; C) be a R-structure representing a polynomial f in n variables of degree d: Obviously, f(x) > 0 8x 2 A n i minff(x)jx 2 A n g > 0:
We enlarge D by d incidence relations R 1 ; : : :; R d V E having the interpretation R i (j; e) , the i-th factor in monomial e 2 E is x j : Note that for this enlarged structure the tree-width concept and the Feferman-Vaught approach work similarly as before.
Note that in the current situation this condition is satis ed if the set of partial sums of the monomials evaluated on the nite set A is bounded by a function in O(p(n)) for p a polynomial. This is true because the decomposition of according to the de nition of MSO R logic in the previous section implies that the MSO R terms evaluated on substructures of the input polynomial precisely are such partial sums.
At the root of the parse tree we check all possible results of the evaluation, which are now polynomially many. The rest of the proof again works as the one of Theorem 9.
The proof of part b) works precisely the same. Instead of checking whether at least one result is zero we only have to check the positivity of all results (which are at most polynomially many). In some situations we will restrict ourselves to structures D of bounded tree-width which in addition satisfy the coe cient condition with respect to a given polynomial and the decision problem D j = ^ we are interested in.
Let us comment on the coe cient condition. Since it depends on and as well as on the used algorithmic implementation of the Feferman-Vaught theorem it might be possible to strengthen the results by carefully considering the formulation of a problem and the evaluation process. However, this might result in quite complicated conditions. For example, consider the proof of theorem 11. Instead of dealing with all partial sums of monomials it would actually be su cient to take into account only those appearing along the decomposition. Nevertheless, it seems to be more practical to look for su cient conditions like the one mentioned in the proof.
It is not always obvious whether the additional coe cient condition on the partial sums of a polynomial implies a real restriction. For an example like the real Knapsack problem (given n real numbers x 1 ; : : :; x n , is there a subset S f1; : : :; ng s.t. P i2S x i = 1) it implies a serious restriction because under the additional hypothesis that all sums P i2S x i only take polynomially many di erent values the problem lies in P R : On the other hand, if we reduce a problem like 3-SAT to an instance of 4 ? FEAS(f0; 1g) the coe cient condition is automatically ful lled because of the lemma below. Thus, in related situations our approach gives linear algorithms on structures of bounded tree-width without any additional assumption on the weights.
Lemma 21 Let q be a polynomial, A R n nite and d 2 N: Then for all polynomial functions f : R n ! R of degree d which only have integer coe cients in f?q(n); ?q(n) + 1; : : :; q(n)g the number of di erent values for the partial sums of the monomials of f if evaluated on A is bounded by O(N q(n)): Here, N is the number of non-zero monomials in f: a structure top down that's of course no problem. But in the above algorithm we compute bottom up. Suppose we want to evaluate a term Let D = (V; E; C) be a R-structure of bounded tree-width. If we are dealing with decision problems we just have to check the validity of D j = for a MS 2 -formula : We do that in the same manner as explained in the proof of Theorem 9. If a MSO R term T has to be computed over D, on every substructure of the tree decomposition we evaluate that term corresponding to the decomposition of T; climbing up the tree we combine the two values computed at the two substructures to obtain the value on the joined structure. This needs constant time for every substructure in the decomposition. 2
Extended decision problems over in nite elds
If we consider extended decision problems like the feasibility problem over in nite elds there arise some problems with the tree decomposition approach.
The rst observation is that in 9-MSO R logic we cannot quantify over the real numbers.
Thus, at rst sight it is not clear whether the existence of a real zero of a polynomial can be expressed in this logic. We therefore restrict ourselves to ask for zeros the components of which belong to a xed nite subset A R (cf. Remark 2). Nevertheless, there are still many interesting and potentially hard problems captured in this situation, recall the discussion in section 4. Furthermore it turns out that for some problems we have to require an additional condition on the values of the weight function. The necessity of such a condition will become evident in the proof of Theorem 11. A precise de nition is then provided after it.
Proof of Theorem 11:
We again restrict to the case (4; k) ? FEAS ( (note that m is independent of the structure).
The real number part of the logical description is P 2f1;:::;mg 4
T(E ) = 0 , where T(E ) := P 2E C( ) s "1 s "2 s "3 s "4 is a summation/product term. Again note that m is independent of the structure; hence, the same is true for the size of the rst sum above. For dehomogenization one can introduce a further subset U 0 V which only consists of the element 0 and put s 0 := 1: It follows that f has a zero in A if and only if (V; E; C) j = ^ :
Note that over a nite eld F this logical description works as well taking A := F; but could of course be simpli ed. We used the above description in order to cover already the in nite eld case we are interested in later on.
In a completely similar fashion the feasibility of polynomial inequality systems 2-PIS(A) R ts into the framework of 9-MSO R extended decision problems and (d; 1) ? POS(A) F can be coded as an optimization problem. If the ring ( eld) is nite the coding yields an 9-MSO R decision problem.
We will now turn to the proof of Theorem 9.
Proof of Theorem 9:
We restrict ourselves to the case (4; k) ? FEAS F : The other cases can be treated in the same way. Let the input polynomial be represented as in example 19 by a structure D = (V; E; C) of tree-width at most k and size n; let and be the corresponding MS 2 and 9-MSO F formulas. For the 9-MSO F formula we proceed as follows: rst, we decompose the MS 2 formulas involved in in the same way using Theorem 17. Next, we begin the evaluation at the leave structures of the parse tree for D: Since all of them have a universe of size at most k we can use a brute algorithm which evaluates the corresponding MSO R terms for the leave structures by considering all possible choices for second order variables. This takes exponential time only in the xed parameter k: We store the computed results in order to use them again on the further structures appearing when we glue substructures and climb up the parse tree.
Note that there are at most jFj many di erent subresults, i.e. a constant number.
We continue along the parse tree until the root, representing D, is reached. We check the possible results of the evaluation (which are at most jFj many) and decide whether D j = h ^ for all : Climbing up the tree according to the decomposition has running time O(n):
A technical problem appears during the evaluation of MSO F terms. Here, joining two substructures A and B and identifying their boundaries makes it necessary to consider only assignments treating the boundary elements the same in A and B. If we decompose Evaluation problem: For a xed MSO R term T, compute its value over G. Extended decision problem: Given a MS 2 ( ) formula as well as a 9-MSO R formula we want to decide whether G j = ^ : Optimization problems: These are like the extended decision problems, but with quanti er free, but possibly involving the functions max and min.
For other elds F the de nition of 9-MSO F is done on a similar way.
Proofs
After clarifying the above way to de ne 9-MSO R logic by dealing with some examples we will turn to rigorous proofs of the theorems stated in section 4.
Guiding examples
Let us consider some examples and the way they t into the formal setting of the previous section. For any quadruple = (" 1 ; " 2 ; " 3 ; " 4 ) where " i 2 f1; : : :; mg de ne the set E := E \ (U "1 U "2 U "3 U "4 ) (i.e. a point = ( 1 ; 2 ; 3 ; 4 ) 2 V 4 belongs to E i every component i lies in U "i ).
For 2 E the corresponding monomial C( ) x gives the value C( ) s "1 s "2 s "3 s "4 under the above assignment. The MS 2 ( ) formula for #4-FEAS(A) simply is T 1 (U 1 ) + T 2 (U 2 ) where T 1 and T 2 are product terms. The above setting nevertheless is strong enough to capture important problems.
For the other operations op 2 fadd i1;:::;is ; change ij ; new i g the evaluation of a MSO R term on a structure op(C) can be done similarly by rst evaluating a corresponding term on C and then extending the result to op(C):
After having introduced monadic second order terms we turn to monadic second order formulas built from these terms.
Basic MSO R formulas are expressions of the form T(v 1 : : :; v k ; U 1 ; : : :; U t ) 0 with 2 f=; >; g; here, T is a monadic second order term, the v i are elements of the universe and the U i are subsets of E. The problems considered in this paper are of the following type:
Decision problems: For a xed MS 2 formula , decide whether G j = .
-for a subset U E a summation term has the form T(U) := P e2U C(e) and a product term has the form T(U) := Q e2U C(e); -if T 1 (U 1 ) and T 2 (U 2 ) are summation and product terms so are T 1 (U 1 ) + T 2 (U 2 ) and T 1 (U 1 ) T 2 (U 2 ): Decomposition: For C = A B and T(U) = P e2U C(e) denote U A := U \ E A and U B := U \E B : Then T 1 (U A ) := P e2U A C(e) and T 2 (U B ) := P e2U B C(e) can be evaluated on A and B resp. Their sum gives the result of T on C: The same holds true for T(U) := Q e2U C(e): Polynomials in summation or product terms are evaluated as it was explained for simple terms.
Remark 5. Note that according to our convention E A \ E B = ;: Thus, there will be no hyperedge taken into account twice. We could have modeled the decomposition by including all hyperedges relating vertices from the boundary in both substructures and giving them the weight 0 in one of it. But this would raise some technical problems; for example, in a product term we would obtain the value 0 above. Min/max terms are de ned as summation and product terms but using T(U) := max e2U C(e) and T(U) := min e2U C(e) instead of P and Q .
Monadic second order MSO R terms are all terms above together with terms of the following form:
-for a summation or product term of the form T(U) (not a polynomial in such terms!) and a MS 2 formula% on the underlying nite structure the term For every MS 2 ( ) formula (x; y; w; X) there are nitely many so called Hintikka formulas h 1; (x; w; X) and h 2; (y; w; X) such that for every -structure C given as join A B and every assignment z as above we have (C; z) j = (x; y; w; X) , 9 (A; z A ) j = h 1; (x; w; X)^(B; z B ) j = h 2; (y; w; X):
If itself is a Hintikka formula then there exist uniquely determined Hintikka formulas h 1 and h 2 such that (C; z) j = (x; y; w; X) , (A; z A ) j = h 1 (x; w; X)^(B; z B ) j = h 2 (y; w; X):
MSO logic over R-structures
In order to extend the Feferman-Vaught approach to meta-nite structures we have to look for an appropriate de nition of monadic second order logic MSO R for these structures. The major task is to de ne it in such a way that the decomposition operations of section 5.1 extend in a natural manner also to weighted structures and the MSO R formulas.
Let us inductively de ne terms and formulas for obtaining this monadic second order logic over weighted hypergraphs (V; E; C): In each step we rst de ne the class of terms or formulas which will be used. Then, it is shown how the corresponding terms and formulas can be decomposed to the substructures involved. We restrict the presentation again to the operation. For the other parse operations similar statements hold true.
Simple terms are of the following form:
-for any edge e 2 E the expression C(e) is a simple term; -the constants r 1 ; : : :; r s 2 R are simple terms;
-if t 1 and t 2 are simple terms so are t 1 + t 2 and t 1 t 2 : Thus, simple terms are of the form pol(C(e 1 ); : : :; C(e m )) for a polynomial pol and edges e 1 ; : : :; e m : Decomposition: For a decomposition C = A B a term C(e) is taken over to that substructure e belongs to. Note that for e 2 P( (A)) by convention e appears in the second sort of the substructure A only. The constants can be used in both substructures. A polynomial pol(C(e 1 ); : : :; C(e m )) is evaluated on C by rst evaluating C(e i ); 1 i m (and further parts as far as possible) on the corresponding substructure and then putting together the results on C. Note that the complexity of the latter step only depends on the size of the polynomial pol, not on C:
Summation and product terms are expressions of the following form:
De nition 14 (cf. DF99]) A hypergraph G is k-boundaried if exactly k of its vertices are labelled by f1; : : :; kg (i.e. every label appears with one vertex). The labelled vertices are called the boundary (G) of G.
k + 1 vertices all of which are labelled); b) join : the join operates on two k + 1 boundaried hypergraphs G 1 = (V 1 ; E 1 ) with boundary (G 1 ) and G 2 = (V 2 ; E 2 ) with boundary (G 2 ). The graph G 1 G 2 is obtained by joining V 1 and V 2 in such a way that those vertices in (G 1 ) and ( G 2 ) having the same label are identi ed. The vertices in c V 1 := V 1 n (G 1 ) and those in c V 2 := V 2 n (G 2 ) obtain an own copy. After this identi cation the hyperedges E 1 and E 2 are uni ed; c) change i;j (G) : in the k+1 boundaried hypergraph G labels i and j are interchanged; d) add i1;i2;:::;is (G) : adds an hyperedge between vertices with labels i 1 ; i 2 ; : : :; i s ; e) new i (G) : adds a new vertex, labels it i and removes label i from the previously labelled vertex. Remark 4. Later on we decompose a given structure into substructures using the above operations in an inverse manner. Note that in that situation a decomposition is not always unique. Most important for our purposes is the case where a structure G is divided into substructures A and B such that G = A B: We x by convention that hyperedges being made of vertices in the common boundary (A) = (B) then are only transferred to substructure A, not to B.
-the leafs are labelled by create; -the branch nodes are labelled by ; -the other nodes are labelled by one of the other operations; -G is the hypergraph obtained at the root after performing all the operations along the tree bottom-up.
The main relation between parse-trees and hypergraphs of bounded tree-width is the following:
Theorem 16 (cf. DF99]). Let G be a hypergraph of tree-width at most k. Starting from a tree-decomposition of G we can compute in linear time w.r.t. jGj a parse-tree of G.
A tree-decomposition itself can also be obtained in linear time according to theorem 6. The Feferman-Vaught theorem gives information about the way MS 2 ( ) properties on a nite structure can be evaluated on substructures if the relation between these structures are given by one of the above operations. We state it here for the join operation : The proof can be found in the Appendix.
Let A and B be k + 1 boundaried hypergraphs over with universes A and B resp., Let z be an assignment of the variables in a MS 2 ( ) formula (x; y; w; X) into the universe C of C such that the following is true:
Second order Logic EMSOL proposed in ALS91] and uni es it with the framework of Meta-nite Model Theory of GG98].
On the underlying nite structure we evaluate MS 2 properties using the FefermanVaught theorem. The latter is rigorously proved in the Appendix together with its use for algorithmic purposes. Those readers being not familiar with it are strongly encouraged to study the Appendix before continuing.
The results of this paper rely on a careful de nition of the meta-nite monadic second order logic for expressing algebraic issues. It has to be strong enough to capture interesting problems; on the other hand, it must be de ned in such a way that we can perform a decomposition on the meta-nite structure in parallel to the one given by the bounded treewidth decomposition and the Feferman-Vaught theorem on the underlying nite structure. This will be done now.
Hypergraphs and parse trees
Let us brie y formalize the kind of meta-nite structures and decompositions of them we are interested in. Full details are in the Appendix.
We consider problem instances as logical structures representing particular hypergraphs. To capture the combinatorial aspects of a problem we start with a nite relational structure (V; E; R 1 ; : : :; R`) of signature . Here, (V; E) is a hypergraph, i.e. V := f1; : : :; ng for some n 2 N and any element of E is a (non-void) subset of V (of arbitrary but xed arity). Every relation R i is a subset of V ni , where n i 2 N denotes its corresponding arity.
We consider (V; E; R 1 ; : : :; R`) as a two-sorted structure with universe V E; by convention, there is a relation R inc V E among the symbols in which gives the incidence relation between vertices and edges.
The monadic second order logic MS 2 ( ) over hypergraphs is de ned as sublogic of second order logic, where we allow quanti ed and free second order variables of arity 1 only. In addition, set variables range over subsets of V or E (see for example CMR00b]).
Besides the combinatorial part of our structures the use of weights in some algebraic structure (ring, eld, ordered ring, etc.) has to be incorporated. To simplify our notation we assume here that weights are in the ordered eld of real numbers R. Structures of this kind are particular R-structures in the sense of GG98,GM96].
Towards this aim a weight function C : E 7 ! R is added to the structure, thereby turning it into a meta-nite one. The ordered structure (R;+; ; ; 1; 0; ?1; r 1 ; : : :; r s ) is included as well. Here, the r i are xed real constants.
We could also think about more than one weight function or weights on the vertices, but the above is su cient for our purposes.
The properties which will be checked on such R-structures are twofold. One is combinatorial and expressed by a MS 2 ( ) formula. The other involves the weight functions and the real number part. It is given as well as a speci c monadic second order property, this time de ned for the real number part of the structure.
For structures of bounded tree-width one major ingredient of our algorithm is a decomposition. This is rst done on the underlying nite structure (the hypergraph without weights).
to allow similar results. We can a ord in nite elds (or rings), but restrict the set of tuples for which we want to evaluate the polynomial. This results in decision problems belonging to the class DNP R . Without bounded tree-width no polynomial algorithm is know for these problems.
We The most general result on in nite elds in this paper is on 9-MSO R extended decision problems (to be de ned):
Theorem 12. For structures of tree-width at most k 9-MSO R -extended decision problems can be solved in time O(n t(n)) provided the number of possible values of the subterms appearing in the formalization of the problem is bounded by O(t(n)) where n is the size of the structure.
Finally, we discuss how the coe cient condition mentioned in Theorems 11 and 12 in some cases can be avoided. A kind of linearization of the positivity problem in fact allows us to strengthen Theorem 11, b). Here, by linearization we mean that the weight terms are linear in the variables. We obtain Before going into details let us rst outline the overall foregoing: the major point of our approach is to extend the (previously known) handling of MS 2 properties over nite structures to algebraic issues, i.e. decision and evaluation problems as they naturally appear in the Blum-Shub-Smale framework. To this aim we consider problem instances as speci cnite, relational structures together with real-valued weight functions. The latter are called R-structures in GG98,GM96]. Problems are then given as conjunction of two formulas; one is expressed in monadic second order logic MS 2 over the underlying nite structure and the other is given in existential monadic second order logic over the corresponding R-structure (a logic to be de ned). This generalizes the framework of Extended Monadic The proof exploits the niteness of the eld (ring) by making all elements of it part of the underlying logic. In this way the problem becomes a problem of the weighted hypergraph of the non-vanishing monomials (with the coe cients as weights). The proof has no particular algebraic content, but shows that the notion of tree-width of systems of polynomials has surprising algebraic applications. The result can be sharpened a little by making it independent of the size of the nite eld. Unfortunately, this does not help in the case of in nite structures, cf. the conclusion section.
The same technique as for the proof of Theorem 9 can also be used for in nite elds like R when dealing with so called 9-MSO R decision and evaluation problems (to be de ned later on). This includes the evaluation of polynomials with exponentially many monomials like the permanent of a matrix of bounded tree-width and many other. We obtain Theorem 10. For R-structures of tree-width at most k; 9-MSO R -decision and evaluation problems can be solved in linear time (in the size of the structure).
We next generalize the discussion of the feasibility and positivity problems to in nite elds. Here it turns out that the tree-width condition alone seems not to be strong enough Strictly speaking GF(G; E) is a function with argument w and value in K. Furthermore, w is a function w : f1; : : :; ng 2 ! K which can be interpreted as an (n n) matrix over K. If we view w(i; j) = u i;j as indeterminates, GF(G; E) is a multivariate polynomial in K u i;j : i; j n].
The permanent is the generating function for G = K n , the clique on n vertices, and E per the perfect matchings. The hamiltonian, similarly, is the generating function for E ham ; the class of n-cycles.
The proof of theorem 7 relies on the observation that in these two (and many more) cases E is de nable in Monadic Second Order Logic. This allows us to apply techniques rst used in a more restrictive framework in ALS91] and extended in CMR00b]. For more details, cf. section 5.
In GK87] (n n)-matrices M over f0; 1g are considered where one knows in advance that the permanent is bounded by a polynomial, i.e. per(M) k n q for some constants k; q 2 N: Grigoriev and Karpinski prove that under this assumption per(M) can be computed in NC 3 , and hence in P: To the best of our knowledge no similar result is known for ham(M):
More about the complexity of generating functions of graph properties in the BSS framework can be found in MaM00,Mak00].
Feasibility and positivity of polynomial systems
We now want to explore how far these techniques can be pushed further. We will state our main results; proofs then follow in the next sections.
Is the tree-width of a system of polynomials an appropriate tool to decide the existence of zeros?
We look at the following problems:
De nition 8 Let F be a eld ( nite or in nite). Let A F be nite of cardinality a. Let p(x) be a polynomial in F x] in the variables x = (x 1 ; : : :; x n ) of degree d and tree-width k, and be a system of such polynomials, whose d+1-hypergraph is of tree-width at most k. Theorem 6 (Bodlaender).
a) There is a linear time algorithm (with bad constants) which decides, given a hypergraph G whether it has a k-tree decomposition, and if yes, constructs one. b) If a hypergraph G over n vertices has a k-tree decomposition, then one can construct in linear time a balanced O(k)-tree decomposition of depth O(logn). Though originally formulated for graphs, the extension of the above results to hypergraphs is straightforward.
A survey of such results may be found in Bod98,Bod97].
Generating functions of graph properties
The rst use of tree-width of a matrix was presented in CMR00b]. There the computational complexity of computing the permanent and hamiltonian of a matrix was studied. where H n is the set of hamiltonian permutations of f1; : : :; ng. Recall that a permutation 2 S n is hamiltonian if the relation f(i; (i)) : i ng is connected and forms a cycle.
In general, both the permanent and the hamiltonian are hard to compute and the best algorithms known so far are exponential in n, BCS97,B ur00]. This applies also for the computational model due to Blum, Shub and Smale (BSS model), cf. BCSS98]. Barvinok in Bar96] has shown that if the (linear) rank of the matrix is bounded by r both the permanent and the hamiltonian can be computed in polynomial (not linear) time. Hence these problems are parametrically tractable in the sense of DF99]. Linear rank and treewidth are independent notions: The (n n) matrix consisting of 1's only has rank 1 but tree-width n?1 (it is a clique). The corresponding unit matrix has rank n but tree-width 1, as the graph consists of isolated points. Tree-width of a matrix also makes the permanent and the hamiltonian parametrically tractable.
Theorem 7 (Courcelle, Makowsky, Rotics, 1998) . Let M be a real (n n) matrix of tree-width k. Then per(M) and ham(M) can be computed in time O(n).
The same technique can also be applied to other families of multivariate polynomials such as cycle format polynomials, and, more generally, generating functions of graph properties, cf. Jer87,B ur00].
Let G = hV; E; wi be an edge weighted graph with weights in a eld K and E be a class of (unweighted) graphs closed under isomorphisms. We extend w to subsets of E by de ning w(E 0 ) = Q e2E 0 w(e). The generating function corresponding to G and E is de ned by GF(G; E) = def X fw(E 0 ) : hV; E 0 i 2 E and E 0 Eg
Boundedness of the tree-width is a sparsity condition. If p(x) in n variables of degree d has tree-width k, the number of monomials is O(n) with a constant depending on k; d only. Remark 1. The tree-width of a polynomial depends on its particular representation. We can easily see that p 1 and p 2 1 have di erent tree-width but they represent the same variety. The tree-width of a system of polynomials which consists of a single polynomial does di er at most by 1 from the tree-width of the polynomial as such.
Similarly, we can de ne the tree-width of an (n n) matrix M = (m i;j ).
De nition 4 The tree-width of an (n n) matrix M = (m i;j ) is the tree-width of the graph G M = hV M ; E M i with V M = f1; 2; : : :; ng and (i; j) 2 E M i m i;j 6 = 0. Examples 5 (1) The (n n) matrix M 1 = (m i;j ) with m i;j = 1 for all i; j has tree-width n ? 1: Note that M 1 has linear rank 1.
(2) The (n n) matrix 1 = (m i;j ) with m i;i = 1 and m i;j = 0 for i 6 = j has tree-width 0: Note that 1 has linear rank n.
Our approach applies to a general setting where properties being expressible in a speci c logical manner are considered. It uses methods from graph theory and model theoretic tools developed in the last 15 years and applies them to the algebraic setting. This work is an extension of work by B. Courcelle, J.A. Makowsky and U. Rotics CMR00b], which extends CM93] and ALS91]. The main new aspect with respect to those works is the ability to deal with a much larger class of algebraic properties captured by the logical framework we are going to de ne. This allows treatment of problems like the existence of zeros for polynomials, linear programming and many more.
The paper is organized as follows. In section 2 we introduce tree-width of matrices, polynomials and systems of polynomials. In section 3 we state a result from CMR00b] to illustrate the de nition. Section 4 collects problems in relation with polynomial systems our approach applies to. The main results are then stated. The mathematical development begins in section 5. We de ne the logical framework in which we express our problems. This mainly refers to developing so-called existential monadic second-order logic for meta-nite structures. The latter is crucial in order to combine algebraic issues with the concept of bounded tree-width. Proofs of the theorems are given in section 6 and further discussions follow in section 7. Since the arguments in sections 5 and 6 use a lot of previous work which we could not nd presented in a compact fashion in literature, a detailed appendix is added. With the appendix the paper is self-contained. It explains the construction of parse-trees starting from tree-decompositions of hypergraphs; full proofs of the crucial theorems by Fraisse-Hintikka and Feferman-Vaught are given together with its algorithmic use. De nition 2 (Tree-width of a d-hypergraph) A k-tree decomposition of G is de ned as follows:
(i) T = hT; < T i is a tree with t < T s expressing that t is a child of s. G has tree-width at most k if there exists a k-tree decomposition of G. The tree width of G is the smallest such k.
Another interesting problem is the computation of families of polynomials having exponentially many monomials. Prominent examples are the permanent and the hamiltonian polynomials. Their computational complexity has been studied by Valiant Val79].
A lot of work has been done in analyzing subclasses of such hard problems hoping for better algorithms when problem instances are restricted to these classes. For example, in relation with polynomial systems sparsity conditions were previously used in order to analyze location of zeros of multivariate polynomials. One of the most spectacular stems from the Newton polytope associated with a system of multivariate polynomials over the complex numbers. Bernstein's theorem then relates the number of isolated zeros of this system to the mixed volume of the Newton polytope; for more on this subject see CLO97,GKZ94,Kh91].
In our approach we are more interested in deciding the existence of zeros than in counting. For this purpose we introduce a new sparsity condition, the tree-width, on systems of multivariate polynomials in n variables (over some ring R) and show that under this condition many otherwise intractable computational problems involving these polynomials become solvable in polynomial or even linear time in n (in the BSS-model over R).
We associate with these polynomials a hypergraph and study classes of polynomials where this hypergraph has tree-width at most k for some xed k 2 N. Tree-width of graphs is a useful concept with a long history and a plethora of results, cf. Die96]. A de nition for hypergraphs is given in section 2 below.
We are interested in three cases: (i) The evaluation of multivariate polynomials where the number of monomials is O(2 n ), such as the permanent of a matrix, the permanent of the Hadamard powers of a matrix, the hamiltonian or many other generating functions of graph properties, see B ur00].
In general most of these polynomials are not known to allow evaluation in polynomial time. Here, the sparsity condition we impose is the bound k on the tree-width of the underlying graph. We show that all these generating functions can be evaluated in time O(n) where the constant depends (super-exponentially) on k. (ii) The feasibility problem over a nite eld F: Here, the question is whether a system of n polynomials p i ( x) 2 F x] of xed degree d in n variables has a root in F n .
This problem is NP F hard for large enough degree d. The sparsity condition we impose is the bound k on the tree-width of the d-hypergraph of non-vanishing monomials. We show that for nite elds the problem is solvable in time O(n) where the constant depends super-exponentially on k and the size of the eld F. The same is true for nite rings. (iii) We analyze an extension of (ii) to in nite elds or rings. It turns out that we have to impose further conditions on the decision problem being considered. For in nite ordered rings R ord , a polynomial of xed degree d in n variables p( x) 2 R ord x] and a nite subset A R ord we want to know both whether there exists an a 2 A n such that p( a) = 0 or whether p( a) > 0 for all a 2 A n . Though not known to be NP R complete any more, these problems are important members of the subclass DNP R of NP R where the search space for veri cation is restricted to be nite. Feasibility and positivity turn out to be decidable in polynomial time in n for polynomials of tree-width at most k if we impose some further restriction on the coe cients of p and A. For positivity we nally show how this additional coe cient condition can be avoided.
