Recent work of G. Beylkin helped set the stage for very general seismic inversions. We have combined these broad concepts for inversion with classical highfrequency asymptotics and perturbation methods to bring them closer to practically implementable algorithms. Applications include inversion schemes for both stacked and unstacked seismic data.
INTRODUCTION
A seismic inversion algorithm provides seismic imaging (as in migration) as well as estimation of parameters. Considered here is the subclass of inversion algorithms which assume that the desired parameters are accurately described by unknown, deterministic perturbations from known reference values. The perturbation assumption is often referred to as the "Born approximation." Consideration is further confined to cases adequately described by the acoustic wave equation (with reference speed c and perturbation a) in the high-frequency limit. Such algorithms have been developed for progressively more complex background velocities and source-receiver configurations (Cohen and Bleistein, 1979; Clayton and Stolt, 1981; Bleistein and Gray, 1985; Cohen and Hagin, 1985; Sullivan and Cohen, 1985) . In each extension, the crucial issue has been determination of certain properties of a matrix involving derivatives of traveltimes.
Here a recent result, appearing in Beylkin (1985) , is discussed and extended along the lines of the references just given. Beylkin (19S5) reduces the problem to consideration of a determinant h (defined below), which arises from a transformation of variables. Assuming that h is nonsingular (i.e., finite and nonzero), he establishes a very general inversion result. The singularities (if any) of h are determined by the reference speed and the source-receiver configuration.
The interesting cases of singular h are due to phenomena such as "caustics." However, h is also singular in the case of insufficient data. Thus, for example, such obvious impossibilities as obtaining a three-dimensional (3-D) inversion from a single line of data can be ruled out. In the case of insufficient data, additional assumptions must be made about the subsurface geometry which are consistent with the given data configuration. In the example just mentioned, a necessary assumption would be that the subsurface was independent of the direction orthogonal to the line of observations. Then either the 2-D wave equation (i.e., assume line sources) could be used as in classical migration (Schneider, 1978; Stolt, 1978) , or, preferably. the 3-D wave equation could still be used (i.e., use point sources) (Cohen and Bleistein, 1979) . The latter approach is known as the 2$-D geometry and is expounded in detail in Bleistein (1986).
Beylkin' s (1985) paper uses powerful mathematical tools, such as pseudodifferential operators and generalized Radon transforms. Moreover, Beylkin frames his work in an Ndimensional space. Here, we dispense with much of this mathematical machinery and confine the discussion to the 3-D u = field; equation (6) 1' = speed; equation (5) x, x' = field points; equation (1) x, = receiver location ; equation (1) x, = source location; equation ( (7) case. In the generality of Beylkin' s paper the key determinant !I is not expressible in computational terms. Here we focus on expressing 11; using results presented earlier in Cohen and Hagin (1985) . we obtain feasible algorithms in several important cases. Assuming h is nonsingular, WC can evaluate h for the following cases of propagation govcrncd by the acoustic wave equation.
(1) The zero-offset case with a general c(x, y, z) refercncc velocity (described below).
(2) The common-source gather and also the common-receiver gather with general c(s, y, -7) reference velocity (also described below).
(3) The case of common offset with a constant reference velocity. An explicit inversion formula was obtained by Sullivan and Cohen (1985) .
(4) In the conventional 24-D geometry, commonsource gathers, common-receiver gathers, and commonoffset gathers as well as zero-oKset data can be inverted for an arbitrary c(x. Z) reference velocity. [This case will be addressed in a sequel to this paper.] Note that the 3-D common-source gather treated here does not subsume the 24-D common-source gather. The explanation is that in the 3-D case. the source is on one particular line which precludes the assumption from 2eD geometry that observations made on parallel lines would be identical.
Actual implementation of a typical algorithm is discussed at the end of the section on zero-offset inversion.
THE GENERAL INVERSION FORMULA
Consider a completely arbitrary source-receiver configuration parameterized by two surface coordinates 5, and k2. Vectors x and x' denote arbitrary subsurface field points. Vector x, denotes a generic source location, while x, denotes a generic receiver location. Any relation between the sources and receivers is defined by the dependencies of x, and x, on the parameters j, and &. u(x' k (7) where D is the Fourier transform (t + m) of the surface data.
Here we use the assumption that a in equation (5) is small, to approximate the field emanating from the sources as a field governed by a wave equation with a velocity function equal to the reference velocity. This assumption also permits linearization of the integral equation (Cohen and Bleistein, 1979 ). Since our sources are point sources, the functions denoted by G in equation (7) are the Green' s functions for the wave equation with velocity c(x,, x2, x3). In equation (7) the unknown is the velocity perturbation a(xi, x *, x3), and data are the observations D at receivers x, due to sources x,.
We now exploit the fact that geophysical data reside in the high-frequency regime (Bleistein, 1984) so that the Green' s functions in equation (7) 
From the basic migration principle of "backward propagation," it is not hard to guess that the inversion operator for expression (11) will have the negative of the phase in expression (11). The correct amplitude is not as easy to guess, and in the inversion equation a(x) -jjd*k h(x, 5) jdco F(w)e-i"@' ("~erD(co, x,, x,),
we merely denote the amplitude by b(x, 5) (it is deduced below). In equation (13) F(o) denotes a known filter and is included to honor the fact that the data are confined to the high-frequency regime. That is, in implementation, the impulsive source in equation (6) 
The approximation in expression (14) is due to the filter F(o) which will cause the delta function to be band-limited. Expression (14) must be solved for the unknown amplitude b.
Then equation (13) will give the inversion algorithm for a.
Since high-frequency approximations have been used, lowfrequency phenomena such as velocity trend information (which are arguably absent from the data) cannot be recovered. Information about the discontinuities (i.e., rapid changes) in the substructure can be expected to be recovered. We therefore assume that critical trend information has been included in the background velocity.
The essence of Beylkin' s result is that if attention is confined to the discontinuity structure of a, then in expression (14) 
and from equation (21) We briefly address two other issues concerning implementation of equation (34). These are specialization to the case of a linear source-receiver array (the 2f-D case mentioned in the Introduction), and the fact that discerning discontinuities is easier if a, which consists of steps, is replaced by the reflectivity function
which consists of delta functions, R, denotes the reflection coefficient of the nth subsurface reflector, while y,(s) denotes a delta function in arc length normal to the reflector and peaking on the reflector (Bleistein, 1984) . In the usual case of a data set collected on a linear array instead of a full 2-D surface array, a full 3-D subsurface inversion cannot be obtained. As explained in the Introduction, a model consistent with this restricted set of observations is one in which both the observation surface and the subsurface are assumed to be "cylindrical" with respect to .x2. Thus we assume c = c (x r, x,), a = a(.x,, x3) . and the observation surface has the special parameterization: To obtain the reflectivity function p, pression (38) the factor (Bleistein, 1984) i sw ( 
Implementation of equation (51) is not as simple as in the zero-offset case, because it is necessary to compute the two amplitude factors.
As pointed out in the Introduction, the more practical case of common-source gather inversion from a linear array of receivers rather than from an area1 array is not a special case of equation (51); this case will be treated in a sequel devoted to the 24-D geometry. There we will also address the question of accurate estimation of parameters.
Obviously, the solution for the common-receiver configuration can be derived at once from equation (51) by interchanging the subscripts s and r.
CONCLUSIONS
We began from a general setting and obtained an inversion formula which, in principle, covers both prestack and poststack problems and many source-receiver configurations. Unfortunately, in this generality not all quantities are expressed in computationally realizable quantities. Nevertheless, we consider this broad point of view as basically sound and helpful, and we are indebted to the work of G. Beylkin in this regard. In the zero-offset case and in the common-source (or common-receiver) case the formula is expressible in practical terms.
Implementation of the algorithms is as follows. The data are processed by applying the FFT and then, after an amplitude correction and filtering, the inverse FFT is performed. Second, for each output point of interest, a summation is performed over that portion of the processed data influencing the output point. The summation involves computation of an amplitude and a traveltime along the connecting rays, a critical step in the practical implementation of the algorithms. In the case of c(z) background velocity, it is economical to build a table of traveltimes and amplitudes as functions of only depth z and offset. In this case the algorithm is only marginally more expensive to run than the algorithms of constant reference speed. In implementation of a full c(x) reference, the computation of ray information is a major consideration. In spite of this difticulty, we feel that fully 3-D problems, including c(x) reference, are feasible for the large-scale computers currently available.
Note added in proof: G. Beylkin (Pers. comm.) has pointed out alternate methods for evaluating the key Jacobian, h, for several important source-receiver configurations.
