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A weighted Sobolev space theory of parabolic
stochastic PDEs on non-smooth domains
Kyeong-Hun Kim∗
Abstract
In this paper we study parabolic stochastic partial differential equations (see equation (1.1))
defined on arbitrary bounded domain O ⊂ Rd allowing Hardy inequality:
∫
O
|ρ−1g|2 dx ≤ C
∫
O
|gx|
2dx, ∀g ∈ C∞
0
(O), (0.1)
where ρ(x) = dist(x, ∂O). Existence and uniqueness results are given in weighted Sobolev spaces
H
γ
p,θ(O, T ), where p ∈ [2,∞), γ ∈ R is the number of derivatives of solutions and θ controls the
boundary behavior of solutions (see Definition 2.5). Furthermore several Ho¨lder estimates of
the solutions are also obtained. It is allowed that the coefficients of the equations blow up near
the boundary.
Keywords: Hardy inequality, Stochastic partial differential equation, non-smooth domain, Lp-
theory, weighted Sobolve space.
AMS 2000 subject classifications: 60H15, 35R60.
1 Introduction
It is a classical result that Hardy inequality holds on Lipschitz domains ([31]). There have been
many other works concerning Hardy inequality. See e.g. [3], [35] and references therein. We only
mention that inequality (0.1) holds under much weaker condition than Lipschitz condition. For
instance, it holds if O has plump complement, that is, there exist b, σ ∈ (0, 1] such that for any
s ∈ (0, σ] and x ∈ ∂O there exists a point y ∈ Bs(x) ∩ O
c with dist(y, ∂O) ≥ bs. For instance,
Oα := {(x, y) ∈ R
2 : x ∈ (−1, 1), |x|α + |y|α < 1}, where α ∈ (0, 1), is a non-Lipschitz domain but
satisfies the plump complement condition.
Let (Ω,F , P ) be a complete probability space, {Ft, t ≥ 0} be an increasing filtration of σ-fields
Ft ⊂ F , each of which contains all (F , P )-null sets. We assume that on Ω we are given independent
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one-dimensional Wiener processes w1t , w
2
t , ... relative to {Ft, t ≥ 0}. The main goal of this article is
to present an Lp-theory of stochastic partial differential equation
du = (aijuxixj + b
iuxi + cu+ f) dt+ (σ
ikuxi + µ
ku+ gk) dwkt (1.1)
given for t > 0 and x ∈ O. Here i and j go from 1 to d, and k runs through {1, 2, ...} with the
summation convention on i, j, k being enforced. The coefficients aij , bi, c, σik, µk and the free terms
f, gk are random functions depending on t and x. As mentioned in [20], such equations with a
finite number of the processes wkt appear, for instance, in nonlinear filtering problems (estimations
of the signal by observing it when it is mixed with noises), and considering infinitely many wkt is
instrumental in treating equations for measure-valued processes, for instance, driven by space-time
white noise (cf. [16]).
Equation (1.1) has been extensively studied by so many authors (see e.g. [4, 9, 10, 12, 14,
16, 19, 20, 28, 29, 30, 32, 36] and references therein). We give a very brief review only on the
Lp-theory of the equation. The Lp-theory (p ≥ 2) of equation (1.1) defined in R
d was introduced
by Krylov ([16], [19]), and later Krylov and Lototsky ([20],[21]) developed a weighted Lp-theory of
the equation defined on a half space. It turned out that for SPDEs defined on domains the Ho¨lder
space approach does not allow one to obtain results of reasonable generality, and the Sobolev spaces
without weights are trivially inappropriate. Recently, these weighted Lp-theory on half space were
extended to equations on smooth domains (e.g. [9, 10, 12, 11, 27]) and on (non-smooth) Lipschitz
domain ([8]).
On non-smooth domains the spatial derivatives of the solution usually have additional singu-
larities at the boundary which are due to the shape of the domain, see e.g. [6, 7] for the case of
deterministic equations on polygonal domains and [25] for a generalization to the stochastic setting.
In the context of numerical approximation this suggests the use of non-uniform schemes. In [1]
results of [8] are used to prove that the convergence rates of adequate non-uniform discretization
schemes are closely connected to the regularity of the solution measured in weighted Sobolev spaces.
However, we acknowledge that there is a gap in the proof of Lemma 3.1 of [8], and the main
results of [8] are false unless stronger assumption on the range of weights is assumed. We show
this with a counterexample. In this article we reconstruct the results in [8] under much weaker
assumption on ∂O, but with smaller range of weights. The arguments used in this article are
slightly different from those in [8]. For instance, we do not use any argument of flattening the
boundary, which is a key tool in [8]. Most of our important steps are based just on the Hardy
inequality and Ioˆ’s formula.
As in [8, 9, 10, 12, 11, 21, 20, 27] we prove the existence and uniqueness results in weighted
Sobolev classes Hγp,θ(O, T ), where γ ∈ R is the number of derivatives of solutions and θ controls the
boundary behavior of solutions (see Definition 2.5). Also several (interior) Ho¨lder estimates of the
solutions are also obtained (see Corollary 2.14).
As usual Rd stands for the Euclidean space of points x = (x1, ..., xd), Rd+ = {x ∈ R
d : x1 > 0}
and Br(x) := {y ∈ R
d : |x− y| < r}. For i = 1, ..., d, multi-indices β = (β1, ..., βd), βi ∈ {0, 1, 2, ...},
and functions u(x) we set
uxi = ∂u/∂x
i = Diu, D
βu = Dβ11 · ... ·D
βd
d u, |β| = β1 + ...+ βd.
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We also use the notation Dm for a partial derivative of order m with respect to x. If we write
N = N(...), this means that the constant N depends only on what are in parenthesis. Throughout
the article, for functions depending on ω, t and x, the argument ω ∈ Ω will be omitted.
The author is grateful to Ildoo Kim for carefully reading the earlier version of the article and
finding several typos and to N.V. Kryolv for providing the author an example. The author is also
thankful to P.A Cioica and F. Lindner for useful discussions regarding the numerical approximations
of SPDEs on non-smooth domains.
2 Main results
First we introduce some Sobolev spaces (see e.g [16], [18] and [27] for more details). Let p ∈ (1,∞),
γ ∈ R andHγp = H
γ
p (Rd) = (1−∆)−γ/2Lp be the set of all distributions u such that (1−∆)
γ/2u ∈ Lp.
Define
‖u‖Hγp = ‖(1 −∆)
γ/2u‖Lp := ‖F
−1[(1 + |ξ|2)γ/2F(u)(ξ)]‖p,
where F is the Fourier transform. It is well known that if γ is a nonnegative integer then
Hγp = H
γ
p (R
d) = {u : u,Du, ...,Dγu ∈ Lp}.
Denote ρ(x) = dist(x, ∂O) and fix a bounded infinitely differentiable function ψ defined in O such
that (see e.g. Lemma 4.13 in [22] or formula (2.6) in [26])
N−1ρ(x) ≤ ψ(x) ≤ Nρ(x), ρm|Dmψx| ≤ N(m) <∞. (2.1)
Let ζ ∈ C∞0 (R+) be a nonnegative function satisfying
∞∑
n=−∞
ζ(en+t) > c > 0, ∀t ∈ R. (2.2)
Note that any non-negative smooth function ζ ∈ C∞0 (R+) so that ζ > 0 on [e
−1, e] satisfies (2.2).
For x ∈ O and n ∈ Z := {0,±1, ...} define
ζn(x) = ζ(e
nψ(x)).
Then supp ζn ⊂ {x ∈ O : e
−n−k0 < ρ(x) < e−n+k0} =: Gn for some integer k0 > 0,
∞∑
n=−∞
ζn(x) ≥ δ > 0, (2.3)
ζn ∈ C
∞
0 (Gn), |D
mζn(x)| ≤ N(ζ,m)e
mn. (2.4)
For p ≥ 1 and γ ∈ R, by Hγp,θ(O) we denote the set of all distributions u on O such that
‖u‖p
Hγp,θ(O)
:=
∑
n∈Z
enθ‖ζ−n(e
n·)u(en·)‖p
Hγp
<∞. (2.5)
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We also use the above notation for ℓ2-valued functions g = (g1, g2, ...), that is,
‖g‖Hγp = ‖g‖Hγp (ℓ2) = ‖|(1 −∆)
γ/2g|ℓ2‖Lp ,
‖g‖p
Hγp (O,ℓ2)
=
∑
n∈Z
enθ‖ζ−n(e
n·)g(en·)‖p
Hγp (ℓ2)
.
It is known (see Lemma 2.4) that if {ζ¯n, n ∈ Z} is another set of functions satisfying (2.3) and (2.4)
(such functions can be easily constructed by mollifying the indicator functions IGn), then it yields
the same space Hγp,θ(O). Also if γ = n is a nonnegative integer then
Lp,θ(O) := H
0
p,θ(O) = Lp(O, ρ
θ−ddx),
Hnp,θ(O) := {u : u, ρDu, ..., ρ
nDnu ∈ Lp,θ(O)},
‖u‖pHnp,θ(O)
∼
∑
|α|≤n
∫
O
|ρ|α|Dαu|pρθ−d dx. (2.6)
We remark that the space Hnp,θ(O) is different from W
n,p(O, ρ, ε) introduced in [22], where
W n,p(O, ρ, ε) = {u : u,Du, ...,Dnu ∈ Lp(O, ρ
εdx)}.
Denote ρ(x, y) = ρ(x) ∧ ρ(y). For ν ∈ (0, 1] and k = 0, 1, 2, ..., as in [5], define
[f ]
(0)
k = [f ]
(0)
k,O = sup
x∈O
|β|=k
ρk(x)|Dβf(x)|, [f ]
(0)
k+ν = sup
x,y∈O
|β|=k
ρk+ν(x, y)
|Dβf(x)−Dβf(y)|
|x− y|ν
,
|f |
(0)
k =
k∑
j=0
[f ]
(0)
j,O, |f |
(0)
k+ν = |f |
(0)
k + [f ]
(0)
k+ν .
The above notation is used also for ℓ2 valued functions g = (g
1, g2, · · · ). For instance,
[g]
(0)
k = sup
x∈O
|β|=k
ρk(x)|Dβg(x)|ℓ2 .
Here are some other properties of the space Hγp,θ(O) taken from [27] (also see [17], [18]).
Lemma 2.1 (i) The space C∞0 (O) is dense in H
γ
p,θ(O).
(ii) Assume that γ− d/p = m+ ν for some m = 0, 1, ... and ν ∈ (0, 1], and i, j are multi-indices
such that |i| ≤ m, |j| = m. Then for any u ∈ Hγp,θ(O), we have
ψ|i|+θ/pDiu ∈ C(O), ψm+ν+θ/pDju ∈ Cν(O),
|ψ|i|+θ/pDiu|C(O) + [ψ
m+ν+θ/pDju]Cν(O) ≤ C‖u‖Hγp,θ(O)
.
(iii) ψD,Dψ : Hγp,θ(O)→ H
γ−1
p,θ (O) are bounded linear operators, and for any u ∈ H
γ
p,θ(O)
‖u‖Hγp,θ(O)
≤ N‖ψux‖Hγ−1p,θ (O)
+N‖u‖Hγ−1p,θ (O)
≤ N‖u‖Hγp,θ(O)
,
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‖u‖Hγp,θ(O)
≤ N‖(ψu)x‖Hγ−1p,θ (O)
+N‖u‖Hγ−1p,θ (O)
≤ N‖u‖Hγp,θ(O)
.
(iv) For any ν, γ ∈ R, ψνHγp,θ(O) = H
γ
p,θ−pν(O) and
‖u‖Hγp,θ−pν(O)
≤ N‖ψ−νu‖Hγp,θ(O)
≤ N‖u‖Hγp,θ−pν(O)
. (2.7)
(v) If γ ∈ (γ0, γ1) and θ ∈ (θ0, θ1), then
‖u‖Hγp,θ(O)
≤ ε‖u‖Hγ1p,θ(O)
+N(γ, p, ε)‖u‖Hγ0p,θ (O)
,
‖u‖Hγp,θ(O)
≤ ε‖u‖Hγp,θ0 (O)
+N(γ, p, ε)‖u‖Hγp,θ1 (O)
.
Lemma 2.2 (i) Let s = |γ| if γ is an integer, and s > |γ| otherwise, then
‖au‖Hγp,θ(O)
≤ N(d, s, γ)|a|(0)s ‖u‖Hγp,θ(O)
.
(ii) If γ = 0, 1, 2, ..., then
‖au‖Hγp,θ(O)
≤ N sup
O
|a|‖u‖Hγp,θ(O)
+N0|a|
(0)
γ ‖u‖Hγ−1p,θ (O)
where N0 = 0 if γ = 0.
(iii) If 0 ≤ r ≤ s, then
|a|(0)r ≤ N(d, r, s)(sup
O
|a|)1−r/s(|a|(0)s )
r/s.
The assertions also holds for ℓ2-valued functions a.
Proof. For (i), see Theorem 3.1 in [27]. (ii) is an easy consequence of (2.6), and (iii) is from
Proposition 4.2 in [24]. ✷
Remark 2.3 By Lemma 2.2, for any ν ≥ 0, ψν is a point-wise multiplier in Hγp,θ(O). Thus if
θ1 ≤ θ2 then
‖u‖Hγp,θ2 (O)
≤ N‖ψ(θ2−θ1)/pu‖Hγp,θ1 (O)
≤ N‖u‖Hγp,θ1 (O)
.
Lemma 2.4 Let {ξn} be a sequence of C
∞
0 (O) functions such that
|Dmξn| ≤ C(m)e
nm, supp ξn ⊂ {x ∈ O : e
−n−k0 < ρ(x) < e−n+k0}
for some k0 > 0. Then for any u ∈ H
γ
p,θ(O),∑
n
enθ‖ξ−n(e
nx)u(enx)‖p
Hγp
≤ N‖u‖p
Hγp,θ(O)
.
If in addition ∑
n
|ξn|
p > δ > 0,
then the reverse inequality also holds.
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Proof. See Theorem 2.2 in [27]. ✷
Let P be the predictable σ-field generated by {Ft, t ≥ 0}. Define
H
γ
p(T ) = Lp(Ω× [0, T ],P,H
γ
p ), H
γ
p(T, ℓ2) = Lp(Ω× [0, T ],P,H
γ
p (ℓ2))
H
γ
p,θ(O, T ) = Lp(Ω× [0, T ],P,H
γ
p,θ(O)), H
γ
p,θ(O, T, ℓ2) = Lp(Ω× [0, T ],P,H
γ
p,θ(O, ℓ2)),
Lp,θ(O, T ) = H
0
p,θ(O, T ), U
γ
p = Lp(Ω,F0,H
γ−2/p
p ), U
γ
p,θ(O) = ψ
− 2
p
+1
Lp(Ω,F0,H
γ−2/p
p,θ (O)).
That is, for instance, we say u ∈ Hγp,θ(O, T ) if u has a H
γ
p,θ(O)-valued predictable version u¯ defined
on Ω× [0, T ] so that
‖u‖Hγp,θ(O,T )
= ‖u¯‖Hγp,θ(O,T )
:=
(
E
∫ T
0
‖u(s, ·)‖p
Hγp,θ(O)
dt
)1/p
<∞.
Also by u ∈ ψ
− 2
p
+1
Lp(Ω,F0,H
γ−2/p
p,θ (O)) we mean ψ
2/p−1u ∈ Lp(Ω,F0,H
γ−2/p
p,θ (O)), and
‖u‖p
Uγp,θ(O)
:= E‖ψ2/p−1u‖p
H
γ−2/p
p,θ (O)
.
Below by (u, φ) we denote the image of φ ∈ C∞0 (O) under a distribution u.
Definition 2.5 We write u ∈ Hγ+2p,θ (O, T ) if u ∈ ψH
γ+2
p,θ (O, T ), u(0, ·) ∈ U
γ+2
p,θ (O) and for some
f ∈ ψ−1Hγp,θ(O, T ) and g ∈ H
γ+1
p,θ (O, T, ℓ2),
du = f dt+ gk dwkt , (2.8)
in the sense of distributions. In other words, for any φ ∈ C∞0 (O), the equality
(u(t, ·), φ) = (u(0, ·), φ) +
∫ t
0
(f(s, ·), φ) ds +
∞∑
k=1
∫ t
0
(gk(s, ·), φ) dwks
holds for all t ≤ T with probability 1. In this situation we write f = Du and g = Su. The norm in
H
γ+2
p,θ (O, T ) is defined by
‖u‖
H
γ+2
p,θ (O,T )
= ‖ψ−1u‖
H
γ+2
p,θ (O,T )
+ ‖ψDu‖Hγp,θ(O,T )
+ ‖Su‖
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u(0, ·)‖Uγ+2p,θ (O)
.
Remark 2.6 (i) Remember that for any α, γ ∈ R, ‖ψαu‖Hγp,θ(O)
∼ ‖u‖Hγp,θ+pα(O)
. Thus the space
H
γ+2
p,θ (O, T ) is independent of the choice of ψ.
(ii) It is easy to check (see Remark 3.2 of [16] for details) that for any φ ∈ C∞0 (O) and
g ∈ Hγ+1p,θ (O, T, ℓ2) we have
∑∞
k=1
∫ T
0 (g
k, φ)2ds <∞, and therefore the series of stochastic integral∑∞
k=1
∫ t
0 (g
k, φ)dwkt converges in probability uniformly on [0, T ].
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Theorem 2.7 Let un ∈ H
γ+2
p,θ (O, T ), n = 1, 2, · · · and ‖un‖Hγ+2p,θ (O,T )
≤ K, where K is a finite
constant. Then there exists a subsequence nk and a function u ∈ H
γ+2
p,θ (O, T ) so that
(i) unk , unk(0, ·),Dunk ,Sunk converges weakly to u, u(0, ·),Du and Su in H
γ+2
p,θ (T,O), U
γ+2
p,θ (O),
H
γ
p,θ(O) and H
γ+1
p,θ (O, ℓ2) respectively;
(ii) for any φ ∈ C∞0 (O) and t ∈ [0, T ], we have (unk(t, ·), φ) → (u(t, ·), φ) weakly in Lp(Ω).
Proof. The proof is identical to that of the proof of Theorem 3.11 in [16], where the theorem is
proved when O = Rd.
✷
Theorem 2.8 For any nonnegative integer n ≥ γ + 2, the set
H
n
p,θ(O, T )
⋂ ∞⋃
k=1
Lp(Ω, C([0, T ], C
n
0 (Ok))),
where Ok := {x ∈ O : ψ(x) > 1/k}, is dense in H
γ+2
p,θ (O, T ).
Proof. It is enough to repeat the proof of Theorem 2.9 in [20], where the lemma is proved when
O = Rd+. ✷
Theorem 2.9 (i) Let 2/p < α < β ≤ 1 and u ∈ Hγ+2p,θ (O, T ), then
E[ψβ−1u]p
Cα/2−1/p([0,T ],Hγ+2−βp,θ (O))
≤ NT (β−α)p/2‖u‖
H
γ+2
p,θ (O,T )
,
where N is independent of T and u.
(ii) Let p ∈ [2,∞) and T <∞, then
E sup
t≤T
‖u(t)‖p
Hγ+1p,θ (O)
≤ N‖u‖p
H
γ+2
p,θ (O,T )
, (2.9)
where N = N(d, p, γ, θ,O, T ) is non-decreasing function of T . In particular, for any t ≤ T ,
‖u‖p
H
γ+1
p,θ (O,t)
≤ N
∫ t
0
‖u‖p
H
γ+2
p,θ (O,s)
ds. (2.10)
Proof. The theorem is proved in [8] on Lipschitz domains, and the proof works on any arbitrary
domains.
(i). Due to the definition of E[ψβ−1u]p
Cα/2−1/p([0,T ],Hγ+2−βp,θ (O))
we may assume u(0) = 0. Let
Du = f and Su = g. By (2.5) and Lemma 2.1(iv),
I := E[ψβ−1u]p
Cα/2−1/p([0,T ],Hγ+2−βp,θ (O))
≤ N
∑
n
en(θ+p(β−1))E[u(t, enx)ζ−n(e
nx)]p
Cα/2−1/p([0,T ],Hγ+2−βp )
. (2.11)
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Denote T0 := T
(β−α)p/2. By Corollary 4.12 in [15], there exists a constant N > 0, independent of
T and u, so that for any a > 0,
E[u(t, enx)ζ−n(e
nx)]p
Cα/2−1/p([0,T ],Hγ+2−βp )
≤ NT0a
β−1(a‖u(t, enx)ζ−n(e
nx)‖p
H
γ+2
p (T )
+a−1‖f(t, en)ζ−n(e
nx)‖p
H
γ
p (T )
+ ‖g(t, en)ζ−n(e
nx)‖p
H
γ+1
p (T,ℓ2)
).
Take a = e−np, then (2.11) yields
I ≤ NT0(
∑
n
en(θ−p)‖u(t, enx)ζ−n(e
nx)‖p
H
γ+2
p (T )
+
∑
n
en(θ+p)‖f(t, enx)ζ−n(e
nx)‖p
H
γ
p (T )
+
∑
n
enθ‖g(t, enx)ζ−n(e
nx)‖p
H
γ+1
p (T,ℓ2)
)
= NT0
(
‖u‖p
H
γ+2
p,θ−p(O,T )
+ ‖f‖p
H
γ
p,θ+p(O,T )
+ ‖g‖p
H
γ+1
p,θ (O,T,ℓ2)
)
≤ NT0‖u‖
p
H
γ+2
p,θ (O,T )
.
Thus (i) is proved.
(ii). If p > 2, (ii) follows from (i). But for the case p = 2, we prove this differently. Obviously
E sup
t≤T
‖u(t)‖p
Hγ+1p,θ (O)
≤ N
∑
n
enθE sup
t≤T
‖u(t, enx)ζ−n(e
nx)‖p
Hγ+1p
.
Note that u0 ∈ U
γ+2
p,θ (O) ⊂ Lp(Ω,H
γ+1
p,θ (O)) since p ≥ 2. By Remark 4.14 in [15] with β = 1 there,
for any a > 0,
E sup
t≤T
‖u(t, enx)ζ−n(e
nx)‖p
Hγ+1p
≤ N(a‖u(t, enx)ζ−n(e
nx)‖p
H
γ+2
p (T )
+a−1‖f(t, en)ζ−n(e
nx)‖p
H
γ
p(T )
+ ‖g(t, enx)ζ−n(e
nx)‖p
H
γ+1
p (T,ℓ2)
++E‖u0(e
nx)ζ−n(e
nx)‖p
Hγ+1p
).
Take a = e−np to get
E sup
t≤T
‖u(t)‖p
Hγ+1p,θ (O)
≤ N(
∑
n
en(θ−p)‖u(t, enx)ζ−n(e
nx)‖p
H
γ+2
p (T )
+
∑
n
en(θ+p)‖f(t, enx)ζ−n(e
nx)‖p
H
γ
p(T )
+
∑
n
enθ‖g(t, enx)ζ−n(e
nx)‖p
H
γ+1
p (T )
+ E
∑
n
enθ‖u0(e
nx)ζ−n(e
nx)‖p
Hγ+1p
)
= N(‖u‖p
H
γ+2
p,θ−p(O,T )
+ ‖f‖p
H
γ
p,θ+p(O,T )
+ ‖g‖p
H
γ+1
p,θ (O)
+ E‖u0‖
p
Hγ+1p,θ (O)
)
≤ N‖u‖p
H
γ+2
p,θ (O,T )
.
Finally,
‖u‖p
H
γ+1
p,θ (O,t)
= E
∫ t
0
‖u‖p
Hγ+1p,θ (O)
ds ≤
∫ t
0
(E sup
r≤s
‖u(r)‖p
Hγ+1p,θ (O)
)ds ≤ N
∫ t
0
‖u‖p
H
γ+2
p,θ (O,s)
ds.
The theorem is proved. ✷
Fix a nonnegative constant ε0 = ε(γ) ≥ 0 so that ε0 > 0 only if γ is not integer, and define γ+ = |γ|
if γ is an integer, and γ+ = |γ|+ ε0 otherwise. Now we state our assumptions on the coefficients.
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Assumption 2.10 (i) For each x, the coefficients aij(t, x), bi(t, x) c(t, x), σik(t, x) and µk(t, x)
are predictable functions of (ω, t).
(ii) The coefficients aij , σi are uniformly continuous in x, that is, for any ε > 0 there exists
δ = δ(ε) > 0 such that
|aij(t, x) − aij(t, y)|+ |σi(t, x)− σi(t, y)|ℓ2 ≤ ε
for each ω, t, whenever x, y ∈ O and |x− y| ≤ δ.
(iii) There exist constant δ0,K > 0 such that for any ω, t, x and λ ∈ R
d,
δ0|λ|
2 ≤ a¯ij(t, x)λiλj ≤ K|λ|2, (2.12)
where a¯ij = aij − 12(σ
i, σj)ℓ2 .
(iv) For any ω, t
|aij(t, ·)|(0)γ+ + |ψb
i(t, ·)|(0)γ+ + |ψ
2c(t, ·)|(0)γ+ + |σ
i(t, ·)|
(0)
(γ+1)+
+ |ψµ(t, ·)|
(0)
(γ+1)+
≤ K, (2.13)
and if γ = 0, then for some ε > 0,
|σi(t, ·)|
(0)
1+ε + |ψµ|
(0)
1+ε ≤ K, ∀ω, t. (2.14)
(v) There is a control on the behavior of bi, c and µk near ∂O, namely,
lim
ρ(x)→0
sup
ω,t
(
ρ(x)|bi(t, x)| + ρ2(x)|c(t, x)| + ρ(x)|µ(t, x)|ℓ2
)
= 0. (2.15)
Remark 2.11 Conditions (2.13) and (2.15) allow the coefficients bi, c and ν to be unbounded and
to blow up near the boundary. In particular, (2.15) is satisfied if for some ε,N > 0,
|bi(t, x)|+ |µ(t, x)|ℓ2 ≤ Nρ
−1+ε(x), |c(t, x)| ≤ Nρ−2+ε(x).
The proof of following theorem is given in section 4.
Theorem 2.12 Let p ∈ [2,∞), γ ∈ [0,∞), T < ∞ and Assumption 2.10 be satisfied. Then there
exists β0 = β0(p, d,O) > 0 so that if
θ ∈ (p− 2 + d− β0, p− 2 + d+ β0) (2.16)
then for any f ∈ ψ−1Hγp,θ(O, T ), g ∈ H
γ+1
p,θ (O, T ) and u0 ∈ U
γ+2
p,θ (O) equation (1.1) with initial
data u0 admits a unique solution u in the class H
γ+2
p,θ (O, T ), and for this solution
‖u‖
H
γ+2
p,θ (O,T )
≤ C(‖ψf‖Hγp,θ(O,T )
+ ‖g‖
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u0‖Uγ+2p,θ (O)
), (2.17)
where C = C(d, p, γ, θ, δ0,K, T,O).
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Remark 2.13 Note that Theorem 2.12 is proved only for γ ≥ 0. However the theorem can be
extended for any γ ∈ R by using results for γ ≥ 0 and arguments used e.g. in the proof of Theorem
2.16 of [12] (cf. [11, 20]). One difference is that, in place of Theorem 2.8 of [18], one has to use
the corresponding version on bounded domains (Theorem 5.1 of [27]).
Lemma 2.1(ii) and Theorem 2.9 easily yield the following result.
Corollary 2.14 Let u ∈ Hγ+2p,θ (O, τ) be the solution in Theorem 2.12 (or in Theorem 2.15 below).
(i) If γ + 2− d/p = m+ ν for some m = 0, 1, ..., ν ∈ (0, 1], and i, j are multi-indices such that
|i| ≤ m, |j| = m, then for each ω, t
ψ|i|−1+θ/pDiu ∈ C(O), ψm−1+ν+θ/pDju ∈ Cν(O).
In particular,
|ψ|i|Diu(x)| ≤ Nψ1−θ/p(x).
(ii) Let
2/p < α < β ≤ 1, γ + 2− β − d/p = k + ε
where k ∈ {0, 1, 2, ...} and ε ∈ (0, 1]. Denote δ = β − 1 + θ/p. Then for any multi-indices i and j
such that |i| ≤ k and |j| = k, we have
E sup
t,s≤τ
|t− s|−(pα/2−1)(|ψδ+|i|Di(u(t)− u(s))|pC(O)
+[ψδ+|j|+εDj(u(t)− u(s))]pCε(O)) <∞.
Note that if p = 2 then (2.16) is θ ∈ (d − β0, d + β0), but it is not clear whether d is included
in the interval in (2.16) if p > 2 because β0 depends also on p. Below we give positive answer if p
is close to 2 and negative one for large p. For instance, if θ = d = 2 then in general Theorem
2.12 do not hold for all p > 4.
The proof of following theorem is given in section 5.
Theorem 2.15 There exists p0 > 2 so that if p ∈ [2, p0) then there exists β1 > 0 so that the
assertion of Theorem 2.12 holds for any θ ∈ (d− β1, d+ β1).
Remark 2.16 Since H1p,d−p(O) =
◦
W 1p (O) := {u : u, ux ∈ Lp(O) and u|∂O = 0}, Theorem 2.15
with γ ≥ −1 and θ ∈ (d−β1, d] implies that there exists a unique solution u ∈ Lp(Ω×[0, T ],
◦
W 1p (O))
for any p ∈ [2, p0).
The following example is due to N.V. Krylov and shows that Theorem 2.12 can not hold unless
θ is sufficiently large and that in general Theorem 2.15 is false for all large p.
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Example 2.17 Let α ∈ (1/2, 1) and denote
Gα = {z = x+ iy : |arg z| <
π
2α
}, Oα = Gα ∩ {z : |z| < 10},
where arg z is defined as a function taking values in so that [π,−π). Define v(z) = v(x, y) =
Re zα = |z|α cosαθ, where tan θ = y/x. Then ∆v = 0 in Gα and v = 0 on ∂Gα. We claim that for
some N = N(α) > 1,
N−1|z|α−1 ≤ |ρ−1v| ≤ N |z|α−1, |Dv|+ |ρD2v| ≤ N |z|α−1.
Since the second assertion is easy to check we prove the first one. If |arg z| < π2α−
π
2 then ρ(z) = |z|,
|z|α cos(π2 − α
π
2 ) ≤ |v| ≤ |z|
α and the claim is obvious. Also if π2α −
π
2 ≤ |arg z| <
π
2α , then
ρ(z) = |z|| sin( π2α − θ)| and cosαθ/| sin(
π
2α − θ| is comparable to 1 in {z :
π
2α −
π
2 ≤ |arg z| <
π
2α}.
It follows that
∫
Oα
(
|ρ−1v|p + |Dv|+ |ρD2v|
)
ρθ−2dx <∞ ⇔ θ > p(1− α),
and ∫
Oα
(|ρvx|
p + |ρv|p)ρθ−2dx <∞, ∀ θ > 0.
Now choose a smooth function ξ ∈ C∞0 (B2(0)) so that ξ = 1 on B1(0), and define u(t, x, y) :=
tξ(x, y)v(x, y). Then
du = (∆u+ f)dt, (2.18)
where f := t(−2ξxivxi − v∆ξ) + ξv. Above calculations show that ρf ∈ Lp,θ(Oα, T ) for any θ > 0
and that u ∈ H2p,p(Oα, T ). By Theorem 2.12 we conclude that u is the unique solution of the
above equation in H2p,p(Oα, T ). It also follows that the existence result of Theorem 2.12 in
H2p,θ(Oα, T ) fails whenever
θ ≤ p(1− α),
because if there is any solution w ∈ H2p,θ(Oα, T ) then w ∈ H
2
p,p(Oα, T ) and therefore due to the
uniqueness result in H2p,p(Oα, T ), we get u = w. But this is not possible since ‖ρ
−1u‖Lp,θ(Oα,T ) =∞.
In particular, if θ = d = 2 and p > 4 we can choose α close to 1/2 so that 2 ≤ p(1 − α), and
consequently this leads to the fact that in general Theorem 2.12 does not holds if p > 4.
3 A priori estimate
In this section we develop some estimations of solutions of equation (1.1). First, we introduce a
result on SPDEs defined on entire space Rd.
Lemma 3.1 Let aij and σij be independent of x. Also suppose that f ∈ Hγp(T ), g ∈ H
γ+1
p (T, ℓ2),
u0 ∈ U
γ+2
p and u ∈ H
γ+1
p (T ) is a solution of
du = (aijuxixj + f) + (σ
ikuxi + g
k)dwkt u(0, ·) = u0. (3.1)
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Then u ∈ Hγ+2p (T ), and
‖u‖p
H
γ+2
p (T )
≤ N(‖u‖p
H
γ+1
p (T )
+ ‖f‖p
H
γ
p(T )
+ ‖g‖p
H
γ+1
p (T,ℓ2)
+ ‖u0‖
p
Uγ+2p
), (3.2)
where N depends only on d, p, δ0,K (not on T ).
Proof. This is a well known result. By Theorem 4.10 in [16],
‖uxx‖
p
H
γ
p(T )
≤ C(d, p)(‖f‖p
H
γ
p(T )
+ ‖g‖p
H
γ+1
p (T,ℓ2)
+ ‖u0‖
p
Uγ+2p
).
This and the relation ‖u‖
Hγ+2p
= ‖(1−∆)u‖Hγp ≤ (‖u‖Hγp + ‖uxx‖Hγp ) certainly prove (3.2). ✷
In the following lemma there is no restriction on θ, γ and ∂O, that is θ, γ ∈ R and O is any
arbitrary domain.
Lemma 3.2 Let aij and σik be independent of x. Suppose f ∈ ψ−1Hγp,θ(O, T ), g ∈ H
γ+1
p,θ (O, T, ℓ2),
u0 ∈ U
γ+2
p,θ (O) and u ∈ H
γ+1
p,θ (O, T ) is a solution of the equation
du = (aijuxixj + f)dt+ (σ
ikuxi + g
k)dwkt , u(0, ·) = u0.
Then u ∈ Hγ+2p,θ (Ω, T ), and
‖ψ−1u‖p
H
γ+2
p,θ (O,T )
≤ N(‖ψ−1u‖p
H
γ+1
p,θ (O,T )
+ ‖ψf‖p
H
γ
p,θ(O,T )
+ ‖g‖p
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u0‖
p
Uγ+2p,θ (O)
). (3.3)
Proof. We just repeat the arguments used in [8] on Lipschitz domains. Remember that by Lemma
2.1 we have ‖ψ−1u‖
Hγ+2p,θ (O)
∼ ‖u‖
Hγ+2p,θ−p(O)
. Thus,
‖ψ−1u‖p
H
γ+2
p,θ (O,T )
≤ N
∞∑
n=−∞
en(θ−p)‖u(t, enx)ζ−n(e
nx)‖p
H
γ+2
p (T )
= N
∞∑
n=−∞
en(θ−p+2)‖vn‖
p
H
γ+2
p (e−2nT )
, (3.4)
where vn(t, x) := u(e
2nt, enx)ζ−n(e
nx). Note that since vn has compact support in R
d and can be
regarded as distribution defined on Rd. Thus we conclude vn ∈ H
γ+1
p (e−2nT ). Also note that it
satisfies
dvn = (a
ij(e2nt)vnxixj + fn)dt+ (σ
ik(e2nt)vnxi + g
k
n)dw
k(n)t, vn(0) = u0(e
nx)ζ−n(e
nx),
where wk(n)t := e
−nwkent are independent Wiener processes,
fn(t, x) = −2e
naij(e2nt, x)uxi(e
2nt, enx)enζ−nxj(e
nx)− aiju(e2nt, enx)e2nζ−nxixj(e
nx)
+ e2nf(e2nt, enx)ζ−n(e
nx),
and
gkn = −σ
ik(e2nt)u(e2nt, enx)enζ−nxi(e
nx) + engk(e2nt, enx)ζ−n(e
nx).
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Since ζ−n has compact support in O and u ∈ H
γ+1
p,θ (O, T ), we easily check that
fn ∈ H
γ
p(e
−2nT ), gn ∈ H
γ+1
p (e
−2nT, ℓ2).
Thus by Lemma 3.1, we have vn ∈ H
γ+2
p (e2nT ) and
‖vn‖
p
H
γ+2
p (e2nT )
≤ N(‖vn‖
p
H
γ+1
p (e2nT )
+ ‖fn‖
p
H
γ
p(e2nT )
+ ‖gn‖
p
H
γ+1
p (e2nT,ℓ2)
+ ‖vn(0)‖
p
Uγ+2p
),
whereN = N(d, p, γ, δ0,K) is independent of n and T . Next we apply Lemma 2.4 with ξn = e
−nζnxi
or ξn = e
−2nζnxixj and get
∞∑
n=−∞
en(θ−p+2)‖fn‖
p
H
γ
p(e−2nT )
≤ N
∑
n
enθ‖uxi(t, e
nx)enζ−nxj(e
nx)‖p
H
γ
p(T )
+ N
∑
n
en(θ−p)‖u(t, enx)e2nζ−nxixj(e
nx)‖p
H
γ
p(T )
+ N
∑
n
en(θ+p)‖f(t, enx)ζ−n(e
nx)‖p
H
γ
p (T )
≤ N‖ux‖
p
H
γ
p,θ(O,T )
+N‖u‖p
H
γ
p,θ−p(O,T )
+N‖f‖p
H
γ
p,θ+p(O,T )
≤ N‖ψ−1u‖p
H
γ+1
p,θ (O,T )
+N‖ψf‖p
H
γ
p,θ(O,T )
.
Similarly,
∞∑
n=−∞
en(θ−p+2)‖gn‖
p
H
γ+1
p (e−2nT )
≤ N
∑
n
en(θ−p)‖u(t, enx)enζ−nx(e
nx)‖p
H
γ+1
p (T )
+N
∑
n
enθ‖g(t, enx)ζ−n(e
nx)‖p
H
γ+1
p (T,ℓ2)
≤ N‖ψ−1u‖p
H
γ+1
p,θ (O,T )
+N‖g‖p
H
γ+1
p,θ (O,T,ℓ2)
.
Also,
∞∑
n=−∞
en(θ−p+2)‖vn(0)‖
p
Uγ+2p
≤ N‖u0‖
p
Uγ+2p,θ (O)
.
Thus the lemma is proved.
✷
Remark 3.3 Let γ ≥ 0. By (3.3) and the inequality (see Lemma 2.1(v))
‖ψ−1u‖Hγ+1p,θ (O)
≤ ε‖ψ−1u‖Hγ+2p,θ (O)
+N(ε)‖ψ−1u‖Lp,θ(O),
we easily get
‖ψ−1u‖p
H
γ+2
p,θ (O,T )
≤ N(‖ψ−1u‖p
Lp,θ(O,T )
+ ‖ψf‖p
H
γ
p,θ(O,T )
+ ‖g‖p
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u0‖
p
Uγ+2p,θ (O)
). (3.5)
This shows that to estimate ‖u‖
H
γ+2
p,θ (O)
it is enough to estimate ‖ψ−1u‖p
Lp,θ(O,T )
.
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In the following lemma we estimate ‖ψ−1u‖p
Lp,θ(O,T )
when θ = d − 2 + p using the Hardy
inequality.
Lemma 3.4 Let aij and σik be independent of x. Then for any u ∈ H2p,d−2+p(O, T ), we have
‖u‖H2p,d−2+p(O,T )
≤ N‖ψ(Du − aijuxixj )‖Lp,d−2+p(O,T )
+ N‖Su− σi·uxi‖H1p,d−2+p(O,T,ℓ2)
+N‖u(0)‖U2p,d−2+p(O)
, (3.6)
where N = N(d, p,O).
Proof. Step 1. First assume that u ∈ Lp(Ω, C([0, T ], C
2
0 (Ok))) for some k, where Ok := {x ∈ O :
ψ(x) > 1/k}, so that u is sufficiently smooth in x and vanishes near the boundary ∂O. Denote
f = Du− aijuxixj , g = Su− σ
ikuxi , u0 = u(0).
Then for each x ∈ O,
u(t, x) = u0(x) +
∫ t
0
(aijuxixj + f)ds+
∫ t
0
(σikuxi + g
k)dwkt ,
for all t ≤ T (a.s.). Applying Itoˆ’s formula to |u(t, x)|p,
|u(T )|p = |u0|
p + p
∫ T
0
|u|p−2u(aijuxixj + f) dt+
∫ T
0
p|u|p−2u(σikuxi + g
k)dwkt
+
1
2
p(p− 1)
∫ T
0
|u|p−2
∞∑
k=1
(σikuxi + g
k)2dt.
Note that
1
2
p(p− 1)|u|p−2
∞∑
k=1
(σikuxi + g
k)2 = p(p− 1)|u|p−2
(
αijuxiuxj + uxi(σ
i, g)ℓ2 +
1
2
|g|2ℓ2
)
,
where αij = 12(σ
i, σj)ℓ2 . Taking expectation, integrating over O and doing integration by parts
(that is,
∫
O p|u|
p−2uaijuxixjdx = −p(p− 1)
∫
O a
ij|u|p−2uxiuxjdx), we get
p(p− 1)E
∫ T
0
∫
O
a¯ij |u|p−2uxiuxjdxdt ≤ E
∫
O
|u0|
pdx+ pE
∫ T
0
∫
O
|u|p−1|f |dxdt
+ p(p− 1)
∫ t
0
∫
O
|u|p−2(uxi(σ
i, g)ℓ2 +
1
2
|g|2ℓ2)dxdt.
Note that for each ω, t we have v := |u|p/2 ∈ {f : f, fx ∈ L2(O), f |∂O = 0}, and vx =
p
2 |u|
p/2−2uux.
Thus by Hardy Inequality (see (0.1)),
∫
O
|ψ−1u|pψp−2dx =
∫
O
|ψ−1v|2dx ≤ N
∫
O
|vx|
2dx ≤ N
∫
O
|u|p−2|ux|
2dx. (3.7)
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Also note that∫
O
|u|p−1|f |dx =
∫
O
|ψ−1u|p−1|ψf |ψp−2dx ≤ ε
∫
O
|ψ−1u|pψp−2dx+N(ε)
∫
O
|ψf |pψp−2dx,
∫
O
|u|p−2uxi(σ
i, g)ℓ2dx ≤ N |σ|ℓ2
∫
O
|u|p−2|ux||g|ℓ2dx
= N |σ|ℓ2
∫
O
|ψ−1u|p−2|ux||g|ℓ2ψ
p−2dx
≤ ε
∫
O
|ψ−1u|pψp−2dx+ ε
∫
O
|ux|
pψp−2dx+N(ε)
∫
O
|g|pℓ2ψ
p−2dx.
Similarly, ∫
O
|u|p−2|g|2ℓ2dx ≤ ε
∫
O
|ψ−1u|pψp−2dx+N(ε)
∫
O
|g|pℓ2ψ
p−2dx.
Since (a¯ij) ≥ δ0I, we have δ|u|
p−2|Du|2 ≤ a¯ij |u|p−2uxiuxj , and therefore from above calculations
(1−N0ε)E
∫ T
0
∫
O
|ψ−1u|pψp−2dxdt ≤ NE
∫
O
|ψ
2
p
−1
u(0)|pψp−2 dx+NεE
∫ T
0
∫
O
|ux|
pψp−2 dx dt
+ N(ε)E
∫ T
0
∫
O
|ψf |pψp−2dxdt+N(ε)E
∫ T
0
∫
O
|g|pℓ2ψ
p−2dxdt.
Thus for any ε > 0 so that εN0 < 1/2, we have
‖ψ−1u‖Lp,d−2+p(O,T ) ≤ N‖u0‖U1p,d−2+p
+Nε‖ux‖Lp,d−2+p(O,T )
+ N(ε)‖ψf‖Lp,d−2+p(O,T ) +N(ε)‖g‖Lp,d−2+p(O,T,ℓ2). (3.8)
This and (3.5) easily lead to (3.6).
Step 2. General case. We use Theorem 2.8. Take a sequence un ∈ H2p,d−2+p(O, T ) so that
un → u in H2p,d−2+p(O, T ) and each u
n ∈ Lp(Ω, C([0, T ], C
2
0 (Gk))) for some k = k(n). By Step 1,
we have (3.6) with un in place of u. Now it is enough to let n→∞. ✷
The following lemma virtually says that if Theorem 2.12 holds for some θ0 ∈ R, then it also
holds for all θ near θ0.
Lemma 3.5 Suppose that there exists a θ0 ∈ R so that for any u ∈ H
2
p,θ0
(O, T ) we have
‖u‖H2p,θ0 (O,T )
≤ N
(
‖ψDu− ψaijuxixj‖Lp,θ0 (O,T )
+ ‖Su− σiuxi‖H1p,θ0 (O,T,ℓ2)
+ ‖u(0)‖U2p,θ0 (O)
)
.
(3.9)
Then there exists ε0 = ε0(N, θ0, p) > 0 so that for any θ ∈ (θ0 − ε0, θ0 + ε0) and v ∈ H
2
p,θ(O, T ) it
holds that
‖v‖H2p,θ(O,T )
≤ N
(
‖ψDv − ψaijvxixj‖Lp,θ(O,T ) + ‖Sv − σ
ivxi‖H1p,θ(O,T,ℓ2)
+ ‖v(0)‖U2p,θ(O)
)
.
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Proof. Let v ∈ H2p,θ(O, T ). Denote ν = (θ0 − θ)/p and u := ψ
νv, then by (2.7), u ∈ H2p,θ0(O, T ).
Also it is easy to check that Du = ψνDv, Su = ψνSv and
Du− aijuxixj = ψ
ν(Dv − aijvxixj)− 2a
ijvxi(ψ
ν)xj − a
ijv(ψν)xixj ,
Su− σiuxi = ψ
ν(Sv − σivxi)− σ
iv(ψν)xi .
Note, since ψx and ψψxx are bounded, if ν ≤ 1 then
|(ψν)xj | = ν|ψ
ν−1ψxi | ≤ Nνψ
ν−1, |(ψν)xixj | ≤ Nνψ
ν−2. (3.10)
By assumption (see (3.9)) and (3.10))
‖ψνv‖H2p,θ0 (O,T )
≤ N‖ψνψ(Dv − aijvxixj )‖Lp,θ0 (O,T )
+N‖ψν(Sv − σivxi)‖H1p,θ0 (O,T,ℓ2)
+ Nν(‖ψνψ−1v‖
H1p,θ0
(O,T ) + ‖ψ
νvx‖Lp,θ0 (O,T )
) +N‖ψνv(0)‖U2p,θ0 (O)
.
This certainly implies (see (2.7))
‖v‖H2p,θ(O,T )
≤ N‖ψ(Dv − aijvxixj )‖Lp,θ(O,T ) +N‖Sv − σ
ivxi‖H1p,θ(O,T,ℓ2)
+ N1ν
(
‖ψ−1v‖H1p,θ(O,T )
+ ‖vx‖Lp,θ(O,T )
)
+N‖v(0)‖U2p,θ(O)
.
It follows that the claim of the lemma holds for all sufficiently small ν, that is for any θ so that
N1|θ0 − θ|/p < 1. The lemma is proved. ✷
Remark 3.3, Lemma 3.4 and Lemma 3.5 obviously lead to the following result.
Corollary 3.6 Suppose that γ ≥ 0 and the coefficients aij , σik are independent of x. Then there
exists β0 = β0(d, p,O) > 0 so that if θ ∈ (d − 2 + p − β0, d − 2 + p + β0), f ∈ H
γ
p,θ(O, T ),
g ∈ Hγ+1p,θ (O, T, ℓ2), u0 ∈ U
γ+2
p,θ (O) and u ∈ H
γ+2
p,θ (O, T ) is a solution of (3.1), then we have
‖u‖
H
γ+2
p,θ (O,T )
≤ N
(
‖ψf‖Hγp,θ(O,T )
+ ‖g‖
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u0‖Uγ+2p,θ (O)
)
, (3.11)
where N = N(d, p, θ, δ0,K,O, T ).
Now we prove a priori estimate for solutions of the equation
du = (aijuxixj + b
iuxi + cu+ f) dt+ (σ
ikuxi + µ
ku+ gk) dwkt , u(0) = u0. (3.12)
Theorem 3.7 Suppose γ ≥ 0, θ ∈ (d−2+p−β0, d−2+p+β0) and Assumption 2.10 are satisfied.
Also let f ∈ Hγp,θ(O, T ), g ∈ H
γ+1
p,θ (O, T, ℓ2) and u0 ∈ U
γ+2
p,θ (O). Then estimate (3.11) holds given
that u ∈ Hγ+2p,θ (O, T ) is a solution of (3.12).
16
Proof. Step 1. Assume
|aij(t, x)− aij(t, y)|+ |σi(t, x)− σi(t, y)|ℓ2 + |ψ(x)b
i(t, x)|+ |ψ2(x)c(t, x)|+ |ψµ|ℓ2 ≤ κ, ∀ω, t, x, y.
We prove that there exists κ0 = κ0(d, γ, θ, δ0,K) > 0 so that the assertion of the theorem holds if
κ ≤ κ0. Fix x0 ∈ O and denote a
ij
0 (t, x) = a
ij(t, x0) and σ
ik
0 (t, x) = σ
ik(t, x0). Then u satisfies
du = (aij0 uxixj + f0) dt+ (σ
ik
0 uxi + g
k
0 ) dw
k
t , u(0) = u0,
where
f0 = (a
ij − aij0 )uxixj + b
iuxi + cu+ f, g
ik
0 = (σ
ik − σik0 )uxi + µ
ku+ gk.
By Corollary 3.6,
‖u‖
H
γ+2
p,θ (O,T )
≤ N
(
‖ψf0‖Hγp,θ(O,T )
+ ‖g0‖Hγ+1p,θ (O,T,ℓ2)
+ ‖u0‖Uγ+2p,θ (O)
)
. (3.13)
If γ is not integer, then by Lemma 2.2(iii) with some ν ∈ (0, 1 − γγ+ ) (e.g. ν =
1
2 (1−
γ
γ+
)),
‖(aij − aij0 )ψuxixj‖Hγp,θ(O,T )
≤ N sup |aij − aij0 |
ν‖ψuxixj‖Hγp,θ(Ω,T )
≤ Nκν‖ψ−1u‖
H
γ+2
p,θ (Ω,T )
,
‖ψbiuxi+ψcu‖Hγp,θ(O,T )
≤ N sup |ψbi|ν‖ux‖Hγp,θ(O,T )
+N sup |ψ2c|‖ψ−1u‖Hγp,θ(O,T )
,≤ Nκν‖ψ−1u‖
H
γ+2
p,θ (Ω,T )
,
and similarly
‖(σi − σi0)ux‖Hγ+1p,θ (O,T,ℓ2)
≤ N sup |σi − σi0|
ν
ℓ2‖ux‖Hγ+1p,θ (O,T )
≤ Nκν‖ψ−1u‖
H
γ+2
p,θ (O,T )
,
‖µku‖
H
γ+1
p,θ (O,T,ℓ2)
≤ N sup |ψµ|νℓ2‖ψ
−1u‖
H
γ+1
p,θ (O,T )
≤ Nκν‖ψ−1u‖
H
γ+2
p,θ (O,T )
.
By these and (3.13),
‖u‖
H
γ+2
p,θ (O,T )
≤ Nκν‖ψ−1u‖
H
γ+2
p,θ (O,T )
+N
(
‖ψf‖Hγp,θ(O,T )
+ ‖g‖
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u0‖Uγ+2p,θ (O)
)
. (3.14)
Thus it is enough to take κ0 so that Nκ
ν < 1/2 for all κ ≤ κ0.
If γ = 0, then obviously
‖ψ(aij − aij0 )uxixj + ψb
iuxi + ψcu‖Lp,θ(O,T )
≤ sup |aij − aij0 |‖ψuxx‖Lp,θ(O,T ) + sup |ψb|‖ux‖Lp,θ(O,T ) + sup |ψ
2c|‖ψ−1u‖Lp,θ(O,T )
≤ Nκ‖ψ−1u‖
H2p,θ(O,T )
,
and by Lemma 2.2 (also see (2.14)) with ν = ε/(1 + ε),
‖(σi−σi0)ux‖H1p,θ(O,T )
≤ N |σi−σi0|
(0)
1 ‖ux‖H1p,θ(O,T )
≤ N sup |σi−σi0|
ν‖ux‖H1p,θ(O,T )
≤ Nκν‖ψ−1u‖
H2p,θ(O,T )
,
‖µu‖H1p,θ(O,T )
≤ N |ψµ|
(0)
1 ‖ψ
−1‖H1p,θ(O,T )
≤ N sup |ψµ|ν‖ψ−1u‖H1p,θ(O,T )
≤ Nκν‖ψ−1u‖H2p,θ(O,T )
.
These lead to (3.14) for γ = 0.
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If γ = 1, 2, 3, ..., then by Lemma 2.2(ii)
‖(aij − aij0 )ψuxixj‖Hγp,θ(Ω,T )
≤ N sup |aij − aij0 |‖ψuxixj‖Hγp,θ(Ω,T )
+N |aij|(0)γ ‖ψuxx‖Hγ−1p,θ (O,T )
≤ Nκ‖ψ−1u‖
H
γ+2
p,θ (O,T )
+N‖ψ−1u‖
H
γ+1
p,θ (O,T )
,
and similarly,
‖ψbiuxi + ψcu‖Hγp,θ(O,T )
≤ Nκ‖ψ−1u‖
H
γ+2
p,θ (O,T )
+N‖ψ−1u‖
H
γ+1
p,θ (O,T )
,
|(σi − σi0)ux‖Hγ+1p,θ (O,T,ℓ2)
≤ Nκ‖ψ−1u‖
H
γ+2
p,θ (O,T )
+N‖ψ−1u‖
H
γ+1
p,θ (O,T )
.
Thus if κ1 is sufficiently small and κ ≤ κ1, then
‖u‖
H
γ+2
p,θ (O,T )
≤ N‖ψ−1u‖
H
γ+1
p,θ (O,T )
+N
(
‖ψf‖Hγp,θ(O,T )
+ ‖g‖
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u0‖Uγ+2p,θ (O)
)
.
This and the inequality
‖ψ−1u‖
Hγ+1p,θ (O)
≤ ε‖ψ−1u‖
Hγ+2p,θ (O)
+N(ε)‖ψ−1u‖H2p,θ(O)
,
yield
‖u‖
H
γ+2
p,θ (O,T )
≤ N‖ψ−1u‖H2p,θ(O,T )
+N
(
‖ψf‖Hγp,θ(O,T )
+ ‖g‖
H
γ+1
p,θ (O,T,ℓ2)
+ ‖u0‖Uγ+2p,θ (O)
)
.
Take κ0 = κ0(0) chosen in the above when γ = 0. Then it suffices to take κ0 = κ0(γ) so that
κ0 < κ0(0) ∧ κ1.
Step 2. We generalize the result of Step 1 by summing up the local estimations of u.
Let x0 ∈ ∂O. Fix a nonnegative function η ∈ C
∞
0 (B1(0)) so that η(x) = 1 for |x| ≤ 1/2 and
define ηn(x) = η(n(x− x0)),
aijn (t, x) = a
ij(t, x)ηn(x) + (1− ηn(x))a
ij(t, x0) = a
ij(t, x0) + ηn(x)(a
ij(t, x)− aij(t, x0)),
σikn (t, x) = ηn(x)σ
ik(t, x) + (1− ηn(x))σ
ik(t, x0),
bin = b
iηn, cn = cηn, µn = ηnµ.
Then
|aijn (t, x)− a
ij
n (t, y)| ≤ 2 sup
x∈supp ηn
ηn(x)|a
ij(t, x)− aij(t, x0)|,
|σijn (t, x) − σ
ik
n (t, y)|ℓ2 ≤ 2 sup
x∈supp ηn
ηn(x)|σ
ik(t, x)− σik(t, x0)|ℓ2
and for any multi-index α,
sup
n
sup
x∈O
ψ|α||Dαηn| < N(|α|, η) <∞.
Indeed, for instance, if x is in the support of ηn, then ρ(x) ≤ 1/n and thus |ρ(x)Dηn(x)| =
nρ(x)|ηx(n(x−x0))| ≤ supx |ηx|. Using this one can easily check that the coefficients a
ij
n , bin, · · · , µ
k
n
satisfy (2.12), (2.13) and (2.14) with some constant K0, which is independent of n.
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Take κ0 from Step 1 corresponding to d, γ, δ0,K,K0 and θ. We fix n large enough so that
|aijn (t, x) − a
ij
n (t, y)|+ |σ
i
n(t, x)− σ
i
n(t, y)|ℓ2 + |ψb
i
n(t, x)|+ |ψ
2cn(t, x)| + |ψµn|ℓ2 < κ0 ∀ω, t, x, y.
This is possible due to the uniform continuity of aij , σi and condition (2.15).
Now we denote v = uη2n. Then since ηn = 1 and e.g. a
ij
n = aij on the support of v, v satisfies
dv = (aijn vxixj + b
i
nvxi + cnv + f¯)dt+ (σ
ik
n vxi + µ
k
nv + g¯
k
n)dw
k
t , v(0) = u0η2n,
where
f¯ := −2aijuxiη2nxj − a
ijuη2nxixj − b
iuηnxi + η2nf, g¯
k = −σikuη2nxi + η2ng
k.
By the result of Step 1, for each t ≤ T ,
‖v‖p
H
γ+2
p,θ (Ω,t)
≤ N(‖ψf¯‖p
H
γ
p,θ(O,t)
+ ‖g¯‖p
H
γ+1
p,θ (O,t)
+ ‖u0η2n‖
p
Uγ+2p,θ (O)
)
≤ N‖ψux‖
p
H
γ
p,θ(O,t)
+N‖u‖p
H
γ+1
p,θ (O,t)
+N(‖ψf‖p
H
γ
p,θ(O,t)
+ ‖g‖p
H
γ+1
p,θ (O,t,ℓ2)
+ ‖u0‖
p
Uγ+2p,θ (O)
)
≤ N‖u‖p
H
γ+1
p,θ (O,t)
+N(‖ψf‖p
H
γ
p,θ(O,t)
+ ‖g‖p
H
γ+1
p,θ (O,t,ℓ2)
+ ‖u0‖
p
Uγ+2p,θ (O)
),
where N is independent of t, and the second inequality is due to Lemma 2.2 and the following:
|aijη2nx|
(0)
γ+ + |ψa
ijη2nxx|
(0)
γ+ + |ψb
iη2nx|
(0)
γ+ + |σ
iη2nx|
(0)
(γ+1)+
≤ N <∞.
Now to estimate u, one introduces a partition of unity ζi, i = 0, 1, ..., N (remember we assume
O is bounded) so that ζ0 ∈ C
∞
0 (O) and ζi = η(2n(x− xi)), xi ∈ ∂O for i ≥ 1. Then by the above
result, for each i ≥ 1 and t ≤ T ,
‖ζiu‖
p
H
γ+2
p,θ (Ω,t)
≤ N(‖u‖p
H
γ+1
p,θ (O,t)
+ ‖ψf‖p
H
γ
p,θ(O,t)
+ ‖g‖p
H
γ+1
p,θ (O,t,ℓ2)
+ ‖u0‖
p
Uγ+2p,θ (O)
). (3.15)
Note that since ζ0 has compact support in O, for any h ∈ H
γ
p,θ(O) we have ζ0h ∈ H
γ
p . Moreover
for any ν ∈ R,
‖ψνζ0h‖Hγp,θ(O)
∼ ‖ψνζ0h‖Hγp ∼ ‖ζ0h‖Hγp . (3.16)
Write down the equation for ζ0u and apply Theorem 5.1 of [16] to get
‖ζ0u‖
p
H
γ+2
p,θ (O,t)
∼ ‖ζ0u‖
p
Hγ+2p (t)
≤ N‖ − 2aijuxζ0x − a
ijuζ0xx − b
iuζ0x + ζ0f‖
p
H
γ
p(t)
+N‖σiuζ0xi + ζ0g‖
p
H
γ+1
p (t)
+N‖ζ0u0‖
p
Uγ+2p
.
Actually the smoothness condition on the coefficients in Theorem 5.1 of [16] is different from ours
since there the coefficients are assumed to be in standard Ho¨lder spaces. But since ζ0 has compact
support, one can replace these coefficients with a¯ij, b¯i, · · · , µ¯k having finite standard Ho¨lder norms
without hurting the equation. By (3.16),
‖a¯ijuxζ0x‖Hγp(t) ≤ N‖uxζ0x‖Hγp(t) ≤ N‖ψuxζ0x‖Hγp,θ(O,t)
≤ N‖ψux‖Hγp,θ(O,t)
≤ N‖u‖
H
γ+1
p,θ (O,t)
.
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Similar calculus easily shows ζ0u also satisfies (3.15). By summing all these estimates and using
(2.10) we get, for t ≤ T
‖u‖p
H
γ+2
p,θ (O,t)
≤ N‖u‖p
H
γ+1
p,θ (O,t)
+N‖ψf‖p
H
γ
p,θ(O,t)
+N‖g‖p
H
γ+1
p,θ (O,t)
+N‖u0‖
p
Uγ+2p,θ (O)
≤ N
∫ t
0
‖u‖p
H
γ+2
p,θ (O,s)
ds+N
(
‖ψf‖p
H
γ
p,θ(O,T )
+ ‖g‖p
H
γ+1
p,θ (O,T )
+ ‖u0‖Uγ+2p,θ (O)
)
.
Thus estimate (3.11) follows from this and Gronwall’s inequality. ✷
4 Proof of Theorem 2.12
Due to the method of continuity and a priori estimate (3.11) (see e.g. the proof of Theorem 5.1 of
[16] for details), to finish the proof, we only show that for any f ∈ ψ−1Hγp,θ(O, T ), g ∈ H
γ+1
p,θ (O, T )
and u0 ∈ U
γ+2
p,θ (O), the equation
du = (∆u+ f) dt+ gkdwkt , u(0) = 0 (4.1)
has a solution u ∈ Hγ+2p,θ (O, T ). We can approximate g = (g
1, g2, ...) with functions having only
finite nonzero entries, and smooth functions with compact support are dense in Hνp,θ(O). Therefore
it follows from a priori estimate (3.11) that, to prove existence of solution, we may assume that
g has only finite nonzero entries and is bounded on Ω × [0, T ] × O along with each derivative in
x and vanishes if x is near ∂O. Indeed, let gn → g in Hγ+1p,θ (O, T, ℓ2) where g
n satisfy the above
mentioned conditions, and assume that equation (4.1) with gn in place of g has a solution un, then
using (3.11) applied for un−um one easily finds that {un} is a Cauchy sequence in Hγ+2p,θ (O, T ) and
un → u for some u ∈ H
γ+2
p,θ (O, T ). Obviously the limit u becomes a solution of (4.1) (see Theorem
2.7).
Under such assumed conditions on g,
v(t, x) :=
∫ t
0
gk(s, x)dwks
is infinitely differentiable in x and vanishes near ∂O. Therefore we conclude v ∈ Hνp,θ(O, T ) for any
ν ∈ R. Observe that equation (4.1) can be written as
du¯ = (∆u¯+ f +∆v)dt,
where u¯ := u− v. Thus we reduced the case to the case in which g ≡ 0. The same argument shows
that we may further assume that f, u0 are bounded along each derivative in (t, x) and vanish near
∂O. Furthermore by considering u− u0, we find that we also may assume u0 = 0.
First, we consider the case θ ≥ d− 2 + p.
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Lemma 4.1 Let θ ≥ d− 2+ p, f ∈ Lp,d(O, T ) vanish near ∂O, say f(t, x) = 0 for x 6∈ Ok := {x ∈
O : ψ(x) > 1/k} for some k > 0. Also assume that the first derivatives of f in x exist and are
bounded. Then the equation
du = (∆u+ f) dt, u(0) = 0 (4.2)
has a solution u ∈ H1p,θ(O, T ).
Proof. By Lemma 3.2 we only need to prove that there exists a solution u ∈ ψLp,d−2+p(O, T ). Let
n > k. Since ∂On ∈ C
∞, by Theorem 2.10 in [11] (c.f. Theorem IV 5.2 in [23]), there is a unique
(classical) solution un ∈ H2p,d(On, T ) of
dun = (∆un + f)dt, un(0, ·) = 0,
such that un|∂On = 0 and Du
n,D2un are bounded in [0, T ] × On. Extend u
n(x) = 0 for x 6∈ On,
then un is Lipschitz continuous in O. Since for any q ≥ 2, (|u|q)t = q|u|
q−2uut = q|u|
q−2u(∆u+ f),
for each x ∈ On,
|un(T, x)|q = q
∫ T
0
|un|q−2un(∆un + f)dt.
Integrate this over On and do integration by parts to get
∫ T
0
∫
On
|un|q−2|Dun|2 dx dt ≤ 1/(q − 1)
∫ T
0
∫
On
|ψ−1un|q−1|ψf |ψq−2dx
≤ ε
∫ T
0
∫
O
|ψ−1un|qψq−2 dx dt+N(ε, q)
∫ T
0
∫
O
|ψf |qψq−2 dx dt. (4.3)
Taking q = 2 and using Hardy inequality, we get
sup
n
(‖ψ−1un‖L2,d(O,T ) + ‖Du
n‖L2,d(O,T )) <∞.
Now we choose ζn ∈ C∞0 (On) such that ζ
n = 1 on Ok, ψζ
n
x , ψ
2ζnxx are bounded in O uniformly in
n, and ζn(x)→ 1 for x ∈ O as n→∞. Then unζn ∈ H22,d(O, T ) satisfies
(unζn)t = ∆(u
nζn)− 2unxiζ
n
xi − u
n∆ζn + f.
By a priori estimate (3.11)
‖unζn‖H2
2,d(O,T )
≤ N‖unxiψζ
n
xi − ψ
−1unψ2∆ζn‖L2,d(O,T ) +N‖ψf‖L2,d(O,T ).
By dominated convergence theorem,
‖unxiψζ
n
xi − ψ
−1unψ2∆ζn‖L2,d(O,T ) → 0 as n→∞.
Denote vn = unζn ∈ H12,d(O, T ), then {v
n} is a bounded sequence in H12,d(O, T ). By Theorem 2.7
there exists u ∈ H12,d(T ) so that v
n and Dun converges weakly to u and Du respectively, and for any
φ ∈ C∞0 (O) and t ∈ [0, T ] we have (v
n(t), φ)→ (u(t), φ) weakly in L2(Ω). Since v
n → u weakly in
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H
1
2,d−2(O, T ), we have ∆v
n → v in H−12,d+2(O, T ). These and the fact that (−2u
n
xiζ
n
xi−u
nζnxixj , φ) = 0
for all large n show that u satisfies (4.2) in the sense of distribution.
Also, (4.3) with q = p and (3.7) certainly show that supn ‖ψ
−1un‖Lp,d−2+p(O,T ) <∞. It follows
that ψ−1u ∈ Lp,d−2+p(O, T ) ⊂ Lp,θ(O, T ). The lemma is proved. ✷
To finish the proof, we only need to show that there exists β1 > 0 so that θ > d − 2 + p − β1,
then equation (4.2) has a solution u ∈ Lp,θ−p(O, T ). As before we assume f is sufficiently smooth
and vanishes near the boundary. Take κ0 from Step 1 of the proof of Theorem 3.7. We already
proved that if |ψbi|+ |ψ2c| ≤ κ0 and θ = d− 2 + p, the equation
dv = (∆v + bivxi + cv + ψ
βf), v(0) = 0 (4.4)
has a unique solution v ∈ H1p,θ(O, T ) for any β. Since ψx and ψψxx are bounded we can fix β > 0
so that for
bi := 2ψβ(ψ−β)xi = −2βψ
−1ψxi ,
c := ψβ∆(ψ−β) = β(β − 1)ψ−2|ψx|
2 − βψ−1∆ψ
the inequality |ψbi| + |ψ2c| ≤ κ0 holds, and thus (4.4) has a solution v ∈ H
1
p,d−2+p. Now it is
enough to check that u := ψ−βv satisfies (4.2) and u ∈ H1p,d−2+p−βp(O, T ) ⊂ H
1
p,θ(O, T ) for any
θ ≥ d− 2 + p− βp. The theorem is proved.
5 Proof of Theorem 2.15
Our previous proofs (see e.g. Lemma 3.5) show that we only need to consider case θ = d with
equation (3.1) having coefficients independent of x. First observe that inclusion Hγ+2p,d (O, T ) ⊂
H
γ+2
p,d−2+p(O, T ) gives the uniqueness result for free. Also Remark 3.3 shows that we only need to
show there is a solution u ∈ Lp,d−p(O, T ), so that
‖ψ−1u‖Lp,d(O,T ) ≤ N
(
‖ψf‖Lp,d(O,T ) + ‖g‖H1p,d(O,T,ℓ2)
+ ‖u0‖U2p,d(O)
)
.
For simplicity, assume u0 = 0. Denote
Fp,θ = {(f, g) : ‖(f, g)‖Fp,θ = ‖ψf‖Lp,θ(O,T ) + ‖g‖H1p,θ(O,T,ℓ2)
<∞}.
Fix q > 2 and β ∈ (0, β0), where β0 = β0(d, δ0,K). Then by Theorem 2.12, the map R : (f, g) →
ψ−1u, where u is the solution of equation (3.1) is a bounded operator from F2,d−β to L2,d−β(O, T ),
and from Fq,d−2+q to Lq,d−2+q(O, T ). Choose ν ∈ (0, 1) and p ∈ (2, q) so that d = (1 − ν)(d −
β) + ν(d − 2 + q) and 1/p = (1 − ν)/2 + ν/q. Then Fp,d (resp. Lp,d(O, T )) becomes a complex
interpolation space of F2,d−β and Fq,d−2+q (resp. L2,d−β(O, T ) and Lq,d−2+q(O, T )), that is,
Fp,d = [F2,d−β , Fq,d−2+q]ν , Lp,d(O, T ) = [L2,d−β(O, T ),Lq,d−2+q(O, T )]ν .
(See Proposition 2.4 of [27] and Theorem 5.1.2 of [2] for details). It follows from the interpolation
theory that R is a bounded linear map from Fp,d to Lp,d(O, T ) (see Theorem (a) on Page 59 of
22
[34]). This proves the claim for above fixed p. Now for 2 ≤ p′ ≤ p, it is enough to notice that for
ν ′ so that 1/p
′
= (1− ν ′)/2 + ν ′/p,
Fp′,d = [F2,d, Fp,d]ν′ , Lp′,d(O, T ) = [L2,d(O, T ),Lp,d(O, T )]ν′ .
It follows that R is a bounded linear map from Fp′,d to Lp′,d(O, T ). The theorem is proved.
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