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Synchronization of nearly-identical dynamical systems. I Size instability
Suman Acharyyaa,∗ and R. E. Amritkara,b,†
a Physical Research Laboratory, Ahmedabad, India
b Institute of Infrastructure, Technology, Research and Management, Ahmedabad, India
We study the generalized synchronization and its stability using master stability function (MSF),
in a network of coupled nearly identical dynamical systems. We extend the MSF approach for the
case of degenerate eigenvalues of the coupling matrix. Using the MSF we study the size-instability
in star and ring networks for coupled nearly identical dynamical systems. In the star network of
coupled Ro¨ssler systems we show that the critical size beyond which synchronization is unstable,
can be increased by having a larger frequency for the central node of the star. For the ring network
we show that the critical size is not significantly affected by parameter variations. The results are
verified by explicit numerical calculations.
PACS numbers: 05.45.Xt,05.45.Pq,89.75.-k,05.10.Ln
I. INTRODUCTION
In physical world networks are ubiquities. Many prac-
tical complex systems in natural and social sciences and
also humanities can be modeled as networks of interact-
ing systems. Recently, the study of such complex net-
works has attracted much attention [1–4]. The complex
networks can be grouped into different types depending
on their structure into some universal categories, such as
random networks [5], scale free networks [6], small world
networks [7], etc.
When there are several interacting dynamical systems
on networks, they can exhibit a rich variety of dynam-
ical behavior such as synchronization [8–10], amplitude
death [11], multistability [12], chimera states [13], phase
flip [14], etc. which a single dynamical system is un-
able to show. Occurrence of synchronization between
interacting dynamical units is an important and fun-
damental nonlinear phenomenon and the study of syn-
chronization of coupled dynamical systems has attracted
considerable attention in the past decades [8–10, 15–23].
In particular, the nonlinear behavior of coupled chaotic
systems tends to separate the nearby trajectories of the
coupled systems, while a suitable coupling between them
brings back the trajectories together. In this competi-
tion, when the later wins the coupled systems undergo
synchronization. Synchronization of coupled dynamical
systems can be defined as a process where two or more
coupled systems adjust their trajectories to a common
behavior when they are coupled or driven by a common
signal. In the context of coupled chaotic systems different
types of synchronizations have been studied in the past
years. These include complete or identical synchroniza-
tion [15, 16, 18], phase synchronization [21, 24], lag syn-
chronization [25], anticipatory synchronization [26], im-
perfect phase synchronization [27], generalized synchro-
nization [22, 23], measure synchronization in Hamilto-
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nian systems [28] etc. Among these the simplest and the
most studied is the complete synchronization which oc-
curs in two or more coupled identical dynamical systems
and is characterized by the equality of state variables of
the interacting systems. The stability of synchronization
is normally determined by the negativity of the largest
transverse Lyapunov exponent [19, 29]. Pecora and Car-
roll have developed an elegant way, namely the master
stability function (MSF) for analyzing the stability of
complete synchronization for a network of identical dy-
namical systems [29]. The MSF allows one to study the
stability of synchronization of different networks using
a single function and has been used widely for a com-
parative study of synchronization of different networks
of identical dynamical systems [30–36]. It is shown that
the small world network enhances synchronizability of a
network of coupled identical systems [31]. In Ref [32] it
is shown that having smaller network distance is not suf-
ficient for performing best synchronizability properties,
it is also required to have homogeneous degree distribu-
tion among the coupled dynamical systems. Ref. [37]
introduces a new family of graphs, namely the entangled
networks, which show better synchronizability. These
entangled networks are interwoven and have extremely
homogeneous structures, i.e. the degree distributions are
very narrow.
The network of coupled identical dynamical systems
is an ideal situation and in practical situations it is al-
most impossible to have a network of coupled identical
dynamical systems. So it is important to study coupled
nonidentical systems and see how their behavior com-
pares with that of coupled identical systems. For the
coupled nonidentical systems, one can not get complete
synchronization. Instead in this case the synchronization
is of a generalized type where the state variables of the
coupled dynamical systems are related with some func-
tional relationship [22, 23]. The nonidentical nature of
the coupled systems can lead to desynchronization bursts
which is known as the bubbling transition [38, 39]. After
the desynchronization burst the system returns to the
synchronized state. Sun et al. [40] have extended the
master stability approach for nearly identical systems to
2calculate the deviation from the average trajectory and
the deviation is shown to be bounded.
In this paper, we extend the MSF formalism to a sys-
tem of nearly identical systems. By coupled nearly iden-
tical systems we mean systems which have a node de-
pendent parameter (NDP). Preliminary results of this
study were earlier reported in [41]. We then extend the
MSF formalism to coupled nearly identical systems with
degenerate eigenvalues of the coupling matrix. We also
obtain MSF for systems with more than one NDP. We
find that, in general, the stability of synchronization can
be improved when we introduce non-identical nature in
the coupled systems.
Next we use MSF to study size-instability of synchro-
nization in well structured networks. By a well struc-
tured network we refer to a network in which the num-
ber of nodes can be changed without changing the basic
structure and symmetry of the network, e.g. star net-
work, ring network etc. The size-instability is the phe-
nomena that there is a critical number of oscillators that
can be coupled in a well structured network to obtain
synchronization and beyond this critical number no sta-
ble synchronization can be seen. The phenomena of size-
instability in identical oscillators is well known and has
been studied widely [19, 39, 42–44]. For the star net-
work of coupled nearly identical systems, we find that it
is possible to increase the critical number of nodes be-
yond which synchronization is unstable, by a judicious
choice of NDP. In particular, for coupled Ro¨ssler systems
the critical number can be increased by having a larger
frequency for the central node. On the other hand, we
find that for a ring network, the critical number of nodes
is not significantly affected by an NDP. These results
are verified by explicit numerical calculations. In part
II of this study [45], we use MSF to construct optimized
networks for better synchronization properties and study
properties of these optimized networks.
II. STABILITY OF SYNCHRONIZATION OF
COUPLED NEARLY IDENTICAL SYSTEMS
For networks of coupled identical systems the stabil-
ity of complete synchronization has been well analyzed.
As discussed in the introduction, Pecora and Carroll
(1998) [29] introduced a master stability function (MSF)
which can be calculated from master stability equations.
Using the master stability function one can calculate the
largest transverse Lyapunov exponent for a network and
study and compare the stability properties of synchro-
nization of different networks. For coupled nearly identi-
cal systems, the synchronization is of a generalized type.
We now extend the MSF approach to coupled nearly
identical systems.
A. Master Stability Function for nearly-identical
systems
In Ref. [41], we have extended the formalism of MSF to
coupled nearly-identical systems and in this subsection,
we briefly review the same. This is done for the sake
of completeness and also to establish the notation. We
start by considering a network of N coupled dynamical
systems as
x˙i = f(xi, ri) + ε
N∑
j=1
gijh(x
j); i = 1, ..., N (1)
where xi(∈ Rm) is the m-dimensional state vector of
system i, ri is the node dependent parameter (NDP)
which makes the systems nonidentical, f : Rm → Rm
and h : Rm → Rm give respectively the dynamical
evolution of a single system and the coupling function,
G = [gij ] is the coupling matrix and ε is the coupling
constant. The diagonal element of the coupling matrix
are gii = −
∑
j 6=i gij . Thus, the coupling matrix satisfies
the condition
∑
j gij = 0 which fulfills the condition for
invariance of the synchronization manifold [29]. Let the
parameter ri = r˜ + δri, where r˜ is some typical value of
the parameter and δri is a small mismatch.
When the coupled systems are identical, i.e. ri = r; ∀i,
the they can exhibit complete synchronization for suit-
able coupling constant ε [18]. For complete synchroniza-
tion all the state variables of the coupled systems become
equal, i.e. xi = x; ∀i and the motion of the coupled sys-
tems are confined to the subspace defined by xi = x and
this subspace is the synchronization manifold. The com-
plementary space defines the transverse manifold. The
synchronized state is stable when all the transverse Lya-
punov exponents are negative. The Lyapunov exponents
are calculated by expanding around the synchronous so-
lution xi = x.
For coupled nonidentical systems, the synchronization
is of the generalized type, where the state variables of
the coupled systems are related by a functional relation-
ship [22]. Here, we expand Eq. (1) around the solution
x˜ of a system with some typical parameter r˜ [46]. In the
expansion, we retain terms up-to second order and we
get [41],
z˙i = Dxf(x˜, r˜)z
i +Drf(x˜, r˜)δr
i +
1
2
D2rf(x˜, r˜)(δr
i)2
+DrDxf(x˜, r˜)z
iδri + ε
N∑
j=1
gijDxh(x˜)z
j (2)
where zi = xi − x˜. In Eq. (2) we have dropped the
term containing (zi)2 as we are interested in the solu-
tion zi → 0. Eq. (2) contains both inhomogeneous and
homogeneous terms. In Ref. [41], we had argued that
the exponents in the expanding and contracting solutions
are determined by the homogeneous terms and the inho-
mogeneous term does not contribute to these exponents.
3Similar observation was made in Ref. [47]. So to calculate
Lyapunov exponents from Eq. (2) we drop the inhomo-
geneous terms to obtain
z˙i = Dxf(x˜, r˜)z
i+DrDxf(x˜, r˜)z
iδri+ ε
N∑
j=1
gijDxh(x˜)z
j
(3)
Eq. (3) can be put in the matrix form as
Z˙ = Dxf(x˜, r˜) Z+DrDxf(x˜, r˜) Z R+Dxh(x˜) Z G
T (4)
where GT is the transpose of the coupling matrix G and
Z = (z1, .., zN) and R = diag(δr1, ..., δrN ).
Let γj , j = 1, ..N be the eigenvalues of the coupling
matrix GT and the corresponding left and right eigenvec-
tors be eLj and e
R
j respectively. We multiply Eq. (4) by e
R
j
from right and use the m-dimensional vector φj = Ze
R
j .
Thus,
φ˙j = [Dxf + εγjDxh]φj +DrDxf Z Re
R
j . (5)
Eq. (5), is not in the diagonal form since in general eRj are
not eigenvalues of R. To circumvent this problem, we use
first order perturbation theory and obtain the first order
correction due to the NDP as νj = e
L
j Re
R
j . Thus, we can
approximate Eq. (5) as
φ˙j = [Dxf + εγjDxh]φj + νjDrDxφj . (6)
The above equation can be cast in the form of master
stability equation by introducing two complex parame-
ters, namely, effective coupling parameter α = εγj and
mismatch parameter νr = νj [48] as
φ˙ = [Dxf + αDxh+ νrDrDxf ]φ (7)
This equation reduces to the master stability equation of
Pecora and Carroll [29] for identical systems when νr = 0.
The MSF is defined as the largest Lyapunov exponent,
λmax, of the above master stability equation, as a func-
tion of the parameters α and νr. The MSF for coupled
nearly-identical systems obtained using the above formal-
ism is an approximation to the actual values. The accu-
racy of MSF and the Lyapunov exponents obtained using
this formalism are discussed in Ref [41] with numerical
examples. It is found that the errors are small when the
systems are synchronized.
The MSF can be used to study the stability of syn-
chronization of any network of N coupled nearly-identical
systems. For a given network, one can determine the
eigenvalues γi, i = 1, . . . , N of G and the corresponding
νi values. If the MSF for α = γiε and νr = νi is negative
for all the transverse eigenvalues (i = 2, . . . , N), then the
synchronization is stable.
Consider a network of coupled Ro¨ssler oscillators with
the frequency ω as NDP and diffusive coupling in x vari-
ables. The dynamics of the network is
x˙i = −ωiyi − zi + ε
∑
j
Gijxj ,
y˙i = ωixi + ayi, (8)
z˙i = b+ zi(xi − c),
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FIG. 1. The zero contour curves of the master stability func-
tion of Ro¨ssler oscillators with the frequency ω as NDP are
plotted in the parameter plane α−νω. In the region bounded
by the zero contour curves the MSF is negative, i.e the region
of stable synchronization. The range (αl, αh) for νω = 0 cor-
responds to the range of stable synchronization for identical
systems. The Ro¨ssler parameters are a = b = 0.2, c = 7.0 and
αl ∼ −0.14 and αh ∼ −4.48. For nearly identical systems,
a mismatch parameter ν corresponds to a change δα in the
stability range as shown schematically in the figure.
The master stability equations for the above system of
coupled Ro¨ssler oscillators are
φ˙x = −ωφy − φz + αφx − νωφy,
φ˙y = ωφx + aφy + νωφx, (9)
φ˙z = zφx + (x− c)φz ,
where ω is a typical parameter. In Fig. 1 we plot the
zero contours of MSF in the parameter plane α−νω [49].
The region bounded by the zero contour curves corre-
sponds to the region of negative values of MSF. If all the
transverse Lyapunov exponents fall in this region then
the synchronization is stable.
B. Degenerate eigenvalues of coupling matrix G
In this section we will consider the case where the cou-
pling matrix G has degenerate eigenvalues. Degenerate
eigenvalues of the coupling matrix are observed in many
networks with some symmetry property, such as a star
network.
When the eigenvalues are degenerate, the first order
correction alone is not sufficient since the second order
correction diverges. In this case one needs to use the de-
generate perturbation theory. Let the j-th eigenvalue γj
of GT have p degeneracy and the left and right eigenvec-
tors of GT corresponding to eigenvalue γj be denoted by
4FIG. 2. A simple star network with 5 nodesa.
eLj1, e
L
j2, ..., e
L
jp and e
R
j1, e
R
j2, ..., e
R
jp respectively. For these
p degenerate eigenvalues, we introduce the p× p matrix
Aj as
Aj =


µ11 µ12 . . . µ1p
µ21 µ22 . . . µ2p
...
...
. . .
...
µp1 µp2 . . . µpp


where, µkl = e
L
jkRe
R
jl. Now, we diagonalize matrix Aj to
get the diagonal matrix Bj = diag[νj1, . . . , νjp]. Thus the
linear stability equation (6) can be written as
φ˙jk = [Dxf + εγjDxh]φjk + νjkDrDxφjk; k = 1, . . . , p.
(10)
We note the master stability equation (7) has the same
form as Eq. (6). Thus the master stability function for
the degenerate case is the same as in Sec. II A.
As an example of the degenerate case we consider the
star network of 5 nodes shown in Fig. 2 . The coupling
matrix G is given by
Gs =


−4 1 1 1 1
1 −1 0 0 0
1 0 −1 0 0
1 0 0 −1 0
1 0 0 0 −1

 (11)
The eigenvalues of G are, 0,−1,−1,−1,−5. the eigen-
value −1 has three degeneracy. In Fig 3, nine largest
Lyapunov exponents (points) and their estimated value
(lines) using the master stability equation (Eq. (7) are
plotted as a function of the coupling parameter ε for a
star network of coupled Ro¨ssler systems with 1% varia-
tion in NDP ω. We see a good agreement between the
numerical and theoretical values of Lyapunov exponents
in the synchronization region.
C. MSF for coupled nearly-identical oscillators
with more than one NDP
In Sec. II A, we have derived the master stability equa-
tion for coupled nearly identical dynamical systems with
one NDP. In this section we consider coupled nearly iden-
tical dynamical systems with more than one NDPs and
derive the master stability equation for the same.
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0 0.2 0.4 0.6 0.8 1
λ
i
,
λ
M
S
i
ε
FIG. 3. The 9 largest Lyapunov exponents (points) and their
estimated value (lines) using the master stability equation (7)
are plotted as a function of the coupling constant ε for a 5
node star network of coupled Ro¨ssler systems with 1% mis-
match in NDP ω. We note that the master stability function
can be used to obtain 5 Lyapunov exponents which corre-
spond to the largest Lyapunov exponents of the master sta-
bility equation. The other Lyapunov exponents are estimated
using the other Lyapunov exponents of the master stability
equation.
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FIG. 4. The zero contour surfaces (red and green) of the MSF
are shown in the phase space (α, νω, νa) for Ro¨ssler system.
The MSF is negative in the region covered by these surfaces
and thus it gives the stable region.
The dynamics of i-th oscillator can be written as
x˙i = f(xi, ri1, . . . , riq) + ε
N∑
j=1
gijh(x
j); i = 1, . . . , N
(12)
where, ri1, . . . , riq are the q independent NDPs of the i-
th node. Let the typical values of these NDP’s be r˜ =
5(r˜1, . . . , r˜q). The linearized equation is obtained following
the procedure of Sec. II A and we get (see Eq. (3)
z˙i = Dxfz
i + ε
N∑
j=1
gijDxhz
j +
q∑
k=1
DrkDxfz
iδrik(13)
where zi = xi − x˜ and δrik = rik − r˜k.
Consider the j-th eigenvalue, γj , of the coupling matrix
G. For γj , the mismatch parameter for the NDP rk using
the first order perturbation correction, is νjk = e
L
j Rke
R
j
and hence Eq. (6) can be written as
φ˙j = [Dxf + εγjDxh]φj +
q∑
k=1
νjkDrkDxφj . (14)
We can write the master stability equation as before
by introducing the effective coupling parameter α = εγj
and the mismatch parameters νk = νjk, k = 0, . . . , q
φ˙ = [Dxf + αDxh+
q∑
k=1
νkDrkDxf ]φ (15)
As an example we consider coupled nearly identical
Ro¨ssler oscillators with ω and a as NDPs. In Fig. 4 The
zero contour surfaces of the MSF are plotted in the three
dimensional parameter space (α, νω, νa), where νω and νa
are the mismatch parameters corresponding to the NDPs
ω and a respectively. The MSF is negative in the region
covered by these surfaces and thus it gives the stable
region. From the figure we can see that the stable region
for synchronization increases with mismatch parameter
νω while at the same time it decreases with mismatch
parameter νa.
III. SIZE-INSTABILITY
In this section we discuss the effect of NDP on size-
instability of a network. As discussed in the introduc-
tion, by size instability one refers to a critical number
of oscillators that can be coupled in a well structured
network to obtain synchronization and beyond this crit-
ical number no stable synchronization can be seen. A
simple explanation of size-instability of coupled identical
systems can be obtained from Eq. 7 with νr = 0. The
MSF is negative in the range (αl, αh) (see Fig 1). For a
given network we can find the stable interval of coupling
parameter as lε(N) = |αh/γN −αl/γ2|, where γN and γ2
are the minimum and maximum non-zero eigenvalues of
the coupling matrix G respectively.
For a given network, the synchronization is stable when
the eigenvalues satisfies the condition,αh/αl > γN/γ2 i.e.
lε(N) > 0. Thus, the critical number of oscillators upto
which synchronization is possible is given by
lε(Nc) = 0 (16)
From the plot of MSF in Fig. 1, we see that the NDP
can play a crucial role in the size-instability since the
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FIG. 5. (a) Three largest Lyapunov exponents are shown as
a function of ε for 32 coupled identical Ro¨ssler oscillators on
a star network. There are some windows of periodic motion
between ε = 0.075 to 0.1. No range of ε showing stable syn-
chronization could be detected. (b) Three largest Lyapunov
exponents are shown as a function of ε for 32 coupled nearly
identical Ro¨ssler oscillators on a star network. The central
node has the largest frequency ω = 1.05, and the other nodes
have smaller frequencies such that the average frequency of
the network is ω¯ = 1.0. A definite range of stable synchro-
nization ε ∈ (.139, .169) where the third largest Lyapunov
exponent becomes negative, can be seen.
stability range lε(N) changes with the mismatch param-
eter ν. We have obtained the mismatch parameter using
the first order perturbation correction which requires the
eigenvectors of G. Thus, the nature of the eigenvectors
of G plays a crucial role in determining the effect of NDP
on size-instability. We will see that this leads to different
effects of NDP on size-instability in star and ring net-
works.
A. Star network
For a star network of N nodes where all the nodes on
the peripherals are only connected with a central nodes,
the coupling matrix G is given by
Gs =


1−N 1 1 · · · 1
1 −1 0 · · · 0
1 0 −1 0
...
...
. . .
1 0 0 −1

 , (17)
and the eigenvalues of the coupling matrix are γ1 =
0, γ2 = · · · = γN−1 = −1, γN = −N . Thus, the criti-
cal number of identical oscillators that can be coupled in
6a star network to achieve synchronization is (Eq. (16))
Nc =
αh
αl
(18)
From Fig. 1, we get Nc ∼ 32 for coupled identical Ro¨ssler
systems.
Now, we consider the coupled Ro¨ssler oscillators with
NDP ω. From Fig 1, we can see that the location of
αh changes as a function of the mismatch parameter ν,
while the location of αl remains almost the same. For
a star network, the eigenvector eN corresponding to the
eigenvalue γN is eN =
√
1
N(N−1) (N − 1,−1, . . . ,−1)
T .
Thus νN = e
T
NRωeN =
N−2
N−1δω1, where δω1 is the fre-
quency mismatch of the central node. From Fig. 1 we see
that the zero contour curve near αh is almost a straight
line and let b be the slope of this straight line. Hence,
α′h = αh + δα = αh + νN/b.
Thus, using Eq. 18, we obtain the maximum number
of oscillators that can be coupled in a star network for
stable synchronization for nearly identical systems as
N ′c =
α′h
αl
= Nc
[
1 +
N ′c − 2
αhb(N ′c − 1)
δω1
]
(19)
Approximating N ′c as Nc in the RHS, and using δω1 =
0.05, we get N ′c ∼ 35.4. Thus, the maximum number of
oscillators that can synchronize for coupled nearly iden-
tical Ro¨ssler systems with δω1 = 0.5 is 35.
We have verified the above result by explicit numeri-
cal calculations. Figs. 5a and 5b show the three largest
Lyapunnov exponents as a function of ε for 32 coupled
identical Ro¨ssler oscillators and 32 coupled nearly iden-
tical Rs¨sler oscillators respectively for a star network.
For identical systems we do not see any finite range of
coupling constant ε showing stable synchronization while
for nearly identical systems there is a finite range of ε
showing stable synchronization where the third largest
Lyapunov exponent becomes negative. This stable range
of ε decreases as we increase N . Fig. 6a, 6b, 6c and 6d
show three largest Lyapunov exponents of coupled nearly
identical Rs¨sler oscillators for N = 33, 34, 35 and 36 re-
spectively. Thus, we see that synchronization is possible
upto N = 35 oscillators and N = 36 does not show any
stable synchronization.
From Eq. (19) we see that if we choose the frequency
of the central node smaller than the average, i.e. δω1 < 0
then the critical number of oscillators for stable synchro-
nization will decrease. E.g. if δω1 = −0.05, we get
N ′c = 28.6. We have verified this result numerically.
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FIG. 6. (a) The three largest Lyapunov exponents are shown
as a function of ε for 33 coupled nearly identical Ro¨ssler oscil-
lators on a star network. A finite range of ε of stable synchro-
nization is seen where the third largest Lyapunov exponent
becomes negative. (b), (c), and (d) are similar figures for
N = 34, 35 and 36. We can see a finite range of ε of stable
synchronization for N = 34 and 35, but not for N = 36. In
all the figures the central node has ω = 1.05 and the other
frequencies are chosen such that the average ω¯ = 1.0.
B. Ring network
For a ring network, with nearest neighbor coupling, the
coupling matrix is
Gr =


−2 1 0 · · · 1
1 −2 1 · · · 0
0 1 −2 0
...
...
. . .
1 0 0 −2

 , (20)
The eigenvalues of Gr are γk = −4 sin
2 θk, θk =
pik/N, k = 1, . . . , N . The corresponding eigenvectors
are ek =
√
1
N
(1, exp(i2θk), . . . , exp(i2θk(N − 1))
T .
For an eigenvalue γk, the mismatch term due to NDP
is νk = e
†
kRek =
∑
j δrj = 0 where we choose the average
parameter as the typical value. Thus, the mismatch term
is zero for all the eigenvalues γk. Hence, for ring network,
the NDP does not have any significant effect on the size
instability. We have verified this result numerically.
As noted earlier the different effect of NDP is the star
and ring networks is because of the nature of eigenvec-
tors of G. In the star network this can lead to either
increase or decrease of the critical number of nodes for
synchronization; while in the ring network it annuls the
effect of NDP at least to first order and hence does not
have significant effect on the critical number of nodes.
7IV. CONCLUSION
In this paper we have studied the stability of synchro-
nization of coupled nearly identical systems on a network
using MSF. We extend the study to the case of degen-
erate eigenvalues of the coupling matrix G and to more
than one NDP. The main result of the paper is about
the effect of NDP on size instability. The nature of the
eigenfunctions of the coupling matrix G play a crucial
role in deciding the effect of NDP on size instability. For
coupled nearly identical Ro¨ssler systems on a star net-
work, we show that the critical number of nodes beyond
which synchronization is not possible can be increased
by having a larger frequency for the central node. For
a ring network, the NDP does not have any significant
effect on the critical number of nodes. In part II [45]
of this study we will construct optimized networks for
better synchronizability and study their properties.
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