I. INTRODUCTION
Grade estimation is probably one of the most important stages in reserve calculations and mineral deposit [ 1 ] .The problem of grade estimation is quite complicated. Over the past 30 years, geostatistics became the most established methodology for grade estimation [2] . However, Geostatistics have been based on certain assumptions about the spatial distribution of ore grades within the orebody. Effects of these assumptions have led to far more complicated methods requiring a large amount of knowledge in order to be effectively applied [3] . And it is proved to be very difficult to learn and apply efficiently and also very time-consuming [4] . The need for a new method of ore grade estimation comes from the difficulties in applying conventional methods such as geostatistics.
An alternative approach that is considered particularly in the last decade is the application of Artificial Neural Networks (ANNs) systems to grade estimation. ANNs systems typically approach grade variance and distribution as complex functions in space, approached by their various components [5] [6] . Wavelet neural networks (WNN) combing the properties of the wavelet transform and the advantages of ANNs have attracted great interest and become a popular tool for various fields of mathematics and engineering. It shows surprising effectiveness in solving the grade estimation [7] [8] .
This paper is organized as follows: In Section 2, the structure of a wavelet neural network and its advantage in developing the intelligent grade estimation system are 978-1-4244-3867-9/09/$25.00 ©20091EEE 62 presented. In Section 3, the proposed optimization method of neural networks and a training algorithm of grade estimation are detailed described. In Section 4, the structure of an intelligent grade estimation module and an example of grade estimation in a real ore deposit are discussed. Finally, in Section 5, the summary and conclusions drawn from this study are presented.
WAVELET NEURAL NETWORKS FOR GRADE ESTIMATION
The WNN employed in this study for grade estimation are designed as a three-layer structure with an input layer, wavelet layer (hidden layer) and output layer. The topological structure of the WNN is illustrated in Fig.! , where Wjk denotes the weights connecting the input layer and the hidden layer, Vij denote the weights connecting the hidden layer and the output layer. In this WNN models, the hidden neurons have wavelet activation functions of different resolutions, the output neurons have sigmoid activation functions.
Input layer
Hidden layer Output layer The output of the wavelet neural network Y is represented by the following equation:
Where Yi denotes the ith component of the output vector; vif the connection weight between the output unit i and the hidden unit}; xkdenotes the kth component of the input vector;
Wjk the weight between the hidden unit} and input unit k; aj is dilation coeffi cient of wavelons in hidden layer; b i is translation coefficient of wave Ions in hidden layer;L, M, N is the sum of input, hidden and output nodes respectively.
Ill. TRAINING ALGORITHM
The network is trained with BP algorithm in batch way [10] , During the training phase, wavelet node parameters, a, band WNN weights, Wj'" vij, are adjusted to minimize the least square error, the cost function can be written as: 1
where the df denotes the ith desired target output of pth input pattern,
The selection of the mother wavelet is very important and depends on the particular application. There are a number of well-defined mother wavelets such as Morlet, Harr, Mexican Hat, and Meyer. Groups of them are called families, such as Daubechies, Biorthogonals, Coifets, and Symmlets [11] . For this wavelet neural network, Morlet wavelet has been chosen to serve as an adoption basis function to the network's hidden layer, which has been the preferred choice in most work dealing with WNN, due to its simple explicit expression.
Denote that Thus Such that
(8)
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The learning rate and momentum are set as '1 and fJ, in the experiments respectively.
, 8wij
Then the parameters are updated as follows:
a} (t + 1) = a /t) + Lla J (t + 1)
, Training algorithm diagram structure According to the above-mentioned reasoning based on the gradient descend algorithm, the training algorithm can be summarized in Fig.2 . As a result, the network model in this paper is constructed by using error back propagation as training algorithm and Morlet wavelet function as node activation function.
TV. CASE STUTY FOR GRADE ESTTMA TTON
Here the work uses a nonlinear grade estimation model that we have developed to test WNN method for grade estimating. This model mainly contains the sample data acquisition, sampling neighborhood scheme extraction and data normalization, network training, and grade estimation etc.
A. Sample Data Acquisition
Tn order to assess the performance of WNNs as prediction techniques for grade estimation, a sufficient amount of data is needed to train, validate, and test the different topologies. This section selected actual grade data of a porphyry copper deposit, which was taken from David's 'Geostatistical Ore Reserve Estimation' book [13] . According to David, the deposit is homogeneous. The values used are supposed fr om one level of the simulated deposit, divided into IOO'xIOO'x50' blocks. The grades given are the actual grades of the blocks. But now the grades are assigned 20x20 blocks when the deposit will be used to train and validation WNNs. After the selection of source data deposits, the sampling scheme that used to train and validate the WNN topologies will be discussed. Quite reasonably, some researchers tried to 64 take advantage of the information hidden in the relationship between neighboring samples. This approach is followed in general terms by the most advanced existing methods for grade estimation like inverse distance weighting and Kriging. Accordingly, the sampling scheme in this work follows the similar rules that choose the samples closest to the estimation point as neighbors and treat the problem of ore grade estimation as a mapping between the surrounding grades and the grade at the estimation point. Grade values fr om surrounding sample points are given as input to the network while the grade of the central point is given an output. The mapping scheme is one estimation point with eight surrounding neighbor'S points, according to this regulation, the sample dataset are acquired fr om copper deposit (see in Fig.3 and Fig.4) . The sampling scheme topology is shown in Fig.5 and the subsets of sample data shown in Table I . It is supposed that the deposit is homogeneous, and geometric distant is not considered at present. Before training, it is often useful to scale the inputs and targets so that they always fall within a specified range. Neural network training can be made more efficient if you perform certain preprocessing steps on the network inputs and targets. The algorithm to normalize a given data set X so that the inputs and targets will fall in the range [-1,1] as follows. Where X denotes the given data; Min Vale denotes the min data of the input data; Max Vale denotes the max data of the input data;Y denotes the normalization data.
According to this method, the sets of sample in Table I can be normalized between 0 and 1 for training (see in Table ll) . These normalized vectors are used as input and output of WNN . Initializing the wavelet network parameters is an important issue. A random initialization of all the parameters to small randomly values (as usually done with neural networks) is not desirable since this may make some wavelets too local (small dilations) and make the components of the gradient of the cost function very small in areas of interest.
In [12] , a method for dilation and translation initialization is proposed. This work uses this method to initialize the dilation aj and translation bj. In general, one wants to take advantage of the input space domains where the wavelets are not zero. According to the wavelet theory, given the t* as the center of the time domain, � If/ as the radius of the mother wavelet, the time domain so can be written as:
(23) Tn order to guarantee that the wavelets extend initially over the whole input domain, the initialization of the dilation and translation parameters must agree to the following equation: 
The choice of the learning rate factor rt has an important effect on stability and convergence rate. If it is too small, too many steps are needed to reach an acceptable solution. On the contrary, a large learning rate may possibly lead to skip the optimal solution and cause oscillation. The momentum factor f1 scales the influence of the previous step on the current. It renders the learning procedure stable and accelerates convergence in shallow regions of error function. In the experiment, rt and f1 are initialized to 0.08 and 0.5, respectively.
The choice of the weights is less critical: these parameters are initialized to small random values.
2) Network training and determination In the experiment, 200 groups of sample data are acquired on Fig. 4 ; 50 groups of the data are used as the training sets, the remaining 150 groups are used as the validate sets. Expecting output error threshold is 0.00 1. Sample vectors are used as input and output of WNN . After all possible normal operating modes of the grade are learned, the system enters the grade estimation stage. hidden layer ofWNN (8, 15, 20) -0 . 1
Sample No. Fig.9 . Error in WNN with 8, 15, 20 hidden nodes WNN start as a network of nodes arranged in three layers--the input, hidden, and output layers. The input and output layers serve as nodes to buffer input and output for the model, respectively, and the hidden layer serves to provide a means for input relations to be represented in the output. Here, the network architecture used for grade estimation consists of 8 inputs corresponding to the 8 neighboring samples that grade have been given (listed in table 1), and 1 outputs corresponding to 1 unknown grade.
This detennines the number of nodes there will be in the hidden layer. Unfortunately, there is no concrete rule of thumb, so you must find the optimal number on your own. From there, you can adjust up or down to try to create a better-trained network. If the number of hidden layer nodes is too small, WNN may not reflect the complex function relationship between input data and output value. On the country, a large number may create such a complex network that might lead to a very large output error caused by over-fitting of the training sample. Thus it can be seen; selecting proper hidden nodes play a very important role in building WNN model. For solving this problem, a new method was developed by using advanced computer technology. The detennination of hidden nodes of WNN model becomes very easy by this method.
The network was trained in different hidden nodes (see Fig.6 . Fig.7.and Fig.8.) , and percentage of error in WNN model were calculated. Then the number of hidden nodes as horizontal scale, and percentage of error as vertical scale, we can draw the 2-dimension plot (see Fig.9 .). The optimal number of hidden nodes and the training times can be detennined easily using the 2-dimension plot.
V. CONCLUSION
A wavelet neural network based model for grade estimation was presented in this work. Due to its multiscale, multiresolution, and localization, the WNN can accurately capture the local nonlinearity of the dynamic systems. The perfonnance of the WNN approach were tested on the rotating machinery and compared with BP methods. The test results show that the proposed WNNs approach improves the diagnosis accuracy and learning speed of the conventional approaches.
The ongoing activities are oriented to: i) the optimization of the developed software architecture, ii) the performance 66 comparison with other neural network architecture, iii) and the increment of the measurement quality on parameter number.
