In this paper a mean-field theory for the evolution of an electron in a crystal is proposed in the framework of the Schrödinger formalism. The well-posedness of the problem as well as the conservation laws associated to the invariances of the Action Functional of the problem and the stability of the minimal energy solution are studied.
Introduction and main results
The analysis of transport phenomena in solids (specially in semiconductors), has attracted much attention from a physical, engineering and mathematical point of view due to the increasing miniaturization of electronic devices. The relevant scales are of the order of nanometers and quantum effects are shown to become relevant. Under these circumstances the charge carriers (for example electrons) must be handled from a quantum-mechanical perspective. The general problem is rather complicated to be described from first principles in the general case, hence simplified models provide useful insight into this problem. An outstanding semi-realistic and already simple example is provided by the motion of an electron in a polar crystal. The effect of the attractive electron-ion interaction is to dress the electron in such a way that it behaves as a different object: the polaron. In our attempt to establish a rigorous mathematical theory for this system, we first study the case of the time evolution of a single electron in a pure quantum-mechanical state characterized by its wave function, ψ(t, x), interacting with a continuum of classical charged ions, described by a classical polarization field
P (t, x).
The motion of the ions is considered to be classical, and in the continuum limit this corresponds to a classical polarization field. In a more realistic approach, one has to take into account the quantum nature of the ions as well. In the continuum limit this procedure corresponds to the quantization of the polarization field in Fock space. On the other hand, a mean-field approximation of the polarization field may be justified in the limit where the electron interacts very strongly with the ions, since in that case the full quantum phonon state can be represented a a coherent state of phonons.
The study of the polaron problem has been treated in the literature in different contexts. On the one hand, the Frölich Hamiltonian for the polaron problem as a model for the Coulomb interaction of one or more electrons with the quantized phonons of an ionic crystal has been extensively studied, see for example the following works: B. Gerlach and H. Löwen [1] , E. H. Lieb and L. E. Thomas [2] and H. Haug and A. P. Jauho [3] . On the other hand, the Schrödinger-Poisson system is considered as a classical approach to this problem in the framework of the Schrödinger/Wigner formalism, see for example R. Illner, F. Zweifel, H. Lange [4] , P. Gérard, P. Markowich, N.J. Mauser and F. Poupaud [5] , P. L. Lions and T. Paul [6] and F. Castella [7] . E. H. Lieb proved in [8] that there is a unique H 1 solution of the Schrödinger-Poisson system
such that φ L minimizes the Choquard energy functional
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the 'eigenvalue' ε L being the Lagrange multiplier and where the 'eigenfunction' φ L (x) solves the stationary Schrödinger equation
coupled to the Poisson equation 
where is the Planck constant and m is the mass of the electron. Let us summarize the main results of this paper. In Section 2 we rederive the model for the evolution of an electron in a crystal by using a mean-field approach which consists in the coupling of the Schrödinger equation with an equation for the potential in which the effect of the Coulomb interaction between electrons and phonons is not instantaneous and incorporates the memory of the previous evolution. In Section 3 we study the Action Functional associated with the system deduced in Section 2, which makes easier a Lagrangian interpretation. As a byproduct it is rather simple, within the Lagrangian formulation, to identify through Noether's theorem the constants of motion, such as norm, energy, linear momentum and angular momentum. The method of Poisson's brackets does not produce any new conserved quantities. Section 4 is devoted to study the well-posedness of the system: existence and uniqueness. We first prove an existence result in H 1 which justifies the definition of the energy of the system and we extend this result to the L 2 context. In Section 5 we prove that the Lieb's solution is the absolute minimizer also in the polaron problem and its stabylity in the Liapunov sense. In Section 6 we analyze the stability of the minimal energy solution under linear perturbations of the minimal energy solution. Finally, in Section 7 we study the Wigner formulation of the system and also the Vlasov formulation by means of the semiclassical limit.
Throughout the paper we have considered a single-particle approach, although we may also consider the more general motion of an ensemble of electrons. In that case, a Coulomb repulsion among electrons should be also considered. The interesting point is that, in the strong electron-phonon coupling limit, the motion of the ions can be regarded as classical, although the electron still retains its quantum behaviour. Another interesting point lies in the possibility of a two-electron bound state formation, called bipolaron.
Derivation of the Polaron model
The derivation of the polaron model is well known, and the reader can find many variants in the literature, see e.g. [9] or [10] , where a treatment of the Polaron model is given in the path integral formulation. This model has attracted much attention as it provides a simple but yet non-trivial example of the interaction of a particle with a field. For completeness we try here a short and hopefully comprehensive presentation. The ions oscillate in the optical branch classically due to the presence of a charged quantum electron, which feels at the same time the electrostatic potential created by the ions. This yields a system of partial differential equations for the electron wave function ψ(t, x) and the electrostatic potential V (t, x) felt by the electron. Finally, we reformulate our equations in terms of the polarization vector field P .
We will study the dynamics of an ionic crystal. Let L be a lattice in R 3 with respect to the basis (a 1 , a 2 , a 3 ), given by
For the sake of simplicity we consider here a simple model, but we could easily generalize our theory to models that involve some phenomenologies. Thus, we focus on a three-dimensional cubic crystal with two types of charged ions. At the equilibrium, the positive ions with mass M + are at the lattice points n ∈ L corresponding to coordinates with m 1 + m 2 + m 3 even and the negative ions with mass M − are at the other points of L. Let us denote by n + and n − the position of a positive and negative ions, respectively. We assume that each ion is interacting only with its next neighbours. This implies that each positive ion interacts with its 6 next negative neighbour ions and viceversa. The interaction is elastic with a uniform restoring constant k. Moreover, we assume that there exists an external electric field acting on the ions. The motion of positively and negatively charged ions with masses M + and M − in the presence of an external electric field is described by
for any n + , n − ∈ L, where e is a positive constant related with the charge of the electron (= −e). Here, ξ n + and ξ n − are the time-dependent displacement vectors with respect to the equilibrium position at the lattice site n + and n − which are occupied by a positive and negative ion respectively, E n (t) is the electric field at site n and l ∈ {±a i , i = 1, 2, 3}. Going to the continuum limit: a 1 , a 2 , a 3 → 0 and n → x, with x any point of space, we get
where
Substracting both equations we have
The rigorous justification of these limits will not be given here. The polarization of the ionic crystal (dipole moment per unit volume) is due both to the displacement of the ions, represented by the field ξ(t, x), and to the deformation of the ions themselves, i.e. displacement of the electrons with respect to their nuclei.
If we neglect for the moment the latter contribution we have P (t, x) = eρξ(t, x), withρ denoting the number of ions per unit volume. We will come to this point below.
The electric field produced by a free moving quantum mechanical electron with charge density ρ e (t, x) = −e|ψ(t, x)| 2 < 0, is given by Gauss's law: E = −∇V E , with the electrostatic potential given by Poisson's equation
is given by
Then, in terms of the polarization field, we have
where µ = M/(ρe 2 ). We supplement the previous equation with Schrödinger's equation for the electron with a potential V (t, x) = −eV P (t, x), where V P (t, x) is the electrostatic potential produced by the ion polarization P (t, x). Taking into account the relation ∇V P = P , which implies ∆V P = divP , and taking the divergence of the previous equation, we have the following system of coupled partial differential equations:
So far the effect due to the intrinsic ionic deformation has been neglected, what makes the model somewhat less realistic. A more detailed analysis shows that this effect can be included, see [9] by setting
where ε 0 and ε ∞ are the experimentally measurable dielectric constants at low and high frequencies, respectively. We have also introduced the effective dielectric constantε. Experimentally one has ε 0 > ε ∞ , whenceε > 0.
To conclude this section, let us note that in the limit Ω 2 → ∞ the Schrödinger-Poisson (SP) system is recovered, since the term containing the second derivative in time can be neglected. In that case, from the solution of the first equation we see that the potential V (t, x) entering Schrödinger's equation turns out to be negative, i.e. it corresponds to the attractive case.
Variational Formulation and Conservation Laws
If written in terms of P and ψ, the equations (10) and (11) can be derived by minimizing
with respect to ψ, its complex conjugate ψ * and the polarization field P . Here the Lagrangian density is given by
Using Noether's theorem (see [11] ) it is straightforward to obtain the conserved quantities. These are the total energy, the total linear and angular momentum and the mass, which can be deduced respectively from the invariance of the Action Functional under:
, which implies conservation of the total energy
which is the sum of a phonon energy, an electron energy and a electron-phonon interaction energy.
• Space translations ψ(t, x) → ψ(t, x − a), which produces the conservation of the linear momentum that is a vector whose Cartesian components are given by
which is additive in the phonon and the electron contributions.
• Space rotations ψ(t, x) → ψ(t, R −1 x), which gives the conservation of the angular momentum that whose Cartesian components can be written as
and are also an additive quantities.
• Finally, global phase transformations ψ(t, x) → e iα ψ(t, x), which yields to the conservation of the mass (total charge)
where the mass of the electron is typically normalized to the unity.
The set of conserved quantities constitutes a closed algebra in the sense of Poisson's brackets (see [11] ), isomorphic to the Lie algebra associated with the direct product of the Euclidean group and the phase group, E(3) ⊗ U (1) . In addition, one also has discrete parity and time reversal symmetries.
The latter possesses an additional Galilean invariance which results very naturally from the absence of retardation. This invariance was crucial to prove many properties of the SP system (see [11] ). Retardation is physically compelling since in our model ions react harmonically to the electric field created by the electron while travelling along the crystal. Notice that this retardation does not disappear after some time, but remains along the evolution as there is no damping factor. This may be a drawback of the classical treatment of the polarization field. If the polarization field is quantized, there appear quantum fluctuations which might give rise to energy dissipation from the electron to the phonons. This point will not be treated here.
The total energy is conserved, so that one can imagine a situation where both the phonons and the electron oscillate at the expense of each other. We will illustrate this possibility below by analyzing the linear stability problem. Actually, we shall prove that small amplitude harmonic oscillations are unavoidable if we are close enough to the absolute energy minimum. Recall that for the SP system such a possibility was realized independently of the linear approximation for the case of total negative energy (see [11] ).
Another case would be that the electron steadily transfers energy to the phonons in such a way that it reduces its energy to the smallest possible value.
Existence and uniqueness of solutions
As already mentioned, the motion of an electron interacting with phonons in a crystal lattice is described by the following Schrödinger-Poisson system with Memory (SPM):
where V = V [ψ] solves the equation
with x ∈ R 3 , t ≥ 0 and where Ω is the pulsation of the phonons. Also the total charge has been normalized to unity;
Although we have derived the model for the attractive Coulomb potential, we have also extended in this section the analysis of this model to the repulsive case by introducing the parameter γ, which equals 1 in the repulsive case and −1 in the attractive case. Equations (19)- (22) should be understood in a weak (distributional) sense. In the sequel we will not specify any more the dependence of the potential on the wave function, V = V [ψ]. Solving equation (22) with V (0, ·) = ∂ t V (0, ·) ≡ 0, we find that the potential V is given by
We remark that the energy of the system is given by
We will show that the energy is well-defined as soon as the SPM system is posed in H 1 (R 3 ). Also, it can be easily checked that the energy is conserved. In this section, we shall develope two different existence theories for the solutions of the system (19)-(22). For that, we start by making precise the concept of solution to be considered.
Definition 4.1 A mild solution of the SPM system is a pair
(ψ,V ) such that ψ ∈ C (0, T ; X) (with X = H 1 (R 3 ) or L 2 (R 3 )) for
any T > 0 and verifies the following Schrödinger equation in integral form:
ψ(t, x) = U(t)ϕ(x) − i Z t 0 U(t − s)(V [ψ]ψ)(s, x) ds,(25)
where V [ψ] is given by (23) and U(t) is the propagator of the free Schrödinger equation
(see [12] ).
The first result we prove concerns the existence and uniqueness of solutions in H 1 (R 3 ). For the existence and uniqueness problem in L 2 (R 3 ) we need to use the spacetime Strichartz inequalities as defined in [7] , which allow to control the non-linear term V [ψ]ψ. To this aim, we will use a regularization of the initial data in H 1 and then apply a fixed-point argument on (25). In both cases we show that V [ψ]ψ is locally Lipschitz continuous, uniformly in time (see [12] ).
Existence and uniqueness in H
We study separately the potential inside and outside a ball (denoted by V 1 and V 2 respectively). First, we write the potential in convolution form:
|x| is the kernel associated with −(e 2 Ω/ε)∆ in R 3 . Remark that * t is not exactly a convolution in time, but just the expression written in (23). Now we consider K = K 1 + K 2 , with K 1 =χK and K 2 =(1 − χ)K, where χ is a C ∞ function such that χ = 1 if |x| ≤ 1 and χ = 0, if |x| > 2. Thus, we have the following decomposition for V :
Let us now give the main result of this section:
. Then, the SPM system has a unique global solution
and the energy functional (24) is well-defined for every t ∈ [0, ∞).
Before proving the Theorem, we need the following result. 
Proof. We shall first prove the following estimates:
The Hölder and Minkowski inequalities give
Using now the Young and Hölder inequalities it yields,
Finally, using the Sobolev embeddings we get (27) with
We follows the same step to get (28) with
For the derivative we can write
The proof concludes by using (27)- (28), to estimate the L 2 −norm of (29).
Proof of Theorem 4.1 Using the triangle inequality and lemma 4.1 we get
As a consequence the map show that ψ(t, ·)
For that, we need to use the property of energy conservation. First we show that the functional (24) is well-defined. The following properties are verified:
In fact, we can estimate the L ∞ norm of V (t, ·) as in Lemma 4.1
by the Sobolev embeddings, we have
We can also write
and
Thus both terms are analogous. Let us prove that (sin(Ωt)
Then, as in Lemma 4.1, we have
which is bounded as ψ ∈ H 1 . Therefore, the energy functional is well-defined.
In the repulsive case it is easy to prove that ∇ x ψ is bounded in L 2 . However, we give an argument which is valid for both repulsive and attractive cases. Using the interpolating inequalities and the Sobolev inclusion H 1 ⊂ L 6 we find
Then, using (31) and the mass conservation, we obtain
Now, from (24) we find
which combined with (30) and (32) gives
The property of mass conservation allows to write
The Gronwall inequality finally yields
Therefore T max = ∞.
Existence and Uniqueness in L 2
The aim of this section is to extend the results of the previous one to the case of initial data belonging to L 2 (R 3 ). The L 2 −theory for the Schrödinger Poisson system has been recently developed by F. Castella in [7] . We shall extend these results to the polaron model under study. Let us begin with some notations and definitions.
Definition 4.2 Given T > 0 and p, q ∈ [1, ∞], we define the following spaces:
L q,p T de f = L q (0, T; L p (R 3 )), L q,p loc de f = L q loc (R + ; L p (R 3 )), L q,p de f = L q (R + ; L p (R 3 )), X q,p T de f = L q,p T ∩ L ∞,2 T , with the norm ψ X q,p T de f = ψ L q,p T + ψ L ∞,2 T , Y q,p T de f = L q ′ ,p ′ T + L 1,2 T , with the norm ψ Y q,p T de f = inf ψ 1 +ψ 2 =ψ ψ 1 L q ′ ,p ′ T + ψ 2 L 1,2 T .
Definition 4.3 We will say that a pair (q, p) is admissible, and we write (q, p) ∈ A, if the following properties are verified:
2 ≤ p < 6 and
The next result use the Strichartz inequalities (see [7] ). 
Theorem 4.2 Let T > 0 and (q, p) be an admissible pair. Then, the following properties are verified: (i) There exists a positive constant C(q), such that
U(t)ϕ L q,p T ≤ C(q) ϕ L 2 (R 3 ) . for all ϕ ∈ L 2 (R 3 ). (ii) For all (a, b) ∈ A,
there exists C(a, q) such that
Z t 0 U(t − s) f (s)ds L a,b T ≤ C(a, q) f L q ′ ,p ′ T . for all f ∈ L q ′ ,p ′
T . (iii) In particular, there exists a constant C(q), depending only on q, such that
Z t 0 U(t − s) f (s)ds X q,p T ≤ C(q) f Y q,p T . for all f ∈ Y q,p T .
Using Theorem 4.2 (i) we can control the L 2 −norm of the first term of the integral equation (25). Here, the map
ψ → V [ψ]ψ is not Lipschitz in L 2 (R 3 ), but it will be Lipschitz in L q,p T for any T > 0 and (q, p) ∈ A.
Theorem 4.3 (Existence and Uniqueness for the SPM system in L
T . Moreover, the following properties are verified:
, then the corresponding sequence of solutions {ψ n } to the SPM verifies:
for all admissible pair (a, b).
To prove this theorem we first need a technical result which essentially gives the Lipschitz property in L q,p T . We will show that the potentials V 1 and V 2 are Lipschitz and their Lipschitz constants go to zero as T → 0. 
Lemma 4.2 Let ψ, ψ be two solutions of the SPM system with initial data ϕ and ϕ,
are constant in time, thus M is an upper bound for these quantities. We first prove part (i) of the Lemma. Notice that
It is a simple matter to prove (33) and (34) (with C(p) = K 1 L σ ) by using the Hölder, Young and Minkowski inequalities as well as the relations between p and σ.
As consequence, from (33) and (34) we find the following estimate:
Applying now the Hölder inequality gives
The same argument can be applied to prove assertion (ii), since
Proof of Theorem 4.3. We first prove the existence of solutions in L 2 . Consider a sequence of initial data {ϕ n } n∈N satisfying that
Let ψ n (t) ∈ H 1 (R 3 ) be the solution of the SPM system corresponding to the initial data ϕ n , which is meaningful from the existence result in H 1 . Let M be such that ϕ n (t) L 2 (R 3 ) ≤ M for all t > 0 and n ∈ N. We want to show that ψ n is a Cauchy sequence in the spaces L a,b T for every admissible pair (a, b), and for T small enough. We chose the integral form of the Schrödinger equation (25) and write,
Then, for m, n ∈ N and t ∈ R + , we can split V as in Lemma 4.1 to have
Then, we can estimate the L a,b norm of α by using Theorem 4.2:
Also we have
where (q, p) is the admissible pair defined as before. Moreover, from Lemma 4.
Finally, from Theorem 4.2 (ii) and Lemma 4.2 (ii) we obtain
Combining (36), (37) and (38) we obtain the following inequality:
which is valid for any admissible pair (a, b) and where C = C(a, p, q). If we now choose (a, b) = (q, p) and (a, b) = (∞, 2) in (39) we find
Finally, from (39) and (40) and due to the continuous injections of
Therefore, we have proved the existence of a limit wave function ψ such that
2 (R 3 )) and the L 2 -norm is preserved in time, the convergence properties in L
If we reiterate the above argument with initial data ψ(T 0 ), ψ(2T 0 ), ..., we can cover the whole real line and obtain (41) and (42) for all T 0 > 0, so that
Let us now show that the equations are satisfied by the limit function ψ. For n ∈ N and t ∈ R + we have
The convergence properties of
In addition, Lemma 4.2 (ii) leads to
On the other hand,
where we have used Lemma 4.2 (i). Hence, this convergence holds in D ′ (R + × R 3 ) for each component of V . Thus, the statements (43)-(46) clearly imply that the Schrödinger equation
is satisfied by ψ in the sense of distributions. This concludes the first part of the proof. We now prove uniqueness. For that, we assume that there exists two diferent solutions ψ and ψ, and using the same argument as in the existence part we obtain that
which implies uniqueness in [0, T 0 ]. Reiterating the same arguments in virtue of the continuity of ψ we conclude that uniqueness holds globally in time. It remains to prove the continuous dependence on the initial data, but it is an easy consequence of the ideas developed in the existence part of the proof.
The stationary minimum of the polaron system and Liapunov stability
In the next sections we focus our attention on the attractive Coulombian model. We will show that the Lieb stationary solution of the Schrödinger Poisson system is also a minimum of our functional energy (15) and is stable in the Liapunov sense. Note that any stationary solution of the SP system is also an stationary solution of the SPM problem.
Theorem 5.4
The energy associated with the SPM system in H 1 (R 3 ) has a minimum given by the Lieb solution ψ L . Moreover, the energy functional is a Liapunov functional, hence ψ L is a stable minimum of the SPM system in H 1 (R 3 ).
Proof. From the definition of the total energy (15) of the SPM system it is clear that
The first component of the Euler-Lagrange equation is the variation ofĒ with respect to P , which is given by
where D P denotes the Fréchet derivative with respect to P . From (47) we deduce the relation divP = −(e/ε)|ψ| 2 . Therefore, we have
1 4π
which is just the Choquard energy functional. As we have remarked in the introduction of this paper, it is well-known that this functional has an infimum ψ L constructed by E. Lieb in [8] . Thus, the polaron energy functional has also an infimum corresponding to the Lieb solution. Now we can easily show that E is a Liapunov functional. As ψ L is a minimum of E in H 1 (R 3 ), this implies that E is positive definite in a neighbourhood of ψ L . Moreover, since we have shown that the energy is conserved, we have
for any ψ solution of the SPM system, and therefore E is a Liapunov functional. Then, the Lieb stationary solution is stable. The Lieb solution enjoys some symmetry properties with respect to transformations of the wave function ψ, namely global phase transformations, translations and rotations. This means that if the minimizer is denoted by ψ L (x) with energy
have the same energy E L , independently on the phase α, the translation vector a and the rotation matrix R. These properties agree with the invariance properties of the Action Functional studied in Section 3 and are also valid for any (not necessarily a minimizer) wave function. This means that there exist special variations around ψ L verifying
which make the second (and in fact all orders) variation around the Lieb solution to become zero. Hence, there are 1 + 3 + 3 = 7 zero modes, corresponding to symmetry transformations of the minimum, which do not correspond to true deformations. In what follows we identify any two functions which differ by a symmetry transformation of the type mentioned above, as belonging to the same class.
Linear Stability of the Polaron
The purpose of this section is to establish the linear stability of the time-dependent polaron system around the static Lieb solution. We carry out this analysis in terms of the variables ψ(t, x) and V (t, x). The coupled system of equations is
A stationary solution of the previous set of equations is provided by the Lieb solution
which fulfills the non-linear Lieb eigenvalue problem. This suggests to make a linearization around this solution and prove the linear stability of the minimal energy solution.
To analyze the stability of the Lieb solution, we propose a solution of the form
where η(t, x) and ξ(t, x) are fluctuations around the Lieb solution. Assuming these fluctuations to be small, we get the linearized system of equations
Splitting the fluctuation η into real and imaginary parts, η = Re(η) + iIm(η), we propose the following particular shape for η:
so that we get the system
Eliminating σ from (52) we get the following equation for α,
where B is the operator
which is positive definite in a neighbourhood of 0 as we shall see in Proposition 6.1. Let us multiply (53) by α * and integrate with respect to x. Then, ω solves the biquadratic equation
The discriminant of this equation:
is strictly positive, which proves that ω 2 is real. Let us now prove that ω is real. To do that we will show that ω 2 1 + ω 2 2 and ω 2 1 ω 2 2 are positive, where ω 2 1 and ω 2 2 are the two roots to the quadratic equation (54). Firstly, it is a simple matter to check that
On the other hand we can write
The following result gives the positiveness of ω 2 1 ω 2 2 .
Proposition 6.1 In a neighbourhood of 0, the quantity
As a consequence, B is positive definite in a neighbourhood of 0.
Proof. Let us consider a small perturbation δ(t, x) ∈ R of the energy around φ L . Since the Lieb energy is given by (48)
we can compute the total energy of ψ = φ L + δ:
where we have add and substracted
Note that the first two terms constitute the energy associated with the Lieb solution (E L ) and the third term equals 0, since ψ L solves the eigenvalue problem
The other terms in (57) are the second order terms and we know by the Lieb theorem that this quantity must be positive for |δ| small enough. Thus the quantity
is nonnegative. We now consider δ =Re(α) and δ =Im(α). Adding we obtain
which is the desired inequality. Hence, the above inequalities (55) and (56) allow us to deduce that ω must be real. Then, from (49)-(51) we have the folloving stability result. Theorem 6.5 The minimal energy solution of the SPM system is linearly stable in H 1 .
Semi-classical limit for the SPM system
In this section, we derive transport equations from our quantum model by performing the semi-classical limit → 0. We consider an electron ensemble interacting with the crystal lattice (phonons). The system of equations reads: where ψ j is the pure state wave function of an electron interacting with the phonon whose potential is V . The electron density n is defined by
where the λ j > 0 are the mixed state occupation probabilities. They verify ∑ j∈N λ j = 1. The transition from the quantum model to the classical one has been done first by Wigner [13] , who introduced the Wigner transform of the wave function ψ. This kind of limit has been performed rigorously by P. Gérard [14] and P. L. Lions and T. Paul [6] , N. Mauser and P. Markowich [15] in the linear case and for Schrödinger-Poisson by using Wigner measure. We can do exactly the same in this case. The assumption of mixed states allows us with the help of the Lieb-Thirring inequality of [6] to pass to the limit in the non-linear term. On a classical level of description, this system will be replaced by the Vlasov equation
where V verifies the same equation as in the quantum case and n(t, x) is given by
We also assume as in [16, 17] that for every p ≥ 1 In our context, we consider kernels such that n (t, x) = ρ (t, x, x) ∈ L 5/3 (R 3 ), which corresponds to the natural mixed state bound. Let us also consider the space of test functions
endowed with the norm
whereŵ(x, y) is the Fourier transform of w(x, ξ) with respect to ξ. W (ρ ) satisfies the Wigner equation
where Θ (V ) is a pseudo-differential operator given by
Then, the following result is a consequence of the results in [16] , [6] or [14] . 
