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Obravnavan je potencial strojnega učenja pri identifikaciji napak v ležajih. V začetku je 
predstavljeno stanje znanosti na tem področju, katere metode strojnega učenja se uporabljajo 
in njihova uspešnost. Nato so predstavljene osnove najpogostejših metod. Sledi 
implementacija teh metod na novem naboru podatkov, ki predstavlja bolj realne pogoje 
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The potential of machine learning for fault identification in bearings is discussed. Firstly, the 
current state in the field is presented, which machine learning methods are most commonly 
used and their applicability. Secondly, the basics of selected methods are presented. Finally,  
the implementation of selected methods on a bearing dataset is discussed. In the end, the 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
A N amplituda 
F N sila 
f Hz frekvenca 
   
   
   
   
   
   
   
   
   
   
Indeksi   
   
max maksimalna vrednost  
min minimalna vrednost  
norm normirana vrednost  
   










Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
ANN nevronska mreža (ang. Artificial Neural Network) 
IMF funkcija intrinsičnega načina (ang. Intrinisc Mode Function) 
KNN k-bližnjih sosedov (ang. k-Nearest Neighbor) 
MLP večslojni perceptron (ang. Multilayer Perceptron) 
RMS efektivna vrednost (ang. Root Mean Square) 
RMSE Koren povprečne kvadratne napake (ang. Root Mean Squared Error) 
SVM metoda podpornih vektorjev (ang. Support-Vector Machine) 
















1.1. Ozadje problema 
Identifikacija napak omogoča zmanjševanje stroškov vzdrževanja, izboljša storilnost in viša 
razpoložljivost strojev. Bolj kot je identifikacija napak natančna in specifična, višje so 
koristi, ki jih podjetje oziroma industrija lahko pridobi. Raziskave na področju strojnega 
učenja odpirajo nove možnosti identifikacije napak, saj ne potrebujejo celovitega poznavanja 




Osrednji cilj je uporabiti različne metode strojnega učenja na primeru poškodovanih ležajev 
in klasificirati tip obremenitve in stopnjo obremenitve ter primerjati natančnost klasificiranja 
med različnimi metodami. 
 
V začetku bo opraviljen pregled trenutnega stanja v znanosti, katere metode se najbolj 
uporabljajo in katere metode so se izkazale za učinkovite. Izmed najbolj uporabljenih metod 
bodo izbrane 3 in predstavljena bo teorija, na podlagi katere delujejo. Nato bodo uporabljene 
na novem podatkovnem naboru, ki simulira bolj resnične pogoje vgradnje ter napake in 
obremenitve, ki se lahko pri tem zgodijo. 
 
Največje težave so pričakovane pri uporabi metod, ki so bile preizkušene v natančnih 
laboratorijskih eksperimentih, na novem podatkovnem naboru, kjer lahko prihaja do bolj 







2. Teoretične osnove in pregled literature 
2.1. Stanje znanosti na področju strojnega učenja v 
rotordinamiki 
Za določanje tipa napake in velikost poškodbe v rotordinamiki se uporabljajo različne 
metode. V splošnem jih lahko razdelimo na: vibracijske in zvočne meritve, temperaturne 
meritve ter analizo obrabe [1]. Izmed teh so med bolj uporabljenimi vibracijske in zvočne 
meritve [2, 3, 4], saj je bilo dokazano, da ko napaka na eni izmed površin zadene ob drugo 
površino, se generira impulz sile, ki vzbudi resonančne frekvence ležaja [5, 6, 7]. 
Razlike med normalnim in poškodovanim ležajem obstajajo znotraj njunih signalov, 
potrebno je le prepoznati njihov vzorec. Pri tem so nam v pomoč metode strojnega učenja, 
med katere spadajo algoritmi k-bližnjih sosedov (ang. k-nearest neighbors, KNN), metode 
podpornih vektorjev (ang. support-vector machine, SVM), nevronske mreže (ang. artificial 
neural networks, ANN). 
 
Na področju rotordinamike je bilo do sedaj v znanosti preizkušenih veliko metod strojnega 
učenja z različnimi končnimi rezultati. V delu Y. Lei, M.J. Zuo [8] s pomočjo WKNN 
metode z visoko uspešnostjo identificirajo 25 % globino razpoke oziroma 50 % globino 
razpoke na zobniku. Omenjeno delo je razširjeno na dodatno identifikacijo 75 % in 100 % 
globine razpoke v delu [9]. Klasifikacija je ponovno dosežena s pomočjo KNN metode z 
visoko uspešnostjo klasificiranja. 
 
Y. Yang, D. Yu in J. Cheng v delu [10] iz signala pospeška s pomočjo funkcije intrinsičnega 
načina (ang. Intrinisc Mode Function) iz spektra ovojnice izluščijo amplitude resonančnih 
frekvenc ležaja. Vrednosti amplitud so uporabljene za določevanje treh kategorij ležaja s 
pomočjo SVM metode strojnega učenja. S 100 % natančnostjo je klasificirana poškodba 
notranjega obroča, poškodba zunanjega obroča oziroma normalen ležaj. L. Guo, J. Chen in 
X. Li v delu [11] iz signala pospeška s pomočjo Hilbertove metode iz spektra ovojnice 
pridobijo amplitude resonančnih frekvenc ležaja. Vrednosti amplitud se uporabi za 
določevanje štirih kategorij ležaja – normalni ležaj, poškodba notranjega obroča, poškodba 
zunanjega obroča, poškodba kotalnega elementa. S pomočjo SVM metode strojnega učenja 
se kategorija ležaja določi s 100 % natančnostjo. 
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D.M. Yang, A.F. Stronach in P. MacConnell v delu [12] primerjajo štiri različne metode 
analize vibracij, njihove rezultate pa nato uporabijo v ANN metodi strojnega učenja. Z 
najuspešnejšo metodo lahko dosežejo 100 % določevanje kategorije ležajev indukcijskega 
motorja – normalni ležaj, napaka zunanjega obroča, napaka notranjega obroča, napaka 
kotalnega elementa. 
 
E. Mendel, T.W. Rauber, F.M. Varejao in R.J. Batista v delu [13] uporabijo tehnike KNN, 
SVM in ANN – pri nevronskih mrežah uporabijo večslojni perceptron (ang. multilayer 
perceptron, MLP) na realnem signalu ležajev oljnih ploščadi. Z visoko natančnostjo je 
mogoče določiti ali je ležaj poškodovan ali ne. Y. Lei, F. Jia, J. Lin, S. Xing in S.X. Ding v 
delu [14] s pomočjo ANN metode strojnega učenja klasificirajo stanje motornega ležaja in 
lokomotivnega ležaja. Z dvostopenjsko metodo učenja model naučijo samostojno 
prepoznavati značilke in nato z visoko natančnostjo diagnosticirajo stanje ležaja. 
 
 
2.2. Principi predprocesiranja signalov 
Za hitro in predvsem učinkovito učenje modelov strojnega učenja je potrebno dobljeni signal 
predprocesirati. Iz signala želimo pridobiti le relevantne informacije oziroma značilke, ki 
resnično opisujejo iskano kategorijo. 
 
 
 Iskanje značilk 
Za predprocesiranje signalov se uporabljajo različne metode. Med najpogostejše 
uporabljenimi so analiza časovne domene, analiza frekvenčne domene, analiza časovno-
frekvenčne domene [15]. Kot značilke se med drugim uporablja povprečna vrednost, 
standardna diviacija, efektivna vrednost, asimetrija (ang. skewness), sploščenost (ang. 
kurtosis), grebenski faktor, faktor odmika, faktor oblike, impulzni faktor oziroma katerakoli 
informacija, ki je neposredno povezana z iskano kategorijo. 
Za diagnosticiranje v rotordinamiki je med popularnejšimi metodami analiza frekvenčnega 
spektra, ki ga pridobimo s pomočjo Fourierjeve transformacije. Za ležaje je bilo pokazano, 
da frekvenčna analiza signala napake ne nudi dovolj relevantnih informacij. Zato se 
ponavadi dodatno uporabi frekvenčno analizo ovojnice signala [16], v kateri karakteristične 




Po tem, ko smo pridobili značilke in jih združili v nabor podatkov, je le-tega potrebno 
skalirati oziroma normirati. Podatki posameznih značilk se namreč lahko nahajajo znotraj 
različno velikih številčnih razponov – značilka X ima lahko nabor podatkov znotraj razpona 
od 0 do 10, značilka Y pa ima lahko nabor podatkov znotraj razpona 1.000 do 100.000.  
 
   
 
5 
Vsi algoritmi, kot je KNN – ki se odloča na podlagi razdalje med podatki – se lahko zaradi 
tega nepravilno fokusirajo na napačno značilko le zato, ker ima le-ta podatke znotraj večjega 
razpona [18]. 
 
Normiranje pomeni skalirati nabor podatkov tako, da se vsi podatki nahajajo znotraj razpona 
od 0 do 1. Normiranje poteka z enačbo (2.1), kjer 𝑥i predstavlja vrednost, ki jo želimo 
normirati, 𝑥min je minimalna vrednost v naboru podatkov, 𝑥max pa je maksimalna vrednost 








2.3. Teoretične osnove strojnega učenja 
Modeli strojnega učenja s pomočjo začetnega nabora podatkov zgradijo matematični model 
na podlagi katerega nato sprejemajo odločitve, ne da bi bili za to izrecno programirani. 
 
V grobem se metode strojnega učenja delijo v tri kategorije [19]: 
- Vzpodbujevalno učenje (ang. reinforcement learning) 
- Nenadzorovano učenje (ang. unsupervised learning) 
- Nadzorovano učenje (ang. supervised learning) 
 
 
 Vzpodbujevalno učenje 
Vzpodbujevalno učenje obravnava problem samodejnega učenja optimalnih odločitev. Pri 
vzpodbujevalnem učenju imamo agenta postavljenega v okolje. Agent se na podlagi 
zaznavanja svojega stanja v okolici odloči za določeno akcijo, katera ga prestavi v novo 
stanje v okolici. Generirana je določena nagrada za opravljeno akcijo, ki lahko nakazuje 
pravilno odločitev oziroma napačno odločitev. Proces je simbolno prikazan na sliki 2.1. 
Namen agenta se je naučiti optimalne strategije in s tem maksimizirati kumulativno nagrado 
[20]. 
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Slika 2.1: Proces vzpodbujevalnega učenja 
Področje je zaradi svoje splošnosti preučeno v številnih drugih disciplinah, kot so teorija 
iger, teorija krmiljenja, operativne raziskave, teorija informacij, sistemi z več agenti, itd. V 
praksi se vzpodbujevalno učenje uporablja pri avtonomni vožnji avtomobilov in pri 
apliciranju umetne inteligence pri računalniških igrah. 
 
 
 Nenadzorovano učenje 
Algoritmi nenadzorovanega učenja znotraj nekega nabora podatkov iščejo njihovo strukturo, 
kot je združevanje podatkov [19], prikazano na sliki 2.2. Algoritmi se učijo iz podatkov, ki 
niso bili prehodno označeni, razvrščeni ali kategorizirani. Namesto, da bi se odzvali na 
povratne informacije, nenadzorovalni modeli učenja prepoznajo skupne atribute in reagirajo 
na podlagi prisotnosti ali odsotnosti takšnih atributov v vsakem novem podatku. 
 
V praksi se nenadzorovano učenje uporablja pri grupiranju uporabnikov in v sistemih 
priporočanja. 
 




Slika 2.2: Nenadzorovano učenje 
 
 
 Nadzorovano učenje 
Algoritmi nadzorovanega učenja zgradijo matematični model določenega nabora podatkov, 
kjer je vsaka instanca v naboru podatkov označena s pravilno vrednostjo. Le-ta nabor 
podatkov je uporabljen pri učenju algoritma za samodejno prepoznavanje pravilne vrednosti 
tudi pri novih podatkih. Oseba, ki označi podatke s pravilno vrednostjo je nadzornik, zato 
temu pravimo nadzorovano učenje [19]. 
 
Tipi nadzorovanega učenja vsebujejo aktivno učenje, regresija in klasifikacija [19] (slika 
2.3). V praksi se nadzorovano učenje uporablja pri prepoznavanju neželene e-sporočil, 
prepoznavanju obrazov na sliki, prepoznavanju pisave, prepoznavanje glasu, itd. 
 
 
Slika 2.3: Primer klasifikacije 





Regresija je metoda kjer aproksimiramo funkcijo f, ki vhodne spremenljivke pretvori v 
kontinuirano izhodno spremenljivko [21]. Kontinuirana izhodna spremenljivka je realna 
številčna vrednost, ki v praksi lahko predstavlja napovedovanje cene nepremičnin, 
napovedovanje količine pridelka v primerjavi s porabo vode, itd. 
 
Ker regresijski model napoveduje specifično številčno vrednost, se za ocenjevanje modela 
uporablja napako napovedi. Za izračun napake obstaja veliko različnih načinov med katerimi 
je najpogostejši koren povprečne kvadratne napake (ang. root mean squared error, RMSE), 










V enačbi n predstavlja število vseh podatkov, 𝑦i,pred je številčna vrednost katero je 





Klasifikacija je metoda kjer modeliramo funkcijo f, ki vhodne spremenljivke kategorizira 
oziroma klasificira v diskretne izhodne spremenljivke. Izhodne spremenljivke se pogosto 
imenujejo kategorije ali razredi. Funkcija napove kategorijo opazovanega podatka. Če 
obstajata le dve kategoriji, se le-temu problemu reče binarna klasifikacija. Če obstajajo več 
kot dve kategoriji, se problemu reče večrazredna klasifikacija. Če je lahko dani podatek 
klasificiran v več kot eno kategorijo, se problemu reče klasifikacija z več oznakami. 
 
V primeru iz prakse to pomeni razvrščanje e-sporočil v dve kategoriji – zaželjena in 
nezaželena pošta, klasifikacija lahko pomeni razpoznavanje različnih živali na fotografiji ali 
pa, kot bomo videli v nadaljevanju, lahko to pomeni razvrščanje ležajev na dobre in slabe 
ležaje. 
 
Pri ocenjevanju klasifikacijskega modela se najbolj uporablja natančnost klasificiranja. 
Natančnost klasificiranja opisuje v procentih koliko podatkov je bilo pravilno klasificiranih 




∙ 100 (2.3) 
 
V enačbi (2.3) p predstavlja vse pravilno klasificirane podatke, t predstavlja vs nabor 
podatkov in s je naša natančnost klasificiranja. 





 Pod-določanje in pre-določanje 
Pri nadzorovanem učenju je glavni kriterij modela kako dobro lahko generalizira svoje 
naučeno znanje na nove podatke. Generalizacija je pomembna saj je začetni nabor podatkov, 
s katerim se model uči, le vzorec celotne populacije. Nabor podatkov ni popoln in vsebuje 
šum. Glavna problema pri tem sta pod-določanje in pre-določanje.   
 
Pod-določanje pomeni, da model ni sposoben zadostno opisati podan nabor podatkov [22]. 
Primer pod-določanja bi dobili, če bi želeli nelinearne podatke aproksimirati z linearno 
funkcijo. 
 
Pre-določanje pomeni, ko model postane preveč specifičen za nabor podatkov na katerih se 
je učil [22]. To pomeni, da model šum ali naključna nihanja v začetnem naboru podatkov 
privzeme kot specifične koncepte in le-te išče v novih podatkih. Primer pre-določanja se 
najde, če se model za razpoznavanje konj na slikah uči le na slikah črnih konj. Model se v 
tem primeru lahko nauči, da so vsi konji črni, kar pa v realnosti ni res.  
 
Primer pre-določanja je viden na sliki 2.4. Z zeleno črto je označen pre-določen model, ki se 




Slika 2.4: Pre-določen in generaliziran model 
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2.4. Osnove izbranih metod strojnega učenja 
 K-bližnjih sosedov (KNN) 
Metoda k-bližnjih sosedov (ang. k-nearest neighbor, KNN) temelji na načelu, da podatki s 
podobnimi lastnostmi ležijo skupaj [23].  
 
Pri uporabi KNN metode imamo nabor podatkov, katerih kategorijo poznamo. Podatki so 
opisani z več dimenzijami oziroma značilkami. Značilke lahko predstavljajo višino, težo, 
velikost sile, pospešek, itd. Cilj je sedaj klasificirati nov podatek, katerega kategorije ne 
poznamo. 
Primer si lahko pogledamo na sliki 2.5. Imamo nabor podatkov dveh kategorij (rdeča in 




Slika 2.5: Nabor podatkov dveh kategorij (rdeča in modra) in nov podatek (črna točka) 
 
Kategorijo novega podatka določimo tako, da izračunamo njegovo oddaljenost od vseh 
ostalih podatkov. Nato izberemo k število najbližjih podatkov. Kategorija novega podatka je 
sedaj kategorija, ki se pojavi največkrat znotraj k najbližjih podatkov.  
 
Za naš zgornji primer bi sedaj izračunali oddaljenost od vseh ostalih podatkov. Kategorijo 
bomo določevali glede na 3 najbližje podatke. Od tega 2 spadata v rdečo kategorijo in 1  v 
modro kategorijo. Nov podatek sedaj klasificiramo v rdečo kategorijo. Grafično lahko to 
vidimo na sliki 2.6. 
 




Slika 2.6: Klasificiranje novega podatka s KNN metodo 
 
Ključna parametra pri KNN metodi sta: 
- način računanja razdalje, 
- faktor k. 
 
Za računanje razdalje se ponavadi uporabi Euclidsko razdaljo, obstajajo pa še druge metode. 
 
Na sliki 2.6 lahko dobro opazimo tudi pomembnost faktorja k. Nižja kot je vrednost, bolj 
nestabilne so naše napovedi, saj model ni dovolj posplošen in se preveč prilagaja danim 
podatkom. Obratno, če je vrednost previsoka, model postane preveč posplošen. Če je 
vrednost previsoka in naš nabor podatkov nima enakega število podatkov za vsako 
kategorijo, bi z dovolj visokim k faktorjem vsakič prevladala ista kategorija.  
 
Praktično je faktor k določiti kot praštevilo, saj se s tem izgonemo tudi primerom, kjer bi bili 
obe (ali več) kategoriji enakoštevilčno zastopani in bi ne bili zmožni klasificirati našega 
podatka. 
 
Prednosti KNN metode sta zrelost teorije in njegova preprostost implementacije. 
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 Metoda podpornih vektorjev (SVM) 
Metoda podpornih vektorjev (ang. support-vector machine, SVM) metoda poišče optimalno 
hiperravnino, ki razdeli dane podatke tako, da je razdalja med podatki na vsaki strani čim 
večja [24]. 
 
Pri uporabi SVM metode imamo nabor podatkov, katerih kategorijo poznamo. Optimalno 
hiperravnino f(x) = 0 določimo z rešitvijo enačbe (2.4). 





V enačbi (2.4) je W N-dimenzionalni vektor in b je skalar [15]. Po rešitvi enačbe imamo nato 
podatke iste kategorije na eni strani hiperravnine ter podatke druge kategorije na drugi strani 
hiperravnine, kot je prikazano na sliki 2.7. Če želimo novemu podatku določiti kategorijo, 
moramo le izračunati, na katero stran hiperravnine je novi podatek postavljen. 
 
 
Slika 2.7: Izbira optimalne hiperravnine 
Problem bi se lahko pojavil pri nelinearnih podatkih, saj se jih ne da ločiti s preprosto 
premico ali ravnino. Za rešitev problema SVM metoda uporablja jedrni trik (ang. kernel 
trick). Jedrni trik uporabi funkcijo, ki poveča število dimenzij oziroma značilk vstopnih 
podatkov in tako reši problem, kjer podatkov ne bi mogli ločiti med seboj. 
 
Primer si lahko pogledamo na slikah 2.8. Na sliki 2.8 a) imamo osnovni nabor podatkov, 
kjer imajo podatki 2 dimenziji oziroma značilki. Podatki so razvrščeni v 2 kategoriji (modra 
in rdeča), vendar pa so nelinearni. Med seboj jih ni mogoče ločiti s preprosto premico. Na 
sliki 2.8 b) je nato prikazan jedrni trik, kjer smo podatkom dodali še 1 dimenzijo oziroma 
značilko (dimenzijo z). Podatke je sedaj možno preprosto ločiti med seboj. Na sliki 2.8 c) je 
sedaj prikazana hiperravnina, ki ločuje nabor podatkov. 





Slika 2.8: Uporaba jedrnega trika 
 
Ključna parametra SVM metode sta: 
- funkcija, ki jo uporablja jedrni trik (ang. kernel), 
- parameter c. 
 
Funkcija, ki jo uporablja jedrni trik, je pomembna, saj nam poda infomacijo o tem, kakšne 
spremembe izvajamo nad našim naborom podatkov in na kakšen način jim povečujemo 
število dimenzij oziroma značilk. 
 
Parameter c nam pove, kako močen vpliv ima posamezen podatek pri določevanju 
optimalne hiperravnine.  
 
Prednosti SVM so visoka natančnost klasifikacije in efektivnost pri podatkih z veliko 
dimenzijami oziroma značilkami. SVM metode se dobro izkažejo tudi v primerih, kjer 
imamo manjši nabor podatkov. 
 
Največja slabost SVM metod pa so dolgi časi računanja pri veliki količini podatkov.  
 
 
 Večslojni perceptron (MLP) 
Večslojni perceptron (ang. multilayer perceptron, MLP) je sistem preprostih, med seboj 
povezanih nevronov. Vsak nevron sprejme izhodne vrednosti prejšnjih nevronov, 
pomnoženih z utežjo povezave. Vrednosti nato sešteje, prišteje vrednost pristranskosti (ang. 
bias) in rezultat spremeni s pomočjo aktivacijske funkcije [25]. Vrednost, ki jo dobimo po 
transformaciji s pomočjo aktivacijske funkcije, je izhodna vrednost nevrona (slika 2.9). V 
večini primerov je izhodna vrednost decimalna številčna vrednost med 0 in 1. 
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Slika 2.9: Shema enega nevrona 
 
Celotna arhitektura MLP lahko variira, vendar je v splošnem sestavljena iz vhodne plasti – 
značilke, izhodne plasti – kategorije, in več skritih plasti nevronov, kjer je vsak nevron v 





Slika 2.10: Primer arhitekture MLP 
 
Z izbiro pravilnih uteži in aktivacijskih funkcij lahko MLP aproksimira katerokoli gladko, 
merljivo funkcijo [25]. 
  
Pravilne uteži določimo s pomočjo učenja, kjer v MLP vnesemo naš vhodni vektor i in 
preberemo izhodni vektor o. Izhodni vektor nato primerjamo z resnično vrednostjo in 
zgeneriramo signal napake. S pomočjo signala napake nato določimo, v kolikšni meri je 
potrebno prilagoditi uteži. 
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V primeru klasifikacije, kjer imamo dve kategoriji (za primer – rdečo in modro), bi izhodni 
signal manjši od 0.5 predstavljal rdečo kategorijo, ostale vrednosti pa bi predstavljale modro 
kategorijo. 
 
Učenje MLP lahko v grobem razdelimo na sledeče korake [25]: 
1. Inicializacija začetnih vrednosti uteži in pristranskosti nevronov. Ponavadi so 
začetne vrednosti naključne vrednosti. 
2. Vnos enega vhodnega vektorja iz našega vadbenega nabora podatkov v MLP. 
3. Pridobitev izhodnega vektorja MLP. 
4. Izračun signala napake. 
5. Propagiranje napake nazaj skozi MLP. 
6. Posodobitev uteži in pristranskosti, da minimiliziramo signal napake. 
7. Ponovitev 2.–6. koraka z vsemi podatki vadbenega nabora. 
 
Pri opisani implementaciji so uteži posodobljene z vsakim novim vhodnim signalom. 
Alternativno obstaja način, kjer seštejemo signal napake za več vhodnih signalov ter nato to 
vrednost uporabimo za posodobitev uteži in pristranskosti. 
 
Ključni parametri MLP so: 
- arhitektura MLP, kjer definiramo, koliko nevronov se nahaja v eni plasti in koliko 
plasti imamo; 
- aktivacijska funkcija nevronov (ang. activation function); 
- funkcija, s katero posodobimo uteži in pristranskosti (ang. solver). 
 
Izbira aktivacijske funkcije je pomembna saj le-ta močno vpliva na končni rezultat, na hitrost 
učenja in sposobnost konvergiranja modela. V začetku se je kot aktivacijsko funkcijo 
uporabljalo linearno funkcijo (ang. identity), prikazana na sliki 2.11. Linearna funkcija 
vzeme vhodne vrednosti zmnožene z vrednostmi uteži, prišteje faktor pristranskosti in 
ustvari izhodno vrednost, ki je večkratnik vhodnih vrednosti. Deluje po enačbi (2.5), njen 
odvod pa izračunamo po enačbi (2.6). [26] 
 
 
Slika 2.11: Linearna funkcija 
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f(𝑥) = 𝑥 (2.5) 
f ′(𝑥) = 1 (2.6) 
Linearna funkcija ima dva večja problema. Prvič, ker je njen odvod konstanta nima nobene 
povezave z vhodnimi vrednostmi. To pomeni, da učenje s pomočjo s propagiranjem napake 
nazaj ni mogoče. Drugič, vse plasti nevronske mreže se zrušijo v eno. Ker linearna 
kombinacija linearnih funkcij vrne linearno funkcijo bo izhodna vrednost prav tako le 
linearna funkcija vhodnih vrednosti. 
 
Novejše nevronske mreže uporabljajo nelinearne funkcije. Le-te omogočajo modelom 
ustvarjanje kompleksnih povezav med vhodnimi in izhodnimi vrednostmi. Ena izmed 
pogosteje uporabljenih nelinearnih funkcij je logistična funkcija oziroma sigmoid funkcija, 




Slika 2.12: Logistična funkcija 
 




f ′(𝑥) = f(𝑥) ∙ (1 − f(𝑥)) (2.8) 
Ena izmed njenih prednosti je gladek gradient, ki preprečuje »skoke« izhodnih vrednosti. 
Dodatno ima funkcija točno definirano območje izhodnih vrednosti, ki je med 0 in 1, kar 
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tudi normira izhodno vrednost. Prav tako ima funkcija jasne izhodne vrednosti. Pri vhodnih 
vrednosti večjimi od 2 in manjšimi od -2 se funkcija hitro približa ali vrednosti 1 ali 0. 
 
Ena izmed njenih slabosti je njena računska zahtevnost, kar podaljšuje hitrost učenja 
nevronske mreže. Prav tako ima izginjajoči gradient kar pomeni, da se pri izredno velikih ali 
majhnih vhodnih vrednosti izhodna vrednost skoraj ne spremeni. Dodatna slabost funkcije 
je, da njene izhodne vrednosti niso centrirane okoli 0, kar pomeni, da imajo vhodne veličine 
manjši končni vpliv. 
 
Druga bolj uporabljena nelinearna funkcija je hiperbolični tangens (»tanh«), prikazana na 




Slika 2.13: Hiperbolični tangens 
 




f ′(𝑥) = 1 − f(𝑥)2 (2.10) 
 
Funkcija deluje boljše kot logistična funkcija in ima dodano vrednost, da je centrirana okoli 
0. Vendar ima prav tako kot logistična funkcija težave s svojo računsko zahtevnostjo in 
izginjajočim gradientom. 
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Z namenom pohitrenja časa učenja nevronskih mrež se je začel uporabljati funkcijo usmernik 
(ang. rectified linear unit, ReLu), prikazana na sliki 2.14. Funkcija deluje po enačbi (2.11) 
in njen odvod se izračuna po enačbi (2.12). [26] 
 
 
Slika 2.14: Funkcija usmernik 
 
f(𝑥) = {
0 𝑓𝑜𝑟 𝑥 ≤ 0
𝑥 𝑓𝑜𝑟 𝑥 > 0
= max(0, 𝑥) (2.11) 
f ′(𝑥) = {
0 𝑓𝑜𝑟 𝑥 ≤ 0
1 𝑓𝑜𝑟 𝑥 > 0
 
(2.12) 
Kot omenjeno, je glavna prednost te funkcije njena računska učinkovitost. Le-ta omogoča 
hitrejše učenje v primerjavi z drugimi funkcijami. Vendar pa tukaj leži tudi njena največja 
slabost. Ko se vhodne veličine približujejo 0 oziroma so negativne, odvod funkcije postane 
0 in nevronska mreža se ne more učiti. 
 
Glavne prednosti MLP so njegova zmožnost aproksimiranja kompleksnih nelinearnih 
funkcij in visoka natančnost klasificiranja [15]. 
 
Slabosti MLP so njegova kompleksnost. Vsebuje veliko parametrov, ki jih moramo 
kontrolirati [15]. 
  




3. Opis pridobitve nabora podatkov 
Nabor podatkov, ki so uporabljeni kasneje, so bili eksperimentalno pridobljen. Specifikacije 
eksperimenta in analiza podatkov je zapisana v delu [27]. 
 
Aksialni ležaj je bil na eni strani vpet na senzor, ki meri silo v treh oseh. Na drugi strani je 
bil vpet na rotirajočo maso 115 gramov. Zaradi mase je bil ležaj aksialno prednapet, zaradi 
česar so bili kotalni elementi v stiku z zunanjim in notranjim obročem. 
 
S piezoelektričnim senzorjem Kitler 9317B se je merilo silo, velikosti med nekaj mili 
newtonov do enega newtona, v oseh x, y, z. Frekvenca zajemanja podatkov je bila 5000 Hz, 
čas zajemanja podatkov pa je trajal 10 s. Za rotiranje mase in ohranjanje konstantne krožne 
frekvence 4 Hz se je uporabil pasivno krmiljeni električni motor. Postavitev je prikazana na 
sliki 3.1, rezultati prvih 10 meritev pa se nahajajo v preglednici 3.1. Testirani so bili majhni, 
radialni ležaji. Njihove dimenzije so napisane v preglednici 3.2. 
 
 
Slika 3.1: Postavitev eksperimenta 
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Preglednica 3.1: Prvih 10 meritev za ležaj »axial high 1A« 
Fx [N] Fy [N] Fz [N] Optični senzor 
1.91E-02 8.30E-03 1.59E-02 8.81E-03 
2.30E-02 9.78E-03 3.32E-03 1.30E-02 
2.02E-02 4.03E-03 -1.31E-02 4.66E-03 
1.72E-02 2.07E-03 -3.14E-02 1.99E-04 
1.39E-02 3.40E-03 -3.99E-02 4.34E-03 
1.24E-02 3.73E-03 -4.08E-02 6.26E-03 
1.71E-02 5.36E-03 -3.41E-02 1.47E-03 
1.97E-02 5.23E-03 -1.93E-02 -2.67E-03 
2.01E-02 4.55E-03 -3.72E-03 5.30E-03 
1.89E-02 6.00E-03 6.91E-03 2.43E-03 
 





Širina 𝐷𝑏 𝐷𝑚 ϴ 𝑁𝑏 
4 mm 12 mm 4 mm 2 mm 7.805 mm 0 deg 7 
 
 
Preden ležaj zapusti proizvajalca, je testiran in do kupca prispe brezhiben. Kljub temu lahko 
med vgradnjo pride do poškodbe, kjer je ležaj preobremenjen ali izpostavljen neugodnim 
razmeram okolja. 
 
V eksperimentu je bilo simuliranih 5 najpogostejših napak – aksialna obremenitev, radialna 
obremenitev, upogibni moment, nečistoče in poškodba kletke, prikazano na sliki 3.2. Vsaka 
napaka je bila simulirana v treh nivojih intenzitete – nizka, srednja, visoka.  
 
Ležaj izpostavljen nizki intenziteti je s strani proizvajalca definiran kot zdrav ležaj. Ležaj 
izpostavljen srednji intenziteti je s strani prizvajalca definiran kot ležaj na meji med zdravim 
in poškodovanim ležajem. Ležaj izpostavljen visoki intenziteti je s strani proizvajalca 
definiran kot poškodovan ležaj. 
 
 
Slika 3.2: Simbolni prikaz simuliranih napak 
 
Nivoji aksialne, radialne in upogibne poškodbe so bili ustvarjeni glede na preglednico 3.3. 
Nivoji nečistoče in poškodbe kletke pa so bili pripravljeni s preizkušanjem. 
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Za vsak tip petih napak imamo 3 nivoje intenzitete. Za vsak nivo sta bila pripravljena in 
testirana 2 ležaja (1 in 2). Vsak ležaj je bil preizkušen aksialno prednapet v obe smeri (A in 
B). Dodatno smo imeli 2 nova ležaja, ki sta bila testirana aksialno prednapeta v obeh smereh. 
Tako smo pridobili nabor podatkov, velik 64 vzorcev. 
 
Preglednica 3.3: Velikosti sil za različne nivoje obremenitev 
Tip obremenitve Nizka Srednja Visoka 
Aksialna 
obremenitev 
650–700 N 1000–1200 N > 1600 N 
Radialna 
obremenitev 
600–650 N 850–1000 N > 1400 N 
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4. Uporaba strojnega učenja 
Predprocesiranje in uporaba metod strojnega učenja je bila izvedena s programskim jezikom 
python, verzija 3.7.3. Uporabljene so bile sledeče zunanje knjižnice: 
 numpy, verzija 1.18.1; 
 sklearn, verzija 0.22.1; 




Predprocesiranje se je začelo tako, da se je signal vsake sile pretvorilo v frekvenčno domeno. 
Pretvorba se je izvedla s Fourierjevo transformacijo. Njeno implementacijo se najde v 




Tukaj signal predstavlja spremenljivko, v kateri je shranjen celoten signal ene sile v osi 
našega ležaja – sliki 4.1 a). 
 
Fourierjeva transformacija vrne kompleksni signal. Za grafični prikaz se je vzelo absolutno 
vrednost signala, ki  jo dobimo z enačbo (4.1). 
𝑦 = √𝑟𝑒𝑎𝑙2 + (𝑖 ∙ 𝑖𝑚𝑎𝑔)2 (4.1) 
 
V enačbi (4.1) je real realna komponenta signala, imag pa imaginarna komponenta. Novi 
signal je prikazan na sliki 4.1 c). Za pridobitev resničnih vrednosti amplitud posameznih 
frekvenc, se je upoštevalo Nyquist kriterij, kjer se je vzelo samo amplitude pozitivnih 
frekvenc in jih pomnožil z 2. Dodatno se je upoštevalo tudi skaliranje, kjer se je amplitude 
delilo s številom vseh točk kompleksnega signala. Končni signal je prikazan na sliki 4.1 b). 
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Slika 4.1: Signal sile Fz ležaja »axial high 1A« v a) časovni domeni, c) frekvenčni domeni, b) 




Z namenom izločevanja nepotrebnih signalov in pojavov se je kompleksni signal filtriralo 
znotraj specifičnega frekvenčnega pasu. Za signala sil 𝐹x in 𝐹y se je izkazalo, da ne vsebujeta 
ključnih informacij o poškodbi ležaja, zato se je osredotočilo na signal 𝐹z. Le-tega se je 
filtriralo znotraj območja 300 Hz–550 Hz – slika 4.2 f), kot je bilo izvedeno tudi v delu [27]. 
Vrednosti izven filtrirnega območja se je enačilo z 0. Filtrirani signal se je nato ponovno 
pretvorilo v časovno domeno – slika 4.2 d) – z uporabo inverzne Fourierjeve transformacije. 




Tukaj signal predstavlja spremenljivko, v kateri je shranjen filtriran kompleksni signal. Slika 
4.2 e) predstavlja filtrirani kompleksni signal, kjer se je ponovno upoštevalo Nyquist kriterij 
in pravilno skaliranje. 
 
 
Slika 4.2: Filtrirani signal v d) časovni domeni, f) frekvenčni domeni, e) frekvenčni domeni z 





Filtriranemu signalu v časovni domeni se je z uporabo Hilbertove metode poiskalo ovojnico. 
Implementacijo metode se najde v knjižnici scipy. 
 
analytic_signal = scipy.signal.hilbert(signal) 
 
amplitude_envelope = numpy.abs(analytic_signal) 
 
Tukaj je signal spremenljivka, v kateri je shranjen naš filtriran signal v časovni domeni. 
Hilbert funkcija vrne analitični signal in njegova absolutna vrednost je sedaj ovojnica 
signala, slika 4.3 g). Ovojnico se je ponovno pretvorilo v frekvenčno domeno z uporabo 
Fourierjeve transformacije, slika 4.3 i) in upoštevalo Nyquist kriterij ter pravilno skaliranje, 




Slika 4.3: g) Ovojnica filtriranega signala, i) frekvenčna domena ovojnice, h) frekvenčna domena 
ovojnice z upoštevanjem Nyquist kriterija in skaliranja 
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Za začetek se je kot značilke izbralo signal ovojnice, pretvorjen v frekvenčno domeno z 
upoštevanjem Nyquist kriterija in pravilnega skaliranja – slika 4.3 h). To so amplitudne 










V enačbi (4.2) je freq frekvenca zajemanja, ki je v znašala 5000 Hz. Ker je ponovno potrebno 
upoštevati Nyquist kriterij, so bile vzetele pozitivne frekvence. Značilke so sedaj amplitudne 
vrednosti pri frekvencah od 0 Hz do 2500 Hz, s korakom 0,1 Hz. Dodatno se je vsako 
značilko normiralo, da so se njene vrednosti nahajale znotraj območja od 0 do 1. 
 
 
4.2. Načini klasificiranja 
Nabor podatkov je mogoče klasificirati na več različnih načinov. Z namenom primerjave 
različnih metod strojnega učenja in iskanjem najboljše metode se je ustvarilo različne 
klasifikacije: 
 »fault_type«, 
o kjer se je klasificiralo vzorce glede na tip obremenjenosti oziroma poškodbe. 
Kategorije so bile axial, radial, torque, contamination, shield, new. 
 »fault_severity«, 
o kjer se je klasificiralo vzorce glede na intenziteto obremenjenosti oziroma 
poškodbe. Kategorije so bile high, medium, low, new. 
 »fault«, 
o kjer se je klasificiralo vzorce glede na intenziteto in tip obremenjenosti 
oziroma napake. Kategorije so bile axial low, axial medium, axial high, radial 
low, radial medium, radial high, torque low, torque medium, torque high, 
contamination low, contamination medium, contamination high, shield low, 
shield medium, shield high, new. 
 »binary_fault«, 
o kjer se je klasificiralo vzorce na dve kategoriji  –  dobre  in slabe. Dobri 
vzorci so bili vsi ležaji, kjer je bila intenziteta »new« oziroma »low«. Slabi 
vzorci so bili vsi, kjer je bila intenziteta »medium« oziroma »high«. 
 
 
4.3. Uporabljene metode strojnega učenja 
Kot metode strojnega učenja se je uporabilo KNN, SVM in MLP. Pri vsaki metodi se je za 
isti nabor značilk preizkusilo različne vrednosti parametrov. 
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Pri KNN metodi se je spreminjal: 
 Faktor k, ki je zavzel vrednosti 3, 5 in 7. 
Kot je priporočeno so bile vrednosti primarna števila. Števila manjša od 3 napravijo model 
preveč prilagoje na trenutni nabor podatkov. Števila višja od 7 pa lahko privedejo model do 
nezmožnosti klasificiranja, saj je nabor podakov omejen. 
 
Implementacijo KNN metode se nahaja v knjižnjici sklearn.neighbors. 
 
KNeighborsClassifier( n_neighbors=k ) 
 
Pri SVM metodi se je spreminjal: 
 Kernel, ki je lahko bil »linear«, »poly«, »rfb« ali »sigmoid«. 
 Faktor c, ki je lahko zavzel vrednost 0,01 ; 0,1 ; 1 ali 10. 
Kernel je lahko zavzel eno izmed štirih različnih funkcij, ki so implementirane znotraj 
knjižnjice sklearn. 
S faktorjem c se je nadzorovalo vpliv posameznih podatkov. Pri visokih vrednosti je bila 
hiperravnina postavljena tako, da je večina testnih podatkov bila pravilno klasificirana 
vendar bolj prilagojena le-tem testnim podatkom. Pri manjšem faktorju c pa model lahko 
napačno klasificira večje število testnih podatkov v upanju na bolj splošen model. 
 
Implementacijo SVM metode se nahaja v knjižnjici sklearn.svm. 
 
SVC( kernel=kernel, C=c ) 
 
Pri MLP metodi se je spreminjala: 
 Arhitekturo, kjer sem lahko imel 1 skrito plast 5-ih nevronov, 1 skrito plast 64-ih 
nevronov, 1 skrito plast 128-ih nevronov, 2 skriti plasti, kjer ima vsaka 5 nevronov, 
2 skriti plasti, kjer ima vsaka 64 nevronov ali 2 skriti plasti, kjer ima vsaka 128 
nevronov. 
 Aktivacijska funkcija, ki je bila lahko tipa »identity«, »logistic«, »tanh« oziroma 
»relu«. 
 Solver funkcija, ki je bila lahko »lbfgs«, »sgd« oziroma »adam«. 
Aktivacijska funkcija in sover funkcija sta lahko zavzemala katerokoli izmed 
implementiranih funkcij znotraj knjižnjice sklearn. 
Arhitektura pa je bila izbrana poljubno. Manjše število nevronov nudi hitrejše učenje. Večje 
število pa lahko prepozna večje število vzorcev vendar za to potrebuje velik nabor podatkov. 
 
Implementacijo MLP metode se nahaja v knjižnjici sklearn.neural_network. 
 
MLPClassifier( hidden_layer_sizes=hidden_layer_sizes, 
  activation=activation, 
  solver=solver ) 
 
Vsaka metoda strojnega učenja je bila uporabljena na isti princip. V začetku se je nabor 
podatkov ločilo na vhodne vrednosti (X) in izhodne vrednosti (y). Podatke se je nato ločilo 
na nabor podatkov namenjen učenju (»train«) in na nabor podatkov namenjen merjenju 
natančnosti klasificiranja (»test«). Za implementacijo se je uporabilo knjižnjico 
sklearn.model_selection. 




X_train, X_test, y_train, y_test = train_test_split( X, y, test_size) 
 
Test_size spremenljivka pove kako je nabor podatkov razdeljen. V tem primeru se je 
namenilo 75% celotnega nabora podatkov za namene učenja in preostalih 25% za namene 
merjenja natančnosti klasificiranja. 
 
Uporabilo se je primerno metodo in nad njo izvedlo funkcijo fit, s katero se metoda uči. 
 
neigh = KNeighborsClassifier( n_neighbors=k ) 
neigh.fit( X_train, y_train ) 
 
Kot merilo natančnosti klasifikacije se je izbralo funkcijo score iz knjižnjice sklearn, ki 
deluje po enačbi (2.3). 
 
k_score = neigh.score( X_test, y_test ) 
 
Za vsak spremenjen parameter metode se je opravilo 10 ponovitev učenja in povprečilo 
natančnost klasificiranja. S tem se je izločilo primere, kjer se katera izmed kategorij ne bi 
pojavila ali v naboru podatkov, namenjenih treniranju ali v naboru podatkov, namenjenih 
testiranju. 
 
Psevdo koda za metodo KNN je sledeča: 
for način_klasificiranja in načini_klasificiranja: 
 for k in faktorji_k: 
  for _ in range(10): 
   natančnost = knn_metoda( nabor_podatkov )  
  povp_natančnost = izračunaj_povp_natančnost() 
 
Psevdo koda za metodo SVM je sledeča: 
for način_klasificiranja in načini_klasificiranja: 
 for kernel in kernels: 
  for c in cs: 
   for _ in range(10): 
    natančnost = svm_metoda( nabor_podatkov) 
   povp_natančnost = izračunaj_povp_natančnost() 
 
 
Psevdo koda za metodo MLP je sledeča: 
for način_klasificiranja in načini_klasificiranja: 
 for arhitektura in arhitekture: 
  for aktivacijska_fun in aktivacijske_fun: 
   for slover in solvers: 
    for _ in range(10): 
     natančnost=mlp_metoda(nabor_podatkov) 
   povp_natančnost = izračunaj_povp_natančnost() 
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Natančnosti klasificiranja pri nobenem načinu in za noben parameter metod niso bili 
zadovoljivi, zato se je zmanjšalo število značilk. 
 
 
4.4. Zmanjšanje števila značilk 
Predprocesiranje signala je ostalo enako kot opisano zgoraj. Po zgledu [27] se je značilke 
iskalo v signalu ovojnice, transformiranem v frekvenčno domeno, z upoštevanjem Nyquist 
kriterija in pravilnega skaliranja. Za značilke se je vzelo amplitude pri specifičnih frekvencah 
ležaja. Za naše ležaje so to frekvence 7.3 Hz, 10.4 Hz, 14.6 Hz in 17.6 Hz. Formula za 
izračun specifičnih frekvenc je zapisana v delu [27]. Dodatno se je kot značilke vzelo tudi 
efektivno vrednost (ang. root mean square, RMS) signala ovojnice, maksimalno ter 
minimalno vrednost signala ovojnice. Kot značilke se je vzelo še vrednosti amplitud pri 
specifičnih frekvencah ležaja po tem, ko se je nad signalom ovojnice opravilo Welchevo 
metodo, oziroma amplitudo pri najbližji nižji frekvenci. Implementacijo Welch metode se 
najde v knjižnici scipy. 
 
scipy.signal.welch(signal, freq, nperseg) 
 
Tukaj signal predstavlja spremenljivko, ki hrani vrednost signala ovojnice, freq je frekvenca 
zajemanja, ki je za naš eksperiment 5000 Hz, nperseg predstavlja velikost okna, ki je v našem 
primeru bilo 10'000 točk. Okna so se prekrivala 50 %. 
 
Vse natančnosti klasificiranja se nahajajo v preglednicah 4.1, 4.2, 4.3. 
 
Preglednica 4.1: Natančnost klasificiranja za metodo KNN 
Natančnost 
klasificiranja 
Kategorija Faktor k 
40,67 % fault_type      3 
40,67 % fault_type      5 
36,00 % fault_type      7 
42,67 % fault_severity  3 
46,00 % fault_severity  5 
42,67 % fault_severity  7 
23,33 % fault           3 
20,67 % fault           5 
14,00 % fault           7 
72,67 % binary_fault    3 
68,00 % binary_fault    5 
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Preglednica 4.2: Natančnost klasificiranja za metodo SVM 
Natančnost 
klasificiranja Kategorija Kernel c 
26,67% fault_type      linear     0,01 
23,33% fault_type      linear     0,1 
26,00% fault_type      linear     1 
26,67% fault_type      linear     10 
25,33% fault_type      poly       0,01 
22,67% fault_type      poly       0,1 
25,33% fault_type      poly       1 
27,33% fault_type      poly       10 
14,00% fault_type      rbf        0,01 
26,00% fault_type      rbf        0,1 
28,67% fault_type      rbf        1 
28,00% fault_type      rbf        10 
12,00% fault_type      sigmoid    0,01 
16,67% fault_type      sigmoid    0,1 
13,33% fault_type      sigmoid    1 
20,67% fault_type      sigmoid    10 
30,67% fault_severity  linear     0,01 
30,67% fault_severity  linear     0,1 
30,67% fault_severity  linear     1 
30,67% fault_severity  linear     10 
30,67% fault_severity  poly       0,01 
34,67% fault_severity  poly       0,1 
39,33% fault_severity  poly       1 
37,33% fault_severity  poly       10 
27,33% fault_severity  rbf        0,01 
24,00% fault_severity  rbf        0,1 
26,00% fault_severity  rbf        1 
35,33% fault_severity  rbf        10 
25,33% fault_severity  sigmoid    0,01 
29,33% fault_severity  sigmoid    0,1 
29,33% fault_severity  sigmoid    1 




klasificiranja Kategorija Kernel c 
2,67% fault           linear     0,01 
4,67% fault           linear     0,1 
3,33% fault           linear     1 
6,00% fault           linear     10 
6,00% fault           poly       0,01 
6,67% fault           poly       0,1 
4,00% fault           poly       1 
4,67% fault           poly       10 
0,00% fault           rbf        0,01 
0,00% fault           rbf        0,1 
0,00% fault           rbf        1 
2,67% fault           rbf        10 
0,00% fault           sigmoid    0,01 
0,00% fault           sigmoid    0,1 
0,00% fault           sigmoid    1 
0,00% fault           sigmoid    10 
57,33% binary_fault    linear     0,01 
55,33% binary_fault    linear     0,1 
57,33% binary_fault    linear     1 
53,33% binary_fault    linear     10 
51,33% binary_fault    poly       0,01 
47,33% binary_fault    poly       0,1 
49,33% binary_fault    poly       1 
55,33% binary_fault    poly       10 
58,67% binary_fault    rbf        0,01 
62,00% binary_fault    rbf        0,1 
58,67% binary_fault    rbf        1 
58,67% binary_fault    rbf        10 
56,67% binary_fault    sigmoid    0,01 
56,67% binary_fault    sigmoid    0,1 
59,33% binary_fault    sigmoid    1 
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Preglednica 4.3: Natančnost klasificiranja za metodo MLP 
Natančnost 
klasificiranja Kategorija Arhitektura 
Aktivacijska 
funkcija Solver 
30,83 % fault_type      (5,) identity   lbfgs      
20,83 % fault_type      (5,) identity   sgd        
24,17 % fault_type      (5,) identity   adam       
30,83 % fault_type      (5,) logistic   lbfgs      
26,67 % fault_type      (5,) logistic   sgd        
32,50 % fault_type      (5,) logistic   adam       
27,50 % fault_type      (5,) tanh       lbfgs      
30,83 % fault_type      (5,) tanh       sgd        
28,33 % fault_type      (5,) tanh       adam       
26,67 % fault_type      (5,) relu       lbfgs      
25,83 % fault_type      (5,) relu       sgd        
35,00 % fault_type      (5,) relu       adam       
18,33 % fault_type      (64,) identity   lbfgs      
19,17 % fault_type      (64,) identity   sgd        
21,67 % fault_type      (64,) identity   adam       
36,67 % fault_type      (64,) logistic   lbfgs      
30,00 % fault_type      (64,) logistic   sgd        
28,33 % fault_type      (64,) logistic   adam       
28,33 % fault_type      (64,) tanh       lbfgs      
31,67 % fault_type      (64,) tanh       sgd        
28,33 % fault_type      (64,) tanh       adam       
25,83 % fault_type      (64,) relu       lbfgs      
25,83 % fault_type      (64,) relu       sgd        
26,67 % fault_type      (64,) relu       adam       
26,67 % fault_type      (128,) identity   lbfgs      
21,67 % fault_type      (128,) identity   sgd        
21,67 % fault_type      (128,) identity   adam       
27,50 % fault_type      (128,) logistic   lbfgs      
32,50 % fault_type      (128,) logistic   sgd        
29,17 % fault_type      (128,) logistic   adam       
35,00 % fault_type      (128,) tanh       lbfgs      
30,83 % fault_type      (128,) tanh       sgd        
27,50 % fault_type      (128,) tanh       adam       
25,83 % fault_type      (128,) relu       lbfgs      
27,50 % fault_type      (128,) relu       sgd        
24,17 % fault_type      (128,) relu       adam       
30,00 % fault_type      (5, 5) identity   lbfgs      
18,33 % fault_type      (5, 5) identity   sgd        
23,33 % fault_type      (5, 5) identity   adam       
30,83 % fault_type      (5, 5) logistic   lbfgs      
32,50 % fault_type      (5, 5) logistic   sgd        
    Se nadaljuje 
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Nadaljevanje     
Natančnost 
klasificiranja Kategorija Arhitektura 
Aktivacijska 
funkcija Solver 
31,67 % fault_type      (5, 5) logistic   adam       
23,33 % fault_type      (5, 5) tanh       lbfgs      
32,50 % fault_type      (5, 5) tanh       sgd        
20,00 % fault_type      (5, 5) tanh       adam       
31,67 % fault_type      (5, 5) relu       lbfgs      
31,67 % fault_type      (5, 5) relu       sgd        
26,67 % fault_type      (5, 5) relu       adam       
25,00 % fault_type      (64, 64) identity   lbfgs      
22,50 % fault_type      (64, 64) identity   sgd        
20,83 % fault_type      (64, 64) identity   adam       
26,67 % fault_type      (64, 64) logistic   lbfgs      
37,50 % fault_type      (64, 64) logistic   sgd        
25,83 % fault_type      (64, 64) logistic   adam       
34,17 % fault_type      (64, 64) tanh       lbfgs      
32,50 % fault_type      (64, 64) tanh       sgd        
30,83 % fault_type      (64, 64) tanh       adam       
21,67 % fault_type      (64, 64) relu       lbfgs      
26,67 % fault_type      (64, 64) relu       sgd        
30,00 % fault_type      (64, 64) relu       adam       
25,83 % fault_type      (128, 128) identity   lbfgs      
19,17 % fault_type      (128, 128) identity   sgd        
23,33 % fault_type      (128, 128) identity   adam       
31,67 % fault_type      (128, 128) logistic   lbfgs      
22,50 % fault_type      (128, 128) logistic   sgd        
39,17 % fault_type      (128, 128) logistic   adam       
27,50 % fault_type      (128, 128) tanh       lbfgs      
30,83 % fault_type      (128, 128) tanh       sgd        
29,17 % fault_type      (128, 128) tanh       adam       
22,50 % fault_type      (128, 128) relu       lbfgs      
24,17 % fault_type      (128, 128) relu       sgd        
28,33 % fault_type      (128, 128) relu       adam       
15,83 % fault_severity  (5,) identity   lbfgs      
21,67 % fault_severity  (5,) identity   sgd        
15,83 % fault_severity  (5,) identity   adam       
29,17 % fault_severity  (5,) logistic   lbfgs      
20,83 % fault_severity  (5,) logistic   sgd        
24,17 % fault_severity  (5,) logistic   adam       
22,50 % fault_severity  (5,) tanh       lbfgs      
29,17 % fault_severity  (5,) tanh       sgd        
26,67 % fault_severity  (5,) tanh       adam       
20,00 % fault_severity  (5,) relu       lbfgs      
18,33 % fault_severity  (5,) relu       sgd        
    Se nadaljuje 
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Nadaljevanje     
Natančnost 
klasificiranja Kategorija Arhitektura 
Aktivacijska 
funkcija Solver 
15,00 % fault_severity  (5,) relu       adam       
13,33 % fault_severity  (64,) identity   lbfgs      
19,17 % fault_severity  (64,) identity   sgd        
18,33 % fault_severity  (64,) identity   adam       
21,67 % fault_severity  (64,) logistic   lbfgs      
16,67 % fault_severity  (64,) logistic   sgd        
23,33 % fault_severity  (64,) logistic   adam       
21,67 % fault_severity  (64,) tanh       lbfgs      
26,67 % fault_severity  (64,) tanh       sgd        
28,33 % fault_severity  (64,) tanh       adam       
22,50 % fault_severity  (64,) relu       lbfgs      
20,83 % fault_severity  (64,) relu       sgd        
24,17 % fault_severity  (64,) relu       adam       
12,50 % fault_severity  (128,) identity   lbfgs      
15,00 % fault_severity  (128,) identity   sgd        
24,17 % fault_severity  (128,) identity   adam       
23,33 % fault_severity  (128,) logistic   lbfgs      
27,50 % fault_severity  (128,) logistic   sgd        
22,50 % fault_severity  (128,) logistic   adam       
24,17 % fault_severity  (128,) tanh       lbfgs      
21,67 % fault_severity  (128,) tanh       sgd        
25,83 % fault_severity  (128,) tanh       adam       
21,67 % fault_severity  (128,) relu       lbfgs      
21,67 % fault_severity  (128,) relu       sgd        
22,50 % fault_severity  (128,) relu       adam       
13,33 % fault_severity  (5, 5) identity   lbfgs      
19,17 % fault_severity  (5, 5) identity   sgd        
21,67 % fault_severity  (5, 5) identity   adam       
19,17 % fault_severity  (5, 5) logistic   lbfgs      
28,33 % fault_severity  (5, 5) logistic   sgd        
20,83 % fault_severity  (5, 5) logistic   adam       
20,83 % fault_severity  (5, 5) tanh       lbfgs      
27,50 % fault_severity  (5, 5) tanh       sgd        
25,00 % fault_severity  (5, 5) tanh       adam       
20,00 % fault_severity  (5, 5) relu       lbfgs      
25,00 % fault_severity  (5, 5) relu       sgd        
28,33 % fault_severity  (5, 5) relu       adam       
23,33 % fault_severity  (64, 64) identity   lbfgs      
16,67 % fault_severity  (64, 64) identity   sgd        
8,33 % fault_severity  (64, 64) identity   adam       
23,33 % fault_severity  (64, 64) logistic   lbfgs      
28,33 % fault_severity  (64, 64) logistic   sgd        
    Se nadaljuje 
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Nadaljevanje     
Natančnost 
klasificiranja Kategorija Arhitektura 
Aktivacijska 
funkcija Solver 
17,50 % fault_severity  (64, 64) logistic   adam       
14,17 % fault_severity  (64, 64) tanh       lbfgs      
29,17 % fault_severity  (64, 64) tanh       sgd        
21,67 % fault_severity  (64, 64) tanh       adam       
25,83 % fault_severity  (64, 64) relu       lbfgs      
23,33 % fault_severity  (64, 64) relu       sgd        
20,83 % fault_severity  (64, 64) relu       adam       
15,83 % fault_severity  (128, 128) identity   lbfgs      
13,33 % fault_severity  (128, 128) identity   sgd        
10,83 % fault_severity  (128, 128) identity   adam       
27,50 % fault_severity  (128, 128) logistic   lbfgs      
30,00 % fault_severity  (128, 128) logistic   sgd        
18,33 % fault_severity  (128, 128) logistic   adam       
21,67 % fault_severity  (128, 128) tanh       lbfgs      
26,67 % fault_severity  (128, 128) tanh       sgd        
25,00 % fault_severity  (128, 128) tanh       adam       
20,83 % fault_severity  (128, 128) relu       lbfgs      
16,67 % fault_severity  (128, 128) relu       sgd        
23,33 % fault_severity  (128, 128) relu       adam       
6,67 % fault           (5,) identity   lbfgs      
2,50 % fault           (5,) identity   sgd        
6,67 % fault           (5,) identity   adam       
19,17 % fault           (5,) logistic   lbfgs      
15,83 % fault           (5,) logistic   sgd        
11,67 % fault           (5,) logistic   adam       
12,50 % fault           (5,) tanh       lbfgs      
9,17 % fault           (5,) tanh       sgd        
10,00 % fault           (5,) tanh       adam       
4,17 % fault           (5,) relu       lbfgs      
3,33 % fault           (5,) relu       sgd        
7,50 % fault           (5,) relu       adam       
9,17 % fault           (64,) identity   lbfgs      
8,33 % fault           (64,) identity   sgd        
7,50 % fault           (64,) identity   adam       
12,50 % fault           (64,) logistic   lbfgs      
8,33 % fault           (64,) logistic   sgd        
15,00 % fault           (64,) logistic   adam       
15,83 % fault           (64,) tanh       lbfgs      
16,67 % fault           (64,) tanh       sgd        
12,50 % fault           (64,) tanh       adam       
9,17 % fault           (64,) relu       lbfgs      
11,67 % fault           (64,) relu       sgd        
    Se nadaljuje 
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Nadaljevanje     
Natančnost 
klasificiranja Kategorija Arhitektura 
Aktivacijska 
funkcija Solver 
6,67 % fault           (64,) relu       adam       
6,67 % fault           (128,) identity   lbfgs      
5,00 % fault           (128,) identity   sgd        
2,50 % fault           (128,) identity   adam       
12,50 % fault           (128,) logistic   lbfgs      
11,67 % fault           (128,) logistic   sgd        
10,83 % fault           (128,) logistic   adam       
11,67 % fault           (128,) tanh       lbfgs      
9,17 % fault           (128,) tanh       sgd        
12,50 % fault           (128,) tanh       adam       
4,17 % fault           (128,) relu       lbfgs      
6,67 % fault           (128,) relu       sgd        
3,33 % fault           (128,) relu       adam       
5,00 % fault           (5, 5) identity   lbfgs      
6,67 % fault           (5, 5) identity   sgd        
3,33 % fault           (5, 5) identity   adam       
6,67 % fault           (5, 5) logistic   lbfgs      
7,50 % fault           (5, 5) logistic   sgd        
9,17 % fault           (5, 5) logistic   adam       
13,33 % fault           (5, 5) tanh       lbfgs      
11,67 % fault           (5, 5) tanh       sgd        
9,17 % fault           (5, 5) tanh       adam       
5,83 % fault           (5, 5) relu       lbfgs      
8,33 % fault           (5, 5) relu       sgd        
8,33 % fault           (5, 5) relu       adam       
6,67 % fault           (64, 64) identity   lbfgs      
4,17 % fault           (64, 64) identity   sgd        
10,83 % fault           (64, 64) identity   adam       
10,00 % fault           (64, 64) logistic   lbfgs      
12,50 % fault           (64, 64) logistic   sgd        
13,33 % fault           (64, 64) logistic   adam       
18,33 % fault           (64, 64) tanh       lbfgs      
12,50 % fault           (64, 64) tanh       sgd        
5,83 % fault           (64, 64) tanh       adam       
9,17 % fault           (64, 64) relu       lbfgs      
12,50 % fault           (64, 64) relu       sgd        
8,33 % fault           (64, 64) relu       adam       
8,33 % fault           (128, 128) identity   lbfgs      
1,67 % fault           (128, 128) identity   sgd        
5,83 % fault           (128, 128) identity   adam       
10,83 % fault           (128, 128) logistic   lbfgs      
9,17 % fault           (128, 128) logistic   sgd        
    Se nadaljuje 
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Nadaljevanje     
Natančnost 
klasificiranja Kategorija Arhitektura 
Aktivacijska 
funkcija Solver 
12,50 % fault           (128, 128) logistic   adam       
10,00 % fault           (128, 128) tanh       lbfgs      
6,67 % fault           (128, 128) tanh       sgd        
10,83 % fault           (128, 128) tanh       adam       
13,33 % fault           (128, 128) relu       lbfgs      
6,67 % fault           (128, 128) relu       sgd        
9,17 % fault           (128, 128) relu       adam       
71,67 % binary_fault    (5,) identity   lbfgs      
63,33 % binary_fault    (5,) identity   sgd        
65,83 % binary_fault    (5,) identity   adam       
64,17 % binary_fault    (5,) logistic   lbfgs      
64,17 % binary_fault    (5,) logistic   sgd        
67,50 % binary_fault    (5,) logistic   adam       
62,50 % binary_fault    (5,) tanh       lbfgs      
69,17 % binary_fault    (5,) tanh       sgd        
62,50 % binary_fault    (5,) tanh       adam       
63,33 % binary_fault    (5,) relu       lbfgs      
65,00 % binary_fault    (5,) relu       sgd        
60,83 % binary_fault    (5,) relu       adam       
73,33 % binary_fault    (64,) identity   lbfgs      
70,83 % binary_fault    (64,) identity   sgd        
60,00 % binary_fault    (64,) identity   adam       
61,67 % binary_fault    (64,) logistic   lbfgs      
67,50 % binary_fault    (64,) logistic   sgd        
61,67 % binary_fault    (64,) logistic   adam       
65,83 % binary_fault    (64,) tanh       lbfgs      
65,00 % binary_fault    (64,) tanh       sgd        
69,17 % binary_fault    (64,) tanh       adam       
60,00 % binary_fault    (64,) relu       lbfgs      
66,67 % binary_fault    (64,) relu       sgd        
65,83 % binary_fault    (64,) relu       adam       
56,67 % binary_fault    (128,) identity   lbfgs      
65,83 % binary_fault    (128,) identity   sgd        
67,50 % binary_fault    (128,) identity   adam       
67,50 % binary_fault    (128,) logistic   lbfgs      
71,67 % binary_fault    (128,) logistic   sgd        
62,50 % binary_fault    (128,) logistic   adam       
76,67 % binary_fault    (128,) tanh       lbfgs      
66,67 % binary_fault    (128,) tanh       sgd        
68,33 % binary_fault    (128,) tanh       adam       
64,17 % binary_fault    (128,) relu       lbfgs      
70,00 % binary_fault    (128,) relu       sgd        
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60,00 % binary_fault    (128,) relu       adam       
61,67 % binary_fault    (5, 5) identity   lbfgs      
69,17 % binary_fault    (5, 5) identity   sgd        
50,83 % binary_fault    (5, 5) identity   adam       
73,33 % binary_fault    (5, 5) logistic   lbfgs      
69,17 % binary_fault    (5, 5) logistic   sgd        
55,00 % binary_fault    (5, 5) logistic   adam       
71,67 % binary_fault    (5, 5) tanh       lbfgs      
60,83 % binary_fault    (5, 5) tanh       sgd        
65,83 % binary_fault    (5, 5) tanh       adam       
64,17 % binary_fault    (5, 5) relu       lbfgs      
64,17 % binary_fault    (5, 5) relu       sgd        
69,17 % binary_fault    (5, 5) relu       adam       
60,83 % binary_fault    (64, 64) identity   lbfgs      
66,67 % binary_fault    (64, 64) identity   sgd        
62,50 % binary_fault    (64, 64) identity   adam       
62,50 % binary_fault    (64, 64) logistic   lbfgs      
70,00 % binary_fault    (64, 64) logistic   sgd        
64,17 % binary_fault    (64, 64) logistic   adam       
66,67 % binary_fault    (64, 64) tanh       lbfgs      
65,83 % binary_fault    (64, 64) tanh       sgd        
62,50 % binary_fault    (64, 64) tanh       adam       
70,00 % binary_fault    (64, 64) relu       lbfgs      
55,83 % binary_fault    (64, 64) relu       sgd        
67,50 % binary_fault    (64, 64) relu       adam       
73,33 % binary_fault    (128, 128) identity   lbfgs      
70,00 % binary_fault    (128, 128) identity   sgd        
66,67 % binary_fault    (128, 128) identity   adam       
68,33 % binary_fault    (128, 128) logistic   lbfgs      
60,00 % binary_fault    (128, 128) logistic   sgd        
69,17 % binary_fault    (128, 128) logistic   adam       
71,67 % binary_fault    (128, 128) tanh       lbfgs      
69,17 % binary_fault    (128, 128) tanh       sgd        
55,00 % binary_fault    (128, 128) tanh       adam       
68,33 % binary_fault    (128, 128) relu       lbfgs      
60,83 % binary_fault    (128, 128) relu       sgd        








5. Rezultati in diskusija 
Najboljši rezultat, dosežen s KNN metodo, je bil 72,67 % natančnost klasifikacije, kjer se je 
napovedovalo »binary fault«, parameter pa je bil sledeč: 
 Faktor k: 3. 
 
Najboljši rezultat, dosežen s SVM metodo, je bil 62.00 % natančnost klasifikacije, kjer se je 
napovedovalo »binary fault«, parametri pa so bili sledeči: 
 Kernel: rbf, 
 Faktor c: 0,1. 
 
Najboljši rezultat, dosežen z MLP metodo, je bil 76,67 % natančnost klasifikacije, kjer se je 
napovedovalo »binary fault«, parametri pa so bili sledeči: 
 Arhitektura: 1 plast 128-ih nevronov, 
 Aktivacijska funkcija: »tanh«, 
 Solver: lbfgs. 
 
Glede na rezultat je najuspešnejša MLP metoda strojnega učenja, vendar pa je natančnost 
klasifikacije za vsako metodo nezadovoljiva in neprimerna za potrebe industrije. 
 
Kot pričkovano, so bile vse metode najuspešnejše pri klasificiranju »binary fault«, saj ta 
način razdeli ležaje v dve kategoriji. Manj uspešne so bile pri klasificiranju ali »fault 
severity« ali »fault type« saj tukaj prihaja do velikega prekritja med kategorijami in iz 
signala ni mogoče točno določiti v katero spefično kategorijo bi ležaj moral spadati. Iz tega 
tudi sledi, da so bile vse metode strojnega učenja še bolj neuspešne pri klasificiranju »fault« 
ležajev. 
 
Za takšno natančnost klasifikacije je lahko krivih več razlogov. Enačbe, po katerih se 
izračuna specifične frekvence ležaja, predpostavljajo idealne razmere, ki pa jih v praksi ni. 
Dodatno lahko variacije v izdelavi ležaja privedejo do napačnih izračunov specifičnih 
frekvenc. Prav tako lahko napaka sama spremeni geometrijo ležaja, kar ponovno privede do 
napačnega izračuna specifičnih frekvenc. Eden izmed možnih razlogov je tudi, da pri 
vgradnji do napake na površini ni prišlo kljub neprimernim obremenitvam. Prav tako je 
možnost, da se pojavi več kot ena napaka znotraj ležaja, kar bi ponovno vplivalo na naš 
signal. 




Velik vpliv ima lahko tudi velikost nabora podatkov. Pri SVM metodi bi pričakovali boljše 
rezultate, saj naj bi se ta metoda bolje izkazala v primerih, ko je nabor podatkov manjši. V 








1. Na istem naboru podatkov in pri istih značilkah se je uporabilo 3 metode strojnega 
učenja (KNN, SVM, MLP), kjer se je za vsako metodo uporabilo različen nabor 
njenih parametrov. 
2. Kot najuspešnejša metoda za kvalificiranje ležajev na dobre oziroma slabe se je 
izkazala metoda MLP, z natančnostjo kvalificiranja 76,67 %. 
3. Vse preizkušene metode se ne izkažejo kot zadovoljive za potrebe industrije. 
 
Potencial in možnosti strojnega učenja so razvidne v večih delih, kjer so kot začeten nabor 
podatkov uporabljali rezultate zelo natančno izvedenih in specifičnih eksperimentov. V bolj 
realnem primeru aplikacije strojnega učenja pa le-te metode še niso dovolj zrele. 
 
Predlogi za nadaljnje delo 
 
Pri nadaljnjem delu bi bilo dobro raziskati še dodatne značilke, s pomočjo katerih bi lahko 
bolj natančno ločili med različnimi poškodbami. Prav tako bi bilo dobro dobiti večji začetni 
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