Abstract. We introduce the concept of an extended O-operator that generalizes the wellknown concept of a Rota-Baxter operator. We study the associative products coming from these operators and establish the relationship between extended O-operators and the associative Yang-Baxter equation, extended associative Yang-Baxter equation and generalized Yang-Baxter equation.
Introduction
This paper studies the connection between two concepts in quite different contexts. One is that of a Rota-Baxter operator originated from the probability study of Glenn Baxter [6] , influenced by the combinatorial interests of Gian-Carlo Rota [22, 23] and applied broadly in mathematics and physics in recent years [10, 13, 14, 15, 17, 18] . The other concept is that of a solution of the associative Yang-Baxter equations which is an analogue of the classical Yang-Baxter equation in mathematical physics, named after the well-known physicists [7, 28] . A connection between these two objects were first established by Aguiar [1, 2] who showed that a solution of the associative Yang-Baxter equation gives rise to a Rota-Baxter operator of weight zero. Such connection has been pursued further in several subsequent papers [3, 5, 11] .
We revisit this connection with an alternative approach in order to gain better understanding of the relationship between these two concepts. On one hand we generalize the concept of Rota-Baxter operators to that of O-operators and further to extended O-operators. On the other hand we investigate the operator properties of the associative Yang-Baxter equation motivated by the study in the Lie algebra case [4] . The O-operator is a relative version of the Rota-Baxter operator and, in the context of Lie algebras, was defined by Kupershmidt [20] in the study of Yang-Baxter equations and can be traced back to Bordemann [8] in integrable systems. Through this approach, we show that the operator property of solutions of the associative Yang-Baxter equation is to a large extent characterized by O-operators.
Notations: In this paper, k denotes a field and is often taken to have characteristic not equal to 2. By an algebra we mean an associative (not necessarily unitary) k-algebra, unless otherwise stated.
1.1. Rota-Baxter algebras and Yang-Baxter equations. We recall concepts and relations that motivated our study. Definition 1.1. Let R be a k-algebra and let λ ∈ k be given. If a k-linear map P : R → R satisfies the Rota-Baxter relation:
(1)
P (x)P (y) = P (P (x)y) + P (xP (y)) + λP (xy), ∀x, y ∈ R, then P is called a Rota-Baxter operator of weight λ and (R, P ) is called a RotaBaxter algebra of weight λ.
For simplicity, we will only discuss the case of Rota-Baxter operators of weight zero in the introduction.
Note that the relation (1) still makes sense when R is replaced by a k-module with a binary operation. When the binary operation is the Lie bracket and if in addition, the Lie algebra is equipped with a nondegenerate symmetric invariant bilinear form, then a skew-symmetric solution of the classical Yang-Baxter equation (2) [r 12 is just a Rota-Baxter operator of weight zero. We refer the reader to [4, 12, 25] for further details.
We consider the following associative analogue of the classical Yang-Baxter equation (2). were introduced by Aguiar [1, 2, 3] . In fact, Eq. (3) is just Eq. (5) in the opposite algebra [3] . When r is skew-symmetric it is easy to see that Eq. (3) comes from Eq. (5) under the operation σ 13 (x ⊗ y ⊗ z) = z ⊗ y ⊗ x. While Eq. (5) was emphasized in [1, 2, 3] , we will work with Eq. (3) for notational convenience and to be consistent with some of the earlier works on connections with antisymmetric infinitesimal bialgebras [5] and associative D-bialgebras [29] . 
O-operators.
In this paper, we introduce the concept of an extended O-operator as a generalization of the concept of a Rota-Baxter operator and the associative analogue of an O-operator on a Lie algebra. We then extend the connections of Rota-Baxter algebras with associative Yang-Baxter equations to those of O-operators. This study is motivated by the relationship between O-operator and the classical Yang-Baxter equation in Lie algebras [4, 8, 20] Let (A, ·) be a k-algebra. Let (V, ℓ, r) be an A-bimodule, consisting of a compatible pair of a left A-module (V, ℓ) given by ℓ : A → End k (V ) and a right A-module (V, r) given by r : A → End k (V ) (see Section 2.1 for the precise definition). Fix a κ ∈ k. A pair (α, β) of linear maps α, β : V → A is called an extended O-operator with modification β of mass κ if κℓ(β(u))v = κur(β(v)), α(u) · α(v) − α(l(α(u))v + ur(α(v))) = κβ(u) · β(v), ∀u, v ∈ V.
When β = 0 or κ = 0, we obtain the concept of an O-operator α satisfying (6) α
When V is taken to be the A-bimodule (A, L, R) where L, R : A → End k (A) are given by the left and right multiplications, an O-operator α : V → A of weight zero is just a RotaBaxter operator of weight zero. To illustrate the close relationship between O-operators and solutions of the AYBE (3), we give the following reformulation of a part of Corollary 3.6. See Section 3 for general cases. Let k be a field whose characteristic is not 2. Let A be a k-algebra that we for now assume to have finite dimension over k. 
is compatible with the operators σ and t. Let Sym 2 (A ⊗ A) and Alt 2 (A ⊗ A) (resp. Hom k (A * , A) + and Hom k (A * , A) − ) be the eigenspaces for the eigenvalues 1 and −1 of σ on A ⊗ A (resp. of t on Hom k (A * , A)). Thus we have the commutative diagram of bijective linear maps: 
is a solution of the AYBE (3) if and only if the pair φ(r) = (φ(r) − , φ(r) + ) = (φ(r − ), φ(r + )) is an extended O-operator with modification φ(r + ) of mass κ = −1. In particular, when r + is zero, an element r = (r − , 0) = r − ∈ Alt 2 (A ⊗ A) is a solution of the AYBE if and only if the pair
Let MO(A * , A) denote the set of extended O-operators (α, β) from A * to A of mass κ = −1. Let O(A * , A) denote the set of O-operators α : A * → A of weight 0. Let AYB(A) denote the set of solutions of the AYBE (3) in A. Let SAYB(A) denote the set of skewsymmetric solutions of the AYBE (3) in A. Then Theorem 1.4 means that the bijection in Eq. (7) restricts to bijections in the following commutative diagram.
Layout of the paper. In Section 2, the concept of an extended O-operator is introduced and its connection with the associativity of certain products is studied. 
O-operators and extended O-operators
We give background notations in Section 2.1 before introducing the concept of an extended O-operator in Section 2.2. We then show in Section 2.3 and 2.4 that extended O-operators can be characterized by the associativity of a multiplication derived from this operator.
2.1. Bimodules, A-bimodule k-algebras and matched pairs of algebras. We first recall the concept of a bimodule.
Definition 2.1. Let (A, ·) be a k-algebra.
(i) An A-bimodule is a k-module V , together with linear maps ℓ, r : A → End k (V ), such that (V, ℓ) defines a left A-module, (V, r) defines a right A-module and the two module structures on V are compatible in the sense that
If we want to be more precise, we also denote an A-bimodule V by the triple (V, ℓ, r).
For a k-algebra A and x ∈ A, define the left and right actions
Further define
Denote the usual pairing between V * and V by
Proposition 2.2. ([5])
Let A be a k-algebra and let (V, ℓ, r) be an A-bimodule. Define the linear maps ℓ * , r
respectively. Then (V * , r * , ℓ * ) is an A-bimodule, called the dual bimodule of (V, ℓ, r).
We next extend the concept of a bimodule to that of an A-bimodule algebra by replacing the k-module V by a k-algebra R. Definition 2.3. Let (A, ·) be a k-algebra with multiplication · and let (R, •) be a kalgebra with multiplication •. Let ℓ, r : A → End k (R) be two linear maps. We call R (or the triple (R, ℓ, r) or the quadruple (R, •, ℓ, r)) an A-bimodule k-algebra if (R, ℓ, r) is an A-bimodule that is compatible with the multiplication • on R. More precisely, we have
Obviously, for any k-algebra (A, ·), (A, ·, L, R) is an A-bimodule k-algebra. Note that an A-bimodule k-algebra R need not be a left or right A-algebra since we do not assume that A · 1 is in the center of R. For example, the A-bimodule k-algebra (A, L, R) is an A-algebra if and only if A is a commutative ring.
The concept of an A-bimodule k-algebra can be further generalized to that of a matched pair introduced in [5] . 
for any x, y ∈ A, a, b ∈ B.
Matching pairs are naturally related to algebraic structures on a direct sum of algebras. Theorem 2.5. ( [5] ) Let (A, B, ℓ A , r A , ℓ B , r B ) be a matched pair. Then there is an algebra structure on the vector space A ⊕ B given by
We denote this associative algebra by A ⊲⊳ (14), (15) and (17) hold automatically.
In turn, an A-bimodule (R, ℓ, r) is the special case of an A-bimodule k-algebra when the multiplication • on R is the zero product. As a direct corollary of Theorem 2.5, we obtain the following result which is a generalization of the classical result [24] between bimodule structures on V and semi-direct product algebraic structures on A ⊕ V . Corollary 2.6. If (R, •, ℓ, r) is an A-bimodule k-algebra, then the direct sum A ⊕ R of vector spaces is turned into a k-algebra (the semidirect sum) by defining multiplication in A ⊕ R by
We denote this algebra by A ⋉ ℓ,r R or simply A ⋉ R.
2.2.
Extended O-operators. We first define an O-operator before introducing an extended O-operator through an auxiliary operator.
Remark 2.8. Under our assumption that k is a field, the non-zero weight can be normalized to weight 1. In fact, for a non-zero weight λ ∈ k, if α is an O-operator of weight λ associated to an A-bimodule k-algebra (R, •, ℓ, r), then α is an O-operator of weight 1 associated to (R, λ•, ℓ, r) and
Note that, an A-bimodule (V, ℓ, r) becomes an A-bimodule k-algebra when V is equipped with the zero multiplication. Then a linear map α :
Such a structure appeared independently in [26] under the name of generalized Rota-Baxter operator. Since the weight λ makes no difference in the definition, we just call V an Ooperator. This definition recovers the definition in Eq. (6) .
Obviously, an O-operator associated to (A, L, R) is just a Rota-Baxter operator on A. An O-operator can be viewed as the relative version of a Rota-Baxter operator in the sense that the domain and range of an O-operator might be different.
2.2.2.
Balanced homomorphisms. For our purpose of further generalizing the concept of an O-operator, we introduce another concept. Definition 2.9. Let (A, ·) be a k-algebra.
(i) Let κ ∈ k and let (V, ℓ, r) be an A-bimodule. A linear map (resp. an A-bimodule homomorphism) β : V → A is called a balanced linear map of mass κ (resp. balanced A-bimodule homomorphism of mass κ) if
(ii) Let κ, µ ∈ k and let (R, •, ℓ, r) be an A-bimodule k-algebra. A linear map (resp. an A-bimodule homomorphism) β : R → A is called a balanced linear map of mass (κ, µ) (resp. a balanced A-bimodule homomorphism of mass (κ, µ)) if Eq. (20) holds and
Clearly, if κ = 0 (resp. µ = 0), then Eq. (20) (resp. Eq. (21)) imposes no restriction. So any A-bimodule homomorphism is balanced of mass (κ, µ) = (0, 0). For a non-zero mass, we have the following examples.
Example 2.10. Let A be a k-algebra.
(i) The identity map β = id : (A, L, R) → A is a balanced A-bimodule homomorphism (of any mass (κ, µ)). (ii) Any A-bimodule homomorphism β : (A, L, R) → A is balanced (of any mass (κ, µ)).
(iii) Let r ∈ A ⊗ A be symmetric. If r is regarded as a linear map from (A * , R * , L * ) to A is an A-bimodule homomorphism, then r is a balanced A-bimodule homomorphism (of any mass κ). See Lemma 3.2.
Extended O-operators.
We can now introduce our first main concept in this paper.
Definition 2.11. Let (A, ·) be a k-algebra and let (R, •, ℓ, r) be an A-bimodule k-algebra.
(ii) We also let (α, β) denote an extended O-operator α with modification β.
is an A-bimodule, we regard V as an A-bimodule k-algebra with the zero multiplication. Then λ and µ are irrelevant. We then call the pair (α, β) an extended O-operator with modification β of mass κ.
We note that, when the modification β is the zero map (and hence κ and µ are irrelevant), then α is the O-operator defined in Definition 2.7.
2.3.
Extended O-operators and associativity. Let (A, ·) be a k-algebra and (R, •, ℓ, r) be an A-bimodule k-algebra. Let δ ± : R → A be two linear maps and λ ∈ k. We now consider the associativity of the multiplication (23) u⋄v
and several other related multiplications. This will be applied in the Section 4. Let the characteristic of the field k be different from 2. Set
called the symmetrizer and antisymmetrizer of δ ± respectively. Note that δ ± can be recovered from α and β by δ ± = α ± β.
Lemma 2.12. Let (A, ·) be a k-algebra and (R, •, ℓ, r) be an A-bimodule k-algebra. Let α : R → A be a linear map and let λ ∈ k. Then the operation given by
is associative if and only if
Proof. For any u, v, w ∈ R, we have
Since (R, •, ℓ, r) is an A-bimodule k-algebra, the second, fourth, fifth, sixth and seventh term on the right hand side of Eq. (27) agrees with the second, sixth, third, fifth and seventh term on the right hand side of Eq. (28) respectively. We further have (
Then the lemma follows.
Corollary 2.13. Let k be a field of characteristic not equal to 2. Let (A, ·) be a k-algebra and (R, •, ℓ, r) be an A-bimodule k-algebra. Let δ ± : R → A be two linear maps and λ ∈ k. Let α and β be their symmetrizer and antisymmetrizer defined by Eq. (24) . If β is a balanced linear map of mass κ = 1, namely
then the operation ⋄ in Eq. (23) defines an associative product on R if and only if α satisfies Eq. (26).
Proof. Since β is balanced, for any u, v ∈ R
Then the conclusion follows from Lemma 2.12.
Obviously, if α is an O-operator of weight λ associated to an A-bimodule k-algebra (R, •, ℓ, r), then Eq. (26) holds. Thus the operation on R defined by Eq. (23) is associative.
Theorem 2.14. Let k have characteristic not equal to 2. Let (A, ·) be a k-algebra and (R, •, ℓ, r) be an A-bimodule k-algebra. Let δ ± : R → A be two linear maps and λ ∈ k. Let α and β be the symmetrizer and antisymmetrizer of δ ± .
(i) Suppose that β is a balanced linear map of mass (κ, µ) and α satisfies Eq. (22) . Then the product * α is associative. 
Then α is an extended O-operator of weight λ with modification β of mass (κ, µ) = (−1, ±λ) if and only if δ ± is an O-operator of weight 1 associated to a new Abimodule k-algebra (R, • ± , ℓ, r):
where the associative products • ± = • λ,β,± on R are defined by
Note that in Item (i) we do not assume that β is an A-bimodule homomorphism. Thus α needs not be an extended O-operator.
Proof. (i) By the relations (20) and (21) and the fact that (R, •, ℓ, r) is an A-bimodule k-algebra, we obtain
Since Eq. (22) also holds, the above equation implies Eq. (26) and hence the associativity of * α by Lemma 2.12.
(ii) First we prove that the operations • ± defined by Eq. (32) make (R, • ± , ℓ, r) into an A-bimodule k-algebra. In fact, for any u, v, w ∈ R,
where the third equality follows since each term on one side of the equation equals to the corresponding term on the other side by our assumptions on β and the fact that (R, •, ℓ, r) is an A-bimodule k-algebra. On the other hand, for any x ∈ A,
By the same argument, we have (u (9) and Eq. (11)
The other axioms in the Definition 2.3 of an A-bimodule k-algebra do not depend on the product of R. Thus (R, • ± , ℓ, r) equipped with the product • ± is an A-bimodule k-algebra. Moreover,
So α and β satisfy Eq. (22) with κ = −1 and µ = ±λ if and only if δ ± is an O-operator of weight 1 from (R, • ± , ℓ, r) to A.
We close this section with an obvious corollary of Theorem 2.14.
Corollary 2.15. Let A be a k-algebra and (V, ℓ, r) be an A-bimodule. Let α, β : V → A be two linear maps such that β is a balanced A-bimodule homomorphism. Then α is an extended O-operator with modification β of mass κ = −1 if and only if α ± β is an Ooperator of weight 1 associated to an A-bimodule k-algebra (V, ⋆ ± , ℓ, r), i.e.,
where the associative algebra products ⋆ ± on V are defined by
Proof. The corollary follows by taking R = V in Theorem 2.14. (ii) with the zero multiplication.
2.4. The case of O-operators and Rota-Baxter operators. Let (A, ·) be a k-algebra. Then (A, ·, L, R) is an A-bimodule k-algebra. Theorem 2.14 can be easily restated in this case. But we are mostly interested in the case of µ = 0 when Eq. (22) takes the form
We list the following special cases for later reference. When λ = 0, Eq. (33) gives
If in addition, β = id, then Eq. (34) gives
By the proof of Lemma 2.12 and Theorem 2.14, we reach the following conclusion.
Corollary 2.16. Let (A, ·) be a k-algebra. Let α, β : A → A be two linear maps and λ ∈ k.
(i) For any κ ∈ k, let β be balanced of mass (κ, 0) and let α be an extended O-operator of weight λ with modification β of mass (κ, µ) = (κ, 0), namely α satisfies Eq. (33). Then the product * α on A is associative. (ii) If β is an A-bimodule homomorphism, then α and β satisfy Eq. (34) for κ = −1 if and only if r ± = α ± β is an O-operator of weight 1 associated to a new A-bimodule k-algebra (A, ⋆ ± , L, R):
where the associative products ⋆ ± on A are defined by
Remark 2.17. With the notations as above, if β : A → A is an A-bimodule homomorphism, then β is balanced of mass (κ, 0). Moreover, in this case, β is an averaging operator [2, 23] , namely,
and it is also a Nijenhuis operator [9, 12] , namely,
Let (A, ·) be a k-algebra and let (A, ·, L, R) be the corresponding A-bimodule k-algebra. In this case, it is obvious that β = id satisfies the conditions of Theorem 2.14 and Eq. (22) takes the form
Thus we have the following consequence of Theorem 2.14.
Corollary 2.18. Letκ = −1 ± λ. Then α : A → A satisfies Eq. (38) if and only if α ± 1 is a Rota-Baxter operator of weight λ ∓ 2.
When λ = 0, this fact can be found in [11] . As noted there, the Lie algebraic version of Eq. (38) in this case, namely Eq. (36), is the operator form of the modified classical Yang-Baxter equation [25] .
Extended O-operators and AYBE
In this section we study the relationship between extended O-operators and associative Yang-Baxter equations. We start with introducing various concepts of the associative YangBaxter equation (AYBE) in Section 3.1. We then establish connections between O-operators in different generalities and solutions of these variations of AYBE in different algebras. The relationship between O-operators on a k-algebra A and solutions of AYBE in A is considered in Section 3.2. We consider the special case of Frobenius algebras in Section 3.3. We finally consider in Section 3.4 the relationship between an extended O-operator and solutions of AYBE and extended AYBE in an extension algebra of A.
Extended associative Yang-Baxter equations.
We define variations of the associative Yang-Baxter equation to be satisfied by two tensors from an algebra. We then study the linear maps from these two tensors in preparation for the relationship between O-operators and solutions of these associative Yang-Baxter equations.
Let A be a k-algebra. Let r = i a i ⊗ b i ∈ A ⊗ A. We continue to use the notations r 12 , r 13 and r 23 defined in Eq. (4). We similarly define
Equip A ⊗ A ⊗ A with the product of the tensor algebra. In particular, When ε = 0 or r is skew-symmetric in the sense that σ(r) = −r for the switch operator σ : A ⊗ A → A ⊗ A (and hence r 13 = −r 31 ), then the ε-EAYBE is the same as the AYBE in Eq. Let A be a k-algebra with finite k-dimension. For r ∈ A ⊗ A, define a linear map
This defines a bijective linear map F : A ⊗ A → Hom k (A *
Lemma 3.2. Let (A, ·) be a k-algebra with finite k-dimension. Let s ∈ A⊗A be symmetric. Then the following conditions are equivalent.
(ii) s regarded as a linear map from
So s is invariant if and only if s regarded as a linear map from (
by the symmetry of s ∈ A ⊗ A. So s is invariant if and only if s regarded as a linear map from (A * , R * , L * ) to A is an A-bimodule homomorphism.
Remark 3.3. The invariant condition in Item (i) also arises in the construction of a coboundary antisymmetric infinitesimal bialgebra in the sense of [5] (see also [21] Corollary 3.4. Let k be a field of characteristic not equal to 2. Let A be a k-algebra with finite k-dimension and r ∈ A ⊗ A. Let α, β be defined by Eq. (43). Suppose β is a balanced A-bimodule homomorphism. The following two statements are equivalent.
(i) The map α is an extended O-operator with modification β of mass −1:
(ii) The map r (resp. −r t ) is an O-operator of weight 1 associated to a new A-bimodule
(49) (−r t )(a
, where the associative algebra products • ± on A * are defined by
In the theory of integrable systems [19, 25] , modified classical Yang-Baxter equation is usually referred to (the Lie algebraic version of) Eq. (36) and Eq. (47).
The following theorem establishes a close relationship between extended O-operators on a k-algebra A and solutions of the AYBE in A.
Theorem 3.5. Let k be a field of characteristic not equal to 2. Let A be a k-algebra with finite k-dimension and let r ∈ A ⊗ A which is identified as a linear map from A * to A.
(i) Then r is a solution of the AYBE in A if and only if r satisfies
(ii) Define α and β by Eq. (43). Suppose that the symmetric part β of r is invariant. Then r is a solution of EAYBE of mass if and only if α is an extended O-operator with modification β of mass κ:
Therefore r is a solution of the AYBE in A if and only if r satisfies Eq. (51).
(ii) By the proof of Item (i), we see that, for any a
So r is a solution of the EAYBE of mass (κ+1)/4 if and only if α is an extended O-operator
with modification β of mass κ.
In the case when κ = −1, we have Corollary 3.6. Let k be a field of characteristic not equal to 2. Let A be a k-algebra with finite k-dimension and let r ∈ A ⊗ A. Define α and β by Eq. (43).
(i) If β is invariant, then the following conditions are equivalent.
(a) r is a solution of the AYBE in A.
(b) r (resp. −r t ) satisfies Eq. (48) (resp. Eq. (49)), i.e., r (resp. −r t ) is an O-operator of weight 1 associated to the A-bimodule k-algebra (A * ,
, where A * is equipped with the associative algebra structure • + (resp. • − ) defined by Eq. (50). (c) α is an extended O-operator with modification β of mass −1.
where
(ii) When r is skew-symmetric, then r is a solution of the AYBE in A if and only if r : A * → A is an O-operator of weight zero.
Proof. If the symmetric part β of r is invariant, then by Lemma 3.2, for any a * , b * ∈ A * , we have
where the product • + is defined by Eq. (50). So by Corollary 3.4, r is a solution of the AYBE if and only if Item (ib) or (ic) holds. Moreover, since for any a * , b
Eq. (52) is just a reformulation of Eq. (48) and Eq. (49). So r is a solution of the AYBE if and only if Item (id) holds.
(ii) This is the special case of Item (i) when β = 0.
O-operators and AYBE on Frobenius algebras.
In this section we consider the relationship between O-operators and solutions of the AYBE on Frobenius algebras. (ii) A Frobenius k-algebra is a k-algebra (A, · ) together with a nondegenerate bilinear form B( , ) : A ⊗ A → k that is invariant in the sense that
We use (A, ·, B) to denote a Frobenius k-algebra. (iv) A linear map β : A → A is called self-adjoint (resp. skew-adjoint) with respect to a bilinear form B if for any x, y ∈ A, we have B(β(x), y) = B(x, β(y)) (resp. B(β(x), y) = −B(x, β(y))).
The study of Frobenius algebras was originated from the work [16] of Frobenius and has found applications in broad areas of mathematics and physics. See [27, 5] for further details.
It is easy to get the following result.
Proposition 3.8. ([27]) Let
A be a symmetric Frobenius k-algebra with finite k-dimension.
The following statement gives a class of symmetric Frobenius algebras from symmetric, invariant tensors. 
i.e., B( , ) is invariant. So the conclusion follows. Proof. For any a * , b
Since β is self-adjoint with respect to B, we see that
Therefore,β regarded as an element of A ⊗ A is symmetric. Moreover, since B is symmetric and invariant and β is self-adjoint with respect to B, for any a * , b * ∈ A * , z ∈ A and
Thusβ satisfies Eq. (45) if and only if β(z · x) = z · β(x), for any x, z ∈ A. On the other hand,
Therefore,β satisfies Eq. (45) Proof. Since β ∈ A ⊗ A is symmetric, for any x, y ∈ A,
⇔ B(β(x), y) = B(β(y), x). Thusβ = βϕ is self-adjoint with respect to B( , ). So the conclusion follows from Lemma 3.10. Proof. (i) Since B is symmetric and invariant, for any x, y, z ∈ A, we have
On the other hand, since ϕ is invertible, for any a * , b * ∈ A * , there exist x, y ∈ A such that ϕ(x) = a * , ϕ(y) = b * . So according to Eq. (54) and Eq. (55), the equatioñ
By Lemma 3.10, β : A → A is a balanced A-bimodule homomorphism if and only if β : A * → A is a balanced A-bimodule homomorphism. So α is an extended O-operator with modification β of mass κ if and only ifα is an extended O-operator with modificatioñ β of mass κ.
(ii) If α is skew-adjoint with respect to B, then
Then by Theorem 3.5, Item (iia) holds. By Corollary 3.6 Item (iib) and Item (iic) hold.
Corollary 3.13. Let k be a field of characteristic not equal to 2. Let A be a k-algebra of finite k-dimension and let r ∈ A ⊗ A. Define α, β ∈ A ⊗ A by Eq. (43). Then r = α + β. (ii) Suppose that β ∈ A ⊗ A is invariant. Then r is a solution of the AYBE if and only ifα = αϕ : A → A is an extended O-operator with modificationβ = βϕ : A → A of mass −1. In particularly, if in addition, β = 0, i.e., r is skew-symmetric, then r is a solution of the AYBE if and only ifα =r = rϕ : A → A is a Rota-Baxter operator of weight zero.
Proof. Since α ∈ A ⊗ A is skew-symmetric, for any x, y ∈ A,
Thusα = αϕ is skew-adjoint with respect to B( , ). On the other hand, from the proof of Corollary 3.11, we show thatβ = βϕ is self-adjoint with respect to B( , ). So the conclusion follows from Theorem 3.12.
3.4.
Extended O-operators in general and EAYBE. We now establish the relationship between an extended O-operator α : V → A in general and the AYBE. For this purpose we prove that an extended O-operator α : V → A naturally gives rise to an extended O-operator on a larger associative algebraÂ associated to the dual bimodule (Â * , R * Â , L * Â ). We first introduce some notations. Definition 3.14. Let A be a k-algebra and let (V, ℓ, r) be an A-bimodule, both with finite k-dimension. Let (V * , r * , ℓ * ) be the dual A-bimodule and letÂ = A ⋉ r * ,ℓ * V * . Identify a linear map γ : V → A as an element inÂ ⊗Â through the injective map
Lemma 3.15. Let A be a k-algebra and let (V, ℓ, r) be an A-bimodule, both with finite k-dimension. Suppose that β : V → A is a linear map which is identified as an element in A ⊗Â by Eq. (56). Defineβ + by Eq. (57). Thenβ + , identified as a linear map fromÂ
Proof. For the linear mapβ + :Â * →Â, we haveβ + (a * ) = β * (a * ) for a * ∈ A * and β + (u) = β(u) for u ∈ V , where β * : A * → V * is the dual linear map associated to β given by
On the other hand, for any x ∈ A, w * ∈ V * ,
symmetric, by Lemma 3.2,β + , identified as a linear map fromÂ * toÂ, is a balanced A-bimodule homomorphism from (Â * , R * Â , L * Â ) to (Â, LÂ, RÂ).
Conversely, ifβ + , identified as a linear map fromÂ * toÂ, is a balancedÂ-bimodule homomorphism from (Â * , R * Â , L * Â ) to (Â, LÂ, RÂ), then for any u, v ∈ V, x ∈ A,
Theorem 3.16. Let A be a k-algebra and let (V, ℓ, r) be an A-bimodule, both with finite k-dimension. Let α, β : V → A be two k-linear maps. Letα − andβ + be defined by Eq. (56) and identified as linear maps fromÂ * toÂ. Then α is an extended O-operator with modification β of mass κ if and only ifα − is an extended O-operator with modificatioñ β + of mass κ.
Proof. Note that for any
, where α * : A * → V * is the dual linear map of α. Suppose that α is an extended O-operator with modification β of mass κ. Then for any a * , b * ∈ A * , u, v ∈ V , we havẽ
Similarly, 
toÂ is a balancedÂ-bimodule homomorphism, which by Lemma 3.15 implies that β from (V, ℓ, r) to A is a balanced A-bimodule homomorphism. Moreover, for any u, v ∈ V we have
which implies that α is an extended O-operator with modification β of mass κ. If κ = 0, then Eq. (58) for κ = 0 implies that α is an O-operator of weight zero. So the conclusion follows.
By Theorem 3.16, the results from the previous sections on O-operators on A can be applied to general O-operators. Lemma 4.3. Let (A, ·) be a k-algebra with finite k-dimension. Let r ∈ A ⊗ A. The multiplication * on A * defined by Eq. (61) is also given by
Proof. Let {e 1 , ..., e n } be a basis of A and {e * 1 , ..., e * n } be its dual basis. Suppose that r = i,j a i,j e i ⊗ e j and e i · e j = k c k i,j e k . Then for any k, l we have
The above lemma motivates us to apply the approach considered in Section 2.2. More precisely, we take the A-bimodule k-algebra (R, •, ℓ, r) to be (A * , R * , L * ) with the zero multiplication and set
Assume that k has characteristic not equal to 2 and define
that is, α and β are the skew-symmetric part and the symmetric part of r respectively. So r = α + β and r t = −α + β.
Proposition 4.4. Let k have characteristic not equal to 2. Let (A, ·) be a k-algebra with finite k-dimension and r ∈ A ⊗ A. Let α, β be given by Eq. (64). Suppose that β is a balanced A-bimodule homomorphism, that is, β satisfies Eq. (44). If α is an extended Ooperator with modification β of any mass κ ∈ k, then the product defined by Eq. (62) defines a k-algebra structure on A * and r is a solution of the GAYBE.
Proof. Applying Theorem 2.14 to the A-bimodule k-algebra (R, •, ℓ, r) constructed before the proposition, we see that the product defined by Eq. (62) is associative. Then by Lemma 4.3, r is a solution of the GAYBE.
As a direct consequence, we have Lemma 4.6. Let A be a k-algebra and (V, ℓ, r) be a bimodule. Let α : V → A be a linear map. Then the product
defines a k-algebra structure on V if and only if the following equation holds:
Proof. It follows from Lemma 2.12 by setting (R, ℓ, r) = (V, ℓ, r) and λ = 0.
Theorem 4.7. Let A be a k-algebra and (V, ℓ, r) be an A-bimodule, both of finite dimension over k. Let α : V → A be a linear map from V to A. Using the same notations in Definition 3.14, thenα − identified as an element ofÂ ⊗Â is a skew-symmetric solution of the GAYBE (59) if and only if Eq. (66) and the following equations hold:
Proof. By Proposition 4.2, Lemma 4.3 and Lemma 4.6 we see thatα − ∈Â ⊗Â is a skewsymmetric solution of the GAYBE (59) if and only if for any u, v, w ∈ V, a * , b
By the proof of Theorem 3.16, the above equation is equivalent to
By suitable choices of u, v, w ∈ V and a * , b * , c * ∈ A * , we find that this equation holds if and only if the following equations hold:
= 0 (take v = w = a * = 0), In particular, when λ = 0, i.e., α is an extended O-operator of weight zero with modification β of mass (κ, µ), α − α 21 identified as an element of (A ⋉ r * ,ℓ * R * ) ⊗ (A ⋉ r * ,ℓ * R * ) is a skew-symmetric solution of the GAYBE (59).
(ii) Let (R, •, ℓ, r) be an A-bimodule k-algebra with finite k-dimension. Then α − α 21 identified as an element of (A ⋉ R * ,L * A * ) ⊗ (A ⋉ R * ,L * A * ) is a skewsymmetric solution of the GAYBE. (v) Let (R, •, ℓ, r) be an A-bimodule k-algebra of finite k-dimension. Let α, β : R → A be two linear maps such that α is an extended O-operator with modification β of mass (κ, µ) = (0, µ), i.e., β is an A-bimodule homomorphism and the condition (21) in Definition 2.9 holds, and α and β satisfy the following equation:
Then α − α 21 identified as an element of (A ⋉ r * ,ℓ * R * ) ⊗ (A ⋉ r * ,ℓ * R * ) is a skewsymmetric solution of the GAYBE. for any u, v ∈ R, x ∈ A. Since β is an A-bimodule homomorphism and the conditions (20) and (21) (ii) This follows from Item (i) by setting κ = µ = 0.
(iii) This follows from Item (i) by setting λ = µ = 0.
(iv) This follows from Item (iii) for (V, ℓ, r) = (A, L, R) and β = id.
(v) This follows from Item (i) by setting λ = κ = 0.
