We show that smooth global (or even semi-global) stabilizability and uniform complete observability are sucient properties to guarantee semi-global stabilizability b y dynamic output feedback for continuous-time nonlinear systems.
1 Main Result and Discussion
Main Result
It is well established that a sucient condition for global stabilizability b y dynamic output feedback for an equilibrium point of a linear time-invariant system is stabilizability + observability. F or this particular problem, it turns out that the crucial feature of a linear system is the fact that, as long as the control is bounded, no nite escape time is possible. Indeed, it has been proved by Sontag in [11] that the same (type of) condition is also sucient for nonlinear systems which h a v e no nite escape time. Unfortunately, if the nite escape time phenomenon is possible, then stabilizability and observability are no longer sucient to get global stability. This has been proved by D a y a w ansa in [7] . He has shown that the following system on R 2 : 8 > > < > > : _ x 1 = x 2 _ x 2 = x n 2 + u y = x 1 (4) with u in R as control and y in R as the only measurement, cannot be globally stabilized by a nite dimensional dynamic continuous controller when the integer n is larger than or equal to 3. The objective of this paper is to show that stabilizability + observability is a sucient condition for semiglobal, instead of global, stabilization by dynamic output feedback. To make this statement precise we need to specify what is meant b y semi-global stabilizability, stabilizability and observability.
Denition 1 (Semi-global stabilizability) An e quilibrium x ? of a dynamical system with measurement y and control u is said to be semi-globally stabilizable by dynamic output feedback if, for each compact set K there exist a dynamic output feedback u = 1 (y;), _ = 2 (y;) and a compact set K such that the equilibrium (x; ) = ( x ? ; 0) of the closed l o op system is asymptotically stable with basin of attraction containing K K . Denition 2 (Stabilizability) An e quilibrium point x ? of a dynamical system : _ x = f(x; u) (5) with f a smooth function, x in R n and u in R is said to be stabilizable if there exists a smooth 1 function u such that x ? is a globally asymptotically stable equilibrium point of :
u(x)) : (6) Denition 3 (Uniform complete observability) A dynamical system :
1 In fact, it is sucient for u to be C lu+1 with lu dened in (13) .
with f and h smooth functions, x in R n , (u; y) in R 2 , is said to be uniformly completely observable if there exist two integers n y and n u and a smooth function such that, for each solution of : 
Discussion
In the existing literature of which w e are aware, little attention has been paid to semi-global stabilization by output feedback. Many recent results have been devoted to the global stabilizability case. However, due to the counterexample (4), we know that some restrictions must be introduced. The rst class of restrictions concerns the growth of the nonlinearities: some kind of global Lipschitz condition or some more involved condition such as in [15] is imposed. In [6, 3] , a second class of restrictions is imposed. These restrictions are of a more geometric nature and imply that the system is linear up to output injection. This last assumption has been slightly relaxed in [10] . For other types of restrictions, see also [8, 9] . Results more closely related to ours are : 1. the work of Tornamb e [13] , where the same uniform complete observability property is assumed and the stabilizability property is implied by a feedback linearizability assumption. Unfortunately the proposed controller involves a high gain and is such that the guaranteed basin of attraction may v anish while this gain goes to innity. 2. the work of Khalil and Esfandiari [4] , where the function in (9) of the uniform complete observability assumption depends only on y and its derivatives and, as for Tornamb e, the stabilizability property is implied by feedback linearizability. In this case, semi-global stabilizability is established. Our work extends these two results by combining, in the controller, the observability property (9) and the dynamic extension (8) of Tornamb e [13] with the high gain observer (21) and the saturated state estimates (22) of Khalil and Esfandiari [4] . Also, as we shall see, our result is only one of the many possible applications of the tools for semi-global stabilization we h a v e proposed in [12] .
Proof of Theorem 1
Let the system under consideration be described by :
( _ x = f ( x; u) y = h(x) (10) with f and h smooth functions, x in R n and (u; y) i n R 2 . W e c hoose the coordinates so that the equilibrium point x ? is the origin.
Design of a dynamic state feedback
By successive derivations with respect to time, we can write y and its time derivatives in terms of u and its time derivatives and x. More precisely, with n y given by the uniform complete observability assumption, there exists a smooth function ' and an integer number m u n y such that, for all t where the solution makes sense, y ny+1 (t) = ' x ( t ) ; u ( t ) ; . . . ; u m u ( t ) : (11) Then, following the idea of Tornamb e [13] , let us consider the problem of designing a state feedback stabilizing controller for the extended system 3 : (12) where : l u = maxfn u ; m u g: (13) The solution to this stabilization problem is now w ell known and relies on the \adding one integrator technique" (see [14, 2] for example) 4 . It follows, from this technique and the stabilizability assumption, that we are guaranteed of the existence of a smooth state feedback v(x; u 0 ; . . . ; u l u ) so that the following dynamic state feedback :
makes the origin a globally asymptotically stable equilibrium point of (10). 3 Typically nu = mu 1 and the dimension of the dynamic extension could be reduced by 1 but at the price of more involved notation in the following. 4 We note that only a semi-globally stabilizing controller for (12) is needed in the following. Thus it would be sucient here to apply the semi-global backstepping tool [12, Lemma 2.3] . Further, from this tool, we realize that the global stabilizability assumption of denition 2 can be replaced by semi-global stabilizability.
In the following, we denote by z the extended state vector in R n R lu+1 , i.e. z = ( x > ; u 0 ; . . . ; u l u ) > : (15) By applying a converse Lyapunov Theorem (see [5] for example), we know the existence of a C 1 function V : R n+lu+1 ! R + which is positive denite on R n+lu+1
nf0g, proper on R n+lu+1 and satises :
where the function 1 : R + ! R + is strictly increasing and onto and the function W : R n+lu+1 ! R + is continuous and positive denite on R n+lu+1 nf0g. Also, let K u be any compact subset of R lu+1 containing the initial condition (u 0 (0); . . . ; u l u (0)) which is at our disposal. If K is the compact subset of R n given in the semi-global stabilization problem, we know the existence of a positive real number c 1 such that :
(17) Let us nally dene the compact subset of R n+lu+1 :
Design of a dynamic output feedback
Since x is not measured, the controller (14) cannot be implemented. But from (9) in the uniform complete observability condition, we know that an implementation can be obtained if the time derivatives of y are available, the time derivatives of u being given by (14) . We remark, by denoting : y i = y i ;
that ( 
So, following the idea of Khalil and Esfandiari [4] , let us propose the following \observer" :
. . . 
where L 1 is a real number to be made precise later, the`i's are the coecients of a Hurwitz polynomial and \sat" is the bounded and globally Lipschitz function dened as :
with x max the maximum value of jxj on the compact set . The motivation for introducing \sat"
is that we know a priori, from the data of the semi-global stabilization problem, that the state component x is initialized in the compact set K. In fact, as we shall see below, we shall be able to guarantee that z evolves in the compact set . Consequently, an estimation of x with norm larger than x max does not make sense and should be disregarded. Khalil and Esfandiari have proposed, in [4] , using the saturation function \sat" to disregard such v alues.
With the estimated derivatives of y given by the observer (21), we m a y propose the following dynamic output feedback : ; we h a v e dened a candidate output feedback a s w ell as a candidate compact set for meeting the semiglobal stabilizability property. T o prove that these candidates are appropriate, we follow the two step analysis used in [10] and in [12] which i s v ery common in the adaptive control eld. Namely, w e rst establish that, with an appropriate choice of L, the solution enters an arbitrarily small neighborhood of the origin in nite time. This is a semi-global practical stability property. The proof of semi-global stability is then completed by showing that the origin is locally asymptotically stable. Since the function \sat" is bounded, the set is compact and we h a v e the identities, using the uniform complete observability condition (9), x = ' 0 ( z ) ; . . . ; ' n y ( z ) ; u 0 ; . . . ; u n u ; z= ( x > ; u 0 ; . . . ; u l u ) > ;
Semi-global practical stability
we obtain the existence of a positive real number 1 and a bounded, continuous function with (0) = 0 both independent o f L and satisfying : j 1 (z;e) 1 (z;0)j (jej) j 2 (z;e)j 1 9 = ; 8(z;e)2 R ny+1 ; 8L 1 :
Recall also, from (16) and the denitions of \sat" and , that, for the system :
we h a v e : _ V 33 = W(z) 8z 2 :
(34) From this we could conclude semi-global practical stability b y applying [12, Lemma 2.4] . For the sake of completeness, we reproduce here the proof of this Lemma.
Let P be the solution of the Lyapunov equation :
A > P + PA= I :
With c and V given in the conclusion of section 2.1, we dene the function :
where (L) is the function given by : ( L ) = l n 1 + e max fPgL 2ny (37) with, using the notation (24) 
Note the following three facts : (43) 5 If needed, e is increased so that, for all L 1, we h a v e ( L ) 1. 6 2 implies c 2 + (L) 2 We h a v e also : (45) where 2 is a positive real number which bounds @V @z on the compact set . So, we get :
+ LL+1 L+1 ln1+e > P e 2 E(z;e) W ( z ) + 2 ( j e j ) +8 max fPg 1 jej L 4 ( L ) 4 j e j 2 exp (1) : (56) To obtain this, we h a v e used: 
We then take L = maxfL 1 ; L 2 ; L 3 gand we h a v e proved : 
With the properties of U 2 and W, this implies that the origin is a locally asymptotically stable equilibrium point of the closed loop system.
Semi-global asymptotic stability
To get the conclusion of our Theorem, it remains to connect our semi-global practical stability result with this local asymptotic stability. T o do so, we consider the semi-global Lyapunov function candidate :
U 3 (z;e) = ( U 1 ( z;e)) U 1 (z;e) + (1 (U 1 (z;e))) U 2 (z;e):
where is a strictly positive real number to be made precise later and : R + ! 
By denoting by < the support of 0 , i.e. : < : = f(z;e) : U 1 ( z;e)2g ;
the semi-global stabilizability property will be established if we can nd strictly positive so that : U 1 (z;e) U 2 ( z;e)0 8(z;e) 2 < : 
Concluding remarks
We h a v e proved an existence result for semi-global output feedback stabilization. Our controller involves a high-gain observer and for this reason its practical interest is unclear. Our assumptions do not go beyond standard stabilizability and observability. H o w ever, for the time being, this observability has to be uniform with respect to the control. As far as the stabilizability is concerned, it can be extended to the case where the feedback u involved in the stabilizability assumption is time-varying and dynamic. This feedback can even be only semi-globally stabilizing. Indeed, using the tools in [12] , we know that if (14) is smoothly, semi-globally stabilizable by state feedback then (8) is also semi-globally stabilizable by state feedback. Then the global Lyapunov function given in (16) is replaced by a L y apunov function dened on the basin of attraction of the extended system (10), (14) . The existence of such a L y apunov function comes from the results in [5] .
As we h a v e mentioned, the result presented here is a direct application of the tools described in [12] where both academic and more practical applications of this result can be found.
