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Introducción
0.1. Introducción histórica
Los polinomios ortogonales son una clase de funciones que forman parte de
las llamadas funciones especiales. Dentro de los polinomios ortogonales existen
unas familias que merecen una mención especial por su relevancia en el desarrollo
histórico debido a la gran cantidad de aplicaciones que se encuentran en áreas co-
mo la física cuántica, ecuaciones diferenciales, aproximación racional, entropías
de información, etc. Se trata de los polinomios ortogonales clásicos (Laguerre,
Hermite, Bessel y Jacobi). Es por esto que en la primera parte de esta introduc-
ción, se presenta el origen de estos polinomios.
Los primeros polinomios ortogonales que fueron definidos formalmente son
los polinomios de Legendre. Estos polinomios, llamados de esta manera en honor
del matemático francés Adrien-Marie Legendre (1752-1883), fueron definidos en
1784 como los polinomios {Pn}n≥0 que cumplen la relación de ortogonalidad
〈µ, PnPm〉 =
∫ 1
−1
Pn(x)Pm(x)dx = δmn,
donde δm,n es el símbolo de Kronecker. Legendre probó varias propiedades de
estos polinomios, entre ellas las más importantes que caracterizan todos los poli-
nomios ortogonales respecto a una medida de probabilidad no trivial soportada
en la recta real, como es el hecho de que los ceros del polinomio Pn son reales,
simples y se encuentran en el interior de la envolvente convexa del soporte de la
medida. En el caso de los polinomios de Legendre, en el intervalo (−1, 1).
3
4 INTRODUCCIÓN
Previamente habían aparecido estos polinomios cuando en 1782 el mismo
Legendre, estudiando el problema de la atracción de un cuerpo por una esfera
probó un teorema que establece que si se conoce el valor de la fuerza de atracción
de un cuerpo de revolución en un punto exterior situado en su eje, entonces se
puede determinar en todo punto exterior. De esta manera sería suficiente estudiar
la componente radial dada por
P(r, θ, 0) =
∫ ∫ ∫
(r − r′) cos γ
(r2 − 2rr′ + r′2)3/2 r
′2senθdθ′dφ′dr′,
donde cos γ = cos θ cos θ′ + senθsenθ′ cos φ′. Legendre, al estudiar esta integral,
probó que el integrando se puede expresar como una serie de potencias en térmi-
nos de r′/r,
1
r2
∞∑
k=0
(2k + 1)P2k(cos γ)
(
r′
r
)2k
,
donde P2k son los polinomios de Legendre de grado par.
Los siguientes polinomios ortogonales, que aparecen hacia 1864, son los poli-
nomios de Hermite {Hn}n≥0, llamados así en honor del matemático francés Charles
Hermite (1822-1901) quien los definió de manera formal, aunque, previamente, en
1810 Laplace los había usado en problemas de teoría de probabilidades.
En 1879, el matemático francés Edmond Nicolas Laguerre (1834-1886), estu-
diando el desarrollo en fracciones continuas de la integral∫ ∞
x
e−tt−1dt,
define un caso particular de los polinomios de Laguerre
{
Lαn
}
n≥0 correspondiente a
α = 0. En este trabajo, Laguerre probó, al igual que Legendre con los polinomios
ortogonales de Legendre, que los ceros de L0n son reales, simples y están en el
intervalo (0,∞), es decir en el interior de la envoltura convexa del soporte de la
medida. Más adelante, en 1880, Nikolai Yakovlevich Sonin (1849-1915) extendió
el trabajo de Laguerre definiendo los polinomios generales de Laguerre
{
Lαn
}
n≥0
con α > −1.
Los polinomios ortogonales de Jacobi
{
Pα,βn
}
n≥0, al contrario de los anteriores,
no surgen como una herramienta necesaria para resolver algún problema de apli-
cación específico. En 1859, se publica un artículo póstumo del matemático alemán
Karl Jacobi (1804-1851) en el que se introduce esta familia de polinomios or-
togonales, que constituye una generalización de los polinomios de Legendre. La
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forma como definió Jacobi esta familia de polinomios fue usando funciones hiper-
geométricas. De hecho,
Pα,βn (x) =
Γ(n + α + 1)
Γ(α + 1)n! 2
F1
(
−n, n + α + β + 1;α + 1, 1 − x
2
)
,
con α > −1, β > −1.
Ahora bien, ¿por qué llamamos polinomios ortogonales clásicos a los poli-
nomios que hemos definido hasta ahora? Ello es debido a que estos polinomios
son los únicos que satisfacen ciertas propiedades que los hacen sobresalir de los
demás.
La primera propiedad que presentamos es la obtenida por S. Bochner en 1929
[27]. Bochner probó que los únicos polinomios ortogonales que satisfacen una
ecuación diferencial lineal de segundo orden
σ(x)P′′n (x) + τ(x)P
′
n(x) + λnPn(x) = 0, (1)
donde el grado de Pn es n, n = 0, 1, 2 . . ., σ(x) es un polinomio de grado a lo
sumo 2, τ(x) un polinomio de grado exactamente 1 y λn un número real, son los
polinomios clásicos.
Otra caracterización de los polinomios ortogonales clásicos es la que presentó
F. Tricomi en 1955 [96], que fué probada de manera rigurosa en 1969 por Cryer
[33]. Esta dice que sólo los polinomios ortogonales clásicos se pueden expresar
mediante una fórmula de Rodrigues, es decir
Pn(x) =
Bn
ρ(x)
dn(ρ(x)σn(x))
dxn
con ρ(x) una función no negativa en algún intevalo de la recta real y σ(x) un
polinomio independiente de n, de grado a lo más 2.
Pero hay más, en 1931 E. H. Hildebrant [53] probó que los únicos polinomios
ortogonales respecto a una función peso ρ solución de la ecuación diferencial de
Pearson junto con ciertas condiciones de frontera
(ρ(x)σ(x))′ = τ(x)ρ(x),
donde el grado de σ(x) es menor o igual a 2 y el grado de τ(x) es exactamente 1,
son los polinomios ortogonales clásicos.
En cuanto a las aplicaciones de los polinomios ortogonales, podemos men-
cionar que son usados en áreas como la mecánica cuántica, estadística y teoría de
la aproximación entre otras. Particularmente, quiero resaltar el uso que tienen en
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la teoría clásica del potencial electrostático, encargada de estudiar los fenómenos
electrostáticos asociados a las cargas en reposo. La razón para hacer un especial
énfasis en esta teoría, radica en que a lo largo de esta memoria, presentaremos
diferentes tipos de polinomios ortogonales para los que logramos presentar una
interpretación electrostática de la localización de sus ceros.
El primero en descubrir la relación entre los polinomios ortogonales clásicos
y la teoría de potencial electrostático fue Tomas Jan Stieltjes [94], quien a finales
del siglo XIX encontró una interpretación de los ceros de los polinomios ortogo-
nales clásicos en términos de un modelo electrostático. Un desarrollo histórico del
problema aparece reflejado en [97] y [100].
Esta interpretación consiste en lo siguiente. Sean x1 < x2 < · · · < xn puntos
de un intervalo (a, b), no necesariamente acotado. En estos puntos distribuimos n
cargas unitarias de igual signo y sea
D (x1, x2, . . . , xn) =
∏
1≤i< j≤n
∣∣∣xi − x j∣∣∣
el discriminante de los puntos x1, x2, . . . , xn. Si la interacción de las cargas está
determinada por un potencial logarítmico, entonces la energía del sistema es
E = − log (x1, x2, . . . , xn) =
∑
1≤i< j≤n
log
1∣∣∣xi − x j∣∣∣ , (2)
donde el mínimo de esta función obedece al equilibrio electrostático. El resultado
principal debido a Stieltjes radica en el hecho que si las n cargas unitarias están
ubicadas en x1, x2, . . . , xn, puntos del intervalo acotado (−1, 1) en presencia de
dos cargas positivas en 1 y −1 y la energía del sistema alcanza su mínimo en
dichos puntos, entonces estos puntos son precísamente los ceros de los polinomios
ortogonales de Jacobi.
En particular, si ubicamos n cargas unitarias con igual signo en el intervalo
[0,∞), una carga positiva p en el origen y para prevenir que las cargas se vayan a
infinito, se impone la condición adicional que el centroide satisface para todo n,
1
n
n∑
k=1
xk ≤ K,
entonces la energía del sistema está dada por
E = − log (x1, x2, · · · , xn) + p
n∑
k=1
log
1
|xk| , (3)
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con lo que se tiene que la energía (3) es mínima con la restricción anterior cuan-
do los puntos x1, x2, . . . , xn, son los ceros del polinomio de Laguerre L
2p−1
n (cnx),
donde cn = (n + 2p − 1)/K. Las contribuciones más relevantes al tratamiento de
propiedades electrostáticas de ceros de polinomios ortogonales respecto a fun-
cionales lineales que generalizan los clásicos (el denominado caso semiclásico)
son [47], [54], [55] y [74]. Una presentación sintética del tema es [48].
A partir de los polinomios ortogonales clásicos, se han construido otras fami-
las de polinomios ortogonales, perturbando el funcional lineal original µ. En 1938.
H. L. Krall, estudió el problema de la determinación de soluciones polinómicas
de ecuaciones diferenciales de orden 2n, encontrando condiciones suficientes y
necesarias para la existencia de dichas soluciones, lo que más tarde, en 1940 le
permitió clasificar las ecuaciones diferenciales de cuarto orden con soluciones
polinómicas. Gracias a esto, A. M. Krall, en 1978 [62], estudió los anteriores
polinomios ortogonales y los denominó polinomios tipo-Laguerre, tipo-Jacobi y
tipo-Legendre, respectivamente.
En general, si {Pn}n≥0 es una sucesión de polinomios ortogonales clásicos (Her-
mite, Laguerre, Jacobi, Bessel) correspondientes al funcional lineal de momentos
µ, los polinomios ortogonales tipo clásico (Hermite, Laguerre, Jacobi, Bessel){
P˜n
}
n≥0 son los polinomios ortogonales correspondientes al funcional lineal de
momentos µ˜ definido por
µ˜ = µ + Mδ(x − a), M > 0, (4)
donde δ(x− a) es el funcional delta de Dirac soportado en x = a. El caso Hermite,
Laguerre y Bessel corresponde al valor a = 0, mientras que el Jacobi es a ∈
{1,−1}.
Es importante observar, que los polinomios tipo clásico, no son polinomios
clásicos. Esto motivó el inicio de un nuevo campo de trabajo en los polinomios
ortogonales, los llamados polinomios ortogonales semiclásicos. Es decir, poli-
nomios ortogonales que satisfacen una ecuación diferencial de la forma (1), pero
sin exigir condiciones a los grados de los polinomios σ(x) y τ(x) (ver [80]), que
incluso puede depender de n. Esta ecuación diferencial se denomina holonómica.
Más adelante T. H. Koornwinder [61] generalizó los trabajos de Krall y estudió
los polinomios en el intervalo [−1, 1] ortogonales con respecto a la medida
dµ˜ = (1 − x)α(1 + x)βdx + Mδ(x + 1) + Nδ(x − 1), M,N ∈ R+, α, β > −1,
lo que constituye una generalización de los polinomios de Jacobi. Además, ob-
7
8 INTRODUCCIÓN
servó que, como un caso límite, los polinomios
{
Lα,Mn
}
n≥0 en [0,∞), constituyen
una generalización de los polinomios de Laguerre con respecto a la medida de
dµ˜ = xαe−xdx + Mδ(x), , α > −1.
Ecuaciones diferenciales de orden superior a 2 con coeficientes polinómicos
satisfechas por estos polinomios han sido descritas en [58]. Algunas generaliza-
ciones de estos funcionales, resultado de la adición de masas de Dirac y sus
derivadas han sido analizadas en [14] y [15] para el caso Laguerre, y en [13],
[20] y [24] en un marco más general. Mas adelante, J. Arvesú, F. Marcellán,
R. Alvarez-Nodarse y J.J. Moreno-Balcázar estudian la adición de derivadas de
masas de Dirac en el caso clásico [15], [17] y [18].
El primer artículo relacionado con ortogonalidad respecto a productos de So-
bolev se debe a D. C. Lewis [66] que estudia un problema de aproximación de
una función y sus derivadas utilizando el método de mínimos cuadrados mediante
polinomios respecto a una norma de Sobolev. Si µ es un funcional de momentos,
los polinomios tipo Sobolev son ortogonales con respecto a un producto de la
forma
〈p, q〉µ˜ = 〈p, q〉µ +
j∑
k=0
Mk p(k)(a)q(k)(a), (5)
donde Mk ≥ 0 para 0 ≤ k ≤ j. A partir de allí se abre otro campo de trabajo ex-
plorado entre otros por R. Koekoek en diversas contribuciones como [59] y junto
con H. G. Meijer en [60], donde considera casos particulares del producto escalar
(5) cuando µ es la medida de Laguerre. Otros resultados importantes acerca de
las propiedades de estos polinomios pueden encontrarse en trabajos realizados
por W. D. Evans, L. L. Littlejohn, F. Marcellan y A. Ronveaux en [46], asi como
por G. López, F. Marcellán y W. Van Assche en [68] y [83] donde se consideran
propiedades asintóticas de polinomios ortogonales Tipo-Sobolev cuando la medi-
da µ está soportada en [−1, 1] y pertenece a la clase de Nevai. Las propiedades
asintóticas relativas y reescaladas de algunas clases de polinomios Tipo-Sobolev
soportadas en el intervalo (0,∞) han sido tratadas por R. Alvarez-Nodarse y J.
J. Moreno en [18] así como en [75] y [88]. Resultados relativos a ceros de poli-
nomios ortogonales con respecto a productos de Sobolev aparecen en [9] y [76].
Como presentaciones generales de la teoría de polinomios ortogonales respecto a
productos escalares de Sobolev cabe destacar [7], [85], [86] y [89].
Como se puede ver en artículos históricos y libros de introducción a los poli-
nomios ortogonales mucho más completos que este pequeño acercamiento al de-
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sarrollo histórico de los mismos, por ejemplo [10], [11], [12], [21], [32] o [45] los
cuales son unas excelentes introducciones al tema, falta mucho por contar aquí,
sin embargo, es suficiente para poder entender el desarrollo de los temas de esta
Memoria.
0.2. Esquema y aportaciones de la tesis
El capítulo 1 de esta monografía está dedicado a conceptos preliminares sobre
polinomios ortogonales. A partir de allí, podemos dividir los temas abordados en
dos subtemas: polinomios ortogonales tipo clásico y polinomios ortogonales tipo
Sobolev.
A los polinomios ortogonales tipo clásico, dedicamos los capítulos 2, 3 y 4.
En el capítulo 2 se estudian los polinomios de tipo Laguerre adicionando una
masa de Dirac en 0. Hallamos una fórmula de conexión entre estos polinomios y
una cierta sucesión de polinomios ortogonales de Laguerre, lo que ha permitido
determinar una ecuación diferencial holonómica que satisfacen estos polinomios,
procedimiento que es novedoso ya que aunque existía una demostración construc-
tiva de dicha ecuación holonómica, hemos usado un procedimiento diferente para
obtenerla. A partir de esta ecuación diferencial, realizamos una interpretación
electrostática de los ceros y un estudio del comportamiento de los mismos, re-
sultados que son nuevos en la literatura. Además, representamos estos polinomios
como una función hipergeométrica y realizamos un estudio del comportamiento
asintótico, que coincide con los resultados de [18], utilizando un procedimiento
diferente. Los resultados obtenidos en este capítulo han sido publicados en [36].
En el capítulo 3 obtenemos resultados similares para los polinomios tipo Ja-
cobi adicionando una masa de Dirac en 1, usando principalmente una fórmula de
conexión entre estos polinomios y los polinomios de Jacobi. Nos hemos apoyado
en una serie de trabajos previos como [5] y [16]. Nuevamente, lo novedoso de
los resultados reside en el procedimiento utilizado. Se obtiene el comportamien-
to asintótico de los ceros en términos de la masa y su estudio electrostático. Los
resultados de este capítulo se han publicado en [37].
En el capítulo 4 se perturban funcionales clásicos de primera especie de Lague-
rre-Hahn mediante adición de la derivada de una Delta de Dirac. Se determina la
clase del funcional asi como la ecuación diferencial de Riccati que satisface la
correspondiente función de Stieltjes y se obtiene la expresión explícita de los poli-
nomios ortogonales respecto al funcional lineal de primera especie de Laguerre.
Cada uno de los resultados mencionados en este capítulo son completamente orig-
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inales y han sido publicados en [40].
Los capítulos 5, 6 y 7 se dedican al estudio de los polinomios ortogonales de
tipo Laguerre-Sobolev. En el capítulo 5 adicionamos una derivada de primer orden
en el 0 al producto escalar correspondiente a los polinomios ortogonales de La-
guerre, obteniendo una clase de polinomios ortogonales de tipo Laguerre-Sobolev.
Encontramos una fórmula de conexión entre estos polinomios y una clase de poli-
nomios ortogonales de Laguerre. Hallamos una ecuación diferencial holonómica
que satisfacen estos polinomios, realizamos un estudio de la distribución de los
ceros y obtenemos una representación de los polinomios ortogonales como una
función hipergeométrica. Cada uno de los resultados mencionados constituye un
aportación original. Además, realizamos un estudio del comportamiento asintóti-
co usando básicamente la fórmula de conexión encontrada, obteniendo resultados
que coinciden con los trabajos realizados en [18]. En [38] se han publicado los
resultados de este capítulo.
En el capítulo 6 presentamos una generalización de los polinomios estudia-
dos en los capítulos 2 y 5, los polinomios ortogonales de tipo Laguerre-Sobolev
para el caso de una matriz simétrica no diagonal de tamaño 2 × 2 , obteniendo
una fórmula de conexión entre estos polinomios y una clase de polinomios ortog-
onales de Laguerre, resultados acerca del estudio del comportamiento asintótico,
una fórmula de recurrencia a cinco términos y, finalmente, una ecuación diferen-
cial holonómica que satisfacen estos polinomios. Este capítulo está motivado por
[7] y [8]. Todos los resultados mencionados de este capítulo son originales y han
dado lugar a [41] que se encuentra sometido para publicación.
Finalmente, en el capítulo 7, adicionamos al producto escalar de Laguerre
una derivada de orden superior evaluada en el cero, encontrando una fórmula de
conexión entre estos polinomios y una clase de polinomios de Laguerre, realizán-
dose un estudio de la distribución de sus ceros y un análisis del comportamiento
asintótico de los polinomios ortogonales. Los resultados mencionados son nove-
dosos y han sido sometidos para publicación [39]. En buena parte están motivados
por [81] y [87].
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CAPÍTULO 1
Preliminares
1.1. Funcionales lineales y función de Stieltjes
Sean {µn}n≥0 una sucesión de números reales y µ un funcional lineal definido
en el espacio vectorial P de los polinomios con coeficientes reales, tales que:
〈µ, xn〉 = µn, n ∈ N.
Diremos que µ es un funcional de momentos asociado a {µn}n≥0. Además, µn
se denomina momento de orden n del funcional µ.
Si φ(x) es un polinomio con coeficientes reales, se definen el funcional de
momentos φµ, la multiplicación por la izquierda del funcional µ por un polinomio
φ, y Dµ, la derivada distribucional usual de µ, como sigue:
〈φµ, p(x)〉 = 〈µ, φ (x) p(x)〉 , 〈Dµ, p(x)〉 = − 〈µ, p′(x)〉 , p ∈ P.
Si
p(x) =
n∑
j=0
a jx j ∈ P
entonces definimos
(µp) (x) =
n∑
m=0
 n∑
j=m
a jµ j−m
 xm,
(θ0 p)(x) =
p(x) − p(0)
x
.
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El funcional x−1µ y el producto de dos funcionales lineales se definen mediante〈
x−1µ, p
〉
= 〈µ, θ0 p〉 ; 〈µυ, p〉 = 〈µ, υp〉 , p ∈ P.
Es fácil probar que
1. x
(
x−1µ
)
= µ
2. x−1(xµ) = µ − µ0δ(x)
3. x−2(x2µ) = µ − µ0δ(x) + µ1Dδ(x).
Aquí δ(x − c) denota el funcional lineal de Dirac soportado en el punto c,
〈δ(x − c), p〉 = p(c).
Si µ0 = 1, definimos el funcional lineal µ−1 mediante
µµ−1 = δ(x).
Sea µ un funcional lineal en el espacio vectorial P de los polinomios con co-
eficientes reales y sea S (µ)(z) la función de Stieltjes asociada a dicho funcional,
que está definida mediante
S (µ)(z) = −
∑
n≥0
µn
zn+1
(1.1)
donde µn = 〈µ, xn〉 , n ≥ 0, son los momentos de µ. De ahora en adelante, vamos a
suponer que µ0 = 1.
Sea P′ el espacio dual algebraico de P y ∆ = span{Dnδ}n∈N. Consideremos el
isomorfismo F : ∆→ P tal que si
υ =
N∑
n=0
(−1)n
n!
µnDnδ,
entonces
F(υ)(z) =
N∑
n=0
µnzn.
Obsérvese que, desde un punto de vista formal,
S (µ)(z) = −z−1F(µ)(z−1).
14
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Además
S (pµ)(z) = p(z)S (µ)(z) + (µθ0 p)(z).
A continuación presentamos algunas propiedades de la función de Stieltjes.
(Para más detalles ver [77])
Lema 1 Para p ∈ P y µ, υ ∈ P′, tenemos
1. S ′(µ)(z) = S (Dµ)(z).
2. S (µυ)(z) = −zS (µ)(z)S (υ)(z).
3. S (x−1µ)(z) = 1z S (µ)(z).
El marco general de la teoría de funcionales lineales en conexión con los poli-
nomios ortogonales aparece descrito en [84] y [92].
1.2. Polinomios Ortogonales
Dado un funcional de momentos µ, una sucesión de polinomios {Pn}n≥0 se dice
que es una sucesión de polinomios ortogonales respecto a µ si:
(i) El grado de Pn es n.
(ii) 〈µ, Pn(x)Pm(x)〉 = 0, m , n.
(iii)
〈
µ, P2n(x)
〉
, 0, n = 0, 1, 2, · · ·
Si el coeficiente conductor de todos los polinomios Pn(x) es la unidad, en-
tonces {Pn}n≥0 constituye una sucesión de polinomios ortogonales mónicos. Es
evidente que para cada sucesión de polinomios ortogonales existe la correspondi-
ente familia de polinomios ortogonales mónicos. En lo sucesivo, mientras no se
diga lo contrario, trabajaremos con polinomios mónicos.
El siguiente teorema, cuya demostración se puede encontrar en [32], nos pro-
porciona condiciones necesarias y suficientes para la existencia de una sucesión de
polinomios ortogonales {Pn}n≥0 respecto a un funcional de momentos µ asociado
a {µn}n≥0.
Teorema 2 Sea µ el funcional de momentos asociado a {µn}n≥0. Existe una suce-
sión de polinomios ortogonales mónicos {Pn}n≥0 asociada a µ si y solo si las sub-
matrices principales de la matriz de Hankel
[
µi+ j
]
i, j∈N son no singulares.
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Un funcional de momentos para el que existe la correspondiente sucesión de
polinomios ortogonales se denomina regular o cuasi-definido ([32]). Si las sub-
matrices principales tienen determinante positivo, el funcional se dice definido
positivo.
Sea P un polinomio y µ un funcional de momentos definido positivo. Entonces,
µ admite la siguiente representación integral
〈µ, P〉 =
∫
R
P(x)dσ,
donde σ es una medida positiva no trivial soportada en un subconjunto formado
por infinitos puntos de R. Entonces, se puede ver que los ceros de los polinomios
ortogonales satisfacen las siguientes propiedades. La demostración de este teore-
ma puede consultarse en [32] y en [95].
Teorema 3 Sea µ un funcional de momentos definido positivo soportado en un
subconjunto infinito E de R y {Pn(x)}n≥0 la sucesión de polinomios ortogonales
mónicos correspondiente a µ. Entonces, para cada n, los ceros de Pn(x) son reales,
simples y están en el interior de la envoltura convexa de E.
A continuación, se muestran la relación de recurrencia a tres términos que sa-
tisface una sucesión de polinomios ortogonales mónicos, el Teorema de Favard y
la fórmula de Christoffel-Darboux. Las demostraciones se pueden ver en [32] y
[95].
Teorema 4 (Relación de recurrencia a tres términos) Si µ es un funcional de mo-
mentos cuasi-definido y {Pn}n≥0 la correspondiente sucesión de polinomios ortog-
onales mónicos, entonces existen sucesiones de números reales {βn}n≥0 y {γn}n≥0 ,
con γn , 0 para cada n ∈ N, tales que:
xPn(x) = Pn+1 (x) + βnPn(x) + γnPn−1(x) (1.2)
con P0(x) = 1, P1(x) = x − β0.
Recíprocamente,
Teorema 5 (Teorema de Favard) Sean {βn}n≥0 y {γn}n≥0 sucesiones de números
reales con γn , 0 y {Pn}n≥0 una sucesión de polinomios mónicos dada por
xPn(x) = Pn+1 (x) + βnPn(x) + γnPn−1(x), (1.3)
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donde P0(x) = 1, P1(x) = x− β0. Entonces existe un único funcional de momentos
µ tal que 〈µ, 1〉 = γ0 y 〈µ, Pm(x)Pn(x)〉 = 0 para m , n, m, n ∈ N, µ es cuasi-
definido y {Pn(x)}n≥0 es la correspondiente sucesión de polinomios ortogonales
mónicos. Además, µ es definido positivo si y solo si βn es real y γn > 0 para n ≥ 1.
Teorema 6 (Fórmula de Christoffel-Darboux) Si {Pn(x)}n≥0 es la sucesión de poli-
nomios ortogonales mónicos correspondiente al funcional de momentos µ, en-
tonces, para cada n ∈ N
Kn(x, y) =
n∑
k=0
Pk(x)Pk(y)
‖Pk‖2
=
Pn+1(x)Pn(y) − Pn(x)Pn+1(y)
‖Pn‖2 (x − y)
, (1.4)
donde
〈
µ, P2k(x)
〉
= ‖Pk‖2.
Usaremos la siguiente notación para las derivadas parciales de Kn(x, y)
∂ j+k (Kn(x, y))
∂ jx∂ky
= K( j,k)n (x, y).
Si q(x) es un polinomio tal que deg q ≤ n, se puede escribir como una combi-
nación lineal de una sucesión de polinomios ortogonales {Pn}n≥0
q(x) =
n∑
k=0
〈Pk(x), q(x)〉
‖Pk‖2
Pk(x).
Por lo tanto,
q( j)(y) =
n∑
k=0
〈Pk(x), q(x)〉
‖Pk‖2
(Pk)( j) (y),
y, usando el hecho de que
〈
K(0, j)n (x, y), q(x)
〉
=
〈 n∑
k=0
Pk(x) (Pk)( j) (y)
‖Pk‖2
, q(x)
〉
=
n∑
k=0
〈Pk(x), q(x)〉
‖Pk‖2
(Pk)( j) (y),
entonces 〈
K(0, j)n (x, y), q(x)
〉
= q( j)(y). (1.5)
Obsérvese que para j = 0 se tiene la denominada propiedad reproductora de los
polinomios núcleo.
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Sea {Pn}n≥0 una sucesión de polinomios ortogonales mónicos. De la fórmula
de Christoffel-Darboux,
Kn−1(x, y) =
1
‖Pn−1‖2
Pn(x)Pn−1(y) − Pn−1(x)Pn(y)
x − y ,
calculando la j−ésima derivada parcial respecto a y, se tiene
K(0, j)n−1 (x, y) =
1
‖Pn−1‖2
(
Pn(x)
∂ j
∂y j
(
Pn−1(y)
x − y
)
− Pn−1(x) ∂
j
∂y j
(
Pn(y)
x − y
))
. (1.6)
Usando la regla de Leibnitz
∂ j
∂y j
(
Pn(y)
x − y
)
=
j∑
k=0
j!
k!
P(k)n (y)
(x − y) j−k+1 ,
y reemplazando la anterior expresión en (1.6), obtenemos
K(0, j)n−1 (x, y) =
1
‖Pn−1‖2
Pn(x) j∑
k=0
j!
k!
P(k)n−1(y)
(x − y) j−k+1 − Pn−1(x)
j∑
k=0
j!
k!
P(k)n (y)
(x − y) j−k+1

=
j!
‖Pn−1‖2 (x − y) j+1
×Pn(x) j∑
k=0
1
k!
P(k)n−1(y)(x − y)k − Pn−1(x)
j∑
k=0
1
k!
P(k)n (y)(x − y)k
 .
Por tanto
K(0, j)n−1 (x, a) =
j!
‖Pn−1‖2 (x − a) j+1
(
Pn(x)Q j(x, a; Pn−1) − Pn−1(x)Q j(x, a; Pn)
)
(1.7)
donde Q j(x, a; Pn−1) y Q j(x, a; Pn) son los polinomios de Taylor de grado j de los
polinomios Pn−1 y Pn en torno de x = a respectivamente.
Usando los polinomios de Taylor de Pn(x) y Pn−1(x) en (1.7), vamos a calcular
K(0, j)n−1 (a, a). Por tanto
K(0, j)n−1 (x, a) =
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=
j!
‖Pn−1‖2 (x − a) j+1
[(
Pn(a) + P′n(a)(x − a) +
P′′n (a)
2!
(x − a)2 + · · · + P
(n)
n (a)
n!
(x − a)n
)
×
Pn−1(a) + P′n−1(a)(x − a) + P′′n−1(a)2! (x − a)2 + · · · + P
( j)
n−1(a)
j!
(x − a) j
 −Pn−1(a) + P′n−1(a)(x − a) + P′′n−1(a)2! (x − a)2 + · · · + P
(n−1)
n−1 (a)
(n − 1)! (x − a)
n−1

×
Pn(a) + P′n(a)(x − a) + P′′n (a)2! (x − a)2 + · · · + P( j)n (a)j! (x − a) j
 . (1.8)
Realizando unas sencillas operaciones en la anterior expresión, los coeficientes
de los monomios de grado menor o igual que j en x− a se cancelan, con lo que se
obtiene, para x = a,
K(0, j)n−1 (a, a) =
j!
‖Pn−1‖2
Pn−1(a)P( j+1)n (a)( j + 1)! − Pn(a)P
( j+1)
n−1 (a)
( j + 1)!
 ,
esto es,
K(0, j)n−1 (a, a) =
1
‖Pn−1‖2 ( j + 1)
(
Pn−1(a)P( j+1)n (a) − Pn(a)P( j+1)n−1 (a)
)
. (1.9)
Para hallar K( j, j)n−1 (a, a), solo necesitamos determinar en (1.8) los coeficientes de
(x − a)2 j+1 en el término entre corchetes, esto es,
Pn−1(a)0! P(2 j+1)n (a)(2 j + 1)! + P′n−1(a)1! P(2 j)n (a)(2 j)! + · · · + P
( j)
n−1(a)
j!
P( j+1)n (a)
( j + 1)!
 −Pn(a)0! P
(2 j+1)
n−1 (a)
(2 j + 1)!
+
P′n(a)
1!
P(2 j)n−1(a)
(2 j)!
+ · · · + P
( j)
n (a)
j!
P( j+1)n−1 (a)
( j + 1)!

=
1
(2 j + 1)!
[(
Pn−1(a)P(2 j+1)n (a) + P
′
n−1(a)P
(2 j)
n (a)
(
2 j + 1
1
)
+ · · ·
+
(
2 j + 1
j
)
P( j)n−1(a)P
( j+1)
n (a)
)
−(
Pn(a)P
(2 j+1)
n−1 (a) + P
′
n(a)P
(2 j)
n−1(a)
(
2 j + 1
1
)
+ · · ·
+
(
2 j + 1
j
)
P( j)n (a)P
( j+1)
n−1 (a)
)]
.
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Por tanto,
K( j, j)n−1 (a, a) =
( j!)2
(2 j + 1)! ‖Pn−1‖2
× (1.10)
[(
Pn−1(a)P(2 j+1)n (a) + P
′
n−1(a)P
(2 j)
n (a)
(
2 j + 1
1
)
+ · · ·
+
(
2 j + 1
j
)
P( j)n−1(a)P
( j+1)
n (a)
)
−(
Pn(a)P
(2 j+1)
n−1 (a) + P
′
n(a)P
(2 j)
n−1(a)
(
2 j + 1
1
)
+ · · ·
+
(
2 j + 1
j
)
P( j)n (a)P
( j+1)
n−1 (a)
)]
.
Definición 1 ([32], [93].) Sea {Pn}n≥0 la sucesión de polinomios ortogonales móni-
cos respecto al funcional cuasi-definido µ. La sucesión de polinomios mónicos{
P(1)n
}
n≥0 dada por
P(1)n (x) =
〈
µξ,
Pn+1(x) − Pn+1(ξ)
x − ξ
〉
, n ≥ 0, (1.11)
se denomina sucesión de polinomios asociados de primer orden para la sucesión
{Pn}n≥0
Es fácil comprobar que la sucesión
{
P(1)n
}
n≥0 satisface la relación de recurrencia
a tres términos
xP(1)n (x) = P
(1)
n+1(x) + βn+1P
(1)
n (x) + γn+1P
(1)
n−1(x).
Denotaremos mediante µ(1) el funcional normalizado,
(
µ(1)
)
0
= µ(1)0 = 1, tal
que la sucesión
{
P(1)n
}
n≥0 es la correspondiente sucesión de polnomios ortogonales
mónicos.
Teorema 7 ([1]) Sea µ un funcional lineal. Entonces
γ1µ
(1) = −x2µ−1.
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En general, la sucesión asociada de orden r ∈ N,
{
P(r)n
}
n≥0 se define mediante
P(r)n (x) =
1〈
µ, P2r−1
〉 〈µξ, Pn+r(x) − Pn+r(ξ)x − ξ Pr−1(ξ)
〉
,
y satisface la relación de recurrencia a tres términos
P(r)n+1(x) = (x − βn+r) P(r)n (x) − γn+rP(r)n−1(x), n ≥ 0, (1.12)
P(r)1 (x) = x − βr, P(r)0 (x) = 1.
Esto corresponde a una perturbación por desplazamiento de los coeficientes
de la relación de recurrencia a tres términos.
Observación 8 Para describir la correspondiente función de Stieltjes en un caso
definido positivo, se consideran las funciones
S n(µ)(z) =
∫
R
Pn(t)dσ(t)
z − t , (1.13)
que se denominan funciones de segunda especie asociadas a µ. La función de
Stieltjes se puede representar como
S (µ)(z) = S 0(σ)(z) =
∫
R
dσ(t)
z − t .
Entonces, si
{
P(r)n
}
n≥0 es la sucesión de polinomios asociados de orden r, or-
togonales con respectos al funcional µ(r), la correspondiente función de Stieltjes
esta dada por
S (r)(µ)(z) =
S r(µ)(z)
γ1S r−1(µ)(z)
.
Dado un funcional de momentos µ, si se le adiciona una masa de Dirac, se
obtiene un nuevo funcional de momentos µ˜. El siguiente teorema, caracteriza la
sucesión de polinomios ortogonales mónicos
{
P˜n
}
n≥0 correspondientes a µ˜.
Teorema 9 ([14], [73]) Sea {Pn}n≥0 la sucesión de polinomios ortogonales móni-
cos correspondientes al funcional de momentos µ. Si se considera el funcional de
momentos µ˜ = µ + Mδ(x − a), entonces:
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1. µ˜ es cuasi-definido si y solo si 1 + MKn(a, a) , 0, para cada n ∈ N, donde
Kn(x, a) =
n∑
j=0
P j(a)∥∥∥P j∥∥∥2 P j(x).
2. Para cada n ∈ N,
P˜n(x) = Pn(x) − MPn(a)1 + MKn−1(a, a) Kn−1(x, a). (1.14)
3. Si µ es definido positivo, entonces µ˜ es definido positivo si y solo si 1 +
MKn(a, a) > 0, esto es, M > −1Kn(a,a) para todo n ≥ 0. En otras palabras,
basta que M sea una cota superior de
{ −1
Kn(a,a)
}
n≥0 ya que {Kn(a, a)}n≥0 es
monótona no decreciente.
4. Para cada n ∈ N,〈
µ˜, P˜2n
〉
=
〈
µ˜, P˜nPn
〉
=
〈
µ, P2n
〉 1 + MKn(a, a)
1 + MKn−1(a, a)
. (1.15)
Si consideramos ahora la perturbación µ˜ = µ + Mδ′(x − a), el criterio de
regularidad para µ˜ se presenta en el siguiente teorema.
Teorema 10 ([24]) Sea {Pn}n≥0 la sucesión de polinomios ortogonales mónicos
correspondientes al funcional de momentos µ. El funcional de momentos µ˜ =
µ + Mδ′(x − a), es cuasi-definido si y solo si para cada n ∈ N∣∣∣∣∣∣ 1 − MK(0,1)n−1 (a, a) −MKn−1(a, a)−MK(1,1)n−1 (a, a) 1 − MK(0,1)n−1 (a, a)
∣∣∣∣∣∣ , 0.
Además, si
{
P˜n
}
es la sucesión de polinomios ortogonales correspondientes al
funcional de momentos µ˜, entonces
P˜n(x) = Pn(x) − MPn(a)
1 + MK(0,1)n−1 (a, a)
K(0,1)n−1 (x, a).
Dado un funcional cuasi-definido µ, diremos que una sucesión de polinomios
ortogonales{Pn}n≥0 es clásica, si existen polinomios φ y ψ con deg φ ≤ 2, degψ =
1, tales que µ satisface la ecuación distribucional diferencial de Pearson:
D (φµ) = ψµ.
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Los polinomios ortogonales clásicos (Hermite, Laguerre, Jacobi y Bessel) son
usados ampliamente en la literatura debido a sus numerosas aplicaciones en física
matemática. Por ejemplo en el estudio de problemas que involucran ecuaciones
diferenciales hipergeométricas (ver [70],[91] y [95])
El siguiente teorema resume algunas de las propiedades de los polinomios
ortogonales clásicos. La demostración se puede encontrar en [72].
Teorema 11 Sea µ un funcional de momentos cuasi-definido y {Pn}n≥0 la corre-
spondiente sucesión de polinomios ortogonales mónicos.
1. {Pn}n≥0 es clásica si y sólo si existen sucesiones an, bn, cn, con cn , 0 para
cada n ∈ N, tal que:
φ(x)P′n(x) = anPn+1(x) + bnPn(x) + cnPn−1(x) (1.16)
con deg φ ≤ 2.
2. {Pn}n≥0 es clásica si y sólo si para cada n ∈ N, Pn es una autofunción del
operador diferencial
L = φD2 + ψD (1.17)
donde deg φ ≤ 2, degψ = 1, y D denota el operador derivada estándar.
3. {Pn}n≥0 es clásica si y sólo si existen sucesiones rn y sn tales que:
Pn(x) = Qn(x) + rnQn−1(x) + snQn−2(x), n ≥ 2, (1.18)
con Qk(x) =
(Pk+1(x))′
k + 1
, k ≥ 0.
A continuación, pasamos a describir las familias de polinomios clásicos que
sirven de soporte para la memoria. Nótese que centramos nuestra atención en el
caso definido positivo.
Los polinomios ortogonales de Laguerre,
{
Lαn (x)
}
n≥0, son aquellos que son or-
togonales respecto al funcional lineal
〈µ, P(x)〉α =
∫ ∞
0
P(x)xαe−xdx, α > −1, P ∈ P.
Además, el funcional µ satisface la ecuación diferencial de Pearson con φ(x) = x
y ψ(x) = −x + α + 1, α > −1.
La siguiente proposición resume algunas de sus propiedades. Los detalles de
las demostraciones pueden encontrarse en [19], [32], [56], [69] y [95].
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Proposición 1 Sea
{
Lαn
}
n≥0 la sucesión de polinomios ortogonales mónicos de La-
guerre. Entonces,
1. Para cada n ∈ N,
xLαn (x) = L
α
n+1(x) + (2n + 1 + α) L
α
n (x) + n (n + α) L
α
n−1(x), (1.19)
con Lα0 (x) = 1, L
α
1 (x) = x− (α + 1).
2. Para cada n ∈ N,
x
(
Lαn (x)
)′
= nLαn (x) + n (n + α) L
α
n−1(x). (1.20)
3. Para cada n ∈ N, Lαn (x) satisface la ecuación diferencial
xy′′ + (α + 1 − x) y′ = λny, (1.21)
con λn = −n.
4. Para cada n ∈ N,
Lαn (x) =
(−1)n Γ(n + α + 1)
Γ(α + 1) 1
F1 (−n, α + 1, x) , (1.22)
donde
1F1 (−n, α + 1, x) =
∞∑
k=0
(−n)k
(α + 1)k
xk
k!
,
denota una función hipergeométrica y
(α)k = α (α + 1) ... (α + k − 1) , k ≥ 1, (α)0 = 1.
5. Para cada n ∈ N, ∥∥∥Lαn∥∥∥2α = n!Γ(n + α + 1). (1.23)
6. Para cada n ∈ N,
Lαn (x) = L
α+1
n (x) + nL
α+1
n−1 (x) . (1.24)
7. Para cada n ∈ N
Lαn (0) = (−1)n
Γ(n + α + 1)
Γ(α + 1)
. (1.25)
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8. Para cada n ∈ N (
Lαn
)′ (x) = nLα+1n−1 (x). (1.26)
9. Para cada n ∈ N
Kn(x, 0) = CnLα+1n (x), Cn =
Lαn (0)
〈µ, 1〉 γ1γ2 · · · γn . (1.27)
10. Si Jα es la función de Bessel
Jα(x) =
∞∑
j=0
(−1) j(x/2)2 j+α
j!Γ( j + α + 1)
,
entonces, si denotamos L̂αn (x) = (−1)n/n!Lαn (x), se tiene
a) Fórmula asintótica de tipo Hilb: Asintótica fuerte interior. Para cada
n ∈ N
e−x/2xα/2L̂αn (x) =
Γ(n + α + 1)
n!
(
n +
α + 1
2
)−α/2
Jα
2
√(
n +
α + 1
2
)
x
 + O(nα/2−3/4),
(1.28)
uniformemente sobre subconjuntos compactos de (0,∞).
b) Fórmula asintótica de Perron: Asintótica fuerte exterior. Para cada
n ∈ N y x ∈ C\[0,∞)
2
√
pie−x/2(−x)α/2+1/4L̂αn (x) =
nα/2−1/4 exp
(
2(−nx)1/2
)  p−1∑
j=0
C j(x)n− j/2 + O(n−p/2)
 , (1.29)
donde C j(x) es independiente de n y regular en C\[0,∞).
c) Fórmula de tipo Mehler-Heine. Si fijamos j tal que j ∈ N ∪ {0}, en-
tonces
lı´m
n→∞
L̂αn (x/(n + j))
nα
= x−α/2Jα(2
√
x), (1.30)
uniformemente sobre subconjuntos compactos de C.
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11. Asintótica del cociente. Si j, l ∈ R y h, k ∈ Z, entonces
lı´m
n→∞ n
(l− j)/2 L̂
α+ j
n+k(x)
L̂α+ln+h(x)
= (−x)(l− j)/2 (1.31)
uniformemente sobre subconjuntos compactos de C\[0,∞).
Los polinomios ortogonales de Jacobi,
{
Pα,βn
}
n≥0, son ortogonales respecto al
funcional lineal
〈µ, P(x)〉 =
∫ 1
−1
P(x)(1 − x)α(1 + x)βdx, α, β > −1, P ∈ P.
Por otra parte, el funcional µ satisface la ecuación de Pearson con φ(x) = 1−x2
y ψα,β(x) = − (α + β + 2) x + (β − α).
El siguiente teorema resume algunas de la propiedades de los polinomios de
Jacobi.(Los detalles de las demostraciones se pueden ver en [32],[70], [91] y [95]).
Proposición 2 Sea
{
Pα,βn
}
n≥0 la sucesión de polinomios ortogonales mónicos de
Jacobi.
1. Para cada n ∈ N
xPα,βn (x) = P
α,β
n+1(x) + β
α,β
n P
α,β
n (x) + γ
α,β
n P
α,β
n−1(x), (1.32)
con
βα,βn =
β2 − α2
(2n + α + β) (2n + 2 + α + β)
,
γα,βn =
4n (n + α) (n + β) (n + α + β)
(2n + α + β − 1) (2n + α + β)2 (2n + α + β + 1) ,
Pα,β0 (x) = 1 y P
α,β
1 (x) = x +
α − β
α + β + 2
.
2. Para cada n ∈ N(
1 − x2
) (
Pα,βn (x)
)′
= aα,βn P
α,β
n+1(x) + b
α,β
n P
α,β
n (x) + c
α,β
n P
α,β
n−1(x), (1.33)
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donde
aα,βn = −n,
bα,βn =
2 (α − β) n (n + α + β + 1)
(2n + α + β) (2n + 2 + α + β)
,
cα,βn =
4n (n + α) (n + β) (n + α + β) (n + α + β + 1)
(2n + α + β − 1) (2n + α + β)2 (2n + α + β + 1) .
3. Para cada n ∈ N, existe una sucesión {λn}n≥0 de números reales no nulos tal
que Pα,βn (x) satisface la ecuación diferencial:
φ(x)y′′ + ψα,β(x)y′ = λα,βn y, (1.34)
con λα,βn = −n (n + 1 + α + β) .
4. Para cada n ∈ N
(
Pα,βn (x)
)′
= nPα+1,β+1n−1 (x). (1.35)
5. Para cada n ∈ N existe una constante An tal que:
Kn(x, 1) = AnPα+1,βn (x), An =
Pα,βn (1)
〈µ, 1〉 γ1γ2 · · · γn . (1.36)
6. Para cada n ∈ N
Pα,βn (1) = 2
n Γ(n + α + 1)Γ(n + α + β + 1)
Γ(α + 1)Γ(2n + α + β + 1)
,
Pα,βn (−1) = (−2)n
Γ(n + β + 1)Γ(n + α + β + 1)
Γ(β + 1)Γ(2n + α + β + 1)
. (1.37)
7. Para cada n ∈ N∥∥∥Pα,βn (x)∥∥∥2α,β = 22n+α+β+1Γ (n + α + 1) Γ (n + β + 1) Γ (n + α + β + 1) n!(2n + α + β + 1) (Γ (2n + α + β + 1))2 .
(1.38)
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8. Para cada n ∈ N,
Pα,βn (x) =
2n(α + 1)n
(n + α + β + 1)n
2F1
(
−n, n + α + β + 1;α + 1; 1 − x
2
)
, (1.39)
donde
2F1
(
−n, n + α + β + 1;α + 1; 1 − x
2
)
=
∞∑
k=0
(−n)k (n + α + β + 1)k
(α + 1)k
(1 − x)k
2kk!
,
es una función hipergeométrica.
1.3. La clase Laguerre-Hahn
Definición 2 ([1], [71], [84].) Un funcional lineal cuasi-definido µ en el espa-
cio vectorial P se dice que pertenece a la clase Laguerre-Hahn si su función de
Stieltjes satisface una ecuación diferencial de Riccati
Φ(z)S ′(µ)(z) = B(z)S 2(µ)(x) + C(z)S (µ)(z) + D(z), (1.40)
donde Φ(z), B(z),C(z) y D(z) son polinomios con coeficientes complejos tales que
Φ(z) , 0, B(z) , 0 y D(z) =
[
(Dµ)θ0Φ
]
(z) + (µθ0C)(z) −
(
µ2θ0B
)
(z).
Observación 12 Si B(z) = 0, la función de Stieltjes satisface una ecuación difer-
encial lineal de primer orden Φ(z)S ′(µ)(z) = C(z)S (µ)(z) + D(z) y los correspon-
dientes polinomios se denominan polinomios afines de Laguerre-Hahn . Más pre-
cisamente, son los bien conocidos polinomios ortogonales semiclásicos (ver [23],
[52] y [84]).
Definición 3 Sea {Pn}n≥0 la sucesión de polinomios ortogonales mónicos respecto
a un funcional lineal cuasi-definido µ. {Pn}n≥0 pertenece a la clase Laguerre-Hahn
si µ es un funcional lineal Laguerre-Hahn.
La demostración del siguiente teorema puede consultarse en [77].
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Teorema 13 Sea µ un funcional cuasi-definido tal que µ0 = 1 y {Pn}n≥0 la corre-
spondiente sucesión de polinomios ortogonales mónicos. Las siguientes afirma-
ciones son equivalentes
1. µ es un funcional de Laguerre-Hahn.
2. µ satisface la ecuación funcional D
[
Φµ
]
+ Ψµ + B
(
x−1µ2
)
= 0, donde
Φ(x), B(x) y C(x) son los polinomios definidos en (1.40), y
Ψ(x) = − [Φ′(x) + C(x)] . (1.41)
3. µ satisface la ecuación funcional
D
[
xΦµ
]
+ (xΨ − Φ)µ + Bµ2 = 0, (1.42)
con la condición adicional 〈µ,Ψ〉 +
〈
µ2, θ0B
〉
= 0 donde Φ(x), Ψ(x) y B(x)
son los mismos polinomios de (1.40).
4. Cada polinomio Pn(x), n ≥ 0, satisface una relación de estructura
Φ(x)P′n+1(x) − B(x)P(1)n (x) =
n+d∑
k=n−s
θn,kPk(x), n ≥ s + 1
donde Φ(x) y B(x) son los mismos polinomios usados en (1.40) y
{
P(1)n
}
n≥0
es la sucesión de polinomios asociados de primer orden relativa a {Pn}n≥0 ,
donde t = deg Φ, P = deg Ψ ≥ 1, r = deg B, s = ma´x{p − 1, d − 2} y
d = ma´x{t, r}.
1.3.1. Determinación del orden de la clase
En la caracterización (1.42) de los funcionales de Laguerre Hahn, debemos
hacer notar que no hay unicidad en la representación. De hecho, es suficiente
multiplicar por cualquier polinomio en ambos miembros de la ecuación. Por otra
parte, la unicidad se obtiene imponiendo una condición de minimización en los
grados de los polinomios.
Si µ satisface la ecuación D
[
Φµ
]
+ Ψµ + B
(
x−1µ2
)
= 0, multiplicando por un
polinomio q(x), µ también satisface
D
[
Φ∗µ
]
+ Ψ∗µ + B∗
(
x−1µ2
)
= 0, (1.43)
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donde Φ∗ = qΦ, Ψ∗ = qΨ − q′Φ y B∗ = qB. Por tanto, vamos a asociar a µ el
conjunto de los enteros no negativos
H(µ) =
{
ma´x{p − 1, d − 2}, donde d = ma´x{t, r}, t = deg Φ∗, p = deg Ψ∗
y r = deg B∗, para cualquier elección de números positivos de
Φ∗,Ψ∗y B∗ tal que se verifica (1.43)
}
.
Definición 4 La clase del funcional de Laguerre-Hahn µ es el mínimo de H(µ).
Teorema 14 Sea µ el funcional lineal cuasi-definido que verifica
D
[
Φµ
]
+ Ψµ + B
(
x−1µ2
)
= 0 (1.44)
donde Φ(x),Ψ(x) y B(x) son los polinomios introducidos en el Teorema 13. Defini-
mos d = ma´x{t, r} y s = ma´x{p−1, d−2}. Entonces, el funcional de Laguerre-Hahn
µ es de clase s si y sólo si∏
a∈ZΦ
(∣∣∣∣〈µ,Ψa〉 + 〈µ2, θ0Ba〉∣∣∣∣ + |ra| + |sa|) , 0.
donde ZΦ denota el conjunto de los ceros de Φ(x). Los polinomios Φa, Ψa y Ba así
como las constantes ra y sa son
Φ(x) = (x − a)Φa(x),
Ψ(x) + Φa(x) = (x − a)Ψa(x) + ra,
B(x) = (x − a)Ba(x) + sa.
Estableceremos un resultado equivalente al Teorema 14, donde las condiciones
acerca de la clase se dan en términos de los polinomios B(x),C(x) y D(x) definidos
en (1.40) a través de la ecuación de Riccati que satisface la función de Stieltjes.
Corolario 1 Sea µ un funcional lineal cuasi-definido de Laguerre-Hahn que sa-
tisface (1.40). s es la clase de µ si y sólo si∏
a∈ZΦ
(|C(a)| + |B(a)| + |D(a)|) , 0,
i.e., Φ, B,C y D son polinomios coprimos.
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1.3.2. Ejemplos
Considérese µ un funcional lineal clásico (Hermite, Laguerre, Jacobi, Bessel).
Debido a que µ(1) es un funcional de Laguerre-Hahn de clase s = 0 (ver [25]
y [26]), satisface una ecuación diferencial distribucional y su correspondiente
función Stieltjes satisface una ecuación diferencial de Riccati. Los polinomios
Φ,Ψ, B,C y D se presentan en la Tabla 1.1.
H(1)n L
α,(1)
n P
α,β,(1)
n B
α,(1)
n
Φ(z) 1 z z2 − 1 z2
Ψ(z) 2z z − α − 3 −(α + β + 4)z − α
2 − β2
α + β + 2
−2
(
(α + 1) z + α−1
)
B(z) −1 −α − 1 4(α + 1)(β + 1)(α + β + 1)
(α + β + 3)(α + β + 2)2
−(2α − 1)α−2(2α + 1)−1
C(z) −2z −z + α + 2 (α + β + 2)z − α
2 − β2
α + β + 2
2
(
αz + 1 − α−1
)
D(z) −2 −1 α + β + 3 2α + 1
Tabla 1.1: Asociados de polinomios clásicos
Otros ejemplos de funcionales de Laguerre-Hahn que han sido tratados en
la literatura están relacionados con diversos modelos de perturbaciones en los
parámetros de la relación de recurrencia. Entre ellos cabe destacar los denomina-
dos polinomios co-recursivos ([31], [64], [65], [79]). Otros modelos de perturba-
ciones han sido estudiados en [1], [2], [3] y [78].
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CAPÍTULO 2
Polinomios ortogonales de tipo
Laguerre
2.1. Introducción
Consideremos los polinomios de tipo Laguerre
{
L˜αn
}
n≥0 ortogonales respecto al
funcional lineal
〈˜µ, p〉 =
∫ +∞
0
p(x)xαe−xdx + Mp(0),
donde α > −1, M ∈ R+ , y p es un polinomio con coeficientes reales. En este capí-
tulo hallamos una fórmula de conexión entre estos polinomios y los polinomios
de Laguerre
{
Lα+1n
}
n≥0. Usando esta fórmula de conexión, estudiamos la ecuación
diferencial lineal de segundo orden con coeficientes polinómicos dependientes del
grado del polinomio que satisface la sucesión
{
L˜αn
}
n≥0. Es importante hacer notar
que una demostración alternativa acerca de esta ecuación diferencial aparece en
[57], basada en una fórmula de conexión entre el polinomio L˜αn (x) y los polinomios
Lαn (x) y xL
α+1
n−1 (x).
Además, se realiza un análisis del comportamiento de los ceros de
{
L˜αn
}
n≥0 y,
usando la ecuación diferencial que satisfacen estos polinomios, presentamos una
interpretación electrostática de los ceros en términos de un potencial logarítmico.
Adicionalmente, encontramos una expresión de estos polinomios en términos de
una función hipergeométrica y concluimos con un análisis del comportamiento
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asintótico de dichos polinomios.
2.2. Fórmula de conexión
Nuestro objetivo es determinar la ecuación diferencial lineal de segundo orden
que satisfacen los polinomios L˜αn (x), asociados con el funcional µ˜ = µ + Mδ(x).
Utilizando los apartados 6 y 8 de la Proposición 1 y el Teorema 9 se sigue que
L˜αn (x) = L
α+1
n (x) + nL
α+1
n−1 (x) −
MLαn (0)
1 + MKn−1(0, 0)
Lαn−1(0)
〈µ, 1〉 γ1γ2...γn−1 L
α+1
n−1 (x)
= Lα+1n (x) +
(
n − ML
α
n (0)
1 + MKn−1(0, 0)
Lαn−1(0)
〈µ, 1〉 γ1γ2...γn−1
)
Lα+1n−1 (x), n = 1, 2 · · ·
Realizando algunas operaciones elementales se tiene:
MLαn (0)
1 + MKn−1(0, 0)
Lαn−1(0)
〈µ, 1〉 γ1γ2 · · · γn−1 =
MLαn (0)L
α
n−1(0)
〈µ, 1〉 γ1γ2 · · · γn−1 + MLαn−1(0)Lα+1n−1 (0)
De (1.25)
Lαn (0) = (−1)n (α + 1)n.
Por otra parte, de (1.19)
γ1γ2 · · · γn = n! (α + 1)n , n ≥ 1.
Así pues,
MLαn (0)L
α
n−1(0)
〈µ, 1〉 γ1γ2...γn−1 + MLαn−1(0)Lα+1n−1 (0)
=
=
M (−1)n (α + 1)n (−1)n−1 (α + 1)n−1
〈µ, 1〉 (n − 1)! (α + 1)n−1 + M (−1)n−1 (α + 1)n−1 (−1)n−1 (α + 2)n−1
=
=
−M (α + 1)n
〈µ, 1〉 (n − 1)! + M (α + 2)n−1
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y, en consecuencia,
n +
M (α + 1)n
〈µ, 1〉 (n − 1)! + M (α + 2)n−1 =
Γ (α + 1) n! + nM (α + 2)n−1 + M (α + 1)n
Γ (α + 1) (n − 1)! + M (α + 2)n−1
=
Γ (α + 1) n! + M (α + 2)n
Γ (α + 1) (n − 1)! + M (α + 2)n−1 =
αn
αn−1
,
donde αn = Γ (α + 1) n! + M (α + 2)n.
Como conclusión,
L˜αn (x) = L
α+1
n (x) + dnL
α+1
n−1 (x), (2.1)
donde
dn =
αn
αn−1
,
de manera que se tiene la siguiente proposición
Proposición 3 Si
{
Lαn
}
n≥0 son los polinomios ortogonales mónicos de Laguerre y{
L˜an
}
n≥0 la sucesión de polinomios ortogonales mónicos asociados con el funcional
de momentos µ˜ = µ + Mδ(x), M ∈ R+, entonces:
L˜αn (x) = L
α+1
n (x) + dnL
α+1
n−1 (x), n ≥ 0. (2.2)
2.3. Ecuación diferencial holonómica
Vamos a usar la Proposición 3 para obtener la ecuación diferencial lineal de
segundo orden que satisface L˜αn (x). De (1.21) tenemos:
φ
(
Lα+1n−1 (x)
)′′
+ ψ
(
Lα+1n−1 (x)
)′ − λn−1Lα+1n−1 (x) = 0
y
φ
(
Lα+1n (x)
)′′
+ ψ
(
Lα+1n (x)
)′ − λnLα+1n (x) = 0
con φ (x) = x y ψ(x) = α + 2 − x. Sumando la última igualdad a la precedente
multiplicada por dn se obtiene:
φ
((
Lα+1n (x)
)′′
+ dn
(
Lα+1n−1 (x)
)′′)
+ ψ
((
Lα+1n (x)
)′
+ dn
(
Lα+1n−1 (x)
)′)
− λnLα+1n (x) − λn−1dnLα+1n−1 (x) = 0,
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esto es,
φ
(
L˜αn (x)
)′′
+ ψ
(
L˜αn (x)
)′ − λnLα+1n (x) − λn−1dnLα+1n−1 (x) = 0,
o, equivalentemente,
φ
(
L˜αn (x)
)′′
+ ψ
(
L˜αn (x)
)′ − λnL˜αn (x) = dnLα+1n−1 (x) (λn−1 − λn) .
Dado que λn−1 − λn = − (n − 1) + n = 1, se deduce:
φ
(
L˜αn (x)
)′′
+ ψ
(
L˜αn (x)
)′ − λnL˜αn (x) = dnLα+1n−1 (x). (2.3)
Si derivamos en cada miembro de (2.2) y multiplicamos por x se tiene:
x
(
L˜αn (x)
)′
= x
(
Lα+1n (x)
)′
+ dnx
(
Lα+1n−1 (x)
)′
.
Usando (1.20) en Lα+1n (x) y L
α+1
n−1 (x), respectivamente, y reemplazando en la
última expresión:
x
(
L˜αn (x)
)′
=
(
nLα+1n (x) + n (n + α + 1) L
α+1
n−1 (x)
)
+dn
(
(n − 1) Lα+1n−1 (x) + (n − 1) (n + α) Lα+1n−2 (x)
)
.
Entonces:
x
(
L˜αn (x)
)′
= nLα+1n (x)
+ (n (n + α + 1) + dn (n − 1)) Lα+1n−1 (x) + dn (n − 1) (n + α) Lα+1n−2 (x). (2.4)
De (1.19)
xLα+1n−1 (x) = L
α+1
n (x) + (2n + α) L
α+1
n−1 (x) + (n − 1) (n + α) Lα+1n−2 (x).
Despejando Lα+1n−2 (x) y reemplazando en (2.4),
x
(
L˜αn (x)
)′
= nLα+1n (x) + (n (n + α + 1) + dn (n − 1)) Lα+1n−1 (x)
+dn
(
(x − (2n + α)) Lα+1n−1 (x) − Lα+1n (x)
)
= (n − dn) Lα+1n (x)
+ (n (n + α + 1) + dn (n − 1) + dn (x − (2n + α))) Lα+1n−1 (x).
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Dado que:
n − dn = n − Γ (α + 1) n! + M (α + 2)n
Γ (α + 1) (n − 1)! + M (α + 2)n−1
=
M (n (α + 2)n−1 − (α + 2)n)
αn−1
=
−M (α + 2)n−1 (α + 1)
αn−1
= −M (α + 1)n
αn−1
y
n (n + α + 1) + dn (n − 1) + dn (x − (2n + α)) = dnx + (n + α + 1) (n − dn)
= dn
(
x − M (α + 1)n+1
αn
)
entonces:
x
(
L˜αn (x)
)′
= −M (α + 1)n
αn−1
Lα+1n (x) + dn
(
x − M (α + 1)n+1
αn
)
Lα+1n−1 (x).
Si denotamos mn = −M (α + 1)n
αn−1
y f (x; n) = dn
(
x − M (α + 1)n+1
αn
)
, deduci-
mos:
x
(
L˜αn (x)
)′
= mnLα+1n (x) + f (x; n)L
α+1
n−1 (x). (2.5)
A continuación, de (2.2) y (2.5) se sigue la expresión de Lα+1n−1 (x) en términos
de L˜αn (x) y
(
L˜αn (x)
)′
,
Lα+1n−1 (x) =
mnL˜αn (x) − x
(
L˜αn (x)
)′
mndn − f (x; n) . (2.6)
Reemplazando este resultado en (2.3):
φ
(
L˜αn (x)
)′′
+ ψ
(
L˜αn (x)
)′ − λnL˜αn (x) = dn
mnL˜αn (x) − x
(
L˜αn (x)
)′
mndn − f (x; n)

y, en consecuencia,
φ
(
L˜αn (x)
)′′
+
(
ψ +
dnx
mndn − f (x; n)
) (
L˜αn (x)
)′ − ( dnmn
mndn − f (x; n) − n
)
L˜αn (x) = 0.
(2.7)
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Pero,
mndn − f (x; n) = dn
(
−M (α + 1)n
αn−1
− x + M (α + 1)n+1
αn
)
=
= dn
(
−x + M (α + 1)n
αn
((α + n + 1) − dn)
)
= dn
(
−x + M (α + 1)n
αn
(
(α + n + 1) − Γ (α + 1) n! + M (α + 2)n
Γ (α + 1) (n − 1)! + M (α + 2)n−1
))
= dn
(
−x + M (α + 1)n
αn
Γ (α + 2) (n − 1)!
αn−1
)
= dn (−x + sn) .
donde sn =
M (α + 1)n
αn
Γ (α + 2) (n − 1)!
αn−1
. Entonces (2.7) se puede escribir como:
x
(
L˜αn (x)
)′′
+
(
α + 2 − x + x
sn − x
) (
L˜αn (x)
)′ − ( mn
sn − x − n
)
L˜αn (x) = 0
y, finalmente,
x (sn − x)
(
L˜αn (x)
)′′
+
(
x2 − (α + 1 + sn) x + (α + 2) sn
) (
L˜αn (x)
)′
−
(
nx − M (α + 1)n
αn−1
− M (α + 1)n Γ (α + 2) n!
αnαn−1
)
L˜αn (x) = 0
donde
αn = n!Γ (α + 1) + M (α + 2)n
dn =
αn
αn−1
mn = −M (α + 1)n
αn−1
f (x; n) = dn
(
x − M (α + 1)n+1
αn
)
sn =
M(n − 1)!Γ (α + 2) (α + 1)n
αnαn−1
.
Por tanto, se ha probado:
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Teorema 15 Si
{
Lαn
}
n≥0 son los polinomios ortogonales de Laguerre mónicos y{
L˜an
}
n≥0 los polinomios ortogonales mónicos asociados con el funcional de mo-
mentos µ˜ = µ + Mδ(x), entonces:
A(x; n)
(
L˜αn (x)
)′′
+ B(x; n)
(
L˜αn (x)
)′ −C(x; n)L˜αn (x) = 0, (2.8)
con A(x; n) = x (sn − x) , B(x; n) = x2 − (α + 1 + sn) x + (α + 2) sn y C(x; n) =
nx − M (α + 1)n
αn−1
− M (α + 1)n Γ (α + 2) n!
αnαn−1
.
Una demostración alternativa aparece en [57], basada en una fórmula de co-
nexión entre el polinomio L˜αn (x) y los polinomios L
α
n (x) y xL
α+1
n−1 (x).
2.4. Análisis de los ceros
Consideremos la sucesión de polinomios ortogonales mónicos de Laguerre{
Lαn
}
n≥0 y µn el correspondiente momento de orden n. Dado que L˜
α
n (x) se puede
expresar como:
L˜αn (x) =
1
∆n−1 (˜µ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
µ0 + M µ1 . . . µn
µ1 . . .
.
.
.
.
.
.
. . .
.
.
.
µn−1 µn . . . µ2n−1
1 x . . . xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
con
∆n−1 (˜µ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
µ0 + M µ1 . . . µn−1
µ1 . . . µn
.
.
.
.
.
.
. . .
.
.
.
µn−2 µn−1 . . . µ2n−3
µn−1 µn . . . µ2n−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
tenemos:
L˜αn (x) =
1
∆n−1 (˜µ)
(
∆n−1 (µ) Lαn (x) + Mx∆n−2
(
x2µ
)
Rn−1(x)
)
,
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donde {Rn}n≥0 es la sucesión de polinomios ortogonales mónicos respecto al fun-
cional de momentos x2µ. Entonces:
L˜αn (x) =
∆n−1 (µ) Lαn (x) + Mx∆n−2
(
x2µ
)
Rn−1(x)
∆n−1 (µ) + M∆n−2
(
x2µ
) , (2.9)
y, como consecuencia:
lı´m
M→∞ L˜
α
n (x) = xRn−1(x) = xL
α+2
n−1 (x).
Sean
{
x(M)n,k
}n
k=1
los ceros del polinomio L˜αn (x) ordenados en sentido creciente,
i.e x(M)n,1 < x
(M)
n,2 < · · · < x(M)n,n . Si se fija n y 1 ≤ k ≤ n, se tiene que x(M)n,k es una
función continua y decreciente en M. De aquí se obtiene el siguiente resultado
cuya demostración aparece en [28].
Proposición 4 Para M > 0:
1. Los ceros de L˜αn (x) son reales, simples y no negativos.
2. Dado que dn > 0, se tiene:
0 < x(M)n,1 < x
α+1
n,1 y
xα+1n−1, j−1 < x
(M)
n, j < x
α+1
n, j , j = 2, . . . , n,
donde
{
xα+1n, j
}n
j=1
son los ceros del polinomio Lα+1n (x) y
{
x(M)n, j
}n
j=1
los ceros de
L˜αn (x).
Por tanto:
lı´m
M→∞ x
(M)
n,1 = 0,
lı´m
M→∞ x
(M)
n,k = x
α+2
n−1,k−1, k = 2, . . . , n,
donde
{
xα+2n−1,k
}n−1
k=1
son los ceros de Lα+2n−1 (x). De (2.9) se tiene:
L˜αn (0) =
∆n−1 (µ) Lαn (0)
∆n−1 (µ) + M∆n−2
(
x2µ
) .
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Por otra parte, dado que L˜αn (0) = (−1)n x(M)n,1 x(M)n,2 · · · x(M)n,n y Lαn (0) = (−1)n xαn,1xαn,2 · · · xαn,n,
se sigue que
(−1)n x(M)n,1 x(M)n,2 · · · x(M)n,n =
∆n−1 (µ) (−1)n xαn,1xαn,2 · · · xαn,n
∆n−1 (µ) + M∆n−2
(
x2µ
) .
Multiplicando por M los dos miembros de la anterior expresión y calculando
el límite cuando M → ∞,
lı´m
M→∞Mx
(M)
n,1 x
(M)
n,2 · · · x(M)n,n = lı´mM→∞
M∆n−1 (µ) xαn,1x
α
n,2 · · · xαn,n
∆n−1 (µ) + M∆n−2
(
x2µ
) ,
i.e
lı´m
M→∞Mx
(M)
n,1 x
α+2
n−1,1 · · · xα+2n−1,n−1 =
∆n−1 (µ) xαn,1x
α
n,2 · · · xαn,n
∆n−2
(
x2µ
) .
Como consecuencia,
lı´m
M→∞Mx
(M)
n,1 =
∆n−1 (µ)
∆n−2
(
x2µ
) xαn,1xαn,2 · · · xαn,n
xα+2n−1,1 · · · xα+2n−1,n−1
= − ∆n−1 (µ)
∆n−2
(
x2µ
) Lαn (0)
Lα+2n−1 (0)
= − ∆n−1 (µ)
∆n−2
(
x2µ
) (−1)n (α + 1)n
(−1)n−1 (α + 3)n−1
=
∆n−1 (µ) (α + 1)n
∆n−2
(
x2µ
)
(α + 3)n−1
=
(n − 1)!Γ (α + 2)
(α + 3)n−3
=
α (α + 1) (n − 1)!Γ (α + 3)
(α)n
, n ≥ 1,
con lo que tenemos el siguiente teorema:
Teorema 16 Sean
{
xn,k
}
k≥1 los ceros de L
α
n (x) y
{
x(M)n,k
}
k≥1 los ceros de L˜
α
n (x). En-
tonces, para n ≥ 1
1.
lı´m
M→∞Mx
(M)
n,1 =
α (α + 1) (n − 1)!Γ (α + 3)
(α)n
, (2.10)
esto es, x(M)n,1 = O
(
1
M
)
.
2.
lı´m
M→∞ x
(M)
n,k = x
(α+2)
n−1,k−1, k = 2, · · · , n.
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2.5. Modelo electrostático
Sean
{
x(M)n,k
}
k≥1 los ceros de L˜
α
n (x). Evaluemos (2.8) en cada uno de estos ceros,
entonces:
A(x(M)n,k ; n)
(
L˜αn (x
(M)
n,k )
)′′
+ B(x(M)n,k ; n)
(
L˜αn (x
(M)
n,k )
)′
= 0.
Asi pues, (
L˜αn (x
(M)
n,k )
)′′(
L˜αn (x
(M)
n,k )
)′ = −B(x(M)n,k ; n)
A(x(M)n,k ; n)
.
Por otra parte,
B(x(M)n,k ; n)
A(x(M)n,k ; n)
=
(
mndn − fn(x(M)n,k ; n)
)
ψ
(
x(M)n,k
)
+ dnx
(M)
n,k(
mndn − fn(xn,k; n)) φ(xn,k)
=
ψ
(
x(M)n,k
)
φ
(
x(M)n,k
) + dn(
mndn − fn(x(M)n,k ; n)
) .
Por tanto:(
L˜αn (x
(M)
n,k )
)′′(
L˜αn (x
(M)
n,k )
)′ = dn(
fn(x
(M)
n,k ; n) − mndn
) − ψ (x(M)n,k )
φ
(
x(M)n,k
) , 1 ≤ k ≤ n. (2.11)
Pero (
L˜αn (x
(M)
n,k )
)′′(
L˜αn (x
(M)
n,k )
)′ = −2 n∑
j=1
j,k
1
x(M)n, j − x(M)n,k
y, como consecuencia, (2.11) se puede escribir como:
−2
n∑
j=1
j,k
1
x(M)n, j − x(M)n,k
=
dn(
fn
(
x(M)n,k ; n
)
− mndn
) − ψ (x(M)n,k )
φ
(
x(M)n,k
) ,
o, lo que es lo mismo,
n∑
j=1
j,k
1
x(M)n, j − x(M)n,k
− 1
2
(
sn − x(M)n,k
) − α + 2 − x(M)n,k
2x(M)n,k
= 0, 1 ≤ k ≤ n. (2.12)
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Esta última expresión nos dice que los ceros del polinomio L˜αn (x) están asoci-
ados al siguiente problema de equilibrio electrostático (ver [50] y [54]).
Consideremos n cargas unitarias localizadas en la semirrecta positiva bajo una
interacción logarítmica y con el campo externo dado por:
ϕ(x) = −1
2
ln
(
xα+2e−x
)
+
1
2
ln |x − sn| .
La ecuación (2.12) nos dice que el gradiente de la energía total
E(X) = −
∑
1≤k< j≤n
ln
∣∣∣xk − x j∣∣∣ + n∑
j=1
ϕ
(
x j
)
se anula en
(
x(M)n,1 , x
(M)
n,2 , · · · , x(M)n,n
)
. En otras palabras, es un punto crítico. El análisis
del tipo de equilibrio constituye un problema abierto.
Fijando M ∈ R+ es interesante analizar el comportamiento de sn cuando n
tiende a infinito ya que aparece en la fórmula (2.12), cumpliendo un papel similar
al que cumplen los ceros del polinomio L˜αn (x). Para lograrlo, dado que sn se ex-
presa en términos de αn, veremos primero el comportamiento de los sumandos de
αn cuando n tiende a infinito. Usando el hecho que
Γ(x) ∼ xx−1/2e−x
podemos ver que
Γ(n + 1)Γ (α + 1) ∼
√
2piΓ (α + 1)
e
nnn1/2e−n
y
M (α + 2)n ∼ M
√
2pi
Γ(α + 2)eα+2
nn+α+3/2e−n.
Por tanto, como consecuencia de la definición de sn
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sn ∼ M(n − 1)!Γ (α + 2) (α + 1)nM2 (α + 2)n (α + 2)n−1
=
(n − 1)!Γ (α + 2) (α + 1)
M (α + 2)n
(n − 1)! (Γ (α + 2))2 (α + 1)
MΓ (n + α + 2)
∼ (α + 1) (Γ (α + 2))
2 nn−1/2e−n
M (n + α + 2)n+α+3/2 e−(n+α+2)
∼ (α + 1) (Γ (α + 2))
2 nn−1/2eα+2
Mnn+α+3/2
=
(α + 1)eα+2 (Γ (α + 2))2
Mnα+2
,
es decir, sn tiende a cero cuando n tiende a infinito. Además, la velocidad de
convergencia a cero es del orden de 1/nα+2.
2.6. Representación Hipergeométrica
La ecuación (1.22) nos proporciona la representación de los polinomios ortog-
onales de Laguerre usando una función hipergeométrica. El objetivo es encontrar
una expresión similar para los polinomios ortogonales de tipo Laguerre. Por tanto,
usando (1.22) y (2.2) tenemos:
L˜αn (x) = (−1)n(α + 2)n
∞∑
k=0
(−n)k
(α + 2)k
xk
k!
+ dn(−1)n−1(α + 2)n−1
∞∑
k=0
(−n + 1)k
(α + 2)k
xk
k!
= (−1)n(α + 2)n
∞∑
k=0
(−n)k
(α + 2)k
xk
k!
[
1 − dn (−n + k)(n + α + 1)(−n)
]
= (−1)n(α + 2)n
∞∑
k=0
(−n)k
(α + 2)k
xk
k!
[
1 + dn
(k − n)
n(n + α + 1)
]
=
(−1)n(α + 2)ndn
n(n + α + 1)
∞∑
k=0
(−n)k
(α + 2)k
xk
k!
[
k +
n(n + α + 1)
dn
− n
]
.
Si an =
n(n+α+1)
dn
− n, entonces
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L˜αn (x) =
(−1)n(α + 2)ndn
n(n + α + 1)
∞∑
k=0
(−n)k(an + k)
(α + 2)k
xk
k!
y usando el hecho que
(an + k) =
an(1 + an)k
(an)k
tenemos el siguiente teorema
Teorema 17 Para cada n ∈ N,
L˜αn (x) =
(−1)n(α + 2)ndnan
n(n + α + 1) 2
F2(−n, 1 + an; an, α + 2; x). (2.13)
donde 2F2(−n, 1 + an; an, α + 2; x) es la función hipergeométrica
2F2(−n, 1 + an; an, α + 2; x) =
∞∑
k=0
(−n)k(1 + an)k
(an)k(α + 2)k
xk
k!
.
Resultado que coincide con el obtenido por R. Koekoek en [59].
2.7. Comportamiento Asintótico
En esta sección realizamos un estudio del comportamiento asintótico de los
polinomios de tipo Laguerre. Los resultados son casos particulares de los obtenidos
por R. Álvarez-Nodarse y J. J. Moreno-Balcázar en [18], solo que hemos utilizado
una metodología diferente.
En primer lugar, vamos a estudiar el comportamiento asintótico de dn, la con-
stante de la fórmula de conexión (2.2). Dado que:
dn
n
=
Γ (α + 1) Γ (α + 2) (n − 1)! + MΓ (n + α + 1)
(
1 + α+1n
)
Γ (α + 1) Γ (α + 2) (n − 1)! + MΓ (α + n + 1)
= 1 +
α+1
n
Γ (α + 1) Γ (α + 2) (n − 1)! + MΓ (α + n + 1)
= 1 +
α + 1
n
− (Γ(α + 2))
2 (n − 1)!
MnΓ(n + α + 1) + Γ (α + 1) Γ (α + 2) n!
 1 +
α + 1
n
− (Γ(α + 2))
2
√
2pinn−1/2e−n
Mn
√
2pi(n + α + 1)n+α+1/2e−(n+α+1) + Γ (α + 1) Γ (α + 2) n!
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podemos concluir que
dn
n
= 1 +
α + 1
n
+ O
(
1
n2+α
)
, (2.14)
es decir:
dn
n
 1 +
α + 1
n
.
Esto significa que para n suficientemente grande, dnn se comporta como 1 +
α+1
n .
Supongamos que L̂αn (x) es el polinomio ortogonal de Laguerre de grado n con
coeficiente conductor (−1)
n
n! y
̂˜Lαn (x) es el polinomio ortogonal de tipo Laguerre
de grado n con el mismo coeficiente conductor. Entonces, usando (2.2) y (2.14)
tenemos:
̂˜Lαn (x) = L̂α+1n (x) − dnn L̂α+1n−1 (x)
 L̂α+1n (x) −
(
1 +
α + 1
n
)
L̂α+1n−1 (x) − O
(
1
n2+α
)
L̂α+1n−1 (x)
= L̂αn (x) −
α + 1
n
L̂α+1n−1 (x) − O
(
1
n2+α
)
L̂α+1n−1 (x),
de donde se sigue que
L˜αn (x)
Lαn (x)
= 1 − α + 1
n
L̂α+1n−1 (x)
L̂αn (x)
− O
(
1
n2+α
)
L̂α+1n−1 (x)
L̂αn (x)
,
y usando (1.31), tenemos la siguiente proposición
Proposición 5
lı´m
n→∞
L˜αn (x)
Lαn (x)
= 1
uniformemente en subconjuntos compactos de C\[0,∞).
Por otra parte:
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̂˜Lαn (x)
nα/2
=
L̂αn (x)
nα/2
− α + 1
n1/2
L̂α+1n−1 (x)
n(α+1)/2
− O
(
1
n3/2+α
)
L̂α+1n−1 (x)
n(α+1)/2
= ex/2x−α/2Jα
(
2
√
nx
)
+ O
(
n−3/4
)
−
α + 1
n1/2
(
ex/2x−(α+1)/2Jα+1
(
2
√
(n − 1)x
)
+ O
(
n−3/4
))
− O
(
1
n3/2+α
)
L̂α+1n−1 (x)
n(α+1)/2
= ex/2x−α/2
(
Jα
(
2
√
nx
)
− α + 1√
nx
Jα+1
(
2
√
(n − 1)x
))
+ O
(
n−3/4
)
,
uniformemente sobre subconjuntos compactos de (0,∞). Dado que
̂˜Lαn (x) = L̂αn (x) − α + 1n L̂α+1n−1 (x) − O
(
1
n2+α
)
L̂α+1n−1 (x)
entonces ̂˜Lαn (nx)
L̂αn (nx)
= 1 − α + 1
n
L̂α+1n−1 (nx)
L̂αn (nx)
− O
(
1
n2+α
)
L̂α+1n−1 (nx)
L̂αn (nx)
.
Usando el hecho que
L̂αn (nx) = L̂
α+1
n (nx) − L̂α+1n−1 (nx)
se deduce
lı´m
n→∞
L̂αn (nx)
L̂α+1n (nx)
= lı´m
n→∞
1 − L̂α+1n−1 (nx)
L̂α+1n (nx)

= 1 +
1
ϕ ((x − 2)/2) ,
es decir:
lı´m
n→∞
L̂α+1n (nx)
L̂αn (nx)
=
ϕ ((x − 2)/2)
ϕ ((x − 2)/2) + 1 .
Por tanto
lı´m
n→∞
̂˜Lαn (nx)
L̂αn (nx)
= lı´m
n→∞
1 − α + 1n L̂α+1n−1 (nx)L̂αn (nx) − O
(
1
n2+α
)
L̂α+1n−1 (nx)
L̂αn (nx)

= lı´m
n→∞
1 − α + 1n L̂α+1n−1 (nx)L̂α+1n (nx) L̂
α+1
n (nx)
L̂αn (nx)
− O
(
1
n2+α
)
L̂α+1n−1 (nx)
L̂α+1n (nx)
L̂α+1n (nx)
L̂αn (nx)

47
48 CAPÍTULO 2. POLINOMIOS ORTOGONALES DE TIPO LAGUERRE
uniformemente sobre subconjuntos compactos de C\[0, 4].
En conclusión tenemos la siguiente
Proposición 6
lı´m
n→∞
̂˜Lαn (nx)
L̂αn (nx)
= 1
uniformemente sobre subconjuntos compactos de C\[0, 4].
Finalmente, dado que para j fija, con j ∈ N∪{0}
̂˜Lαn (x/(n + j))
nα
=
L̂αn (x/(n + j))
nα
−α + 1
n
L̂α+1n−1 (x/(n + j))
nα
−O
(
1
n2+α
)
L̂α+1n−1 (x/(n + j))
nα
,
y, usando la fórmula de tipo Mehler-Heine (1.30), obtenemos la siguiente proposi-
ción
Proposición 7 Dada j fija, con j ∈ N∪{0}, entonces
lı´m
n→∞
̂˜Lαn (x/(n + j))
nα
= x−α/2Jα
(
2
√
x
)
− (α + 1)x−(α+1)/2Jα+1
(
2
√
x
)
= x−α/2
[
Jα
(
2
√
x
)
− (α + 1)x−1/2Jα+1
(
2
√
x
)]
,
uniformemente sobre subconjuntos compactos de C.
Es importante hacer notar que este resultado coincide con el obtenido en [18].
Para finalizar, vamos a mostrar algunos resultados acerca del comportamiento
de la norma de los polinomios ortogonales tipo Laguerre. Usando el hecho que∥∥∥L˜αn∥∥∥2
n
∥∥∥Lα+1n−1∥∥∥2α+1 =
dn
n
→ 1, (2.15)
tenemos ∥∥∥L˜αn∥∥∥2
n
∥∥∥Lαn∥∥∥2α
∥∥∥Lαn∥∥∥2α∥∥∥Lα+1n−1∥∥∥2α+1 → 1.
Por tanto ∥∥∥L˜αn∥∥∥2∥∥∥Lαn∥∥∥2α → 1.
48
2.7. COMPORTAMIENTO ASINTÓTICO 49
Pero ∥∥∥Lαn∥∥∥2/nα = (n!Γ(n + α + 1))1/n
 n2e−2,
entonces
n−1
∥∥∥Lαn∥∥∥1/nα  e−1. (2.16)
Lo cual nos permite concluir, junto con (2.15) y (2.16)
Proposición 8
lı´m
n→∞ n
−1 ∥∥∥L˜αn∥∥∥1/n = e−1. (2.17)
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CAPÍTULO 3
Polinomios ortogonales de tipo Jacobi
3.1. Introducción
Consideremos los polinomios de tipo Jacobi
{
P˜α,βn
}
n≥0 ortogonales respecto al
funcional lineal
〈˜µ, p〉 =
∫ 1
−1
p(x)(1 − x)α(1 + x)βdx + Mp(1),
donde α, β > −1, M ∈ R+ , y p es un polinomio con coeficientes reales. En este
capítulo realizamos un trabajo similar al del capítulo anterior para los polinomios
P˜α,βn (x), determinando una fórmula de conexión entre estos polinomios y los poli-
nomios de Jacobi
{
Pα+1,βn
}
n≥0. Usando esta fórmula de conexión, estudiamos la
ecuación diferencial lineal de segundo orden que satisfacen estos polinomios, real-
izamos un análisis del comportamiento de sus ceros, y usando la ecuación diferen-
cial, presentamos una interpretación electróstatica de los ceros en términos de un
potencial logarítmico. También encontramos una expresión de estos polinomios
en términos de una función hipergeométrica.
3.2. Fórmula de conexión
Como consecuencia del Teorema 9, usando (1.14) y (1.36) se puede escribir
P˜α,βn (x) = P
α,β
n (x) + dnP
α+1,β
n−1 (x), (3.1)
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donde
dn = −
MPα,βn (1)P
α,β
n−1(1)∥∥∥Pα,βn−1(x)∥∥∥2α,β + MPα,βn−1(1)Pα+1,βn−1 (1) . (3.2)
Por otra parte, de (1.36),
Pα,βn (x) =
Pα,βn (x)P
α,β
n (1)
Pα,βn (1)
=
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)
[Kn(x, 1) − Kn−1(x, 1)]
=
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)
[
AnPα+1,βn (x) − An−1Pα+1,βn−1 (x)
]
= An
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)
Pα+1,βn (x) − An−1
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)
Pα+1,βn−1 (x),
y, dado que Pα,βn (x) es mónico, de acuerdo con (1.36) se obtiene
Pα,βn (x) = P
α+1,β
n (x) − An−1
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)
Pα+1,βn−1 (x).
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Usando la última ecuación, junto con (3.1), deducimos
P˜α,βn (x) = P
α+1,β
n (x) +
dn − An−1
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)
 Pα+1,βn−1 (x)
= Pα+1,βn (x) −
 MPα,βn (1)1 + MKn−1(1, 1) +
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)
 An−1Pα+1,βn−1 (x)
= Pα+1,βn (x) −
M
(
Pα,βn (1)
)2
+ (1 + MKn−1(1, 1))
∥∥∥Pα,βn (x)∥∥∥2α,β
(1 + MKn−1(1, 1)) P
α,β
n (1)
 An−1Pα+1,βn−1 (x)
= Pα+1,βn (x) −
∥∥∥Pα,βn (x)∥∥∥2α,β
Pα,βn (1)

M
(
Pα,βn (1)
)2∥∥∥∥Pα,βn (x)∥∥∥∥2
α,β
+ (1 + MKn−1(1, 1))
1 + MKn−1(1, 1)
 An−1P
α+1,β
n−1 (x)
= Pα+1,βn (x) −
1 + MKn(1, 1)
1 + MKn−1(1, 1)
An−1
An
Pα+1,βn−1 (x)
= Pα+1,βn (x) −
∥∥∥Pα,βn (x)∥∥∥2α,β + MPα,βn (1)Pα+1,βn (1)∥∥∥Pα,βn−1(x)∥∥∥2α,β + MPα,βn−1(1)Pα+1,βn−1 (1)
Pα,βn−1(1)
Pα,βn (1)
Pα+1,βn−1 (x).
Sean αn y rn tales que
αn =
∥∥∥Pα,βn (x)∥∥∥2α,β + MPα,βn (1)Pα+1,βn (1)
Pα,βn (1)
rn = −
∥∥∥Pα,βn (x)∥∥∥2α,β + MPα,βn (1)Pα+1,βn (1)∥∥∥Pα,βn−1(x)∥∥∥2α,β + MPα,βn−1(1)Pα+1,βn−1 (1)
Pα,βn−1(1)
Pα,βn (1)
.
De aquí se sigue que
Teorema 18 Para cada n ∈ N
P˜α,βn (x) = P
α+1,β
n (x) + rnP
α+1,β
n−1 (x), (3.3)
donde rn = − αn
αn−1
.
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Usando la definición de rn, (1.37), (1.38), y haciendo algunas operaciones el-
ementales, se obtiene una expresión explícita de rn
rn = − Γ(α + 1)Γ(α + 2)R(n, α, β)(2n + α + β) (2n + α + β + 1) S (n, α, β) ,
con
R(n, α, β) = 2α+β+2n!Γ (n + β + 1) + 2MΓ(n + α + 2)Γ(n + α + β + 2)
S (n, α, β) = 2α+β+1 (n − 1)!Γ (n + β) Γ(α + 1)Γ(α + 2) +
MΓ(n + α + 1)Γ(n + α + β + 1).
En particular, por paso al límite
rn ∼ −Γ(α + 1)Γ(α + 2)2 . (3.4)
3.3. Ecuación diferencial holonómica
Vamos a encontrar la ecuación diferencial lineal de segundo orden que satis-
facen los polinomios P˜α,βn (x). Si en (1.34) reemplazamos α por α + 1, entonces:
φ(x)
(
Pα+1,βn (x)
)′′
+ ψα+1,β(x)
(
Pα+1,βn (x)
)′
= λα+1n P
α+1,β
n (x),
φ(x)
(
Pα+1,βn−1 (x)
)′′
+ ψα+1,β(x)
(
Pα+1,βn−1 (x)
)′
= λα+1n−1 P
α+1,β
n−1 (x).
Sumando a la primera igualdad, la segunda multiplicada rn, y reorganizando
adecuadamente los sumandos se tiene:
φ(x)
(
P˜α,βn (x)
)′′
+ ψα+1,β(x)
(
P˜α,βn (x)
)′
= λα+1n P
α+1,β
n (x) + rnλ
α+1
n−1 P
α+1,β
n−1 (x).
Sumando y restando en el segundo miembro rnλ
α+1,β
n P
α+1,β
n−1 (x) se tiene:
φ(x)
(
P˜α,βn (x)
)′′
+ ψα+1,β(x)
(
P˜α,βn (x)
)′
= λα+1,βn P
α+1,β
n (x) + rnλ
α+1,β
n−1 P
α+1,β
n−1 (x) + rnλ
α+1,β
n P
α+1,β
n−1 (x) − rnλα+1,βn Pα+1,βn−1 (x)
= λα+1,βn
(
Pα+1,βn (x) + rnP
α+1,β
n−1 (x)
)
+ rn
(
λ
α+1,β
n−1 − λα+1,βn
)
Pα+1,βn−1 (x)
= λα+1n P˜
α,β
n (x) + rn
(
λ
α+1,β
n−1 − λα+1,βn
)
Pα+1,βn−1 (x).
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Para escribir Pα+1,βn−1 (x) como una combinación de P˜
α,β
n (x) y
(
P˜α,βn (x)
)′
, se utiliza
(1.35) y (3.1). Entonces:
(
P˜α,βn (x)
)′
=
(
Pα,βn (x)
)′
+ dn
(
Pα+1,βn−1 (x)
)′(
1 − x2
) (
P˜α,βn (x)
)′
= (1 − x) (1 + x) nPα+1,β+1n−1 (x) + dn
(
1 − x2
) (
Pα+1,βn−1 (x)
)′
.
Por otra parte, usando la fórmula de Christoffel-Darboux (1.4)
(1 + x) Pα+1,β+1n−1 (x) = P
α+1,β
n (x) +
n−1∑
n=0
ζn, jP
α+1,β
j (x)
con
ζn, j =
∫ 1
−1 (1 + x) P
α+1,β+1
n−1 (x)P
α+1,β
j (x) (1 − x)α+1 (x + 1)β dx∥∥∥∥Pα+1,βj (x)∥∥∥∥2α+1,β
=
∫ 1
−1 P
α+1,β+1
n−1 (x)P
α+1,β
j (x) (1 − x)α+1 (x + 1)β+1 dx∥∥∥∥Pα+1,βj (x)∥∥∥∥2α+1,β = 0, 0 ≤ j ≤ n − 2.
Por tanto:
(1 + x) Pα+1,β+1n−1 (x) = P
α+1,β
n (x) + tnP
α+1,β
n−1 (x). (3.5)
Para calcular tn, se evalúa (3.5) en x = −1, de manera que:
tn = −P
α+1,β
n (−1)
Pα+1,βn−1 (−1)
.
Usando (1.37) y tras unas operaciones sencillas:
tn =
2 (n + β) (n + α + β + 1)
(2n + α + β + 1) (2n + α + β)
.
De (3.5) y (1.20) se deduce
(
1 − x2
) (
P˜α,βn (x)
)′
= (1 − x) n
[
Pα+1,βn (x) + tnP
α+1,β
n−1 (x)
]
+
+dn
[
aα+1,βn−1 P
α+1,β
n + b
α+1,β
n−1 P
α+1,β
n−1 + c
α+1,β
n−1 P
α+1,β
n−2
]
.
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Además, de (1.19)
Pα+1,βn−2 (x) =
1
γ
α+1,β
n−1
[(
x − βα+1,βn−1
)
Pα+1,βn−1 (x) − Pα+1,βn (x)
]
.
Por tanto,
(
1 − x2
) (
P˜α,βn (x)
)′
=
(1 − x) n + dnaα+1,βn−1 − cα+1,βn−1
γ
α+1,β
n−1
 Pα+1,βn (x) +
+
(1 − x) ntn + bα+1,βn−1 dn − cα+1,βn−1
γ
α+1,β
n−1
(
x − βα+1,βn−1
) Pα+1,βn−1 (x),
Usando los valores de cα+1,βn−1 y γ
α+1,β
n−1 descritos en la Proposición 2, se tiene:
cα+1,βn−1
γ
α+1,β
n−1
= n + α + β + 1.
Como consecuencia,(
1 − x2
) (
P˜α,βn (x)
)′
= −
[
xn − aα+1,βn−1 dn + n + α + β + 1
]
Pα+1,βn (x) +
+
[
−x (ntn + n + α + β + 1) + ntn + bα+1,βn−1 + (n + α + β + 1) βα+1,βn−1
]
Pα+1,βn−1 (x).
Si denotamos
vα+1,β(x; n) = −
[
xn − aα+1,βn−1 dn + n + α + β + 1
]
y
qα+1,β(x; n) = −x (ntn + n + α + β + 1) + ntn + bα+1,βn−1 + (n + α + β + 1) βα+1,βn−1 ,
se obtiene P˜α,βn (x) = Pα+1,βn (x) + rnPα+1,βn−1 (x)(1 − x2) (P˜α,βn (x))′ = vα+1,β(x; n)Pα+1,βn (x) + qα+1,β(x; n)Pα+1,βn−1 (x) .
Asi pues,
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Pα+1,βn−1 (x) =
(
1 − x2
) (
P˜α,βn (x)
)′ − vα+1,β(x; n)P˜α,βn (x)
qα+1,β(x; n) − rnvα+1,β(x; n) . (3.6)
Como conclusión
[
qα+1,β(x; n) − rnvα+1,β(x; n)
] (
1 − x2
) (
P˜α,βn (x)
)′′
+
+ψα+1,β(x)
[
qα+1,β(x; n) − rnvα+1,β(x; n)
] (
P˜α,βn (x)
)′
=
[
qα+1,β(x; n) − rnvα+1,β(x; n)
]
λα+1,βn P˜
α,β
n (x) +
+rn
(
λ
α+1,β
n−1 − λα+1,βn
) [(
1 − x2
) (
P˜α,βn (x)
)′ − vα+1,β(x; n)P˜α,βn (x)] ,
o, lo que es lo mismo,[
qα+1,β(x; n) − rnvα+1,β(x; n)
] (
1 − x2
) (
P˜α,βn (x)
)′′
+
+
[
ψα+1,β(x)
[
qα+1,β(x; n) − rnvα+1,β(x; n)
]
+ rn
(
1 − x2
) (
λα+1,βn − λα+1,βn−1
)] (
P˜α,βn (x)
)′
=
[(
qα+1,β(x; n) − rnvα+1,β(x; n)
)
λα+1,βn + rn
(
λα+1,βn − λα+1,βn−1
)
vα+1,β(x; n)
] (
P˜α,βn (x)
)
.
Por tanto, se ha probado el siguiente teorema,
Teorema 19 Si
{
Pα,βn
}
n≥0 es la sucesión de polinomios ortogonales mónicos de
Jacobi y
{
P˜α,βn
}
n≥0 es la sucesión de polinomios ortogonales mónicos asociados
con el funcional de momentos µ˜ = µ + Mδ(x − 1), entonces
A(x; n;α)
(
P˜α,βn
)′′
+ B(x; n;α)
(
P˜α,βn
)′ −C(x; n;α)P˜α,βn = 0, (3.7)
donde
A(x; n;α) =
[
qα+1,β(x; n) − rnvα+1,β(x; n)
] (
1 − x2
)
,
B(x; n;α) = ψα+1,β(x)
[
qα+1,β(x; n) − rnvα+1,β(x; n)
]
+ rn
(
1 − x2
) (
λα+1,βn − λα+1,βn−1
)
,
C(x; n;α) =
[
qα+1,β(x; n) − rnvα+1,β(x; n)
]
λα+1n + rn
(
λα+1,βn − λα+1,βn−1
)
vα+1,β(x; n).
Observemos que deg A(x; n;α) ≤ 3, deg B(x; n;α) ≤ 2 y deg C(x; n;α) ≤ 1.
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3.4. Análisis de los ceros
En primer lugar, obtenemos una expresión explícita de P˜α,βn en términos de
los momentos generalizados aplicando el proceso de ortonormalización de Gram-
Schmidt a la familia de polinomios 1, (1 − x) , (1 − x)2 , · · · , (1 − x)n. En efecto,
si
〈µ, 1〉 = µ0 = ζ0
〈µ, 1 − x〉 = ζ1〈
µ, (1 − x)2
〉
= ζ2
.
.
.
=
.
.
.
〈µ, (1 − x)n〉 = ζn
y
Ωn (µ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ζ0 ζ1 . . . ζn
ζ1 ζ2 . . . ζn+1
.
.
.
.
.
.
.
.
.
.
.
.
ζn−1 ζn . . . ζ2n−1
ζn ζn+1 . . . ζ2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
entonces
Pα,βn (x) =
(−1)n
Ωn−1 (µ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ζ0 ζ1 . . . ζn
ζ1 ζ2 . . . ζn+1
.
.
.
.
.
.
.
.
.
.
.
.
ζn−1 ζn . . . ζ2n−1
1 1 − x . . . (1 − x)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (3.8)
Por otra parte, dado que µ˜ = µ + Mδ(x − 1) se tiene
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P˜α,βn (x) =
(−1)n
Ωn−1 (˜µ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ζ0 + M ζ1 . . . ζn
ζ1 ζ2 . . . ζn+1
.
.
.
.
.
.
.
.
.
.
.
.
ζn−1 ζn . . . ζ2n−1
1 1 − x . . . (1 − x)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Pero
Ωn−1 (˜µ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ζ0 + M ζ1 . . . ζn
ζ1 ζ2 . . . ζn+1
.
.
.
.
.
.
.
.
.
.
.
.
ζn−1 ζn . . . ζ2n−1
ζn ζn+1 . . . ζ2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= Ωn−1 (µ) + MΩn−2
(
(1 − x)2 µ
)
.
De aquí se deduce que
(−1)n P˜α,βn (x) =
(−1)n Ωn−1 (µ) Pα,βn (x) + M (1 − x) Ωn−2
(
(1 − x)2 µ
)
(−1)n−1 Pα+2,βn−1 (x)
Ωn−1 (µ) + MΩn−2
(
(1 − x)2 µ
) ,
esto es,
P˜α,βn (x) =
Ωn−1 (µ) P
α,β
n (x) + M (x − 1) Ωn−2
(
(1 − x)2 µ
)
Pα+2,βn−1 (x)
Ωn−1 (µ) + MΩn−2
(
(1 − x)2 µ
) . (3.9)
De (3.9), por paso al límite cuando M tiende a infinito, obtenemos
lı´m
M→∞P˜
α,β
n (x) = (x − 1) Pα+2,βn−1 (x). (3.10)
A continuación se presenta la siguiente proposición que usaremos más ade-
lante. La demostración puede consultarse en [28].
Proposición 9 Para M > 0, se tiene:
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1. Los ceros de P˜α,βn (x) son reales, simples y se encuentran en el intervalo
(−1, 1).
2. Dado que rn < 0, se tiene
xα+1,βn,n < x
(M)
n,n ,
xα+1,βn, j < x
(M)
n, j < x
α+1,β
n−1, j , j = 1, · · · , n − 1,
donde
{
xα+1,βn, j
}n
j=1
son los ceros del polinomio Pα+1,βn (x) y
{
x(M)n, j
}n
j=1
los ceros
de P˜α,βn (x).
Como consecuencia, de (3.10) deducimos que
lı´m
M→∞x
(M)
n,n = 1, lı´mM→∞x
(M)
n,k = x
α+2,β
n−1,k , k = 1, 2, · · · , n − 1.
Usando (3.9), concluimos
P˜α,βn (1) =
Ωn−1 (µ) P
α,β
n (1)
Ωn−1 (µ) + MΩn−2
(
(1 − x)2 µ
) .
De esta expresión se tiene:
(
1 − x(M)n,1
) (
1 − x(M)n,2
)
· · ·
(
1 − x(M)n,n
)
=
Ωn−1 (µ) P
α,β
n (1)
Ωn−1 (µ) + MΩn−2
(
(1 − x)2 µ
)
y, como consecuencia,
lı´m
M→∞M
(
1 − x(M)n,n
)
=
Ωn−1 (µ) P
α,β
n (1)
Pα+2,βn−1 (1)Ωn−2
(
(1 − x)2 µ
)
=
Ωn−1 (µ)
Ωn−2
(
(1 − x)2 µ
) 2 (α + 1) (α + 2)
(n + α + 1) (n + α + β + 1)
,
esto es,
x(M)n,n = 1 − O
(
1
M
)
.
Por otra parte, de (3.8),
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〈
Pα,βn (x), (1 − x)n
〉
= (−1)n Ωn (µ)
Ωn−1 (µ)
,
es decir, ∥∥∥Pα,βn (x)∥∥∥2α,β = Ωn (µ)Ωn−1 (µ) ,
o, lo que es lo mismo,
Ωn (µ) =
∥∥∥Pα,βn (x)∥∥∥2α,β Ωn−1 (µ) .
Usando el anterior resultado, se tiene
Ωn−1 (µ)
Ωn−2
(
(1 − x)2 µ
) =
∥∥∥Pα,βn−1(x)∥∥∥2α,β ∥∥∥Pα,βn−2(x)∥∥∥2α,β · · · ∥∥∥Pα,β1 (x)∥∥∥2α,β ∥∥∥Pα,β0 (x)∥∥∥2α,β∥∥∥Pα+2,βn−2 (x)∥∥∥2α+2,β ∥∥∥Pα+2,βn−3 (x)∥∥∥2α+2,β · · · ∥∥∥Pα+2,β0 (x)∥∥∥2α+2,β ,
pero, usando (1.38)
∥∥∥Pα,βn−1(x)∥∥∥2α,β∥∥∥Pα+2,βn−2 (x)∥∥∥2α+2,β =
22n+α+β−1Γ (n + α) Γ (n + β) Γ (n + α + β) (n − 1)!
(2n + α + β − 1) (Γ (2n + α + β − 1))2
22n+α+β−1Γ (n + α + 1) Γ (n + β − 1) Γ (n + α + β + 1) (n − 2)!
(2n + α + β − 1) (Γ (2n + α + β − 1))2
=
(n + β − 1) (n − 1)
(n + α) (n + α + β)
.
Por lo tanto,
Ωn−1 (µ)
Ωn−2
(
(1 − x)2 µ
) = (n + β − 1) (n − 1) (n + β − 2) (n − 2) · · · (1 + β) ∥∥∥Pα,β0 (x)∥∥∥2
(n + α) (n + α + β) (n + α − 1) (n + α + β − 1) · · · (α + 2) (α + β + 2)
=
Γ (n + β) (n − 1)!
Γ (β + 1)
Γ (n + α + 1) Γ (n + α + β + 1)
Γ (α + 2) Γ (α + β + 2)
2α+β+1Γ (α + 1) Γ (β + 1) Γ (α + β + 1)
(α + β + 1) (Γ (α + β + 1))2
=
2α+β+1 (n − 1)!Γ (n + β) Γ (α + 1) Γ (α + 2)
Γ (n + α + 1) Γ (n + α + β + 1)
.
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De donde se sigue que:
lı´m
M→∞M
(
1 − x(M)n,n
)
=
Ωn−1 (µ)
Ωn−2
(
(1 − x)2 µ
) 2 (α + 1) (α + 2)
(n + α + 1) (n + α + β + 1)
=
2α+β+1 (n − 1)!Γ (n + β) Γ (α + 1) Γ (α + 2)
Γ (n + α + 1) Γ (n + α + β + 1)
2 (α + 1) (α + 2)
(n + α + 1) (n + α + β + 1)
=
2α+β+2 (n − 1)!Γ (n + β) Γ (α + 1) Γ (α + 3)
Γ (n + α + 2) Γ (n + α + β + 2)
.
En resumen, hemos obtenido el siguiente resultado acerca de los ceros de P˜α,βn .
Teorema 20 Para n ≥ 1, se tiene
1.
lı´m
M→∞M
(
1 − x(M)n,n
)
=
2α+β+2 (n − 1)!Γ (n + β) Γ (α + 1) Γ (α + 3)
Γ (n + α + 2) Γ (n + α + β + 2)
. (3.11)
2.
lı´m
M→∞ x
(M)
n,k = x
α+2,β,
n−1,k k = 1, · · · , n − 1.
3.5. Modelo electrostático
Supongamos que
{
x(M)n,k
}
k≥1 son los ceros de P˜
α,β
n (x) ordenados de forma cre-
ciente. Si evaluamos (3.7) en cada uno de estos ceros se tiene:
A(x(M)n,k ; n;α)
(
P˜α,βn (x
(M)
n,k )
)′′
+ B(x(M)n,k ; n ;α)
(
P˜α,βn (x
(M)
n,k )
)′
= 0,
y (
P˜α,βn (x
(M)
n,k )
)′′(
P˜α,βn (x
(M)
n,k )
)′ = −B(x(M)n,k ; n ;α)
A(x(M)n,k ; n;α)
.
Pero
−B(x
(M)
n,k ; n ;α)
A(x(M)n,k ; n;α)
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= −
ψα+1,β
(
x(M)n,k
) [
qα+1,β
(
x(M)n,k ; n
)
− rα+1,βn v(x(M)n,k ; n)
]
+ rn
(
1 −
(
x(M)n,k
)2) (
λ
α+1,β
n − λα+1,βn−1
)
[
qα+1,β
(
x(M)n,k ; n
)
− rnvα+1,β
(
x(M)n,k ; n
)]
φ
(
x(M)n,k
)
= −
ψα+1,β
(
x(M)n,k
)
φ
(
x(M)n,k
) + rn (λα+1,βn−1 − λα+1,βn )
qα+1,β
(
x(M)n,k ; n
)
− rnvα+1,β
(
x(M)n,k ; n
) .
Realizando algunos cálculos tediosos, tenemos:
−
ψα+1,β
(
x(M)n,k
)
φ
(
x(M)n,k
) = (α + β + 3) x(M)n,k + (α − β + 1)
1 −
(
x(M)n,k
)2
=
α + 2
1 − x(M)n,k
− β + 1
1 + x(M)n,k
.
De (
P˜α,βn (x
(M)
n,k )
)′′(
P˜α,βn (x
(M)
n,k )
)′ = −2 n∑
j=1
j,k
1
x(M)n, j − x(M)n,k
se sigue que
−2
n∑
j=1
j,k
1
x(M)n, j − x(M)n,k
=
α + 2
1 − x(M)n,k
− β + 1
1 + x(M)n,k
+
+
rn
(
λα+1n−1 − λα+1n
)
qα+1,β
(
x(M)n,k ; n
)
− rnvα+1,β
(
x(M)n,k ; n
) .
Dado que λα+1n = −n (n + α + β + 1),
λ
α+1,β
n−1 − λα+1,βn = 2n + α + β + 1.
Por tanto:
n∑
j=1
j,k
1
x(M)n, j − x(M)n,k
+
α + 2
2
(
1 − x(M)n,k
) − β + 1
2
(
1 + x(M)n,k
)+
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+
rn (2n + α + β + 1)
qα+1,β
(
x(M)n,k ; n
)
− rnvα+1,β
(
x(M)n,k ; n
) = 0. (3.12)
Usando el hecho que
qα+1,β
(
x(M)n,k ; n
)
− rnvα+1,β
(
x(M)n,k ; n
)
= x(M)n,k (nrn − ntn − n − α − β − 1) +
+ntn + b
α+1,β
n−1 + (n + α + β + 1) β
α+1,β
n−1(
−aα+1,βn−1 dn + n + α + β + 1
)
rn,
si se definen ln y sn de la siguiente manera:
ln =
rn (2n + α + β + 1)
(nrn − ntn − n − α − β − 1) ,
sn = −
ntn + b
α+1,β
n−1 + (n + α + β + 1) β
α+1,β
n−1 +
(
−aα+1,βn−1 dn + n + α + β + 1
)
rn
(nrn − ntn − n − α − β − 1) ,
entonces
rn (2n + α + β + 1)
qα+1,β
(
x(M)n,k ; n
)
− rnvα+1,β
(
x(M)n,k ; n
) = ln
x(M)n,k − sn
.
En otras palabras, (3.12) se puede expresar como
n∑
j=1
j,k
1
x(M)n, j − x(M)n,k
+
α + 2
2
(
1 − x(M)n,k
) − β + 1
2
(
1 + x(M)n,k
) + ln
x(M)n,k − sn
= 0. (3.13)
Como consecuencia, se puede dar la siguiente interpretación electrostática de
la distribución de los ceros de P˜α,βn . Si consideramos n cargas localizadas en la
recta real bajo una interacción logarítmica y con el campo extreno
ϕ (x) = −(α + 2)
2
ln |x − 1| − β + 1
2
ln |x + 1| + ln ln |x − sn| ,
esta ecuación nos dice que el gradiente de la energía total
E(X) = −
∑
1≤k< j≤n
ln
∣∣∣xk − x j∣∣∣ + n∑
j=1
ϕ
(
x j
)
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con X = (x1, x2, ..., xn) se anula en
(
x(M)n,1 , x
(M)
n,2 , · · · , x(M)n,n
)
. Es decir, es un punto
crítico. El análisis del tipo de equilibrio es un problema abierto.
Es importante notar que ln y sn tienen el siguiente comportamiento asintótico.
ln ∼ 2Γ(α + 1)Γ(α + 2)
Γ(α + 1)Γ(α + 2) + 3
> 0
sn ∼ 1 − Γ(α + 1)Γ(α + 2)
Γ(α + 1)Γ(α + 2) + 3
= −Γ(α + 1)Γ(α + 2) − 1
Γ(α + 1)Γ(α + 2) + 3
.
Notemos que ln y sn no dependen de M cuando n→ ∞.
3.6. Representación Hipergeométrica
Consideremos la fórmula (1.39) que expresa los polinomios de Jacobi en tér-
minos de funciones hipergeométricas así como la fórmula de conexión (3.3). En-
tonces
P˜α,βn (x) =
2n(α + 2)n
(n + α + β + 2)n
∞∑
k=0
(−n)k(n + α + β + 2)k
(α + 2)k
(1 − x)k
2kk!
+rn
2n−1(α + 2)n−1
(n + α + β + 1)n−1
∞∑
k=0
(−n + 1)k(n + α + β + 2)k
(α + 2)k
(1 − x)k
2kk!
=
2n(α + 2)n
(n + α + β + 2)n
∞∑
k=0
(−n)k(n + α + β + 2)k
(α + 2)k
(1 − x)k
2kk!
×[
1 +
rn(2n + α + β)(2n + α + β + 1)(−n + k)
2(n + α + 1)(n + α + β + 1)(−n)
]
=
2n(α + 2)nrn(2n + α + β)(2n + α + β + 1)
(n + α + β + 2)n2(n + α + 1)(n + α + β + 1)(−n) ×
∞∑
k=0
(−n)k(n + α + β + 2)k
(α + 2)k
(1 − x)k
2kk!
[
2(n + α + 1)(n + α + β + 1)(−n)
rn(2n + α + β)(2n + α + β + 1)
+ k − n
]
.
Escogiendo
an =
2(n + α + 1)(n + α + β + 1)(−n)
rn(2n + α + β)(2n + α + β + 1)
− n
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se tiene
P˜α,βn (x) =
2n−1(α + 2)nrn(2n + α + β)(2n + α + β + 1)
(n + α + β + 2)n(n + α + 1)(n + α + β + 1)(−n) ×
∞∑
k=0
(−n)k(n + α + β + 2)k(an + k)
(α + 2)k
(1 − x)k
2kk!
=
2n−1(α + 2)nrn(2n + α + β)(2n + α + β + 1)an
(n + α + β + 2)n(n + α + 1)(n + α + β + 1)(−n) ×
∞∑
k=0
(−n)k(n + α + β + 2)k(an + k)k
(an)k(α + 2)k
(1 − x)k
2kk!
=
2n−1(α + 2)nrn(2n + α + β)(2n + α + β + 1)an
(n + α + β + 2)n(n + α + 1)(n + α + β + 1)(−n) ×
3F2
(
−n, n + α + β + 2, an + k; an, α + 2; 1 − x2
)
,
es decir
Proposición 10 Para cada n ∈ N
P˜α,βn (x) =
2n−1(α + 2)nrn(2n + α + β)(2n + α + β + 1)an
(n + α + β + 2)n(n + α + 1)(n + α + β + 1)(−n) ×
3F2
(
−n, n + α + β + 2, an + k; an, α + 2; 1 − x2
)
,
donde
3F2
(
−n, n + α + β + 2, an + k; an, α + 2; 1 − x2
)
=
∞∑
k=0
(−n)k(n + α + β + 2)k(an + k)k
(an)k(α + 2)k
(1 − x)k
2kk!
.
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CAPÍTULO 4
Perturbaciones del funcional de
Laguerre-Hahn
4.1. Introducción
El objetivo principal de este capítulo es analizar cómo las propiedades carac-
terísticas de los funcionales de Laguerre-Hahn se conservan al perturbar un fun-
cional lineal de dicha familia mediante la derivada de una Delta de Dirac así como
determinar la clase del funcional perturbado. En un trabajo previo (ver [1] ) se pre-
sentan algunos ejemplos de perturbaciones de funcionales lineales de Laguerre-
Hahn. En ese mismo trabajo también se ha analizado la clase de los funcionales
lineales perturbados.
En este apartado de la Memoria estudiamos la clase de un funcional lineal
de Laguerre-Hahn modificado mediante la adición de la primera derivada de una
Delta de Dirac. Esta perturbación se analizará en el caso de los funcionales asocia-
dos de primera especie correspondientes a los funcionales clásicos, determinando
las ecuaciones distribucionales que este nuevo funcional lineal satisface, así co-
mo la ecuación diferencial de Riccati que satisface la correspondiente función de
Stieltjes. Finalmente, obtenemos la expresión explícita de los polinomios ortog-
onales respecto a esta perturbación cuando se considera el funcional asociado de
primera especie de Laguerre.
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4.2. Modificación mediante una derivada de Delta
de Dirac.
Proposición 11 Sea µ un funcional lineal de Laguerre-Hahn y sean M y c dos
números reales arbitrarios. Entonces
µ˜ = µ + Mδ′c
es un funcional lineal de Laguerre-Hahn, donde δ′c = Dδ(x − c).
Demostración. Sea S = S (µ)(z) la función de Stieltjes correspondiente al fun-
cional µ tal que
Φ(z)S ′ = B(z)S 2 + C(z)S + D(z) (4.1)
y sea S˜ = S (˜µ)(z) la función de Stieltjes asociada a µ˜. Entonces
〈˜µ, xn〉 = µn − Mncn−1, n ≥ 0.
Por tanto
S (z) = S˜ (z) − M
(z − c)2
y sustituyendo la anterior expresión en (4.1), tenemos
(z − c)4Φ(z)S˜ ′ = (z − c)4B(z)S˜ 2 +
(
(z − c)4C(z) − 2M(z − c)2B(z)
)
S˜ (4.2)
+
(
M2B(z) − 2M(z − c)Φ(z) − M(z − c)2C(z) + (z − c)4D(z)
)
.
Como consecuencia, µ˜ es un funcional de Laguerre-Hahn que satisface la
ecuación diferencial
D
[
(x − c)4Φµ˜
]
+
[
(x − c)4Ψ + 2µ(x − c)2B − 4(x − c)3Φ
]
µ˜+ (x−c)4B
(
x−1µ˜2
)
= 0.
Esto significa que la familia de funcionales lineales de Laguerre-Hahn permanece
invariante para este tipo de perturbación.
4.2.1. Determinación de la clase
En adelante, asumiremos que µ es un funcional lineal de Laguerre-Hahn de
clase s.
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Proposición 12 Sea µ un funcional lineal de Laguerre-Hahn de clase s y µ˜ =
µ + Mδ′c. Entonces µ˜ es un funcional lineal de Laguerre-Hahn de clase s˜ tal que
s − 4 ≤ s˜ ≤ s + 4.
Demostración. Sean Φ,Ψ y B como en el Teorema 13. Si
D
[
Φ∗µ˜
]
+ Ψ∗µ˜ + B∗
(
x−1µ˜2
)
= 0, (4.3)
es la ecuación distribucional que satisface µ˜, donde
Φ∗(x) = (x − c)4Φ(x), Ψ∗(x) = (x − c)2
(
(x − c)2Ψ(x) − 4(x − c)Φ(x) + 2µB(x)
)
,
(4.4)
B∗(x) = (x − c)4B(x), (4.5)
entonces
deg Φ∗ = t∗ ≤ s + 6,
deg Ψ∗ = p∗ ≤ s + 5,
deg B∗ = r∗ ≤ s + 6.
Por tanto, d∗ = ma´x{t∗, r∗} ≤ s + 6 y s˜ = ma´x{p∗ − 1, d∗ − 2} ≤ s + 4.
Por otra parte, dado que µ = µ˜ − Mδ′c entonces s ≤ s˜ + 4.
Proposición 13 Sea µ˜ un funcional lineal de Laguerre-Hahn que satisface la
ecuación (4.3). Entonces para cada cero de Φ∗(x) distinto de c, la ecuación (4.3)
es irreducible.
Demostración. Dado que S (µ)(z) satisface (1.40), donde los polinomios Φ, B, C,
y D son coprimos, sean Φ∗ y B∗ como en la Proposición 12 y
C∗(z) = (z − c)4C(z) − 2M(z − c)2B(z)
D∗(z) = M2B(z) − 2M(z − c)Φ(z) − M(z − c)2C(z) + (z − c)4D(z).
Supongamos que a es un cero de Φ∗ distinto de c. Esto nos lleva a tres difer-
entes situaciones
1. Si B(a) , 0, entonces B∗(a) , 0.
2. Si B(a) = 0 y C(a) , 0, entonces tenemos C∗(a) , 0.
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3. Si B(a) = C(a) = 0 entonces, dado que D(a) , 0, tenemos D∗(a) , 0, y, por
tanto,
|B∗(a)| + |C∗(a)| + |D∗(a)| , 0.
En conclusión, la ecuación (1.40) es irreducible.
Para analizar la clase de µ estudiaremos el comportamiento de los polinomios
B,C y D en z = c.
Proposición 14 Sean Φ, B,C y D los polinomios definidos en (1.40). Para µ˜ =
µ + Mδ′c, sean s˜ y s las clases de µ˜ y µ, respectivamente. Entonces tenemos
1. s˜ = s + 4 si B(c) , 0.
2. s˜ = s + 3 si
B(c) = 0, (4.6)
y MB′(c) − 2Φ(c) , 0.
3. s˜ = s + 2 si se satisface la condición (4.6) junto con
MB′(c) − 2Φ(c) = 0, (4.7)
y 12 MB
′′(c) − 2Φ′(c) −C(c) , 0.
4. s˜ = s + 1 si ocurre alguno de los siguientes casos
4.1. (4.6), (4.7),
1
2
MB′′(c) − 2Φ′(c) −C(c) = 0, (4.8)
y B′(c) , 0.
4.2. (4.6), (4.7), (4.8),
B′(c) = 0, (4.9)
y M3! B
′′′(c)− Φ′′(c) −C′(c) , 0.
5. s˜ = s si ocurre alguno de los siguientes casos
5.1. (4.6), (4.7), (4.8), (4.9),
M
3!
B′′′(c) − Φ′′(c) −C′(c) = 0, (4.10)
y Φ(c) , 0.
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5.2. (4.6), (4.7), (4.8), (4.9), (4.10),
Φ(c) = 0, (4.11)
y C(c) − MB′′(c) , 0.
5.3. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11),
C(c) − MB′′(c) = 0, (4.12)
y M
2
4! B
(4)(c) − 2M3! Φ′′′(c) − M2 C′′(c) + D(c) , 0.
6. s˜ = s − 1 si ocurre alguno de los siguientes casos
6.1. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12),
M2
4!
B(4)(c) − 2M
3!
Φ′′′(c) − M
2
C′′(c) + D(c) = 0, (4.13)
y Φ′(c) , 0.
6.2. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13),
Φ′(c) = 0, (4.14)
y C′(c) − 2M3! B′′′(c) , 0.
6.3. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14),
C′(c) − 2M
3!
B′′′(c) = 0 (4.15)
y M
2
5! B
(5)(c) − 2M4! Φ(4)(c) − M3! C′′′(c) + D′(c) , 0.
7. s˜ = s − 2 si ocurre alguno de los siguientes casos
7.1. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
M2
5!
B(5)(c) − 2M
4!
Φ(4)(c) − M
3!
C′′′(c) + D′(c) = 0, (4.16)
y Φ′′(c) , 0.
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7.2. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
(4.16),
M2
5!
B(5)(c) − 2M
4!
Φ(4)(c) − M
3!
C′′′(c) + D′(c) = 0,Φ′′(c) = 0, (4.17)
y B′′(c) , 0.
7.3. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
(4.16), (4.17),
B′′(c) = 0, (4.18)
y 12C
′′(c) − 2M4! B(4)(c) , 0.
7.4. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
(4.16), (4.17), (4.18),
1
2
C′′(c) − 2M
4!
B(4)(c) = 0, (4.19)
y M
2
6! B
(6)(c) − 2M5! Φ(5)(c) − M4! C(4)(c) + 12 D′′(c) , 0.
8. s˜ = s − 3 si ocurre alguno de los siguientes casos
8.1. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
(4.16), (4.17), (4.18), (4.19),
M2
6!
B(6)(c) − 2M
5!
Φ(5)(c) − M
4!
C(4)(c) +
1
2
D′′(c) = 0 (4.20)
y Φ′′′(c) , 0.
8.2. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
(4.16), (4.17), (4.18), (4.19), (4.20),
Φ′′′(c) = 0, (4.21)
y B′′′(c) , 0.
8.3. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
(4.16), (4.17), (4.18), (4.19), (4.20), (4.21),
B′′′(c) = 0, (4.22)
y 13!C
′′′(c) − 2M5! B(5)(c) , 0.
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8.4. (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14), (4.15),
(4.16), (4.17), (4.18), (4.19), (4.20), (4.21), (4.22),
1
3!
C′′′(c) − 2M
5!
B(5)(c) = 0, (4.23)
y M
2
7! B
(7)(c) − 2M6! Φ(6)(c) − M5! C(5)(c) + 13! D′′′(c) , 0.
9. s˜ = s − 3 si (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14),
(4.15), (4.16), (4.17), (4.18), (4.19), (4.20), (4.21), (4.22), (4.23), y
M2
7!
B(7)(c) − 2M
6!
Φ(6)(c) − M
5!
C(5)(c) +
1
3!
D′′′(c) , 0. (4.24)
10. s˜ = s − 4 si (4.6), (4.7), (4.8), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14),
(4.15), (4.16), (4.17), (4.18), (4.19), (4.20), (4.21), (4.22), (4.23), y
M2
7!
B(7)(c) − 2M
6!
Φ(6)(c) − M
5!
C(5)(c) +
1
3!
D′′′(c) = 0. (4.25)
Demostración. En general, S˜ (z) = S (˜µ)(z) satisface la ecuación (4.2), donde s˜ ≤
s + 4. Obsérvese que si B(c) , 0 entonces s˜ = s + 4.
En adelante usaremos la siguiente notación. Si Tk(z) es un polinomio de grado
k, c un número real y k un número entero no negativo, entonces Tc,k(z) será el
polinomio tal que
Tc,k(z) = (z − c)Tc,k+1(z) + t(k)c ,
con la condición inicial Tc,0(z) = T (z).
Si B(c) = 0, en (4.2) podemos dividir por z − c y
(z − c)3ΦS˜ ′ = (z − c)3BS˜ 2 +
(
(z − c)3C − 2M(z − c)B
)
S˜
+
(
M2Bc,1 − 2MΦ − M(z − c)C + (z − c)3D
)
,
de modo que s˜ ≤ s + 3. En particular, si MBc,1(c) − 2Φ(c) , 0, s˜ = s + 3.
Si MBc,1(c)− 2Φ(c) = 0, entonces MB′(c)− 2Φ(c) = 0. Dividiendo por (z− c)
en la anterior expresión, obtenemos
(z − c)2ΦS˜ ′ = (z − c)2BS˜ 2 +
(
(z − c)2C − 2MB
)
S˜
+
(
M2Bc,2 − 2MΦc,1 − MC + (z − c)2D
)
, (4.26)
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y, por tanto s˜ ≤ s + 2. En particular si MBc,2(c) − 2Φc,1(c) − C(c) , 0 entonces
s˜ = s + 2.
Si MBc,2(c) − 2Φc,1(c) − C(c) = 0, entonces 12 MB′′(c) − 2Φ′(c) − C(c) = 0.
Dividiendo por (z − c) en (4.26),
(z − c)ΦS˜ ′ = (z − c)BS˜ 2 + ((z − c)C − 2MBc,1) S˜
+
(
M2Bc,3 − 2MΦc,2 − MCc,1 + (z − c)D
)
, (4.27)
entonces s˜ ≤ s + 1. En particular si B′(c) = 0 entonces s˜ = s + 1.
Si Bc,1(c) = 0 y MBc,3(c) − 2Φc,2(c) − Cc,1(c) , 0, entonces s˜ = s + 1. Si
B
′
(c) = 0 y M3! B
′′′(c)− Φ′′(c)−C′(c) = 0, nuevamente, podemos dividir por (z− c),
en (4.27),
ΦS˜ ′ = BS˜ 2 +
(
C − 2MBc,2) S˜ + (M2Bc,4 − 2MΦc,3 − MCc,2 + D) ,
por tanto s˜ ≤ s. Supongamos Φ(c) , 0. Entonces la anterior expresión no puede
ser simplificada. Si Φ(c) = 0 y B(c) , 0, o si Φ(c) = 0, B(c) = 0 y C(c) −
2MBc,2(c) , 0, o si Φ(c) = B(c) = 0 = C(c) − 2MBc,2(c) = 0 pero M2Bc,4(c) −
2MΦc,3(c) − MCc,2(c) + D , 0 no podemos simplificar
Ahora, si se satisfacen las siguientes cuatro condiciones
1. Φ(c) = 0,
2. B(c) = 0,
3. C(c) − 2MBc,2(c) = 0, o, lo que es lo mismo, C(c) − MB′′(c) = 0,
4. M2Bc,4(c)−2MΦc,3(c)−MCc,2(c)+D(c) = 0, o lo que es lo mismo, M24! B(4)(c)−
2M
3! Φ
′′′(c) − M2 C′′(c) + D(c) = 0,
por tanto
Φc,1S˜ ′ = Bc,1S˜ 2 +
(
Cc,1 − 2MBc,3) S˜ + (M2Bc,5 − 2MΦc,4 − MCc,3 + Dc,1) .
Esto significa que s˜ ≤ s − 1. Por tanto, si alguna de las anteriores condiciones
no se satisface y Φ′(c) = 0, no podremos simplificar la ecuación y s˜ = s.
De nuevo, si se satisfacen las siguientes cuatro condiciones
1. Φc,1(c) = 0, i.e. Φ′(c) = 0,
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2. Bc,1(c) = 0, i.e. B′(c) = 0,
3. Cc,1(c) − 2MBc,3(c) = 0, i.e. C′(c) − 2M3! B′′′(c) = 0,
4. M2Bc,5(c)− 2MΦc,4(c)−MCc,3(c) + Dc,1(c) = 0, i.e. M25! B(5)(c)− 2M4! Φ(4)(c)−
M
3! C
′′′(c) + D′(c) = 0,
entonces
Φc,2S˜ ′ = Bc,2S˜ 2 +
(
Cc,2 − 2MBc,4) S˜ + (M2Bc,6 − 2MΦc,5 − MCc,4 + Dc,2) ,
lo que es lo mismo que s˜ ≤ s − 2. En particular, si alguna de las anteriores condi-
ciones no se satisface entonces la clase es s − 1.
Si se satisfacen las siguientes condiciones
1. Φc,2(c) = 0, i.e. Φ′′(c) = 0.
2. Bc,2(c) = 0, i.e. B′′(c) = 0,
3. Cc,2(c) − 2MBc,4(c) = 0 i.e. 12C′′(c) − 2M4! B(4)(c) = 0,
4. M2Bc,6(c) − 2MΦc,5(c) −MCc,4(c) + Dc,2(c) = 0 i.e. M26! B(6)(c) − 2M5! Φ(5)(c) −
M
4! C
(4)(c) + 12 D
′′(c) = 0,
entonces
Φc,3S˜ ′ = Bc,3S˜ 2 +
(
Cc,3 − 2MBc,5) S˜ + (M2Bc,7 − 2MΦc,6 − MCc,5 + Dc,3) ,
lo que significa que s˜ ≤ s−3. En particular, si alguna de las siguientes condiciones
no se satisface, entonces la clase es s − 2.
Finalmente, si se satisfacen las siguientes cuatro condiciones
1. Φc,3(c) = 0 i.e. Φ′′′(c) = 0
2. Bc,3(c) = 0 i.e. B′′′(c) = 0,
3. Cc,3(c) − 2MBc,5(c) = 0 i.e. 13!C′′′(c) − 2M5! B(5)(c) = 0,
4. M2Bc,7(c) − 2MΦc,6(c) − MCc,5(c) + Dc,3(c) i.e. M27! B(7)(c) − 2M6! Φ(6)(c) −
M
5! C
(5)(c) + 13! D
′′′(c) = 0,
entonces
Φc,4S˜ ′ = Bc,4S˜ 2 +
(
Cc,4 − 2MBc,6) S˜ + (M2Bc,8 − 2MΦc,7 − MCc,6 + Dc,4) ,
Lo que significa que s˜ = s − 4. Si alguna de las anteriores no se satisface
s˜ = s − 3.
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4.2.2. Ejemplos
En los siguientes ejemplos, presentamos la ecuación distribucional que sat-
isface µ˜ = µ(1) − Nδ′c siendo µ(1) el funcional asociado de primera especie para
los polinomios ortogonales clásicos. También encontramos la ecuación de Riccati
cuya solución es la correspondiente función de Stieltjes S˜ (z) = S (˜µ)(z).
De acuerdo con la definición 2,
Polinomios asociados de primera especie de Hermite
En este caso B(c) = −1 , 0 y µ˜ satisface la ecuación
D
[
(x − c)4µ˜
]
+ 2(x − c)2
(
(x − c)2x − N − 2(x − c)
)
µ˜ − (x − c)4
(
x−1µ˜2
)
= 0.
La clase s˜ del funcional lineal µ˜ es s˜ = 4. Además, S˜ (z) satisface la ecuación
de Riccati
(z − c)4S˜ ′ = −(z − c)4S˜ 2 + 2(z − c)2
(
−z(z − c)2 + N
)
S˜
+
(
−N2 − 2N(z − c)2 + 2z(z − c)2 − 2(z − c)4
)
.
Polinomios asociados de primera especie de Laguerre
B(c) = −α − 1 , 0 y µ˜ satisface la ecuación
D
[
x(x − c)4µ˜
]
+ (x − c)2
(
(x − α − 3)(x − c)2 − 2N(a + 1) − 4x(x − c)
)
µ˜
− (α + 1)(x − c)4
(
x−1µ˜2
)
= 0.
La clase del funcional lineal µ˜ es s˜ = 4. Además S˜ (z) satisface la ecuación de
Riccati
z(z − c)4S˜ ′ = −(α + 1)(z − c)4S˜ 2 (4.28)
+(z − c)2
(
2N(α + 1) + (−z + α + 2)(z − c)2
)
S˜
+
(
−N2(α + 1) − 2Nz(z − c) − N(−z + α + 2)(z − c)2 − (z − c)4
)
.
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Polinomios asociados de primera especie de Jacobi
B(c) , 0, ya que si α + β + 1 = 0 obtenemos un caso semiclásico. Por tanto,
s˜ = 4. Por otra parte, S˜ satisface,
(z − c)4(z2 − 1)S˜ ′ =
(z − c)4 4(α + 1)(β + 1)(α + β + 1)
(α + β + 3)(α + β + 2)2
S˜ 2 + (z − c)2
(
−2N 4(α + 1)(β + 1)(α + β + 1)
(α + β + 3)(α + β + 2)2
+
+(z − c)2
(
(α + β + 2)z − α
2 − β2
α + β + 2
))
S˜ +
+
(
−2N(z2 − 1)(z − c) + N2 4(α + 1)(β + 1)(α + β + 1)
(α + β + 3)(α + β + 2)2
−N(z − c)2
(
(α + β + 2)z − α
2 − β2
α + β + 2
)
+ (z − c)4(α + β + 3)
)
,
y µ˜ satisface la ecuación distribucional
D
[
(x − c)4(x2 − 1)˜µ
]
+ (x − c)2
((
−(α + β + 4)x + α
2 − β2
α + β + 2
)
(x − c)2
+ 2N
(α + 1)(β + 1)(α + β + 1)
(α + β + 3)(α + β + 2)2
− 4(x − c)(x2 − 1)
)
µ˜ +
4(x − c)4 (α + 1)(β + 1)(α + β + 1)
(α + β + 3)(α + β + 2)2
(
x−1µ˜2
)
= 0.
Polinomios asociados de primera especie de Bessel
Dado que B(c) , 0, ya que α = 1/2 pertenece a un caso semiclásico, entonces
s˜ = 4. S˜ satisface
z2(z − c)4S˜ ′ =
−(z − c)4 (2α − 1)
α2(2α + 1)
S˜ 2 + (z − c)2
(
2N
(2α − 1)
α2(2α + 1)
+ (z − c)22
(
αz + 1 − α−1
))
S˜
+
(
−2Nz2(z − c) − N2 (2α − 1)
α2(2α + 1)
− N(z − c)22
(
αz + 1 − α−1
)
+ (z − c)4(2α + 1)
)
,
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y para µ˜ tenemos
D
[
x2(x − c)4µ˜
]
+
(x − c)2
(
−2(x − c)2
(
(α + 1)x + 1 − α−1
)
− 2N (2α − 1)
α2(2α + 1)
− 4x2(x − c)
)
µ˜
−(x − c)4 (2α − 1)
α2(2α + 1)
(
x−1µ˜2
)
= 0.
4.3. Algunos resultados sobre perturbaciones de los
polinomios asociados de Laguerre de primera
especie mediante una derivada Delta de Dirac.
En esta sección trabajamos con los polinomios asociados de primera especie(
Lαn
)(1) (x) de los polinomios de Laguerre que denotaremos mediante Ln(α, 1, x).
Estos polinomios satisfacen la siguiente ecuación diferencial de cuarto orden (ver
[35]).
x2L(iv)n+1(α, 1, x) + 5xL
′′′
n+1(α, 1, x) +
(
−x2 + 2(n + α + 3)x − α2 + 4
)
L′′n+1(α, 1, x)
(4.29)
+3(−x + α + n + 3)L′n+1(α, 1, x) + (n + 3)(n + 1)Ln+1(α, 1, x) = 0, n ≥ 0.
Además, son ortogonales respecto al funcional lineal µ, (ver [22]), tal que
〈µ, p(x)〉 =
∫ ∞
0
p(x)xαe−xdx
|Ψ(α, 1 − α, xe−pii)|2 , α > 2, (4.30)
donde
Ψ(a, b, x) = 1 +
∞∑
n=1
(a)n
(b)n
xn,
(a)n = a(a + 1) · · · (a + n − 1), (a)0 = 1.
La relación de ortogonalidad de los polinomios mónicos está dada por
∫ ∞
0
Ln(α, 1, x)Lm(α, 1, x)xαe−xdx
|Ψ(α, 1 − α, xe−pii)|2 = Γ(α + n + 2)(n + 1)!δmn. (4.31)
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Además, se tiene la siguiente relación de estructura
xL′n(α, 1, x) = −(n + 2)Ln(α, 1, x) − Ln+1(α, 1, x) + Ln+1(α, 0, x) (4.32)
donde {Ln(α, 0, x)}n≥0 denota la sucesión de los polinomios clásicos de Laguerre.
Los polinomios asociados de primera especie de los polinomios de Laguerre
pueden representarse mediante
Ln(α, 1, x) = (−1)n(n+1)!(α+2)n
n∑
k=0
(−n)kxk
(2)k(α + 2)k
3F2 (k − n, 1, α + 1;α + k + 2, k + 2; 1) ,
(ver [21] y [22]).
Los polinomios {Ln(α, 1, x)}n≥0 satisfacen la fórmula de Christoffel-Darboux,
n−1∑
m=0
Lm(α, 1, x)Lm(α, 1, y)
(m + 1)!Γ(α + m + 2)
=
1
x − y
Ln(α, 1, x)Ln−1(α, 1, y) − Ln−1(α, 1, x)Ln(α, 1, y)
n!Γ(α + n + 1)
.
Ahora , consideremos µ˜ = µ + Mδ′c. Entonces
〈˜µ, p(x)〉 = 〈µ, p(x)〉 − Mp′(c). (4.33)
Denotemos mediante {Ln(α, 1, M, x)}n≥0 la sucesión de polinomios ortogonales
mónicos, ortogonales respecto a µ˜. Tenemos
Proposición 15 Para cada n ∈ N,
Ln(α, 1,M, x) = R(x;α, n, M, c)Ln(α, 1, x) − S (x;α, n,M, c)Ln−1(α, 1, x) (4.34)
donde
R(x, α, n, M, c) =
1 − MB(α, n, M, c)Ln−1(α, 1, c)
D(α, n,M, c) (x − c) Γ(α + n + 1)n! −
MA(α, n,M, c)Ln−1(α, 1, c)
D(α, n, M, c)(x − c)2Γ(α + n + 1)n!
− MA(α, n, M, c)L
′
n−1(α, 1, c)
D(α, n, M, c)(x − c)Γ(α + n + 1)n! ,
S (x, α, n, M, c) =
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MB(α, n,M, c)Ln(α, 1, c)
D(α, n,M, c) (x − c) Γ(α + n + 1)n! +
MA(α, n, M, c)Ln(α, 1, c)
D(α, n, M, c)(x − c)2Γ(α + n + 1)n!
+
MA(α, n,M, c)L′n(α, 1, c)
D(α, n, M, c)(x − c)Γ(α + n + 1)n! ,
A(α, n, M, c) = Ln(α, 1, c)
(
1 − M L
′′
n (α, 1, c)Ln−1(α, 1, c) − L′′n−1(α, 1, c)Ln−1(α, 1, c)
2Γ(α + n + 1)n!
)
+M
L′n(α, 1, c)Ln−1(α, 1, c) − L′n−1(α, 1, c)Ln(α, 1, c)
Γ(α + n + 1)n!
L′n(α, 1, c),
B(α, n, M, c) =
(
1 − M L
′′
n (α, 1, c)Ln−1(α, 1, c) − L′′n−1(α, 1, c)Ln−1(α, 1, c)
2Γ(α + n + 1)n!
)
L′n(α, 1, c)
+
M
6Γ(α + n + 1)n!
(
L′′′n (α, 1, c)Ln−1(α, 1, c) − L′′′n−1(α, 1, c)Ln(α, 1, c)
+ 3
(
L′′n (α, 1, c)L
′
n−1(α, 1, c) − L′′n−1(α, 1, c)L′n(α, 1, c)
))
Ln(α, 1, c),
D(α, n, M, c) =
(
1 − M L
′′
n (α, 1, c)Ln−1(α, 1, c) − L′′n−1(α, 1, c)Ln−1(α, 1, c)
2Γ(α + n + 1)n!
)2
−L
′
n(α, 1, c)Ln−1(α, 1, c) − L′n−1(α, 1, c)Ln(α, 1, c)
Γ(α + n + 1)n!
×
M2
6Γ(α + n + 1)n!
(
L′′′n (α, 1, c)Ln−1(α, 1, c) − L′′′n−1(α, 1, c)Ln(α, 1, c)
+ 3
(
L′′n (α, 1, c)L
′
n−1(α, 1, c) − L′′n−1(α, 1, c)L′n(α, 1, c)
))
Ln(α, 1, c).
Demostración. Consideremos el desarrollo de Fourier
Ln(α, 1, M, x) = Ln(α, 1, x) +
n−1∑
k=0
an,kLk(α, 1, x),
donde
an,k =
〈µ, Ln(α, 1, M, x)Lk(α, 1, x)〉
‖Lk(α, 1, x)‖2µ
.
Para obtener los coeficientes an,k, podemos usar la ortogonalidad de los poli-
nomios Ln(α, 1,M, x) con respecto a µ˜, esto es,
〈˜µ, Ln(α, 1, M, x)Lk(α, 1, x)〉 = 0, 0 ≤ k ≤ n − 1.
De (4.33)
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〈˜µ, Ln(α, 1, M, x)Lk(α, 1, x)〉 = 〈µ, Ln(α, 1, M, x)Lk(α, 1, x)〉
−ML′n(α, 1, M, c)Lk(α, 1, c) − MLn(α, 1, M, c)L′k(α, 1, c)
y, por tanto,
an,k =
ML′n(α, 1,M, c)Lk(α, 1, c) + MLn(α, 1,M, c)L
′
k(α, 1, c)
‖Lk(α, 1, x)‖2µ
.
Entonces
Ln(α, 1, M, x) = Ln(α, 1, x) + ML′n(α, 1, M, c)
n−1∑
k=0
Lk(α, 1, c)Lk(α, 1, x)
Γ(α + k + 2)(k + 1)!
+MLn(α, 1,M, c)
n−1∑
k=0
L′k(α, 1, c)Lk(α, 1, x)
Γ(α + k + 2)(k + 1)!
.
Por tanto
Ln(α, 1, M, x) = Ln(α, 1, x)+ML′n(α, 1,M, c)Kn−1(x, c)+MLn(α, 1, M, c)K
(0,1)
n−1 (x, c),
obteniéndose el siguiente sistema de ecuaciones lineales
(
1 − MK(1,0)n−1 (c, c)
)
Ln(α, 1, M, c) − MKn−1(c, c)L′n(α, 1, M, c) = Ln(α, 1, c),
−MK(1,1)n−1 (c, c)Ln(α, 1,M, c) +
(
1 − MK(1,0)n−1 (c, c)
)
L′n(α, 1,M, c) = L
′
n(α, 1, c).
(4.35)
Para obtener Ln(α, 1, M, c) y L′n(α, 1, M, c) necesitamos los valores de, Kn(c, c),
K(0,1)n−1 (c, c) y K
(1,1)
n−1 (c, c). Usando la fórmula de Christoffel-Darboux, (1.9) y (1.10)
tenemos
Kn−1(c, c) =
L′n(α, 1, c)Ln−1(α, 1, c) − L′n−1(α, 1, c)Ln(α, 1, c)
Γ(α + n + 1)n!
,
K(0,1)n−1 (c, c) = K
(1,0)
n−1 (c, c)
=
L′′n (α, 1, c)Ln−1(α, 1, c) − L′′n−1(α, 1, c)Ln−1(α, 1, c)
2Γ(α + n + 1)n!
,
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y
K(1,1)n−1 (c, c) =
1
6Γ(α + n + 1)n!
(
L′′′n (α, 1, c)Ln−1(α, 1, c) − L′′′n−1(α, 1, c)Ln(α, 1, c)
+ 3
(
L′′n (α, 1, c)L
′
n−1(α, 1, c) − L′′n−1(α, 1, c)L′n(α, 1, c)
))
.
De (4.35) se tiene
Ln(α, 1, M, c) =
A(α, n,M, c)
D(α, n, M, c)
,
L′n(α, 1, M, c) =
B(α, n,M, c)
D(α, n, M, c)
.
Entonces
Ln(α, 1, M, x) = R(x;α, n, M, c)Ln(α, 1, x) − S (x;α, n, M, c)Ln−1(α, 1, x),
A continuación mostraremos algunos ejemplos de casos particulares de (4.34)
teniendo en cuenta que los coeficientes que aparecen en (4.34) vienen dados en tér-
minos de L(k)n (α, 1, c). En el caso en el que c = 0, tenemos que calcular, Ln(α, 1, 0),
L′n(α, 1, 0), L
′′
n (α, 1, 0) y L
′′′
n (α, 1, 0). Usando la relación de estructura (4.32) eval-
uada en c = 0, en los casos de n = 0 y n = 1, obtenemos
L2(α, 1, 0) = a2 − 3a1 + 2,
donde a1 = L1(α, 1, 0), a2 = L2(α, 1, 0). Demostraremos por inducción, que
Ln(α, 1, 0) =
n∑
k=0
(−1)k(n + 1)!an−k
(n + 1 − k)! , (4.36)
donde an = Ln(α, 1, 0), n ∈ N. En efecto, de (4.32), se tiene
(n + 2)Ln(α, 1, 0) + Ln+1(α, 1, 0) = an+1,
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por tanto, de (4.36) obtenemos
Ln+1(α, 1, 0) = an+1 − (n + 2)
n∑
k=0
(−1)k(n + 1)!an−k
(n + 1 − k)!
= an+1 −
n∑
k=0
(−1)k(n + 2)!an−k
(n + 1 − k)!
= an+1 −
n∑
k=1
(−1)k−1(n + 2)!an+1−k
(n + 2 − k)!
=
n+1∑
k=1
(−1)k(n + 2)!an+1−k
(n + 2 − k)! .
Si derivamos tres veces (4.34), evaluamos cada una de estas derivadas en c =
0, obtenemos las siguientes expresiones
(n + 3)L′n(α, 1, 0) + L
′
n+1(α, 1, 0) = L
′
n+1(α, 1, 0),
(n + 4)L′′n (α, 1, 0) + L
′′
n+1(α, 1, 0) = L
′′
n+1(α, 1, 0),
(n + 5)L′′′n (α, 1, 0) + L
′′′
n+1(α, 1, 0) = L
′′′
n+1(α, 1, 0).
Aplicando el mismo método que usamos para probar (4.36) en cada una de las
anteriores expresiones se tiene
Proposición 16 Para cada n ∈ N,
Ln(α, 1, 0) =
n∑
k=0
(−1)n(n + 1)!Γ(n + α + 1 − k)
(n + 1 − k)!Γ(α + 1) , (4.37)
L′n(α, 1, 0) =
n−1∑
k=0
(−1)n−1(n + 2)!(n − k)Γ(n + α + 1 − k)
(n + 2 − k)!Γ(α + 2) , (4.38)
L′′n (α, 1, 0) =
n−2∑
k=0
(−1)n(n + 3)!(n − k − 1)2Γ(n + α + 1 − k)
(n + 3 − k)!Γ(α + 3) , (4.39)
L′′′n (α, 1, 0) =
n−3∑
k=0
(−1)n−1(n + 4)!(n − k − 2)3Γ(n + α + 1 − k)
(n + 4 − k)!Γ(α + 4) . (4.40)
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CAPÍTULO 5
Polinomios ortogonales tipo Laguerre
Sobolev
5.1. Introducción
Los polinomios con los que trabajamos en este capítulo corresponden a un
modelo de polinomios de tipo Laguerre-Sobolev
{
L˜αn
}
n≥0 que son ortogonales re-
specto al producto escalar
〈p, q〉S =
∫ ∞
0
p(x)q(x)xαe−xdx + N p′(0)q′(0), N ∈ R+, p, q ∈ P. (5.1)
Nuestro objetivo es encontrar una ecuación diferencial lineal de segundo or-
den que satisfagan los polinomios L˜αn para cada n ∈ N, usando una fórmula de
conexión entre estos polinomios y los polinomios mónicos de Laguerre Lα+2n , L
α+2
n−1
y Lα+2n−2 . Una vez encontrada esta ecuación diferencial, la usaremos para dar una
interpretación electrostática de los ceros de L˜αn . Por otra parte, hallamos una ex-
presión hipergeométrica de estos polinomios y realizamos un estudio numérico
del comportamiento de los ceros de L˜αn . Finalmente, analizamos el comportamien-
to asintótico de los polinomios ortogonales de tipo Laguerre-Sobolev.
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5.2. Fórmula de conexión
Usando la misma notación de los capítulos precedentes para los polinomios
ortogonales mónicos de Laguerre Lαn (x), definimos el siguiente producto escalar
de tipo Sobolev
〈p, q〉S =
∫ ∞
0
pqxαe−xdx + N p′(0)q′(0), N ∈ R+. (5.2)
con p, q ∈ P, α > −1.
Sea
{
L˜αn
}
n≥0 la sucesión de polinomios ortogonales mónicos correspondientes
al producto escalar (5.2), que se denominarán de tipo Laguerre-Sobolev. Para en-
contrar la ecuación diferencial de segundo orden que satisfacen dichos polinomios
ortogonales, los escribiremos como una combinación lineal de polinomios ortogo-
nales mónicos de Laguerre. En efecto, teniendo en cuenta el desarrollo de Fourier:
L˜αn (x) = L
α
n (x) +
n−1∑
j=0
an, jLαj (x)
donde
an, j =
〈
L˜αn (x), L
α
j (x)
〉
α∥∥∥∥Lαj ∥∥∥∥2α , j = 1, · · · , n − 1,
=
〈
L˜αn (x), L
α
j (x)
〉
S
− N
(
L˜αn
)′
(0)
(
Lαj
)′
(0)∥∥∥∥Lαj ∥∥∥∥2α
=
−N
(
L˜αn
)′
(0)
(
Lαj
)′
(0)∥∥∥∥Lαj ∥∥∥∥2α .
Entonces
L˜αn (x) = L
α
n (x) − N
(
L˜αn
)′
(0)
n−1∑
j=0
(
Lαj
)′
(0)Lαj (x)∥∥∥∥Lαj ∥∥∥∥2α .
Asi pues,
L˜αn (x) = L
α
n (x) − N
(
L˜αn
)′
(0)K(0,1)n−1 (x, 0). (5.3)
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Dado que Kn−1(x, 0) es un múltiplo del polinomio de Laguerre Lα+1n−1 , podemos
encontrar una expresión similar para K(0,1)n−1 (x, 0) en términos de polinomios de
Laguerre. En efecto, si denotamos mediante 〈p, q〉α+2 el producto escalar asociado
con el peso Laguerre xα+2e−xdx y dado que,∥∥∥Lαn−1∥∥∥2α(
Lαn−1
)′
(0)
K(0,1)n−1 (x, 0) = L
α+2
n−1 (x) +
n−2∑
j=0
bn−1, jLα+2j (x)
donde
bn−1, j =
〈 ‖Lαn−1‖2α
(Lαn−1)
′(0)
K(0,1)n−1 (x, 0), L
α+2
j (x)
〉
α+2∥∥∥∥Lα+2j ∥∥∥∥2α+2
=
∥∥∥Lαn−1∥∥∥2α(
Lαn−1
)′
(0)
∥∥∥∥Lα+2j ∥∥∥∥2α+2
〈
K(0,1)n−1 (x, 0), L
α+2
j (x)
〉
α+2
.
Usando el hecho que para 0 ≤ j ≤ n − 3 se tiene:〈
K(0,1)n−1 (x, 0), L
α+2
j (x)
〉
α+2
=
∫ ∞
0
K(0,1)n−1 (x, 0)L
α+2
j (x)x
α+2e−xdx
=
∫ ∞
0
K(0,1)n−1 (x, 0)x
2Lα+2j (x)x
αe−xdx
= 0,
y deducimos que ∥∥∥Lαn−1∥∥∥2α(
Lαn−1
)′
(0)
K(0,1)n−1 (x, 0) = L
α+2
n−1 (x) + bn−1,n−2L
α+2
n−2 (x),
o, equivalentemente,∥∥∥Lαn−1∥∥∥2α(
Lαn−1
)′
(0)
K(0,1)n−1 (x, 0) = L
α+2
n−1 (x)+
∥∥∥Lαn−1∥∥∥2α(
Lαn−1
)′
(0)
∥∥∥Lα+2n−2∥∥∥2α+2
〈
K(0,1)n−1 (x, 0), L
α+2
n−2 (x)
〉
α+2
Lα+2n−2 (x)
es decir,
K(0,1)n−1 (x, 0) =
(
Lαn−1
)′
(0)∥∥∥Lαn−1∥∥∥2α Lα+2n−1 (x) +
〈
K(0,1)n−1 (x, 0), L
α+2
n−2 (x)
〉
α+2∥∥∥Lα+2n−2∥∥∥2α+2 Lα+2n−2 (x).
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Por otra parte,〈
K(0,1)n−1 (x, 0), L
α+2
n−2 (x)
〉
α+2
=
〈
K(0,1)n (x, 0) −
Lαn (x)
(
Lαn
)′ (0)∥∥∥Lαn∥∥∥2 , Lα+2n−2 (x)
〉
α+2
=
〈
K(0,1)n (x, 0), L
α+2
n−2 (x)
〉
α+2
−
〈
Lαn (x)
(
Lαn
)′ (0)∥∥∥Lαn∥∥∥2 , Lα+2n−2 (x)
〉
α+2
=
〈
K(0,1)n (x, 0), x
2Lα+2n−2 (x)
〉
α
−
(
Lαn
)′ (0)∥∥∥Lαn∥∥∥2
〈
Lαn (x), x
2Lα+2n−2 (x)
〉
α
= − (Lαn )′ (0)
con lo que se ha probado
Proposición 17 Para cada n ∈ N,
K(0,1)n−1 (x, 0) = an−1L
α+2
n−1 (x) + bn−1L
α+2
n−2 (x) (5.4)
donde
an−1 =
(
Lαn−1
)′
(0)∥∥∥Lαn−1∥∥∥2α =
(−1)n
(n − 2)!Γ(α + 2)
y
bn−1 = −
(
Lαn
)′ (0)∥∥∥Lα+2n−2∥∥∥2α+2 =
(−1)nn
(n − 2)!Γ(α + 2) = nan−1.
Ahora, usando (1.24) y (5.4)
L˜αn (x) = L
α
n (x) − N
(
L˜αn
)′
(0)
(
an−1Lα+2n−1 (x) + bn−1L
α+2
n−2 (x)
)
= Lα+1n (x) + nL
α+1
n−1 (x) − N
(
L˜αn
)′
(0)
(
an−1Lα+2n−1 (x) + bn−1L
α+2
n−2 (x)
)
= Lα+2n (x) + nL
α+2
n−1 (x) + n
(
Lα+2n−1 (x) + (n − 1)Lα+2n−2 (x)
)
−N
(
L˜αn
)′
(0)
(
an−1Lα+2n−1 (x) + bn−1L
α+2
n−2 (x)
)
= Lα+2n (x) +
[
2n − N
(
L˜αn
)′
(0)an−1
]
Lα+2n−1 (x)
+
[
n(n − 1) − N
(
L˜αn
)′
(0)bn−1
]
Lα+2n−2 (x).
Queremos encontrar una expresión explícita de
(
L˜αn
)′
(0). Para ello, derivamos
en (5.3) y evaluamos en cero la correspondiente expresión
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(
L˜αn
)′
(0) = nLα+1n−1 (0) − N
(
L˜αn
)′
(0)K(1,1)n−1 (0, 0).
Asi pues, centraremos nuestra atención en el cálculo de K(1,1)n−1 (0, 0). De (5.4)
deducimos que
K(1,1)n−1 (x, 0) = (n − 1)an−1Lα+3n−2 (x) + (n − 2)bn−1Lα+3n−3 (x),
Por otra parte, de (1.23) y (1.25)
K(1,1)n−1 (0, 0) = (n − 1)an−1Lα+3n−2 (0) + (n − 2)bn−1Lα+3n−3 (0)
=
(−1)n−2(n − 1)
(n − 2)!Γ(α + 2)
(−1)n−2Γ(n + α + 2)
Γ(α + 4)
+
(−1)nn(n − 2)
(n − 2)!Γ(α + 2)
(−1)n−3Γ(n + α + 1)
Γ(α + 4)
=
(n − 1)Γ(n + α + 2)
(n − 2)!Γ(α + 2)Γ(α + 4) −
nΓ(n + α + 1)
(n − 3)!Γ(α + 2)Γ(α + 4)
=
Γ(n + α + 1)
(n − 3)!Γ(α + 2)Γ(α + 4)
(
(n − 1)(n + α + 1)
(n − 2) − n
)
=
Γ(n + α + 1) (n(α + 2) − (α + 1))
(n − 2)!Γ(α + 2)Γ(α + 4) ,
es decir,
K(1,1)n−1 (0, 0) =
Γ(n + α + 1) (n(α + 2) − (α + 1))
(n − 2)!Γ(α + 2)Γ(α + 4) . (5.5)
Por tanto,(
L˜αn
)′
(0) =
nLα+1n−1 (0)
1 + NK(1,1)n−1 (0, 0)
=
n(−1)n−1 Γ(n+α+1)
Γ(α+2)
1 + N Γ(n+α+1)(n(α+2)−(α+1))(n−2)!Γ(α+2)Γ(α+4)
=
n(−1)n−1Γ(α + 4)Γ(n + α + 1)(n − 2)!
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1)) , n ≥ 2.
Entonces
2n − N
(
L˜αn
)′
(0)an−1
89
90 CAPÍTULO 5. POLINOMIOS ORTOGONALES TIPO LAGUERRE SOBOLEV
= 2n − N (−1)
n
(n − 2)!Γ(α + 2) ×
n(−1)n−1Γ(α + 4)Γ(n + α + 1)(n − 2)!
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1))
=
2n(n − 2)!Γ(α + 2)Γ(α + 4)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1)) +
NΓ(n + α + 1) [2n (n(α + 2) − (α + 1)) + n(α + 3)(α + 2)]
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1))
=
2n(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1)
(
2n2α + 4n2 + nα2 + 4n + 3nα
)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1))
y
n(n − 1) − N
(
L˜αn
)′
(0)bn−1
= n(n − 1) − N (−1)
nn
(n − 2)!Γ(α + 2) ×
n(−1)n−1Γ(α + 4)Γ(n + α + 1)(n − 2)!
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1))
=
n!Γ(α + 2)Γ(α + 4)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1)) +
nNΓ(n + α + 1) [(n − 1) (n(α + 2) − (α + 1)) + n(α + 3)(α + 2)]
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1))
=
n!Γ(α + 2)Γ(α + 4) + nNΓ(n + α + 1)
(
n2α + 2n2 + nα2 + 3nα + 3n + α + 1
)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1)) .
Por tanto, hemos probado el siguiente teorema
Teorema 21 Sean Lαn (x) los polinomios ortogonales mónicos de Laguerre y L̂αn (x)
los polinomios ortogonales mónicos de tipo Laguerre-Sobolev. Entonces
L˜αn (x) = L
α+2
n (x) + AnL
α+2
n−1 (x) + BnL
α+2
n−2 (x) (5.6)
donde
An =
2n(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1)
(
2n2α + 4n2 + nα2 + 4n + 3nα
)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1)) ,
Bn =
n!Γ(α + 2)Γ(α + 4) + nNΓ(n + α + 1)
(
n2α + 2n2 + nα2 + 3nα + 3n + α + 1
)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1)) .
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5.3. Ecuación diferencial holonómica
Para encontrar la ecuación diferencial lineal de segundo orden que satisfacen
los polinomios ortogonales de tipo Laguerre-Sobolev, usaremos la ecuación (1.21).
Por tanto,
x
(
Lα+2n (x)
)′′
+ (α + 3 − x)
(
Lα+2n (x)
)′
= −nLα+2n (x)
x
(
Lα+2n−1 (x)
)′′
+ (α + 3 − x)
(
Lα+2n−1 (x)
)′
= −(n − 1)Lα+2n−1 (x)
x
(
Lα+2n−2 (x)
)′′
+ (α + 3 − x)
(
Lα+2n−2 (x)
)′
= −(n − 2)Lα+2n−2 (x)
y, en consecuencia,
x
(
L˜αn (x)
)′′
+ (α+3− x)
(
L˜αn (x)
)′
= −nLα+2n (x)−An(n−1)Lα+2n−1 (x)−Bn(n−2)Lα+2n−2 (x).
(5.7)
Nuestro objetivo es expresar Lα+2n (x), L
α+2
n−1 (x) y L
α+2
n−2 (x) como combinación de
L˜αn (x) y
(
L˜αn
)′
(x) con funciones racionales como coeficientes. Por tanto, derivando
en (5.6) y multiplicando por x ambos miembros de la expresión resultante, de
(1.20) se sigue
x
(
L˜αn (x)
)′
= nLα+2n (x) + n(n + α + 2)L
α+2
n−1 (x) +
+An
(
(n − 1)Lα+2n−1 (x) + (n − 1)(n + α + 1)Lα+2n−2 (x)
)
+
Bn
(
(n − 2)Lα+2n−2 (x) + (n − 2)(n + α)Lα+2n−3 (x)
)
= nLα+2n (x) + (n(n + α + 2) + An(n − 1) − Bn) Lα+2n−1 (x) +
+ (An(n − 1)(n + α + 1) + Bn(n − 2) + Bnx − (2n + α − 1)Bn) Lα+2n−2 (x).
Si denotamos
Hn = n(n + α + 2) + An(n − 1) − Bn
C1(x; n) = Bnx + (n + α + 1) (An(n − 1) − Bn)
entonces
x
(
L˜αn (x)
)′
= nLα+2n (x) + HnL
α+2
n−1 (x) + C1(x; n)L
α+2
n−2 (x).
Dado que de (1.19)
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Lα+2n−2 (x) =
(x − (2n + α + 1))Lα+2n−1 (x) − Lα+2n (x)
(n − 1)(n + α + 1) , (5.8)
podemos escribir
x
(
L˜αn (x)
)′
=
[
n − C1(x; n)
(n − 1)(n + α + 1)
]
Lα+2n (x) +[
Hn +
C1(x; n)(x − (2n + α + 1))
(n − 1)(n + α + 1)
]
Lα+2n−1 (x).
Si definimos
Kn = 1 − Bn(n − 1)(n + α + 1) ,
g1(x; n) = An +
(x − (2n + α + 1))Bn
(n − 1)(n + α + 1) ,
f1(x; n) = n − C1(x; n)(n − 1)(n + α + 1) ,
f2(x; n) = Hn +
C1(x; n)(x − (2n + α + 1))
(n − 1)(n + α,+1) ,
obtenemos el siguiente sistema de ecuaciones lineales
 L˜αn (x) = KnLα+2n (x) + g1(x; n)Lα+2n−1 (x)x (L˜αn (x))′ = f1(x; n)Lα+2n (x) + f2(x; n)Lα+2n−1 (x).
Por tanto,
Lα+2n (x) =
f2(x; n)L˜αn (x) − xg1(x; n)
(
L˜αn (x)
)′
Kn f2(x; n) − f1(x; n)g1(x; n) , (5.9)
Lα+2n−1 (x) =
Knx
(
L˜αn (x)
)′ − f1(x; n)L˜αn (x)
Kn f2(x; n) − f1(x; n)g1(x; n) . (5.10)
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De (5.7) y usando (5.8) tenemos
x
(
L˜αn (x)
)′′
+ (α + 3 − x)
(
L˜αn (x)
)′
= nLα+2n (x) − An(n − 1)Lα+2n−1 (x) −
Bn(n − 2)
[
(x − (2n + α + 1))Lα+2n−1 (x) − Lα+2n (x)
(n − 1)(n + α + 1)
]
=
[
n +
Bn(n − 2)
(n − 1)(n + α + 1)
]
Lα+2n (x) −[
(n − 1)An + (n − 2)Bn(x − (2n + α + 1))(n − 1)(n + α + 1)
]
Lα+2n−1 (x),
y, de (5.10),
x
(
L˜αn (x)
)′′
+ (α + 3 − x)
(
L˜αn (x)
)′
=
(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
) f2(x; n)L˜αn (x) − xg1(x; n) (L˜αn (x))′
Kn f2(x; n) − f1(x; n)g1(x; n)
−
(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
) Knx (L˜αn (x))′ − f1(x; n)L˜αn (x)
Kn f2(x; n) − f1(x; n)g1(x; n) .
Entonces
x
(
L˜αn (x)
)′′
+[
(α + 3 − x) +
(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
)
xg1(x, n)
Kn f2(x, n) − f1(x, n)g1(x, n)+(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
Knx
Kn f2(x, n) − f1(x, n)g1(x, n)
]
×(
L˜αn (x)
)′ − [(−n + Bn(n − 2)
(n − 1)(n + α + 1)
)
f2(x, n)
Kn f2(x, n) − f1(x, n)g1(x, n)+(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
f1(x, n)L˜αn (x)
Kn f2(x, n) − f1(x, n)g1(x, n)
 ×
L˜αn (x)
= 0
Por tanto, hemos probado:
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Teorema 22 Sea
{
Lαn
}
n≥0 la sucesión de los polinomios ortogonales mónicos de
Laguerre y
{
L˜an
}
n≥0 la sucesión de los polinomios ortogonales asociados con el
producto escalar de tipo Sobolev 〈p, q〉S =
∫ ∞
0
pqxαe−xdx + N p′(0)q′(0), donde p
y q son polinomios reales. Entonces
A(x; n)
(
L˜αn (x)
)′′
+ B(x; n)
(
L˜αn (x)
)′ −C(x; n)L˜αn (x) = 0, (5.11)
donde
A(x; n) = x (Kn f2(x; n) − f1(x; n)g1(x; n)) ,
B(x; n) = (α + 3 − x) (Kn f2(x; n) − f1(x; n)g1(x; n)) +(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
)
xg1(x, n) +(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
Knx,
C(x; n) =
(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
)
f2(x; n) +(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
f1(x; n).
5.4. Comportamiento de los ceros
Para realizar un estudio del comportamiento de los ceros de los polinomios
ortogonales de tipo Laguerre-Sobolev, usaremos las siguientes dos proposiciones.
La demostración de la primera aparece en [6], mientras que para la demostración
de la segunda hemos usado un método similar al utilizado en la Proposición (3,2)
del mismo artículo.
Proposición 18 Si n ≥ 3, el polinomio L˜αn tiene al menos n−2 ceros diferentes de
multiplicidad impar en (0,∞).
Proposición 19 Los ceros de L˜αn son reales, simples y al menos n − 1 de ellos se
encuentran en el intervalo (0,∞).
Demostración. Supongamos que ξn,1, ξn,2, . . . , ξn,k son los ceros de L˜αn (x) que están
en (0,∞). De la anterior proposición tenemos que k ≥ n − 2.
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Sea φ(x) =
(
x − ξn,1) (x − ξn,2) · · · (x − ξn,k). Por tanto, los polinomios φ(x)L˜αn (x)
y xφ(x)L˜αn (x) son positivos en (0,∞). Si suponemos que k = n − 2, tenemos〈
xφ(x), L˜αn (x)
〉
S
=
∫ ∞
0
xφ(x)L˜αn (x)x
αe−xdx + Nφ(0)
(
L̂αn
)′
(0) = 0〈
φ(x), L˜αn (x)
〉
S
=
∫ ∞
0
φ(x)L˜αn (x)x
αe−xdx + N (φ)′ (0)
(
L˜αn
)′
(0) = 0
dado que ∫ ∞
0
xφ(x)L˜αn (x)x
αe−xdx ≥ 0,
∫ ∞
0
φ(x)L˜αn (x)x
αe−xdx ≥ 0,
y
(
L˜αn
)′
(0) > 0 (Ver demostración del Teorema 21), entonces φ(0) < 0 y φ′(0) < 0
lo cual es contradictorio.
Presentamos ahora un teorema cuya demostración la realizamos en el capítulo
6 para el caso de los polinomios de tipo Laguerre-Sobolev generalizados. Esta
demostración está basada en el trabajo de H. G. Meijer [87].
Teorema 23 Sean ξ1 < ξ2 <, . . . , < ξn los ceros del polinomio mónico de tipo
Laguerre-Sobolev L˜αn (x) y sean x1 < x2 <, . . . , < xn los ceros del polinomio móni-
co de Laguerre Lαn (x). Entonces ξ1 < x1 y xi < ξi+1 < xi+1 para i = 1, 2, . . . , n − 1.
Vamos a usar (5.6) para mostrar algunos ejemplos del comportamiento de los
ceros de los polinomios ortogonales tipo Laguerre-Sobolev . En primera instancia
analizamos los polinomios L˜32(x) y L˜
5
2(x). Dado que
L˜32(x) = x
2 − 240
N + 24
x − 20N − 24
N + 24
,
entonces para N > 24, L˜32(x) tiene un cero negativo; para N = 24, L˜
3
2(0) = 0 y para
N < 24, L˜32(x) no tiene ceros negativos. Adicionalmente, los ceros son:
2
N + 24
(
60 ±
√
5N2 + 720
)
.
De manera similar
L˜52(x) = x
2 − 10 080
N + 720
x +
30 240 − 42N
N + 720
,
por lo que los ceros de L˜52(x) son
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5040 ± √42√N2 + 86 400
N + 720
,
es decir, L˜52(x) tiene un cero negativo siempre que N > 720.
Usando la fórmula (5.6) realizamos algunos ejemplos para determinar el com-
portamiento de los ceros de los polinomios L˜αn (x) al mantener fijos n y α, lo que
nos permitió establecer la siguiente conjetura.
Conjetura 24 Fijados n, α, entonces los ceros de L˜αn (x), x˜n,k(N), son funciones
monótonas crecientes de N.
Existe otro hecho que podemos conjeturar de los cálculos realizados. Aparente-
mente, si n = 2, existe l tal que los ceros de L˜α2 (x) tienden a l y −l cuando N → ∞.
De hecho, usando Maple deducimos que:
L˜α2 (x) =
7α − 8x − 2xα + x2 + α2 + 12
+
(
2Γ (α + 2) Γ (α + 4) + Γ (α + 3)
(
30N + 22Nα + 4Nα2
))
Γ (α + 2) Γ (α + 4) + Γ (α + 3) (3N + Nα)
+
(x − α − 3)
(
4Γ (α + 2) Γ (α + 4) + Γ (α + 3)
(
24N + 14Nα + 2Nα2
))
Γ (α + 2) Γ (α + 4) + Γ (α + 3) (3N + Nα)
y
lı´m
N→∞ L˜
α
2 (x) = x
2 − 3α − α2 − 2 (5.12)
=
(
x − √(α + 2) (α + 1)) (x + √(α + 2) (α + 1)) . (5.13)
Por tanto,
l =
√
(α + 2) (α + 1).
Si calculamos el límite cuando N → ∞, para n = 3,
lı´m
N→∞ L˜
α
3 (x)
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60x − 47α + 27xα − 15x2 + x3 − 12α2 − α3 + 3xα2 − 3x2α +
1
2α + 5
(
84x − 255α + 57xα − 84α2 − 9α3 + 9xα2 − 252
)
+
1
2α + 5
(
660α − 384x − 312xα + 48x2 + 273α2 + 48α3 + 3α4
−78xα2 + 27x2α − 6xα3 + 3x2α2 + 576
)
− 60,
pero, no es fácil encontrar una expresión que nos muestre los ceros de este poli-
nomio en función de α. Sin embargo, el análisis numérico nos permitió ver que el
comportamiento de los ceros de los polinomios L˜α3 (x) es acorde con la Conjetura
24.
Nuestro siguiente objetivo es fijar n y α para determinar los valores de N tales
que el polinomio L˜αn (x) tiene un cero negativo. Por tanto, sean Π y N0 definidos
como
Π = {N : L˜αn (x) tiene una raíz negativa} y N0 = ı´nf Π.
Para n = 2, n = 3, y n = 4, encontramos los valores aproximados de N tales
que L˜αn (x) tiene un cero negativo. Algunos ejemplos numéricos se presentan en las
tablas 5.1, 5.2 y 5.3.
Es importante hacer notar que en las tablas 5.1, 5.2 y 5.3 pudimos, en algunos
casos, encontrar el valor exacto de N0. En estos casos, el polinomio de la tercera
columna se anula en x = 0, y para N > N0, L˜αn (x) tiene un cero negativo.
Una aproximación numérica interesante es hacer otra elección de los paráme-
tros fijos. Por ejemplo, si fijamos N nos gustaría encontrar los valores n para los
cuales L˜αn (x) tiene un cero negativo. Si denotamos mediante n0 el menor de los n
que satisface esta condición y efectuamos los cálculos para algunos valores de N,
entonces obtenemos algunos resultados que presentamos en las tablas 5.4 y 5.5.
Por tanto, de las tablas 5.4 y 5.5, podemos plantear la siguiente conjetura
Conjetura 25 Si fijamos N, los valores de n0 crecen cuando α crece, y si fijamos
α los valores de n0 decrecen cuando N crece.
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Π L˜α2 (x) para N0
α = −0,99 N ' 0,994 4 x2 − 1. 010 0x − 3. 765 7 × 10−7
α = −1/2 N ' 0,886 3 x2 − 1. 499 9x − 3. 092 0 × 10−5
α = −0,1 N ' 0,961 78 x2 − 1. 900 0x − 1. 259 5 × 10−5
α = 0,1 N ' 1,0465 x2 − 2. 1x − 1. 562 1 × 10−5
α = 1/2 N ' 1. 329 5 x2 − 2. 499 8x − 2. 251 1 × 10−4
α = 1 N > 2 x2 − 3x
α = 3 N > 24 x2 − 5x
α = 5 N > 720 x2 − 7x
α = 10 N > 39 916 800 x2 − 12x
Tabla 5.1: Comportamiento de N
Π L˜α3 (x) para N0
α = −0,99 N ' 0,3304 1. 815 4 × 10−6 + 3. 039 8x − 5. 019 9x2 + x3
α = −1/2 N ' 0,2533 3. 189 2 × 10−4 + 5. 249 0x − 5. 999 7x2 + x3
α = −0,1 N ' 0,2467 8. 415 5 × 10−4 + 7. 408 5x − 6. 799 7x2 + x3
α = 0,1 N ' 0,2552 7. 364 6 × 10−4 + 8. 608 9x − 7. 199 8x2 + x3
α = 1/2 N ' 0,2955 +1. 732 9 × 10−3 + 11. 248x − 7. 999 7x2 + x3
α = 1 N > 0,4 15x − 9x2 + x3
α = 3 N ' 3,4286 3. 888 9 × 10−4 + 35x − 13x2 + x3
α = 5 N > 80 63x − 17x2 + x3
α = 10 N > 2851200 168x − 27x2 + x3
Tabla 5.2: Comportamiento de N
N > N0 L˜α4 (x) para N0
α = −0,99 N ' 0,1648 −7. 673 7 × 10−6 + 28. 189x2 − 12. 189x − 11. 03x3 + x4
α = −1/2 N ' 0,1126 −1. 659 2 × 10−3 + 38. 246x2 − 23. 618x − 12. 5x3 + x4
α = −0,1 N ' 0,1007 −3. 589 4 × 10−3 + 47. 526x2 − 36. 3x − 13. 7x3 + x4
α = 0,1 N ' 0,1001 −6. 883 2 × 10−4 + 52. 529x2 − 43. 91x − 14. 3x3 + x4
α = 1/2 N ' 0,1075 −0,016 96 + 63. 241x2 − 61. 848x − 15. 499x3 + x4
α = 1 N ' 0,1334 −2. 249 3 × 10−2 + 77. 992x2 − 89. 972x − 16. 999x3 + x4
α = 3 N ' 0,8572 −1. 866 6 × 10−2 + 152x2 − 279. 99x − 23x3 + x4
α = 5 N > 16 −630x + 250x2 − 29x3 + x4
α = 10 N > 380160 −2520x + 600x2 − 44x3 + x4
Tabla 5.3: Comportamiento de N
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N = 0,1 n ≥ n0
α = −0,99 n ≥ 5
α = −0,1 n ≥ 5
α = 0,1 n ≥ 5
α = 1/2 n ≥ 5
α = 1 n ≥ 5
α = 3 n ≥ 7
α = 5 n ≥ 10
α = 10 n ≥ 22
N = 0,5 n > n0
α = −0,99 n ≥ 3
α = −0,1 n ≥ 3
α = 0,1 n ≥ 3
α = 1/2 n ≥ 5
α = 1 n ≥ 5
α = 3 n ≥ 7
α = 5 n ≥ 10
α = 10 n ≥ 22
N = 1 n ≥ n0
α = −0,99 n ≥ 2
α = −0,1 n ≥ 2
α = 0,1 n ≥ 3
α = 1/2 n ≥ 3
α = 1 n ≥ 3
α = 3 n ≥ 4
α = 5 n ≥ 7
α = 8 n ≥ 10
Tabla 5.4: N = 0, 1, N = 0, 5, N=1
N = 5 n0
α = −0,99 n ≥ 2
α = −0,1 n ≥ 2
α = 0,1 n ≥ 2
α = 1/2 n ≥ 2
α = 1 n ≥ 2
α = 3 n ≥ 3
α = 5 n ≥ 5
α = 8 n ≥ 10
N = 10 n0
α = −0,99 n ≥ 2
α = −0,1 n ≥ 2
α = 0,1 n ≥ 2
α = 1/2 n ≥ 2
α = 1 n ≥ 2
α = 3 n ≥ 3
α = 5 n ≥ 5
α = 10 n ≥ 14
Tabla 5.5: N = 5, N = 10
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5.5. Modelo Electrostático
Usando la fórmula de conexión (5.6), realizaremos un análisis de un modelo
electrostático que responde a la distribución de los ceros de los polinomios ortog-
onales tipo Laguerre-Sobolev que estudiamos en este capítulo. Supongamos que{
x(N)n,k
}
k≥1 son los ceros de L˜
α
n (x) y evaluemos (5.11) en estos ceros. Por tanto
A(x(N)n,k ; n)
(
L˜αn (x
(N)
n,k )
)′′
+ B((N)n,k ; n)
(
L˜αn (x
(N)
n,k )
)′
= 0,
esto es,
B(x(N)n,k ; n)
A(x(N)n,k ; n)
= −
(
L˜αn (x
(N)
n,k )
)′′(
L˜αn (x
(N)
n,k )
)′ . (5.14)
Pero, usando la expresión explícita de A(x(N)n,k ; n) y B(x
(N)
n,k ; n) se tiene
B(x(N)n,k ; n)
A(x(N)n,k ; n)
=
α + 3
x(N)n,k
− 1 +
(
−n + Bn(n−2)(n−1)(n+α+1)
)
g1(x
(N)
n,k ; n)
Kn f2(x
(N)
n,k ; n) − f1(x(N)n,k ; n)g1(x(N)n,k ; n)
+
+
An(n − 1) + Bn(n − 2)(x(N)n,k − (2n + α + 1))(n − 1)(n + α + 1)
 Kn
Kn f2(x
(N)
n,k ; n) − f1(x(N)n,k ; n)g1(x(N)n,k ; n)
.
Para poder encontrar el modelo electrostático, necesitaremos alguna informa-
ción respecto de los ceros de Kn f2(x, n) − f1(x, n)g1(x, n).
Asi pues, teniendo en cuenta que
Kn f2(x; n) − f1(x; n)g1(x; n) =
= KnHn +
Kn [Bnx + (n + α + 1) (An(n − 1) − Bn)] (x − (2n + α + 1))
(n − 1)(n + α + 1) −(
n − Bnx + (n + α + 1) (An(n − 1) − Bn)
(n − 1)(n + α + 1)
) (
An +
(x − (2n + α + 1))Bn
(n − 1)(n + α + 1)
)
= R(n, α)x2 + S (n, α)x + T (n, α)
100
5.5. MODELO ELECTROSTÁTICO 101
donde
R(n, α) =
KnBn
(n − 1)(n + α + 1) +
B2n
(n − 1)2(n + α + 1)2
S (n, α) =
Kn(n + α + 1) (An(n − 1) − Bn) − BnKn(2n + α + 1)
(n − 1)(n + α + 1) −
nBn + AnBn
(n − 1)(n + α + 1) +
Bn(n + α + 1) (An(n − 1) − Bn) − B2n(2n + α + 1)
(n − 1)2(n + α + 1)2
T (n, α) = KnHn − (An(n − 1) − Bn) (2n + α + 1)Kn(n − 1) − Ann +
nBn(2n + α + 1)
(n − 1)(n + α + 1) +
An (An(n − 1) − Bn)
(n − 1) −
(2n + α + 1) (An(n − 1) − Bn) Bn
(n − 1)2(n + α + 1) .
Además, si x(α,n)1 y x
(α,n)
2 son los ceros de Kn f2(x, n)− f1(x, n)g1(x, n), entonces
B(x(N)n,k ; n)
A(x(N)n,k ; n)
=
α + 3
x(N)n,k
− 1 +
1
R(n, α)
(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
)
g1(x
(N)
n,k ; n)(
x(N)n,k − x(α,n)1
) (
x(N)n,k − x(α,n)2
) +
+
1
R(n, α)
(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
Kn(
x(N)n,k − x(α,n)1
) (
x(N)n,k − x(α,n)2
) .
Pero
1
R(n, α)
(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
)
g1(x; n) =
(n − 1)2(n + α + 1)2
KnBn(n − 1)(n + α + 1) + B2n
(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
) (
An +
(x − (2n + α + 1))Bn
(n − 1)(n + α + 1)
)
=
(
B2n(n − 2) − n(n − 1)(n + α + 1)Bn
KnBn(n − 1)(n + α + 1) + B2n
)
x +
+
(
Bn(n − 2) − n(n − 1)(n + α + 1)
KnBn(n − 1)(n + α + 1) + B2n
)
(An(n − 1)(n + α + 1) − (2n + α + 1)Bn) .
Por otra parte
1
R(n, α)
(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
Kn =
101
102 CAPÍTULO 5. POLINOMIOS ORTOGONALES TIPO LAGUERRE SOBOLEV
(n − 1)2(n + α + 1)2Kn
KnBn(n − 1)(n + α + 1) + B2n
(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
=
(n − 1)(n − 2)(n + α + 1)Kn
Kn(n − 1)(n + α + 1) + Bn x +
(n − 1)3(n + α + 1)2KnAn
KnBn(n − 1)(n + α + 1) + B2n
−
(n − 1)(n − 2)(n + α + 1)(2n + α + 1)Kn
Kn(n − 1)(n + α + 1) + Bn .
Si denotamos
1
R(n, α)
(
−n + Bn(n − 2)
(n − 1)(n + α + 1)
)
g1(x, n) = κ(n, α)x + λ(n, α)
y
1
R(n, α)
(
An(n − 1) + Bn(n − 2)(x − (2n + α + 1))(n − 1)(n + α + 1)
)
Kn = ν(n, α)x + ξ(n, α)
donde
κ(n, α) =
B2n(n − 2) − n(n − 1)(n + α + 1)Bn
KnBn(n − 1)(n + α + 1) + B2n
,
λ(n, α) =
(
Bn(n − 2) − n(n − 1)(n + α + 1)
KnBn(n − 1)(n + α + 1) + B2n
)
×
(An(n − 1)(n + α + 1) − (2n + α + 1)Bn) ,
ν(n, α) =
(n − 1)(n − 2)(n + α + 1)Kn
Kn(n − 1)(n + α + 1) + Bn ,
ξ(n, α) =
(n − 1)3(n + α + 1)2KnAn
KnBn(n − 1)(n + α + 1) + B2n
− (n − 1)(n − 2)(n + α + 1)(2n + α + 1)Kn
Kn(n − 1)(n + α + 1) + Bn ,
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entonces
B(x(N)n,k ; n)
A(x(N)n,k ; n)
=
α + 3
x(N)n,k
− 1 + κ(n, α)x
(N)
n,k + λ(n, α)(
x(N)n,k − x(α,n)1
) (
x(N)n,k − x(α,n)2
) + ν(n, α)x(N)n,k + ξ(n, α)(
x(N)n,k − x(α,n)1
) (
x(N)n,k − x(α,n)2
)
=
α + 3
x(N)n,k
− 1 +
κ(n, α)x(α,n)1 + λ(n, α)
x(α,n)1 − x(α,n)2(
x(N)n,k − x(α,n)1
) +
κ(n, α)x(α,n)2 + λ(n, α)
x(α,n)2 − x(α,n)1(
x(N)n,k − x(α,n)2
) +
ν(n, α)x(α,n)1 + ξ(n, α))
x(α,n)1 − x(α,n)2(
x(N)n,k − x(α,n)1
) +
ν(n, α)x(α,n)2 + ξ(n, α)
x(α,n)2 − x(α,n)1(
x(N)n,k − x(α,n)2
)
=
α + 3
x(N)n,k
− 1 +
κ(n, α)x(α,n)1 + λ(n, α) + ν(n, α)x
(α,n)
1 + ξ(n, α))
x(α,n)1 − x(α,n)2
x(N)n,k − x(α,n)1
+
κ(n, α)x(α,n)2 + λ(n, α) + ν(n, α)x
(α,n)
2 + ξ(n, α)
x(α,n)2 − x(α,n)1
x(N)n,k − x(α,n)2
.
Teniendo en cuenta que(
L
a
n(x
(N)
n,k )
)′′(
L
a
n(x
(N)
n,k )
)′ = −2 n∑
j=1
j,k
1
x(N)n, j − x(N)n,k
=
B(x(N)n,k ; n)
A(x(N)n,k ; n)
y usando la última expresión, obtenemos
0 =
n∑
j=1
j,k
1
x(N)n, j − x(N)n,k
− α + 3 − x
(M)
n,k
2x(N)n,k
−
κ(n, α)x(α,n)1 + λ(n, α) + ν(n, α)x
(α,n)
1 + ξ(n, α))
x(α,n)1 − x(α,n)2
2
(
x(N)n,k − x(α,n)1
) −
κ(n, α)x(α,n)2 + λ(n, α) + ν(n, α)x
(α,n)
2 + ξ(n, α)
x(α,n)2 − x(α,n)1
2
(
x(N)n,k − x(α,n)2
) .
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Si denotamos
Cn =
κ(n, α)x(α,n)1 + λ(n, α) + ν(n, α)x
(α,n)
1 + ξ(n, α))
x(α,n)1 − x(α,n)2
Dn =
κ(n, α)x(α,n)2 + λ(n, α) + ν(n, α)x
(α,n)
2 + ξ(n, α)
x(α,n)2 − x(α,n)1
entonces
n∑
j=1
j,k
1
x(N)n, j − x(N)n,k
− α + 3 − x
(N)
n,k
2x(N)n,k
+
Cn
2
(
x(N)n,k − x(α,n)1
) + Dn
2
(
x(N)n,k − x(α,n)2
) = 0. (5.15)
Por lo tanto, podemos realizar la siguiente interpretación electrostática acerca
de la distribución de los ceros de L˜αn . Si consideramos n cargas localizadas en la
recta real, sometidas a una interacción logarítmica y con un campo externo
ϕ (x) = −1
2
ln
(
xα+3e−x
)
+
Cn
2
ln
∣∣∣x − x(α,n)1 ∣∣∣ + Dn2 ln ∣∣∣x − x(α,n)2 ∣∣∣ ,
(5.15) significa que el gradiente de la energía total
E(X) = −
∑
1≤k< j≤n
ln
∣∣∣xk − x j∣∣∣ + n∑
j=1
ϕ
(
x j
)
con X = (x1, x2, . . . , xn) se anula en
(
x(M)n,1 , x
(M)
n,2 , · · · , x(M)n,n
)
. En otras palabras es un
punto crítico . En [50], [54], y [74] se lleva a cabo un estudio más general de la
interpretación electrostática de polinomios ortogonales estándar.
Los ceros de R(n, α)x2 + S (n, α)x + T (n, α), que hemos denotado mediante
x(α,n)1 y x
(α,n)
2 , juegan un papel muy importante en la interpretación electrostática,
por lo que, usando Maple, calculamos el siguiente límite que nos ilustra su com-
portamiento cuando N tiende a infinito.
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lı´m
N→∞R(n, α)x
2 + S (n, α)x + T (n, α)
=
1
α + 3
(−18α − 42) − 4α2 − 24α + 1
α + 3
(
60α + 8α2 + 100
)
+
1
α + 3
(
10x2 + 4x2α
)
+
1
α + 3
(
−156x − 98xα − 14xα2
)
+
1
α + 3
(
−114α − 50α2 − 6α3 − 70
)
+
1
α + 3
(
160α + 68α2 + 8α3 + 100
)
− 32
=
[
x − 1
2α + 5
(
49
2
α +
7
2
α2 − 1
2
√
7836α + 3657α2 + 746α3 + 57α4 + 6164 + 39
)]
×[
x − 1
2α + 5
(
49
2
α +
7
2
α2 +
1
2
√
7836α + 3657α2 + 746α3 + 57α4 + 6164 + 39
)]
.
5.6. Representación Hipergeométrica
En esta sección presentamos una expresión de los polinomios ortogonales de
tipo Laguerre-Sobolev como una función hipergeométrica multiplicada por un
factor constante.
La sustitución de (1.22) en (5.6) conduce a
105
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L˜αn (x) = (−1)n(α + 3)n
∞∑
k=0
(−n)k
(α + 3)k
xk
k!
+
+An(−1)n−1(α + 3)n−1
∞∑
k=0
(−n + 1)k
(α + 3)k
xk
k!
+Bn(−1)n−2(α + 3)n−2
∞∑
k=0
(−n + 2)k
(α + 3)k
xk
k!
=
∞∑
k=0
(−1)n(α + 3)n(−n)k
(α + 3)k
×
×
[
1 − An(−n + k)
(n + α + 2)(−n) +
Bn(−n + k)(−n + k + 1)
(n + α + 2)(n + α + 1)(−n)(−n + 1)
]
= (−1)n(α + 3)n
∞∑
k=0
(−n)k
(α + 3)k
×
×
[
1 − An(−n + k)
(n + α + 2)(−n) +
Bn(−n + k)(−n + k + 1)
(n + α + 2)(n + α + 1)(−n)(−n + 1)
]
.
Sea pi2(k) el polinomio de grado 2 en k dado por
pi2(k) = 1 − An(−n + k)(n + α + 2)(−n) +
Bn(−n + k)(−n + k + 1)
(n + α + 2)(n + α + 1)(−n)(−n + 1)
= Dn(k + c0)(k + c1)
donde
Dn =
Bn
(n + α + 2)(n + α + 1)(−n)(−n + 1) ,
entonces
L˜αn (x) = (−1)n(α + 3)nDnc0c1
∞∑
k=0
(−n)k(1 + c0)k(1 + c1)k
(c0)k(c1)k(α + 3)k
xk
k!
.
Por tanto tenemos
Teorema 26 Para cada n ∈ N,
L˜αn (x) = (−1)n(α + 3)nDnc0c1 3F3 (−n, 1 + c0, 1 + c1; c0, c1, α + 3; x) . (5.16)
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5.7. Comportamiento asintótico
En primer lugar, estudiaremos el comportamiento asintótico de las constantes
An y Bn de la ecuación (5.6). Realizando algunos cálculos tediosos, se tiene
An
n
=
2(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1)
(
2n (α + 2) + α2 + 4 + 3α
)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1))
= 2 +
α + 3
n
+
(α + 3)(α + 1)NΓ(n + α + 1) − (α + 3)(n − 2)!Γ(α + 2)Γ(α + 4)
nNΓ(n + α + 1) (n(α + 2) − (α + 1)) + (n − 2)!Γ(α + 2)Γ(α + 4) .
Asi pues,
An
n
= 2 +
α + 3
n
+
(α + 1) (α + 3)
(α + 2) n2
+ O
(
1
n3
)
. (5.17)
Si hacemos un análisis similar para Bn, tenemos
Bn
n(n − 1) =
(n − 2)!Γ(α + 2)Γ(α + 4) + Nn−1Γ(n + α + 1)
(
n2α + 2n2 + n
(
α2 + 3α + 3
)
+ (α + 1)
)
(n − 2)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1))
=
(n − 1)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1)
(
n2α + 2n2 + n
(
α2 + 3α + 3
)
+ (α + 1)
)
(n − 1)!Γ(α + 2)Γ(α + 4) + NΓ(n + α + 1) (n(α + 2) − (α + 1)) (n − 1)
= 1 +
α + 3
n
+
(α + 3) (2α + 3)
(α + 2) n2
+ O
(
1
n3
)
.
Por lo tanto,
Bn
n(n − 1) = 1 +
α + 3
n
+
(α + 3) (2α + 3)
(α + 2) n2
+ O
(
1
n3
)
. (5.18)
Usando (5.17) y (5.18) podemos concluir
Proposición 20
lı´m
n→∞
An
n
= 2 y lı´m
n→∞
Bn
n(n − 1) = 1, (5.19)
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En [18], los autores analizan el comportamiento asintótico de los polinomios
ortogonales de tipo Laguerre-Sobolev con coeficiente principal (−1)
n
n! , que deno-
taron por L(α,M,N)n (x) . Nosotros realizaremos un estudio alternativo de estos resul-
tados para L˜αn (x) cuando M = 0. Si denotamos L̂
α
n (x) los polinomios ortogonales
de Laguerre con coeficiente principal (−1)
n
n! y
̂˜Lαn (x) los polinomios ortogonales de
tipo Laguerre-Sobolev con el mismo coeficiente principal y teniendo en cuenta
(5.6), deducimos
̂˜Lαn (x) = L̂α+2n (x) − Ann L̂α+2n−1 (x) + Bnn(n − 1) L̂α+2n−2 (x), (5.20)
Usando (5.17) y (5.18) obtenemos
̂˜Lαn (x) = L̂α+2n (x) − (2 + α + 3n
)
L̂α+2n−1 (x) +
(
1 +
α + 3
n
)
L̂α+2n−2 (x)
−L̂α+2n−1 (x)O
(
1
n2
)
+ L̂α+2n−2 (x)O
(
1
n2
)
= L
α
n (x) −
α + 3
n
L̂α+2n−1 (x) +
α + 3
n
L̂α+2n−2 (x)
−L̂α+2n−1 (x)O
(
1
n2
)
+ L̂α+2n−2 (x)O
(
1
n2
)
.
Dividiendo en ambos miembros de la anterior expresión por L̂αn (x)
̂˜Lαn (x)
L̂αn (x)
=
=
L˜αn (x)
Lαn (x)
= 1 − α + 3
n
L̂α+2n−1 (x)
L̂αn (x)
+
α + 3
n
L̂α+2n−2 (x)
L̂αn (x)
− L̂
α+2
n−1 (x)
L̂αn (x)
O
(
1
n2
)
+
L̂α+2n−2 (x)
L̂αn (x)
O
(
1
n2
)
.
(5.21)
Pero, usando (1.31) tenemos
lı´m
n→∞
L˜αn (x)
Lαn (x)
= 1
de donde se deduce la fórmula asintótica relativa exterior
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Proposición 21
lı´m
n→∞
L˜αn (x)
Lαn (x)
= 1 (5.22)
uniformemente en subconjuntos compactos de C\[0,∞).
Es bien conocido que (ver [18] y [95])
L̂αn (x)
nα/2
= ex/2x−α/2Jα
(
2
√
nx
)
+ O
(
n−3/4
)
(5.23)
uniformemente sobre subconjuntos compactos de (0,∞). Vamos a usar esta ex-
presión para deducir nuestro siguiente resultado.
Si usamos (5.17) y (5.18) en (5.20) se tiene
̂˜Lαn (x) = L̂αn (x) − α + 3n L̂α+1n−1 (x) − (α + 3)(α + 2) n2 ((α + 1)L̂α+2n−1 (x) − (2α + 3)L̂α+2n−2 (x))
−L̂α+2n−1 (x)O
(
1
n3
)
+ L̂α+2n−2 (x)O
(
1
n3
)
.
Dividiendo en ambos miembros de dicha expresión por nα/2
̂˜Lαn (x)
nα/2
=
L̂αn (x)
nα/2
− α + 3
n1/2
L̂α+1n−1 (x)
n(α+1)/2
− (α + 3)
(α + 2) n
(α + 1) L̂α+2n−1 (x)n(α+2)/2 − (2α + 3) L̂α+2n−2 (x)n(α+2)/2

− L̂
α+2
n−1 (x)
n(α+2)/2
O
(
1
n2
)
+
L̂α+2n−2 (x)
n(α+2)/2
O
(
1
n2
)
,
y, usando (5.23), deducimos la asintótica fuerte exterior
Proposición 22 Para n ∈ N,
̂˜Lαn (x)
nα/2
= ex/2x−α/2
(
Jα
(
2
√
nx
)
− α + 3√
nx
Jα+1
(
2
√
(n − 1)x
)
− (α + 3)
(α + 2) n
[
(α + 1)Jα+2
(
2
√
(n − 1)x
)
− (2α + 3)Jα+2
(
2
√
(n − 2)x
)])
+O
(
n−3/4
)
(5.24)
uniformemente sobre subconjuntos compactos de (0,∞).
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Para poder encontrar una fórmula asintótica relativa con reescalamiento, us-
aremos (5.20) y evaluamos ̂˜Lαn (nx) de modo que
̂˜Lαn (nx) = L̂α+2n (nx) − Ann L̂α+2n−1 (nx) + Bnn(n − 1) L̂α+2n−2 (nx).
Ahora bien, usando (5.17) y (5.18)
̂˜Lαn (nx) = L̂αn (nx) − (α + 3)n L̂α+2n−1 (nx) + (α + 3)n L̂α+2n−2 (nx) +
−L̂α+2n−1 (nx)O
(
1
n2
)
+ L̂α+2n−2 (nx)O
(
1
n2
)
,
de manera que
̂˜Lαn (nx)
L̂αn (nx)
= 1 − (α + 3)
n
L̂α+2n−1 (nx)
L̂αn (nx)
+
(α + 3)
n
L̂α+2n−2 (nx)
L̂αn (nx)
+
− L̂
α+2
n−1 (nx)
L̂αn (nx)
O
(
1
n2
)
+
L̂α+2n−2 (nx)
L̂αn (nx)
O
(
1
n2
)
. (5.25)
Queremos encontrar el límite del primer miembro en la última identidad cuan-
do n→ ∞ . Usando la asintótica relativa reescalada ([18] y [95])
lı´m
n→∞
L̂αn−1(nx)
L̂αn (nx)
= − 1
ϕ ((x − 2)/2) (5.26)
que se verifica uniformemente sobre subconjuntos compactos de C\[0, 4], donde
ϕ es la función que aplica C\[−1, 1] en el exterior del círculo unidad que viene
dada por
ϕ(x) = x +
√
x2 − 1,
R. Alvarez-Nodarse y J. J. Moreno-Balcázar determinaron en [18], que
lı´m
n→∞
L̂αn (nx)
L̂α+2n−1 (nx)
= − (ϕ ((x − 2) /2) + 1)
2
ϕ (x − 2) /2 . (5.27)
Por lo tanto, usando (5.26) y (5.27) podemos concluir
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lı´m
n→∞
L̂α+2n−2 (nx)
L̂αn (nx)
= lı´m
n→∞
L̂α+2n−2 (nx)
L̂α+2n−1 (nx)
L̂α+2n−1 (nx)
L̂αn (nx)
=
(
− 1
ϕ ((x − 2)/2)
) (
− ϕ ((x − 2) /2)
(ϕ ((x − 2) /2) + 1)2
)
=
1
(ϕ ((x − 2) /2) + 1)2
uniformemente sobre subconjuntos compactos de C\[0, 4]. Asi pues, de (5.25)
obtenemos la asintótica relativa para los polinomios ortogonales de tipo Laguerre-
Sobolev escalados.
Proposición 23
lı´m
n→∞
̂˜Lαn (nx)
L̂αn (nx)
= lı´m
n→∞
L˜αn (nx)
Lαn (nx)
= 1 (5.28)
uniformemente sobre subconjuntos compactos de C\[0, 4].
Otro resultado importante se obtiene a partir de la fórmula Mehler-Heine
(1.30). Por tanto, si sustituímos (5.17) y (5.18) en (5.20)
̂˜Lαn (x) = L̂αn (x) − α + 3n (L̂α+2n−1 (x) − L̂α+2n−2 (x)) +
−(α + 1) (α + 3)
(α + 2) n2
L̂α+2n−1 (x) +
(α + 3) (2α + 3)
(α + 2) n2
L̂α+2n−2 (x)
−L̂α+2n−1 (x)O
(
1
n3
)
+ L̂α+2n−2 (x)O
(
1
n3
)
= L̂αn (x) −
α + 3
n
L̂α+1n−1 (x) +
(α + 3)
(α + 2) n2
(
(2α + 3) L̂α+2n−2 (x) − (α + 1) L̂α+2n−1 (x)
)
−L̂α+2n−1 (x)O
(
1
n3
)
+ L̂α+2n−2 (x)O
(
1
n3
)
.
Realizando el cambio de variable de x por x/n en la anterior expresión y dividien-
do en ambos miembros por nα ̂˜Lαn (x/n)
nα
=
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L̂αn (x/n)
nα
− (α + 3) L̂
α+1
n−1 (x/n)
nα+1
+
(α + 3)
(α + 2)
(2α + 3) L̂α+2n−2 (x/n)nα+2 − (α + 1) L̂α+2n−1 (x/n)nα+2

− L̂
α+2
n−1 (x/n)
nα+2
O
(
1
n
)
+
L̂α+2n−2 (x/n)
nα+2
O
(
1
n
)
.
Calculando el límite cuando n tiende a∞ y usando (1.30)
lı´m
n→∞
̂˜Lαn (x/n)
nα
= x−α/2Jα(2
√
x) − (α + 3)x−(α+1)/2Jα+1(2
√
x)
+
(α + 3)
(α + 2)
(
(2α + 3) x−(α+2)/2Jα+2(2
√
x) − (α + 1) x−(α+2)/2Jα+2(2
√
x)
)
uniformemente sobre subconjuntos compactos de C. Entonces, se obtiene una fór-
mula tipo Mehler-Heine
Proposición 24
lı´m
n→∞
̂˜Lαn (x/n)
nα
= x−α/2
[
Jα(2
√
x) − (α + 3)√
x
Jα+1(2
√
x) +
(α + 3)
x
Jα+2(2
√
x)
]
(5.29)
uniformemente sobre subconjuntos compactos de C.
Esta fórmula coincide con la obtenida por R. Alvarez-Nodarse y J. J. Moreno
Balcázar en [18], de forma alternativa, utilizando la conocida relación de recur-
rencia para las funciones de Bessel
Jα(2
√
x) + Jα+2(2
√
x) =
α + 1√
x
Jα+1(2
√
x), (5.30)
por lo que
Jα
(
2
√
x
)
− α + 3
α + 1
(
Jα
(
2
√
x
)
+ Jα+2
(
2
√
x
))
+
α + 3
x
Jα+2
(
2
√
x
)
= − 2
α + 1
Jα
(
2
√
x
)
+ (α + 3)
(
1
x
− 1
α + 1
)
Jα+2
(
2
√
x
)
.
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que es la expresión que aparece en [18] y [75].
Finalmente, mostraremos la manera cómo se comporta la norma de los poli-
nomios ortogonales tipo Laguerre Sobolev. Dado que de (5.6)∥∥∥L˜αn∥∥∥2S∥∥∥Lα+2n−2∥∥∥2α+2 = Bn (5.31)
entonces ∥∥∥L˜αn∥∥∥2S
n(n − 1) ∥∥∥Lαn∥∥∥2α
∥∥∥Lαn∥∥∥2α∥∥∥Lα+2n−2∥∥∥2α+2 =
Bn
n(n − 1) → 1.
Por tanto, ∥∥∥L˜αn∥∥∥2S∥∥∥Lαn∥∥∥2α → 1.
Pero, dado que
n−1
∥∥∥Lαn∥∥∥1/nα  e−1, (5.32)
se sigue
Proposición 25
lı´m
n→∞ n
−1 ∥∥∥L˜αn∥∥∥1/nS = e−1. (5.33)
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CAPÍTULO 6
Polinomios ortogonales de tipo
Laguerre Sobolev. Caso no diagonal
6.1. Introducción
En este capítulo presentamos una generalización de los polinomios de tipo
Laguerre y de tipo Laguerre-Sobolev estudiados en los capítulos 2 y 5. Esta gen-
eralización surgió al ver la relación existente entre el trabajo presentado por M.
Alfaro en el IWOPA08 en Leganés, que es un resumen de [8], y los resultados de
esta Memoria. Específicamente, en el trabajo de M. Alfaro se presenta una gener-
alización de los polinomios de tipo Hermite-Sobolev y, a continuación, se analiza
su comportamiento asintótico.
En esta parte de la tesis presentamos los polinomios ortogonales mónicos de
tipo Laguerre-Sobolev
{
L˜αn
}
n≥0 ortogonales respecto al producto escalar (6.1). Re-
alizamos un estudio del comportamiento asintótico de los mismos, en particular,
la correspondiente fórmula de Mehler-Heine y la asintótica exterior del cociente.
Hallamos una fórmula de conexión entre estos polinomios y la sucesión de poli-
nomios de Laguerre
{
Lα+2n
}
n≥0, una fórmula de recurrencia a cinco términos así
como la ecuación diferencial holonómica que satisfacen estos polinomios. Final-
mente, consideramos un caso particular de (6.1), para λ = 0, estableciendo una
relación entre los polinomios de Tipo Laguerre-Sobolev y una clase de los poli-
nomios generalizados de Hermite definidos en [8]. Esta relación viene dada por el
hecho que la sucesión de polinomios {Pn}n≥0 ortogonales respecto a (6.29), satis-
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facen P2n(x) = L˜
α−1/2
n (x2) y P2n+1(x) = xL
α+1/2
n (x2).
6.2. Comportamiento Asintótico
Sea p un polinomio con coeficientes reales. Denotamos
P(x) =
(
p(x)
p′(x)
)
.
Sean p y q polinomios con coeficientes reales. Definimos el producto escalar de
tipo Sobolev
〈p, q〉S =
∫ ∞
0
p(x)q(x)xαe−xdx + P(0)tAQ(0), α > −1, (6.1)
donde
A =
(
M0 λ
λ M1
)
,
M0,M1 ≥ 0, A una matriz semidefinida positiva, esto es DetA = |A| ≥ 0. Observe-
mos que λ = 0 cuando M0 = 0, M1 > 0 o, M1 = 0,M0 > 0.
Recordemos que 〈p, q〉S es un producto escalar en el espacio vectorial P de
polinomios con coeficientes reales en el sentido que se satisfacen las siguientes
propiedades
1. 〈λp + µq, r〉S = λ 〈p, r〉S + µ 〈q, r〉 , para p, q, r ∈ P y λ, µ ∈ R.
2. 〈p, q〉S = 〈q, p〉S para p, q ∈ P.
3. 〈p, p〉S > 0, para cada p ∈ P\{0}.
Antes de iniciar el estudio del comportamiento asintótico de los polinomios
L˜αn , necesitaremos hacer uso de la siguiente proposición. La demostración de (6.2)
y (6.3) es consecuencia de sustituir (1.23) y (1.25) en (1.27) y (5.4). Para obtener
(6.4) derivamos (5.4) y nuevamente usamos (1.23) y (1.25).
Proposición 26 Para cada n ∈ N,
Kn−1(0, 0) =
Γ(n + α + 1)
(n − 1)!Γ(α + 1)Γ(α + 2) , (6.2)
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K(1,0)n−1 (0, 0) = −
Γ(n + α + 1)
(n − 2)!Γ(α + 1)Γ(α + 3) = −
n − 1
α + 2
Kn−1(0, 0), (6.3)
K(1,1)n−1 (0, 0) =
Γ(n + α + 1) (n(α + 2) − (α + 1))
(n − 2)!Γ(α + 2)Γ(α + 4) =
(n(α + 2) − (α + 1)) (n − 1)
(α + 1)(α + 2)(α + 3)
Kn−1(0, 0). (6.4)
Sea
{
L˜αn
}
n≥0 la sucesión de polinomios ortogonales respecto al producto escalar
(6.1). Consideremos el desarrollo de Fourier de L˜αn en términos de la sucesión de
polinomios ortogonales mónicos de Laguerre
{
Lαn
}
n≥0
L˜αn (x) = L
α
n (x) +
n−1∑
k=0
an,kLαk (x),
con
an,k =
〈
L˜αn (x), L
α
k (x)
〉
α∥∥∥Lαk ∥∥∥2α , 0 ≤ k ≤ n − 1.
De (6.1), tenemos
an,k = −
(
L˜αn (0)
)t
ALαk (0)∥∥∥Lαk ∥∥∥2α .
Por tanto
L˜αn (x) = L
α
n (x) −
n−1∑
k=0
(
L˜αn (0)
)t
ALαk (0)∥∥∥Lαk ∥∥∥2α Lαk (x)
= Lαn (x) −
(
L˜αn (0)
)t
A
n−1∑
k=0
Lαk (0)L
α
k (x)∥∥∥Lαk ∥∥∥2α ,
esto es,
L˜αn (x) = L
α
n (x) −
(
L˜αn (0)
)t
A
(
Kn−1(x, 0)
K(0,1)n−1 (x, 0)
)
. (6.5)
Usando (6.5)
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L˜αn (0) = L
α
n (0) −
(
L˜αn (0)
)t
A
(
Kn−1(0, 0)
K(0,1)n−1 (0, 0)
)
(
L˜αn
)′
(0) =
(
Lαn
)′ (0) − (L˜αn (0))t A ( K(1,0)n−1 (0, 0)K(1,1)n−1 (0, 0)
)
.
Por tanto (
L˜α(0)
)t
= (Lα(0))t −
(
L˜α(0)
)t
AKn−1(0, 0), (6.6)
donde
Kn−1(0, 0) =
(
Kn−1(0, 0) K
(1,0)
n−1 (0, 0)
K(0,1)n−1 (0, 0) K
(1,1)
n−1 (0, 0)
)
,
es decir (
L˜α(0)
)t
(I + AKn−1(0, 0)) = (Lα(0))t , (6.7)
siendo I la matriz identidad de tamaño 2 × 2. Observemos que
I + AKn−1(0, 0) =
Kn−1(0, 0)
[( 1
Kn−1(0,0) 0
0 1Kn−1(0,0)
)
+ A
(
1 − n−1
α+2
− n−1
α+2
(n(α+2)−(α+1))(n−1)
(α+1)(α+2)(α+3)
)]
= Kn−1(0, 0)
(
G H
J K
)
,
donde
G =
1
Kn−1(0, 0)
+
(
M0 +
λ
α + 2
)
− nλ
α + 2
H =
λn2
(α + 1)(α + 3)
−
(
M0
α + 2
+
(2α + 3)λ
(α + 1)(α + 2)(α + 3)
)
n +(
M0
α + 2
+
λ
(α + 2)(α + 3)
)
J = − M1
α + 2
n +
(
λ +
M1
α + 2
)
K =
M1n2
(α + 1)(α + 3)
−
(
λ
α + 2
+
(2α + 3)M1
(α + 1)(α + 2)(α + 3)
)
n +(
λ
α + 2
+
M1
(α + 2)(α + 3)
)
+
1
Kn−1(0, 0)
.
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Por otra parte
|I + AKn−1(0)| =
(Kn−1(0, 0))2
[
1
(Kn−1(0, 0))2
+
1
Kn−1(0, 0)
traza
(
A
(
1 − n−1
α+2
− n−1
α+2
(n(α+2)−(α+1))(n−1)
(α+1)(α+2)(α+3)
))
+ |A|
(
(n(α + 2) − (α + 1)) (n − 1)
(α + 1)(α + 2)(α + 3)
− (n − 1)
2
(α + 2)2
)]
= 1 + Kn−1(0, 0)
(
M1
(n(α + 2) − (α + 1)) (n − 1)
(α + 1)(α + 2)(α + 3)
− 2λ
α + 2
(n − 1) + M0
)
+
|A| n − 1
α + 2
(
(n(α + 2) − (α + 1))
(α + 1)(α + 3)
− n − 1
α + 2
)
(Kn−1(0, 0))2
= 1 + Kn−1(0, 0)
(
M1
(n(α + 2) − (α + 1)) (n − 1)
(α + 1)(α + 2)(α + 3)
− 2λ
α + 2
(n − 1) + M0
)
+
(Kn−1(0, 0))2 |A| n − 1
α + 2
(
n
(α + 1)(α + 2)(α + 3)
+
1
(α + 2)(α + 3)
)
,
entonces tenemos que si |A| > 0
|I + AKn−1(0, 0)| ∼ |A| n
2α+4
(α + 1)(α + 2)2(α + 3)
, (6.8)
mientras que si |A| = 0 y M1 > 0
|I + AKn−1(0, 0)| ∼ n
α+3M1
(α + 1)(α + 3)
. (6.9)
Así pues, de (6.5) y (6.7),
L˜αn (x) =
Lαn (x) −
(
Lαn (0)
)t (I + AKn−1(0))−1 A  (−1)n−1(α+1)(n−1)!Γ(α+2) 0(−1)n
(n−2)!Γ(α+2)
(−1)n
(n−2)!Γ(α+2)
 ( Lα+1n−1 (x)Lα+2n−2 (x)
)
= Lαn (x) −
(−1)n
(n − 2)!Γ(α + 2)Kn−1(0, 0)
 (−1)n Γ(n+α+1)Γ(α+1)(−1)n−1 nΓ(n+α+1)
Γ(α+1)
t ( G HJ K
)−1
A ×( −α+1n−1 0
1 1
) (
Lα+1n−1 (x)
Lα+2n−2 (x)
)
,
119
120 CAPÍTULO 6. POLINOMIOS ORTOGONALES DE TIPO LAGUERRE SOBOLEV. CASO NO DIAGONAL
es decir,
L˜αn (x) = (6.10)
= Lαn (x) +
( −1
n
α+1
)t ( G H
J K
)−1
A
( −(α + 1) 0
n − 1 n − 1
) (
Lα+1n−1 (x)
Lα+2n−2 (x)
)
.
Además, si
M =
(
G H
J K
)
,
entonces
M−1 =
1
|M|
(
K −H
−J G
)
,
donde |M| se puede expresar como
|M| = 1
(Kn−1(0, 0))2
|I + AKn−1(0, 0)| .
Por tanto, de (6.10), realizando algunas operaciones tediosas tenemos que,
L˜αn (x) = (6.11)
= Lαn (x) +
1
|M|
(
A˜nn2 + Bnn + Cn, A˜′nn
2 + B′nn + C
′
n
) ( Lα+1n−1 (x)
Lα+2n−2 (x)
)
,
donde
A˜n =
2 |A|
(α + 1)(α + 2)(α + 3)
+
M1
(α + 1)Kn−1(0, 0)
Bn =
2α |A|
(α + 1)(α + 2)(α + 3)
− 2λ
Kn−1(0, 0)
− M1
(α + 1)Kn−1(0, 0)
A˜′n =
|A|
(α + 1)(α + 2)
+
M1
(α + 1)Kn−1(0, 0)
B′n =
α |A|
(α + 1)(α + 2)
− λ
Kn−1(0, 0)
− M1
(α + 1)Kn−1(0, 0)
,
Cn y C′n términos que dependen de M0, M1, λ y α.
Si denotamos
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L̂αn (x) =
(−1)n
n!
Lαn (x)̂˜Lαn (x) = (−1)nn! L˜αn (x),
entonces, de (6.11) ̂˜Lαn (x) = (6.12)
L̂αn (x) +
1
|M|
(
A˜nn2 + Bnn + Cn, A˜′nn
2 + B′nn + C
′
n
)  −1n L̂α+1n−1 (x)1
n(n−1) L̂
α+2
n−2 (x)

= L̂αn (x) +
1
|M|
(
A˜nn + Bn +
Cn
n
, A˜′nn + B
′
n +
C′n
n
) ( −L̂α+1n−1 (x)
1
n−1 L̂
α+2
n−2 (x)
)
.
Además, dado que
|M| = (6.13)
1
(Kn−1(0, 0))2
+
1
(Kn−1(0, 0))
(
M1
(α + 1)(α + 3)
n2 + Rn + T
)
+ |A|
(
n2
(α + 1)(α + 2)2(α + 3)
+ R′n + T ′
)
,
con R,T,R′ y T ′términos que dependen de M0,M1, λ y α, y suponiendo que |A| >
0, se tiene
|M| ∼ |A|
(α + 1)(α + 2)2(α + 3)
n2.
Entonces ̂˜Lαn (x) (6.14)
∼ L̂αn (x)+
(α + 1)(α + 2)2(α + 3)
n2 |A|
(
A˜nn + Bn +
Cn
n
, A˜′nn + B
′
n +
C′n
n
) ( −L̂α+1n−1 (x)
1
n−1 L̂
α+2
n−2 (x)
)
.
Por tanto
̂˜Lαn (x)
L̂αn (x)
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∼ 1 + (α + 1)(α + 2)
2(α + 3)
n2 |A|
(
A˜nn + Bn +
Cn
n
, A˜′nn + B
′
n +
C′n
n
)  −
L̂α+1n−1 (x)
L̂αn (x)
1
n−1
L̂α+2n−2 (x)
L̂αn (x)

= 1 +
(α + 1)(α + 2)2(α + 3)
|A|
 A˜nn + Bnn2 + Cnn3 , A˜′nn + B′nn2 + C′nn3

 −
L̂α+1n−1 (x)
L̂αn (x)
1
n−1
L̂α+2n−2 (x)
L̂αn (x)
 ,
y usando (1.31), tenemos
L˜αn (x)
Lαn (x)
= 1 + O
(
1√
n
)
,
uniformemente sobre subconjuntos compactos de C\[0,∞).
Por otra parte, si |A| = 0 y M1 > 0, de (6.12) y (6.13)
̂˜Lαn (x) = L̂αn (x) + 11
(Kn−1(0,0))2
+ 1(Kn−1(0,0))
(
M1
(α+1)(α+3)n
2 + Rn + T
) ×
(
A˜nn + Bn +
Cn
n
, A˜′nn + B
′
n +
C′n
n
) ( −L̂α+1n−1 (x)
1
n−1 L̂
α+2
n−2 (x)
)
,
entonceŝ˜Lαn (x)
L̂αn (x)
∼ 1+ (α + 1)(α + 3)Kn−1(0, 0)
M1
 A˜nn + Bnn2 + Cnn3 , A˜′nn + B′nn2 + C′nn3

 −
L̂α+1n−1 (x)
L̂αn (x)
1
n−1
L̂α+2n−2 (x)
L̂αn (x)
 .
Como
lı´m
n→∞Kn−1(0, 0)A˜n =
M1
α + 1
lı´m
n→∞Kn−1(0, 0)A˜
′
n =
M1
α + 1
lı´m
n→∞Kn−1(0, 0)Bn = −2λ −
M1
α + 1
lı´m
n→∞Kn−1(0, 0)B
′
n = −λ −
M
α + 1
lı´m
n→∞Kn−1(0, 0)Cn = L1
lı´m
n→∞Kn−1(0, 0)C
′
n = L2,
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con L1, L2 constantes que no dependen n, concluímos que
̂˜Lαn (x)
L̂αn (x)
= 1 + O
(
1√
n
)
,
uniformemente sobre subconjuntos compactos de C\[0,∞). Es decir,
Teorema 27
lı´m
n→∞
L˜αn (x)
Lαn (x)
= 1 (6.15)
uniformemente sobre subconjuntos compactos de C\[0,∞).
Ahora, vamos a hallar la correspondiente fórmula de Mehler-Heine para los
polinomios ortogonales de tipo Laguerre Sobolev L˜αn (x). Como antes, primero
supondremos que |A| > 0. De (6.14) se tiene
̂˜Lαn (x/n)
nα
∼ L̂
α
n (x/n)
nα
+
(α + 1)(α + 2)2(α + 3)
nα+2 |A|
(
A˜nn + Bn +
Cn
n
, A˜′nn + B
′
n +
C′n
n
) ( −L̂α+1n−1 (x/n)
1
n−1 L̂
α+2
n−2 (x/n)
)
=
L̂αn (x/n)
nα
+
(α + 1)(α + 2)2(α + 3)
|A|
(
A˜n +
Bn
n
+
Cn
n2
, A˜′n +
B′n
n
+
C′n
n2
)  − L̂α+1n−1 (x/n)nα+1n
n−1
L̂α+2n−2 (x/n)
nα+2 ,

asi pues,
lı´m
n→∞
̂˜Lαn (x/n)
nα
= x−α/2Jα(2
√
x)+
(α + 1)(α + 2)2(α + 3)
|A|
(
2 |A|
(α + 1)(α + 2)(α + 3)
,
|A|
(α + 1)(α + 2)
) (
x−(α+1)/2Jα+1(2
√
x)
x−(α+2)/2Jα+2(2
√
x)
)
,
uniformemente sobre subconjuntos compactos de C. Por tanto, el segundo miem-
bro de la anterior expresión resulta ser
x−α/2
(
Jα(2
√
x) − 2(α + 2)x−1/2Jα+1(2
√
x) + (α + 2)(α + 3)Jα+2(2
√
x)
)
.
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Ahora, de la relación de recurrencia para las funciones de Bessel (5.30) tenemos
x−α/2
[
Jα(2
√
x) − 2(α + 2)x−1/2Jα+1(2
√
x) + (α + 2)(α + 3)Jα+2(2
√
x)
]
= x−α/2
[
−(α + 3)√
x
Jα+1(2
√
x) +
(
(α + 2) (α + 3)
x
− 1
)
Jα+2(2
√
x)
]
= x−α/2
[
−(α + 3)√
x
(
α + 2√
x
Jα+2(2
√
x) − Jα+3(2
√
x)
)
+(
(α + 2) (α + 3)
x
− 1
)
Jα+2(2
√
x)
]
= x−α/2
[
(α + 3)√
x
Jα+3(2
√
x) − Jα+2(2
√
x)
]
= x−α/2Jα+4(2
√
x).
Lo que nos lleva a enunciar el siguiente teorema
Teorema 28 Si
{̂˜Lαn}
n≥0
es la sucesión de polinomios ortogonales con respecto a
(6.1) y |A| > 0. Entonces
lı´m
n→∞
̂˜Lαn (x/n)
nα
= x−α/2Jα+4(2
√
x), (6.16)
uniformemente sobre subconjuntos compactos de C.
Observemos que este resultado coincide con el obtenido en [75] para el caso di-
agonal, M0,M1 > 0.
Vamos ahora a hallar la fórmula de Mehler-Heine en el caso en que |A| = 0 y
M1 > 0. De (6.11),
̂˜Lαn (x/n)
nα
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=
L̂αn (x/n)
nα
+
1
1
(Kn−1(0,0))2
+ 1(Kn−1(0,0))
(
M1
(α+1)(α+3)n
2 + Rn + T
) ×
(
A˜nn + Bn +
Cn
n
, A˜′nn + B
′
n +
C′n
n
)  −n L̂α+1n−1 (x/n)nα+1n
n−1
L̂α+2n−2 (x/n)
nα+2

=
L̂αn (x/n)
nα
+
1
1
(Kn−1(0,0))2
+ 1(Kn−1(0,0))
(
M1
(α+1)(α+3)n
2 + Rn + T
) ×
(
−A˜nn2 − Bnn −Cn, nn − 1
(
A˜′nn
2 + B′nn + C
′
n
))  −n L̂α+1n−1 (x/n)nα+1L̂α+2n−2 (x/n)
nα+2

→ x−α/2Jα(2
√
x) + (−(α + 3), α + 3)
 x−(α+1)/2Jα+1
(
2
√
x
)
x−(α+2)/2Jα+2
(
2
√
x
) 
uniformemente sobre subconjuntos compactos de C. Por tanto, tenemos
Teorema 29 Si
{̂˜Lαn}
n≥0
es la sucesión de polinomios ortogonales con respecto a
(6.1) y |A| = 0, M1 > 0. Entonces
lı´m
n→∞
̂˜Lαn (x/n)
nα
= x−α/2
(
Jα(2
√
x) − α + 3√
x
Jα+1
(
2
√
x
)
+
α + 3
x
Jα+2
(
2
√
x
))
, (6.17)
uniformemente sobre subconjuntos compactos de C.
Observemos que este resultado coincide con (5.29) y la fórmula obtenida en
[18] que es el caso en que M0 = 0 y λ = 0.
Usando la definición (6.1) tenemos∥∥∥L˜αn∥∥∥2S = ∥∥∥Lαn∥∥∥2α + Lα(0)t(I + AKn−1(0, 0))−1ALα(0).
Dado que ∣∣∣∣∣∣ 0 utv B
∣∣∣∣∣∣ = − |B| utB−1v
donde
B =
(
a b
c d
)
, u =
(
u1
u2
)
, v =
(
v1
v2
)
,
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entonces∥∥∥L˜αn∥∥∥2S = ∥∥∥Lαn∥∥∥2α − 1|I + AKn−1(0, 0)|
∣∣∣∣∣∣ 0 Lαn (0)tALαn (0) I + AKn−1(0, 0)
∣∣∣∣∣∣
=
∥∥∥Lαn∥∥∥2α
|I + AKn−1(0, 0)|
|I + AKn−1(0, 0)| + ∣∣∣∣∣∣ 0 Lαn (0)t/
∥∥∥Lαn∥∥∥2α−ALαn (0) I + AKn−1(0, 0)
∣∣∣∣∣∣

=
∥∥∥Lαn∥∥∥2α
|I + AKn−1(0, 0)|
∣∣∣∣∣∣ 1 Lαn (0)t/
∥∥∥Lαn∥∥∥2α−ALαn (0) I + AKn−1(0, 0)
∣∣∣∣∣∣ .
Finalmente, debido a que
I + AKn(0, 0) = I + AKn−1(0, 0) +
A∥∥∥Lαn∥∥∥2αLαn (0)Lαn (0)t,
entonces ∥∥∥L˜αn∥∥∥2S∥∥∥Lαn∥∥∥2α =
|I + AKn(0, 0)|
|I + AKn−1(0, 0)| . (6.18)
En conclusión, usando (6.18), (6.8) y (6.9)
Proposición 27 Si
{̂˜Lαn}
n≥0
es la sucesión de polinomios ortogonales con respecto
a (6.1). Entonces
lı´m
n→∞
∥∥∥L˜αn∥∥∥2S∥∥∥Lαn∥∥∥2α = 1.
6.3. Fórmula de conexión
En esta sección vamos a encontrar una relación entre la sucesión de polinomios
ortogonales de tipo Laguerre Sobolev
{
L˜αn
}
n≥0 y una sucesión de polinomios de
Laguerre. Sustituyendo (1.27) y (5.4) en (6.5) tenemos
L˜αn (x) = L
α
n (x) −
(
L˜αn (0)
)t
A
(
Kn−1(x, 0)
K(0,1)n−1 (x, 0)
)
= Lαn (x) −
(
L˜αn (0)
)t
A
 (−1)n−1(n−1)!Γ(α+1) Lα+1n−1 (x)(−1)n
(n−2)!Γ(α+2) L
α+2
n−1 (x) +
(−1)nn
(n−2)!Γ(α+2) L
α+2
n−2 (x)

= Lαn (x) −
(−1)n
(n − 2)!Γ(α + 1)
(
L˜αn (0)
)t
A
( − 1n−1 Lα+1n−1 (x)
1
(α+1) L
α+2
n−1 (x) +
n
α+1 L
α+2
n−2 (x)
)
.
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Además, usando (1.24)
L˜αn (x) = L
α
n (x) −
(−1)n
(n − 2)!Γ(α + 1)
(
L˜αn (0)
)t
A
 − 1n−1 (Lα+2n−1 (x) + (n − 1)Lα+2n−2 (x))1
(α+1) L
α+2
n−1 (x) +
n
α+1 L
α+2
n−2 (x)

= Lαn (x) −
(−1)n
(n − 2)!Γ(α + 1)
(
L˜αn (0)
)t
A
[( − 1n−1
1
(α+1)
)
Lα+2n−1 (x) +
( −1
n
α+1
)
Lα+2n−2 (x)
]
,
donde (
L˜αn (0)
)t
= (I + AKn−1(0, 0))−1
(
Lαn (0)
)t .
Nuevamente, usando (1.24)
Lαn (x) = L
α+2
n (x) + 2nL
α+2
n−1 (x) + n(n − 1)Lα+2n−2 (x).
Por lo que tenemos el siguiente Teorema
Teorema 30 Para cada n ∈ N
L˜αn (x) = L
α+2
n (x) + An,αL
α+2
n−1 (x) + Bn,αL
α+2
n−2 (x) (6.19)
donde
An,α = 2n − (−1)
n
(n − 2)!Γ(α + 1)
(
L˜αn (0)
)t
A
( − 1n−1
1
(α+1)
)
∼ 2n − (α + 1)(α + 2)
Bn,α = n(n − 1) − (−1)
n
(n − 2)!Γ(α + 1)
(
L˜αn (0)
)t
A
( −1
n
α+1
)
∼ n(n − 1) − (α + 1)(α + 2)(n − 1).
Esto implica que la sucesión
{
L˜αn
}
n≥0 es cuasi-ortogonal con respecto a la me-
dida de Laguerre dµα+2 = xα+2e−xdx. Ver [28] para más información acerca de
familias cuasi-ortogonales, en particular, el análisis de la distribución de los ceros.
6.4. Fórmula de recurrencia a cinco términos
En esta parte de la memoria encontraremos una fórmula de recurrencia a cinco
términos para los polinomios mónicos de tipo Laguerre Sobolev
{
L˜αn
}
n≥0 ortogo-
nales con respecto a (6.1). Para ello, sera necesario usar la siguiente Proposición.
La prueba de (6.20) es una consecuencia de (6.1).
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Proposición 28 Si p y q son polinomios con coeficientes reales, entonces〈
x2 p, q
〉
S
=
〈
p, x2q
〉
S
. (6.20)
Consideremos la representación de Fourier de x2L˜αn en términos de
{
L˜αn
}
n≥0
x2L˜αn (x) = L˜
α
n+2(x) +
n+1∑
k=0
an,kL˜αk (x) (6.21)
donde
an,k =
〈
x2L˜αn (x), L˜
α
k (x)
〉
S∥∥∥L˜αk (x)∥∥∥2S , k = 0, . . . , n + 1.
De (6.20) tenemos
an,k =
〈
L˜αn (x), x
2L˜αk (x)
〉
S∥∥∥L˜αk (x)∥∥∥2S .
Entonces, an,k = 0 para k = 0, . . . , n − 3. Por tanto
x2L˜αn (x) = L˜
α
n+2(x) + an,n+1L˜
α
n+1(x) + an,nL˜
α
n (x) + an,n−1L˜
α
n−1(x) + an,n−2L˜
α
n−2(x).
El siguiente objetivo es determinar los coeficientes an,k, k = n− 2, . . . , n + 1. Dado
que 〈
L˜αn (x), x
2L˜αk (x)
〉
S
=
〈
L˜αn (x), L˜
α
k (x)
〉
α+2
y usando la fórmula de conexión (6.19) para L˜αn (x) y L˜
α
k (x), k = n − 2, . . . , n + 1,
se tiene
an,n+1 =
An+1,α
∥∥∥Lα+2n ∥∥∥2α+2 + An,αBn+1,α ∥∥∥Lα+2n−1∥∥∥2α+2∥∥∥L˜αn+1(x)∥∥∥2S ∼ 4n
an,n =
∥∥∥Lα+2n ∥∥∥2α+2 + A2n,α ∥∥∥Lα+2n−1∥∥∥2α+2 + B2n,α ∥∥∥Lα+2n−2∥∥∥2α+2∥∥∥L˜αn (x)∥∥∥2S ∼ 6n
2
an,n−1 =
An,α
∥∥∥Lα+2n−1∥∥∥2α+2 + Bn,αAn−1,α ∥∥∥Lα+2n−2∥∥∥2α+2∥∥∥L˜αn−1(x)∥∥∥2S ∼ 4n
3 (6.22)
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an,n−2 =
Bn,α
∥∥∥Lα+2n−2∥∥∥2α+2∥∥∥L˜αn−2(x)∥∥∥2S ∼ n
4.
Por lo tanto,
Teorema 31 (Fórmula de recurrencia a cinco términos) Para cada n ∈ N
x2L˜αn (x) = L˜
α
n+2(x)+an,n+1L˜
α
n+1(x)+an,nL˜
α
n (x)+an,n−1L˜
α
n−1(x)+an,n−2L˜
α
n−2(x). (6.23)
donde los coeficientes an,k, k = n − 2, . . . , n + 1, están dados en (6.22) y, por
convenio, definimos L˜α−1(x) = L˜
α
−2(x) = 0.
Observemos que la representación matricial del operador de multiplicación
por x2 está relacionado con el cuadrado de la matriz de representación del operador
de multiplicación por x cuando se consideran los polinomios ortogonales clásicos
de Laguerre. Perturbaciones compactas de estos operadores de multiplicación para
medidas de soporte acotado han sido estudiadas en [90].
6.5. Ecuación diferencial holonómica
En esta sección vamos a hallar una ecuación diferencial lineal de segundo
orden que satisface la sucesión de polinomios ortogonales mónicos
{
L˜αn
}
n≥0 . Para
ello, vamos a determinar dos operadores diferenciales lineales de primer ordenJn
y Kn, tales que
Jn
(
L˜αn
)
= H(x; n)L˜αn−1
Kn
(
L˜αn−1
)
= K(x; n)L˜αn .
para ciertos polinomios H(x; n) y K(x; n). Estos operadores son llamados en la
literatura operadores de aniquilación y creación, respectivamente ([56]).
Reemplazando (1.19) en (6.19) se obtiene
L˜αn (x) = f (x; n)L
α+2
n−1 (x) + MnL
α+2
n−2 (x) (6.24)
asi como para n − 1
L˜αn−1(x) = KnL
α+2
n−1 (x) + g(x; n)L
α+2
n−2 (x), (6.25)
129
130 CAPÍTULO 6. POLINOMIOS ORTOGONALES DE TIPO LAGUERRE SOBOLEV. CASO NO DIAGONAL
donde
f (x; n) = An,α + (x − (2n + 1 + α))
Mn = Bn,α − (n − 1) (n + α + 1)
Kn = 1 − Bn−1,α(n − 2)(n + α)
g(x; n) = An−1,α +
Bn−1,α (x − (2n + α − 1))
(n − 2)(n + α) .
Derivando en ambos miembros de (6.24)(
L˜αn
)′
(x) = Lα+2n−1 (x) + f (x; n)
(
Lα+2n−1
)′
(x) + Mn
(
Lα+2n−2
)′
(x).
Multiplicando por x en ambos miembros de la anterior expresión y usando (1.20),
x
(
L˜αn
)′
(x) = xLα+2n−1 (x) + f (x; n)
[
(n − 1)Lα+2n−1 (x) + (n − 1)(n + α + 1)Lα+2n−2 (x)
]
+
Mn
[
(n − 2)Lα+2n−2 (x) + (n − 2)(n + α)Lα+2n−3 (x)
]
.
De (1.19)
Lα+2n−3 (x) = −
1
(n − 2)(n + α)L
α+2
n−1 (x) +
(x − (2n + α − 1))
(n − 2)(n + α) L
α+2
n−2 (x).
Entonces
x
(
L˜αn
)′
(x) =
[
x + (n − 1) f (x; n) − Mn] Lα+2n−1 (x) +[
(n − 1)(n + α + 1) f (x; n) + Mn (x − (n + α + 1))] Lα+2n−2 (x).
Por tanto, si definimos
φ(x; n) = x + (n − 1) f (x; n) − Mn
σ(x; n) = f (x; n)(n − 1)(n + α + 1) + Mn (x − (n + α + 1))
obtenemos
x
(
L˜αn
)′
(x) = φ(x; n)Lα+2n−1 (x) + σ(x; n)L
α+2
n−2 (x). (6.26)
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De manera similar,
x
(
L˜αn−1
)′
(x) = τ(x; n)Lα+2n−1 (x) + υ(x; n)L
α+2
n−2 (x),
donde
τ(x; n) = Kn(n − 1) − g(x; n)
υ(x; n) = Kn(n − 1)(n + α + 1) + Bn−1,αx(n − 2)(n + α) + g(x; n)(x − (n + α + 1)).
Usando (6.24) y (6.25) obtenemos
Lα+2n−1 (x) =
g(x; n)L˜αn (x) − MnL˜αn−1(x)
g(x; n) f (x; n) − KnMn (6.27)
Lα+2n−2 (x) =
f (x; n)L˜αn−1(x) − KnL˜αn (x)
g(x; n) f (x; n) − KnMn . (6.28)
Reemplazando (6.27) y (6.28) en (6.26),
x
[
g(x; n) f (x; n) − KnMn] (L˜αn)′ (x) + [g(x; n)φ(x; n) − Knφ(x; n)] L˜αn (x)
=
[
f (x; n)σ(x; n) − Mnφ(x; n)] L˜αn−1(x).
De manera similar, se puede probar que
x
[
g(x; n) f (x; n) − KnMn] (L˜αn−1)′ (x) + [Mnτ(x; n) − υ(x; n) f (x; n)] L˜αn−1(x)
=
[
τ(x; n)g(x; n)σ(x; n) − Knυ(x; n)] L˜αn (x).
Por tanto, hemos probado el siguiente
Proposición 29 Sea
{
L˜αn
}
n≥0 la sucesión de polinomios mónicos ortogonales con
respecto a (6.1). Entonces, los operadores diferenciales Jn y Kn definidos por
Jn = F(x; n)D + G(x; n)I
Kn = F(x; n)D + J(x; n)I
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donde D es el operador derivada, I el operador identidad y
F(x; n) = x
[
g(x; n) f (x; n) − KnMn]
G(x; n) = φ(x; n) (Kn − g(x; n))
H(x; n) = f (x; n)σ(x; n) − Mnφ(x; n)
J(x; n) = Mnτ(x; n) − υ(x; n) f (x; n)
K(x; n) = τ(x; n)g(x; n) − Knυ(x; n),
satisfacen,
Jn
(
L˜αn
)
= H(x; n)L˜αn−1
Kn
(
L˜αn−1
)
= K(x; n)L˜αn .
En otras palabras Jn es un operador de aniquilación (lowering operator) y Kn
es un operador creación (raising operator) asociado con la sucesión
{
L˜αn
}
n≥0 .
De la anterior proposición
1
H(x; n)
Jn
(
L˜αn
)
= L˜αn−1.
Por tanto, aplicando el operador diferencial Kn en ambos miembros de la an-
terior igualdad
Kn
(
1
H(x; n)
Jn
(
L˜αn
))
= K(x; n)L˜αn ,
esto es
F(x; n)D
(
1
H(x; n)
Jn
(
L˜αn
))
+
J(x; n)
H(x; n)
Jn
(
L˜αn
)
= K(x; n)L˜αn .
Por otra parte, usando el hecho que
D
(
1
H(x; n)
Jn
(
L˜αn
))
= D
(
1
H(x; n)
(
F(x; n)
(
L˜αn
)′
+ G(x; n)L˜αn
))
= −H
′(x; n)
H2(x; n)
(
F(x; n)
(
L˜αn
)′
+ G(x; n)L˜αn
)
+
1
H(x; n)
(
F′(x; n)
(
L˜αn
)′
+ F(x; n)
(
L˜αn
)′′)
+
1
H(x; n)
(
G′(x; n)L˜αn + G(x; n)
(
L˜αn
)′)
,
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se deduce
F2(x; n)
H(x; n)
(
L˜αn
)′′
+
F(x; n)
H(x; n)
[
−F(x; n)H
′(x; n)
H(x; n)
+ F′(x; n) + G(x; n) + J(x; n)
] (
L˜αn
)′
+
1
H(x; n)
[
−F(x; n)G(x; n)H
′(x; n)
H(x; n)
+ F(x; n)G′(x; n) +
J(x; n)G(x; n) − K(x; n)H(x; n)
]
L˜αn
= 0.
Asi pues, utilizando la misma notación de la Proposición 29, se tiene
Teorema 32 Sea
{
L˜an
}
n≥0 los polinomios mónicos de tipo Laguerre Sobolev ortog-
onales con respecto a (6.1). Entonces
A(x; n)
(
L˜αn (x)
)′′
+ B(x; n)
(
L˜αn (x)
)′
+ C(x; n)L˜αn (x) = 0,
donde
A(x; n) = F2(x; n)
B(x; n) = F(x; n)
[
F′(x; n) + G(x; n) + J(x; n) − F(x; n)H
′(x; n)
H(x; n)
]
C(x; n) = F(x; n)G′(x; n) + J(x; n)G(x; n) − F(x; n)G(x; n)H
′(x; n)
H(x; n)
− K(x; n)H(x; n).
6.6. Ejemplo
Consideremos producto escalar (6.1) con M0 = M, M1 = 4N y λ = 0. Es decir,
si p, q son polinomios reales estamos considerando el producto escalar
〈p, q〉S =
∫ ∞
0
p(x)q(x)xαe−xdx + Mp(0)q(0) + 4N p′(0)q′(0).
Sea
{
L˜αn
}
n≥0 la sucesión de polinomios mónicos de tipo Laguerre-Sobolev ortogo-
nales respecto a (6.6).
Por otra parte, consideremos {Pn}n≥0, la sucesión de polinomios ortogonales
correspondientes al producto escalar
〈p, q〉H =
∫ ∞
−∞
p(x)q(x) |x|2α e−x2dx + Mp(0)q(0) + N p′′(0)q′′(0), (6.29)
133
134 CAPÍTULO 6. POLINOMIOS ORTOGONALES DE TIPO LAGUERRE SOBOLEV. CASO NO DIAGONAL
M,N ∈ R+. Entonces, establecemos una relación entre las sucesiones
{
L˜αn
}
n≥0 y{Pn}n≥0 mediante la siguiente proposición
Proposición 30 Para cada n ∈ N
P2n(x) = L˜α−1/2n (x
2)
P2n+1(x) = xLα+1/2n (x
2).
Demostración. Para demostrar que P2n+1(x) = xLα+1/2n (x2), veamos que〈
xLα+1/2n (x2), x2k+1
〉
H
= 0, siempre que n < k. En efecto,
〈
xLα+1/2n (x
2), x2k+1
〉
H
=
∫ ∞
−∞
Lα+1/2n (x
2)x2k+2 |x|2α e−x2dx
=
∫ ∞
0
Lα+1/2n (t)t
ktα+1/2e−tdt
= δn,k
∥∥∥Lα+1/2n ∥∥∥2α+1/2 , k ≤ n.
Además 〈
xLα+1/2n (x
2), x2k
〉
H
= 0,
es decir,
P2n+1(x) = xLα+1/2n (x
2).
Realizamos un procedimiento similar para probar que P2n(x) = L˜
α−1/2
n (x2). Si 1 ≤
k ≤ n, 〈
L˜α−1/2n (x
2), x2k
〉
H
=
∫ ∞
−∞
x2kL˜α−1/2n (x
2) |x|2α e−x2dx +
[
(2k)(2k − 1)x2k−2
]
x=0
2
(
L˜α−1/2n
)′
(0)N
=
∫ ∞
0
tkL˜α−1/2n (t)t
α−1/2e−tdt + 4N
[
k(2k − 1)x2k−2
]
x=0
(
L˜αn
)′
(0)
=
∫ ∞
0
tkL˜α−1/2n (t)t
α−1/2e−tdt + 4N(tk)′(0)
(
L˜αn
)′
(0)
=
〈
L˜α−1/2n (t), t
k
〉
S
= δnk
∥∥∥L˜α−1/2n (x2)∥∥∥2S .
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Puesto que〈
L˜α−1/2n (x
2), 1
〉
H
=
∫ ∞
−∞
L˜α−1/2n (x
2) |x|2α e−x2dx + ML˜α−1/2n (0)
=
∫ ∞
0
L˜α−1/2n (t)t
α−1/2e−tdt + ML˜α−1/2n (0)
=
〈
L˜α−1/2n (x), 1
〉
S
entonces
P2n(x) = L˜α−1/2n (x
2),
con lo que se completa la prueba.
Un marco general para el problema de simetrización para el caso de ortogo-
nalidad Sobolev respecto a un vector de medidas aparece descrito en [29] y [30].
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CAPÍTULO 7
Polinomios ortogonales de tipo
Laguerre-Sobolev de orden superior
7.1. Introducción
Sea
{Lαn }n≥0 la sucesión de polinomios ortogonales respecto al producto escalar
〈p, q〉S =
∫ ∞
0
pqxαe−xdx + N p( j)(0)q( j)(0), p, q ∈ P,
donde N ∈ R+ y j ≥ 2. En el capítulo 5 realizamos el estudio de propiedades
analíticas de estos polinomios para el caso j = 1. En este capítulo, encontramos
algunas generalizaciones de los resultados del capítulo 5. Entre ellos, presenta-
mos una fórmula de conexión de los polinomios Lαn (x) con los polinomios ortog-
onales de Laguerre
{
Lα+ j+1n
}
n≥0. Obtenemos la fórmula asintótica relativa exterior
de los polinomios
{Lαn }n≥0 en términos de {Lαn }n≥0 así como la fórmula de tipo
Mehler-Heine. Es decir, el comportamiento de L̂
α
n (x/n)
nα en subconjuntos compactos
del plano, donde L̂αn (x) = (−1)
n
n! Lαn (x). En el caso j = 1 se deducen los resultados
asintóticos obtenidos en el capítulo 5.
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7.2. Fórmula de conexión
Si
{
Lαn
}
n≥1 es la sucesión de polinomios ortogonales mónicos de Laguerre, se
define un producto escalar de tipo Sobolev como sigue:
〈p, q〉S =
∫ ∞
0
pqxαe−xdx + N p( j)(0)q( j)(0), p, q ∈ P, (7.1)
donde α > −1, N ∈ R+ y j ≥ 2.
Denotemos mediante
{Lαn }n≥0 la sucesión de polinomios ortogonales mónicos
de tipo Laguerre-Sobolev correspondientes al producto escalar definido anterior-
mente.
Nuestro objetivo es escribir los polinomios ortogonales mónicos de tipo La-
guerre-Sobolev Lαn (x), mediante su desarrollo de Fourier en términos de los poli-
nomios ortogonales de Laguerre. Es decir,
Lαn (x) = Lαn (x) +
n−1∑
k=0
a(n)k L
α
k (x),
donde
a(n)k =
〈
Lαn (x), Lαk (x)
〉
α∥∥∥Lαk (x)∥∥∥2α .
De (7.1)
a(n)k =
〈
Lαn (x), Lαk (x)
〉
S
− N(Lαn )( j)(0)
(
Lαk
)( j)
(0)∥∥∥Lαk (x)∥∥∥2α ,
y dado que
〈
Lαn (x), Lαk (x)
〉
S
= 0 para k = 0, . . . , n − 1, se tiene
a(n)k = −
N(Lαn )( j)(0)
(
Lαk
)( j)
(0)∥∥∥Lαk (x)∥∥∥2α .
Por lo tanto,
Lαn (x) = Lαn (x) − N(Lαn )( j)(0)
n−1∑
k=0
(
Lαk
)( j)
(0)Lαk (x)∥∥∥Lαk (x)∥∥∥2α
138
7.2. FÓRMULA DE CONEXIÓN 139
= Lαn (x) − N(Lαn )( j)(0)K(0, j)n−1 (x, 0). (7.2)
A continuación vamos a expresar K(0, j)n−1 (x, 0) como una combinación lineal de
ciertos polinomios de Laguerre. De la ortogonalidad de los polinomios de La-
guerre tenemos
K(0, j)n−1 (x, 0)
∥∥∥Lαn−1(x)∥∥∥2α(
Lαn−1
)( j)
(0)
= Lα+ j+1n−1 (x) +
n−2∑
k=0
b(n)k L
α+ j+1
k (x),
donde
b(n)k =
∥∥∥Lαn−1(x)∥∥∥2α 〈K(0, j)n−1 (x, 0), Lα+ j+1k (x)〉α+ j+1(
Lαn−1
)( j)
(0)
∥∥∥Lα+ j+1k (x)∥∥∥2α+ j+1 ,
y, usando el hecho que〈
K(0, j)n−1 (x, 0), L
α+ j+1
k (x)
〉
α+ j+1
=
〈
K(0, j)n−1 (x, 0), x
j+1Lα+ j+1k (x)
〉
α
= 0,
para 0 ≤ k ≤ n − j − 2, se tiene
K(0, j)n−1 (x, 0) =
(
Lαn−1
)( j)
(0)∥∥∥Lαn−1(x)∥∥∥2α L
α+ j+1
n−1 (x) +
〈
K(0, j)n−1 (x, 0), L
α+ j+1
n−2 (x)
〉
α+ j+1∥∥∥Lα+ j+1n−2 (x)∥∥∥2α+ j+1 L
α+ j+1
n−2 (x)
+ · · · +
〈
K(0, j)n−1 (x, 0), L
α+ j+1
n− j−1 (x)
〉
α+ j+1∥∥∥∥Lα+ j+1n− j−1 (x)∥∥∥∥2α+ j+1 L
α+ j+1
n− j−1 (x). (7.3)
A continuación, calcularemos cada uno de los coeficientes de la anterior ex-
presión. De (1.20),
xLα+1n−1 (x) = L
α
n (x) + (n + α) L
α
n−1(x),
se tiene
x jxLα+ j+1n−k−1(x) = x
j
(
Lα+ jn−k(x) + (n − k + α + j) Lα+ jn−k−1(x)
)
= x j−1
[
Lα+ j−1n−k+1(x) + (n − k + j + α)Lα+ j−1n−k (x)+
+ (n − k + α + j) (Lα+ j−1n−k (x) + (n − k + α + j − 1)Lα+ j−1n−k−1(x))
]
= x j−1
[
Lα+ j−1n−k+1(x) + 2(n − k + j)Lα+ j−1n−k (x)+
+ (n − k + α + j) (n − k + α + j − 1)Lα+ j−1n−k−1(x)
]
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e iterando el procedimiento, podemos probar que (ver también [34] y [49])
x j+1Lα+ j+1n−k−1(x) =
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r(x). (7.4)
Para ello utilizaremos el método de inducción. Supongamos que la anterior
expresión es válida para j − 1, i.e
x jLα+ jn−k−1(x) =
j∑
r=0
(
j
r
)
(n − k + α + j − r)r Lαn−k+ j−r−1(x)
con lo que obtenemos
x j+1Lα+ j+1n−k−1(x) = x
(
x jL(α+1)+ jn−k−1 (x)
)
= x
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r Lα+1n−k+ j−r−1(x)
=
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r
(
Lαn−k+ j−r(x) + (n − k + j − r + α)Lαn−k+ j−r−1(x)
)
=
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r(x) +
+
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r (n − k + j − r + α)Lαn−k+ j−r−1(x)
=
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r(x) +
+
j∑
r=0
(
j
r
)
(n − k + α + j − r)r+1 Lαn−k+ j−r−1(x)
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=
j∑
r=0
(
j
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r(x) +
+
j+1∑
r=1
(
j
r − 1
)
(n − k + α + j − r + 1)r Lαn−k+ j−r(x)
= Lαn−k+ j(x) +
j∑
r=1
((
j
r
)
+
(
j
r − 1
))
(n − k + α + j − r + 1)r Lαn−k+ j−r(x) +
+ (n − k + α) j+1 Lαn−k−1(x)
=
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r(x),
con lo que se sigue (7.4).
Ahora, usaremos este último resultado para calcular los coeficientes en (7.3).
De (7.4) 〈
K(0, j)n−1 (x, 0), x
j+1Lα+ j+1n−k−1(x)
〉
α
=
=
〈
K(0, j)n−1 (x, 0),
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r Lαn−k+ j−r(x)
〉
α
=
j+1∑
r=0
(
j + 1
r
)
(n − k + α + j − r + 1)r
〈
K(0, j)n−1 (x, 0), L
α
n−k+ j−r(x)
〉
α
.
Por tanto, nuestro problema se reduce al cálculo de
〈
K(0, j)n−1 (x, 0), L
α
n−k+ j−r(x)
〉
α
para 0 ≤ r ≤ j + 1. Pero, de (7.1) y (1.5) tenemos〈
K(0, j)n−1 (x, 0), L
α
n−k+ j−r(x)
〉
α
= 0,
para 0 ≤ r ≤ j − k, y〈
K(0, j)n−1 (x, 0), L
α
n−k+ j−r(x)
〉
α
=
(
Lαn−k+ j−r
)( j)
(0),
j − k + 1 ≤ r ≤ j + 1. En conclusión,
〈
K(0, j)n−1 (x, 0), x
j+1Lα+ j+1n−k−1(x)
〉
α
=
j+1∑
r= j−k+1
(
j + 1
r
)
(n − k + α + j − r + 1)r
(
Lαn−k+ j−r
)( j)
(0),
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es decir,
K(0, j)n−1 (x, 0) = A
( j)
n,1L
α+ j+1
n−1 (x) + A
( j)
n,2L
α+ j+1
n−2 (x) + · · · + A( j)n, j+1Lα+ j+1n− j−1 (x), (7.5)
donde
A( j)n,1 =
(
Lαn−1
)( j)
(0)∥∥∥Lαn−1(x)∥∥∥2α
y
A( j)n,r =
1∥∥∥Lα+ j+1n−r (x)∥∥∥2α+ j+1
j+1∑
s= j−r+2
(
j + 1
s
)
(n − r + α + j − s + 2)s
(
Lαn−r+ j−s+1
)( j)
(0),
para 2 ≤ r ≤ j + 1.
Para calcular A( j)n,r, usaremos la siguiente expresión que es una consecuencia de
(1.24)
(
Lαn
)( j) (x) = n!
(n − j)! L
α+ j
n− j (x).
Por tanto,
A( j)n,1 =
(n−1)!
(n− j−1)! L
α+ j
n− j−1(0)
(n − 1)!Γ(n + α) =
(−1)n− j−1 Γ(n+α)
Γ(α+ j+1)
(n − j − 1)!Γ(n + α)
=
(−1)n− j−1
(n − j − 1)!Γ(α + j + 1) ,
y
A( j)n,r =
1
(n − r)!Γ(n + α + j − r + 2)
j+1∑
s= j−r+2
(
j + 1
s
)
(n − r + α + j − s + 2)s
(n − r + j − s + 1)!
(n − r − s + 1)!
(
Lα+ jn−r−s+1
)
(0)
=
1
(n − r)!Γ(n + α + j − r + 2)
j+1∑
s= j−r+2
(
j + 1
s
)
(n − r + α + j − s + 2)s ×
(n − r + j − s + 1)!
(n − r − s + 1)!
(−1)n−r−s+1 Γ(n + α + j − r − s + 2)
Γ(α + j + 1)
,
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2 ≤ r ≤ j + 1. Entonces tenemos
Lαn (x) = Lαn (x) − N(Lαn )( j)(0)
j+1∑
r=1
A( j)n,rL
α+ j+1
n−r (x). (7.6)
Usando la anterior igualdad, vamos a calcular (Lαn )( j)(0). Para ello, considere-
mos la derivada j-ésima en ambos miembros de (7.6).
(Lαn )( j) (x) = (n − j + 1) jLα+ jn− j (x) − N(Lαn )( j)(0) j+1∑
r=1
A( j)n,r(n − r − j + 1) jLα+2 j+1n−r− j (x),
luego,
(Lαn )( j) (0) = (n − j + 1) jLα+ jn− j (0)
1 + N
∑ j+1
r=1 A
( j)
n,r(n − r − j + 1) jD(n, α, j, r)
=
(n − j + 1) j(−1)n− j Γ(n+α+1)Γ(α+ j+1)
1 + N
∑ j+1
r=1 A
( j)
n,r(n − r − j + 1) jD(n, α, j, r)
,
con
D(n, α, j, r) =
{
0 i f n − r − j < 0
(−1)n−r− j Γ(n+α+ j−r+2)
Γ(α+2 j+2) i f n − r − j ≥ 0
.
Como una consecuencia, obtenemos el siguiente resultado
Teorema 33 Sea
{
Lαn
}
n≥0 la sucesión de polinomios ortogonales mónicos de La-
guerre y
{Lαn (x)}n≥0 la sucesión de polinomios ortogonales mónicos de tipo Laguerre-
Sobolev correspondientes al producto escalar definido en (7.1). Entonces, para
cada n ∈ N,
Lαn (x) = Lαn (x) − N(Lαn )( j)(0)
j+1∑
r=1
A( j)n,rL
α+ j+1
n−r (x), (7.7)
donde
(Lαn )( j) (0) = (n − j + 1) j(−1)n− j Γ(n+α+1)Γ(α+ j+1)
1 + N
∑ j+1
r=1 An,r(n − r − j + 1) jD(n, α, j, r)
,
D(n, α, j, r) =
{
0 si n − r − j < 0
(−1)n−r− j Γ(n+α+ j−r+1)
Γ(α+2 j+2) si n − r − j ≥ 0
,
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A( j)n,1 =
(−1)n− j−1
(n − j − 1)!Γ(α + j + 1)
y, para 2 ≤ r ≤ j + 1,
A( j)n,r =
1
(n − r)!Γ(n + α + j − r + 2)
j+1∑
s= j−r+2
(
j + 1
s
)
×
(n − r + α + j − s + 2)s
(n − r + j − s + 1)!
(n − r − s + 1)!
(−1)n−r−s+1 Γ(n + α + j − r − s + 2)
Γ(α + j + 1)
.
De (1.24),
Lαn (x) =
j+1∑
r=0
(n − r + 1)r
(
j + 1
r
)
Lα+ j+1n−r (x),
y usando la misma notación del teorema anterior, obtenemos una nueva repre-
sentación
Corolario 2 Para cada n ∈ N,
Lαn (x) = Lα+ j+1n (x)+
j+1∑
r=1
[
(n − r + 1)r
(
j + 1
r
)
− N(Lαn )( j)(0)A( j)n,r
]
Lα+ j+1n−r (x). (7.8)
Si
C( j)n,r = (n − r + 1)r
(
j + 1
r
)
− N(Lαn )( j)(0)A( j)n,r (7.9)
para r = 1, · · · , j + 1, podemos escribir los polinomios ortogonales de tipo La-
guerre Sobolev, como sigue
Lαn (x) = Lα+ j+1n (x) +
j+1∑
r=1
C( j)n,rL
α+ j+1
n−r (x). (7.10)
Esto implica que
{Lαn (x)}n≥0 es cuasi-ortogonal de orden j + 1 respecto al fun-
cional asociado con la función peso wα+ j+1(x) = xα+ j+1e−x (véase [28]).
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7.3. Comportamiento de los ceros
En esta sección vamos a demostrar que los ceros de los polinomios ortogonales
mónicos de tipo Laguerre-Sobolev, son reales, simples y satisfacen la propiedad
de entrelazamiento. Las ideas de las demostraciones son las mismas usadas por
H. G. Meijer en [87].
Teorema 34 Para cada n ∈ N, el polinomio ortogonal mónico de tipo Laguerre-
Sobolev Lαn (x), tiene n ceros reales, simples y, a lo más, uno de ellos se encuentra
fuera del intervalo (0,∞) .
Demostración. Sean ξ1, ξ2, . . . , ξk los ceros positivos de Lαn (x) de multiplicidad
impar. Definamos
ϕ(x) = (x − ξ1)(x − ξ2) · · · (x − ξk).
Por tanto ϕ(x)Lαn (x) no cambia de signo en (0,∞) . Supongamos que degϕ ≤
n − 2. Entonces, usando el hecho que (xϕ(x))( j) (0) = jϕ( j−1)(0) tenemos
〈
ϕ(x),Lαn (x)
〉
S =
∫ ∞
0
ϕ(x)Lαn (x)xαe−xdx + Nϕ( j)(0)
(Lαn )( j) (0) = 0,〈
xϕ(x),Lαn (x)
〉
S =
∫ ∞
0
xϕ(x)Lαn (x)xαe−xdx + jNϕ( j−1)(0)
(Lαn )( j) (0) = 0.
Dado que en las anteriores integrales los integrandos son funciones positivas,
entonces ϕ( j)(0)
(Lαn )( j) (0) < 0 y ϕ( j−1)(0) (Lαn )( j) (0) < 0. Esto es, ϕ( j)(0) y ϕ( j−1)(0)
tienen el mismo signo, lo que contradice el hecho que si p(x) es un polinomio con
ceros simples en (0,∞) , entonces p′(0) y p(0) tienen signos diferentes. En otras
palabras, degϕ = n − 1 o degϕ = n, que es lo que queríamos probar.
Teorema 35 Sean ξ1 < ξ2 <, . . . , < ξn los ceros del polinomio mónico de tipo
Laguerre-Sobolev Lαn (x) y sean x1 < x2 <, . . . , < xn los ceros del polinomio móni-
co de Laguerre Lαn (x). Entonces ξ1 < x1 y xi < ξi+1 < xi+1 para i = 1, 2, . . . , n − 1.
Demostración. De acuerdo con la fórmula de cuadratura de Gauss existen con-
stantes positivas λ1, λ2, . . . , λn tales que
n∑
i=0
λiLαn (xi)xri =
∫ ∞
0
xrLαn (x)xαe−xdx, 0 ≤ r ≤ n − 1,
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es decir,
n∑
i=0
λiLαn (xi)xri = − j!N
(Lαn )( j) (0)δ j,r.
Consideremos el sistema de n ecuaciones lineales con n incógnitas
Lαn (x1),Lαn (x2), . . . ,Lαn (xn). El determinante de este sistema es
D = λ1λ2 · · · λn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x1 x2 · · · xn
x21 x
2
2
. . . x2n
...
...
. . .
...
xn−11 x
n−1
2 · · · xn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
que es igual λ1λ2 · · · λn multiplicado por el determinante de Vandermonde
V(x1, x2, . . . , xn) de x1, x2, . . . , xn. Por tanto, D is positivo. Así pues, Lαn (xi) = DiD ,
donde
Di =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1 1 · · · 1
x1 x2 · · · xi−1 xi+1 · · · xn
x21 x
2
2 · · · x2i−1 x2i+1 · · · x2n
...
...
. . .
...
...
. . .
...
x j−11 x
j−1
2 · · · x j−1i−1 x j−1i+1 · · · x j−1n
x j+11 x
j+1
2 · · · x j+1i−1 x j+1i+1 · · · x j+1n
...
...
. . .
...
...
. . .
...
xn−11 x
n−1
2 · · · xn−1i−1 xn−1i+1 · · · xn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Pero
Di = −(−1)i+ j j!N (Lαn )( j) (0)V(x1, x2, . . . , xi−1, xi+1, . . . , xn) ×
φ(x1, x2, . . . , xi−1, xi+1, . . . , xn),
con φ(x1, x2, . . . , xi−1, xi+1, . . . , xn) una función simétrica. Entonces Di y Di+1 tienen
signos diferentes, lo cual implica que Lαn (xi) y Lαn (xi+1) tienen signos diferentes.
En otras palabras, Lαn (x) tiene al menos un cero en cada intervalo (xi, xi+1) para
i = 1, 2, . . . , n− 1. Finalmente, usando el hecho que el signo de Lαn (x1) es (−1)n+1,
deducimos que ξ1 < x1.
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7.4. Comportamiento asintótico
Vamos a analizar el comportamiento asintótico de los polinomios ortogonales
de tipo Laguerre-Sobolev Lαn (x). De (1.10) se tiene
K( j, j)n−1 (0, 0) = (7.11)
( j!)2
(2 j + 1)!
∥∥∥Lαn−1∥∥∥2
j∑
k=0
(
2 j + 1
k
)
×[(
Lαn−1
)(k) (0)(Lαn )(2 j+1−k)(0) − (Lαn )(k) (0)(Lαn−1)(2 j+1−k)(0)]
=
( j!)2
(2 j + 1)!(n − 1)!Γ(n + α)
j∑
k=0
(
2 j + 1
k
)
×[
(n − 1) · · · (n − k)Lα+kn−k−1(0)n(n − 1) · · · (n − 2 j + k)Lα+2 j+1−kn−2 j−1+k (0)
− n · · · (n − k + 1)Lα+kn−k (0)(n − 1) · · · (n − 2 j − 1 + k)Lα+2 j−k+1n−2 j−2+k (0)
]
=
j∑
k=0
( j!)2n(n − 1) · · · (n − k + 1)(n − 1) · · · (n − 2 j + k)
(2 j + 1)!(n − 1)!Γ(n + α)
(
2 j + 1
k
)
×[
(n − k) (−1)n−k−1 Γ(n + α)
Γ(α + k + 1)
(−1)n−2 j−1+k Γ(n + α + 1)
Γ(α + 2 j − k + 2)
− (n − 2 j + k − 1) (−1)n−k Γ(n + α + 1)
Γ(α + k + 1)
(−1)n−2 j−2+k Γ(n + α)
Γ(α + 2 j − k + 2)
]
=
j∑
k=0
(
2 j + 1
k
)
×
( j!)2(2 j − 2k + 1)n(n − 1) · · · (n − k + 1)(n − 1) · · · (n − 2 j + k)Γ(n + α + 1)
(2 j + 1)!(n − 1)!Γ(α + k + 1)Γ(α + 2 j − k + 2) .
Por tanto,
K( j, j)n−1 (0, 0) ∼ Cα, j
Γ(n + α + 1)n2 j+1
n!
(7.12)
donde Cα, j es un número real que depende de α y j. De hecho,
Cα, j =
( j!)2
(2 j + 1)!
j∑
k=0
(
2 j + 1
k
)
(2 j − 2k + 1)
Γ(α + k + 1)Γ(α + 2 j + 2 − k) . (7.13)
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En particular, si j = 1
Cα,1 =
1
(α + 3) [Γ(α + 2)]2
. (7.14)
De (7.2) tenemos
Lαn (x)
Lαn (x)
= 1 − N(L
α
n )
( j)(0)K(0, j)n−1 (x, 0)
Lαn (x)
.
Usando (1.7), obtenemos
Lαn (x)
Lαn (x)
= 1 −
j!N(Lαn )( j)(0)
(
Lαn (x)Q j(x, 0; L
α
n−1) − Lαn−1(x)Q j(x, 0; Lαn )
)
∥∥∥Lαn−1∥∥∥2α x j+1Lαn (x) ,
donde Q j(x, 0; Lαn−1) y Q j(x, 0; L
α
n ) son los polinomios Taylor de grado j de L
α
n−1(x)
y Lαn (x) en torno a x = 0 respectivamente. Por tanto
Lαn (x)
Lαn (x)
= 1 − j!N(L
α
n )
( j)(0)Q j(x, 0; Lαn−1)∥∥∥Lαn−1∥∥∥2α x j+1
(
1 − Q j(x, 0; L
α
n )
Q j(x, 0; Lαn−1)
Lαn−1(x)
Lαn (x)
)
. (7.15)
Nuestro objetivo es analizar el comportamiento asintótico de (7.15) para x ∈
C\R+. Para ello estudiaremos el comportamiento de cada una de las siguientes
expresiones,
(i)
j!Q j(x, 0; Lαn−1)∥∥∥Lαn−1∥∥∥2α ,
(ii) 1 − Q j(x, 0; L
α
n )
Q j(x, 0; Lαn−1)
Lαn−1(x)
Lαn (x)
,
(iii) (Lαn )( j)(0).
En primer lugar, dado que
Q j(x, 0; Lαn−1) =
j∑
k=0
(
Lαn−1
)(k)
(0)
k!
xk
=
j∑
k=0
(n − 1)(n − 2) · · · (n − k)
(
Lα+kn−1−k
)(k)
(0)
k!
xk
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entonces
j!Q j(x, 0; Lαn−1)∥∥∥Lαn−1∥∥∥2α ∼
j!
(
Lαn−1
)( j)
(0)x j∥∥∥Lαn−1∥∥∥2α j!
=
(n − 1)(n − 2) · · · (n − j)
(n − 1)!Γ(n + α) L
α+ j
n−1− j(0)x
j
=
(n − 1)(n − 2) · · · (n − j)
(n − 1)!Γ(n + α) (−1)
n−1− j Γ(n + α)
Γ(α + j + 1)
x j.
Por tanto,
j!Q j(x, 0; Lαn−1)∥∥∥Lαn−1∥∥∥2α x j+1 ∼
(−1)n−1− jn j
x(n − 1)!Γ(α + j + 1) . (7.16)
Por otra parte,
1 − Q j(x, 0; L
α
n )
Q j(x, 0; Lαn−1)
Lαn−1(x)
Lαn (x)
∼ (7.17)
1 +
n(n − 1) · · · (n − j + 1)Γ(n + α + 1)
(n − 1)(n − 2) · · · (n − j)Γ(n + α)
Lαn−1(x)
Lαn (x)
= 1 − n + α
n − j
L̂αn−1(x)
L̂αn (x)
.
Finalmente, de (7.2) y (7.12) obtenemos
(Lαn )( j)(0) =
(
Lαn
)( j) (0)
1 + NK( j, j)n−1 (0, 0)
∼
n(n − 1) · · · (n − j + 1)(−1)n− j Γ(n+α+1)
Γ(α+ j+1)
1 + NCα, j
Γ(n+α+1)n2 j+1
n!
,
de manera que
(Lαn )( j)(0) ∼
1
Γ(α + j + 1)
(−1)n− jn jΓ(n + α + 1)(n − 1)!
(n − 1)! + NCα, jΓ(n + α + 1)n2 j . (7.18)
Por tanto, usando (1.31) en (7.17) se tiene
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lı´m
n→∞
1 − Q j(x, 0; Lαn )Q j(x, 0; Lαn−1) L̂
α
n−1(x)
L̂αn (x)
 = 0 (7.19)
uniformemente sobre subconjuntos compactos de C\[0,∞).
Luego, de (7.15), tenemos
Lαn (x)
Lαn (x)
− 1
∼ −N j!(L
α
n )
( j)(0)Q j(x, 0; Lαn−1)∥∥∥Lαn−1∥∥∥2α x j+1
(
1 − Q j(x, 0; L
α
n )
Q j(x, 0; Lαn−1)
Lαn−1(x)
Lαn (x)
)
= − N(−1)
n− jn jΓ(n + α + 1)
(n − 1)! + NCα, jΓ(n + α + 1)n2 j
(−1)n−1− jn j
x (Γ(α + j + 1))2
(
1 − Q j(x, 0; L
α
n )
Q j(x, 0; Lαn−1)
Lαn−1(x)
Lαn (x)
)
=
N
x (Γ(α + j + 1))2
n2 jΓ(n + α + 1)
(n − 1)! + NCα, jΓ(n + α + 1)n2 j
(
1 − Q j(x, 0; L
α
n )
Q j(x, 0; Lαn−1)
Lαn−1(x)
Lαn (x)
)
esto es, de (7.19)
Proposición 31
lı´m
n→∞
Lαn (x)
Lαn (x)
= 1. (7.20)
uniformemente sobre subconjuntos compactos de C\[0,∞).
Usando la formula de Mehler-Heine (1.30), encontraremos la correspondiente
fórmula para los polinomios ortogonales de tipo Laguerre-Sobolev Lαn (x).
En primera instancia, vamos a encontrar una expresión para el polinomios de
Taylor de grado j, de Lαn (x) evaluado en x/n, i.e Q j(x/n, 0; L
α
n ).
Q j(x/n, 0; Lαn ) =
(−1)nΓ(n + α + 1)
Γ(α + 1)
+
(−1)n−1nΓ(n + α + 1)
Γ(α + 2)
x
n
+ · · ·
+
(−1)n− jn(n − 1) · · · (n − j + 1)Γ(n + α + 1)
Γ(α + j + 1)
x j
n j
=
(−1)nΓ(n + α + 1)
Γ(α + 1)
[
S αj (x) −
1
n
Rαj (x) + O(n−2)
]
,
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donde
S αj (x) = 1 −
x
1!(α + 1)1
+ · · · + (−1)
jx j
j!(α + 1) j
,
Rαj (x) =
x2
2!(α + 1)2
− 3x
3
3!(α + 1)3
+ · · · + (−1)
jx j( j − 1) j
2 j!(α + 1) j
,
luego
Q j(x/n, 0; Lαn ) =
(−1)nΓ(n + α + 1)
Γ(α + 1)
[
S αj (x) −
1
n
Rαj (x) + O(n−2)
]
. (7.21)
Usando ideas similares, podemos concluir
Q j(x/n, 0; Lαn−1) =
(−1)n−1Γ(n + α)
Γ(α + 1)
[
S αj (x) +
1
n
Tαj (x) + O(n−2)
]
, (7.22)
donde
Tαj (x) =
x
1!(α + 1)
− 3x
2
2!(α + 1)2
+ · · · + (−1)
j−1x j j( j + 1)
2(α + 1) j j!
.
De (1.23), (7.6) y (7.18), tenemos
Lαn (x) = Lαn (x) −
N j!(Lαn )( j)(0)∥∥∥Lαn−1∥∥∥2α x j+1
[
Lαn (x)Q j(x, 0; L
α
n−1) − Lαn−1(x)Q j(x, 0; Lαn )
]
,
y, usando (1.24) se obtiene que Lα−1n (x) = L
α
n (x) + nL
α
n−1 (x). Así pues
Lαn (x) = Lαn (x) −
N j!(Lαn )( j)(0)∥∥∥Lαn−1∥∥∥2α x j+1
[
Lαn (x)Q j(x, 0; L
α
n−1) −
Lα−1n (x) − Lαn (x)
n
Q j(x, 0; Lαn )
]
= Lαn (x) −
N j!(Lαn )( j)(0)∥∥∥Lαn−1∥∥∥2α x j+1
[(
Q j(x, 0; Lαn−1) +
Q j(x, 0; Lαn )
n
)
Lαn (x) −
Lα−1n (x)
n
Q j(x, 0; Lαn )
]
.
Multiplicando en ambos miembros de la última expresión por (−1)
n
n!nα y usando el
cambio de variable x por x/n, se tiene
L̂αn (x/n)
nα
=
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L̂αn (x/n)
nα
− N j!(L
α
n )
( j)(0)n j+1∥∥∥Lαn−1∥∥∥2α x j+1 ×(Q j(x/n, 0; Lαn−1) + Q j(x/n, 0; Lαn )n
)
L̂αn (x/n)
nα
− 1
n2
L̂α−1n (x/n)
nα−1
Q j(x/n, 0; Lαn )
 .
Finalmente, de (1.23), (7.18), (7.21) y (7.22) se sigue que
L̂αn (x/n)
nα
=
L̂αn (x/n)
nα
−
N j!
Γ(α+ j+1)
(−1)n− jn jΓ(n+α+1)(n−1)!
(n−1)!+NCα, jΓ(n+α+1)n2 j n
j+1
(n − 1)!Γ(n + α)x j+1
(−1)nΓ(n + α)
Γ(α + 1)
×(αn S αj (x) − 1nTαj (x) − 1nRαj (x) + O(n−2)
)
L̂αn (x/n)
nα
− L̂
α−1
n−1 (x/n) (n + α)
n2nα−1
(
S αj (x) −
1
n
Rαj (x) + O(n−2)
) .
Esto implica
lı´m
n→∞
L̂αn (x/n)
nα
=
x−α/2Jα(2
√
x) +
(−1) j+1 j!
Cα, jΓ(α + j + 1)Γ(α + 1)x j+1
×[
x−α/2Jα(2
√
x)
(
αS αj (x) − Tαj (x) − Rαj (x)
)
− x−(α−1)/2Jα−1(2
√
x)S αj (x)
]
,
uniformemente sobre subconjuntos compactos de C. Usando el hecho que
Jα−1(2
√
x) + Jα+1(2
√
x) =
α√
x
Jα(2
√
x),
Tαj (x) + R
α
j (x) =
x
α + 1
S α+1j−1 (x),
y realizando algunos cálculos elementales tenemos
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Proposición 32
lı´m
n→∞
L̂αn (x/n)
nα
(7.23)
= x−α/2Jα(2
√
x)
1 + (−1) j j!S α+1j−1 (x)Cα, jΓ(α + j + 1)Γ(α + 2)x j

−x−α/2Jα+1(2
√
x)
(−1) j j!S αj (x)
Cα, jΓ(α + j + 1)Γ(α + 1)x j+1/2
,
uniformemente sobre subconjuntos compactos de C.
Por otra parte, dado que
Jα(2
√
x) + Jα+2(2
√
x) =
α + 1√
x
Jα+1(2
√
x),
(7.23) se transforma en
lı´m
n→∞
L̂αn (x/n)
nα
= x−α/2Jα(2
√
x)
1 + (−1) j j!
(
S α+1j−1 (x) − S αj (x)
)
Cα, jΓ(α + j + 1)Γ(α + 2)x j

−x−α/2Jα+2(2
√
x)
(−1) j j!S αj (x)
Cα, jΓ(α + j + 1)Γ(α + 2)x j
.
Si j = 1, entonces podemos deducir, después de realizar algunos cálculos, que
este resultado coincide con el obtenido en [18].
Ahora, vamos a analizar el comportamiento asintótico de la raíz n-ésima de la
norma de Sobolev de Lαn (x). Dado que
∥∥∥Lαn∥∥∥2S = 〈Lαn , Lαn〉S
=
〈Lαn , Lαn〉α + N (Lαn )( j) (0) (Lαn )( j) (0)
=
∥∥∥Lαn∥∥∥2α + N (Lαn )( j) (0) (Lαn )( j) (0),
teniendo en cuenta el comportamiento asintótico de
(
Lαn
)( j) (0) así como (7.18), lo
cual nos proporciona el comportamiento de
(Lαn )( j) (0),
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∥∥∥Lαn∥∥∥2S∥∥∥Lαn∥∥∥2α = 1 +
N
(Lαn )( j) (0) (Lαn )( j) (0)∥∥∥Lαn∥∥∥2α
∼ 1 + N
(−1)n− jn j Γ(n+α+1)
Γ(α+ j+1)
1 + NCα, j
Γ(n+α+1)
n! n
2 j+1
n j(−1)n− j Γ(n+α+1)
Γ(α+ j+1)
n!Γ(n + α + 1)
= 1 +
n2 j Γ(n+α+1)
Γ(α+ j+1)2
n! + NCα, jΓ(n + α + 1)n2 j+1
= 1 + O
(
1
n
)
.
Por tanto, hemos probado la siguiente proposición
Proposición 33
lı´m
n→∞
∥∥∥Lαn∥∥∥2S∥∥∥Lαn∥∥∥2α = 1.
Finalmente, presentamos un resultado acerca del comportamiento de la norma
de los polinomios ortogonales de tipo Laguerre Sobolev, que es una consecuencia
de la anterior proposición y el hecho que n−1
∥∥∥Lαn∥∥∥1/nS → e−1 cuando n→ ∞.
Corolario 3
lı´m
n→∞ n
−1 ∥∥∥Lαn∥∥∥1/nS = e−1. (7.24)
154
Problemas abiertos
1. En el capítulo 7, se han generalizado algunos resultados obtenidos en el
capítulo 5, considerando el producto escalar (7.1). Sin embargo, a pesar de
haber hallado una fórmula de conexión entre los polinomios de tipo La-
guerre Sobolev generados por este producto escalar y ciertos polinomios de
Laguerre, no se ha encontrado una ecuación diferencial de segundo orden
que nos permita, por ejemplo, presentar una interpretación electrostática de
los ceros de estos polinomios. Sin embargo, usando la fórmula de conex-
ión (7.10), este trabajo es viable, aunque los resultados aparentan ser poco
manejables por la complejidad de los coeficientes de la ecuación diferencial
holonómica resultante. Asi mismo, estamos estudiando los operadores de
creación y aniquilación correspondientes a dichos polinomios, lo que puede
facilitar la obtención de la correspondiente ecuación holonómica que satis-
facen.
2. Realizar el estudio de los polinomios ortogonales respecto del producto es-
calar
〈p, q〉S =
∫ ∞
0
p(x)q(x)xαe−xdx + P(0)tAQ(0), (7.25)
donde
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P(0) =

p(0)
p′(0)
...
p( j)(0)
 , Q(0)=

q(0)
q′(0)
...
q( j)(0)

p y q son polinomios, N j ∈ R+, j ∈ N, y A una matriz cuadrada de tamaño
j × j simétrica. En particular, como en los capítulos 3 y 5, queremos hallar
una ecuación diferencial de segundo orden que satisfagan los polinomios
ortogonales respecto a (7.25), asi como llevar a cabo un estudio del com-
portamiento de los ceros de estos polinomios y encontrar una interpretación
electrostática de los mismos.
3. Usando las ideas del apartado anterior, queremos generalizar la definición
(3.1) del capítulo 2. Es decir, considerar el producto escalar
〈p, q〉S =
∫ 1
−1
p(x)q(x)(1 − x)α(1 + x)βdx +
k∑
j=0
N j p( j)(1)q( j)(1), (7.26)
donde p y q son polinomios N j ∈ R+, j ∈ N. O, con mayor generalidad, adi-
cionar masas no solo en 1, sino también en −1. En otras palabras, considerar
el producto escalar tipo Sobolev
〈p, q〉S =
∫ 1
−1
p(x)q(x)(1 − x)α(1 + x)βdx
+
k∑
j=0
N j p( j)(1)q( j)(1) +
l∑
j=0
M j p( j)(−1)q( j)(−1), (7.27)
para determinar una fórmula de conexión que generalice (3.3), hallar la
ecuación diferencial holonómica que satisfacen los polinomios ortogonales
respecto a (7.27), realizar una interpretación electrostática de los ceros, es-
tudiar su comportamiento asintótico, etc.
Naturalmente, la complejidad para obtener los resultados crece en la me-
dida que agregamos elementos extra en (7.27). Es por esto que el camino
más adecuado sería incrementar el número de masas adicionadas de manera
gradual, lo que nos pueda permitir avanzar en los estudios.
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4. Establecer una conexión entre las propiedades analíticas de los polinomios
ortogonales tipo Sobolev y polinomios ortogonales matriciales como los
estudiados en [42], [44] y [82], teniendo en cuenta que la matriz de medidas
inducida tiene soporte no acotado y además se adiciona una masa de Dirac
con peso matricial en x = 0. El caso de medidas matriciales con soporte no
acotado ha recibido muy poca atención en la literatura. En esa dirección se
puede considerar [43].
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