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ON KUIPER TYPE THEOREMS FOR UNIFORM ROE ALGEBRAS
VLADIMIR MANUILOV AND EVGENIJ TROITSKY
Abstract. Generalizing the case of an infinite discrete metric space of finite diameter, we
say that a discrete metric space (X, d) is a Kuiper space, if the group of invertible elements
of its uniform Roe algebra is norm-contractible. Various sufficient conditions on (X, d) to
be or not to be a Kuiper space are obtained.
Introduction
The uniform Roe algebra C∗u(X) [10, 11], is a C
∗-algebra associated with any discrete
metric space X that encodes analytically the coarse geometry of the space. The uniform
Roe algebras have attracted a lot of attention of specialists in Noncommutative Geometry,
Elliptic Theory, and Harmonic Analysis on Groups in the last couple of decades. We refer
to [3, 9, 1, 6] and the bibliography therein.
The famous Kuiper Theorem [5] states that the group of invertible (or unitary) operators
on a Hilbert space is contractible. It has important applications in K-theory and in index
theory [2].
It is well-known that the algebra of all bounded operators on a separable Hilbert space can
be viewed as the uniform Roe algebra of an infinite discrete metric space of finite diameter,
so the Kuiper Theorem states that the group of invertibles in the uniform Roe algebra of an
infinite discrete space of finite diameter is contractible. This leads to the following question:
which discrete metric spaces share this property? We call such spaces Kuiper spaces. To
the positive, we show that a modification of the approach coming from the original Kuiper’s
proof can be used to show that if X can be covered by balls of bounded radius having
infinitely many points in each of them, then it is a Kuiper space. On the negative, we show
that discrete metric spaces either being locally finite with the Fo¨lner property, satisfying
an appropriate form of the Morita equivalence, or having a decomposition generalizing the
decomposition of the metric space of integers into the positive and the negative part are not
Kuiper spaces. Corollaries, examples, and related results are considered. Regretfully, we are
still very far from having a criterion for being a Kuiper space. Note that the property of
being a Kuiper space is not coarsely invariant: a single point space is not a Kuiper space,
but is coarsely equivalent to an infinite space of finite diameter.
The Kuiper type theorems for invertibles in new algebras were obtained recently in [8, 12],
see also [7] for a related research.
The paper is organized as follows. In Section 1 we give necessary definitions and prove
some facts about metric spaces and operators with finite propagation. In Section 2 we give
first positive and negative statements about Kuiper spaces. In Section 3 we prove the main
positive and in Section 4 the main negative results.
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1. Preliminaries
Let (X, d) be a (countable) discrete metric space. Then the unit functions supported at
one point δx, x ∈ X , form the standard base of the corresponding ℓ
2 space ℓ2(X). For a
bounded operator F : ℓ2(X)→ ℓ2(X), let (Fxy)x,y∈X denote the matrix of F with respect to
the base {δx}x∈X .
Definition 1.1. Denote by P(F ) the propagation of F , i.e. P(F ) = sup{d(x, z) : x, z ∈
X,Fxz 6= 0}.
Note that the triangle inequality d(x, y) 6 d(x, z) + d(z, y) implies
(1) P(FG) 6 P(F ) + P(G).
Definition 1.2. The C∗-algebra C∗u(X) generated by operators of finite propagation in the
algebra B(ℓ2(X)) of all bounded operators is called the uniform Roe algebra.
Remark 1.3. Let us note that the contractibility of the unitary group U(C∗u(X)) is equiv-
alent to the contractibility of the group of invertibles of C∗u(X). Indeed, since C
∗
u(X) is a
C∗-algebra, the formula ((1 − t) · Id+t · (FF ∗)−1/2)F defines a deformation retraction of
invertibles onto unitaries.
Definition 1.4. If U(C∗u(X)) (equivalently, the group of invertibles of C
∗
u(X)) is contractible,
we say that (X, d) is a Kuiper space.
Definition 1.5. We say that a discrete metric space (X, d) is PIUBS (has a countable
partition by infinite uniformly bounded sets) if there exists a sequence of its points {x(k)}k∈N,
a finite number r > 0, and a collection of sets Dk ⊂ X such that
1) {Dk}k∈N is a partition of X ;
2) x(k) ∈ Dk ⊆ Br(x(k)) for each k (in particular, {x(k)}k∈N is a countable r-net for X),
where Br(y) denotes the closed ball of radius r centered at y;
3) each Dk contains infinitely many points.
Evidently PIUBS implies the following property.
Definition 1.6. We say that a discrete metric space (X, d) is CIUBB (has a cover by infinite
uniformly bounded balls) if there exists a sequence of its points {x(k)}k∈N and a finite number
r > 0 such that
1. The balls Br(x(k)), k ∈ N, form a cover of X (i.e. {x(k)} is an r-net for X).
2. Each ball Br(x(k)), k ∈ N, contains infinitely many points.
Moreover, we have the following statement.
Proposition 1.7. PIUBS is equivalent to CIUBB.
Proof. We need to verify that CIUBB implies PIUBS. Define a subsequence x(k(j)) and
sets Dj ⊆ B3r(x(k(j))) inductively in the following way. We write m ∈ C(k) if Br(x(m)) ∩
Br(x(k)) = ∅. Take
k(1) := 1, D1 := X \ ∪m∈C(1)Br(x(m)).
Then Br(x(1)) ⊆ D1 ⊆ B3r(x(k(1))) and D1 has infinitely many points. Now let k(2) be the
minimal element in the set C(1). Set
D2 := ∪m∈C(1)Br(x(m)) \ ∪m∈C(k(2))Br(x(m)).
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Then Br(x(k(2))) ⊆ D2 ⊆ B3r(x(k(2))) and D2 has infinitely many points. And so on. The
collection Di, the sequence x(k(i)) and the radius 3r form the data, which shows that X
satisfies Definition 1.5. 
We will need the following definition.
Definition 1.8. We say that a subset Y of (X, d) is r-sparse, if, for any y ∈ Y , Br(y) = {y}.
Evidently, we have
Lemma 1.9. Suppose, Y is an r-sparse subset of (X, d) and F : ℓ2(X) → ℓ2(X) is an
operator of propagation p < r. Then, with the respect to the decomposition ℓ2(X) = ℓ2(X \
Y ) ⊕ ℓ2(Y ), the operator F has the following matrix form:
(
F1 0
0 D
)
, where D has a
diagonal matrix with respect to the standard base.
2. First statements
We start with an evident negative statement.
Proposition 2.1. Suppose (X, d) is a finite metric space. Then the group of invertibles in
C∗u(X) is not contractible.
Proof. In this case C∗u(X) is the matrix algebra Mn(C), where n = |X|, and its ivertibles
form the group GLn(C), which is homotopy equivalent to the unitary group Un(C). Its
fundamental group is not trivial (in fact ∼= Z) due to the epimorphism det : Un(C)→ S
1 ⊂
C. 
Proposition 2.2. Suppose, (X, d) is an infinite metric space of finite diameter. Then the
group of invertibles in C∗u(X) is contractible.
Proof. In this case C∗u(X) = B(ℓ2(X)) and the statement is exactly the original Kuiper
theorem [5]. 
Immediately from the definition of the uniform Roe algebra we obtain the following
Proposition 2.3. Suppose, f : (X, d)→ (Y, ρ) is a bijection that is a coarse equivalence of
metrics (i.e. there exist functions φ1 and φ2 on [0,∞) with limt→∞ φi(t) =∞, i = 1, 2, such
that φ1(d(x, y)) 6 ρ(f(x), f(y)) 6 φ2(d(x, y)) for any x, y ∈ X). Then C
∗
u(X)
∼= C∗u(Y ), in
particular, Y is a Kuiper space if and only if so is X.
Theorem 2.4. Suppose, for any r, there exists a subspace Xr of (X, d) such that
1) Xr is a Kuiper space;
2) X \Xr is r-sparse.
Then X is a Kuiper space.
Proof. The general argument based on the Atiyah theorem “on small balls” reduces a proof
of contractibility of the group of invertibles in a Banach algebra B ⊆ B(H) to the proof of
the following fact: for any finite polyhedron P with vertices A1, . . . , AN and its inclusion
J : P ⊂ GL(B) there is a homotopy of J to the constant mapping P → 1 ∈ GL(B).
Moreover, for B = C∗u(X), we may take these vertices being of finite propagation. So,
assume that any point of J(P ) has propagation 6 p, for some p. By Lemma 1.9 and the
second condition, for r > p, we have a map J1 : P → C
∗
u(Xr) such that J(p) =
(
J1(p) 0
0 Id
)
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with the respect to the decomposition ℓ2(X) = ℓ2(Xr) ⊕ ℓ
2(X \Xr). It remains to use the
first condition. 
3. Main Kuiper-type theorem
In the next theorem we will follow partially the schema of the Kuiper proof [5]. In [8] and
[12] it was adopted for invertibles in special C∗-algebras.
Theorem 3.1. If X is PIUBS (or, equivalently CIUBB) then the group of invertibles in
C∗u(X) is contractible.
Proof. We reduce the problem to the study of J(P ), as at the beginning of the proof of
Theorem 2.4.
Also, as a result of an arbitrary small perturbation, we may assume that the columns of
the matrices of A ∈ J(P ) are of finite length:
(2) for any i, there exists j(i) such that aij = 0 for j > j(i).
For B = C∗u(X), the corresponding small linear homotopy lies in invertibles in B, because
zero matrix elements remain zero and propagation does not increase. So, any F ∈ J(P ) is
an invertible operator of finite propagation p.
Choose ε > 0 such that ε-neighborhood of J(P ) consists of invertibles. Using (2) and
tending to 0 of elements of any row of the matrix of a vertex of J(P ), one can choose
inductively two non-intersecting sequences of distinct base vectors of ℓ2(X): δz(i) and δy(i)
such that
a) for each i, z(i) and y(i) are in the same Dk ⊆ Br(x(k));
b) all δz(i) and F (δy(j)) are almost orthogonal for all F ∈ J(P ), i 6= j, i.e.
〈δz(i), F (δy(j))〉 = 0, if i > j, and 〈δz(i), F (δy(j))〉 < ε/2
i+j if i < j;
c) moreover, if i < j, and the vector F (δy(i)) has non-zero coordinates with numbers
v(i, 1), . . . , v(i, Ni), then 〈δv(i,s), F (δy(j))〉 < ε/(Ni2
i+j), s = 1, . . .Ni;
d) {y(i)} visits each Dk ⊆ Br(x(k)) infinitely many times.
After a small linear homotopy from F to F ′ (vanishing of some matrix elements) and a
passage to a subsequence we can assume instead of b) and c) the following:
b’) all elements δz(i) and F
′(δy(i)) are orthogonal, F
′(δy(i)) has finitely many non-zero
entries, and these entries are at distinct places for distinct y(i).
The homotopy is small in the following sense. We replace by zeroes some matrix elements of
F (δy(j)), namely the coordinates with numbers z(i), v(i, 1), . . . , v(i, Ni), where i < j (these
sets of indexes may partially coincide). The norm of distance between F (δy(j)) and F
′(δy(j))
is less than the square root of
j−1∑
i=1
(( ε
2i+j
)2
+
Ni∑
s=1
(
ε
Ni2i+j
)2)
6
ε2
4j
1
2
(
1 +
1
Ni
)
6
ε2
4j
.
Hence, taking into account all F (δy(j)), we obtain that the distance between F and F
′ is less
than ε. In particular, the homotopy consists of invertibles. The homotopy is linear, hence
continuous in F ∈ J(P ).
We obtain a new inclusion J ′ of P . Conserve the notation: F ∈ J ′(P ). Then we rotate
first F (δy(i)) to δx(i) and then δx(i) to δy(i). Both (generalized) rotations have a block-diagonal
form with blocks having finite propagation. Indeed, if F (δy(i)) has non-zero entries at places
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corresponding to y˜1, . . . , y˜s, then d(y˜j, y(i)) 6 p, j = 1, . . . , s. The corresponding block
for the first rotation is in the rows and columns corresponding to x(i), y˜1, . . . , y˜s with the
following explicit form:

cos(t) sin(t)b−1a¯1 . . . sin(t)b
−1a¯s
− sin(t)a1
... cos(t) · pra
− sin(t)as

 +


0 0 . . . 0
0
... 1− pra
0

 ,
where (a1, . . . , as) are non-zero entries of F (δy(i)), b := |a1|
2 + · · ·+ |as|
2, and
pra =

 a1b
−1a¯1 . . . a1b
−1a¯s
...
...
...
asb
−1a¯1 . . . asb
−1a¯s


is the projection on the subspace generated by (a1, . . . , as) (see Equation (8) in [12]). Hence,
d(x(i), y˜j) 6 d(x(i), y(i)) + d(y(i), y˜j) 6 2r + p
and
d(y˜k, y˜j) 6 d(y˜k, y(i)) + d(y(i), y˜j) 6 2p.
For the second rotation, its blocks evidently have propagation 6 2r. Taking the composition
of these rotations with F we obtain a homotopy lying in the invertibles with propagation
6 (2r+2p)+2r+ p = 4r+3p, and with the final operator having the form
(
1 G∗
0 G
)
with
respect to the decomposition H = H ′ ⊕ (H ′)⊥, where H ′ is generated by δy(i). Moreover,
these rotation homotopies are continuous in operator argument. Indeed, the distance between
blocks for F and F ′ at time t is estimated via the distance between corresponding F ′(δy(i))
and F (δy(i)), while the distance between entire operators is the supremum over i of these
distances. The homotopy
(
1 G∗ · t
0 G
)
of invertibles does not increase propagation and is
continuous in G∗.
Now decompose H ′ into infinitely many orthogonal summands in the following way: enu-
merate the points related to the δx-base of (H
′)⊥: u(1), u(2), . . . (i.e. {y(i)} ∪ {u(j)} = X).
For each u(j) choose x(k(j)) such that u(j) ∈ Dk(j) ⊆ Br(x(k(j)) and denote by w(j,m),
m = 1, 2, . . . , infinitely many distinct y(i) from the same Dk(j) ⊆ Br(x(k(j)). Thus
(3) d(u(j), w(j,m)) < 2r.
The remaining points (i.e. other than u(j) and w(j,m), j,m = 1, 2, . . . ) denote by v(i),
i = 1, 2, . . . . Suppose, H ′′ is generated by {δv(i)}, H0 = (H
′)⊥ is generated by {δu(j)},
Hm, m > 1, is generated by {δw(j,m)} (m is fixed). Then we have the following orthogonal
decomposition:
ℓ2(X) = H ′′ ⊕H0 ⊕H1 ⊕H2 ⊕ · · · .
Our operator has the following diagonal form with respect to this decomposition:
diag(1, G, 1, 1, . . . ).
Denote by Gm as well, an operator in Hm with the same matrix with respect to {w(j,m)},
as G has with respect to {u(j)}. To unify the notation we will denote G by G0 and u(j)
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by w(j, 0) in general formulas some later. Similarly for G−1. Then we define in a well-
known way the following two homotopies. First, connect
(
1 0
0 1
)
=
(
GmG
−1
m 0
0 1
)
at
each summand Hm ⊕Hm+1, m = 1, 3, 5, 7, . . . , with
(
G−1m 0
0 Gm+1
)
via the homotopy
(
cos t − sin t
sin t cos t
)(
Gm 0
0 1
)(
cos t sin t
− sin t cos t
)(
G−1m 0
0 1
)
, t ∈ [0, π/2].
More accurately we should write this down as(
cos t − sin t · Jm,m+1
sin t · Jm+1,m cos t
)(
Gm 0
0 1
)
(
cos t sin t · Jm,m+1
− sin t · Jm+1,m cos t
)(
G−1m 0
0 1
)
,
where Jm′,m′′ : Hm′′ → Hm′, Jm′,m′′ : w(j,m
′′) 7→ w(j,m′), and hence,
(4) Jm,m′GmJm′,m = Gm′ , in particular, Jm,0GJ0,m = Gm.
Denote the rotation matrices:
(5) Rm′,m′′(t) :=
(
cos t sin t · Jm′,m′′
− sin t · Jm′′,m′ cos t
)
.
If we extend this homotopy to be constant = G on H0 and = 1 on H
′′, we obtain a path
connecting
diag(1, G, 1, 1, 1, . . . ) and diag(1, G,G−11 , G2, G
−1
3 , G4 . . . )
with respect to the above decomposition. Now we connect the restriction
(
Gm 0
0 G−1m+1
)
onto Hm ⊕ Hm+1 (where m = 0, 2, 4, . . . ) with the identity with the help of the following
homotopy:(
cos t − sin t · Jm,m+1
sin t · Jm+1,m cos t
)(
G−1m 0
0 1
)
(
cos t sin t · Jm,m+1
− sin t · Jm+1,m cos t
)(
Gm 0
0 1
)
,
t ∈ [0, π/2]. Taking the direct sum we obtain the homotopy
diag(1, G,G−11 , G2, G
−1
3 , G4 . . . ) ∼ diag(1, 1, 1, 1, 1, 1, . . . ).
Let us prove that the above homotopies lie in the uniform Roe algebra C∗u(X). For this
purpose it is sufficient to verify that
1) P(diag(1, G,G1, 1, G3, 1, . . . )) <∞ and P(diag(1, G, 1, G2, 1, G4, 1, . . . )) <∞,
2) diag(1, G, (G1)
−1, 1, (G3)
−1, 1, . . . ) ∈ C∗u(X) and
diag(1, (G0)
−1, 1, (G2)
−1, 1, . . . ) ∈ C∗u(X),
3) P(diag(1, 1, R1,2(t), R3,4(t), . . . )) <∞ and P(diag(1, R0,1(t), R2,3(t), . . . ) <∞ (this works
for the left side rotations as well after t↔ −t).
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The inverse operator G−1 may not have finite propagation, but only belongs to the uniform
Roe algebra. Denote by G(n) its approximation with finite propagation pn (the sum of n first
summands of the corresponding series). If
(6) G(n)m := Jm,0G
(n)J0,m,
then, by (4) it approximates (Gm)
−1 uniformly in m (this approximation does not need
propagation properties). Thus, the corresponding block diagonal operators approximate
operators in item 2) above. Hence, by (4), (6) and (5), to prove 1)-3) above, it is sufficient
to prove that P(Jm,m′) is uniformly bounded in m and m
′.
The matrix of Jm,m′ has the following form:
(Jm,m′)xy =
{
1, if y = w(j,m′′) and x = w(j,m′) for some j,
0, otherwise.
As
d(y, x) = d(w(j,m′′), w(j,m′)) 6 d(w(j,m′′), u(j)) + d(w(j,m′), u(j)) < 2r + 2r = 4r
(see (3)), we have P(Jm,m′) 6 4r, and we are done.
Finally, we observe that all families of operators are continuous in G, because G→ G−1 is
continuous, since G runs over a compact set in invertibles, and the other factors in formulas
do not depend on G. 
Remark 3.2. If we consider a finite partition in the above definition, we arrive immediately
to the case of Prop. 2.2.
4. When Kuiper Theorem fails
In this section we consider several cases when the unitary group of the uniform Roe algebra
C∗u(X) fails to be contractible.
For a metric space X let ⊔nX denote the space X1 ⊔ . . . ⊔ Xn, where αi : Xi → X ,
i = 1, . . . , n, are isometries, with the metric given by d(x, y) = dX(αi(x), αj(y)) + |i − j|,
where x ∈ Xi, y ∈ Xj.
Lemma 4.1. C∗u(⊔
nX) ∼= Mn(C
∗
u(X)).
Proof. Obvious. 
We call X stable if for any n ∈ N there exists a bijection βn : ⊔
nX → X which is a coarse
equivalence of metrics. For stable X , βn induces an isomorphism Mn(C
∗
u(X))
∼= C∗u(X) for
any n ∈ N (see Prop. 2.3).
X is locally finite (or proper) if each ball contains a finite number of points. For a subset
Y ⊂ X set
∂RY = {x ∈ X : d(x, Y ) < R; d(x,X \ Y ) < R}.
Recall that X satisfies the Fo¨lner property if for any R > 0 and any ε > 0 there exists a
finite subset F ⊂ X such that |∂RF |
|F |
< ε.
If X is locally finite then, for T ∈ C∗u(X) and for a finite set F ⊂ X put fF (T ) =
1
|F |
∑
x∈F Txx. Given a sequence of finite sets Fn ⊂ X and an ultrafilter ω on N, one can
define the ultralimit limω fFn(T ). The Fo¨lner property allows to define in this way a trace f
on C∗u(X) with f(1) = 1 (for details see [3], [9]).
Proposition 4.2. Let X be a stable, locally finite metric space with the Fo¨lner property.
Then X is not a Kuiper space.
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Proof. If the group GL(C∗u(X)) of invertible elements is contractible then, by stability of X ,
so are GL(Mn(C
∗
u(X))) for any n ∈ N. By [13], cf. also [4],
K0(A) = π1(inj lim
n→∞
GL(Mn(A)))
for any unital Banach algebra A, hence K0(C
∗
u(X)) = 0. But f(1) 6= f(0), hence [1] 6= [0] in
K0(C
∗
u(X)). 
The following proposition is almost folklore.
Proposition 4.3. Let X = A ⊔B, |A| = |B| =∞. Suppose that
(a) for any R > 0 the set {x ∈ A : d(x,B) < R} is finite;
(b) there exists C > 0, a bijection α : X → X, such that d(x, α(x)) < C for any x ∈ X,
and x0 ∈ A such that α|A is a bijection between A and A \ {x0}.
Then U(C∗u(X)) is not path connected, hence X is not a Kuiper space.
Proof. By assumption, l2(X) = l2(A) ⊕ l2(B), and we can write operators as two-by-two
matrices with respect to this decomposition, T =
(
T11 T12
T21 T22
)
. If T has finite propagation
then, by (a), T12 and T21 are compact, hence the same is true for any T ∈ C
∗
u(X).
Let V ∈ B(l2(X)) be the unitary determined by the bijection α. By (b), V ∈ U(C
∗
u(X)). If
U(C∗u(X)) would be path connected then there would exist a continuous path V (t), t ∈ [0, 1],
in U(C∗u(X)) such that V (1) = V , V (0) = 1. By (a), T11(t) is Fredholm for any t ∈ [0, 1].
Hence V11(t) is a homotopy of Fredholm operators. But, by (b), Index V11(1) = 1 6= 0 =
Index V11(0). The contradiction proves the claim. 
The following example shows that the Fo¨lner condition is a too strong requirement for not
being a Kuiper space.
Example 4.4. Let X0 = {0}, X1 = {1, 2}, X2 = {3, 4, 5, 6}, X3 = {7, 8, 9, 10, 11, 12, 13, 14},
. . . , and let −n ∈ X−k if n ∈ Xk. We write k(n) = k if n ∈ Xk.
For n,m ∈ Z, n 6= m, set d(n,m) = |k(n) − k(m)| + 1. This gives a metric on X = Z =
⊔k∈ZXk, which makes X a locally bounded uniformly discrete space of unbounded geometry.
Note that the map β : n 7→ [n/2] satisfies
(1) β−1(n) consists of two points for any n ∈ X ;
(2) d(β(n), n) ≤ 2 for any n ∈ X .
Therefore, (X, d) has a paradoxical decomposition property: we can write X = U ⊔V , where
U ∩ β−1(n) is a single point for any n ∈ X . Then there are bijections βU : X → U and
βV : X → V such that d(βU(n), n) ≤ 2 and d(βV (n), n) ≤ 2 for any n ∈ X . Therefore, X
doesn’t satisfy the Fo¨lner condition. This can be seen directly: for R = 2 let F ⊂ X be a
finite subset, and let s, t be such that F ⊂ Xs ⊔ . . . ⊔ Xt, and F ∩ Xs and F ∩ Xt are not
empty. Let r = max(|s|, |t|). Then
|F | ≤ |Xs|+ · · ·+ |Xt| ≤ 2(2
r+1 − 1) ≤ 2r+2,
and ∂RF contains either Xr or X−r, hence |∂RF | ≥ 2
r, and we have |∂RF |
|F |
≥ 1
4
. Thus, X
doesn’t satisfy the assumptions of Proposition 4.2.
Another decomposition X = A ⊔ B, where A = {0, 1, 2, . . .}, B = {−1,−2, . . .} shows
that X satisfies the assumptions of Proposition 4.3, where α is the two-sided shift on X .
Our second example shows that the assumptions of Proposition 4.3 are also too strong:
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Example 4.5. Let X = Zn. It is stable and satisfies the Fo¨lner condition, hence satisfies the
assumptions of Proposition 4.2, but for n ≥ 2 it cannot be decomposed into two subspaces
A ⊔ B such that (a) from Proposition 4.3 holds.
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