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Capitolo 1
Introduzione
L
a violazione della simmetria CP nei processi deboli ha da molto tempo un ruolo
centrale nella fisica delle interazioni fondamentali ed e` legata sia alla ricerca di
possibile fisica al di la` del Modello Standard, che alla comprensione di problemi di tipo
cosmologico, come la predominanza della materia rispetto all’antimateria nell’universo.
Nel Modello Standard, la violazione di CP nel settore dei quarks e` determinata da
una singola fase complessa nella matrice unitaria di Cabibbo Kobayashi Maskawa (CKM)
[1, 2]. Dalla condizione di unitarieta` e` possibile costruire un triangolo nel piano comples-
so, i cui angoli, (α, β e γ), sono legati alle asimmetrie CP osservabili nei decadimenti dei
mesoni B [3].
In particolare, l’angolo γ puo’ essere estratto dalla misura di Branching Fractions e Asim-
metrie CP nei decadimenti di tipo B− → D0K− con incertezza teorica piccola (≈ 1%)
perche´ interviene a livello albero [4, 6, 8]. Malgrado siano gia` state eseguite diverse misure
di questi modi di decadimento, la precisione attuale della determinazione di γ e` ancora
limitata dalle incertezze statistiche [9].
L’abbondante produzione di B in collisioni adroniche offre in linea di principio una
buona opportunita` per migliorare la precisione di queste misure incrementando la dimen-
sione dei campioni. La continua crescita della luminosita` del Tevatron collider ha ormai
messo a disposizione grandi campioni di decadimenti B− → D0K−. In prospettiva, cam-
pioni ancora piu` grandi sono attesi a LHCb. Tuttavia, l’utilita` dei campioni prodotti in
collisioni adroniche e` strettamente legata alla possibilita` di ottenere una buona separazione
del segnale dal fondo.
In questa tesi viene presentata l’analisi di un campione di dati raccolti dall’esperimento
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CDF II al collisionatore pp Tevatron (luminosita` integrata di L = 2.4 fb−1), con lo scopo
di ricostruire i modi di decadimento: B− → D0DCSK− e B− → D0DCSπ−, dove D0DCS
indica il decadimento Doppiamente Cabibbo-Soppresso D0 → K+π−.
Il canale B− → D0DCSK− e` tra i piu` utili per l’estrazione di una misura di γ [6, 7],
in quanto l’effetto di interferenza e` particolarmente grande, ma e` anche il piu` difficile dal
punto di vista sperimentale, data la piccolezza del Branching Ratio aspettato, e non e` stato
ancora osservato. Poche decine di eventi sono stati invece ricostruiti per il canale simile
ma leggermente piu` abbondante B− → D0DCSπ−. Per questo motivo, la ricostruzione di
questi due canali e` un ottimo test per la fattibilita` della misura di γ in collisioni adroniche.
La tecnica utilizzata e` stata quella di ricostruire sia il canale favorito B− → [K−π+]h−
che quello DCS B− → [K+π−]h− e di estrarre il numero di eventi attraverso un fit unbin-
ned di massima Likelihood che utilizza le informazioni sulla cinematica dei decadimenti.
La selezione del campione fa uso di un taglio su un Likelihood-Ratio basato su una
combinazione di variabili cinematiche, ottimizzato per massimizzare la figura di merito
S/(1.5 +
√
B).
Il risultato dell’analisi e` stato la prima ricostruzione di un segnale B− → D0DCSπ− in
collisioni adroniche.
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Violazione di CP e misura
dell’angolo γ
2.1 Il Modello Standard
L
a domanda su quali siano i costituenti ultimi della realta` che ci circonda ha
sempre accompagnato l’uomo, fin dall’antichita`.
Attualmente la teoria che descrive nel modo piu` completo e accurato tali elementi
fondamentali e le loro interazioni e` il “Modello Standard” (in inglese Standard Model, da
cui la sigla “SM”) [10].
Le interazioni conosciute presenti in natura sono quattro: l’interazione “elettromagne-
tica”, “debole”, “forte” e “gravitazionale” [11]. Lo SM compie un passo importante verso
l’unificazione di tutte queste interazioni in un’unica descrizione, utilizzando la teoria dei
campi quantistici e la teoria della relativita` speciale: in realta` l’unificazione non e` ancora
completa perche´ non e` stata ancora inclusa l’interazione gravitazionale.
Lo SM prevede che tutte le interazioni si possano descrivere dall’applicazione di una
trasformazione locale di gauge ai campi liberi: per lasciare invariata la Lagrangiana, che
deve essere simmetrica rispetto alla trasformazione di gauge, occorre introdurre dei campi
i cui quanti sono proprio le particelle mediatrici delle interazioni. Esse sono dette anche
“bosoni di gauge” e sono il “fotone”, mediatore dell’interazione elettromagnetica tra par-
ticelle cariche, i “bosoni W± e Z0”, mediatori dell’interazione debole tra particelle che
hanno “sapore” ed i “gluoni”, mediatori dell’interazione forte tra particelle con “colore”.
La simmetria di gauge del Modello Standard e` SU(3)C⊗SU(2)L⊗U(1)Y : il primo termine
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si riferisce alla simmetria di colore, il secondo alla simmetria di isospin debole (L sta per
“left-handed”) ed il terzo alla simmetria dell’ipercarica [12, 13].
Le particelle elementari soggette a queste interazioni sono tutte senza massa. La massa
si crea dalla rottura spontanea di simmetria, che introduce l’esistenza di un altro bosone,
scalare, non ancora osservato sperimentalmente: il “bosone di Higgs”.
Le particelle elementari si dividono in “leptoni” e “quark”.
I leptoni sono fermioni (hanno quindi spin 1/2) che non subiscono le interazioni forti e
si dividono in tre famiglie: elettroni, muoni e tau. Essi si presentano sia come particelle
massive di carica −1, che non massive neutre (i corrispondenti neutrini ν). I primi possono
avere sia elicita` positiva (right-handed) che negativa (left-handed), mentre i neutrini solo
negativa (le cose si invertono per le anti-particelle). Cos`ı per ogni famiglia abbiamo un
doppietto di SU(2) left-handed ed un singoletto di SU(2) right-handed.
In simboli possiamo scrivere il doppietto leptonico left-handed (L) della famiglia i-esima
come:
ψL =

 νi
l−i


L
ed il singoletto right-handed (R) come: ψR = l
−
R . Non esiste il sigoletto right per il
neutrino.
I quark sono anch’essi dei fermioni e sono i costituenti fondamentali degli adroni, per
cui sono soggetti anche alle interazioni forti. Essi hanno carica frazionaria (±1/3 e oppure
∓2/3 e). Come i leptoni anche i quark si dividono in tre famiglie (di “sapore”) ed ogni
famiglia e` costituita da un doppietto left-handed
ψL =

 ui
d′i


L
e da due singoletti uiR e diR, dove ui = (u, c, t) sono i tre quark di tipo up con carica
1/3 e, di = (d, s, b) sono i quark autostati di massa di tipo down con carica −2/3 e e
d′i = (d
′, s′, b′) sono gli autostati dell’interazione debole, che si ottengono ruotando quelli
di massa con dei coefficienti dati dalla matrice CKM (vedi Cap. 2.2).
Come abbiamo visto, nello SM hanno fondamentale importanza le simmetrie, che pos-
sono essere continue e discrete. Quelle discrete sono: la parita` (P) che inverte le coordina-
te spaziali e spinoriali, la coniugazione di carica (C), che scambia i numeri quantici delle
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particelle con quelli delle antiparticelle, e l’inversione temporale (T) che inverte invece le
coordinate temporali [14].
La maggior parte delle interazioni e` invariante sotto ciascuna singola simmetria:
solo l’interazione debole viola singolarmente sia C che P; basti pensare al neutrino, che
esiste solo left-handed. L’interazione debole viene pero` quasi sempre conservata dalla
simultanea applicazione di C e P, che manda uno stato nel suo complesso coniugato,
senza interferire sulle costanti.
Un sistema e` invariante sotto CP se la Lagrangiana (L) del sistema e` reale; se ci sono
degli elementi complessi allora la simmetria CP e` violata.
2.2 La matrice CKM
All’interno dello SM la simmetria CP e` violata da una fase complessa che compare nel-
l’accoppiamento di Yukawa tra il bosone di Higgs con i quark. Da questa interazione ne
risulta che il bosone W± accoppia con i quark fisici uiL e diL con delle costanti di accop-
piamento date dalla matrice 3 × 3 unitaria di Cabibbo-Kobayashi-Maskawa (la matrice
CKM) [1, 2]:
VCKM ≡


Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


Questa matrice puo` essere parametrizzata con tre angoli (detti “di mixing”) θij ed una
fase complessa (che rappresenta la violazione di CP) δ. Questa parametrizzazione e` detta
“parametrizzazione standard” [15]:
V =


c12c13 s12c13 s13e
−iδ
−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13


dove sij = sin θij e cij = cos θij.
Un’altra utile parametrizzazione della matrice CKM e` la “parametrizzazione di Wolfen-
stein” [16], che mette in evidenza l’ordine di grandezza degli elementi di matrice. Infatti,
ad esempio, sappiamo sperimentalmente che: s13 ≪ s23 ≪ s12 ≪ 1.
Gli elementi di matrice vengono riscritti usando quattro parametri reali λ, A, ρ ed η.
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Defininendo Vus = λ, Vcb = Aλ
2 e Vub = Aλ
3(ρ − iη), ed espandendo in potenze di λ1,
otteniamo:
V =


1− λ2/2 λ Aλ3(ρ− iη)
λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4) .
Possiamo notare che gli unici elementi che violano CP sono gli elementi Vub e Vtd. Visto
che non esistono stati legati con il quark t, non e` possibile misurare l’elemento Vtd. Per
questo motivo gli stati legati del b rivestono una grande importanza nello studio della
violazione di CP.
2.3 Il triangolo di unitarieta`
La condizione di unitarieta` della matrice CKM impone che: VCKMV
+
CKM =
V +CKMVCKM = 1, cioe´:
∑
k VkiV
∗
kj = δij , dove k = {u, c, t} e i, j = {d, s, t} con i 6= j.
Cos`ı otteniamo dodici equazioni, sei di normalizzazione e sei di ortogonalita`. Di seguito
riportiamo le sei equazioni di ortogonalita`:
ds : VudV
∗
us︸ ︷︷ ︸
O(λ)
+ VcdV
∗
cs︸ ︷︷ ︸
O(λ)
+ VtdV
∗
ts︸ ︷︷ ︸
O(λ5)
= 0
sb : VusV
∗
ub︸ ︷︷ ︸
O(λ4)
+ VcsV
∗
cb︸ ︷︷ ︸
O(λ2)
+ VtsV
∗
tb︸ ︷︷ ︸
O(λ2)
= 0
db : VudV
∗
ub︸ ︷︷ ︸
(ρ+iη)Aλ3
+ VcdV
∗
cb︸ ︷︷ ︸
−Aλ3
+ VtdV
∗
tb︸ ︷︷ ︸
(1−ρ−iη)Aλ3
= 0
uc : VudV
∗
cd︸ ︷︷ ︸
O(λ)
+ VusV
∗
cs︸ ︷︷ ︸
O(λ)
+ VubV
∗
cb︸ ︷︷ ︸
O(λ2)
= 0
ct : VcdV
∗
td︸ ︷︷ ︸
O(λ4)
+ VcsV
∗
ts︸ ︷︷ ︸
O(λ2)
+ VcbV
∗
tb︸ ︷︷ ︸
O(λ2)
= 0
ut : VudV
∗
td︸ ︷︷ ︸
(1−ρ−iη)Aλ3
+ VusV
∗
ts︸ ︷︷ ︸
−Aλ3
+ VubV
∗
tb︸ ︷︷ ︸
(ρ+iη)Aλ3
= 0
dove abbiamo anche riportato l’ordine di grandezza in potenze di λ.
Queste sei relazioni possono essere rappresentate come triangoli nel piano complesso.
I triangoli hanno la caratteristica di avere la stessa area J e sono tali per cui la forma
determina la grandezza della violazione di CP.
1Il cui valore sperimentale e`: λ = 0.2272 ± 0.0010 [17].
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Gli unici due triangoli non degeneri sono quelli formati da “db” e “ut”. Generalmente si
usa la prima espressione divisa per la lunghezza del lato meglio conosciuto: |VcdV ∗cb|. Essa
viene definita “Triangolo di unitarieta`” e viene rappresentata con un triangolo di base
unitaria lungo l’asse x (vedi Fig. 2.1) [3].
Figura 2.1: Il triangolo di unitarieta` nel piano complesso.
I vertici del triangolo sono in (0, 0), (1, 0) e (ρ¯, η¯)2, ed i tre angoli prendono il nome di
α, β, γ e sono uguali a:
α ≡ arg
(
− VtdV
∗
tb
VudV
∗
ub
)
β ≡ arg
(
−VcdV
∗
cb
VtdV
∗
tb
)
γ ≡ arg
(
−VudV
∗
ub
VcdV
∗
cb
)
.
Il fatto che questo triangolo non sia degenere implica proprio la presenza di una fase
complessa e quindi della violazione di CP: e` possibile misurare i vari parametri del trian-
golo, porne dei vincoli e verificare cos`ı il Modello Standard oppure fare delle previsioni su
nuova fisica [9, 18, 19]. In particolar modo sono molto utili i risultati che si ottengono con
i decadimenti dei mesoni B, che hanno effetti di violazione di CP misurabili.
2ρ¯ ≡ ρ
“
1− λ2
2
”
e η¯ ≡ η
“
1− λ2
2
”
si ottengono sviluppando fino a λ5 nella parametrizzazione di
Wolfenstein
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2.4 La violazione di CP nei mesoni B
E’ possibile vedere la violazione di CP nei mesoni K, D e B.
Il formalismo che introduciamo [13, 14] e` valido per uno qualsiasi di questi mesoni
pseudoscalari carico o neutro: in particolare lo scriviamo per i mesoni B.
L’ampiezza di decadimento del mesone B (o del coniugato CP B¯) in uno stato finale
f (f¯) a piu` particelle viene scritta come:
Af = 〈f |H|B〉 A¯f = 〈f |H|B¯〉
Af¯ = 〈f¯ |H|B〉 A¯f¯ = 〈f¯ |H|B¯〉
dove H e` l’hamiltoniana totale del sistema.
L’operatore CP agisce sugli stati introducendo una fase debole (che per adesso possiamo
chiamare φ) tale che:
CP |B〉 = eiφB |B¯〉 CP |f〉 = eiφf |f¯〉
CP |B¯〉 = e−iφB |B〉 CP |f¯〉 = e−iφf |f〉
(2.1)
Se CP e` conservata allora Af e A¯f¯ hanno la stessa ampiezza.
E’ possibile osservare la violazione di CP in tre meccanismi:
 nel decadimento;
 nel mixing;
 nell’interferenza tra i due processi.
2.4.1 Violazione di CP nel decadimento
Questo processo puo` avvenire sia per i mesoni carichi che per quelli neutri ed e` detta
“violazione di CP diretta”. Supponendo che il processo sia dovuto a vari contributi, le
ampiezze possono essere scritte come:
Af = 〈f |H|B〉 =
∑
j
|Aj |ei(δj+φj)
A¯f¯ = 〈f¯ |H|B¯〉 =
∑
j
|Aj |ei(δj−φj)
dove δ e` la “fase forte” che conserva CP, φ e` la “fase debole”, introdotta nell’equazione
(2.1) ed H e` l’hamiltoniana dell’interazione debole.
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Per esserci la violazione di CP occorre che |Af |2 6= |A¯f¯ |2, cioe`, deve esserci un contri-
buto da almeno due processi con fasi deboli e forti diverse, in modo tale che il termine di
interferenza
|Af |2 − |A¯f¯ |2 = −2
∑
i,j
|Ai||Aj | sin(δi − δj) sin(φi − φj)
sia diverso da zero.
Sia per i mesoni carichi che neutri e` possibile definire l’“asimmetria” di CP nel seguente
modo:
ACP = Γ(B → f)− Γ(B¯ → f¯)
Γ(B → f) + Γ(B¯ → f¯) =
|A¯f¯ |
2
|Af |2
− 1
|A¯f¯ |
2
|Af |2
+ 1
dove Γ e` il rate di decadimento.
Quando l’asimmetria e` diversa da zero abbiamo violazione di CP.
Nel caso di mesoni carichi, in cui il decadimento sia dovuto a due contributi:
Af = |a1|ei(δ1+φ1) + |a2|ei(δ2+φ2)
A¯f¯ = |a1|ei(δ1−φ1) + |a2|ei(δ2−φ2)
l’asimmetria assume questa forma:
ACP = − 2|a1a2| sin(δ2 − δ1) sin(φ2 − φ1)|a1|2 + |a2|2 + 2|a1a2| cos(δ2 − δ1) cos(φ2 − φ1) (2.2)
da cui si puo` estrarre (φ2 − φ1) se si conosce
∣∣∣∣a2a1
∣∣∣∣ e (δ2 − δ1).
2.4.2 Violazione di CP nel mixing
Il mixing avviene solo nei mesoni neutri e consiste nell’oscillazione tra particella e antipar-
ticella. Ne possiamo vedere una rappresentazione grafica nella Fig. 2.2, dove e` riportato
il diagramma dell’oscillazione nel sistema Bs −Bs.
Scriviamo lo stato che al tempo t = 0 rappresenta la sovrapposizione di B0 e B
0
come:
|ψ(0)〉 = a(0)|B0〉+ b(0)|B0〉 .
Esso evolve nel tempo secondo l’equazione di Schroedinger attraverso un’hamiltoniana
effettiva H non hermitiana3, che scriviamo come somma di due matrici M e Γ hermitiane.
3E` possibile introdurre questa hamiltoniana efficace in quanto non siamo interessati ai vari prodotti di
decadimento. Il fatto che non sia hermitiana consente agli stati di poter decadere e non solo di oscillare.
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Figura 2.2: Diagramma del mixing del sistema Bs −Bs.
M e` detta “matrice di massa” e Γ “matrice di decadimento”.
i
d
dt
|ψ(t)〉 = H|ψ(t)〉 ≡ (M − i
2
Γ)|ψ(t)〉 .
L’invarianza di CPT assicura che:
M11 = M22 = M0
Γ11 = Γ22 = Γ0 .
Diagonalizzando il sistema si ottengono gli autostati di massa. Indichiamo con L quello
piu` leggero e con H quello piu` pesante:
|BL〉 = p|B0〉+ q|B0〉
|BH〉 = p|B0〉 − q|B0〉 .
Valgono le condizioni:
 |p|2 + |q|2 = 1 (condizione di normalizzazione);

(
q
p
)2
=
M∗12 − i2Γ∗12
M12 − i2Γ12
.
Si ha violazione di CP quando
∣∣∣∣qp
∣∣∣∣ 6= 1.
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2.4.3 La violazione di CP nell’interferenza tra mixing e decadimento.
Si prende in considerazione il caso in cui B0 e B
0
decadano nello stesso stato finale f che
e` autostato di CP (cioe` f = f). Siamo quindi nella condizione in cui:
B0 → f
B0 → B0 → f
con ampiezze di decadimento date rispettivamente da Af e A¯f .
Definendo il parametro λf =
q
p
A¯f
Af
e ∆mB =MBH−MBL (vedi il paragrafo precedente)
otteniamo che l’asimmetria di CP dipendente dal tempo e` data da:
ACP (t) = Γ(B → f)(t)− Γ(B → f)(t)
Γ(B → f)(t) + Γ(B → f)(t) = (2.3)
=
(
1− |λf |2
1 + |λf |2
)
cos∆mBt−
(
2ℑm(λf )
1 + |λf |2
)
sin∆mBt .
Il primo termine deriva dalla violazione diretta di CP e si annulla quando |λf | = 1, cioe`
quando
∣∣∣ qp ∣∣∣ = 1. Il secondo e` il termine di interferenza tra il decadimento con il mixing e
quello senza mixing e si annulla se ℑm(λf ) = 0.
2.5 Metodi di misura dell’angolo γ.
Avere una buona misura dell’angolo γ permette di poter dare dei vincoli migliori sulla
validita` del Modello Standard: infatti eventi di fisica oltre lo SM non rispetterebbero la
condizione di unitarieta` α+ β + γ = 180◦.
Esitono vari decadimenti che permettono la misura di γ [20]:
 B± → DK±. Il metodo che utilizza questo decadimento ha un’incertezza teori-
ca molto piccola (∼ 1%) dovuta al fatto che la transizione avviene attraverso un
diagramma ad albero, senza nessuna contaminazione da diagrammi a pinguino;
 Bu,d → ππ, πK ha maggiori incertezze teoriche e quindi puo` fornire dei vincoli su γ
piuttosto che una misura precisa;
 Bd → (D∗)±π∓: sono decadimenti parzialmente ricostruiti. Da questi e` possibile
estrarre sin(2β + γ);
 Bs → D±s K∓: se ne misura l’evoluzione temporale.
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Concentreremo la nostra attenzione sullo studio del primo tipo di decadimenti, in
particolare vedremo tre diversi metodi:
- metodo GLW (Gronau-London-Wyler) [4, 5] che usa i B± → DK± con il D0 che
decade in stati finali che sono autostati di CP. Gli autostati di CP con autovalore
+1 sono: D0 → ππ, KK. Quelli con autovalore −1 sono: D0 → K0sπ0, K0sω, K0sφ;
- metodo ADS (Atwood-Dunietz-Soni) [6, 7] in cui il D0 decade nel modo Doppio
Cabibbo Soppresso (DCS) D0 → K+π−;
- metodo GGSZ (Giri-Grossmann-Soffer-Zupan) [8] in cui il D0 e D
0
decadono in tre
particelle nello stato finale, come: K0sπ
+π−.
2.5.1 La misura di γ attraverso i decadimenti B± → DK±
γ e` la fase relativa nelle transizioni tra i quark b → cus (color allowed) e b → ucs (color
suppressed). La prima transizione si ha nel decadimento B+ → D0K+ (e nel coniugato),
mentre la seconda nel decadimento B+ → D0K+ (e nel coniugato) (vedi la Fig. 2.3).
Figura 2.3: Diagramma di Feynman dei decadimenti B+ → D0K+ e B+ → D0K+.
L’ampiezza del decadimento color suppressed e` di un ordine di grandezza piu` piccola
di quella del color allowed, per cui gli effetti di interferenza sono dell’ordine del 10%.
Il metodo GLW
Il metodo GLW misura l’asimmetria di CP che si ha nei decadimenti B → D0CP±K dove
CP± e` ricostruito in stati finali che sono autostati di CP. Esso puo` essere scritto nel
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seguente modo:
|D0CP±〉 =
1√
2
(
|D0〉 ± |D0〉
)
.
Per cui le ampiezze dei decadimenti possono essere scritte in modo semplice come:
√
2A(B+ → D0CP+K+) = A(B+ → D0K+) +A(B+ → D0K+)
√
2A(B− → D0CP+K−) = A(B− → D0K−) +A(B− → D0K−) .
Queste sono relazioni esatte e possono essere quindi rappresentare come triangoli nel piano
complesso (vedi Fig. 2.4).
Figura 2.4: Costruzione di triangoli con le relazioni tra le ampiezze dei decadimenti B → DK.
Inoltre esse possono essere scritte in funzione degli elementi di matrice della matrice
CKM tenendo in considerazione che le transizioni tra i quark che avvengono sono b→ cus
e b→ ucs:
A(B+ → D0K+) = eiγλ|Vcb|RB |Ma|eiδa
dove γ e` la fase debole, λ = Vcd, RB =
∣∣∣∣VcsVubVcdVcb
∣∣∣∣, uno dei lati del triangolo di unitarieta`
(vedi Fig. 2.1), Ma e` l’elemento di matrice del decadimento e δa e` la fase forte.
Se consideriamo il processo coniugato otteniamo:
A(B− → D0K−) = e−iγλ|Vcb|
∣∣∣∣VcsVubVcdVcb
∣∣∣∣ |Ma|eiδa .
Quindi:
A(B+ → D0K+) = e2iγA(B− → D0K−) .
Per i decadimenti color allowed abbiamo invece che:
A(B+ → D0K+) = λ|Vcb||MA|eiδA
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dove non abbiamo scritto γ perche´ fissiamo il vettore lungo l’asse x, λ e` anche uguale a
Vus, MA e` l’elemento di matrice del decadimento e δA e` la fase forte.
Tale ampiezza di decadimento e` la stessa anche per il processo coniugato, non avendo
scritto la fase debole:
A(B+ → D0K+) = A(B− → D0K−) .
Quindi se γ 6= 0, allora
∣∣A(B+ → D0CP+K+)∣∣ 6= ∣∣A(B− → D0CP+K−)∣∣
e si puo` determinare il valore di γ unicamente misurando il rate dei sei processi.
Uno degli svantaggi di questo metodo risiede nel fatto che uno dei triangoli e` prati-
camente degenere, visto che l’ampiezza del processo B− → D0K− e` soppressa rispetto a
quella di B− → D0K− di un fattore [5]:
rB ≡
∣∣∣∣∣A(B
− → D0K−)
A(B− → D0K−)
∣∣∣∣∣ ≈
∣∣∣∣VubV ∗csVcbV ∗us
∣∣∣∣
∣∣∣∣a2a1
∣∣∣∣ ≈ 0.1
dove
a2
a1
∼ 1
3
controlla la dimensione relativa tra il decadimento color allowed e quello
color suppressed.
I valori sperimentali di rB sono:
rB = 0.12± 0.09 BaBar
rB = 0.21± 0.09 Belle
Le osservabili per il metodo GLW sono le seguenti:
RCP± ≡
BR(B− → D0CP±K−) +BR(B+ → D0CP±K+)
BR(B− → D0K−) +BR(B+ → D0K+)
= 1 + r2B ± rB cos δB cos γ
ACP± ≡
BR(B− → D0CP±K−)−BR(B+ → D0CP±K+)
BR(B− → D0CP±K−) +BR(B+ → D0CP±K+)
=
±2rB sin δB sin γ
RCP±
dove δB = δa − δA e` la differenza tra le fasi forti.
Tale asimmetria risultera` piccola perche´ le ampiezze che interferiscono hanno ordini di
grandezza diversi.
Per ovviare a tale problema, il metodo ADS utilizza decadimenti che hanno ampiezze
comparabili e quindi si ottengono delle asimmetrie di CP molto grandi.
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Il metodo ADS
Questo metodo utilizza l’interferenza tra decadimenti che presentano gli stessi prodotti
finali, non autostati di CP. Esso e` quindi un caso piu` generale di quello studiato dal
metodo GLW.
Il metodo ADS da` luogo ad una maggiore asimmetria di CP e fornisce quindi una piu`
chiara estrazione dell’angolo γ.
In particolare i decadimenti considerati sono: il decadimento Color Allowed (CA)
B− → D0K−, seguito dal decadimento Doppio Cabibbo Soppresso (DCS) D0 → K+π−
che interferisce con il decadimento Color Suppressed (CS) B− → D0K−, seguito dal
decadimento Cabibbo Favored (CF) D
0 → K+π−. Abbiamo quindi questa sequenza di
decadimenti:
B− → K−D0; D0 → K+π−
B− → K−D0; D0 → K+π− .
Calcoliamo il rapporto tra le due ampiezze di decadimento:∣∣∣∣∣A(B
− → K−D0[→ K+π−])
A(B− → K−D0[→ K+π−])
∣∣∣∣∣ ≈
∣∣∣∣VcbV ∗usVubV ∗cs
∣∣∣∣
∣∣∣∣a1a2
∣∣∣∣
∣∣∣∣V ∗cdVusVcsV ∗ud
∣∣∣∣ =
∣∣∣∣ 1rB
∣∣∣∣
∣∣∣∣V ∗cdVusVcsV ∗ud
∣∣∣∣ ≈ 2
dove rB ∼ 0.1 e` stato definito nel paragrafo precedente ed il secondo termine
∣∣∣∣V ∗cdVusVcsV ∗ud
∣∣∣∣ ≈ λ2
Visto che, come abbiamo gia` detto, l’asimmetria di CP e` controllata solo dal rapporto
tra le ampiezze, ci aspettiamo degli elevati effetti di interferenza e quindi di asimmetria.
Lo svantaggio di questo metodo e` la necessita` di avere un elevato campione di dati,
visto che il decadimento DCS e` soppresso rispetto a quello favorito di un fattore:
BR(D0 → K+π−)
BR(D0 → K−π+) = (3.76 ± 0.09) · 10
−3 .
Si definisce
rD =
∣∣∣∣A(D0 → K+π−)A(D0 → K−π+)
∣∣∣∣ =
√∣∣∣∣BR(D0 → K+π−)BR(D0 → K−π+)
∣∣∣∣ = 0.060 ± 0.002 .
Per definire le osservabili da misurare, definiamo i BRs dei vari processi che prendiamo
in considerazione:
a(k) = BR(B− → K−D0) a(k) = BR(B+ → K+D0)
b(k) = BR(B− → K−D0) b(k) = BR(B+ → K+D0)
c(X) = BR(D0 → X) c(X) = BR(D0 → X)
c(X) = BR(D0 → X) c(X) = BR(D0 → X)
d(k,X) = BR(B− → K−[X]) d(k,X) = BR(B+ → K+[X])
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Dallo SM ci aspettiamo che a(k) = a(k), b(k) = b(k) e c(X) = c(X).
X rappresenta lo stato finale, che nel nostro caso e` K+π−; in realta` tutta la formulazione
e` identica anche per altri stati finali, come K+ρ−, K+π−π0 o K+π−π+π−.
d(k,X) tiene in considerazione che il prodotto finale X possa venire sia da un D0 che da
un D
0
e quindi considera l’interferenza tra i due processi; se CP e` violata, cioe` γ 6= 0,
allora d(k,X) 6= d(k,X).
Facendo il quadrato della somma delle ampiezze dei decadimenti che intereferiscono,
possiamo scrivere:
d(k,X) = a(k)c(X) + b(k)c(X) + 2
√
a(k)b(k)c(X)c(X ) cos(ξk + δX + γ)
d(k,X) = a(k)c(X) + b(k)c(X) + 2
√
a(k)b(k)c(X)c(X ) cos(ξk + δX − γ)
dove ξk e` la differenza di fase forte tra B
− → K−D0 e B− → K−D0, δX e` la differenza di
fase forte tra D0 → X e D0 → X e γ e` la differenza di fase che viola CP tra B− → K−D0
e B− → K−D0.
Scriviamo l’asimmetria di CP (con riferimento all’equazione (2.2)) nel seguente modo:
AADS = d− d
d+ d
= − R sin ξ sin γ
1 +R cos ξ cos γ
dove R =
2
√
a(k)b(k)c(X)c(X )
a(k)c(x) + b(k)c(X)
e ξ e` la somma delle fasi forti ξ = ξk + δX .
Possiamo riscrivere l’asimmetria anche in funzione di rB ed rD, ricordando che rB =√∣∣∣∣ b(k)a(k)
∣∣∣∣ ed rD =
√∣∣∣∣c(X)c(X)
∣∣∣∣ :
AADS = − 2rBrD sin ξ sin γ
r2B + r
2
D + 2rBrD cos ξ cos γ
.
E` possibile definire un’altra osservabile, RADS , in riferimento ad AADS, nel seguente
modo:
AADS = 2rBrD sin ξ sin γ
RADS
per cui
RADS = r
2
B + r
2
D + 2rBrD cos ξ cos γ
ed in funzione dei BRs, RADS viene scritto come:
RADS =
BR(B− → K−[X]) +BR(B+ → K+[X ])
BR(B− → K−[X ]) +BR(B+ → K+[X]) .
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Al numeratore abbiamo quindi la somma dei BRs dei decadimenti Doppio Cabibbo
Soppresso, mentre al denominatore quelli Cabibbo Favored.
I risultati piu` recenti sono di Belle [21]. Utilizzando 657 · 106 coppie di BB¯, hanno
trovato:
RADS(K) =
[
8.0+6.3−5.6(stat)
+2.0
−2.8(syst)
] · 10−3
RADS(π) =
[
3.40+0.56−0.54(stat)
+0.13
−0.21(syst)
] · 10−3
AADS(K) = −0.13+0.97−0.88(stat)± 0.26(syst)
AADS(π) = −0.023 ± 0.218(stat)± 0.071(syst) .
Abbiamo riportato anche i valori misurati nel caso del decadimento B → Dπ, sia perche`
la cui ricostruzione e` il primo passo che viene compiuto nella ricerca del decadimento
soppresso B → DK, e possiamo confrontare i valori con quelli ottenuti nella presente
tesi, sia perche` anche per questo canale e` prevista un’asimmetria CP diversa da zero,
significativa per la misura dell’angolo γ [19].
Gli errori nel caso del decadimento B → DK sono molto grandi perche´ tale decadi-
mento non e` stato ancora osservato, per lo meno con una significativita`4 rilevante.
Il numero di eventi trovati e la relativa significativita` sono:
Mode Signal Yield Statistical Significance
B → D0DCSK 9.7+7.7−7.0 1.5σ
B → D0DCSπ 93.8+15.3−14.8 8.4σ
B → D0CFK 1220+41−40 · · ·
B → D0CFπ 27202+177−176 · · ·
dove DCS indica il decadimento del D0 Doppio Cabibbo Soppresso e CF quello del D0
Cabibbo Favored.
Precedenti risultati di BaBar [22], realizzati su un campione di 232 milioni di coppie
BB¯, avevano ottenuto un risultato solo per RADS(K) = 13
+11
−9 · 10−3.
Con questo metodo pero` l’angolo γ non e` individuato univocamente, infatti abbiamo
due osservabili (RADS e AADS) e quattro incognite (rB , rD, ξ e γ). Per questo e` neces-
sario aggiungere ulteriori informazioni, per esempio considerare altri decadimenti, oppure
combinare i risultati dei vari metodi tra loro.
4Per la definizione di significativita` rimandiamo al Cap. 4.5.5.
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Sia per questo metodo che per quello GLW, abbiamo che se la fase forte svanisce, allora
γ ∝ r2B , mentre se abbiamo una grande fase forte allora γ ∝ rB .
Per questo sono da preferire metodi che considerano grandi effetti di intereferenza e che
hanno una fase forte grande. Un altro grosso limite e` la bassa statistica, soprattutto per
il metodo ADS.
Il metodo GGSZ
Questo metodo ricostruisce i decadimenti B± → K±D in cui il D0 decade in tre (o piu`)
particelle, come ad esempio in D0 → KSπ+π−.
I vantaggi sono innanzitutto il fatto che ci aspettiamo grandi effetti di interferenza dovuti
alla presenza di risonanze nel decadimento a tre corpi; inoltre vengono considerati decadi-
menti del D0 Cabibbo Favored, quindi con un’elevata statistica; infine vengono ricostruiti
stati finali carichi che hanno una maggiore efficienza di essere ricostruiti ed un minore
background rispetto agli stati neutri.
Questo metodo richiede la costruzione di un plot di Dalitz, l’istogramma a due dimen-
sioni che viene proprio usato per lo studio dello spazio delle fasi di uno stato finale a tre
corpi.
Supponiamo di avere un decadimento in tre corpi ed identifichiamo con p1, p2 e p3 i
quadrimpulsi delle particelle finali. Possiamo quindi definire le quantita`:
s12 = (p1 + p2)
2
s13 = (p1 + p3)
2
e riportare la prima sulle ascisse del plot di Dalitz e la seconda sulle ordinate.
Lo spazio delle fasi accessibile e` dato dalla condizione di conservazione dell’energia-impulso
(vedi Fig. 2.5):
s12 + s13 + s23 =M
2 +m21 +m
2
2 +m
2
3 .
La terza quantita` s23 = (p2 + p3)
2 allora sara` costante sull’asse a 45◦.
Nel caso del decadimentoD0 → KSπ−π+ identifichiamo p1 = pKS , p2 = pπ− e p3 = pπ+
e quindi s12 = sKSπ− e s13 = sKSπ+ .
L’ampiezza di questo decadimento si puo` scrivere come:
AD(s12, s13) = |AD(s12, s13)|eiδ(s12,s13) .
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Figura 2.5: Spazio delle fasi accessibile nel plot di Dalitz
Per quanto riguarda il decadimento del B scriviamo invece:
A(B− → D0K−) ≡ AB
A(B− → D0K−) ≡ ABrBei(δB−γ) .
Per cui possiamo scrivere l’ampiezza complessiva del decadimento B− → [KSπ−π−]K−
come:
A(B− → [KSπ−π−]K−) = AB(AD(s12, s13) + rBei(δB−γ)AD(s12, s13)) .
Nel caso del decadimento coniugato abbiamo invece:
A(B+ → [KSπ+π−]K+) = AB(AD(s13, s12) + rBei(δB+γ)AD(s13, s12)) .
Il metodo utilizzato e` quello di costruire innanzitutto il plot di Dalitz per il decadimento
del D0, parametrizzando l’ampiezza del decadimento con una somma di termini risonanti5
e di uno non risonante:
AD(s12, s13) = aNRe
iφNR +
∑
r
are
iφrAr(s12, s13)
5infatti e` molto alta la probabilita` che il decadimento in tre corpi avvenga con la produzione di risonanze,
cioe`, come decadimento in due corpi, di cui uno (la risonanza.) decada subito in altre due particelle
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dove r e` l’indice delle risonanze e Ar(s12, s13) e` la funzione di Breit-Wigner, definita come:
Ar(s12, s13) = JMr × F rBW
dove JMr e` il termine che tiene conto della dipendenza angolare e dipende dallo spin J
della risonanza.
F rBW e` la funzione di Breit Wigner relativistica:
F rBW (sij) =
1
sij −M2r + iMrΓr
(√
sij
)
dove Mr e Γr sono la massa e la larghezza dell’r-esima risonanza.
Facendo il fit sui dati del plot di Dalitz per il decadimento del D0 e` possibile ottenere
i valori di φi e ai.
A questo punto si fa il plot di Dalitz per i canali B± → [Ksπ−π+]K± lasciando liberi i
parametri rB , δB e γ.
Uno degli svantaggi di questo metodo risiede nel modo in cui vengono suddivisi i
bin del plot di Dalitz: infatti esistono diversi modi per partizionare l’istogramma, ma
occorre tenere presente che i bin devono essere piccoli in modo da avere una misura precisa
piuttosto che un valor medio, ma allo stesso tempo abbastanza grandi da avere un numero
significativo di eventi al suo interno.
Combinando i risultati dei tre metodi descritti, γ e` vincolato al valore di
γ =
(
63+15−12
)◦
come possiamo anche vedere dalla Fig. 2.6 [9] dove sono riportati i risultati dei vari metodi
con le relative incertezze ed il risultato del fit combinato.
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Figura 2.6: Fit di γ con i risultati combinati.
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Capitolo 3
Il TeVatron Collider ed il
rivelatore CDF II
A
ttualmente l’acceleratore e collisionatore TeVatron, situato presso il Fermi Na-
tional Accelerator Laboratory (FNAL), a circa 50 Km ad Ovest di Chicago (IL,
U.S.A.), e` l’acceleratore con la massima energia disponibile nel centro di massa.
Descriveremo brevemente il collisionatore TeVatron e l’apparato di rivelazione CDF
II, focalizzando l’attenzione sulle parti del rivelatore importanti per la fisica degli adroni
pesanti, come ad esempio il sistema di tracciatura ed il trigger. Per una descrizione
completa dell’apparato sperimentale riferirsi a [23].
3.1 L’acceleratore
Il TeVatron e` un protosincrotrone circolare del raggio di 1 Km che produce collisioni fra
pacchetti di protoni e antiprotoni, accelerati in versi opposti, ad energie di 980 GeV.
L’energia disponibile nel centro di massa dopo la collisione e` quindi
√
s = 1.96 TeV,
attualmente la piu` alta al mondo.
Tra i parametri che descrivono le performance di un collisionatore, due sono quelle
fondamentali: l’energia disponibile nel sistema del centro di massa,
√
s, e la luminosita`
istantanea L. Il primo parametro pone un limite superiore alle masse delle particelle che
possono essere prodotte nella collisione. Il secondo e` invece il coefficiente di proporzionalita`
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tra il rate di un dato processo
(
dN
dt
)
e la sua sezione d’urto (σ):
dN
dt
[
eventi s−1
]
= L [cm−2s−1]× σ [cm2]
L’integrale temporale della luminosita` (la luminosita` integrata) e` quindi una misura del
numero di eventi N che ci si aspetta siano prodotti in un tempo finito T :
N(T ) =
∫ T
0
L σ dt
Assumendo una collisione ideale frontale pp, la luminosita` istantanea e` definita come:
L = 10−5 NpNpBfβγ
2πβ⋆
√
(εp + εp)x(εp + εp)y
F (σz/β
⋆)
[
1030cm−2s−1
]
dove Np (Np) e` il numero medio di protoni (antiprotoni) in ogni pacchetto (al TeVatron
Np ≈ 250 · 109 e Np ≈ 25 · 109), B (36) e` il numero di pacchetti (bunches) che circolano
nell’anello, f (47.713 kHz) e` la frequenza di rivoluzione, βγ e` il fattore relativistico del
boost di Lorentz (a 980 GeV, βγ = 1045.8). F e` un fattore di forma1 che dipende dal
rapporto tra la dimensione longitudinale del pacchetto σz e la funzione di betatrone
2 β⋆
calcolata nel punto di intersezione dei pacchetti (β⋆ ≈ 31 cm). Infine εp (εp) e` l’emittanza3
del fascio di protoni (antiprotoni) normalizzata al 95% (dopo l’iniezione, εp ≈ 18π mm
mrad e εp ≈ 13π mm mrad).
Le variabili che definiscono la luminosita` dipendono solo dalle prestazioni della mac-
china acceleratrice. Nel caso specifico del TeVatron, la quantita` che piu` di tutte limita
le prestazioni in luminosita` e` la disponibilita` di antiprotoni, in quanto e` difficile pro-
durli e compattarli in pacchetti e trasferirli con efficienza attraverso i successivi stadi di
accelerazione.
I fasci prodotti dal TeVatron sono usati per diverse tipologie di esperimenti (collisioni,
bersaglio fisso, etc.). Verra` ora presentata una breve descrizione della procedura richiesta
per ottenere un periodo continuo, denominato store, di collisioni usando la stessa raccolta
1Il fattore di forma F descrive il profilo longitudinale del fascio nella regione della collisione, che assume
la caratteristica forma di una “clessidra” disposta in orizzontale e centrata nel punto di interazione.
2La funzione di betatrone e` un parametro che compare nella soluzione periodica dell’equazione del moto
di una particella in un sincrotrone; β⋆ e` una funzione locale del solo reticolo magnetico dell’anello ed e`
indipendente dalla particella.
3L’emittanza ε misura lo spazio delle fasi occupato dalle particelle del fascio; si definiscono tre indi-
pendenti emittanze, per ognuna
√
βε e` proporzionale alla larghezza statistica del fascio nel corrispondente
piano delle fasi.
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di protoni ed antiprotoni. Nella Fig. 3.1 sono schematizzati i vari passaggi nella produzione
e collisione dei protoni e degli antiprotoni. Ulteriori approfondimenti possono trovarsi in
[24] e [25].
Figura 3.1: Il complesso di acceleratori del Fermilab.
3.1.1 Il fascio di protoni
Ioni H−, prodotti per ionizzazione di idrogeno gassoso, vengono accelerati con una mac-
china elettrostatica di Cockroft-Walton ad un’energia di 750 KeV, per essere iniettati poi
in un acceleratore lineare (Linac [26], vedi Fig. 3.1), lungo circa 150 m, che li porta fino
ad un’energia di 400 MeV.
Gli ioni H− sono focalizzati su un bersaglio in carbonio e nell’interazione essi perdono i
due elettroni.
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I protoni sono poi iniettati in un sincrotrone di raggio 75 m (Booster [26]), che ne aumenta
l’energia fino a 8 GeV e li raccoglie in pacchetti, ognuno dei quali contiene circa 5 · 1012
protoni. I pacchetti passano nel Main Injector [24], un sincrotrone che li accelera fino ad
un’energia di 150 GeV. Dal Main Injector i protoni passano nel TeVatron, un acceleratore
circolare a magneti superconduttori da 4.2 T, dove i protoni vengono portati all’energia
di 980 TeV.
3.1.2 Il fascio di antiprotoni
I fasci di antiprotoni vengono generati attraverso i pacchetti di protoni. Quando que-
st’ultimi hanno raggiunto un’energia di 120 GeV vengono estratti dal Main Injector e
focalizzati su un bersaglio di nickel, mantenuto in rotazione per aumentarne la resistenza
alla radiazione, dove si producono le reazioni p p → p p¯ p p. Cos`ı vengono prodotti circa
20 antiprotoni per 1 milione di protoni, distibuiti in una vasta regione angolare, con un’e-
nergia cinetica media di circa 8 GeV/c2.
Gli antiprotoni sono focalizzati da una lente a litio cilindrica e separati dagli altri prodotti
carichi attraverso un campo magnetico opportuno.
Ne risulta cos`ı una struttura a pacchetti di antiprotoni simile a quella dei protoni
incidenti. Gli antiprotoni entrano nel Debuncher, dove la distribuzione in impulso dei pac-
chetti viene ristretta mediante la tecnologia del raffreddamento stocastico, a spese della
dispersione spaziale dei pacchetti che vengono ridotti ad un fascio continuo [27].
Gli antiprotoni passano quindi nell’Accumulatore, dove sono sottoposti ad ulteriori pro-
cessi di raffreddamento stocastico. Quando e` disponibile una corrente sufficiente avviene
l’iniezione nel Main Injector, che li accelera fino a 150 GeV e li immette nel TeVatron.
All’interno del Main Injector e` presente anche l’Antiproton Recycler, che ha il compito
di ricevere dallo store del TeVatron gli antiprotoni che non vengono usati nelle collisio-
ni, raffreddarli e reintegrarli in modo che possano essere utilizzati nello store successivo.
Questa procedura riduce notevolmente il tempo di raccolta degli antiprotoni.
3.1.3 La collisione
All’interno del TeVatron circolano in verso opposto separati da una distanza di 5 mm i
36 pacchetti di protoni ed i 36 di antiprotoni di spessore di circa 0.5 mm. Dal momento
del loro ingresso fino alla collisione, l’energia della macchina viene aumentata in circa 10
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secondi da 150 a 980 GeV. Le collisioni avvengono in due punti dell’anello: DØ (dove e`
localizzato l’omonimo rivelatore) e BØ (sede del rivelatore CDF II). In questi punti i fasci
vengono focalizzati grazie a speciali quadrupoli magnetici ad alta intensita` che riducono la
dimensione del fascio fino ad una larghezza di circa 30 µm e ne incrementano la luminosita`.
Essi sono localizzati alle due estremita` del rivelatore, lungo il tubo a vuoto che contiene
i fasci. La distribuzione della regione di interazione e` approssimativamente gaussiana sia
lungo l’asse del fascio (σz ≈ 28 cm), che nel piano trasverso al fascio (σt ≈ 30 µm).
Quando il profilo del fascio e` abbastanza regolare e le condizioni sono sufficientemente
stabili, i rivelatori vengono alimentati ed inizia la presa dati.
L’intervallo di tempo tra due interazioni dei fasci (inter-bunch crossing) a regime e`
di 396 ns e da questa quantita` dipende in modo cruciale l’intero design del rivelatore: la
scelta delle parti attive, l’elettronica, la struttura del trigger, etc.
3.2 TeVatron status
Lo scopo iniziale del TeVatron durante il Run II (1996) era di accumulare 2 fb−1a
√
s = 2
TeV con un picco di luminosita` istantanea di 2 · 1032 cm−2s−1. Le attuali performance
sono ben al di la` di tali aspettative. L’energia del centro di massa e`, come gia` detto,
√
s = 1.96 TeV, la luminosita` di picco eccede regolarmente il valore previsto (con un
record di 3.15 · 1032 cm−2s−1 raggiunto il 17 Marzo 2008) e, nel mese di Maggio 2008 sono
stati raccolti 4 fb−1 di dati.
Nella Fig. 3.2 e` riportato l’andamento della luminosita` di picco in funzione del tempo,
mentre in Fig. 3.3 l’andamento nella luminosita` integrata.
3.3 Il rivelatore CDF II
Il rivelatore CDF II e` progettato per la misura di una vasta gamma di stati finali risultanti
da collisioni pp a 1.96 TeV, coprendo la maggiore frazione possibile di angolo solido intorno
alla zona di interazione. L’originario progetto del 1985 e` stato negli anni modificato con
svariati upgrade, di cui il piu` importante, nel 1995, ha portato all’attuale rivelatore le cui
operazioni sono in genere definite come Run II.
Il rivelatore e` installato, come gia` detto, nel punto di interazione del TeVatron denomi-
nato BØ (vedi fig. 3.1) ed e` simmetrico sia per rotazioni attorno al fascio, sia per riflessione
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Figura 3.2: Andamento della luminosita` di picco in funzione del tempo.
Figura 3.3: Andamento della luminosita` integrata in funzione del tempo.
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rispetto a tale punto. Le dimensioni di tale cilindro sono ≈ 15 m d’altezza e ≈ 15 m di
diametro, per una massa totale di circa 5000 tonnellate (la struttura e` schematizzata nella
Fig. 3.4).
Figura 3.4: Vista tridimensionale del rivelatore CDFII.
La parte piu` interna del rivelatore e` il sistema di tracciatura integrato, che consiste
in un rivelatore di tracciatura ad elevata precisione con sensori a microstrisce di silicio
posti attorno al fascio e da una camera a deriva cilindrica. Questo sistema consente la
misura dell’impulso e della traiettoria delle particelle cariche e permette di ricostruire
sia il vertice primario dove avviene la collisione pp¯ che quelli secondari dove le particelle
prodotte decadono.
Tale sistema e` circondato dal rivelatore di Tempo di Volo, costruito per l’identificazione
di particelle a basso impulso.
Tutti questi rivelatori si trovano all’interno di un solenoide superconduttore di raggio
1.5 m e 4.8 m di lunghezza che genera un campo magnetico uniforme e orizzontale lungo
l’asse z di 1.4 T.
All’esterno del campo magnetico si trovano i calorimetri, che, attraverso una struttura
a torri proiettive, misurano l’energia degli adroni, dei fotoni e degli elettroni che sciama-
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no nell’interazione con la materia. I calorimetri sono circondati dai rivelatori di muoni,
particelle che, essendo al minimo di ionizzazione, attraversano i precedenti rivelatori senza
essere individuate.
Infine, nella regione piu` esterna sono posti due contatori Cherenkov, che registrano il
numero di collisioni pp¯ che avvengono e determinano la luminosita` istantanea.
Prima di descrivere i vari sotto-rivelatori che compongono CDF II, definiamo alcune
convenzioni, in particolare il sistema di coordinate utilizzato.
3.3.1 Sistema di coordinate e notazioni
CDF II utilizza convenzionalmente due sistemi di coordinate: la coordinate cartesiane e
quelle polari, con origine nel punto di interazione nominale. L’asse z e` tangente ai fasci ed e`
orientato nella direzione del moto dei protoni, l’asse x e` orientato verso il centro dell’anello
e l’asse y verso l’alto. Le coordinate polari (r, φ, θ) sono orientate nella usuale convenzione
rispetto alle coordinate cartesiane: in particolare r e` la distanza radiale dall’origine, φ viene
detto angolo azimutale, il piano r − φ e` il piano trasverso, ortogonale all’asse dei fasci e
viene definito l’angolo θ come quello relativo all’asse z.
Generalmente pero` al posto dell’angolo θ viene usata una quantita` invariante di Lorentz,
la “rapidita`” (longitudinale):
Y =
1
2
ln
(
E + p cos θ
E − p cos θ
)
dove (E, ~p) e` il quadri-impulso della particella. Nel limite ultra-relativistico (p ≫ m),
valido per i prodotti delle collisioni ad alta energia, e trascurando i termini al secondo
ordine, si ottiene la “pseudorapidita`”:
η = − ln tan
(
θ
2
)
che e` funzione solo dell’impulso.
Distinguiamo la pseudorapidita` del rivelatore, ηdet, misurata rispetto al punto nomina-
le di interazione (0, 0, 0), dalla pseudorapidita` della particella, η, misurata rispetto alla
coordinata z0 del vertice in cui la particella e` stata generata.
A causa del campo magnetico, le particelle cariche all’interno del rivelatore compiono
delle eliche con l’asse parallelo all’asse z. Tali traiettorie sono definite tramite 5 parametri:
 la curvatura del cerchio che si ottiene proiettando l’elica nel piano trasverso:
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C ≡ sign(Q)2ρ , dove Q e` la carica della particella, che determina il segno di C e ρ e` il
raggio del cerchio.
 L’impulso trasverso pT ≡ Q · B2C , dove B e` il campo magnetico.
 cot θ = pz
pT
, dove pz e` la componente lungo z dell’impulso.
 Il parametro d’impatto d0, cioe` la distanza (segnata) di massimo avvicinamento
dell’elica all’asse z (vedi Fig. 3.5 e 3.6):
d0 ≡ Q ·
(√
x20 + y
2
0 − ρ
)
dove x0 e y0 sono le coordinate del centro del cerchio nel piano trasverso.
Una definizione equivalente e` data anche nel Cap. 4.1.
 L’angolo azimutale φ0 della direzione della traccia, nel punto di massimo
avvicinamento all’asse z.
 z0, la coordinata z del punto di massimo avvicinamento all’asse z.
Figura 3.5: Definizione delle coordinate d0 e φ0.
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Figura 3.6: Tracce delle particelle con carica positiva/negativa e parametro d’impatto
positivo/negativo.
3.4 Il tracciatore interno al silicio
Il rivelatore di tracciatura piu` interno del detector CDF II e` il rivelatore al silicio [28],
che consiste a sua volta di tre sottorivelatori concentrici che coprono la regione |η| < 2 e
0 ≤ φ ≤ 2π: il Layer00 (L00), il Silicon VerteX detector (SVX II) e l’Intermediate Silicon
Layer (ISL) (vedi Fig. 3.7 per una visione d’insieme di tutto il sistema di tracciatura e
Fig. 3.8 per il dettaglio sui rivelatori al silicio).
Il Layer00 (L00)
Il L00 [29] e` installato direttamente nel tubo di berillio del fascio4 e consiste in un sin-
golo strato di sensori a microstrisce che forniscono una misura nel solo piano r − φ. La
tecnologia utilizzata consente di polarizzare i sensori fino ad alti voltaggi (circa 500 V) il
che permette di mantenere un buon rapporto segnale/rumore anche dopo alte dosi (≈ 5
Mrad) di radiazione. Questo ha permesso di installarli a circa 1.6 cm dall’asse del fascio,
4Il tubo e` di berillio perche´ e` un materiale che ha buone proprieta` meccaniche e piccola sezione d’urto
d’interazione nucleare.
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Figura 3.7: Sezione longitudinale di un quadrante del sistema di tracciatura di CDF II e parte
del calorimetro.
Figura 3.8: Il sistema di rivelatori al silicio. A destra: vista nel piano r− φ. A sinistra: vista nel
piano r − z, la scala z e` stata compressa per maggior chiarezza, le linee tratteggiate suddividono
le regioni di pseudorapidita`.
immediatamente sovrapposti al tubo a vuoto e quindi molto vicini alla zona luminosa. La
vicinanza al punto di interazione e` elemento cruciale per assicurare una buona risoluzione
sul parametro d’impatto delle tracce.
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I sensori del L00 ricoprono longitudinalmente il tubo del fascio per circa 80 cm. Lo
spazio tra due strisce e` di 25 µm ed il passo di lettura di 50 µm. La risoluzione nella
ricostruzione in r − φ del punto d’impatto delle particelle cariche e` di 10 µm.
I circa 16.000 canali sono collegati, con speciali cavi a basso assorbimento, all’elettroni-
ca di lettura che e` disposta in un’area separata dai sensori e meno esposta alla radiazione.
I sensori, per limitare la sensibilita` all’irraggiamento, operano a temperature intorno a
0◦C e sono dotati di un sofisticato sistema di raffreddamento.
Il Silicon VerteX detector (SVX II)
In posizione immediatemente piu` esterna e` installato SVX II [30]. Quest’ultimo e` composto
di tre strutture cilindriche (barrels), ognuna lunga 29 cm. Ogni cilindro e` diviso in 12
settori in φ (wedges), ed ogni settore supporta 5 strati di microstrisce di silicio ad una
distanza radiale compresa tra 2.4 e 10.7 cm dal fascio, per coprire l’intera regione |ηdet| 6 2.
Tre degli strati combinano misure di r − φ su un lato con misure ad angolo stereo di 90◦
sull’altro. Gli altri due strati combinano misure di r− φ su un lato con un piccolo angolo
stereo di 1.2◦ sull’altro. Questi ultimi vengono utilizzati per ricostruire la traccia in tre
dimensioni.
La risoluzione in r−φ e` di circa 11 µm. Grazie a quest’ultima si ottiene una risoluzione
sul parametro d’impatto per tracce ad alto pt di circa 20 µm, che degrada a circa 35 µm
per tracce di 2 GeV/c a causa del multiple scattering.
I chip di lettura (SVX3D) sono situati alle due estremita` di SVX II lungo z. Sono
necessari circa 10 µs perche´ sia completata la lettura dei circa 406.000 canali di SVX II.
L’informazione sulla coordinata r − φ e` resa disponibile per il secondo livello di trigger
essendo trasmessa in parallelo con la linea di acquisizione dati, anche al processore SVT
per identificare i vertici secondari (vedi paragrafo 3.9).
L’Intermediate Silicon Layer (ISL)
ISL [31] consiste di tre strati a microstrisce di silicio disposti rispettivamente ad una
distanza radiale di 20, 22 e 28 cm dalla linea del fascio. Lo strato centrale copre la
regione con |ηdet| 6 1, mentre gli altri due coprono la regione avanzata corrispondente ad
1 < ηdet 6 2 dove la copertura da parte della camera a deriva e` incompleta (vedi Fig. 3.7).
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ISL impiega rivelatori con lettura su doppia faccia: nel piano r−φ (con strisce parallele
a z) ed r − φ′ (strisce stereo ad un angolo di 1.2◦).
L’estensione in z di tutto il rivelatore e` di circa 2 m per un totale di superficie attiva
di circa 3.5 m2 di silicio. L’accettanza di ISL nell’angolo azimutale φ e` completa, con una
sovrapposizione per 6 mm tra i sensori di uno “spicchio” azimutale (wedge) e l’altro al fine
di eliminare le zone di inefficienza.
L’unita` elettrica di lettura e` la ladder. ISL ne contiene 296, ciascuna costituita da tre
sensori e dalla relativa elettronica di lettura (8 chip SVX3D, quattro per lato). In totale
ISL ha circa 300.000 canali di elettronica connessi al sistema di acquisizione dati.
3.4.1 La camera a deriva
Nella regione centrale la tracciatura del silicio viene complementata dalla Central Outer
Tracker (COT) [32], una camera a deriva cilindrica di 1.3 m di raggio e 3.2 m di lunghezza.
Consiste in 8 super-strati (super-layers) concentrici (vedi Fig. 3.9) ad una distanza radiale
compresa tra 40 e 138 cm dal condotto del fascio. Ogni super-strato e` composto di 12 strati
di fili sensibili distanziati di 5.6 mm nella direzione radiale. I fili in quattro super-strati
sono paralleli al fascio, per una misura nel piano r−φ. Alternati a questi, gli altri quattro
super-strati hanno i fili ruotati di un angolo stereo di ±2◦ rispetto al fascio in modo da
permettere una misura di posizione nel piano r− z. La regione coperta in pseudorapidita`
e` |η| < 1.
I super-strati sono suddivisi in celle, come schematizzato in Fig. 3.9. Ogni cella consiste
in un piano di fili sensibili compreso tra due piani metallici che generano il campo elettrico
di deriva. Lo spazio tra le celle e` riempito con una miscela di gas (Argon, Etano e CF4
nelle proporzioni 50:35:15) scelti per garantire una velocita` di deriva di circa 100 µm/ns,
nel campo elettrico di 2, 5 kV/cm.
Sia i fili sensibili che quelli di campo, hanno la parte interna in tungsteno (diametro di
40 µm), sono rivestiti da uno strato dorato di 450 A˚ di spessore e sono posti in tensione
(circa 135 g) tra i due endplate della camera. A z = 0 si trova un sostegno che mantiene
i fili ad una distanza di 0.35 cm l’uno dall’altro (fili sensibili e fili di campo alternativa-
mente). Le celle sono allineate ad un angolo di 35◦ scelto in modo che la carica derivi
perpendicolarmente alla direzione radiale, grazie all’azione combinata del campo elettrico
e di quello magnetico prodotto dal solenoide superconduttore.
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Figura 3.9: A destra: sezione trasversale della COT. A sinistra: sezione di una cella del secondo
super-strato, quelle appartenenti ad altri hanno una struttura simile.
La lettura dei fili e` eseguita attraverso chip a 8 canali ASD (Amplifier Shaper Di-
scriminator). Le board contengono 3 chip ASD, sono poste direttamente sugli endplate
che sostengono i fili ed eseguono il readout di 2 celle adiacenti leggendo il leading edge
del segnale e la carica totale. Quest’ultima grandezza e` utilizzata nell’analisi oﬄine per
il calcolo della perdita di energia per ionizzazione. Il segnale arriva poi alle board TDC
(Time to Digital Converter) e da qui al trigger.
Le prestazioni della camera a deriva dipendono sia dalla geometria che dalla qualita`
dell’output dei singoli canali, che puo` essere descritta da due parametri: la risoluzione sul
singolo hit e la separazione di due tracce.
La risoluzione sulla posizione di un singolo hit e` pari a 110 µm nella direzione di drift.
Si consideri la capacita` del rivelatore di ricostruire due hit consecutivi sullo stesso filo;
quando un hit genera un impulso sul filo, il sistema ha un periodo di tempo morto fino a
quando il picco dell’impulso generato non torna sotto il valore di soglia, a questo tempo
morto si puo` far corrispondere uno spazio morto moltiplicando per la velocita` di deriva.
Questo fenomeno ha origine dal fatto che per quanto possa essere piccola e concentrata
la quantita` di carica originata dal passaggio della particella, questa viene moltiplicata dal
fenomeno della scarica a valanga e trasformata in un segnale di durata finita. La seconda
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causa e` costituita dal vero percorso seguito dalla particella nella camera: tutta la carica
generata da una traccia radiale raggiunge il filo nello stesso momento, al contrario tracce
a basso pt o con alto parametro di impatto generano carica di ionizzazione su un intervallo
piu` grande.
La risoluzione della COT sull’impulso e` di
σ(pT )
p2T
= 0.15% [GeV/c]−1.
La COT misura, oltre gli impulsi, anche l’energia rilasciata per ionizzazione (dE/dx)
dalle particelle cariche che hanno attraversato la camera. Combinando questa misura con
quelle di impulso e` possibile ricavare informazioni utili per distinguere i diversi tipi di
particelle cariche. Il dE/dx, infatti, dipende solo dalla velocita` (piu` precisamente da βγ),
oltre naturalmente che dalle caratteristiche costruttive della camera a deriva, e non dalla
massa della particella che si sta considerando. Per la calibrazione della COT rimandiamo
a [33] e [34].
Nella Fig. 3.10 e` riportata la distribuzione, in funzione dell’impulso, della perdita di ener-
gia di alcune particelle: le curve hanno andamenti diversi a seconda del tipo di particella
e per questo la misura del dE/dx permette di distinguerle.
Figura 3.10: Perdita di energia media misurata dalla COT in funzione dell’impulso. Le curve
riportate sono per le particelle e, π, K e p.
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3.5 Il rivelatore di tempo di volo
Tra il perimetro esterno della COT e il criostato che contiene il solenoide superconduttore
sono installate le barre di scintillatore del rivelatore di tempo di volo (TOF) [35]. Si tratta
di 216 barre lunghe circa 280 cm e posizionate ad una distanza media di 138 cm dall’asse
del fascio (vedi Fig. 3.11). Gli scintillatori sono allineati lungo l’asse del fascio e ricoprono
la superficie interna del criostato del solenoide. Ad entrambe le estremita` delle barre sono
applicati i fotomoltiplicatori di raccolta del segnale.
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Figura 3.11: La disposizione delle barre dello scintillatore TOF in CDF II.
Il rivelatore di tempo di volo misura l’intervallo di tempo che intercorre tra l’urto
dei due fasci pp¯ ed i segnali che le particelle cariche prodotte lasciano nello scintillatore
attraversandolo. Da questo tempo t si ricava la massa delle particelle, secondo:
m =
p
c
√
c2t2
s2
− 1
dove p e s sono rispettivamente l’impulso della particella ed il cammino percorso, misurati
dal sistema di tracciatura.
In Fig. 3.12 e` riportato il potere di separazione del tempo di volo tra varie particelle in
funzione dell’impulso delle stesse. Il potere di separazione tra due particelle i e j e` definito
come:
TOFi − TOFj
σTOF
dove TOFi =
s
pc
√
m2i c
2 + p2 e` il tempo di volo della singola particella e σTOF e` la risolu-
zione del TOF, pari a 100 ps.
42
3.6. I calorimetri
Momentum (GeV/c)0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
)
σ
Se
pa
ra
tio
n 
po
we
r (
0
1
2
3
4
5
pip-
K-p
piK-
 from piK-
COT dE/dx
Figura 3.12: Potere di separazione aspettato nell’identificazione delle particelle in funzione del-
l’impulso. Le linee continue sono relative al TOF assumendo una risoluzione pari a 100 ps. La
linea tratteggiata e` relativa alla separazione K/π ottenuta con la COT.
Il potere di separazione K/π e` superiore a 2σ per impulsi inferiori a 1.6 GeV/c, regione
molto importante per lo studio dei vertici secondari soffici del Bs e per i tagging basati
sui K. Per quanto riguarda la misura trattata in questa tesi ha un’utilita` solo marginale
perche´, come verra` precisato nel seguito, le tracce che vengono usate sono tagliate dal
trigger a 2 GeV/c. Sempre dalla Fig. 3.12 si vede che dalle informazioni fornite dalla
misura del dE/dx si ottiene una separazione di almeno 1σ tra π e K per particelle com
impulso superiore a 2 GeV/c.
3.6 I calorimetri
All’esterno del solenoide, la regione in |ηdet| 6 3.6 e` coperta dai due calorimetri elettroma-
gnetico e adronico, che hanno lo scopo principale di misurare l’energia totale degli sciami
elettromagnetici o adronici.
Essi sono costituiti da strati di scintillatore plastico, che permettono la misura dell’energia,
alternati a strati di assorbitore, che permettono la creazione degli sciami. Il diverso rap-
porto di deposito di energia nei due comparti distingue fotoni ed elettroni dalle particelle
adroniche.
43
Il TeVatron Collider ed il rivelatore CDF II
Tutto l’apparato calorimetrico e` organizzato in “torri proiettive” nel piano η − φ, che
puntano verso la zona di interazione dei fasci.
Il calorimetro centrale elettromagnetico (CEM) [36] e` costituito da 15 spicchi che sot-
tendono ciascuno 15◦ in φ e 0.1 in ηdet. Esso consiste di 31 strati di scintillatore intervallati
da strati di piombo rivestiti in alluminio. Ad alti z il piombo viene sostituito dalla plastica
in modo che l’effettiva profondita` di radiazione sia indipendente dall’angolo. La luce pro-
veniente dagli scintillatori viene modificata in lunghezze d’onda e condotta, tramite guide
di luce, ai fototubi come rappresentato in Fig. 3.13.
Figura 3.13: A sinistra: struttura di una torre proiettiva del calorimetro centrale. A destra:
sezione nel piano r − z del calorimetro delle plug.
Lo spessore del calorimetro corrisponde ad una regione di circa 19 X0 (lunghezza di
radiazione) ed 1 λ (lunghezza di interazione) ed una risoluzione in energia pari a circa
16%/
√
E piu` un termine costante dell’ordine dell’1%.
Nel compartimento posteriore e` presente il calorimetro adronico centrale (CHA)
costitutito dall’alternanza di ferro (materiale assorbitore) e strati di scintillatore.
3.7 Il rivelatore di muoni
I muoni sono particelle che interagiscono con la materia ionizzandola. Essi vengono pro-
dotti ad energie tali per cui attraversano i calorimetri senza creare sciami e vengono rivelati
da sistemi di camere a deriva accoppiati a contatori a scintillazione che si trovano appunto
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all’esterno dei calorimetri, nell’intervallo di pseudorapidita` 0 < |ηdet| < 2 [23].
Le camere proporzionali misurano le coordinate z e φ della traccia del candidato muone,
i contatori hanno funzione di trigger e di veto per segnali spuri. Il ferro del calorimetro,
quello del ritorno del magnete ed ulteriori pareti in acciaio costituiscono un filtro per i
muoni perche` assorbono gli adroni. La quantita` del materiale situato tra il punto di in-
terazione e le camere dei muoni piu` interne corrisponde a circa 5.4 λ per un π incidente
ortogonalmente.
La regione centrale (|ηdet| . 0.6) comprende due sistemi di rivelazione dei muoni: le
camere CMU, a circa 3.5 m dal fascio e, dopo una parete in ferro di 60 cm di spessore, che
riduce la contaminazione di adroni che hanno attraversato il calorimetro indenni (punch
trough), le camere CMP, la cui superficie esterna e` coperta da uno strato di contatori a
scintillazione, che distano circa 5 m dal fascio.
Alla stessa distanza radiale, ma a pseudorapidita` 0.6 . |ηdet| . 1, la copertura per
muoni e` ottenuta con camere (CMX) rivestite con due strati di contatori sulle superfici
interna ed esterna.
Le camere IMU, infine, occupano la regione 1 . |ηdet| . 1.5 e sono segmentate fine-
mente nella coordinata φ. Il loro segnale, combinato con quello dei contatori, consente
l’identificazione di tracce isolate ad alto pt di |ηdet| 6 1.5 per formare il trigger di primo
livello (vedi sezione 3.9). I segnali di muoni a |ηdet| > 1.5 possono essere utilizzati invece
solo nell’analisi oﬄine.
3.8 I contatori di luminosita` Cherenkov
Si puo` estrarre la luminosita` (L) del fascio utilizzando l’espressione:
N¯ · fbc = σpp¯−in · εL
dove N¯ e` il numero medio di interazioni inelastiche per bunch-crossing, fbc e` la frequenza
del bunch-crossing nel TeVatron, σpp¯−in e` la sezione d’urto inelastica pp¯ pari a circa 60
mb ed ε e` l’efficienza nel misurare la sezione d’urto inelastica.
Per misurare il numero di interazioni vengono utilizzati due moduli di Contatori di
Luminosita` Cherenkov (CLC) [41], che coprono la regione 3.75 ≤ |ηdet| ≤ 4.75 in modo
simmetrico nella regione in avanti e indietro. Ogni modulo consiste di 48 contatori Che-
renkov sottili, riempiti di isobutano. Essi sono posti attorno alla linea dei fasci in tre
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strati concentrici e sono direzionati verso il punto di interazione. La luce Cherenkov viene
raccolta con dei fotomoltiplicatori di 2.5 cm di diametro e operano ad un guadagno di
2 · 105. L’isobutano garantisce un alto indice di rifrazione e una buona trasparenza per i
fotoni nell’ultravioletto.
Con un angolo Cherenkov di θc = 3.4
◦ la soglia dell’impulso per l’emissione di luce e`
di 9.3 GeV/c per gli elettroni e di 2.6 GeV/c per i pioni soffici. Il numero di interazioni
pp¯ segue una distribuzione Poissoniana con media N e una probabilita` di non ottenere
nessun evento pari a P0(N ) = e
−N . Si considera che non sia avvenuto un evento quando
meno di due fotomoltiplicatori hanno rivelato un segnale sopra la soglia. E` quindi possibile
ricavare il numero medio di interazioni da cui, sapendo la sezione d’urto, e` possibile ricavare
la luminosita` istantanea.
3.9 Il sistema di trigger
Il sistema di trigger svolge un ruolo fondamentale nella discriminazione degli eventi fisica-
mente interessanti da quelli non interessanti al momento della stessa acquisizione dei dati.
L’utilita` del trigger e` data da due fattori.
Il primo e` che la frequenza di intersezione dei fasci e` pari a 2.53 MHz e la maggior parte
delle intersezioni produce almeno una collisione, mentre la scrittura degli eventi su nastro
magnetico per l’analisi oﬄine procede ad una frequenza di circa 50 Hz [23]. Quindi solo
una frazione estremamente piccola degli eventi puo` essere registrata su nastro per l’analisi.
Il secondo e` che la sezione d’urto dei processi interessanti e` molto inferiore rispetto a quella
adronica totale. Quest’ultima, che comprende i processi elastici, inelastici e diffrattivi e`
pari a 100 mb, mentre, ad esempio, la sezione d’urto per processi bb e` pari a circa 0.1 mb.
La discriminazione degli eventi avviene attraverso la combinazione di tutte le informazioni
che giungono in tempo reale dai diversi rivelatori e si articola in tre livelli. I primi due
livelli sono costituiti da componenti hardware, mentre il terzo livello e` strutturato in una
famiglia di processori adibiti all’esecuzione di algoritmi software. Ad ogni livello viene
progressivamente diminuito il rate di acquisizione, fino a quello necessario per la scrit-
tura su disco, e vengono compiute operazioni di complessita` crescente, con un tempo di
elaborazione progressivamente maggiore. Un evento esaminato ad un certo livello di trig-
ger passa a quello successivo solo se alcune grandezze significative soddisfano le richieste
prestabilite.
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Figura 3.14: Diagramma della struttura del trigger.
Level 1
Il primo livello di trigger utilizza l’informazione della COT, dei calorimetri e delle camere
dei muoni per individuare singole tracce o depositi di energia candidati ad essere poi
riconosciuti come elettroni, fotoni, muoni o getti adronici.
Il processore XFT (eXtremely Fast Tracker) [38] permette di ricostruire tracce nella
COT con un impulso trasverso superiore a 1.5 GeV/c entro 5.5 µs dall’interazione. Per il
riconoscimento di elettroni e muoni, le tracce XFT vengono poi correlate in posizione con
i depositi elettromagnetici nei calorimetri ed i segmenti di traccia nelle camere dei muoni.
E` possibile formare il trigger di primo livello anche solo sulla base della presenza di tracce
nella COT. In caso di accettazione da parte del primo livello, l’informazione di XFT e` poi
fornita in ingresso al livello 2.
Il tempo che il primo livello impiega per raggiungere la decisione e` di circa 5 µs. Questo
implica che ogni sezione del rivelatore CDF II deve avere la possibilita` di campionare i
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segnali distinti acquisiti in 42 urti tra pacchetti successivi (quanti ne avvengono nell’in-
tervallo di 5 µs, con 132 ns di intervallo tra pacchetti). Per questa ragione tutti i sistemi
di lettura in CDF II sono dotati di registri di scorrimento a 42 celle, dove immagazzinano
l’informazione in attesa del segnale di trigger, che abilita la lettura dell’evento selezionato
per il secondo livello, senza arrestare il funzionamento dei registri di scorrimento.
La massima frequenza di dati che il secondo livello e` in grado di accettare e` circa 100
KHz.
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Figura 3.15: I grafici mostrano l’efficienza di XFT in funzione dell’impulso trasverso per tre
differenti soglie in impulso trasverso: 1.5, 4.0 e 8.0 GeV/c.
In Fig. 3.15 vengono mostrati dei grafici dell’efficenza di XFT in funzione dell’impulso
trasverso a differenti soglie; la forma della funzione a gradino fornisce la risoluzione sulla
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misura dell’impulso trasverso della traccia. Si ottiene che l’andamento della risoluzione in
funzione di pt e` σ(pt)/p
2
t = 1.65%/GeV/c. Per la risoluzione angolare si ottiene un valore
pari a circa 0.29◦.
Level 2
Il secondo livello di trigger correla l’informazione fornita dai calorimetri, dai rivelatori di
muoni e dal sistema di tracciatura al silicio per individuare con piu` precisione oggetti di
interesse fisico (e, µ, γ, getti adronici, energia trasversa mancante) in varie combinazioni
tra loro. Al secondo livello gli algoritmi che gestiscono l’informazione calorimetrica sono in
grado di ricostruire completamente i getti, sommando l’informazione relativa alle singole
torri.
Il Silicon Vertex Tracker (SVT) [39, 40] e` la componente principale del trigger di
secondo livello. Si tratta di un processore per il riconoscimento di eventi che contengono
vertici secondari, in particolare quelli associati al decadimento di particelle con quark
pesanti. SVT misura il parametro d’impatto delle tracce ricostruite, permettendo al trigger
di operare una selezione su tale quantita`. A questo scopo SVT combina l’informazione di
XFT con quella di SVX II e ricostruisce le tracce con pt > 2 GeV/c con una risoluzione
sul parametro di impatto di circa 30 µm, il tutto in un tempo dell’ordine di 20 µs.
La massima frequenza di uscita dal secondo livello e` di 300 Hz.
In Fig. 3.16 viene riportata la distribuzione in parametro di impatto ottenuta a partire
dai dati reali misurata da SVT. La deviazione standard che si osserva e` pari a 48 µm e deri-
va dalla combinazione della risoluzione dovuta a SVT (35 µm a 2 GeV/c) con la larghezza
intrinseca del fascio nel piano trasverso (33 µm). Le previsioni sono state esattamente
rispettate.
Level 3
Quest’ultimo livello di trigger, costituito da una serie di processori commerciali operanti in
parallelo, elabora i dati in uscita dal secondo livello ricostruendo completamente gli eventi
utilizzando un software in linguaggio C++, molto simile a quello usato nelle analisi oﬄine
dei dati. In particolare e` possibile eseguire la ricostruzione di tutte le tracce cariche con pt
minimo di 0.4 GeV/c, utilizzando l’informazione della COT e quella di SVX II. In questo
modo si hanno a disposizione metodi molto potenti per l’identificazione del segnale: tra
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Figura 3.16: Distribuzione del parametro di impatto (in cm) misurata da SVT.
questi rientrano i tagli sulle masse invarianti ricostruite a partire dai quadrimpulsi delle
tracce e le richieste di qualita` di fit di vertici tridimensionali. Rispetto all’oﬄine pero` la
limitazione in tempo di analisi rende meno complesse le richieste implementabili.
Gli eventi accettati dal terzo livello, come gia` accennato, vengono scritti su memorie
permanenti ad una frequenza massima di 50 Hz.
Il sistema di acquisizione dati di CDF II supporta il funzionamento simultaneo di un
gran numero (> 100) di selezioni di trigger differenti. La combinazione di queste selezioni
definisce un Trigger Path. Ogni elemento, per essere registrato, deve aver soddisfatto tutti
i criteri di almeno un Trigger Path.
3.9.1 Il Two Track Trigger Path (TTT)
Il Two Track Trigger Path (TTT) e` il Trigger Path utilizzato nell’analisi descritta in questa
tesi e consiste in due diversi tipi di trigger che richiedono che un evento sia costituito da
almeno due tracce cariche con particolari caratteristiche cinematiche. Questi due tipi
di trigger permettono di estrarre decadimenti adronici interessanti dalle tracce di fondo,
semplicemente utilizzando le tracce ricostruite con SVT.
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I due trigger differiscono dal fatto che il primo raccoglie solo decadimenti del B in due
corpi, come B0s → h+h′− (B PIPI), mentre l’altro raccoglie decadimenti del B in piu` corpi,
come B− → D0π− → [K−π+]π− (B CHARM).
Nel primo livello le selezioni sono le stesse per entrambi i Trigger Path: viene richiesto
che un evento abbia almeno due tracce di carica opposta che abbiano passato la selezione
di XFT. Esse devono avere singolarmente un impulso trasverso maggiore di 2 GeV/c e
tale per cui la loro somma scalare sia maggiore di 5.5 GeV/c. Inoltre l’angolo di apertura
azimutale tra di loro, calcolato dalla distanza radiale del sesto super-strato della COT (che
sta ad una distanza R = 105.575 cm), ∆φ6
5, deve essere 0 ≤ ∆φ6 ≤ 135◦.
Al livello 2 entrambi i Trigger Path richiedono che ci siano due tracce di cariche opposte
che abbiano passato la selezione di SVT, ma le richieste cinematiche sono diverse, poiche´
per il B CHARM gli eventi non sono totalmente ricostruiti dal trigger.
I tagli relativi ai due Trigger Path sono riportati nella Tab. 3.1.
Tagli B PIPI B CHARM
(pT )1,2 ≥ 2 GeV/c 2 GeV/c
(pT )1 + (pT )2 ≥ 5.5 GeV/c 5.5 GeV/c
∆φ0 ≥ 20◦ 2◦
∆φ0 ≤ 135◦ 90◦
|d0| ≥ 100 µm 120 µm
|d0| ≤ 1 mm 1 mm
|Lxy| ≥ 200 µm -
Lxy ≥ - 200 µm
|dV | ≥ 140 µm -
Tabella 3.1: Tagli applicati dai Trigger Path B PIPI e B CHARM al livello 2. d0 e` il parametro
d’impatto della traccia, Lxy e dV sono la lunghezza di decadimento trasversa ed il parametro
d’impatto del vertice del candidato B.
La lunghezza di decadimento trasversa (Lxy) ed il parametro d’impatto (dV ) del vertice
del candidato B, sono calcolati partendo dai parametri delle due tracce SVT utilizzando
5La relazione che lo lega a φ0 e`: φ6 = φ0+ arcsin(R ·C), dove R = 105.575 cm e C e` la curvatura della
traccia.
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le seguenti equazioni:
px = pT1 cosφ1 + pT2 cosφ2 py = pT1 sinφ1 + pT2 sinφ2
da cui si ottiene che la direzione di volo del candidato B e` data da:
cosφV =
px
pT
sinφV =
py
pT
dove
pT =
√
p2x + p
2
y .
Le coordinate del vertice del candidato B sono:
xV =
d1 cosφ2 − d2 cosφ1
cosφ1 sinφ2 − cosφ2 sinφ1 yV =
d1 sinφ2 − d2 sinφ1
cosφ1 sinφ2 − cosφ2 sinφ1
da cui si ottiene
Lxy =
xV · px + yV · py
pT
dV = xV sinφV − yV cosφV
Al terzo livello vengono sovrapposte, in φ e nella curvatura, le tracce ricostruite con
SVT e quelle elaborate da algoritmi oﬄine. La tolleranza e` di 15 mrad in φ e di 1.5 ·
10−4cm−1 nella curvatura. Il calcolo del parametro d’impatto richiede l’esatta conoscenza
della posizione del fascio, che viene fornita dalla misura di SVT. Al livello 3 viene applicato
anche un taglio geometrico sulla pseudo rapidita`: |η1,2| ≤ 1.2.
Per quanto riguarda il Trigger B PIPI viene applicato un ulteriore taglio sulla mas-
sa invariante del B con l’assunzione che entrambe le tracce abbiano la massa del π:
4 GeV/c2 ≤ Mππ ≤ 7GeV/c2. Non esiste un analogo taglio per il B CHARM perche`
i decadimenti non vengono completamente ricostruiti dal trigger.
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Capitolo 4
Ricostruzione del decadimento
B−→ D0DCSpi−
4.1 Cinematica del decadimento
P
er misurare la violazione di CP con il metodo di Atwood-Dunietz-Soni (vedi Cap.
2.5.1) e` necessario ricostruire il decadimento B− → D0DCSK− (con il D0DCS che
decade Doppio Cabibbo Soppresso D0DCS → K+π−). Purtroppo tale decadimento e` molto
raro e non e` mai stato osservato con statistica significativa in nessun esperimento: per
questo non se ne conosce nemmeno il Branching Ratio (BR).
Il primo passo da fare per poter vedere tale segnale e` quello di ricostruire il decadimento
topologicamente simile B− → D0DCSπ−, di cui sappiamo [21] che:
BR(B− → D0DCSπ−)
BR(B− → D0CFπ−)
=
[
3.40+0.56−0.54(stat)
+0.13
−0.21(syst)
] · 10−3
dove con il suffisso CF indichiamo il decadimento del D0 Cabibbo Favorito D0CF → K−π+.
Supponendo che il rapporto tra i Branching Ratios
BR(B− → D0DCSπ−)
BR(B− → D0DCSK−)
sia uguale
a quello che si ha nel caso del decadimento favorito
BR(B− → D0CFπ−)
BR(B− → D0CFK−)
, ci aspettiamo
che il decadimento con il K abbia un Branching Ratio di un ordine di grandezza inferiore
rispetto a quello con il π, visto che: BR(B− → D0CFπ−) = (4.84±0.15) ·10−3 e BR(B− →
D0CFK
−) = (4.02 ± 0.21) · 10−4.
Per questo motivo uno dei principali problemi nella ricostruzione del decadimento
B− → D0DCSK− e` l’eliminazione del fondo combinatorio, rispetto al quale tale decadimen-
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to potrebbe confondersi. Un altro problema fondamentale e` quello di riuscire a distinguere
bene i K dai π, cos`ı da separare il canale B− → D0K− da quello B− → D0π−.
In quest’analisi abbiamo ricostruito sia il campione B− → D0DCSπ− che B− → D0CFπ−
utilizzando i dati raccolti dall’esperimento CDF II tra Febbraio 2002 e Dicembre 2007, dal
run numero 138809 al 254683, corrispondenti ad una luminosita` integrata di L = 2.4 fb−1.
Nell Fig. 4.1 e` schematizzato il decadimento B− → D0CFπ− e sono riportati i parametri
cinematici piu` importanti che lo caratterizzano e che verranno utilizzati per la selezione
del campione.
Figura 4.1: Schematizzazione del decadimento B− → [K−π+]D π−.
Nel vertice primario (PV) avvengono le collisioni pp ed il quark b che si forma adronizza
subito: il vertice primario e` quindi il punto spaziale in cui si forma il mesone B.
Il vertice secondario (SV) e` il punto in cui avviene il decadimento del mesone B. Lo
spostamento percorso e` definito come ~x = ~βγct, dove ~βγ e` uguale al rapporto tra l’impulso
e la massa del B
(
~p
m
)
, c e` la velocita` della luce e t e` il tempo a cui avviene il decadimento
(al tempo t = 0 il mesone viene prodotto). Il valor medio di t e` pari alla vita media τ del
particolare evento. Per il B− abbiamo un valore di cτ pari a 491.1 µm.
La proiezione di ~x nel piano trasverso e` uguale a ~xV =
~pT
m
ct, dove ~pT e` la proiezione
dell’impulso nel piano trasverso.
In modo analogo si definisce il vertice terziario, che nel nostro caso corrisponde al
punto in cui decade il D0, che ha un cτ = 122.9 µm.
Si definisce “lunghezza di decadimento trasversa” la proiezione dello spostamento del
vertice secondario nella direzione dell’impulso trasverso:
Lxy ≡ ~xV · ~pT|~pT |
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Si preferisce usare questa definizione al posto del semplice spostamento ~xV perche` ~xV e
~pT possono non essere paralleli a causa delle incertezze sulle misure.
Il taglio che viene imposto su Lxy (vedi il Cap. 4.2) e` necessario per eliminare le
particelle con una lunghezza di decadimento piu` piccola rispetto a quella di interesse o
addirittura minore di zero1.
Un’altra quantita` fondamentale e` il “parametro d’impatto”, definito come la distan-
za, proiettata nel piano trasverso, di maggiore avvicinamento tra la traccia ed il vertice
primario. Esso e` gia` stato definito nel Cap. 3.3.1.
Le particelle che escono dal decadimento del B avranno un parametro d’impatto mag-
giore di quelle che escono dal vertice primario, per cui e` importante da effettuare anche il
taglio sul parametro d’impatto.
Sia la lunghezza di decadimento che il parametro d’impatto vengono calcolati online dal
trigger.
Altri tagli che vengono richiesti sono quelli descritti nella sezione 3.9.1, in particolare
quelli riportati nella Tab. 3.1 nella colonna del B CHARM. Come vedremo e` possibile
selezionare un elevato numero di eventi di B proprio grazie ad SVT ed a questo sistema
di trigger.
4.2 Selezione del campione
Lo scopo dell’analisi e` quello di ricostruire eventi del tipo B− → D0π− (B+ → D0π+), con
il D0 (D
0
) che puo` decadere come autostato di sapore Doppio Cabibbo Soppresso (DCS)
in D0DCS → K+π− (D
0
DCS → K−π+), oppure come autostato di sapore Cabibbo Favorito
(CF) in D0CF → K−π+ (D
0
CF → K+π−).
Per ricostruirli in modo corretto occorre innanzitutto richiedere che le due tracce di
carica opposta K e π abbiano una massa invariante compresa nell’intervallo [1.81, 1.92]
GeV/c2 e che quindi provengano dal decadimento del D0.
Associando a queste due la terza traccia carica (il π), verifichiamo che la massa invariante
risultante sia compresa tra [4.5, 6.0] GeV/c2 e che quindi le tre tracce provengano da un
B.
1Il caso Lxy < 0 puo` dipendere da due fattori: o dall’incertezza statistica (in questo caso si ottengono
dei valori di poco minori di zero), oppure da un’errata ricostruzione del decadimento.
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A seconda delle cariche dei prodotti di decadimento, vengono ricostruiti due campioni
di eventi.
Il primo, che chiameremo per brevita` CF, e` costituito dagli eventi B− → [K−π+]D π−
(B+ → [K+π−]D π+), in cui il D0 decade Cabibbo Favorito.
Il secondo, che chiameremo DCS, e` costituito dagli eventi B− → [K+π−]D π− (B+ →
[K−π+]D π
+), in cui il D0 decade Doppio Cabibbo Soppresso.
Esiste anche la possibilita` che il B decada Color SuppressedB−CS → D
0
π− (B+CS → D0π+),
a cui poi segue il decadimento Cabibbo Favorito D
0
CF → K+π− (D0CF → K−π+). I due
processi sono pero` indistinguibili dallo stato finale, e continueremo comunque a chiamare
per convenzione DCS questa categoria di eventi, anche se riceve contributi da due processi
diversi.
Poiche´ in questa analisi non possiamo distinguere a priori i K dai π, e` possibile che eventi
CF siano confusi come DCS e viceversa. Occorrera` quindi essere sicuri di eliminare, in
ciascun campione, gli eventi di “segno sbagliato” (che indicheremo con ws, wrong sign),
attraverso un taglio “di veto” che descriveremo piu` avanti.
Visto che i dati sono presi ad un collisionatore adronico, esiste un’elevata probabilita`
di avere una combinazione di tre tracce cariche casuali con massa invariante compresa
nell’intervallo del B, ma che in realta` non provengono da un B. Questi eventi passano la
precedente selezione e costituiscono il fondo combinatorio.
Per sopprimere tale fondo e` possibile effettuare dei tagli oﬄine, tra cui quelli piu`
significativi sono sull’“Isolamento” del B e sul “Chi quadro tridimensionale (χ23D) di ri-
costruzione del vertice di decadimento del B”.
L’isolamento e` definito come il rapporto tra l’impulso trasverso del B e la sua somma con
l’impulso delle tracce che si trovano in un cono di raggio unitario (R =
√
φ2 + η2 = 1),
nello spazio φ − η (vedi il Cap. 3.3.1). Il cono viene costruito attorno alla direzione di
volo del B, e nella somma vengono esclusi gli impulsi delle tracce che provengono dal B:
I(B) =
pT (B)
pT (B) +
∑
cone pT (i)
L’isolamento rappresenta uno stimatore della frazione di impulso trasportato dal B; dai
dati si vede che tali particelle tendono ad avere una maggiore frazione di impulso rispetto
agli altri adroni piu` leggeri.
La selezione iniziale del campione e` stata quindi effettuata applicando i seguenti tagli:
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
Lxy(B)
σLxy(B)
≥ 8
 Lxy(D)B ≥ −0.015 cm
 |d0(B)| ≤ 0.008 cm
 IsolB ≥ 0.5
 ∆R ≤ 2
 Pt (traccia dal B) ≥ 1 GeV/c
La prima variabile
(
Lxy(B)
σLxy(B)
)
rappresenta la “significativita` della lunghezza di decadi-
mento trasversa del B” ed e` definita come il rapporto tra la lunghezza di decadimento
trasversa del B e l’errore che si compie nel misurarla.
Le altre sono la lunghezza di decadimento del D rispetto al B (Lxy(D)B), il modulo del
parametro d’impatto del B (|d0(B)|), l’isolamento del B (IsolB), il ∆R =
√
∆φ2 +∆η2,
pari alla distanza tra il D0 e la traccia che esce dal B (che puo` essere un π o un K), e
l’impulso trasverso (Pt) della traccia che esce dal B.
Vediamo innanzitutto l’andamento della distribuzione di massa invariante del D0, ot-
tenuta con i tagli descritti sopra, che riportiamo nella Fig. 4.2. Essa viene ricostruita nelle
due ipotesi di decadimento Cabibbo Favorito (CF) (D0 → K−π+) (grafico a sinistra) e
Doppio Cabibbo Soppresso (D0 → K+π−) (grafico a destra).
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Figura 4.2: A sinistra, distribuzione della massa invariante del D0, ricostruita con i tagli preli-
minari, nell’ipotesi che decada Cabibbo Favorito (CF) K−π+; a destra distribuzione della mas-
sa invariante del D0, ricostruita con i tagli preliminari, nell’ipotesi che decada Doppio Cabibbo
Soppresso (DCS) K+π−.
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Come avevamo preannunciato, occorre eliminare il fondo costituito dagli eventi “wrong
sign”, che si hanno quando, nella ricostruzione del D0, si assegna la massa sbagliata alle
due tracce che costituiscono ilD0. Nel campione CF avremo quindi eventi DCS e viceversa.
Ci aspettiamo che questo fondo di ws si trovi con maggiore rilevanza nel campione
DCS, visto che il decadimento CF e` quello piu` favorito.
Per questo motivo, per il campione di dati selezionato nella nostra analisi come DCS,
riportiamo nella Fig. 4.3 la distribuzione bidimensionale della massa invariante del D0
ricostruita in ipotesi DCS, in funzione di quella ricostruita in ipotesi CF (che dovrebbe
essere quella di segno sbagliato per questo campione).
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Figura 4.3: Distribuzione bidimensionale della massa invariante del D0DCS in funzione della massa
invariante del D0CF per il campione DCS (D
0 → K+π−).
Come si vede dal grande picco al centro della figura, un notevole numero di eventi e`
compatibile con l’essere eventi CF che sono stati erroneamente classificati nel campione
DCS, e che sono quindi pericolosi eventi di fondo.
Nella Fig 4.4 abbiamo riportato invece la proiezione della distribuzione bidimensionale
lungo l’asse x, che corrisponde alla massa del D0ws.
Per eliminare questi eventi di fondo, imponiamo un taglio di “veto” a ±8σ attorno
alla massa invariante del D0ws. La massa del D
0 e` 1.8645 ± 0.0004 GeV/c2 [17] e la σ,
l’incertezza sperimentale che si ottiene fittando la distribuzione in massa del D0 della Fig.
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Figura 4.4: Massa invariante del D0ws per il campione DCS (D
0 → K+π−).
4.2 con una gaussiana, e` pari a 0.0065 GeV/c2.
Si richiede quindi che la massa invariante del D0ws stia negli intervalli:
 D0wsMass ≤ 1.8125 GeV/c2 e D0wsMass ≥ 1.9165 GeV/c2
Abbiamo scelto una finestra di taglio cos`ı ampia per cercare di eliminare il piu` possibile
tutti gli eventi ws.
Applicando questo taglio ad entrambi i campioni, vediamo come e` cambiata la distri-
buzione di massa invariante del D0.
Nella Fig. 4.5 abbiamo riportato, a sinistra, per il campione CF, la distribuzione di massa
invariante del D0CF dopo il taglio di veto e a destra, per il campione DCS, quella del D
0
DCS
dopo il taglio di veto. Com’era previsto abbiamo una sensibile diminuzione del numero
totale di eventi, ma siamo molto confidenti che quelli rimasti siano eventi “buoni”.
Volendo avere un campione ancora piu` puro, possiamo effettuare un ulteriore taglio,
questa volta sulla massa invariante del D0. Richiedendo che tale massa sia compre-
sa nell’intervallo tra ±2σ rispetto al valore vero, riusciamo ad eliminare le code della
distribuzione del D0:
 1.8515 GeV/c2 ≤ D0Mass ≤ 1.8775 GeV/c2 .
Gli eventi D0 che hanno passato queste selezioni sono riportati nei grafici di Fig. 4.6
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Figura 4.5: Massa invariante del D0 dopo il taglio di veto a 8σ sulla massa del D0ws. A sinistra
nel caso in cui decada Cabibbo Favorito K−π+, a destra nel caso in cui decada Doppio Cabibbo
Soppresso K+π−.
dove, a sinistra, e` riportata la distribuzione di massa invariante del D0CF e a destra quella
del D0DCS .
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Figura 4.6: Massa invariante del D0 dopo il taglio di veto a 8σ sulla massa del D0ws e a 2σ sulla
massa del D0. A sinistra nel caso in cui il D0 decada Cabibbo Favorito K−π+ e a destra nel caso
in cui decada Doppio Cabibbo Soppresso K+π−.
Mettendo insieme tutti i tagli descritti, abbiamo ricostruito gli eventi B− →
[K−π+]D π
− (vedi Fig. 4.7) e B− → [K+π−]D π− (vedi Fig. 4.8).
Negli istogrammi sono stati ricostruiti gli eventi nell’ipotesi di massa invariante Dπ.
In quello degli eventi di CF possiamo notare un picco di eventi centrato attorno alla massa
del B (mB± = 5.2790±0.0005 GeV/c2 [17]). A sinistra, proprio sotto il picco del B → Dπ
e` presente il picco del B → DK, che non e` possibile vedere a causa del fondo. Ancora piu`
a sinistra sono visibili i due picchi degli eventi parzialmente ricostruiti B → D0∗π dove
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Figura 4.7: Distribuzione di massa invariante per il decadimento B− → [K−π+]D π− per il
campione CF dopo i tagli preliminari.
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Figura 4.8: Distribuzione di massa invariante per il decadimento B− → [K+π−]D π− per il
campione DCS dopo i tagli preliminari.
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il fotone o il π0 che provengono dal D0∗ non vengono rivelati. Per una discussione piu`
dettagliata degli eventi ricostruiti rimandiamo al Cap. 4.3.
Volendo dare una stima del numero di B → Dπ trovati, abbiamo contato il numero di
eventi nel picco del B (che abbiamo scelto essere l’intervallo [5.2340, 5.3240] GeV/c2, pari
a ±2.5σ 2 attorno alla massa del B), a cui abbiamo sottratto il numero di eventi di fondo
combinatorio. Tale numero e` l’integrale, calcolato nella regione di picco, della funzione
esponenziale utilizzata per fittare il fondo combinatorio nella regione [5.4, 5.8] GeV/c2.
Il numero di eventi di B → D0CFπ cos`ı stimato e` circa 26000, da cui, utilizzando il
rapporto trovato in [21], ci aspettiamo di vedere circa 90 eventi B → D0DCSπ. Come pos-
siamo vedere invece dalla Fig. 4.8 non e` possibile individuare nessun picco nella regione
di massa del B, essendo il fondo troppo alto. Ovviamente la stima non e` esatta in quanto
non e` stato tenuto conto degli altri possibili eventi di fondo e per questo ci aspettiamo che
il numero reale sia inferiore a quello stimato.
Occorre quindi effettuare un’ottimizzazione dei tagli che permetta di eliminare il piu`
possibile il fondo combinatorio e di distinguere il segnale B → DDCSπ.
Prima di discutere dell’ottimizzazione dei tagli descriveremo i canali di decadimento
che ci aspettiamo di vedere nella nostra analisi. Per fare questo abbiamo simulato gli
eventi con una simulazione Monte Carlo.
4.3 Simulazione Monte Carlo
Con una simulazione Monte Carlo e` possibile generare un elevato numero di eventi “ca-
suali” ed imporre che essi seguano determinate distribuzioni teoriche: questo consente di
prevederne l’andamento e di verificare l’accordo tra teoria e dati sperimentali.
La realizzazione della simulazione si articola in tre passaggi: generazione delle parti-
celle, simulazione del decadimento e simulazione del detector che le rivela.
La generazione delle particelle e` basata su un programma Monte Carlo, Bgenerator, capace
di generare singoli mesoni B e D [42]. E` stato richiesto che il B prodotto fosse contenuto
nella regione spaziale |η| < 1.3 e che avesse un impulso maggiore di 5 GeV/c (valore mi-
nimo affinche´ le particelle prodotte dal suo decadimento possano passare la selezione del
trigger).
2La σ sperimentale del B, che si ottiene fittando il picco del B → D0CF pi con una gaussiana, e` pari a
0.018 GeV/c2.
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La simulazione del decadimento avviene con il programma EvtGen [43], mentre la geo-
metria ed il comportamento dei rivelatori e` stato simulato con un programma basato su
GEANT [44].
Infine gli effetti del trigger sono stati simulati con TRGSim++, un programma che
implementa la logica di trigger utilizzata a CDF II.
I risultati della simulazione sono riportati nella Fig. 4.9, dove sono stati simulati
6000000 di eventi B±, con la richiesta che D0 → K−π+ (decadimento Cabibbo Favorito).
L’istogramma riporta la massa invariante del B nell’ipotesi che decada D0π.
E` evidente come il decadimento con il maggior numero di eventi sia quello B− → D0π−
centrato proprio attorno al valore della massa del B. Esso e` proprio il segnale che siamo
interessati a rivelare.
Sotto la coda sinistra della distribuzione del B− → D0π− abbiamo il decadimento B− →
D0K−.
Andando sempre verso sinistra abbiamo altri tipi di decadimento, il B− → D0∗π−, il
B− → D0∗K−, il B0 → D∗−K+, etc. Scegliendo come intervallo di fit MB > 5.17 GeV/c2
dobbiamo considerare solo i decadimenti B → D0π, B → D0K e B → D0∗π e trascurare
gli altri fondi fisici presenti per MB < 5.17 GeV/c
2.
Figura 4.9: Monte Carlo di ricostruzione dei decadimenti del B−. In nero abbiamo il decadimento
B− → D0π−, in rosso B− → D0K−, in blu B− → D∗0π−, in magenta B0 → D∗−π+, in verde
B− → D∗0K− ed in celeste gli altri decadimenti.
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4.4 Ottimizzazione dei tagli
Per effettuare l’ottimizzazione dei tagli e` necessario lavorare su un campione indipendente
rispetto ai dati da cui vogliamo estrarre il segnale, in modo da non introdurre nessun bias
nella selezione. E` possibile utilizzare un campione di prova del tutto analogo al campione
di analisi, ovvero con le stesse caratteristiche cinematiche, oppure un campione di eventi
ottenuto con una simulazione Monte Carlo.
Il campione DCS a cui siamo interessati ha la caratteristica di avere un campione di
riferimento (quello Cabibbo Favorito) con praticamente le stesse caratteristiche, ma con
una maggiore statistica: infatti l’unica differenza e` data dall’altezza del picco di eventi,
ma la tipologia di decadimento e` la stessa e anche gli altri tipi di segnale ed il fondo
combinatorio hanno un’identica distribuzione. Questo ci permette di ottimizzare i tagli
sul campione CF e poi applicarli su quello DCS, con l’accortezza di scalare il numero di
eventi di segnale.
La quantita` che ci permette di ottimizzare il segnale rispetto al fondo e`
S
a/2 +
√
B
,
dove S e` il numero di eventi di segnale, B quelli del fondo ed a e` il numero di sigma con
cui vogliamo vedere il segnale: si puo` dimostrare [45] che tale quantita` e` quella migliore
per massimizzare la probabilita` di osservare segnali nuovi.
Avendo l’obiettivo di rivelare un segnale con una significativita` di almeno 3σ, dobbiamo
ottimizzare la quantita`
S
1.5 +
√
B
.
Per la separazione del segnale dal fondo abbiamo utilizzato un taglio su una singola
variabile (pseudo Likelihood Ratio (pLR)), una statistica che combina le informazioni delle
variabili cinematiche degli eventi e che si ottiene come prodotto dei Likelihood Ratio
(LR) delle singole variabili. Quando queste sono tra loro scorrelate, lo pLR costituisce
effettivamente il LR del set di variabili.
Il LR si costruisce nel seguente modo: supponiamo di avere un evento ~x ad n-dimensioni
di coordinate (x1, , ..., xn), che corrispondono ai valori assunti dalle variabili che caratte-
rizzano l’evento, e supponiamo di avere un’ipotesi H0, secondo la quale ~x e` distribuito
con una certa densita` di probabilita` (pdf) f0(~x), e un’altra ipotesi H1, per la quale ~x e`
distribuito con un’altra densita` di probabilita` f1(~x).
Il LR si definisce come il rapporto tra le due pdf:
λ =
f0(~x)
f1(~x)
.
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Se supponiamo che le variabili siano tra loro indipendenti, possiamo scrivere la pdf totale
come il prodotto delle singole pdf:
pLR =
∏
i
f0(xi)
f1(xi)
dove l’indice i scorre su tutte le variabili xi che descrivono l’evento.
Nella nostra analisi abbiamo utilizzato il logaritmo dello pLR, di piu` comoda imple-
mentazione pratica e abbiamo definito come ipotesi H0 quella in cui l’evento ~x appartiene
al segnale, e H1 l’ipotesi che ~x appartenga al fondo. Lo pLR assume quindi la forma:
pLR = log
∏
i
pdfsignal(xi)
pdfbackground(xi)
=
∑
i
log(pdfsignal(xi))−
∑
i
log(pdfbackground(xi)) . (4.1)
Dall’espressione possiamo capire che il LR confronta la Likelihood di un evento di essere
identificato come segnale con la Likelihood di essere identificato come fondo. Quando
abbiamo alti valori di pLR e` alta la probabilita` di avere un evento di segnale, mentre, per
bassi valori dello pLR, e` alta la probabilita` di avere un evento di fondo.
Le variabili utilizzate sono:
 la significativita` della lunghezza di decadimento trasversa del B
(
Lxy(B)
σLxy(B)
)
;
 la lunghezza di decadimento del D rispetto al B (Lxy(D)B);
 la lunghezza di decadimento del D rispetto al vertice primario (Lxy(D));
 il parametro d’impatto del B (|d0(B)|);
 il chi quadro tri-dimensionale di ricostruzione del vertice del B
(
χ23D
)
;
 l’isolamento del B (IsolB).
Per trovare la pdf di ciascuna variabile, sia per il segnale che per il fondo, utilizziamo il
campione favorito (B → D0CFπ), selezionato con i tagli descritti nella sezione precedente.
Definiamo come regione di segnale l’intervallo di massa [5.2431, 5.3151] GeV/c2, che
corrisponde a±2σ rispetto al valore della massa del B±, e come regione di fondo l’intervallo
[5.40, 5.80] GeV/c2, dove e` presente solo il fondo combinatorio.
Per quanto riguarda la parametrizzazione delle variabili nella regione di segnale occorre
solo stare attenti a sottrarre gli eventi di fondo combinatorio presenti nella stessa regione,
facendo la sideband subtraction. Per fare questo occorre prima parametrizzare il fondo
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combinatorio nella regione [5.40, 5.80] GeV/c2 con una funzione esponenziale e calcolarne
l’integrale sia nell’intervallo di picco che in quello di fondo. Il rapporto tra i due integrali
da` un fattore di scala che permette di sottrarre gli eventi di fondo dal segnale.
Per parametrizzare le variabili nella regione del fondo combinatorio e` stato utilizzato il
campione CF, ma abbiamo verificato che fossero identiche anche per il campione DCS.
Questo ci ha confermato l’omogeneita` dei due campioni ed il fatto che possiamo lavorare
sul campione CF e poi riportare i risultati su quello DCS semplicemente moltiplicando il
segnale per il valore di RADS [21].
La parametrizzazione e` stata realizzata con le seguenti funzioni:
Variabile Segnale Fondo
Lxy(B)
σLxy(B)
pol6 pol6
Lxy(D)B p · landau(mpv, σ) + (1− p) · pol3 pol6
Lxy(D) p · landau(mpv, σ) + (1− p) · pol3 p · landau(mpv, σ) + (1− p) · pol5
|d0(B)| p · gauss(µ, σ) pol4
χ23D pol5 pol5
IsolB p · erfc(x) + (1− p) · pol4 pol6
che riportiamo nella Fig. 4.10 per il segnale e nella Fig. 4.11 per il fondo.
Si costruisce lo pseudo Likelihood Ratio utilizzando la formula (4.1), calcolata sia per
gli eventi di segnale che per quelli di fondo. Ci aspettiamo, per quanto detto prima, che la
distribuzione dello pLR del segnale sia spostata a destra rispetto a quella del fondo, come
e` possibile vedere nella Fig. 4.12, dove in rosso abbiamo riportato la distribuzione dello
pLR per il segnale e in nero quella per il fondo.
Al variare del valore scelto per il taglio sullo pLR possiamo calcolare il numero di
eventi di segnale (S) e di fondo (B), integrando la rispettiva distribuzione di pLR dal
valore assunto fino all’infinito.
Con i valori trovati di S e B costruiamo la figura di merito
S
1.5 +
√
B
, il cui andamento
in funzione del taglio sullo pLR e` riportato nella Fig. 4.13. Si puo` vedere un chiaro
massimo quando pLR = 2.2 e questo e` il valore scelto per la nostra analisi.
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Figura 4.10: Da sinistra a destra, dall’alto in basso, sono riportati i fit della “significativita` della
lunghezza di decadimento del B”
(
Lxy(B)
σLxy(B)
)
, della “lunghezza di decadimento del D rispetto al
B” (Lxy(D)B), della “lunghezza di decadimento del D” (Lxy(D)), del ‘“parametro d’impatto del
B” (|d0(B)|), del “chi quadro tri-dimensionale di ricostruzione del vertice di decadimento del B”
(χ23D) e l’“isolamento del B” (IsolB), calcolate per gli eventi di segnale.
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Figura 4.11: Da sinistra a destra, dall’alto in basso, sono riportati i fit della “significativita` della
lunghezza di decadimento del B”
(
Lxy(B)
σLxy(B)
)
, della “lunghezza di decadimento del D rispetto al
B” (Lxy(D)B), della “lunghezza di decadimento del D” (Lxy(D)), del ‘“parametro d’impatto del
B” (|d0(B)|), del “chi quadro tri-dimensionale di ricostruzione del vertice di decadimento del B”
(χ23D) e l’“isolamento del B” (IsolB), calcolate per gli eventi di fondo.
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Figura 4.12: Distribuzione dello pLR: in rosso la distribuzione per il segnale e in nero quella per
il fondo
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in funzione dello pLR.
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4.4.1 Risultati con i tagli ottimizzati
Applicando questo taglio al campione CF otteniamo il grafico in Fig. 4.14.
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Figura 4.14: Distribuzione di massa invariante per il decadimento B− → [K−π+]D π− per il
campione CF dopo il taglio sullo pseudo Likelihood Ratio.
Come possiamo notare il fondo combinatorio e` ora estremamente ridotto, passando da
un’altezza di centinaia di eventi per bin a poche unita`. Questo e` chiaramente molto
importante per aumentare la probabilita` di osservare un segnale DCS, anche se molto piu`
piccolo.
Questo taglio ha pero` ridotto anche il numero di eventi, che, contati con il metodo utilizzato
precedentemente, risulta essere uguale a circa 11150, da cui ci aspettiamo di vedere circa
38 eventi DCS.
Lo spettro degli eventi DCS, selezionati con lo stesso taglio sullo pLR, e` mostrato in Fig.
4.15. Non e` possibile distinguere in modo chiaro un picco, ma se ci concentriamo nella
regione di massa del B (mB± = 5.2790± 0.0005 GeV/c2) possiamo intravedere un piccolo
eccesso di eventi sopra il fondo combinatorio.
Per valutare in maniera piu` quantitativa questo possibile eccesso, occorre sviluppare
una tecnica di fit che permetta di parametrizzare i diversi contributi alla massa invariante
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Figura 4.15: Distribuzione di massa invariante per il decadimento B− → [K+π−]D π− per il
campione DCS dopo il taglio sullo pseudo Likelihood Ratio.
ed estrarre il numero di eventi per ogni canale. Abbiamo utilizzato un fit unbinned di
Massima Verosimiglianza applicato simultaneamente ad entrambe le distribuzioni CF e
DCS.
Questa tecnica verra` descritta nella prossima sezione.
4.5 Fit di Massima Verosimiglianza
Questa procedura di fit e` stata precedentemente implementata nell’analisi [46, 47] per la
determinazione dell’asimmetria CP nel decadimento B− → D0CPK−, in cui il D0CP decade
in autostati di CP. Ne ripercorriamo qui i vari passaggi, opportunamente modificati per
gli scopi della nostra analisi.
Il metodo della Massima Verosimiglianza (o Likelihood L) e` una tecnica con cui e`
possibile stimare il valore di alcuni parametri sconosciuti θ, partendo da un campione
finito di n misure indipendenti Xi distribuite con densita` di probabilita` (pdf) f(Xi, θ).
La funzione di Likelihood, che dipende solo dai parametri da stimare, si definisce come il
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prodotto di tutte le pdf:
L(θ) =
n∏
i=1
f(xi, θ).
Notiamo che la L ha la stessa espressione della probabilita` congiunta di ottenere tali
misure, con la differenza che qui le xi non sono le variabili aleatorie (Xi), ma i valori
assunti dalle stesse una volta fatta la misura.
Per trovare le stime di massima Likelihood dei parametri basta massimizzare la fun-
zione di Likelihood; in generale si preferisce minimizzare la funzione −2 logL.
Usare questo tipo di fit presenta alcuni grossi vantaggi, come il fatto di non aver bi-
sogno di utilizzare istogrammi binnati ed il fatto che gli stimatori che si trovano sono
asintoticamente normali, efficienti3, invarianti4 e sufficienti5.
Nel nostro caso la pdf della variabile xi e` data dalla sovrapposizione di varie componenti
che rappresentano sia il segnale fisico che i vari contributi al background, ed e` quindi
possibile scriverla come:
f(xi, θ) =
m∑
j=1
θjfj(xi) (4.2)
dove i parametri da determinare sono i θj, cioe` i contributi relativi di ogni componente.
La somma e` estesa su tutti i contributi.
Le fj(x) devono essere note e i parametri θj sono vincolati in modo tale che la loro somma
sia uguale a uno. Allora si puo` scrivere uno dei paramentri in funzione degli altri, ad
esempio, θm = 1−
∑m−1
i=1 θi, cosicche´ la pdf dipende da m− 1 parametri.
Come abbiamo visto nella sezione 4.3 i decadimenti che ricostruiamo sono B− →
D0π−, che e` il segnale che vogliamo identificare, B− → D0K−, B− → D∗0π− ed il fondo
combinatorio.
La Likelihood viene scritta nel seguente modo, isolando il contributo del fondo
combinatorio dal resto degli altri contributi:
L =
Neventi∏
k
[(1− b) · (fπ · pdfπ + fD∗ · pdfD∗ + (1− fπ − fD∗) · pdfK) + b · pdfcomb] (4.3)
dove b e` la frazione di fondo combinatorio rispetto al numero totale di eventi, (1 − b) e`
la frazione di segnale fisico rispetto al numero totale di eventi, fπ e` la frazione di eventi
B− → D0π− rispetto al numero totale di eventi di segnale, fD∗ e` la frazione di eventi
3uno stimatore efficiente ha la varianza minima.
4se θˆ e` uno stimatore invariante di θ, allora g(θ) avra` come stimatore g(θˆ).
5uno stimatore sufficiente e` tale per cui e` definito un modo univoco senza bisogno di altre informazioni.
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B− → D∗0π− rispetto al numero totale di eventi di segnale. La frazione di eventi B− →
D0K− viene scritta in funzione delle altre come fk = 1−fπ−fD∗. Questo modo di scrivere
ci garantisce che la pdf sia normalizzata a uno. Ogni frazione moltiplica la pdf del relativo
decadimento, che avra` un’espressione diversa a seconda delle informazioni da cui dipende.
Per effettuare il fit con la sola informazione sulla massa occorre parametrizzare corret-
tamente le pdf delle distribuzioni in massa di tutti i canali di decadimento che prendiamo
in esame, che sono il B → Dπ, B → DK, B → D∗π ed il fondo combinatorio.
Le espressioni trovate vengono poi sostituite in quella della Likelihood (4.3) e la funzione
massimizzata numericamente.
4.5.1 Parametrizzazione della massa del decadimento B → D0pi
La parametrizzazione della distribuzione in massa deve tener conto della risoluzione e
degli effetti radiativi che si hanno negli stati finali dei decadimenti adronici dei B e dei
D [49]. Essi si manifestano come emissione di fotoni soffici nello stato finale (Final State
Radiation) e causano una coda asimmetrica a sinistra nella distribuzione di massa.
Per descrivere correttamente questi effetti abbiamo utilizzato, invece della simulazione
standard di CDF, un Monte Carlo parametrico (FMC) realizzato specificamente per questo
scopo, che riproduce i dati in maniera assai piu` accurata.
La distribuzione in massa del decadimento B → D0π viene quindi scritta, secondo [50],
come somma di due contributi, di cui il primo descrive la parte centrale della distribuzione,
parametrizzata con due gaussiane ed il secondo la coda radiativa:
pdf(m, ~θ) = (1−ffsr)

f1 1
σ1
√
2π
e
− 1
2
„
m−(M
B−
+∆)
σ1
«2
+ (1− f1) 1
σ2
√
2π
e
− 1
2
„
m−(M
B−
+∆)
σ2
«2+
+ffsr
[
1
K
ebfsr(m−(MB−+∆)) · erfc (cfsr(m− (MB− +∆)))
]
(4.4)
dove ffsr e` la frazione del contributo delle FSR, per cui (1− ffsr) e` il contributo del picco
rispetto a tutta la distribuzione, f1 e` il contributo della prima gaussiana nel picco e 1− f1
e` la frazione del contributo della seconda gaussiana, σ1 e σ2 sono le deviazioni standard
delle due gaussiane, di media (MB− +∆), dove MB− e` la massa del mesone B [51] e ∆ e`
uno shift in massa che viene fittato.
K e` il coefficiente di normalizzazione della coda FSR, pari a
K =
∫ m2
m1
ebfsr(m−(MB−+∆)) · erfc (cfsr(m− (MB− +∆))) dm
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e erfc e` la funzione errore6 complementare, definita come
erfc(x) = 1− erf(x) = 2√
π
∫ +∞
x
e−t
2
dt.
Queste funzioni vengono usate per fittare i dati simulati dal nostro FMC in modo da
determinarne i parametri liberi (ffsr, f1, σ1, σ2, ∆, bfsr e cfsr) e porli come fissi nel nostro
fit.
Il risultato e` riportato nella Fig. 4.16.
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Figura 4.16: Ricostruzione del decadimento B → D0π con il Monte Carlo parametrico (FMC) e
fit con la funzione (4.4) che tiene conto della coda a sinistra dovuta alle Final State Radiation.
4.5.2 Parametrizzazione della massa del decadimento B → D0K
Anche per il decadimento B → D0K utilizziamo la densita` di probabilita` descritta nella
sezione 4.5.1. Visto pero` che tale massa viene scritta nell’ipotesi sbagliata D0π, la distri-
buzione non sara` piu` ne´ centrata nel picco di massa del B, ne´ perfettamente gaussiana,
ma presentera` una coda che si somma a quella delle FSR. Per parametrizzare tale coda
6La funzione errore e` la funzione di distribuzione di una gaussiana.
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aggiungiamo una gaussiana nella pdf, che assume quindi la forma:
pdf(m, ~θ) = ffsr
[
1
K
ebfsr(m−µ1) · erfc (cfsr(m− µ1))
]
+
+(1−ffsr)
[
f1
1
σ1
√
2π
e
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2
“
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σ1
”2
+ f2
1
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2π
e
− 1
2
“
m−µ2
σ2
”2
+ (1− f1 − f2) 1
σ3
√
2π
e
− 1
2
“
m−µ3
σ3
”2]
(4.5)
Notiamo che adesso, a differenza della pdf scritta per ilD0π, proprio per descrivere una
distribuzione non perfettamente gaussiana e non centrata rispetto al valore della massa
del B, dobbiamo scrivere le gaussiane con medie diverse.
Come nel caso B → D0π ricostruiamo il decadimento con una simulazione Monte
Carlo che tiene conto delle FSR e determiniamo i parametri liberi con un fit: il risultato
e` riportato nella Fig. 4.17.
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Figura 4.17: Ricostruzione del decadimento B → D0K con il Monte Carlo parametrico (FMC)
e fit con la funzione (4.5) che tiene conto delle Final State Radiation e del fatto che la massa e`
scritta nell’ipotesi B → D0π.
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4.5.3 Parametrizzazione della massa del decadimento B → D0∗pi
Per il decadimento B → D0∗π la distribuzione in massa viene fittata con la somma di
tre gaussiane moltiplicate per un’esponenziale. I parametri che si ottengono vengono poi
fissati nella pdf del nostro fit. Il risultato e` riportato nella Fig. 4.18.
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Figura 4.18: Ricostruzione del decadimento B → D0∗π con una simulazione Monte Carlo e fit
con la somma di tre gaussiane moltiplicate per un’esponenziale.
4.5.4 Parametrizzazione della massa del fondo combinatorio
Il fondo combinatorio, di entita` molto modesta, viene invece descritto da una semplice
funzione esponenziale, la cui costante e` lasciata libera nel fit.
4.5.5 Risultati del fit in massa
Applichiamo il fit simultaneamente ai campioni di dati CF e DCS, selezionati con il taglio
sullo pseudo Likelihood Ratio (vedi Cap. 4.4).
Visto che questo fit non utilizza le informazioni sulla perdita di energia per ionizzazione
(dE/dx), che permettono di discriminare i K dai π, abbiamo fissato alcuni parametri per
facilitare la convergenza del fit.
Abbiamo fissato il rapporto tra il numero di eventi favoriti B → D0CFK e B → D0CFπ al
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valore raw, cioe` non corretto per le efficienze, trovato nell’analisi [47, 48]:
R =
N(B− → D0CFK−) +N(B+ → D
0
CFK
+)
N(B− → D0CFπ−) +N(B+ → D
0
CFπ
+)
= 0.0684 ± 0.0043 (4.6)
L’altra condizione imposta e` che la frazione di eventi B → D0DCSK sia zero. Infatti,
come abbiamo visto nel Cap. 4.1, tale segnale non e` ancora stato osservato in maniera
significativa, e, data la piccola dimensione del nostro campione, possiamo supporre in
prima approssimazione che sia compatibile con zero, almeno ai fini di avere una stima
preliminare del numero di eventi.
Cos`ı abbiamo scritto la funzione di Likelihood per il canale CF come in (4.3), mentre per
il canale DCS nel modo seguente:
L =
Neventi∏
k
[(1− b) · (fπ · pdfπ + (1− fπ) · pdfD∗) + b · pdfcomb] (4.7)
L’intervallo di massa che abbiamo utilizzato per il fit e` stato [5.12, 5.8] GeV/c2.
Come risultato del fit abbiamo ottenuto un numero di eventi di CF pari a 11031± 58,
con il quale, utilizzando il valore RADS =
[
3.40+0.56−0.54(stat)
+0.13
−0.21(syst)
] · 10−3, trovato da
Belle [21], ci aspettiamo di vedere un numero di DCS pari a circa 38. Tale valore e` in
accordo anche con la stima degli eventi trovata nel paragrafo 4.4.1.
Con il fit abbiamo ottenuto un valore di eventi DCS pari a 41± 12, in accordo con quello
aspettato.
La significativita` del segnale, definita come
√−2∆ logL, dove ∆ sta per la differenza
tra il logL del fit calcolato nelle condizioni descritte sopra ed il logL calcolato dopo aver
fissato la frazione di segnale B → D0DCSπ a zero, risulta pari a 3.9σ.
Il numero di eventi trovato e` praticamente la meta` di quello ottenuto da Belle, ma il
rapporto RADS risulta in accordo ed e` pari a:
RADS =
BR(B− → D0DCSπ−) +BR(B+ → D0DCSπ+)
BR(B− → D0CFπ−) +BR(B+ → D0CFπ+)
= (3.7 ± 1.1) · 10−3
Come possiamo notare la risoluzione ottenuta e` praticamente doppia rispetto a quella
ottenuta dall’esperimento Belle. Questo e` dovuto in parte al minor numero di eventi (la
meta`) ed in parte alla maggiore quantita` di fondo.
Per visualizzare l’accordo del fit con i dati, riportiamo nelle Fig. 4.19 e 4.20 le
proiezioni del fit rispettivamente sui campione CF e DCS. La proiezione di una gene-
rica densita` di probabilita` pdf(x,−→y |−→m) su un’osservabile x e` il grafico della funzione
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all−→y pdf(x,
−→y |−→m)d−→y che puo` essere sovrapposta ai dati sperimentali con un’opportuna
normalizzazione.
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Figura 4.19: Proiezione del fit di sola massa per il canale CF. In verde abbiamo riportato il
decadimento B− → D0π−, in blu B− → D0K−, in magenta B− → D0∗π−, in rosso la somma di
tutti i contributi ed in nero il fondo combinatorio.
Come possiamo vedere il picco di eventi CF viene riprodotto abbastanza bene, ma ci
sono alcune deviazioni, su cui torneremo in seguito. Per quanto riguarda il canale DCS,
avendo cos`ı poca statistica il fit si accorda, entro l’errore, ai dati, come ci si puo` aspettare
dall’accordo osservato nel picco dei CF che ha molta piu` statistica.
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Figura 4.20: Proiezione del fit di sola massa per il campione DCS. In verde abbiamo riportato il
decadimento B− → D0π−, in magenta B− → D0∗π−, in rosso la somma di tutti i contributi ed in
nero il fondo combinatorio.
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5.1 Introduzione
Come abbiamo visto, l’utilizzo di un taglio ottimizzato sullo pseudo Likelihood Ratio ha
permesso di eliminare quasi tutto il fondo combinatorio e di evidenziare il decadimen-
to Doppio Cabibbo Soppresso B → D0DCSπ. Tale decadimento, prima del taglio, era
completamente sommerso dal fondo (vedi Fig. 4.8).
Questo e` un risultato molto importante e dimostra come ad un collisionatore adronico
sia possibile ricostruire anche segnali adronici molto rari ed in presenza di fondo notevole.
In particolare, e` molto incoraggiante sulla possibilita` di effettuare in collisioni adroniche
una analisi per la misura dell’angolo γ con il metodo ADS, che richiede la ricostruzione
del modo B → D0DCSK.
Tuttavia, per realizzare questo obiettivo occorrono degli ingredienti addizionali. In
primo luogo, e` necessario avere una buona capacita` di separazione degli eventi B →
D0K dagli eventi B → D0π, e dal fondo. Come dimostrato da precedenti analisi a
CDF [52, 53], una buona separazione puo` essere ottenuta combinando l’informazione di
particle identification fornita dalla misura del dE/dx con le informazioni sulla massa e
sulla cinematica del sistema. In secondo luogo, occorre raffinare la modellizzazione usata
nella Likelihood: come possiamo vedere dalla Fig. 4.19, la proiezione in massa del fit non
si accorda in modo perfetto ai dati, malgrado il modello di massa utilizzato sia di per se´
molto accurato. La spiegazione ipotizzata per questa discrepanza sta nel fatto che il FMC
non contiene la descrizione di alcuni aspetti importanti: i tagli di trigger e le correlazioni
tra le variabili utilizzate nel formare il pLR. Questa deviazione non e` molto rilevante ai
81
Fit cinematico
fini di stabilire semplicemente la presenza di un segnale B → D0DCSπ e dare una stima
approssimata del numero di eventi, ma deve essere risolta per poter affrontare una analisi
piu` quantitativa, ed una ricerca del segnale B → D0DCSK.
Al momento, alcuni degli strumenti tecnici necessari a questo lavoro non sono ancora
disponibili nella collaborazione CDF: in particolare, la calibrazione del dE/dx e` disponibile
soltanto su una parte dei dati, ed il FMC non supporta ancora la possibilita` di simulare
tagli complicati come quelli che sono stati fatti attraverso il pLR e nel trigger.
In mancanza di questi strumenti, ci siamo comunque proposti l’obiettivo di dimostrare
la fattibilita` di una analisi di questo tipo e prepare gli altri strumenti ad essa necessari.
Non sapendo come eseguire un’analisi accurata con il campione selezionato con il taglio
sullo pLR, abbiamo deciso di effettuare uno studio preliminare utilizzando una nuova sele-
zione degli eventi, con dei tagli piu` “semplici”, anche se non ottimali. Invece di combinare
tutte le variabili di un evento in un’unica variabile, effettuiamo dei tagli “rettangolari”
sulle singole variabili (i tagli sono riportati nel paragrafo 5.4). Inoltre, per semplificare le
caratteristiche cinematiche degli eventi utilizzeremo una singola configurazione di trigger.
Ci aspettiamo che questo campione sia piu` facile da modellizzare con precisione. Questo
lavoro e` il soggetto di questo capitolo.
5.2 Variabili cinematiche
Introduciamo per prima cosa le variabili cinematiche che utilizzeremo nel fit. Esse sono α
(il “momentum balance”) e Ptot (l’“impulso totale”), definite come:
- se ptr < pD0 α = 1− ptr/pD0 > 0
- se ptr > pD0 α = −(1− pD0/ptr) ≤ 0
- Ptot = ptr + pD0
dove ptr e` l’impulso della traccia che esce dal B, che puo` essere sia K che π, e pD0 e`
l’impulso del D0.
La distribuzione di tali variabili dipende fortemente dal tipo di tagli che vengono
effettuati sul campione e dalla combinazione di trigger scelta.
Vediamo innanzitutto come esse siano correlate con la massa e tra di loro, poi descriveremo
i vari tagli scelti.
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5.2.1 Parametrizzazione cinematica delle distribuzioni in massa
Le masse invarianti dei vari decadimenti del B vengono scritte in funzione delle due va-
riabili cinematiche e della massa invariante D0π. Come si puo` vedere dalla Fig 5.1, dove
e` raffigurata la massa del B, in ipotesi D0π, in funzione di α, α riesce a discriminare bene
il canale B → D0π da quello B → D0K.
Figura 5.1: Distribuzione della massa invariante del B in funzione di α. In nero abbiamo riportato
il caso B → D0π, in rosso quello del B → D0K, scritto nell’ipotesi di massa D0π ed in verde la
curva analitica.
Ricordiamo poi che, scrivendo le masse invarianti nell’ipotesi D0π, se il decadimento
e` veramente B → D0π, avremo una curva gaussiana centrata attorno alla massa del B,
negli altri casi avremo delle curve non gaussiane spostate a sinistra rispetto al valore della
massa del B.
Per le pdf delle masse del B → D0π, B → D0∗π e del fondo combinatorio si procede
come descritto nei paragrafi 4.5.1, 4.5.3 e 4.5.4.
Per quanto riguarda invece la distribuzione di massa del B → D0K, possiamo ottenere
nuovamente una curva gaussiana riscrivendone la massa invariante in funzione di quella
del D0π, di α e Ptot. Infatti la massa invariante si definisce come: M
2 = (
∑
Ei)
2−(∑ ~pi)2
e nel caso di decadimento in due corpi quest’espressione si riduce a: M2 = m21 + m
2
2 +
2(E1E2 − ~p1 · ~p2). Riscrivendo le energie e gli impulsi in funzione di α e Ptot e facendo la
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differenza tra le masse invarianti B → D0K e B → D0π, quella nell’ipotesi D0K diventa:
 se α > 0
M2(α,Ptot) =M
2
B− +m
2
π −m2K + 2
√
M2
D0
+ (Ptot/(2 − α))2·
·
(√
m2π + (Ptot(1− α)/(2 − α))2 −
√
m2K + (Ptot(1− α)/(2 − α))2
)
(5.1)
 se α ≤ 0
M2(α,Ptot) =M
2
B− +m
2
π −m2K + 2
√
M2
D0
+ (Ptot(1 + α)/(2 − α))2·
·
(√
m2π + (Ptot/(2 + α))
2 −
√
m2K + (Ptot/(2 − α))2
)
(5.2)
dove con MB− indichiamo la massa invariante calcolata nell’ipotesi D
0π. Con queste
espressioni, la massa del B in ipotesi D0K si viene a trovare centrata nel valore giusto e
viene fittata con una funzione del tipo descritta nel Cap. 4.5.1, che tiene conto anche delle
FSR.
Le pdf di ciascun decadimento si scrivono come il prodotto della pdf della massa per
la pdf bidimensionale che descrive la distribuzione di Ptot vs α. Questo non significa che
le due distribuzioni siano considerate come indipendenti: la pdf della massa e` centrata ad
un valore che e` funzione di α e Ptot, e questo tiene conto correttamente della correlazione
presente tra queste variabili.
Per gli eventi B → D0π scriviamo la pdf come:
pdf(MD0π, α, Ptot) = G(MD0π)P (α,Ptot) (5.3)
per il B → D0K:
pdf(MD0π, α, Ptot) = G(MD0π −M(α,Ptot))P (α,Ptot) (5.4)
mentre per il B → D0∗π e per il fondo combinatorio:
pdf(MD0π, α, Ptot) = BG(MD0π)P (α,Ptot) (5.5)
In tutti i casi e` reso esplicito il fatto che gli eventi sono ricostruiti nell’ipotesi di massa
D0π.
E` importante ricordare che, quando viene fatto un fit di Massima Likelihood a piu`
dimensioni, occorre scrivere esplicitamente tutte le distribuzioni di probabilita` delle osser-
vabili che entrano in gioco e che variano per i differenti tipi di particelle. Cos`ı facendo
evitiamo di introdurre bias indesiderati nella misura [54].
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5.3 Dipendenza di α dal trigger
Nella selezione iniziale del campione richiediamo che almeno due tracce cariche del decadi-
mento abbiano passato il trigger SVT, cioe` che abbiano un impulso maggiore di 2 GeV/c
ed un parametro d’impatto compreso tra 120 µm < |d0| < 1 mm.
Ci sono due possibilita`:
1. hanno passato la selezione del trigger le due tracce del D0;
2. hanno passato la selezione del trigger la traccia dal B e una dal D0.
α assume una distribuzione diversa nelle due selezioni, come si puo` vedere nella Fig.
5.2. Nel primo caso abbiamo una predominanza di eventi con α > 0, cioe` di decadimenti
in cui il D0 ha un impulso maggiore di quello della traccia che viene da B. Nel secondo
caso abbiamo una distribuzione piu` omogenea.
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Figura 5.2: Distribuzione di α dal campione simulato MC B → D0π; nel grafico a sinistra hanno
passato la selezione del trigger le due tracce dal D0, in quello a destra hanno passato la selezione
la traccia dal B e una dal D0.
Il secondo campione risulta anche in maggiore percentuale rispetto al primo, essendo
circa il 70% di quello totale. La prima selezione invece rappresenta circa il 40% del
campione totale. Esistono degli eventi che appartengono a tutte e due le selezioni, che
quindi formano una zona di overlap, e sono quelli in cui tutte e tre le tracce cariche hanno
superato la selezione del trigger.
Per parametrizzare in modo corretto le pdf da inserire nel fit combinato, visto che α
dipende fortemente dalla scelta del trigger, abbiamo deciso di utilizzare solo il secondo
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tipo di trigger, perche`, anche se ci fa perdere degli eventi “buoni”, ci consente di aver la
maggiore percentuale di eventi con la stessa distribuzione in α.
5.4 Scelta dei tagli
Se ripartiamo dal campione selezionato con i tagli iniziali (vedi il Cap. 4.2), ci rendiamo
bene conto che lo scopo primario nella scelta dei tagli e` quello di eliminare il piu` possibile
il fondo combinatorio per evidenziare un segnale di eventi B− → D0DCSπ−.
Per scegliere i tagli e` stato osservato l’andamento delle distribuzioni dei parametri su
cui tagliare, valutate sia per il segnale che per il fondo del campione B− → D0CFπ−.
Le variabili scelte sono: la significativita` della lunghezza di decadimento del B
(
Lxy(B)
σLxy(B)
)
,
la lunghezza di decadimento del B (Lxy(B)), la lunghezza di decadimento del D rispetto
al vertice primario (Lxy(D)), la lunghezza di decadimento del D rispetto al B (Lxy(D)B),
il modulo del parametro d’impatto del B (|d0(B)|), l’isolamento del B (IsolB) ed il chi
quadro tridimensionale di ricostruzione del vertice di decadimento del B (χ23D).
Nella Fig. 5.3 abbiamo riportato l’andamento di queste variabili: quella in nero e`
misurata per gli eventi nel picco del segnale, quella in rosso e` misurata per il fondo.
Il valore dei tagli e` stato scelto “ad occhio”, in modo che ciascuno di essi sia ragione-
volmente efficiente (almeno ≈ 80%). Nessun tentativo e` stato fatto per tenere conto delle
correlazioni.

Lxy(B)
σLxy(B)
≥ 15
 Lxy(B) ≥ 0.05 cm
 Lxy(D) ≥ 0.07 cm
 Lxy(D)B ≥ 0.01 cm
 |d0(B)| ≤ 0.004 cm
 IsolB ≥ 0.6
 χ23D ≤ 6
Sono stati effettuati anche i tagli sulla massa del D0 e sulla massa del D0ws descritti
nel Cap. 4.2:
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Figura 5.3: Distribuzioni delle variabili utilizzate per la selezione del campione. In nero sono
riportate le distribuzioni per il segnale, in rosso quelle per il fondo. Dall’alto a sinistra abbiamo: la
significativita` della lunghezza di decadimento del B
(
Lxy(B)
σLxy(B)
)
, la lunghezza di decadimento del D
rispetto al vertice primario (Lxy(D)), la lunghezza di decadimento del D rispetto al B (Lxy(D)B),
il parametro d’impatto del B (|d0(B)|), l’isolamento del B (IsolB) ed il chi quadro tridimensionale
di ricostruzione del vertice di decadimento del B (χ23D).
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 taglio a ±2σ rispetto al valore della massa del D0:
1.8515 GeV/c2 ≤ D0Mass ≤ 1.8775 GeV/c2;
 taglio di veto a 8σ sulla massa del D0ws:
D0wsMass ≤ 1.8125 GeV/c2 e D0wsMass ≥ 1.9165 GeV/c2.
Mettendo insieme questi tagli abbiamo ottenuto gli istogrammi di massa invariante del
B per i campioni CF (Fig. 5.4) e DCS (Fig. 5.5).
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Figura 5.4: Distribuzione di massa invariante del B per il campione CF (B− → [K−π+]D π−).
Appare evidente che con questi tagli abbiamo ottenuto una purezza del segnale simile a
quella ottenuta usando lo pLR. Il numero di eventi di segnale risulta pero` quasi dimezzato,
infatti il numero di eventi CF stimati nel picco e` di circa 5000, da cui ci aspettiamo di
vedere un numero di DCS pari a circa 17.
Rispetto al precedente risultato con il campione selezionato con il taglio sullo pseudo
Likelihood Ratio abbiamo praticamente dimezzato il numero di eventi. Infatti questi tagli
non sono ottimizzati ed essendo volutamente molto duri per eliminare il piu` possibile il
fondo, ci aspettiamo che rimuovano anche molti eventi di segnale.
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Figura 5.5: Distribuzione di massa invariante del B per il campione DCS (B− → [K+π−]D π−).
5.5 Parametrizzazioni cinematiche
5.5.1 Parametrizzazione di α e Ptot
La pdf che parametrizza le variabili cinematiche e` una funzione bidimensionale P (α,Ptot)
che descrive la distribuzione di Ptot vs α. Essa e` diversa per ogni decadimento e viene
determinata con un fit sugli eventi simulati MC, ricostruiti con gli stessi tagli con cui e`
stato selezionato il campione vero.
Il dominio cinematico del fit e` dato dalle seguenti condizioni:
 Ptot > 2 · 2− α
1− α ;
 Ptot > 2 · 2 + α
1 + α
;
 Ptot > 7;
 α > −0.8.
Le prime due condizioni si ricavano esprimendo Ptot in funzione di α e imponendo che
l’impulso delle particelle che hanno passato il trigger sia maggiore di 2 GeV/c; le ultime
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due si scelgono perche´ al di sotto di quei valori ci sono pochissimi eventi e non e` possibile
ottenere una buona parametrizzazione.
Descriviamo il metodo generale per la determinazione della pdf della parte cinematica,
che utilizza il metodo dell’interpolazione:
1. suddividiamo l’intervallo di Ptot in una serie di bin: ad esempio abbiamo scelto di
dividere l’intervallo da 7 a 26 GeV/c in bin di larghezza di 1 GeV/c ciascuno, mentre
da 26 a 38 in bin di larghezza di 3 GeV/c. Visto che all’aumentare dell’impulso
diminuisce il numero di eventi, occorre aumentare la larghezza del bin in modo da
raccogliere un numero di eventi sufficiente per la parametrizzazione.
Per ogni bin si fissa Ptot al valore centrale e si suppone che rimanga costante. Con
questa condizione, per ogni bin, si fa l’istogramma di α, fittandolo con una funzione
polinomiale di sesto grado.
2. Per ogni fit abbiamo quindi ottenuto sette parametri, corrispondenti ai coefficienti
del polinomio di sesto grado. Per ogni grado del polinomio, vediamo l’andamento dei
coefficienti trovati in funzione dell’impulso, mettendo sulle ascisse il valore centrale
del bin di Ptot e sulle ordinate il corrispondente valore del parametro.
Si fa il fit di ciascuna serie di parametri con un polinomio, il cui grado viene scelto
come il piu` piccolo tale che il polinomio si adatti all’andamento dei parametri, senza
seguirne esattamente ogni minima variazione.
Otteniamo quindi le funzioni che descrivono l’andamento di ciascun coefficiente del
polinomio di sesto grado in α in funzione di Ptot.
3. Si parametrizza la pdf di Ptot (F (Ptot)) con opportuni sviluppi di funzioni che
definiremo caso per caso in ogni decadimento.
4. La funzione bidimensionale che descrive P (α,Ptot) e`
P (α,Ptot) = F (Ptot) ·
∑
j
bj(Ptot)α
j
dove bj(Ptot) sono i polinomi usati per fittare i coefficienti di α in funzione di Ptot.
Abbiamo due alternative, prendere i parametri cos`ı ottenuti con l’interpolazione
o fare il fit bidimensionale prendendo come parametri iniziali quelli ottenuti con
l’interpolazione. Fra le due alternative scegliamo quella che si adatta meglio ai dati
guardando le proiezioni della funzione bidimensionale negli intervalli di α.
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L’altro set viene generalmente usato per lo studio delle sistematiche, che non e` ancora
stato effettuato in quest’analisi.
Vediamo in dettaglio, per ogni decadimento, le funzioni utilizzate e le parametrizzazioni
ottenute.
5.5.2 Parametrizzazione cinematica del segnale B → D0pi
Gli intervalli di Ptot sono stati fissati come descritto nel primo punto del paragrafo prece-
dente.
L’andamento dei coefficienti del polinomio di sesto grado di α, usati per fittare le distri-
buzioni in α, in funzione del Ptot, sono stati fittati con alcuni polinomi, come mostrato
nella Fig. 5.6.
Il Ptot si parametrizza con una somma di sei polinomi di Chebyshev del secondo tipo
moltiplicata per un’esponenziale. I polinomi di Chebyshev utilizzati sono:
U0 = 1 (5.6)
U1 = 2x
U2 = 4x
2 − 1
U3 = 8x
3 − 4x
U4 = 16x
4 − 12x2 + 1
U5 = 32x
5 − 32x3 + 6x
U6 = 64x
6 − 80x4 + 24x2 − 1
L’andamento di Ptot si puo` vedere nella Fig. 5.7.
La funzione di fit totale assume quindi la forma:
P (α,Ptot) =
6∑
i=0
aiUi(Ptot) · exp(a7Ptot) ·
6∑
j=0
bj(Ptot)α
j
Come parametrizzazione da utilizzare nella pdf totale (5.3), che comprende anche
l’informazione sulla massa, scegliamo quella ottenuta dall’interpolazione dei coefficienti,
piuttosto che quella ottenuta con il fit bidimensionale, visto che la prima si adatta in modo
migliore ai dati.
Per scegliere la parametrizzazione che si adatta meglio ai dati abbiamo proiettato la
funzione bidimensionale nella variabile α, per ogni bin di Ptot. Visto che l’intervallo di
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Figura 5.6: Fit dei coefficienti del polinomio di sesto grado di α per il decadimento B → D0π. Da
sinistra verso destra, dall’alto in basso, i polinomi utilizzati sono: per il coefficiente del termine di
grado zero un polinomio di quarto grado, per quello del primo grado un polinomio di sesto grado,
per quello del secondo un polinomio di quinto grado, per quello del terzo un polinomio di quarto
grado, per quello del quarto uno di sesto, per quello del quinto uno di sesto, per quello del sesto
uno di sesto.
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plot_PTOT
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Figura 5.7: Fit della ditribuzione di Ptot nel caso del decadimento B → D0π.
Ptot nel fit totale di Massima Likelihood sara` compreso tra 8 a 30 GeV/c, prenderemo in
considerazione solo i valori di Ptot compresi in questo intervallo.
Per semplicita` riportiamo nelle figure solo alcune delle proiezioni in α, scelte all’interno di
tutto l’intervallo di Ptot, cos`ı da averne un quadro completo.
Nella Fig. 5.8 abbiamo riportato la proiezione della funzione ottenuta con il fit; nella
Fig. 5.9 quella ottenuta con l’interpolazione. Scegliamo la seconda perche` si adatta in
modo migliore ai dati.
La distribuzione bidimensionale P (α,Ptot) che si ottiene e` raffigurata nella Fig. 5.10:
in alto vediamo l’andamento degli eventi simulati con il Monte Carlo, nel secondo grafico
l’andamento della distribuzione ottenuta con il fit e nel terzo grafico la sovrapposizione
delle due distribuzioni che sono in buon accordo tra di loro.
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Figura 5.8: Proiezione del fit bidimensionale di P (α, Ptot), per il decadimento ricostruito B →
D0π, nella variabile α, selezionata in alcuni intervalli di Ptot (di cui abbiamo riportato gli estremi
in figura), scelti tra 8 e 30 GeV/c. I parametri di α sono stati fissati con il fit.
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Figura 5.9: Proiezione del fit bidimensionale di P (α, Ptot), per il decadimento ricostruito B →
D0π, nella variabile α, selezionata in alcuni intervalli di Ptot (di cui abbiamo riportato gli estremi
in figura), scelti tra 8 e 30 GeV/c. I parametri di α sono stati scelti dall’interpolazione.
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Figura 5.10: Dall’alto verso il basso: distribuzione bidimensionale di Ptot vs α per il decadimento
B → D0π ricostruito con una simulazione MC, funzione bidimensionale che descrive P (α, Ptot),
sovrapposizione degli eventi MC con il fit.
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5.5.3 Parametrizzazione cinematica del segnale B → D0K
Il Ptot del decadimento ricostruito con la simulazione MC B → D0K viene parametrizzato
come nel decadimento precedente, quindi come somma di sei polinomi di Chebyshev del
secondo tipo, moltiplicata per un’esponenziale. Il suo andamento e` riportato nella Fig.
5.11.
Figura 5.11: Fit della ditribuzione di Ptot nel caso del decadimento B → D0K.
L’andamento dei coefficienti del polinomio di sesto grado in α, in funzione di Ptot, e
delle funzioni utilizzate per fittarli e` riportato nella Fig. 5.12.
In questo caso scegliamo la parametrizzazione di P (α,Ptot) ottenuta dal fit, di cui
riportiamo nella Fig. 5.13 la proiezione in α in alcuni intervalli di Ptot scelti tra 8 e 30
GeV/c.
Possiamo vedere l’andamento degli eventi ricostruiti con la simulazione Monte Carlo
di Ptot vs α nella Fig. 5.14 dove, come prima, abbiamo riportato gli eventi Monte Carlo,
il fit e la loro sovrapposizione.
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Figura 5.12: Fit dei coefficienti del polinomio di sesto grado di α per il decadimento B → D0K.
Da sinistra verso destra, dall’alto in basso, i polinomi utilizzati sono: dal coefficiente del termine di
grado zero fino a quello di grado due un polinomio di quinto grado, per i rimanenti un polinomio
di sesto grado.
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Figura 5.13: Proiezione del fit bidimensionale di P (α, Ptot) per il decadimento ricostruito B →
D0K, nella variabile α, selezionata in alcuni intervalli di Ptot (di cui abbiamo riportato gli estremi
in figura), scelti tra 8 e 30 GeV/c. I parametri di α sono stati scelti dal fit.
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Figura 5.14: Dall’alto verso il basso: distribuzione bidimensionale di Ptot vs α per il decadimento
B → D0K ricostruito con una simulazione MC, funzione bidimensionale che descrive P (α, Ptot),
sovrapposizione degli eventi MC con il fit.
100
5.5. Parametrizzazioni cinematiche
5.5.4 Parametrizzazione cinematica del segnale B → D0∗pi
Per la parametrizzazione del Ptot del fondo fisico D
0∗π e` stato utilizzato un polinomio di
quinto grado moltiplicato per un’esponenziale. Il risultato e` mostrato in Fig. 5.15.
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Figura 5.15: Fit della ditribuzione di Ptot nel caso del decadimento B → D0∗π.
L’andamento dei coefficienti del polinomio di sesto grado in α, in funzione di Ptot, e
delle funzioni utilizzate per fittarli e` riportato nella Fig. 5.16.
Abbiamo scelto la parametrizzazione ottenuta con il fit bidimensionale ed in Fig. 5.17
sono riportate le proiezioni della funzione bidimensionale P (α,Ptot) nella variabile α per
alcuni intervalli di Ptot.
La distribuzione bidimensionale di Ptot vs α e` riportata nella Fig. 5.18 dove, come
prima, abbiamo riportato gli eventi simulati, il fit e la loro sovrapposizione.
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Figura 5.16: Fit dei coefficienti del polinomio di sesto grado di α per il decadimento ricostruito
B → D0∗π. Da sinistra verso destra, dall’alto in basso, i parametri sono stati fittati con polinomi
di grado tre per il coefficiente che moltiplica il termine di ordine zero, uno, tre, quattro e sei. Per i
coefficienti dei ternimi di secondo grado e di quinto e` stato utilizzato un polinomio di quarto grado.
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Figura 5.17: Proiezione del fit bidimensionale di P (α, Ptot) per il decadimento ricostruito B →
D0∗π, nella variabile α, selezionata in alcuni intervalli di Ptot (di cui abbiamo riportato gli estremi
in figura), scelti tra 8 e 30 GeV/c. I parametri di α sono stati scelti dal fit.
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Figura 5.18: Dall’alto verso il basso: distribuzione bidimensionale di Ptot vs α per il decadimento
B → D0∗π ricostruito con una simulazione MC, funzione bidimensionale che descrive P (α, Ptot),
sovrapposizione degli eventi simulati con il fit.
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5.5.5 Parametrizzazione cinematica del fondo combinatorio
Per la parametrizzazione del fondo combinatorio (che consideriamo nell’intervallo di massa
[5.40, 5.80] GeV/c2) vengono usati direttamente i dati invece del Monte Carlo. Quest’ul-
timo infatti non e` affidabile nel riprodurre il fondo combinatorio che e` costituito da una
mistura di molti tipi diversi di decadimenti.
Purtroppo, avendo voluto eliminare il piu` possibile il fondo combinatorio, cos`ı da po-
ter individuare un segnale DCS anche piccolo, non e` stato possibile farne una buona
parametrizzazione data l’esiguita` di eventi rimasti.
Per questo e` stata utilizzata una parametrizzazione del fondo combinatorio ottenuta
sul campione CF selezionato con tagli simili a quelli utilizzati in questa parte dell’analisi,
ma meno restrittivi [46, 47].
Sappiamo che le parametrizzazioni, oltre a dipendere dal tipo di decadimento, dipendono
anche dai tagli con cui viene selezionato il campione. In generale e` importante che esse
siano fatte nel modo piu` preciso possibile, ma saranno piu` precise maggiore e` la statistica
del campione. Visto che in questa analisi gli eventi sono cos`ı esigui, il fatto di non avere
delle parametrizzazioni esatte non influira` in modo cos`ı significativo sul risultato della
misura.
Il Ptot e` stato fittato con una funzione di Pearson del IV tipo, definita come:
P (x) =
(
1 +
(−x− p0
p1
)2)p2
· exp
(
−p3 · arctan
(−x− p0
p1
))
· p4
di cui possiamo vederne il fit nella Fig. 5.19.
Le proiezioni del fit bidimensionale nella variabile α sono riportate nella Fig. 5.20.
Riportiamo nella Fig. 5.21 la distribuzione di Ptot vs α del fondo combinatorio e la
funzione bidimensionale ottenuta.
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Figura 5.19: Fit della ditribuzione di Ptot per il fondo combinatorio.
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Figura 5.20: Fit della ditribuzione di α negli intervalli di Ptot per il fondo combinatorio. Il primo
istogramma e` stato costruito per 8 GeV/c ≤ Ptot ≤ 10 GeV/c, il secondo per 10 GeV/c ≤ Ptot ≤
12 GeV/c, ecc.
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Figura 5.21: Dall’alto verso il basso: distribuzione bidimensionale di Ptot vs α per il fondo
combinatorio e la funzione bidimensionale che descrive P (α, Ptot).
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5.6 Risultati del fit cinematico
Utilizzando gli ingredienti descritti nelle precedenti sezioni, abbiamo implementato un fit
unbinned di massima Likelihood che utilizza le informazioni sulla massa e sulla cinematica
dei decadimenti e lo abbiamo applicato simultaneamente ai campioni CF e DCS selezio-
nati con i tagli riportati nel Cap. 5.4. Ricordiamo che le parametrizzazioni usate nel fit
richiedono che la traccia da B ed una da D0 abbiano superato la selezione del trigger.
Gli intervalli di fit sono fissati a [5.17, 5.60] GeV/c2 per la massa, [8, 30] GeV/c per
l’impulso totale e [−0.8, 0.8] per α. La luminosita` integrata del campione e` pari a
L = 2.4 fb−1
Visto che questo fit non prevede ancora l’utilizzo dell’informazione della perdita di
energia per ionizzazione (dE/dx), che permette di discriminare in modo corretto π da K,
abbiamo nuovamente fissato le condizioni imposte al precedente fit di sola massa, cioe` che
il rapporto tra la frazione di eventi B → D0CFK e B → D0CFπ sia:
R =
N(B− → D0CFK−) +N(B+ → D
0
CFK
+)
N(B− → D0CFπ−) +N(B+ → D
0
CFπ
+)
= 0.0684 ± 0.0043 (5.7)
e che la frazione di eventi B → D0DCSK sia zero.
Con questo fit abbiamo ottenuto un numero di eventi CF pari a 4511±31, con il quale,
sempre utilizzando il valore RADS trovato da Belle [21], ci aspettiamo di vedere un numero
di eventi DCS pari a 15.
Il numero trovato e` 22± 7, in accordo con quello aspettato. La significativita` del segnale
e` di 3.6σ. Calcolando RADS otteniamo:
RADS(π) = (4.9 ± 1.5) · 10−3
nuovamente in accordo con il valore trovato da Belle, entro l’errore che e` puramente
statistico e non tiene conto delle incertezze sistematiche.
Rispetto al precedente risultato con il taglio sullo pseudo Likelihood Ratio abbiamo
dimezzato il numero di eventi e per questo la risoluzione e` piu` grande di un fattore
√
2.
Dal nostro fit possiamo ottenere anche un valore per l’asimmetria CP del canale B →
D0DCSπ. A questo stadio iniziale dell’analisi, il risultato viene mantenuto “blind”, ma la
risoluzione puo` invece essere quotata ed e`:
AADS(π) = xxx± 0.29 .
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5.6. Risultati del fit cinematico
Ricordando che il risultato ottenuto da Belle e`:
AADS(π) = −0.023 ± 0.218(stat)± 0.071(syst)
notiamo come la nostra incertezza statistica sia molto vicina a quella di Belle.
Riportiamo nelle Fig. 5.22 e 5.23 la proiezione in massa del fit rispettivamente sui
campioni CF e DCS.
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Figura 5.22: Proiezione in massa del fit di massima Likelihood con le informazioni sulla massa e
sulla cinematica per il campione CF. In verde abbiamo riportato il decadimento B− → D0π−, in
blu B− → D0K−, in magenta B− → D0∗π−, in rosso la somma di tutti i contributi ed in nero il
fondo combinatorio.
Notiamo come adesso le proiezioni siano in accordo con i dati, sia nel campione CF,
dove, per la maggiore statistica sarebbe piu` facile vedere discrepanze, che nel campione
DCS. Questo ci dimostra l’affidabilita` del fit che abbiamo implementato e la bonta` delle
parametrizzazioni utilizzate per le distribuzioni dei dati.
Abbiamo quindi dimostrato che per ottenere un risultato quantitativamente piu` preciso
e` necessario aggiungere ulteriori informazioni al fit. Esso puo` risultare di non immediata
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Fit cinematico
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Figura 5.23: Proiezione in massa del fit di massima Likelihood con le informazioni sulla massa e
sulla cinematica per il campione DCS. In verde abbiamo riportato il decadimento B− → D0π−, in
magenta B− → D0∗π−, in rosso la somma di tutti i contributi ed in nero il fondo combinatorio.
comprensione e sicuramente di maggiore complessita`, ma, come abbiamo visto, e` anche
piu` efficiente.
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Capitolo 6
Conclusioni
I
l risultato di questo lavoro di tesi e` stata la ricostruzione, per la prima volta ad
un collisionatore adronico, del decadimento Doppio Cabibbo Soppresso B− →
[K+π−]D π
−, in un campione di 2.4 fb−1 di dati raccolti dall’esperimento CDF II al
collisionatore Tevatron del Fermilab.
Utilizzando una selezione ottimizzata basata su uno pseudo Likelihood Ratio ed un fit
unbinned di Massima Likelihood dello spettro in massa, e` stato ricostruito un campione
di 41± 12 eventi B− → [K+π−]D π−, con una significativita` di 3.9 σ.
Il numero di eventi stimato e` circa la meta` del piu` grande campione attualmente dispo-
nibile [21]. Calcolandone il rapporto di branching fractions con il decadimento Cabibbo
Favorito B− → [K−π+]D π− si ottiene:
RADS(π) =
BR(B− → D0DCSπ−) +BR(B+ → D
0
DCSπ
+)
BR(B− → D0CFπ−) +BR(B+ → D
0
CFπ
+)
= (3.7 ± 1.1) · 10−3 .
L’incertezza da noi quotata e` solo quella statistica, ma ci aspettiamo, in base a prece-
denti misure effettuate su campioni simili [47], che le incertezze sistematiche non abbiano
un impatto significativo nella misura.
Questo valore e` in accordo con la misura pubblicata dalla collaborazione Belle [21]:
RADS(π) =
[
3.40+0.56−0.54(stat)
+0.13
−0.21(syst)
] · 10−3 .
Notiamo come l’errore statistico da noi trovato sia piu` grande di quello ottenuto
dall’esperimento Belle, a causa della minore statistica presente nel nostro campione.
Abbiamo quindi implementato un fit di Massima Likelihood piu` completo ed accurato,
che include l’informazione cinematica del decadimento, e lo abbiamo applicato ad un
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sottocampione di dati, ricostruito con tagli semplificati.
Questo fit ha portato ad una misura piu` accurata, anche se con minore statistica, e ad un
valore di risoluzione sull’asimmetria pari a:
AADS(π) = xxx± 0.29 .
Pur lavorando su meta` del campione a disposizione, abbiamo ottenuto una risoluzione
sull’asimmetria paragonabile a quella raggiunta dall’esperimanto Belle, che e` pari a:
AADS(π) = −0.023 ± 0.218(stat)± 0.071(syst) .
Questo lavoro di tesi ha quindi dimostrato la reale fattibilita` di questo genere di analisi
anche ad un collisionatore adronico, quando sia disponibile un buon sistema di tracking
ed un trigger selettivo.
Queste misure contribuiranno a determinare in modo piu` accurato l’angolo γ, attual-
mente ancora soggetto ad una notevole incertezza, migliorando la nostra comprensione
sulla violazione di CP.
In particolare, includendo nel fit anche l’informazione del dE/dx, ed applicandolo al-
l’intero campione di dati selezionati con lo pLR, ci aspettiamo di poter eseguire una misura
di branching fractions e di asimmetria CP di qualita` comparabile con le migliori misure
esistenti.
Ci aspettiamo inoltre, grazie alla separazione tra π e K fornita dal dE/dx, di essere in
grado di misurare, o comunque porre un limite, anche sul decadimento ancora piu` raro
B− → D0DCSK−.
Ancora piu` interessante sara` il risultato con i 6-8 fb−1 di dati previsti per i prossimi due
anni a CDF.
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