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1. Introduction
Kostyrko et al. (cf. [1]; a similar concept was invented in [2]) introduced the concept of I-convergence of sequences in a
metric space and studied some properties of such convergence. Note that I-convergence is an interesting generalization of
statistical convergence.
The notion of statistical convergence of sequences of real numbers was introduced by Fast in [3] and Steinhaus
in [4] (see also [5]) and is based on the notion of asymptotic density of a set A ⊂ N [6–8]. However, the first idea of
statistical convergence appeared (under the name almost convergence) in the first edition (Warsaw, 1935) of the celebrated
monograph [9] of Zygmund. It should also be mentioned that the notion of statistical convergence has been considered in
other contexts, by several people like Bernstein, Frolik, etc.
Statistical convergence had been discussed and developed by many authors including Connor [10], Erdös and
Tenenbaum [11], Freedman and Sember [12], Fridy [13], Miller [14], Pehlivan and Karaev [15], Pehlivan et al. [16], Di Maio
and Kočiniac [17], Balcerzak et al. [18].
The concepts of 2-metric spaces and 2-normed spaces were initially introduced by Gähler [19–21] in 1960’s. This notion
which is nothing but a two dimensional analogue of a normed space drew the attention of a wider audience after the
publication of a paper by George [22]. Siddiqi delivered a series of lectures on this theme in various conferences. His joint
paper with Gähler et al. [23] also provided valuable results related to the theme of this paper. Results up to 1977 were
summarized in the survey paper by Siddiqi [24]. Since then, many researchers have studied these subjects and obtained
various results [25–33].
In this paper we study the completion of a linear n-normed space via ideal convergence by introducing the concept of
uniformly continuous n-norm and ideal equivalent sequences.
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First we introduce some notation. Throughout this paper Nwill denote the set of positive integers. If K is a subset of N0,
the set of natural numbers, then Kn denotes the set {k ≤ n : k ∈ K}. The natural density of K , denoted by δ (K) is given by
δ (K) = lim 1
n
|{k ≤ n : k ∈ K}|
whenever the limit exists, where |Kn| denotes the cardinality of the set Kn [12].
Let (X, ‖.‖) be a normed space. Recall that a sequence (xk)k∈N of elements of X is said to be statistically convergent to
x ∈ X if the set A (ε) = {k ∈ N : ‖xk − x‖ ≥ ε} has natural density zero for each ε > 0.
A family I ⊂ 2Y of subsets of a nonempty set Y is said to be an ideal in Y if (i) ∅ ∈ I; (ii) A, B ∈ I imply A ∪ B ∈ I;
(iii) A ∈ I, B ⊂ A imply B ∈ I, while an admissible ideal I of Y further satisfies {x} ∈ I for each x ∈ Y [34,35].
Let I ⊂ 2N be a nontrivial ideal (i.e., I ≠ ∅ and Y ∉ I) inN. The sequence (xk)k∈N in X is said to be I-convergent to x ∈ X ,
if for each ε > 0 the set A (ε) = {k ∈ N : ‖xk − x‖ ≥ ε} belongs to I [1,36].
The sequence {xk} is said to be an I-Cauchy sequence if for every ε > 0, there exists a positive integer N = N (ε) such
that

k ∈ N : xk − xN(ε) ≥ ε belongs to I [37,38].
Let X be a real vector space of dimension d, where 2 ≤ d < ∞. A 2-norm on X is a function ‖., .‖ : X × X → R which
satisfies the following four conditions:
(i) ‖x, y‖ = 0 if and only if x and y are linearly dependent;
(ii) ‖x, y‖ = ‖y, x‖;
(iii) ‖αx, y‖ = |α| ‖x, y‖, α ∈ R;
(iv) ‖x, y+ z‖ ≤ ‖x, y‖ + ‖x, z‖ .
The pair (X, ‖., .‖) is then called a 2-normed space [19,20].
The sequence {xk} in a 2-normed space (X, ‖., .‖) is said to be convergent to L in X if limk→∞ ‖xk − L, z‖ = 0 for every
z ∈ X . In such a case, we write limk→∞ ‖xk, z‖ := ‖L, z‖ [39].
The sequence {xk} in a 2-normed space (X, ‖., .‖) is said to be Cauchy sequence in X if limm,k→∞ ‖xm − xk, z‖ = 0 for
every z ∈ X [39].
In 2007, Şahiner et al. gave the following definitions in [33].
Let I ⊂ 2N be a nontrivial ideal in N. The sequence (xn) in a 2-normed space X is said to be I-convergent to x, if for each
ε > 0 and z in X the set A (ε) = {n ∈ N : ‖xn − x, z‖ ≥ ε} belongs to I.
Further we will give some examples of ideals and corresponding I-convergences.
(I) Let If be the family of all finite subsets of N. Then If is an admissible ideal in N and If convergence coincides with usual
convergence [19].
(II) Put Iδ = {A ⊂ N : δ (A) = 0}. Then Iδ is an admissible ideal in N and Iδ convergence coincides with the statistical
convergence [29].
(III) A wide class of I-convergences can be obtained as follows. Let T = tn,kn,k∈N be a regular non negative matrix. For
A ⊂ N we put δ(n)T (A) =
∑∞
k=1 tn,kχA (k) for n ∈ N. If limn→∞ δ(n)T (A) = δT (A) exists, then δT (A) is called a T -density of A
(see [14]). Put IδT = {A ⊂ N : δT (A) = 0}. Then IδT is an admissible ideal in N and IδT contains Iδ-convergence as special
cases (see [1]).
In [1] another special case of IδT -convergence is given.
2. Preliminaries
In 2001, Gunawan and Mashadi in [27] gave the following definitions.
Definition 1. Let n ∈ N and X be a real vector space of dimension d ≥ n (here we allow d to be infinite). A real-valued
function ‖., . . . , .‖ on Xn satisfying the following four properties
(i) ‖x1, x2, . . . , xn‖ = 0 if and only if x1, x2, . . . , xn are linearly dependent;
(ii) ‖x1, x2, . . . , xn‖ is invariant under permutation;
(iii) ‖x1, x2, . . . , xn−1, αxn‖ = |α| ‖x1, x2, . . . , xn−1, xn‖, for any α ∈ R;
(iv) ‖x1, x2, . . . , xn−1, y+ z‖ ≤ ‖x1, x2, . . . , xn−1, y‖ + ‖x1, x2, . . . , xn−1, z‖ ,
is called an n-norm on X and the pair (X, ‖., . . . , .‖) is called an n-normed space.
It is well-known fact from the following corollary that n-normed spaces are actually normed spaces (see also [40]).
Corollary 1 ([27]). Every n-normed space is an (n − r)-normed space for all r = 1, . . . , n − 1. In particular, every n-normed
space is a normed space.
Example 1. A standard example of an n-normed space is X = Rn equipped with the n-norm is
‖x1, x2, . . . , xn−1, xn‖ := the volume of the n-dimensional parallelepiped spanned by x1, x2, . . . , xn−1, xn in X .
More examples of n-normed spaces can be found [27,28].
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Observe that in any n-normed space (X, ‖., . . . , .‖)we have
‖x1, x2, . . . , xn−1, xn‖ ≥ 0
and
‖x1, x2, . . . , xn−1, xn‖ = ‖x1, x2, . . . , xn−1, xn + α1x1 + · · · + αn−1xn−1‖
for all x1, x2, . . . , xn ∈ X and α1, . . . , αn−1 ∈ R.
Definition 2. A sequence {xk} in an n-normed space (X, ‖., . . . , .‖) is said to be convergent to an l ∈ X if
lim
k→∞
‖xk − l, z1, z2, . . . , zn−1‖ = 0
for every z1, z2, . . . , zn−1 ∈ X .
Definition 3. A sequence {xk} in an n-normed space (X, ‖., . . . , .‖) is called a Cauchy sequence if
lim
k,l→∞
‖xk − xl, z1, z2, . . . , zn−1‖ = 0
for every z1, z2, . . . , zn−1 ∈ X .
Now, we introduce the notion of ideal convergence in n-normed spaces and give the main results of the paper.
3. Main results
Suppose hereafter that I is a nontrivial ideal in 2N, unless otherwise stated.
Definition 4. Let {xk} be a sequence in an n-normed space (X, ‖., . . . , .‖). Then the sequence {xk} is said to be ideal
convergent to L if for every ε > 0 and any nonzero z1, z2, . . . , zn−1 in X the set
{k ∈ N : ‖xk − L, z1, z2, . . . , zn−1‖ ≥ ε}
belongs to I. In this case we write
I- lim
k→∞ X(xk) = L.
Definition 5. A sequence {xk} in a linear n-normed space (X, ‖., . . . , .‖) is said to be an ideal Cauchy sequence in X if for
every ε > 0 and nonzero z1, z2, . . . , zn−1 ∈ X there exists a number N = N (ε, z1, z2, . . . , zn−1) such that
{k ∈ N : ‖xk − xm, z1, z2, . . . , zn−1‖ ≥ ε} ∈ I,
for allm ≥ N.
Theorem 1. Let {xk} and {yk} be any two ideal Cauchy sequences in an n-normed space. Then so are {xk + yk} and {λxk}, where
λ is a scalar.
Proof. If {xk} and {yk} are ideal Cauchy sequences in (X, ‖., . . . , .‖), then for every ε > 0 and z1, z2, . . . , zn−1 ∈ X there
exists a number N = N (ε, z1, z2, . . . , zn−1) such that
K1 =

k ∈ N : ‖xk − xm, z1, z2, . . . , zn−1‖ ≥ ε2

∈ I
and
K2 =

k ∈ N : ‖yk − ym, z1, z2, . . . , zn−1‖ ≥ ε2

∈ I
for allm ≥ N . Let
K = K (ε) = {k ∈ N : ‖(xk + yk)− (xm + ym) , z1, z2, . . . , zn−1‖ ≥ ε} .
Since it is absolutely straightforward to prove that K ⊂ K1 ∪ K2, we omit it.
Now, it is also routine to show that if {xk} is an I-Cauchy sequence then so is {λxk} . 
Definition 6. Two ideal Cauchy sequences {xk} and {yk} in a linear n-normed space (X, ‖., . . . , .‖) are said to be ideal
equivalent if for every neighborhood U of 0 there is an integer N (U) such that
{k ∈ N : k ≥ N (U) and xk − yk ∉ U} ∈ I.
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This is equivalent to
I- lim
k→∞
‖xk − yk, z1, z2, . . . , zn−1‖ = 0
for every z1, z2, . . . , zn−1 ∈ X . If {xk} and {yk} are ideal equivalent, then write {xk} I≈ {yk}.
Remark 1. Let (X, ‖., . . . , .‖) be a linear n-normed space. If {ak} I≈ {xk} and {bk} I≈ {yk} , then {ak + bk} I≈ {xk + yk} and
{αak} I≈ {αxk}with α ∈ R.
Proof. Since {ak} I≈ {xk} and {bk} I≈ {yk}, for any ε > 0 and z1, z2, . . . , zn−1 ∈ X we have K1, K2 ∈ I where
K1 =

k ∈ N : ‖ak − xk, z1, z2, . . . , zn−1‖ ≥ ε2

and
K2 =

k ∈ N : ‖bk − yk, z1, z2, . . . , zn−1‖ ≥ ε2

.
Let
K = K (ε) = {k ∈ N : ‖(ak + bk)− (xk + yk) , z1, z2, . . . , zn−1‖ ≥ ε} .
Since the proofs of K ⊂ K1 ∪ K2 and {αak} I≈ {αxk} are routine, we omit the detail. 
We denote the set of all equivalence classes of ideal Cauchy sequences in X byX . Letx,y etc. denote the elements ofX .
Define an addition and scalar multiplication onX as follows:
(i) x+y =the set of all sequences ideal equivalent to {xk + yk}, where {xk} ∈x and {yk} ∈y.
(ii) αx =the set of all sequences ideal equivalent to {αxk} ,where {xk} ∈x.
By Remark 1, these two operations are well-defined since they are independent of the choice of elements fromx andy.
With these two operations,X is a linear space.
Remark 2. If {xk} is an ideal Cauchy sequence in a linear n-normed space (X, ‖., . . . , .‖) and z1, z2, . . . , zn−1 ∈ X , then
I- lim
k→∞
{‖xk, z1, z2, . . . , zn−1‖}
exists.
In the proof of Remark 2, similar arguments as in [37] such as the completeness of R and some known facts are used.
Theorem 2. If two ideal Cauchy sequences

x1(k)

and

x2(k)

in a linear n-normed space (X, ‖., . . . , .‖) are ideal equivalent,
then
I- lim
k→∞
x1(k), z1, z2, . . . , zn−1 = I- lim
k→∞
x2(k), z1, z2, . . . , zn−1
for every z1, z2, . . . , zn−1 ∈ X.
Proof. Sincex1(k), z1, z2, . . . , zn−1 = x1(k) − x2(k) + x2(k), z1, z2, . . . , zn−1
≤ x1(k) − x2(k), z1, z2, . . . , zn−1+ x2(k), z1, z2, . . . , zn−1
we havex1(k), z1, z2, . . . , zn−1− x2(k), z1, z2, . . . , zn−1 ≤ x1(k) − x2(k), z1, z2, . . . , zn−1
and x2(k), z1, z2, . . . , zn−1− x1(k), z1, z2, . . . , zn−1 ≤ x2(k) − x1(k), z1, z2, . . . , zn−1 .
Thus we obtain the following
k ∈ N : x2(k),z1, . . . , zn−1− x1(k), z1, z2, . . . , zn−1 ≥ ε⊂ k ∈ N : x2(k) − x1(k), z1, . . . , zn−1 ≥ ε .
Since

x1(k)

and

x2(k)

are ideal equivalent
k ∈ N : x2(k) − x1(k), z1, . . . , zn−1 ≥ ε ∈ I
and consequently the following completes the proof.
k ∈ N : x2(k),z1, . . . , zn−1− x1(k), z1, z2, . . . , zn−1 ≥ ε ∈ I. 
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One of the major problems in working towards the completion of a linear n-normed space has been the question of the
existence of I-limk→∞
x1(k),x2(k), . . . , xn(k) for any nI-Cauchy sequences in X . The problem is solved for spaces which
have uniformly continuous n-norms defined on them. As will be shown subsequently, such spaces can be completed at least
to a pseudo n-normed space.
Definition 7. An n-norm ‖., . . . , .‖ defined on a linear space X is said to be ideal uniformly continuous in each of these n
variables if for every ε > 0 there exists a neighborhood Uε of 0 such that for any choice x1i, x2i, . . . , xni, x1j, x2j, . . . , xnj with
x1i − x1j, x2i − x2j, . . . , xni − xnj ∈ Uε (1 ≤ i, j ≤ n)we have
k ∈ N : ‖x1i, x2i, . . . , xni‖ − x1j, x2j, . . . , xnj ≥ ε ∈ I.
Definition 8. A pseudo n-norm is defined to be a real function having all the properties of an n-norm except the condition
that ‖x1, x2, . . . , xn‖ = 0 implies the linear dependence of x1, x2, . . . , xn.
Wemerely state the following lemmas and omit the proofs:
Lemma 1. If X is a linear space having an ideal uniformly continuous n-norm, then for any n I-Cauchy sequences

x1(k)

,
x2(k)

, . . . ,

xn(k)

in X
I- lim
k→∞
x1(k),x2(k), . . . , xn(k)
exists.
The proof of Lemma 1 can be proved by using Definition 7 and similar arguments as in the proof of Remark 2.
Lemma 2. If X has an ideal uniformly continuous n-norm, then for pairs of equivalent ideal Cauchy sequences,
x1(k)
 I
≈

a1(k)

,

x2(k)
 I
≈

a2(k)

, . . . ,

xn(k)
 I
≈

an(k)

,
we have
I- lim
k→∞
x1(k),x2(k), . . . , xn(k) = I- lim
k→∞
a1(k),a2(k), . . . , an(k) .
Now if X is a linear space with a uniformly continuous n-norm, then for everyx1,x2, . . . ,xn ∈ X we can define a real
valued function on the spaceX by the following:
‖x1,x2, . . . ,xn‖ = I- lim
k→∞
x1(k), x2(k), . . . , xn(k) ,
where

x1(k)
 ∈x1, x2(k) ∈x2, . . . , xn(k) ∈xn. The function is well defined since the limit exists by Lemma 1 and it is
independent of the choice of elements inx1,x2, . . . ,xn by Lemma 2. Themost that can be said thus far regarding the function
defined above is that it is a pseudo n-norm for the spaceX . It remains an open question whether the function is a n-norm.
Theorem 3. If X is a linear space with an ideal uniformly continuous n-norm and

x1(k)
 ∈x1, x2(k) ∈x2, . . . , xn(k) ∈xn
are ideal Cauchy sequences then the function
‖x1,x2, . . . ,xn‖ = I- lim
k→∞
x1(k), x2(k), . . . , xn(k)
is a pseudo n-norm onX .
Proof. (i) Ifx1,x2, . . . ,xn are linearly dependent then we may write
‖x1,x2, . . . ,xn‖ = I- lim
k→∞
x1(k), x2(k), . . . , xn(k)
= 0.
(ii) Since
‖x1,x2, . . . ,xn‖ = I- lim
k→∞
x1(k), x2(k), . . . , xn(k)
and
x1(k), x2(k), . . . , xn(k) is invariant under permutation, so is ‖x1,x2, . . . ,xn‖.
(iii)
‖x1,x2, . . . , αxn‖ = I- lim
k→∞
x1(k), x2(k), . . . , αxn(k)
= I- lim
k→∞
|α| x1(k), x2(k), . . . , xn(k)
= |α| ‖x1,x2, . . . ,xn‖ .
688 A. Şahiner et al. / Computers and Mathematics with Applications 61 (2011) 683–689
(iv)
‖x1,x2, . . .xn−1,y+z‖ = I- lim
k→∞
x1(k), x2(k), . . . , x(n−1)(k), (y+ z)(k)
≤ I- lim
k→∞
x1(k), x2(k), . . . , x(n−1)(k), y(k)+ I- lim
k→∞
x1(k), x2(k), . . . , x(n−1)(k), z(k)
= ‖x1,x2, . . .xn−1,y‖ + ‖x1,x2, . . .xn−1,z‖ . 
LetX0 be a subset ofX consisting of those equivalence classes which contains an ideal Cauchy sequence {xk} for which
x1 = x2 = · · · = xk = · · ·. At most one sequence of this kind can be in each ideal equivalence class. Ifx1,x2, . . . ,xn are inX0 and if the corresponding Cauchy sequences are x1(k) , x2(k) , . . . , xn(k)with x1(k) = x1, x2(k) = x2, . . . , xn(k) = xn for
every k, then we have
‖x1,x2, . . . ,xn‖ = I- lim
k→∞
x1(k), x2(k), . . . , xn(k)
= I- lim
k→∞
‖x1, x2, . . . , xn‖
= ‖x1, x2, . . . , xn‖ .
ThusX0 and X are isometric.
We say that Y ⊆X is ideal dense if for eachx ∈X \ Y there is a sequence xk ⊆ Y such that
I- lim
k→∞
xk −x,z1, . . . ,zn−1 = 0
for allz1, . . . ,zn−1 ∈X .
Theorem 4. If X is a linear space with an ideal uniformly continuous n-norm, thenX0 is ideal dense inX.
Proof. Letx be an arbitrary element inX −X0 and {xk} be an ideal Cauchy sequence in X such that {xk} ∈x. For each k,xk
is defined to be the element inX0 which contains the repetitive sequence xk, xk, . . .. For eachz1,z2, . . . ,zn−1 inX and each
z(1)k
 ∈z1, z(2)k ∈z2, . . . , z(n−1)k ∈zn−1, since the n-norm is ideal uniformly continuous we have
k ∈ N : xkm − xm, z1(m), . . . , z(n−1)(m) ≥ ε = k ∈ N : xk − xm, z1(m), . . . , z(n−1)(m) ≥ ε ∈ I
where

xk

m is themth-component of the repetitive sequence inxk. It is clear that for all k ≥ N (ε, z1, z2, . . . , zn−1)
k ∈ N : xk−x,z1,z2, . . . ,zn−1 ≥ ε ∈ I
and hence I-limk→∞
xk −x,z1,z2, . . . ,zn−1 = 0 for eachz1,z2, . . . ,zn−1 ∈X . ThusX0 is ideal dense inX . 
We say that a pseudo n-normed space X is ideal complete if every ideal Cauchy sequence is ideal convergent in X .
Theorem 5. If X is a linear space having an ideal uniformly continuous n-norm, thenX is ideal complete.
Proof. Let {yk} be an ideal Cauchy sequence inX . Letz1,z2, . . . ,zn−1 be any arbitrary elements inX and for each k, from the
fact thatX0 is ideal dense inX we can choose wk inX0 such that
k ∈ N : ‖yk − wk,z1,z2, . . . ,zn−1‖ ≥ 1k

∈ I.
Let ε > 0. Using (iv) property of n-norm‖., . . . , .‖, we have
K := {k ∈ N : ‖wk − wm,z1,z2, . . . ,zn−1‖ ≥ ε}
⊆

k ∈ N : ‖wk −yk,z1,z2, . . . ,zn−1‖ ≥ 1k

∪

k ∈ N : ‖yk −ym,z1,z2, . . . ,zn−1‖ ≥ ε3
∪

m ∈ N : ‖ym − wm,z1,z2, . . . ,zn−1‖ ≥ 1m

,
for k,m ≥ N = N (ε, z1, z2, . . . , zn−1)where N ≥ ε3 and the sets
k ∈ N : ‖wk −yk,z1,z2, . . . ,zn−1‖ ≥ 1k

and 
m ∈ N : ‖ym − wm,z1,z2, . . . ,zn−1‖ ≥ 1m

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belong to I. Sincez1,z2, . . . ,zn−1 are arbitrary andyk is an ideal Cauchy sequence inX , {wk} is an ideal Cauchy sequence inX0. Let {wk} be the sequence in X corresponding to {wk} under the isometry betweenX and X0. Then {wk} is an ideal Cauchy
sequence in X . Hence there exists an elementy inX such that {wk} ∈y and
K1 := {k ∈ N : ‖yk −y,z1,z2, . . . ,zn−1‖ ≥ ε}
⊆

k ∈ N : ‖yk −wk,z1,z2, . . . ,zn−1‖ ≥ 1k

∪

k ∈ N : ‖wk −y,z1,z2, . . . ,zn−1‖ ≥ ε2
for k ≥ N = N (ε, z1, z2, . . . , zn−1)where N ≥ ε2 . As in the proof of Theorem 4,
{k ∈ N : ‖wk −y,z1,z2, . . . ,zn−1‖ ≥ ε} ∈ I
for k ≥ N (ε, z1, z2, . . . , zn−1) provided
k ∈ N : wk − wm, z1(m), z2(m), . . . , z(n−1)(m) ≥ ε ∈ I
for k,m ≥ N (ε, z1, z2, . . . , zn−1). Thus we showed that K1 ∈ I. Since {yk} inX is arbitrary, the spaceX is ideal complete. 
An example of an ideal uniformly continuous n-norm ‖., . . . , .‖ is the function defined by
‖x1, x2, . . . , xn‖ = 12
 d−1≤i<j<n

x1i x1(i+1) · · · x1j
x2i x2(i+1) · · · x2j
...
...
. . .
...
xni xn(i+1) · · · xnj

2
1
2
,
where xj =∑ni=1 xjiei, j = 1, 2, . . . , n for basis elements {ei}ni=1 .
For example, Gähler [20] has shown that a well defined 2-norm not only on finite dimensional spaces but also on Hilbert
sequence spaces is
‖a, b‖ = 1
2

n−
i<j
ai ajbi bj
2
 1
2
,
where a = ∑ni=1 aiei and b = ∑ni=1 biei for basis elements {ei}ni=1. This is an example of a uniformly continuous 2-norm‖., .‖ .
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