








法政大学大学院理工学・工学研究科紀要　 Vol.59 (2018年 3月) 法政大学
エージェント環境におけるモデル構築に関する研究





In recent years agent technology which learns and automates certain knowledge
is used everywhere. To learn this knowledge reinforcement learning(RL) is a powerful
approach. In RL agents learn knowledge through interaction with environment. However,
conventional RL cannot deal with an enormous number of states, continuous value state
and cooperation between agents. In this investigation, we propose new models in agent
environment for ecient RL. In experiments, we show the eectivities of our approaches
by some experimental results.

























































































鏡の置く位置を X軸，Y軸，X軸と Y軸の 3パターンで実
験を行い，鏡を置かない追跡問題と比較を行う．実験の評価








 鏡なし X 軸 Y 軸 X,Y 軸
0.1 130500 62000(47.5%) 67500 (51.7) 34500 (26.4)
0.2 64500 30500 (47.3) 32000 (49.6) 20500 (31.8)
0.3 49000 22500 (45.9) 23500(48.0) 17000 (34.7)
表 2 捕獲ステップ
 鏡なし X 軸 Y 軸 X,Y 軸
0.1 6.66 6.76(+1.5%) 6.77 (+1.7) 6.90 (+3.6)
0.2 6.84 6.90 (+0.9) 6.9 (+1.0)1 7.02 (+2.6)
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