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No nos pasa inadvertido que desde hace ya algún tiempo se
aprecia un incremento en el estudio y aplicación de diseños de in-
vestigación intragrupo. Su común denominador es tener una es-
tructura de carácter longitudinal donde la/las unidades de observa-
ción que componen la/las muestras se someten a observación en
ocasiones sucesivas. En función de la naturaleza de las fuentes de
variación, de la regla de asignación, de la naturaleza y cantidad de
variables dependientes, así como del número de registros de las
mismas, se despliegan en un amplio abanico de diseños particula-
res, todos ellos de medidas repetidas, que, simplificando, los po-
dríamos bifurcar en diseños de sujetos x tratamientos o diseños de
sujetos x ocasiones (Fernández, 1999). Amén de que se advierten
ventajas de considerable valor práctico, estadístico y sustantivo
adolecen de la posible presencia de efectos secuenciales que pue-
den amenazar tanto a la validez interna como a la validez de con-
clusión estadística. En este sentido, si los efectos de práctica y re-
siduales pueden contaminar los resultados cuando las fuentes de
variación son tratamientos, la dependencia serial en las puntuacio-
nes o en los errores es el patrón habitual cuando la unidad que se
asigna a la condición de observación son puntos de una serie or-
denados temporal o espacialmente.
Se entiende que un conjunto q (k=1,,q) de variables aleato-
rias ordenadas tienen estructura de dependencia serial de orden r
si, la kth variable, dada la precedente, es interdependiente de todas
las demás r variables precedentes (Gabriel, 1962). Típicamente, la
correlación entre las observaciones de dos puntos en el tiempo ex-
perimenta una función negativa de la distancia temporal entre ellos
susceptible de manifestarse en dos sentidos: positiva (Eik≥0,
Eij+1≥0 o Eik≤0, Eij+1≤ 0) y negativa (Eik≥0, Eij+1≤0 ó Eik≤0,
Eij+1≥0). Resta añadir que la maduración o la memoria pueden es-
tar presentes si la investigación implica algún proceso de creci-
miento o aprendizaje provocando que, desviaciones aleatorias al-
rededor de una tendencia subyacente sean no estacionarias (σ2k<
σ2k o σ2k   >σ2k para k<k).
Acerca de la correlación serial en las Ciencias Sociales y Com-
portamentales existe un consenso en tres direcciones. De una parte,
que la autocorrelación positiva de primer orden es la más habitual.
De otra, que existe una seria dificultad para efectuar estimaciones
estables y correctas de los parámetros (σ2 y ρ) en series temporales
cortas (q<30) debido a la escasa potencia de las estrategias de cál-
culo. Por último, son muchos los investigadores que advierten de
que muy pequeñas desviaciones de la no autocorrelación pueden vi-
ciar completamente las pruebas de significación. Sin embargo, pul-
sar la dependencia serial puede interesar, o por razones sustantivas
orientadas a comprender la naturaleza de un proceso, o por razones
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metodológicas con intención de disuadir el ruido estadístico que su-
pone para aquellos procedimientos inferenciales estándar que asu-
men que los errores en las observaciones están independientemen-
te muestreados (Escudero y Vallejo, 2000; Bono y Arnau, 2000).
Aunque para captar la estructura de antedependencia que subyace a
los datos están disponibles varios procedimientos, sólo dos de ellos
nos ocupan en esta investigación; de estimación máximo verosími-
les y de momentos. Con respecto a los primeros, los investigadores
concluyen que además de requerir procesos iterativos que resultan
sumamente laboriosos la estimación resulta sesgada cuando se po-
seen pocos registros. En virtud de ello, se han propuesto otros pro-
cedimientos que ofrecen soluciones más parsimoniosas basados en
el cálculo de varianzas y covarianzas de los residuales mínimo cua-
dráticos ordinarios o de puntuaciones directas. La bondad de estos
procedimientos se ha estudiado en abundancia en el contesto de la
investigación conductual aplicada en los diseños de series tempora-
les interrumpidas, sin embargo, hasta la fecha no se ha llevado a ca-
bo ninguna investigación que compare el comportamiento de estos
estimadores en un diseño tan habitualmente utilizado en la investi-
gación básica psicológica y educacional como tan afectado por la
ausencia de independencia entre las puntuaciones, el diseño de Su-
jetos por Ocasiones. Así pues, el asunto que vertebra nuestra inves-
tigación es el examen de la eficiencia de 9 procedimientos para el
diagnóstico de la intensidad y sentido de la autocorrelación de pri-
mer orden para datos recogidos en el formato de un diseño en el que
sólo hay una variable, bien de tratamiento o clasificación (j=
1,,p), que envuelve a dos o más muestras aleatorias de sujetos (i=
1,,nj; ∑nj= N), y que son observados en un reducido número de
ocasiones (k= 1,,q) que resultan de una elección sistemática de
intervalos de tiempo fijos y equidistantes.
Método
Para este cometido hemos diseñado un experimento de simula-
ción Monte Carlo. Utilizamos dos estructuras de la matriz de co-
rrelaciones (R) y manipulamos los grados de libertad del diseño
mediante diversas combinaciones del tamaño de las muestras (nj)
y cantidad de puntos de serie (q) en un diseño simple S x O (3xq).
De los nueve procedimientos para estimar la autocorrelación
que sometemos a estudio, dos son máximo verosímiles y siete de
momentos:
Procedimientos máximo verosímiles:
 ρHCH : Hearne, Clark y Hatch, (1983). 
 ρJ: Jones (1985
Procedimientos de momentos:
 ρAJS: Procedimiento desarrollado por Bartlett (1956:255) y
expuesto por Andersen, Jensen y Schou (1981).
 ρABD: Azzalini y Browman (1990). Constituye una extensión
del procedimiento de Daniels (1956) para cuando n>1.
 ρAB: Azzalini y Browman (1990) proponen una mejora para
DABD.
 ρPP: Pantula y Pollock (1985).
 ρG: Gill (1992).
 ρWHS: Wilson, Hebel y Sherwin (1981) desarrollan una esti-
mación para el cálculo de la autocorrelación de orden uno que de-
nominan subóptima.
 ρAFD: Azzalini y Frigo (1991). 
Los procedimientos ρHCH, ρJ y ρPP realizan el cálculo utilizan-
do los residuales entre sujetos. ρAJS, ρABD, ρAB, y ρG utilizan los
residuales intrasujetos. ρWHS  se calcula utilizando el promedio de
todas las posibles varianzas que se pueden computar desde dos y
tres observaciones contiguas espaciadas una y dos unidades de
tiempo respectivamente dentro de un individuo. ρAFD, que tam-
bién en una extensión del procedimiento de Daniels (1956) para
el caso de que n>1, utiliza, en lugar de los residuales, las puntua-
ciones directas.
Los resultados se exponen articulados en función de las [q,
nj(N), GHE, GHI, R]= [4x3x4x5x8]= 1920 condiciones experi-
mentales respectivamente que resultan de manipular las variables
que se indican y que pasamos a detallar. (q): es el nº de niveles del
factor intra sujeto= 4, 6, 8 y 12 niveles; (nj) indica el tamaño de los
vectores de observaciones. Tres tamaños se han considerado: 5, 10
y 16 para cada uno de los grupos, conformando tamaños muestra-
les (N) de 15, 30 y 48 respectivamente. Los tamaños de los vecto-
res (nj) y el número de niveles del factor intra sujeto (q) se eligie-
ron de forma arbitraria con el objetivo de analizar la eficacia de los
procedimientos anteriormente expuestos en función de la relación
nj/q. (GHE) representa el grado de heterogeneidad entre los nive-
les del factor entre grupos. Se crearon matrices cuyos elementos
guardaban entre sí diferentes razones a través de los grupos. En
concreto fueron (1:1:1); (1:1.5:2); (1:2:3); y (1:3:5) que hacen un
conjunto de situaciones que van desde la homogeneidad ortodoxa
hasta una elevada violación de esta asunción; (GHI) es el grado de
heterogeneidad intra y cubre condiciones de estacionariedad y no
estacionariedad. Bajo esta última, cuatro son las condiciones so-
metidas a observación: moderadamente y gravemente crecientes
(GHI= 1 y 2 respectivamente), moderadamente y gravemente de-
crecientes (GHI= 3 y 4, respectivamente); (R) se refiere a la pre-
sencia de correlación serial de primer orden entre las puntuaciones
emitidas por cada una de las unidades experimentales en sentido
positivo y negativo. Se someten a estudio a lo largo de una grada-
ción que cubre 8 niveles [-0.8:0.8:( 0.2)].
Los datos simulados se han generado utilizando dos estructuras
de covarianza: AR y  ARH. AR+ y AR- expresan la estructura de
correlación serial de primer orden positiva y negativa respectiva-
mente. Manifiestan estacionariedad en las varianzas (son matrices
homogéneas) y la correlación entre la kth y la kth observación es
ρ|k-k|. Específicamente estas matrices ∑ se han construido a través
de la expresión ∑= σ2 (1/1- ρ2) V donde, σ2 (1/1- ρ2), es la va-
rianza intrasujeto común (σ2= 10, ρ= [-0.8:0.8: (0.2)] en nuestro
caso) y V=D1/2 R D1/2. V es idéntica a la matriz de correlación di-
señada R de tamaño qxq y D≡Iq. ARH+ y ARH- expresan matri-
ces de covarianza con el mismo diseño de correlación serial posi-
tiva y negativa que las matrices AR, pero exhiben heterogeneidad
intrasujeto y por tanto las varianzas varían a través de q en pro-
gresión geométrica creciente o decreciente. De cada una de ellas
se contemplan cuatro condiciones de no estacionariedad: modera-
damente creciente (MC), gravemente creciente (GC), moderada-
mente decreciente (MD) y gravemente decreciente (GD). Sirva el
ejemplo para q=4. MC= (1; 1.5; 2; 2.5); GC= (1; 2; 3; 4); MD=
(2.5; 2; 1.5; 1); GC= (4; 3; 2; 1). La expresión que se ha utilizado
para diseñar cada una de estas 8 matrices de covarianza es la mis-
ma que para las matrices AR, pero con dos variaciones: σ2 =1 y D
es una matriz escalar qxq cuyos elementos de la diagonal princi-
pal son las respectivas varianzas. Las covarianzas para AR+ y
ARH+ declinan exponencialmente y para AR- y ARH- convergen
uniformemente.
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A continuación, vectores Zij independientes y normalmente
distribuidos [N ~ (N, σ2) = N ~ (0,1)] fueron generados de acuer-
do al algoritmo propuesto por Kinderman y Ramage (1976) a tra-
vés del programa GAUSS (V. 3.1.4). Utilizamos el programa SPSS (V.5.0)
para pulsar la precisión del procedimiento de normalización re-
sultando satisfactorio el examen de los criterios de sesgo y kurto-
sis en la mayor parte de los casos que aleatoriamente verificamos.
Los vectores de observaciones pseudoaleatorios yij1,,yijq con
matriz de varianzas-covarianzas ∑ se obtuvieron a través de la
descomposición triangular de ∑j, Yij= T Zij , donde T es la matriz
triangular inferior que satisface la igualdad ∑j = T T. Con pos-
terioridad, mediante un programa escrito en GAUSS (1992) se
efectuaron tantas simulaciones como condiciones experimentales
anteriormente detalladas. Cada una de ellas consistió en muestre-
ar 10.000 observaciones independientes para cada uno de los nue-
ve procedimientos.
Resultados
En virtud de que muy pequeñas desviaciones de la ausencia
de correlación hace vulnerables las pruebas de significación, el
criterio de robustez que arbitrariamente hemos considerado para
evaluar las condiciones particulares bajo las cuales los diferentes
procedimientos de cálculo son insensibles, tanto a la relación nj/q,
como a la violación de las asunciones de homogeneidad entre e in-
tra grupos es que la estimación empírica debe estar contenida en el
intervalo ((+/-)ρ±.07). Consideramos el procedimiento ajustado si
la horquilla del intervalo es ((+/-)ρ±.02).
En las tablas que se adjuntan presentamos los resultados para
un subconjunto seleccionado de combinaciones investigadas que
muestran adecuadamente las diferencias que existen entre los pro-
cedimientos. De todos ellos, ABD, G y AFD manifiestan siempre
un comportamiento casi idéntico, por lo que hemos decidido ex-
poner sólo a G. Tampoco se exponen los resultados en condición
de heterogeneidad entre grupos porque ningún procedimiento ha
resultado afectado por la manipulación de esta variable. Con res-
pecto a los valores expuestos, los resultados indican que:
Homoscedasticidad entre grupos e intra grupo y autocorrela-
ción de primer orden positiva y negativa. Matrices AR. (Tabla 1):
AR+: HCH y WHS, aunque con mayor precisión el segundo,
muestran siempre un comportamiento ajustado independientemen-
te de q, nj y del valor teórico de ρ. J mantiene un comportamiento
ajustado para ρ= .20 y .40 independientemente de q y nj. Confor-
me incrementa el valor teórico de ρ tiende a subestimar el cálcu-
lo, en mayor medida conforme menores son nj y q. A partir de q=
8 es robusto y ajustado para ρ= .60. Para ρ= .80 es robusto, pero
necesita nj ≥10 para estar ajustado. AJS es conservador siempre
para q= 4 y 6, en mayor medida conforme mayor es el valor teóri-
co de ρ independientemente del tamaño muestral. Conforme in-
crementa q incrementa la bondad en la estimación, resultando ro-
busto para ρ= .20, q= 8 y para ρ= .20, .40 y .60, q= 12. ABD, G y
AFD manifiestan un comportamiento idéntico. Son siempre muy
conservadores, más conforme mayor es ρ y menor es q. No de-
penden de nj. AB tampoco depende de nj. Es conservador para
q=4, en mayor medida conforme mayor es el valor teórico de ρ.
Conforme incrementa q mejora, manifestándose robusto para q=
6, ρ= .20, .40; para q= 8 lo es además para ρ= .60 y se ajusta para
ρ= .20; para q= 12 es robusto pero sólo se ajusta para estimar ρ=
.20 y .40. PP es robusto, pero sólo ajustado cuando q≥6. No de-
pende de nj.
AR-: HCH experimenta un comportamiento ajustado indepen-
dientemente de q, nj y del valor teórico de ρ. J es robusto y reali-
za mejor estimación cuanto menor es ρ en valor absoluto. Resulta
más favorecido por nj que por q, ya que conforme incrementa el
tamaño de muestra mejora la estimación. De este modo, siempre
es ajustado para ρ= .20, nj=16; para ρ= .40 necesita q≥8 y nj=16
para estar ajustado; para ρ= .60 se ajusta con nj= 16. Cuando ρ=
.80 es ajustado para nj= 16 y para nj= 10 cuando q≥8. AJS realiza
mejor estimación cuanto menor es ρ en valor absoluto. No depen-
de del tamaño de la muestra pero sí de q. Es robusto para q≥6. Se
ajusta para ρ≤-.40, q≥6; ρ= -.60, q≥8, y para ρ= -.80, q= 12. ABD,
G y AFD manifiestan un comportamiento muy similar y experi-
mentan un mejor comportamiento cuanto mayores son ρ y q. Son
procedimientos robustos si ρ≥-.60 y q≥8 ajustándose perfecta-
mente para q= 12. Para q= 4 la correlación ha de ser ≥-.80 para al-
canzar la robustez, y para q= 6, ρ≥-.60. No dependen en absoluto
del tamaño de la muestra. AB para q= 4 es robusto si ρ=-.20.
Siempre es robusto cuando q≥6 y justo para q≥8. PP siempre es
robusto y se torna ajustado conforme q incrementa. WHS se ajus-
ta siempre salvo cuando q= 4, nj= 5 y ρ≤-.60 que sólo alcanza la
robustez.
Homoscedasticidad entre grupos, heteroscedasticidad intra gru-
po y autocorrelación de primer orden positiva y negativa. Matrices
ARH. En las Tablas 2 y 3 sólo se presentan los resultados para PP, G
y WHS dado que los procedimientos HCH, J, AJS y AB no se ma-
nifiestan afectados con respecto a los expuestos en la Tabla 1. 
Matrices ARH+. Heteroscedasticidad intra moderada y grave-
mente creciente (Tabla 2): PP en GHI= 1 se vuelve liberal con res-
pecto a GHI= 0, en mayor medida conforme mayor es ρ y menor
es nj para un mismo valor de q, incluso estima con valores supe-
riores a 1. Cuando q≥6 se comporta de forma robusta para ρ= .20,
mejor conforme nj es mayor y para ρ= .40 si nj ≥10. Liberal para
ρ= .60 y .80, más para este último. Para q= 8 es robusta para ρ=
.20 y .40 pero sólo se ajusta para ρ= .20, nj≥10. Para q= 12 es ro-
busto cuando ρ≤ .20 y ajustado para ρ= .20 independientemente de
nj, y para ρ= .40 y .60, nj= 16. Un incremento de la heteroscedas-
ticidad incrementa levemente el error volviéndose levemente más
liberal que para GHI= 1, siendo robusta en los mismos casos ante-
riores pero sólo se ajusta cuando q= 12 y nj =10 ó 16. G se vuelve
ligeramente más conservador que lo era en GHI= 0 en mayor me-
dida conforme incrementa la heteroscedasticidad . Un mayor nú-
mero de niveles de la variable intra alivia el resultado pero no es
suficiente. El tamaño de la muestra no es un factor determinante.
WHS se comporta de forma robusta al igual que para GHI= 0, pe-
ro no se ajusta para ρ= .80, que estima de modo liberal aunque no
de forma significativa. Conforme incrementa q se ajusta perfecta-
mente para este valor de ρ. A medida que incrementa la heteros-
cedasticidad creciente (GHI= 2) es liberal de forma significativa
para ρ= .80 y q= 4, robusta para q= 6 y 8 y ajustado para q= 12.
Matrices ARH+. Heteroscedasticidad intra moderada y grave-
mente decreciente (Tabla 3): G, ABD y AFD no experimentan
ninguna variación con respecto a GHI= 0. PP apenas muestra al-
guna leve variación con respecto a GHI= 0. Para GHI= 3 es ro-
busto para todos los valores que toma q, ρ y nj, tan sólo se obser-
va cómo para q= 4 y nj = 5 es levemente más liberal para todo va-
lor de ρ que lo era para GHI= 0, pero no en modo significativo.
Conforme incrementa la heteroscedasticidad decreciente (GHI= 4)
las estimaciones liberales anteriores se transforman en significati-
vas excepto para ρ= .20. Si nj ≥10 el tamaño de muestra no es un
factor determinante; es más ajustado para pequeños valores de ρ y
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q≥6. Si q= 4 el tamaño de muestra es un factor importante.WHS
es un estimador perfecto al igual que lo era para GHI= 0.
Matrices ARH-. Heteroscedasticidad intra moderada y grave-
mente creciente (Tabla 3): PP con respecto a GHI= 0 es levemen-
te más liberal aunque no siempre de modo significativo. En q= 4
es sólo robusto para ρ ≤ -.40, pero ajustado sólo para ρ= -.20, nj
≥10. Conforme incrementa ρ en valor absoluto más liberal es su
comportamiento. Para q= 6 es robusto si ρ ≤ -.60. Si q≥8 lo es
siempre. Conforme incrementa q menos influye nj, pero estima
ajustado para correlaciones menores o iguales a -.40. Un incre-
mento de la heteroscedasticidad implica un incremento de esti-
maciones liberales, en mayor medida conforme ρ≥ -.40. G con
respecto a GHI= 0 es más liberal en mayor medida conforme me-
nor es ρ, luego estima mejor para autocorrelaciones elevadas en
valor absoluto. Así cuando q= 8 es robusto para ρ= -.80; y para
q= 12 lo es para ρ≥ -.40, pero nunca se ajusta. A medida que in-
crementa la heteroscedasticidad incrementa su liberalidad y sólo
es robusto para q= 12 y ρ≥ -.40. WHS para GHI= 3 es siempre ro-
busto y sólo justo para nj =16, ρ≥ -.40, y nj ≥10, ρ= -.20. Cuando
ρ ≥ -.40 la estimación es siempre levemente inferior que lo era pa-
ra GHI= 0. Cuando q= 6 siempre es justo para nj ≥10 y cuando
q≥8 lo es siempre. Un incremento de heterogeneidad implica una
estimación inferior de la autocorrelación aunque no de forma sig-
nificativa.
Matrices ARH-. Heteroscedasticidad intra moderada y grave-
mente decreciente (Tabla 3): PP estima de modo más conservador
que para GHI= 0 aunque no significativamente. Sólo es justo
cuando q≥6 y ρ= -.20. Influye el tamaño de la muestra sólo si q es
pequeño. Un incremento de heteroscedasticidad no altera los re-
sultados anteriores. G y WHS no experimentan cambio significa-
tivo con respecto a GHI= 0.
Discusión
Los resultados reportados indican que, cuando las matrices de
covarianza son homogéneas los procedimientos MLE, HCH y J, y
de Momentos, PP y WHS, estiman correctamente el sentido e in-
tensidad de la autocorrelación. HCH y WHS lo hacen indepen-
dientemente de q, nj y del valor teórico de ρ. Wilson et al. (1981)
llegan a la misma conclusión con respecto a WHS. PP también re-
aliza la estimación independientemente del valor teórico de ρ, me-
jorando la estimación a medida que q incrementa. J depende de ρ
(mejor estimación cuanto menor es el valor teórico de la autoco-
rrelación en valor absoluto (|ρ|), así como de nj y q, que, conforme
éstos incrementan mejora sensiblemente en la estimación para |ρ|
elevada.
Si la estructura matricial es AR+ el resto de procedimientos re-
alizan mejor estimación cuanto menor es |ρ| y mayor es q, y no de-
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Tabla 1
Estimación empírica de la autocorrelación positiva y negativa de primer orden bajo homoscedasticidad entre e intra grupos. GHI= 0
ρ -.20 -.40 -.60 -.80
nj 5 10 16 5 10 16 5 10 16 5 10
q= 4 HCH -.19 -.19 -.19 -.38 -.39 -.39 -.58 -.58 -.59 -.78 -.79
J -.15 -.17 -.18 -.35 -.37 -.37 -.53 -.57 -.57 -.74 -.77
AJS -.24 -.25 -.25 -.38 -.39 -.39 -.53 -.54 -.55 -.70 -.71
AB -.15 -.15 -.16 -.32 -.33 -.35 -.51 -.53 -.53 -.72 -.75
PP -.15 -.18 -.19 -.36 -.38 -.39 -.57 -.58 -.59 -.78 -.79
G -.43 -.43 -.44 -.55 -.55 -.56 -.68 -.68 -.69 -.82 -.83
WHS -.17 -.18 -.19 -.37 -.38 -.39 -.57 -.58 -.59 -.78 -.79
q= 6 HCH -.19 -.19 -.19 -.39 -.39 -.39 -.58 -.59 -.59 -.78 -.79
J -.15 -.17 -.18 -.35 -.36 -.38 -.53 -.57 -.57 -.74 -.77
AJS -.21 -.22 -.22 -.38 -.39 -.39 -.56 -.57 -.57 -.74 -.75
AB -.17 -.18 -.19 -.36 -.37 -.37 -.55 -.56 -.56 -.76 -.77
PP -.17 -.18 -.19 -.37 -.39 -.39 -.57 -.59 -.59 -.78 -.79
G -.34 -.34 -.34 -.49 -.49 -.49 -.64 -.65 -.65 -.81 -.81
WHS -.18 -.19 -.19 -.38 -.39 -.39 -.58 -.59 -.59 -.78 -.79
q= 8 HCH -.19 -.19 -.20 -.39 -.39 -.40 -.58 -.59 -.59 -.78 -.79
J -.15 -.17 -.19 -.36 -.36 -.38 -.54 -.57 -.58 -.74 -.78
AJS -.21 -.21 -.22 -.39 -.39 -.39 -.58 -.58 -.57 -.76 -.77
AB -.18 -.18 -.19 -.38 -.38 -.39 -.58 -.58 -.58 -.78 -.78
PP -.19 -.19 -.19 -.38 -.39 -.39 -.58 -.59 -.59 -.78 -.79
G -.30 -.30 -.34 -.47 -.47 -.43 -.63 -.64 -.65 -.80 -.81
WHS -.19 -.19 -.20 -.38 -.40 -.40 -.60 -.60 -.60 -.79 -.80
q= 12 HCH -.19 -.19 -.19 -.39 -.39 -.39 -.59 -.59 -.59 -.79 -.79
J -.15 -.17 -.19 -.36 -.36 -.38 -.54 -.57 -.58 -.75 -.78
AJS -.20 -.20 -.20 -.39 -.39 -.39 -.58 -.59 -.59 -.78 -.78
AB -.19 -.19 -.19 -.39 -.39 -.39 -.58 -.58 -.59 -.78 -.78
PP -.18 -.19 -.19 -.39 -.39 -.39 -.58 -.59 -.59 -.79 -.79
G -.26 -.26 -.26 -.44 -.44 -.45 -.62 -.62 -.62 -.80 -.80
WHS -.19 -.20 -.20 -.40 -.40 -.40 -.60 -60 -.60 -.80 -.80
.20 .40 .60 .80
16 5 10 16 5 10 16 5 10 16 5 10 16
-.79 .19 .19 .19 .38 .39 .39 .58 .59 .59 .78 .79 .79
-.77 .18 .19 .20 .38 .39 .40 .50 .55 .58 .66 .72 .74
-.71 -.01 -.01 -.01 .08 .09 .09 .16 .17 .17 .24 .25 .25
-.75 .13 .13 .13 .27 .27 .28 .38 .39 .39 .49 .50 .50
-.79 .23 .22 .21 .43 .42 .41 .64 .62 .62 .83 .83 .82
-.83 -.23 -.23 -.23 -.15 -.14 -.14 -.07 -.06 -.06 -.01 .01 .01
-.79 .21 .21 .20 .41 .41 .40 .61 .60 .60 .80 .80 .80
-.79 .19 .19 .19 .38 .39 .39 .58 .59 .59 .78 .79 .79
-.77 .20 .21 .21 .39 .41 .41 .56 .59 .60 .72 .76 .78
-.75 .09 .10 .10 .24 .24 .25 .36 .37 .38 .47 .48 .48
-.77 .17 .17 .17 .34 .34 .34 .48 .49 .50 .63 .64 .64
-.79 .22 .21 .20 .42 .41 .40 .61 .60 .60 .79 .79 .81
-.81 -.06 -.05 -.05 .07 .07 .07 .19 .19 .20 .30 .31 .31
-.79 .20 .20 .20 .40 .40 .40 .60 .60 .60 .80 .80 .80
-.79 .19 .20 .19 .39 .39 .39 .58 .59 .59 .78 .79 .79
-.79 .22 .22 .20 .40 .41 .41 .58 .60 .60 .75 .78 .79
-.78 .13 .14 .14 .30 .30 .31 .45 .46 .46 .58 .59 .59
-.79 .18 .18 .18 .36 .36 .37 .53 .54 .54 .68 .69 .69
-.79 .21 .20 .20 .41 .39 .40 .61 .60 .60 .79 .81 .80
-.81 .01 .01 .01 .16 .17 .17 .31 .32 .32 .44 .45 .45
-.80 .20 .20 .20 .40 .40 .40 .60 .60 .60 .80 .80 .80
-.79 .19 .19 .19 .39 .39 .39 .59 .59 .59 .79 .79 .79
-.79 .22 .22 .21 .41 .41 .41 .60 .60 .60 .77 .79 .79
-.78 .17 .17 .17 .35 .35 .35 .52 .53 .53 .68 .68 .65
-.79 .19 .19 .19 .37 .38 .38 .56 .57 .57 .73 .74 .74
-.79 .21 .20 .20 .39 .40 .39 .60 .60 .60 .80 .79 .80
-.80 .08 .08 .08 .25 .25 .26 .42 .42 .43 .58 .58 .58
-.80 .20 .20 .20 .40 .40 .40 .60 .60 .60 .80 .80 .80
Nota: negrita = comportamiento ajustado (ρ ±. 02); Subrayado = comportamiento conservador; negrita y subrayado = comportamiento liberal; resto de puntuaciones= com-
portamiento robusto (ρ ± .07)
penden del tamaño de muestra (Azzalini y Frigo, 1991). Con ex-
cepción de ABD, G y AFD que en ninguna condición investigada
consiguen alcanzar la robustez (al igual que observaron Azzalini y
Frigo, 1991), podemos indicar que, cuando q= 8 son procedimien-
tos robustos en general si ρ≤.60. Si q= 12 también lo son para ρ=
.80. Mejor comportamiento experimenta AB que AJS. Los resul-
tados ofrecidos por el procedimiento AJS son los mismos que los
reportados por Azzalini y Frigo (1991). Azzalini y Browman
(1990) también comentan (no muestran resultados), que AB al-
canza mejor comportamiento que AFD, sin embargo, señalan que
éstos procedimientos mejoran conforme incrementa nj. En nues-
tros resultados esto no se ha observado. Cuando la estructura de la
matriz es AR- la estimación para estos dos últimos procedimien-
tos es mejor (Azzalini y Frigo, 1991), y las diferencias entre ellos
son menos apreciables. Los procedimientos ABD, G y AFD son
robustos en mayor grado cuanto mayores son |ρ| y q (Azzalini y
Frigo, 1991).
Pantula y Pollock (1985) (que no aportan datos de simulación)
definen el estimador PP como consistente y similar al procedi-
miento AJS (Andersen et al., 1981). Nuestros resultados indican
que sí es consistente, pero no similar, ya que experimenta un com-
portamiento mucho mejor que el procedimiento AJS.
Si la estructura matricial además de autorregresiva es heteros-
cedástica (matrices ARH+ y ARH-), únicamente los procedimien-
tos PP, WHS, G, ABD y AFD modifican el comportamiento que
tenían bajo homoscedasticidad, y sólo de forma significativa cuan-
do es creciente. En este caso, si la matriz resulta estructurada
ARH+, PP se torna liberal en mayor cuantía cuanto mayor es ρ y
menores son q y nj , con estimaciones por encima de la unidad, si-
tuación que se agrava cuando la heteroscedasticidad incrementa.
Cuando la heteroscedasticidad es moderada, WHS, aunque se
mantiene robusta, experimenta estimaciones por encima del valor
teórico de ρ sólo si ρ= .80, en mayor grado conforme q es más pe-
queño. A medida que incrementa la desviación de la homogenei-
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Tabla 2
Estimación empírica de ρ positiva bajo homoscedasticidad entre grupos y heteroscedasticidad intra grupo moderada y gravemente creciente y decreciente
Tendencia Moderadamente creciente GHI= 1
ρ .20 .40 .60 .80
nj 5 10 15 5 10 15 5 10 15 5 10
q= 4 PP .41 .30 .28 .83 .56 .52 3.71 1.14 1.19 7.71 1.52
G -.23 -.26 -.25 -.15 -.16 -.16 .-06 -.06 -.06 .-01 .00
WHS .22 .21 .20 .42 .41 .40 .62 .61 .60 .85 .85
q= 6 PP .26 .25 .23 .50 .47 .46 .87 .75 .74 4.20 1.19
G -.06 -0.6 -.06 .07 .08 .08 .21 .22 .22 .34 .35
WHS .20 .21 .20 .41 .40 .40 .62 .61 .60 .84 .83
q= 8 PP .23 .22 .22 .47 .45 .45 .72 .70 .69 2.11 1.17
G .01 .01 .01 .18 .18 .18 .33 .35 .35 .49 .49
WHS .20 .20 .20 .41 .40 .40 .60 .60 .60 .83 .82
q= 12 PP .22 .21 .21 .44 .43 .42 .65 .67 .68 .95 .93
G .09 .09 .09 .27 .27 .27 .45 .45 .45 .62 .62
WHS .20 .20 .20 .39 .40 .40 .60 .60 .60 .81 .81
Tendencia Moderadamente decreciente GHI= 3
ρ .20 .40 .60 .80
nj 5 10 15 5 10 15 5 10 15 5 10
q= 4 PP .23 .21 .20 .47 .40 .39 .67 .61 .59 .86 .82
G -.23 -.22 -.22 -.15 -.14 -.14 -.07 -.06 -.06 -.00 .00
WHS .21 .21 .20 .41 .40 .40 .61 .60 .60 .80 .81
q= 6 PP .20 .19 .19 .40 .38 .38 .60 .58 .58 .83 .79
G -.06 -.05 -.05 .07 .07 .07 .18 .19 .19 .29 .30
WHS .21 .20 .20 .41 .40 .40 .61 .60 .60 .81 .81
q= 8 PP .20 .19 .19 .38 .38 .38 .58 .58 .58 .78 .78
G .01 .01 .01 .15 .16 .16 .80 .30 .30 .43 .43
WHS .21 .20 .20 .41 .40 .40 .60 .60 .60 .81 .80
q= 12 PP .19 .19 .19 .38 .37 .38 .57 .57 .57 .78 .77
G .07 .08 .08 .24 .24 .24 .40 .40 .40 .55 .56
WHS .20 .20 .20 .41 .40 .40 .60 .60 .60 .81 .81
Gravemente creciente GHI= 2
.20 .40 .60 .80
15 5 10 15 5 10 15 5 10 15 5 10 15
-1.25 .50 .31 .29 1.41 .74 .61 4.1 1.75 1.34 7.90 2.01 1.55
.00 -.25 -.27 -.27 -.19 -.16 -.16 -.08 -.08 -.08 -.02 .01 .01
.85 .23 .23 .21 -.42 .40 .40 .62 .62 .62 -.90 .91 .90
1.06 .27 .25 .24 .54 .51 .50 .92 .85 .82 4.25 1.20 1.10
.35 -.06 -.06 -.06 .07 .08 .08 .21 .23 .23 .36 .37 .37
.83 .21 .20 .20 .42 .40 .40 .62 .61 .60 .85 .85 .85
1.05 .24 .23 .23 .48 .47 .47 .89 .73 .73 3.66 1.17 1.06
.50 .01 .01 .01 .18 .19 .19 .34 .35 .35 .50 .51 .51
.82 .20 .20 .20 .41 .40 .40 .61 .61 .60 .83 .83 .83
.91 .23 .22 .22 .44 .44 .44 .68 .67 .67 1.05 .97 .95
.63 .09 .09 .09 .27 .27 .27 .45 .46 .46 .63 .63 .63
.81 .20 .20 .20 .40 .40 .39 .60 .60 .60 .82 .81 .81
Gravemente decreciente GHI= 4
.20 .40 .60 .80
15 5 10 15 5 10 15 5 10 15 5 10 15
.81 .24 .20 .20 .49 .40 .39 .68 .61 .59 .89 .87 .81
.00 -.23 -.23 -.22 -.14 -.14 -.14 -.07 -.06 -.06 -.00 .00 .00
.81 .21 .20 .20 .42 .41 .40 .60 .60 .60 .81 .81 .80
.78 .21 .19 .19 .38 .38 .38 .58 .58 .58 .78 .78 .78
.30 -.05 -.05 -.05 .07 .07 .07 .18 .19 .19 .29 .30 .30
.80 .21 .20 .20 .41 .40 .40 .61 .60 .60 .81 .81 .80
.78 .20 .19 .19 .38 .38 .38 .58 .58 .58 .78 .78 .78
.44 .01 .01 .01 .16 .16 .16 .29 .30 .30 .43 .43 .44
.80 .20 .20 .20 .40 .40 .40 .60 .60 .60 .81 .80 .81
.77 .20 .20 .20 .38 .38 .38 .58 .58 .58 .78 .78 .78
.56 .07 .07 .08 .24 .24 .24 .39 .40 .40 .55 .55 .56
.81 .20 .20 .20 .40 .40 .40 .60 .60 .60 .81 .81 .81
Nota: negrita = comportamiento ajustado (ρ ±. 02); Subrayado = comportamiento conservador; negrita y subrayado = comportamiento liberal; resto de puntuaciones= com-
portamiento robusto (ρ ± .07)
dad intragrupo el comportamiento anterior se acentúa y se torna li-
beral para ρ= .80, q= 4. Si q≥6 mantiene la robustez. G, ABD y
AFD resultan ligeramente menos conservadores conforme mayo-
res sean q y ρ. En matrices ARH-, PP es liberal para ρ≥ .60 si q=
4. Si q≥6 es robusto, incluso ajustado conforme menor es ρ y ma-
yor es nj. En ningún caso sobrepasa la unidad. WHS, aunque ro-
busto, su estimación siempre es inferior al valor que se estima de
ρ, en mayor medida conforme mayor es ρ y menor es q. Un incre-
mento de la heteroscedasticidad en matrices ARH- agrava estos re-
sultados, pero en menor medida que lo hace para matrices ARH+.
A pesar de que existe un consenso generalizado acerca de que
las estimaciones MLE para parámetros autorregresivos están ses-
gadas salvo que t (q en nuestro caso) sea largo (Busk y Marascui-
lo, 1988; Suen y Ary, 1987; Sharpley y Alavosius, 1988; Matyas
y Greenwood, 1996; Greenwood y Matyas, 1990; Huitema y Mc-
Kean, 1991, entre otros), hemos comprobado que, de los procedi-
mientos MLE que hemos sometido a observación, sólo esto es
cierto para J, pero con condiciones. q sólo es un factor determi-
nante si ρ es positiva y ≥ .60, y en ésta situación es cuando este
procedimiento modifica su estimación en función del tamaño de la
muestra. Si ρ≤.40 estima correctamente sea cuales sean los nive-
les de q. Cuando ρ es negativa sigue realizando mejor estimación
cuanto menor es ρ, pero depende más de nj que de q.
Aunque autores como Levin, Marascuilo y Hubert (1978), Gor-
such (1983), Jaccard y Wan (1993), Kendall y Ord (1990), Valle-
jo (1996; 1995: 359) y Betancour y Kelejian (1981), entre otros,
indican que es preferible realizar la estimación de cálculo desde
residuales que desde puntuaciones directas, a tenor de los resulta-
dos obtenidos no podemos corroborarlo. Los procedimientos ABD
y AFD deben comportarse de la misma manera ya que ambas son
modificaciones del procedimiento de Daniels (1956). ABD la ex-
ponen Azzalini y Browman (1990) y realiza el cálculo desde los
residuales intra, y AFD Azzalini y Frigo (1991) desde puntuacio-
nes directas. La estimación es prácticamente la misma con una va-
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Tabla 3
Estimación empírica de ρ negativa bajo homoscedasticidad entre grupos y heteroscedasticidad intra grupo moderada y gravemente creciente y decreciente
Tendencia Moderadamente creciente GHI= 1
ρ -.20 -.40 -.60 -.80
nj 5 10 15 5 10 15 5 10 15 5 10
q= 4 PP -.17 -.21 -.22 -.43 -.44 -.45 -.66 -.68 -.68 -.92 -.96
G -.46 -.48 -.48 -.60 -.61 -.61 -.75 -.75 -.75 -.90 -.91
WHS -.17 -.18 -.19 -.37 -.37 -.38 -.56 -.57 -.58 -.76 -.77
q= 6 PP -.19 -.21 -.21 -.42 -.43 -.44 -.64 -.66 -.66 -.87 -.88
G -.37 -.38 -.37 -.54 -.54 -.54 -.70 -.71 -.71 -.88 -.89
WHS -.17 -.19 -.19 -.37 -.38 -.39 -.57 -.58 -.58 -.77 -.78
q= 8 PP -.19 -.21 -.20 -.41 -.42 -.43 -.63 -.64 -.65 -.85 -.86
G -.32 -.33 -.33 -.50 -.50 -.51 -.68 -.69 -.69 -.86 -.87
WHS -.19 -.19 -.19 -.38 -.38 -.39 -.58 -.58 -.59 -.78 -.78
q= 12 PP -.19 -.20 -.20 -.40 -.42 -.42 -.62 -.63 -.63 -.84 -.84
G -.28 -.28 -.28 -.46 -.47 -.47 -.66 -.66 -.66 -.85 -.85
WHS -.19 -.19 -.19 -.38 -.39 -.39 -.58 -.59 -.59 -.78 -.79
Tendencia Moderadamente decreciente GHI= 3
ρ -.20 -.40 -.60 -.80
nj 5 10 15 5 10 15 5 10 15 5 10
q= 4 PP -.14 -.17 -.17 -.35 -.37 -.37 -.55 -.56 -.57 -.75 -.76
G -.42 -.42 -.43 -.53 -.54 -.54 -.66 -.67 -.67 -.80 -.81
WHS -.17 -.18 -.19 -.37 -.39 -.39 -.57 -.58 -.59 -.77 -.79
q= 6 PP -.16 -.18 -.18 -.35 -.37 -.37 -.55 -.56 -.56 -.74 -.75
G -.33 -.33 -.33 -.48 -.47 -.47 -.62 -.63 -.63 -.78 -.78
WHS -.18 -.19 -.19 -.38 -.39 -.39 -.58 -.59 -.59 -.78 -.79
q= 8 PP -.17 -.18 -.18 -.36 -.37 -.37 -.55 -.56 -.56 -.74 -.75
G -.28 -.29 -.29 -.44 -.45 -.45 -.60 -.61 -.61 -.76 -.77
WHS -.18 -.19 -.19 -.38 -.39 -.39 -.58 -.59 -.59 -.78 -.79
q= 12 PP -.18 -.18 -.18 -.36 -.37 -.37 -.54 -.55 -.55 -.73 -.74
G -.25 -.25 -.25 -.41 -.42 -.42 -.58 -.59 -.59 -.75 -.75
WHS -.19 -.19 -.19 -.38 -.39 -.39 -.58 -.58 -.59 -.78 -.79
Gravemente creciente GHI= 2
-.20 -.40 -.60 -.80
15 5 10 15 5 10 15 5 10 15 5 10 15
-.97 -.18 -.22 -.23 -.45 -.47 -.49 -.70 -.73 -.73 -.94 -.98 -.98
-.91 -.48 -.50 -.50 -.61 -.63 -.63 -.77 -.78 -.78 -.92 -.93 -.94
-.78 -.17 -.17 -.17 -.36 -.37 -.37 -.55 -.56 -.57 -.74 -.75 -.76
-.89 -.19 -.21 -.22 -.43 -.44 -.45 -.66 -.68 -.68 -.90 -.91 -.90
-.89 -.38 -.39 -.38 -.55 -.55 -.55 -.72 -.73 -.73 -.90 -.91 -.91
-.78 -.17 -.18 -.18 -.37 -.38 -.38 -.56 -.58 -.58 -.76 -.77 -.77
-.87 -.20 -.21 -.21 -.43 -.43 -.44 -.65 -.66 -.66 -.87 -.88 -.88
-.87 -.33 -.33 -.33 -.51 -.51 -.51 -.69 -.70 -.70 -.88 -.88 -.89
-.78 -.18 -.19 -.19 -.37 -.38 -.38 -.57 -.58 -.59 -.77 -.78 -.78
-.85 -.20 -.20 -.20 -.42 -.42 -.42 -.63 -.64 -.64 -.85 -.85 -.85
-.85 -.28 -.28 -.28 -.48 -.47 -.47 -.66 -.67 -.67 -.85 -.86 -.86
-.79 -.19 -.19 -.19 -.38 -.39 -.39 -.58 -.58 -.59 -.78 -.78 -.78
Gravemente decreciente GHI= 4
-.20 -.40 -.60 -.80
15 5 10 15 5 10 15 5 10 15 5 10 15
-.76 -.15 -.17 -.17 -.35 -.37 -.37 -.54 -.56 -.56 -.74 -.75 -.75
-.81 -.42 -.42 -.42 -.53 -.54 -.54 -.65 -.66 -.67 -.80 -.80 -.81
-.79 -.17 -.19 -.19 -.37 -.38 -.39 -.57 -.59 -.59 -.78 -.78 -.79
-.75 -.16 -.18 -.18 -.36 -.37 -.37 -.55 -.56 -.56 -.74 -.75 -.75
-.78 -.32 -.33 -.33 -.47 -.47 -.47 -.62 -.62 -.62 -.77 -.78 -.78
-.79 -.18 -.19 -.19 -.38 -.38 -.39 -.58 -.59 -.59 -.78 -.79 -.79
-.75 -.17 -.18 -.18 -.36 -.37 -.37 -.55 -.55 -.56 -.73 -.74 -.75
-.77 -.28 -.29 -.29 -.44 -.44 -.45 -.60 -.60 -.61 -.76 -.77 -.77
-.79 -.18 -.19 -.19 -.38 -.39 -.39 -.58 -.59 -.59 -.78 -.79 -.79
-.74 -.17 -.18 -.18 -.36 -.36 -.36 -.54 -.55 -.55 -.72 -.73 -.73
-.76 -.24 -.24 -.25 -.41 -.41 -.41 -.57 -.58 -.58 -.74 -.75 -.75
-.79 -.19 -.19 -.19 -.38 -.39 -.39 -.58 -.59 -.59 -.78 -.78 -.79
negrita = comportamiento ajustado (ρ ±. 02); Subrayado = comportamiento conservador; negrita y subrayado = comportamiento liberal; resto de puntuaciones= comportamiento
robusto (ρ ±. 07)
riación no superior a +/- .02. El procedimiento WHS que se calcula
desde las varianzas de las puntuaciones directas manifiesta un com-
portamiento excelente en la mayoría de las condiciones investigadas.
Hemos observado las siguientes regularidades:
En matrices AR y ARH: por lo general, los procedimiento cu-
ya estimación se halla en la horquilla de la robustez o cercana a
ella, y experimentan alguna variación en función de la intensidad
de |ρ|, estiman mejor cuanto más pequeña sea ésta y mayor sea q.
Sólo cuando son pocos los niveles de la variable intra (q= 4 o 6) y
|ρ| sea elevada, es cuando el tamaño de la muestra es un factor
determinante. En este sentido, dependen más de nj cuanto menor
es q y mayor es ρ.
Aunque sin diferencias extremadamente grandes, el conjunto
de procedimientos sometidos a estudio experimentan mejor com-
portamiento y más uniforme para estimar autocorrelaciones nega-
tivas que positivas (Azzalini y Frigo, 1991; Geary, 1989; Mansour,
Nordheim y Rutledge, 1985).
La heteroscedasticidad decreciente no hace mella en ningún
procedimiento, y si es creciente sólo afecta de modo significativo
a PP, en menor medida a WHS y a G.
HCH, J, PP y WHS son excelentes.
Los procedimientos J y PP son los más dependientes del tama-
ño de muestra en las matrices de covarianza estudiadas.
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