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ПРО ПОБУДОВУ АСИМПТОТИЧНОГО РОЗВ’ЯЗКУ КРАЙОВОЇ
ЗАДАЧI ДЛЯ ЛIНIЙНОЇ ВИРОДЖУВАНОЇ СИНГУЛЯРНО
ЗБУРЕНОЇ СИСТЕМИ ДИФЕРЕНЦIАЛЬНИХ РIВНЯНЬ
У КРИТИЧНОМУ ВИПАДКУ
Використовуючи результати асимптотичного аналiзу загального розв’язку лiнiйних сингулярно
збурених систем диференцiальних рiвнянь з вироджуваною матрицею при похiдних, знайдено умо-
ви iснування i єдиностi розв’язку двоточкової крайової задачi для систем даного типу та побудовано
його асимптотику в критичному випадку, коли гранична в’язка матриць має нульове власне зна-
чення.
Ключовi слова: асимптотика, сингулярнi збурення, гранична в’язка матриць.
1. Постановка задачi. Розглянемо крайову задачу
εB(t, ε)
dx
dt
= A(t, ε)x+ f(t, ε), (1)
Mx(0, ε) +Nx(T, ε) = d(ε), (2)
де t ∈ [0;T ]; ε ∈ (0; ε0]− малий дiйсний параметр, x(t, ε), f(t, ε), d(ε) – шуканий та
заданi n−вимiрнi вектори, вiдповiдно; A(t, ε), B(t, ε) – дiйснi або комплекснозначнi
квадратнi матрицi n-го порядку; M,N – квадратнi матрицi зi сталими елементами
n-го порядку.
Будемо передбачати, що виконуються такi умови:
1◦ матрицi A(t, ε), B(t, ε) i вектор f(t, ε) допускають на вiдрiзку [0;T ] рiвномiрнi
асимптотичнi розвинення за степенями параметра ε:
A(t, ε) ∼
∞∑
k=0
εkAk(t);B(t, ε) ∼
∞∑
k=0
εkBk(t); f(t, ε) ∼
∞∑
k=0
εkfk(t); (3)
2◦ коефiцiєнти розвиненьAk(t),Bk(t), fk(t) нескiнченно диференцiйовнi на вiдрiз-
ку [0;T];
3◦ detB0(t) = 0, ∀t ∈ [0;T ];
4◦ (B1(t)ϕ˜(t), ψ˜(t)) 6= 0, ∀t ∈ [0;T ], де ϕ˜(t), ψ˜(t) – власнi вектори матрицi B0(t)
та спряженої з нею матрицi B∗0(t), вiдповiдно;
5◦ detA0(t) = 0, ∀t ∈ [0;T ];
6◦ rankA0(t) = rankB0(t) = n− 1;
7◦ гранична в’язка матриць
L(t, λ) = A0(t)− λB0(t) (4)
при всiх t ∈ [0;T ] має простi елементарнi дiльники: n − 1 скiнченних λ − λi(t),
i = 1, n− 1 i один нескiнченний.
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8◦ вектор d(ε) зображається у виглядi асимптотичного розвинення
d(ε) =
∞∑
k=0
εkdk.
Крайова задача (1), (2) розглядалась у роботах [1− 3] у так званому некритич-
ному випадку [4], коли матриця A0(t) невироджена, i, отже, серед власних значень
вiдсутнє нульове. У данiй роботi розглядається бiльш складний критичний випадок,
коли гранична в’язка матриць (4) має нульове власне значення, наявнiсть якого
значно ускладнює процес побудови асимптотики розв’язку крайової задачi (1), (2).
Припустимо для визначеностi, що λ1(t) ≡ 0. Власнi вектори, якi вiдповiдають
власним значенням λi(t) в’язки матриць (4), позначимо ϕi(t), вiдповiднi власнi век-
тори спряженої їй в’язки – через ψi(t), i = 1, n− 1, та визначимо їх так, щоб вони
були нескiнченно диференцiйовними i виконувалися рiвностi
(B0(t)ϕi(t), ψi(t)) = 1, i = 1, n− 1, (5)
де (x, y) – скалярний добуток в унiтарному n−вимiрному просторi, в якому розгля-
дається дана задача [5]. Вектори ϕ˜(t), ψ˜(t), якi фiгурують в умовi 4◦, визначимо так,
щоб виконувалась рiвнiсть
(A0(t)ϕ˜(t), ψ˜(t)) = 1. (6)
2. Побудова формальних розв’язкiв однорiдної системи. Розв’язок край-
ової задачi (1), (2) побудуємо, виходячи з результатiв асимптотичного аналiзу за-
гального розв’язку однорiдної системи
εB(t, ε)
dx
dt
= A(t, ε)x, (7)
проведеного в [5]. Як показано в [5], за виконання умови 4◦ загальний розв’язок
однорiдної системи (7) являє собою лiнiйну комбiнацiю n − 1 лiнiйно незалежних
формальних розв’язкiв, що вiдповiдають простим скiнченним елементарним дiль-
никам, i одного розв’язку, що вiдповiдає нескiнченному елементарному дiльнику.
Причому розв’язок, що вiдповiдає елементарному дiльнику λ, побудуємо у виглядi
ряду
x1(t, ε) =
∞∑
k=0
εku
(1)
k (t), (8)
розв’язки, що вiдповiдають елементарним дiльникам λ−λi(t), i = 2, n− 1 – у виглядi
xi(t, ε) = ui(t, ε) exp
(
ε−1
∫ t
αi
λi(τ, ε)dτ
)
, i = 2, n− 1, (9)
а розв’язок, що вiдповiдає нескiнченному елементарному дiльнику – у виглядi
xn(t, ε) = v(t, ε) exp
(
ε−2
∫ t
αn
ξ−1(τ, ε)dτ
)
, (10)
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де ui(t, ε), i = 1, n− 1, v(t, ε) – n-вимiрнi вектор-функцiї, а λi(t, ε), i = 2, n− 1, ξ(t, ε)
– скалярнi функцiї, якi зображаються формальними розвиненнями за степенями ε:
ui(t, ε) = ϕi +
∞∑
k=1
εku
(i)
k (t), λi(t, ε) = λi(t) +
∞∑
k=1
εkλ
(i)
k (t), i = 2, n− 1, (11)
v(t, ε) = ϕ˜(t) +
∞∑
k=1
εkvk(t), ξ(t, ε) =
∞∑
k=0
εkξk(t), (12)
αi, i = 1, n – сталi, якi буде визначено нижче.
Коефiцiєнти розвинень (8), (11), (12) визначимо так, щоб вектори (8)-(10) фор-
мально задовольняли систему (7). Для цього пiдставимо цi вектори в систему (7) i
в одержанiй тотожностi прирiвняємо вирази при однакових експонентах i без них.
Дiстанемо:
εB(t, ε)(u1(t, ε))′ = A(t, ε)u1(t, ε), (13)
εB(t, ε)(ui(t, ε))′ + λi(t, ε)B(t, ε)ui(t, ε) = A(t, ε)ui(t, ε), i = 2, n− 1, (14)
ε2ξ(t, ε)B(t, ε)(v(t, ε))′ +B(t, ε)v(t, ε) = εξ(t, ε)A(t, ε)v(t, ε). (15)
Пiдставивши в (13) розвинення (8) i (3) i прирiвнявши вирази при однакових
степенях ε, отримаємо нескiнченну систему рiвнянь:
A0(t)u
(1)
0 (t) = 0, (16)
A0(t)u
(1)
k (t) = b
(1)
k (t), (17)
де
b
(1)
k (t) =
k−1∑
i=0
Bi(t)(u
(1)
k−1−i(t))
′ −
k∑
i=1
Ai(t)u
(1)
k−i(t).
Iз рiвняння (16) знайдемо
u
(1)
0 (t) = α0(t)ϕ1(t), (18)
де α0(t) – поки що невiдома функцiя.
Враховуючи (18) i ввiвши до розгляду оператор
Γ1 = B0
d
dt
−A1, (19)
розглянемо рiвняння (17) при k = 1:
A0(t)u
(1)
1 (t) = (α0(t))
′B0(t)ϕ1(t) + α0(t)Γ1ϕ1. (20)
Згiдно з (5) умова розв’язностi рiвняння (20) вiдносно вектора u(1)1 (t) – ортого-
нальнiсть його правої частини до вектора ψ1(t) – запишеться у виглядi лiнiйного
однорiдного диференцiального рiвняння
(α0(t))′ + (Γ1ϕ1, ψ1)α0(t) = 0,
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розв’язавши яке, визначимо функцiю α0(t):
α0(t) = exp
(
−
∫ t
0
(Γ1ϕ1(τ), ψ1(τ))dτ
)
. (21)
Тодi рiвняння (20) має розв’язок
u
(1)
1 (t) = H1Γ1(α0(t)ϕ1(t)) + α1(t)ϕ1(t),
де H1(t) – напiвобернена матриця для матрицi A0(t), а α1(t) – функцiя, яка пiдлягає
визначенню.
Продовжуючи так i далi, iз умови розв’язностi рiвняння (17) на k-у кроцi дiста-
немо лiнiйне диференцiальне рiвняння вiдносно функцiї αk−1(t):
(αk−1(t))′ + (Γ1ϕ1, ψ1)αk−1(t) +
k−2∑
j=0
k−j∑
l=1
P˜ k−jl (H1Γ)(αjϕ1), ψ1
 = 0. (22)
Символом P˜ jk (H1Γ) позначено оператор, який являє собою суму всiх можливих до-
буткiв k "множникiв"H1Γi1 , ..., H1Γik з натуральними iндексами i1, ..., ik, сума яких
дорiвнює j, де Γi = Bi−1 ddt − Ai, i = 1, 2, .... При цьому перший множник H1 у всiх
доданках "вiдбирається". Наприклад, P˜ 32 (H1Γ) = Γ1H1Γ2 + Γ2H1Γ1.
Знайшовши αk−1(t) з рiвняння (22), вектор u
(1)
k (t) визначимо за формулою
u
(1)
k (t) =
k−1∑
j=0
P k−jl (H1Γ)(αjϕ1) + αk(t)ϕ1(t), (23)
де P jk (H1Γ) = H1P˜
j
k (H1Γ), αk(t) – невiдома функцiя, яка аналогiчним чином визна-
чається на наступному кроцi.
Пiдставивши в (14) розвинення (3), (11) i прирiвнявши коефiцiєнти при k-х сте-
пенях ε, дiстанемо:
(A0(t)− λiB0(t))u(i)k (t) = b(i)k (t), k = 1, 2, ..., i = 2, n− 1 (24)
де
b
(i)
k (t) = λ
(i)
k (t)B0(t)ϕi(t) + g
(i)
k (t),
g
(i)
k (t) =
k−1∑
l=1
k−l∑
j=0
λ
(i)
l Bju
(i)
k−l−j + λi
k∑
j=1
Bju
(i)
k−j −
k∑
l=1
Alu
(i)
k−l +
k−1∑
l=0
Bl(u
(i)
k−1−l)
′.
Iз умови розв’язностi рiвнянь (24) знайдемо
λ
(i)
k (t) = −(g(i)k (t), ψi(t)), k ≥ 1, (25)
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а вектори u(i)k (t) виразимо формулою
u
(i)
k (t) = Hi(t)b
(i)
k (t), i = 2, n− 1, k ≥ 1, (26)
де Hi(t) – напiвобернена матриця для матрицi A0(t)− λi(t)B0(t).
Аналогiчно, пiдставивши в (15) розвинення (3), (12) та прирiвнявши вирази при
однакових степенях ε, маємо
B0(t)vk(t) = ak(t), k = 1, 2, ..., (27)
де
ak = ξk−1A0ϕ˜+ lk, k = 1, 2, ...,
lk =
k−2∑
i=0
k−1−i∑
j=0
ξiAjvk−1−i−j −
k−2∑
i=0
k−2−i∑
j=0
ξiBjv
′
k−2−i−j −
k∑
i=1
Bivk−i, k = 1, 2, ... (28)
Врахувавши 4◦, (6), iз умови розв’язностi рiвнянь (27) – ортогональностi векторiв
ak(t) до вектора ψ(t) – знайдемо
ξ0(t) = (B1(t)ϕ˜(t), ψ˜(t)), (29)
ξk(t) = −(lk+1(t), ψ˜(t)), k = 2, 3, .... (30)
Пiсля цього вектори vk(t) визначимо за формулою
vk(t) = G(t)ak(t), k ≥ 1, (31)
де G(t) – напiвобернена матриця до B0(t).
За рекурентними формулами (23), (25), (26), (29)-(31) можна визначити будь-якi
коефiцiєнти розвинень (8), (11), (12).
3. Побудова формального частинного розв’язку неоднорiдної системи.
Частинний розв’язок неоднорiдної системи (1) побудуємо у виглядi
x(t, ε) = v˜(t, ε), (32)
де v˜(t, ε) – n-вимiрний вектор, який зображається формальним розвиненням
v˜(t, ε) = ε−1
∞∑
k=0
εkv˜k(t). (33)
Для визначення коефiцiєнтiв v˜k(t) пiдставимо (33) у систему (1) i прирiвняємо
вирази при однакових степенях малого параметра. Дiстанемо систему рiвнянь
k∑
i=0
Biv˜
′
k−1−i =
k∑
i=0
Aiv˜k−i + fk−1, k = 0, 1, .... (34)
При k = 0 маємо
A0(t)v˜0(t) = 0,
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звiдки
v˜0(t) = β0(t)ϕ1(t), (35)
де β0(t) – деяка достатньо гладка функцiя, яка пiдлягає визначенню.
На наступному кроцi рiвняння (34) запишеться у виглядi
A0(t)v˜1(t) = B0(t)(v˜0(t))′ −A1(t)v˜0(t)− f0(t),
або, враховуючи (19):
A0(t)v˜1(t) = Γ1v˜0(t)− f0(t). (36)
Для його сумiсностi необхiдно i достатньо, щоб виконувалась рiвнiсть
(Γ1v˜0(t)− f0(t), ψ1(t)) = 0,
яку, враховуючи (35) i (5), запишемо у виглядi
(β0(t))′ + (Γ1ϕ1(t), ψ1(t))β0(t)− (f0(t), ψ1(t)) = 0. (37)
Розв’язавши одержане диференцiальне рiвняння, дiстанемо функцiю β0(t).
У свою чергу з рiвняння (36) знайдемо:
v˜1(t) = H1Γ1(β0(t)ϕ1(t))−H1(t)f0(t) + β1(t)ϕ1(t),
де β1(t) – поки що невiдома функцiя, яка визначається на наступному кроцi.
Використавши умову сумiсностi рiвняння (34) на k-у кроцi, дiстанемо лiнiйне
диференцiальне рiвняння для визначення βk−1(t):
(βk−1(t))′ + (Γ1ϕ1, ψ1)βk−1(t)+
+
k−2∑
j=0
k−j∑
l=1
P˜ k−jl (H1Γ)(βjϕ1)−
k−2∑
j=0
k−1−j∑
l=1
P˜ k−1−jl (H1Γ)H1fj − fk−1, ψ1
 = 0. (38)
У свою чергу вектор v˜k(t) визначимо за формулою
v˜k(t) =
k−1∑
j=0
k−j∑
l=1
P k−jl (H1Γ)(βjϕ1)−
k−2∑
j=0
k−1−j∑
l=1
P k−1−jl (H1Γ)H1fj−
−H1fk−1 + βk(t)ϕ1(t). (39)
4. Побудова асимптотики розв’язку крайової задачi. Перейдемо тепер до
побудови розв’язку крайової задачi (1), (2). Розглянемо випадок, коли виконується
умова
9◦Reλi(t) < 0, i = 2, l, Reλj(t) > 0, j = l + 1, n− 1, Reξ0(t) > 0, ∀t ∈ [0;T ].
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Розв’язок задачi (1), (2) будемо шукати у виглядi
x(t, ε) = ε−1u1(t, ε) · c1(ε) + ε−1
l∑
i=2
ui(t, ε) · ci(ε) exp
(
ε−1
∫ t
0
λi(τ, ε)dτ
)
+
+ε−1
n−1∑
j=l+1
uj(t, ε) · cj(ε) exp
(
−ε−1
∫ T
t
λj(τ, ε)dτ
)
+
+ε−1v(t, ε) · cn(ε) exp
(
−ε−2
∫ T
t
ξ−1(τ, ε)dτ
)
+ v˜(t, ε), (40)
де ci(ε), i = 1, n – шуканi скалярнi множники, якi зображаються розвиненнями
ci(ε) =
∞∑
k=0
εkc
(i)
k , i = 1, n, (41)
коефiцiєнти яких c(i)k , i = 1, n, k = 0, 1, ... визначимо з крайової умови (2). Пiдста-
вивши вектор (40) у крайову умову (2), дiстанемо рiвняння
Mu1(0, ε) · c1(ε) +
l∑
i=2
Mui(0, ε) · ci(ε)+
+
n−1∑
j=l+1
Muj(0, ε) · cj(ε) exp
(
−ε−1
∫ T
0
λj(τ, ε)dτ
)
+
+Mv(0, ε) · cn(ε) exp
(
−ε−2
∫ T
0
ξ−1(τ, ε)dτ
)
+
+Mv˜(0, ε) +Nu1(T, ε) · c1(ε) +
l∑
i=2
Nui(T, ε) · ci(ε) exp
(
ε−1
∫ T
0
λi(τ, ε)dτ
)
+
+
n−1∑
j=l+1
Nuj(T, ε) · cj(ε) +Nv(T, ε) · cn(ε) +Nv˜(T, ε) = d(ε).
Знехтувавши експоненцiально малими доданками i прирiвнявши вирази при одна-
кових степенях малого параметра, маємо
k∑
j=0
[Mu(1)j (0) +Nu
(1)
j (T )]c
(1)
k−j +
l∑
i=2
k∑
j=0
Mu
(i)
j (0) · c(i)k−j +
n−1∑
i=l+1
k∑
j=0
Nu
(i)
j (T ) · c(i)k−j+
+
k∑
j=0
Nvj(T ) · c(n)k−j = dk−1 −Mv˜k(0)−Nv˜k(T ).
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Ввiвши позначення
ck = col(c
(1)
0 , c
(2)
0 , ..., c
(l)
0 , c
(l+1)
0 , ..., c
(n−1)
0 , c
(n)
0 ),
Uk = [Mu
(1)
k (0) +Nu
(1)
k (T );Mu
(2)
k (0), ...,
Mu
(l)
k (0), Nu
(l+1)
k (T ), ..., Nu
(n−1)
k (T ), Nvk(T )], k = 0, 1, ...,
останнє рiвняння запишемо у векторно-матричному виглядi
U0ck +
k∑
i=1
Uick−i = dk−1 −Mv˜k(0)−Nv˜k(T ), k = 0, 1, .... (42)
Згiдно з (8), (11), (12), матриця U0(t) має вигляд
U0 = [Mϕ1(0) + exp
(
−
∫ T
0
(Γ1ϕ1, ψ1)dτ
)
Nϕ1(T );Mϕ2(0), ...,Mϕl(0),
Nϕl+1(T ), ..., Nϕn−1(T ), Nϕ˜(T )] .
Припустимо виконання умови
10◦ detU0 6= 0.
Тодi iз рiвняння (42) однозначно визначається вектор сталих ck:
ck = U−10 [dk−1 −Mv˜k(0)−Nv˜k(T )−
k∑
i=1
Uick−i], k = 0, 1, .... (43)
Пiдставивши одержанi сталi у вектор (40), дiстанемо формальний розв’язок край-
ової задачi.
Методами роботи [1] можна показати, що за виконання накладених умов побудо-
ваний у такий спосiб вираз (40) є асимптотичним зображенням єдиного точного
розв’язку крайової задачi (1), (2).
Справджується така теорема.
Теорема. Якщо виконуються умови 1◦ − 10◦, то при досить малих ε крайова
задача (1), (2) має єдиний розв’язок, який виражається асимптотичною форму-
лою
x(t, ε) = ε−1
m∑
k=0
εk
k∑
j=0
u
(1)
j (t)c
(1)
k−j+
+ε−1
m∑
k=0
εk
l∑
i=2
k∑
j=0
u
(i)
j (t)c
(i)
k−j exp
(
ε−1
∫ t
0
λ(i)m (τ, ε)dτ
)
+
+ε−1
m∑
k=0
εk
n−1∑
i=l+1
k∑
j=0
u
(i)
j (t)c
(i)
k−j exp
(
−ε−1
∫ T
t
λ(i)m (τ, ε)dτ
)
+
+ε−1
m∑
k=0
εk
k∑
j=0
vj(t)c
(n)
k−j exp
(
−ε−2
∫ T
t
ξ−1m (τ, ε)dτ
)
+ ε−1
m∑
k=0
εkv˜k(t) +O(εm−3),
38
Крайова задача для вироджуваної сингулярно збуреної системи ДР
де u(i)k (t), i = 1, n− 1, vk(t), v˜k(t) – n−вимiрнi вектор-функцiї, якi визначаються
рекурентними формулами (23), (26), (31), (39); λ(i)m (t, ε), i = 2, n− 1, ξm(t, ε) –
скалярнi функцiї, що зображаються у виглядi розвинень
λ(i)m (t, ε) = λi(t) +
m∑
k=1
εkλ
(i)
k (t), i = 2, n− 1, ξm(t, ε) =
m∑
k=0
εkξk(t),
коефiцiєнти яких визначаються за формулами (25), (29), (30), c(i)k , k = 0,m, i =
1, n – сталi множники, якi визначаються за формулами (43).
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M.B. Vira
On constructing of asymptotic solution of the boundary-value problem for the linear
degenerated singularly perturbed system of differential equations in critical case.
Using the theory of the asymptotic integration of singularly perturbed systems of differential equations
with degenerations, the existence and uniqueness conditions for the solution of the two-pointed boundary-
value problem for the given system have been found. The asymptotics of the solution in critical case is
constructed. It is considered that the boundary bundle of matrices has one eigenvalue which is identically
equal to zero.
Keywords: asymptotics, singular perturbations, boundary bundle of matrices.
М.Б. Вира
О построении асимптотического решения краевой задачи для линейной вырожденной
сингулярно возмущённой системы дифференциальных уравнений в критическом слу-
чае.
Исходя из результатов асимптотического анализа общего решения линейных сингулярно возмущён-
ных систем дифференциальных уравнений с вырождаемой матрицей при производной, определены
условия существования и единственности решения двухточечной краевой задачи для систем дан-
ного типа и построена его асимптотика в критическом случае, когда предельный пучок матриц
имеет нулевое собственное значение.
Ключевые слова: асимптотика, сингулярные возмущения, предельный пучок матриц.
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