PRACTICAL INVESTIGATIONS ON BAYESIAN INVERSE PROBLEMS by MUZAFFER EGE ALPER




MSc. in Computer Engineering
Supervisor:
Alexandre Thiery
PHD IN STATISTICS AND APPLIED PROBABILITY
DEPARTMENT OF STATISTICS AND APPLIED PROBABILITY
NATIONAL UNIVERSITY OF SINGAPORE
2016
Declaration
I hereby declare that this thesis is my original work and it has been written by
me in its entirety. I have duly acknowledged all the sources of information which
have been used in the thesis.





It feels like I have been listening to Beckett’s advice for quite some time. So why
not now?
So long, thanks for all the fish and the kimchi fried rice.
iii
Abstract
Inverse problems make up a challenging and practically important class of
inference problems. From an inferential perspective, the difficulty is in the ill-
posed nature of the inverse problems, making least squares or maximum likelihood
approaches inapplicable. Another difficulty is the computational complexity of
the related forward problem, since usually one needs to solve one forward problem
per likelihood evaluation. Tikhonov regularization is a class of methods that
turns the problem into a well posed one while maintaining desirable statistical
properties. Due to the fact that a Tikhonov regularization solution is obtained
through maximization of a regularized fitness function, it is also computationally
feasible and hence the standard method in the literature.
As the computational power increased, however, practitioners and researchers
looked for better uncertainty quantification. The usual asymptotic confidence
intervals gave way to full distributions using the Bayesian approach. This
approach to inverse problems, while providing a full posterior distribution instead
of a single point estimate as its answer, is also computationally much more
expensive. Hence a great deal of research goes into finding computationally
feasible methods of Bayesian inference. As is the case in the general Bayesian
statistical literature, one may either opt to go for an “exact” solution using a
Monte Carlo approach, or a fast approximate solution using Variational Bayes
and other approximations. Aside from the complexity of likelihood evaluations,
the Bayesian approach faces another problem: the difficulty of exploring very
high dimensional distributions. One can try to speed up inference by having a
more clever general purpose Monte Carlo method, or by trying to utilize problem
specific features. On the other hand, recent research on “MCMC on functional
spaces” provide the tools to work with very high dimensional distributions.
iv
vThis thesis is made up of four main chapters. In the first two chapters, we
review the literature on inverse problems and Monte Carlo methods. We put
special emphasis on the functional space approach, which fits naturally into our
programme of working in high dimensional inverse problems. We also attempt
to describe alternative methods and, if possible, their relations to our proposed
methods. We use the groundwater-flow dynamics as a basis to construct several
inverse problems, which are later used as examples for our proposed methods.
The third chapter describes our novel adaptive sequential Monte Carlo method
and its application to the groundwater-flow problem. Here, we observe significant
time-savings compared to previous SMC approaches. We also observe, however,
that this method is still too slow to be used in practice. Therefore, in chapter four,
we turn our attention to multi-resolution (also known as multi-level) methods. We
begin by discussing a classical example in the literature, we clearly demonstrates
the (asymptotically) reduced error per unit computation. We then describe our
implementation of this idea and show the match of experimental results to the
predictions of asymptotic theory. We end the thesis with our conclusions and
observations on the practical properties of the discussed methods.
This thesis is mainly a practical one and hence does not contain any new theorems.
However, it’s important to know certain theorems to make sense of the resulting
algorithms and get a sense of their behaviour. For that reason, we will state
important ones when necessary but avoid giving the proofs. References to the
proofs, of course, will be provided.
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Chapter 1
Inference in Inverse Problems
In this chapter, we present the basics of inverse problems and Bayesian inference that will
be used repeatedly throughout this thesis. There is an abundance of models for linear
and nonlinear inverse problems which address problems arising in diverse practical fields.
A quick overview of the literature produces as diverse applications as; thermal analysis
of re-entry space shuttles [BBC85], electrocardiography [Gul05], corrosion detection and
modeling [Ing97], computerized tomography [Nat01], positron emission tomography [SV82]
among many others [Ron08, AS09, WA11]. A central challenge in the inverse problems is
to overcome the ill-posedness of the inverse map, where a small change in the observables
make a big impact on the solution. Our goal in this chapter is to hint at the diversity of
inverse problems through examples, illustrate the challenges of their ill-posed nature and
describe the common approaches to overcome this issue. In particular, we will briefly describe
Tikhonov regularization based approaches and contrast this to our Bayesian approach. The
discussions of this chapter will act as a basis for the rest of this thesis.
We reiterate that none of the theorems stated here are new and hence they are stated without
proofs.
1.1 Inverse Problems
In this section, we will discuss the essentials of the class of problems called “Inverse problems”.
The statistical and computational features of these problems set them apart from other
inference problems. We will briefly describe such features and provide simple examples when
possible. This section is heavily influenced by the work of Ito et.al. [IJ14].
1
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The objective of the inverse problems is to construct a stable inverse map from observables
to unknowns, one with hopefully good statistical properties. The observables are assumed
to be generated by a forward map, mapping the parameter space to the observable space,
contaminated by observation noise. A major challenge in inverse problems is the ill-posedness
of the inverse map. A well posed problem, as defined by French mathematician Jacques
Hadamard satisfies these properties;
a) (Existence) There exists at least one solution.
b) (Uniqueness) There is at most one solution.
c) (Stability) The solution depends continuously on data.
Historically ill-posed problems were considered uninteresting and irrelevant. However, with
such inverse problems appearing in broad areas like medical imaging, weather prediction,
petroleum source detection and so on, it is impossible to ignore them. An early successful
solution to such problems is Tikhnonov Regularization, where you maximize a regularized
fitness function. This approach manages to alleviate the aforementioned issues like possible
non-existence, non-uniqueness or instability.
In applications, the observables, usually few in number, only provide partial information
of the unknowns which are usually very high dimensional. Hence, point estimates can be
very misleading, making uncertainty quantification crucial. A modern approach to quantify
uncertainty employs the Bayesian stance, outputting the full posterior distribution, instead
of just a point estimate. Prior information is often naturally available, making this approach
even more fitting. We leave the details of the Bayesian approach to the next section.
We now give examples for ill-posedness of the inverse map. The non-existence and non-
uniqueness cases turn out to be the easiest to understand, but also the least serious problems.
One can obtain a non-existence case by considering observation noise that can possibly
leave the observables outside the range of the forward map. Likewise, solution to an
underdetermined linear system will be non-unique.
Consider the following simple problem as an example to an unstable inverse map. Suppose
that a particle is moving in a straight line, and that the motion is caused by the force q(t),
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depending on time. Assume the particle is at origin with no motion at t = 0. The motion of
the particle is described by u(t) satisfying the following differential equation:
d2u
dt2





where u(t) is the position of the particle at time t. The goal of the inverse problem, then, is
to construct the force q(t) from limited (or complete) information of u(t). To understand
the stability of this map, we investigate how the solution q(t) behaves when we make a
small perturbation to u(t). If we take un(t) = u(t) + 1n cos(nt), the corresponding solutions
become qn(t) = q(t) − n cos(nt). We now observe that ||u − un||∞ → 0 as n → ∞ while,
||q − qn||∞ → ∞, i.e. very small perturbations in observations can cause arbitrarily large
differences in the solutions.
1.1.1 Examples
To make things more concrete, we use the general elliptic problem as a template. The
forward problem looks like this:
∇ · (a(x)∇u) + b(x) · ∇u+ p(x)u = f(x); x in Ω (1.1)
u above is the solution of the forward map, i.e. the solution of the Partial Differential Equa-
tion(PDE). The parameters are as follows; a is conductivity/diffusivity, b is the convection
coefficient, p is potential and f is the source/sink term. In practice, one usually picks one of
the parameters and assumes the rest fixed (in particular, they may be 0). The goal, then, is
to make inference on this chosen parameter given some observations on u. In this way, one
can come up with many inverse problems, like conductivity-inversion, source-inversion and
so on. The template elliptic problem given above does not involve any time parameter and
hence usually corresponds to steady-state behaviour of some system. Let us consider two
typical inverse problems generated from this template. We will see a third example, which is
the focus of this thesis, later in this chapter.
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Cauchy problem
The Cauchy problem is formulated as follows. Let Γc and Γi = Γ \ Γc be two disjoint parts
of the boundary Γ, referring to the observed and non-observed parts. Then, given Cauchy
observations (g, h) on the boundary Γc, the goal is to infer u on the boundary Γi, i.e.,
−∇ · (a(x)∇u) = 0; in Ω




= h; on Γc
where ∂∂n denotes partial derivative with respect to the boundary normal. One application of
this inverse problem is the thermal analysis of re-entry space shuttles. Here, one can measure
the temperature and heat flux on the inner surface of the shuttle, and one is interested in
the flux on the outer surface, which is not directly accessible [IJ14].
Inverse source problem
A second classical problem can be generated from Eq. 1.1 by inverting the source term f ,
i.e.,
−∆u = f
u = g; and
∂u
∂n
= h on Γ.
An exemplary application is electroencephalography, where brain’s spontaneous electrical
activities are recorded from electrodes placed on the scalp. Retrieving source term from the
Cauchy data is not unique and one usually requires additional sources of information (such
as a prior, or certain constraints) to be able to make inference.
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1.2 Classical Inference in Inverse Problems
In this section, we will briefly describe the Tikhonov regularization method and the basics
of the associated theory, including well-posedness and the consistency of the solution. As
before, we consider possibly nonlinear operator equations:
G(u) = gt1
where the operator G : X → Y (X ,Y are Hilbert spaces) is called the “forward operator”,
possibly a composition of the solution operator to an underlying PDE and a selection/sampling
operator for pointwise observations. gt denotes the true observations, i.e. without noise
contamination. As before, in practice we only have access to noisy data gδ, whose accuracy
with respect to the true data is measured by the noise level δ:
δ = ||gt − gδ||.
The classical approach for obtaining a well-behaved, approximate solution is Tikhonov
regularization, which is the minimizer of Tikhonov functional:
Jα(u) = ||G(u)− gδ||pp + αψ(u),
where the first term incorporates the information from observed data, while the second term
serves to regularize the solution and to incorporate prior information.
1.2.1 Basic Theory
We will now briefly discuss the well-posedness, that is the existence, stability and consistency
of Tikhonov solutions. The following set of assumptions are central [IJ14]:
Assumption 1. The operator G : X → Y, the non-negative regularization functional ψ and
the corresponding Tikhonov functional Jα(u) satisfy;
1note that u denotes the parameter now, as opposed to the solution of a PDE as in the previous sections
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1. Jα(un)→∞ as ||un|| → ∞.
2. un → u∗ weakly in X implies G(un)→ G(u∗) weakly in Y .
3. The functional ψ is proper convex and weakly lower semicontinuous.
We now state the existence result as in [IJ14].
Theorem 1. Let Assumption 1 hold. Then for every α > 0, there exists a minimizer to Jα
2.
Define uδα as the minimizer to Jα(u) with noise level δ. As discussed before, the critical issue
with inverse problems is the stability of the solution. Therefore, we now turn to the stable
dependence of uδα to perturbations in the data gδ.
Theorem 2. Let Assumption 1 hold. Let {gn} be a sequence converging to gδ (true data) in
Y , and {un} be a sequence of minimizers to Jα with gn in place of gδ. Then the sequence
{un} contains a weakly convergent subsequence, and the limit is a minimizer to the functional
Jα.
Finally, a natural requirement for a successful inference method is to have convergence to
the true solution as the noise level diminishes. In the case of inverse problems however, the
problem need not have a single solution even under perfect (no-noise) conditions. This is
in particular true when the forward operator G is the composition of sampling and PDE
solution operators, which is the case of interest in this thesis. Therefore, we need a rigorous
notion of “true solution”. For this purpose, we define the “ψ-minimizing solution” as the
element(s) ut that satisfies:
ψ(ut) ≤ ψ(u); ∀u ∈ {u : G(u) = gt}.
The following theorem [IJ14] states the convergence of Tikhnonov solutions to the ψ-
minimizing solution when the error level diminishes, when the regularization parameter α is
appropriately selected.
Theorem 3. Let Assumption 1 hold. Let the sequence {δn} be convergent to 0, and gδn
2not necessarily unique!
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satisfy ||gt − gδn || = δn. Choose the parameter α(δ) s.t.
lim
δ→0





Let {uδnα(δ)} be a sequence of minimizers to Jα(δ) with gδn in place of gt. Then it contains a
subsequence converging weakly to ψ-minimizing solution.
These conclude the basic properties of the Tikhonov solution. There is, of course, a rich
literature on this subject with deeper results. We refer to, e.g., [IJ14, BPR07, Neu98, Zhd93,
Ten01].
1.3 Bayesian Inference in Inverse Problems
In this section, we shall discuss the essential components of Bayesian inference: setting up
a prior and using the Bayes theorem. We will consider the parameter, to be denoted as
u whether it is permeability or forcing, to lie in a general separable Hilbert space. Such
generality will allow us to consider function-valued parameters (e.g. fields) as well as the usual
vector-valued case in the same framework. This section makes heavy use of the discussion
provided in the paper by Dashti et.al. [DS13].
Before we begin, let us briefly motivate the advantage of considering the function-space
setting. As argued in the important paper of Beskos & Stuart [BS09], one can consider
the sampling performance of a Monte Carlo method in the high dimension either by taking
the limit of the acceptance rates w.r.t. increasing dimensionality or by considering the
Monte Carlo method directly in the functional (“infinite dimensional”) space. The latter
has the advantage that the practical high-but-finite dimensional problem is just a subset
of the infinite dimensional problem, therefore any property of the latter will carryover to
the former. In particular, if the Monte Carlo method is well defined in the function-space
setting, e.g. having positive acceptance rate for MCMC, than it will behave well for any
finite dimensional case too. The authors of the aforementioned paper use this idea to build a
MCMC kernel that is well defined in the function space setting which will therefore behave
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well no matter how large you set the dimensionality.
1.3.1 Prior modeling
We assume our parameter lies in a separable Hilbert space X . We use countable infinite
sequences to model the parameter function:




By randomizing cj , we can create a real valued random function. We consider the domain D
of φjs as either an open bounded subset of <d or as the torus T d. We set cj = γjuj , where
γj is the deterministic part and uj is the random part. We can then choose γj s.t. we get a
convergent series. In our work, we use Fourier basis for φjs and we pick γj = 1||k(j)||d+0.001∞
,
where k(j) maps to the frequency of the jth coefficient (i.e. k(j) is a vector, and hence
||k(j)||∞ is its largest component).
Uniform case
A uniform prior can be set-up by choosing γ = (γj)j ∈ l1 and uj ∼ U [−1, 1]. Here l1 is the
space of absolutely summable real sequences and U [a, b] is the uniform distribution in range
U [a, b]. Now assume there exists constants φmin, φmax, δ s.t.
ess inf
x










i |xi|. We obtain the following property;
1
1 + δ
φmin ≤ u(x) ≤ φmax + δ
1 + δ
φmin a.e..
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This setup may not look very realistic or applicable, but it turns out that it is widely
employed. One example is the 2012 paper by Hoang et.al. [HSS12]. A particular advantage
of this scheme is that it lends itself more easily to analysis, hence it is employed more often
in analysis papers. The alternative to be described next is more often used in applications.
Log-Gaussian case
We now consider u as the logarithm of the parameter of interest. This approach has the
advantage of guaranteeing that the original parameter is positive and hence we do not need
the strict assumptions made in the previous section. Assume {φj}j is an orthogonal basis for
the separable Hilbert space X . We take uj ∼ N(0, 1), thus having u ∼ N(φ0, C), where the
covariance operator C depends on the choice of γ. φ0 is usually taken as 0 in applications.
We have the following theorem [DS13].
Theorem 4. Assume γj = O(j−
s
d ). Then the sequence of partial sums uN =
∑N
i=1 ciφi is
Cauchy in L2(Ht) for t < s− sd .




d |uj |2 and Ht is the (Hilbert) space of
fields with finite ||.||Ht norms.
Before we close this subsection on priors, we should point out that there are deeper results
on the regularity of the generated functions than those stated here [DS13]. However, for our
purposes, these suffice.
1.3.2 Setting up the posterior
The goal of this subsection is to give the conditions under which we have a Bayes theorem
for the function-space setting so that the posterior is absolutely continuous w.r.t. the prior.
The absolute continuity is not crucial (see: [HD12]), but it’s a natural requirement since it
implies that any almost sure property of the prior will carry-over to the posterior.
Let X and Y denote a pair of measurable spaces (with appropriate sigma-algebras) and let
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pi, ν be probability measures on X × Y. Assume ν  pi, i.e. there exists φ ∈ L1pi s.t.
dν
dpi
(x, y) = φ(x, y).
Theorem 5. [DS13] Assume piy exists s.t. piy(dx)pi(dy) = pi(dx, dy). Then there also exists
νy s.t. νy(dx)ν(dy) = ν(dx, dy)3. Furthermore, assume c(y) :=
∫
X φ(x, y)dpi
y(x) > 0, then







Now assume the spaces X ,Y are also separable Banach spaces and let G : X → Y a
measurable mapping. We want to formulate a Bayes theorem for problems of the sort:
y = G(u) + 
where  denotes noise and u ∈ X is the parameter of interest.
Let (u, y) be a random variable, specified using;
a) prior: u ∼ µ0 (a measure on X )
b) noise:  ∼ Q0 (measure on Y) and  ⊥ u
Hence the random variable y|u is distributed according to Qu: the translate of Q0 by G(u).
Assume Qu  Q0 so that,
dQu
dQ0
(y) = exp(−Φ(u, y))
where, for a given instance of data y, −Φ(u, y) is termed the log-likelihood. Now define
ν0(du, dy) := µ0(du)Q0(dy) and assume Φ(u, y) is ν0 measurable. Then (u, y) is distributed
according to ν(du, dy) = µ0(du)Qu(dy) and,
dν
dν0
(u, y) = exp(−Φ(u, y)).
Theorem 6. [DS13] Assume Z :=
∫
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The proof of the above theorem is essentially an application of Theorem 5 with pi replaced
with ν0, φ(x, y) = exp(−Φ(x, y)), (x, y)→ (u, y) and piy = µ0.
From the above discussion, we gather that there are three essential steps to apply this general
Bayes theorem:
1) Ensure Qu  Q0
2) Ensure Φ is ν0 measurable.
3) Ensure Z :=
∫
X exp(−Φ(u, y))µ0(du) > 0
We will show an application of this procedure under the uniform prior setup for the ground-
water flow problem defined in the next section.
1.4 Groundwater Flow Problem
In this section, we will define the groundwater flow problem and describe its important
properties such as the continuity of the forward map w.r.t. the parameter. We will end the
discussion by showing how we can apply the Bayes theorem of the previous section in this
setting, using uniform prior. The problem can be stated as follows; let p(κ) (“pressure field”)
behave according to:
−∇ · (κ∇p) = f ; x ∈ D
p = 0; x ∈ ∂D
where D is an open, bounded subset of <d and ∂D is its boundary. The inverse problem is
to find κ given some set of linear bounded functionals of p, assuming f is known. A different
inverse problem can be set-up by considering forcing (f) inversion, with κ known. This
second problem is much easier to deal with as it’s linear, and we shall consider it as a toy
problem for the multi-resolution Monte Carlo approach. In the rest of this section, we will
discuss only the permeability (κ) inversion.
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where the so-called test function v ∈ V = (H10 (D), < ., . >, ||.||), p ∈ H1(L2(D)). Recall that
H10 (D) and H
1(L2(D)) are instances of what is called a Sobolev space. In general, a Sobolev
space H i(Lp) is a Banach space where the norm is the sum of Lp norms of the function and
its derivatives up to i. H10 ⊂ H1 is the space of functions in H1 that vanish at the boundary.
We make the following common assumptions;
A1. ess infx κ(x) = κmin > 0
A2. f ∈ V ∗, i.e. the dual space of V
Under these conditions, we have the following theorem;
Theorem 7. [DS13] There is a unique weak solution to the above forward problem that
satisfies;
||p||V ≤ ||f ||V ∗/κmin.
This result is in turn used to prove the following continuity theorem;
Theorem 8. [DS13] For i = 1, 2, let;
−∇ · (κi∇pi) = f , x ∈ D
pi = 0, x ∈ ∂D.
Then,
||p1 − p2||V ≤ 1
κ2min
||f ||V ∗ ||κ1 − κ2||L∞
with,
κmin := ess inf
x
κ1 ∧ ess inf
x
κ2 > 0.
Such continuity theorems are used in proofs of estimator stability [IJ14], posterior consistency
[Vol13] and error analysis [HSS12].
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We now move on to the application of Bayes theorem in this problem, assuming the uniform
prior explained in the previous section. We begin by checking that the prior correctly assigns
measure 1 to the admissible parameter space. We know from our previous discussion that;
1
1 + δ
φmin ≤ κ ≤ φmax + δ
1 + δ
φmin a.e.
and hence the admissible parameter space {κ ∈ X|essinfxκ(x) > 0} has measure 1.
We then have to find Φ(., .) and check that it’s appropriately measurable. The observations
{lj}j are linear bounded functionals on V , hence lj ∈ V ∗. Define Gj(κ) = lj(p(κ)) and
G(κ) := (G1, G2, . . . , GJ), with y = G(κt) representing the vector of J observations under
the true permeability κt. It is important to note that observations themselves are real-vectors,
i.e. have finite dimensions. The function-valued observations can be of theoretical interest,




(κ) = exp(−Φ(κ, y)).
Assuming  ∼ N(0, I), we get
Φ(κ, y) = 0.5|y −G(κ)|2 − 0.5|y|2.
Using Theorem 8, we conclude that Φ is well defined. Measurability follows immediately
from basic properties of measurable functions.
Finally we have to show that the normalizing constant is positive, i.e. Z :=
∫
X exp(−Φ(κ, y))µ0(dκ) >
0. We have shown that κ is bounded, therefore G is bounded in <J and y is finite a.s. We ar-
rive at the conclusion that Φ < M(y) <∞ a.s. . Therefore, Z := ∫X exp(−Φ(κ, y))µ0(dκ) ≥∫
X exp(−M)µ0(dκ) = exp(−M) > 0.
We note that the Bayes theorem for the Gaussian prior case is done using the same steps,
but is more convoluted. We refer the reader to Stuart et.al. [DS13].
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1.5 Numerical Solution of the Forward Problem: Finite Ele-
ments Method
Analytical solution to the varying coefficient nonhomogeneous Laplace problem (e.g. the
groundwater flow problem of the previous section) does not exist. Among the available
methods, we employ Finite Elements Method (FEM) with polynomial basis functions. This
is also known as the Galerkin approximation. We begin by expressing the problem in its








where v, the test function, is defined as in the previous section. A general way of expressing
such equations is by using bilinear form A(., .) and linear form F (.) :
A(p, v) = F (v)
where A(p, v) =
∫
D κ∇p · ∇vdx and F (v) =
∫
D fvdx. A bilinear form A is called coercive if
there exists an α, s.t. for every u, v ∈ V ;




In our setup, this is trivially true with α = κmin, where ess infx κ(x) = κmin > 0 (Assumption
A1 of the previous section). This property, together with continuity of A and F imply a
unique solution to the forward problem. We will see that these also imply the convergence
of Galerkin approximations, to be defined next.
Assume that we have a family VN of finite dimensional subspaces of V . Then the Galerkin
approximation pN ∈ VN is defined by
A(pN , v) = L(v)
for all v ∈ VN . By the above discussion, the coercivity of A also holds true for Vn, hence the
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Galerkin approximation exists uniquely.
Let us now consider the relationship of Galerkin approximation to the best approximation
in VN . The error of the best approximation is infq∈VN ||q− p||V , which is clearly less than or
equal to ||pN − p||V . This implies that if we have a convergent Galerkin approximation, we
also have infq∈VN ||q − p||V → 0 as N →∞. Cea’s lemma establishes the reverse statement:
Lemma 1. If A is continuous and coercive then,
||pN − p||V ≤ C inf
q∈VN
||q − p||V .
The lemma says that the Galerkin solution is like the best approximation in VN up to a
constant that does not depend on N . For this reason, Galerkin approximation is sometimes
called Galerkin projection. We also have the following result;
Theorem 9. [Dur] If A is continous and coercive and the spaces VN are such that infq∈VN ||q−
p||V → 0 as N →∞, then limN→∞ uN = u.
The next question is to construct “good” approximation subspaces VN of V , the space where
the exact solutions belongs. The Finite Element Method (FEM) provides a systematic way
of constructing such spaces. The domain is divided into finite number of elements and
polynomial basis functions inside these elements are used to construct the approximate p.
We will explain the method in the 1D domain, i.e. D ∈ <.
Assume that we have a segmentation S = {S} of D ∈ <, i.e. D = ⋃S∈S S. Intersection
of line segments S should contain only a common point, i.e. the segments are not allowed
to overlap. Given a natural number k, we associate with S the space V k(S) of continuous
piecewise polynomials of order k. We observe that V k(S) ⊂ V . Recall that we are working
with homogeneous Dirichlet boundary conditions. A natural way to introduce this condition
to FEM is to work with the subset V k0 (S) ⊂ V k(S) of functions that vanish at the boundary.
Therefore, we can define the FEM approximation pS as the exact solution of
A(pS , v) = L(v); ∀v ∈ V k0 (S).
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Figure 1.1 illustrates a segmentation and the corresponding linear basis.
Figure 1.1: 1D FEM segments and linear basis
In order to apply Theorem 9, we need to show that these approximating spaces are “good
enough”, i.e. infq∈VN ||q − p||V → 0 as N →∞. Equivalently, it suffices to show that there
exist a good sequence of approximations in VN , i.e. some q∗N s.t. ||q∗N − p||V → 0 as N →∞.
Such convergence results are readily available in the polynomial approximation literature,
we refer to Chapter 4 of [SS02].
Consider the piecewise linear basis functions φk, centered around the intersection points of
segments, called nodes. We choose φk(xk) = 1 and φk(xj) = 0 for j 6= k, where xi are the
nodal points. These basis functions form our subspace Vk. Let us express p, v and f in these
bases, p =
∑
i piφi, v =
∑
i viφi and f =
∑
i fiφi. We can now re-express our approximate
problem using these,






dxφjdx and Mij =
∫
φiφjdx. Observe that these matrices are analytically
available. In addition, their size depends on the number of nodes, which in turn depends on
the number of segments. Finally, a crucial feature of these matrices is that they are very
sparse, since the bases are local. This means that it is possible to use efficient sparse solvers
to obtain the solution.
Chapter 2
Monte Carlo Inference
An important requirement in applied inverse problems is uncertainty quantification (UQ).
Bayesian paradigm provides a natural way to obtain UQ through posterior distributions.
However, computing these distributions and extracting required information from them are
non-trivial tasks. Bayesian inverse problems literature provides two answers: deterministic
approximations [FWA+11, BBG+11, BTBG+12] and Monte Carlo inference. In this chapter,
we will discuss the basics of the latter.
2.1 Markov Chain Monte Carlo Inference
Among the Monte Carlo family of inference tools, Markov Chain Monte Carlo (MCMC)
methods are arguably the most popular. Likewise, a greater part of the Bayesian inverse
problems literature focus on MCMC based inference. In this section, we will briefly motivate
and define this class of methods, as well as giving a short overview of the associated theory.
This section makes heavy use of the following works [RC05, RR04].
2.1.1 Motivation and definition




for a given function f , where pi is the posterior. Using the law of large numbers, it would
17
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In most instances, however, it is extremely inefficient (or downright impossible in cases
where pi is only known up to a proportion) to try a direct sampling approach, e.g. with
accept/reject type algorithms. Instead we follow a different strategy: obtain an approximate
sample from pi without directly sampling from it. Markov Chain Monte Carlo methods allow
us to do exactly this by using an ergodic Markov chain with stationary distribution pi. The
underlying Markov chain dynamics means that the samples will be dependent, however the
ergodic theorem justifies their use in Sn(.) just as if they were i.i.d. samples.
Metropolis-Hastings algorithm is one way of constructing such Markov chains. This algorithm
makes use of a proposal kernel Q to construct a kernel K that has the required stationary
distribution pi. The outline of the algorithm is as follows; given current state x(t),




Yt, with probability ρ(x(t), Yt)
x(t), with probability 1− ρ(x(t), Yt)
where







Intuitively, this algorithm balances the flow out of a state x into y with the flow into x from y,
when the system is in its stationary regime. This balance condition is known as the detailed
balance condition and it is one way to generate a reversible chain. On the other hand, the
fact that we only need to compute ratios of densities implies that the normalization constant
need not be known. We will look at these ideas in more detail in the next subsection.
2.1.2 Basic theory
A Markov Chain Monte Carlo method is essentially a Markov Chain specially constructed to
have a given limiting distribution. In this subsection, we will discuss the basic properties
of Markov Chains and give some basic limit results. Throughout this section, as well as in
many other parts of this thesis, we will not explicitly state the σ-algebra of the underlying
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probability space to avoid unnecessary cluttering. We will either use the notation A to
denote an event in this σ-algebra (e.g. pi(A) for the measure of set A w.r.t. the measure
pi), or use pi(dx) when we assume the measure pi has a density with respect to some other
measure.
Definition
A transition kernel is a function K such that,
(i) ∀x, K(x, .) is a probability measure
(ii) ∀A, K(., A) is measurable.




Given a transition kernel K, a sequence (Xi)i of random variables is a Markov chain, if for
any t, we have;





A Markov chain with a kernel K is called irreducible, if for every x and A, there exists n
such that Kn(x,A) > 0. This property makes sure that any event is reachable from any
starting point. One can think of this as a first measure of sensitivity of the Markov chain to
its initial conditions.
A set C is small if there exists m and a non-zero measure νm such that,
Km(x,A) ≥ vm(A) ; ∀x ∈ C , ∀A.
An irreducible chain has a cycle of length d if there exists a small set C, an associated integer
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M and a probability distribution νM such that d is the greatest common divisor of,
{m ≥ 1;∃δm > 0 such that C is small for νm ≥ δmνM}.
If the chain has a cycle of length 1, it is called aperiodic.
Define ηA =
∑
i IA(Xi), the number of passages of the Markov chain in A. A set A is Harris
recurrent if Px(ηA =∞) = 1 for all x ∈ A, where Px denotes the probability measure of the
chain starting at state x. The chain is Harris recurrent if it is irreducible and there exists a
measure ψ such that for every set A with ψ(A) > 0, A is Harris recurrent.




If pi is a probability measure and the chain is pi-invariant, we call the chain stationary and pi
its stationary distribution. A stationary Markov chain is reversible if it satisfies a condition
called the detailed balance condition with respect to a density pi, i.e.
K(y, dx)pi(dy) = K(x, dy)pi(dx) ; ∀(x, y).
In fact, it is easy to show (see [RC05]) that if the detailed balance condition holds with a
probability density pi, then pi is the invariant density of the chain.
It is important to note that, if a chain has stationary distribution pi, it may still fail to
converge to stationarity. We give the following example from [RR04]. Suppose the state space
is X = {1, 2, 3} with pi(1) = pi(2) = pi(3) = 1/3. Let K(1, {1}) = K(1, {2}) = K(2, {2}) =
K(2, {1}) = 1/2 and K(3, {3}) = 1. pi is stationary for this kernel, however if the chain starts
at state 3, then it cannot transition to other states, so that P (Xn = 1) = P (Xn = 2) = 0 for
all n > 1. This lack of convergence stems from the fact that the states do not communicate
with each other, such that the chain gets stuck in a subspace. Irreducibility of a chain,
defined earlier, implies that all states properly communicate with one another, eliminating
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problematic cases as in the last example. In fact, this concept is central in many convergence
theorems.
Convergence results in fixed dimensions
The basic properties described in the previous section are enough to develop initial convergence
results. We stress that these convergence results are “fixed dimension” results, so they are
not enough to justify applications in high dimensional inverse problems. However, we will
still show them for completeness. High dimensional case will be discussed in next subsection.
The first result will use the Total-Variation (TV) distance; we recall its definition 1:
||pi1 − pi2||TV = sup
A
|pi1(A)− pi2(A)|.
Theorem 10. [RC05] Assume the Markov chain has pi as its stationary density. If this




Kn(x, .)µ(dx)− pi||TV = 0
for every initial distribution µ.
This theorem forms the initial justification to use a Markov chain to approximate a (presum-
ably difficult-to-sample) distribution. This result can be made stronger, such that the rate
of convergence is uniformly bounded with respect to the initial state. To state this result,
we first define the “time of first visit” variable τA:
τA = inf {n ≥ 1;Xn ∈ A}.
Theorem 11. [RC05] Assume the Markov chain has pi as its stationary density. If the





1Recall that A denotes an arbitrary event of the underlying probability space




||Kn(x, .)− pi||TV = 0.
Recall that Ex is the expectation with respect to the Markov chain starting at state x. An
equivalent way to define uniformly ergodic chains is the following condition,
||Kn(x, .)− pi||TV ≤Mρn.
Note that, in the above, M is constant with respect to the initial state x. This formulation
is useful to get a sense of the rate of convergence, independent of the initial state. However,
this latter property of independence proves too strong for some chains of practical interest.
A weaker formulation corresponds to geometric ergodicity. A Markov chain is geometrically
ergodic if,
||Kn(x, .)− pi||TV ≤M(x)ρn,
for some 0 < ρ < 1. Essentially, we let the constant M to depend on the initial state now.
Before stating the theorem guaranteeing geometric ergodicity, we need the following definition.
A Markov chain is said to satisfy the drift condition if there are constants 0 < λ < 1 and
b <∞, and a function V : X → [0, 1], such that,
KV ≤ λV + b1C ,
where C is a small set. We now proceed to the theorem.
Theorem 12. [RR04] Consider an irreducible, aperiodic Markov chain with a small set C.
Suppose further that the drift condition is satisfied. Then the chain is geometrically ergodic.
We will end this subsection with a basic central limit theorem. Assume g ∈ L2(pi), define
gˆ(X) = g(X)− Epi(g(X))). We have the following result,
Theorem 13. [RC05] If the Markov chain is aperiodic, irreducible and reversible with





(gˆ(Xn))→L N(0, γ2g )
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applies if,





where →L denotes convergence in law.
2.1.3 MCMC in functional spaces
Our discussion so far did not make explicit reference to the underlying state space of the
Markov chain. We tried to keep the overview as general as possible, however this does not
imply that the methodology discussed so far applies in the most general case, in particular
in the case of infinite dimensional (functional) spaces. The essential problem is that, the
Metropolis-Hastings ratio cannot be defined as in Eq. 2.1 anymore, since proposal and target
measures need not have a density with respect to Lebesgue measure. In this brief subsection,
we will define MCMC algorithm in a more general sense. This will enable us to come up
with a MCMC algorithm that works in functional spaces [CRSW13].
Let us define ν(du, dv) = Q(u, dv)pi(du) where Q is the proposal kernel and pi is the target
measure (not density!). Similarly, we define ν∗(du, dv) = Q(v, du)pi(dv). Assuming ν∗  ν,
we define the Metropolis-Hastings ratio as,








We can easily see that if ν and ν∗ are absolutely continuous with respect to the Lebesgue
measure, we recover the previous definition in Eq. 2.1. To see what can go wrong in the
functional space setting, we consider the simple random walk proposal MCMC. Assume pi0




with ξ ∼ N(0, C), i.e. the same distribution as the prior. Here, δ is a scaling parameter
that can be tuned to optimize the search behaviour of the algorithm. We immediately see
a problem: if the target measure is the same as the prior measure, the distribution of v
(the proposed move) when the algorithm is in stationary regime will be
√
1 + 2δN(0, C) and
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therefore the acceptance rates will drop rapidly to 0 as the dimensionality increases; see
Figure 2.1 for an example with C = I and δ = 0.25. In fact, the Metropolis-Hastings ratio no
longer exists in the infinite dimensional setting, as ν∗  ν is not satisfied (i.e. the measures
are singular to each other) for this proposal.






















Figure 2.1: Acceptance rates for the symmetric random walk proposal, when the target is
the same as the prior
Let us now consider an alternative proposal:
v = (1− 2δ)1/2u+
√
2δξ,
with ξ ∼ N(0, C) as before. Even though this proposal looks less natural at first look, it
actually leads to a well defined MCMC algorithm with the MH ratio:
ρ(u, v) = min{1, exp (Φ(u)− Φ(v))}.
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Recall that we have dpidpi0 (x) ∝ exp (Φ(x)) as in the first chapter. We also see that this
proposal preserves the prior and is prior-reversible, i.e. if u ∼ N(0, C) then v ∼ N(0, C),
Q(u, dv)pi0(du) = Q(v, du)pi0(dv). If the target is the same as prior then the acceptance rate
will no longer drop as before (in fact, it will be 1, the reader might compare this to the
acceptance rates in Figure 2.1). Such proposals that lead to well defined MH algorithms even
in the infinite-dimensional functional setting are called dimensionality-robust. In principle,
they should be preferred when the dimensionality of the application is very high, or unknown.
However, in practice, the performance of such proposals depend on how well the posterior
measure is approximated by the prior. Hence the theoretical safety that such an approach
brings does not necessarily translate to universal applicability. It is also interesting to note
that when δ = 1/2 the algorithm becomes an independence sampler. This will be relevant
when we discuss multi-resolution MCMC strategies in functional setting in the last chapter.
2.1.4 Tempered Monte Carlo methods
We end our brief review of MCMC methodology by tying it to particle-based methods. The
basic idea of using the plain Metropolis-Hastings algorithm directly on the density of interest
only works if the said density is simple enough. Densities with multiple modes or highly
peaked regions need to be handled differently, as even when the algorithm has a guarantee
to converge, the convergence can be extremely slow. It is very usual to observe a MCMC
method to stay stuck in a region of space for a very long time in such difficult problems.
The two methods that we will discuss in this subsection attempt to solve this issue. In each
case, the new goal is to simulate from a sequence of non-normalized densities (pii)mi=1 on the
same state space. The index i is called the “temperature”, pi1 being the “cold” density while
pim is the hot one. These densities are modifications of the target density of interest, pi. We
choose them such that the cold density starts very flat and gradually heats up to the target
density pim = pi. The motivation is to utilize the flatness of the cold densities to enable faster
exploration of the state space, and guide the system towards high density regions of the
original density of interest. We will discuss a particular way of constructing such a sequence
in the next chapter.
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The first method we discuss is called Simulated Tempering [GT95]. In this method, we
consider the augmented state space (x, i) ∈ X × {0, 1, . . . ,m}, where the temperature is now
taken as random. The stationary distribution of the sampler is proportional to pii(x)h(i),
where h(i) is called the “pseudo-prior”. One iteration of this algorithm looks as follows
[GT95]:
1. Update x using Metropolis-Hastings for pii(.).
2. Set the proposed new temperature j = i ± 1 according to probabilities qi,j where
q1,2 = qm,m−1 = 1 and for other indices qi,j = 12 .





and accept/reject transition as per the usual Metropolis-Hastings method.
When the tempered density sequence and the pseudo-prior are chosen well, this algorithm
can converge very quickly, where a standard MCMC would fail. It turns out, however the
choice of these are far from trivial. The paper by Geyer et.al. [GT95] proposes a rather
contrived mechanism to adaptively find these parameters. Parallel tempering MCMC, to
be discussed next, alleviates part of this problem by not requiring a pseudo-prior. Though
choice of a good sequence of densities remains an issue still. We will see in the next chapter
that such a choice becomes much easier in the context of Sequential Monte Carlo.
Population based MCMC [JSH07] replaces the single chain approach of simulated tempering
with multiple interacting chains that run in parallel. Instead of sampling from the augmented
space of (X, i), we now try to sample from the following target measure:
pi∗(x1:m)dx1:m = Πnpin(xn)dx1:m
where again pi1 is the cold density that is flat and pim = pi is the hot density with complicated
features. Our goal, then, is to construct a Markov kernel that is pi∗-irreducible, aperiodic and
admits pi∗ as its stationary distribution. We achieve this by considering the target as having
vector components (x1, . . . , xm). We visualize the resulting algorithm as running parallel
MCMC for the different components, while exchanging information between the chains
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at certain points. Once the proposed move kernel is fixed, Metropolis-Hastings algorithm
is applied as discussed previously. We now give some example move proposals from the
literature;
1. Mutation: This move seeks to update a single component of the target using a Markov
kernel, i.e. Xn+1|xn ∼ K(xn, .), which is then applied independently to all components.
2. Exchange: This move attempts to change the values between two randomly selected
chains i and j.
3. Crossover: It is possible to attempt a less extreme swap than the Exchange kernel,
if each component xi itself is a d-dimensional vector xi = (xi1, . . . , xid). This move
attempts to crossover the lth position in the vector for chains i and j such that the
proposed change would look like xn+1,i = (xn,i1, . . . , xn,jl, . . . , xn,id) and xn+1,j =
(xn,j1, . . . , xn,il, . . . , xn,jd).
The algorithm would typically choose and mix some of these possible moves, to get a
composite move at each time step. It is known that the simulated tempering algorithm may
converge faster, if an efficient way to come up with a good pseudoprior is available. This now
ties the discussion to Monte Carlo methods based on interacting particle systems, otherwise
known as Sequential Monte Carlo methods.
2.2 Sequential Monte Carlo Samplers
The most popular sampling method by far is the Markov Chain Monte Carlo (MCMC)
method. A less well known competition comes in the form of Sequential Monte Carlo (SMC).
One of the goals of this thesis is to investigate the practical properties of SMC, especially in
the high dimensional setting and try to answer this question: “Can SMC be made practically
relevant in high dimensional inverse problems?”. This section will review some basic material
about SMC, including basic theory using Feynman-Kac path measures. The discussion is
based on the paper by Del Moral et. al. [DMDJ06] and the seminal book by the same author
[DM04].
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2.2.1 Motivation and definition
The goal is to sample from a sequence of densities (pi1, . . . , pin). In a Bayesian setup, this
sequence may correspond to increasing number of observations, different levels of annealing,
etc. For example, the former case is related to radar tracking of moving objects, which is a
canonical problem in the signal processing area.
Hidden Markov Models
The canonical example to motivate Sequential Monte Carlo methods (or “particle filters” as
they are known in applied fields) is Bayesian inference in Hidden Markov Models [DJ09].
A Hidden Markov Model (HMM) {Xn, Yn}n is made up of a hidden Markovian dynamics
(Xn|Xn−1 = xn−1 ∼ piXn|Xn−1(.|xn−1)) and a conditionally independent observation process
(Yn|Xn ∼ piY |Xn(.|xn)). The goal is to make inference on the hidden variables {Xn}n
conditioned upon the observations {Yn}n. When the transition dynamics are linear (i.e.
Xn = AXn−1 + BVn for matrices A,B and Vn ∼ N(0, I)) and the observation process is
linear (Yn = CXn +DWn, where C,D are some matrices and Wn ∼ N(0, I)), the maximum
likelihood inference problem can be solved by Kalman filters. The Extended Kalman Filters
attempts to solve the general problem using linearization. Particle filters, on the other hand,
enables inference without such possibly crude approximations. Put more concretely, the
inference goal is to extract information from the following sequence of densities:
pin(x1:n|y1:n) ∝ pi1(x1)Πni=2piXi|Xi−1(xi|xi−1)piY |Xi(yi|xi).
SMC Samplers
The SMC way of sampling from a sequence of target densities consists of having a weighted
particle system at each time index, i.e. {xin, win}Nn , with N being the number of particles. In











n = 1. The last equality indicates that the weights are
normalized to sum to 1. For this reason, in our discussion we will only be concerned to find
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them up to a proportionality constant (i.e. the non-normalized ωin ∝ win) which is the inverse





). We assume that the first target
density is easy to sample from and that we have a reasonable prediction kernel Kn, so that
pin−1Kn(A) =
∫
Kn(xn−1, A)pin−1(xn−1)dxn−1 ≈ pin(A). To motivate the SMC procedure,
let us first discuss the basic importance sampling solution. Using the aforementioned
assumptions, the importance distribution at time n is νn = pi1Πnj=1Kj and hence the (non-
normalized) weights can be calculated as ω = pinνn =
pin
pi1Πnj=1Kj
. If the importance distribution
could be computed pointwise efficiently, then this would be a reasonable procedure. That
is not the case in the majority of applications and hence we need an alternative approach.
That alternative is to consider an artificial joint density, for which (pin)n are marginals, so
that a simpler recursive formula for the weights can be derived.
In order to create the required joint distribution, we employ backward kernels Lk, so that
the joint density at time n reads p˜in(x1:n) = pin(xn)Πn−1k=1Lk(xk+1, xk). It can easily be seen






with νn(x1:n) = pi1(x1)ΠkKk(xk−1, xk) and ω˜n(xn−1, xn) =
Ln−1(xn,xn−1)pin(xn)
Kn(xn−1,xn)pin(xn−1) . Essentially,
we get rid of the marginalization step of pin−1Kn =
∫
xn−1Kn(xn−1, .)pin−1(xn−1)dxn−1 and
replace it with the products above.
The next step, then, is to figure out the best, in some sense, backward kernels. A popular
criterion in importance sampling literature is the variance of weights, and it is reasonable to
select the kernels that minimize this. We will now briefly follow the discussion in Section 3.3
of Del Moral et.al. [DMDJ06]. In the development of SMC outlined above, we essentially
replace IS in 1-dimension with IS in n-dimensions. This is used to alleviate the problem of
computing the marginal of proposal density. On the other hand, such an enlargement of
space leads to increased variance of importance weights. Hence, unsurprisingly, the optimal
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which is impractical for the same reasons as IS (i.e. the difficulty of exactly calculating
νk(xk)); but it gives us a way of constructing an approximately optimal kernel. As a first
step, we replace νk−1 with pik, the argument being that they should be close to each other if







In the final step, we assume Kn is pin invariant, which is usually the case in practice, therefore
pik−1Kk(xk) ≈ pik. The final expression reads;
Lopt
′′
k−1 (xk, xk−1) =
pik−1(xk−1)Kk(xk−1, xk)
pik(xk)




with pin ∝ γn. In the case where pin and pin−1 are posteriors with a common prior, γn is
simply the likelihood at time n.
Let us end this discussion with the structure of a typical implementation of the ideas presented
in this section. Assume that at time t− 1, we have a particle system {xit−1, ωit−1}Nt−1 with
uniform weights (i.e. ωit−1 = 1 and wit−1 =
1
Nt−1 , with Nt−1 the number of particles at time
t− 1), the new particle system is generated as follows,
1. Correction: Assign new weights to the particles by,




2. Selection: Resample, according to multinomial sampling 2 (i.e. x̂t ∼Multinomial((w˜it))i),





) as selection probabilities. Then re-set the
weights to 1.
2Other resampling methods are also available.
Chapter 2. Monte Carlo Inference 31
3. Mutation: For each particle x̂t−1, sample new particles xt from Kn, where we assume
Kn is pin invariant.
Figure 3.2 in the next chapter gives an example run of this algorithm. Note that the target
density sequence is adaptively determined by the algorithm in that example.
2.2.2 Curse of Dimensionality Discussions
Sequential Monte Carlo Samplers have been utilized in many different domains. A frequently
observed problem is the “weight degeneracy” or the “collapse” of the particle system, where
only a handful particles have significant weights at the later iterations. Many remedies
are proposed in the literature, including resampling and tempering which are discussed in
the next chapter. Bickel et.al. [BLB08], however, showed that in a simple Gaussian setup,
the degeneracy phenomenon is inherent in the algorithm (in particular, inherent to the
reweighing step), when the dimensionality is large. In this subsection, we briefly discuss
their results and a recent paper taking on a different perspective [RvH15]. We will see
that these two viewpoints converge on the idea that what really matters is the “effective
dimension” of the system. This result is crucial in understanding the effectiveness of the
proposed algorithms in this thesis.
In the aforementioned work, Bickel et.al. [BLB08] examine the behaviour of the importance
weights as the system dimension and the sample size increases. Their results imply that,
to avoid collapse, the sample size must grow super-exponentially in the effective dimension.
They also conjecture that methods such as deterministic simulated tempering (as opposed
to our adaptive tempering in the next chapter) does not provide a remedy.
Let us briefly overview their setup and discuss the results. The data model they use is a
linear Gaussian-Gaussian model, i.e. Y = HX + ε, where Y is a d× 1 observation vector,
H is a known d × q matrix and X is the q × 1 parameter vector. Both the prior and the
error distribution are Gaussian, with X ∼ N(µX ,ΣX) and ε ∼ N(0,Σε) and the noise is
independent of the parameter. Finally, let d′ = rank(H) and (λ2i )i be the singular values of
cov(HX). We have the following result [BLB08].
Theorem 14. Assume the following,
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j )→ σ2 > 0.
Then, if logn log d
′
d′ → 0, we have the largest normalized weight ω(n)→ 1 in probability.
This result implies that unless we have exponential growth of the sample size in terms of d′,
we have weight collapse, i.e. the maximum weight converges to 1. The first assumption is
very important, as it essentially means “when the effective dimensionality is high”. Bickel




i <∞, there is no weight collapse.
They define this sum as the effective dimension of X. The reason for weight collapse is that
the proposal distribution and the target density become mutually singular [BBL08]. We
will now replicate a small experiment from Bengtsson [BBL08] that showcases the weight
degeneracy behaviour of a simple importance sampler in increasing dimensions. We assume a
simple linear problem with Gaussian noise, i.e. Y = X+ε such that X ∈ <d, ε ∼ N(0, I) and
we assume n observations. If we use the prior as the proposal distribution, the importance
weights become wi ∝ exp(−12
∑d
j=1 ε
2). Hence, we can sample the maximum weight in an
importance sampler by first generating n weights as above and taking their maximum. We
repeat this exercise for 400 times with n = 1000 and various d and the results are shown
in Figure 2.6. We observe that at d = 100 we start to observe few particles dominating
the system, and at d = 400 most of the simulations essentially collapse with the maximum
weight very close to 1.
This “curse of dimensionality” does not effect the classical tracking/filtering problems, which
are often not high dimensional. On the other hand, Bickel’s result caused a lot of pessimism in
the viability of SMC in high dimensional problems. A more optimist discussion, together with
proof-of-concept theory, can be found in Rebeschini et.al. [RvH15]. In this paper, they argue
that it is, in principle, possible to develop local particle filters whose local approximation
error is dimension-free. Another way of putting it is that, even though the overall error
explodes as the effective dimension increases, the local error (i.e. error w.r.t. to a marginal)
may not. A simple though experiment shows this idea: imagine a high dimensional hidden
Markov model (HMM). Sequential Monte Carlo method, also called Particle Filters, is a
natural inference tool for this model. Now assume that, in this HMM all the dimensions
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Figure 2.2: d = 10 Figure 2.3: d = 40
Figure 2.4: d = 100 Figure 2.5: d = 400
Figure 2.6: max(w) plots for different dimensions d.
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are i.i.d., in other word this high dimensional chain is actually made up of unrelated and
identical one-dimensional HMMs. We observe that, since the effective dimensionality is
exactly the same as the actual dimensionality, Bickel’s result applies. On the other hand,
if we take any one of these chains, i.e. considering marginals on single parameters, and
perform SMC inference on these individual chains, the local error is independent of the
overall dimensionality. They also demonstrate that this result still holds when the complete
independence condition is weakened to a decay of correlation among parameters. We refer
to [RvH15] for details.
In sum, we have seen that the error explodes exponentially as the effective dimensionality
increases. But it is still possible for the effective dimensionality to be bounded while the
actual dimensions increase. Such a case is possible when observations effect only a small
amount of parameters significantly, while most of the parameters are highly influenced by
the prior. Finally, even when the effective dimensionality is very high, it may be possible
to have dimension independent error rates for the marginals. These results motivate us to
further investigate the practical performance of SMC in inverse problems.
2.2.3 A basic Central Limit Theorem for SMC
In this subsection, we will briefly state and discuss the central limit theorem for sequential
Monte Carlo methods by Chopin [Cho04]. We begin by recursively defining the following
quantities, beginning with V˜0(g) = Varpi0(g), with g being any measurable function,
Vt(g) = V˜t(ω˜t · (g − Epit(g))),
V̂t(g) = Vt(g) + Varpit(g),
V˜t(g) = V̂t(EKt(g)) + EpitVarKt(g).
Note that these quantities need not be finite for any t in general. We now define the space
of functions g for which the central limit theorem will be stated. Let us define Φt recursively
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to be the set of measurable functions such that for some δ > 0,
Epit−1 ||ω˜t · g||2+δ <∞
and that the function EKt(xt−1,.)(ω˜tg(.)) is in Φt−1. The initial set Φ0 contains all measurable
functions with finite second moments with respect to pi0. We can now present the following
theorem [Cho04]:
Theorem 15. If the selection step 3 is Multinomial resampling, and if the unit function
belongs to Φt for every t, then for any g ∈ Φt, Epit(g), Vt(g) and V̂t(g) are finite quantities
























Before closing this section, it is worth noting that estimating the (asymptotic) variance of
an SMC estimator (i.e. Vt(g) and V̂t(g)) is difficult and it is an active research area, for a
recent work on this subject we refer to [LW15].
2.2.4 Feynman-Kac measures and some results
Feynman-Kac measures generalize Markov chains by incorporating “potentials”. In effect,
these measures form the basis of a wide variety of statistical models as well as open up
new avenues in probability research. The covered areas include broad topics as Bayesian
statistics, in addition to signal filtering, genetic/evolutionary algorithms, particle physics and
sequential Monte Carlo. In this subsection, we will define the Feynman-Kac prediction flow,
McKean interpretation and the interacting particle systems, which will form the theoretical
basis for sequential Monte Carlo. We will end this section with a time-uniform convergence
theorem which will then be employed in the next chapters. All the material in this section is
3Recall the discussion at the end of Section 2.2.1.
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prepared using the seminal book by Del Moral [DM04], in particular sections 3.1, 3.2 and
7.4.3.
The basic building blocks are a sequence of potential functions Gn and a Markov chain




with γn(fn) = Eν0(fn(Xn)Π
n−1
p=0Gp(Xp))
where ν0 denotes the initial measure, the prior in our case. We assume the potential functions
are bounded and positive. Intuitively, the Markov chain corresponds to the predictive kernels
Mn in the SMC algorithms, while the potentials corresponds to weights. In this view,
Feynman-Kac measure gives the ideal behaviour of a particle that evolves according to
Mn and is selected/sampled/killed according to Gn. From the opposite view, interacting
particle systems, and SMC in particular, can be seen as a stochastic linearization of this
ideal measure. This sequence of prediction measures satisfy the following nonlinear recursive
equation;
νn = νnKn+1,νn
where Kn+1,νn is a nonunique collection of Markov kernels, called the McKean interpretation
of the underlying Feynman-Kac measure. This McKean kernel can be decomposed into
selection (Sn,ν) and mutation kernels Mn+1, i.e.
Kn+1,ν = Sn,νMn+1.
To make it more concrete, let us consider kernels corresponding to multinomial and residual
sampling schemes, respectively they read;
Sn,ν = Ψn(ν)
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We will now define the N-interacting particle system (NIPC) corresponding to McKean
kernel Kn,ν . NIPC is a Markov chain that takes values in the product space EN , i.e.
ξNn = (ξ
N,1
n , . . . , ξ
N,N
n ) ∈ EN with ξN,in denoting the ith particle at nth epoch. The initial











We see from this that the previous deterministic recursive equations of the form νn =




. If we associate ξNn
with the corresponding empirical measure νˆn, we can also interpret the NIPC as a measure
valued Markov chain. We will see that, under certain assumptions, these random measures
actually approximate νn, i.e. the Feynman-Kac measure sequence corresponding to the same
selection and mutation kernels. We now briefly mention a related theorem.
Theorem 16. Assume the following;
1. There exists a sequence of strictly positive numbers n ∈ (0, 1] s.t. for any xn, yn;
Gn(xn) ≥ nGn(yn) > 0.
2. There exists some integer m ≥ 1 and some sequence of numbers n ∈ (0, 1) s.t. for any
p and xn, yn we have Mp,p+m(xp, .) = Mp+1Mp+2 . . .Mp+m(xp, .) ≥ nMp,p+1(yp, .)








p ≤ c(p, )
where Osc1 is the class of functions s.t. max(f)−min(f) ≤ 1 and c(p, ) denotes a constant
depending on p,  as well as the constants in the aforementioned assumptions.
This very useful time-uniform convergence result is then used to prove consistency of various
SMC algorithms. Time-uniformity means that we do not have to explicitly take into account
the number of steps taken in the algorithm. This is very useful when this quantity is unknown
beforehand, as in the case of our adaptive SMC algorithm explained in the next chapter.
Chapter 3
Uni-Resolution Adaptive Sequential Monte Carlo
Inference
Inverse problems, as defined in the first chapter, can be attacked from different angles. One
essential feature of the problem is the computational complexity of calculating the likelihood;
hence efficient allocation of computational resources is imperative. Efficient exploration
of high dimensional posteriors constitute the other significant challenge [MWBG12]. This
chapter is concerned with an adaptive SMC approach that attempts to address exactly
these issues. We will utilize the emerging literature on dimension independent mixing
MCMC, in addition to our novel approaches to SMC adaptation. Our contributions to
SMC adaptation addresses two issues: first is the common criticism of the large number of
parameters that have to be pre-determined. The second issue is the proper allocation of
computational resources when sampling from a tempered sequence of densities. Note that in
this chapter we consider the forward problem as “black-box”, hence no particular structure
of the underlying PDE is exploited here. We will consider an alternative approach, which
utilizes the mathematical properties of the underlying forward problem, in the next chapter.
3.1 Problem Statement
Discrete approximations (sometimes called “meshes” in case of spatial approximations) are
often used in practice to obtain approximate solutions to complicated dynamical systems,
e.g. Galerkin projection in the case of PDEs. The required refinement level of the mesh may
depend on multitude of practical factors and hence, from a methodological perspective, it is
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important to provide inference algorithms that are robust to remeshing (i.e. changing the
resolution of the mesh). In our scenario, such a result is proved for MCMC ([HSS12]) and
SMC ([BJMS15]) methods. We will briefly state and discuss the SMC result in the following
sections.
Another important consideration is the behaviour of the inference method in large-data or
small-error regimes. Appropriate tuning of algorithmic parameters, such as the scale of a
Gaussian random walk kernel, becomes crucial. Adaptive MCMC methods solve this by
adapting kernel parameters using history of the chain. However, the inherent dependency of
different steps in a MCMC method makes the task of analyzing and developing such methods
very difficult.
A different approach which we will adopt here, involves adaptive SMC samplers [DMDJ06].
In particular, we will consider a sequence of measures which interpolate from prior to posterior
where the sequential nature of the approximating particle system allows for smooth evolution
of particle distribution and weights from the typically simple prior to the potentially very
complex posterior. Recent work in the context of inverse problems (Kantas et.al. [KBJ13])
has shown how, using the aforementioned dimension independent MCMC methods within
SMC, it is possible to construct algorithms which combine the dimension independent aspects
of novel MCMC algorithms with the desirable self-adaptation of particle methods.
3.2 Tempered Sequential Monte Carlo
In the second chapter, we discussed how the particle system of SMC follows a sequence of
densities. We now introduce a sequence of “bridging” densities which enable us to connect
ν0 (prior measure) to νy (posterior measure). Assuming the Bayes theorem holds with
dνy
dν0
(u) ∝ pi(u), the bridging densities are constructed as follows:
pin ∝ pi(u)φn
where 0 = φ0 < φ1 < . . . < φp = 1; we refer to φj as temperatures. We let νn denote the
probability measure with density proportional to pin with respect to ν0. Assuming pi(u)
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(u) ∝ pi(u)φn , dνn
dνn−1
(u) ∝ ln−1(u) := pi(u)φn−φn−1 .
Although ν = νp may be far from ν0, careful choice of the φn can ensure that νn is close
to νn−1 allowing gradual evolution of the particle approximation of ν0 to that of ν. Other
choices of bridging densities are possible and are discussed in e.g. Del Moral et.al. [DMDJ06].
The overview of the algorithm is shown in Figure 3.1.
0. Sample {um0 }Mm=1 i.i.d. from ν0 and define the weights wm0 = M−1 for m = 1, · · · ,M.
Set n = 1 and l = 0.
























resample {umn }Mm=1 according to the normalized weights {wmn }Mm=1;
re-initialise the weights by setting wmn = M−1 for m = 1, · · · ,M ;
let {umn }Mm=1 now denote the resampled particles.
3. If n < p set n = n+ 1 and return to Step 1; otherwise stop.
Figure 3.1: Standard SMC Samplers. Mthres ∈ {1, . . . ,M} is a user defined parameter.
3.3 Convergence Properties of Non-Adaptive SMC
The issue of dimensionality in SMC methods has attracted substantial attention in the
literature [BCJ14, BCJW11, RvH15]. A result for our setup, which we will briefly state in
this section, can be found in Beskos et.al. [BJMS15].
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We assume that there exists κ > 0 such that for each n ≥ 0 and u;
κ ≤ ln(u) ≤ 1/κ. (3.2)
We note that this holds for the elliptic inverse problem discussed before, when the uniform
prior is employed.
Let P denote the collection of all probability measures on our probability space E. Let
µ = µ(w) and ν = ν(w) denote two possibly random elements in P . We define the distance
between µ, ν ∈ P by




This definition of distance is indeed a metric on the space of random probability measures; in
particular it satisfies the triangle inequality. In the context of SMC, the randomness stems
from various sampling operations within the algorithm.
Bekos et.al. [BJMS15] provides the following convergence result for non-adaptive SMC;
Theorem 17. Assume 3.2. Consider a non-adaptive SMC which resamples at every iteration.
Then, for any n ≥ 0,







where νMn denotes the empirical measure corresponding to the nth iteration of the SMC
particle system with M particles.
We make some comments about this.
• The measure νp is well approximated by νMp in the sense that, as the number of
particles M → ∞, the approximating measure converges to the true measure. The
result holds in the infinite dimensional setting. As a consequence, the algorithm as
stated is robust to finite dimensional approximation.
• In principle, the theory applies even if we skip the move steps. However, moving the
particles according to a non-trivial νn-invariant measure is absolutely essential for the
methodology to work in practice. This can be seen by noting that if we skip all the
move steps, the final particle system becomes a weighted set of samples from the prior,
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clearly undesirable in general.
• The MCMC methods in Cotter et.al. [CRSW13] provide explicit examples of Markov
kernels with the desired property of preserving measures, including the infinite dimen-
sional setting.
• In fact, assuming stronger ergodicity properties for the move kernels, it is sometimes
possible to obtain time-uniform bounds. See, e.g. the discussion at the end of previous
chapter.
3.4 Adaptive SMC
In practice, the SMC samplers algorithm requires the specification of 0 ≤ φ0 < φ1 < . . . <
φp = 1 as well as any parameters in the MCMC kernel. As demonstrated in Jasra et.al.
[JSDT11], Kantas et.al. [KBJ13], the theoretical validity of which is established in Beskos
et.al. [BJKT], these parameters can be set on the fly.
First, we focus on the specification of the sequence of distributions. Given step n− 1 and
pin−1(x), we select the next target density by adapting the temperatures to a required value
of the effective sample size (ESS) (see Figure 3.1, Eq. 3.1) as in Jasra et.al. [JSDT11]. So,
for a user defined threshold Mthres, we choose φn as the solution of ESS(n)(M) = Mthres.
We use an inexpensive bisection search method to obtain the adapted temperature in this
way.
To see how this adaptation behaves, we perform a simple experiment. Let the statistical
model be a simple linear regression, i.e. Y = X + ε with ε ∼ N(0, σ2) and X ∼ N(0, θ2).
We run an SMC with temperature adaptation as described above on this problem, with
Y,X ∈ <10, σ = 0.1, θ = 1 and the number of particles is set to 1000. Our ESS target Mthres
is 500. Figure 3.2 shows the resulting histograms of an arbitrarily selected component and
the corresponding tempered targets. Note the smoothness of the transitions of targets. The
distance between the consecutive densities should be small enough for the success of the
algorithm.
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Figure 3.2: Histograms of a single component of SMC particles at different iterations of the
algorithm corresponding to the adaptively selected temperatures, together with the target
tempered posteriors
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Second, we turn to the specification of the move/mutation kernel Kn. Several options are
available here, but we will use reflective random-walk Metropolis proposal on each component,
conditionally independently. In particular, we will adapt the random move proposal scales
j,n with j the coordinate and n the time index. A reasonable choice would be to adapt j,n
to the marginal variance along the j-th coordinate; since this is analytically unavailable we
opt for the SMC estimate from the previous time-step. Hence, using the notation from the
previous chapter, we set j,n = ρn
√
Vˆarj(ξNn−1) where ρ is a global scaling parameter (recall
that ξNn−1 denotes a random particle at time n− 1 within an N -particle system. We define
Vˆarj as the empirical variance operator of the jth component of the argument). For ρ itself,
we propose to modify it based on the average acceptance rate at the previous time-step,
aiming for an average acceptance rate around 0.2 (See Beskos et.al. [BRS09] for a theoretical
justification). Our adaptive strategy halves (doubles) ρ if the last average acceptance rate
went below (above) a predetermined neighbourhood of 0.2.
In addition, one can synthesize a number, say kn, of baseline MCMC kernels to obtain an
overall effective one with good mixing. To adapt kn, we use the following heuristic: we
propose to select kn using kn = bmρ2n c with m being a global parameter. The intuition is that
for random walk type transitions of increment with small standard deviation δ, one needs
O(δ−2) steps to travel distance O(1) in the state space. As a final modification, we enforce
kn to lie in a predetermined range, due to practical computational considerations.
The adaptive-SMC algorithm works as in Figure 3.1, except in step 1, before simulation
from Kn is undertaken, our adaptive procedure is implemented. The algorithm will then run




The software used in our experiments has been implemented in C++ for the GNU/Linux
platform. We used the Libmesh library for finite elements computation [KPSC06]. Fast
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Fourier Transform was employed for rapid evaluation parameter u(x) at pre-determined
grid-points and we exploited parallel computation wherever possible, via the MPI libraries.
Our experiments were run on a computer server with 23 “Intel(R) Xeon(R)CPU X7460
@2.66GH” processors, each with 2 cores; 50 Gb memory and running “RedHat Linux version
2.6.18-194.el5” operating system. The experiments discussed in this paper used 20 processors.
All the colour plots of random fields (e.g. permeability fields) have been prepared using the
rainbow color scheme from the R programming language/environment. The scheme quantizes
the Hue quantity of HSV (Hue Saturation Value) triplet of a pixel. Our level of quantization
is selected to be 256 (8 bits), with the Hue range of [0, 1], hence we normalize the random
fields to this range and quantize to 8 bits to get the Hue value for a pixel. Saturation and
Value were taken to be 1. All images were computed using 500 × 500 equispaced point
evaluations from the respective random fields.
3.5.2 Objects of inference
The work in [Vol13] investigates the performance of the Bayesian approach for our elliptic
inverse problem and gives sufficient conditions under which posterior consistency holds.








where y = {yx}x∈O, O being the location set of the observations, and Bε is the ε neigh-
bourhood of the true value of u. One way to check such a result numerically is to use the




Although not all the conditions in [Vol13] required for posterior consistency to hold are
fulfilled, we will nonetheless empirically investigate such a consistency property. This also
provides a severe test for the SMC method since it implies posterior measures in the large
dataset limit.
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Parameter name Value
frequency cutoff 10
finite elements d.o.f. 100
observation error std. dev. 5× 10−7
number of Particles 1000
resampling threshold 600
wall-clock time ≈ 11 hrs
Table 3.1: Parameter values used for the 2D experiments. Between 5 and 1000 steps are
allowed for the iterates of the MCMC kernels. The frequency cutoff determines the level of
discretization of the permeability field. Finite elements d.o.f. denotes the number of finite
elements used in the numerical solution of the elliptic PDE, higher values indicate better
approximation at the expense of computational resources.
Before going into the results, we repeat our experimental setup for clarity. The observed
random variable Y ∈ <d behaves according to Y = G(u) + ε, for ε ∼ N(0, σεId×d). The
operator G(u) is defined as G(u) = SF(u), where F is the forward solution of a PDE using
FEM and S is a sampling operator, sampling the underlying field on a regular grid. The
goal is to compute the posterior density of u given observations Y .
3.5.3 2D Results
We consider the elliptic inverse problem in two dimensions. Our goal is to construct a
sequence of posterior estimates, corresponding to increasing number of observations in order
to numerically illustrate posterior consistency. Table 3.1 shows the parameters used in our
experiments
To get an empirical sense of these parameters’ effects on the distribution of the permeability
field, we plot some samples from the prior field u(x) in Figure 3.3.
In another experiment, designed to study posterior consistency, a sequence of posterior
estimates are formed by repeatedly running the adaptive SMC algorithm with, respectively,
4, 16, 36, 64 and 100 observations equi-spaced inside the 2D-domain. The computed MSE and
ball probabilities are given in Figure 3.4, with the ball radius ε taken to be 0.17× 380, where
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Figure 3.3: Six permeability field samples drawn from the prior
380 is the number of parameters in the system (i.e. 2× 10× 19, 2 comes from the imaginary
coefficients of the Fourier transform, 10 is the cardinality of {0, . . . , 9} and 19 corresponds
to {−9, . . . , 0, . . . , 9}), corresponding to a frequency cutoff of 10. The Figure suggests that
as more data become available posterior consistency is obtained as predicted, under slightly
more restrictive assumptions than we have in play here, in [Vol13]. This is interesting for
two reasons: firstly it suggests the potential for more refined Bayesian posterior consistency
analyses for nonlinear PDE inverse problems; secondly it demonstrates the potential to solve
hard practical Bayesian inverse problems and to obtain informed inference from a relatively
small number of observations.
Figure 3.7 shows an example inference, with the estimated permeability field on the right,
and the corresponding true field on the left.
Finally, Figure 3.8 shows marginal posterior density estimates corresponding to 144 obser-
vations. The usual observation is to note the effectiveness of even the mode estimator in
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Figure 3.4: Numerical consistency checks for the sequence of experiments with 4,16,36,64
and 100 observations
Figure 3.5: True Permeability Field
Figure 3.6: Estimated Permeability
Field
Figure 3.7: An estimated permeability field and the corresponding true field
lower frequencies. Another important observation is the similarity of the high frequency
marginal densities to the prior. In fact, it is this behaviour that makes a prior invariant
MCMC proposal superior to others, i.e. the proposal itself is almost optimal for a wide range
of coefficients in the problem.
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Figure 3.8: Posterior marginal density estimates for two low and one high frequency
coefficients in the 2D case
Parameter name Value
number of observations 125
frequency cutoff 5
finite elements d.o.f. 1000
observation error std. dev. 1× 10−8
number of Particles 1000
resampling threshold 600
wall-clock time ≈ 10 days
Table 3.2: Parameter values used for the 3D experiment. Between 5 and 200 steps are
allowed for the iterates of the MCMC kernels.
3.5.4 3D Results
A more realistic experiment is performed using the 3-D setup. In this setup, the computational
aspects of the problem are further highlighted as the numerical solution of the forward
operator becomes much harder due to the increased cardinality of the finite elements basis.
The values of parameters in this numerical study are given in Table 3.2. The data are
generated from the model, under the specifications given in Table 3.2.
In Figure 3.9, we consider the performance of our SMC algorithm in this very challenging
scenario. In Figure 3.9 (a), we can see the average acceptance rates of the MCMC moves
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over the time parameter of the SMC algorithm. We can observe that these acceptance rates
do not collapse to zero and are not too far from 0.2. This indicates that the step-sizes are
chosen quite reasonably by the adaptive SMC algorithm and the MCMC kernels have some
mixing ability. In Figure 3.9 (b), we can see the number of MCMC iterations that are used
per-particle over the time parameter of the SMC algorithm. We can observe, as one might
expect, that as the target distribution becomes more challenging, the number of MCMC
steps required grows. Figure 3.9 indicates reasonable performance of our SMC algorithm. In
terms of inference, the posterior density estimates are shown in Figure 3.10. Recall that the
priors are uniform. These estimates indicate a clear deviation from the prior specification,
illustrating that the data influence our inference significantly. This is not obvious, and
establishes that one can hope to use this Bayesian model in real applications.
Figure 3.9: SMC Performance for 3D Example.
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Figure 3.10: Posterior marginal density estimates for two low and one high frequency
coefficients in the 3D case
Chapter 4
Multi-Resolution Sequential Monte Carlo Inference
In the last chapter, we attempted to solve the inverse problem by considering it as a
generic inference problem with computationally complex likelihood evaluation. We saw that,
even with novel ways of allocating the computational resources, the resulting algorithm is
prohibitively expensive, where a relatively small size problem can take days of run time
even with a fully parallel implementation. Hence, we now consider the particular structure
of the underlying problem, using multi-resolution Monte Carlo inference ideas in a SMC
setting. This chapter is based upon our project of investigating the practicality of SMC in
applied inverse problems. The work is based on [BJL+15], where the authors perform the
relevant error-analysis and showcase the resulting algorithm in a toy problem. Our work
is a continuation of theirs, in the sense that we investigate the practical properties of this
algorithm in a realistic groundwater-flow problem. This is the second chapter in this thesis
that incorporates our novel contributions. We begin the chapter with a discussion of the
related idea of using fast approximations of the underlying posterior to speed up inference.
4.1 Speeding up Monte Carlo Computations in Inverse Prob-
lems
Bayesian approach to inverse problems involves at least three approximations: discretization
of the parameter field, Galerkin projection of the forward operator and the Monte Carlo
approximation to the expectations. Hence, from the perspective of inverse problems, even a
perfect evaluation of the expectation of interest would yield an approximate solution, since
the underlying posterior is only an approximation. On the other hand, the error components
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coming from the approximation of the posterior are out of the reach of the Monte Carlo
method. Hence, from the perspective of Monte Carlo inference, the methods discussed so far
are exact (in the sense that they can evaluate the expectation with arbitrarily small error).
Some of the methods we will discuss in this section introduce additional approximations, in
order to cut computational costs. These approximations may be corrected eventually or they
may end up adding another error component to the result. All of the methods discussed
here will attempt to reduce the high computational cost of “plain” Monte Carlo methods, as
exemplified in the previous chapter. We will see that significant gains are possible when the
underlying model structure is exploited. This discussion will also form a bridge to the idea
of multi-resolution Monte Carlo methods, which enable even further gains.
4.1.1 Early Rejection
We begin our discussion with the work of Solonen et.al. [SOL+12]. They present two distinct
approaches to speed up inference, which can be implemented together. Their goal is to make
inference in complicated climate models [RfM03], with high-cost likelihood evaluations. They
report that normally such models allow efficient parallelization for only about a few dozen
number of processors. Given the high cost of inference in such models, additional (efficient)
parallelization is desired. To achieve this, they consider using a batch of parallel MCMC
chains that interact [CRY09]. Furthermore, adaptive scaling of the Metropolis-Hastings
proposal is adopted to increase the acceptance rate [HST01]. The resulting adaptive parallel
MCMC method uses a symmetric random walk proposal whose covariance matrix is adapted
at regular intervals using the output of all chains. This asynchronous update mechanism
works as follows; let U be the parameter of interest, U i (adapted mean at iteration i) and
Σi (adapted covariance at iteration i) initially set to their prior values. We define i as a
global counter, initially set to 0. When the chain j finishes its iteration, we perform the
update U i+1 = U i + 11+i(U
j −U i), where U j is the state of the chain j. We then update the
covariance as Σi+1 = i−1i Σi +
1
i (U
j − U i)(U j − U i)T and increase the counter i = i+ 1. We
observe that the adaptations become less impactful as the time goes, which is a common
feature in adaptive MCMC.
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Application of MCMC methods involve a substantial amount of simulation, which are very
costly in inverse problems. The second idea proposed in [SOL+12] is to stop the computations
early when the rejection is certain. They achieve this by reversing the order of simulation and
likelihood evaluation in a typical MCMC step; where normally one evaluates the likelihood,
leading to the Metropolis-Hastings ratio which is compared to a value sampled from the
uniform distribution. Assume the posterior is factorized as pi(u) ∝ pi0(u)Πni=1L(u; yi), where
L(u; yi) is the likelihood for the ith observation yi, which are assumed to be conditionally
independent. Define pik(u) = pi0(u)Πki=1L(u; yi), and observe that it is monotonically
decreasing if the likelihood is bounded (which is the case when L(u; yi) ∝ exp(−Φ(u; yi))) so
that it can be normalized to be |L| < 1 1. Since we use a symmetric random walk proposal,
the Metropolis Hastings ratio is pi(ut+1)pi(ut) >
pik(ut+1)
pi(ut)
. The algorithm proceeds by generating
a v ∼ U [0, 1] and comparing pik(ut+1)pi(ut) to v sequentially, rejecting as soon as the MH ratio
falls below v. Considerable savings are possible when the cost of per-observation-likelihood
evaluation is significant. However, in our problem, the real cost is the forward solution and
the consecutive computations for per-observation-likelihoods are negligible. It turns out,
however, that the related idea of delayed acceptance is much more relevant.
4.1.2 Delayed Acceptance
A related idea to early rejection is that of delayed acceptance, originally proposed in
[FN97, CF05]. The goal is to use a surrogate (approximate) density pi to perform an initial





. If the new
state is accepted in this initial stage, another accept-reject step is performed, this time





. This two stage process
has equal or smaller acceptance rate for all state transitions, as we will show when we discuss
the general method, and hence has worse asymptotic variance as per Peskun’s ordering of
Markov chains [Pes73]. Yet, in certain problems and with a good choice of surrogate density
this method can mix more efficiently with respect to the computational resources.
A generalization of this idea as well as early rejection is proposed by Banterle et.al. [BGLR15].
1recall that we are not concerned with normalization constants, as they are cancelled in the MH ratio
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The idea is to factorize the Metropolis-Hastings ratio as r(x, y) = Πkrk(x, y) such that
rk(x, y) = r
−1
k (y, x), where the factors may correspond to prior, a factor of likelihood or some
surrogate density. The key observation is that ρ̂(x, y) = Πk min{rk(x, y), 1} can be used as
an acceptance probability to create a chain that targets pi, i.e. P̂ (x,A) =
∫
A ρ̂(x, y)Q(x, dy)+(∫
X(1− ρ̂(x, y))Q(x, dy)
)
1A(x). To see this, we re-express the detailed balance condition
as ρ(x,y)ρ(y,x) = r(x, y) =
q(y,x)pi(y)
q(x,y)pi(x) . Therefore, we need to show that
ρ̂(x,y)




Πk min{rk(x, y), 1}




= Πkrk(x, y) = r(x, y),
(4.1)
since rk(x, y) = r−1k (y, x) and
min(a,1)
min(a−1,1) = a for any positive a. We also observe that,
ρ̂(x, y) = Πk min{rk(x, y), 1} ≤ min{Πkrk(x, y), 1} = min{r(x, y), 1} = ρ(x, y),
since min(a, 1) min(b, 1) ≤ min(ab, 1) for a, b ∈ <+. As discussed before, Peskun’s ordering
implies that asymptotic variance of the delayed acceptance Markov chain (with kernel P̂ ) is
larger than that of the standard Metropolis-Hastings method (with kernel P ). Furthermore,
we have the following result,






rk(x, y) ≥ c. (4.2)
Then we have,
Var(f, P̂ ) ≤ (c1−d − 1)Varpi(f) + c1−dVar(f, P ) f ∈ L20
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where (Xi) is a Markov chain that is initialized as X1 ∼ pi.
An important corollary is that, if the standard Metropolis Hastings MCMC is geometrically
ergodic, than, assuming Eq. 4.2, the delayed acceptance MCMC retains this property.
Banterle et.al. [BGLR15] also shows that if this assumption does not hold, it is possible to
construct examples where the standard Metropolis-Hastings is geometrically ergodic but the
delayed acceptance algorithm is not. A slight modification overcomes this issue, if we set






so that we still have r(x, y) = Πdk=1r̂k(x, y). This setup guarantees that the assumption of
Eq. 4.2 holds, therefore the resulting chain is geometrically ergodic.
We end this discussion with an example of this procedure [CF05] that employs surrogate
densities, which is very useful in inverse problems. Suppose that we have a surrogate posterior
pi that approximates the posterior pi but is less costly to compute. In inverse problems, this
can correspond to a posterior obtained using a small resolution FEM solution in likelihood
evaluations. We assume a symmetric proposal, so that the Metropolis-Hastings ratio reads
r(x, y) = pi(y)pi(x) . Let the first factor be r1(x, y) =
pi(y)
pi(x) , and the second factor r2(x, y) =
pi(x)pi(y)
pi(y)pi(x) .
We observe that this is the same procedure as the one discussed in the beginning of this
subsection. In the implementation one would first perform an accept-reject step with respect
to the acceptance probability of min{r1, 1} which is presumably very easy to evaluate and
then perform the second test (with acceptance probability min{r2, 1}) only if the first one
is accepted. Significant speedup can be obtained if the first test correlates highly with the
standard Metropolis-Hastings test.
4.1.3 Surrogate Models
Up to now, we have only considered approximate distributions based on various resolutions
of the numerical solution of the forward problem. These are far from being the only choices,
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when one wants to replace a complicated density with an approximate one that is easier
to compute. In fact, a whole literature exists around constructing such densities, named
“surrogate models”, “meta-models” or “statistical emulators” [KS15, HSS12, MN09, CMW15].
Such approximate densities can be used as part of, for example, delayed acceptance MCMC
or other such methods that eventually correct these approximations, but most often they
are simply used as new approximate targets. We will now briefly discuss polynomial chaos
expansions [MN09], low-rank polynomial approximations [KS15] and a data driven collocation
method [CMW15]. The common property of all these methods is that they involve a costly
initial parameter determination phase, but once the parameters of the approximations are
determined, approximate forward solutions become very cheap to compute. Hence, these
methods are suited for applications where one expects to compute a lot of forward solutions,
such as long MCMC runs.
Polynomial chaos expansion relies on the fact that any square-integrable random variable X
can be expressed as [MN09],






ai1i2Γ2(ξi1 , ξi2) + . . .






iΨi(ξ1, ξ2, . . .)
such that each a′i corresponds to an aα as well as each basis Ψi(ξ1, ξ2, . . .) to one of Γp. We
require that Γp (and hence Ψi) form an orthogonal basis and that ξi are i.i.d. standard
normal variables. The exact functional form of Γp depends on the distribution of X, for
example a uniform variable on [−1, 1] corresponds to the family of Legendre polynomials,
whereas a standard normal X is associated with Hermite polynomials [KS15]. Such an
expansion can, of course, only be practically utilized after truncation of both the number
of variables {ξi}i and the order of the polynomials. If we choose the truncation such that
Card{ξi}i = n and the highest order of the polynomials is p, we obtain an expansion with












iΨi(ξ1, ξ2, . . . , ξn).
The goal in inverse problems is to use polynomial chaos expansion on X = G(U), where
G(.) is the forward solution and U is the unknown field. The idea is to replace FEM
computations for each forward solution with a simple polynomial approximation, which is
much faster to evaluate. The coefficients a′i of this approximation can be determined in
different ways. The intrusive method [MN09] directly employs the underlying model leading
to the forward operator G. In the general case, if we have an operator O(X,U) = 0, we
simply replace X and U with their PC-expansions and solve the resulting linear system
for the PCE coefficients. For example, in the case of ground-water problem, this operator
is −∇ · (κ∇U) − f = 0 ; x ∈ D, under the boundary condition U = 0 ; x ∈ ∂D. We
note the similarity of this approach to Galerkin projection described in Chapter 1. On the
other hand, the non-intrusive method considers the underlying problem as a black box. The




iΨi(U) + ε, where ε
corresponds to the truncated terms. A least squares solution can be obtained by minimizing











where ui may either be predetermined values, or sampled from standard normal. The
solution can be expressed as a′ = (ΨTΨ)−1ΨTX , where Ψij = Ψj(ui) and Xi = G(ui). As
we discussed before, the majority of the computational budget goes towards computing X
with a FEM solution for each component.
A similar polynomial expansion, under the name of low rank approximations, is proposed in









where vl(.) are univariate functions constructed using univariate polynomials Pk up to order
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pi, i.e. vl(Xi) =
∑pi
k=0 zk,lPk(Xi). The parameters of this approximation are bl’s and zk,l’s.
Therefore the number of parameters are R · (∑ni=1(pi + 1)). We observe that this number
grows linear with respect to n (the input dimensionality) as opposed to the exponential
growth of PCE coefficients. This forms one of the motivations of this approach, assuming
good approximations can be constructed this way. The parameters of this approach are
determined in a greedy fashion in [KS15], where for each parameter, the others are assumed
fixed and the resulting single variable least squares problem is solved. Several heuristics to
find an appropriate R, called the rank of the approximation, is proposed in [KS15]. This is
another example of a non-intrusive method.
As we have seen so far, the non-intrusive approach computes the forward map at certain
points {ui}i, which are either sampled from standard normal or selected deterministically,
and then finds the expansion coefficients that most closely approximate these points in
the MSE sense. The hope is that, the resulting polynomial approximation will also be
a reasonably close approximation for other points as well. An important observation is
that, the forward map G(.) at points u that are close to the “snapshot” set {ui}i is better
approximated than at other points. Based on this, Cui et.al. [CMW15] propose to sample
{ui}i from posterior, leading to better approximations of G(.) in parts of the space that
matters most. They also show that, in this case, using simple linear basis (i.e. selecting
the maximum order p as 1) functions suffices. They use their algorithm within a delayed
acceptance scheme and show that significant computational savings can be obtained.
4.2 Multi-resolution Monte Carlo
Inference in inverse PDE problems often involve a discretization of the underlying continuum
field, such as finite elements method using Galerkin projection. Various levels/resolutions
of refinement of such discretizations correspond to a tradeoff between accuracy and com-
putational complexity; giving a natural hierarchy of resolutions. A practitioner selects a
discretization level by matching a desired error level; however computations at very fine
resolutions may often be prohibitively complex. A big literature exists for the solution
to this common problem: how can we utilize the computations at coarser resolutions (e.g.
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as surrogate models) to be able to achieve a given error with much less computational
resources? For example, to solve a linear system, one can use the solution corresponding to
a lower resolution as a preconditioner for a higher resolution solvers. This is the principle of
multi-grid methods. In the context of Monte Carlo methods, multi-resolution methods can
be viewed in two ways: for a fixed computational cost these methods are variance reduction
methods; on the other hand, for a fixed target error, these methods reduce the computational
complexity. This effect is achieved via a telescoping sum associated with the hierarchy of
resolutions.
We now make this idea more concrete under an ideal i.i.d. Monte Carlo sampling scheme.
The target quantity is an expectation of a functional g of the parameter of interest U . We
denote the ideal (non-discretized) measure of U as ν∞. The approximate law corresponding
to resolution l is denoted as νl and the corresponding density pil. This method uses the
following telescoping sum




The main observation is that, [Epii(g(u))− Epii−1(g(u))] diminishes as i→∞. This hints at
the possibility that, at higher resolutions, one can hope to use less computational resources
and still get a reasonable estimator. A Monte Carlo estimator for each term of the telescoping













A simple decomposition of the mean squared error gives;
E(YL,Multi − Epi∞(g))2 = E(YL,Multi − EpiL(g))2 + (EpiL(g)− Epi∞(g))2 (4.3)
where the first term is variance and the second is bias-squared. The cross term vanishes
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because we have an unbiased estimator. Furthermore, since the samples {u(i)l , u(i)l−1} are i.i.d.,




The key observation here is that Vl decreases rapidly as the differences converge to 0. This
implies that, if we target a certain error for the variance component of the MSE, we may
need much less particles at higher levels. In fact, we can calculate exactly how the Nl should
decay. For this, take Cl as the computational cost of one sample at resolution l. One can
calculate the optimal allocation of particle counts ((Nl)Nl=0) for each resolution by minimizing∑
l Vl/Nl for fixed
∑
l ClNl. Lagrange multipliers method yields Nl ∝
√
Vl/Cl. The only
other remaining parameter, which is the number of resolutions L, can be calculated by
matching the bias to the desired order.
4.3 Multi-resolution Monte Carlo Path Simulation
In this section we will discuss the famous Multi-resolution Monte Carlo path simulation
example by Giles [gil08]. This example successfully puts our previous discussion into
perspective, as well as showing a concrete performance gain. Path simulation problem is
concerned with the estimation of quantities like E(g(S(T ))), where S(t) is a random process
(and S(T ) its terminal state) defined by a Stochastic Differential Equation (SDE). They use
the following model with drift and volatility terms,
dS(t) = a(S, t)dt+ b(S, t)dW (t), 0 < t < T,
and some given initial data S0. In the above, W denotes the Wiener process. In applications,
such a process is discretized first, which enables the simulation of paths (and hence the
terminal states). An Euler discretization of this SDE with timestep h is
Ŝn+1 = Ŝn + a(Ŝn, tn)h+ b(Ŝn, tn)∆Wn
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tn+1 = tn + h
where ∆Wn is a Gaussian random variable, corresponding to the h-jump of the Wiener
process at tn. This discrete approximation of the process enables easy path sampling of Ŝ
(i)
n ,







Provided that the drift (a(S, t)) and the volatility (b(S, t)) functions satisfy certain conditions
[BT, gil08], the expected mean squared error (MSE) of the estimate Ŷ is asymptotically of
the form MSE ≈ c1N−1 + c2h2, similar to the discussion of the last section. An MSE of
order O(ε2) is obtained by setting N = O(ε−2) and h = O(ε), resulting in a computational
complexity of C = Nh−1 = ε−3. The multi-resolution method will reduce this complexity
to O(ε−2(log(ε))2), using coarser path simulations to reduce variance, while employing a
correction that retains the bias of the finest resolution.
We begin by defining a refinement strategy, i.e. choosing hl as M−lT for l = 0, 1, . . . , L,
where M is a positive real number. Let P = g(S(T )) and let P̂l denote its approximation at
discretization level l. Finally we denote by P̂ (i)l the ith sample of P̂l.
We begin the development of the multi-resolution estimator by re-expressing E(P̂L) as:




The strategy is to estimate each term independently, in a way that will minimize the




l be the Monte Carlo
estimators for P̂l. We estimate the first term in the above telescoping sum by Ê(P̂0) = Ŷ0








l − P̂ (i)l−1).




l−1. This can easily
be achieved by sampling the finer path first, and then summing the corresponding ∆Wn
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realizations in M groups. For example, if S2 is calculated using ∆W2,n = [0.2, 0.3,−1, 1.2]
then S1 can be calculated using ∆W1,n = [0.2 + 0.3,−1 + 1.2], assuming M is 2. This
means only Nl samples are generated for each Ŷl. Since the paths are independent, the
variance of this simple estimator is V (Ŷl) = N−1l Vl, where Vl is the variance of a single
sample. Notice that the Ŷl are also independent for different l’s, therefore the variance of
the overall estimator is








l . As we have seen in
the last section, Lagrange multipliers method yields
√
Vlhl as the optimal number of samples
per level. Now we consider the case of L  1 and analyze the behaviour of Vl as l → ∞
and, in turn, that of V . For the case of Euler discretization, under certain assumptions
[gil08, BT], we have the following strong convergence result
E(||Ŝl − S(T )||2) = O(hl).
Assuming the function g(.) is Lipschitz, we have
V (P̂l − P ) ≤ CE(||Ŝl − S(T )||2).
Combining these two results, we have V (P̂l − P ) = O(hl). Additionally, Minkowski’s
inequality gives:
V (P̂l − P̂l−1) ≤
(
(V (P̂l − P ))1/2 − (V (P̂l−1 − P ))1/2
)2
.
Hence we find Vl = O(hl), and the optimal choice of Nl is asymptotically hl. Putting this




l Vl, we find that setting Nl = O(ε
−2Lhl) results in
V = O(ε2). Now it remains to find the L that give a bias with the same order. If we choose
L = log ε
−1
logM + O(1) as ε→ 0, then hL = M−L = O(ε), and we get the required bias. If we




l , we get the
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asymptotic cost of O(ε−2(log ε)2).
4.4 Multi-resolution Sequential Monte Carlo
In our elliptic inverse problem setup, a difficulty arises since we can only evaluate up to a
constant the target density and cannot directly obtain independent samples from it. The most
common approach to solve this problem in the literature is to apply MCMC methodology
[HSS12]. On the other hand, a recent article [BJL+15] showed how to apply SMC to this
end and developed relevant theory. In this section, we will overview their developments.
Later this chapter we will present empirical results based on our own implementation.
The SMC methodology applied to this problem works essentially the same as in the previous
chapter. The difference is that the sequence of target distributions are now posteriors
corresponding to an increasing sequence of mesh resolutions. Contrasting this to the i.i.d.
Monte Carlo approach outlined previously, we see that {u(i)l , u(i)l−1} are no longer i.i.d. but
are dependent particles evolved from the prior using SMC. This also imples that the Y Nll are
no longer unbiased estimators of Epil(g)− Epil−1(g). In turn, this means that the previous
decomposition of MSE in Eq. 4.3 is no longer relevant. Instead we have,
E((Y − Epi∞(g))2) ≤ 2E((Y − EpiL(g))2) + 2(EpiL(g)− Epi∞(g))2.












We evolve a particle system targeting pi0, pi1, . . . , piL using SMC sampler, i.e. {u1:N00 , u1:N11 , . . . , u1:NL−1L−1 }.
We resample u1:Nll with weights Gl(ul) = (pil+1/pil)(ul). Finally, the resampled particles are
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The overall ML-SMC estimator becomes;













The dependency structure of SMC also means that the optimal number of particles is
harder to calculate. In particular, Y Nll estimators are no longer independent and therefore
V =
∑
Vl/Nl type decomposition is no longer possible. The authors of [BJL+15] give an




They show that Nl ∝
√
Vl/Cl is asymptotically optimal as the target error ε→ 0 [BJL+15].
We now end this section by briefly discussing one of the important theoretical results from
Beskos et.al. [BJL+15]. We denote hl as the size of an element within the mesh, so that
as the mesh resolution increases, hl decreases. One can also think of this as a coarseness
index of the mesh. To develop theory, one needs the characterize the asymptotic behaviour
of bias,variance (Vl) and complexity of forward map evaluation (Cl):
1. Bias ∼ O(hαL)
2. Cl ∼ O(h−ζl )
3. Vl ∼ O(hβl )
We assume that these quantities have the following relation : α = β/2 and ζ ≤ β. In practice,
Bias and complexity results are usually available in the literature for many practically
relevant models. On the other hand, the variance term depends on the specific Monte Carlo
method and has to be established separately. We further assume the following;
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We can now state the theorem,
Theorem 19. Assuming the aforementioned statements, in order to obtain an error of O(2)
(r.m.s. of O()), we only require a computational cost of O(−2).
Let us compare this result to the uni-resolution case, where we apply SMC to the finest
resolution. Take α = 2, β = 4, ζ = 2 With the aforementioned assumptions, we have:
MSE ≈ c1N−1 + c2h2αL
which corresponds to the same variance, bias-squared decomposition as before. To get a
r.m.s. error of O(), we need N ∼ O(−2) and hL ∼ O(0.5). Therefore, the computational
cost N ×CL becomes O(−4). It is interesting to note that, these complexity estimates agree
with that of Hoang et.al. [HSS12] in the context of multi-resolution independence Samplers
for the same elliptic problem. In our experience, the practicality of the independence
samplers is limited due to the slow mixing of this proposal, however these results indicate
that there is a family of multi-resolution Monte Carlo methods with the same asymptotic
performance. Finally, we note that independence sampler is a special case of MCMC methods
with dimensionality-independent mixing rates,as discussed in Section 2.1.3.
4.5 Results
Beskos et.al.[BJL+15] demonstrate the performance of their methodology and empirical
validity of their theory using a simplified 1D problem. In this work, we implemented this
method for the general 1D, 2D and 3D cases for both source and permeability inversion.
The forcing inversion case, in particular, forms a basis to check the theoretically established
rates. This is done in Figure 4.1. In this Figure, MLSMC denotes the method discussed in
this chapter. On the other hand, SMCML is the SMC estimator where we use only the last
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level of the particle system, in essence treating the level sequence as a bridging sequence.
Finally, SMCTMP is the method described in the previous chapter. The theory indicates
that SMCML and SMCTMP should have the same slope, while MLSMC having a smaller
one. This result shows an agreement with the established theory. The smaller MSE per cost





















Figure 4.1: log-Cost vs. log-Error plot for three methods
It is worth noting that our implementation is fully parallelized using MPI libraries as before.
Additionally, we opted to use the adaptive SMC method developed in the last chapter, to
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evolve the particle system from prior to the first level. In our observations, this approach
performs much better than starting with a very coarse mesh resolution and evolving the
system from prior in one step. We believe this behaviour can be explained as follows; the
posterior corresponding to coarse resolutions are too different from those corresponding to
fine resolutions (i.e. the bias component is too big), and this adversely effects the evolution
of the particle system, in other words the low resolution posteriors are bad proposals for
consecutive levels. This means, in applications, it is important to correctly select a good
starting resolution; too coarse would be detrimental for inference, while too fine would
eliminate any possible performance gain. The use of our adaptive SMC method alleviates
this issue, and is one of our contributions.
Finally, the run time of this algorithm is around one-tenth to one-twentieth of uni-resolution
SMC for the experiments considered. This gives hope for the practical usage of multi-
resolution SMC in practical inverse problems. We should note, however, that the performance




Despite the pessimistic results of Bickel et.al. [BLB08, BBL08] about particle filters (and
sequential Monte Carlo samplers in general) in high dimensional problems, recent theoretical
[BCJ14, BCJW11, RvH15] and methodological advances [KBJ13] show the existence of
a large class of problems that can be efficiently solved. To explore further the potential
of sequential Monte Carlo samplers in important high dimensional inference problems, we
focused on the Groundwater-Flow inverse problem. The high computational cost of likelihood
computations and the existence of a natural sequence of increasingly accurate approximations
make this problem an ideal test case. The recent research on dimensionality-robust Markov
Chain Monte Carlo methods [BS09] also plays a role in our constructions.
Our first approach investigates the effects of novel and improved adaptations of various
parameters associated with a SMC sampler using tempered posteriors as bridging densities.
This approach allocates computational resources to match the acceptance rate of underlying
MCMC steps to a given level. As a result, the highly tempered (“hot”) densities require
less computational budget, so that increased effort can be put to more challenging target
densities. As a side effect, this additional adaptivity makes the methodology a lot easier
to use for the end-user, since very few parameters are needed to be manually specified, as
opposed to the typical implementation.
The second approach utilizes the natural sequence of increasingly finer meshes in Finite
Element approximations. The telescoping sum decomposition of the estimator forms the
basis of this approach. By estimating each term in this sum separately, and using optimal
number of particles, we can significantly reduce the estimation variance while keeping the
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bias the same. Our adaptive SMC can also be employed here as an initial estimator. We
observed that this multi-resolution approach yields significant efficiency gains and provides
hope for the practical use of such an approach.
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