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Abstract
Large datasets have been crucial to the success of deep
learning models in the recent years, which keep per-
forming better as they are trained with more labelled
data. While there have been sustained efforts to make
these models more data-efficient, the potential benefit
of understanding the data itself, is largely untapped.
Specifically, focusing on object recognition tasks, we
wonder if for common benchmark datasets we can do
better than random subsets of the data and find a sub-
set that can generalize on par with the full dataset
when trained on. To our knowledge, this is the first
result that can find notable redundancies in CIFAR-10
and ImageNet datasets (at least 10%). Interestingly,
we observe semantic correlations between required and
redundant images. We hope that our findings can moti-
vate further research into identifying additional redun-
dancies and exploiting them for more efficient training
or data-collection.
1 Introduction
Large datasets have played a central role in the recent
success of deep learning. In fact, the performance of
AlexNet [Krizhevsky et al., 2012] trained on ImageNet
[Deng et al., 2009] in 2012 is often considered as
the starting point of the current deep learning era.
Undoubtedly, prominent datasets of ImageNet, CI-
FAR, and CIFAR-100 [Krizhevsky and Hinton, 2009]
have had a crucial role in the evolution of deep
learning methods since then; with even bigger
datasets like OpenImages [Kuznetsova et al., 2018]
and Tencent ML-images [Wu et al., 2019] re-
cently emerging. These developments have led
to state-of-the-art architectures such as ResNets
[He et al., 2016a], DenseNets [Huang et al., 2017],
VGG [Simonyan and Zisserman, 2014], AmoebaNets
[Huang et al., 2018], and regularization techniques such
as Dropout [Srivastava et al., 2014] and Shake-Shake
[Gastaldi, 2017]. However, understanding the proper-
ties of these datasets themselves has remained relatively
untapped. Limited study along this direction includes
[Lin et al., 2018], which proposes a modified loss func-
tion to deal with the class imbalance inherent in object
detection datasets and [Tobin et al., 2017], which
∗Work Done as Google AI Resident.
studies modifications to simulated data to help models
adapt to the real world, and [Carlini et al., 2018] that
demonstrates the existence of prototypical examples
and verifies that they match human intuition.
This work studies the properties of ImageNet, CIFAR-
10 , and CIFAR-100 datasets from the angle of redun-
dancy. We find that at least 10% of ImageNet and
CIFAR-10 can be safely removed by a technique as
simple as clustering. Particularly, we identify a certain
subset of ImageNet and CIFAR-10 whose removal does
not affect the test accuracy when the architecture is
trained from scratch on the remaining subset. This is
striking, as deep learning techniques are believed to
be data hungry [Halevy et al., 2009, Sun et al., 2017].
In fact, recently the work by [Vodrahalli et al., 2018]
specifically studying the redundancy of these datasets
concludes that there is no redundancy. Our work refutes
that claim by providing counter examples.
Contributions. This work resolves some re-
cent misconceptions about the absence of notable
redundancy in major image classification datasets
[Vodrahalli et al., 2018]. We do this by identifying a
specific subset, which constitutes above 10% of the
training set, and yet its removal causes no drop in the
test accuracy. To our knowledge, this is the first time
such significant redundancy is shown to exist for these
datasets. We emphasize that our contribution is merely
to demonstrate the existence of such redundancy, but
we do not claim any algorithmic contributions. However,
we hope that our findings can motivate further research
into identifying additional redundancies and exploit-
ing them for more efficient training or data-collection.
Our findings may also be of interest to active learning
community, as it provides an upper-bound on the best
performance1.
2 Related Works
There are approaches which try to prioritize dif-
ferent examples to train on as the learning
process goes on such as [Fan et al., 2016] and
[Katharopoulos and Fleuret, 2018]. Although these
1Suppose we learn about existence of m samples in a dataset
of size n > m that can achieve the same test performance as
a model trained with all n samples. Then if our active learner
cannot reach the full test performance after selecting m samples,
we know that there might exist a better active learning algorithm,
as the ideal subset of size m can achieve full test accuracy.
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(e) Background (f) Background (g) Pose (h) Color, Texture, Pose
Figure 1: Examples of different redundant groups of images from the ImageNet dataset while creating a subset
90% of the size of the full set. In each group, we list the semantic variation considered redundant. The images
selected by semantic clustering are highlighted with a green box whereas the rest are discarded with no negative
impact on generalization.
techniques involve selecting examples to train on, they
do not seek to identify redundant subsets of the data,
but rather to sample the full dataset in a way that
speeds up convergence.
An early mention of trying to reduce the training
dataset size can be seen in [Ohno-Machado et al., 1998].
Their proposed algorithm splits the training dataset into
many smaller training sets and iteratively removes these
smaller sets until the generalization performance falls
below an acceptable threshold. However, the algorithm
relies on creating many small sets out of the given
training set, rendering it impractical for modern usage.
[Wei et al., 2015] pose the problem of subset selection
as a constrained sub-modular maximization problem
and use it to propose an active learning algorithm. The
proposed techniques are used by [Kaushal et al., 2018]
in the context of image recognition tasks. These draw-
back however, is that when used with deep-neural net-
works, simple uncertainty based strategies out-perform
the mentioned algorithm.
Another example of trying to identify a smaller, more
informative set can be seen in [Lapedriza et al., 2013].
Using their own definition of value of a training exam-
ple, they demonstrate that prioritizing training over
examples of high training value can result in improved
performance for object detection tasks. The authors
suggest that their definition of training value encourages
prototypicality and thus results is better learning.
[Carlini et al., 2018] attempt to directly quantify pro-
totypicality with various metrics and verify that all of
them agree with human intuition of prototypicality to
various extents. In particular, they conclude that with
CIFAR-10 , training on nearly-the-most prototypical
examples gives the best performance when using 10%
of the training data.
Most recently [Vodrahalli et al., 2018] attempts to
find redundancies in image recognition datasets by ana-
lyzing gradient magnitudes as a measure of importance.
They prioritize examples with high gradient magnitude
according to a pre-trained classifier. Their method
fails to find redundancies in CIFAR-10 and ImageNet
datasets.
Finally, the insights provided by our work may have
implications for semi-supervised techniques assessed on
notorious image datasets. Currently when evaluated on
ImageNet or CIFAR datasets, a fixed-sized subset of the
dataset is randomly selected according to uniform distri-
bution, and their labels are removed [Ren et al., 2018,
Qiao et al., 2018, Tarvainen and Valpola, 2017,
Pu et al., 2016, Sajjadi et al., 2016]. This creates
a training set with mix of labeled and unlabeled
data to be used for assessing semi-supervised learning
methods. However, creating the training set by
maintain the most informative fraction of the labeled
examples may provide new insights about capabilities
of semi-supervised methods.
3 Method
3.1 Motivation
In order to find redundancies, it is crucial to analyze
each sample in the context of other samples in the
dataset. Unlike previous attempts, we seek to mea-
sure redundancy by explicitly looking at a dissimilar-
ity measure between samples. In case of there being
near-duplicates in the training data, the approach of
[Vodrahalli et al., 2018] will not be able to decide be-
tween them if their resulting gradient magnitude is high,
whereas a dissimilarity measure can conclude that they
are redundant if it evaluates to a low value.
3.2 Algorithm
To find redundancies in datasets, we look at the se-
mantic space of a pre-trained model trained on the full
dataset. In our case, the semantic representation comes
from the penultimate layer of a neural network. To find
groups of points which are close by in the semantic space
we use Agglomerative Clustering [Defays, 1977]. Ag-
glomerative Clustering assumes that each point starts
out as its own cluster initially, and at each step, the pair
of clusters which are closest according to the dissimi-
larity criterion are joined together. Given two images
I1 and I2, whose latent representations are denoted by
vectors x1 and x2. We denote the dissimilarity between
x1 and x2 by d(x1,x2) using the cosine angle between
them as follows:
d(x1,x2) = 1− 〈x1,x2〉‖x1‖ ‖x2‖ . (1)
2
The dissimilarity between two clusters C1 and C2 ,
D(C1, C2) is the maximum dissimilarity between any
two of their constituent points:
D(C1, C2) = max
x1∈C1,x2∈C2
d(x1,x2) . (2)
For Agglomerative Clustering, we process points be-
longing to each class independently. Since the dissimi-
larity is a pairwise measure, processing each class sepa-
rately leads to faster computations. We run the cluster-
ing algorithm until there are k clusters left, where k is
the size of the desired subset. We assume that points
inside a cluster belong to the same redundant group of
images. In each redundant group, we select the image
whose representation is closest to the cluster center and
discard the rest. Henceforth, we refer to this procedure
as semantic space clustering or semantic clustering for
brevity.
4 Experiments
We use the ResNet [He et al., 2016a] architecture for
all our experiments with the variant described in
[He et al., 2016b]. For each dataset, we compare the
performance after training on different random subsets
to subsets found with semantic clustering. Given a
fixed pre-trained model, semantic clustering subsets are
deterministic and the only source of stochasticity is due
to the random network weight initialization and random
mini-batch choices during optimization by SGD.
The semantic space embedding is obtained by pre-
training a network on the full dataset. We chose the
output after the last average pooling layer as our seman-
tic space representation. All hyperparameters are kept
identical during pre-training and also when training
with different subset sizes.
As the baseline, we compare against a subset of size
k uniformly sampled from the full set. Each class is
sampled independently to in order to be consistent with
the semantic clustering scheme. Note that random sam-
pling scheme adds an additional source of stochasticity
compared to clustering. For both either uniform sam-
pling or cluster based subset selection, we report the
mean and standard deviation of the test accuracy of
the model trained from scratch using the subset.
4.1 CIFAR-10 & CIFAR-100
We train a 32-layer ResNet for the CIFAR-10 and
CIFAR-100 [Krizhevsky and Hinton, 2009] datasets.
The semantic representation obtained was a 64-
dimensional vector. For both the datasets, we train
for 100,000 steps with a learning rate which is cosine
annealed [Loshchilov and Hutter, 2016] from 0.1 to 0
with a batch size of 128.
For optimization we use Stochastic Gradient Descent
with a momentum of coefficient of 0.9. We regularize
our weights by penalizing their `2 norm with a factor of
0.0001. We found that to prevent weights from diverging
when training with subsets of all sizes, warming up the
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Figure 2: Performance of subsets of varying size on the
CIFAR-10 dataset. Each point is an average across 10
trials and the vertical bars denote standard deviation.
We see no drop in test accuracy until 10% of the data
considered redundant by semantic clustering is removed.
learning rate was necessary. We use linear learning
rate warm-up for 2500 steps from 0. We verified that
warming up the learning rate performs slightly better
than using no warm-up when using the full dataset.
In all these experiments, we report average test accu-
racy across 10 trials.
4.1.1 CIFAR-10
We see in the case of the CIFAR-10 dataset in Figure
2 that the same test accuracy can be achieved even
after 10% of the training is discarded using semantic
clustering. In contrast, training on random subsets of
smaller sizes, results in a monotonic drop in perfor-
mance. Therefore, while we show that at least 10% of
the data in the CIFAR-10 dataset is redundant, this
redundancy cannot be observed by uniform sampling.
Figure 3 shows examples of images considered redun-
dant with semantic clustering while choosing a subset
of 90% size of the full dataset. Each set denotes images
the were placed in into the same (redundant) group
by semantic clustering. Images in green boxes were
retained while the rest were discarded.
Figure 4 shows the number of redundant groups of
different sizes for two classes in the CIFAR-10 dataset
when seeking a 90% subset. Since a majority of points
are retained, most clusters end up containing one ele-
ment upon termination. Redundant points arise from
clustering with two or more elements in them.
4.1.2 CIFAR-100
In the case of the CIFAR-100 dataset, our proposed
scheme fails to find redundancies, as is shown in Figure
5, while it does slightly better than random subsets.
Both proposed and random methods show a monotonic
decrease in test accuracy with decreasing subset size.
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(a) Redundant Airplanes (b) Redundant Trucks
(c) Redundant Airplanes (d) Redundant Trucks
Figure 3: Examples of redundant images in the CIFAR-
10 dataset when creating a subset of 90% size of the
original set. The figure illustrates similarity between
images of each redundant group and variation across
different redundant groups. 3a and 3c are two different
redundant groups of the class Airplane. 3b and 3d are
two different redundant groups from class Truck. In
each group, only the images marked with green boxes
are kept and the rest, discarded. The discarded images
did not lower test accuracy.
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Figure 4: Number of redundant groups of various sizes
in the CIFAR-10 dataset when finding a 90% subset for
two classes. Note that the y-axis is logarithmic.
Figure 6 looks at redundant groups found with se-
mantic clustering to retain 90% of the dataset. As
compared to Figure 3, the images within a group show
much more semantic variation. Redundant groups in
Figure 3 are slight variations of the same object, where
as in Figure 6, redundant groups do not contain the
same object. We note that in this case the model is not
able to be invariant to these semantic changes.
Similar to Figure 4, we plot the number of redundant
groups of each size for two classes in CIFAR-100 in
Figure 7.
To quantify the semantic variation of CIFAR-100 in
relation to CIFAR-10 , we select redundant groups of
size two or more, and measure the average dissimilar-
ity(from Equation 1) to the retained sample. We report
the average over groups in 3 different classes as well
as the entire datasets in Table 1. It is clear that the
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Figure 5: Performance of subsets of varying size on the
CIFAR-100 dataset. Each point is an average over 10
trials and the vertical bars denote standard deviation.
(a) Redundant Bridges (b) Redundant Cups
(c) Redundant Bridges (d) Redundant Cups
Figure 6: Example of variation between images in the
same redundant group compared to variation across
different redundant groups in the CIFAR-100 dataset.
Each column contains a specific class of images. In
contrast to Figure 3, the images within each redundant
group show much more variations. The groups were
found when retaining a 90% subset, and retraining only
the selected images (in green boxes) and discarding the
rest had a negative impact on test performance.
higher semantic variation in the redundant groups of
CIFAR-100 seen in Figure 6 translates to an higher
average dissimilarity in Table 1.
4.2 Choice of semantic representation.
To determine the best choice of semantic representation
from a pre-trained model, we run experiments after
selecting the semantic representation from 3 different
layers in the network. Figure 8 shows the results. Here
“Start” denotes the semantic representation after the first
Convolution layer is a ResNet, “Middle“ denotes the
representation after the second residual block, and “End”
denotes the output of the last average pooling layer.
We see that the “End” layer’s semantic representation
is able to find the largest redundancy.
4
1 2 3 4
Size
100
101
102
103
N
u
m
b
e
r 
o
f 
G
ro
u
p
s
Class
Apple
Bed
Figure 7: Number of redundant groups of various sizes
in the CIFAR-100 dataset when finding a 90% subset
for two classes. Note that the y-axis is logarithmic.
Dataset Class Average Dissimilarity
CIFAR-10
Airplane 1.73× 10−3
Automobile 1.65× 10−3
Bird 2.22× 10−3
All (mean) 1.84× 10−3
CIFAR-100
Apple 6.61× 10−3
Bed 14.16× 10−3
Bowl 20.02× 10−3
All (mean) 13.90× 10−3
Table 1: Average dissimilarity to the retained sample
across redundant groups (clusters) of size greater than
1. We report the class-wise mean for 3 classes as well
as the average over the entire dataset. All clusters
were created to find a subset of 90% the size of the full
set. We can observe that the average dissimilarity is
about an order of magnitude higher for the CIFAR-100
dataset, indicating that there is more variation in the
redundant groups.
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Figure 8: Effectiveness of latent representations from 3
stages in a ResNet at finding redundant subsets.
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Figure 9: Validation accuracy after training with sub-
sets of various sizes of ImageNet . We plot the average
over 5 trials with the vertical bars denoting standard
deviation. There is no drop in validation accuracy
when 10% of the training data considered redundant
by semantic clustering is removed.
4.3 ImageNet
We train a 101-layer ResNet with the ImageNet dataset.
It gave us a semantic representation of 2048 dimensions.
We use a batch size of 1024 during training and train for
120, 000 steps with a learning rate cosine annealed from
0.4 to 0. Using the strategy from [Goyal et al., 2017],
we linearly warm up our learning rate from 0 for 5000
steps to be able to train with large batches. We reg-
ularize our weights with `2 penalty with a factor of
0.0001.
For optimization, we use Stochastic Gradient De-
scent with a Momentum coefficient of 0.9 while using
the Nesterov momentum update. Since the test set is
not publicly available we report the average validation
accuracy, measured over 5 trials.
The results of training with subsets of varying sizes of
ImageNet dataset are shown in Figure 9. Our proposed
scheme is able to successfully show that at least 10% of
the data can be removed from the training set without
any negative impact on the validation accuracy, whereas
training on random subsets always gives a drop with
decrease in subset size.
Figure 1 shows different redundant groups found in
the ImageNet dataset. It is noteworthy that the seman-
tic change considered redundant is different across each
group. Figure 11 highlights the similarities between
images of the same redundant group and the variation
across different redundant groups.
In each row of Figure 12, we plot two images from a
redundant group on the left where the retained image is
highlighted in a green box. On the right we display the
image closest to each retained image in dissimilarity but
excluded from the redundant group. These images were
close in semantic space to the corresponding retained
images, but were not considered similar enough to be
5
1 2 3 4 5 6
Size
100
101
102
103
104
N
u
m
b
e
r 
o
f 
G
ro
u
p
s
Class
Sportscar
Hammer
Figure 10: Sizes of redundant groups for the Hammer
and Sports-car classes in the ImageNet dataset when
finding a 90% subset. Note that the y-axis is logarith-
mic.
redundant. For example the redundant group in the
first row of Figure 12 contains Sedan-like looking red
cars. The 2-seater sports car on the right, in spite of
looking similar to the cars on the left, was not considered
redundant with them.
Figure 10 shows the number of redundant groups
of each size when creating a 90% subset. Much akin
to Figure 4, a majority of images are not considered
redundant and form a group of size 1.
Additional examples of redundancy group on Ima-
geNet is provided in the appendix.
4.4 Implementation Details
We use the open source Tensorflow [Abadi et al., 2016]
and tensor2tensor[Vaswani et al., 2018] frameworks to
train our models. For clustering, we used the scikit-learn
[Pedregosa et al., 2011] library. For the CIFAR-10 and
CIFAR-100 experiments we train on a single NVIDIA
Tesla P100 GPU. For our ImageNet experiments we
perform distributed training on 16 Cloud TPUs.
5 Conclusion
In this work we present a method to find redundant
subsets of training data. We explicitly model a dis-
similarity metric into our formulation which allows us
to find semantically close samples that can be consid-
ered redundant. We use an agglomerative clustering
algorithm to find redundant groups of images in the
semantic space. Through our experiments we are able
to show that at least 10% of ImageNet and CIFAR-10
datasets are redundant.
We analyze these redundant groups both qualitatively
and quantitatively. Upon visual observation, we see
that the semantic change considered redundant varies
from cluster to cluster. We show examples of a variety
of varying attributes in redundant groups, all of which
are redundant from the point of view of training the
network.
One particular justification for not needing this vari-
ation during training could be that the network learns
to be invariant to them because of its shared parame-
ters and seeing similar variations in other parts of the
dataset.
In Figure 2 and 9, the accuracy without 5% and 10%
of the data is slightly higher than that obtained with
the full dataset. This could indicate that redundancies
in training datasets hamper the optimization process.
For the CIFAR-100 dataset our proposed scheme fails
to find any redundancies. We qualitatively compare
the redundant groups in CIFAR-100 (Figure 6) to the
ones found in CIFAR-10 (Figure 3) and find that the
semantic variation across redundant groups is much
larger in the former case. Quantitatively this can be
seen in Table 1 which shows points in redundant groups
of CIFAR-100 are much more spread out in semantic
space as compared to CIFAR-10 .
Although we could not find any redundancies in the
CIFAR-100 dataset, there could be a better algorithm
that could find them. Moreover, we hope that this
work inspires a line of work into finding these redundan-
cies and leveraging them for faster and more efficient
training.
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(a) Redundant Clocks (b) Redundant Hammers (c) Redundant Purses (d) Redundant Balloons
(e) Redundant Clocks (f) Redundant Hammers (g) Redundant Purses (h) Redundant Balloons
Figure 11: This figure highlights semantic similarities between images from the same redundant group and
variation seen across different redundant groups of the same class. The redundant groups were found while
creating a 90% subset of the ImageNet dataset. Each sub-figure is a redundant group of images according to our
algorithm. Each column contains images belonging to the same class, with each row in a column being a different
redundant group. For example, the first column contains the Clock class. Clocks in 11a are in one group of
redundant images whereas clocks in 11e are in another group. From each of the groups in the sub-figures, only
the images marked in green boxes are selected by our algorithm and the others are discarded. Discarding these
images had no negative impact on validation accuracy.
Figure 12: In each row we plot two images from the
same redundant group while creating a 90% subset
on the left with the retained image highlighted in a
green box. On the right we plot the image closest
to the retained image in the semantic space but not
included in the same redundant group. Note that the
image on the right shows a semantic variation which is
inconsistent with the one seen in the redundant group.
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A Appendix
Each row is a redundant group of images. The left most image is retained in each row for the 90% subset.
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