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Abstract
We give an example of a Gaussian random Fourier series, of which the normalized remainders
have their sojourn times converging in variation, namely the convergence in the space L1(R) of the
related density distributions, to the Gaussian density. The convergence in the space L∞(R) is also
proved. In our approach, we use local times of Gaussian random Fourier series.
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1. Introduction—main result
We address the problem of constructing examples of Fourier series which remainders
are nicely behaving from the probabilistic viewpoint. Such series arise, via the Gaussian
randomization of the Fourier coefficients, with probability one, as conditional Fourier se-
ries given the value of the Gaussian isonormal process used in the randomization.
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Let β = (βk)k∈N ∈ 2. Let now g = (gk)k∈N, g′ = (g′k)k∈N be two independent sequences
of N (0,1) distributed random variables defined on a joint probability space (Ω,A,P) of
(T, λ). Consider for t ∈ T, ω ∈ Ω the Gaussian random Fourier series:
X (ω, t) =
∞∑
k=1
βk
(
gk(ω) cos 2πkt + g′k(ω) sin 2πkt
)
. (1.1)
Define the distribution functions associated to the sequence of normalized rests: for any
j  1 and t ∈ R
Φj(t) = Φj(ω, t)
= λ
{
u ∈ T:
∑∞
k=j βk(gk(ω) cos 2πku+ g′k(ω) sin 2πku)
(
∑∞
k=j (g2k (ω)+ g′k(ω)2)β2k )1/2
< t
}
. (1.2)
It follows from [14, p. 337], that if
lim
j→∞
(g2j + g′j 2)β2j∑∞
k=j (g2k + g′k2)β2k
a.s.= 0 (1.3)
then, for P-almost all ω and any real t
lim
j→∞Φj(ω, t) =
1√
2π
t∫
−∞
e−u2/2 du. (1.4)
As E supk1(g2k + (g′k)2)/ logk < ∞, condition (1.3) is satisfied whenever
lim
j→∞
β2j log j∑∞
k=j (g2k + g′k2)β2k
a.s.= 0,
and it follows from the proof of Proposition 2.3 that the latter condition is fulfilled if
supkj |βk| =O(bj / log3/2 j) where bj = (
∑
k>j β
2
k )
1/2
. The main purpose of the paper
is to show that in some cases, however, (1.4) can be considerably improved. More precisely,
we prove the following result.
Main result. Assume that βk = k−1/2(log k)−b/2 where b > 2. Then for almost all ω, the
distribution Φj(ω, ·) possesses a density φj (ω,x), which is uniformly continuous on R.
Moreover,
lim
j→∞ supx∈R
∣∣∣∣φj (ω,x)− 1√2π e−x
2/2
∣∣∣∣ a.s.= 0 and
lim
j→∞
∫
R
∣∣∣∣φj (ω,x)− 1√2π e−x
2/2
∣∣∣∣dx a.s.= 0.
The last property indicates that the sequence of normalized rests converges in variation
(cf. [5, p. 22–23]) to the Gaussian law. The proof of the main result is long and relatively
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different nature, will be necessary before really concentrate on the proof of the result. In
a first step, we give conditions for a Gaussian random Fourier series to satisfy for almost
all sample paths, a CLT with some rate of convergence. Explicit estimates will be indeed
required later on. These estimates are, however, much less precise than it could be expected
in view of the classical Berry–Esseen bound in the independent case. This will be made
at Section 2. Next, a necessary step towards the work with local times will consist in the
study of the distribution of the small values of trigonometric series of type∑
k1
γ 2k sin
2 πkt.
This will be performed in Section 3. In Section 4, we prove the existence and the continuity
of the local times of the normalized trigonometric rests of X . Next in view of establishing
a convergence theorem for the integral rests∫
|u|>Λj
∣∣Φˆj (u)∣∣du,
Λj tending to infinity slowly, we estimate the increments E
∫
R |Φˆj (u)− Φˆk(u)|2|u|1+δ du,
δ large. This is another delicate part of the proof. Finally in Section 5, we give the proof of
the theorem. The leading argument will consist in showing that the conditions of applica-
tion of a classical theorem of Gál–Koksma are realized. The work in each step is performed
independently from the other, except naturally for step 5.
A natural question is whether it is possible to work in a more general situation, by
considering this time remainders of random Fourier series of the type
Z(ω, t) =
∞∑
k=1
(
ζk(ω) cos 2πkt + ζ ′k(ω) sin 2πkt
)
,
where (ζk)k , (ζ ′k)k are independent symmetric random variables, as the symmetrization
procedure could suggest. The authors believe that the results of the paper should mostly
survive under such an extension. In particular the results of Sections 2 and 4 should admit
such extension. However, the methods of the paper use gaussianity in a very essential way,
through the local times properties of the normalized trigonometric remainders of X . The
existence of the local times relies upon the work undertaken in Section 3, which imposes
strong conditions on the Fourier coefficients of X . So for establishing such an extension, a
serious modification of this part is required.
2. Gaussian random Fourier series satisfying a sample CLT with rate of convergence
This section is divided in four parts: the three first are devoted to the study of the CLT
with rest for a non-random Fourier series; in the last, the results obtained are applied to
deduce a CLT with rate of convergence for Gaussian random Fourier series. This is part of
the construction elaborated to prove the main result of the paper. And it will be incorporated
in the proof at the final step, in Section 4.3.
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Let r  3 be fixed and consider an increasing sequenceL= (j )j1 of positive integers,
which we assume to satisfy: for k = 1,2, . . .{
k | k+1,
k+1  rk.
(H1)
Let β1 = (β1k )k1, β2 = (β2k )k1 β1, β2 ∈ 2 and let ρ = (ρk)k1 be the sequence de-
fined by ρk = β1k + iβ2k . For any positive integer j , put cj = (
∑
k>j |ρk|2)1/2. We set
e(x) = exp(2iπx) and ek(x) = e(kx) for any integer k.
Define for t ∈ T,
F(t) =
∞∑
k=1
(ρkek (t) ). (2.1)
Let also Λ = {Λj, j  1} be an increasing sequence of positive reals tending to infinity
with j . We assume that
lim
j→∞ e
Λ2j sup
k>j
|ρk|
ck
= 0. (H2)
Introduce some additional notation: put for any j  1, N ∈ Ij and t ∈X:
Fj (t)=
∑
k>j
[ρkek (t) ]. (2.2)
Our first objective is to prove the following proposition.
Proposition 2.1. There exists an absolute constant C such that for any j large enough and
|λ|Λj ,∣∣∣∣∣
1∫
0
exp
(
iλ
Fj (t)
cj
)
dt − e−λ2/2
∣∣∣∣∣ CeΛ2j supk>j
|ρk|
ck
.
2.2. A technical start
We shall use the following technical lemma.
Lemma 2.2. Let ∆ be a finite index and {zk, k ∈∆} be complex numbers.
(a) Assume that
h0 =
∑
k∈∆
e−
1
2 z
2
k
[
1
4
e
1
2 |zk |2 |zk|4 + 13
|zk|3
|1 + zk|e
|zk |
]
 1
2
.
Then, ∣∣∣∣∣
∏
k∈∆ ezk∏ 1
2 z
2
k
− 1
∣∣∣∣∣ 2h0.k∈∆(1 + zk)e
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h=
∑
k∈∆
[ |zk|4
4
e|zk |2 + |zk|
3
3
√
1 + |zk|2
e|zk |+
|zk |2
2
]
 1
2
.
Then, ∣∣∣∣∏
k∈∆
ezk −
∏
k∈∆
(1 + zk)e 12 z2k
∣∣∣∣ 2h.
Proof of Lemma 2.2. Put
ak = e
zk
(1 + zk)e 12 z2k
− 1, k ∈∆.
Using the following inequality valid for any complex number z:∣∣ez − (1 + z)e 12 z2 ∣∣ 1
4
|1 + z||z|4e 12 |z|2 + 1
3
|z|3e|z|,
we get
|ak|
∣∣e− 12 z2k ∣∣[1
4
e
1
2 |zk |2 |zk|4 + 13
|zk|3
|1 + zk|e
|zk |
]
.
Thus
∑
k∈∆ |ak| h0  12 , which by means of inequality [12, 3.8.8, p. 314] implies∣∣∣∣∣
∏
k∈∆ ezk∏
k∈∆(1 + zk)e
1
2 z
2
k
− 1 −
∑
k∈∆
ak
∣∣∣∣∣ h
2
0
1 − h0 .
Hence (a) follows. As for (b), observe that
|1 + zk|
∣∣e 12 z2k ∣∣= ∣∣1 + i|zk|∣∣e− 12 |zk|2  1,
hence∣∣∣∣∏
k∈∆
(1 + zk)e 12 z2k
∣∣∣∣ 1.
Multiplying both sides of inequality (a) by ∏k∈∆(1 + zk)e 12 z2k , gives∣∣∣∣∣
∏
k∈∆
ezk −
∏
k∈∆
(1 + zk)e 12 z2k
∣∣∣∣∣ 2
∑
k∈∆
[
1
4
|zk|4e|zk |2 + 13
|zk|3√
1 + |zk|2
e|zk |+
|zk |2
2
]
= 2h. 
2.3. Proof of Proposition 2.1
Let ε = {εj , j  1} be a decreasing sequence of reals satisfying
εj  sup |ρk|. (2.3)k>j
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k>κ(j)
|ρk|2/c2j  ε2j , (2.4)
and put
∆j =
[
j, κ(j)
[
, F ′j =
∑
j<kκ(j)
[ρkek (t) ].
Using the elementary inequality
|eiu − eiv| 2∣∣sin((v − u)/2)∣∣ |v − u|
gives ∣∣∣∣∣
1∫
0
(
exp
(
iλFj (t)/cj
)− exp(iλF ′j (t)/cj ))dt
∣∣∣∣∣ |λ|
‖Fj − F ′j‖1
cj
 |λ|εj . (2.5)
Put now for k > j and t ∈ T: zjk (t) = [ρkek (t)]/cj . In order to bound the difference∣∣∣∣eiλF ′j (t)/cj − ∏
k∈∆j
(
1 + iλzjk (t)
)
ez
j
k (t)
2/2
∣∣∣∣,
we apply Lemma 2.2. The quantity h appearing in part (b) of the statement, satisfies
hmax
k∈∆
{(|zk| ∨ 1)e 32 (|zk |∨1)2}∑
k∈∆
|zk|3.
Apply it with zk = iλzjk (t), with |λ|Λj and ∆ = ∆j . We remark that
|zk| = |λ||ρk|/cj Λj sup
k>j
ρk/cj Λj sup
k>j
ρk/ck  1,
for all k ∈ ∆j and j large enough, by assumption (H2). By using assumption (H2), we
then obtain for j large enough, say j  J1:
hΛ3j
(
Λj |ρj |
cj
∨ 1
)
e
3
2 (
Λj |ρj |
cj
∨1)2
(∑
k>j |ρk|3
c
3/2
j
)
Λ3j e
3
2
(∑
k>j |ρk|3
c3j
)
Λ3j e
3
2 sup
k>j
|ρk|
ck
 1
2
.
Therefore, for this range of values of j ,
sup
|λ|Λj
sup
0t1
∣∣∣∣∣eiλF ′j (t)/cj −
∏
k∈∆j
(
1 + iλzjk (t)
)
ez
j
k (t)
2/2
∣∣∣∣∣Λ3j supk>j
|ρk|
ck
. (2.6)
Put now for any integer j  1:∏
j
(λ, t) =
∏
k∈∆
(
1 + iλzjk (t)
)
, Bj (t) =
∑
k∈∆
(
z
j
k (t)
)2
.j j
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∫ 1
0
∏
j (λ, t) dt = 1. This is the well-known Salem–Zygmund’s argument, that we
briefly recall. The product
∏
k(1 + iλ[β1k cos 2πkt + β2k sin 2πkt]) is representable as 1
plus a sum of linear combinations of cos 2π(k1 ± · · · ± kr ) or sin 2π(k1 ± · · · ± kr ).
Since (k) is assumed to be r-lacunary with r  3, the representation of a number n as
n = k1 ± · · · ± kr is unique. This allows to conclude. We can thus factorize as follows:∣∣∣∣∣
1∫
0
∏
j
(λ, t)e−λ2Bj (t)/2 dt − e−λ2/4
∣∣∣∣∣=
∣∣∣∣∣
1∫
0
∏
j
(λ, t)
[
e−λ2Bj (t)/2 − e−λ2/4]dt
∣∣∣∣∣

1∫
0
∣∣∣∣∏
j
(λ, t)
∣∣∣∣∣∣e−λ2Bj (t)/2 − e−λ2/4∣∣dt.
But, ∣∣∣∣∏
j
(λ, t)
∣∣∣∣= ∏
j<kκ(j)
(
1 + |λ|2∣∣zjk (t)∣∣2)1/2  exp(λ2Bj (t)/2).
Consequently
1∫
0
∣∣∣∣∏
j
(λ, t)
∣∣∣∣ · ∣∣e−λ2Bj (t)/2 − e−λ2/4∣∣dt 
1∫
0
∣∣1 − e− λ22 [ 12 −Bj (t)]∣∣dt. (2.7)
Now,
Bj (t) = 1
c2j
{∑
k∈∆j
(β1k )
2 + (β2k )2
2
+
∑
k∈∆j
(
(β1k )
2 − (β2k )2
2
)
cos 4πkt
+
∑
k∈∆j
β1k β
2
k sin 4πkt
}
.
Write
Bj (t) = 12 −
1
c2j
∑
k>κj
(β1k )
2 + (β2k )2
2
+Cj (t).
Since 0 Bj (t) 2,
1∫
0
∣∣1 − e− λ22 [ 12 −Bj (t)]∣∣dt  Λ2j
2
e
3Λ2j /4
[
1
c2j
∑
k>κj
(β1k )
2 + (β2k )2
2
+ ‖Cj‖2
]

Λ2j
2
e
3Λ2j /4
[
ε2j + ‖Cj‖2
]
. (2.8)
It remains to observe that
‖Cj‖22 
1
4
∑
k∈∆
|ρk|4
c4j
 1
4
sup
k>j
|ρk|2
c2j
 1
4
sup
k>j
|ρk|
2
c2k
. (2.9)j
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any j  J2, |λ|Λj and N ∈ Ij∣∣∣∣∣
1∫
0
exp
(
iλ
Fj (t)
cj
)
dt − exp
(
−λ
2
2
)∣∣∣∣∣

Λ3j
cj
sup
kj
|ρk| +Λ2j e3Λ
2
j /4
(
ε2j +
1
2cj
sup
k>j
|ρk|
)
 sup
k>j
|ρk|
ck
(
Λ3j +
3
2
Λ2j e
3Λ2j /4
)
 CeΛ
2
j sup
k>j
|ρk|
ck
.
This proves Proposition 2.1.
2.4. Application to Gaussian random Fourier series
Now, we pass to random Fourier series. Let g = (gk)k∈N, g′ = (g′k)k∈N be two inde-
pendent sequences of N (0,1) distributed random variables defined on a joint probability
space (Ω,A,P) of (T, λ). Let β = (βk)k∈N ∈ 2 and note bj = (∑k>j β2k )1/2. We assume
that the following condition is satisfied:
lim
k→∞ e
b−εk sup
jk
|βj |
√
log j = 0 for some ε > 0. (B1)
Let
Λk = b−2/δk , (2.10)
where δ is chosen sufficiently large to satisfy
lim
k→∞Λj
e
Λ2j
bj
sup
jk
|βj |
√
log j = 0. (2.11)
It is enough to take δ > 4/ε, where ε is defined in (B1). Put for k  1, ρk = βk(gk + ig′k).
Then with the notation of Section 2.1,
cj =
(∑
k>j
|ρk|2
)1/2
=
(∑
k>j
(
g2k + g′k2
)
β2k
)1/2
.
Consider for t ∈ T, ω ∈ Ω the Gaussian random Fourier series:
X (ω, t) =
∑
k∈N
(ρk(ω)ek (t))=
∞∑
k=1
βk
(
gk(ω) cos 2πkt + g′k(ω) sin 2πkt
)
,
Tj (ω, t)= 1
cj
∑
k>j
(ρk(ω)ek (t))
= 1
cj
∑
βk
(
gk(ω) cos 2πkt + g′k(ω) sin 2πkt
)
,k>j
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bj
√
2
∑
k>j
(ρk(ω)ek (t))
= 1
bj
√
2
∑
k>j
βk
(
gk(ω) cos 2πkt + g′k(ω) sin 2πkt
)
. (2.12)
Proposition 2.3. Under conditions (B1) and
∞∑
k=1
β2k log
2 k < ∞ (B2)
we have
sup
|λ|Λj
∣∣∣∣∣
1∫
0
exp
(
iλTj (ω, t)
)
dt − e−λ2/2
∣∣∣∣∣ a.s.= O
(
e
Λ2j
( |βj |√log j
bj
))
.
Proof. Consider the Gaussian chaos of order 2
Bj =
∑
k>j
(
βk
bj
)2[g2k + g′k2 − 2
2
]
.
By the hypercontractivity properties of Gaussian chaos (see for instance [9, inequal-
ity (3.8), p. 65]), for any integer q  2,
‖Bj‖q,P  q‖Bj‖2,P.
Let wj = ‖Bj‖2,P and αj = 12ewj . Then,
E exp
(
αj |Bj |
)
 1 + αj‖Bj‖1,P +
∞∑
q=2
1
q! (αj q)
qw
q
j .
Using (see for instance [12, p. 183]) the elementary estimate
n!> √2πnnne−n exp
[
1
12n+ 1/4
]
valid for any positive integer n, we deduce
∞∑
q=2
1
q! (αjwjq)
q  1
2
√
π
∞∑
q=2
2−q = 1
4
√
π
.
Thus E exp(αj |Bj |) C (with C = 1+ 12e + 14√π ). Applying then Tchebycheff inequality,
gives for any positive real η
P
{|Bj | ηΛ−1j } C exp
(
− η
)
. (2.13)2ewjΛj
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∑
k>j β
4
k /b
4
j , and by assumption (B1) we have for any
k large enough |βk|  (log k)−1/2 exp(−b−εk ). As exp(b−εk )  Cpb−εpk , we get the bound
|βk| Cpbεpk (logk)−1/2. Choose p sufficiently large so that p > (4 + 4δ )/ε. Then,
w2jΛ
2
j  Cb
−4−4/δ
j
∑
k>j
β4k 
Cp
log j
b
εp−4−4/δ
j
∑
k>j
β2k 
C
log2 j
∑
k>j
β2k ,
where we have used (B2) to get the last inequality. Thus,
wjΛj = o
(
1
log j
)
. (2.14)
Let ρ > 0 be such that 2eρ < η. Henceforth, for j large, wjΛj  ρ/ log j , and so
P
{|Bj | ηΛ−1j }C exp
(
− η
2ewjΛj
)
 exp
(
− η
2eρ
log j
)
.
By Borel–Cantelli lemma and using the fact that η can be arbitrary small, we deduce
|Bj | a.s.= o
(
Λ−1j
)
. (2.15)
In particular,
lim
j→∞
1
b2j
∑
k>j
(
g2k + (g′k)2
)
β2k
a.s.= 2. (2.16)
It follows that limj→∞
cj
bj
a.s.= √2. As E supk1(g2k + (g′k)2)/ logk < ∞, we have
sup
k>j
|ρk| = sup
k>j
|βk|(g2k + (g′k)2)1/2
√
logk√
log k
C sup
k>j
|βk|
√
log k,
where C is a random variable with finite expectation. Therefore, by (2.11)
lim
j→∞ e
Λ2j sup
k>j
|ρk|
ck

√
2C lim
j→∞
e
Λ2j
bj
sup
k>j
|βk|
√
logk a.s.= 0.
This implies that assumption (H2) is satisfied for almost all sample paths of X . Applying
now Proposition 2.1 gives
sup
|λ|Λj
∣∣∣∣∣
1∫
0
exp
(
iλTj (ω, t)
)
dt − e−λ2/2
∣∣∣∣∣ a.s.= O
(
e
Λ2j sup
k>j
|βk|√logk
bk
)
.
This proves Proposition 2.3. 
We close the section by establishing the following Corollary.
Corollary 2.4. Under assumptions (B1), (B2) and with the choice of Λj above defined,
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|λ|Λj
max
{∣∣∣∣∣
1∫
0
exp
(
iλTj (ω, t)
)
dt − e−λ2/2
∣∣∣∣∣,
∣∣∣∣∣
1∫
0
exp
(
iλΘj (ω, t)
)
dt − e−λ2/2
∣∣∣∣∣
}
a.s.= o(Λ−1j ).
Proof. By assumption, we deduce from Proposition 2.3 the inequality concerning Tj . Now
∣∣∣∣∣
1∫
0
[
exp
(
iλTj (t)
)− exp(iλΘj (t))]dt
∣∣∣∣∣ |λ|
1∫
0
∣∣Tj (t)−Θj(t)∣∣dt
= |λ|
∣∣∣∣1 − cj
bj
√
2
∣∣∣∣
1∫
0
∣∣Tj (t)∣∣dt  |λ|
∣∣∣∣1 − cj
bj
√
2
∣∣∣∣‖Tj‖2,λ = |λ|
∣∣∣∣1 − cj
bj
√
2
∣∣∣∣. (2.17)
But, ∣∣∣∣1 − cj
bj
√
2
∣∣∣∣
∣∣∣∣
∑
k>j (g
2
k + (g′k)2)β2k
2b2j
− 1
∣∣∣∣.
The proof is then achieved by using (2.15). 
3. Small values of some trigonometric series
In this section, we give conditions under which for any α > 0, the following estimate is
fulfilled:
M(α) = sup
j
1∫
0
dt{
(
∑
kj β
2
k sin
2 πkt)/(
∑
ij β
2
i )
}α < ∞. (E)
Before, we prove a series of intermediate results.
Proposition 3.1. Let K > 0 be an integer, (γn)n1 be a positive sequence with∑
n1 γ
2
n < ∞, and L= (n)n1 be a sequence of integers such that n+1 is a multiple of
n for every n 1. Set r = K/1. Then, for any ε > 0, we have
λ
{
x ∈ T:
∑
n1
γ 2n sin2 πnx < ε
}

(
ε1/2
γ1
+ 1
r
)
λ
{
x ∈ T:
∑
nK
γ 2n sin2 π(n/1)x < ε
}
.
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under the translation x → x + 1/s mod 1 for some integer s > 0. Then we have
λ(I ∩A) λ(I)λ(A)+ 1
s
λ(A).
Proof. It suffices for us to prove the estimate asserted by the lemma for sets of the form
A = ⋃s−1i=0(∆ + (i/s)), where ∆ is an interval of length λ(∆)  1/s. Indeed, once this
is proved, the result follows since the Borel σ -field coincides with the monotone class
generated by the Boole algebra of disjoint unions of sets (Ai)i1, where each Ai has the
same form as A.
We turn now to the proof of the assertion for the set A =⋃s−1i=0(∆ + (i/s)) with ∆ as
above. The maximal number of such i ∈ {0, . . . , s − 1} for which ∆+ (i/s) intersects I is
bounded above by (λ(I )/(1/s))+ 1 = λ(I)s + 1. Then
λ(I ∩A) (λ(I)s + 1)λ(∆) = λ(I)sλ(∆)+ sλ(∆)
s
=
(
λ(I)+ 1
s
)
λ(A),
which completes the proof of the lemma. 
Proof of Proposition 3.1. We have that
λ
{
x ∈ T:
∑
n1
γ 2n sin2 πnx < ε
}
 λ
{
x ∈ T: γ 21 sin2 π1x < ε,
∑
nK
γ 2n sin2 πnx < ε
}
= λ
{
x ∈ T: γ 21 sin2 πx < ε,
∑
nK
γ 2n sin2 π
n
1
rx < ε
}
, (3.1)
and it follows now from Lemma 3.2 that
λ
{
x ∈ T:
∑
n1
γ 2n sin2 πnx < ε
}

(
λ
{
x ∈ T: sin2 πx < ε
γ 21
}
+ 1
K
)
λ
{
x ∈ T:
∑
nK
γ 2n sin2 π(n/1)x < ε
}

(
λ
{
x ∈ T: 2x < ε
1/2
γ1
}
+ 1
K
)
λ
{
x ∈ T:
∑
nK
γ 2n sin2 π(n/1)x < ε
}
=
(
ε1/2
γ1
+ 1
r
)
λ
{
x ∈ T:
∑
nK
γ 2n sin2 πnx < ε
}
.  (3.2)
Proposition 3.3. Let (γn)n1 be a positive sequence of real numbers satisfying∑
γ 2n < ∞ and (n)n1 be a sequence of integers such that n+1 is a multiple ofn1
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integers. Then,
λ
{
x ∈ T:
∑
n1
γ 2n sin2 πnx < ε
}

m∏
j=1
(
ε1/2
γKj−1
+ Kj−1
Kj
)
.
Proof. Follows from Proposition 3.1 by induction. 
As an immediate consequence, we have the following corollary.
Corollary 3.4. Under the assumptions of Proposition 3.3, let us additionally suppose that
for s = 1, . . . ,m, Ks /Ks−1  ρ and that γn  γ ′ > 0 for n = 1, . . . ,Km. Then, we have
λ
{
x ∈ T:
∑
n1
γ 2n sin2 πnx < ε
}

(
ε1/2
γ ′
+ 1
ρ
)m
.
Now assume that (γn)n1 is nonincreasing. Fix some integer m  1. Observe that
n+1  2n, for every n  1. For any integer p  2, we set εp = 2−p , Ks = sp, s =
1, . . . ,m. Then γ ′ = γmp and Ks /Ks−1  2p . We may conclude from Corollary 3.4 that
for any p  2, we have
λ
{
x ∈ T:
∑
n1
γ 2n sin2 πnx < 2−p
}

(
2−p/2
γmp
+ 2−p
)m
. (E)
Further assume that γk decreases not too fast:
for any 0 < δ < 1, there exists a number kδ such that for any k  kδ
γk  2−δk. (H3)
Choose δ := δm in (H3) sufficiently small to have δm  1/3m. Let pm = kδm/m where the
number kδm is defined according to (H3). For p > pm, we have pm  kδm , thus γmp 
2−δmp , and we can continue with
λ
{
x ∈ T:
∑
n1
γ 2n sin2 πnx < 2−p
}

(
2−
1
2p2δmp + 2−p)m  2m2−p( 12 −δm)m  2m2−pm/6.
Define,
dγ (x) =
∞∑
n=1
γ 2n sin2 πnx. (3.4)
Thus for any sequence γ satisfying (H3), we have proved this:
for any integer m 1, there exists a number pm depending on m and γ only, such that
for any p > pm the following estimate holds true:
λ
{
x ∈ T: dγ (x) < 2−p
}
 2m2−pm/6. (3.5)
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1∫
0
d−αγ (x) dx < ∞, (3.6)
for every α > 0.
Throughout the rest of the section, we assume that for some b > 1
βk = k−1/2(log k)−b/2.
We now pass to establishing, for every α > 1, the relation (E). We are going to make
use of the following asymptotics (b > 1):
∑
kj
β2k =
∑
kj
k−1(logg)−b  1/(log j)b−1,
∑
kj
β4k =
∑
kj
k−2(logg)−2b  1/j (log j)2b.
A positive integer A will be chosen later. Fix a certain integer p  1. Then for arbitrary
integers m 1 and j Ap we obtain
λ
{(∑
kj
β2k sin
2 πkx
)/(∑
ij
β2i
)
< 2−p
}
= λ
{(∑
kj
β2k
(
1/2 − (1/2) cos 2πkx
))/(∑
ij
β2i
)
< 2−p
}
 λ
{(∑
kj
β2k cos 2πkx
)/(∑
ij
β2i
)
> 1 − 2−(p−1)
}
 λ
{∑
kj
(∑
ij
β2i
)−1
β2k cos 2πkx > 1
}
.
In view of our assumption that k+1 is a multiple of k (k  1), the sequence
(cos 2πkx)k1 is a reversed sequence of bounded martingale differences, and we may
apply the following assertion.
Lemma 3.5. [9, Lemma 1.1.5] Let X1, . . . ,Xn be a sequence of bounded martingale-
differences so that |Xi | ci, i = 1, . . . , n. Then for every x > 0 we have
P
(
n∑
i=1
Xi > x
)
 exp
(
− x
2
2
∑n
i=1 c2i
)
.
From Lemma 3.2 and the previous calculations we see that for j Ap:
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{(∑
kj
β2k sin
2 πkx
)/(∑
ij
β2i
)
< 2−p
}
 exp
(
− (
∑
kj β
2
k )
2
2
∑
kj β
4
k
)
 exp
(
−C(b)Aj (log(Aj))
2b
(log(Aj))2b−2
)
 exp
(−C(b)Aj log(Aj)2) exp (−C(b)(Aj)) exp (−C(b)Ap).
Now we choose A to satisfy the relation
A = A(b, κ) > C−1(b)κ log 2. (3.7)
Thus we get that for every integers p > 1 and j Ap
λ
{∑
kj
(
β2k sin
2 πkx
)/(∑
ij
β2i
)
< 2−p
}
 2−κp. (3.8)
Let us consider now case j Ap with a certain fixed integer p  1. For arbitrary inte-
gers m 1 and j Ap we have then
λ
{∑
kj
(
β2k sin
2 πkx
)/(∑
ij
β2i
)
< 2−p
}
= λ
{∑
kj
(
β2k
)(∑
ij
β2i
)−1
sin2 πkx < 2−p
}
.
Notice that for k ∈ [j, j +mp] with j Ap we have k  (A+m)p and
β2k
(∑
ij
β2i
)−1
 β2(A+m)p
(∑
i1
βki
)−1
 C(b) 1
(A+m)p(log((A+m)p))2b
 C(b,m,A) 1
p(logp)2b
.
We apply now Corollary 3.4 with γ 2n = β2n+j−1/
∑
ij β
2
i (n = 1,2, . . .), ε = 2−p ,
Ks = j + sp (s = 0, . . . ,m) and r = 2p to obtain for j Ap the relation
λ
{(∑
kj
β2k sin
2 πkx
)/(∑
ij
β2i
)}

(
2−p/2p(logp)2b
C(b,m,A)
+ 2−p
)m
.
Now, by choosing m > 2κ , we may conclude that for every p > 1 and j  A = A(b, κ)
the estimate
λ
{(∑
kj
β2k sin
2 πkx
)/(∑
ij
β2i
)
 2−p
}
 C′(b, κ)2−κp (3.9)
holds true. The estimate (3.9) combined with the inequality (3.8) gives us that for every
b > 1 and κ > 1 there exists a constant C(b, κ) such that for every p > 1 we have
λ
{(∑
β2k sin
2 πkx
)/(∑
β2i
)
 2−p
}
 C(b, κ)2−κp.kj ij
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We have therefore proved the following result.
Proposition 3.6. Assume that βk = k−1/2(log k)−b/2 where b > 1. Then property (E) is
realized for every α > 0.
4. Local time and density distribution
In this section, we show that the distribution function of Θj(ω, ·) (see definition (2.10))
is, for almost all ω, absolutely continuous with respect to the Lebesgue measure. Our
approach relies upon the use of local times for Gaussian processes, a notion which was
mainly developed under the impulse of Berman [2,3], with important contributions of Pitt
[13], Anderson, Horowitz, Pitt in [1], and Lifshits [10]. In our setting, however, the results
obtained in the previous section, will ensure that the sojourn times Φj(t) defined in (1.2)
has Fourier transform Φ̂j (t) belonging in L1(R). By the Fourier inversion theorem, this
implies that the local times exists and is uniformly continuous with probability one. And
compared with the situations treated in the general study of local times, our setting reflects
only a very simple case. Put for j  1 and A ∈ B(R),
Φj(A) = Φj(ω,A) = λ
{
0 t  1: Θj(ω, t) ∈ A
}
,
Φˆj (u) = Φj(ω,u) =
∫
R
eixuΦj (ω,dx)=
1∫
0
eiuΘj (ω,t) dt.
In a first step, we show the almost sure existence of a continuous local times for
Θj(ω, ·), namely the density of the distribution function of Θj(ω, ·). The approach for
this, is standard. But the result (E) obtained in the previous section is crucial here.
4.1. Existence and continuity of the local times of Θj
Our first objective will be to prove that the integral E ∫R |Φˆj (u)|du is finite. To begin,
we observe that
E
∫
R
∣∣Φˆj (u)∣∣2|u|1+δ du
=
∫
R
|u|1+δ
( 1∫
0
1∫
0
E exp
{
iu
[
Θj(s)−Θj(t)
]}
ds dt
)
du
=
∫
|u|1+δ
( 1∫ 1∫
exp
{−u2∥∥Θj(s)−Θj(t)∥∥22,P}ds dt
)
duR 0 0
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(∫
R
|v|1+δe−v2/2 dv
) 1∫
0
1∫
0
ds dt
‖Θj(s)−Θj(t)‖2+δ2,P
=
(∫
R
|v|1+δe−v2/2 dv
) 1∫
0
1∫
0
ds dt
{(1/(2b2j ))(
∑
kj β
2
k sin
2 πk(s − t))}2+δ
 C(δ)M(1 + δ/2),
by (E). Hence
sup
j1
E
∫
R
∣∣Φˆj (u)∣∣2‖u‖1+δ du C(δ)M(2 + δ). (4.1)
Since[
E
∫
|u|>ε
∣∣Φˆj (u)∣∣du
]2
 E
[ ∫
|u|>ε
∣∣Φˆj (u)∣∣du
]2

[ ∫
|u|>ε
|u|−(1+δ) du
]
E
∫
|u|>ε
∣∣Φˆj (u)∣∣2|u|1+δ du
= 2
δεδ
E
∫
|u|>ε
∣∣Φˆj (u)∣∣2|u|1+δ, (4.2)
we deduce
sup
j1
E
∫
R
∣∣Φˆj (u)∣∣du 2ε +
(
2
δεδ
C(δ)M(1 + δ/2)
)1/2
. (4.3)
From [7, Theorem 4.4.2, p. 129], it follows that Φj(ω, ·) is absolutely continuous—
Θj(ω, ·) has local times—and
Φj(ω,x)−Φj(ω,−∞) =
x∫
−∞
φj (ω,u)du,
where φj (ω,u) 0, φj (ω,u) ∈ L1(R); and also belongs to the class C0 of bounded func-
tions l on R which are uniformly continuous on R, and such that l(x) → 0, x → ±∞, and
φj (ω,u) ∈ Lr(R) for any r  1. Moreover,
φj (ω,x) =
+∞∫
−∞
e−iuxΦˆj (u) du. (4.4)
Put
p(x)= 1√
π
e−x2 = 1
2π
∞∫
e−iuxe−u2/2 du, γ (x) = e−x2/2.−∞
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φj (ω,x)− p(x) =
∞∫
−∞
e−iux
{
Φˆj (u)− γ (u)
}
du
and
sup
x
∣∣φj (ω,x)− p(x)∣∣
∞∫
−∞
∣∣Φˆj (u)− γ (u)∣∣du (I1(j)+ I2(j)+ I3(j)), (4.5)
where
I1(j) =
Λj∫
−Λj
∣∣Φˆj (u)− γ (u)∣∣du, I2(j) =
∫
|x|Λj
γ (u)du,
I3(j) =
∫
|x|Λj
∣∣Φˆj (u)∣∣du, (4.6)
and Λj is chosen according to (2.10), (2.11). The first integral is estimated by Corol-
lary 2.4:
I1(j)
a.s.= o(1). (4.7)
Clearly I2(j) = o(1). In order to precisely estimate I3(j), it will be necessary to first
consider for k < j , the integrals
E
∫
R
∣∣Φˆj (u)− Φˆk(u)∣∣2|u|1+δ du.
4.2. Estimating E
∫
R |Φˆj (u)− Φˆk(u)|2|u|1+δ du
We shall prove the following lemma.
Lemma 4.2. There exists Cδ finite, such that for any j  k,
E
∫
R
∣∣Φˆj (u)− Φˆk(u)∣∣2|u|1+δ duCδ b2k − b2j
b2k
.
Proof. Since
E
∣∣Φˆj (u)− Φˆk(u)∣∣2 = E
1∫
0
(
eiuΘj (t) − eiuΘk(t))dt
1∫
0
(
eiuΘj (s) − eiuΘk(s))ds,
=
1∫ 1∫
E
(
eiuΘj (t) − eiuΘk(t))(eiuΘj (s) − eiuΘk(s))dt ds,0 0
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E
∫
R
∣∣Φˆj (u)− Φˆk(u)∣∣2|u|1+δ du= C(δ)
1∫
0
1∫
0
∆k,j (s, t) ds dt, (4.8)
where ∆k,j (s, t) equal to the sum
1
‖Θj(s)−Θj(t)‖2+δ2,P
− 1‖Θj(t)−Θk(s)‖2+δ2,P
− 1‖Θk(t)−Θj(s)‖2+δ2,P
+ 1‖Θk(s)−Θk(t)‖2+δ2,P
.
Write ∆k,j (s, t) = ∆1k,j (s, t)+∆2k,j (s, t)+∆3k,j (s, t), where
∆1k,j (s, t) =
1
‖Θj(s)−Θj(t)‖2+δ2,P
− 1‖Θj(t)−Θk(s)‖2+δ2,P
,
∆2k,j (s, t) =
1
‖Θj(s)−Θj(t)‖2+δ2,P
− 1‖Θk(t)−Θj(s)‖2+δ2,P
,
∆3k,j (s, t) =
1
‖Θk(s)−Θk(t)‖2+δ2,P
− 1‖Θj(t)−Θj(s)‖2+δ2,P
. (4.9)
The two first expressions are of the same type. We observe that
√
2
(
Θj(t)−Θk(s)
)
=
∑
λ>j
βλ
{(
cos 2πλt
bj
− cos 2πλs
bk
)
gλ +
(
sin 2πλt
bj
− sin 2πλs
bk
)
g′λ
}
−
(
1
bk
) ∑
k<λj
βλ{cos 2πλsgλ + sin 2πλsg′λ},
and
2E
∣∣Θj(t)−Θk(s)∣∣2
= 1
b2k
∑
k<λj
β2λ
+
∑
λ>j
β2λ
{(
cos 2πλt
bj
− cos 2πλs
bk
)2
+
(
sin 2πλt
bj
− sin 2πλs
bk
)2}
= 1
b2k
∑
k<λj
β2λ +
∑
λ>j
β2λ
{
1
b2j
+ 1
b2k
− 2 1
bjbk
cos 2πλ(t − s)
}
= 1
b2k
∑
β2λ +
∑
β2λ
{
2
b2j
− 2
b2j
cos 2πλ(t − s)
}k<λj λ>j
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∑
λ>j
β2λ
{
1
b2k
− 1
b2j
+ 2
bj
(
1
bj
− 1
bk
)
cos 2πλ(t − s)
}
= b
2
k − b2j
b2k
+ 4
∑
λ>j
β2λ
(
sin2 πλ(t − s)
b2j
)
+ b
2
j − b2k
b2j b
2
k
b2j
+ 2
bj
(
1
bj
− 1
bk
)∑
λ>j
β2λ cos 2πλ(t − s)
= 2E∣∣Θj(t)−Θj(s)∣∣2 + 2
bj
(
1
bj
− 1
bk
)∑
λ>j
β2λ cos 2πλ(t − s). (4.10)
Hence,
2E
∣∣Θj(t)−Θk(s)∣∣2 = 2E∣∣Θj(t)−Θj(s)∣∣2
+ 2
bj
(
1
bj
− 1
bk
)∑
λ>j
β2λ cos 2πλ(t − s). (4.11)
Similarly,
2E
∣∣Θk(t)−Θj(s)∣∣2 = 2E∣∣Θj(t)−Θj(s)∣∣2
+ 2
bj
(
1
bj
− 1
bk
)∑
λ>j
β2λ cos 2πλ(t − s). (4.12)
Now, we estimate
∫ 1
0
∫ 1
0 ∆
1
k,j (s, t) ds dt . Fix s and t in [0,1], and write according to (4.11)
∆1k,j (s, t) =
1
‖Θj(s)−Θj(t)‖2+δ2,P
− 1‖Θj(t)−Θk(s)‖2+δ2,P
= 1
A1+δ/2
− 1
(A+ a)1+δ/2 ,
where A = ‖Θj(s)−Θj(t)‖22,P and
a = 2
bj
(
1
bj
− 1
bk
)∑
λ>j
β2λ cos 2πλ(t − s).
We have A+ a  0. So:
• if a  0, then 0A+ a A, and
∆1k,j (s, t) 0;
• if a  0, we use the elementary inequality (x+y)1+ε −x1+ε  (1+ ε)y(x+y)ε valid
for any reals x, y, ε > 0, to bound ∆1k,j (s, t) as follows:
∆1k,j (s, t) =
(A+ a)1+δ/2 −A1+δ/2
(A+ a)1+δ/2A1+δ/2  (1 + δ/2)
a(A+ a)δ/2
(A+ a)1+δ/2A1+δ/2
 (1 + δ/2) a .
A2+δ/2
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∆1k,j (s, t) 0.I
{
a(s, t) 0
}+ (1 + δ/2) a‖Θj(s)−Θj(t)‖2+δ2,P I
{
a(s, t) > 0
}
 0.I
{
a(s, t) 0
}
+ (2 + δ)b
2
k − b2j
b2k
1
‖Θj(s)−Θj(t)‖2+δ2,P
I
{
a(s, t) > 0
}
, (4.13)
since
∣∣a(s, t)∣∣ 2
bj
∣∣∣∣ 1bj −
1
bk
∣∣∣∣b2j = 2bk − bjbk  2
b2k − b2j
b2k
.
By integrating inequality (4.13) over [0,1]2 with respect to ds dt , we obtain
1∫
0
1∫
0
∆1k,j (s, t) ds dt  (2 + δ)
(
b2k − b2j
b2k
) 1∫
0
1∫
0
ds dt
‖Θj(s)−Θj(t)‖2+δ2,P
. (4.14)
Now, we use Proposition 3.6 to observe that
sup
j1
1∫
0
1∫
0
ds dt
‖Θj(s)−Θj(t)‖2+δ2,P
M(1 + δ/4) < ∞.
We thus arrive to
1∫
0
1∫
0
∆1k,j (s, t) ds dt  Cδ
(
b2k − b2j
b2k
)
. (4.15)
Similarly
1∫
0
1∫
0
∆2k,j (s, t) ds dt  Cδ
(
b2k − b2j
b2k
)
. (4.16)
It remains to estimate the last integral:
∫ 1
0
∫ 1
0 ∆
3
k,j (s, t) ds dt . But, by the elementary
inequality used to control ∆1k,j (s, t), we get
∆3k,j (s, t) =
‖Θj(t)−Θj(s)‖2+δ2,P − ‖Θk(s)−Θk(t)‖2+δ2,P
‖Θk(s)−Θk(t)‖2+δ2,P ‖Θj(t)−Θj(s)‖2+δ2,P
⇒ ∣∣∆3k,j (s, t)∣∣ (1 + δ/2) |‖Θj(t)−Θj(s)‖
2
2,P − ‖Θk(s)−Θk(t)‖22,P|
(‖Θj(t)−Θj(s)‖2+δ2,P ∧ ‖Θk(s)−Θk(t)‖2+δ2,P )
.
Now
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=
∣∣∣∣ 4b2k
∑
k<λj
β2λ
(
sin2 πλ(t − s)
)+ 4( 1
b2k
− 1
b2j
)∑
λ>j
β2λ
(
sin2 πλ(t − s)
)∣∣∣∣
 4
b2k − b2j
b2k
+ 4b
2
k − b2j
b2k
 8
b2k − b2j
b2k
.
Therefore,
∣∣∆3k,j (s, t)∣∣ 8b
2
k − b2j
b2k
{
1
‖Θj(t)−Θj(s)‖2+δ2,P
+ 1‖Θk(s)−Θk(t)‖2+δ2,P
}
.
By invoking again Proposition 3.6, we deduce that
1∫
0
1∫
0
∣∣∆3k,j (s, t)∣∣ds dt  Cδ b
2
k − b2j
b2k
. (4.17)
From (4.15)–(4.17), we also have
E
∫
R
∣∣Φˆj (u)− Φˆk(u)∣∣2|u|1+δ duCδ b2k − b2j
b2k
. (4.18)
And the lemma is proved. 
5. Proof of the main result
We use the notation from the preceding section. Put, for any positive integer j
Yj = I3(j) =
∫
|u|>Λj
∣∣Φˆj (u)∣∣du. (5.1)
Now, we show how Lemma 4.2 can be used to give an almost sure asymptotic estimate
for Yj . Before going further, it is necessary to make some elementary observations. First,
we can write
Yj −Yk =
∫
|u|>Λj
(∣∣Φˆj (u)∣∣− ∣∣Φˆk(u)∣∣)du−
∫
Λk<|u|Λj
∣∣Φˆk(u)∣∣du,
and thus
|Yj −Yk|
∫
|u|>Λj
∣∣Φˆj (u)− Φˆk(u)∣∣du+
∫
Λk<|u|Λj
∣∣Φˆk(u)∣∣du.
Therefore,
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[ ∫
|u|>Λj
∣∣Φˆj (u)− Φˆk(u)∣∣du
]2
+ 2E
[ ∫
Λk<|u|Λj
∣∣Φˆk(u)∣∣du
]2
.
(5.2)
On the one hand, by Cauchy–Schwarz inequality and Lemma 4.2
E
[ ∫
|u|>Λj
∣∣Φˆj (u)− Φˆk(u)∣∣du
]2
= E
[ ∫
|u|>Λj
|u|( 1+δ2 )−( 1+δ2 )∣∣Φˆj (u)− Φˆk(u)∣∣du
]2

( ∫
|u|>Λj
|u|−(1+δ) du
)
E
∫
R
∣∣Φˆj (u)− Φˆk(u)∣∣2|u|1+δ du
 CδΛ−δj
b2k − b2j
b2k
= Cδ
(
b2k − b2j
)
, (5.3)
since Λj = b−2/δj according to (2.10).
And on the other, by using again Cauchy–Schwarz inequality and (4.1),
E
[ ∫
Λk<|u|Λj
∣∣Φˆk(u)∣∣du
]2

( ∫
Λk<|u|Λj
|u|−(1+δ) du
)
E
∫
R
∣∣Φˆk(u)∣∣2|u|1+δ du
Cδ
∫
Λk<|u|Λj
|u|−(1+δ) du. (5.4)
It follows from estimates (5.2)–(5.4), that we have the following bound: for any j  k  k0,
E|Yj −Yk|2  Cδ max
{
b2k − b2j ,
∫
Λk<|u|Λj
|u|−(1+δ) du
}
. (5.5)
We can rewrite this in a more convenient way. Put
yλ = Yλ+1 −Yλ, mλ = max
(
β2λ,
∫
Λλ<|u|Λλ+1
|u|−(1+δ) du
)
.
Assume for a while that the series
∑
λ mλ log2 λ converges. Since one has
E
∣∣∣∣ ∑ yλ
∣∣∣∣
2
Cδ
∑
mλ, (5.6)iλj iλj
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converges almost everywhere and in L2. Moreover,∥∥∥∥∥supn1
∣∣∣∣∣
n∑
λ=1
yλ
∣∣∣∣∣
∥∥∥∥∥
2
< ∞.
As
∑n
λ=1 yλ = Yn+1 −Y1, it follows that the sequence {Yj , j  1} converges almost every-
where and in L2. Note G the limit. Now, in view of (4.2) (with ε = Λj ), one has that
lim
j→∞ EYj = 0.
Since the sequence {Yj , j  1} is nonnegative and converges in L2, the limit G must be
equal to 0 almost surely. Therefore we have proved that
lim
j→∞Yj = limj→∞ I3(j)
a.s.= 0. (5.7)
Combining (4.5) with (4.7) and (5.7) gives
lim sup
j→∞
sup
x∈R
∣∣φj (ω,x)− p(x)∣∣ a.s.= 0. (5.8)
Now, we turn to L1-convergence of densities. Observe, in view of (2.16) that
1∫
0
Θ2j (ω, t) dt =
1
b2j
∑
k>j
(
g2k + g′k2
)
β2k
a.s.−→ 2.
Let A> 0. By means of Tchebycheff inequality, we can write∫
R
∣∣φj (ω,x)− p(x)∣∣dx

∫
|x|A
∣∣φj (ω,x)− p(x)∣∣dx +
∫
|x|>A
φj (ω,x) dx +
∫
|x|>A
p(x)dx
 2A sup
x∈R
∣∣φj (ω,x)− p(x)∣∣+ 1
A2
1∫
0
Θ2j (ω, t) dt +
∫
|x|>A
p(x)dx
 2A sup
x∈R
∣∣φj (ω,x)− p(x)∣∣+ 3
A2
+
∫
|x|>A
p(x)dx,
for any j large enough. Hence, by (5.8)
lim sup
j→∞
∫
R
∣∣φj (ω,x)− p(x)∣∣dx  3
A2
+
∫
|x|>A
p(x)dx.
But A is arbitrary now. Letting then A tend to infinity, finally gives
lim sup
j→∞
∫ ∣∣φj (ω,x)− p(x)∣∣dx a.s.= 0. (5.9)
R
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∑
λ mλ log2 λ converges. This
amounts to requiring that
(a)
∑
λ
β2λ log
2 λ < ∞,
(b)
∑
λ
λ log2 λ
∫
Λλ<|u|Λλ+1
|u|−(1+δ) du < ∞.
To check condition (b), we apply Abel summation to
uλ = λ log2 λ, vλ =
∫
Λλ<|u|Λλ+1
du
|u|1+δ .
Let Vi =∑∞λ=i vλ. Then Vi = Cδb2i . Thus, by Abel summation, condition (b) is equivalent
to
∞∑
k=1
logk
k
b2k < ∞. (5.10)
This also means that the series
∞∑
k=1
logk
k
∞∑
λ=k
β2λ,
converges. By inverting the order of summation, we deduce that it is equivalent to condi-
tion (a). This is exactly assumption (B2). This achieves the proof.
6. Concluding remarks
The remainders
Θj(ω, t)= 1
bj
√
2
∑
k>j
βk(gk cos 2πkt + g′k sin 2πkt),
are close to ergodic means. We refer to [4,6,8,15,16]. Let indeed θ ∈]0,1[∩Qc and con-
sider the rotation τx = x + θ (mod 1), x ∈ X. For any positive integer N , and f ∈ L0(λ),
put
SNf = SτNf =
N−1∑
k=0
f ◦ τ k.
If we apply SN to the Gaussian random Fourier series X defined in (1.4), we may study the
CLT property for almost all trajectories of X , under the rotation action. It follows from [15]
that a sequence L can be defined, as well as another growing sequence of integers N =
{Nj , j  1} so that the partial sums SN(X ) satisfy the in-norm approximation property
by Θj :
lim
j→∞ supN N<N
∥∥∥∥SN(X )Nbj −Θj
∥∥∥∥ = 0.j j+1 2,P
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not a complicate task to deduce the CLT property for the ergodic averages SN(X )/Nbj
from the CLT for Θj , for almost all sample paths. Picking in effect at random a trajectory
ofX , gives the existence of an L2-element of the torus T for which the CLT property holds.
A similar approach has also been developed for the almost sure central limit theorem (see
[16]).
These considerations justify the following challenging question of knowing whether an
L2-element of T can be found, so that the same L2-normalized ergodic sums converge in
variation to the Gaussian law.
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