This paper considers methods and results on designing a reduced redundancy Multiple-Input, Multiple-Output (MIMO) ultrasonic sensor array to provide highresolution, short-range sensing in front of a platform, while simultaneously reducing the amount of sensors required even further than a co-located MIMO array. The method proposed maximises the MIMO virtual aperture size rather than the conventional method of finding redundant physical elements to remove. This is done through adopting a Simulated Annealing and Genetic Algorithm for this problem, to optimise placement for a fixed and small number of sensor elements. The resulting array occupies less physical space than a conventional array of the same beamwidth, making it potentially attractive for small, mobile autonomous platforms. Analytical methods and simulation results are presented, and experimentally confirmed at the proof-of-concept level using a custom-built array. The experimental results verify that the proposed technique can reduce the amount of required sensor elements by 35% compared to a conventional MIMO array. Index Terms-MIMO radar, ultrasonic sensors, sensor arrays. 
I. INTRODUCTION
M OBILE platforms, from cars to small mobile robots, often employ ultrasonic sensors to detect obstacles and perform appropriate evasive actions [1] - [3] . This can usually be achieved by deploying a number of sensors across the body of the platform, operating independently. There is substantial research on signal processing of these individual sensors and navigation based on these independent measurements [4] - [6] . The drawback in these approaches is that angular location accuracy and angular coverage are linked to the beamwidth of each sensor; a sensor with broad beamwidth has wider coverage but lower location accuracy, while narrow beamwidth Manuscript received November 30, 2019; accepted December 23, 2019. Date of publication January 17, 2020; date of current version April 3, 2020. This work was supported by the Jaguar Land Rover, U.K. The associate editor coordinating the review of this article and approving it for publication was Dr. Yong Zhu. (Corresponding author: Michail Antoniou.) Alp sensors yield increased accuracy but not contiguous coverage unless a larger number of sensors are used. To solve this conflict, phased arrays can be used but this requires a relatively large number of sensors, making such a system more expensive as well as occupying a larger physical space on the platform [7]- [9] . To circumvent these limitations, a co-located MIMO sensor array is a possible solution [10] . This is because MIMO arrays have been shown to produce the same geometric pattern, with M+N transmit and receive elements, respectively, as a fully filled array with M×N transceiver modules, through appropriate spacing of the transmit and receive elements and the use of "orthogonal" transmit waveforms [11] . The MIMO array gain is less than of an equivalent phased array because there are fewer elements illuminating a target, but over relatively short ranges the sensitivity is still sufficiently high. An example of such highresolution, short-range sensing instrument, but for radar, rather than a sonar system, and for automotive applications, can be found in [12] .
The next task is to reduce the number of physical MIMO elements even further, for additional cost and physical space occupancy savings, but while simultaneously maintaining fine beamwidths. This is akin to array thinning, which is wellknown for phased arrays however not so established for MIMO arrays [13] . In the latter case, work is more focused on theoretical [14] - [17] rather than experimental aspects, with a few notable exceptions [18] , [19] . Additionally, the common factor in this work is that it mostly approaches array thinning by considering a fixed array aperture length and calculating the amount of physical MIMO sensor elements that can be removed while maintaining an acceptable performance. However, for short-range, high spatial resolution sensing, the number of sensors (i.e. array length) required is substantially less than what would be needed for the same spatial resolution at longer ranges, and hence the number of elements that can be redundant with such techniques is also less.
This paper explores an alternative approach; rather than fixing the array length and minimising sensor redundancy within it, it fixes the number of sensors instead, and attempts to find their locations within a longer aperture length. This improves the angular resolution of the system having the same amount of physical elements, while introducing a more substantial element reduction compared to a fully filled array of that length. Despite the reduced number of elements, an exhaustive search to find suitable element locations for acceptable performance is still computationally heavy, therefore a heuristic approach is preferred as a tool for achieving that.
Thus, the goal of the paper is to design ultrasonic MIMO array systems with a reduced redundancy compared to known co-located MIMO limits, based on the concept described above. A further reduction in the number of physical elements could be valuable for small mobile platforms, due to the resulting savings in array physical space and required transmit power, while achieving finer beamwidths at the same time. A suitable MIMO array optimisation can be based on the well-known Simulated Annealing (SA) and Genetic Algorithm (GA), due to its established performance and relative ease of implementation [20] - [23] . To assess the validity and the performance of the approach, namely the array beamwidth, sidelobe levels, and scanning capability, a custom array was built and tested at the proof-of-concept level, while comparing experimental results to theoretical expectations.
The paper is structured as follows: Section II provides a background of generic MIMO beamforming, while Section III describes the optimisation approach followed. Section IV presents the experimental MIMO sonar array built to prove the concept, as well as the experimental process, results and their comparison with theoretical expectations.
II. GENERIC MIMO ARRAY FACTOR
First, the conventional linear MIMO array factor is given. The array considered here comprises separate transmit (Tx) and receive (Rx) sub-arrays. For the clarification of variables and signals, a sketch of a 4×4 MIMO array is given in Fig. 1 .
In Fig. 1 and in the following equations, θ represents the azimuth angle from the array centre to the target, where the array centre is marked as (0, 0), while θ T m and θ Rn represent the individual angles from the Tx and Rx array elements, respectively. M and N represent the total number of Tx and Rx elements, respectively. Similarly, m and n are indices that The generic MIMO array factor can be written as [10] :
When the spacings d Rn of the fine sub-array are equal to ι/2 and the spacings d T m of the coarse sub-array are equal to N × ι/2, it can be shown that the resulting geometric array pattern is the same as that of a "virtual" filled phased array's with virtual elements spaced by ι/2 and a physical length of M × N ×ι/2 also referred to as the Nyquist virtual array [24] . Such MIMO array can be steered using separate transmit and receive steering vectors, which are well-known methods (see [25] , [26] , for example) and are not discussed here. From Fig. 1 , r Rn and r T m can be written as:
Using (2) and (3) in (1), beamforming can be accomplished for a MIMO array. A system block diagram of this process can be seen in Fig. 2 [12] . Note that in order to perform the above operations, returns from individual Tx-Rx pairs should be accessed, and this is made possible through the use of "orthogonal" MIMO waveforms. In our case we assume this is provided through time-multiplexing transmit signals on a pulse-by-pulse basis to ensure this condition is met.
III. OPTIMISATION GOALS
The goal is to stretch the MIMO array by varying its element positions and testing the resulting array factor, which can still be obtained using (1), while meeting specified performance criteria. However, there is an impractically high number of possible combinations of relative element positions to be tested, which makes the use of optimisation algorithms attractive. Once the optimal Tx and Rx positions are found for a given array length, (2) and (3) can be used to compute the array factor (1).
Two well-known algorithms, SA and GA, can be used for this task. First, SA is implemented and its outputs are then used to feed into a GA variant that is also implemented inhome and fine-tuned to generate patterns for a MIMO array for given constraints. It is common to use SA and GA in conjunction because GA's performance depends heavily on its initial population [27] . A flowchart diagram of the adopted algorithm can be seen in Fig. 3 .
The general approach dictated a maximum sidelobe level and optimizing (minimising) the beamwidth (and therefore maximising the aperture size). In all iterations, some feasibility checks are undertaken to ensure that solutions are usable.
These feasibility checks can be summarized as;
• Absence of grating lobes • Maximum sidelobe level requirement of −9 dB • Having a main beam direction within 0.5 degrees • Having acceptable edge sidelobe levels of −8 dB at maximum scan angles of −30 and 30 degrees These checks are performed for multiple steering angles including zero, negative and positive maximum steering angles (−30 & +30 in this study). Failure in these checks adds penalties to the cost function, and therefore damages the fitness of the solution. If a solution fails in all of these checks at all of the possible scan angles, it gets the worst possible score. If a solution partially fails these checks then it rises amongst the other infeasible solutions to make path for a better neighbourhood of solutions.
Beamwidth minimization is achievable through maximizing the physical aperture. The initial solution would be the conventional MIMO array configuration. Then the algorithms test solutions of array configurations with various element positions with various array lengths. For example, if there are M transmitter and N receiver elements to be optimized, this configuration yields M−1+N variables to configure.
A key constraint here is the maximum acceptable sidelobe level. Initial runs empirically showed that an acceptable sidelobe level is only achievable by imposing a limit to the maximum aperture length. Otherwise, algorithms take too long to converge, spending time dwelling on unfeasible solutions with long aperture sizes. Therefore, a maximum aperture size and a maximum acceptable sidelobe level has to be entered by the user as a parameter. Maximum physical aperture size was chosen to be 1.5 times the size of a conventional MIMO array. Also, as an optimisation constraint, a maximum tolerable sidelobe level of −9 dB has been applied. This number was chosen because a 3-4 dB increase in sidelobe levels was assumed to be tolerable for practical applications.
A. Optimisation Results
Below is an example configuration found via our algorithm. In Table I , the array configurations obtained via running the genetic algorithm can be found, along with its computed performance metrics such as sidelobe level, integrated sidelobe ratio (ISLR), mean sidelobe ratio (MSLR) and beamwidth. Fig. 4 shows a top view sketch of the array configuration found. On the top left the Tx array positioning and on top right the Rx array positioning can be seen separately. In addition, in the middle, the superposed transmitter and receiver configuration can be observed. Finally, at the bottom the virtual array element distribution can be observed. Those, as in the general MIMO case, can be deducted by a convolution between the Tx and Rx element positions [10] . It should be noted that due to its asymmetrical structure, this configuration shows slight asymmetric scanning properties. However, even at relatively high steering angles all constraints are fulfilled and the simulated performance of this array scanning at 0, 30 and −30 degrees can be seen in Table II . This configuration showed the best reduction in array elements, while still maintaining a feasible beam pattern, and thus received the highest score by the optimisation algorithm. Table III compares various metrics between the array configuration found in Table I , and conventional phased arrays as well as conventional MIMO. The table shows that the amount of elements needed for our array is approximately 3 times less than a phased array would require for the same beamwidth, at the expense of nearly 3 dB higher sidelobes. From another perspective, a conventional MIMO with the same amount of elements as our array would provide a beamwidth of 6.4 degrees, which is nearly 30% broader than that achievable by our array, but again at a penalty of 3 dB higher sidelobes.
IV. EXPERIMENTAL RESULTS

A. Experimental Setup
Upon reaching a suitable element configuration, a set of trials was conducted in a quiet laboratory environment to verify the system experimentally. To this end, an ultrasonic MIMO array was built in our lab. The individual transmit and receive modules built are seen in Fig. 5 , with the complete system shown in Fig.6 .
For the array element locations to be as precise as possible, a module housing was designed in a CAD software and 3D-printed ( Fig. 7) . As the diameter of the Rx sensors available was larger than the element spacings computed by the algorithm, 4 Rx elements were emulated by moving the Rx module through the 4 calculated locations, thus synthesising a 4×4 MIMO array. It is noted that as the MIMO transmission scheme was based on Time Division Multiple Access (TDMA), this arrangement does not hinder the proofof-concept measurements. Table IV shows a summary of the parameters used in our experiments. The experimental setup error contributions were characterised and handled as follows:
1) Phase calibration of the analogue data due to acquisition equipment's characteristics, 2) reflections from other background elements (equipment itself, room door, a pedestal, corners etc.).
The most critical issue was the phase calibration, which had to be done at the signal processing level due to the acquisition board's characteristics. This was achieved by using a reference target at a known location and phase calibrating the virtual element signals. Knowing the position of the reference target, the expected dominant signal phases at a specific range were computed and compensated. For the sake of simplicity, reference targets have been cropped out from the results.
B. Scenarios and Results
Experiments were performed using a target placed at ranges varying from 1.7m to 2.2m from the sonar and changing azimuth angles. Target measurements were made at 0, 15, 20 and 25 degrees to test the angular width over which beamforming can operate. These scenarios were designed to check beamforming and target locating capabilities, as well as azimuth resolution. The physical setup inside the test chamber with one of the experimental scenarios is shown in Fig. 8 .
Experiments were undertaken with calibrated targets as before to verify the computed parameters such as beamwidth and sidelobe levels. Throughout the following figures range-azimuth maps obtained from measurements without any post-processing method but with the omission of the phase calibration reference can be seen. Along with them are the azimuth cuts at the corresponding target ranges in which the target responses are compared to our simulated results. In all of the measurement scenarios we can see a strong reflection at the expected location coinciding with target's physical position and we also observe a strong correlation of experimental and simulated results in azimuth cuts.
1) Target at 0 Degrees: In Fig. 9 the range-azimuth map and in Fig. 10 the azimuth cut from target at 0-degree scenario can be seen.
2) Target at 15 Degrees: In Fig. 11 the range-azimuth map and in Fig. 12 the azimuth cut from target at 15-degree scenario can be seen. 3) Target at 20 Degrees: In Fig. 13 the range-azimuth map and in Fig. 14 the azimuth cut from target at 20-degree scenario can be seen. Fig. 15 the range-azimuth map and in Fig. 16 the azimuth cut from target at 25-degree scenario can be seen. Finally, a summary of performance measurements from all experiments can be seen in below; Table V with sidelobe and  beamwidth measurements and Table VI with integrated and mean sidelobe ratios.
4) Target at 25 Degrees: In
Overall, the experiments yielded results which matched simulations. In summary, the optimised MIMO configuration tested has about 4.25 degrees beamwidth with only 8 elements, with around −8.8 dB sidelobe levels (scanning to broadside). This is equivalent to 35% improvement with respect to a conventional 8 element MIMO array or a 16-element phased array. Or in other words it has the equivalent beamwidth of a 24-element phased array.
V. CONCLUSIONS AND FUTURE WORK
The design of ultrasonic MIMO arrays with a reduced redundancy has been considered. The approach to optimise the number of physical elements was based on SA&GA. Following this approach, a 4×4 MIMO array was designed, which can achieve a 4.2-degree beamwidth and a field of view of 50 degrees. The resulting beamwidth is the equivalent of a 24-element phased array, whereas a conventional co-located 4×4 MIMO array would be the equivalent of a 16-element phased array. Through the development of an experimental system and its testing, the feasibility and performance of the array was confirmed, with comparable simulation results. The next step in this research is to consider alternative optimisation methods, and experimentally compare their relative merits and drawbacks to what has been developed here.
