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1. Introduction
The requirements of alignment and pre-alignment in the com-
pact linear collider study (CLIC) [1] for the future 40 km range 
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Abstract
Micrometric assembly and alignment requirements for future particle accelerators, and 
especially large assemblies, create the need for accurate uncertainty budgeting of alignment 
measurements. Measurements and uncertainties have to be accurately stated and traceable, to 
international standards, for metre-long sized assemblies, in the range of tens of µm. Indeed, 
these hundreds of assemblies will be produced and measured by several suppliers around 
the world, and will have to be integrated into a single machine. As part of the PACMAN 
project at CERN, we proposed and studied a practical application of probabilistic modelling 
of task-specific alignment uncertainty by applying a simulation by constraints calibration 
method. Using this method, we calibrated our measurement model using available data from 
ISO standardised tests (10360 series) for the metrology equipment. We combined this model 
with reference measurements and analysis of the measured data to quantify the actual specific 
uncertainty of each alignment measurement procedure. Our methodology was successfully 
validated against a calibrated and traceable 3D artefact as part of an international inter-
laboratory study. The validated models were used to study the expected alignment uncertainty 
and important sensitivity factors in measuring the shortest and longest of the compact linear 
collider study assemblies, 0.54 m and 2.1 m respectively. In both cases, the laboratory 
alignment uncertainty was within the targeted uncertainty budget of 12 µm (68% confidence 
level). It was found that the remaining uncertainty budget for any additional alignment error 
compensations, such as the thermal drift error due to variation in machine operation heat load 
conditions, must be within 8.9 µm and 9.8 µm (68% confidence level) respectively.
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linear accelerator will be highly demanding. CLIC will host 
more than 20 000 modules up to two metres in length, integrated 
into series. There are five families of module assemblies, each 
containing either accelerating structures (AS) to accelerate 
particles or main beam quadrupole magnets (MB QUADs) to 
focus particles, or both. Four of the five module types have MB 
QUADs of varying lengths. The assembly module type with 
the longest magnet (1915 mm) is the ‘CLIC special module 
4’, or type 4, shown in figure 1(a), of which 1472 units must 
be assembled and aligned [1]. The assembly with the shortest 
magnet (420 mm) is shown in figure 1(b). This is the ‘CLIC 
special module 1’, or type 1 magnet assembly, of which 308 
units must be assembled and aligned within the accelerator.
The alignment of each magnetic or electrical axis of CLIC 
components should be within a 14 µm–17 µm diameter cylin-
drical tolerance zone with respect to a global reference at a 1σ 
confidence interval. The global alignment reference for these 
2 m modules is provided by a series of overlapping stretched 
wires, each of 200 m length. These requirements lead to 
a target uncertainty of alignment measurement of 12 µm 
at 1σ for assembly sizes varying from 0.6 m to more than 2 m 
in length. The difference between the targeted measurement 
uncertainty (12 µm at 1σ) and CLIC alignment tolerance zone 
(14 µm–17 µm at 1σ) is due to the extra budget required for 
the magnet-to-magnet alignment reference system based on 
capacitive wire positioning sensors (WPS). The WPS system 
links each assembly reference frame with the global tunnel 
reference currently defined as a stretched thin wire [2]. These 
demanding requirements have to be achieved for a large 
number of modules, which will be assembled and measured 
by several companies and laboratories located in CERN 
member states around the world.
A suitable method by which to achieve this targeted uncer-
tainty was studied as part of the ‘particle accelerator comp-
onents’ metrology and alignment to the nanometre-scale’ 
(PACMAN) program [3] run at CERN. In this method, magn-
etic and electrical axis metrology and geometrical surveys 
were performed simultaneously within the measurement 
environment of a coordinate measurement machine (CMM) 
such as the Leitz PMM-C Infinity (figure 2(a)) [4]. These 
measurements were performed in a class 1 metrology thermal 
environment with a temperature variation of  ±  0.1 °C (ISO 
14644-1). The minimum test current within the coils (required 
for magnetic measurements) was used, with no water-cooling, 
so as to minimise any possible thermal perturbations of the 
measurement environment. During the accelerator operation, 
accelerator structures would be thermally loaded from the full 
magnet power, water cooling systems and airflow within the 
machine tunnel. This would create large thermal gradients 
within the structures, with tens of Celsius degrees of variance 
from the 20 °C alignment laboratory temperature. Thus, com-
pensation of CMM alignment measurements for drifts in both 
magnetic axis and spherical reference targets (fiducials) will 
be required figure 2(b).
Prior to the current study (part of the PACMAN project at 
CERN), the possibility of achieving traceable (to the Standard 
a)
b)
c)
Figure 1. (a) CLIC special module 4 or type 4 assembly (longest magnet). (b) CLIC special module 1 or type 1 assembly (shortest 
magnet). (c) Sequential installation and alignment of magnets via high-precision positioning systems within the machine tunnel.
Figure 2. (a) Pre-alignment metrology completed at CMM environment. (b) Alignment of components in the tunnel with nano-positioning 
actuators using pre-alignment metrology data.
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International [5] realisation of the unit metre) micrometric 
alignment for metre-sized assemblies at an international and 
large industrial scale was not evaluated. Current work showed 
that such targets are achievable. It quantifies the available 
tolerance left over for any thermal error corrections required 
for post-metrology drift effects. In this work, the target uncer-
tainty is defined by an ellipsoid describing the 1σ confidence 
of knowing the location of the electrical or magnetic axis with 
respect to a physical coordinate system figure 3.
The coordinate system is defined using fiducial targets 
permanently mounted on each sub-assembly. The simplest 
possible relationship is the shortest vector between the magn-
etic axis and the coordinate reference frame defined for each 
assembly. The targeted uncertainty is assumed to include 
the random and unknown systematic errors of the complete 
alignment measurements once all systematic errors have been 
accounted for and corrected. This includes both the magnetic 
survey and the definition of the assembly magnetic axis, the 
geometric survey, and the link between the two.
Pre-alignment measurements reported in the literature 
[5–23] are in general divided into two stages, as shown in 
figure 4: magnetic measurement or realisation of the magnetic 
axis, and measurement of magnetic sensor and fiducials loca-
tion with coordinate metrology (CMMs).
For the magnetic survey, a magnetic measurement system 
is used to define the location of the magnetic null by best 
fitting a stretched wire to locate it (see figure  4(a)). In 
PACMAN, this was achieved by the vibrating wire method 
[6, 7]. Results from this project showed that the uncertainty 
of the magnetic survey was in the range of 3 µm for CLIC 
magnets [8]. The geometrical survey was achieved using a 
bridge-type CMM. A contact or non-contact probe was used 
to measure the relative coordinates of all fiducials mounted 
on the assembly. This created a dimensional coordinate frame 
and relationships between the components (see figure 4(b)). 
To link geometrical and magnetic surveys, the location of the 
stretched wire was described within the coordinate system 
as defined by the geometrical survey. In practice, this was 
achieved by measuring fiducials kinematically linked to 
the stretched wire. Here, this step was skipped, as the link 
between the wire and fiducials will be made by measuring 
both wire and fiducials with the CMM. Two types of meas-
urement heads, namely ‘tactile’ for fiducials and ‘non-con-
tact’ for the wire, were used by the CMM for this integrated 
procedure [9].
2. State of the art
A summary and comparison of stated accelerator alignment 
measurement uncertainties of different state-of-the-art work 
[6, 10–27] were reported by the technology (TE) department 
of CERN [6]. The claimed uncertainty ranges (20 µm–60 µm) 
for metre-plus sized assemblies of both geometrical survey 
and magnetic measurement uncertainties were investigated. 
In general, the uncertainties reported were found to be used 
in a broad sense as the best-case scenario achieved. Based 
on the reviewed literature, a common practice in building the 
uncertainty budget is to use the Maximum Permissible Error 
for length measurement (MPEE) from CMM manufacturers 
as a quantification of the geometrical survey of the metrology 
equipment. However, this qualification parameter does not 
include the real uncertainty of their specific measurement 
or task-specific uncertainty [28, 29]. For projects studied in 
[6], this was considered to be an adequate statement of their 
measurements, as their targeted uncertainty budgets were in 
the range of (20 µm–60 µm) for metre-sized magnet assem-
blies. These targets are achievable using the available high-
performance CMM systems such as the Leitz PMM-C Infinity 
(MPEE  =  0.3 µm  +  L/1000 µm, L in mm) [4].
The ‘task-specific uncertainty’, as defined in the field of 
coordinate measurement, is a complete uncertainty statement 
that takes into account all the error sources associated with 
all the details of the measurement process [30]. Such state-
ments can be produced by several methods as accepted by ISO 
international standard for evaluation of uncertainties in meas-
urement (GUM) [31]: expert judgement, sensitivity analysis, 
substitution via calibrated objects, or computer simulation 
[30].
In recent studies on alignment uncertainties from the 
Brazilian Synchrotron Light Laboratory (LNLS) [32], CMM 
alignment measurements uncertainties of both contact and 
non-contact probe heads were performed using a calibrated 
artefact. The alignment target for the 1.8 m assemblies was 
quoted as a 40 µm error and not as uncertainty; no confi-
dence interval was given. A near metre-long invar alloy beam 
was machined and calibrated. The calibration uncertainty 
of this artefact was estimated to be 2 µm–3 µm at 20 °C by 
measuring it with a Carl Zeiss Prismo ultra CMM claimed 
to have integrated ‘Virtual CMM’ software. Following this 
initial calibration of their artefact, the length measurement 
errors (calibration versus measured) on the CMMs used for 
fiducialisation were evaluated, combining non-contact and 
tactile sensors. It was found that single-length measurement 
errors between the artefact calibration and different metrology 
equipment (CMMs, laser trackers and theodolites) were 
within the MPEEs given by their manufacturers. However, the 
calculation or prediction of the full ‘task-specific’ uncertainty 
of each CMM was not shown. Details were missing of the 
specific CMM and probe head uncertainties for the different 
tools, thermal effects, targets form error, and others [32]. This 
might not be adequate when the tolerances studied are at the 
limit of the metrology performance. The fixed size and shape 
of the artefact restricted the study to assemblies with the same 
shape and dimensions. Other limitations are the high cost of 
Figure 3. Pre-alignment metrology defined as knowledge of the 
magnetic axis location (X1-X2) with respect to assembly coordinate 
frame X0.
Meas. Sci. Technol. 29 (2018) 054001
I Doytchinov et al
4
each particular artefact development, manufacture calibra-
tion, and the lengthy iterative procedure required for complete 
task-specific uncertainty evaluation.
In the case of CLIC, a practical industrial scalable method 
is required. It should be able to quantify accurately and should 
be traceable to the international unit of length of the task-
specific measurement uncertainty. Such a method must be 
(1) practical, thus not requiring extensive on-site uncertainty 
evaluation experiments and expertise, and (2) scalable, for 
various assembly sizes, geometries, and CMM models and 
sizes. This would provide a key tool with which to achieve 
demanding alignment requirements at the required scale. In 
this work, we demonstrate that the use of a stochastic model-
ling method as calibrated by standard ISO tests and validated 
using a common artefact can be a suitable solution.
3. Alignment measurements uncertainties 
 prediction by simulation by constraints method
The GUM Supplement 1 standard [33] provides one of the best 
methods with which the uncertainty of complex metrology 
measurements can be obtained (i.e. CMM alignment). Using 
this standard, the measurement can be represented by a math-
ematical model. Several commercial and research software 
packages follow the standard. The two most notable pio-
neering works on which the state of the art is based are the 
‘Virtual CMM’ (initially developed at PTB Germany) [34] 
and ‘simulation by constraints’ (SBC; initially developed at 
NIST USA) [35]. The main difference in the two approaches 
is the way in which the various error contributors (geometrical 
CMM errors, form errors, and extrinsic factors) are evaluated 
and mapped.
For example, the Virtual CMM method relies on full and 
detailed parametric study of the various errors. This is the so-
called estimation of full parametric space (FPS). This can be 
performed using several techniques (by substitution of known 
geometry of calibrated artefacts, laser interferometry and 
triangulation, or even statistical history error database crea-
tion [36, 37]). This, however, involves complex procedures 
demanding expert knowledge and specialised equipment 
available at national institutes and metrology R&D centres, 
rather than commercial metrology laboratories.
The SBC method takes a different calibration approach. 
It uses information on machine performance that is already 
available, in the form of the standard machine test qualifica-
tions such as ISO 10360 series MPEE, MPEml, MPEms, and 
MPEmf [38] (table 2). This is done as explained further in 
(figure 7). Although not as accurate in mapping machine error 
states as an FPS approach (see figure 5), SBC is still reported 
to predict accurately CMMs task-specific measurement uncer-
tainty [39]. This, combined with its practicality, availability as 
existing commercial software [40, 62] and ease of implemen-
tation (based on the standard tests part of CMM calibration 
routines), made it a prime candidate for the current study.
In this work, CMM uncertainty modelling is performed as 
shown schematically in figure 6.
The final measurement result and its associated uncertainty 
are functions of three general factors. The first is the differ-
ence (variance and band bias combined) between the ‘Virtual 
CMM measurement’ probabilistic model in our case cali-
brated by SBC method and the ‘Real CMM measurement’ 
as one can observe in figure 6. The other two factors are the 
test uncertainty of the standard (artefacts) used to calibrate 
the virtual CMM model and the measured targets drift/
stability. The ‘Virtual CMM measurement’ probabilistic 
model used was mainly a function of the CMM hardware 
errors (which include the 21 geometrical error parameters 
for a Cartesian-type CMM [17] and the repeatability of the 
sampling probe head) and measured targets shape errors. 
They consist of 18 rigid body errors (6 degrees of freedom 
Figure 5. Schematic of 2D state space of possible CMM error map. Reprinted from [35], courtesy of the National Institute of Standards 
and Technology, US Department of Commerce. Not copyrightable in the United States.
Figure 4. Pre-alignment as a combination of magnetic (a) and geometrical surveys (b).
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error functions  ×  3 axes of the Cartesian machine) and three 
errors of perpendicularity between each axis. These errors are 
for a fixed non-articulating touch probe, and their effect on 
the touch probe location in space can be propagated with the 
use of homogeneous forward kinematic equations [41]. If an 
articulating touch probe is used, an additional homogeneous 
matrix kinematic model that adds the additional DoF of the 
articulated probe to the end tip location error is required. Each 
machine has a unique set of such errors, which are a function 
of the quality of its design, manufacturing techniques applied, 
materials used, and several other operational factors. Their 
combined effect is defined as the uncertainty contributor due 
to the CMM hardware.
The virtual CMM model calibration required an evaluation 
of the contribution of (A) CMM hardware errors and (B) 
measured targets shape errors. Those were defined as prob-
ability density functions (PDFs). The CMM hardware errors 
were calibrated by the SBC method, as graphically shown in 
figure 7 and further explained. The various error source PDFs 
were propagated through the virtual CMM model to define 
a resulting PDF quantifying the variance in location of each 
sample coordinate of the measurement plan as a function of 
the input parameters’ variance [29].
The 21 geometric error parameters (CMM hardware 
errors) for the particular machine were mapped using the 
SBC method (figure 7).
The methodology behind the SBC is to have a good initial 
guess of the output performance of the system; namely, the 
length or location measurement. Such an initial guess can be 
obtained by already available results of a CMM standard qual-
ifications test, such as that defined in the ISO 10360 series. 
They can provide quotations for the CMM volumetric perfor-
mance (MPE) and the touch probe characteristics (MPEml, 
MPEms, MPEmf) (table 2). They are used to backwards map 
the CMM input parameters (the 21 CMM geometrical error 
parameters and probe head repeatability). This is done via 
an iterative one-to-many optimisation state space search for 
the defining input parameters PDFs having the output param-
eters (standard tests results), using the CMM kinematics error 
model as propagation function. This can be done by following 
the methods of inverse kinematics analysis [41] commonly 
used in domains such as robotics. The homogeneous matrices 
describing the input–output relationship in CMM kinematics 
can be used algebraically, to solve and find the input param-
eter values that can give the measured output. This solution is 
done iteratively, following the Monte Carlo sampling method, 
Figure 6. Factors and measurement model affecting task-specific uncertainty of CMM measurements [29].
Figure 7. Use of standard tests results in order to map CMM and probe head parameters PDFs using their kinematic models—SBC method 
[29, 35, 42].
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as the output (MPE, MPEml, MPEms, and MPEmf) is not 
given by a single value but by PDFs which are accepted to 
be produced by the CMM input parameters’ PDFs. At each 
iteration, a new and unique value combination of the input 
error parameters is randomly chosen. As the solution of the 
kinematic equation  can be a function of highly improbable 
or impossible combinations of input parameters (negative 
planarity errors combined with larger positive), the process 
is regulated by a set of feasibility constraints; hence the name 
of the method. The feasibility constraints of the input param-
eters (21 CMM geometrical error parameters and probe head 
repeatability) are set as tolerance bands around each sepa-
rate parameter, where only those algebraic solutions lying 
within those bands are accepted, and all others are rejected 
as not physically feasible outliers. The known output (MPE, 
MPEml, MPEms, and MPEmf), also referred to in the litera-
ture as bounding measurement sets (BMS) [35, 42], can be 
used to set the limits of the input parameters. For example, if 
the volumetric performance of the CMM is better than 10 µm, 
then this is a good guess for the maximum straightness error 
band, which is highly unlikely to be much larger than 10 µm. 
The more measurements and information there is in the BMS, 
the more stringent can be the parameter constraints, and the 
more the SBC results converge from the higher side to the 
FPS, but always slightly overestimating them. This inherent 
slight overestimation to the FPS can ensure that the real uncer-
tainty would be always captured within the SBC uncertainty 
predictions.
Following this strategy, the CMM model’s possible error 
sources (for CMM hardware geometric errors and probe head 
repeatability) are finally mapped in the form of PDFs. Once 
those are determined, the kinematic model of the CMM and 
the touch probe can be used to propagate forward, via Monte 
Carlo sampling, the coordinate uncertainty for each probe 
sample to any measured position within the CMM volume 
directed by any measurement plan (see figure 7).
Measurement targets shape errors represent the error 
influences due to the imperfections in the geometry of the ref-
erence targets that are measured. The uncertainty of the real 
shape of the reference targets can create an unknown bias in 
CMM measurement samples and can be propagated through 
the measurement model [43–45].
For example, a common practice in the high-precision 
alignment of magnets is to use the reference targets, which are 
reference spheres permanently integrated into or mounted on 
the assembly. The uncertainty value of their shape can be esti-
mated as the maximum form error given by the manufacturer. 
This can be defined as side as of a square-shaped uncertainty 
(Ush = as√3) quantifying the uncertainty due to the shape errors.
Test uncertainty of standard is the combined uncertainty 
of knowing the dimensions of the traceable artefacts used to 
perform the ISO 10360 standard test and CMM calibrations 
as specified in [46, 47]. This includes uncertainties due to the 
sole calibration of the artefacts used, U(art.calib.); the una-
wareness of the exact thermal expansion coefficient of the 
artifact used, U(art.α); the uncertainty of the artefact temper-
ature during the test performance, U(art.T); and uncertainties 
caused by the fixing and orientation of the artefact, U(art.Fix):
Utu =
√
U2 (art.calib.) + U2 (art.α) + U2 (art.T) + U2 (art.Fix).
 (1)
The final class of uncertainty contributor is the measured 
targets drift/stability. This category includes all other influ-
encing factors that could include an unknown bias within the 
measurement procedure. One of the most influential factors 
in metrology and precision engineering is the thermal effect 
[48–52]. This could create an unknown dimensional bias in 
both the CMM and the measurand which peaks when biases 
are in opposite phases [48, 53]. As modern high-end CMMs 
have integrated thermal error compensation and thermally 
stable reference scales, the stability of the measurand can be 
accepted as a main influencing factor [28, 52, 53]. This can 
be evaluated experimentally by repeated measurements of the 
assembly at different times and energy (thermal) states: once 
at a thermally ‘soaked’ room condition steady state and once 
with magnets and any other active system (possibly concen-
trated heat sources) switched on at the end of full-day mea-
surement [53].
Measurement coordinates depend on the coordinate frame 
assumed, which in itself can be unstable due to drift. Thus, a 
direct coordinate comparison could give false information. As 
an alternative, the authors of the current paper suggest a direct 
comparison of fixed distances (between reference targets on 
the granite support and the assembly fiducials). The 3D dis-
tance between rigid bodies is independent of the coordinate 
frame assumed, and any drift in this 3D distance would be 
due to the measurand drift (or the CMM, if not compensated 
thermally) in space equations (2)–(4):
Uex =
at√
3 (2)
at = max
n=r−i
Dthermal sources off-steady state − Dthermal sources on-steady state
 (3)
D =
√
∆X2r→i +∆Y
2
r→i +∆Z
2
r→i. (4)
Here ∆Xr→i , ∆Yr→i and ∆Zr→i are the drifts of each fiducial 
part of the assembly in X, Y, and Z; at is the maximum total 
drift in 3D among all the fiducials installed between a stable 
‘soaked’ thermal state and a thermal state with possible heat 
sources switched on, and Uex is the uncertainty due to fiducial 
drift taken as a conservative square shape PDF.
The contributing factors of the CMM hardware errors and 
the measured targets’ shape uncertainties influence the 
error of each sample measurement, and thus are propagated 
through the CMM measurement and sampling strategy. The 
number and distribution of samples are defined along the sur-
face of the measurand (i.e. reference sphere or stretched wire). 
More samples give a lower uncertainty as the shape of the 
measurand is better known [43, 45], and thus a smaller bias 
for its centre location could exist.
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Once the magnitude of the error sources has been deter-
mined, the CMM virtual model is used to sample interactively, 
by Monte Carlo method, from the PDFs of the CMM hard-
ware, and measured targets shape errors. In this way, they 
are propagated through the CMM software fitting algorithm 
according to the task set by the metrologist in the language of 
geometric product specification (GPS) [54]. The output is a 
PDF with variance (S) describing the possible location of the 
measurand feature (figure 8).
The error between the PDF (describing the possible loca-
tion of the measurand feature by virtual CMM) mean value 
and the one measured by the CMM system value defines the 
bias (B) due to its CMM hardware and measured targets 
shape errors (figure 8).
The Virtual CMM model variance S and bias B (figure 8) 
test uncertainty Utu can give a quantification of the CMM-
specific uncertainty equation (5) [55], where k is the expan-
sion coefficient for the significance level σ (i.e. 1σ, 2σ or 3σ):
Ucmm specific = S ∗ k+ B+ Utu. (5)
The measurement task might require the use of a multisensory 
CMM. This would imply the use of sensorial heads based on 
different working principles, i.e. tactile, non-contact linked 
in the same dimensional reference frame. On such occasions 
the Ucmm specific  has to be extended to include any calibration 
offset between the different types of sensors used O [56–58] 
(see equation (6)):
Ucmm specific = S ∗ k+ B+ O+ Utu. (6)
Such an offset (O) can be evaluated as the LDia.n×25::MPS in 
ISO 10360-9 (maximum permissible multiple probing system 
location error for 5  ×  25 point sphere fit) [59] under certain 
assumptions. The LDia.n×25::MPS result of an ISO 10360-9 test 
is a function not only of the offset (O) between two probes 
(based on different working principles) but includes errors 
due to the CMM geometry. Thus, the use of LDia.n×25::MPS as 
the probes offset (O) would provide a small overestimation. 
Such an assumption, however, can be accepted as correct, as 
suggested by the ISO procedure for uncertainty management 
(PUMA) method [60], as long as Ucmm specific < Utargeted. If 
this is not the case and LDia.n×25::MPS contributes a significant 
amount to Ucmm specific , a more thorough investigation for the 
exact value of O should be performed.
The task-specific uncertainty of assembly measurements 
(performed at the metrology laboratory) can be quoted as 
the uncorrelated sum of the specific uncertainty of the CMM 
system (Ucmm specific) combined with the uncertainty linked to 
the assembly stability Uex during measurement:
Utask specific =
√
U2cmm specific + U2ex. (7)
The final stage is to validate the uncertainty prediction. A 
calibrated stable artefact, with targets (fiducials) of similar 
shape and size to that used on the assembly, and distributed at 
similar distances, is measured accurately. The maximum 3D 
location errors calculated between the calibration certificate 
of the artefact and the measurements performed by the studied 
CMM are compared. A final judgment of the accuracy of the 
task-specific uncertainty prediction by the software can be 
calculated using equation (8) defined in ISO/TS 15530-4 [58] 
as a comparison of the overfall ratio between the uncertainty 
of the reference standard and the predicted by a model uncer-
tainty (figure 9): 
|y− ycal|√
U2cal + U2
 1. (8)
In equation  (8), y is the measurement result, ycal is the 
artefact calibrated value, Ucal is the expanded uncertainty of 
the calibrated artefact, and U is the modelled expanded task-
specific uncertainty.
4. Results
In our study, the measurement task of alignment was defined 
as achieving the required location tolerance of either a sphere 
or a thin (100 µm) cylinder representing the magnetic mea-
surement reference wire (figure 10).
The shortest magnet assembly is the T1 module, with a 
length of 0.54 m between the furthest alignment fiducials. The 
longest magnet assembly is a T4 module, which has a length 
of 2.1 m between the furthest fiducials. The magnet assembly 
has a minimum of four alignment fiducials, of which three are 
required for a dimensional frame reference (DFR) definition. 
The DFR is created as a system of specified datums (A|B|C) as 
defined in [61]. The alignment tolerances are represented as a 
GPS location tolerance zone around the most distant sphere 
or cylinder (computer aided design (CAD) representing the 
fiducials or stretched wire) from the DFR defined by another 
three sphere fiducials installed on the assembly (figure 10).
Figure 8. Variance and bias of virtual CMM model.
Figure 9. Combining uncertainty regions of artefact and model 
used for validation.
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First, we studied the uncertainty of defining the location 
of the furthest fiducial in the assembly DFR. Then, we car-
ried out the final alignment measurement uncertainty of 
the magnetic axis, which included magnetic measurement, 
non-contact measurement of the wire, and tactile measure-
ment of the sphere fiducials. A commercially available soft-
ware package, PUNDITCMM™, which implements the SBC 
method, was calibrated from measurements and used [22, 26]. 
The evaluated shape errors of the targets measured (spheres 
and stretched wire) are summarised in table 1.
The standard test data used for the calibration of the CMM 
hardware geometric errors model are shown in table 2.
The data concerning the Leitz Infinity CMM [4] was 
taken from the standard verification tests performed by the 
manufacturer on site during the annual checks. The ISO tests 
were performed with Zerodur artefact with CTE  =  0.1 µm  ± 
0.05 µm m−1. Thus, for the Class 1 room environment, Utu 
was estimated to be less than 0.02 µm.
The data for the Zeiss PRISMO CMM was taken from the 
manufacturer’s quoted performance of their Zeiss PRISMO 
ULTRA 16/30/10 (capable of accepting objects up to 3 m long 
within its measurement volume) [63]. It is expected that on-
site measurements after calibration can provide better results 
than those quoted by the manufacturer. Such is the case here, 
as the number quoted by the manufacturer usually refers to a 
worst-case scenario based on their experiments with multiple 
CMM systems.
The performance of a particular CMM can be better (due to 
a better-controlled environment or lower specific geometrical 
errors). Thus, the quoted data for the Zeiss PRISMO can be 
accepted as conservative. The uncertainty of the non-contact 
measurement probe head was estimated internally at CERN’s 
metrology lab. Its repeatability measurement was performed 
by measuring the wire surface in two small areas and fit-
ting a circle on these results. It was used as a repeatability 
measurement of the non-contact sensor, equivalent to the 
Figure 10. Magnet assembly and GPS language task example with four alignment fiducials.
Table 1. Evaluated shape errors of measurement targets for determination of Ush contributor to the task-specific uncertainty.
Best  measured (µm) Worst  measured (µm) Sphericity (µm)
Fiducials used  (PACMAN experiment) x x 1
100 µm diameter CuBe stretched wire 1.76 2.93 x
Table 2. CMM and probe heads used for uncertainty study based on ISO 10360-5 and ISO 10360-9 qualification and specification (Room 
environment: Class 1;  ±  0.1 °C).
MPEE  
(µm)
MPEml 
(µm)
MPEms 
(µm)
MPEmf 
(µm)
Non-contact wire probe 
head repeatability on 
 cylinder location  
(µm)
Non-contact  
wire probe head 
MPS/MPE  
(µm)
Largest  distance 
sphere to sphere 
(m)
Stylus 
length 
(m)
Leitz Infinity 0.3  +  L/1000 0.62 0.13 1.02 0.7 3 0.63 0.080
Zeiss  PRISMO 1.9  +  L/400 1.70 1.10 2.30 0.7 3 2.10 0.080
L is in mm.
MPEE  =  Maximum permissible error for length measurement.
MPEml  =  Largest range of centre coordinates for the 5  ×  25 point spheres fit.
MPEms  =  Deviation of the 125-point sphere fit diameter from calibrated diameter.
MPEmf  =  Range of residuals of the 125-point sphere fit.
MPS/MPE  =  Maximum permissible multiple probing system location errors for the 5  ×  25 point sphere fit.
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MPEml results of the tactile sensors. The MPS/MPE is the 
maximum offset error between the measurement of the centre 
of a sphere with the non-contact and tactile sensors defined as 
LDia.n×25::MPS in ISO 10360-9 [59].
4.1. Validation of simulation by constraints uncertainty model
The uncertainty prediction model was validated against a cali-
brated artefact, as part of an international metrology inter-lab-
oratory study [64]. This artefact has arms of 0.5 m in length, 
made of carbon fibre-reinforced polymer (CFRP) with a coef-
ficient of thermal expansion (CTE) of 1 µm m−1 K−1. Fiducial 
spheres are made to a shape tolerance equivalent to grade 5 
ISO-3290 sphericity precision, with a maximum roundness 
error of 0.127 µm. The artefact calibration uncertainty of the 
distances at 2σ was quoted as 0.7 µm. A complete artefact 
survey was performed and repeated three times using a Leitz 
Infinity CMM, within the CERN metrology laboratory (figure 
11).
The maximum measured location error (Er max), the CMM 
MPEE (provided by Leitz for measured distances of 0.5 m), 
and the predicted task-specific uncertainty (Utp sphere SBC), 
are shown in figure 12.
The results (figure 12) show that the measurement errors 
were within the prediction of the calibrated SBC uncertainty 
model of the CMM. The Er max value includes the arte-
fact calibration uncertainty as an error band. The calculated 
uncertainty prediction performance (according to ISO test, 
as shown by equation (8)) is less than 1, being equal to 0.18 
(dimensionless), thus passing the validation test for this par-
ticular CMM and measurement task. These results confirm, 
for our applied case, a successful validation of the method as 
seen in [39, 66]. In previously published state-of-the-art work, 
the CMM uncertainty modelling (via SBC method) overesti-
mated real measured errors by between 1.3 and 5 times. The 
ratio depended on the type and shape of feature or fiducial 
measured and the type of GPS task selected. This overestima-
tion is due to the nature of the method, that uses ambiguous 
information from the standard test that can be due to a larger 
state space of errors than the real one associated with a par-
ticular CMM. In the current case, a tight ratio was observed 
between the predicted uncertainty and the measured error. 
This behaviour can be explained by the physical similarity of 
the tetrahedron spheres, the magnet fiducials (high precision 
spheres) with the standard tests used for ISO qualification, 
and the calibration of the model (high-precision spheres). We 
used this model, as validated, to study the expected task-spe-
cific measurement uncertainty of both the smallest and largest 
assemblies of CLIC (T1 and T4 respectively).
4.2. Alignment measurements uncertainty prediction  
of 0.6 m T1 assembly
The alignment set-up of the PACMAN T1 magnet assembly 
prototype is shown in figure 13.
The names and locations of the various fiducials referenced 
in the study (S1 to S21) are shown in figure 13. As shown, 
the S1 to S4 spheres are mounted on granite; S9 to S11 are 
mounted on the alignment arm (used to link each assembly 
to the tunnel alignment reference of a stretched wire [2]); and 
S20 and S21 are mounted on the top of the steel magnet. As a 
first step, we evaluated the stability and thermal errors of the 
measurand. Thermal sensors (including air front measurement 
sensors and assembly surface temperature) were mounted next 
to the installed fiducials. Temperatures were recorded during 
three measurement days, as shown in figure 14.
The full set of CMM alignment measurements on the 
assembly took a complete workday. After the initial meas-
urement, the weekend gave time for the system to stabilise. 
During the second measurement day, the magnet was switched 
on (figure 14, green line). The magnetic measurement engi-
neer of the team [67] defined a minimum current of four 
amperes as being required for the magnetic axis measurement. 
No water-cooling was provided to the magnet as it is required 
only at high amperage operational rates (~120 amperes), due 
to the Joule heating effect in the resistive coils. The second 
reason for not providing passive water-cooling was that it 
could create a thermal gradient (between the coolant in the 
coils and the ambient air temperature) and act as a concen-
trated heat source within the assembly.
As expected, switching on the magnet to a minimum cur rent 
created an internal concentrated heat source. This caused the 
magnet temperature to start rising during Monday (figure 14, 
orange). The aluminium arms were influenced by this source 
as well. However, their temperature followed more closely the 
peak-to-peak air conditioning bias due to aluminium’s lower 
thermal inertia. The delta drift of the absolute 3D distances 
Figure 11. Carbon fibre tetrahedron artefact studied [64, 65]. 
Reproduced with permission from [65].
Figure 12. Comparison of measured errors versus predicted errors 
by model uncertainty and MPE of Leitz Infinity CMM for 0.5 m.
Meas. Sci. Technol. 29 (2018) 054001
I Doytchinov et al
10
between a reference sphere mounted on the granite CMM base 
and various spheres mounted on the assembly for two consecu-
tive days of measurement were calculated (figure 15). All meas-
ured drifts are normalised to the SI unit for length, the metre.
The initial CMM measurements were performed with 
no power input into the system as a reference day (Friday). 
No magnetic axis alignment was performed. The peak drift 
was recorded between Friday and Monday. The results 
from Friday to Wednesday showed a reduction of the rela-
tive 3D distance drift. We believe this is due to the room 
air conditioning system active compensation coming into 
effect. The magnet targets closest to the heat source (magnet 
coils) have the highest recorded drift (measurements nor-
malised to the metre). The delta normalised drift between 
the granite base, aluminium arms and the granite magnet 
has a maximum value of 2.55 µm m−1. This value was 
used for the estimation of the thermal drift (environ ment) 
uncertainty, accepted as the side of a uniform uncertainty 
distribution at = 2.55µm× 0.63m = 1.6µm (figure 
15),Uex = at√3 = 0.92µm. This was added as an uncorre-
lated uncertainty to the task-specific uncertainty budget fur-
ther shown in figure 17. The calculated MPEE of the Leitz 
Infinity machine, for the furthest measured distance on the 
T1 assembly (0.95 µm), is significantly less compared to 
the modelled tactile measurement uncertainties of a fiducial 
sphere location with respect to a three-sphere dimensional 
reference frame (3.81 µm, 2σ), as shown in table 3.
This study was performed for the calibration data of 
the Leitz Infinity CMM (table 2), measuring available and 
mounted spheres on a T1 assembly with a shape tolerance of 
1 µm (table 1). The modelled tactile uncertainty for a sphere 
location was found to be significantly larger than the MPEE 
given by the manufacturer (3.81 µm, 2σ versus 0.95 µm). This 
study accounts only for the CMM geometric machine errors, 
contact probe heads repeatability and feature form errors. It is 
important to note that this study does not include the magn etic 
Figure 13. CLIC T1 magnet assembly integrated within CMM.
Figure 14. Thermal variation of air, magnet, and alignment arm part of the assembly for the three days of measurements performed. Green 
represents the time at which the magnet was switched on (4 amperes).
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measurement, nor thermal errors, nor non-contact sensor 
repeatability and offset error contributors. The results of the 
model are represented in a 2σ (95%) coverage interval, as sug-
gested as standard in [68].
The effect of fiducial grade (shape form error) on the tac-
tile measurement uncertainties was studied in more detail. The 
same model from the previous study was run for fiducials with 
varying form errors and specification. The results are high-
lighted in figure 16.
It was observed that uncertainty significantly increases as a 
function of the shape quality of fiducial spheres. For example, 
using the highest commercially available grade spheres (ISO-
3290), with a 0.13 µm form error, can lower the alignment 
measurement uncertainty by 0.5 µm to a total of 3.36 µm. 
However, using spheres of poorer quality (5 µm), sphericity 
can rise by 3.36 µm to a total of 7.23 µm (figure 16).
As a final study, the task-specific alignment uncertainty of 
defining the location of the magnetic axis in the three-sphere 
assembly datum (figure 17) was studied (blue, 6.91 µm). This 
was compared to the MPEE (black pattern) and all other major 
uncertainty contributors.
The task-specific uncertainty itself is the sum of all corre-
lated and uncorrelated sources. The uncorrelated error sources 
are the magnetic measurement, thermal drift wire measure-
ment, and datum measurement. The offset between tactile and 
non-contact sensors can be conservatively accepted as a bias 
value equal to the worst value of the MPS/MPE tests (3 µm 
table 2, orange in figure 17). Thus, it is accepted as completely 
correlated and directly added to the quadratic sum of the rest. 
Such a conservative approach of bias addition (for the probes 
offsets) can be accepted, and as suggested by the PUMA 
method [60], such practice is acceptable as long as the final 
task uncertainty is lower than the targeted one. Wire standard 
measurement uncertainty was modelled (1.34 µm (1σ); grey 
in figure 17) using a measurement model calibrated (by the 
SBC method) for the non-contact sensor mounted on a tested 
Leitz CMM with measured repeatability of finding the centre 
of cylinder  =  0.7 µm (see table 2). The datum uncertainty was 
defined and later estimated as the location tactile measure-
ment uncertainty of a sphere, part of a three-sphere defined 
datum for the same CMM and tactile probe equal to 3.81 µm 
(2σ) (see table 3). The thermal uncertainty was also estimated 
experimentally for the assembly (figure 15). The magnetic 
measurement uncertainty is as found by our magnetic meas-
urement expert studies and quoted in [8]. The results are given 
at 1σ in relation to the 12 µm targeted standard alignment 
uncertainty defined as well at 1σ.
This study shows that the MPEE given by the manufacturer 
is not a correct reference for the quotation of alignment meas-
urement uncertainty. The MPEE underestimated the assembly 
expanded (2σ) measurement uncertainty (13.81 µm) by a 
factor of nearly 15 for CLIC T1 module CMM measurements.
4.3. Alignment measurements uncertainty prediction of 2 m 
T4 assembly
A CMM measurement model (based on the SBC method) was 
calibrated using the ISO 10360-5 data of a Zeiss PRISMO 
CMM (capable of holding an assembly up to 3 m) (table 2). 
The MPEE of this machine for the furthest distance on the 
assembly, and the modelled tactile measurement location 
uncertainty of a sphere defined in another three-sphere dimen-
sional reference frame, are compared as shown in table 4.
The standard uncertainty of a sphere location (4.10 µm, 2σ) 
is lower than the MPEE given by the manufacturer 4.10 µm. 
As expected, the results for the location uncertainty are higher 
than the T1 results, but not by a large amount. The MPEE, in 
this case, covers the predicted sphere alignment uncertainty. 
Thus, it can be concluded that the alignment measurement 
uncertainty is not directly proportional to the assembly size 
Figure 15. Spheres (normalised to the unit length of metre) 3D drift for various locations on the assembly for two consecutive days.
Table 3. MPEE of Leitz Infinity for the furthest distance on the 
assembly versus alignment measurements uncertainty of sphere in 
three-sphere reference datum.
MPEE at max 
 distance of 0.63 m
U(2σ) sphere location 
in three-sphere datum
U (µm) 0.95 3.81
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as the MPEE. On occasions, the MPEE can cover the tactile 
location measurement uncertainty, and on other occasions it 
cannot. This model does not include all additional uncertainty 
contributors, such as the thermal drift errors.
The predicted complete task-specific uncertainty is shown 
in figure 18.
The final task-specific uncertainty for the location of a 
magnetic axis within the magnet assembly coordinate frame 
is 7.96 µm at 1σ. It corresponds to the sum of all correlated 
and uncorrelated sources. The uncorrelated error sources are 
the magnetic measurement, thermal drift wire measurement, 
and datum measurement. Those are summed in the same way 
as the study for T1, as shown in figure 17. The T4 assembly 
module prototype is not yet produced and the non-contact 
sensor used has never before been integrated with the Zeiss 
machine. We, therefore, took into account the following 
assumptions for this analysis. Firstly, the tactile to non-contact 
offset is assumed to be the same as that measured at the Leitz 
Infinity. Secondly, the thermal effects for the T4 assembly 
would be linear, increasing from T1 due to the longer size of 
the assembly. Both assumptions can be confirmed once the 
T4 assembly is available for experimentation. The main vari-
ation of the T4 results with respect to the T1 is related to the 
expected increased thermal drift (3.1 µm extrapolated from 
the 2.55 µm m−1 experimental results for T1). Tactile loca-
tion measurement uncertainty has minimal variation, from 
1.91 µm (figure 17) for T1 to 2.05 µm for T4 (figure 18). In 
this study, the MPEE fails again to cover the expanded (2σ) 
task-specific alignment uncertainty (15.92 µm), by a factor of 
three.
4.4. Uncertainty budget for accelerator assembly 
at  underground tunnel
If alignment measurements have to be carried out within an 
accelerator tunnel under real thermal operational conditions 
of the machine (i.e. full magnet power of ~120 amperes  +, 
water-cooling, and air ventilation), accurate corrections to the 
systematic offsets will have to be applied. Systematic offsets 
are expected, in the order of hundreds of microns, due to large 
thermal gradients between alignment measurements and oper-
ational conditions (i.e. gradients of  +20 °C). The remaining 
uncertainty budget, for thermal errors compensation, was cal-
culated as the uncorrelated remaining quadratic contributor to 
the target of 12 µm, as shown in table 5.
The uncertainty budgets left over for any additional error 
sources from the targeted alignment uncertainty for the T1 
and T4 assemblies are 8.89 µm and 9.80 µm respectively, at 
1σ. These can be accepted as the targeted uncertainty for any 
future tunnel thermal drift effects compensation.
4.5. Conclusions
The SBC method following the GUM Supplement 1 standard 
was successfully validated for accurate uncertainty predic-
tion of spherical fiducials location, using an independently 
calibrated artefact from an inter-laboratory study. This model 
was used to predict sphere fiducials alignment measurement 
uncertainties for both T1 and T4 CLIC modules. Thermal 
Figure 16. Variation of alignment uncertainty as a function of fiducials form errors.
Figure 17. Final alignment uncertainty of magnetic axis alignment measurements using the three spheres datum of CLIC T1 assembly and 
respective quadratic contributors.
Table 4. MPEE of Zeiss PRISMO CMM for the furthest distance on 
the assembly versus prediction by model alignment measurements 
uncertainty of sphere in three-sphere datum.
MPEE at max distance 
of 2.1 m
U(2σ) sphere location in 
three-sphere datum
U (µm) 4.70 4.10
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drift, due to a concentrated heat source (magnet coils) within 
the assembly during CMM measurement, was successfully 
quantified for a T1 type CLIC assembly. It was extrapolated 
to predict the effect for the larger T4 assembly as no complete 
prototype currently exists.
The two most sensitive factors influencing the task-specific 
uncertainty for such alignment procedures are the form error of 
the measured targets and the geometrical thermo-mechanical 
stability of the assembly. For both 0.54 m and 2.1 m assem-
blies, the complete task-specific uncertainty is within the 
alignment tolerance of CLIC of 12 µm at 1σ. However, these 
are valid only for the laboratory conditions under which the 
measurements were performed. An uncertainty tolerance of 
8.98 µm for T4 and 9.8 µm for T1 is left over for any thermal 
drift compensation applied for alignment of the machine at 
nominal tunnel operation conditions.
The presented results show that the usual practice of 
using the standard specification of the metrology equipment, 
such as the maximum permissible length error (MPEE), as 
the expected uncertainty for the alignment measurements of 
magnet assemblies, is not a correct approach. The task-spe-
cific uncertainty in the cases of both T1 and T4 is significantly 
larger than the MPEE. This is due to the mixture of sensors 
used (non-contact, contact, magnetic measurement) and due 
to the presence of thermal load within the assembly. Also, 
MPEE was shown to misrepresent the tactile location meas-
urement uncertainty for the T1 module. Even without addi-
tional error sources, it would be inadvisable to trust this value 
in tight alignment error budgets made for complex assemblies.
When alignment measurements of large assemblies are 
required at high accuracy, the task-specific uncertainty should 
not be ignored and substituted with reference test values such 
as the MPEE. The application of the SBC method for vir-
tual CMM model calibration, combined with reference drift 
measurements, showed promising results. It is a viable meth-
odology that can deliver accurate task-specific uncertainty 
measurements at the industrial scale required by CLIC.
One recommendation for future CLIC alignment studies 
would be to validate the uncertainty prediction of the stretched 
wire non-contact measurements in a datum created by tac-
tile measurements of fiducials or precision spheres. This can 
be done by designing a thermally stable artefact, linking a 
100 µm diameter cylindrical artefact to reference spheres in 
dimensions similar to the studied assemblies. The artefact 
should be calibrated to low uncertainty (below 1 µm at 2σ) by 
a national institute providing traceability to the metre SI unit 
realisation [5]. The T4 assembly extrapolation results should 
be confirmed experimentally once a fully operational T4 
proto type is available. Further reproductions of the studies for 
a different type of fiducials, measurand dimensions and CMM 
types could be recommended. Further studies and inter-com-
parison of uncertainty modelling based on the full parametric 
state (FPS) strategy against simulations by constraints (SBS) 
(figure 5) for CMM model calibration can be performed. This 
could provide more accurate results in future, with the further 
development and commercialization of high-precision error 
mapping systems, such as one based on micro-triangulation 
and ultra-precise interferometry [69].
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Figure 18. Final alignment uncertainty of magnetic axis of CLIC T4 assembly and respective quadratic contributors.
Table 5. Uncertainty tolerance left over for any additional 
uncorrelated error sources from targeted alignment uncertainty.
U budget left for T4 U budget left for T1
U at 1σ (µm) 8.98 9.80
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