In this paper we consider the symbolic scheduling of partitioned loop programs which are modeled as iterative task graphs (ITGs). Each task in such a graph is coarse grained and contains a large chunk of computations. The weights of computation and communication vary from one iteration to another depending on the index value of the loop. The goal of scheduling such graphs is to incorporate the symbolic variables in weight functions and loop bounds and provide an asymptotically optimal schedule and predict its performance accurately. We provide a lower bound for optimal scheduling when weights of iterative task graphs change monotonically in the course of iterations and there is a su cient number of processors. We present a technique that devises a valid symbolic schedule without searching all task instances and examine the asymptotic performance of this schedule compared to an optimal solution. Finally, we present case studies and experimental results on nCUBE-2 to verify our solutions.
Introduction
Parallel programming on distributed memory machines requires coarse grain partitioning since there is a large startup overhead in message transmission 9, 19, 21] . A partitioned program usually contains a set of tasks with large chunk of computation. Finding a mapping of weighted coarse-grain dependence task graphs onto target architectures with the shortest parallel time is important for studying the impact of partitioning and generating e cient code. The task weights and communication cost play an important role in schedule optimization, as demonstrated in task scheduling based on directed acyclic graph (DAG) 3, 13, 17, 25] . The di culty in scheduling such coarse grain tasks produced from a loop program is that dependence structures and weights may contain symbolic information 5].
In this paper we consider the scheduling of partitioned loop programs which are modeled as iterative task graphs (ITGs) and many scienti c computations can be represented by ITGs. An ITG 1 represents a sequence of parallel task computation. Each iteration contains the execution of a set of tasks and there exists task dependence within an iteration and between iterations. Because coarse-grained tasks may contain symbolic information, their weights could vary from one iteration to another. The symbolic information considered in this paper is the loop bound and the loop index in weight functions.
The previous work on scheduling task computation has used the macro-data ow model to exploit task parallelism 17]. Many algorithms for mapping weighted DAGs in the presence of communication have been proposed and used in compiler tools, e.g. 15, 17, 25] . The di culty in utilizing this macro-data ow model for scheduling loop programs is that task graph representation in 17, 25] does not precisely capture the symbolic information arising in loop programs. The problem of loop parallelization has been addressed extensively in the literature 1, 6, 14, 19, 21] . One issue is that many program transformation techniques for exploiting loop parallelism are based on heuristics that achieve local optimum. Graph scheduling techniques that examine the relationship between di erent program segments are attractive if they can guarantee global performance competitive to the optimal solution.
If an innermost loop body contains a sequence of statements, pipelining techniques 1, 2, 12, 20, 16, 24] have been proposed to uncover parallelism across iterations for VLIW and superscalar architectures. They use computational weight information for load balancing, determine a schedule and predict the performance of parallelization. However, they assume that the computation weights do not change during the course of the iterations and also they have not included the communication cost in schedule determination because this is not needed for the architectures at which they are targeted. For message-passing architectures, communication could be asynchronous and coarse grain partitioning is commonly used to produce tasks. Techniques for program partitioning and weighted coarse grain graph generation are described in 5, 19] . Scheduling such graphs is hard since graph representation involves symbolic information on loop bounds and task weights, and task weights may vary during iterations.
In 26, 27], we have considered the ITG scheduling algorithms and applications with constant task and communication weights. In this paper, we consider the ITG scheduling with weight variation and communication delay. We take a two-stage scheduling approach: 1) Cluster tasks into a set of threads. The goal of mapping is to derive a clustering such that the parallel time is minimized when there is a su cient number of processors. This paper is focused on this clustering stage. 2) Map task clusters (threads) to p physical processors for multi-threaded computation. The idea of such a multi-stage approach has been used in SISAL compilation and DAG scheduling 17, 22, 25] . We use the ideas of the macro data ow task model 9, 17] and pipelining techniques, and examine how these ideas can be combined and extended for the symbolic scheduling of iterative task computation without searching the entire iteration space. We develop a clustering algorithm and predict its performance for mapping iterative task graphs when there is a su cient number of processors, and task weights change monotonically during the course of iteration. Since mapping iterative task graphs is NP-hard, we will be comparing the performance of this heuristic schedule with the optimal solution obtained by searching the entire iteration space. Using the result of performance analysis, we show how program partitioning and task granularity a ect the performance of parallelization.
In Section 2, we give problem de nitions and assumptions. In Section 3, we present a scheduling algorithm that takes into account communication overhead and weight variations. We also conduct a theoretical analysis on its correctness and performance, and study the impact of partitioning. In Section 4, we give experimental results that validate the correctness of the analytic results. The appendix lists a procedure used in our algorithm. Thus we assume that a task usually contains a large chunk of computation and its weight may change in the course of iterations (e.g. a task contains a loop, the loop bound depends on the iteration number. An example is discussed later). We will show how a schedule can be derived by considering weight variations and communication overhead, and how parallel performance can be estimated and the impact of partitioning can be analyzed.
Some de nitions on dependence and weights are listed below.
We use the macro-data ow task model for computation execution 17] . A task receives all input before starting execution, executes to completion without interruption, and immediately sends the output to all successor tasks. Notice that N is a symbolic variable and v is a constant known at compile-time.
Let (T i ; T j ) be a dependence edge 1 from T i to T j , the iteration delay is a distance function d i;j . Namely, task instance T k+d i;j j depends on T k i . We assume that all distances d i;j are non-negative integers 2 . Let succ(T i ) be the set of tasks immediately depending on T i in G. The dependence of tasks within and between iterations constitutes a directed dependence graph G.
The computation weight function of task T k i is i (k), which is the time that T k i takes to execute. The communication cost from T k i to T k+d i;j j is c i;j (k). c i;j (k) is 0 if these two tasks are assigned to the same processor. We assume that the cost of fetching data items from a local memory or communication bu er is negligible compared to the cost of transferring a message from one processor to another. Sarkar 18] discussed methods for estimating communication and computation cost. We will discuss the assumptions on weight functions later. Assigning communication weights zero indicates that tasks communicate through local memory. This is related to the concept of \exploiting data locality" used in the literature. In task computation model 17], exploiting data locality means to localize data communication between tasks by assigning them in the same processor and then tasks could exchange data through a local memory to avoid high-cost inter-processor communication. When we determine a schedule and estimate its performance, we have included the impact of \data locality". For example, a partitioned BLAS-3 program for solving a lower triangular system Ax = b is listed in Fig. 1 . A is a lower triangular matrix of size n n, which is partitioned into N N submatrices where n = N h. Each submatrix A i;j is of dimension h h. The column vectors x and b of dimension n are partitioned into N subvectors, X 1 ; X 2 ; X N and B 1 ; B 2 ; ; B N . Fig. 2 is an ITG for this program. The dependence from S to T q broadcasts a partial solution vector X j . The dependence from T q to S is to send one subvector B j+1 to S. The weight information of this task graph is discussed in Section 4. Noted that the dependence is actually overestimated since only for j = 0 to N ? 1 S j : Solve A j+1;j+1 X j+1 = B j+1 .
ST(T
for q = 1 to P T j q for i = d j+1?q P e P + q to N step P B i = B i ? A i;j+1 X j+1 : endfor endfor endfor Figure 1 : A partitioned program for solving a triangular system. one edge for each iteration is needed while in Fig. 2 there are P edges from T 1 ; T 2 ; ; T P to S. For this case, it is not easy to summarize inter-iteration dependence accurately. In fact, current dependence analysis algorithms 21] may overestimate dependence since accurate estimation may be intractable; however, overestimation does not a ect the correctness of parallel execution. We consider the case when the weights decrease monotonically in Section 3.5.
The following terms will be used in the rest of this paper. Let
Let C be a cycle in an ITG G, without loss of generality, assume that C = T 1 ; T 2 T j ; T 1 . Let . We rst present a bound on the performance of any optimal schedule derived by searching the entire iteration space. This result is useful when we compare it with our heuristic schedule to determine the performance di erence. We will give a heuristic schedule for an ITG G with v tasks when there are v processors. Then we increase the number of processors to obtain a shorter schedule.
Performance Bounds
Given p processors and a DAG, a well-known lower bound of parallel time for executing this graph is max( Seq p ; L crit ) where Seq is the summation of the total computation weights and L crit is the length of the critical path (the longest path) in this DAG. We examine performance bounds for scheduling below. 
Scheduling on v processors
We rst present a schedule when the number of processors is v (equal to the number of tasks in an ITG). We will provide an analysis of its asymptotic performance. Then we add more processors if necessary to improve the scheduling performance.
Periodic scheduling proposed in software pipelining 1] assumes that task weights are xed and if task T k i is executed at time t then task T k+1 i is executed at time t + c where c is a constant. This model does not apply to our case because task weights change during iterations. Thus we will use a non-linear function to model the starting time of task T k x as:
We assign the instances of task T i to processor i and we will show the correctness and performance of this schedule model in Theorems 2 and 3. For such a model, we need to determine following coe cients: two nonnegative values x and x corresponding to each task, and two nonnegative coe cients H and r. These coe cients may not be integral and are computed in two steps as described below.
Step 1 For each dependence edge (T x ; T y ) (T x 6 = T y ) we set up the following inequalities called F1:
y ? x + dH x;y a x + u x;y : 8 We
Step 2 For each dependence edge (T x ; T y ) (T x 6 = T y ) in G, we setup the following inequalities called The total complexity of this algorithm is O(ve log A2 B2 2 ). Notice that if there is no inter-task dependence and there exists only self-dependence, we let the coe cients of the starting time function ST(T k x ) be x = x = 0, r = b max ; H = a max .
Theorem 2 The schedule determined by the above algorithm is legal.
Proof: Condition R1. Since all and only instances of the task T x are executed in processor x, the following condition is su cient to make R1 true:
That is ST(T k+1 When N is large, the speedup is approximately equal to 4:5=2 = 2:25.
Performance Analysis
We estimate the asymptotic speedup of the above schedule and compare its performance with that of an optimal schedule using a su cient number of processors. Notice that a program partitioning results in a task graph which possesses certain characteristics: a avg ; a max , dependence cycles, and task granularity. We will show how these characteristics a ect the scheduling performance and examine what kinds of partitioning are preferred.
The previous work 9] has shown that the performance of DAG scheduling depends on the granularity of DAGs. Our result also indicates this correlation but works for task graphs with cycles. A de nition and formal analysis on granularity of a DAG is given in 9] and we use a slightly di erent de nition to quantify the granularity of an ITG G as: We also have the analysis result when a avg = 0. We will not present it in this paper. From the above analysis, we can see that if a max (1 + 1=g)Q(G), the heuristic solution is competitive to the optimal solution in a ratio of about 1+1=g. For coarse grain parallelism with g 1 and large N, this heuristic can reach 50% of the optimum. The achievable speedup is above a avg v (1+1=g)Q (G) . Using this formula, we can evaluate if a partitioning for a program can result in a task graph with a good parallel performance.
If there is no cycle in G, Q(G) = 0, then the above performance bound goes to in nity, indicating that the optimal solution may use an in nite number of processors as N goes to in nity. And the 12 speedup for using v processors is bounded as a avg v=a max . If a partitioning is chosen such that a avg is close to a max , a good e ciency can be obtained.
If a max > (1+1=g)Q(G), then the competitive ratio is about a max =Q(G) and the speedup is bounded by a avg v=a max . Thus if a max is very large, the scheduling performance deteriorates. An explanation for this is that processors that execute the tasks T x with a x = a max are overloaded. Next we examine how to use more processors to improve the performance.
Adding more processors
We need to compute how many processors are needed if a max > (1 + 1=g)Q(G). We use graph unfolding techniques proposed in software pipelining 1] to increase the number of tasks within the loop body and use more processors to execute these tasks.
For example, we unfold Fig 4(a) by 2 (i.e. unroll the loop of Fig 3 by 2) . The unrolled program is shown in Fig. 5 . For the new ITG, we can obtain a schedule using 6 processors with PT = In general if we unfold an ITG by f times, the number of iterations is reduced from N to bN=fc and the number of tasks in the ITG is increased by f times. The unfolded graph is called G f . For G f , we apply the two-step method in Section 3.2 using fv processors. We can show that a max of G f is f a max , Q(G f ) = f 2 Q(G), For such an unfolding factor f, the heuristic solution is competitive to the optimal solution in a ratio of about 1 + 1=g. The achievable speedup bound is about a avg v (1+1=g)Q(G) a avg vf=a max .
Monotonically decreasing weight functions
In this section, we discuss the schedule determination when the weight functions monotonically decrease. We assume that the weight functions of G are: We can design a solution for this case as follows:
Step 1. We schedule this graph in a backward manner, in the sense that we rst reverse the dependence edge of this graph, the new graph is G r . We construct the nonnegative weight functions of this new graph as: Step 2. Now the new graph has monotonically increasing weight functions. We use the result of Step 3. 
Experiments
In this section, we examine the performance of this scheduling solution on two cases and also present the experiments on nCUBE-2. For these two numerical computing problems, we use the partitioned loop programs and evaluate the performance of scheduling. In the implementation of parallel programs, we follow the task computation model 17, 25] . As soon as data needed by a task are available in the local memory, this task starts the computation and then it sends the produced results to its successors assigned in di erent processors. We will compare the actual performance with the predicted result.
Solving a triangular system
In Fig.2 . There are total P + 1 tasks in the loop body and P + 1 processors are used.
The communication from T q to S is to send a subvector of B and the cost is approximated as s+t h where s is the startup time and t is the transmission speed. The communication from S to T q is 15
to broadcast X j+1 . The broadcasting communication cost is estimated as log(P + 1)(s + t h) on nCUBE-2.
The weight function is monotonically decreasing. Using our method in Section 3, we estimate the parallel time as Figure 6: The performance of the triangular solver on nCUBE-2. We implement this schedule on nCUBE-2. Processor 0 executes task S and processor q executes task T q (1 q P). Each processor executes its tasks in an increasing order of iteration number j. For n = 5000 with single precision, we use N = 250 and h = 20. The sequential time is 21890 milliseconds. Since the number of operations for the sequential algorithm is n 2 w, we estimate w = 0:8756 s. For nCUBE-2, s = 160 s and t = 0:6 s per byte 8]. In Fig. 6 , we plot the predicted performance by using these parameters in the above formula and compare it to the actual performance in the left part of Fig.6 . The predicted performance is close to the actual parallel time in nCUBE-2. The right part of Fig.6 lists the speedups for n = 5000 and n = 10000.
Matrix multiplication
A matrix multiplication (C = A B) program is shown in Fig. 7 . A is a n n matrix. B is a n n lower triangular matrix. We divide the matrix B into n rows, the sizes of rows B 1 ; B 2 ; ; B n are 1; 2; n respectively. We also divide the matrices A and C in a row-wise manner, see Fig. 8a . Let h = d n P e.
The dependence task graph is shown in Fig. 8 . Task T k 1 is responsible to generate row B k+1 to be used by tasks T k q where 1 q P. Since row B k+1 has (k + 1) nonzero elements, the weight of task T k q is (k + 1)2wh (2 q P), where w is the time for a multiplication or subtraction. We assume the time for generating a row B k+1 costs (k + 1)w=2. The weight of T k 1 is (k + 1)2wh + (k + 1)w=2. We also assume that broadcasting primitive is not used, task T k 1 will send row B k+1 to T k 2 , T k 2 sends to T k 3 and so on. The communication cost for sending B k+1 is s + (k + 1)t. In nCUBE-2, we use the gray-code method to embed a linear processor array in a hypercube. The weight functions are monotonically increasing. We execute this graph on P processors. Using 4 Matrix multiplication could be simply modeled as matrix vector multiplication, which results in a fully parallel algorithm; however, it requires that each processor stores the entire matrix. For the partitioning we use, the scheduling results in a good speedup with small memory consumption. The memory-e cient algorithms for matrix multiplication have been studied in the previous work (see 10] ) and task communication is needed to transfer matrix elements in these algorithms. the solution in Section 3, we can determine the parallel time as PT = (P ? 1)(s + t + 2wh) + w=2 + (2wn + (P ? 1)t + w)(n ? 1) When n is large, the speedup approaches to P. We examine the actual performance of this schedule on nCUBE-2 machine for n = 500 and n = 1000 with single precision. Again the predicted and actual performance are very close and this result together with speedups is listed in Fig. 9 . Figure 9: The performance of the matrix multiplication on nCUBE-2 for n = 500 and n = 1000.
The above two experiments indicate that our formula for computing the schedule provides a relatively accurate estimation of parallel time. Such a result considers the impact of communication and weight variations. The performance of parallelization is reasonable considering the obtained speedup in nCUBE-2. We explain the reason based on our analysis in section 3.2 as follows. In the rst case, the partitioning is coarse-grain and the weights of tasks are larger than those of communication edges linked to them. Also a max is close to Q(G) and a avg . Thus according to our formula in section 3.2, the performance di erence between the heuristic schedule and the optimal solution is small. For the second case, there is no cycle and the speedup bound is estimated as a avg P a max . Since a avg a max for this case, the speedup is close to P.
These two examples also demonstrate how performance prediction can guide the program partitioning. We can see that if a loop program is partitioned such that granularity is greater than 1, tasks have similar variation factors from one iteration to another (i.e. a max is as small as possible, close to a avg ), and Q(G) is small, the scheduling performance will be reasonable.
Concluding Remarks
We have presented a schedule for mapping weighted ITGs and predicting performance on messagepassing machines when there is a su cient number of processors, and have provided an analysis onthe asymptotic performance of this schedule when task weights vary between iterations. Since the partitioning a ects the performance, the performance prediction using our scheme could be useful for selecting a partitioning that leads to a good performance. The results studied in this paper are used for the two-stage scheduling approach and one of our future work is to investigate the techniques to execute multiple clusters on a limited number of processors. Directly scheduling ITGs on a xed number of processors is studied in 26, 27] where weights are constant but communication is nonzero.
Our scheme uses a nonlinear function to model the starting time of task instances, but function coe cients for all tasks are uniform. The previous approaches usually use linear functions with uniform coe cient for constant task weights. Donaldson and Ferrante 7] show that using nonuniform coe cients can further improve the mapping performance. It will be interesting to see how such a scheme can be used for ITGs with varying task weights.
We construct a directed graph L of v nodes. Each inequality in F corresponds an edge in L.
The weight of this edge is w i;j ? d i;j r. Notice that r is to be solved. If L is a DAG, then then we set r = b. We use the topological searching to derive the solution. In a cyclic graph, for each cycle C we add weights of edges in this cycle together. We are not able to enumerate all cycles. But given a value for r, we can use the shortest path algorithm to determine if there is a solution. Note that the input inequalities we use guarantee that P (i;j)2C d i;j 1. Thus R P w i;j . Let Q = P w i;j . We can use a binary searching to nd the value R for r with an accuracy of in a time complexity of vjFj log Q . r satis es that R r R + .
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