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Reduction by symmetries in singular quantum-mechanical problems:
general scheme and application to Aharonov-Bohm model
A.G. Smirnova)
I. E. Tamm Theory Department, P. N. Lebedev Physical Institute, Leninsky prospect 53,
Moscow 119991, Russia
We develop a general technique for finding self-adjoint extensions of a symmetric operator that
respect a given set of its symmetries. Problems of this type naturally arise when considering two-
and three-dimensional Schro¨dinger operators with singular potentials. The approach is based
on constructing a unitary transformation diagonalizing the symmetries and reducing the initial
operator to the direct integral of a suitable family of partial operators. We prove that symmetry
preserving self-adjoint extensions of the initial operator are in a one-to-one correspondence with
measurable families of self-adjoint extensions of partial operators obtained by reduction. The
general scheme is applied to the three-dimensional Aharonov-Bohm Hamiltonian describing the
electron in the magnetic field of an infinitely thin solenoid. We construct all self-adjoint extensions
of this Hamiltonian, invariant under translations along the solenoid and rotations around it, and
explicitly find their eigenfunction expansions.
I. INTRODUCTION
The spectral analysis of Schro¨dinger operators can be often facilitated if some symmetries of the
problem are known. This happens if the spectral problem for the operators representing symmetries can
be explicitly solved. In this case, the initial operator can be represented as a direct sum (or, more generally,
direct integral) of partial operators corresponding to fixed eigenvalues of symmetries. In this way, two-
and three-dimensional problems can be often reduced to solving certain one-dimensional Schro¨dinger
equations (this is the case, for example, for spherically symmetric problems).
The present paper is concerned with such a reduction by symmetries in the case of singular quantum-
mechanical problems. It is well known1,2 that strong singularities in the potential may lead to the lack
of self-adjointness of the corresponding Schro¨dinger operator on its natural domain. As a result, the
quantum model is no longer fixed uniquely by the potential and different quantum dynamics described
by various self-adjoint extensions of the initial Schro¨dinger operator are possible. In this paper, we are
interested in the extensions that respect some given set of symmetries of the initial operator. We propose
a general technique for the reduction of such symmetry preserving extensions and apply it to the spectral
analysis of the three-dimensional Aharonov-Bohm Hamiltonian describing the electron in the magnetic
field of an infinitely thin solenoid.
In a general form, the problem can be posed as follows. Suppose H is a closed operator in a separable
Hilbert space H and X is a subset of the algebra L(H) of linear bounded everywhere defined operators
in H. We assume that X is involutive (i.e., the adjoint T ∗ of every T ∈ X belongs to X) and consists of
pairwise commuting operators. Further, we assume X is a set of symmetries of H , by which we mean
that H commutes with elements of X in the sense of the next definition.
Definition I.1. A linear operator H in H with the domain DH is said to commute with T ∈ L(H) if
TΨ ∈ DH and HTΨ = THΨ for any Ψ ∈ DH .
Our aim is to show how spectral decompositions of symmetries can be used to represent closed (and,
in particular, self-adjoint) symmetry preserving extensions of H as direct integrals of suitable partial
operators. To clarify main ideas, we assume for a while that H falls into an orthogonal direct sum of
eigenspaces of symmetries. That is, we suppose that there is a countable family {S(s)}s∈S of nontrivial
closed pairwise orthogonal subspaces of H such that
H =
⊕
s∈S
S(s) (1)
and
TΨ = gT (s)Ψ, Ψ ∈ S(s),
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2for every s ∈ S and T ∈ X, where gT (s) are some complex numbers (since S(s) are nontrivial, the
eigenvalues gT (s) are defined uniquely). Let Ps denote the orthogonal projection of H onto S(s). We
would like to have a decomposition of the form
H =
⊕
s∈S
H(s), (2)
where H(s) are closed operators in S(s) for all s ∈ S and⊕s∈S H(s) is, by definition, the operator in H
whose graph consists of all (Ψ, Ψ˜) ∈ H⊕H such that (PsΨ, PsΨ˜) is in the graph of H(s) for every s ∈ S .
As the operator
⊕
s∈S H(s) obviously commutes with all projections Ps, equality (2) can hold only if
H commutes with Ps for every s ∈ S . In fact, the latter condition is also sufficient for the existence of
decomposition (2) (see Theorems 2 and 3 in Sec. 45 of Ref. 3). Given a decomposition of form (2), it can
be easily shown that H(s) is actually the restriction of H to the domain DH ∩ S(s) for every s ∈ S .
Thus, the partial operators H(s) are uniquely determined by H .
In general, the condition that S(s) are eigenspaces of symmetries is insufficient to guarantee that H
commutes with Ps for all s ∈ S (otherwise we could choose X to be the one-element set containing the
identity operator in H and consider the decomposition H = H′ ⊕ H′⊥, where H′ is an arbitrary closed
subspace of H; it would follow that every closed operator in H commutes with the orthogonal projection
onto H′). The commutation between H and Ps can be ensured, however, if we require that
Ps ∈ A(X) (3)
for every s ∈ S , where A(X) is the smallest strongly closed subalgebra of L(H) containing the set X and
the identity operator in H (in other words, A(X) is the strong closure of the algebra generated by X and
the identity operator). Indeed, let M be the subset of L(H) consisting of all operators commuting with
H . Since the sum and product of any two operators in L(H) commuting with H also commute with H ,
we conclude that M is an algebra. Moreover, it easily follows from the closedness of H that M is closed
in the strong operator topology (see Lemma 1 in Ref. 4) and, hence, A(X) ⊂M. Condition (3) therefore
implies that Ps ∈ M or, in other words, that H commutes with Ps for all s ∈ S .
We shall say that an eigenspace decomposition of form (1) is exact for X if condition (3) is fulfilled
for all s ∈ S . Given an exact decomposition for X, it is easy to describe symmetry preserving closed
extensions of H . Indeed, suppose (2) holds and a closed extension H˜(s) of H(s) is given for every s ∈ S .
Then the operator H˜ =
⊕
s∈S H˜(s) is clearly a closed extension of H commuting with all elements
of X. Conversely, if H˜ is a closed extension of H commuting with all elements of X, then the above
considerations applied to H˜ instead of H show that H˜ falls into the direct sum of its partial operators
H˜(s), which are obviously closed extensions of H(s). Moreover, H˜ is densely defined if and only if all
H˜(s) are densely defined, in which case we have H˜∗ =⊕s∈S H˜(s)∗. Hence, H˜ is self-adjoint if and only
if H˜(s) is self-adjoint for every s ∈ S .
Thus, given an exact decomposition for X, the operator H falls into the direct sum of its partial
operators H(s), and the symmetry preserving closed (resp., self-adjoint) extensions of H are precisely the
direct sums of closed (resp., self-adjoint) extensions of H(s).
Exactness condition (3) can be given another, equivalent, formulation that is better suited for verifying
in concrete applications. More specifically, we claim that (3) holds for all s ∈ S if and only if the
following condition is fulfilled:
(E) For every s, s′ ∈ S such that s 6= s′, there is T ∈ X such that gT (s) 6= gT (s′).
Indeed, suppose (E) holds. Since X is involutive, the elements of A(X) can be characterized using
von Neumann’s bicommutant theorem (see Sec. III for details): an operator in L(H) belongs to A(X) if
and only if it commutes with every element of commutant of X, i.e., with every operator in L(H) that
commutes with all elements of X. To prove (3), we have to verify this condition for Ps. Let R ∈ L(H)
commute with all elements of X. Since TPs = PsT = gT (s)Ps for every s ∈ S and T ∈ X, we have
Ps′RTPs = gT (s)Ps′RPs = gT (s
′)Ps′RPs for all T ∈ X and s, s′ ∈ S . In view of (E), this implies that
Ps′RPs = 0 for all s, s
′ ∈ S such that s 6= s′. As Ψ =∑s∈S PsΨ for any Ψ ∈ H, we obtain
PsRΨ =
∑
s′∈S
PsRPs′Ψ = PsRPs =
∑
s′∈S
Ps′RPsΨ = RPsΨ
for every s ∈ S and Ψ ∈ H. Thus, Ps commutes with R for every s ∈ S , and (3) is proved. We now show
that, conversely, (3) implies (E). Suppose, to the contrary, that (3) holds and there exist s1, s2 ∈ S such
that s1 6= s2 and gT (s1) = gT (s2) for every T ∈ X. We then have P˜ T = T P˜ = gT (s1)P˜ for every T ∈ X,
where P˜ = Ps1 +Ps2 is the orthogonal projection of H onto S(s1)⊕S(s2). It follows that every element
3of X commutes with P˜RP˜ for every R ∈ L(H). In view of (3) and the characterization of elements of
A(X) given above, this implies that Ps1 commutes with P˜RP˜ for every R ∈ L(H), which is obviously
false. We thus arrive at a contradiction and our claim is proved.
The above discussion is based on the assumption that the Hilbert space H falls into a direct sum of
eigenspaces of symmetries. In general, this assumption does not hold and one has to use direct integral
decompositions instead. More specifically, we can try to find a positive measure ν, a ν-measurable
family S of Hilbert spaces, and a unitary operator V : H → ∫ ⊕S(s) dν(s) such that every T ∈ X
is representable in the form V −1T ν,Sg V for some ν-measurable complex function g, where T ν,Sg is the
operator of multiplication by g in
∫ ⊕
S(s) dν(s) (we refer the reader to Appendix B for the notions
related to direct integrals of Hilbert spaces). A triple (ν,S, V ) satisfying this condition is said to be a
diagonalization for X. Since countable direct sums of separable Hilbert spaces can be always identified
with suitable direct integrals (see Sec. B 3 and formula (B2)), the eigenspace decompositions considered
above can be viewed as a particular case of diagonalizations, with the role of ν and V played by the
counting measure5 on S and the natural identification between H and
⊕
s∈S S(s) respectively.
Given a diagonalization (ν,S, V ), we would like to have a decomposition of H of the form
H = V −1
∫ ⊕
H(s) dν(s)V, (4)
where H is a ν-measurable family of closed operators in S. This decomposition is an analogue of (2) in
the direct integral setting. As we have seen, such a decomposition, in general, does not exist even in the
direct sum case. It turns out, however, that this problem does not arise if we confine ourselves to exact
diagonalizations that are singled out by the requirement that
V −1T ν,Sg V ∈ A(X) (5)
for every ν-measurable ν-essentially bounded function g. It will be shown that, in contrast to direct sum
decompositions, exact diagonalizations exist for every involutive set X ⊂ L(H) of pairwise commuting
operators. Exactness condition (5) (which is an analogue of (3)) implies that V HV −1 commutes with
T ν,Sg for every ν-measurable ν-essentially bounded g since, as shown above, H commutes with all ele-
ments of A(X). This allows us to apply the von Neumann’s reduction theory6 (or, more precisely, its
generalization7,8 for the case of unbounded operators) to V HV −1 and obtain decomposition (4) as a
result. Moreover, given an exact diagonalization (ν,S, V ) for X and a decomposition of form (4), the
symmetry preserving closed (resp., self-adjoint) extensions of H are precisely the operators of the form
V −1
∫ ⊕
H˜(s) dν(s)V,
where H˜ is a ν-measurable family of operators in S such that H˜(s) is a closed (resp., self-adjoint)
extension of the partial operator H(s) for ν-a.e. s.9 Condition (5) is, as a rule, inconvenient for concrete
applications because it involves the algebra A(X) rather than the set X itself. We shall see, however,
that a simple exactness criterion similar to condition (E) can be obtained under very mild restrictions on
the measure ν (Theorem IV.2). This generalized condition (E) can usually be easily verified for concrete
examples.
The results formulated above suggest that, in general, one can find the symmetry preserving self-adjoint
extensions of H by doing the following steps:
(I) Find an exact diagonalization (ν,S, V ) for X.
(II) Compute partial operators H(s) satisfying (4).
(III) Find self-adjoint extensions of the partial operators H(s).
In practice, the operator H often comes as the closure of some non-closed operator Hˇ. While Hˇ is
usually given by some explicit formula, finding an explicit description of H may be a difficult task. We
shall see, however, that every symmetry of Hˇ is also a symmetry of H (Lemma III.1). Moreover, finding
partial operators of H can be effectively reduced to some computations involving Hˇ (Proposition V.3).
For this reason, the knowledge of Hˇ is actually sufficient for doing steps (I)-(III) for H .
We apply the general construction described above to the three-dimensional model of an electron in
the magnetic field of an infinitely thin solenoid. The Hamiltonian for this model is formally given by the
differential expression
3∑
j=1
(−i∂xj +Aj(x))2 , (6)
4where x = (x1, x2, x3) ∈ R3 and the vector potential A = (A1,A2,A3) has the form
A1(x) = − φx2
x21 + x
2
2
, A2(x) =
φx1
x21 + x
2
2
, A3(x) = 0.
Here, the real parameter φ is equal to the flux of the magnetic field through the solenoid divided by 2π.
This model was originally considered by Aharonov and Bohm10. Self-adjoint extensions in the two-
dimensional variant of this model, as well as their eigenfunction expansions and corresponding scattering
amplitudes, were analysed in Refs. 11–13.
The vector potential A is smooth on the domain O = {(x1, x2, x3) ∈ R3 : x21 + x22 > 0}, which is
obtained by excluding the x3-axis from R3. Hence, (6) naturally determines an operator H φ in the space
C∞(O) of smooth functions on O,
(H φΦ)(x) =
3∑
j=1
(−i∂xj +Aj(x))2Φ(x) =
=
(
−∆+ 2iφ
x21 + x
2
2
(x2∂x1 − x1∂x2) +
φ2
x21 + x
2
2
)
Φ(x), Φ ∈ C∞(O). (7)
Restricting H φ to the space C∞0 (O) of smooth functions on O with compact support and passing to
Λ-equivalence classes, where Λ is the Lebesgue measure on R3, we obtain a (non-closed) densely defined
symmetric operator Hˇφ in L2(R3):
DHˇφ = {[Φ]Λ : Φ ∈ C∞0 (O)} ,
Hˇφ[Φ]Λ = [H
φΦ]Λ, Φ ∈ C∞0 (O),
where [Φ]Λ denotes the Λ-equivalence class corresponding to Φ. We define the operator H
φ in L2(R3) as
the closure of Hˇφ,
Hφ = Hˇφ. (8)
Let G be the Abelian group of linear operators in R3 generated by translations along the x3-axis and
rotations around the x3-axis. Given G ∈ G, we denote by TG the unitary operator in L2(R3) taking
Ψ to [Ψ ◦ G−1]Λ for any Ψ ∈ L2(R3). Clearly, G → TG is a linear representation of G in L2(R3). It
is straightforward to check that Hˇφ (and, hence, Hφ) commutes with TG for any G ∈ G. The above
abstract scheme can therefore be applied to H = Hφ and the set X consisting of all TG with G ∈ G. As
a result, we shall describe all self-adjoint extensions of Hφ commuting with TG for any G ∈ G and find
eigenfunction expansions for such extensions.
The paper is organized as follows. In Sec. II, we formulate the results concerning self-adjoint exten-
sions and eigenfunction expansions for the Aharonov-Bohm model. In Secs. III–V, we elaborate on the
general scheme of constructing symmetry preserving extensions outlined above. Sec. III is devoted to
preliminaries concerning the commutation properties of operators in Hilbert space. In Sec. IV, we estab-
lish the existence of exact diagonalizations and prove an exactness criterion, analogous to condition (E)
discussed above. In Sec. V, we consider direct integral decompositions for closed operators possessing a
given set of symmetries and describe their symmetry preserving extensions. The aim of Secs. VI–X is
to derive eigenfunction expansions for the Aharonov-Bohm model. Sec. VI is concerned with self-adjoint
extensions and eigenfunction expansions for one-dimensional Schro¨dinger operators. In Sec. VII, we treat
the measurability questions for families of such operators. Secs. VI and VII provide a background for
performing steps (I)-(III) for Hφ in Sec VIII. As a result, we represent symmetry preserving self-adjoint
extensions of Hφ as direct integrals of suitable one-dimensional Schro¨dinger operators. In Sec IX, we
study a special construction, called the direct integral of measures, which can be viewed as a general-
ization of direct products of measures and arises naturally in the spectral analysis of direct integrals
of operators. In Sec. X, we combine the results of Secs. VI, VIII, and IX to obtain the eigenfunction
expansions of symmetry preserving self-adjoint extensions of Hφ. In Appendices A and B, we give the
necessary background material concerning measure theory and direct integral decompositions of operators
in Hilbert space respectively.
II. FORMULATION OF RESULTS FOR THE AHARONOV-BOHM MODEL
In this section, we give a precise description of self-adjoint extensions of Hφ commuting with TG for
all G ∈ G and their eigenfunction expansions. The proofs of results stated below will be given in Sec. X.
5Let S = Z× R, where Z is the set of integers. For φ ∈ R, let the subset Aφ of S be given by
Aφ = {(m, p) ∈ S : |m+ φ| < 1}. (9)
For every Borel14 real function θ on Aφ, we shall define a map Wφθ on S × R such that
(a) For every s ∈ S and E ∈ R, Wφθ (s, E) is a smooth complex function on O that is locally square-
integrable on R3.
(b) The equalities15
H
φWφθ (s, E) = (E + p2)Wφθ (s, E),
− i∂x3Wφθ (s, E|x) = pWφθ (s, E|x),
− i(x1∂x2 − x2∂x1)Wφθ (s, E|x) = mWφθ (s, E|x)
hold for every s = (m, p) ∈ S, E ∈ R, and x = (x1, x2, x3) ∈ O.
Furthermore, we shall define a positive Borel measure Mφθ on S ×R such that the following statement
is valid.
Proposition II.1. Let φ ∈ R and θ be a Borel real function on Aφ. Then there is a unique unitary
operator W : L2(R3)→ L2(S × R,Mφθ ) such that
(WΨ)(s, E) =
∫
Wφθ (s, E|x)Ψ(x) dx, Ψ ∈ Lc2(R3), (10)
for Mφθ -a.e. (s, E), where the bar means complex conjugation and L
c
2(R
3) is the subspace of L2(R3)
consisting of all its elements vanishing Λ-a.e. outside some compact subset of R3.
Condition (b) means that Wφθ (m, s) is a joint generalized eigenfunction of operator (6) and x3-
components of momentum and angular momentum for every s ∈ S and E ∈ R. Proposition II.1 states
that these eigenfunctions constitute a complete set and can be used to expand square-integrable func-
tions on R3. We shall see (Theorem II.5) that all such eigenfunction expansions correspond to symmetry
preserving self-adjoint extensions of Hφ, but first we give precise definitions of Wφθ and Mφθ .
It follows from the second and third equalities in condition (b) that
Wφθ (s, E|x) =
eipx3
2π
√
rx
(
x1 + ix2
rx
)m
J φθ (s, E|rx) (11)
for every s = (m, p) ∈ S, E ∈ R, and x ∈ O, where rx =
√
x21 + x
2
2 and J φθ (s, E) is some smooth function
on R+ = (0,∞) (note that x1∂x2 − x2∂x1 and r−mx (x1 + ix2)m correspond to ∂ϕ and eimϕ respectively
in the polar coordinates). For future convenience, we write the factor (2π
√
rx)
−1 separately rather than
subsume it into J φθ (s, E). The first equality in condition (b) is fulfilled if and only if J φθ (s, E) satisfies
the one-dimensional Schro¨dinger equation
− ∂2rJ φθ (s, E|r) +
(m+ φ)2 − 1/4
r2
J φθ (s, E|r) = EJ φθ (s, E|r), r ∈ R+, (12)
for every s = (m, p) ∈ S and E ∈ R.
To define J φθ explicitly, we introduce some additional notation. For any E, κ ∈ R, we define the
function uκ(E) on R+ by the relation
uκ(E|r) = r1/2+κXκ(r2E), r ∈ R+, (13)
where the entire function Xκ is given by
Xκ(ζ) = 1
2κ
∞∑
n=0
(−1)nζn
Γ(κ+ n+ 1)n!22n
, ζ ∈ C. (14)
For −1 < κ < 1, ϑ ∈ R, and E ∈ R, we define the function uκϑ(E) on R+ by setting
uκϑ(E) =
uκ(E) sin(ϑ+ ϑκ)− u−κ(E) sin(ϑ− ϑκ)
sinπκ
, 0 < |κ| < 1, (15)
6and
u0ϑ(E|r) = lim
κ→0
uκϑ(E|r) = u0(E|r) cosϑ+
2
π
[(
ln
r
2
+ γ
)
u0(E|r) −√rY(r2E)
]
sinϑ, r ∈ R+, (16)
where
ϑκ =
πκ
2
, (17)
the entire function Y is given by
Y(ζ) =
∞∑
n=1
(−1)ncn
(n!)222n
ζn, cn =
n∑
j=1
1
j
, (18)
and γ = limn→∞(cn − lnn) = 0, 577 . . . is the Euler constant.16 We now define J φθ by setting
J φθ (s, E) =
{
u|m+φ|(E), s ∈ S \Aφ,
um+φθ(s) (E), s ∈ Aφ,
(19)
for every s = (m, p) ∈ S and E ∈ R.
The function Xκ is closely related to Bessel functions: for ζ 6= 0, we have
Xκ(ζ) = ζ−κ/2Jκ(ζ1/2), (20)
where Jκ is the Bessel function of the first kind of order κ. Since Jκ satisfies the Bessel equation, it
follows that
− ∂2ru±κ(E|r) +
κ2 − 1/4
r2
u±κ(E|r) = E u±κ(E|r), r ∈ R+, (21)
for every E 6= 0. By continuity, this is true for E = 0 as well. Moreover, (21) is satisfied for uκϑ(E)
in place of u±κ(E) for every −1 < κ < 1, E ∈ R, and ϑ ∈ R (this obviously follows from (15) for
0 < |κ| < 1; for κ = 0, we can express u0ϑ(E|r) in terms of the Bessel functions J0 and Y0 by means of
the equality17 πY0(ζ) = 2 (γ + ln(ζ/2))J0(ζ) − 2Y(ζ2) and make use of the Bessel equation). In view
of (19), we conclude that (12) holds for every s ∈ S and E ∈ R. It follows immediately from (11), (13),
(15), (16), and (19) that Wφθ (s, E) is locally square-integrable on R3 for every s ∈ S and E ∈ R. Thus,
both conditions (a) and (b) are fulfilled for the map Wφθ defined by (11) and (19).
It should be noted that equation (12) and condition (a) determine J φθ (s, E) uniquely up to a numerical
factor for s ∈ S \ Aφ. At the same time, if s ∈ Aφ, then there are two linearly independent solutions
of (12) compatible with (a) for every E ∈ R. According to (19), different choices of the function θ on Aφ
allow us to pick different solutions of (12) and, consequently, lead to different eigenfunction expansions
for operator (6).
We now proceed to define the measure Mφθ . The above definition of Wφθ involves the generalized
eigenfunctions uκ(E) and uκϑ(E) of the one-dimensional Schro¨dinger operator
− ∂2r +
κ2 − 1/4
r2
. (22)
Similarly, Mφθ will be constructed from one-dimensional measures Vκ and Vκ,ϑ entering eigenfunction
expansions associated with differential expression (22) (see Propositions VI.3 and VI.4). For κ ∈ R, the
positive Borel measure Vκ on R is given by
dVκ(E) = 1
2
Θ(E)E|κ| dE, (23)
where Θ is the Heaviside function, i.e., Θ(E) = 1 for E ≥ 0 and Θ(E) = 0 for E < 0. Given −1 < κ < 1
and ϑ ∈ R, we define the positive Borel measure Vκ,ϑ on R as follows. If 0 < |κ| < 1, we set
Vκ,ϑ =
{
V˜κ,ϑ, ϑ ∈ [−|ϑκ|, |ϑκ|] + πZ,
pi sinpiκ|Eκ,ϑ|
2κ sin(ϑ+ϑκ) sin(ϑ−ϑκ)
δEκ,ϑ + V˜κ,ϑ, ϑ ∈ (|ϑκ|, π − |ϑκ|) + πZ,
(24)
7where ϑκ is defined by (17), the positive Borel measure V˜κ,ϑ on R is given by
dV˜κ,ϑ(E) = 1
2
Θ(E) sin2 πκ
E−κ sin2(ϑ+ ϑκ)− 2 cosπκ sin(ϑ+ ϑκ) sin(ϑ− ϑκ) + Eκ sin2(ϑ− ϑκ)
dE (25)
and δEκ,ϑ is the Dirac measure at the point
Eκ,ϑ = −
(
sin(ϑ+ ϑκ)
sin(ϑ− ϑκ)
)1/κ
. (26)
For κ = 0, the measure Vκ,ϑ is defined by taking the limit κ → 0 in formulas (24), (25), and (26). This
yields
V0,ϑ =
{
V˜0,ϑ, ϑ ∈ πZ,
pi2|E0,ϑ|
2 sin2 ϑ
δE0,ϑ + V˜0,ϑ, ϑ /∈ πZ,
(27)
where
E0,ϑ = −epi cotϑ (28)
and the positive Borel measure V˜0,ϑ on R is given by
dV˜0,ϑ(E) = 1
2
Θ(E)
(cosϑ− lnE sinϑ/π)2 + sin2 ϑdE. (29)
The next lemma shows, in particular, that the measure Vκ,ϑ depends continuously on both κ and ϑ.
Lemma II.2. Let F be a bounded (continuous) Borel function on R with compact support. Then (κ, ϑ)→∫
F (E) dVκ,ϑ(E) is a Borel (resp., continuous) function on (−1, 1) × R that is bounded on [−α, α] × R
for every 0 ≤ α < 1.
Proof. See Theorem 4 in Ref. 18.
Given a Borel real function θ on Aφ, let µφθ be the measure-valued map on S such that
µφθ (s) =
{ V|m+φ|, s ∈ S \Aφ,
Vm+φ,θ(s), s ∈ Aφ, (30)
for every s = (m, p) ∈ S.
The next statement follows immediately from Lemma II.2.
Lemma II.3. Let φ ∈ R and θ be a Borel real function on Aφ. For any compact set K ⊂ R, s→ µφθ (s|K)
is a Borel function on S that is bounded on every compact subset of S.
Let ̺ be the counting measure on Z. We define the positive Borel measure ν0 on S = Z×R by setting
ν0 = ̺× λ, where λ is the Lebesgue measure on R. For any ν0-integrable f , the function p→ f(m, p) is
integrable for every m ∈ Z and we have∫
S
f(m, p) dν0(m, p) =
∑
m∈Z
∫ ∞
−∞
f(m, p) dp.
Proposition II.4. Let φ ∈ R and θ be a Borel real function on Aφ. Then there is a unique positive
Borel measure M on S × R such that
M(K ′ ×K) =
∫
K′
µφθ (s|K) dν0(s) (31)
for every compact sets K ′ ⊂ S and K ⊂ R. If f is an M -integrable complex function, then the function
E → f(s, E) is µφθ (s)-integrable for ν0-a.e. s, the function s→
∫
f(s, E) dµφθ (s|E) is ν0-integrable, and∫
f(s, E) dM(s, E) =
∫
dν0(s)
∫
f(s, E) dµφθ (s|E). (32)
8Note that the right-hand side of (31) is well-defined in view of Lemma II.3. Given φ ∈ R and a Borel
real function θ on Aφ, we let Mφθ denote the measureM satisfying the conditions of Proposition II.4. We
thus have explicitly defined all entities entering Proposition II.1.
It is worth mentioning that the structure of the set Aφ depends on whether φ ∈ Z or not. If φ ∈ Z,
then we have Aφ = {−φ} × R and defining a Borel function on Aφ amounts to defining a single Borel
function on R. On the other hand, if φ /∈ Z, then Aφ = {mφ,mφ + 1} × R, where mφ ∈ Z is such that
−φ− 1 < mφ < −φ, and every Borel function on Aφ is determined by two Borel functions on R. Using
functions on Aφ instead of functions on R allows us to treat both cases uniformly.
Given φ ∈ R and a Borel real function θ on Aφ, the operator W satisfying the conditions of Proposi-
tion II.1 will be denoted by Wφθ . Let the function f on S × R be defined by the relation
f(m, p ;E) = p2 + E. (33)
We define the self-adjoint operator Hφθ in L2(R
3) by setting
Hφθ = (W
φ
θ )
−1T Mf Wφθ , (34)
where M =Mφθ and T Mf is the operator of multiplication by f in L2(S × R,M) (see Sec. A 7).
Let Φ ∈ C∞0 (O), Ψ = [Φ]Λ, and hΨ(s, E) be the right-hand side of (10). In view of (7) and the first
equality in condition (b), integrating by parts yields
hHˇφΨ(s, E) =
∫
Wφθ (s, E|x)(H φΦ)(x) dx =
∫
(H φWφθ (s, E))(x)Ψ(x) dx = f(s, E)hΨ(s, E)
for every s ∈ S and E ∈ R. It follows that Wφθ HˇφΨ = T Mf Wφθ Ψ for every Ψ ∈ DHˇφ , i.e., Hφθ is a
self-adjoint extension of Hˇφ and, hence, of Hφ.
Further, given α, β ∈ R, let Gαβ ∈ G be defined by the relation
Gαβx = (x1 cosα− x2 sinα, x1 sinα+ x2 cosα, x3 + β), (35)
where x = (x1, x2, x3) ∈ R3. It follows from (11) that
Wφθ (s, E|Gαβx) = eimα+ipβWφθ (s, E|x), x ∈ O,
for every s = (m, p) ∈ S and E ∈ R. Let Ψ ∈ Lc2(R3). Setting Ψ˜ = TGαβΨ, we obtain
hΨ˜(s, E) =
∫
Wφθ (s, E|x)Ψ(G−1αβx) dx = gαβ(s, E)hΨ(s, E)
for every s ∈ S and E ∈ R, where gαβ is the function (m, p;E) → e−imα−ipβ on S × R. As Lc2(R3) is
dense in L2(R3), this implies that
TGαβ = (W
φ
θ )
−1T MgαβWφθ .
Since every element of G is equal to Gαβ for some α, β ∈ R and T Mf commutes with T Mgαβ , it follows
from (34) that Hφθ commutes with TG for all G ∈ G.
Let θ and θ˜ be Borel real functions on Aφ such that θ(s) − θ˜(s) ∈ πZ for ν0-a.e. s ∈ Aφ. By (24)–
(29), we have Vκ,ϑ+pin = Vκ,ϑ for every −1 < κ < 1, ϑ ∈ R, and n ∈ Z. In view of (30), it follows
that µφθ (s) = µ
φ
θ˜
(s) for ν0-a.e. s. The uniqueness statement of Proposition II.4 therefore implies that
Mφθ = M
φ
θ˜
. By (15) and (16), we have uκϑ+pin(z) = e
ipinuκϑ(z) for every −1 < κ < 1, ϑ ∈ R, z ∈ C, and
n ∈ Z. It follows from (11) and (19) that
Wφ
θ˜
(s, E|x) = fθθ˜(s, E)Wφθ (s, E|x) (36)
for every s ∈ S \N , E ∈ R, and x ∈ O, where N = {s ∈ Aφ : θ(s) − θ˜(s) /∈ πZ} is a ν0-null set and the
Borel function fθθ˜ on S × R is given by
fθθ˜(s, E) =
{
1, s ∈ S \Aφ,
ei(θ˜(s)−θ(s)), s ∈ Aφ.
It easily follows from Proposition II.4 that N×R is anM -null set, whereM =Mφθ =Mφθ˜ , and, therefore,
fθθ˜(s, E) = ±1 for M -a.e. (s, E). Proposition II.1 and formula (36) hence imply that Wφθ˜ = T Mfθθ˜W
φ
θ . In
view of (34), we conclude that Hφθ = H
φ
θ˜
.
Thus, assuming Propositions II.4 and II.1, we have proved the next statement in one direction.
9Theorem II.5. Let φ ∈ R. For every Borel real function θ on Aφ, the operator Hφθ is a self-adjoint
extension of Hφ commuting with TG for any G ∈ G. Conversely, every self-adjoint extension of Hφ
commuting with TG for any G ∈ G is equal to Hφθ for some Borel real function θ on Aφ. Given Borel real
functions θ and θ˜ on Aφ, we have Hφθ = H
φ
θ˜
if and only if θ(s)− θ˜(s) ∈ πZ for ν0-a.e. s ∈ Aφ.
III. COMMUTATION OF OPERATORS AND VON NEUMANN ALGEBRAS
In this section, we give some background material for the treatment of diagonalizations in Sec. IV. It
should be noted that, as far as diagonalizations are concerned, the conditions imposed on X in Introduction
are excessively restrictive. In fact, it suffices to assume (and we do so in this section and Sec. IV) that
X is an arbitrary set of closed densely defined operators rather than an involutive subset of L(H). In
Sec. V, however, where the reduction by symmetries is treated, the assumptions on X are the same as in
Introduction.
Lemma III.1. Let H be a Hilbert space, T ∈ L(H), and R be an operator in H commuting with T . If R
is densely defined, then R∗ commutes with T ∗. If R is closable, then the closure R¯ of R commutes with
T .
Proof. Suppose R is densely defined. Let Ψ ∈ DR∗ and Φ = R∗Ψ. Then we have 〈RΨ′,Ψ〉 = 〈Ψ′,Φ〉 for
any Ψ′ ∈ DR. Hence, we obtain
〈RΨ′, T ∗Ψ〉 = 〈RTΨ′,Ψ〉 = 〈TΨ′,Φ〉 = 〈Ψ′, T ∗Φ〉, Ψ′ ∈ DR.
This means that T ∗Ψ ∈ DR∗ and R∗T ∗Ψ = T ∗R∗Ψ, i.e., R∗ commutes with T ∗.
Suppose now that R is closable. Let Ψ ∈ DR¯. Then there is a sequence Ψn ∈ DR such that Ψn → Ψ and
RΨn → R¯Ψ in H. Since R commutes with T , we have TΨn ∈ DR for all n. The continuity of T implies
that TΨn → TΨ and RTΨn = TRΨn → T R¯Ψ. This means that TΨ ∈ DR¯ and R¯TΨ = T R¯Ψ.
Given a set X of closed densely defined operators in a Hilbert space H, let X′ denote its commutant,
i.e., the subalgebra of L(H) consisting of all operators commuting with every element of X. Let X∗ be
the set consisting of the adjoints of the elements of X. By Lemma III.1, we have
(X′)∗ = (X∗)′. (37)
The set X is involutive if and only if X∗ = X.
Recall19 that a subalgebraM of L(H) is called a von Neumann algebra if it is involutive and coincides
with its bicommutantM′′. By the well-known von Neumann’s bicommutant theorem (see, e. g., Ref. 19,
Sec. I.3.4, Corollaire 2), an involutive subalgebra M of L(H) is a von Neumann algebra if and only if it
contains the identity operator and is closed in the strong operator topology. It follows from (37) that
X′ is an involutive subalgebra of L(H) for any involutive set X of closed densely defined operators in H.
Moreover, it is easy to show (see Lemma 1 in Ref. 4) that X′ is always strongly closed and, therefore, is
a von Neumann algebra for involutive X by the bicommutant theorem.
A closed densely defined operator T in H is called affiliated with a von Neumann algebra M if T
commutes with every element of M′. If X is a set of closed densely defined operators in H, then every
element of X is obviously affiliated with the algebra A(X) = (X ∪ X∗)′′. As shown by the next lemma,
A(X) is actually the smallest von Neumann algebra with this property.
Lemma III.2. Let X be a set of closed densely defined operators in a Hilbert space H and M be a
von Neumann algebra in H. Then A(X) ⊂M if and only if every operator in X is affiliated with M.
Proof. If every element of X is affiliated with M, then M′ ⊂ X′, whence M′ ⊂ (X∗)′ by (37). It follows
that M′ ⊂ X′ ∩ (X∗)′ = (X ∪ X∗)′ and, hence, A(X) ⊂ M′′ = M. Conversely, if A(X) ⊂ M, then
M′ ⊂ (X ∪X∗)′ ⊂ X′ and, hence, every element of X is affiliated with M.
The algebra A(X) will be called the von Neumann algebra generated by X, and X will be referred to as
a set of generators of A(X). If X ⊂ L(H), then A(X) is just the smallest von Neumann algebra containing
X. By Lemma III.2, a closed densely defined operator T is affiliated with a von Neumann algebra M
if and only if A(T ) ⊂ M (here and subsequently, we write A(T ) instead of A({T }), where {T } is the
one-element set containing T ).
Let X ⊂ L(H) be an involutive set of pairwise commuting operators. Then X ⊂ X′ and, hence,
A(X) ⊂ X′ because X′ is a von Neumann algebra. As X′ = A(X)′, it follows that A(X) is Abelian.
We say that two sets X and Y of closed densely defined operators in H are equivalent if A(X) = A(Y).
We say that X is equivalent to a closed densely defined operator T if X is equivalent to the one-element
set {T }.
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Remark III.3. If X ⊂ L(H) is an involutive set, then the smallest strongly closed algebra containing X
and the identity operator in H is obviously a von Neumann algebra and, hence, coincides with A(X). The
above definition of A(X) therefore complies with that used in Introduction.
Given a spectral measure E (see Sec. A 8), we denote by PE the set of all operators E(A), where A is
an E-measurable set. As the elements of PE pairwise commute, the algebra A(PE) is Abelian. For an
E-measurable complex function g, we let JEg denote the integral of g with respect to E (see Sec. A 8).
Lemma III.4. Let H be a separable Hilbert space and E be a spectral measure in H. Then the following
statements hold:
1. The algebra A(PE) coincides with the set of all JEg , where g is an E-measurable E-essentially bounded
complex function.
2. A closed densely defined operator T in H is affiliated with A(PE) if and only if T = JEg for an
E-measurable complex function g.
Proof. See Lemma 10 in Ref.4.
A family of maps {gι}ι∈I is said to separate points of a set S if S ⊂ Dgι for all ι ∈ I and for any two
distinct elements s1 and s2 of S, there is ι ∈ I such that gι(s1) 6= gι(s2).
To cover both positive and spectral measures, the next definition is formulated in terms of a general
A-valued measure (see Sec. A 2).
Definition III.5. Let A be a topological Abelian group and ν be a σ-finite A-valued measure. A family
{gι}ι∈I of maps is said to be ν-separating if I is countable and {gι}ι∈I separates points of Sν \ N for
some ν-null set N .20
The next result gives a complete description of systems of generators for A(PE).
Proposition III.6. Let H be a separable Hilbert space, E be a standard21 spectral measure in H, and
X be a set of closed densely defined operators in H. Then A(X) = A(PE ) if and only if the following
conditions hold
1. A(X) ⊂ A(PE )
2. There is an E-separating family {gι}ι∈I of E-measurable complex functions such that JEgι ∈ X for
all ι ∈ I.
Proof. By Lemma III.2 and statement 2 of Lemma III.4, condition 1 holds if and only if every element of X
is equal to JEg for some E-measurable complex function g. Hence the proposition follows from Theorem 3
in Ref. 4.
Example III.7. Let T be a normal22 operator in a separable Hilbert space and ET be its spectral measure
(see Sec. A 8). By Lemma III.2 and statement 2 of Lemma III.4, condition 1 of Proposition III.6 is fulfilled
for every set X whose elements are functions of T . Let g be the identical function on C: g(z) = z, z ∈ C.
Then the family containing the single function g separates points of C, and Proposition III.6 implies
that the operator T = g(T ) is equivalent to the set PET of its spectral projections. Let ζ ∈ C and hζ
be the function on C \ {ζ} defined by the relation hζ(z) = (z − ζ)−1. If ζ is not an eigenvalue of T ,
then ET ({ζ}) = 0 and the family containing the single function hζ is ET -separating. It follows from
Proposition III.6 that the operator (T − ζ)−1 = hζ(T ) is equivalent to PET (and, hence, to T ). Let
A ⊂ C be a set having an accumulation point in C and let fζ(z) = eζz for ζ ∈ A and z ∈ C. It is easy
to show (see example 7 in Ref. 4 for details) that the family {fζ}ζ∈A contains a countable subfamily
separating the points of C. By Proposition III.6, we conclude that the set of all operators eζT with ζ ∈ A
is equivalent to PET .
IV. DIAGONALIZATIONS
Given a positive σ-finite measure ν, we say that a ν-a.e. defined family S of Hilbert spaces is ν-
nondegenerate if S(s) 6= {0} for ν-a.e. s.
Definition IV.1. Let X be a set of closed densely defined operators in a Hilbert space H. A triple
(ν,S, V ), where ν is a positive σ-finite measure, S is a ν-nondegenerate ν-measurable family of Hilbert
spaces, and V is a unitary operator from H to
∫ ⊕
S(s) dν(s), is called a diagonalization for X if every
T ∈ X is equal to V −1T ν,Sg V for some complex ν-measurable function g. A diagonalization (ν,S, V ) for
X is called exact if condition (5) holds for any complex ν-measurable ν-essentially bounded function g.
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The next theorem gives an exactness criterion for diagonalizations, similar to condition (E) discussed
in Introduction in the context of direct sum decompositions.
Theorem IV.2. Let H be a separable Hilbert space and X be a set of closed densely defined operators in
H. A diagonalization (ν,S, V ) for X, where ν is standard, is exact if and only if there is a ν-separating
family {gι}ι∈I of ν-measurable complex functions such that
V −1T ν,Sgι V ∈ X, ι ∈ I. (38)
Sometimes the analysis of diagonalizations for X simplifies if we replace X with an equivalent set Y.
The next result shows that passing to equivalent sets is always possible.
Proposition IV.3. Let H be a separable Hilbert space and X and Y be equivalent sets of closed densely
defined operators in H. Then every (exact) diagonalization for X is an (exact) diagonalization for Y.
We say that normal operators T1 and T2 in H commute if their spectral projections commute (if
T2 ∈ L(H), then this definition agrees with Definition I.1, see Ref. 23). If a set X of closed densely
defined operators admits a diagonalization, then X consists of normal pairwise commuting operators
because operators of multiplication by functions are normal and commute with each other. The converse
statement is provided by the next proposition.
Proposition IV.4. For every set of normal pairwise commuting operators in a separable Hilbert space,
there exists a diagonalization (ν,S, V ), where ν is standard.
Before proceeding with the proofs of the above results, we give some simple examples of diagonaliza-
tions.
Example IV.5. Let Z be the set of all absolutely continuous square-integrable complex functions on
R having square-integrable derivatives. Let P be the one-dimensional operator of momentum, i.e., the
operator in L2(R) with the domain DP = {[f ]λ : f ∈ Z} satisfying the relation
(P [f ]λ)(x) = −if ′(x), f ∈ Z,
for λ-a.e. x (as in Sec. II, λ is the Lebesgue measure on R). Let F : L2(R) → L2(R) be the operator of
the Fourier transformation: (Ff)(p) = (2π)−1/2 ∫ f(x)e−ipx dx. Then we have FPF−1 = T λg , where g
is the identical function on R: g(p) = p, p ∈ R. By Theorem IV.2, we conclude that (λ, IC,λ,F) is an
exact diagonalization for P (here, IC,λ is a constant family of Hilbert spaces, see Sec. B 3; by (B1), we
have L2(R) =
∫ ⊕ IC,λ(x) dx). In view of Example III.7 and Proposition IV.3, (λ, IC,λ,F) is also an exact
diagonalization for the set {eiaP }a∈R of translations in L2(R).
Example IV.6. Let P , F , and g be as in Example IV.5 and let H = P 2 be the Hamiltonian of the one-
dimensional free particle. Then FHF−1 = T λg2 and, hence, (λ, IC,λ,F) is a diagonalization for H . Since
the family containing the single function g2 is not λ-separating, this diagonalization is not exact. Let R+ =
(0,∞) and V : L2(R)→ L2(R+,C2, λ) be the unitary operator such that (V f)(p) = ((Ff)(p), (Ff)(−p)),
f ∈ L2(R), for λ-a.e. p ∈ R+. Then V HV −1 is the operator of multiplication by g2 in L2(R+,C2, λ). In
view of (B1), it follows that V HV −1 = T λ+,Sg2 , where λ+ = λ|R+ and S = IC2,λ+ . Since g2 separates
points of R+, it follows from Theorem IV.2 that (λ+, IC2,λ+ , V ) is an exact diagonalization for H .
We now turn to the proofs of Theorem IV.2 and Propositions IV.3 and IV.4. In the rest of this section,
we assume that the Hilbert space H is separable. For brevity, we say that (ν,S, V ) is an H-triple if ν
is a positive σ-finite measure, S is a ν-nondegenerate ν-measurable family of Hilbert spaces, and V is a
unitary operator from H to
∫ ⊕
S(s) dν(s).
Given an H-triple t = (ν,S, V ), we define the map Et on σ(Dν) by the relation
Et(A) = V −1T ν,SχA V, A ∈ σ(Dν),
where χA is equal to unity on A and vanishes on Sν \A.
Lemma IV.7. Let t = (ν,S, V ) be an H-triple. Then Et is a spectral measure such that Et-measurable
and Et-null sets coincide with ν-measurable and ν-null sets respectively. For any ν-measurable complex
function g, we have JE
t
g = V
−1T ν,Sg V .
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Proof. Clearly, Et is an L(H)-valued σ-additive function satisfying condition (a) of Sec. A 2. Clearly,
Nν ⊂ NEt . If N ∈ NEt , then T ν,SχN = 0 and, hence, ν(N) = 0 because S(s) 6= 0 for ν-a.e. s. It follows
that Nν = NEt and, therefore, condition (b) of Sec. A 2 is also fulfilled. Thus, Et is a spectral measure
having the same null sets as ν. Since DEt = σ(Dν), we have σ(DEt) = σ(Dν), i.e., ν-measurable sets
coincide with Et-measurable sets. For any A ∈ DEt and Ψ ∈ H, we have EtΨ(A) =
∫
A
‖(VΨ)(s)‖2 dν(s)
(see Sec. A 8). Hence, a ν-measurable function g is EtΨ-integrable if and only if s→ ‖(VΨ)(s)‖2f(s) is a
ν-integrable function, in which case we have∫
g(s) dEtΨ(s) =
∫
‖(VΨ)(s)‖2g(s) dν(s). (39)
Let g be a ν-measurable function and Ψ ∈ H. By (A1), we have
Ψ ∈ DJEtg ⇐⇒ |g|
2 is EtΨ-integrable⇐⇒ s→ ‖g(s)(VΨ)(s)‖2 is ν-integrable⇐⇒ VΨ ∈ DT ν,Sg
and, therefore, the domains of JE
t
g and V
−1T ν,Sg V coincide. Now (A2) and (39) imply that
〈Ψ, JEtg Ψ〉 =
∫
g(s) dEtΨ(s) = 〈VΨ, T ν,Sg VΨ〉
for any Ψ ∈ DJEtg . Hence, JE
t
g = V
−1T ν,Sg V .
Proposition IV.3 follows immediately from the next lemma.
Lemma IV.8. Let X be a set of closed densely defined operators in H. An H-triple t is an (exact)
diagonalization for X if and only if A(X) ⊂ A(PEt) (resp., A(X) = A(PEt)).
Proof. Let t be an H-triple. Lemma IV.7, statement 2 of Lemma III.4, and Lemma III.2 imply that
t is a diagonalization for X⇐⇒
every element of X is equal to JE
t
g for some Et-measurable g ⇐⇒
every element of X is affiliated with A(PEt)⇐⇒ A(X) ⊂ A(PEt).
In view of statement 1 of Lemma III.4, an H-triple t is an exact diagonalization for X if and only if it is
a diagonalization for X and A(X) ⊃ A(PEt). By the above, these two conditions are equivalent to the
equality A(X) = A(PEt).
Proof of Theorem IV.2. Let t = (ν,S, V ) be a diagonalization for X, where ν is standard. By Lemma IV.8
and Proposition III.6, t is exact if and only if there is an Et-separating family {gι}ι∈I of Et-measurable
complex functions such that JE
t
gι ∈ X for all ι ∈ I. Hence, the required statement follows from
Lemma IV.7.
Proof of Proposition IV.4. Let X be a set of pairwise commuting normal operators in H and Y =⋃
T∈X PET , where ET is the spectral measure of T (see Sec. A 8). Then Y is an involutive subset of
L(H) whose elements pairwise commute and, therefore,M = A(Y) is an Abelian von Neumann algebra.
Since A(T ) = A(PET ) ⊂M for any T ∈ X (see Example III.7), every element of X is affiliated with M.
It follows from Lemma III.2 that A(X) ⊂ M. Hence, the algebra A(X) is Abelian. By The´ore`me 2 of
Sec. II.6.2 in Ref. 19, there are a finite Borel measure ν on a compact metrizable space, a ν-measurable
family S of Hilbert spaces, and a unitary operator V : H → ∫ ⊕S(s) dν(s) such that A(X) coincides
with the set of all operators V −1T ν,Sg V , where g is a ν-measurable ν-essentially bounded complex func-
tion. This means that (ν,S, V ) is an exact diagonalization for A(X). Since X is equivalent to A(X),
Proposition IV.3 implies that (ν,S, V ) is also an exact diagonalization for X.
V. REDUCTION BY SYMMETRIES
In this section, we assume that
(A) H is a Hilbert space, X is an involutive subset of L(H), and (ν,S, V ) is an exact digonalization for
X.
13
Given a ν-measurable family H of closed operators in S, we define the operator QH in H by setting
QH = V
−1
∫ ⊕
H(s) dν(s)V.
The structure of closed operators in H commuting with operators in X and of their closed (in particular,
self-adjoint) symmetry preserving extensions is described by the next theorem.
Theorem V.1. Let (A) be satisfied. Then the following statements hold:
1. H is a closed operator in H commuting with all elements of X if and only if H = QH for some
ν-measurable family H of closed operators in S.
2. Let H and H˜ be ν-measurable families of closed operators in S. Then QH˜ is an extension of QH
if and only if H˜(s) is an extension of H(s) for ν-a.e. s. In particular, QH˜ = QH if and only if
H˜(s) = H(s) for ν-a.e. s.
3. Let H be a ν-measurable family of closed operators in S. Then QH is self-adjoint if and only if
H(s) is self-adjoint for ν-a.e. s.
Proof. Let H be a ν-measurable family of closed operators in S. Since X ⊂ L(H), every element of
X is representable in the form V −1T ν,Sg V , where g is ν-essentially bounded. By Proposition B.22,∫ ⊕H(s) dν(s) is a closed operator commuting with all T ν,Sg and, therefore, QH is a closed operator
commuting with all elements of X. Conversely, let H be a closed operator in H commuting with all
elements of X. Let M denote the subalgebra of L(H) consisting of all operators commuting with H . By
Lemma 1 in Ref. 4,M is strongly closed. Since X is involutive, A(X) coincides with the smallest strongly
closed subalgebra of L(H) containing X and the identity operator in H. We hence have A(X) ⊂M, i.e.,
H commutes with all operators in A(X). As the diagonalization (ν,S, V ) is exact, it follows from (5) that
VHV −1 commutes with all operators T ν,Sg , where g is a ν-measurable ν-essentially bounded function. By
Proposition B.22, we have V HV −1 =
∫ ⊕H(s) dν(s) for some ν-measurable family H of closed operators
in S. This means that H = QH and statement 1 is proved. Statements 2 and 3 follow immediately from
Proposition B.21 and Corollary B.24 respectively.
In particular, Statements 1 and 2 of Theorem V.1 imply the existence and uniqueness (up to ν-
equivalence) of decomposition (4) for any closed operator H commuting with all elements of X.
Corollary V.2. Let (A) be satisfied and H be a ν-measurable family of closed operators in S. Then the
closed (resp., self-adjoint) extensions of QH commuting with all elements of X are precisely the operators
QH˜, where H˜ is a ν-measurable family of operators in S such that H˜(s) is a closed (resp., self-adjoint)
extension of H(s) for ν-a.e. s.
In concrete examples, H usually comes as the closure of some non-closed operator Hˇ. It is often
possible to establish by a direct computation that QH is an extension of Hˇ for some ν-a.e. defined family
H of closed operators. In this case, the next proposition may be used to prove that actually equality (4)
holds.
Proposition V.3. Let (A) be satisfied, Hˇ be an operator in H, and H be a ν-a.e. defined family of closed
operators in S such that QH is an extension of Hˇ. Suppose DHˇ is taken to itself by all operators in X
and there is a sequence ξ1, ξ2, . . . of elements of V (DHˇ) such that the linear span of (ξj(s),H(s)ξj(s)) is
dense in the graph GH(s) of H(s) for ν-a.e. s. Then H is ν-measurable, Hˇ is closable, and Hˇ = QH.
Proof. Since ξj ∈ DV HˇV −1 for all j = 1, 2, . . . and
∫ ⊕H(s) dν(s) is an extension of V HˇV −1, we have
H(s)ξj(s) = (V HˇV −1ξj)(s) for ν-a.e. s and, hence, s → H(s)ξj(s) are ν-measurable sections of S. It
follows that the family H is ν-measurable. Statement 1 of Theorem V.1 implies that QH is a closed
operator commuting with all elements of X. Since QH is an extension of Hˇ and DHˇ is taken to itself by
all operators in X, it follows that Hˇ is closable and commutes with all elements of X. By Lemma III.1,
we conclude that H = Hˇ also commutes with all operators in X. By statement 1 of Theorem V.1, there
is a ν-measurable family H0 of closed operators in S such that H = QH0 . As QH is a closed extension
of Hˇ , it is also an extension of H . By statement 2 of Theorem V.1, it follows that H(s) is an extension
of H0(s) for ν-a.e. s. Since V (DHˇ) ⊂ V (DH) and V (DH) coincides with the domain of
∫ ⊕H0(s) dν(s),
we have ξj(s) ∈ DH0(s) and H0(s)ξj(s) = H(s)ξj(s) for all j and ν-a.e. s. Thus, the linear span of
(ξj(s),H(s)ξj(s)) is contained in GH0(s) and, hence, GH0(s) is dense in GH(s) for ν-a.e. s. In view of the
closedness of H0(s), this implies that H0(s) = H(s) for ν-a.e. s.
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VI. ONE-DIMENSIONAL SCHRO¨DINGER OPERATORS
In this section, we recall basic facts (see, e.g., Refs. 24–26) concerning one-dimensional Schro¨dinger op-
erators and then briefly discuss self-adjoint realizations of differential expression (22) and their eigenfunc-
tion expansions. In Sec. VIII, we shall use the results of Sec. V to represent self-adjoint extensions of the
Aharonov-Bohm Hamiltonian as direct integrals of one-dimensional Schro¨dinger operators of type (22).
The proof of Theorem II.5 given in Sec. X is based on combining such a representation with the analysis
of the one-dimensional problem given in this section.
Let −∞ ≤ a < b ≤ ∞ and λa,b be the restriction to (a, b) of the Lebesgue measure λ on R. We denote
by D the space of all complex continuously differentiable functions on (a, b) whose derivative is absolutely
continuous on (a, b) (i.e., absolutely continuous on every segment [c, d] with a < c ≤ d < b). Given a
locally integrable real function q on (a, b), we denote by lq the linear operator from D to the space of
complex λa,b-equivalence classes such that
lqf(r) = −f ′′(r) + q(r)f(r) (40)
for λ-a.e. r ∈ (a, b). For every c ∈ (a, b) and complex numbers z1 and z2, there is a unique solution f of
the equation lqf = 0 such that f(c) = z1 and f
′(c) = z2. This implies that solutions of lqf = 0 constitute
a two-dimensional subspace of D. For any functions f, g ∈ D, their WronskianWr(f, g) at point r ∈ (a, b)
is defined by the relation
Wr(f, g) = f(r)g
′(r) − f ′(r)g(r).
Clearly, r→Wr(f, g) is an absolutely continuous function on (a, b). If f and g are such that r →Wr(f, g)
is a constant function on (a, b) (this is the case, in particular, when f and g are solutions of lqf = lqg = 0),
its value will be denoted by W (f, g). Let
Dq = {f ∈ D : f and lqf are both square-integrable on (a, b)}. (41)
A λa,b-measurable complex function f is said to be left (right) square-integrable on (a, b) if
∫ c
a |f(r)|2 dr <
∞ (resp., ∫ bc |f(r)|2 dx < ∞) for any c ∈ (a, b). The subspace of D consisting of left (right) square-
integrable on (a, b) functions f such that lqf is also left (resp., right) square-integrable on (a, b) will be
denoted by Dlq (resp., Drq). We obviously have Dq = Dlq ∩Drq . It follows from (40) by integrating by parts
that ∫ d
c
((lqf)(r)g(r) − f(r)(lqg)(r)) dr =Wd(f, g)−Wc(f, g)
for every f, g ∈ D and c, d ∈ (a, b). This implies the existence of limits Wa(f, g) = limr↓aWr(f, g) and
Wb(f, g) = limr↑bWr(f, g) for f, g ∈ Dlq and f, g ∈ Drq respectively. Moreover, it follows that27
〈lqf, [g]〉 − 〈[f ], lqg〉 =Wb(f¯ , g)−Wa(f¯ , g) (42)
for any f, g ∈ Dq, where 〈·, ·〉 is the scalar product in L2(a, b).
For any linear subspace Z of Dq, let Lq(Z) be the linear operator in L2(a, b) defined by the relations
DLq(Z) = {[f ] : f ∈ Z},
Lq(Z)[f ] = lqf, f ∈ Z.
We define the minimal operator Lq by setting
Lq = Lq(D0q), (43)
where
D0q = {f ∈ Dq : Wa(f, g) =Wb(f, g) = 0 for any g ∈ Dq}. (44)
By (42), the operator Lq(Z) is symmetric if and only if Wa(f¯ , g) = Wb(f¯ , g) for any f, g ∈ Z. In
particular, Lq is a symmetric operator. Moreover, Lq is closed and densely defined and its adjoint L
∗
q is
given by
L∗q = Lq(Dq) (45)
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(see Ref. 25, Lemma 9.4). If T is a symmetric extension of Lq, then L
∗
q is an extension of T
∗ and, hence,
of T . In view of (45), this implies that T is of the form Lq(Z) for some subspace Z of Dq.
If Wa(f, g) = 0 for any f, g ∈ Dlq, then q is said to be in the limit point case (l.p.c.) at a. Otherwise q
is said to be in the limit circle case (l.c.c.) at a. Similarly, q is said to be in the l.p.c. at b if Wb(f, g) = 0
for any f, g ∈ Drq and to be in l.c.c. at b otherwise. According to the well-known Weyl alternative (see,
e.g., Ref 25, Theorem 9.9), q is in l.c.c. at a if and only if all solutions of lqf = 0 are left square-integrable
on (a, b) (and, hence, belong to Dlq).
If q is in l.p.c. at both a and b, then (45) implies that L∗q is symmetric and, therefore, Lq is self-adjoint.
Suppose now that q is in l.c.c. at a. Let f1, f2 ∈ D be linearly independent functions such that
lqf1 = lqf2 = 0. Then f1 and f2 are left square-integrable on (a, b) and, therefore, the function
δgq (r) =
1
W (f1, f2)

f1(r)
r∫
a
(lqg)(ρ)f2(ρ) dρ− f2(r)
r∫
a
(lqg)(ρ)f1(ρ) dρ

 (46)
is well-defined and belongs to D for any g ∈ Dq. It is straightforward to check that δgq does not depend
on the choice of the solutions f1 and f2 and lqδ
g
q = lqg. Hence, the function
γgq = g − δgq (47)
satisfies the equation
lqγ
g
q = 0. (48)
Let q be in l.c.c. at a and in l.p.c. at b. In this case, Lq has deficiency indices (1, 1) and the self-adjoint
extensions of Lq are precisely the operators (see Ref. 18, Lemma 11)
Lfq = Lq(Z
f
q ), (49)
where f is a nontrivial real solution of lqf = 0 and the subspace Z
f
q of Dq is given by
Zfq = {g ∈ Dq :Wa(f, g) = 0}. (50)
The operator Lfq determines f uniquely up to a nonzero real coefficient. Since the deficiency indices of
Lq are both equal to 1, the orthogonal complement GLfq ⊖GLq of the graph GLq of Lq in the graph GLfq
of Lfq is one-dimensional.
Lemma VI.1. Suppose q is in l.c.c. at a and in l.p.c. at b. Let T be a self-adjoint extension of Lq and
g be a real function in Dq such that [g] ∈ DT \ DLq . Then γgq is a real nontrivial solution of (48) and
T = L
γgq
q .
Proof. The reality of γgq follows from (46) and (47) because we can choose f1 and f2 in (46) to be real.
It follows easily from (46) that
Wr(δ
g
q , h) =
1
W (f1, f2)
[
Wr(f1, h)
∫ r
a
(lqg)(ρ)f2(ρ) dρ−Wr(f2, h)
∫ r
a
(lqg)(ρ)f1(ρ) dρ
]
, r ∈ (a, b),
for any h ∈ D, where f1, f2 are linearly independent solutions of lqf1,2 = 0. This implies that
Wa(δ
g
q , h) = 0 (51)
for any h ∈ Dlq and, therefore, Wa(g, h) = Wa(γgq , h). If γgq were trivial, we would have Wa(g, h) =
Wb(g, h) = 0 for any h ∈ Dq (recall that q is in l.p.c. at b) and, hence, [g] ∈ DLq by (44) and (43).
Thus, γgq is nontrivial. Let f be a nontrivial real solution of lqf = 0 such that T = L
f
q . Then we have
Wa(f, g) = 0, and it follows from (47) and (51) that W (f, γ
g
q ) = 0. This means that γ
g
q = Cf for some
real C 6= 0 and, therefore, T = Lγ
g
q
q .
If q is locally square-integrable on (a, b), then D0q ⊃ C∞0 (a, b), where C∞0 (a, b) is the space of smooth
functions on (a, b) with compact support. In view of (43), this implies that ([f ], lqf) ∈ GLq for any
f ∈ C∞0 (a, b).
Lemma VI.2. There exists a countable set A ⊂ C∞0 (a, b) such that the elements ([f ], lqf) with f ∈ A
are dense in the graph GLq of Lq for any locally square-integrable real function q on (a, b).
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Proof. Given a < α ≤ β < b, we denote by Yα,β the linear subspace of the space C∞0 (a, b) consisting of
all its elements vanishing outside of [α, β]. We make Yα,β a normed space by setting
‖f‖ = sup
α≤r≤β
(|f(r)| + |f ′′(r)|), f ∈ Yα,β .
Let C[α, β] be the space of all continuous functions on the segment [α, β]. Then f → (f, f ′′) is an
isometric embedding of Yα,β into C[α, β]
2 if the latter space is endowed with the norm
‖(f, g)‖ = sup
α≤r≤β
(|f(r)| + |g(r)|), f, g ∈ C[α, β].
Note that the space C[α, β]2 with this norm is separable because C[α, β] endowed with its ordinary
supremum norm is separable. Since every subspace of a separable metric space is separable, it follows
that Yα,β is separable. We now pick sequences α1, α2, . . . and β1, β2, . . . such that a < αj ≤ βj < b for
all j and αj → a and βj → b as j →∞. For each j = 1, 2, . . ., we choose a countable dense subset Aj of
Yαj ,βj and define the set A by the relation A =
⋃∞
j=1 Aj . If q is a locally square-integrable real function
on (a, b), then Lq is the closure of Lq(C
∞
0 (a, b)) by Lemma 17 of Ref. 18. This means that elements of
the form ([f ], lqf) with f ∈ C∞0 (a, b) are dense in the graph of Lq, and it suffices to prove that every
such element can be approximated by ([g], lqg) with g ∈ A. For this, we choose a j such that f ∈ Yαj ,βj
and find a sequence g1, g2, . . . of elements of Aj converging to f in Yαj ,βj . As lq obviously induces a
continuous map from Yαj ,βj to L2(a, b) and f → [f ] is a continuous embedding of Yαj ,βj into L2(a, b), we
conclude that [gk]→ [f ] and lqgk → lqf in L2(a, b) as k →∞.
We now turn to the Schro¨dinger operators corresponding to differential expression (22) that arises as
a result of the separation of variables in the Aharonov-Bohm model. We therefore assume a = 0 and
b =∞ and define the potential qκ on R+ by the relation
qκ(r) =
κ2 − 1/4
r2
(52)
for every κ ∈ R. Let
hκ = Lqκ . (53)
Our aim is to describe all self-adjoint extensions of hκ and their eigenfunction expansions.
The equation lqκf = 0 has linearly independent solutions r
1/2±κ for κ 6= 0 and r1/2 and r1/2 ln r for
κ = 0. This implies that
(i) qκ is in l.p.c. at both 0 and ∞ for |κ| ≥ 1,
(ii) qκ is in l.p.c. at ∞ and in l.c.c. at 0 for |κ| < 1.
For every E ∈ R, let the function uκ(E) on R+ be given by (13). By (21), uκ(E) are generalized
eigenfunctions for differential expression (22). In particular, for E = 0, we have
lqκu
κ(0) = 0. (54)
Let Lc2(R+) denote the subspace of L2(R+) consisting of all its elements vanishing λ-a.e. outside some
compact subset of R+.
If |κ| ≥ 1, then the operator hκ is self-adjoint by (i). It is well known24,28–30 that this operator can be
diagonalized by the Hankel transformation. In terms of the functions uκ(E), this result can be formulated
as follows (see Theorem 1 and formula (36) in Ref. 18).
Proposition VI.3. Let |κ| ≥ 1 and the positive measure Vκ on R be defined by (23). Then there is a
unique unitary operator Uκ : L2(R+)→ L2(R,Vκ) such that
(Uκψ)(E) =
∫ ∞
0
u|κ|(E|r)ψ(r) dr, ψ ∈ Lc2(R+), (55)
for Vκ-a.e. E. We have UκhκU−1κ = T Vκι , where ι is the identity function on R (i.e., ι(E) = E for all
E ∈ R).
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Suppose now that −1 < κ < 1. For every ϑ,E ∈ R, let the function uκϑ(E) on R+ be defined by (15)
and (16). As was shown in Sec. II, equality (21) remains valid for uκϑ(E) in place of u
±κ(E) and, hence,
uκϑ(E) are generalized eigenfunctions for differential expression (22). For E = 0, this means that
lqκu
κ
ϑ(0) = 0. (56)
It follows immediately from (15) and (16) that
uκϑ(E) = u
κ(E) cos(ϑ− ϑκ) + wκ(E) sin(ϑ− ϑκ) (57)
for all ϑ,E ∈ R, where ϑκ is defined by (17) and
wκ(E) = uκpi/2+ϑκ(E), E ∈ R. (58)
By (56) and (58), we have
lqκw
κ(0) = 0. (59)
It follows immediately from (13), (15), (16), and (58) that
W (uκ(0), wκ(0)) =
2
π
(60)
and, therefore, uκ(0) and wκ(0) are real linearly independent elements of D for every −1 < κ < 1.
By (54), (56), (57), and (59), we conclude that the set of all real nontrivial f ∈ D such that lqκf = 0
coincides with the set of all elements of the form c uκϑ(0), where c, ϑ ∈ R and c 6= 0. In view of (53)
and (ii), this implies that the self-adjoint extensions of hκ are precisely the operators
hκ,ϑ = L
uκϑ(0)
qκ , (61)
where ϑ ∈ R. Given ϑ ∈ R, let the positive measure Vκ,ϑ on R be defined by (24) and (27) for 0 < |κ| < 1
and κ = 0 respectively. The next proposition gives eigenfunction expansions for hκ,ϑ.
Proposition VI.4. For every −1 < κ < 1 and ϑ ∈ R, there is a unique unitary operator Uκ,ϑ : L2(R+)→
L2(R,Vκ,ϑ) such that
(Uκ,ϑψ)(E) =
∫ ∞
0
uκϑ(E|r)ψ(r) dr, ψ ∈ Lc2(R+), (62)
for Vκ,ϑ-a.e. E. We have Uκ,ϑhκ,ϑU−1κ,ϑ = T Vκ,ϑι , where ι is the identity function on R.
Proof. See Theorem 3 and formulas (36) and (57) in Ref. 18.
Remark VI.5. Another treatment of self-adjoint realizations of (22) and their eigenfunction expansions
can be found in Ref. 29. Our consideration differs from that in Ref. 29 by the choice of parametrization
of self-adjoint extensions. The advantage of our choice is that the generalized eigenfunctions uκϑ(E|r) and
the measures Vκ,ϑ are continuous in κ at κ = 0.
VII. MEASURABLE FAMILIES OF ONE-DIMENSIONAL SCHRO¨DINGER OPERATORS
In this section, we derive a criterion for the measurability of families of one-dimensional Schro¨dinger
operators. In Sec. VIII, we shall use this criterion together with Corollary V.2 to obtain direct integral
representations for self-adjoint extensions of Hφ commuting with TG for all G ∈ G.
In what follows, we fix −∞ ≤ a < b ≤ ∞ and set h = L2(a, b).
Let ν be a σ-finite positive measure. A ν-a.e. defined map ξ is said to be a ν-measurable family of
functions on (a, b) if ξ(s) is a locally integrable complex function on (a, b) for ν-a.e. s and s→ ∫ β
α
ξ(s|r) dr
is a ν-measurable complex function for any a < α ≤ β < b.
Lemma VII.1. Let ν be a σ-finite positive measure. Then the following statements hold:
1. Let ξ and η be ν-measurable families of locally square-integrable functions on (a, b). Then s →
ξ(s)η(s) is a ν-measurable family of functions on (a, b).
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2. ξ is an h-valued ν-measurable map if and only if ξ is a ν-measurable family of functions on (a, b)
such that ξ(s) ∈ h for ν-a.e. s.
3. Let ξ be a ν-a.e. defined map such that ξ(s) is a continuous function on (a, b) for ν-a.e. s. Then ξ
is a ν-measurable family of functions on (a, b) if and only if s → ξ(s|r) is a ν-measurable complex
function for any r ∈ (a, b).
4. Let r0 ∈ (a, b), ξ be a ν-measurable family of functions on (a, b), and η be a ν-a.e. defined map such
that, for ν-a.e. s, η(s) is a complex function on (a, b) satisfying the equality η(s|r) = ∫ rr0 ξ(s|r) dr
for all r ∈ (a, b). Then η is a ν-measurable family of functions on (a, b).
5. Let ξ be a ν-measurable family of functions on (a, b) such that ξ(s) is absolutely continuous on (a, b)
for ν-a.e. s. Then s→ ξ(s)′ is a ν-measurable family of functions on (a, b).
Proof. 1. For any a < γ ≤ δ < b, let χγ,δ be the function on (a, b) that is equal to unity on [γ, δ] and
vanishes outside this segment. Then the linear span of all [χγ,δ] with rational γ and δ is dense in h. Let
e1, e2, . . . be a basis in h obtained by orthogonalization of this system. Given a < α ≤ β < b, we have31∫ β
α
ξ(s|r)η(s|r) dr = 〈[χα,βξ(s)], [χα,βη(s)]〉 =
=
∞∑
i=1
〈[χα,βξ(s)], ei〉〈ei, [χα,βη(s)]〉 =
∞∑
i=1
∫ β
α
ξ(s|r)ei(r) dr
∫ β
α
ei(r)η(s|r) dr
for ν-a.e. s, where 〈·, ·〉 is the scalar product in h. Since each ei is λa,b-equivalent to a linear combination
of χγ,δ, the right-hand side is a ν-measurable complex function of s.
2. Let χα,β and ei be as in the proof of 1. If ξ is an h-valued ν-measurable map, then s→ 〈ψ, ξ(s)〉 is
a ν-measurable function for any ψ ∈ h. In particular, s→ 〈[χα,β ], ξ(s)〉 =
∫ β
α ξ(s|r) dr is a ν-measurable
function for any a < α ≤ β < b, i.e., ξ is a ν-measurable family of functions on (a, b). Conversely, if ξ
is a ν-measurable family of functions on (a, b), then s→ ∫ b
a
ei(r)ξ(s|r) dr is a ν-measurable function for
every i = 1, 2, . . .. If, in addition, ξ(s) ∈ h for ν-a.e. s, then ∫ ba ei(r)ξ(s|r) dr = 〈ei, ξ(s)〉 and, therefore,
ξ is an h-valued ν-measurable map.
3. Let ξ be a ν-measurable family of functions on (a, b) and r ∈ (a, b). As ξ(s) is continuous at r
for ν-a.e. s, we have ξ(s|r) = limn→∞ n
∫ r+1/2n
r−1/2n
ξ(s|r) dr for ν-a.e. s. This implies that s → ξ(s|r)
is a ν-measurable function because s → n ∫ r+1/2nr−1/2n ξ(s|r) dr are ν-measurable functions. Conversely, let
s → ξ(s|r) be a ν-measurable function for every r ∈ (a, b) and let a < α < β < b. Given n = 1, 2, . . .
and a function f on (a, b), we denote by Sn(f) the Riemann sum
β−α
n
∑n
k=1 f(r
k
n) for f on [α, β], where
rkn = α + (β − α)k/n. As ξ(s) is continuous for ν-a.e. s,
∫ β
α
ξ(s|r) dr is the limit of Sn(ξ(s)) for ν-a.e.
s. This means that s→ ∫ β
α
ξ(s|r) dr is a ν-measurable function because s→ Sn(ξ(s)) is a ν-measurable
function for every n.
4. Clearly, η(s) is a continuous function on (a, b) for ν-a.e. s and s→ η(s|r) is a ν-measurable function
for any r ∈ (a, b). Hence, the statement follows from 3.
5. For ν-a.e. s, the function ξ(s)′ is locally integrable and32
∫ β
α
ξ′(s|r) dr = ξ(s|β)− ξ(s|α). Hence, the
statement follows from 3.
Lemma VII.2. Let ν be a σ-finite positive measure and v be a ν-measurable family of real locally square-
integrable functions on (a, b). Then s→ Lv(s) is a ν-measurable family of operators in h.
Proof. By Lemma VI.2, there is a sequence ϕ1, ϕ2, . . . of functions in C
∞
0 (a, b) such that the vectors
([ϕj ], lqϕj) are dense inGLq for any locally square-integrable real function q on (a, b). For each j = 1, 2, . . .,
let ξj and ηj be ν-a.e. defined maps such that ξj(s) = [ϕj ] and ηj(s) = lv(s)ϕj for ν-a.e. s. Since v(s)
is locally square integrable for ν-a.e. s, the vectors (ξj(s), ηj(s)) are dense in GLv(s) for ν-a.e. s. By
statements 1 and 5 of Lemma VII.1, ηj is a ν-measurable family of functions on (a, b), and statement 2 of
Lemma VII.1 implies that ηj is an h-valued ν-measurable map for any j = 1, 2, . . .. As ξj are obviously
h-valued ν-measurable maps for all j, we conclude that s → Lv(s) is a ν-measurable family of operators
in h.
Lemma VII.3. Let ν and v be as in Lemma V II.2 and ξ be a D-valued ν-a.e. defined map such that
lv(s)ξ(s) = 0 (63)
for ν-a.e. s. Suppose there is r0 ∈ (a, b) such that the functions s → ξ(s|r0) and s → ξ′(s|r0) are
ν-measurable. Then ξ is a ν-measurable family of functions on (a, b).
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Proof. Clearly, it suffices to show that ξ is a ν-measurable family of functions on (α, β) for any real
numbers α and β such that a < α < r0 < β < b. We fix such α and β and set
AN =
{
s ∈ Sν :
∫ β
α
v(s|r)2 dr < N2/(β − α)
}
for each N = 1, 2, . . .. By statement 1 of Lemma VII.1, AN is a ν-measurable set. By the Cauchy–Bunya-
kovsky inequality, we have ∫ β
α
|v(s|r)| dr < N, s ∈ AN . (64)
Let νN = ν|AN . To prove our statement, it suffices to show that the set
QN = {r ∈ (α, β) : s→ ξ(s|r) and s→ ξ′(s|r) are νN -measurable functions}
coincides with (α, β) for allN = 1, 2, . . .. Indeed, this condition implies that s→ ξ(s|r) is a νN -measurable
function for all N and r ∈ (α, β). Because Sν \
⋃∞
N=1AN is a ν-null set, this means that s → ξ(s|r)
is a ν-measurable function for every r ∈ (α, β), and statement 3 of Lemma VII.1 ensures that ξ is a
ν-measurable family of functions on (α, β). Note that r0 ∈ QN for all N . Hence, to prove the equality
QN = (α, β), it suffices to verify that the set RN,r = {ρ ∈ (α, β) : |ρ− r| < 1/2N} is contained in QN for
every N = 1, 2, . . . and r ∈ QN . Fix N and r ∈ QN and let ξ0, ξ1, . . . be D-valued ν-a.e. defined maps
such that, for ν-a.e. s, the relations
ξ0(s|ρ) = ξ(s|r) + ξ′(s|r)(ρ − r),
ξn(s|ρ) = ξ0(s|ρ) +
∫ ρ
r
dρ′
∫ ρ′
r
v(s|t)ξn−1(s|t) dt, n = 1, 2, . . . , (65)
hold for all ρ ∈ (a, b). As r ∈ QN , ξ0 is a νN -measurable family of functions on (a, b), and it follows from
statements 1 and 4 of Lemma VII.1 that ξn is a νN -measurable family of functions on (a, b) for every
n = 0, 1, . . .. Since ξ(s) satisfies (63) for ν-a.e. s, it follows that, for ν-a.e. s, the equality
ξ(s|ρ) = ξ0(s|ρ) +
∫ ρ
r
dρ′
∫ ρ′
r
v(s|t)ξ(s|t) dt (66)
holds for any ρ ∈ (a, b). Let ρ ∈ RN,r. It follows from (64), (65) and (66) that
|ξ(s|ρ)− ξn(s|ρ)| ≤ |ξ(s|ρ)− ξn−1(s|ρ)|/2
for νN -a.e. s and all n = 0, 1, . . .. We hence have
|ξ(s|ρ)− ξn(s|ρ)| ≤ |ξ(s|ρ)− ξ0(s|ρ)|/2n
for νN -a.e. s. This means that, for any ρ ∈ RN,r, the sequence ξn(s|ρ) converges to ξ(s|ρ) for νN -a.e.
s and, therefore, s → ξ(s|ρ) is a νN -measurable function for every ρ ∈ RN,r. As ξ′(s|ρ) is the limit of
k(ξ(s|ρ+1/k)−ξ(s|ρ)) as k →∞ for ν-a.e. s, it also follows that s→ ξ′(s|ρ) is a νN -measurable function
for every ρ ∈ RN,r. Hence RN,r ⊂ QN and the lemma is proved.
Corollary VII.4. Let ν and v be as in Lemma V II.2. Then there are ν-measurable families ξ1 and
ξ2 of functions on (a, b) such that ξ1(s) and ξ2(s) are linearly independent real elements of D satisfying
equation (63) for ν-a.e. s.
Proof. Choose r0 ∈ (a, b). Let ξ1 and ξ2 be ν-a.e. defined D-valued maps such that ξ1(s) and ξ2(s) are
solutions of (63) satisfying the conditions
ξ1(s|r0) = ξ′2(s|r0) = 1, ξ′1(s|r0) = ξ2(s|r0) = 0
for ν-a.e. s. Obviously, ξ1(s) and ξ2(s) are linearly independent for ν-a.e. s, and Lemma VII.3 implies
that ξ1 and ξ2 are ν-measurable families of functions on (a, b).
Proposition VII.5. Let ν and v be as in Lemma V II.2. Suppose v(s) is in l.c.c. at a and in l.p.c. at
b for ν-a.e. s. If ξ is a ν-measurable family of elements of D such that ξ(s) is a nontrivial real solution
of (63) for ν-a.e. s, then s → Lξ(s)v(s) is a ν-measurable family of self-adjoint operators in h. If R is a
ν-measurable family of operators in h such that R(s) is a self-adjoint extension of Lv(s) for ν-a.e. s, then
there exists a ν-measurable family ξ of elements of D such that ξ(s) is a nontrivial real solution of (63)
and R(s) = Lξ(s)v(s) for ν-a.e. s.
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Proof. By Lemma VII.2, s → Lv(s) is a ν-measurable family of operators in h. This means that there
is a sequence ζ1, ζ2, . . . of h⊕ h-valued ν-measurable maps such that the linear span of ζ1(s), ζ2(s), . . . is
dense in the graph GLv(s) of Lv(s) for ν-a.e. s.
Let ξ be a ν-measurable family of elements of D such that ξ(s) is a nontrivial real solution of (63)
for ν-a.e. s and let τ be a smooth function on (a, b) that is equal to unity in a neighborhood of a and
vanishes in a neighborhood of b. Let ν-a.e. defined maps g and h be such that
g(s) = [τξ(s)], h(s) = −[τ ′′ξ(s) + 2τ ′ξ′(s)]
for ν-a.e. s. We obviously have g(s) ∈ h and h(s) ∈ h for ν-a.e. s and, therefore, statements 1, 2, and 5 of
Lemma VII.1 imply that g and h are h-valued ν-measurable maps. Let ζ be an h⊕h-valued ν-measurable
map such that ζ(s) = (g(s), h(s)) for ν-a.e. s. Note that
lv(s)(τξ(s)) = h(s) (67)
for ν-a.e. s and, therefore, τξ(s) ∈ Dv(s) for ν-a.e. s (see (41)). Since ξ(s) is a nontrivial real solution
of (63) and τξ(s) coincides with ξ(s) in a neighborhood of a, it follows from (44) and (50) that τξ(s) ∈
Z
ξ(s)
v(s) and τξ(s) /∈ D0v(s) for ν-a.e. s. In view of (43), (49), and (67), we conclude that ζ(s) ∈ GLξ(s)
v(s)
\GLv(s)
for ν-a.e. s. As G
L
ξ(s)
v(s)
⊖ GLv(s) is one-dimensional, this implies that the linear span of the sequence
ζ(s), ζ1(s), ζ2(s), . . . is dense in the graph of L
ξ(s)
v(s) for ν-a.e. s. This means that s → Lξ(s)v(s) is a ν-
measurable family of operators in h.
Conversely, let R be a ν-measurable family of operators in h such that R(s) is a self-adjoint extension
of Lv(s) for ν-a.e. s. Then both s → GR(s) and s → GLv(s) are ν-measurable families of subspaces of
h⊕ h. By statement 1 of Lemma B.6, s → GR(s) ⊖GLv(s) is also a ν-measurable family of subspaces of
h⊕ h. Since GR(s) ⊖GLv(s) is nontrivial for ν-a.e. s, there is an h ⊕ h-valued ν-measurable map η such
that η(s) is a nonzero element of GR(s)⊖GLv(s) for ν-a.e. s. Let33 Q = {s ∈ Sν : η(s) = −η(s)} and ζ be
a ν-a.e. defined map such that ζ(s) = iη(s) for ν-a.e. s ∈ Q and ζ(s) = η(s) + η(s) for ν-a.e. s ∈ Sν \Q.
Then ζ is an h⊕ h-valued ν-measurable map such that
ζ(s) = ζ(s) (68)
and ζ(s) 6= 0 for ν-a.e. s. Moreover, since GR(s) and GLv(s) are both invariant under complex conjugation,
we have ζ(s) ∈ GR(s) ⊖ GLv(s) for ν-a.e. s. Let g and h be h-valued ν-measurable maps such that
ζ(s) = (g(s), h(s)) for ν-a.e. s. For ν-a.e. s, we have
g(s) ∈ DR(s) \DLv(s) . (69)
As g(s) ∈ DR(s) for ν-a.e. s, there exists a ν-a.e. defined map g˜ such that g˜(s) ∈ Dv(s) and g(s) = [g˜(s)]
for ν-a.e. s. It follows from (68) that g˜(s) is real for ν-a.e. s. By statement 2 of Lemma VII.1, g˜ and
h are ν-measurable families of functions on (a, b). Let ξ be a ν-a.e. defined map such that ξ(s) = γ
g˜(s)
v(s)
for ν-a.e. s. In view of (69), it follows from Lemma VI.1 that ξ(s) is a nontrivial real solution of (63)
and R(s) = Lξ(s)v(s) for ν-a.e. s. Let ξ1 and ξ2 be as in Corollary VII.4. Since h(s) = R(s)g(s), we have
h(s) = lv(s)g˜(s) for ν-a.e. s. Equations (46) and (47) imply that, for ν-a.e. s, equality
ξ(s|r) = g˜(s|r) − 1
W (ξ1(s), ξ2(s))

ξ1(s|r)
r∫
a
h(s|ρ)ξ2(s|ρ) dρ− ξ2(s|r)
r∫
a
h(s|ρ)ξ1(s|ρ) dρ

 (70)
holds for all r ∈ (a, b). By statements 3 and 5 of Lemma VII.1, s → W (ξ1(s), ξ2(s)) is a ν-measurable
function. It therefore follows from statements 1 and 4 of Lemma VII.1 that ξ is a ν-measurable family
of functions on (a, b).
VIII. SELF-ADJOINT EXTENSIONS OF THE THREE-DIMENSIONAL
AHARONOV–BOHM HAMILTONIAN
In this section, we use the results of Secs. V and VII to represent the self-adjoint extensions of Hφ
commuting with all operators TG, G ∈ G, as direct integrals of one-dimensional Schro¨dinger operators.
Let h = L2(R+) and the positive Borel measure ν0 on S = Z×R be as in Sec. II. We begin by constructing
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a suitable unitary operator V : L2(R3) → L2(S, h, ν0) and then prove that (ν0, Ih,ν0 , V ) is actually an
exact diagonalization for the set of the operators TG. After that, we use Proposition V.3 to obtain a
representation of form (4) for Hφ. Finally, we combine Corollary V.2 and Proposition VII.5 to get an
explicit description of the self-adjoint extensions of Hφ commuting with TG.
We denote by λ+ the restriction to R+ of the Lebesgue measure λ on R. For Φ ∈ C∞0 (O), let the map
Φ˜ from S to C∞0 (R+) be defined by the relation
Φ˜(s|r) =
√
r
2π
∫ ∞
−∞
dx3
∫ 2pi
0
dϕΦ(r cosϕ, r sinϕ, x3)e
−ipx3−imϕ (71)
for any s = (m, p) ∈ S and r > 0.
Lemma VIII.1. There is a unique unitary operator V : L2(R3)→ L2(S, h, ν0) such that the equality
(V [Φ]Λ)(s) = [Φ˜(s)]λ+ (72)
holds for ν0-a.e. s for any Φ ∈ C∞0 (O).
Proof. Let Φ ∈ C∞0 (O). Then s →
∫ d
c
Φ˜(s|r) dr is a continuous and, hence, ν0-measurable function for
any c, d ∈ R+. This means that Φ˜ is a ν0-measurable family of functions on (0,∞), and statement 2 of
Lemma VII.1 implies that s→ [Φ˜(s)]λ+ is an h-valued ν0-measurable map. Let f be the function on R3
defined by the formula
f(x1, x2, p) =
∫ ∞
−∞
Φ(x1, x2, x3)e
−ipx3 dx3.
Clearly, f is continuous and, hence, Lebesgue measurable. It follows from the Fubini theorem and the
Parseval identity for the one-dimensional Fourier transformation that f is square-integrable and∫
|f(x1, x2, p)|2 dx1dx2dp = 2π
∫
|Φ(x1, x2, x3)|2 dx1dx2dx3. (73)
Let g be the continuous function on R×R×R+ defined by the relation g(ϕ, p, r) = f(r cosϕ, r sinϕ, p).
By the Fubini theorem, we have
Φ˜(s|r) =
√
r
2π
∫ 2pi
0
g(ϕ, p, r)e−imϕ dϕ
for any s = (m, p) ∈ S and r ∈ R+. Further, by the Fubini theorem and Parseval identity for the Fourier
series expansion, we have∫
dν0(s)
∫ ∞
0
|Φ˜(s|r)|2 dr =
∫ ∞
0
dr
∫ ∞
−∞
dp
∑
m∈Z
|Φ˜(m, p|r)|2 =
=
1
2π
∫ ∞
0
r dr
∫ ∞
−∞
dp
∫ 2pi
0
|g(ϕ, p, r)|2 dϕ = 1
2π
∫
|f(x1, x2, p)|2 dx1dx2dp
and in view of (73), we conclude that s→ [Φ˜(s)]λ+ is a square-integrable map and∫
‖[Φ˜(s)]λ+‖2 dν0(s) =
∫
dν0(s)
∫ ∞
0
|Φ˜(s|r)|2 dr =
∫
|Φ(x1, x2, x3)|2 dx1dx2dx3.
Since [Φ]Λ with Φ ∈ C∞0 (O) are dense in L2(R3), it follows that there exists a unique isometric operator
V : L2(R3) → L2(S, h, ν0) satisfying (72). It remains to check that the image of V is the entire space
L2(S, h, ν0). For any ξ ∈ L2(S, h, ν0) and h ∈ h, s → 〈ξ(s), h〉 is a ν0-square integrable function because
|〈ξ(s), h〉| ≤ ‖ξ(s)‖‖h‖ for ν0-a.e. s. Given ψ ∈ C∞0 (R+), ξ ∈ L2(S, h, ν0), and m ∈ Z, we denote by
Fξ,ψ,m the element of L2(R) such that Fξ,ψ,m(p) = 〈ξ(m, p), [ψ]λ+〉 for λ-a.e. p. For ψ ∈ C∞0 (R+),
χ ∈ C∞0 (R), and m ∈ Z, let Φψ,χ,m ∈ C∞0 (O) be such that
Φψ,χ,m(r cosϕ, r sinϕ, x3) =
1√
r
ψ(r)χ(x3)e
imϕ (74)
for any r > 0 and x3, ϕ ∈ R. Then we have
Φ˜ψ,χ,m(k, p|r) = δkmχˆ(p)ψ(r), (75)
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where δkm = 0 for k 6= m and δkm = 1 for k = m and χˆ(p) =
∫
χ(x3)e
−ipx3 dx3 is the Fourier transform
of χ. It follows that
〈ξ, V [Φψ,χ,m]Λ〉L2(S,h,ν0) =
∫
χˆ(p)〈ξ(m, p), [ψ]λ+〉h dp = 〈F¯ξ,ψ,m, [χˆ]λ〉L2(R) (76)
for every ξ ∈ L2(S, h, ν0). Suppose now that ξ is orthogonal to every element of ImV . Since [χˆ]λ with
χ ∈ C∞0 (R) are dense in L2(R), equation (76) implies that Fξ,ψ,m = 0, i.e., 〈ξ(s), [ψ]λ+〉 = 0 for ν0-a.e. s
for any ψ ∈ C∞0 (R+). As [ψ]λ+ with ψ ∈ C∞0 (R+) are dense in h, it follows that ξ = 0 and, therefore,
ImV = L2(S, h, ν0).
Lemma VIII.2. Let V be as in Lemma V III.1. Then (ν0, Ih,ν0 , V ) is an exact diagonalization for the
set of the operators TG with G ∈ G.
Proof. For α, β ∈ R, let Gαβ ∈ G be defined by (35). Clearly, each element of G is equal to Gαβ for some
α, β ∈ R. We have
Φ˜ ◦G−1αβ(m, p) = e−iαm−iβpΦ˜(m, p), (m, p) ∈ S, (77)
for any Φ ∈ C∞0 (O) and, therefore,
V TGαβV
−1 = T ν0,Sγαβ ,
where S = Ih,ν0 and the function γαβ on S is given by
γαβ(m, p) = e
−iαm−iβp.
Suppose (m, p) and (m′, p′) are such that γαβ(m, p) = γαβ(m
′, p′) for all (α, β) ∈ Q2, where Q is the set
of rational numbers. Then we have
eiα(m−m
′)+iβ(p−p′) = 1
for all (α, β) ∈ Q2. Since Q2 is dense in R2, it follows thatm = m′ and p = p′. This means that the family
{γα,β}(α,β)∈Q2 separates the points of S. The desired statement now follows from Theorem IV.2.
The next lemma gives a representation of form (4) for Hφ.
Lemma VIII.3. Let φ ∈ R, V be as in Lemma V III.1, and Hφ be the map on S such that
Hφ(m, p) = hm+φ + p21h, (m, p) ∈ S, (78)
where 1h is the identity operator in h and the operator hκ, κ ∈ R, is given by (53). Then Hφ is a
ν0-measurable family of operators in h and we have
Hφ = V −1
∫ ⊕
Hφ(s) dν0(s)V.
Proof. It easily follows from (7) that
(H φΦ)(r cosϕ, r sinϕ, x3) =
(
−∂2x3 − ∂2r −
1
r
∂r − 1
r2
(∂2ϕ + 2iφ∂ϕ − φ2)
)
FΦ(r, ϕ, x3) (79)
for any Φ ∈ C∞0 (O), where the operator H φ in C∞0 (O) is given by (7) and FΦ is the smooth function
on R× R× R+ which represents Φ in the cylindrical coordinates,
FΦ(r, ϕ, x3) = Φ(r cosϕ, r sinϕ, x3).
Substituting (79) in (71) and integrating by parts yields
H˜ φΦ(s) = −Φ˜(s)′′ + qm+φΦ˜(s) + p2Φ˜(s) (80)
for every s = (m, p) ∈ S, where qκ, κ ∈ R, is given by (52). Since Φ˜(s) ∈ C∞0 (R+) for all s ∈ S, it follows
from (72) and (53) that (V [Φ]Λ)(s) ∈ DHφ(s) and
Hφ(s)(V [Φ]Λ)(s) = lqm+φΦ˜(s) + p2[Φ˜(s)]λ+ = [H˜ φΦ(s)]λ+ = (V [H φΦ]Λ)(s) = (V Hˇφ[Φ]Λ)(s) (81)
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for ν0-a.e. s = (m, p). Since every element of DHˇφ is equal to [Φ]Λ for some Φ ∈ C∞0 (O), this implies
that V −1
∫ ⊕Hφ(s) dν0(s)V is an extension of Hˇφ. In view of (53), Lemma VI.2 implies the existence
of a sequence f1, f2, . . . of elements of C
∞
0 (R+) such that ([fj ]λ+ , lqκfj) are dense in the graph of hκ
for any κ ∈ R. Since p21h is a bounded everywhere defined operator in h, it follows that the elements
([fj ]λ+ ,Hφ(s)[fj ]λ+) are dense in the graph of Hφ(s) for all s ∈ S. Let χ be a nonzero element of C∞0 (R)
and χˆ(p) =
∫∞
−∞ χ(x)e
−ipx dx be its Fourier transform. For every j = 1, 2, . . . and m ∈ Z, we define ξjm
to be the ν0-equivalence class such that
ξjm(k, p) = δkmχˆ(p)[fj ]λ+
for ν0-a.e. (k, p), where δkm = 0 for k 6= m and δkm = 1 for k = m. Let Φjm ∈ C∞0 (O) be defined
by the relation Φjm = Φfj ,χ,m, where Φψ,χ,m for ψ ∈ C∞0 (R+) is given by (74). It follows from (72)
and (75) that (V [Φjm]Λ)(s) = ξjm(s) for ν0-a.e. s and, hence, V [Φjm]Λ = ξjm. Thus, ξjm ∈ V (DHˇφ) for
all j = 1, 2, . . . and m ∈ Z. Since χˆ is the restriction to R of a nontrivial entire function, the set of its
zeros is at most countable. This implies that the elements (ξjm(s),Hφ(s)ξjm(s)) are dense in the graph
of Hφ(s) for ν0-a.e. s. The statement of the lemma therefore follows from (8) and Proposition V.3.
Let φ ∈ R and θ be a Borel real function on Aφ, where Aφ is given by (9). We denote by Hφθ the
operator-valued map on S such that
Hφθ (s) =
{ Hφ(s), s ∈ S \Aφ,
hm+φ,θ(s) + p
21h, s ∈ Aφ, (82)
for every s = (m, p) ∈ S, where Hφ is defined by (78) and the operator hκ,ϑ for −1 < κ < 1 and ϑ ∈ R
is given by (61).
Lemma VIII.4. Let φ ∈ R. For any Borel real function θ on Aφ, Hφθ is a ν0-measurable family of self-
adjoint operators in h such that Hφθ (s) is an extension of Hφ(s) for every s ∈ S. If H˜ is a ν0-measurable
family of operators in h such that H˜(s) is a self-adjoint extension of Hφ(s) for ν0-a.e. s, then H˜ is
ν0-equivalent to Hφθ for some Borel real function θ on Aφ.
Proof. Let v be the map on S defined by by the relation
v(m, p) = qm+φ, (m, p) ∈ S, (83)
where qκ, κ ∈ R, is given by (52). Then v is a ν0-measurable family of functions on R+, and (53) implies
that
Lv(s) = hm+φ (84)
for any s = (m, p) ∈ S. Clearly, v(s) is in l.c.c. at 0 if and only if s ∈ Aφ. Given a Borel real function θ
on Aφ, we define the map ξθ on A
φ by setting
ξθ(s) = u
m+φ(0) cos (θ(s)− ϑm+φ) + wm+φ(0) sin (θ(s)− ϑm+φ) (85)
for every s = (m, p) ∈ Aφ, where uκ, wκ, and ϑκ are given by (13), (58), and (17) respectively. By (54),
(59), and (83), we have lv(s)ξθ(s) = 0 for every s ∈ Aφ. It follows from (57), (61), (83), and (85) that
hm+φ,θ(s) = L
ξθ(s)
v(s) , s = (m, p) ∈ Aφ. (86)
Since ξθ is obviously a ν0|Aφ-measurable family of functions on R+, it follows from Proposition VII.5
that s → hm+φ,θ(s) is a ν0-measurable family of operators in h on Aφ. Since (m, p) → p21h is a ν0-
measurable family of operators in h by Lemma B.3, the ν0-measurability of Hφθ on Aφ follows from (82)
and Lemma B.9. As Hφθ is ν0-measurable on S \ Aφ by (82) and Lemma VIII.3, we see that Hφθ is
a ν0-measurable family of operators in h. It follows immediately from (78) and (82) that Hφθ (s) is a
self-adjoint extension of Hφ(s) for every s ∈ S.
Let H˜ be a ν0-measurable family of operators in h such that H˜(s) is a self-adjoint extension of Hφ(s)
for ν0-a.e. s. Let R be a ν0-a.e. defined family of operators in h such that R(s) = H˜(s)− p21h for ν0-a.e.
s = (m, p). By Lemma B.3, R is ν0-measurable. In view of (78) and (84), R(s) is a self-adjoint extension
of Lv(s) for ν0-a.e. s. By Proposition VII.5, there exists a ν0-a.e. defined map ξ on A
φ such that ξ is a
ν0|Aφ-measurable family of functions on R+, ξ(s) is a nontrivial real element of D satisfying lv(s)ξ(s) = 0
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for ν0-a.e. s ∈ Aφ, and R(s) = Lξ(s)v(s) for ν0-a.e. s ∈ Aφ. By (54), (59), and (60), um+φ(0) and wm+φ(0)
are real linearly independent solutions of lv(s)u
m+φ(0) = lv(s)w
m+φ(0) = 0 for every s = (m, p) ∈ Aφ.
Hence, there exist ν0-a.e. defined real functions C1 and C2 on A
φ such that
ξ(s) = C1(s)u
m+φ(0) + C2(s)w
m+φ(0)
for ν0-a.e. s = (m, p) ∈ Aφ. In view of (60), we have
C1(s) =
π
2
W (ξ(s), wm+φ(0)), C2(s) = −π
2
W (ξ(s), um+φ(0))
for ν0-a.e. s = (m, p) ∈ Aφ. It follows from statements 3 and 5 of Lemma VII.1 that C1 and C2 are
ν0-measurable functions on A
φ. Since ξ(s) 6= 0, we have C1(s)2 + C2(s)2 6= 0 for ν0-a.e. s ∈ Aφ. Let θ
be a Borel function on Aφ such that
θ(s) = ϑm+φ + τ(C2(s)) arccos
C1(s)
C1(s)2 + C2(s)2
for ν0-a.e. s = (m, p) ∈ Aφ, where τ(y) = 1 for y ≥ 0 and τ(y) = −1 for y < 0. We then have
cos(θ(s) − ϑm+φ) = C1(s)
C1(s)2 + C2(s)2
, sin(θ(s)− ϑm+φ) = C2(s)
C1(s)2 + C2(s)2
for ν0-a.e. s = (m, p) ∈ Aφ. This means that ξ(s) is proportional to the function ξθ(s) given by (85) and
it follows from (86) that R(s) = hm+φ,θ(s) for ν0-a.e. s = (m, p) ∈ Aφ. Hence, H˜(s) = Hφθ (s) for ν0-a.e.
s ∈ Aφ. As Hφ(s) is self-adjoint for all s ∈ S \Aφ, we have H˜(s) = Hφ(s) = Hφθ (s) for ν0-a.e. s ∈ S \Aφ.
We therefore have H˜(s) = Hφθ (s) for ν0-a.e. s.
Given φ ∈ R and a Borel real function θ on Aφ, we define the operator Rφθ in L2(R3) by the relation
Rφθ = V
−1
∫ ⊕
Hφθ (s) dν0(s) V, (87)
where the unitary operator V : L2(R3)→ L2(S, h, ν0) is as in Lemma VIII.1.
Proposition VIII.5. Let φ ∈ R. For any Borel real function θ on Aφ, Rφθ is a self-adjoint extension
of Hφ commuting with TG for all G ∈ G. Every self-adjoint extension of Hφ commuting with TG for all
G ∈ G is equal to Rφθ for some Borel real function θ on Aφ. Given Borel real functions θ and θ˜ on Aφ,
we have Rφθ = R
φ
θ˜
if and only if θ(s) − θ˜(s) ∈ πZ for ν0-a.e. s ∈ Aφ.
Proof. If θ is a Borel real function on Aφ, then it follows immediately from Corollary V.2 and Lem-
mas VIII.2, VIII.3, and VIII.4 that Rφθ is a self-adjoint extension of H
φ commuting with TG for all
G ∈ G.
Conversely, let H˜ be a self-adjoint extension of Hφ commuting with TG for all G ∈ G. By Corollary V.2
and Lemmas VIII.2 and VIII.3, there is a ν0-measurable family H˜ of operators in h such that H˜(s) is a
self-adjoint extension of Hφ(s) for ν0-a.e. s and
H˜ = V −1
∫ ⊕
H˜(s) dν0(s)V. (88)
By Lemma VIII.4, there is a Borel real function θ on Aφ such that H˜(s) = Hφθ (s) for ν0-a.e. s. In view
of (87) and (88), it follows that H˜ = Rφθ .
Let θ and θ˜ be Borel real functions on Aφ. By Proposition B.21, the equality Rφθ = R
φ
θ˜
holds if and
only if Hφθ (s) = Hφθ˜ (s) for ν0-a.e. s. By (61) and (82), the latter condition is fulfilled if and only if
um+φθ(s) (0) is proportional to u
m+φ
θ˜(s)
(0) for ν0-a.e. s = (m, p) ∈ Aφ. In view of (57), this is true if and only
if θ(s)− θ˜(s) ∈ πZ for ν0-a.e. s ∈ Aφ.
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IX. DIRECT INTEGRALS OF MEASURES
Let ν be a σ-finite positive measure and µ be a map such that µ(s) is a σ-finite positive measure for ν-
a.e. s. Suppose Σ is a σ-algebra whose every element is a µ(s)-measurable set for ν-a.e. s. Under suitable
measurability conditions on µ, we shall define a new measureM , called the direct integral of µ and denoted
by (Σ)-
∫ ⊕
µ(s) dν(s), satisfying SM = Sν × G, where G is the largest element of Σ. This measure has
a Fubini-type property (Proposition IX.10) and can be viewed as a generalization of the direct product
of measures. The main result of this section (Proposition IX.14) states that the space L2(SM ,M) can
be identified with
∫ ⊕
L2(G,µ(s)) dν(s). We shall see in Sec. X that the measure (BR)-
∫ ⊕
µφθ (s) dν0(s),
where µφθ is given by (30) and BR is the Borel σ-algebra on R, satisfies the conditions of Proposition II.4
and, therefore, coincides with Mφθ . This will allow us to obtain a direct integral representation of the
space L2(S × R,Mφθ ) entering Proposition II.1 and relate it to the results of Sec. VIII.
Definition IX.1. Let ν be a σ-finite positive measure, Σ be a σ-algebra, and a map µ be such that µ(s)
is a σ-finite positive measure for ν-a.e. s. Let the δ-ring QΣµ,ν be defined by the relation
QΣµ,ν = {A ∈ Σ : A ∈ Dµ(s) for ν-a.e. s}
We say that µ is a (ν,Σ)-measurable family of measures if Σ = σ(QΣµ,ν) and s→ µ(s|A) is a ν-measurable
function for any A ∈ QΣµ,ν .
Lemma IX.2. Let ν, Σ, µ, and QΣµ,ν be as in Definition IX.1. Let K ⊂ QΣµ,ν be closed under finite
intersections and satisfy σ(K) = Σ. Let a map ξ be such that, for every A ∈ QΣµ,ν , ξ(s) is a µ(s)-integrable
complex function on A for ν-a.e. s. If s→ ∫A ξ(s|E) dµ(s|E) is a ν-measurable function for any A ∈ K,
then the same is true for every A ∈ QΣµ,ν .
If ξ(s) is µ(s)-equivalent to unity for ν-a.e. s, this lemma reduces to the next result.
Corollary IX.3. Let ν, Σ, µ, and K be as in Lemma IX.2. If s → µ(s|A) is a ν-measurable function
for any A ∈ K, then µ is a (ν,Σ)-measurable family of measures.
For the proof of Lemma IX.2, we need the next definition.
Definition IX.4. We say that a nonempty set of sets Q is an α-class if it satisfies the following conditions
(1) If A,B ∈ Q and A ∩B = ∅, then A ∪B ∈ Q.
(2) If A,B ∈ Q and B ⊂ A, then A \B ∈ Q.
(3) If A1 ⊃ A2 ⊃ . . . is a nonincreasing sequence of elements of Q, then
⋂∞
i=1 Ai ∈ Q.
Remark IX.5. In the context of δ-rings, the role of α-classes is essentially the same as that of Dynkin
systems (see, e.g., Sec. 2 in Ref. 34) with respect to σ-algebras. In particular, Lemma IX.6 below is an
analogue of Theorem 2.4 in Ref. 34.
Lemma IX.6. Let Q be an α-class. If there exists a set K ⊂ Q that is closed under finite intersections
and satisfies Q ⊂ σ(K), then Q is a δ-ring.
Proof of Lemma IX.2. It is straightforward to check that the set
L = {A ∈ QΣµ,ν : s→
∫
A
ξ(s|E) dµ(s|E) is a ν-measurable function}.
is an α-class containing K. As σ(K) = Σ, we have L ⊂ σ(K), and Lemma IX.6 implies that L is a δ-ring.
As σ(L) = Σ, every A ∈ QΣµ,ν is representable as the union of a sequence A1 ⊂ A2 ⊂ . . . of elements of
L. Hence, ∫
A
ξ(s|E) dµ(s|E) = lim
k→∞
∫
Ak
ξ(s|E) dµ(s|E)
for ν-a.e. s and, therefore, s → ∫A ξ(s|E) dµ(s|E) is ν-measurable. Thus, QΣµ,ν = L and the lemma is
proved.
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Proof of Lemma IX.6. Let L be the smallest α-class containing K.35 We first prove that L is a δ-ring.
To this end, it suffices to show that L is closed under finite intersections because every α-class with this
property is a δ-ring. For A ∈ L, we set
LA = {B ∈ L : A ∩B ∈ L}.
Let A ∈ L and B,C ∈ LA be such that B ∩ C = ∅. As (A ∩ B) ∩ (A ∩ C) = ∅ and both sets A ∩ B
and A ∩ C belong to L, the set A ∩ (B ∪ C) = (A ∩ B) ∪ (A ∩ C) also belongs to L by condition 1 of
Definition IX.4. This means that B ∪ C ∈ LA.
If B,C ∈ LA are such that C ⊂ B, then A∩ (B \C) = (A∩B) \ (A∩C). Since both A∩B and A∩C
belong to L and A ∩ C ⊂ A ∩B, we have A ∩ (B \ C) ∈ L by condition 2 of Definition IX.4 and, hence,
B \ C ∈ LA.
Now let B1 ⊃ B2 ⊃ . . . be a nonincreasing sequence of elements of LA and let B =
⋂∞
i=1Bi. Since
A ∩ B = ⋂∞i=1(A ∩ Bi) and the sets A ∩ B1, A ∩ B2, . . . constitute a nonincreasing sequence of elements
of L, we have A ∩B ∈ L by condition 3 of Definition IX.4 and, therefore, B ∈ LA.
It follows from the above that LA is an α-class for any A ∈ L. If B ∈ K, then we obviously have
K ⊂ LB and, hence, LB = L. It follows that A ∩ B ∈ L for arbitrary A ∈ L and B ∈ K and, therefore,
B ∈ LA. This means that K ⊂ LA for every A ∈ L. Hence, LA = L for every A ∈ L and, consequently,
A ∩B ∈ L for every A,B ∈ L. Thus, L is a δ-ring.
We now show that Q is a δ-ring. As for L, it suffices to show that A ∩B ∈ Q for any A,B ∈ Q. As L
is a δ-ring, every element of σ(K) = σ(L) is a countable union of elements of L. Let A1 ⊂ A2 ⊂ . . . and
B1 ⊂ B2 ⊂ . . . be nondecreasing sequences of elements of L such that A =
⋃∞
i=1Ai and B =
⋃∞
i=1 Bi. AsL is a ring, Ci = Ai∩Bi belongs to L (and, hence, to Q) for every i = 1, 2, . . .. It follows from condition 2
of Definition IX.4 that C′i = A \ Ci belongs to Q for every i = 1, 2, . . .. As C′1 ⊃ C′2 ⊃ . . ., condition 3
of Definition IX.4 implies that A \ B = ⋂∞i=1 C′i belongs to Q. Applying condition 2 of Definition IX.4
again, we conclude that A ∩B = A \ (A \B) belongs to Q.
Given sets of sets Q1 and Q2, we denote by Q1 ⊠Q2 the set of all sets A1 × A2, where A1 ∈ Q1 and
A2 ∈ Q2. Let A be a set. For any s, we define its section As by the relation As = {E : (s, E) ∈ A}.
Let ν be a σ-finite positive measure, Σ be a σ-algebra, and µ be a (ν,Σ)-measurable family of measures.
We set ΞΣµ,ν = σ(Dν ⊠ Σ) and denote by ∆
Σ
µ,ν the set of all A ∈ ΞΣµ,ν such that As ∈ Dµ(s) for ν-a.e. s
and s→ µ(s|As) is a ν-integrable function.
Proposition IX.7. Let ν be a σ-finite positive measure, Σ be a σ-algebra, and µ be a (ν,Σ)-measurable
family of measures. Then there is a unique ΞΣµ,ν-compatible measure M such that ∆
Σ
µ,ν ⊂ DM and
M(A) =
∫
µ(s|As) dν(s) (89)
for any A ∈ ∆Σµ,ν . Moreover, the equality ΞΣµ,ν ∩DM = ∆Σµ,ν is fulfilled. If ν is Σ˜-compatible for some
σ-algebra Σ˜, then M is σ(Σ˜⊠ Σ)-compatible.
Proof. Let Q = QΣµ,ν , Ξ = ΞΣµ,ν , ∆ = ∆Σµ,ν , and K = ∆∩ (Dν ⊠Q). Since Q is a δ-ring, K is closed under
finite intersections. Given B ∈ Dν , C ∈ Q, and n = 1, 2, . . ., we set Bn = {s ∈ B : µ(s|C) ≤ n}. Clearly,
B = N ∪ ⋃nBn, where N is a ν-null set. Since Bn × C ∈ K for all n and N × C ∈ K, we conclude
that B × C ∈ σ(K). Thus, Dν ⊠Q ⊂ σ(K). As σ(Q) = Σ, it follows that σ(K) = Ξ. As ∆ is obviously
an α-class, Lemma IX.6 implies that ∆ is a δ-ring. Let the function m : ∆ → R be such that m(A) is
equal to the right-hand side of (89) for any A ∈ ∆. It follows from the monotone convergence theorem
that m is a σ-additive function satisfying condition (a) of Sec. A 2. Hence, the existence and uniqueness
of the measure M , as well as the equality Ξ ∩DM = ∆, are ensured by Lemma A.3. Now suppose ν is
Σ˜-compatible and let L denote the set of all A ∈ Ξ such that there exist B1, B2 ∈ σ(Σ˜⊠Σ) satisfying the
conditions B1 ⊂ A ⊂ B2 and M(B2 \B1) = 0. Then L is a σ-algebra that contains Dν ⊠ Σ and, hence,
coincides with Ξ. In view of the Ξ-compatibility of M , this implies that M is σ(Σ˜⊠ Σ)-compatible.
Definition IX.8. Under the conditions of Proposition IX.7, we call the measure M the direct integral
of µ with respect to (ν,Σ) and denote it by (Σ)-
∫ ⊕
µ(s) dν(s).
Lemma IX.9. Let ν be a σ-finite positive measure, Σ be a σ-algebra, µ be a (ν,Σ)-measurable family of
measures, and M = (Σ)-
∫ ⊕
µ(s) dν(s). An M -measurable set N is an M -null set if and only if Ns is a
µ(s)-null set for ν-a.e. s.
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Proof. Let Ξ = ΞΣµ,ν and N be an M -measurable set. By the Ξ-compatibility of M , there is a set N
′ ∈ Ξ
such that N ′ ⊃ N and N ′ \ N is an M -null set. If N is an M -null set, then N ′ is also an M -null set,
and it follows from Proposition IX.7 that N ′s ∈ Dµ(s) for ν-a.e. s and
∫
µ(s|Ns) dν(s) = 0, i.e., N ′s is a
µ(s)-null set for ν-a.e. s. Since Ns ⊂ N ′s, this implies that Ns is a µ(s)-null set for ν-a.e. s. Conversely,
suppose Ns is a µ(s)-null set for ν-a.e. s. By the above (N
′ \N)s is a µ(s)-null set and, hence, N ′s is a
µ(s)-null set for ν-a.e. s. Proposition IX.7 now implies that M(N ′) = 0 and, therefore, N is an M -null
set.
Proposition IX.10. Let ν, Σ, µ, and M be as in Lemma IX.9. For any M -integrable complex function
f , the function E → f(s, E) is µ(s)-integrable for ν-a.e. s and we have∫
f(s, E) dM(s, E) =
∫
dν(s)
∫
f(s, E) dµ(s|E). (90)
Proof. Let Ξ = ΞΣµ,ν . As M is Ξ-compatible, every A ∈ DM is representable in the form A = B ∪ N ,
where B ∈ DM ∩ Ξ and N is an M -null set. By Proposition IX.7, we have B ∈ ∆Σµ,ν . Hence, Bs ∈ Dµ(s)
for ν-a.e. s, the function s→ µ(s|Bs) is ν-integrable, and M(B) =
∫
µ(s|Bs) dν(s). Since As = Bs ∪Ns,
it follows from Lemma IX.9 that As ∈ Dµ(s) and µ(s|As) = µ(s|Bs) for ν-a.e. s. Hence, the function
s→ µ(s|As) is ν-integrable, andM(A) =
∫
µ(s|As) dν(s). This proves the proposition for f = XA, where
XA is the function on SM that is equal to unity on A and vanishes on SM \ A. We say that a function
f on SM is simple if it can be represented in the form f =
∑n
i=1 ciXAi with ci ∈ C and Ai ∈ DM .
Clearly, the proposition is true if f is a simple function. If f is a nonnegative M -integrable function,
then there is a nondecreasing sequence fk of nonnegative simple functions such that fk(s, E) ≤ f(s, E)
and fk(s, E) → f(s, E) as k → ∞ for M -a.e. (s, E). Let gk be a ν-integrable function such that
gk(s) =
∫
fk(s, E) dµ(s|E) for ν-a.e. s. The dominated convergence theorem implies that∫
f(s, E) dM(s, E) = lim
k→∞
∫
fk(s, E) dM(s, E) = lim
k→∞
∫
gk(s) dν(s).
By the monotone convergence theorem, there exists a ν-integrable function g such that g(s) =
limk→∞ gk(s) for ν-a.e. s, and we have∫
f(s, E) dM(s, E) =
∫
g(s) dν(s). (91)
By Lemma IX.9, for ν-a.e. s, the relations fk(s, E) ≤ f(s, E) and fk(s, E)→ f(s, E) hold for µ(s)-a.e. E.
In view of the existence of limk→∞ gk(s), the monotone convergence theorem implies that the function
E → f(s, E) is µ(s)-integrable and ∫ f(s, E) dµ(s|E) = g(s) for ν-a.e. s. Substituting this equality
in (91) yields (90). To complete the proof, it remains to note that everyM -integrable function is a linear
combination of nonnegative M -integrable functions.
Corollary IX.11. Let ν, Σ, µ, andM be as in Lemma IX.9 and f be anM -measurable complex function.
Then E → f(s, E) is a µ(s)-measurable complex function for ν-a.e. s. If E → f(s, E) is µ(s)-integrable
for ν-a.e. s, then s→ ∫ f(s, E) dµ(s|E) is a ν-measurable function. If, in addition, f is nonnegative and
s→ ∫ f(s, E) dµ(s|E) is a ν-integrable function, then f is M -integrable.
Proof. Let A1 ⊂ A2 ⊂ . . . be a sequence of elements of DM such that SM =
⋃∞
k=1 Ak. Let Bk =
Ak ∩ {(s, E) ∈ SM : |f(s, E)| ≤ k} and fk = XBkf , where XBk is as in the proof of Proposition IX.10.
Then SM coincides with
⋃∞
k=1 Bk up to an M -null set and, therefore, fk(s, E) → f(s, E) as k → ∞ for
M -a.e. (s, E). Since fk are M -integrable for all k, Lemma IX.9 and Proposition IX.10 imply that, for ν-
a.e. s, the functions E → fk(s, E) are µ(s)-integrable and converge µ(s)-a.e. to the function E → f(s, E).
Hence, the latter is µ(s)-measurable for ν-a.e. s. If it is also µ(s)-integrable for ν-a.e. s, then it follows
from the dominated convergence theorem that
∫
f(s, E) dµ(s|E) = limk→∞
∫
fk(s, E) dµ(s|E) for ν-a.e.
s. Since s → ∫ fk(s, E) dµ(s|E) are ν-measurable functions by Proposition IX.10, we conclude that
s → ∫ f(s, E) dµ(s|E) is ν-measurable. If f is nonnegative and the function s → ∫ f(s, E) dµ(s|E) is
ν-integrable, then Proposition IX.10 implies that∫
fk(s, E) dM(s, E) ≤
∫
dν(s)
∫
f(s, E) dµ(s|E)
for all k. The M -integrability of f therefore follows from the monotone convergence theorem.
Lemma IX.12. Let K be a set of sets closed under finite intersections and ν be a positive σ-finite σ(K)-
compatible measure. Suppose f is a ν-measurable complex function that is ν-integrable on every set in K.
If
∫
A
f(s) dν(s) = 0 for every A ∈ K, then f(s) = 0 for ν-a.e. s.
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Proof. If f satisfies the conditions of the lemma, then the same is true for its real and imaginary parts.
So we can assume that f is real. Let
Q = {A ∈ σ(K) : f is ν-integrable on A and ∫
A
f(s) dν(s) = 0
}
.
Clearly, Q is an α-class satisfying K ⊂ Q ⊂ σ(K) and, therefore, is a δ-ring by Lemma IX.6. As ν is σ(K)-
compatible and f is real, every A ∈ Q can be represented in the form A = A+ ∪ A−, where A± ∈ σ(K)
are such that f(s) ≥ 0 for ν-a.e. s ∈ A+ and f(s) ≤ 0 for ν-a.e. s ∈ A−. Since A± are elements of σ(Q)
contained in an element of Q, we conclude that A± ∈ Q and, therefore,
∫
A±
f(s) dν(s) = 0. This implies
that f(s) = 0 for ν-a.e. s ∈ A. Since Sν is, up to a ν-null set, a countable union of elements of Q, we
have f(s) = 0 for ν-a.e. s.
Proposition IX.13. Let ν be a σ-finite positive measure, Σ be a countably generated σ-algebra, and µ
be a (ν,Σ)-measurable family of measures such that µ(s) is Σ-compatible for ν-a.e. s. Then there is a
unique (up to ν-identity) ν-measurable family S of Hilbert spaces satisfying the conditions:
(1) S(s) = L2(G,µ(s)) for ν-a.e. s, where G is the largest set in Σ.
(2) A ν-a.e. defined section ξ of S is ν-measurable if and only if
s→ ∫
A
ξ(s|E) dµ(s|E) is a ν-measurable function for any A ∈ QΣµ,ν .
Let K ⊂ QΣµ,ν be closed under finite intersections and satisfy σ(K) = Σ. If ξ is a ν-a.e. defined section
of S such that s→ ∫A ξ(s|E) dµ(s|E) is a ν-measurable function for any A ∈ K, then ξ is ν-measurable.
Proof. Let L0 be a countable set generating Σ. Without loss of generality, we can assume that L0 is closed
under finite intersections. Let B1 ⊂ B2 ⊂ . . . be a sequence of elements of QΣµ,ν such that G =
⋃∞
i=1Bi
and let L be the set of all sets of the form A∩Bi for some A ∈ L0 and i = 1, 2, . . .. Then L is a countable
subset of QΣµ,ν that is closed under finite intersections and satisfies Σ = σ(L). Let S be ν-a.e. defined
family of Hilbert spaces satisfying (1). We choose a numbering A1, A2, . . . of the set L and endow S with
a ν-measurable structure by setting
ξSi (s) = [χAi ]µ(s), i = 1, 2, . . . ,
for ν-a.e. s, where the function χAi is equal to unity on Ai and vanishes on G\Ai. Since 〈ξSi (s), ξSj (s)〉 =
µ(s|Ai ∩ Aj) and QΣµ,ν is a ring, s → 〈ξSi (s), ξSj (s)〉 is a ν-measurable function for any i, j = 1, 2, . . .. If
ψ ∈ S(s) is orthogonal to ξSi (s) for all i, then Lemma IX.12 implies that [ψ]µ(s) = 0. This means that
the linear span of the sequence ξS1 (s), ξ
S
2 (s), . . . is dense in S(s) for ν-a.e. s. Thus, S endowed with the
sequence ξS1 , ξ
S
2 , . . . is indeed a ν-measurable family of Hilbert spaces. If ξ is a ν-measurable section of S,
then s→ 〈ξ(s), [χA]µ(s)〉 =
∫
A
ξ(s|E) dµ(s|E) is a ν-measurable function for any A ∈ L, and Lemma IX.2
implies that this is also true for every A ∈ QΣµ,ν . Thus, S satisfies (2). Suppose now that K ⊂ QΣµ,ν is
closed under finite intersections and satisfies σ(K) = Σ. By Lemma IX.2, if ξ is a ν-a.e. defined section
of S such that s→ ∫A ξ(s|E) dµ(s|E) is a ν-measurable function for any A ∈ K, then this is also true for
any A ∈ QΣµ,ν and it follows from (2) that ξ is ν-measurable.
Proposition IX.14. Let ν, µ, Σ, and S be as in Proposition IX.13. Let H =
∫ ⊕
S(s) dν(s) and
M = (Σ)-
∫ ⊕
µ(s) dν(s). Given an M -measurable function f , let fˆ denote the ν-equivalence class such
that fˆ(s) is the µ(s)-equivalence class of the map E → f(s, E) for ν-a.e. s. Then the following statements
hold:
1. M -measurable functions f1 and f2 are M -equivalent if and only if fˆ1 = fˆ2.
2. If f ∈ L2(SM ,M), then fˆ ∈ H and the operator Q : L2(SM ,M)→ H taking f to fˆ is unitary.
3. If g is an M -measurable complex function, then gˆ(s) is µ(s)-measurable for ν-a.e. s, s → T µ(s)gˆ(s) is
a ν-measurable family of operators in S, and
QT Mg Q−1 =
∫ ⊕
T µ(s)gˆ(s) dν(s).
Proof. 1. Since f1 and f2 are M -measurable, the set N = {(s, E) ∈ SM : f1(s, E) 6= f2(s, E)} is M -
measurable. By Lemma IX.9, f1 and f2 are M -equivalent if and only if Ns is a µ(s)-null set for ν-a.e. s.
Clearly, this condition holds if and only if fˆ1(s) = fˆ2(s) for ν-a.e. s and, hence, fˆ1 = fˆ2.
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2. Let f ∈ L2(SM ,M). By Corollary IX.11, fˆ(s) is a µ(s)-measurable function for ν-a.e. s. Since |f |2
is M -integrable, Proposition IX.10 implies that |fˆ(s)|2 is µ(s)-integrable and, therefore, fˆ(s) ∈ S(s) for
ν-a.e. s. For every A ∈ QΣµ,ν , the function χAfˆ(s), where χA is as in the proof of Proposition IX.13, is
a product of two µ(s)-square-integrable functions and, hence, is µ(s)-integrable for ν-a.e. s. Applying
Corollary IX.11 to the function (s, E) → χA(E)f(s, E), we conclude that s →
∫
A fˆ(s|E) dµ(s|E) is
a ν-measurable function for any A ∈ QΣµ,ν . In view of Proposition IX.13, this means that fˆ is a ν-
measurable section of S. By Proposition IX.10, s → ‖fˆ(s)‖2 is a ν-integrable function and we have
‖f‖2 = ∫ ‖fˆ(s)‖2 dν(s). This means that fˆ ∈ H and the operator Q is isometric. We now prove that Q
is unitary. For this, it suffices to show that its image is dense in H. In other words, we have to show
that every ξ ∈ H that is orthogonal to fˆ for every f ∈ L2(SM ,M) is equal to zero. Given A ∈ QΣµ,ν ,
let KA denote the set of all B ∈ Dν such that B × A ∈ DM . It is clear that KA is closed under finite
intersections and σ(KA) = σ(Dν). For a set C ⊂ SM , let XC denote the function on SM that is equal
to unity on C and vanishes on SM \ C. For A ∈ QΣµ,ν and B ∈ KA, the function XB×A is obviously
M -square-integrable and, therefore, we have∫
B
〈[χA]µ(s), ξ(s)〉 dν(s) =
∫
〈XˆB×A(s), ξ(s)〉 dν(s) = 〈XˆB×A, ξ〉 = 0.
Applying Lemma IX.12 to K = KA, we conclude that 〈[χA]µ(s), ξ(s)〉 = 0 for ν-a.e. s for every A ∈ QΣµ,ν .
Acting as in the proof of Proposition IX.13, we choose a sequence A1, A2, . . . of elements of QΣµ,ν such
that the linear span of [χAi ]µ(s) is dense in S(s) for ν-a.e. s. Then, for ν-a.e. s, ξ(s) is orthogonal to all
vectors [χAi ]µ(s) and, hence, is equal to zero. Thus, ξ = 0 and the unitarity of Q is proved.
3. By Corollary IX.11, gˆ(s) is µ(s)-measurable for ν-a.e. s. Let C1 ⊂ C2 ⊂ . . . be a sequence of elements
of DM such that SM =
⋃∞
j=1 Cj and g is M -essentially bounded on Cj for every j = 1, 2, . . .. For
i, j = 1, 2, . . ., we define the function hij on SM by setting hij(s, E) = χAi(E)XCj (s, E), where Ai are as
in the proof of (2). It is clear that hij is M -square-integrable and, therefore, hˆij is a ν-measurable section
of S for all i, j. To prove the ν-measurability of the family s → T µ(s)gˆ(s) , it suffices to show that hˆij(s)
belongs to the domain of T µ(s)gˆ(s) and the linear span of the vectors (hˆij(s), T µ(s)gˆ(s) hˆij(s)) is dense in the
graph of T µ(s)gˆ(s) for ν-a.e. s. For j = 1, 2, . . ., let Pj be a ν-a.e. defined map such that Pj(s) = T µ(s)χCj,s for
ν-a.e. s, where Cj,s = {E : (s, E) ∈ Cj}. Then, for ν-a.e. s, Pj(s) is an orthogonal projection commuting
with T µ(s)gˆ(s) and satisfying the equality
hˆij(s) = Pj(s)[χAi(s)]µ(s) (92)
for all i, j. In view of Lemma IX.9, gˆ(s) is µ(s)-essentially bounded on Cj,s for ν-a.e. s. Hence ImPj(s)
is contained in the domain of T µ(s)gˆ(s) and T µ(s)gˆ(s) Pj(s) is a bounded operator for ν-a.e. s. In particular, it
follows from (92) that hˆij(s) is in the domain of T µ(s)gˆ(s) for ν-a.e. s. Let Gs be the subset of the graph of
T µ(s)gˆ(s) consisting of all its elements (ψ, ψ˜) such that ψ, ψ˜ ∈ ImPj(s) for some j = 1, 2, . . .. For ν-a.e. s, we
have limj→∞ Pj(s)ψ = ψ for every ψ ∈ S(s). As Pj(s) commute with T µ(s)gˆ(s) , this implies that Gs is dense
in the graph of T µ(s)gˆ(s) for ν-a.e. s. Given (ψ, ψ˜) ∈ Gs and ε > 0, we can find a finite linear combination τ
of vectors [χAi ]µ(s) such that ‖ψ − τ‖ < ε. Then we have
‖ψ − Pj(s)τ‖ = ‖Pj(s)(ψ − τ)‖ < ε,∥∥∥ψ˜ − T µ(s)gˆ(s) Pj(s)τ∥∥∥ = ∥∥∥T µ(s)gˆ(s) Pj(s)(ψ − τ)∥∥∥ < ∥∥∥T µ(s)gˆ(s) Pj(s)∥∥∥ ε,
where j is such that ψ, ψ˜ ∈ ImPj(s). In view of (92), Pj(s)τ is a linear combination of hˆij(s), and it
follows from the above inequalities that the linear span of the vectors (hˆij(s), T µ(s)gˆ(s) hˆij(s)) is dense in Gs
and, hence, in the graph of T µ(s)gˆ(s) for ν-a.e. s. The ν-measurability of the family s→ T µ(s)gˆ(s) is thus proved.
Set T =
∫ ⊕ T µ(s)gˆ(s) dν(s). Let f belong to the domain of T Mg and F = T Mg f . In view of Lemma IX.9, Fˆ (s)
is µ(s)-equivalent to gˆ(s)fˆ(s) for ν-a.e. s. This means that Qf = fˆ ∈ DT and QT Mg f = TQf . It follows
that T is an extension of QT Mg Q−1. To finish the proof, we have to show that Q−1ξ belongs to the domain
of T Mg for any ξ ∈ DT . Let ϕ = gQ−1ξ. For ν-a.e. s, we have (Tξ)(s|E) = gˆ(s|E)ξ(s|E) = ϕ(s, E) for
µ(s)-a.e. E. As Tξ ∈ H, it follows that the function E → ϕ(s, E) is µ(s)-square-integrable for ν-a.e. s
and the function s→ ∫ |ϕ(s, E)|2 dµ(s|E) is ν-integrable. In view of Corollary IX.11, this implies that ϕ
is M -square-integrable, i.e., Q−1ξ is in the domain of T Mg .
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X. EIGENFUNCTION EXPANSIONS
In this section, we prove the results formulated in Sec. II.
Let BR denote the Borel σ-algebra on R. Proposition II.4 follows immediately from the next lemma.
Lemma X.1. Let φ ∈ R and θ be a Borel real function on Aφ. Then µφθ is a (ν0,BR)-measurable family
of measures and M = (BR)-
∫ ⊕
µφθ (s) dν0(s) is the unique Borel measure on S×R satisfying the conditions
of Proposition II.4.
Proof. Let K be the set of compact subsets of R. Clearly, K is contained in the domain of µφθ (s) for all
s ∈ S. Hence, the (ν0,BR)-measurability of µφθ is ensured by Lemma II.3 and Corollary IX.3 (note that
σ(K) = BR).
Let BS and BS×R denote the Borel σ-algebras of S and S×R respectively. By Definition IX.8,M satisfies
the conditions of Proposition IX.7 for µ = µφθ , ν = ν0, Σ = BR, and Σ˜ = BS . By Lemma II.3, we have
K ′ ×K ∈ ∆Σµ,ν for any compact sets K ′ ⊂ S and K ⊂ R. Since BS×R = σ(BS ⊠ BR), Proposition IX.7
implies that M is a Borel measure on S × R satisfying (31). If f is an M -measurable function, then
equality (32) is ensured by Proposition IX.10. Thus, M satisfies the conditions of Proposition II.4.
Suppose M˜ is another Borel measure on S satisfying (31). Let L be the set of all sets A ∈ BS×R ∩
DM ∩ DM˜ such that M(A) = M˜(A). Let K˜ be the set of all sets K ′ × K, where K ′ ⊂ S and K ⊂ R
are compact sets. Then K˜ is closed under finite intersections and L is an α-class containing K˜. Since
L ⊂ σ(K˜) = BS×R, Lemma IX.6 implies that L is a δ-ring. We hence have M = M˜ by Lemma A.3.
Let φ ∈ R and θ be a Borel real function on Aφ. We define the operator-valued map Uφθ on S by setting
Uφθ (s) =
{
Um+φ, s ∈ S \Aφ,
Um+φ,θ(s), s ∈ Aφ, (93)
for all s = (m, p) ∈ S, where the operators Uκ and Uκ,ϑ satisfy the conditions of Proposition VI.3 and
Proposition VI.4 respectively. By Lemma X.1, the assumptions of Proposition IX.13 are fulfilled for
Σ = BR, µ = µφθ , and ν = ν0. A ν0-measurable family S of Hilbert spaces satisfying the conditions of
Proposition IX.13 for such Σ, µ, and ν will be denoted by Sφθ .
Lemma X.2. Let φ ∈ R, θ be a Borel real function on Aφ, and ψ ∈ Lc2(R+). Then s → Uφθ (s)ψ is a
ν0-measurable section of S
φ
θ .
Proof. As follows from Proposition IX.13 applied to the set K of all compact subsets of R, it suffices to
show that
IK(s) =
∫
K
(Uφθ (s)ψ)(E) dµφθ (s|E)
is a Borel function on S for any compact set K ⊂ R. Given −1 < κ < 1, let the function fκK on R be
defined by the relation
fκK(ϑ) = cos(ϑ− ϑκ)
∫
K
F (1)κ (E) dVκ,ϑ(E) + sin(ϑ− ϑκ)
∫
K
F (2)κ (E) dVκ,ϑ(E),
where ϑκ is defined by (17) and the continuous functions F
(1)
κ and F
(2)
κ on R are given by
F (1)κ (E) =
∫ ∞
0
uκ(E|r)ψ(r) dr, F (2)κ (E) =
∫ ∞
0
wκ(E|r)ψ(r).
It follows from (30), (57), (62), and (93) that IK(s) = f
m+φ
K (θ(s)) for every s = (m, p) ∈ Aφ. On the
other hand, p → IK(m, p) is a constant function on R for every m satisfying |m+ φ| ≥ 1. Since fκK is a
Borel function on R by Lemma II.2, we conclude that IK is a Borel function on S.
In what follows, we set h = L2(R+).
Corollary X.3. Let φ ∈ R and θ be a Borel real function on Aφ. Then Uφθ is a ν0-measurable family of
operators from Ih,ν0 to Sφθ .
Proof. The statement follows immediately from Lemma X.2 and Lemma B.3.
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Given φ ∈ R and a Borel real function θ on Aφ, we define the linear operator Uφθ from L2(S, h, ν0) to∫ ⊕
S
φ
θ (s) dν0(s) by setting
Uφθ =
∫ ⊕
Uφθ (s) dν0(s). (94)
Since Uφθ (s) is a unitary operator from h to Sφθ (s) for ν0-a.e. s, it follows from Corollary X.3 and
Proposition B.23 that Uφθ is a unitary operator. If f is an M
φ
θ -measurable complex function, we denote
by f |φθ the ν0-equivalence class such that f |φθ (s) is the µφθ (s)-equivalence class of the map E → f(s, E)
for ν0-a.e. s. In view of Lemma X.1, all conditions of Proposition IX.14 are fulfilled for Σ = BR, ν = ν0,
µ = µφθ , M = M
φ
θ , S = S
φ
θ , and fˆ = f |φθ . It follows from statement 2 of Proposition IX.14 that the
correspondence f → f |φθ induces a unitary operator Qφθ from L2(S × R,Mφθ ) to
∫ ⊕
S
φ
θ (s) dν0(s).
Note that the uniqueness of W in Proposition II.1 is ensured by the density of Lc2(R
3) in L2(R
3).
Hence, Proposition II.1 follows from the next lemma.
Lemma X.4. Let φ ∈ R, θ be a Borel real function on Aφ, and V be as in Lemma V III.1. Then the
operator W = (Qφθ )
−1Uφθ V satisfies the conditions of Proposition II.1.
Proof. Let Φ ∈ C∞0 (O) and Ψ = [Φ]Λ. For s ∈ S and E ∈ R, let hΨ(s, E) denote the right-hand side
of (10). For −1 < κ < 1 and m ∈ Z, we define the continuous function Fκm on R×R× (O) by the relation
Fκm(E, ϑ, x) =
e−ipx3
2π
√
rx
(
x1 − ix2
rx
)m
uκϑ(E|rx)
for all E, ϑ ∈ R and x = (x1, x2, x3) ∈ O, where rx =
√
x21 + x
2
2. Set f
κ
m,Ψ(E, ϑ) =
∫
Fκm(E, ϑ, x)Ψ(x) dx.
By (11), (19), and (10), we have hΨ(s, E) = f
m+φ
m,Ψ (E, θ(s)) for all s = (m, p) ∈ Aφ and E ∈ R.
If |m + φ| > 1, then (11), (19), and (10) imply that (p,E) → hΨ(m, p ;E) is a continuous function
on R2. Since fκm,Ψ is a continuous function on R
2 for all m ∈ Z and −1 < κ < 1, it follows that
(p,E) → hΨ(m, p ;E) is a Borel function on R2 for every m ∈ Z. Thus, hΨ is a Borel (and, hence,
Mφθ -measurable) function on S × R.
In view of (11), passing to the polar coordinates in the (x1, x2)-plane in the integral in (10) yields
hΨ(s, E) =
∫ ∞
0
J φθ (s, E|r)Φ˜(s|r) dr (95)
for all s ∈ S and E ∈ R, where the C∞0 (R+)-valued map Φ˜ on S is given by (71). It follows from (19),
(30), (93), Proposition VI.3, and Proposition VI.4 that, for every s ∈ S and ψ ∈ Lc2(R+), the equality
(Uφθ (s)ψ)(E) =
∫ ∞
0
J φθ (s, E|r)ψ(r) dr (96)
holds for µφθ (s)-a.e. E. In view of (72), equalities (94), (95) and (96) imply that the function E → hΨ(s, E)
is µφθ (s)-equivalent to (U
φ
θ VΨ)(s) for ν0-a.e. s, whence U
φ
θ VΨ = hΨ|φθ . Since Uφθ VΨ = QφθWΨ = (WΨ)|φθ ,
it follows from statement 1 of Proposition IX.14 that WΨ is Mφθ -equivalent to hΨ. Thus, (10) holds for
Ψ = [Φ]Λ with Φ ∈ C∞0 (O).
For a general Ψ ∈ Lc2(R3), we choose a sequence Φn ∈ C∞0 (O) such that Ψn = [Φn]Λ converge to Ψ
in L2(R3) and the supports of all Φn are contained in a fixed compact set for all n. Since Wφθ (s, E) is
locally square-integrable, we have hΨn(s, E) → hΨ(s, E) for all s ∈ S and E ∈ R. As WΨn → WΨ in
L2(S × R,Mφθ ) by continuity of W , it follows that WΨ is Mφθ -equivalent to hΨ.
Lemma X.4 and the uniqueness statement of Proposition II.1 imply that
Wφθ = (Q
φ
θ )
−1Uφθ V. (97)
Theorem II.5 follows from Proposition VIII.5 and the next statement.
Proposition X.5. Let φ ∈ R, θ be a Borel real function on Aφ, and Rφθ be defined by (87). Then we
have Hφθ = R
φ
θ .
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Proof. For brevity, we set µ = µφθ , U = Uφθ , U = Uφθ , Q = Qφθ ,M =Mφθ , and g = f|φθ . It follows from (30),
(33), (78), (82), (93), and Propositions VI.3 and VI.4 that
U(s)Hφθ (s)U(s)−1 = T µ(s)g(s)
for ν0-a.e. s. By Lemma VIII.4, Hφθ is a ν0-measurable family of operators in h. Hence, it follows
from (87), (94), Corollary X.3, statement 1 of Proposition B.23, and Proposition B.25 that s→ T µ(s)
g(s) is
a ν0-measurable family of operators in S
φ
θ and
UV Rφθ (UV )
−1 =
∫ ⊕
T µ(s)
g(s) dν0(s).
By statement 3 of Proposition IX.14, the operator in the right-hand side is equal to QT Mf Q−1. Equali-
ties (34) and (97) therefore imply that Hφθ = R
φ
θ .
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Appendix A: Measure theory
In this Appendix, we briefly describe the measure-theoretic concepts used in this paper. Our aim here
is not only to fix the notation but also to formulate definitions in such a way as to provide a unified
treatment of positive and spectral measures. In particular, in contrast to the standard approach (see,
e.g., Refs. 34 and 36), we define positive measures as functions on δ-rings rather than σ-algebras and do
not allow them to take infinite values (see Sec. A 2 below).
1. Rings and algebras of sets
Recall that a nonempty set of sets Q is called a ring of sets if A ∪ B ∈ Q and A \ B ∈ Q for any
A,B ∈ Q. As A ∩ B = A \ (A \ B), every ring is closed under finite intersections. A ring Q is called a
σ-ring (a δ-ring) if it is closed under countable unions (resp., under countable intersections). For a set
of sets Q, we denote by σ(Q) (δ(Q)) the σ-ring (resp., δ-ring) generated by Q, i.e., the smallest σ-ring
(resp., δ-ring) containing Q. If Q is a δ-ring, then σ(Q) is just the set of all countable unions of elements
of Q. A σ-ring Q is said to be countably generated if there is a countable set Q˜ ⊂ Q such that Q = σ(Q˜).
A σ-ring Q is called a σ-algebra if it has the largest element with respect to inclusion.
The σ-ring generated by all open sets of a topological space X is obviously a σ-algebra. It is called
the Borel σ-algebra of X and its elements are called Borel subsets of X . A map f is called a Borel map
from X to a topological space Y if X is contained in the domain Df of f , f(X) ⊂ Y , and f−1(A) ∩X is
a Borel subset of X for any Borel subset A of Y .
2. Measures
Let A be a topological Abelian group and ν be an A-valued map. Let Nν denote the set of all N ∈ Dν
with the property: if N ′ ⊂ N and N ′ ∈ Dν , then ν(N ′) = 0. We say that ν is an A-valued σ-additive
function if ν(A) =
∑
i∈I ν(Ai) for any A ∈ Dν and any countable partition A =
⋃
i∈I Ai with Ai ∈ Dν .
An A-valued σ-additive function is called an A-valued measure if its domain Dν is a δ-ring and the
following completeness conditions are satisfied:
(a) If A ∈ σ(Dν) and the family {ν(Ai)}i∈I is summable in A for any countable partition A =
⋃
i∈I Ai
with Ai ∈ Dν , then A ∈ Dν .
(b) If N ∈ Nν and N ′ ⊂ N , then N ′ ∈ Dν (and, hence, N ′ ∈ Nν).
Elements of Nν are called ν-null sets and elements of σ(Dν) are called ν-measurable sets. A measure
ν is called σ-finite if σ(Dν) is a σ-algebra. In this case, we denote by Sν the largest element of σ(Dν)
with respect to inclusion. A measure ν is called finite if it is σ-finite and Sν ∈ Dν . A measure ν is called
positive if it is R-valued and ν(A) ≥ 0 for any A ∈ Dν .
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Remark A.1. In most expositions of measure theory (see, e.g., Refs 34 and 36), a positive measure is
defined as a σ-additive function on a σ-algebra taking values in the extended real semi-axis R¯+ = [0,∞].
Such an R¯+-valued measure ν is called σ-finite if the largest set in Dν is a countable union of elements of
Dν with a finite measure. It is called complete if every subset of an element of Dν with zero measure also
belongs to Dν . Complete σ-finite R¯+-valued measures can be naturally identified with positive σ-finite
measures in our sense (note that a complete σ-finite R¯+-valued measure ν restricted to the set of all
elements of Dν with a finite measure is a positive σ-finite measure in our sense). The advantage of our
definition is that it does not involve the extended real axis and, therefore, makes it possible to treat
positive measures in the same way as vector-valued measures.
Given a σ-ring Q, a measure ν is called Q-compatible if Q ⊂ σ(Dν) and for every A ∈ Dν , there is an
N ∈ Nν such that A∪N ∈ Q. In this case, Dν consists of all sets of the form B ∪N , where B ∈ Q∩Dν
and N ∈ Nν . If X is a topological space and B is its Borel σ-algebra, then a B-compatible measure is
called a Borel measure on X .
Remark A.2. Positive Borel measures on a topological spaceX are usually defined as R¯+-valued σ-additive
functions on the Borel σ-algebra of X . If such a measure is σ-finite, then its completion corresponds (as
described in Remark A.1) to a positive Borel measure on X in our sense. Since we consider only complete
measures (see condition (b) above), we introduce the notion of Q-compatibility to relate measure and
topology.
Lemma A.3. Let A be a sequentially complete topological Abelian group and ν be an A-valued σ-additive
function such that Dν is a δ-ring. Then there is a unique σ(Dν)-compatible A-valued measure νˆ such
that Dν ⊂ Dνˆ and νˆ coincides with ν on Dν . If ν satisfies (a), then Dν = Dνˆ ∩ σ(Dν).
The measure νˆ is called the completion of the σ-additive function ν.
Proof. We give the proof only for positive ν because the lemma is used in this paper only in this case. The
existence and uniqueness of νˆ is then guaranteed by the well-known results on the extension of positive
measures. Let ν satisfy (a) and A ∈ Dνˆ ∩ σ(Dν). Let {Ai}i∈I be a countable partition of A such that
Ai ∈ Dν for all i ∈ I. Since νˆ(Ai) = ν(Ai) for all i ∈ I, the σ-additivity of νˆ implies that the family
{ν(Ai)}i∈I is summable. Condition (a) hence ensures that A ∈ Dν and, therefore, Dν ⊃ Dνˆ ∩ σ(Dν). As
the opposite inclusion also obviously holds, the lemma is proved.
Let ν be an A-valued measure and A be a ν-measurable set. The restriction ν|A of ν to A is, by
definition, the restriction of the map ν to the domain Dν|A consisting of all elements of Dν that are
contained in A. Clearly, ν|A is a σ-finite measure for any ν-measurable set A and Sν|A = A.
Let ν1 and ν2 be positive measures and Q be the σ-ring generated by all sets of the form A1 × A2,
where A1 ∈ Dν1 and A2 ∈ Dν2 . Then there is a unique positive Q-compatible measure ν such that
ν(A1 × A2) = ν1(A1)ν2(A2) for every A1 ∈ Dν1 and A2 ∈ Dν2 . This measure is called the product of ν1
and ν2 and is denoted by ν1 × ν2.
3. Standard measures
Let A be a topological Abelian group. An A-valued measure ν is called standard if it is σ-finite and
there exists a complete separable metric space X such that X ⊂ Sν , Sν \X is a ν-null set, and ν|X is a
Borel measure on X . If ν is a standard measure and A is a ν-measurable set, then ν|A is also a standard
measure.
Remark A.4. Standard measures were first introduced in Ref. 37. Unlike Ref. 37, we consider only
complete measures, and standard measures in our sense are actually the completions of those in the
sense of Ref. 37. In the probabilistic context, such complete measures were introduced in Ref. 38 under
the name of Lebesgue measure spaces. The class of standard measures is broad enough to include most
measures encountered in applications and, at the same time, is narrow enough to exclude measures with
a pathological behavior.
4. Measurable maps
Let ν be a σ-finite A-valued measure. A map f is said to be defined ν-a.e. if Sν \Df is a ν-null set.
Given a set X , a map f is said to be an X-valued ν-a.e. defined map if Sν \ f−1(X) is a ν-null set. If X
is a topological space, then a map f is called an X-valued ν-measurable map if f is an X-valued ν
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defined map and f−1(B) ∩ Sν is a ν-measurable set for any Borel subset B of X . We say that some
property P (s) holds for ν-a.e. s, if there is a ν-null set N such that P (s) holds for all s ∈ Sν \N .
Given a ν-measurable set A, we say that f is an X-valued ν-measurable map on A if f is an X-valued
ν|A-measurable map. A property P (s) is said to hold for ν-a.e. s ∈ A if it holds for ν|A-a.e. s.
A complex ν-a.e. defined function f is said to be ν-essentially bounded if there is C > 0 such that
|f(s)| ≤ C for ν-a.e. s.
Remark A.5. Note that the domain Df of a ν-a.e. defined or ν-measurable map f is not assumed to be
contained in Sν . Moreover, X-valued ν-a.e. defined (and, in particular, ν-measurable) maps are allowed
to take values outside X on some ν-null set contained in Sν ∩Df . This implies in particular, that using
“the set of all X-valued ν-measurable maps” would lead to the same kind of set-theoretic problems as
the use of “the set of all sets”.
Let X be a complete separable metric space, f be an X-valued ν-a.e. defined map, and f1, f2, . . . be a
sequence of X-valued ν-measurable maps such that fn(s) converge to f(s) in X as n → ∞ for ν-a.e. s.
Then f is ν-measurable.
5. Equivalence classes
Let ν be a σ-finite A-valued measure. Two ν-a.e. defined maps f and g are called ν-equivalent if
f(s) = g(s) for ν-a.e. s. All ν-a.e. defined maps fall into disjoint classes of ν-equivalent maps, which
are called ν-equivalence classes. In every ν-equivalence class, we choose an arbitrary fixed element whose
domain of definition is contained in Sν . Given a ν-a.e. defined map f , we denote by [f ]ν such a chosen
element belonging to the ν-equivalence class containing f . Thus, the map [f ]ν is ν-equivalent to f for
any ν-a.e. defined map f , and we have [f ]ν = [g]ν for every pair of ν-equivalent maps f and g. If X is a
topological space, then f is an X-valued ν-measurable map if and only if so is [f ]ν .
In this paper, ν-equivalence classes per se are not used. Whenever we speak of ν-equivalence classes,
we always refer to representatives of the form [f ]ν , where f is a ν-a.e. defined map. There are two reasons
for such a redefinition of the notion of a ν-equivalence class. First, the same arguments as in Remark A.5
show that the ν-equivalence classes in the true sense cannot be considered as well-defined sets. Hence,
using them as elements of sets is not satisfactory from the viewpoint of foundations of mathematics.
Choosing a fixed representative in each class allows us to circumvent this difficulty. Second, since ν-
equivalence classes in our sense are just some maps, all definitions and notations introduced for maps
become directly applicable to ν-equivalence classes.
6. Integrable functions
Let ν be a σ-finite positive measure. A ν-measurable complex function f is called ν-integrable if
Iν(f) = sup
Ai∈Dν , ci∈R
n∑
i=1
ciν(Ai) <∞,
where the supremum is taken over all finite sets A1, . . . , An of disjoint elements of Dν and c1, . . . , cn ∈ R
such that ci ≤ |f(s)| for ν-a.e. s ∈ Ai. The integral
∫
f(s) dν(s) of a ν-integrable function f is a complex
number that is uniquely determined by the conditions that
∫
f(s) dν(s) be linear in f and coincide with
Iν(f) if f(s) ≥ 0 for ν-a.e. s.
Clearly, passing to a ν-equivalent function does not affect its ν-integrability. In particular, a ν-a.e.
defined function f is ν-integrable if and only if [f ]ν is ν-integrable. If A is a ν-measurable set and f
is a ν|A-integrable function, then we say that f is a ν-integrable function on A. In this case, we write∫
A
f(s) dν(s) in place of
∫
f(s) dν|A(s).
Remark A.6. As for ν-measurable functions, the domain of a ν-integrable function is not assumed to be
contained in Sν .
7. L2-spaces
Let ν be a σ-finite positive measure and h be a separable Hilbert space.39 We denote by M(h, ν)
the set of all elements [f ]ν , where f is an H-valued ν-measurable map. The set M(h, ν) has a natural
structure of a vector space over C (for any h-valued ν-a.e. defined maps f and g and any k ∈ C, we set
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[f ]ν +[g]ν = [f + g]ν and k[f ]ν = [kf ]ν). Given a ν-measurable set A, we denote by L2(A, h, ν) the linear
subspace of M(h, ν|A) consisting of all its elements f such that s → ‖f(s)‖2 is a ν-integrable function.
Defining the scalar product of f, g ∈ L2(A, h, ν) by the formula
〈f, g〉 =
∫
A
〈f(s), g(s)〉 dν(s),
we make L2(A, h, ν) into a Hilbert space.
For h = C, we denote the space L2(A, h, ν) by L2(A, ν). If A ⊂ Rn and ν is the Lebesgue measure on
Rn, the space L2(A, ν) is denoted by L2(A).
Given a ν-measurable complex function g, we denote by T νg the operator of multiplication by g in
L2(Sν , ν). By definition, the graph of T νg consists of all pairs (f1, f2) of elements of L2(Sν , ν) such that
f2(s) = g(s)f1(s) for ν-a.e. s. The operator T νg is closed and densely defined and its adjoint is equal to
T νg¯ , where g¯ is the complex conjugate function of g. In particular, if g is real, then T νg is self-adjoint.
8. Spectral measures
We refer the reader to Chapter 5 of Ref. 40 for a detailed exposition of the theory of spectral measures.
Here, we only give a brief summary of the facts needed in this paper. Let H be a separable Hilbert
space and L(H) be the space of bounded everywhere defined linear operators in H endowed with the
strong operator topology. A finite L(H)-valued measure E is called a spectral measure in H if E(A) is an
orthogonal projection in H for any A ∈ DE and E(SE ) is the identity operator in H. For any Ψ ∈ H, we
define the positive measure EΨ as the completion of the positive σ-additive function A→ 〈E(A)Ψ,Ψ〉 on
DE , where 〈·, ·〉 is the scalar product on H.
Let E be a spectral measure. Given an E-measurable complex function f , the integral JEf of f with
respect to E is defined as the unique linear operator in H such that
DJE
f
=
{
Ψ ∈ H :
∫
|f(s)|2 dEΨ(s) <∞
}
(A1)
〈Ψ, JEf Ψ〉 =
∫
f(s) dEΨ(s), Ψ ∈ DJE
f
. (A2)
For any E-measurable complex function f , the operator JEf is closed and densely defined and its adjoint
is equal to JE
f¯
.
For every normal operator T , there is a unique Borel spectral measure ET on C such that JETg = T ,
where g is the identity function on C. The operators ET (A), where A is a Borel subset of C, are called
the spectral projections of T . If f is an ET -measurable complex function, then the operator JETf is also
denoted as f(T ).
Appendix B: Direct integral decompositions of operators in Hilbert space
One of the main mathematical tools used in this paper are the direct integral decompositions of
operators in Hilbert space. In its original form6, the theory of such decompositions (also known as
von Neumann’s reduction theory) is applicable only to bounded operators41 and, therefore, is insufficient
for quantum-mechanical applications, where unbounded operators play a prominent role. An extension
of the reduction theory to unbounded operators was given in Ref. 7 (most results of Ref. 7 were earlier
formulated without proofs in Ref. 8). The approach proposed in Ref. 7 is based on the observation42 that
the properties of a closed operator in a Hilbert space can be encoded in a set of four bounded operators
forming its so called characteristic matrix. This allows one to reformulate problems concerning the direct
integrals of arbitrary closed operators in terms of direct integrals of bounded operators. Although this
approach makes it possible to extend the results of the original von Neumann’s theory to unbounded
operators, it seems to be somewhat inconvenient for applications to concrete problems, where the com-
putation of the characteristic matrices may turn out to be a difficult task. In particular, the definition of
the measurability of families of operators given in Ref. 7 may be difficult to verify for concrete examples.
From the viewpoint of applications, the definition of measurability proposed in Ref. 8 and formulated
directly in terms of the graphs of operators seems to be more suitable (both definitions are actually
equivalent, see Remark B.12 below).
In this appendix, we give a self-contained exposition of the theory of direct integral decompositions
of (generally, unbounded) operators in Hilbert space. Our treatment is based on the formulation of
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measurability proposed in Ref. 8 and does not involve characteristic matrices. Such an approach allows
us to derive all results in a straightforward manner: unlike Ref. 7, we do not need the theory for bounded
operators as a prerequisite. Moreover, it becomes possible to give a concise treatment of direct integral
decompositions of sums and products of operators (see Propositions B.25 and B.26 below), whose original
analysis in Ref. 43 involves lengthy computations of characteristic matrices.
In what follows, we use the measure-theoretic framework described in Appendix A. Throughout this
appendix, ν denotes a σ-finite positive measure.
1. Measurable families of Hilbert spaces
A ν-a.e. defined map S is called a ν-a.e. defined family of Hilbert spaces if S(s) is a separable Hilbert
space for ν-a.e. s. A map ξ is called a ν-a.e. defined section of S if ξ(s) ∈ S(s) for ν-a.e. s.
A ν-a.e. defined family of Hilbert spaces S is called ν-measurable if it is equipped with a sequence
{ξSi }∞i=1 of ν-a.e. defined sections of S such that the linear span of the vectors ξS1 (s), ξS2 (s), . . . is dense
in S(s) for ν-a.e. s, and s → 〈ξSi (s), ξSj (s)〉 is a ν-measurable complex function for any i, j = 1, 2, . . ..
A ν-a.e. defined section ξ of S is called ν-measurable if s → 〈ξSi (s), ξ(s)〉 is a ν-measurable complex
function for any i = 1, 2, . . ..
We say that ν-measurable families S1 and S2 of Hilbert spaces are ν-identical if they are ν-equivalent
and have the same ν-measurable sections.
A sequence e1, e2, . . . of elements of a Hilbert space H is said to be a generalized orthonormal system
in H if 〈ei, ej〉 = 0 for i 6= j and ‖ei‖ is equal to either 1 or 0 for any i = 1, 2, . . ..
Let S be a ν-a.e. defined family of Hilbert spaces and ξ1, ξ2, . . . be a sequence of ν-a.e. defined sections
of S. We say that ν-a.e. defined sections ξ˜1, ξ˜2, . . . of S constitute an orthonormal sequence associated
with ξ1, ξ2, . . . if the following conditions hold
(a) For ν-a.e. s, the sequence ξ˜1(s), ξ˜2(s), . . . is a generalized orthonormal system in S(s) whose linear
span coincides with that of ξ1(s), ξ2(s), . . ..
(b) There exist ν-measurable complex functions fij defined for i ≤ j such that ξ˜j(s) =
∑j
i=1 fij(s)ξi(s)
for all j = 1, 2, . . . and ν-a.e. s.
Lemma B.1. Let S be a ν-a.e. defined family of Hilbert spaces and ξ1, ξ2, . . . be a sequence of ν-a.e.
defined sections of S such that s→ 〈ξi(s), ξj(s)〉 is a ν-measurable complex function for any i, j = 1, 2, . . ..
Then there exists an orthonormal sequence associated with ξ1, ξ2, . . ..
Proof. The required sequence is constructed by applying the standard orthogonalization procedure to
ξ1(s), ξ2(s), . . ., see the proof of Lemma 1 in Sec. II.1.2 of Ref. 19 for details.
If ξ and η are ν-measurable sections of a ν-measurable family S of Hilbert spaces, then s→ 〈ξ(s), η(s)〉
is a ν-measurable complex function. Indeed, by Lemma B.1, there exists an orthonormal sequence
ξ˜1, ξ˜2, . . . associated with ξ
S
1 , ξ
S
2 , . . .. By (a), the linear span of ξ˜1(s), ξ˜2(s), . . . is dense in S(s) for ν-a.e.
s. This implies that 〈ξ(s), η(s)〉 =∑∞i=1〈ξ(s), ξ˜i(s)〉〈ξ˜i(s), η(s)〉 for ν-a.e. s. Hence the required statement
follows because s→ 〈ξ(s), ξ˜i(s)〉 and s→ 〈ξ˜i(s), η(s)〉 are ν-measurable complex functions by (b) and the
ν-measurability of ξ and η.
Lemma B.2. Let S be a ν-measurable family of Hilbert spaces and ξ1, ξ2, . . . be ν-measurable sections
of S. Let ξ be a ν-a.e. defined map such that ξ(s) belongs to the closed linear span of ξ1(s), ξ2(s), . . .
for ν-a.e. s. If s→ 〈ξj(s), ξ(s)〉 is a ν-measurable function for all j = 1, 2, . . ., then ξ is a ν-measurable
section of S.
Proof. By Lemma B.1, there exists an orthonormal sequence ξ˜1, ξ˜2, . . . associated with ξ1, ξ2, . . .. By
condition (b), ξ˜j is a ν-measurable section of S for every j = 1, 2, . . .. By condition (a), ξ˜1(s), ξ˜2(s), . . .
is a generalized orthonormal system whose closed linear span coincides with that of ξ1(s), ξ2(s), . . . and,
hence, contains ξ(s) for ν-a.e. s. This implies that ξ(s) =
∑∞
j=1〈ξ˜j(s), ξ(s)〉ξ˜j(s) for ν-a.e. s and,
therefore, ξ is a ν-measurable section of S.
2. Direct sums of measurable families
Let S1 and S2 be ν-measurable families of Hilbert spaces. Then there is a unique (up to ν-identity)
ν-measurable family S of Hilbert spaces satisfying the conditions
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(1) S(s) = S1(s)⊕S2(s) for ν-a.e. s.
(2) A ν-a.e. defined map ζ is a ν-measurable section of S if and only if there are ν-measurable sections
ξ and η of S1 and S2 respectively such that ζ(s) = (ξ(s), η(s)) for ν-a.e. s.
Indeed, every ν-a.e. defined map S satisfying (1) becomes a ν-measurable family of Hilbert spaces
satisfying (2) if we choose ξS1 , ξ
S
2 , . . . in such a way that ξ
S
2k(s) = (ξ
S1
k (s), 0) and ξ
S
2k−1(s) = (0, ξ
S2
k (s))
for ν-a.e. s and every k = 1, 2, . . .. The ν-measurable family S of Hilbert spaces satisfying (1) and (2) is
called the direct sum of S1 and S2 and is denoted by S1 ⊕ν S2.
3. Constant and discrete families
Let h be a separable Hilbert space. Then there exists a unique (up to ν-identity) ν-measurable family
S of Hilbert spaces satisfying the conditions
(1) S(s) = h for ν-a.e. s.
(2) A ν-a.e. defined map ξ is a ν-measurable section of S if and only if ξ is an h-valued ν-measurable
map.
Indeed, let e1, e2, . . . be an orthonormal basis in h and S be a ν-a.e. defined map satisfying (1). To
make S into a ν-measurable family, we require ξS1 , ξ
S
2 , . . . to be ν-a.e. defined maps such that ξ
S
i (s) = ei
for ν-a.e. s. If ξ is a ν-measurable section of S, then ξ is an H-valued ν-measurable map because
ξ(s) =
∑
i〈ξSi (s), ξ(s)〉ei for ν-a.e. s and, therefore, S satisfies (2). The ν-measurable family S of
Hilbert spaces satisfying (1) and (2) is denoted by Ih,ν .
Suppose now that S is a countable set, ν is a counting measure on S and S is a ν-a.e. defined family
of Hilbert spaces (i.e., S ⊂ DS and S(s) is a separable Hilbert space for every s ∈ S ). Since every
ν-a.e. defined complex function is ν-measurable, there is a unique (up to ν-identity) ν-measurable family
SS of Hilbert spaces such that SS (s) = S(s) for every s ∈ S . Every ν-a.e. defined section of SS is
ν-measurable.
4. Measurable families of operators
Let S be a ν-measurable family of Hilbert spaces. A ν-a.e. defined map S′ is said to be a ν-a.e.
defined family of subspaces of S if S′(s) is a linear (not necessarily closed) subspace of S(s) for ν-a.e.
s. A ν-a.e. defined family S′ of subspaces of S is called ν-measurable if there is a sequence ξ1, ξ2, . . .
of ν-measurable sections of S such that the linear span of ξ1(s), ξ2(s), . . . is dense in S
′(s) for ν-a.e. s
(such a sequence will be called a ν-measurable basis in S′).
Let S1 and S2 be ν-measurable families of Hilbert spaces. A ν-a.e. defined map R is called a ν-a.e.
defined family of operators from S1 to S2 if R(s) is an operator (possibly not everywhere defined and
unbounded) from S1(s) to S2(s) for ν-a.e. s. A ν-a.e. defined family R of operators from S1 to S2
is called ν-measurable if there are sequences ξ1, ξ2, . . . and η1, η2, . . . of ν-measurable sections of S1 and
S2 respectively such that the linear span of the vectors (ξj(s), ηj(s)) is dense in the graph GR(s) of the
operator R(s) for ν-a.e. s. In other words, R is ν-measurable if s → GR(s) is a ν-measurable family of
subspaces of S1 ⊕ν S2.
Given a ν-measurable family S of Hilbert spaces, we say that R is a ν-a.e. defined (ν-measurable)
family of operators in S if it is a ν-a.e. defined (resp., ν-measurable) family of operators from S to S. If
h is a separable Hilbert space, then ν-a.e. defined (ν-measurable) families of operators in Ih,ν are called
ν-a.e. defined (resp., ν-measurable) families of operators in h.
Lemma B.3. Let S1 and S2 be ν-measurable families of Hilbert spaces and R be a ν-a.e. defined family
of operators from S1 to S2 such that R(s) is an everywhere defined bounded operator for ν-a.e. s. Then
the following statements hold
1. If R is ν-measurable then s → R(s)ξ(s) is a ν-measurable section of S2 for any ν-measurable
section ξ of S1.
2. Suppose there exists a ν-measurable basis ξ1, ξ2, . . . in S1 such that s→R(s)ξj(s) is a ν-measurable
section of S2 for all j = 1, 2, . . .. Then R is ν-measurable.
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Proof. 1. Let ξ be a ν-measurable section of S1 and ξ1, ξ2, . . . and η1, η2, . . . be ν-measurable sections
of S1 and S2 respectively such that the linear span of the vectors (ξj(s), ηj(s)) is dense in GR(s) for
ν-a.e. s. By Lemma B.1, there exists an orthonormal sequence ξ˜1, ξ˜2, . . . associated with ξ1, ξ2, . . .. By
condition (b) of Sec. B 1, we have R(s)ξ˜j(s) =
∑j
i=1 fij(s)ηi(s) with some ν-measurable functions fij for
any j = 1, 2, . . . and ν-a.e. s. Hence, s→R(s)ξ˜j(s) is a ν-measurable section of S2 for any j = 1, 2, . . ..
By condition (a) of Sec. B 1, the linear span of ξ˜1(s), ξ˜2(s), . . . coincides with that of ξ1(s), ξ2(s), . . . and,
therefore, is dense in S1(s) for ν-a.e. s. This implies that ξ(s) =
∑∞
j=1〈ξ˜j(s), ξ(s)〉ξ˜j(s) for ν-a.e. s. By
the continuity of R(s), it follows that R(s)ξ(s) =∑∞j=1〈ξ˜j(s), ξ(s)〉R(s)ξ˜j (s) for ν-a.e. s and, therefore,
s→R(s)ξ(s) is a ν-measurable section of S2.
2. Let ν-measurable sections η1, η2, . . . of S2 be such that ηj(s) = R(s)ξj(s) for all j = 1, 2, . . . and ν-a.e.
s. As the linear span of ξ1(s), ξ2(s), . . . is dense in S1(s) and R(s) is everywhere defined and continuous,
the linear span of (ξj(s), ηj(s)) is dense in GR(s) for ν-a.e. s. This means that R is ν-measurable.
Lemma B.4. Let S1 and S2 be ν-measurable families of Hilbert spaces and R be a ν-measurable family
of operators from S1 to S2 such that R(s) is an everywhere defined bounded operator for ν-a.e. s. Let
S′1 be a ν-measurable family of subspaces of S1. Then the images of S
′
1(s) under R(s) constitute a
ν-measurable family of subspaces of S2.
Proof. Let ξ1, ξ2, . . . be a ν-measurable basis in S
′
1. By the continuity of R(s), the linear span of
R(s)ξ1(s),R(s)ξ2(s), . . . is dense in the image of S′1(s) under R(s) for ν-a.e. s. Hence the statement
follows because s→R(s)ξj(s) is a ν-measurable section of S2 for any j = 1, 2, . . . by Lemma B.3.
Lemma B.5. Let S be a ν-measurable family of Hilbert spaces and S′ and P be ν-a.e. defined maps
such that S′(s) is a closed subspace of S(s) and P(s) is the orthogonal projection of S(s) onto S′(s) for
ν-a.e. s. Then P is a ν-measurable family of operators in S if and only if S′ is a ν-measurable family
of subspaces of S.
Proof. If P is ν-measurable, then so is S′ by Lemma B.4. Let S′ be ν-measurable and ξ1, ξ2, . . . be a
ν-measurable basis in S′. Let ξ be a ν-measurable section of S. For ν-a.e. s, we have 〈P(s)ξ(s), ξj(s)〉 =
〈ξ(s), ξj(s)〉. Hence, s → 〈P(s)ξ(s), ξj(s)〉 is a ν-measurable section of S for all j = 1, 2, . . .. In view
of Lemma B.2, this implies that s → P(s)ξ(s) is a ν-measurable section of S and, therefore, P is
ν-measurable by Lemma B.3.
Let H′ and H′′ be closed subspaces of a Hilbert space H and P ′ and P ′′ be the orthogonal projections
of H onto H′ and H′′ respectively. Then we have H′ ∩ H′′ = KerR, where R = 1H − (P ′ + P ′′)/2 and
1H denotes the identity operator in H. Indeed, suppose ψ ∈ KerR and ψ /∈ H′ ∩ H′′. Assume, for
definiteness, that ψ /∈ H′. Then ‖P ′ψ‖ < ‖ψ‖. Since ψ = (P ′ψ+P ′′ψ)/2 and ‖P ′′ψ‖ ≤ ‖ψ‖, this implies
that ‖ψ‖ < ‖ψ‖. We thus obtain a contradiction and the statement is proved.
Lemma B.6. Let S be a ν-measurable family of Hilbert spaces and S′ and S′′ be ν-measurable families
of closed subspaces of S. Then
1. If S′′(s) ⊂ S′(s) for ν-a.e. s, then s → S′(s) ⊖ S′′(s), where S′(s) ⊖ S′′(s) is the orthogonal
complement of S′′(s) in S′(s), is a ν-measurable family of subspaces of S.
2. s→ S′(s) ∩S′′(s) is a ν-measurable family of subspaces of S.
Proof. 1. Let P ′ and P ′′ be ν-a.e. defined maps such that P ′(s) and P ′′(s) are orthogonal projections
of S(s) onto S′(s) and S′′(s) respectively for ν-a.e. s. By Lemma B.5, P ′ and P ′′ are ν-measurable
families of operators in S. It follows from Lemma B.3 that s → P ′(s) − P ′′(s) is also a ν-measurable
family of operators in S. As P ′(s) − P ′′(s) is the orthogonal projection of S(s) onto S′(s) ⊖S′′(s) for
ν-a.e. s, the desired statement follows from Lemma B.5.
2. Let ν-measurable families P ′ and P ′′ of operators in S be as in the proof of (1) and R be a ν-a.e.
defined map such that R(s) = 1S(s) − (P ′(s) +P ′′(s))/2 for ν-a.e. s. It follows from Lemma B.3 that R
is a ν-measurable family of operators in S. Since S′(s) ∩S′′(s) = KerR(s) = (ImR(s))⊥ for ν-a.e. s,
the statement follows from Lemma B.4 and (1).
Lemma B.7. Let S1 and S2 be ν-measurable families of Hilbert spaces and R be a ν-measurable family
of operators from S1 to S2. Then
1. If R(s) is invertible for ν-a.e. s, then s → R(s)−1 is a ν-measurable family of operators from S2
to S1.
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2. If R(s) is closed for ν-a.e. s, then s→ KerR(s) is a ν-measurable family of subspaces of S1.
Proof. For ν-a.e. s, let S(s) be everywhere defined bounded operator from S1(s)⊕S2(s) to S2(s)⊕S1(s)
taking (ψ1, ψ2) to (ψ2, ψ1). Obviously, S is a ν-measurable family of operators fromS1⊕νS2 toS2⊕νS1.
If R(s) is invertible for ν-a.e. s, then GR(s)−1 coincides with the image of GR(s) under S(s) for ν-a.e.
s and, therefore, (1) follows from Lemma B.4. Suppose now that R(s) is closed for ν-a.e. s. Since
s→ S1(s)× {0} is a ν-measurable family of closed subspaces of S1 ⊕ν S2 and GR(s) ∩ (S1(s)× {0}) =
KerR(s)×{0} for ν-a.e. s, statement 2 of Lemma B.6 implies that s→ KerR(s)×{0} is a ν-measurable
family of closed subspaces of S1 ⊕ν S2, whence (2) obviously follows.
Lemma B.8. Let S1, S2, and S3 be ν-measurable families of Hilbert spaces and R1 and R2 be ν-
measurable families of closed operators from S1 to S2 and from S2 to S3 respectively. Then s →
R2(s)R1(s) is a ν-measurable family of operators from S1 to S3.
Proof. Let S′ and S′′ be ν-a.e. defined maps such that, for ν-a.e. s, S′(s) and S′′(s) are subspaces
of S1(s) ⊕ S2(s) ⊕ S3(s) consisting of all (ψ1, ψ2, ψ3) with (ψ1, ψ2) ∈ GR1(s) and (ψ2, ψ3) ∈ GR2(s)
respectively. Clearly, both S′ and S′′ are ν-measurable families of closed subspaces of S1 ⊕ν S2 ⊕ν S3.
Let S be a ν-a.e. defined map such that, for ν-a.e. s, S(s) is the everywhere defined bounded operator
from S1(s) ⊕ S2(s) ⊕ S3(s) to S1(s) ⊕ S3(s) taking (ψ1, ψ2, ψ3) to (ψ1, ψ3). Then GR2(s)R1(s) is the
image of S′(s)∩S′′(s) under S(s) for ν-a.e. s. Hence, the result follows from Lemma B.4 and statement 2
of Lemma B.6.
Lemma B.9. Let S1 and S2 be ν-measurable families of Hilbert spaces and R1 and R2 be ν-measurable
families of closed operators from S1 to S2. Then s→R2(s)+R1(s) is a ν-measurable family of operators
from S1 to S2.
Proof. Let S′ and S′′ be ν-a.e. defined maps such that, for ν-a.e. s, S′(s) and S′′(s) are subspaces
of S1(s) ⊕ S2(s) ⊕ S2(s) consisting of all (ψ1, ψ2, ψ3) with (ψ1, ψ2) ∈ GR1(s) and (ψ1, ψ3) ∈ GR2(s)
respectively. Clearly, both S′ and S′′ are ν-measurable families of closed subspaces of S1 ⊕ν S2 ⊕ν S2.
Let S be a ν-a.e. defined map such that, for ν-a.e. s, S(s) is the everywhere defined bounded operator
from S1(s) ⊕S2(s) ⊕ S2(s) to S1(s) ⊕S2(s) taking (ψ1, ψ2, ψ3) to (ψ1, ψ2 + ψ3). Then GR2(s)+R1(s)
is the image of S′(s) ∩ S′′(s) under S(s) for ν-a.e. s. Hence, the result follows from Lemma B.4 and
statement 2 of Lemma B.6.
Lemma B.10. Let S1 and S2 be ν-measurable families of Hilbert spaces and R be a ν-measurable family
of closed operators from S1 to S2. Let ξ be a ν-measurable section of S1 such that ξ(s) ∈ DR(s) for
ν-a.e. s. Then s→R(s)ξ(s) is a ν-measurable section of S2.
Proof. Let ζ be a ν-a.e. defined section of S1 ⊕ν S2 such that ζ(s) = (ξ(s),R(s)ξ(s)) for ν-a.e. s. It
suffices to show that ζ is ν-measurable. Let ξ1, ξ2, . . . be a ν-measurable basis in S1. Let P be a ν-a.e.
defined map such that P(s) is the orthogonal projection of S1(s) ⊕S2(s) onto GR(s) for ν-a.e. s. For
j = 1, 2, . . ., let ζj be a ν-a.e. defined map such that ζj(s) = P(s)(ξj(s), 0) for ν-a.e. s. By Lemma B.5,
P is a ν-measurable family of operators in S1 ⊕ν S2, and Lemma B.3 implies that ζj is a ν-measurable
section of S1 ⊕ν S2 for all j = 1, 2, . . .. Moreover, the linear span of ζ1(s), ζ2(s), . . . is dense in GR(s) for
ν-a.e. s.44 As 〈ζj(s), ζ(s)〉 = 〈ξj(s), ξ(s)〉 for ν-a.e. s, we conclude that s→ 〈ζj(s), ζ(s)〉 is a ν-measurable
function for all j = 1, 2, . . .. Hence, ζ is ν-measurable by Lemma B.2.
Remark B.11. The definition of measurability of a family of operators given in this section is mainly the
same as in Ref. 8. The only difference is that, in contrast to Ref. 8, we do not require operators to be
closed and densely defined. This is essential for Propositions B.8 and B.9 because the properties of being
closed and densely defined are not inherited by sums and products of operators.
Remark B.12. Let R be a closed operator in a Hilbert space H, P (R) be the orthogonal projection of
H ⊕ H onto GR, and π1,2(H) : H ⊕ H → H and j1,2(H) : H → H ⊕ H be the canonical projections and
embeddings respectively. For i, k = 1, 2, we set Pik(R) = πi(H)P (R)jk(H). The 2 × 2-matrix composed
of bounded operators Pik(R) is called the characteristic matrix of (generally, unbounded) operator R.
In Ref. 7, a ν-a.e. defined family R of closed operators in a ν-measurable family S of Hilbert spaces
was called ν-measurable if s→ Pik(R(s))ξ(s) is a ν-measurable section of S for all i, k = 1, 2 and every
ν-measurable section ξ of S. It follows from Lemmas B.3 and B.5 that this definition is equivalent to
that given in this section because
P (R(s)) =
2∑
i,k=1
ji(S(s))Pik(R(s))πk(S(s))
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for ν-a.e. s and s→ π1,2(S(s)) and s→ j1,2(S(s)) are obviously ν-measurable families (in our sense) of
operators from S⊕ν S to S and from S to S⊕ν S respectively.
Remark B.13. Let R be a ν-a.e. defined family of operators in a ν-measurable family S of Hilbert spaces.
Suppose R(s) is self-adjoint for ν-a.e. s. Then R(s) + i has an everywhere defined bounded inverse for
ν-a.e. s and Lemmas B.3 and B.7 imply that R is ν-measurable if and only if s → (R(s) + i)−1ξ(s)
is a ν-measurable section of S for any ν-measurable section ξ of S. In Ref. 45, the last condition was
adopted as the definition of measurability for families of self-adjoint operators.
Remark B.14. A ν-a.e. defined family R of operators in a ν-measurable family S of Hilbert spaces is
said to be weakly ν-measurable7 if s → R(s)ξ(s) is a ν-measurable section of S for every ν-measurable
section ξ of S satisfying ξ(s) ∈ DR(s) for ν-a.e. s. Lemma B.10 states that every ν-measurable family
of closed operators is also weakly ν-measurable. In Ref. 7, where Lemma B.10 was originally proved,
a question was posed whether this statement can be reverted, i.e., whether every weakly ν-measurable
family of closed operators is ν-measurable. In Ref. 46, it was shown by constructing a counterexample
that the answer is negative.
5. Direct integrals of Hilbert spaces
Given a ν-measurable family S of Hilbert spaces, we denote by M(S, ν) the set of all ν-equivalence
classes [f ]ν , where f is a ν-measurable section of S. Clearly, M(S, ν) has a natural structure of a
complex vector space (for any ν-measurable sections ξ and η and any k ∈ C, we set [ξ]ν + [η]ν = [ξ + η]ν
and k[ξ]ν = [kξ]ν). Now suppose S
′ is a ν-a.e. defined family of subspaces of S. We denote by
(S)-
∫ ⊕
S′(s) dν(s) the linear subspace of the space M(S, ν) consisting of all its elements ξ such that
ξ(s) ∈ S′(s) for ν-a.e. s and s → ‖ξ(s)‖2 is a ν-integrable function. The space (S)-∫ ⊕S′(s) dν(s) is
endowed with the scalar product defined by the relation
〈ξ, η〉 =
∫
〈ξ(s), η(s)〉 dν(s).
For any ν-measurable family S, the space (S)-
∫ ⊕
S(s) dν(s) is complete (the proof is essentially the
same as that of completeness of ordinary L2-spaces) and, hence, is a Hilbert space.
As a rule, the ν-measurable family S can be easily deduced from the context. So we usually omit
the prefix (S)- and write
∫ ⊕
S′(s) dν(s) in place of (S)-
∫ ⊕
S′(s) dν(s). The simplest examples of direct
integrals are L2-spaces and countable direct sums of Hilbert spaces, which can be represented using the
constant and discrete families of Hilbert spaces respectively (see Sec. B 3). Indeed, for any separable
Hilbert space h, we obviously have
L2(Sν , h, ν) =
∫ ⊕
Ih,ν(s) dν(s). (B1)
Similarly, if S is a countable set, ν is a counting measure on S , and S is a ν-a.e. defined family of
Hilbert spaces, then
⊕
s∈S
S(s) =
∫ ⊕
SS (s) dν(s). (B2)
Given a ν-a.e. defined section ξ of S and a ν-measurable set A, we denote by ξA the ν-equivalence
class such that ξA(s) = ξ(s) for ν-a.e. s ∈ A and ξA(s) = 0 for ν-a.e. s ∈ Sν \A.
Lemma B.15. Let S be a ν-measurable family of Hilbert spaces and S′ be a ν-measurable family of
subspaces of S. Then there is a ν-measurable basis in S′ consisting of elements of
∫ ⊕
S′(s) dν(s).
Proof. Let ξ1, ξ2, . . . be a ν-measurable basis in S
′. Multiplying ξj by suitable ν-measurable functions,
we can ensure that ‖ξj(s)‖ ≤ 1 for all j = 1, 2, . . . and ν-a.e. s. Let A1, A2, . . . be elements of Dν such
that Sν =
⋃∞
k=1 Ak. Then ξ
Ak
j with j, k = 1, 2, . . . obviously constitute the required ν-measurable basis
in S′.
Lemma B.16. Let S and S′ be as in Lemma B.15 and H′ =
∫ ⊕
S′(s) dν(s). Then H′⊥ =∫ ⊕
S′(s)⊥ dν(s) and H′ =
∫ ⊕
S′(s) dν(s).
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Proof. Let η ∈ H′⊥ and ξ ∈ H′. As ξA ∈ H′ for any A ∈ Dν , we obtain
∫
A〈ξ(s), η(s)〉 dν(s) = 〈ξA, η〉 = 0
and, hence, 〈ξ(s), η(s)〉 = 0 for ν-a.e. s. By Lemma B.15, there is a ν-measurable basis ξ1, ξ2, . . . in S′
such that ξj ∈ H′ for all j = 1, 2, . . .. Since 〈ξj(s), η(s)〉 = 0 for ν-a.e. s and all j = 1, 2, . . ., we have
η(s) ∈ S′(s)⊥ for ν-a.e. s. This implies that H′⊥ = ∫ ⊕S′(s)⊥ dν(s). The equality for the closure of H′
now follows from the relations H′ = (H′⊥)⊥ and S′(s) = (S′(s)⊥)⊥.
Let S be a ν-measurable family of Hilbert spaces and H =
∫ ⊕
S(s) dν(s). Given a ν-measurable
complex function g, we denote by T ν,Sg the operator of multiplication by g in H. By definition, the graph
of T ν,Sg consists of all pairs (ξ1, ξ2) ∈ H⊕ H such that ξ2(s) = g(s)ξ1(s) for ν-a.e. s. The operator T ν,Sg
is closed and densely defined and its adjoint is equal to T ν,Sg¯ , where g¯ is the complex conjugate function
of g. In particular, if g is real, then T ν,Sg is self-adjoint. If g is ν-essentially bounded, then T ν,Sg is
everywhere defined and bounded.
Lemma B.17. Let S be a ν-measurable family of Hilbert spaces, H =
∫ ⊕
S(s) dν(s), and H′ be a closed
linear subspace of H such that T ν,Sg ξ ∈ H′ for any ξ ∈ H′ and every ν-essentially bounded complex function
g. Then there is a ν-measurable family S′ of closed subspaces of S such that H′ =
∫ ⊕
S′(s) dν(s).
Proof. By the hypothesis, the projection P of H onto H′ commutes with T ν,Sg for every ν-essentially
bounded function g. By Lemma B.15, there is a ν-measurable basis ξ1, ξ2, . . . in S consisting of elements
of H. For each j = 1, 2, . . ., we set ηj = Pξj . Let S
′ be a ν-measurable family of subspaces of S such that
S′(s) is the closed linear span of η1(s), η2(s), . . . for ν-a.e. s. Let H˜ =
∫ ⊕
S′(s) dν(s). If ξ ∈ H is such that
〈ξAj , ξ〉 =
∫
A〈ξj(s), ξ(s)〉 dν(s) = 0 for every ν-measurable set A and j = 1, 2, . . ., then 〈ξj(s), ξ(s)〉 = 0
for all j and ν-a.e. s and, therefore, ξ = 0. This means that the linear span of all ξAj is dense in H. Note
that ηAj = T ν,SχA Pξj = PξAj , where χA(s) = 1 for s ∈ A and χA(s) = 0 for s ∈ Sν \ A. Hence, the linear
span of ηAj is dense in H
′. Since H˜ is closed and contains all ηAj , we conclude that H
′ ⊂ H˜. Let η ∈ H′⊥.
Then we have 〈ηAj , η〉 =
∫
A〈ηj(s), η(s)〉 dν(s) = 0 and, hence, 〈ηj(s), η(s)〉 = 0 for all j and ν-a.e. s. This
implies that η(s) ∈ S′(s)⊥ for ν-a.e. s, i.e., η ∈ H˜⊥. We therefore obtain H′⊥ ⊂ H˜⊥. As H′ is closed, it
follows that H˜ ⊂ H′ and, hence, H˜ = H′.
6. Direct integrals of operators
Let S1 and S2 be ν-measurable families of Hilbert spaces. Let H1,2 =
∫ ⊕
S1,2(s) dν(s) and R be a
ν-a.e. defined family of operators from S1 to S2. The direct integral
∫ ⊕R(s) dν(s) of the family R is
defined as the linear operator from H1 to H2 whose graph consists of all pairs (ξ, η) ∈ H1 ⊕H2 such that
ξ(s) ∈ DR(s) and R(s)ξ(s) = η(s) for ν-a.e. s.
Let H =
∫ ⊕
S1(s)⊕S2(s) dν(s). Then there is a unique unitary operator US1,S2 : H1 ⊕ H2 → H such
that (US1,S2(ξ, η))(s) = (ξ(s), η(s)) for any (ξ, η) ∈ H1 ⊕ H2 and ν-a.e. s. We call US1,S2 the natural
isomorphism between H1 ⊕ H2 and H.
The next statement follows immediately from the definition of US1,S2 .
Lemma B.18. Let S1 and S2 be ν-measurable families of Hilbert spaces, R be a ν-a.e. defined
family of operators from S1 to S2, and R =
∫ ⊕R(s) dν(s). Then we have US1,S2(GR) = (S1 ⊕ν
S2)-
∫ ⊕
GR(s) dν(s).
Lemma B.19. Let H1,2 =
∫ ⊕
S1,2(s) dν(s), where S1 and S2 are ν-measurable families of Hilbert
spaces, and G be a closed linear subspace of H1 ⊕ H2. Suppose G is a ν-measurable family of closed
subspaces of S1 ⊕ν S2 such that US1,S2(G) =
∫ ⊕ G(s) dν(s). Then G is a graph of an operator from H1
to H2 if and only if G(s) is a graph of an operator from S1(s) to S2(s) for ν-a.e. s.
Proof. Let U = US1,S2 and S
′ be a ν-a.e. defined map such that S′(s) = {0} × S2(s) for ν-a.e. s.
Clearly, S′ is a ν-measurable family of closed subspaces of S1 ⊕ν S2. Let H′ =
∫ ⊕
S′(s) dν(s) and
H′′ =
∫ ⊕
S′(s) ∩ G(s) dν(s). Since H′′ = H′ ∩ U(G) and U−1(H′) = {0} × H2, we have G ∩ ({0} × H2) =
U−1(H′′). Hence, G is a graph of an operator if and only if H′′ is trivial. By statement 2 of Lemma B.6,
s → S′(s) ∩ G(s) is a ν-measurable family of subspaces of S1 ⊕ν S2 and, therefore, H′′ is trivial if and
only if S′(s) ∩ G(s) is trivial for ν-a.e. s, i.e., if G(s) is a graph of an operator for ν-a.e. s.
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Lemma B.20. Let S1 and S2 be ν-measurable families of Hilbert spaces, R be a ν-measurable family
of operators from S1 to S2, and R =
∫ ⊕R(s) dν(s). Then R is closable if and only if R(s) is closable
for ν-a.e. s, in which case R =
∫ ⊕R(s) dν(s).
Proof. Let U = US1,S2 . As U(GR) =
∫ ⊕
GR(s) dν(s), Lemma B.16 yields
U(GR) =
∫ ⊕
GR(s) dν(s). (B3)
The operator R is closable if and only if GR is a graph of an operator. By Lemma B.19, the latter
condition holds if and only if GR(s) is a graph of an operator for ν-a.e. s, i.e., if R(s) is closable for ν-a.e.
s. Suppose now that R is closable and R′ =
∫ ⊕R(s) dν(s). As GR = GR and GR(s) = GR(s) for ν-a.e.
s, equality (B3) and Lemma B.18 imply that U(GR) = U(GR′) and, hence, R = R
′.
Proposition B.21. Let S1 and S2 be ν-measurable families of Hilbert spaces and R and R′ be ν-
measurable families of closed operators from S1 to S2. Let R =
∫ ⊕R(s) dν(s), and R′ = ∫ ⊕R′(s) dν(s).
If R is an extension of R′, then R(s) is an extension of R′(s) for ν-a.e. s. If R = R′, then R(s) = R′(s)
for ν-a.e. s.
Proof. Let U = US1,S2 . Since U(GR′ ) =
∫ ⊕
GR′(s) dν(s), Lemma B.15 implies that there exists a
sequence ζ1, ζ2, . . . of elements of U(GR′) such that the linear span of ζ1(s), ζ2(s), . . . is dense in GR′(s)
for ν-a.e. s. If R is an extension of R′, then U(GR′) ⊂ U(GR) and, hence, ζj ∈ U(GR) for all j = 1, 2, . . ..
Since U(GR) =
∫ ⊕
GR(s) dν(s), it follows that ζj(s) ∈ GR(s) for ν-a.e. s and all j = 1, 2, . . .. The linear
span of ζ1(s), ζ2(s), . . . is therefore contained in GR(s) for ν-a.e. s. As R(s) is closed, it follows that
GR′(s) ⊂ GR(s), i.e., R(s) is an extension of R′(s) for ν-a.e. s. If R = R′, then, by the above, R(s) and
R′(s) are extensions of each other and, therefore, are equal for ν-a.e. s.
Proposition B.22. Let S1, S2, H1, and H2 be as in Lemma B.19. Let R be a ν-measurable family of
closed operators from S1 to S2. Then R =
∫ ⊕R(s) dν(s) is a closed operator from H1 to H2 satisfying
the condition:
(M) If ξ ∈ DR and g is a ν-measurable ν-essentially bounded complex function, then T ν,S1g ξ ∈ DR and
RT ν,S1g ξ = T ν,S2g Rξ.
Conversely, if R is a closed operator from H1 to H2 satisfying (M), then there is a unique (up to ν-
equivalence) ν-measurable family R of closed operators from S1 to S2 such that R =
∫ ⊕R(s) dν(s).
Proof. Let U = US1,S2 , R be a ν-measurable family of closed operators from S1 to S2, and R =∫ ⊕R(s) dν(s). By Lemma B.20, R is closed. If ξ ∈ DR and g is a ν-measurable ν-essentially bounded
function, then (T ν,S1g ξ, T ν,S2g Rξ) belongs to GR by the very definition of the direct integral of operators.
This means that (M) is fulfilled. Conversely, let R be a closed operator from H1 to H2 satisfying (M). If
(ξ, η) ∈ GR and g is a ν-measurable ν-essentially bounded function, then (T ν,S1g ξ, T ν,S2g η) belongs to GR
by (M) and, hence, T ν,S1⊕νS2g U(ξ, η) = U(T ν,S1g ξ, T ν,S2g η) belongs to U(GR). This means that U(GR)
is invariant under T ν,S1⊕νS2g . By Lemma B.17, there is a ν-measurable family G of closed subspaces
of S1 ⊕ν S2 such that U(GR) =
∫ ⊕ G(s) dν(s). By Lemma B.19, there is a ν-measurable family R of
closed operators from S1 to S2 such that G(s) = GR(s) for ν-a.e. s. If R′ =
∫ ⊕R(s) dν(s), then it
follows from Lemma B.18 that U(GR′) = U(GR) and, hence, R = R
′. The uniqueness of R is ensured
by Proposition B.21.
Let H1 and H2 be Hilbert spaces and R be an operator from H1 to H2. We define the linear subspaces
G◦R and G
∗
R of H2 ⊕ H1 by setting
G◦R = {(−ψ2, ψ1) : (ψ1, ψ2) ∈ GR}, G∗R = (G◦R)⊥.
The operator R is densely defined if and only if G∗R is the graph of an operator, in which case GR∗ = G
∗
R.
Proposition B.23. Let S1 and S2 be ν-measurable families of Hilbert spaces, R be a ν-measurable
family of operators from S1 to S2, and R =
∫ ⊕R(s) dν(s). Then the following statements hold:
1. Suppose R(s) is closed for ν-a.e. s. The operator R is invertible if and only if R(s) is invertible
for ν-a.e. s, in which case s → R(s)−1 is a ν-measurable family of operators from S2 to S1 and
R−1 =
∫ ⊕R(s)−1 dν(s).
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2. The operator R is densely defined if and only if R(s) is densely defined for ν-a.e. s, in which case
s→R(s)∗ is a ν-measurable family of operators from S2 to S1 and R∗ =
∫ ⊕R(s)∗ dν(s).
Proof. Let H1,2 =
∫ ⊕
S1,2(s) dν(s).
1. By statement 2 of Lemma B.7, s → KerR(s) is a ν-measurable family of subspaces of S1. As
KerR =
∫ ⊕
KerR(s) dν(s), we conclude that R is invertible if and only if KerR(s) = {0} for ν-a.e.
s, i.e., if R(s) is invertible for ν-a.e. s. Let R be invertible and R′ = ∫ ⊕R(s)−1 dν(s). For any
(η, ξ) ∈ H2 ⊕ H1, we have
(η, ξ) ∈ GR−1 ⇐⇒ (ξ, η) ∈ GR ⇐⇒ (ξ(s), η(s)) ∈ GR(s) for ν-a.e. s⇐⇒
(η(s), ξ(s)) ∈ GR(s)−1 for ν-a.e. s⇐⇒ (η, ξ) ∈ GR′ .
We thus have GR−1 = GR′ and, hence, R = R
′. By statement 1 of Lemma B.7, s → R(s)−1 is a
ν-measurable family of operators from S2 to S1.
2. Let U12 = US1,S2 and U21 = US2,S1 . For ν-a.e. s, let S(s) be everywhere defined bounded operator
from S1(s) ⊕S2(s) to S2(s) ⊕S1(s) taking (ψ1, ψ2) to (−ψ2, ψ1). Clearly, S is a ν-measurable family
of unitary operators from S1 ⊕ν S2 to S2 ⊕ν S1. Note that G◦R(s) is the image of GR(s) under S(s)
for ν-a.e. s. Hence, s → G◦R(s) is a ν-measurable family of subspaces of S2 ⊕ν S1 by Lemma B.4.
Let S =
∫ ⊕ S(s) dν(s) and S˜ be the unitary operator from H1 ⊕ H2 to H2 ⊕ H1 defined by the relation
S˜(ξ, η) = (−η, ξ). It is straightforward to check that U21S˜ = SU12. As G◦R = S˜(GR), we have U21(G◦R) =
S(U12(GR)). Since U12(GR) =
∫ ⊕
GR(s) dν(s) by Lemma B.18 and the image of
∫ ⊕
GR(s) dν(s) under S
is equal to
∫ ⊕
G◦R(s) dν(s), we conclude that U21(G
◦
R) =
∫ ⊕
G◦R(s) dν(s). It now follows from Lemmas B.6
and B.16 and the unitarity of U21 that s→ G∗R(s) is a ν-measurable family of subspaces of S2⊕νS1 and
U21(G
∗
R) =
∫ ⊕
G∗R(s) dν(s). (B4)
In view of (B4), Lemma B.19 implies that R is densely defined if and only if G∗R(s) is the graph of an
operator for ν-a.e. s, i.e., if R(s) is densely defined for ν-a.e. s. Suppose R is densely defined and
R′ =
∫ ⊕R(s)∗ dν(s). As G∗R(s) = GR(s)∗ for ν-a.e. s, it follows that s → R(s)∗ is a ν-measurable
family of operators from S2 to S1. Finally, since G
∗
R = GR∗ , equality (B4) and Lemma B.18 imply that
U21(GR∗) = U21(GR′ ) and, hence, R
∗ = R′.
Corollary B.24. Let S be a ν-measurable family of Hilbert spaces, and R be a ν-measurable family of
closed operators in S. The operator
∫ ⊕R(s) dν(s) is self-adjoint if and only if R(s) is self-adjoint for
ν-a.e. s.
Proof. The statement follows from Propositions B.23 and B.21.
Proposition B.25. Let S1, S2, and S3 be ν-measurable families of Hilbert spaces and R1 and R2 be
ν-measurable families of closed operators from S1 to S2 and from S2 to S3 respectively. Let R1,2 =∫ ⊕R1,2(s) dν(s). The operator R2R1 is densely defined if and only if the operator R2(s)R1(s) is densely
defined for ν-a.e. s. The operator R2R1 is closable if and only if the operator R2(s)R1(s) is closable
for ν-a.e. s, in which case s → R2(s)R1(s) is a ν-measurable family of operators from S1 to S3 and
R2R1 =
∫ ⊕R2(s)R1(s) dν(s).
Proof. Let Hi =
∫ ⊕
Si(s) dν(s), i = 1, 2, 3, and R =
∫ ⊕R2(s)R1(s) dν(s). Clearly, R is an extension
of R2R1. Let (ξ, η) ∈ GR. Then ξ(s) ∈ DR2(s)R1(s) and, hence, ξ(s) ∈ DR1(s) for ν-a.e. s. Let η˜ be a
ν-a.e. defined section of S2 such that η˜(s) = R1(s)ξ(s) for ν-a.e. s. By Lemma B.10, η˜ is ν-measurable.
Let A1 ⊂ A2 ⊂ . . . be a sequence of elements of Dν such that Sν =
⋃∞
k=1 Ak and ‖η˜(s)‖ ≤ k for ν-a.e.
s ∈ Ak. Set ξk = ξAk , ηk = ηAk , and η˜k = η˜Ak We obviously have ξk ∈ H1, η˜k ∈ H2, and ηk ∈ H3 for
all k. As η˜(s) ∈ DR2(s) and η(s) = R2(s)η˜(s) for ν-a.e. s, we have (ξk, η˜k) ∈ GR1 and (η˜k, ηk) ∈ GR2
and, therefore, (ξk, ηk) ∈ GR2R1 for all k. Since (ξk, ηk)→ (ξ, η) in H1 ⊕H3 as k →∞, we conclude that
GR2R1 is dense in GR and, hence, DR2R1 is dense in DR. In view of statement 2 of Proposition B.23,
it follows that R2R1 is densely defined if and only if R2(s)R1(s) is densely defined for ν-a.e. s. Since
GR = GR2R1 , the operator R2R1 is closable if and only if R is closable. In view of Lemma B.20, the
latter condition holds if and only if R2(s)R1(s) is closable for ν-a.e. s (note that s → R2(s)R1(s) is a
ν-measurable family of operators from S1 to S3 by Lemma B.8). If R2R1 is closable, then Lemma B.20
implies that R2R1 = R =
∫ ⊕R2(s)R1(s) dν(s).
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Proposition B.26. Let S1 and S2 be ν-measurable families of Hilbert spaces, R1 and R2 be ν-measurable
families of closed operators from S1 to S2, and R1,2 =
∫ ⊕R1,2(s) dν(s). The operator R1+R2 is densely
defined if and only if the operator R1(s) +R2(s) is densely defined for ν-a.e. s. The operator R1+R2 is
closable if and only if the operator R1(s)+R2(s) is closable for ν-a.e. s, in which case s→R1(s) +R2(s)
is a ν-measurable family of operators from S1 to S2 and R1 +R2 =
∫ ⊕R1(s) +R2(s) dν(s).
Proof. Let H1,2 =
∫ ⊕
S1,2(s) dν(s) and R =
∫ ⊕
(R1(s) + R2(s)) dν(s). Clearly, R is an extension of
R1 + R2. Let (ξ, η) ∈ GR. Then ξ(s) ∈ DR1(s) ∩ DR2(s) for ν-a.e. s. Let η(1) and η(2) be ν-a.e.
defined sections of S2 such that η
(1,2)(s) = R1,2(s)ξ(s) for ν-a.e. s. By Lemma B.10, η(1) and η(2)
are ν-measurable. Let A1 ⊂ A2 ⊂ . . . be a sequence of elements of Dν such that Sν =
⋃∞
k=1 Ak and
‖η(1)(s)‖+‖η(2)(s)‖ ≤ k for ν-a.e. s ∈ Ak. Set ξk = ξAk , ηk = ηAk , η(1,2)k = (η(1,2))Ak . We obviously have
ξk ∈ H1 and ηk, η(1,2)k ∈ H2 for all k. As (ξk, η(1,2)k ) ∈ GR1,2 and ηk = η(1)k +η(2)k , we have (ξk, ηk) ∈ GR1+R2
for all k. Since (ξk, ηk) → (ξ, η) in H1 ⊕ H2 as k → ∞, we conclude that GR1+R2 is dense in GR and,
hence, DR1+R2 is dense in DR. In view of statement 2 of Proposition B.23, it follows that R1 + R2 is
densely defined if and only if R1(s) + R2(s) is densely defined for ν-a.e. s. Since GR = GR1+R2 , the
operator R1 + R2 is closable if and only if R is closable. In view of Lemma B.20, the latter condition
holds if and only if R1(s) +R2(s) is closable for ν-a.e. s (note that s→ R1(s) +R2(s) is a ν-measurable
family of operators from S1 to S2 by Lemma B.9). If R1+R2 is closable, then Lemma B.20 implies that
R1 +R2 = R =
∫ ⊕R1(s) +R2(s) dν(s).
Remark B.27. Propositions B.21, B.22, and B.23 were proved in Ref. 7 (see also Ref. 47). They are
generalizations of corresponding statements proved in Ref. 6 for bounded operators. Propositions B.25
and B.26 were obtained in Ref. 48 under additional assumption that ν is a finite Borel measure on a
metrizable compact space and were proved in Ref. 43 in their general form.
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