This paper examines whether people in academia portray and judge women and men di↵er-ently in everyday "conversations" that take place online. I combine methods from text mining, machine learning and econometrics to study the existence and extent of gender stereotyping on Economics Job Market Rumors forum. Through a topic analysis, I find that the discourse tends to become significantly less academic or professional oriented, and more about personal information and physical appearance when women are mentioned. The words with the strongest predictive power on gender, selected by the Lasso-logistic model, provide a direct look into the gender stereotyping language on this forum. Moreover, a panel data analysis reveals the state dependence between the content of posts within a thread. In particular, if women are mentioned previously in a thread, the topic is likely to shift from academic to personal. Finally, I restrict the analysis to discussions on specific economists, and find that high-profile female economists tend to receive more attention on EJMR than their male counterparts.
Despite remarkable gains in educational attainment in recent decades, women are still underrepresented in math-intensive fields like economics, engineering, and computer science (Ceci et al. 2014 ). Some analysts believe that this continued underrepresentation reflects the impact of subtle day-to-day interactions that convey the message that women do not "belong" in science, technology, engineering, and math (STEM) fields (e.g. Kahn et al. 2017) . Recent controversies surrounding the sexist culture in Silicon Valley underscore the ubiquity of such gender stereotyping (e.g. Seetharaman 2017; Wootson 2017 ). Women as tokens in a mainly male group are likely to face disproportionate attention and distortions to fit presumed stereotypes (Kanter 1997) . Gender stereotypes can also be reinforced by confirmation biases that lead people to over-weight signals that fit with their prior beliefs and ignore others that challenges these beliefs (Bordalo et al. 2016a ).
Althought there is an emerging literature in economics formally modeling gender stereotypes and testing for them in lab experiments (Bordalo et al. 2016b ), the topic remains understudied.
One di culty is that and even in lab settings gender biases may not manifest in easily observable behavior. Another di culty is that even if researchers were able to observe interpersonal interactions in a controlled setting, subjects who are concerned about political and social correctness would not necessarily reveal their true stereotype beliefs.
In this paper, I aim to examine whether people in academia portray and judge women and men di↵erently in everyday "conversations" that take place online. With a focus on the field of economics, I use text scraped from Economics Job Market Rumors 1 (EJMR), an online forum where the majority of users are current graduate students in Ph.D. economics programs. The forum was established to share information about job applications and results in each year's hiring cycle. On top of this, it is active all year round, and users post anonymously about economics-related or miscellaneous issues. Anonymity presumably eliminates any social pressure participants may feel to edit their speech, and thus creates a natural setting to capture what people believe but would not openly say. There is a fair amount of gender-related discussions on this forum, which can address women and men in general or be in reference to specific economists. Despite the presence of moderators 2 who regularly remove o↵ensive or inappropriate material, the remaining posts still show significant evidence of gender stereotyping. For example, Table 1 shows the top 10 words 1 More information about EJMR on https://www.econjobrumors.com/topic/about-ejmr 2 Moderation policy: https://www.econjobrumors.com/topic/request-a-thread-to-be-deleted-here with the strongest predictive power for each gender, selected by the Lasso-Logistic model discussed in Section 2.2. Notes: the marginal e↵ect of word w is the change in probability of a post being classified as female, i.e. 1 if it is discussing women, when it contains one more word w.
Text as data is relatively new to economics research (Gentzkow et al. 2017 ). The advances in text mining and machine learning enable researchers to extract meaningful features unique to the textual data. This study provides an illustration of the use of these tools in combination with econometric methods to get at a phenomenon that is otherwise di cult to quantify. First, I use a list of gender classifiers (e.g. "she", "he") to identify posts related to gender. At the post level, I approach the main research question through two channels: Topic Analysis and Word Selection. The first channel provides an overview of the content of posts, whereas the second captures the e↵ects of gender on language at finer granularity. In topic analysis, I classifiy the most frequent 10, 000 words into 15 categories and mainly consider two topics of interest: (i) Academic/Professional ; (ii) Personal/Physical. Results show that a F emale = 1 post on average contains 43% significantly less academic or professional terms, and 192% more terms about personal information or physicial attributes 3 . As for the word selection, I use a logistic regression with`1-norm penalty, a method often applied to the analysis of high-dimensional text data (e.g. Gentzkow et al. 2016). The model I train with 5-fold cross validation identifies about 3, 600 words with meaninful predicitive power for gender. The top "female" and "male" words sorted by marginal e↵ect as shown in Table 1 further illustrates the pervasiveness of gender stereotyping in this online forum.
I extend the analysis to gender-related thread environments, where I preserve a thread if its title or at least one of its post is related to gender. A user is prompted to click on a thread by its title. Titles related to female, i.e. containing a female word, attract 2 more posts on average than those related to male. Topic analysis at the thread level yields consistent findings that the the discussion becomes significantly less academic or work oriented, and more about personal information or physicial appearance when women are being mentioned more than men. In addition, tests of state dependence between adjacent posts reveal that a post tends to deviate from being academic/professional when its prior one is related to female. These results demonstrate the pervasiveness of gender stereotyping in daily online discussions among people in the field of economics. This unwelcoming atmosphere online may be discouraging current female graduate students and early career academics.
Finally, I present a di↵erence-in-di↵erence analysis on the attention recevied by a comparable set of 190 female and 190 male high-profile economists who rank among the Top 5% of Authors on the RePEc ranking 4 , and a second analysis on a cohort of 204 assistant professors (45 women, 159 men) from Top 20 economics departments 5 in the U.S.. I estimate the amount of attention one receives by the number of results returned via a name search on EJMR. Among high-profile economists, women get more attention than their male counterparts, and the di↵erence is widening for relatively less prominent economists. Among junior faculty, women working at the top 5 departments are discussed more than men on the forum, but this trend is reversed for those at lower-ranked departments.
The rest of the paper is structured as follows. Section 1 describes the raw data available on the EJMR forum, and the construction of my samples using di↵erent levels of gender classifiers.
Section 2 presents the topic analysis on individually gender-related posts and the word selection using Lasso-logistic model. Section 3 discusses the popularity of threads in relation to gender,
replicates topic analysis at the thread level and tests for state dependence between posts in a panel 4 posts that contain both female and male words become duplicate observations. To resolve this issue, I design a Lasso-Logistic propensity score model, and use 5-fold cross validaton to train the model on a subset of posts that contain only "female" or only "male" words. As a result, 9, 044 of the duplicate posts are reclassified as "female" posts, and 16, 958 are reclassified as "male" posts.
In Section 2.2, I discuss this p-score model in detail and show a list of words with the strongest predictive power for gender. 
Gender Classifiers
Among the gender classifiers, the most straightforward ones are "she", "he" etc., while others can refer to a group or identity such as "women", "men","wife", "husband". In addition, there are first and economists' last names emerging from the top 10, 000 words, most of which are male names and therefore result in a big gap in the total number of "female" and "male" words. Based on the characteristics of these classifiers, I divide them into four groups, and define four levels cumulatively as illustrtaed in Figure 1 . Level 1 uses all classifiers, whereas Level 4 is the most restrictive using only "she", "he", "her", "him", "his", "herself", "himself". Figure 2 provides an overview of the number of female and male posts identified based on each level. Such specifications are particularly useful for robustness checks in later sections. The more restrictive specifications also address cases where posters refer themselves as "bros" or "guys" rather than the specific people they are discussing about. Second, I design a Lasso-Logistic propensity score model to sort out the words with the strongest predictive power on gender. The contrast between the female and male predictors is in line with the main conclusion from the topic analysis, and further reveals the patterns of gender portrayals in social media.
Topic Analysis
To capture the content of the text, I manually classify the top 10, 000 words into 15 categories. Table 4 explains how I group certain categories to consider two topics of interest: (i) i. Academic/Professional Economics 177 "economics", "macro", "empirical","QJE", "Keynesian" Academic-General 1, 515 "research", "papers","tenure", "teaching", "professor" Professional 138 "career", "interview", "payrolls", "placement", "recruit"
ii. Personal/Physical Personal Information 118 "family","married", "kids", "relationship","lifestyle" Physical Attributes 125 "beautiful", "handsome", "attractive", "body","fat" Gender related 86 "gender", "femine", "masculine", "sexist", "sexual" when it is asscoiated with female. In terms of probability, 70.6% of the "male" posts include at least one academic/work term, while 57.4% of "female" posts do. Notes: Standard errors are in parentheses. Restrict to posts with 3 and  252 words, roughly 98% of each sample. "Level 1" to "Level 4" refer to increasingly restrictive levels of gender classifiers to identify genderrelated posts (see Figure 1 ). The odd numbered regressions estimate model (i), while the even numbered ones estimate model (ii).
One potential issue of using Level 1 gender classifiers is that it picks up a large amount of posts talking about "girlfriend" or "boyfriend" etc. that are necessarily not academic/work oriented. The higher the level of classifiers, the more likely it focuses on posts about people within the Economics community, including professors, colleagues and candidates. For instance, Level 4 only uses "he" or "she" and the like to identify gender-related posts. The sample restriction through gender classifiers is not a perfect filter, but Level 4 does successfully reduce 50% of the sample identified by Level 1, and the comparison across levels provides an opportunity for robustness check. Therefore, I
test the models on the gender sample identified by each level, and find that the null hypothesis
is rejected consistently across all four levels. The gap in the number of Academic/Professional terms is estimated to fall between 42% to 45%, with Level 3 and Level 4 showing the biggest di↵erence. As the sample becomes more restrictive, the average number of Academic/Professional terms does increase for both genders, which helps illustrate the validity of such restrictions, i.e. the posts becoming more centered at the Economics community. Notes: Standard errors are in parentheses. Restrict to posts with 3 and  252 words, roughly 98% of each sample. "Level 1" to "Level 4" refer to increasingly restrictive levels of gender classifiers to identify genderrelated posts (see Figure 1 ). The odd numbered regressions estimate model (i), while the even numbered ones estimate model (ii).
For the other topic -Personal/Physical, I also estimate the benchmark models on posts identified by each level of gender classifiers. As shown in Table 6 , at Level 1, a "female" post on average include 1.341 terms related to personal info or physical attributes, almost three times of what occurs in an average "male" post. Even though the overall number of Personal/Physical terms seems smaller than Academic ones, it is worth noting that this category includes a significant portion of words related to physical appearance or sexual content, which are inappropriate in a forum for economists. In terms of probability, 53.8% of "female" posts at Level 1 includes at least one term associated with this topic, more than double of the portion of "male" posts. The gender di↵erence shrinks as the sample becomes more restrictive, but it is mainly driven by a small increase of the number of such terms in "male" posts, and on average a "female" post consistently has about 1.3 terms under this topic.
A more sophisticated approach is to consider a topic as a distribution over a given vocabulary , which is a simple proxy for the tendency of a post being academic oriented relative to being personal 8 . Table 7 shows similar estimates of the gender di↵erence in Topic Di↵ across increasingly restricitive levels of sample restriction: a Female i = 0 ("male") post on average contains around 6.7%-7.6% more Academic/Professinal terms than Personal/Physical ones, while it is merely a 1.1%-1.9% di↵erence for a typical Female i = 1 ("female") post. The results are significant and robust across di↵erent levels. Notes: Standard errors are in parentheses. Restrict to posts with 3 and  252 words, roughly 98% of each sample. "Level 1" to "Level 4" refer to increasingly restrictive levels of gender classifiers to identify gender-related posts (see Figure 1) . The model I estimate is (Topic Di↵)
In summary, a post related to female is much less academic-oriented, and more likely to discuss one's physical appearance, which deviates from the main purpose of this academic forum.
This finding is robust to di↵erent model specifications and identification strategies.
Word Selection using Lasso-Logistic Model
I design a propensity score model to predict the gender a post is related to by the number of occurrences of the 10, 000 most frequent words, excluding the gender classifiers and the last names of celebrities (not economists) 9 . The goal of this model is twofold: first, to resolve the duplicate posts that include both "female" and "male" classifiers at Level 1; second, to figure out the words with the strongest predictive power for gender. Finally, I also apply this model to the gender-related posts identified by Level 4 classifiers for a robustness check.
Let W i denotes the frequencies of words, and assume the posterior probability is:
Write the likelihood of each observation as:
Assume the observations are independent, the log likelihood of N observations is
The names of celebrities (not economists) are not used as gender classifiers.
Lasso regularization, i.e. the`1-norm penalty, promotes sparsity in the estimator✓ . It shrinks coe cients on variables with little explanatory power to zero, and thus is particularly duplicates, and classify 9, 044 of them to F emale = 1 and the rest to F emale = 0. As for the variable selection, the coe cients of 6, 088 words are shrinked to zero; that is, they are considered irrelevant to the gender identification of a post. The average marginal e↵ect of word k is estimated by:
where W ik is the frequency of word k in post i, and W i,( k) is the vector of frequencies of words other than k in post i.
The left half of Table 8 displays the top 30 words with the strongest predictive power for gender at Level 1. A significant proportion of the words considered most "female" are under the 10 I exclude the gender classifiers and the last names of celebrities (not economists) from the 10, 000 words. second topic -Personal/Physical, whereas there are more academic/job related ones on the list of words suggesting "male". For example, the word "attractive" increases the probability a post is discussing female by 26.0%, while each additional occurrence of "motivated " decreases the probability by 17.1%.
To check the robustness of the words selected by Lasso, I apply the p-score model to posts identified by Level 4 gender classifiers, and the results are shown in the right half of Table 8 .
Level 4 uses the most restrictive set of classifiers -"he", "she" etc. (see Figure 1) . The most "male" words at Level 4 do turn out to be quite di↵erent from those at Level 1, with a 83.3% turnover rate among the top 30. Academic words like "mathematician" and "wharton" emerge, with 13.7% and 16.8% marginal e↵ects on a post being related to male respectively. On one hand, the restriction on gender classifiers does help identify "male" posts that are more academic or professional oriented. On the other hand, the comparision between the top "female" words shows that the discussions related to women consistently tend to deviate from academic topics, no matter how restrictive the sample selection is. This finding is in line with the results from the topic analysis that F emale = 1 posts include significantly less Academic/Professional terms, and significantly more Personal/Physical terms. Moreover, the robustness of the top "female" words reveals the intensity of gender stereotyping involved in the discussions on EJMR. Notes: the marginal e↵ect of word w is the change in probability of a post being classified as female, i.e. 1 if it is discussing women, when it contains one more word w.
To capture a more complete picture of the gender-related discussons, I extend the analysis to threads that contain at least one F emale = 1 or F emale = 0 post. Using Level 1 gender classifiers, I construct Sample 2, a panel data that contains 810, 998 individual posts under 74, 679 threads.
From a user's perspective, he or she first reads the title of a thread, and then decides whether to continue reading the posts under it and contribute to the discussion. Based on this decision making process, I first look at how gender can a↵ect the popularity of a thread. In addition, I replicate the topic analysis to the aggregate data at the thread level, and finally test for the state dependence between adjacent posts within a discussion. Given a thread, I define the following variables:
nP osts = Number of posts within a thread nF emale = Number of (Female=1) Posts nM ale = Number of (Female=0) posts nGender = nF emale + nM ale (%F emale %Male) = nF emale nM ale nP osts
Popularity of Threads in relation to Gender
The popularity of a thread can be measured by nP osts, the numer of posts within the discussion. The title of each thread is particularly important in determining whether the thread will attract a lot of attention. I define F emale t,0 = 1 for thread t if its title includes a female classifier at Level 1, F emale t,0 = 0 if including a male classifier, and NA if neither case above is true. About 20.9% of the titles in Sample 2 are directly related to gender, i.e. including at least one gender classifier. Figure 3 breaks down the distribution of nP osts for threads of titles related to female vs. male.
For threads with "male" titles, i.e. F emale t,0 = 0, the mass of the distribution is more highly concentrated on the left than those with "female" titles. It suggests that titles related to female are more likely to attract readers' attention and induce them to partcipate in the discussions. About 60% of the threads with gender-related titles have fewer than 8 posts. However, there are spikes in the distribution of nP osts on the right for both types of threads. In particular, about 18% of reason for the spikes is that I scrape up to one page for each thread, resulting in the maximum of nP osts at 20. The higher concentration at nP osts 18 for threads under "female" titles implies they tend to be more popular and induce an intensive discussion (over 1 page).
To address the censoring from above, I define an indicator for a thread t being likely to go over one page: D t = 1 if nP osts t 18 and 0 otherwise 11 . In this setting, I have the latent variable nP osts ⇤ t = nP osts t if D t = 0. Table 9 reports the regression outputs of nP osts on gender in a title (Female, Male or Neutral), using both OLS and the censored model. Threads with gender-related titles are on average shorter than those with neutral titles that do no include any gender classifier. However, the comparison between threads with "female" and "male" titles show that a thread with a "female" title on average has 1.85 more posts than its "male" counterpart according to OLS, and 2.07 more 11 The censored model above does not have a single threshold at 20, because some of the posts with special characters or completely repeating posts above are eliminated in the data cleaning process, contributing to the spike at 18 and 19. In addition, since I did not add in new posts after July 2016, threads with over 18 posts may be updated and go over one page. The variable Dt is considered as a indicator for whether the true nP osts ⇤ t is unobserved due to censoring.
accoridng to the censorsed regresison. Notes: Standard Errors in parentheses. In regression (2), a thread t is censored if Dt = 1, i.e. given the observed no. posts it contains, it is projected to exceed one page.
Topic Analysis on Thread Environment
I replicate the topic analysis on this panel data. First, I aggregate the data to the thread level, where I look at Academic t and P ersonal t , the mean occurrences of Academic/Professional terms and Personal/Physical terms across all posts within a thread. Second, I test for the state dependence between adjacent posts in a thread, in particular whether a gender-related post will a↵ect the topic of the following one.
I. Topics at the thread level
For each thread, I use %F emale %Male = nF emale nM ale nP osts as an aggregate measure of the representation of "female" posts relative to "male" ones, which are indentified through Level 1 gender classifiers. I divide this measure into quartiles, where the first quarter [ 1, 0.364) corresponds to threads that most heavily center on men while the last quarter [0, 1] refers to threads that include more posts related to female than to male. Table 10 shows the OLS outputs for both the unweighted and the weighted versions. Threads that are mostly centered on men (Quartile 1) on average has 3.52 Academic/Professional terms per post. The more "female" posts a thread contains, the lower the mean number of Academic/Professional terms, and the gap is as wide as 46.2% -48.0% for Quartile 4, where the number of "female" posts exceed that of "male" posts. This result is consistent with the topic analysis on gender-related posts (Table 5) , which shows a "female" post on average contains 43.2%
(1.76 words) less than a "male" post. Notes: Standard errors are in parentheses. Each title can be classfied as F emalet,0 = 1, F emalet,0 = 1 or not related to gender. Columns (2) and (4) use #gender-related posts in each thread as the weight.
As for the Personal/Physical topic, the unweighted OLS model shows that threads in Quartile 4 contain about 66.9% significangtly more terms about personal information and physical attributes.
By contrast, the increase becomes even more drastic to 148.0% when I use nGender, the number of gender-related posts as weights. The weights seem to have larger influence on results for this topic, which is likely because the words under Personal/Physical are more directly associated with gender discussions than Academic/Professional ones. Also, note the decreases in P ersonal t for threads in Quartile 2 and 3 relative to 1 are in line with the observation that when %F emale %Male is close to 0, it is either because a thread is very balanced in posts related to "female" or "male" or because the discussion overall is not really related to gender. Therefore, it is important to put more weight on threads that contain more gender-related posts.
II. State Dependence in Topics
I regard a thread as state-dependent if the revealed topic of a post depends on that of the prior posts. Within each thread, a post can either be an immediate reaction to the title exclusively, or a response to some of the previous posts. Here I explore the relationship between each post (p) and its prior one (p 1) through the e↵ects on Academic/Professional and Personal/Physical terms.
To control for the unobserved heterogeneity between threads, I consider the posts within a thread to be equally informative, and then assume the linear combination of Topic t,0 of the title and the mean T opic t across posts within thread t is able to absorb the omitted information. I use the following control function:
Topic 2 {Academic/Professional, Personal/Physical} t thread; p post
In addition, I want to explore whether there is a stronger or weaker state dependence when the prior post is related to gender,i.e. Female t,p 1 = 0 or 1. Therefore, I add an interaction term between the lagged gender variable and the lagged characteristic of interest:
In Table 11 , all models display a mean reversion pattern on average, as the coe cients on the lagged variable Y t,p 1 are significantly negative. For the Academic/Professional topic, the reversion e↵ect is 29% stronger for each academic word the prior post contains when it is "female", i.e.Female t,p 1 = 1 . That is, even though each post tends to use less Academic/Professional terms relative to its prior one, it is significantly more likely to deviate from an academic-oriented discussion if women are mentioned previously. Finally, column (4) reveals that the impact of following a "female" post on the use of Personal/Physical words is significantly positive and it counteracts about 76.8% of the mean reversion e↵ect when the previous post includes one P ersonal/P hysical term. In summary, the topic analysis at the aggregate thread level reaches the same conclusion as the analysis at the post level that a discussion on EJMR become significantly less academic or professional oriented, and more about personal information or physical appearances when it is related to women rather than men. And the test of state dependence shows that a post is also more likely to deviate from an academic focus when the prior post is "female".
While the previous sections study the patterns in all gender-related discussions, this final part of the paper examines whether gender plays a role in determining how much attention an economist receives on EJMR. In this alternative design, I select two cohorts of economists: (1) 380 high-profile economists who ranked among Top 5% Authors on RePEc; (2) 204 assistant professors in Top 20 U.S. programs in Economics by U.S. News Ranking. Using a di↵erence-in-di↵erence approach, I find that high-profile female economists tend to receive more attention than their male counterparts, and the gap is widening for relatively lower-ranked economists. The junior cohort shows di↵erent patterns when I group economists by the ranking of their current institutions.
Selection of Economists and Sample Construction
Economists most likely being discussed on EJMR are either prominent senior faculty, or tenure-track junior economists who had been through the job market recently. Based on this observation, I build up my samples of both senior and junior economists. 14 In each query, I maximize the number of results Google display, but if there are over 20 results, the amount of URLs I can successfully scrape is shrinked by 25% on average.
threads. There is no restriction on the years of the discussions in this data set. Among 380 senior economists, there are 278 economists (145 women, 133 men) mentioned at least once in EJMR.
Among 204 junior faculty, 187 economists (38 women, 149 men) were mentioned at least once.
Seniority increases the attention one receives significantly. On average, a high-profile economist is discussed in 20.5 threads, whereas an assistant professor occurs in 14.8 threads.
Di↵erence-in-Di↵erence Analysis of Gender on Attention
Given the number of search results-N i on each economist 15 , I define A i , a metric that represents the amount of attention person i receives as
I estimate the following di↵erence-in-di↵erence specification:
where ⇤ are the coe cients of interest. For the high-profile cohort, each "Group" contains 10 female economists and 10 male economists, based on their RePEc ranking. Figure 4 shows that the higher ranked an economist is, the more attention one receives on EJMR. Female economists tend to receive more attention than their male counterparts, and this gap, though insignificant, is widening as the economist ranking goes down. This finding is in line with the hypothesis that women as the minority group are more "visible" (Kanter 1997 ).
For the junior cohort, since I do not have a measure of prominence at invidual level, I split them into 6 groups by the ranking of their current departments. Figure 5 reveals that junior faculty in higher ranked institutions receive significantly more attention. Female assistant professors receive more attention than their male counterparts in the first two groups (top 5 economics departments), but this trend is reversed for people in relatively lower ranked departments. In other words, for women the amount of attention one gets is more sensitive to the prestigiousness of the institutions.
However, note the junior cohort is imbalanced in gender: 45 women and 159 men. The gender 15 The number of threads in the final dataset is considered as an alternative measure, and it gives consistent results. For both the high-profile and the junior cohorts, the selection is limited as I focus on the best people in the field in terms of their academic and professional achievements. A more informative analysis would require expanding the sample of economists to be more representative of the overall academic community. It is also worth mentioning that there is no clear relationship between the prestigiousness of a department one works at and his or her own prominence. In particular, junior faculty within the same department ranking group are not as comparable as the high-profile economists within the same RePEc ranking group based on individual performance. Therefore, the results for high-profile and junior cohorts should be viewed separately. 
Conclusions
Gender stereotyping can take a subtle or implicit form that makes it di cult to measure and analyze in economics. In addition, people tend not to reveal their true beliefs about gender if they care about political and social correctness in public. The anonymity on the Economics Job Market
Rumors forum, however, removes such barriers, and thus provides a natural setting to study the existence and extent of gender stereotyping in this academic community online.
I approach the question of gender stereotyping through a combination of natural language processing, machine learning and econometric methods. With more than one million posts on the Economics Job Market Rumors forum over two years, I identify gender-related posts by four increasingly restrictive levels of gender classifiers. The first research question I focus on is whether there are significant di↵erences in topics when a discussion is related to women rather than men.
I count the number of Academic/Professional words and Personal/Physicial words in each post.
A F emale = 1 post on average contains 43% significantly less academic or professional terms, and 192% more terms about personal information or physicial attributes 16 , and the conclusions are 16 the results here come from the sample using Level 1 gender classifier.
consistent across all levels of gender classifers I specify. Topic analysis at the thread level also shows similar patterns when I compare threads focusing on women with those focusing on men. Besides, the tests for state dependence between adjacent posts show that a post tends to deviate more drastically from being academically or professionally oriented if its prior post is related to women.
Meanwhile, such a reversion pattern almost vanishes when it comes to the use of Personal/Physical words.
Word selection by the Lasso-Logistic model on gender-related posts yields a more straightforward demonstration of the pervasiveness of gender stereotyping at finer granularity. Words with the strongest association with female are mostly inappropriate, and the occurrence of these words in a forum that was meant to be academic and professional exposes the issues of explicit biases in social media.
Finally, results from the di↵erence-in-di↵erence analysis of gender on the attention received by economists supports the hypothesis that women as a minority in this community receive disproportionate attention (Kanter 1997 ). In the high-profile cohort where I have 190 pairs of female and male economist of similar RePEc ranking, I find that female economists on average receive more attention than their male counterparts, and the gap widens for relatively less prominent groups.
In the junior cohort of 45 female and 159 male assistant professors, female faculty working at Top 5 U.S. economics departments get more attention on EJMR than their male counterparts, but the trend is reversed for those at lower-ranked institutions.
In conclusion, my results suggest the need for changes to maintain an inclusive online environment for everyone in the academic community. The casual setting of this online forum cannot be an excuse for gender stereotyping conversations, and the freedom to express one's opinions anonymously should not be abused to create a sense of isolation, which can be discouraging and harmful to the academic and professional development of all genders.
