Abstract. The family of regular languages of infinite words is structured into a hierarchy where each level is characterized by a class of deterministic ω-automata -the class of deterministic Büchi automata being the most prominent among them. In this paper, we analyze the situation of regular languages of infinite Mazurkiewicz traces that model non-terminating, concurrent behaviors of distributed systems. Here, a corresponding classification is still missing. We introduce the model of "synchronization-aware asynchronous automata", which allows us to initiate a classification of regular infinitary trace languages in a form that is in nice correspondence to the case of ω-regular word languages.
Introduction
In the theory of ω-regular word languages, a natural classification is induced by various forms of deterministic ω-automata. The three fundamental cases are given by (a) deterministic Muller automata, capturing the class of ω-regular word languages; (b) deterministic Büchi automata, capturing recurrence properties of infinite words; and (c) weak automata, capturing reachability properties of infinite words. In this paper, we concentrate on the first two automata models, on which fundamental facts can be summarized as follows (see e.g. [8] ):
1. A language is deterministically Büchi recognizable if and only if it can be expressed as lim(K) := {α ∈ Σ ω | α has infinitely many prefixes in K} for some regular language K ⊆ Σ * . 2. An ω-regular language is deterministically Büchi recognizable if and only if this language is recognized by a Muller automaton whose acceptance component is closed under supersets. 3. The class of Boolean combinations of deterministically Büchi recognizable languages coincides with the class of Muller recognizable languages.
We consider the question of defining corresponding classes in the framework of Mazurkiewicz traces [4] that model infinite, concurrent behaviors of a finite sets of interacting processes. The concept of "ω-regular trace language" can be introduced in close correspondence to the case of ω-regular word languages, for example, in terms of finite partially-commutative monoids, asynchronous automata, concurrent regular expressions, or MSO logic (cf. [4] ).
However, it is remarkable that there does not yet exist a definition of Büchi automaton over traces that allows for results analogous to items 1-3 above. The objective of the present paper is to fill this gap.
Muscholl [7] took a major step toward establishing such structural results by introducing a parameterized lim operator for trace languages. She showed that the class of Boolean combinations of parameterized lim-languages is precisely the class of ω-regular trace languages, and also characterized the class of linearizations of these parameterized languages in terms of "I-diamond" Büchi (word) automata with "extended" acceptance condition. The respective family of I-diamond automata characterizing Boolean combinations of linearizations of reachability languages (where an infinite trace is in the language if it contains a certain finite prefix) is studied in [2] . However, I-diamond word automata do not offer a proper modeling of concurrency as realized over traces.
We introduce a new concept of asynchronous automata, viz. synchronizationaware asynchronous automata (over traces rather than their linearizations). These, when equipped with Büchi and Muller acceptance conditions, establish not only item 1, but also items 2 and 3 above. At the same time, the synchronization-aware Muller automata are equivalent in expressive power to the standard deterministic asynchronous Muller automata for infinitary trace languages. Thus we provide a new framework that prepares -at least in important parts -a structure theory for ω-regular trace languages that is compatible with that of deterministic ω-automata over words.
Synchronization-aware automata are "aware" of the fact that during a run over an infinite trace, the set of processes may be partitioned in a manner that each part is minimal and, after a finite prefix, a process belonging to one part never interacts directly or indirectly with a process belonging to another part. The processes infer this partition by observing their infinitely recurring interactions. Although infinite traces induce such partitions in all asynchronous automata, current models cannot perform such inferencing.
Another aspect of infinite runs is that while some processes may remain live ad infinitum, others may halt after finitely many steps. However, the set of live processes can be explicitly coded in the Büchi acceptance condition since this directly corresponds to Muscholl's parameterized lim operation mentioned above.
By combining both these aspects, we obtain the family of synchronizationaware Büchi automata corresponding to item 1 above (see Thm. 13). We also introduce synchronization-aware Muller automata recognizing precisely the class of ω-regular trace languages (see Thm. 18). Finally, Theorems 20 and 21 respectively demonstrate a characterizationà la item 2 and the equivalence result of item 3. We conclude with a discussion of a number of open problems.
Preliminaries

Finite and Infinite Traces
Over a finite alphabet Σ, let D ⊆ Σ 2 be a binary, reflexive, and symmetric dependence relation. We also refer to the corresponding independence relation I = Σ 2 \ D, and to the independence alphabet (Σ, I). Given an independence alphabet, a finite trace is an isomorphism class of directed acyclic graphs t = [V, , λ] where V is a finite set of events; λ : V → Σ is a labeling function; and for events e, e ∈ V : λ(e)Dλ(e ) ⇔ e e or e e or e = e . The concatenation of two finite traces
}. We denote the set of all finite traces over an alphabet (Σ, I) with M(Σ, I).
For convenience, we work with "simplified" traces t = [V, , λ] where we remove all edges that may be inferred from others, i.e. by we mean \ 2 (see Fig. 1a ). We also refer to the partial order < obtained from the transitive closure of this edge relation; and define relations ≤, , ≥, and > in the natural manner. We use the abbreviation e ∈ t to convey t = [V, , λ] and e ∈ V . An infinite trace is a directed acyclic graph θ = [V, , λ] where V is a countable set of events, and λ and are like above except satisfies an additional requirement, namely, for each e ∈ θ, the set {e ∈ θ | e ≤ e} is finite. Denote the set of all infinite traces with R(Σ, I). For traces t ∈ M(Σ, I), θ ∈ R(Σ, I), we refer to sets alph(t), alph(θ) of letters occurring in them, and to the set alphinf(θ) of letters occurring infinitely often in θ.
We say t 1 is a prefix of t 2 , i.e. t 1 t 2 :⇔ ∃t : t 2 = t 1 t , and t 1 t 2 iff t 1 t 2 and t 1 = t 2 . We also refer to prefixes t of some θ ∈ R(Σ, I) in a similar way. If E ⊆ t is a set of events, then t[E] = [V , , λ ] is a prefix of t with the set V := {f ∈ t | f ≤ e for some e ∈ E} and and λ are obtained by restricting the corresponding entities in t to V . The least upper bound of two traces t 1 , t 2 , whenever it exists, denoted t 1 t 2 is the smallest trace s such that t 1 s ∧ t 2 s. Similarly, if it exists, the greatest lower bound of t 1 and t 2 , denoted t 1 t 2 , is the largest trace s such that s t 1 ∧ s t 2 .
Asynchronous Transition Systems
We refer to a deterministic asynchronous automaton as a pair A = (T, F), where T is a deterministic asynchronous transition system and F is an appropriate acceptance condition. We discuss these components separately.
For a fixed alphabet (Σ, I), an asynchronous transition system consists of a set P of processes, a mapping dom : Σ → 2 P assigning the domain of each letter such that a∈Σ dom(a) = P and a I b ⇔ dom(a) ∩ dom(b) = ∅. Naturally, for Σ ⊆ Σ, we also refer to dom(Σ ) := a∈Σ dom(a). Moreover for an event e ∈ t, we refer to dom(e) instead of referring to dom(λ(e)). Similarly, for E ⊆ t.
Processes p have sets X p of local p-states. Introducing a symbol $ / ∈ p∈P X p , for a set P ⊆ P the set X P of P -states is a defined as X P := {(x p ) p∈P | x i ∈ X pi if p i ∈ P, otherwise x i = $}. We find it convenient to assume an order over P and view a P -state as a tuple. So we refer to a state as a tuple π ∈ X P for some P ⊆ P. A state is a global state if P = P. We always distinguish between a {p}-state π and a local p-state x; and for a state π, define the p-state in π as π |p := x p ∈ X p ∪ {$}, and similarly the P -state π |P in π. Also, dom(π) := {p ∈ P | π |p = $}. Finally, we denote the set of all states X 2 P := P ⊆P X P . We now define a deterministic asynchronous transition system (an ATS ) as a tuple T = ((X p ) p∈P , (δ a ) a∈Σ , π 0 ), where X p are sets of local p-states; transition functions δ a : X dom(a) → X dom(a) define how processes jointly perform state transitions on input letters a; and π 0 ∈ X P is the global initial state of T.
Given
), we define the corresponding run ρ = [V , , λ , Λ] of T on the trace where V := V ∪ {e ⊥ } contains a fictional, minimum event e ⊥ . The relation is identical to the edge relation , except that e ⊥ is the unique minimum event.
During the run ρ of an ATS T over a trace, each process p makes state transitions on events e ∈ dom −1 (p). Each such event may be called a p-event as well as a P -event where P = dom(e). All p-events in the run are totally ordered, and this order < p can be defined with the help of the order < of the trace. The maximum p-event in ρ according to the ordering < p is denoted as max p (ρ) ≥ e ⊥ . If it exists, the p-predecessor f of an event e is denoted by f p e. The labeling λ is defined similarly except λ (e ⊥ ) := ; and Λ : V → X 2 P is defined inductively:
-Λ(e ⊥ ) := (π 0 ), -for any e > e ⊥ , if 1. a = λ(e), and 2. for e p p e, if x p = Λ(e p ) |p are the most recent p-states just before e, then Λ(e) := δ a ((y p ) p∈P ), where y p = x p if p ∈ dom(e), y p = $ otherwise. Fig. 1 shows the labeled events of a trace and the corresponding run; but λ is omitted in ρ for readability. The processes are assumed to be lexicographically ordered, hence the representation of states as tuples. Note that, in Fig. 1b , the edges are shown as per the relations p , p ∈ P. Importantly, although e ⊥ < e 2 and e ⊥ p e 2 , it is not the case that e ⊥ e 2 . Analogous to trace prefixes, we refer to run prefixes, and to prefixes ρ[e], ρ[E] for e ∈ ρ and E ⊆ ρ respectively. For e ∈ ρ, we also refer to the label Λ(e) as the state of T at e. Similarly, if ρ is a finite run, then the state of T at ρ is given
Finally, a deterministic asynchronous automaton (a DAA) over finite traces is a pair A = (T, F ), where T is an ATS and F ⊆ X P is a set of global states of T. A finite trace t ∈ M(Σ, I) is said to be accepted by A if, for the run ρ of T on t, Λ(ρ) ∈ F . The set L(A) ⊆ M(Σ, I) denotes the set of all finite traces accepted by the DAA A. A language T ⊆ M(Σ, I) is called recognizable or regular if there exists a DAA A such that T = L(A).
Regular Infinitary Languages
The definition of regular languages of infinite traces, ω-regular trace languages, was first provided by Gastin-Petit using monoid morphisms [5] . We use as definition, a characterization of the same family in terms of deterministic asynchronous (cellular) Muller automata [3, 7] . The notion of acceptance of an infinite trace θ ∈ R(Σ, I) by an ATS T is defined by referring to the local infinity sets Inf p (ρ) of local p-states that occur infinitely often during the run ρ of T over θ, with
x ∈ X p ∃e ∈ ρ : e = max p (ρ) and Λ(e) |p = x otherwise.
p∈P is a tuple of sets of local states of the processes. A deterministic asynchronous Büchi automaton (a DABA) is a pair A = (T, F). A DABA is said to accept a trace θ ∈ R(Σ, I) if, on the run ρ of A on θ, there exists a tuple F i ∈ F such that for each process p, F p i ⊆ Inf p (ρ) [5, 3] . A deterministic asynchronous Muller automaton (a DAMA) is a pair A = (T, F), and is said to accept a trace θ if there exists a tuple F i ∈ F such that for each process p, F p i = Inf p (ρ) [3] . Definition 1. A language Θ ⊆ R(Σ, I) is said to be a regular infinitary language (or an ω-regular trace language) if it is recognized by a DAMA.
Definition 2 ([3]
). For a language T ⊆ M(Σ, I) finite traces, the infinitary limit of T , denoted lim(T ), is the language containing traces θ ∈ R(Σ, I) such that there exists a sequence (t i ) i∈N , t i ∈ T satisfying t i t i+1 and i∈N t i = θ. Fig. 2 illustrates the definition of lim(T ) with the help of an infinite run of an asynchronous automaton recognizing T . Fig. 2a illustrates an induced run if the trace θ / ∈ lim(T ), whereas Fig. 2b illustrates the contrary. Muscholl studies infinitary limits that are parameterized by a set of letters. This set governs which letters from the alphabet must occur infinitely often in the traces, and which letters may not.
Definition 3 ([7]
). For T ⊆ M(Σ, I) and some A ⊆ Σ, the A-infinitary limit of T is defined as lim A (T ) := {θ ∈ lim(T ) | D(alphinf(θ)) = D(A)}.
(a) ti ∈ T and ti ti+1, but θ / ∈ lim(T ) since i∈N ti = θ.
(b) θ ∈ lim(T ) since each event is eventually covered by an accepting prefix. 
Definition 4 ([7]
). An ω-regular trace language is called a deterministic trace language if it can be expressed as a finite union i lim Ai (T i ) for regular trace languages T i ⊆ M(Σ, I) and sets A i ⊆ Σ.
Clearly, the language lim(T ) is a deterministic trace language since lim(T ) = A⊆Σ lim A (T ). However, not every deterministic trace language can be expressed in the form lim(T ) for any T .
It is still open whether there exists a DABA recognizing the language lim(T ) for any given regular trace language T ⊆ M(Σ, I). Furthermore, there exist deterministic trace languages that are not accepted by any DABA [7] . In this regard the term "deterministic trace language" [7] is not well founded, since it has no equivalent in any of the classes of deterministic asynchronous ω-automata known so far. The results of this paper justify this term by providing a matching class of deterministic, "synchronization-aware" Büchi automata.
Secondaries and Frontiers
During a run ρ of an ATS, the processes can be thought of as "possessing and updating information" regarding other processes [6] . If ρ is finite and p, q ∈ P, the first-hand information that p has about q at ρ, denoted by latest p→q (ρ), is the maximal q-event in the prefix ρ[max p (ρ)]. Trivially, latest p→p (ρ) = max p (ρ). Similarly, for p, q, r ∈ P, the second-hand information that p has about r via q at ρ, denoted by latest p→q→r (ρ), is the maximal r-event in the prefix ρ[latest p→q (ρ)]. Trivially, latest p→p→q (ρ) = latest p→q (ρ).
The primary information of p at ρ is defined as the ordered set Pri p (ρ) := {latest p→q (ρ) | q ∈ P}. The secondary information of p at ρ is given by the set Sec p (ρ) := {latest p→q→r (ρ) | q, r ∈ P}. It is easy to see that on the one hand Pri p (ρ) ⊆ Sec p (ρ), on the other hand the events of Sec p (ρ) may be ordered as per the partial order < of ρ. This gives us a view of the secondary graph of p at ρ, which we identify with secondary information itself. In this paper, we are mainly interested in secondary information of the form Sec p (ρ[e]) for p ∈ dom(e). Since, Sec p (ρ[e]) = Sec q (ρ[e]) for all p, q ∈ dom(e), for convenience we denote this information simply as Sec(e).
There exists a distributed gossip algorithm that enables processes to update their secondary graphs at the points of synchronization (cf. [6] ). When processes synchronize at an event e, the gossip algorithm takes the secondary sets Partial frontiers for ρ: {e5}, {e9}, {e5, e9}, {e8, e9}, and {e5, e8, e9}. At e4, ρ = ρ[e1]; and at e9, ρ = ρ[e6]. Note that e5 / ∈ ρ[e9]. Sec(f p ), f p p e, for each p ∈ dom(e), and outputs the updated secondary set Sec(e) reflecting the consistent, most recent information available within dom(e). While referring to finite runs ρ over finite traces, or over finite prefixes of infinite traces, it is useful to refer to their maximum p-events as a set. Define frontier of ρ as H ρ := {e ∈ ρ | ∃p ∈ P, e = max p (ρ)}. Any upward closed subset H ⊆ H ρ is called a partial frontier. E.g., the set {e 5 , e 8 } in Fig. 3 is not a partial frontier of ρ since it is not an upward closed subset of the frontier {e 5 , e 8 , e 9 }.
Finally, for event e ∈ ρ, define the top of e in ρ as ρ (e) := {f ∈ ρ | e ≤ f ∧ ∃p ∈ P : f = max p (ρ)}. Of course for any e 1 , . . . , e n ∈ ρ, n i=1 ρ (e i ) is a partial frontier of ρ. If Λ(ρ) is the global state of an automaton, and if H is a (partial) frontier of ρ, then we define Λ(H) := Λ(ρ) |dom(H) . Roughly speaking, identifying a reasonable set of partial frontiers is necessary and sufficient for computing the global state at the end of a finite run.
A New Model of Asynchronous Automata
Any infinite run ρ of an ATS T over a trace θ ∈ R(Σ, I) yields a partition Ψ = (P 1 , . . . , P n ) of set P of processes such that each part P i ⊆ P is minimal, and after finite prefixes ρ i ρ, the processes p ∈ P i no longer interact directly or indirectly with another process p ∈ P j , i = j. We wish to obtain a family of ATS's where each process can infer during a run the part to which it belongs. Owing to space restrictions, we present a concise discussion here, and refer the reader to [1] for details and for proofs of all the claims made in this section.
Degrees of Synchronization
For an ATS T and a run ρ of T over any trace, we associate with each event e ∈ ρ a measure of how much information is exchanged among the processes in dom(e). We use sets P ⊆ P of processes as the gauge for this measure.
Definition 5. For a run ρ of an ATS and an event e ∈ ρ, let the secondary update at e be the set U e := {g ∈ ρ[e] | ∃p, q, r ∈ P, ∃f p p e : g = latest p→q→r (f p ) = latest p→q→r (e)}. Then, the degree of synchronization at e is defined as as the set ds(e) := g∈Ue dom( ρ[e] (g)). By default, ds(e ⊥ ) := P.
The set ds(e) implies that there must exist prefixes ρ ρ[e] with partial frontiers H, dom(H) = ds(e), such that for some process p ∈ dom(e) with a predecessor f p p e, H ρ[f p ]. The following lemma illustrates this point, and demonstrates the importance of the set U e .
Lemma 6. For e ∈ ρ, e > e ⊥ , let ρ := fp p e ρ[f p ] be the greatest lower bound of all its p-prefixes. For every prefix ρ ρ[e] with ρ ρ , there exist H ⊆ ρ and U ⊆ U e such that 1. H is a partial frontier in ρ with dom(H) = ds(e); and 2. g∈U ρ (g) = H. Example 7. Referring to Fig. 3 , at e 4 , we have e 2 q e 4 and e 3 r e 4 . Then, ds(e 4 ) = P because U e4 = {e ⊥ , e 1 , e 2 , e 3 }. For instance e ⊥ = latest q→r→s (e 2 ) = latest q→r→s (e 4 ). Since ρ = ρ[e 1 ], we have four possibilities of ρ , viz.
, and ρ 4 = ρ[e 2 ]. For ρ 4 , H = {e ⊥ , e 1 , e 2 } and we can choose U = e ⊥ ⊆ U e4 . Symmetrically for ρ 3 . Also verify that, for ρ 2 , H = U = {e 2 , e 3 }; and for ρ 1 , H = {e 2 , e 3 , e 4 } and U = {e ⊥ }.
Considering e 9 next, we have e 8 q e 9 , e 6 r e 9 , and U e9 = {e 2 , e 4 , e 6 , e 8 }. For instance, e 2 = latest r→q→p (e 6 ) = latest r→q→p (e 9 ) = e 8 . Clearly, ds(e 9 ) = {p, q, r}. And since ρ = ρ[e 6 ], we have three possibilities of ρ ρ[e 9 ] s.t. ρ ρ , the most interesting one being ρ = ρ[e 7 ]. Now H = {e 4 , e 6 , e 7 } is the partial frontier of ρ[e 7 ] with dom(H) = ds(e 9 ), so we choose U = {e 2 } ⊆ U e9 .
Remark 8.
If M e is the set of the (mutually concurrent) minimal events of U e , then it suffices to always consider U = M e in Lemma 6.
Why we are interested in precisely these frontiers will be clear from Lemma 9 and Remark 10 below. Presently, with respect to the partial frontiers H that are revealed by Lemma 6 at an event e, we refer to the set Y e of states Λ(H) as the yield at e. Clearly, for each π 1 , π 2 ∈ Y e : dom(π 1 ) = dom(π 2 ) = ds(e). We say that the yield Y e is bigger than yield Y f if ds(f ) ds(e).
Lemma 9. For an infinite run ρ and p ∈ P, if p ∈ dom(alphinf(ρ)) then there exists a unique maximal P ⊆ P such that ∃ ∞ e ∈ ρ : p ∈ dom(e) ∧ ds(e) = P .
We call the set P from Lemma 9 the max-degree of p-synchronizations in ρ, denoted by ds p (ρ) . For processes p / ∈ dom(alphinf(ρ)) that eventually halt, we define ds p (ρ) := {p} regardless of the value of ds(max p (ρ)) The following remark follows immediately from Lemma 9, and demonstrates the "symmetric" nature of max-degree of synchronizations.
Remark 10. For an infinite run ρ and p, q ∈ P, either ds p (ρ) = ds q (ρ) or ds p (ρ) ∩ ds q (ρ) = ∅.
In particular, for each part P i ∈ Ψ : q ∈ P i ⇔ ds q (ρ) = P i . This concretizes our observation that every run ρ induces a partition Ψ of the set of states, where each part is minimal.
This definition implies that the local p-states of an SATS always match the degrees of synchronization of events where they occur. It is easy to see that property 2 therein is in fact decidable, whence the definition is "syntactic".
Synchronization-aware Asynchronous Büchi Automata
A set X ⊆ X p of local p-states is called homosynchronous if for all local pstates x, y ∈ X : D p (x) = D p (y). For an infinite run ρ of an SATS, we define the homosynchronous maximal local infinity sets Inf p (ρ) as follows.
x ∈ X p ∃e ∈ ρ : e = max p (ρ) and Λ(e) |p = x otherwise. To prove Lemma 14, we start with a DAA A = (T, F ) recognizing T and construct a D-SABA A = (T , D, F) with such an SATS (T , D) that (a) it mimics the run ρ of T on every trace; and (b) at each event e in its own run ρ , it computes the yield Y e for the corresponding event e in the run ρ of T. Fig. 4 illustrates a run ρ induced by a trace θ ∈ lim A (T ) on A. The shaded regions represent the partition Ψ of P induced by ρ. Note that f = max s (ρ) and ds s (ρ) = {s} even though ds(f ) = P. It is easy to see here that all partial frontiers H in the top region are concurrent to all partial frontiers H in the bottom region. This means that H ∪ H ∪ {f } are partial frontiers of some prefixes t ρ. In particular, if dom(H ), dom(H ) ∈ Ψ then H := H ∪ H ∪ {f } is a frontier, and Λ(H) is the global state at t.
Lemma 6 helps in retroactively computing partial frontiers. One can verify that ds(e 5 ) = {p, q, r} and H = {e 1 , e 2 , e 3 } is one of the partial frontiers computed at e 5 . Then Λ(H ) belongs to the yield Y e5 at e 5 . Similarly, at g we have Y g = {Λ(g)}. Lastly, if π s = Λ(f ) |{s} is the {s}-state at f , then by "joining" the yields Y e5 and Y g with π s , we obtain a set Π of global states which contains the state Λ(H) at prefix ρ[H] ρ, for H = {e 1 , e 2 , e 3 , f, g}.
However, such computations of global states are only required at the "end" of the infinite run ρ. By joining π s with the maximal yields that occur infinitely often (as guaranteed by Lemma 9 and Remark 10), T can compute precisely the set of global states occurring infinitely often in the run ρ of A.
Consequently, a local p-state of the SATS T is of the form x = (x, Sec, Y ), where x is a local p-state of T, Sec is a finite data structure to help compute the yields, and Y is a yield. T ensures that for each e ∈ ρ of T , Λ(e) |p = (x, Sec, Y ) iff for the corresponding e ∈ ρ of T, Λ(e) p = x and Y = Y e is the yield at e.
Since the set Q := dom(A) of "live" processes is given, T can distinguish between the cases, e.g., that p ∈ dom(alphinf(θ)) and s / ∈ dom(alphinf(θ)) as shown in Fig. 4 . By observing the sets Inf p (ρ ) , p ∈ P in its run ρ , T can extract (a) the infinitely recurring maximal yields Y p of T, from infinitely recurring maximal p-states x of live processes p; and (b) the final {p}-states π p of T, from the final p-states x for processes p that halt.
Thus, T computes the set Π of global states occurring infinitely often in the run ρ of A. The run ρ of T is accepting if Π has a non-empty intersection with the acceptance set F of A. The Büchi acceptance table F = {(Q, F 1 ), . . . (Q, F k )} is defined accordingly. For precise construction and proofs, see [1] . The proof of this lemma relies on constructing a non-deterministic asynchronous automaton recognizing the language T such that if F = {(Q, F )} then for
Definition 19. A Muller acceptance table F is said to be closed under supersets modulo finitary acceptance sets if (a) whenever F ∈ F does not contain any finitary acceptance sets and F ⊇ F , then F ∈ F; and (b) whenever F ∈ F contains a finitary acceptance set F p and F ⊇ F with F p = F p , then F ∈ F.
Theorem 20. A language Θ is recognized by a D-SABA B = (T , D , F ) if and only if Θ is recognized by a D-SAMA A = (T, D, F) whose acceptance table F is closed under supersets modulo finitary acceptance sets.
As mentioned previously, every ω-regular trace language can be written as a finite Boolean combination of A-infinitary limit languages [3] . Our results allow us to state an equivalent claim by referring to classes of automata. 
Conclusion
We introduced synchronization-aware asynchronous transition systems that allow us to define for the first time the family of deterministic Büchi automata that matches the expressive power of the lim operator for trace languages. Not only is this definition a generalization of that for the word case but, more importantly, the corresponding languages are closed under finite unions and intersectionsanalogous to the deterministically Büchi recognizable word languages. In this sense, our results have further justified Muscholl's definition of "deterministic trace languages" as finite unions of parameterized lim-languages. Finally, we have also characterized deterministically Büchi recognizable trace languages in terms of recognition via a special subset of deterministic Muller automata.
The results of this paper uncover a clear path for completing a structure theory of regular infinitary trace languages. In ongoing work, we address the issue of weak recognizability, leading to a definition of weak D-SAMA's recognizing the languages that can be expressed as Boolean combinations of reachability trace languages. A next step is concerned with conceivable characterization of these weak trace languages as those that are recognized by both D-SABA's and DSAcBA's (the latter equipped with the co-Büchi acceptance condition). Finally, it would be interesting to establish decidability of membership in each of these subclasses, for instance, by showing a strong Landweber theorem as indicated at the beginning of Section 4.
