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Abstract
Learning low-rank structure of the data matrix is a powerful method to deal with
“big data”. However, in many modern applications such as recommendation systems
and sensor localization, it is impossible or too costly to obtain all data, resulting in a
data matrix with most entries missing. A problem of great interest is then to infer the
missing data based on very few observations, usually under the assumption that the
true data matrix is low rank, which is widely known as the matrix completion problem.
The most popular solution for large-scale matrix completion is the matrix factorization
(MF) formulation, which has achieved great empirical success. However, due to the non-
convexity caused by the factorization model, little is known about whether and when
the algorithms for the MF formulation will generate a good solution. In this thesis, we
will study the non-convex MF formulation for matrix completion, both algorithmically
and theoretically.
First, we empirically analyze several standard algorithms for the MF formulation.
We present a novel finding that the recovery ability of an algorithm mainly depends
on whether it can control the row-norms (or incoherence constants) of the iterates.
Motivated by this finding, we propose a new formulation that either adds constraints or
penalty-function-type regularizers to directly control the row-norms. Simulation results
show that the algorithms for the new formulation can recover the matrix in the regime
very close to the fundamental limit, outperforming the standard algorithms.
We then establish a theoretical guarantee for the new MF formulation to correctly
recover the underlying low-rank matrix. In particular, we show that under similar condi-
tions to those in previous works, many standard optimization algorithms converge to the
global optima of the new MF formulation, and recover the true low-rank matrix. This
result is rather surprising since we prove convergence to global optima for a nonconvex
problem. To the best of our knowledge, our result is the first one that provides exact
recovery guarantee for many standard algorithms. A major difference of our work from
the existing results is that we do not need resampling (i.e., using independent samples
at each iteration) in either the algorithm or its analysis. Technically, we develop a novel
perturbation analysis for matrix factorization which may be of independent interest.
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Chapter 1
Introduction
1.1 Motivation
The low-rank matrix completion problem, in which one aims to recover an unknown
low rank matrix from only a subset of its entries, has attracted a significant amount
of attention in recent years. At the most obvious level, its popularity can be largely
attributed to its application in recommendation systems (e.g. Netflix competition) [1]
and its connection to compressive sensing [2–5]. Nevertheless, there are many more
reasons for its importance.
First, matrix completion is a common problem in many areas because collecting all
data is usually impossible or too expensive in modern data applications, resulting in
a data matrix with most entries missing. Classical applications of matrix completion
include collaborative filtering in recommender systems [1], global positioning in sensor
networks [6–9], phase retrieval [10], system identification in control [11], structure-from-
motion in computer vision [12,13], multi-class learning in machine learning [14,15], DOA
estimation in radar signal processing [16]. In recent few years, many new applications of
matrix completions are emerging, such as index coding in information theory [17], state
covariance estimation in control [18–20], genomic data integration [21] and robust spec-
tral compressive sensing [22]. More discussions on the applications of matrix completion
can be found at [23,24].
Second, the low-rank model is ubiquitous in modern data applications since it ex-
tracts useful information from “big data”. Analyzing the low-rank matrix completion
1
2problem, a prototype example of the low-rank model, may help us understand many oth-
er low-rank models, including PCA (Principle Component Analysis), robust PCA [25],
NMF (Non-negative matrix factorization) [26] and tensor completion [27, 28], to name
a few.
Third, matrix completion has a rich theory: it is not only a natural extension of
compressive sensing to the matrix domain, but also related to many theoretical fields
including linear algebra, optimization, information theory, probability, graph theory and
algebraic geometry.
Despite the extensive research, there are still many important open questions for
matrix completion, among which one of the biggest puzzles is the large gap between
practice and theory in algorithm design. In particular, the classical theory [2–5] is based
on the nuclear norm based formulation, while in big data applications a different formu-
lation based on matrix factorization (MF) has been dominant [1]. Rather surprisingly,
algorithms for the non-convex MF formulation can exactly recover the unknown low-
rank matrix in many numerical experiments, but we have little understanding of this
phenomenon. From an optimization point of view, it is a fascinating question why a
non-convex optimization problem can be solved to global optima. In this thesis, we will
try to answer this question.
1.2 Relation with Compressive Sensing
We first discuss the connection of low-rank matrix recovery (a more general problem
than matrix completion) and compressive sensing. In compressive sensing, one aims to
recover a sparse vector x ∈ Rn×1 based on linear observations y = Ax, where A ∈ RK×n
is a matrix. In low-rank matrix recovery, one aims to recover a low-rank matrix M
based on linear observations A(M), where A : Rm×n −→ RK is a linear map (can
be viewed as a 3-way tensor in RK×m×n). It is shown in [29] [30] that if A (resp. A)
satisfies RIP (Restricted Isometry Property), then the groundtruth x (resp. M) can be
recovered by convex optimization. If the entries of A (resp. A, viewed as a tensor) are
drawn independently from several common random distributions, then A (resp. A) does
satisfy RIP.
It seems that matrix completion can be viewed as a special case of the low-rank
3matrix recovery problem where the linear map A corresponds to the sampling operator
PΩ. However, this tensor A = (Akij) ∈ RK×m×n is rather unusual: it has only one non-
zero entry 1 in each “slice” (the k-th slice is a m×n matrix Ak,:,:). It seems very difficult
to translate a random model of Ω into a tractable random model of A. Consider two
popular random models of Ω: the Bernolli model where where each element of [m]×[n] is
included in Ω with probability p, and the uniform model where Ω is generated uniformly
at random from the collection of all subsets of [m] × [n] with a fixed size K (here [n]
represents the set {1, . . . , n}). In the Bernolli model, the size of Ω is not even fixed, thus
it cannot be translated to any random model of A with fixed size. The uniform model
of Ω can be translated to a uniform model of A where A is drawn from the collection of
A with only one non-zero entry 1 in each “slice” and the positions of 1’s in each slice are
distinct. In this random model, the entries of A are not independent, making it highly
challenging to analyze (we remark that even for compressive sensing, it is quite difficult
to analyze the case that A has dependent random entries; see, e.g. [31]). Since a random
sampling operator can hardly be translated to a tractable random tensor A, the results
of [30] that prove RIP of a random tensor A (more precisely, the paper considered a
matrix form) is barely useful for the matrix completion problem. Therefore, we should
treat matrix completion and low-rank matrix recovery discussed in [30] (can be called
matrix sensing) as two different problems.
We have argued that RIP for the tensor-form of the linear map A in matrix com-
pletion is difficult to prove. One may ask whether it is possible to prove the RIP-type
condition for the random sampling operator itself, i.e.
C1‖Z‖2F ≤
1
p
‖PΩ(Z)‖2F ≤ C2‖Z‖2F ,∀ Z satisfying rank(Z) ≤ r′, (1.1)
where r′ ≥ r is a certain integer. Unfortunately, this RIP-type condition does not hold
for randomly generated Ω. Note that the order of Z and Ω is crucial: first randomly
generate Ω and fix this Ω, then pick any Z to check whether (1.1) holds. If there exists
one Z that it fails, then this RIP condition does not hold. Such a counterexample to
(1.1) is given in [23]: for fixed Ω, pick (i0, j0) /∈ Ω and define a matrix Z as Zi0,j0 = 1
and Zi,j = 0,∀(i, j) 6= (i0, j0), then ‖PΩ(Z)‖F = 0, ‖Z‖F = 1, which contradicts the
first inequality of (1.1). That being said, variants of (1.1), not for the set of all low-
rank matrices but for different sets, play an important role in the theory of matrix
4completion. Proving (1.1) (especially the first inequality) is one of the main difficulties
for guaranteed matrix completion in different scenarios [32–34] (note [34] contains part
of this thesis).
1.3 Identifiability
Before discussing the mathematical formulation, the very first question is whether it is
even possible to recover a rank-r matrix M from partial observations via any method.
This is the identifiability (or recoverability) question: can a low-rank M be uniquely
determined by its submatrix PΩ(M)? Or equivalently, does the following relation
PΩ(M ′) = PΩ(M) and rank(M) ≤ r, rank(M ′) ≤ r =⇒M ′ = M (1.2)
hold? Here PΩ(M) denotes the matrix Z such that Zij = Mij , ∀(i, j) ∈ Ω and Zij = 0
otherwise. If there are two different matrices M and M ′ such that Mij = M ′ij , ∀(i, j) ∈
Ω, it seems impossible to recover M : even if we find a rank-r matrix that matches the
observation, this matrix might be M ′, not the original one M . The strongest version of
the identifiability question is:
What is the condition on M and Ω so that (1.2) holds? (1.3)
This question seems too difficult to answer, and attempts have been made to answer its
weaker versions.
A series of papers [2–5] proved that when M and Ω are both “generic” (M is in-
coherent, a notion we will define later, and Ω is randomly generated) and |Ω| is large
enough, then M can be exactly recovered with high probability. Note that the recovery
results of [2–5] do not imply the identifiability of a matrix from partial observations;
in contrast, they only implies the identifiability of an incoherent matrix from partial
observations. In other words, the results in [2–5] do not exclude the possibility that
there is another rank-r matrix M ′ 6= M which satisfies PΩ(M ′) = PΩ(M) but is not
incoherent. The lack of “uniqueness” is not an issue under the assumption that the true
matrix is indeed incoherent. These results actually provided a sufficient condition for
the following version of identifiability:
PΩ(M ′) = PΩ(M),M and M ′ are incoherent and have rank ≤ r =⇒M ′ = M, (1.4)
5under a random model of Ω, e.g. each entry of [n]× [n] is independently included in Ω
with probability K/n2. A necessary condition for (1.4) has been provided in [3, Theorem
1.7] (for n×n matrix M), which shows that if K < O(nrµ log n), then there are infinitely
many µ-incoherent matrices M such that (1.2) fails with constant probability. In other
words, to prove a high probability recovery result for any fixed µ-incoherent matrix, at
least O(nrµ log n) observations are needed.
The subtle difference between “a unique matrix” and “a unique incoherent matrix”
brings up the following modelling consideration: if the groundtruth matrix M has a
property other than low-rankness (including, but not limited to, incoherence), our goal
should be to recover a low-rank matrix with this property. Another example of the
additional property can be found in global positioning (or rigidity theory): the matrix
should be a pair-wise distance matrix. Assuming an additional property of the true
low-rank matrix, the identifiability question should be changed accordingly: is there a
unique low-rank matrix M with a particular property that matches partial observations?
Under a very mild assumption that M is generic1 , we obtain another weaker version
of the identifiability question (1.3):
What is the condition on Ω so that (1.2) holds for generic matrix M? (1.5)
It can be easily shown (see [36, Theorem 2.6]) that for generic M whether M can
be recovered by PΩ(M) depends only on Ω, i.e. the positions of the observations.
Since Ω corresponds to a bipartite graph with m + n nodes, the identifiability of Ω
is an intrinsic property of the corresponding bipartite graph. When r = 1, it can be
easily shown that Ω leads to identifiability iff the corresponding graph is connected,
but for r > 1 it not clear what graph property is sufficient and necessary. Kiraly and
Tomika [36] provided a sufficient condition based on a very simple algorithm: find a
submatrix of size (r + 1) × (r + 1) with exactly one missing position, then add this
position to Ω; perform this step recursively until all positions are added to Ω (return
success) or no such submatrix exists (return nil). If success, then a generic M can be
uniquely determined by PΩ(M); however, no conclusion can be made if nil is returned.
1 A property holds for generic matrix M means that there is a nonzero polynomial f on the
entries of M such that the property holds in set {M |f(M) 6= 0}. It implies that the property holds
with probability 1 when the entries of M are generated from continuous random distributions, which
is stronger than a high probability result. For many engineering applications, proving that the results
hold for generic parameters is enough (e.g. [35]).
6Several simple necessary conditions, such as |Ω| ≥ r(m + n − r) and “r-connectivity”,
are provided in [36, Proposition 2.13]. Singer and Cucuringu [37] studied (1.5) using
tools from rigidity theory. They proposed a randomized algorithm [37, Algorithm 4] to
test a sufficient condition for Ω, which makes no conclusion if it fails. Note that the
sufficient conditions and necessary conditions provided in [36,37] are separated, and the
gap between the sufficient conditions and the necessary conditions might be very large.
Closing this gap, i.e. providing a sufficient and necessary condition for the identifiability
seems a difficult task. We refer the interested readers to [38] for more discussions on
the identifiability issue, including various open questions along this line.
One important theoretical question related to the identifiability is the sample com-
plexity (or phase transition boundary) of matrix completion: how many samples are
needed to recover a low-rank matrix, if any algorithm is allowed? A naive lower bound
is r(m+ n− r) = O(nr) (when m = n), since this is the degrees of freedom of a rank-r
m×nmatrix (see, e.g. [38, Proposition 2.1.13]). For any µ-incoherent matrix, the current
best upper bound is O(nrµ2 log2 n)2 [4,5]. As mentioned above, [3, Theorem 1.7] proved
that for a fixed µ-incoherent matrix, at least O(nrµ log n) observations are needed to
guarantee recovery with high probability. Empirically we find that O(nmax{r, log n})
entries seem to be enough for exact recovery (assume µ is small). We conjecture that
for a generic µ-incoherent matrix, O(nµ2 max{r, log n}) entries are enough for exact
recovery, which is smaller than the required sample complexity for any µ-incoherent
matrix.
In practice, inexact recovery is often satisfactory. Consider the following situation:
there are only two rank-r matrices M 6= M ′ that are consistent on a subset Ω, and
‖M −M ′‖F <  where  is a very small positive number; now PΩ(M) does not uniquely
determine M , but for practical purposes finding M ′ is also acceptable since it is very
close to the groundtruth M . We can ask an inexact version of the identifiability ques-
tion, though there is little research on this question. A related, but rather different,
complexity theoretical question has been studied recently by Hardt et al. [39].
2 To be precise, there are two different incoherence constants µ0 and µ1, and the bound is
O(nrmax{µ0, µ21} log2 n); see [4, Section I.B] and [5, Theorem 1.1].
71.4 Models of Matrix Completion
In this section, we discuss how to derive the mathematical (optimization) formulations
of the matrix completion problem. There are two requirements: low-rankness and
consistency with the partial observation. 3 The goal is to find a feasible point in the
intersection of two sets L = {Z ∈ Rm×n : rank(Z) ≤ r} and S = {Z ∈ Rm×n : Zij =
Mij ,∀(i, j) ∈ Ω}. In other words, we try to solve a non-convex feasibility problem
Find Z ∈ Rm×n,
s.t. rank(Z) ≤ r,
Zij = Mij , ∀ (i, j) ∈ Ω.
(1.6)
In general, constraints are difficult to handle, thus one may want to reformulate (1.6)
as an optimization problem with fewer constraints.
There are two different approaches to reformulate (1.6). The first approach is to
remove the constraint rank(Z) ≤ r and add an objective function rank(Z), obtaining a
rank-minimization problem
min
Z∈Rm×n
rank(Z),
s.t. Zij = Mij , ∀ (i, j) ∈ Ω.
(1.7)
In the language of optimization, this approach is to penalize the violation of the first
constraint Z ∈ L while keeping the second constraint Z ∈ S. Problem (1.7) is equivalent
to (1.6) in the sense that the optimal solution to (1.7) is either a feasible solution to (1.6)
or an infeasibility certificate, and solving (1.6) for different r can lead to the optimal
solution of (1.7). As the rank function is a discrete function and thus intractable, one
may further relax this problem to a nuclear norm minimization problem
min
Z∈Rm×n
‖Z‖∗, s.t. Zij = Mij , ∀ (i, j) ∈ Ω, (1.8)
where ‖Z‖∗ is the nuclear norm of Z, i.e. the sum of all singular values of Z. See more
discussions of this approach in Section 1.4.1.
3 As argued before, this may not be a good starting point for modelling, since these two requirements
may not be enough to uniquely determine the original matrix. We could, for example, start from three
requirements: low-rankness, consistency with the partial observations, incoherence. Nevertheless, for
simplicity we just start from these two basic requirements.
8The second approach is to penalize the violation of the second constraint Z ∈ S
while keeping the constraint Z ∈ L, obtaining the following problem (using square loss
function, but other loss functions can be used as well):
min
Z∈Rm×n
‖PΩ(M − Z)‖2F ,
s.t. rank(Z) ≤ r.
(1.9)
Although the rank function is still intractable, a simple trick can make it tractable:
any matrix Z with rank no more than r can be represented as Z = XY T , where
X ∈ Rm×r, Y ∈ Rn×r. Then (1.9) can be rewritten as
P0 : min
X∈Rm×r,Y ∈Rn×r
F (X,Y ) =
1
2
‖PΩ(M −XY T )‖2F . (1.10)
MF based formulation has gained great popularity in the recommender systems field
and served as the basic building block of many competing algorithms for the Netflix
Prize [1, 40]. See more discussions on this formulation in Section 1.4.2
The major difference of these two approaches lies in how to deal with the rank
function: the first approach uses the nuclear norm (a convex function) to approximate
the rank, while the second approach encodes the low-rankness explicitly through the
product of two small matrices. As a result, the difficulties of proving recovery for the
two approaches are different: the first formulation is convex and can be solved to global
optima, thus the difficulty is to show that the true low-rank matrix is indeed the unique
global optimal solution of (1.8); in contrast, the true low-rank matrix must be a global
optimal solution of the second formulation, thus the main difficulty is how to find the
global optimal solution of this non-convex problem (assuming the identifiability holds).
We will discuss the existing algorithms and theoretical analysis related to these two
approaches, as well as their pros and cons in the following.
1.4.1 Nuclear Norm Formulation
The nuclear norm approach has a nice connection with compressive sensing [41–44] (or
a related subject Lasso [45]). Specifically, the nuclear norm of a matrix can be viewed
as the `1-norm of the vector consisting of all singular values of a matrix, while the rank
of the matrix is the `0-norm (i.e. the number of non-zero entries) of that vector. The
9`1-norm has been shown to be a good convex surrogate for the `0-norm in compressive
sensing, thus it is natural to use the nuclear norm as a surrogate for the rank function.
In a series of remarkable papers [2–5], it has been shown that given a rank-r matrix
M ∈ Rn×n satisfying an incoherence condition (will define later), solving (1.8) will exact-
ly reconstruct M with high probability provided that O˜(rn log2 n) entries are uniformly
randomly revealed, here O˜ notation hides the dependence on the incoherence constant
of M . A key step in these papers is to construct a dual certificate satisfying certain
conditions via an iterative procedure. To show this construction works, one needs to
bound ‖PΩ(Wk) −Wk‖ where Wk is the iterate, but due to the possible dependency
of the iterates Wk on the sample set Ω, the first two papers [2, 3] use rather intricate
techniques, yet obtaining suboptimal sample complexity bounds (though only an extra
polylogarithmic factor of n in [3]). Gross et al. [46] introduced an elegant idea called
“golfing scheme” which uses independent sample sets Ωk ⊆ Ω at each iteration when
constructing a dual certificate. This preprint only considered a matrix sensing type
problem (Pauli measurements), not the case with missing entries. The golfing scheme
was applied to to matrix completion in Gross [4] and Recht [5], which improved the
sample complexity bound to O˜(nr log2 n) with much simpler proofs than those of [2,3].
Another proof for the recovery is given by Negahban and Wainwright [32]. An
earlier paper Negahban et al. [47] showed that the proof of recovery can be boiled down
to “restricted strong convexity”, which is a variant of the RIP condition (1.1) with a
major difference that the inequality does not hold for any low-rank matrix Z, but holds
for Z in a certain restricted set (related to the descent cone of the optimization problem).
The proof strategy relies on several probabilistic techniques besides the concentration
inequalities, such as discretization and bounding the covering number, symmetrization
by a Rademacher sequence, etc. This proof is not based on the original formulation
(1.8), but the regularized version
min
Z∈Rm×n
‖Z‖∗ + λ
∑
(i,j)∈Ω
(Zij −Mij)2, (1.11)
with extra constraints on each entry of the matrix |Zi,j | ≤ c,∀i, j, where c is a certain
parameter. The extra constraints on the infinity norm of the matrix (called “spike-
ness” in that paper) may require extra projection steps when solving the optimization
problem.
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For noisy matrix completion, Candes and Plan [3] considered a quadratically con-
strained minimization problem
min
Z∈Rm×n
‖Z‖∗, s.t.
∑
(i,j)∈Ω
(Zij −Mij)2 ≤ , (1.12)
and proved that the reconstruction error is proportional to the initial observation error.
The restricted strong convexity (RSC) of [32] also leads to a bound of the error between
the solution to (1.11) and the true matrix. Possibly due to the lack of RIP-type condition
(or RSC), the error bound in [23] can be
√
n times worse than the bound of [32].
On the computational side, problems (1.8) and (1.12) can be reformulated as a
semidefinite program (SDP) and solved to global optima by standard SDP solvers when
the matrix dimension is smaller than, say, 500. To solve problems with larger size,
researchers have developed first order algorithms, including the SVT (singular value
thresholding) algorithm for the formulation (1.8) [48], and several variants of the prox-
imal gradient method for the formulation (1.11) [49, 50]. The linear convergence of the
proximal gradient method has been established for the formulation (1.11) under certain
conditions [51, 52]. The linear convergence only implies that the number of iterations
is not large, but the per-iteration cost of the proximal gradient type methods for the
nuclear formulation is still rather high. In particular, each iteration requires computing
SVD (Singular Value Decomposition), either exactly or inexactly, and the computa-
tion cost of SVD increases rapidly as the dimension of the problem increases, making
these algorithms rather slow or even useless for problems of huge size. The other major
drawback is the memory requirement of storing a large m by n matrix.
1.4.2 Matrix Factorization Formulation
In the matrix factorization approach, the unknown rank r matrix is expressed as the
product of two much smaller matrices XY T , where X ∈ Rm×r, Y ∈ Rn×r, so that the
low-rank requirement is automatically fulfilled. In addition to the basic formulation
(1.10), another popular formulation is to add regularizers to control the norms of X
and Y :
P0′ : min
X∈Rm×r,Y ∈Rn×r
1
2
‖PΩ(M −XY T )‖2F + λ(‖X‖2F + ‖Y ‖2F ). (1.13)
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This formulation can be obtained by MAP (maximum a posteriori) estimation under
a certain probabilistic model of the low-rank matrix [53]. There are a few variants of
this formulation: the coefficient λ can be zero (reduced to (1.10)) [24,54–56] or different
for each row of X,Y [57]; each square loss term [Mij − (XY T )ij ]2 can have different
weights [1]; an additional matrix variable Z ∈ Rn×r can be introduced [58].
Problem (1.13) is a non-convex fourth-order polynomial optimization problem. In
general, fourth-order polynomial minimization is NP-hard, and without resorting to
the structure of the problem one cannot hope to find a global optimal solution. The
stationary points of (1.13) can be found by many standard nonlinear optimization algo-
rithms such as the gradient methods, AltMin (alternating minimization) [1] and SGD
(stochastic gradient descent) [1, 40, 59, 60]. The formulation (1.13) is suitable for Alt-
Min since the objective function is convex with respect to either X or Y , even though
not jointly convex over (X,Y ), thus minimizing over one of the factors with another
fixed is easy. It is also suitable for SGD since the loss function ‖PΩ(M − XY T )‖2F =∑
(i,j)∈Ω[Mij − (XY T )ij ]2 is decomposable across the samples, thus at each iteration
one can use the error for the (i, j)-th entry Mij − (XY T )ij to update the i-th row of X
and the j-th row of Y . AltMin and SGD (and their variants) are the two most popular
methods to solve matrix factorization based formulations for the Netflix prize [1].
MF based formulation is very popular for large scale matrix completion and other
related applications due to several reasons. First, the compact representation of the
unknown matrix greatly reduces the per-iteration computation cost as well as the storage
space (requiring essentially linear storage of O((m+ n)r) for small r). Second, the per-
iteration computation cost is rather small and people have found in practice that huge
size optimization problems based on the factorization model can be solved very fast.
Third, as elaborated in [1], the factorization model can be easily modified to incorporate
additional application-specific requirements.
Although (1.13) can be solved by standard AltMin or SGD, the original versions of
the two algorithms may not be efficient for solving some large scale problems, and a
great deal of recent effort has been devoted to an even faster algorithm. The obvious
pros and cons of AltMin and SGD are the following: AltMin is easily parallelizable but
has higher per-iteration computation cost than SGD; in contrast, SGD requires little
computation per iteration, but its parallelization is a bit challenging. Recently several
12
parallelizable variants of the SGD [61–63] and AltMin [64,65] with very low per-iteration
cost have been developed. Some of these algorithms have been tested in distributed
computation platforms and can achieve good performance and high efficiency, solving
very large problems with more than a million rows and columns in just a few minutes
For instance, [62] reported to complete a matrix with m = n = 106, r = 10 in under
18 minutes; for the Netflix problem their algorithm took under 3 minutes on a 12-core
workstation.
The key to parallelize SGD lies in how to pick the order of the component functions.
In particular, [61–63] proposed to divide Ω into the union of “diagonal sets”, where each
diagonal set consists of entries that are not in the same row or column, and view the
sum of the component functions (M −XY T )2ij corresponding to one diagonal set as a
new component function. By this partition, each row of X and Y appears in one group
at most once, thus all rows of X and Y based on the component functions in one group
can be updated in parallel.
Alternating minimization in the context of matrix completion usually refers to the
two-block coordinate descent (BCD) method that updates X and Y alternately. Since
the objective function is decomposable across rows ofX with fixed Y (or across rows of Y
with fixed X), one can also view each row of X and Y as a block. Other choices of blocks
lead to different and possibly faster algorithms. The CCD algorithm [64] updates each
entry of X,Y cyclically according to a specific order. In the CCD++ algorithm [65], the
blocks are chosen to be the columns of X,Y ; this choice is interpreted as the “feature-
wise” update order and is shown to be much faster than AltMin or CCD algorithm in
some real data sets.
Empirically people have found that the algorithms for the MF model work very
well. In particular, in the noiseless case one can always exactly recover the original
matrix by algorithms for the MF model when there are enough samples, even though
the MF formulation is non-convex. Then a question of significant interest is to provide
a theoretical understanding of this phenomenon. In the language of optimization, the
question is why a non-convex optimization problem can be solved to global optima.
This is the main theoretical question we try to answer in the thesis.
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1.5 Existing Results on MF Formulation
1.5.1 Brief Overview
The first recovery guarantee for the factorization based matrix completion is pro-
vided in [33], where Keshavan, Montanari and Oh considered a factorization model
in Grassmannian manifold. In their formulation, the unknown rank r matrix is ex-
pressed as the product of three smaller matrices XSY T with X ∈ Rm×r, XTX = mI,
Y ∈ Rn×r, Y TY = nI, which is similar to SVD except that S may not be a diagonal
matrix. The considered optimization problem is
min
X∈Rm×r,XTX=mI,Y ∈Rn×r,Y TY=nI
F (X,Y ),
where F (X,Y ) = min
S∈Rr×r
∑
(i,j)∈Ω
‖Mij − (XSY T )ij‖2.
(1.14)
The objective function F (X,Y ) depends on X,Y only through their column spaces, thus
it can be viewed as a function on Grassmannian manifolds (a Grassmannian manifold
consists of linear subspaces of a certain dimension). The resulting optimization problem
minX,Y F (X,Y ) is in fact a two-level optimization problem. They showed that the
unknown matrix can be recovered by a proper initialization and a gradient descent
method on Grassmannian manifold. Besides being quite complicated, this model is not
as flexible as the factorization model in Euclidean space (cannot add application-specific
requirements on the factors), and it cannot be solved by many advanced large-scale
optimization algorithms such as BCD-type and SGD-type methods.
The factorization model in Euclidean space was first analyzed in an unpublished
work [24] of Keshavan4 , as well as a later work of Jain et al. [54]. Both works considered
AltMin with resampling, a special variant of the original AltMin. The sample complexity
bounds were later improved by Hardt [55] and Hardt and Wooters [56], where in the
latter work, notably, they devised an algorithm with a corresponding sample complexity
bound independent of the condition number. However, these improvements are obtained
for more sophisticated versions of resampling-based AltMin, not the original AltMin.
4 Reference [24] is a PhD thesis that discusses various algorithms including the algorithm proposed
in [33] and AltMin. In this thesis when we refer to [24], we are only referring to [24, Ch. 5] which
presents resampling-based AltMin and the corresponding result.
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There are a few very subtle issues with the resampling scheme, and we will discuss these
issues in the following subsection.
1.5.2 Issues of Resampling
Resampling is quite subtle, as discussed in the recent work on phase retrieval by Cande`s,
Li and Soltanolkotabi [66]; here we make some additional comments since resampling is
used more widely in matrix completion.
Resampling scheme can be used at almost no cost for the nuclear norm approach [4,5,
67], but for AltMin it causes many issues. At first, it may seem that for both approaches
resampling is a cheap way to get around a common difficulty: the dependency of the
iterates on the sample set. However, there is a crucial difference: for the nuclear norm
approach, resampling is just a proof technique used in a “conceptual” algorithm for
constructing the dual certificate, while for AltMin, resampling is used in the actual
algorithm. This difference causes some issues of resampling-based AltMin at conceptual,
practical and theoretical levels.
1) Gap between theory and algorithm. Algorithmically, an easy resampling scheme
is to randomly partition the given set Ω into non-overlapping subsets Ωk, k = 1, . . . , L,
as proposed in [24,54] 5 . However, the results in [24,54–56] actually require a generative
model of independent Ωk’s, instead of sampling Ωk’s based on a given Ω. Therefore, the
results in [24, 54–56] do not directly apply to the resampling scheme that is commonly
used.
This issue has been discussed by Hardt and Wooters in [56, Section D], and they
proposed a new resampling scheme [56, Algorithm 6] to which the results in [24,54–56]
can apply, provided that the generative model of Ω is exactly known. In practice, the
underlying generative model of Ω is usually unknown, in which case the scheme [56,
Algorithm 6] does not work. In contrast, the classical results in [2–5] and our result
herein are robust to the generative model of Ω: these results actually prove that for, say,
99% of Ω (actually, (1 − 1/nc) portion) with a given size, one can recover M through
5 The description in [54] has some ambiguity: in [54, Algorithm 2] the authors wrote “partition”
Ω into a few subsets, but they also wrote “sampling with replacement”. From our understanding,
“partition” refers to Model 2 and “sampling with replacement” refers to Model 3 in Section 1.5.3;
anyhow, under either model Ωk’s are dependent and the claimed result [54, Theorem 2.5] does not
apply. See more discussions in Section 1.5.3.
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a certain algorithm, thus for many reasonable probability distributions of Ω a high
probability result holds. See more discussions in Section 1.5.3.
2) Impracticality. As argued previously, assuming a generative model of Ωk’s is not
practical since Ω is usually given. For given Ω, the only known validated resampling
scheme [56, Algorithm 6], besides not being robust to the underlying generative model
of Ω, might be too complicated to use in practice. Even the simple resampling scheme
of partitioning Ω (which has not been validated yet) is rather unrealistic. First, each
sample is used only once during the algorithm, which is a waste of resources. Second,
different accuracy requirements will lead to different pre-partition of the samples, and
thus different forms of the algorithm. If the algorithm has produced an estimate of M
and one asks for a more accurate estimate, then one has to re-partition Ω and re-run
the algorithm from the beginning.
3) Inexact recovery. A theoretical consequence of the resampling scheme is that
the required sample complexity |Ω| becomes dependent on the desired accuracy , and
goes to infinity as  goes to zero. This is different from the classical results (and ours)
where exact reconstruction only requires finite samples. While it is common to see the
dependency of time complexity on the accuracy , it is relatively uncommon to see the
dependency of sample complexity on .
4) Randomized algorithm v.s. deterministic algorithm. Given Ω, resampling-based
AltMin is a randomized algorithm that can only achieve the desired performance with a
certain probability; in contrast, the alternating-type methods we consider are determin-
istic. Such a difference is hidden in the high probability statement: in our result,“with
probability 99%” means that out of all possible sets Ω, 99% of them can lead to exact re-
covery by the algorithm for sure; for resampling-based AltMin, “with probability 99%”
means that “for 99% of Ω, resampling-based AltMin can recover M with probability
99%” (the precise statement would be long, so we present a simpler one).
In a recent work [68] the authors have managed to remove the dependency of the
required sample size on  by using a singular value projection algorithm. However, [68]
considers a matrix variable of the same size as the original matrix, which may not
have the same advantage in memory and modeling flexibility as provided by the matrix
factorization approach considered in this thesis. Moreover, the algorithm in [68] still
uses independent samples in a number of iterations (though not all iterations), which
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may suffer from the same issues we discussed above.
We remark that the gap between the theory and the actual algorithm also exists in a
recent work [69] on SGD. In particular, the authors showed the global convergence of a
special variant of SGD [69, Algorithm 1] for low-rank matrix problems, including matrix
completion. However, [69, Algorithm 1] requires the samples used in each iteration to be
independent, which is difficult (if not impossible) to implement for matrix completion:
the independence of the iterates does not hold for a typical SGD that randomly picks a
sample at a time (either sampling with or without replacement). Note that resampling-
based AltMin can be viewed as a hybrid of mini-batch SGD and AltMin, where each Ωk
is a mini-batch; [69, Algorithm 1] is similar to the resampling-based AltMin in the sense
that each Ωk consists of just one sample. Thus it is not surprising that [69, Algorithm
1] suffers from the same issue as resampling-based AltMin. See Section 1.5.3 for more
discussions.
1.5.3 More Discussions on Resampling and SGD
We will discuss various resampling schemes and SGD in detail, and we hope that these
discussions could inspire future research.
More discussions on resampling
As discussed earlier, there is a gap between theory and algorithm for resampling-based
AltMin. In short, the results in [24,54–56] do not apply to the simple resampling scheme
that partitions Ω into subsets Ωk’s, since they require Ωk’s to be independent and each
entry of the matrix is included in Ωk with probability pk. We elaborate the two random
models below.
• Model 1 (generative model of independent Ωk’s): generate each Ωk independently
by a Bernoulli model where each entry is included in Ωk with probability pk,
k = 1, . . . , L. Note that one entry can appear in multiple Ωk’s. The results
in [24, 54] apply to AltMin based on this random model. However, this random
model is impractical: usually the observation set Ω is given and one cannot just
“assume” Ωk’s follow a certain distribution.
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• Model 2 (generate Ω first, then randomly partition Ω): For given Ω generated
by a certain underlying random model, randomly partition Ω into L sets Ω =
Ω1 ∪ · · · ∪ ΩL (assign each entry a label randomly drawn from {1, . . . , L}), where
L is a certain constant. It might be tempting to think that Ωk’s are independent
provided that each entry of M is included in Ω independently. However, these
Ωk’s are not statistically independent: they are always non-overlapping, while
for any two independent sample sets there is a positive possibility that they are
overlapping. To put in another way, in this model one entry cannot appear in
multiple Ωk’s while in Model 1 one entry can appear in multiple Ωk’s. Therefore,
the results in [24,54] do not apply to AltMin based on this resampling scheme.
Now we have discussed two random models: one leads to a “theoretical algorithm”
(an algorithm that cannot be implemented), and the other leads to a practical algorithm
with no theoretical guarantee. It is natural to ask whether one can close the gap between
these two random models, which motivates the following question [56, Section D]:
Given a sample set Ω generated from a random model, can we generate subsets
Ωk ⊆ Ω, k = 1, . . . , L that follow Model 1 (L independent Bernolli distributions)?
(1.15)
Although Model 2 does not achieve this goal, one may think that a simple variant will
work. Now we discuss several possibilities.
• Model 3 (generate Ω, then sample Ωk with replacement): for given Ω generated
by a certain underlying random model, sample the entries of Ω with replacement
to obtain Ωk, k = 1, . . . , T . This sampling with replacement model is used in
randomized BCD [70] and SGD; for the matrix completion problem, it is more
practical than Model 1 since the corresponding algorithm can work on a given
Ω. Different from Model 2, here one entry can appear in multiple Ωk’s; different
from Model 1, here one entry can appear multiple times in one Ωk. These Ωk’s
are still dependent 6 : the probability of two sets Ω1,Ω2 having common entries
6 Note that if we assume Ω is fixed and the “ambient space” is Ω, then Ωk’s are independent; in
other words, Ωk’s are conditionally independent given Ω. However, in [24, 54–56] the ambient space is
[m]× [n] and Ω itself is random, then Ωk’s are dependent.
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is higher than a generative model of independent Ωk’s. Thus this model, again, is
not covered by the results in [24,54–56].
• Model 4 (for Ω from Bernolli model): this model is described in [56, Algorithm
6]. The construction there is delicate and very different from a simple resam-
pling scheme one can think of, such as Model 2 or Model 3. For instance, when
p1 = · · · = pL, [56, Algorithm 6] requires computing qk = 11−(1−p1)L
(
mn
k
)
pk1(1 −
p1)
mn−k, k = 1, . . . , L. In addition, this scheme is not practical since it is not
robust to the unknown generative model of Ω, as discussed in Section 1.5.2.
• Model 5 (sample Ω′ with replacement, then randomly partition Ω′): assume Ω′
is generated by sampling with replacement, and we record not only the samples
but also the number of times a sample is drawn. One can think of Ω′ as a set
with possibly repeated elements. Partition Ω′ uniformly randomly into L sets
Ω1, . . . ,ΩL with equal size. This random model is different from Model 1 as it
allows repetitions in each set Ωk, while Model 1 does not; nevertheless, when
performing AltMin one can ignore the repetition in Ωk. This random model is
equivalent to generating Ωk’s independently from a sampling with replacement
model, thus the results in [24,54] probably apply to this model (though not directly
applicable as they are tailored for the Bernolli model of Ωk). This model is still not
practical for AltMin: given the set of non-repeated samples Ω, it is not clear how
to generate Ω′ so that Ω′ follows the distribution of a sampling with replacement
model. However, as we will discuss shortly, this model can be used for the nuclear
norm approach [4, 5].
One might argue that Model 2 and Model 3 are just approximations of Model 1 in
practice. However, it is necessary to validate this “approximation” rigorously7 . We will
explain below how the resampling scheme for the nuclear norm approach is validated
and why the validation of the resampling scheme for AltMin is more difficult.
Take [5] as an example. [5, Proposition 3.1] first established the “equivalence” of the
sampling with replacement model of generating Ω′ and the uniform model of generating
7 “Approximation” is too vague and does require justification. For example, it seems that Model 2
(sampling without replacement) and Model 3 (sampling with replacement) are quite similar; however,
in a different setting (multi-block ADMM), it has been observed that Model 3 leads to divergence of
the algorithm and Model 2 leads to convergence [71].
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Ω from the collection of sets with a given size (not really equivalence, but just that if the
desired result applies to the first random model then it applies to the second random
model). Note that Ω′ is allowed to contain duplicated entries. When constructing dual
certificate, one can partition Ω′ to obtain independent Ωk, as in Model 5 described
above. This partition is legitimate since it just happens in the theory, not in an actual
algorithm. Another way to understand this process is the following: given Ω, there
exists a way of labelling the entries of Ω by the number of repetitions so that one can
obtain Ω′ that follows the distribution of Model 5; one can then partition Ω′ based on
Ω and these labels. The key is that one does not need to know the true labelling, but
just the existence of such a labelling.
The validation of resampling for the nuclear norm approach in [5] is relatively simple
since [5] can work with an artificial generative model of Ω′ (just a proof technique). For
AltMin, one needs to consider a mixture of the generative model of Ω and a practical
resampling scheme for Ωk’s, which seems quite difficult.
Issue of SGD: samples are dependent
Now we discuss the gap between theory and algorithm for SGD in [69]; these discussions
will be based on the above discussions for resampling. In SGD, at each iteration we
randomly pick one entry (i, j) from Ω and update the corresponding X(i), Y (j). There
are two popular versions of SGD: RP-SGD (randomly permuted SGD; i.e. sampling
(i, j) without replacement) and R-SGD (randomized SGD; i.e. sampling (i, j) with
replacement).
The theory of [69] requires the samples to be selected “uniformly and independently
at random” from a sampling distribution. We argue that in both versions of SGD, the
samples are not independent uniform samples, thus the theory of [69] does not apply. We
first look at RP-SGD that randomly permutes the available |Ω| samples and performs a
gradient step for each sample once (i.e. one epoch; more epoch’s will definitely lead to
dependence of iterates). This one-pass algorithm is not practical: as shown in Figure
3.2 of Section 2.3, one epoc of SGD only leads to a test error of more than 1.2 8 .
8 The algorithm proposed in [69] is a variant of SGD and may perform better than the vanilla SGD;
however, it is unlikely that one epoc of that algorithm can obtain, say, a test error < 0.1 in the setting
of Figure 3.2.
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Putting aside the impracticality, even within one epoc we cannot say the samples are
independent: for a given Ω generated by a certain random model, the elements of Ω are
not independent as discussed in Model 2 above.
One may still wonder: can we just assume a generative model of independent sam-
ples? In other words, given the observation set Ω consisting of K positions, can we just
assume the K samples (positions) are independently generated from a certain distribu-
tion on [m] × [n]? The answer is no, if K is reasonably large. To see why, suppose ξ
follows a uniform distribution on [n]× [n] (assume m = n), and we independently draw
K samples ξ1, . . . , ξK , then the probability of repetition is close to 1 in a reasonable
setting K ≥ 4n9 . Unless we can “mimic” the repetition for given distinct positions,
we cannot assume that the distinct observations are generated independently (see also
the discussion in Model 5). This is different from traditional stochastic optimization
where K samples drawn independently from a continuous distribution are distinct with
probability 1.
We then discuss R-SGD, i.e. at each iteration randomly pick one sample si from
Ω and perform a gradient step for this sample. As discussed before in Model 3, these
samples s1, s2, . . . are conditionally independent given Ω, but are not necessarily in-
dependent when the ambient space is [m] × [n] and Ω itself is randomly generated.
Therefore, again there is a gap between R-SGD and the theory of [69].
This gap may seem counter-intuitive for researchers who are familiar with SGD: it
is a common assumption that the samples are independent in the analysis of SGD (see,
e.g. [72]), why does the independence assumption fail here? A short answer is that the
traditional analysis only requires the “conditional” independence of the samples. More
specifically, consider a stochastic optimization problem
min
x
Eξf(x; ξ), (1.16)
where ξ is a random variable. One way to solve this problem is by SAA (sample average
9 The probability can be computed as follows: when K = n, the probability that there are at
least two repeated samples is 1− (1− 1
n2
)(1− 2
n2
) . . . (1− n−1
n2
) ≥ 1−
√
1
(1+1/n)n−1 ≈ 1− 1√e ≈ 0.4; a
similar computation shows that when K = 4n, the probability of repetition is approximately (at least)
1− 1√
e16
> 99.9%. It is reasonable to assume K ≥ 4n: the minimal number of samples for recovering a
rank-r matrix is r(2n− r) ≈ 2rn, thus when r ≥ 2 at least 4n observations are needed.
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approximation), i.e. approximating (1.16) by a finite sum
min
x
1
K
K∑
k=1
f(x; ξk), (1.17)
where ξ1, . . . , ξK are independent samples of ξ. The problem (1.17) can be solved by
R-SGD that updates x based on samples s1, s2, . . . drawn independently from a fixed
distribution on {ξ1, . . . , ξK}. Note that s1, s2, . . . are conditionally independent given
{ξ1, . . . , ξK}, but not necessarily independent when the ambient space is the sample
space of ξ (e.g. when ξ follows a Gaussian distribution in Rn, then the sample space
is Rn). The lack of independence of s1, s2, . . . for the original problem (1.16) is not an
issue, since we only care about the convergence of R-SGD to the solution of the finite
sum problem (1.17). It is a different task to prove that the solution to (1.17) is a good
approximate solution to (1.16), and has nothing to do with R-SGD.
In the matrix completion problem, the counterpart of (1.16) is
min
X,Y
‖M −XY T ‖2F , (1.18)
and the counterpart of (1.17) is
min
X,Y
‖PΩ(M −XY T )‖2F . (1.19)
If we only care about solving (1.19) (i.e. reduce the training error), then the samples
used in R-SGD are (conditionally) independent given Ω. However, the goal of [69] is
to directly show that SGD approximately solves (1.18) (i.e. reduce the test error); for
this purpose, conditional independence given Ω is not enough, and the theory of [69]
requires independent samples in the ambient space [m]× [n]. Since R-SGD does not use
independent samples in [m]× [n], it is not covered by the theory of [69].
Our analysis of SGD in this thesis does not suffer from the issues discussed above;
the reason is that we decouple optimization and approximation. Roughly speaking, we
show that the solution of the finite sum problem (1.19) is an approximate solution of
the “expectation” problem (1.18), thus any algorithm that finds the solution to (1.19)
can solve (1.18). This framework is similar to the traditional framework in stochastic
optimization or learning theory that decouples the “optimization error” and “approxi-
mation error”. Therefore, for any version of SGD (no matter RP-SGD, R-SGD, or the
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cyclic version of incremental gradient method), to show it solves (1.18) one only needs
to prove a pure optimization result that it converges to the solution of (1.19) 10 .
1.6 Contributions
1.6.1 Summary of Contributions
Despite the great empirical success, the theoretical understanding of the algorithms for
the MF formulation is fairly limited. More specifically, the fundamental question of
whether these algorithms (including many recently proposed ones) can exactly recover
the true low-rank matrix remains largely open. We summarize below our contributions
in both algorithm design and in theory.
Novel numerical finding. We investigate the performance of various standard
algorithms via numerical experiments. A novel finding is that for all algorithm we have
studied, the maximum row-norm (or equivalently, the incoherence constants) of the
iterates is the key indicator of whether it can recover the matrix or not, provided that
the number of samples exceeds the fundamental limit. For example, we show that the
regularizer λ(‖X‖2F +‖Y ‖2F ) can improve the recovery performance even in the noiseless
case, and we argue that this is not because it helps control the norms of the iterates,
but because it helps control the row-norms of the iterates.
New practical formulation and algorithms. Inspired by the numerical findings,
we propose a new formulation that adds constraints and/or regularizers to control the
row-norms of the iterates, as well as additional constraints/regularizers on the norms
of the iterates. Simulations show that this new formulation can exactly recover the true
matrix even when the number of samples is close to the fundamental limit. Note that
these algorithms only take little extra computation cost compared to existing algorithms
in their “failed regimes”, and usually do not require any extra step in their “successful
regimes”. The reason is that our regularizers are of penalty-function type and do not
affect the algorithms when the iterates do not violate the desired constraints.
Recovery result. We provide a theoretical justification of the new nonconvex MF
10 Note that the statements in this paragraph are not precise; for example, “solution of (1.19)”
actually refers to “ stationary point in a certain region”, not “global optimal solution”. Anyhow, the
key point is the decoupling of optimization and approximation.
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formulation. More specifically, we show that under similar conditions to those used in
previous works, for a specific initialization many standard optimization algorithms for
this new formulation indeed converge to the global optima and recover the true low-rank
matrix (see Theorem 4.2.1). Our result applies to a large class of algorithms including
the gradient methods, SGD and many block coordinate descent type methods such as
two-block AltMin and block coordinate gradient descent. To the best of our knowledge,
this is the first result that provides exact recovery guarantee for these standard algo-
rithms. In addition, our result also provides the first recovery guarantee for AltMin
without resampling (i.e. without using independent samples in different iterations). We
elaborate these two contributions in light of the existing works below.
1) Our result provides a validation of the matrix factorization based formulation
rather than a validation of a single algorithm. In other words, the success of many
algorithms attributes mostly to the geometry of the problem, rather than the specific
algorithms being used. As a result, it is easy to apply our result to many recently
proposed algorithms (e.g. [65,73]), which are variants of classical optimization methods.
2) Our result applies to the standard forms of the algorithms (though our opti-
mization formulation is a bit different), which do not require the additional resampling
scheme used in other works [24, 54–56]. We obtain a sample complexity bound that is
independent of the recovery error , while all previous sample complexity bounds for
the matrix factorization based formulation (in Euclidean space) depend on . See more
discussions on the resampling scheme in Section 1.5.
1.6.2 Proof Techniques
Below we briefly describe the main techniques and the proof framework.
Difference of two existing approaches. Let us briefly discuss the difference of
the proof strategy of [33] for Grassmannian manifold and that of [24] [54] for resampling-
based AltMin. Roughly speaking, both approaches need to bound PΩ(Z), where Z is a
certain matrix related to the iterates (see, e.g. equation (16) in [54]). The first challenge
is how to deal with the dependency of Z on Ω. One simple strategy is to use a resampling
scheme to decouple Z and the observation set as in [24,54], and the subsequent analysis
can be relatively easy. This strategy artificially avoids the difficulty, and causes a few
issues discussed earlier in Section 1.5. Another strategy, as employed in [33], is to use a
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random graph lemma proved by Feige and Ofek [74] that implies a bound on ‖PΩ(Z)‖F
when Z is rank-1 and possibly dependent on Ω.
Coupled perturbation analysis. The dependency of iterates on Ω is just the first
barrier, which we will overcome using the random graph lemma of [33, 74]. There are
other difficulties besides the probability tools. The complications of the proof in [33]
are mostly due to the Grassman manifold model. It includes heavy computation of
various quantities in Grassman manifold; in addition, much effort is spent in estimating
the terms related to the extra factor S which enables the decoupling of X and Y ( [33]
actually uses a three-factor decomposition XSY T ).
For our problem, the difficulty of dealing with the factorization model in Euclidean
space is very different from that of Grassman manifold [33]. We avoid the computation
in Grassman manifold as well as the estimation of various terms related to the extra
factor S, but the price to pay is the coupling of X and Y . The main technical challenge
is the “coupled perturbation analysis”: given X,Y such that ‖XY T −M‖F is small, find
a decomposition M = UV T such that U, V satisfy a few conditions including being close
to X and Y respectively (Proposition 4.3.1 and Proposition 4.3.2). The difference from
traditional perturbation analysis in [75] (i.e. if two matrices are close then their SVD
factor spaces are close) is that in [75] the SVD factor spaces are fixed and have closed-
form expression, while in our problem U, V are up to our choice. As a result, [75] only
requires a “verification” proof that bounds a given error, while we need a “constructive”
proof that designs a factorization M = UV T and shows it works. Naive factorizations
of M such as SVD does not work; in fact, we need to factorize M = UV T according to
the structure of X and Y . For Proposition 4.3.1, utilizing a coarse structure of X,Y
is enough. For Proposition 4.3.2, it turns out that we need an iterative procedure to
construct the factorization M = UV T ; moreover, the preliminary analysis in Appendix
A.4.2 illustrates that a simple one-step construction probably does not work and a
sophisticated iterative procedure is necessary.
Proof outline. The overall proof framework can be summarized as follows: we
prove a certain type of local convexity (though quite different) of the objective function
around the global optima, thus starting from a good initial point a locally convergent
algorithm will converge to the global optima. The proof can be divided into two parts:
the problem property (Lemma 4.2.1) and the algorithm property (Lemma 4.2.2). For
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the problem property, Lemma 4.2.1 states that the objective function behaves like a
convex function in a certain neighborhood of the global optima (more precisely, it is an
“incoherent bounded neighborhood” of M , and we will call it “basin of attraction”, or
simply “basin”), thus there is no other stationary point in this basin. The main technical
difficulty of proving Lemma 4.2.1 lies in Proposition 4.3.1 and 4.3.2, which can be viewed
as coupled perturbation analysis. For the algorithm property, Lemma 4.2.2 states that
starting from a certain initial point (easily computable), many standard algorithms
generate a sequence that are inside the basin and these algorithms also convergence to
stationary points.
Algorithm requirements. To guarantee that the iterates stay in the basin, it is
not enough to have a descent algorithm since the decrease of ‖PΩ(M − XkY Tk )‖ does
not imply the same in ‖M −XkY Tk ‖F . We provide three conditions and show that if an
algorithm satisfies either of them, then with specific initialization the iterates will stay
in the desired basin (see Proposition 4.4.1). A special case of the third condition has
been used in [33] for Grassman manifold optimization. Together, these three conditions
cover a wide spectrum of algorithms including GD, SGD and alternating type methods.
Problem property and perturbation analysis. The problem property proved
in Lemma 4.2.1 is that for any (X,Y ) in a certain basin, we have
〈∇Xf(X), X−U〉+〈∇Y f(Y ), Y −V 〉 ≥ c(‖X−U‖2F+‖Y −V ‖2F ), for some (U, V ) ∈ X ∗,
(1.20)
where f is the objective function, and X ∗ = {(U, V ) | UV T = M,U ∈ Rm×r, V ∈ Rn×r}
can be viewed as the set of global optimizers. To understand this relation, denoting
x = (X,Y ),x∗ = (U, V ) and using ∇f(x∗) = 0, we obtain that for any x in a certain
basin,
〈∇f(x)−∇f(x∗),x− x∗〉 ≥ c‖x− x∗‖2, for some x∗ ∈ X ∗. (1.21)
It links the local optimality measure ‖∇f(x)‖ = ‖∇f(x) − ∇f(x∗)‖ with the global
optimality measure dist(x,X ∗) = minx∗∈X ∗ ‖x − x∗‖, thus for any stationary point
xˆ in the basin we have dist(xˆ,X ∗) = 0, i.e. xˆ is a global optimum. The problem
property (1.21) is related to “local strong convexity” but quite different. The relation
is the following: f is strongly convex if (1.21) holds for arbitrary x,x∗; here we have
restricted x to be close to x∗, thus if there is only one global minimizer x∗, we can
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view (1.21) as the strong convexity of f relative to x∗ in a local region. However, in
our problem X ∗ contains infinite points and, in fact, it is a nonconvex set, thus it is not
precise to say (1.21) reveals the local strong convexity of f .
The fact that X ∗ has infinite elements not only causes the conceptual difference from
local convexity, but also results in the main difficulty of “coupled perturbation analysis”
mentioned earlier. In fact, to prove Lemma 4.2.1 we need to find one point (U, V ) ∈ X ∗,
i.e. constructing a factorization M = UV T , such that (1.20) holds. Using several
probability tools including the random graph lemma, we can transform (1.20) to some
simple conditions on U, V , then the task becomes to construct a factorization M = UV T
so that U, V satisfy a few conditions including being close to X,Y respectively. Such a
step is what we call the “coupled perturbation analysis”.
We show that the success of many algorithms is due to the geometry of the problem.
This viewpoint is different from other works [24,54–56] that interpreted alternating min-
imization as a perturbed version of the power method (though rely on resampling and
is actually different from power method). Power method is known to converge to the
global optimal solution in settings that are more general than eigenvector computation;
see, e.g. [76–78]. Our geometric point of view covers a much broader range of algo-
rithms; in fact, many algorithms, such as gradient descent and multi-block alternating
minimization, perhaps cannot be viewed as perturbed versions of the power method.
Optimization Interpretation. Another interpretation of (1.21) is that it links
the local optimality measure ‖∇f(x)‖ with the global optimality measure dist(x,X ∗) =
minx∗∈X ∗ ‖x− x∗‖. From an optimization point of view, (1.21) is a quite natural step
to connect stationary points and global optima. More specifically, standard first-order
methods are actually solving the equation ∇f(x) = 0, instead of directly reducing
the optimality gap dist(x,X ∗) , thus to show the global convergence we need to show
∇f(x) = 0 =⇒ dist(x,X ∗) = 0. To achieve this, it suffices to show ‖∇f(x)‖2 ≥
c · dist(x,X ∗)2 (or replace the exponent 2 by any positive number).
The relation (1.21) is closely related to the so-called “cost-to-go estimate” ‖∇f(xk)‖2 ≥
c2[f(xk) − f(x∗)]; see Lemma 4.2.3. Thus (1.21) can be used to prove the linear
convergence of various methods, as long as “sufficient decrease” f(xk) − f(xk+1) ≥
c1‖∇f(xk)‖2 can also be established; see Section 4.2.2.
The property (1.21) is related to, and quite different from, the error bound (a very
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useful property that can leads to the linear convergence for non-strongly convex function-
s) [79] and Lojasiewicz inequality (a well-known inequality in real algebraic geometry,
which has been widely used in optimization; see, e.g. [80]). In the simplest setting of
unconstrained smooth optimization, the error bound and Lojasiewicz inequality both
lower bound ‖∇f(x)‖ by dist(x, Xˆ )α or (f(x)− f(xˆ))α, where α is a positive constant,
and xˆ ∈ Xˆ denotes the set of stationary points. In contrast, we lower bound ‖∇f(x)‖
by dist(x,X ∗)α or (f(x)− f(x∗)α, where x∗ ∈ X ∗ denotes the set of global optimizers.
Therefore, for non-convex problems the error bound and Lojasiewicz inequality can only
be used to prove convergence to the set of stationary points, while our result (1.21) can
be used to prove convergence to the set of global optimizers.
1.7 Organization and Notations
Organization. In Chapter 2, we will simulate and analyze several standard optimiza-
tion algorithms for the traditional MF formulations from a new perspective. In Section
2.1, we observe that while the vanilla AltMin works well when the number of samples
is much larger than the fundamental limit, it can fail when there are not that many
samples. We show that the reason it fails is because it cannot control the row-norms (or
incoherence constants) of the iterates. We show that AltMin for the regularized version
can help control the row-norms (but not the norms) of the iterates. In Section 2.2,
we analyzed the gradient methods (with constant stepsize or BB stepsize), and show
that the LBB method (one type of the BB method) can converge to a quite accurate
solution very fast. We found that the incoherence constants again play a key role in
indicating whether the gradient methods succeed or fail. In Section 2.3, we investigate
SGD and show that it is faster than GD and AltMin since it allows a very large stepsize
compared to GD; however, a byproduct of the large stepsize is the divergence with a
certain probability.
In Chapter 3, we present a new formulation that adds either penalty-function-type
regularizers or constraints to control the incoherence constants. Preliminary simulation
results show that the algorithms for the new formulation can significantly outperfor-
m the existing algorithms for the unregularized formulation or the formulation with
regularizers λ(‖X‖2F + ‖Y ‖2F ). We present several standard algorithms for solving this
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formulation.
In Chapter 4, we establish the theory for the new formulation. We show that under
similar conditions to those used in previous works, many standard optimization algo-
rithms for this new formulation indeed converge to the global optima and recover the
true low-rank matrix (see Theorem 4.2.1). Linear convergence of some algorithms can
be proved with some extra effort (see Theorem 4.2.2). In Section 4.1, we formally define
the problem formulation and four typical algorithms. In Section 4.2, we present the
main results and the main lemmas used in the proofs for the main results. The proof
of the two lemmas used in proving Theorem 4.2.1 are given in Section 4.3 and Section
4.4 respectively. The proof of the first lemma depends on two “coupled perturbation
analysis” results Proposition 4.3.1 and Proposition 4.3.2, the proofs of which are given
in Appendix A.3 and Appendix A.4 respectively. The proof of a lemma used in proving
Theorem 4.2.2 is given in Appendix A.6.
Notations. Throughout the paper, M ∈ Rm×n denotes the unknown data matrix
we want to recover, and r  min{m,n} is the rank of M . The SVD of M is M = UˆΣVˆ T ,
where Uˆ ∈ Rm×r, Vˆ ∈ Rn×r and Σ ∈ Rr×r is a diagonal matrix with diagonal entries
Σ1 ≥ Σ2 ≥ · · · ≥ Σr. We denote the maximum and minimum singular value as Σmax and
Σmin, respectively, and denote κ , Σmax/Σmin as the condition number of M . Define
α = m/n, which is assumed to be bounded away from 0 and ∞ as n −→ ∞. Without
loss of generality, assume m ≥ n, then α ≥ 1.
Define the short notations [m] , {1, 2, . . . ,m}, [n] , {1, 2, . . . , n}. Let Ω ⊆ [m]× [n]
be the set of observed positions, i.e. {Mij | (i, j) ∈ Ω} is the set of all observed entries
of M , and define p , |Ω|mn which can be viewed as the probability that each entry is
observed. For a linear subspace S, denote PS as the projection onto S. By a slight
abuse of notation, we denote PΩ as the projection onto the subspace {W ∈ Rm×n :
Wi,j = 0,∀(i, j) /∈ Ω}. In other words, PΩ(A) is a matrix where the entries in Ω are the
same as A while the entries outside of Ω are zero.
For a vector x ∈ Rn, denote ‖x‖ as its Euclidean norm. For a matrix X, denote ‖X‖F
as its Frobenius norm, and ‖X‖2 as its spectral norm (i.e. the largest singular value).
Denote σmax(X), σmin(X) as the largest and smallest singular values of X, respectively.
Let X† denote the pseudo inverse of a matrix X. The standard inner product between
vectors or matrices are written as 〈x, y〉 or 〈X,Y 〉, respectively. Denote A(i) as the
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ith row of a matrix A. We will use C,C1, CT , Cd, etc. to denote universal numerical
constants.
Chapter 2
A New Perspective on Standard
Optimization Algorithms
In this chapter, we will discuss various standard optimization algorithms tailored for
solving the matrix factorization formulations (1.10) and (1.13). We will argue that a
crucial indicator of whether an algorithm succeeds in recovering the original matrix is
the incoherence constants (or the row norms) of the iterates.
2.1 Alternating Minimization
Alternating minimization belongs to the class of block coordinate descent (BCD) type
methods. While the original BCD algorithm cyclically updates each block of variables
by solving the subproblem exactly, one can update the blocks in different orders (e.g.
essentially cyclic [81], randomized [70] or parallel) and solve the subproblem inexactly.
Commonly used inexact BCD type algorithms include BCGD (block coordinate gradient
descent, which updates each variable by a single gradient step [70]) and BSUM (block
successive upper bound minimization, which updates each variable by minimizing an
upper bound of the objective function [82]). BCD-type methods have been widely used
in engineering (e.g. [83–85]). In the context of matrix completion, reference [73] proposed
an algorithm that could be viewed as a BSUM algorithm. Just considering different
choices of the blocks will lead to different algorithms for the matrix completion problem
[65]. Different versions of BCD algorithms may have quite different computational time
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and recovery ability; however, for simplicity, we only consider the two-block alternating
minimization method (i.e. AltMin) in this chapter.
2.1.1 AltMin for Unregularized Formualtion
AltMin, in the context of matrix completion, usually refers to the algorithm that alter-
nates between X and Y by updating one factor at a time with the other factor fixed.
Although the overall objective function is non-convex, each subproblem of X or Y is
convex and thus can be solved efficiently. The details are given in Table 4.3.
Table 2.1: AltMin (Two-block Alternating Minimization)
Initialization: randomly generate (X0, Y0).
The k-th iteration:
Xk ←− arg minX F (X,Yk−1),
Yk ←− arg minY F (Xk−1, Y ).
The objective function F (X,Y ) is quadratic with respect to X or Y and updat-
ing Xk, Yk can be done in closed form. In fact, arg minX F (X,Y ) is the solution to
the equation ∇XF (X,Y ) = 0, i.e. PΩ(XY T −M)TX = 0, and arg minY F (X,Y ) is
the solution to PΩ(XY T −M)Y = 0. By some algebraic computation, one can show
that arg minX F (X,Y ) and arg minY F (X,Y ) can be computed in closed form. Specif-
ically, suppose XT = (x1, . . . , xm) and Y
T = (y1, . . . , yn), where xi, yj ∈ Rr×1. Then
(x∗1, . . . , x∗m) , (arg minX F (X,Y ))T and (y∗1, . . . , y∗n) , (arg minY F (X,Y ))T are given
by
x∗i = (
∑
j∈Ωxi
yjy
T
j )
†(
∑
j∈Ωxi
Mijyj), i = 1, . . . ,m,
y∗j = (
∑
i∈Ωyj
xix
T
i )
†(
∑
i∈Ωyj
Mijxi), j = 1, . . . , n,
(2.1)
where Ωxi = {j | (i, j) ∈ Ω},Ωyj = {i | (i, j) ∈ Ω}, and A† denotes the pseudo inverse of
a matrix A.
To compute one x∗i according to (4.15), the memory requirement is O(|Ωxi |+r2), and
the computation time can be calculated as follows. The time for computing
∑
j∈Ωxi yjy
T
j
is r2|Ωxi | (it takes r2 time to form each matrix yjyTj , and r2(|Ωxi | − 1) time to sum
these matrices up); the time for computing
∑
j∈Ωxi Mijyj is 2r|Ω
x
i |; computing A−1v for
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A ∈ Rr×r and v ∈ Rr×1 roughly takes time O(r3); adding them together, the time cost
for computing one x∗i is O(r
3 + r2|Ωxi |). To compute all x∗i , the memory requirement
is O(|Ω|+mr2) and the time cost is O(mr3 + r2|Ω|). Similarly, to compute all y∗j , the
memory requirement is O(|Ω|+nr2) and the time cost is O(nr3 + r2|Ω|). Therefore, for
each iteration of AltMin, the memory requirement is O(|Ω|+(m+n)r2) and the time cost
is O((m+n)r3 + 2r2|Ω|). For a reasonable recovery, the number of observations should
be at least the degrees of freedom of a rank-r matrix, which is about O(mr) (assume
m ≥ n), then 2r2|Ω| ≥ 2mr3 ≥ (m + n)r3. Thus the time cost for each iteration of
AltMin is roughly O(|Ω|r2) ≥ O(nr3).
If we view r as O(1) and |Ω| as O(n), then each iteration of AltMin requires memory
space of size O(n) and computation time O(n), which are much better than the memory
requirement of O(n2) and computation time of O(n3) for each iteration of first order
methods for the nuclear norm formulation. In practice, the size of r matters, and the
O(r2|Ω|) time for solving linear systems of equations might still be a bit expensive in
certain scenarios. Thus one may consider even cheaper iterations such as the gradient
step; more discussions are provided later.
For numerical experiments, we consider a randomly generated rank-10 1000×1000
matrix M , and try to recover it from p-portion of entries, where p = 0.1 and p =
0.05 respectively. The original matrix M is generated by M = UV T where U, V ∈
R1000×10 has independent Gaussian entries with zero mean and variance 1/1000, and Ω
is generated by a Bernolli model where each entry of M is included in Ω with probability
p. We consider random initial point X0, Y0 ∈ R1000×10 with independent Gaussian
entries (also zero mean and variance 1/1000). The figures are obtained by averaging
100 Monte Carlo runs.
Note that Keshavan [24] has extensively studied many algorithms for the setting m =
n = 1000, r = 10, and many figures in this thesis can be compared with the simulation
results of [24] (such as Figure 6.1 there). However, to the best of our knowledge, all
previous works, including [24], do not investigate why AltMin (and other algorithms)
succeed or fail, which is the focus of our investigation in this chapter.
We use RMSE (Root Mean Square Error) as a performance measure. The training
error for an estimated matrix Mˆ indicates RMSE for the training samples (i.e. the
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observed entries), and is defined as 1
RMSEtrain = ‖PΩ(M − Mˆ)‖F /‖PΩ(M)‖F . (2.2)
The test error indicates RMSE for the whole matrix, and is defined as
RMSEtest = ‖M − Mˆ‖F /‖M‖F . (2.3)
In practical scenarios that the full matrix is unknown, one may use another set of samples
as the test set. In our definition, the training error is scaled by 1/‖PΩ(M)‖F and test
error is scaled by 1/‖M‖F , therefore for random M and random Mˆ the two RMSE
measures RMSEtrain and RMSEtest are roughly the same (not a rigourous statement,
but just based on intuition and verified by experiments).
Figure 2.1: m = n = 1000, r = 10, p = 0.1 Figure 2.2: m = n = 1000, r = 10, p =
0.05
AltMin performs quite well when there are enough samples, but fails when there
are not too many samples. In particular, Figure 2.1 shows that when there are enough
samples (p = 0.1), AltMin converges in fewer than 10 iterations, and the training error
and the test error both converge to 0. Note that zero test error means exact recovery
of the original matrix, thus AltMin can recover the original matrix in fewer than 10
iterations. When there are fewer observations (p = 0.05), Figure 2.2 shows that AltMin
still reduces the training error to a small amount, but the test error can diverge. Figure
2.1 and Figure (2.2) can be viewed as the case of “many samples” and the case of “not
enough samples” respectively, and we can summarize the performance of AltMin as
follows.
1 Note that the traditional definition of RMSE is slightly different; for example, RMSEtrain is
defined as ‖PΩ(M − Mˆ)‖F /√mn, which differs from our definition by a constant ratio. However, if one
multiplies all entries of M by 100, such defined RMSE also increases by 100 times. In contrast, our
definition of RMSE can be viewed as the relative error and is scaling-invariant.
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Observation 2.1.1 For p large enough, AltMin converges to the global optimizer of
(1.10) and recovers the underlying matrix M with probability close to 1. For p that is
moderately large (say, between 4 max{r, log n}/n and 8 max{r, log n}/n), AltMin may
generate a sequence such that the training error converges to a neighborhood of 0 and
the test error is larger than 1.
One may explain the large gap between the training error and test error in Fig.
2.2 by overfitting: when there are not enough data, the iterates Xk, Yk tend to fit the
observation set too well, resulting in a larger test error. However, we will argue that the
gap in 2.2 is not due to overfitting, but a more subtle issue as discussed below. Averaging
might hide important information, so we take a closer look at each implementation of
10 experiments: it turns out that in 3 realizations the training error is below 10−4 while
the test error is also below 10−4; in other 7 realizations the training error is between
0.05 and 0.13 while the (final) test error becomes larger than 2; see the first two rows
of the table in Figure 2.3. There seems to be a phase transition region of training error
v.s. test error:
Observation 2.1.2 (For p not too small) When applying AltMin, if the training error
is very small (< 1/n), then the test error is also very small (< 1/n); if the training
error is greater than c/n (say, 10/n), then the test error can be larger than 1.
The above observation implies that the gap between the training error and the test
error in Fig. 2.2 is not because of overfitting, but rather because of “under-fitting”;
if the training error is small enough, then the test error will be small enough as well.
This observation is also related to the identifiability issue: it implies that the test error
will go to zero as the training error goes to 0, which mean that M can be uniquely
determined by PΩ. Therefore, this observation can only be true in the “identifiable”
region. We guess that this observation is true for any p in the “identifiable region” that
p > 2.5 max{r, log n}/n (the coefficient 2.5 may not be accurate).
Observation (2.1.2) implies that solving (1.10) very accurately can recover the origi-
nal matrix. From an algorithmic point of view, this implication seems to be useless: how
can we control the accuracy of the solution obtained by solving a non-convex problem?
An algorithm such as AltMin may be stuck at a training error of 0.02, how can we push
the training error further down? To answer these questions, we should further explore
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the reason why AltMin fails. A common guess is that AltMin has no control over the
norms of X and Y , thus ‖X‖F or ‖Y ‖F may diverge and AltMin may not perform well.
We do find that ‖X‖F ‖Y ‖F in the successful instances are at least twice smaller than
‖X‖F ‖Y ‖F in the failed instances (see Figure 2.3). However, it is not entirely clear why
the norm of X and Y should matter: what we care about is XY T , not the individual
factors X,Y .
Inspired by the incoherence condition [2], we guess that the true reason of the failure
of AltMin is that the estimated matrix Mˆ = XY T is not incoherent. Recall that
the incoherence condition in [2] contains two parts: the row-norms of U, V are upper
bounded where U, V are SVD factors of M , and each entry of M is upper bounded
(also called spikeness in [32]). Here we do not consider the SVD factors of XY T , but
X and Y themselves. The maximum row-norm of a matrix X ∈ RK×r (we will call it
“max-norm” for short in some places) is defined as
‖X‖2,∞ = max
1≤i≤K
‖X(i)‖. (2.4)
We define the “spikeness” of a matrix Z ∈ Rm×n as the maximum magnitude of its
entries (similar to [32] and related to the second incoherence condition of [2]), i.e.
‖Z‖∞ = max
i,j
|Zij |. (2.5)
A small spikeness indicates that the entries of Z are evenly spread out. The max-norm
of X,Y and the spikeness of XY T are related to the incoherence constants, and we will
discuss the incoherence constants later.
In Figure 2.3, we compare the test error, the training error, ‖X‖F , ‖Y ‖F , spikeness
of XY T , max-norm of X, max-norm of Y . Column 1-3 indicate successful instances (
small test error; can recover M), and column 8-10 indicate failed instances (large test
error; cannot recover M). In all failed instances, the training error is at least 0.04, but
in all successful instances the training error is smaller than 6× 10−5. This table shows
that all the successful instances have smaller ‖X‖F ‖Y ‖F than the failed instances, and
have much smaller training error, spikeness ‖XY T ‖∞ and ‖X‖2,∞‖Y ‖2,∞ than failed
instances. To see the difference more clearly, we average the quantities for the successful
and failed instances and summarize the results in Table 2.1.1.
To obtain a quantitative comparison of successful and failed instances, we scale
all quantities (except the training and test errors) by the corresponding quantities in
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Figure 2.3: Comparison of 10 experiments of AltMin for m = n = 1000, r = 10, p = 0.05.
Column 1-3 indicate successful instances (small test error; can recover M), and column 8-10
indicate failed instances (large test error; cannot recover M). This table shows that all the
successful instances have much smaller training error, spikeness ‖XY T ‖∞ and the product of
max-norms ‖X‖2,∞‖Y ‖2,∞ than failed instances. See an “averaged version” of this table in
Table 2.1.1.
Succeed Fail
Average test error 1.1e-4 3.8
Average training error 4.4e-5 0.06
Average max{‖X‖F , ‖Y ‖F } 5.0 9.6
Average maxi{‖X(i)‖, ‖Y (i)‖} 0.3 6.3
Table 2.2: Comparison of successful and failed instances for AltMin. This table is an
“averaged version” of the table in Figure 2.3.
Column 1 (the successful instance), to obtain a table in Figure 2.4. In all failed instances,
either the max-norm of X or the max-norm of Y or both are 30 times larger than the
corresponding term of the successful instances; as a consequence, ‖X‖2,∞‖Y ‖2,∞ is at
least 30 ≈ O(√n) times larger than that of the successful instances. The fact that the
ratio is around
√
n is reasonable: if X is highly unbalanced in the sense that its energy
is concentrated in one row (or very few rows), then ‖X‖2,∞ ≈ ‖X‖F ; if X is balanced
that each row has almost the same row norm, then ‖X‖2,∞ ≈ ‖X‖F /
√
n, which is
√
n times smaller than the unbalanced case. A graphical comparison of X with small
max-norm and large max-norm is given in Figure 2.5. We further check the norms of
all rows of X with a large max-norm, and find that only one of the row norms is larger
than 1 (which determines the max-norm) and all other row norms are approximately
‖X‖2,∞/30 ≈ ‖X‖2,∞/
√
n; such a phenomenon also happens for Y .
We summarize the above findings in the following:
Observation 2.1.3 In all failed instances, at least one of X and Y has a max-norm
37
Figure 2.4: A scaled version of the table in Figure 2.3, where all quantities in Column 2-
10 (except the training and test errors) are scaled by the corresponding quantities in Column
1. Column 1-3 indicate successful instances, and column 8-10 indicate failed instances. This
table shows that the ratio between a quantity of the successful instance and the corresponding
quantity is at least 30 ≈ √n.
Figure 2.5: Illustration of balanced and unbalanced tall matrices. In balanced matrices, each
row-norm is approximately 1; in unblanced matrices, there is one row-norm that is much larger
than all other row-norms.
(i.e. maximum row-norm) of order O(
√
n); in all successful instances, both X and Y
have a max-norm of order O(1). In addition, when X (or Y ) has a large row-norm,
only one (or very few) row-norm is of order O(
√
n) and all other row-norms are of
order O(1).
Note that it is not precise to say X has a max-norm of order O(1) when success; the right
order should be O(
√
r√
n
√
log n) which is the max-norm of the generative factors U, V . For
our setting O(
√
r√
n
√
log n) is approximately 0.1, which can be verified by Column 1-3 of
Figure (2.4). Therefore, O(
√
n) and O(1) in Observation (2.1.4) should be understood
as the size scaled by the max-norm of the generative factors U, V .
Observation (2.1.4) helps explain quantitatively the difference of success/failure for
other quantities in Figure 2.4. The spikeness of XY T for all failed instances is at
least 30 ≈ √n times larger than the spikeness for successful instances; moreover, if
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both ‖X‖2,∞ and ‖Y ‖2,∞ are of order O(
√
n), then the spikeness of XY T is of order
O(n) ≈ O(1000). To explain this phenomenon, let xi = X(i), yj = Y (j) denote the rows
of X and Y , xi,max ∈ R1×r and yj,max ∈ R1×r denote the row of X and the row of Y
with the maximum row norm respectively, and θ denote the angle between xi,max and
yj,max. Since ‖XY T ‖∞ = maxi,j |xTi yj | ≈ xTi,maxyj,max = ‖xi,max‖‖yj,max‖ cos(θ) 2 , and
‖X‖2,∞‖Y ‖2,∞ = ‖xi,max‖‖yj,max‖, we have
‖XY T ‖∞
‖X‖2,∞‖Y ‖2,∞ ≈ cos(θ) ≤ 1.
This explains why in Figure 2.4 the scaled spikeness is smaller than the product of the
scaled max-norms of X and Y . We also observe that the ratio ‖XY
T ‖∞
‖X‖2,∞‖Y ‖2,∞ in Figure
2.4 (divide the number in the third last row by the product of the numbers in the last
two rows) is always above 1/2. This is reasonable since if θ is a generic number in
[0, pi/2], then one would expect cos(θ) is larger than, say, cos(pi/3) = 1/2, which implies
‖XY T ‖∞
‖X‖2,∞‖Y ‖2,∞ ≥ 12 3
Having argued that the large spikeness is due to the large max-norms of X and Y ,
we argue that the large norms of X or Y in failed instances are also due to the large
max-norms of X or Y . In fact, it can be seen from Figure 2.3 that when the norm of
X is large, we have ‖X‖2,∞ ≤ ‖X‖F ≤ 1.5‖X‖2,∞ (the same for Y ). If the large norm
of X is because of many row-norms being larger than usual, then we would not observe
the phenomenon that one row norm is close to the norm of X.
In the end of this subsection, we show another version of the table in Figure 2.3,
replacing the last three rows by the incoherence constants. In the original table, the
meaning of the quantities in the last three rows (spikeness, maximum row-norm) is
not clear without comparison; the goal of the new table is to replace them by relative
quantities. Following the notion of incoherence in [2], we define the incoherence of a
2 We have checked our numerical results and find that the relation maxi,j |xTi yj | = |xTi,maxyj,max|
is precise for all failed instances we encountered. Theoretically speaking, the approximation
maxi,j |xTi yj | ≈ |xTi,maxyj,max| is not always true, since there may exist another pair (xi, yj) such that
‖xi‖ < ‖xi,max‖ or ‖yj‖ < ‖yj,max‖ but xTi yj > xTi,maxyj,max. However, this does not happen in our
experiments since, as indicated in Observation 2.1.4, other ‖xi‖, ‖yj‖ are much smaller than ‖xi,max‖
and ‖yj,max‖.
3 This explanation is not rigorous: of course θ is not a random angle, and we cannot prove θ > pi/3
at this point.
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matrix Z ∈ Rm×n as the ratio of the “spikeness” and the average magnitude, i.e.
µ(Z) ,
√
mn
maxi,j |Zij |
‖Z‖F = mn
‖Z‖∞
‖Z‖F , (2.6)
and define the incoherence of X ∈ Rm×r, Y ∈ Rn×r as the ratio of the square of the
maximum row-norm and the square of the norm, i.e.
µ(X) , mmax1≤i≤K ‖X
(i)‖2
‖X‖2F
= m
‖X‖22,∞
‖X‖2F
,
µ(Y ) , mmax1≤i≤K ‖X
(i)‖2
‖X‖2F
= n
‖Y ‖22,∞
‖Y ‖2F
.
(2.7)
Note that the definition of µ(X) and µ(Y ) in (2.7) involve square of the norms, while the
definition of µ(Z) in (2.6) does not; this is consistent with the definition of incoherence
constants in [2].
We have the following observation based on Fig. 2.4, which describes quantitatively
the incoherence constants in successful and failed instances.
Observation 2.1.4 In all successful instances, the incoherence constants of X and Y
are below 4.5, and the incoherence constant of XY T is below 7.5. In all failed instances,
at least one of the incoherence constants of X and Y is above 500, and the incoherence
constant of XY T is at least 200.
Figure 2.6: Another version of the table in Figure 2.3, where the last three rows are replaced
by the corresponding incoherence constants.
2.1.2 AltMin for Regularized Formualtion
It is reasonable to add a regularizer ‖X‖2F + ‖Y ‖2F to control the norms of X and Y ;
however, as we will see later, the reason why it helps is not because it controls the norms
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of the iterates (in fact, it does not!), but it can control the row-norms of the iterates,
though via an unknown mechanism.
Using AltMin to solve the regularized formulation (1.13) is quite similar to the
original AltMin, and we denote this algorithm as AltMinReg; see details in Table 2.3.
Table 2.3: AltMinReg
Initialization: randomly generate (X0, Y0) .
The k-th iteration:
Xk ←− arg minX F (X,Yk−1) + λ‖X‖2F ,
Yk ←− arg minY F (Xk−1, Y ) + λ‖Y ‖2F .
Similar to AltMin, for AltMinReg each subproblem can still be solved in closed form.
In fact, (x∗1, . . . , x∗m) , (arg minX F (X,Y ))T and (y∗1, . . . , y∗n) , (arg minY F (X,Y ))T
are given by
x∗i = (
∑
j∈Ωxi
yjy
T
j + 2λI)
†(
∑
j∈Ωxi
Mijyj), i = 1, . . . ,m,
y∗j = (
∑
i∈Ωyj
xix
T
i + 2λI)
†(
∑
i∈Ωyj
Mijxi), j = 1, . . . , n,
(2.8)
For a given λ, the computation cost and the memory space for AltMinReg are almost
the same as those for original AltMin. Nevertheless, it may take extra time to pick a
good parameter λ (usually by cross validation).
While the SVD factors of the true matrix M form one global optimal solution of
(1.10), they may not be the global optimal solution of (1.13). The global optimal
value of (1.13) can differ from the global optimal value of (1.10), which is 0, by an
amount proportional to λ. More precisely, suppose (U, V ) is a global optimal solution
of F (X,Y ) = 12‖PΩ(M − XY T )‖2F , i.e. UV T = M , and (Xˆ, Yˆ ) is a global optimal
solution of F1(X,Y ) = F (X,Y ) + λ(‖X‖2F + ‖Y ‖2F ). Due to the optimality of (Xˆ, Yˆ ),
we have
F1(Xˆ, Yˆ ) ≤ F1(U, V ) = λ(‖U‖2 + ‖V ‖2),
which implies
F (Xˆ, Yˆ ) ≤ λ(‖U‖2 + ‖V ‖2)− λ(‖Xˆ‖2F + ‖Yˆ ‖2F ).
This is true for all U, V such that UV T = M , then we can pick U = UˆΣ1/2, V = Vˆ Σ1/2
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(assuming M = UˆΣVˆ T is the SVD), and the above relation becomes
F (Xˆ, Yˆ ) ≤ λ(2‖M‖∗ − ‖Xˆ‖2F − ‖Yˆ ‖2F ).
The training error corresponding to (Xˆ, Yˆ ) is then bounded as
RMSE2train =
F (Xˆ, Yˆ )
‖PΩM‖2F /2
= 2λ
1
‖PΩM‖2F
(2‖M‖∗ − ‖Xˆ‖2F − ‖Yˆ ‖2F ). (2.9)
The above relation is a necessary condition for (Xˆ, Yˆ ) to be a global optimizer of the
regularized function, and can be used to test the global optimality of (Xˆ, Yˆ ). This
criterion can help understand how well the regularized function has been solved.
We consider the same setting as before, i.e. the original matrix M is generated by
M = UV T where U, V ∈ R1000×10 has independent Gaussian entries with zero mean and
variance 1/1000, and Ω is generated by a Bernolli model with parameter p. We consider
random initial point X0, Y0 ∈ R1000×10 with independent Gaussian entries (also zero
mean and variance 1/1000). The figures are obtained by averaging 100 Monte Carlo
runs.
Fig. 2.7 shows the performance of AltMinReg for p = 0.05, under two choices of λ:
λ = 10−3 and λ = 10−4. It can be seen from the figure that for both choices of λ the
training error and the test error both converge to a small number. This greatly improves
the success probability compared to the unregularized AltMin (the success probability
of AltMin for p = 0.05 is between 20% and 30%). We summarize the finding below:
Observation 2.1.5 Regularizers λ(‖X‖2F + ‖Y ‖2F ) can be very helpful for AltMin even
in the noiseless case. In particular, in a certain setting the probability of successful
recovery can be increased from less than 30% to more than 99% by using AltMinReg.
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(a) λ = 10−3 (b) λ = 10−4
Figure 2.7: Performance of AltMinReg, i.e. AltMin for the MF formulation with the
regularizer λ(‖X‖2F + ‖Y ‖2F ). m = n = 1000, r = 10, p = 0.05.
We present various quantities of the convergent solutions for 10 experiments in Fig.
2.8 and Fig. 2.9. As shown in the two tables, the incoherence constants of X are all
between 2.8 and 3.2, and the incoherence constants of Y are all between 3.4 and 3.8, no
matter what value λ is. The incoherence constant of XY T is around 7.5 for λ = 10−3
and around 6.5 for λ = 10−4, both of which are rather small. The choice of λ = 10−3
leads to a much larger test error than λ = 10−4, because a large λ leads to a large
distortion of the optimal solution.
Figure 2.8: Various quantities related to the convergent solution of AltMinReg with λ = 10−3
in 10 experiments. m = n = 1000, r = 10, p = 0.05. The incoherence constants of X and Y are
all below 4, and the incoherence constant of XY T is around 7.5.
We claim that AltMinReg improves upon AltMin because AltMinReg controls the
incoherence constants, not because it controls the norms of X and Y . To validate this
claim, we give an example that the norms of X and Y are well controlled but still the
43
Figure 2.9: Various quantities related to the convergent solution of AltMinReg with λ = 10−4
in 10 experiments. m = n = 1000, r = 10, p = 0.05. The incoherence constants of X and Y are
all below 4, and the incoherence constant of XY T is around 6.5.
test error is high. We run 10 experiments for λ = 3 × 10−5, and record the results for
each experiment in the table of Fig. 2.10 and the average results for success/failure in
Table 2.1.2. In Figure 2.10, Column 1-4 indicate failed instances (test error > 0.3),4
and Column 5-10 indicate successful instances (test error < 0.006). The norms of
X,Y for the failed instances are well controlled and almost indistinguishable from the
norms of X,Y for the successful instances, thus the norms of X,Y are not indicators
of success. In contrast, the incoherence constants for failed and successful instances are
hugely different. More specifically, either µ(XY T ) or max{µ(X), µ(Y )} is much larger
in failed instances than the corresponding quantity in successful instances.
Figure 2.10: Results for AltMinReg with λ = 3 × 10−5 in 10 experiments. m = n =
1000, r = 10, p = 0.05. Column 1-5 indicate failed instances, and Column 6-10 indicate successful
instances. The norms of X,Y for the failed and successful instances are rather close, but the
incoherence constants for failed and successful instances are hugely different. See Table 2.1.2 for
an averaged version of this table.
We summarize the observations obtained from Figure 2.10 and Table 2.1.2 below.
Observation 2.1.6 When applying AltMinReg, the norms of X,Y for the failed in-
stances are almost indistinguishable from the norms of X,Y for the successful instances.
In contrast, either µ(XY T ) or max{µ(X), µ(Y )} is much larger in failed instances than
the corresponding quantities in successful instances.
4 Note that in some applications the test error 0.3 might be acceptable, but since a much smaller
test error < 0.01 can be achieved, we still view a test error of 0.3 as a failure.
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Succeed Fail
Average test error 5.5e-3 0.54
Average max{‖X‖F , ‖Y ‖F } 4.65 4.76
Average µ(XY T ) 7.2 70.2
Average µ(X) 2.96 120.3
Average µ(Y ) 2.92 16
Table 2.4: Comparison of successful and failed instances for AltMinReg, λ = 3e − 5,
m = n = 1000, r = 10, p = 0.05. This table is an averaged version of the table in Figure
2.10.
This observation clearly validates our previous claim, which is restated below.
Claim 2.1.1 (Empirical claim) The reason why AltMinReg improves upon AltMin for
some p is not that it can control the norms of X,Y , but that it can control the incoherence
constants of X,Y , even though the underlying mechanism is unknown.
In the above experiments where p = 5r/n = 0.05, we can obtain a test error < 10−3
for properly chosen λ. However, as p becomes smaller and smaller, the regularizer
coefficient λ should be larger and larger to control the incoherence, resulting in larger and
larger training error and test error. Simulation results show that when p = 4r/n = 0.04,
AltMinReg can achieve a training error below 0.05 and a test error below 0.1; when
p = 3r/n = 0.03, AltMinReg can only achieve a test error of around 0.2.
2.2 Gradient Methods
Gradient descent (GD) refers to a class of iterative optimization algorithms [86] that
uses the gradient information to update the iterates. It can be used to solve both convex
and non-convex problems and the convergence to stationary points can be guaranteed
under suitable stepsize rules. It has gained much interest in big data optimization due
to its cheap iteration, which only involves a gradient evaluation.
For the MF formulation (1.10), the gradient ∇F = (∇XF,∇Y F ) can be easily
computed as follows:
∇XF (X,Y ) = PΩ(XY T −M)Y,
∇Y F (X,Y ) = PΩ(XY T −M)TX.
(2.10)
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Note that one does not need to compute XY T which requires storing a m× n matrix.
Denote xTi = X
(i) ∈ R1×r, yTj = Y (j) ∈ R1×r as the rows of X and Y , and ∂xi = {j |
(i, j) ∈ Ω} as the set of “column neighbors” of row i. Then the i-th row of ∇XF can
be computed by
(∇XF )(i) =
∑
j∈∂xi
(xTi yj −Mij)yj ,
which only requires memory size O(|∂xi |) and computation time about 4r|∂xi |. For
computing ∇XF (X,Y ), the total memory size is O(|Ω|) and the total computation
time is about 4r|Ω|. Similarly, for computing ∇Y F (X,Y ) the total memory size is
O(|Ω|) and the total computation time is about 4r|Ω|. The total computation time of
each gradient step is about 8r|Ω|. Compared to the O((m + n)r3 + 2r2|Ω|) ≥ 2r2|Ω|
time for each iteration of AltMin, the gradient evaluation takes less than 4r -fraction of
time. For a large-scale matrix completion problem, the value of r can be as large as, say,
50, in which case GD takes no more than 4/r ≈ 1/10 fraction of time in each iteration
compared to AltMin.
There are many choices of stepsizes for gradient descent method such as constan-
t stepsize, line search (exact or limited), diminishing stepsize, Armijo rule [86], BB
(Barzilai-Borwein) stepsize [87] and Nesterov’s accelerated stepsize. Some of these step-
size rules (liner search and Armijo rule) require an inner loop, which may increase the
per-iteration cost. Here we explore three step-size rules: constant stepsize, LBB (long
BB) stepsize and SBB (short BB) stepsize, and we will give a short introduction below.
For an unconstrained smooth optimization problem minx f(x), where x ∈ Rn, the
gradient descent method is given by
xk+1 = xk − ηk∇f(xk),
where ηk is the stepsize at the k-th iteration. For constant stepsize rule, ηk is chosen
to be a fixed constant η. Suppose ∇f is Lipschitz continuous with constant L (f is not
necessarily convex), i.e.
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀x, y, (2.11)
and the stepsize η < 2/L, then GD converges to stationary points (more precisely, each
limit point of the sequence of iterates is a stationary point) [86, Proposition 1.2.3].
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However, for some problems (including the matrix completion problem) it is not easy
to obtain an accurate estimate of the Lipschitz constant L; in addition, the universal
upper bound L might be too pessimistic for some iterations and resulting in a slower
convergence. In practice, one can test various values of η and pick the best one.
The BB stepsize rule is a popular tuning-free step-size rule that is known to perform
very well in practice (see, e.g., [87]). The motivation of the BB stepsize is to mimic
the Newton method by approximating the Hessian matrix ∇2f(xk) by a simpler matrix
ηkI, where I denotes an identity matrix. There are two versions of BB stepsize rule:
LBB (long BB) and SBB (short BB), which are defined as
ηLBBk =
sTk sk
sTk dk
, ηSBBk =
sTk dk
dTk dk
,
where sk = xk − xk−1, dk = ∇f(xk)−∇f(xk−1).
(2.12)
The linear convergence of the BB method (i.e. the gradient method with BB stepsize)
for strongly convex quadratic functions has been established [88], but for non-quadratic
strongly convex functions it can be divergent [87]. Many variants have been proposed
to improve the BB stepsize; for example, one can use an extra safeguard step:
ηBB−SFk , min(max(η
BB
k , ηmin), ηmax),
where 0 < ηmin < ηmax are fixed constants. Note that the BB method is not a monotone
method (i.e. the function values of the iterates do not necessarily decrease), thus rig-
orously speaking it is not a “gradient descent method”, but just a “gradient method”;
nevertheless, sometimes we will still call it GD with BB stepsize.
Now we present GD with different stepsize rules below; in the table xk = (Xk, Yk)
denotes the k-th iterate.
In the numerical experiments, we consider the same setting as before, i.e. M is
generated by M = UV T where U, V ∈ R1000×10 has independent Gaussian entries with
zero mean and variance 1/1000, and Ω is generated by a Bernolli model with parameter
p. We use random initial point X0, Y0 ∈ R1000×10 with independent Gaussian entries
(also zero mean and variance 1/1000). The figures are obtained by averaging 100 Monte
Carlo runs.
For GD with constant stepsize, we find that η = 10 or 11 is the best choice for this
setting; meanwhile, η = 13 can lead to divergence, and η < 8 can lead to very slow
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Table 2.5: GD (Gradient descent)
Initialization: randomly generate (X0, Y0).
The k-th iteration:
Xk ←− Xk−1 − ηk∇XF (Xk−1, Yk−1),
Yk ←− Yk−1 − ηk∇Y F (Xk−1, Yk−1),
where the stepsize ηk is chosen according to one of the following rules:
a) Constant stepsize: ηk = η, ∀ k, where η is a constant.
b) BB stepsize with safeguard:
ηk = min(max(η
BB, ηmin), ηmax),
where ηBB is computed by one of the following two rules
b1) LBB stepsize: ηBBk =
sTk sk
sTk dk
,
b2) SBB stepsize: ηBBk =
sTk dk
dTk dk
.
Here sk = xk − xk−1 = (Xk −Xk−1, Yk − Yk−1),
dk = ∇F (xk) − ∇F (xk−1) = (∇XF (xk) − ∇XF (xk−1),∇Y F (xk) −
∇Y F (xk−1)).
convergence. In other words, the performance of GD with constant stepsize is rather
sensitive to the choice of the stepsize. There is no universal constant that works well
for all settings; in fact, in the setting m = n = 100, r = 5, p = 0.25, the best constant
stepsize is η ≈ 2, and η > 3 will lead to divergence. To save the tuning time, one
can pick two random points x = (X,Y ) and xˆ = (Xˆ, Yˆ ) and use ‖x−xˆ‖F‖∇F (x)−∇F (xˆ)‖F as a
reference value for the stepsize. The BB method with safeguard is almost tuning free,
and the only parameters are the safeguard boundaries ηmin and ηmax. The performance
of the BB method is not very sensitive to the safeguard boundaries, and we set them to
0.2 and 25 in the experiments. We notice that the pure BB method without safeguard
can fail in very rare cases (less than 5% of the time), and the reason of failure is that
the BB stepsize can be very large. Thus the safeguard step (especially the upper bound
of the stepsize) is needed for the convergence of the BB method in our problem.
Fig. 2.11(a) and Fig. 2.11(b) show the training error and the test error of three
gradient methods respectively. It can be seen that the LBB stepsize is the best among
the three. The recovery rate (only require the final test error < 0.1) for the three
methods is 99%, 85%, 83%. These recovery rates correspond to just choosing one random
initial point for each realization of Ω, and they can be further improved by starting from
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multiple random initial points and picking the best. Recall that for AltMin, we only
obtain a recovery rate below 30% for p = 0.05, thus the gradient methods, even the
version with the simplest constant stepsize rule, can greatly improve the recovery rate.
One drawback of the gradient method with constant stepsize is that it converges slowly
when close to optimum; in fact, this is a well known drawback of the first order methods.
Nevertheless, the LBB gradient method converges fast even when close to optimum: in
100 iterations it can obtain an average test error of 0.015, and in 200 iterations it can
obtain an average test error below 0.001. This phenomenon is also expected since the
BB method is actually a quasi-Newton method which approximates the Hessian by a
diagonal matrix with equal diagonal entries. AltMin converges faster to a test error
of 10−4 if it succeeds; nevertheless, a recovery accuracy of 0.01 is acceptable for many
practical scenarios with noise.
It is a bit tricky to compare the computation time of GD (including constant size and
BB stepsize) and alternating minimization (including AltMin and AltMinReg). First,
the success rates (assuming one random initial point) of these two methods are differ-
ent, and a more fair comparison might require restarting many times until achieving
success. Second, different choices of the target recovery accuracy  lead to rather dif-
ferent conclusions: for  = 10−6, AltMin (even considering restarting) probably takes
less time than the gradient methods, but for  = 0.2 the gradient methods will prob-
ably win. Third, it is unfair to just compare the number of iterations since GD and
alternating minimization have different per-iteration costs; roughly speaking one should
multiply the number of iterations for AltMinReg by at least r/4 to compare with the
gradient methods. With these considerations in mind, a coarse conclusion drawn from
our simulation results is that alternating minimization and GD are comparable in terms
of computation time.
Another important issue involved in the comparison of the time cost is the distribut-
ed/parallel implementation. It is widely known that AltMin-type methods for matrix
completion are easily parallelizable since each row of X and Y can be updated inde-
pendently. The gradient method with constant stepsize enjoys the same property since
the gradient is decomposable across the rows of X and Y (this is exactly the reason
why AltMin can be parallelizable). The BB method (i.e. the gradient method with
BB stepszie) requires an additional global step of computing the stepsize ηk based on
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sk = xk−xk−1 and dk = ∇XF (xk)−∇Y F (xk−1). This compuation takes O(|Ω|r+ r2)
time, but it can be performed in a distributed fashion. To illustrate this, note that
‖Xk‖2F can be computed in a parallel fashion: in a single core it takes time 2mr; if
there are 10 cores, we can divide {1, 2, . . . ,m} into 10 disjoint sets J1, . . . , J10, and each
core can compute
∑
i∈Jt ‖X
(i)
k ‖2, t = 1, . . . , 10 in time 2mr/10 and then sum them up.
Similarly the inner products sTk dk,d
T
k dk, s
T
k sk can be computed in a parallel fashion
since they are decomposable across rows, hence the BB stepsizes can be computed in a
parallel fashion.
(a) Training error (b) Test error
Figure 2.11: Training and test errors v.s. iteration; for several gradient methods. m =
n = 1000, r = 10, p = 0.05.
Next, we will show that the incoherence constants are indicators of the success or
failure of the gradient methods. We consider a successful instance (p = 0.05) and a
failed instance (p = 0.03) under the previous setting, and compare the RIP constant
(the ratio of the test error over the training error) with the incoherence constants. Fig.
2.12(b) shows that for the successful instance (p = 0.05), max(µ(X), µ(Y )) is kept below
4 and decreases to around 3; Fig. 2.13(b) shows that for the failed instance (p = 0.03),
max(µ(X), µ(Y )) grows slowly to about 8 in 500 iterations. Another interesting finding
is that max(µ(X), µ(Y )) matches very well with the RIP constant in Fig. 2.13(b). For
the gradient methods, max(µ(X), µ(Y )) may grow to > 40 ≈ O(√n) after, say, 105
iterations according to the trend in Fig. 2.13(b). This is different from AltMin for
which max(µ(X), µ(Y )) can grow to O(
√
n) in just a few iterations.
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(a) Training and test error (b) Test-training error ratio and incoherence con-
stants
Figure 2.12: Successful instance for the gradient method with LBB stepsize. p = 0.05
and m = n = 1000, r = 10. The figure shows that the incoherence constants do not
grow.
(a) Training error (b) Test error
Figure 2.13: Failed instance for the gradient method with LBB stepsize. p = 0.03 and
m = n = 1000, r = 10. The figure shows that the incoherence constants grow slowly
along with the test-training error ratio.
We summarize the findings of this subsection as follows.
Observation 2.2.1 (Performance of GD) GD has better recovery ability than AltMin,
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since the row-norms of the iterates generated by GD change slowly compared to AltMin.
When p is not very small, in failed instances of GD the incoherence constants of the
iterates are larger than usual and monotonically increasing; in successful instances of
GD the incoherence constants of the iterates are bounded from above.
We remark that when p is very small, e.g. p = 0.025, GD fails and both the norms and
maximum row-norms of the iterates become very huge in a few iterations.
2.3 SGD (Stochastic Gradient Descent)
Stochastic gradient descent (SGD) is a popular method for minimizing the expected
value of a function or the sum of finitely many component functions. In the optimiza-
tion field, the algorithm for minimizing a finite sum is more commonly referred to as
“incremental gradient method”, while SGD represents the algorithm for minimizing the
expectation of a function; nevertheless, in this thesis we will use “SGD” to denote the
algorithm for minimizing a finite sum.
SGD has been very popular for solving the MF based formulation (1.10) and (1.13)
[1, 40,59–63]. The objective function F (X,Y ) can be decomposed as
F (X,Y ) =
∑
(i,j)∈Ω
Fij(X,Y ),
where the component functions
Fij(X,Y ) =
1
2
[(XY T −M)ij ]2 = 1
2
[(X(i))TY (j) −Mij ]2, (i, j) ∈ Ω. (2.13)
At each iteration one picks a component function and performs a gradient update.
Similar to the BCD type methods where the blocks can be chosen in different orders,
in SGD one can pick the component functions in a cyclic order, in an essentially cyclic
order, or in a random order (can be either sampling with replacement or sampling
without replacement). We only consider the vanilla SGD with constant stepsize, where
the component functions are sampled either with or without replacement.
Theoretically speaking, SGD with constant stepsize may not converge and the error
can be proportional to the stepsize (see, e.g., [89, Sec. 2]). Using a diminishing stepsize
rule can guarantee convergence of SGD (in the sense that each limit point is a stationary
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Table 2.6: SGD
Initialization: randomly generate (X0, Y0).
The (k + 1)-th loop:
X ←− Xk, Y ←− Yk.
For t = 1, . . . , |Ω|:
Randomly pick (i, j) from Ω (either sampling with or without replacement);
ij ←− (X(i))TY (j) −Mij ,
X(i) ←− X(i) − ηijY (j),
Y (j) ←− Y (j) − ηijX(i).
End For
Xk+1 ←− X, Yk+1 ←− Y.
point) [90]. For our problem, SGD with diminishing stepsize converges much slower than
GD, thus we only consider SGD with constant stepsize.
We consider the same setting as before, i.e. M is generated by M = UV T where
U, V ∈ R1000×10 have independent Gaussian entries with zero mean and variance 1/1000,
and Ω is generated by a Bernolli model with parameter p. We use random initial point
X0, Y0 ∈ R1000×10 with independent Gaussian entries (also zero mean and variance
1/1000). The figures are obtained by averaging 100 Monte Carlo runs.
For the matrix completion problem SGD allows a much bigger stepsize than GD
in many cases, making SGD much faster than GD. In fact, SGD with stepsize 70 can
converge, while GD diverges for stepsize > 13. This explains why SGD in Figure
2.14(a) takes fewer than 10 iterations to converge, while in Figure 2.11 GD takes about
70 iterations to converge (both for the case p = 0.05). Thus for p = 0.03, SGD is much
better than GD and AltMin since GD and AltMin almost always fail.
Note, however, that SGD with a large stepsize does not always converge; in fact, SGD
with stepsize 70 only converges in 70%-80% of the experiments, and SGD diverges in 2 or
3 iterations (norms of X,Y suddenly jump to > 10200) in other 20%-30% experiments.
For smaller p (e.g. p = 0.025), the failure probability is very high (larger than, say,
70%). One way to save the failed instances is to re-run the algorithm from different
random initial points, but this will cost extra time and may not work when the failure
probability is high (p = 0.025). The success probability of SGD for p = 0.03 can be
increased to almost 100% if we use a much smaller stepsize, but the byproduct is the
slower convergence; for p = 0.025 we have not found a stepsize for SGD that enables
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convergence. We will propose a simple correction scheme that improves the success
probability without sacrificing the convergence speed in Chapter 3.
Another observation is that RP-SGD (randomly permuted SGD, i.e. sampling with-
out replacement) converges much faster than R-SGD (randomized SGD, i.e. sampling
with replacement); in addition, RP-SGD converges to very accurate solutions (error
< 1e−3) while R-SGD converges only to an approximate solution (error > 0.05). The
superiority of random permutation (sampling without replacement) over sampling with-
out replacement has been reported experimentally for many algorithms such as SGD [62]
and ADMM [71], but the theoretical analysis of this phenomenon seems to be rather
difficult (see [71,91] for some analysis).
(a) p = 0.05 (b) p = 0.03
Figure 2.14: Successful instances of SGD. Consider two variants: in RP-SGD (randomly
permuted SGD) we use sampling with replacement; in R-SGD (randomized SGD) we
use sampling without replacement. Note that RP-SGD and R-SGD diverge in about
30% and 22% of all experiments respectively, which are not shown in the above figures.
We summarize the findings of this subsection as follows.
Observation 2.3.1 (Performance of SGD) SGD with a large stepsize performs much
better than AltMin and GD: it takes much less time and can recover the matrix M with
fewer samples. However, a byproduct of the large stepsize is that SGD diverges with
certain probability when p is small.
Chapter 3
Incoherence Control: New
Formulation and Algorithms
The main lesson we learned from Chapter 2 is: bounded row-norms (or incoherence con-
stants) is the key indicator of successful recovery for various algorithms. When there
are abundant samples, the incoherence constants will be bounded (according to simu-
lation) for either AltMin or the gradient methods, though the mechanism is unknown
yet. However, when the number of samples is limited, the incoherence constants may
go unbounded. Adding a regularizer λ(‖X‖2F + ‖Y ‖2F ) is a way to indirectly control the
incoherence constants, and it does help; however, it may distort the optimal solution.
In this chapter, we propose new formulations and methods that directly control the
row-norms. Simulation results show that the new methods can recover the original
matrix even when the number of observations is close to the fundamental limit.
3.1 New Formulation
As mentioned before, the traditional regularizer λ(‖X‖2F + ‖Y ‖2F ) indirectly control
the incoherence constants. It is natural to consider a more direct way to control the
incoherence constants, while not causing distortion to the optimal solution. One simple
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method is to add constraints
(X,Y ) ∈ K2 ,{‖X(i)‖ ≤ β1, ∀ i; ‖Y (j)‖ ≤ β2, ∀j},
where β1 = βT
√
µ√
m
, β2 = βT
√
µ√
n
,
(3.1)
in which βT is roughly the norm of the groundtruth factors X or Y , and µ is the desired
incoherence constant. Then the problem formulation becomes
min
X,Y
1
2
‖PΩ(M −XY T )‖2F ,
s.t. ‖X(i)‖ ≤ β1, ∀ i; ‖Y (j)‖ ≤ β2, ∀ j.
(3.2)
This formulation has appeared in [92] (see equation (6) there), and the constraint
is called a “max-norm” constraint in that paper. Note that the motivation of [92] is
not to control the incoherence constants. Problem (4.9) can be solved by a simple
gradient projection algorithm, as suggested by [92]: after performing the gradient step,
one can simply add an additional projection step if the row norms of the iterates are
larger than the thresholds (β1 for X, and β2 for Y ). Unfortunately, this simple gradient
projection method does not work for p = 0.03,m = n = 1000, r = 10. According to
our theoretical analysis in Chapter 4, this failure is possibly because the direction to
go in the gradient projection method (the difference between concecutive itereates) is
not positively related to the “global descent direction” x∗ − xk (i.e. the angle is larger
than pi/2), where xk is the k-th iterate and x
∗ is one global optimum; see more details
in the proof of (4.52). Note that the direction to go in the gradient projection method
is positively related to the opposite direction of gradient direction, which is a locally
descent direction; however, due to the non-convex nature of the problem, the locally
descent direction can be very different from the global descent direction x∗ − xk.
3.1.1 New Formulation with Both Row-norm and Norm Constraints
A seemingly non-intuitive way to improve the performance is to add an additional
constraint
(X,Y ) ∈ K1 , {‖X‖F ≤ βT , ‖Y ‖F ≤ βT }. (3.3)
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In other words, we try to solve the following constrained problem:
min
X,Y
1
2
‖PΩ(M −XY T )‖2F ,
s.t. ‖X‖F ≤ βT , ‖Y ‖F ≤ βT ;
‖X(i)‖ ≤ β1, ∀ i; ‖Y (j)‖ ≤ β2, ∀ j.
(3.4)
Note that if X and Y satisfy (3.1), then ‖X‖F , ‖Y ‖F satisfy a weaker upper bound
‖X‖F ≤ µβT , ‖Y ‖F ≤ µβT than the bound given in (3.3). Why does a stronger bound
(3.3) help? Intuitively, with the new constraint (3.1), the direction to go in a gradient
projection method will become positively related to the global descent direction x∗−xk.
Technically, the extra constraint (3.3) plays a crucial role in the proof of (4.52). Here
is an interesting phenomenon: this extra constraint does not only help the theoretical
analysis, but also greatly improves the emprical performance. Therefore, our work
provides a good theoretical guidance for practical algorithm design.
When performing the algorithms, one can first project the iterates to K1 (i.e. the
ball specified in (3.3)), and then project them to K2 (the ball specified in (3.1)). This
is not a precise gradient projection algorithm which requires projection to K1 ∩ K2;
here, we just perform two consecutive projections to K1 and K2. We call it an AGP
(approximate gradient projection) algorithm.
Table 3.1: AGP (Approximate Gradient Projection) for solving (3.4)
Initialization: randomly generate (X0, Y0).
The k-th iteration:
Gradient step: Xk ←− Xk−1 − ηk∇XF (Xk−1, Yk−1),
Yk ←− Yk−1 − ηk∇Y F (Xk−1, Yk−1).
Full-scaling step: If ‖Xk‖F > βT , define Xk ←− Xk βT‖Xk‖F ;
if ‖Yk‖F > βT , define Yk ←− Yk βT‖Yk‖F .
Row-scaling step: If ‖X(i)k ‖ > β1, define X(i)k ←− X(i)k β1‖X(i)k ‖
, i = 1, . . . ,m;
if ‖Y (j)k ‖ > β2, define Y (j)k ←− Y (j)k β2‖Y (j)k ‖
, j = 1, . . . , n.
It is not clear whether AGP converges to KKT points of (3.4). We then consider a
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partially regularized version of (3.4)
min
X,Y
1
2
‖PΩ(M −XY T )‖2F + ρmax(‖X‖2F , β2T ) + ρmax(‖Y ‖2F , β2T ),
s.t. ‖X(i)‖ ≤ β1, ∀ i; ‖Y (j)‖ ≤ β2, ∀ j.
(3.5)
Compared to the traditional regularizer λ(‖X‖2F + ‖Y ‖2F ) that is effective for all X,Y ,
the new regularizer ρmax(‖X‖2F , β2T ) + ρmax(‖Y ‖2F , β2T ) only penalizes X,Y that are
outside of the desired feasible region K1. From an optimization point of view, these
two regularizers belong to the Lagrangian multiplier method and the penalty method
respectively. We can also view the regularizer λ(‖X‖2F + ‖Y ‖2F ) as a “soft regularizer”,
and our new regularizer as a “hard regularizer”. The advantage of the hard regularizer
is that it does not distort the optimal solution.
Table 3.2: GP (Gradient Projection) for solving (3.5)
Initialization: randomly generate (X0, Y0).
The k-th iteration:
Gradient step: Xk ←− Xk−1 − ηk (∇XF (Xk−1, Yk−1) + λXk−1IβT (Xk−1)) ,
Yk ←− Yk−1 − ηk(∇Y F (Xk−1, Yk−1 + +λYk−1IβT (Yk−1)).
Here, IβT (X) = 0, if ‖X‖F ≤ βT ; IβT (X) = 1, otherwise.
Row-scaling step: If ‖X(i)k ‖ > β1, define X(i)k ←− X(i)k β1‖X(i)k ‖
, i = 1, . . . ,m;
if ‖Y (j)k ‖ > β2, define Y (j)k ←− Y (j)k β2‖Y (j)k ‖
, j = 1, . . . , n.
Figure 3.1: Performance of AGP and GP for m = n = 1000, r = 10, p = 0.03. The fluctuation
is because we use the BB stepsize.
In the numerical experiments, we consider m = n = 1000, r = 10, p = 0.3 and the
same random models of M , Ω and initial points as before. We choose µ = 4 = 22, which
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is close to the incoherence constant of groudtruth factors X or Y (about 1.92). For the
synthesis data set, we can choose βT to be close to
√‖M‖∗ (or c√‖M‖∗ where c > 1),
since
√‖M‖∗ is the norm of the SVD factors UˆΣ1/2 and Vˆ Σ1/2 when the SVD of M
is M = UˆΣVˆ T . In our setting,
√‖M‖∗ ≈ 3.13, thus we choose βT = 3.2. In practical
scenarios where the groundtruth M is unknown, we guess that β2T should be chosen in
the region [‖PΩ‖F√p , 2
‖PΩ‖F√
p
√
r], since ideally ‖PΩ‖F√p ≈ ‖M‖F ∈ [‖M‖∗√r , ‖M‖∗].
Figure 3.6 shows the simulation results for AGP and GP (using LBB stepsize). AGP
for the formulation (3.2) converges to a test error that is below < 0.1 in fewer than 500
iterations; GP for the formulation (3.5) converges to an average test error < 0.01 in
200 iterations. Both methods work quite well, while GP for the partially regularized
formulation converges faster than AGP for the constrained version. We guess this is
because AGP does not perform exact projection to the constrained set at each iteration,
resulting in a slower convergence. We remark that while the presented simulation results
are for the LBB stepsize rule, AGP and GP with constant stepsize (say, stepsize 12) are
slower than the versions with LBB stepsize and converge in 500-1500 iterations. Figure
3.6 only shows the average performance. A closer look reveals that the probability of
success (generating a test error < 0.01) for AGP and GP are both above 90% (but below
95%), and we expect that several random starts can improve the success probability to
more than 99%.
A naive fundamental limit is pmn ≈ |Ω| > r(m + n − r) (the number of degrees of
freedom for a rank-r matrix), which means p ≥ 2r/n = 0.02 (more precisely, p ≥ 0.0199)
in the setting m = n = 1000, r = 10 1 . Thus, p = 0.03 is already close to the
fundamental limit. For such a small fraction of observations, all traditional methods,
including AltMinReg and SGD, cannot converge to a reasonable solution with high
probability. In constrast, the proposed AGP and GP can recover the original matrix
for p = 0.03 with high probability.
1 Using the algorithm in [37], Keshavan plots the fundamental limit in [24, Figure 6.1] for the setting
m = n = 1000, r = 10 and the same random models of M,Ω as ours; roughly speaking, the fundamental
limit is between 0.02 and 0.03.
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3.1.2 SGD with Row-norm Projection
In the previous subsection, we mentioned that GD for the formulation (3.2) does not
work when p = 0.03, and an extra norm-scaling step is needed. Interestingly, SGD for
the formulation (3.2) works very well for p = 0.03 in our experiments. To be precise,
the algorithm we consider is a variant of SGD in which we add an additional projection
step (row-scaling) after the gradient step (without norm-scaling step); we call this new
algorithm SGP (Stochastic Gradient Projection). The details of SGP is given in Table
3.3.
Table 3.3: SGP (Stochastic Gradient Projection)
Initialization: randomly generate (X0, Y0).
The (k + 1)-th loop:
X ←− Xk, Y ←− Yk.
For t = 1, . . . , |Ω|:
Randomly pick (i, j) from Ω (either sampling with or without replacement);
ij ←− (X(i))TY (j) −Mij ,
Gradient step: X(i) ←− X(i) − ηijY (j), Y (j) ←− Y (j) − ηijX(i),
Projection step: if ‖X(i)‖ > β1, define X(i) ←− X(i) β1‖X(i)‖ ,
if ‖Y (j)‖ > β2, define Y (j) ←− Y (j) β2‖Y (j)‖ ,
where β1, β2 are defined in (3.1).
End For
Xk+1 ←− X, Yk+1 ←− Y.
In the numerical experiments, we consider m = n = 1000, r = 10 and the same
random models of M , Ω and initial points as before; we choose βT = 3.2 and µ = 3.6.
Figure 3.3 shows that SGP (either with or without resampling) converges to the original
matrix in fewer than 50 iterations for p = 0.03. Although this figure looks similar to
Figure 3.2(a) which shows the performance for the vanilla SGD, we emphasize that the
vainlla SGD fails with probablity 20%-30% that is not shown in Figure 3.2(a), while
SGP suceeds with probablity close to 1 (all 100 instances we have tested are successful).
Therefore, a simple row-scaling step significantly improves the recovery ability of SGD.
The superiority of SGP over the vanilla SGD is more noticable when there are fewer
observations. When p = 0.025, the vanilla SGD almost always diverges; in constrast,
SGP with stepsize 75 converges in no more than 200 iterations to a solution with test
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error < 0.1 (more iterations can further reduce the test error). See the simulation results
in Figure 3.2(b).
(a) p = 0.03 (b) p = 0.025
Figure 3.2: Performance of SGP (Stochastic Gradient Projection) for m = n = 1000,
r = 10. Two versions of SGP: in RP-SGP (randomly permuted SGP) we use sampling
with replacement; in R-SGP (randomized SGP) we use sampling without replacement.
One natural question is: for the formulation (3.2), why does SGP succeed, while
GP fails? In other words, why do we not need to control the norms of the iterates for
SGP, while for GP we have to control the norms as well as the row-norms? It turns
out that SGP controls the norms of the iterates automatically: the norms are always
below 3.2 = βT in our numerical experiments; see Figure 3.3. This phenomenon seems
mysterious since in SGP we do not impose constraints ‖X‖F ≤ βT , ‖Y ‖F ≤ βT . In
the worst case, all the row-norms ‖X(i)‖, ‖Y (j)‖ are equal to the upper bounds β1 and
β2 respectively, resulting in ‖X‖F = ‖Y ‖F = √µβT > βT . We guess that the nature
of SGD-type methods prevents this worst-case situation: in each iteration (here one
“iteration” refers to one pass of all component functions) X(i) and Y (j) are updated
multiple times, and it seems unplausible that the new ‖X(i)‖, ‖Y (j)‖ become large each
time. In other words, SGD-type methods average out the bad cases (i.e. the row-norms
become large), thus after each iteration (i.e. each pass) the norms of X and Y stay
bounded above. In contrast, GD-type methods update all rows at the same time, and
it is possible that all rows become large at the same time, thus only row-scaling does
not guarantee ‖X‖F ≤ βT , ‖Y ‖F ≤ βT .
61
(a) Norm of Xk v.s. iteration k (b) Norm of Yk v.s. iteration k
Figure 3.3: Norms of the itereates generated by SGP (Stochastic Gradient Projection)
for p = 0.025, m = n = 1000, r = 10, βT = 3.2, µ = 1.9
2. The 10 lines in 10 different
colors represent 10 different experiments.
At this point we do not know whether this phenomenon is universal: if M and Ω are
generated from different models, SGP might fail to control the norms of X,Y and extra
control on the norms of the itereates is needed. We can add an additional norm-scaling
step after each pass of SGP, i.e. project Xk, Yk to the ball K1 = {(X,Y ) | ‖X‖F ≤
βT , ‖Y ‖F ≤ βT }. Another possiblity is to consider the partially regularized formulation
(3.5) and perform SGP for that formulation. In Chapter 4, we will provide a theoretical
gurantee for the version of SGD with control on both the row-norms and the norms of
the itereates, instead of the simpler version we consider here.
Note that our observation is that SGD-type methods can control the norms of X,Y
provided that the row-norms are controlled. However, the vanilla SGD cannot control
the row-norms ‖X(i)‖, ‖Y (j)‖ (with aggresive stepsize), thus the extra row-scaling step
is helpful. Figure 3.4 shows how the maximum row-norms of Xk, Yk evolve as the
algorithm SGP proceeds for 10 instances. In the first 50 iterations, the maximum row-
norms are often equal to the row-norm bound, meaning that the row-scaling step is
effective in the early stage of the algorithm. In the later iterations (iteration 50-200),
the maximum row-norms are strictly below the row-norm bound (in very few cases equal
to the bound), which implies that the row-scaling step is ineffective and SGP actually
becomes SGD in most instances.
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(a) Max row-norm of Xk v.s. iteration k (b) Max row-norm of Yk v.s. iteration k
Figure 3.4: Max row-norms of the itereates generated by SGP (Stochastic Gradient
Projection) for p = 0.025, m = n = 1000, r = 10, βT = 3.2, µ = 1.9
2. The 10 lines in
10 different colors represent 10 different experiments.
As for the parameter µ which controls the row-norms of the iterates, we find that
1.82 = 3.24 ≤ µ ≤ 4.84 = 2.22 works, and µ ≥ 2.32 leads to divergence. This choice of µ
is close to the groundtruth: for a random matrix X ∈ Rn×r with Gaussian entries where
n = 1000, r = 10, the incoherence constant µ ≈ 1.92. While Figure 3.4 is generated by
picking µ = 3.61 = 1.92, we find that picking a larger µ leads to faster convergence.
In particular, Figure 3.5 shows that by picking µ = 2.12 SGP converges to a test error
of < 0.1 in fewer than 100 iterations; in contrast, in Figure 3.4 where µ = 1.92 SGP
converges to a test error of < 0.1 in 150-200 iterations.
3.2 Special Initialization
For non-convex problems, good initialization may improve the performance of an al-
gorithm in two ways: increase the convergence speed, and/or improve the quality of
the convergent solution. In this section, we will present a special intialization that can
greatly improve the quality of the convergent solutions of GD and SGD, for the sythesis
data sets.
A popular initilization procedure is the so-called spectral method [24,33,93], which
in our context refers to the following method: use the top r singular vectors of the
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Figure 3.5: Performance of SGP for µ = 4.41 = 2.12, p = 0.025, m = n = 1000, r = 10.
partial observation matrix (missing entries imputed by the mean of the matrix) as the
initial point. We have shown that AltMin and GD diverge when there are not enough
entries (say, p = 0.03 for m = n = 1000, r = 10). Does the spectral method save AltMin
and GD in the same setting? Unfortunately, the answer is no: AltMin and GD still
diverge. This is not surprising since the with so few observations, the partial observation
matrix is almost full rank and the top r singular vectors seem to carry little information
about the original matrix M . In fact, the distance between Pr(PΩ(M)) (the best rank-r
approximation of PΩ(M)) and M is not too much smaller than the distance between
a random matrix and M . Keshavan et al. [33] suggested a trimming step that set to
zero all rows and columns with too many observations (more than twice the average).
Theoretically speaking, in the regime p = O(1/n) and p < O(log n/n), the trimming
step improves the solution produced by the spetral method [33]. However, in the setting
m = n = 1000 and p = 0.03 = 3r/n > 3 log n/n, trimming does not make any difference
since none of the rows and columns have too many observations.
Inspired by the analysis of the importance of incoherence in Chapter 2 and the
proposed formulation (3.2), we propose a new initialization procedure that adds an
additional row-scaling step after the spectral method. Denote the best rank-r approx-
imation of a matrix A as Pr(A). Define an operation SVDr that maps a matrix A to
the SVD components (X,D, Y ) of its best rank-r approximation Pr(A), i.e.
SVDr(A) , (X,D, Y ), where XDY T is the compact SVD of Pr(A). (3.6)
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The details of the new initialization method is given in Table 3.4. Rather surprisingly,
this method saves AltMin, GD (makes them converge to original matrix) and improves
SGD (naive SGD can fail with probablity more than 20% for p = 0.03, now it always
succeeds). See the simulation results in Figure 3.6.
Table 3.4: Initialization procedure (Initialize)
Input: PΩ(M), target rank r, target row norm bounds β1, β2.
Algorithm Initialize(PΩ(M), p, r).
1. Compute (X¯0, D0, Y¯0) = SVDr
(
1
pPΩ(M)
)
, as defined in (3.6).
Compute Xˆ0 = X¯0D
1/2
0 , Yˆ0 = Y¯0D
1/2
0 .
2. For each row of Xˆ0 (resp. Yˆ0) with norm larger than β1 (resp. β2), scale it to
make the norm of this row equal β1 (resp. β2) to obtain X0, Y0, i.e.
X
(i)
0 =
Xˆ
(i)
0
‖Xˆ(i)0 ‖
min
{
‖Xˆ(i)0 ‖, β1
}
, i = 1, . . . ,m.
Y
(j)
0 =
Yˆ
(j)
0
‖Yˆ (j)0 ‖
min
{
‖Yˆ (j)0 ‖, β2
}
, j = 1, . . . , n.
(3.7)
Output X0 ∈ Rm×r, Y0 ∈ Rn×r.
We have shown that empirically either the specfic initialization or directly controlling
the row-norms can lead to accurate recovery when p is very small (close to the funda-
mental limit). Moreover, with the specfic initialization GD and SGD converge faster
than directly controlling the row-norms. However, we suspect that directly controlling
the row-norms is better than the specfic initialization for other generative models of
M and Ω or the real data sets. This is because directly controlling the row-norms
seems to be more robust and generative-model-indepent, while the success of the pr-
posed initialization for the synthesis data sets may rely on the specific generative model.
Nevertheless, experiments on more data sets are needed to support this claim.
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Figure 3.6: Performance of SGD and GD with the proposed initialization in Table 3.4, for
m = n = 1000, r = 10, p = 0.03. Here SGD refers to RP-SGD, i.e. using sampling without
replacement when selecting the component functions.
Chapter 4
Recovery Result
In this chapter, we provide a theoretical justification for the new MF (matrix factor-
ization) formulation and the corresponding algorithms proposed in Chapter 3. For
simplicity of analysis, we consider the regularized version of (4.9) by penalizing the
constraints (3.3) and (3.1); nevertheless, our theoretical results can be easily modified
to cover the constrained version (4.9) or the partially regularized version (3.5).
The algorithms for our formulation have almost the same computation cost as the
algorithms for the traditional formulation with a regularizer λ(‖X‖2F +‖Y ‖2F ) or without
regularizer. In fact, our regularizers (or constraints) serve as a “safeguard”: when p is
large enough that traditional algorithms (e.g. AltMin, SGD) successfully recover M ,
our regularizers (or constraints) are inactive and our algorithms are the same as the
traditional algorithms; when the traditional algorithms fail, our regularizers become
active and save the algorithms. In some sense, our algorithms are “better” versions
of the traditional naive algorithms, and our theoretical results can also be viewed as a
validation of the traditional algorithms in the “large-p regime”.
4.1 Formulation and Algorithms for Theoretical Analysis
To enable a rigourous theoretical analysis, we will specificially define all the parameters
involved in the formulation, which requires some assumptions on the problem.
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4.1.1 Assumptions
Incoherence condition. The incoherence condition for the matrix completion problem
is first introduced by Cande`s and Recht in [2] and has become a standard assumption
for low-rank matrix recovery problems (except a few recent works such as [94,95]). We
will define an incoherence condition for a m × n matrix M which is the same as that
in [33].
Definition 4.1.1 We say a matrix M = UˆΣVˆ T (compact SVD of M) is µ-incoherent
if:
r∑
k=1
Uˆ2ik ≤
µr
m
,
r∑
k=1
Vˆ 2jk ≤
µr
n
, 1 ≤ i ≤ m, 1 ≤ j ≤ n. (4.1)
It can be shown that µ ∈ [1, max{m,n}r ]. For some popular random models for gener-
ating M , the incoherence condition holds with a parameter scaling as
√
r log n (see [33]).
In this thesis, we just assume that M is µ-incoherent.
Note that the above incoherence condition is defined for an m × n matrix M , and
Uˆ , Vˆ are orthogonal matrices where each column has unit norm. Now we define an
incoherence condition for an arbitrary K× r matrix (not necessarily orthogonal or with
unit column norm).
Definition 4.1.2 Suppose K ∈ {m,n}. We say X ∈ RK×r is c-incoherent if:
‖X(i)‖2 ≤ c r
K
, i = 1, 2, . . . ,K. (4.2)
Here, X(i) denotes the i-th row of X.
One interpretation of the incoherence condition (4.1) is provided in [2]: a small µ0
implies the incoherence between Uˆ (resp. Vˆ ) and the standard basis of Rm (resp. Rn).
In fact, (4.1) can be expressed as
max
1≤i≤m
‖PUˆ (ei)‖2 ≤ µ0, max1≤j≤n ‖PVˆ (ej)‖
2 ≤ µ0,
where PUˆ ,PVˆ denote the projection onto the column spaces of Uˆ and Vˆ , respectively,
and ei, ej are the standard basis vectors of Rm,Rn, respectively. This expression shows
that µ0 measures the “coherence” (in fact, the angle) between each standard basis vector
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and col(Uˆ), col(Vˆ) (the column spaces of Uˆ , Vˆ ). Therefore, a small µ0 implies the angle
between each standard basis vector and col(Uˆ), col(Vˆ) is large, i.e. col(Uˆ), col(Vˆ) are
“incoherent” with the standard basis.
Another interpretation of the incoherence condition (4.1) is the following. Note that
the sum of all row-norm-squares of Uˆ is ‖Uˆ‖2F =
∑m
i=1
∑r
k=1 Uˆ
2
i,k = r, thus the average
of row-norm-squares of Uˆ is rm . The first inequality of (4.1) means that each row-norm-
square of Uˆ does not deviate from the average row-norm-square too much; in fact, the
deviation is bounded by a factor of µ0. Thus µ0 is small implies that the row-norms of
Uˆ(Vˆ ) are evenly spread. Note that this interpretation of (4.1) does not utilize the fact
that Uˆ and Vˆ are orthogonal matrices, i.e. their columns are orthogonal.
Based on this interpretation, a direct generalization of (4.1) to any K × r matrix
should be to require each row-norm to be bounded by a constant times the average
row-norm. However, the incoherence condition (4.2) is defined in a slightly different
way: each row-norm needs to be bounded by a constant that does not depend on the
average row-norm. As a result, it is possible that one row of X has norm crK while all
other rows are zero, still satisfying (4.2).
Random sampling model. Throughout this thesis, the probability is taken with
respect to the uniform random model of Ω ⊆ [m] × [n] with fixed size |Ω| = S, i.e. Ω
is generated uniformly at random from set {Ω′ ⊆ [m] × [n] : the size of Ω′ is S}. Our
results also hold for a Bernolli model that each entry of M is independently included
in Ω with probability p. Under this model, the size of Ω is close to pmn; in fact,
pmn − C ′√n log n ≤ |Ω| ≤ pmn + C ′√n log n for some numerical constant C ′, with
high probability [2]. These two random models have been shown to be equivalent (i.e.
any result for one random model holds for the other) except for different numerical
constants [2].
4.1.2 A New Problem Formulation
We consider a regularized version of (4.9) by penalizing the constraints (3.3) and (3.1).
In other words, we introduce two types of regularization terms besides the square loss
function: the first type is designed to force Xk, Yk (the produced solution in the k-
th iteration) to be incoherent (i.e. with bounded row norm), and the second type is
designed to upper bound the norm of Xk and Yk. Reference [33] also used the first type
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of regularizers, but not the second type; this difference with our work is mainly because
their formulation forced X,Y to have a fixed norm.
The regularization function G is defined as follows:
G(X,Y ) , ρ
m∑
i=1
G0
(
3‖X(i)‖2
2β21
)
+ρ
n∑
j=1
G0
(
3‖Y (j)‖2
2β22
)
+ρG0
(
3‖X‖2F
2β2T
)
+ρG0
(
3‖Y ‖2F
2β2T
)
,
(4.3)
where A(i) denotes the ith row of a matrix A,
G0(z) , I[1,∞](z)(z − 1)2 = max{0, z − 1}2, (4.4)
βT ,
√
CT rΣmax, β1 , βT
√
3µr
m
=
√
CT rΣmax
√
3µr
m
, β2 , βT
√
3µr
n
=
√
CT rΣmax
√
3µr
n
.
(4.5)
Here, IC is the indicator function of a set C, i.e. IC(z) equals 1 when z ∈ C and 0
otherwise. ρ is a constant specified as follows. Throughout the thesis, δ and δ0 are
defined as
δ , Σmin
Cdr1.5κ
, δ0 ,
δ
6
, (4.6)
where Cd is some numerical constant. The coefficient ρ is defined as (a larger ρ also
works)
ρ , 2pδ
2
0
G0(3/2)
= 8pδ20 . (4.7)
The numerical constant CT > 5 will be specified in the proof of our main result. The
parameter βT is chosen to be of the same order as ‖UˆΣ1/2‖F and ‖Vˆ Σ1/2‖F , and β1, β2
are chosen to be of the same order as
√
r‖(UˆΣ1/2)(i)‖,√r‖(Vˆ Σ1/2)(j)‖. The additional
factor
√
3r is due to technical consideration (to prove (A.189)).
It is easy to verify that G0 is continuously differentiable. The choice of function G0
is not unique; in fact, we can choose any G0 that satisfies the following requirements:
a) G0 is convex and continuously differentiable; b) G0(z) = 0, z ∈ [0, 1]. In [33], G0
is chosen as G0(z) = I[1,∞](z)(e(z−1)
2 − 1), which also satisfies these two requirements.
Choosing different G0 does not affect the proof except the change of numerical constants
(which depend on G0(3/2), G
′
0(3/2), G
′′
0(3/2)). In the partially regularized formulation
(3.5) proposed in Chapter 3, we use a different penalty function max{0, ·}, which is
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not differentiable at only one point 0; although our theoretical result cannot be directly
applied, we believe a simple modification of our proof can cover this penalty function.
Denote the square loss term in (P0) as F (X,Y ) ,
∑
(i,j)∈Ω[Mij − (XY T )ij ]2 =
‖PΩ(M −XY T )‖2F . Replacing the objective function of (P0) by F˜ (X,Y ) , F (X,Y ) +
G(X,Y ), we obtain the following problem:
P1 : min
X∈Rm×r,Y ∈Rn×r
1
2
‖PΩ(M −XY T )‖2F +G(X,Y ). (4.8)
For G0 given in (4.4), (P1) can be interpreted as the penalized version of the constrained
problem (3.4), which we restate below (with slightly different thresholds):
min
X,Y
1
2
‖PΩ(M −XY T )‖2F ,
s.t. ‖X‖2F ≤
2
3
β2T , ‖Y ‖2F ≤
2
3
β2T ;
‖X(i)‖2 ≤ 2
3
β21 , ∀ i, ‖Y (j)‖2 ≤
2
3
β22 , ∀ j.
(4.9)
Let us illustrate the connection of (4.9) and (P1). The constraint f1(X) , 3‖X‖
2
F
2β2T
−1 ≤ 0
corresponds to the penalty term ρG0(f1(X) + 1) = ρmax{0, f1(X)}2 which appears as
the third term in G(X,Y ); similarly, other constraints in (4.9) correspond to other
terms in G(X,Y ). In other words, the regularization function G(X,Y ) is just a penalty
function for the constraints of the problem (3.4). The function max{0, ·}2 is a popular
choice for the penalty function in optimization (see, e.g. [96]), which motivates our
choice of G0 in (4.4).
It is easy to check that the optimal value of (P1) is zero and (X,Y ) = (UˆΣ1/2, Vˆ Σ1/2)
is an optimal solution to (P1), provided that M is µ-incoherent. In fact, since F˜ is a
nonnegative function, we only need to show F˜ (X,Y ) = 0 for this choice of (X,Y ).
As XY T = M implies ‖PΩ(M − XY T )‖2F = 0, we only need to show G(X,Y ) =
G(UˆΣ1/2, Vˆ Σ1/2) equals zero. In the expression of G(X,Y ), the third and fourth terms
G0(
3‖X‖2F
2β2T
) and G0(
3‖Y ‖2F
2β2T
) equal zero because ‖X‖2F = ‖Y ‖2F ≤ rΣmax < 23β2T . The first
and second terms
∑
iG0(
3‖X(i)‖2
2β21
) and
∑
j G0(
3‖Y (j)‖2
2β22
) equal zero because ‖X(i)‖2 ≤
Σmax‖Uˆ (i)‖2 ≤ Σmax µrm ≤ 23β21 , for all i and, similarly, ‖Y (j)‖2 ≤ 23β22 , for all j, where
we have used the incoherence condition (4.1).
One commonly used assumption in the optimization literature is that the gradient
of the objective function is Lipschitz continuous. For any positive number β, define a
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bounded set
Γ(β) , {(X,Y )|X ∈ Rm×r, Y ∈ Rn×r, ‖X‖F ≤ β, ‖Y ‖F ≤ β}. (4.10)
The following result shows that this assumption (Lipschitz continuous gradients) holds
for our objective function within a bounded set.
Claim 4.1.1 Suppose β0 ≥ βT and
L(β0) , 4β0 + 54ρ
β20
β4T
. (4.11)
Then ∇F˜ (X,Y ) is Lipschitz continuous over the set Γ(β0) with Lipschitz constant L(β0),
i.e.
‖∇F˜ (X,Y )−∇F˜ (U, V )‖F ≤ L(β0)‖(X,Y )− (U, V )‖F , ∀(X,Y ), (U, V ) ∈ Γ(β0),
where ‖(X,Y )− (U, V )‖F =
√
‖X − U‖2F + ‖Y − V ‖2F .
The proof of Claim 4.1.1 is given in Appendix A.1.
4.1.3 Initialization
For technical reasons, our results require the initial point to be close enough to the global
optima. To be more precise, we want the initial point to be in an incoherent neighbor-
hood of the original matrix M (this neighborhood will be specified later). Special initial-
ization is also required in other works on non-convex formulations [24,33,54–56,66,97].
As discussed in Chapter 3, in our simulations a special initialization is not necessary
since the proposed algorithms with random initial points do converge; nevertheless, a
special initialization does help improve the convergence speed.
We will show that such an initial point can be found through a simple procedure.
This procedure consists of two steps: first, using the spectral method (see, e.g. [33]),
we obtain M0 = Xˆ0Yˆ
T
0 which is close to M ; second, we modify (Xˆ0, Yˆ0) to make it
incoherent (i.e. with bounded row norm). Denote the best rank-r approximation of
a matrix A as Pr(A). Define an operation SVDr that maps a matrix A to the SVD
components (X,D, Y ) of its best rank-r approximation Pr(A), i.e.
SVDr(A) , (X,D, Y ), where XDY T is the compact SVD of Pr(A). (4.12)
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The initialization procedure is given in Table 4.1; note that this is almost the same as
Table 3.4, except that the scaling threshold is slightly different. As mentioned before,
the row-scaling step is crucial in our experiments since simply initializing via the spectral
method does not improve the recovery performance of the algorithms. The property of
the initial point generated by this procedure will be presented in Claim 4.4.2.
Table 4.1: Initialization procedure (Initialize)
Input: PΩ(M), target rank r, target row norm bounds β1, β2.
Algorithm Initialize(PΩ(M), p, r).
1. Compute (X¯0, D0, Y¯0) = SVDr
(
1
pPΩ(M)
)
, as defined in (4.12).
Compute Xˆ0 = X¯0D
1/2
0 , Yˆ0 = Y¯0D
1/2
0 .
2. For each row of Xˆ0 (resp. Yˆ0) with norm larger than
√
2
3β1 (resp.
√
2
3β2), scale
it to make the norm of this row equal
√
2
3β1 (resp.
√
2
3β2) to obtain X0, Y0, i.e.
X
(i)
0 =
Xˆ
(i)
0
‖Xˆ(i)0 ‖
min
{
‖Xˆ(i)0 ‖,
√
2
3
β1
}
, i = 1, . . . ,m.
Y
(j)
0 =
Yˆ
(j)
0
‖Yˆ (j)0 ‖
min
{
‖Yˆ (j)0 ‖,
√
2
3
β2
}
, j = 1, . . . , n.
(4.13)
Output X0 ∈ Rm×r, Y0 ∈ Rn×r.
4.1.4 Standard Algorithms for the New Formulation
Our result applies to many standard algorithms such as gradient descent, SGD and block
coordinate descent type methods (including alternating minimization, block coordinate
gradient descent, block successive upper bound minimization, etc.). We will describe
several typical algorithms in this subsection.
The gradient∇F˜ = ∇F+∇G = (∇XF+∇XG,∇Y F+∇YG) can be easily computed
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as follows:
∇XF (X,Y ) = PΩ(XY T −M)Y,
∇Y F (X,Y ) = PΩ(XY T −M)TX,
∇XG(X,Y ) = ρ
m∑
i=1
G′0(
3‖X(i)‖2
2β21
)
3X¯(i)
β21
+ ρG′0(
3‖X‖2F
2β2T
)
3X
β2T
,
∇YG(X,Y ) = ρ
n∑
j=1
G′0(
3‖Y (j)‖2
2β22
)
3Y¯ (j)
β22
+ ρG′0(
3‖Y ‖2F
2β2T
)
3Y
β2T
,
(4.14)
where G′0(z) = I[1,∞](z)2(z − 1), and X¯(i) (resp. Y¯ (j)) denotes a matrix with the i-th
(resp. j-th) row being X(i) (resp. Y (j)) and the other rows being zero.
We first present a gradient descent algorithm in Table 4.2. There are many choices
of stepsizes such as constant stepsize, exact line search, limited line search, diminishing
stepsize and Armijo rule [86]. We present three stepsize rules here: constant stepsize,
restricted Armijo rule and restricted line search (the latter two are the variants of
Armijo rule and exact line search). Note that the restricted line search rule is similar
to that used in [33] for the gradient descent method over Grassmannian manifolds.
In Chapter 2 we use BB stepsize for GD which perform very well in practice (see
Table 2.5); here we do not present the BB stepsize since the convergence analysis of
the BB method for non-convex problems is not that straightforward and left as future
work. To simplify the notations, we denote xk(η) , (Xk(η), Yk(η)) and d(xk(η),x0) ,√
‖Xk(η)−X0‖2F + ‖Yk(η)− Y0‖2F .
Alternating minimization belongs to the class of block coordinate descent (BCD)
type methods. As mentioned in Section 2.1, there are many BCD-type methods, and
some of them have been applied to matrix completion. Our result applies to many BCD-
type methods, including the two-block alternating minimization, BCGD and BSUM.
While it is not very interesting to list all possible algorithms to which our results are
applicable, we just present two specific algorithms for illustration.
The first BCD type algorithm we present is (two-block) alternating minimization,
which, in the context of matrix completion, usually refers to the algorithm that alter-
nates between X and Y by updating one factor at a time with the other factor fixed.
Although the overall objective function is non-convex, each subproblem of X or Y is
convex and thus can be solved efficiently. The details are given in Table 4.3.
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Table 4.2: Algorithm 1 (Gradient descent)
Initialization: (X0, Y0)←− Initialize(PΩ(M), p, r).
The k-th iteration:
Xk ←− Xk(ηk) , Xk−1 − ηk∇X F˜ (Xk−1, Yk−1),
Yk ←− Yk(ηk) , Yk−1 − ηk∇Y F˜ (Xk−1, Yk−1),
where the stepsize ηk is chosen according to one of the following rules:
a) Constant stepsize: ηk = η < η¯1, ∀ k (η¯1 is a constant specified in Appendix
A.5.4).
b) Restricted Armijo rule: Let σ ∈ (0, 1), ξ ∈ (0, 1), s0 be fixed scalars.
b1) Find the smallest nonnegative integer i such that d(xk(ξ
is0),x0) ≤
5δ/6 and F˜ (xk(ξ
is0)) ≤ F˜ (xk−1)− σξis0‖∇F˜ (xk−1)‖2F .
b2) Let ηk = ξ
is0.
c) Restricted line search: ηk = arg minη∈R,d(xk(η),x0)≤5δ/6 F˜ (xk(η)).
Table 4.3: Algorithm 2 (Two-block Alternating Minimization)
Initialization: (X0, Y0)←− Initialize(PΩ(M), p, r).
The k-th iteration:
Xk ←− arg minX F˜ (X,Yk−1),
Yk ←− arg minY F˜ (Xk−1, Y ).
For the case without the regularization term G(X,Y ), the objective function be-
comes F (X,Y ) and is quadratic with respect to X or Y . Thus Xk, Yk have closed form
update. Suppose XT = (x1, . . . , xm) and Y
T = (y1, . . . , yn), where xi, yj ∈ Rr×1. Then
(x∗1, . . . , x∗m) , (arg minX F (X,Y ))T and (y∗1, . . . , y∗n) , (arg minY F (X,Y ))T are given
by
x∗i = (
∑
j∈Ωxi
yjy
T
j )
†(
∑
j∈Ωxi
Mijyj), i = 1, . . . ,m,
y∗j = (
∑
i∈Ωyj
xix
T
i )
†(
∑
i∈Ωyj
Mijxi), j = 1, . . . , n,
(4.15)
where Ωxi = {j | (i, j) ∈ Ω},Ωyj = {i | (i, j) ∈ Ω}, and A† denotes the pseudo inverse of
a matrix A. For our problem with the regularization term G(X,Y ), we no longer have
closed form update of Xk, Yk. One way to solve the convex subproblems is to start from
the solution given in (4.15) and then perform gradient update until convergence. The
details for solving minX F˜ (X,Y ) is given in Table 4.4 (the stepsize can be chosen by
one of the standard rules of the gradient descent method), and the other subproblem
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minY F˜ (X,Y ) can be solved in a similar fashion.
Theoretically speaking, AltMin for our formulation (P1) is not as efficient as the
vanilla AtlMin for (P0) since an extra inner loop is needed to solve the subproblem.
However, we remark that in the regimes of p that the vanilla AltMin works, the least
square solution X (resp. Y ) is always bounded and incoherent (empirical observation),
in which case the regularizer G is inactive; therefore, the gradient updates in Table
4.4 do not happen. In the regimes of p that the vanilla AltMin fails, G is active and
the gradient updates do happen; however, instead of solving the subproblem exactly,
one could perform one gradient step and the algorithm becomes the popular variant
BCGD [70]. Our main result of exact recovery still holds for BCGD (the proof for
Algorithm 3 in Claim 4.4.3 can be applied to BCGD since BCGD is a special case of
BSUM).
Table 4.4: Solving subproblem of Algorithm 2
Solving subproblem of Algorithm 2: minX F˜ (X,Y ).
Input: Y = (y1, . . . , yn) ∈ Rn×r.
Initialization: X = (x1, . . . , xm), where xi = (
∑
j∈Ωxi yjy
T
j )
†(
∑
j∈Ωxi Mijyj), i =
1, . . . ,m,
Repeat:
X ←− X − η∇X F˜ (X,Y ),
Until Stopping criterion is met.
In the second BCD type algorithm called row BSUM, we update the rows of X and
Y cyclically by minimizing an upper bound of the objective function; see Table 4.5. The
extra terms λ02 ‖X(i)−X
(i)
k−1‖2 or λ02 ‖Y (j)− Y
(j)
k−1‖2 are added to make the subproblems
strongly convex, which help prove convergence to stationary points. Such a technique
has also been used in the alternating least square algorithm for tensor decomposition
[82]. Note that for the two-block BCD algorithm, convergence to stationary points
can be guaranteed even when the subproblems are not strongly convex [98], thus in
Algorithm 2 we do not add the extra terms. The benefit of cyclically updating the
rows is that each subproblem can be solved efficiently using a simple binary search; see
Appendix A.2 for the details. We remark again that instead of solving the subproblem
exactly, one could just perform one gradient step to update each row of X and Y (with
λ = 0) and our result still holds.
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Table 4.5: Algorithm 3 (Row BSUM)
Initialization: (X0, Y0)←− Initialize(PΩ(M), p, r).
Parameter: λ0 > 0.
The k-th loop:
For i = 1 to m:
X
(i)
k ←− arg minX(i) F˜ (X(1)k , . . . , X(i−1)k , X(i), X(i+1)k−1 . . . , X(m)k−1, Yk−1) + λ02 ‖X(i) −
X
(i)
k−1‖2,
For j = 1 to n:
Y
(j)
k ←− arg minY (j) F˜ (Xk, Y (1)k , . . . , Y (j−1)k , Y (j), Y (j+1)k−1 , . . . , Y (m)k−1 ) + λ02 ‖Y (j) −
Y
(j)
k−1‖2.
The fourth algorithm we present is SGD (stochastic gradient descent) [1,59] tailored
for our problem (P1). In SGD, at each time we pick a component function and perform
a gradient update. Similar to the BCD type methods where the blocks can be chosen in
different orders, one can pick the component functions in a cyclic order, in an essentially
cyclic order, or in a random order (either sampling with or without replacement). In
this thesis we only consider the cyclic order. The objective function F˜ (X,Y ) can be
decomposed as follows:
F˜ (X,Y ) =
∑
(i,j)∈Ω
Fij(X,Y ) +
m∑
i=1
G1i(X) +
n∑
j=1
G2j(Y ) +G3(X) +G4(Y )
=
|Ω|+m+n+2∑
k=1
fk(X,Y ),
where the component functions
Fij(X,Y ) = [(XY
T −M)ij ]2 = [(X(i))TY (j) −Mij ]2, (i, j) ∈ Ω,
G1i(X) = ρG0(
3‖X(i)‖2
2β21
), 1 ≤ i ≤ m, G2j(Y ) = ρG0(3‖Y
(j)‖2
2β22
), 1 ≤ j ≤ n,
G3(X) = ρG0(
3‖X‖2F
2β2T
), G4(Y ) = ρG0(
3‖Y ‖2F
2β2T
)
(4.16)
and {fk(X,Y )}|Ω|+m+n+2k=1 denotes the collection of all component functions. With these
definitions, the SGD algorithm is given in Table (4.6). Note that we use a standard
stepsize rule for SGD [90,99] which requires the stepsizes {ηk} go to zero as k →∞, but
neither too fast nor too slow (this choice guarantees convergence to stationary points
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even for nonconvex problems). One such choice of stepsizes is ηk = O(1/k). In our
simulations, choosing a constant stepsize seems to work quite well; the analysis of the
constant stepsize SGD is left as future work.
Table 4.6: Algorithm 4 (SGD)
Initialization: (X0, Y0)←− Initialize(PΩ(M), p, r).
Parameters: ηk, k = 0, 1, . . . satisfying
∑
k ηk =∞,
∑
k η
2
k < ηsum and 0 < ηk ≤ η¯,
where ηsum and η¯ are constants specified in Appendix A.5.4.
The (k + 1)-th loop:
Xk,0 ←− Xk, Yk,0 ←− Yk.
For i = 1 to |Ω|+m+ n+ 2 :
Xk,i ←− Xk,i−1 − ηk∇Xfi(Xk,i−1, Yk,i−1),
Yk,i ←− Yk,i−1 − ηk∇Y fi(Xk,i−1, Yk,i−1).
End
Xk+1 ←− Xk,|Ω|+m+n+2, Yk+1 ←− Yk,|Ω|+m+n+2.
4.2 Main Results
Our main result is that Algorithms 1-4 (standard optimization algorithms) will converge
to the global optima of problem (P1) given in (4.8) and reconstruct M exactly with high
probability, provided that the number of revealed entries is large enough. Similar to the
results for nuclear norm minimization [2–5], the probability is taken with respect to the
random choice of Ω, and “with probability 99%” means that out of all possible sets Ω
with a given size, 99% of them can lead to exact reconstruction by Algorithm 1-4 for
sure. We will prove this theorem in Section 4.2.1.
Theorem 4.2.1 (Exact Recovery) Assume a rank-r matrix M ∈ Rm×n is µ-incoherent.
Suppose the condition number of M is κ and α = m/n ≥ 1. Then there exists a
numerical constant C0 such that: if Ω is uniformly generated at random with size
|Ω| ≥ C0αnrκ2 max{µ log n,
√
αµ2r6κ4}, (4.17)
then with probability at least 1 − 2/n4, each of Algorithms 1-4 reconstructs M exactly.
Here, we say an algorithm reconstructs M if each limit point (X∗, Y ∗) of the sequence
{Xk, Yk} generated by this algorithm satisfies X∗(Y ∗)T = M .
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This result is rather surprising since it applies to the non-convex formulation (4.8),
as opposed to the convex formulation considered in [2]. Different from all previous
works on alternating minimization for matrix completion, our result does not require
the algorithm to use independent samples in different iterations. To the best of our
knowledge, our result is the first one that provides theoretical guarantee for alternating
minimization without resampling. In addition, this result also provides the first exact
recovery guarantee for many algorithms such as gradient descent, SGD and BSUM.
As demonstrated in [2] (and proved in [3, Theorem 1.7]), O(nr log n) entries are the
minimum requirement to recover the original matrix: O(nr) is the number of degrees
of freedom of a rank r matrix M , and the additional log n factor is due to the coupon
collector effect [2]. For r = O(1) and κ bounded, Theorem 4.2.1 is order optimal in terms
of the sample complexity since only O(n log n) entries are needed to exactly recover M .
For r = O(log n), however, our result is suboptimal by a polylogarithmic factor. The
initialization has contributed r4κ4 to the sample complexity bound, and we expect that
using other initialization procedures (e.g. the one proposed in [55]) can reduce the
exponents of r and κ.
Theorem 4.2.1 only establishes the convergence, but not the convergence speed.
With some extra effort, we can prove the linear convergence of the gradient descent
method (see Theorem 4.2.2 below). Again, this result can be extended beyond the
gradient descent method. In fact, by a standard optimization argument, we can prove
the linear convergence of any algorithm that satisfies “sufficient decrease” (i.e. F˜ (xk)−
F˜ (xk+1) ≥ O(‖∇F˜ (xk)‖2F )) and the requirements in Lemma 4.2.2; see Corollary 4.2.2.
Many first order methods, including alternating type methods (e.g. BCGD, two-block
BCD), can be shown to have the sufficient decrease property under mild conditions.
For space reason, we do not verify all these methods in this thesis, but only present the
linear convergence result for the gradient descent method. The proof of Theorem 4.2.2
is given in Section 4.2.2.
Theorem 4.2.2 (Linear convergence) Under the same condition of Theorem 4.2.1, with
probability at least 1 − 2/n4, Algorithm 1a (gradient descent with constant stepsize)
converges linearly; more precisely, the sequence {Xk, Yk} generated by Algorithm 1a
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satisfies
F˜ (Xk, Yk) ≤ (1− 1
2
η1ξ)
k, (4.18)
where ξ = 1
Cgr5κ3
pΣmin (here Cg is a numerical constant), η1 is the stepsize and η1ξ < 1.
The linear convergence will immediately lead to a time complexity of O˜(poly(n) log 1 )
for achieving any -optimal solution, where the O˜ notation hides factors polynomial in
r, κ, α. We believe that the time complexity bound can be improved to O˜(|Ω| log(1/))
as observed in practice. However, finding the optimal time complexity bound is not the
focus of this thesis, and is left as future work.
The above result shows that F˜ (Xk, Yk) converges to zero at a linear speed. Note
that F˜ (X,Y ) = 0 (global convergence) only implies PΩ(M −XY T ) = 0, not necessarily
M = XY T (exact reconvery). The following lemma implies that with high probability
(for random Ω) the global convergence implies the exact recovery, or equivalently, the
training error equals zero implies that the test error equals zero. In fact, it shows that
the observed loss ‖PΩ(M−XY T )‖2F is on the order of the recovery error p‖M−XY T ‖2F
if (X,Y ) lies in an incoherent neighborhood of M .
Claim 4.2.1 Under the same condition of Theorem 4.2.1, with probability at least 1−
1/(2n4), we have
1
3
p‖M−XY T ‖2F ≤ ‖PΩ(M−XY T )‖2F ≤ 2p‖M−XY T ‖2F , ∀(X,Y ) ∈ K1∩K2∩K(δ).
(4.19)
The proof of this claim is given in Appendix A.5.2. This result is a simple corollary of
several intermediate bounds established in the proof of Lemma 4.2.1.
4.2.1 Proof of Theorem 4.2.1 and main lemmas
To prove Theorem 4.2.1, we only need to prove two lemmas which describe the proper-
ties of the problem formulation (P1) and the properties of the algorithms respectively.
Roughly speaking, the first lemma shows that any stationary point of (P1) in a certain
region is globally optimal, and the second lemma shows that each of Algorithms 1-4
converges to stationary points in that region. This region can be viewed as an “incoher-
ent neighborhood” of M , and can be formally defined as K1 ∩K2 ∩K(δ), where K1,K2
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are defined as
K1 , {(X,Y )|X ∈ Rm×r, Y ∈ Rn×r, ‖X(i)‖ ≤ β1, ‖Y (j)‖ ≤ β2,∀i ∈ [m], j ∈ [n]},
K2 , {(X,Y )|X ∈ Rm×r, Y ∈ Rn×r, ‖X‖F ≤ βT , ‖Y ‖F ≤ βT }.
(4.20)
and K(δ) is defined as
K(δ) , {(X,Y )|X ∈ Rm×r, Y ∈ Rn×r, ‖M −XY T ‖F ≤ δ}. (4.21)
Note that K2 = Γ(βT ) by our definition of Γ in (4.10)
The first lemma describes the property of the problem formulation (P1) and is
stated below. An immediate corollary of this result is that any stationary point (X,Y )
in K1 ∩ K2 ∩ K(δ) satisfies XY T = M . The proof of Lemma 4.2.1 will be given in
Section 4.3.
Lemma 4.2.1 There exist numerical constants C0, Cd such that the following holds.
Assume δ is defined by (4.6) and Ω is uniformly generated at random with size |Ω|
satisfying (4.17). Then, with probability at least 1 − 1/n4, the following holds: for all
(X,Y ) ∈ K1 ∩K2 ∩K(δ), there exist U ∈ Rm×r,V ∈ Rn×r, such that UV T = M and
〈∇X F˜ (X,Y ), X − U〉+ 〈∇Y F˜ (X,Y ), Y − V 〉 ≥ p
4
‖M −XY T ‖2F . (4.22)
Note that (4.22) can be transformed to (1.20) since we will choose U, V such that
‖U −X‖2F + ‖V − Y ‖2F is in the same order of ‖M −XY T ‖2F (see Corollary 4.3.1). As
discussed after (1.20), this property is related to local strong convexity, but actually
quite different. A more precise description of (4.22) might be the so-called “cost-to-go
estimate” in optimization litearature; see Lemma 4.2.3.
The second lemma describes the properties of the algorithms we presented. Through-
out the thesis, “under the same condition of Lemma 4.2.1” means “assume δ is defined
by (4.6) and Ω is uniformly generated at random with size |Ω| satisfying (4.17), where
C0, Cd are the same numerical constants as those in Lemma 4.2.1”. The proof of Lemma
4.2.2 will be given in Section 4.4.
Lemma 4.2.2 Under the same conditions of Lemma 4.2.1, with probability at least
1− 1/n4, the sequence (Xk, Yk) generated by either of Algorithms 1-4 has the following
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properties:
(a) Each limit point of (Xk, Yk) is a stationary point of (P1).
(b) (Xk, Yk) ∈ K1 ∩K2 ∩K(δ), ∀k ≥ 0.
Intuitively, ‖X(i)k ‖, ‖Y (j)k ‖, ‖Xk‖F , ‖Yk‖F are bounded because of the regularization
terms we introduced and that the objective function is decreasing, and ‖M−XkY Tk ‖F is
bounded because the objective function is decreasing (however, the intuition is not quite
correct and the proof requires some extra effort). In Section 4.4 we provide some easily
verifiable conditions for Property (b) to hold (see Proposition 4.4.1), so that Lemma
4.2.2 and Theorem 4.2.1 can be extended to other algorithms.
With these two lemmas, the proof of Theorem 4.2.1 is quite straightforward and
presented below.
Proof of Theorem 4.2.1: Consider any limit point (X∗, Y∗) of sequence {(Xk, Yk)}
generated by either of Algorithms 1-4. According to Property (a) of Lemma (4.2.2),
(X∗, Y∗) is a stationary point of problem (P1), i.e. ∇X F˜ (X∗, Y∗) = 0,∇Y F˜ (X∗, Y∗) = 0.
According to Property (b) of Lemma 4.2.2, with probability at least 1−1/n4, (Xk, Yk) ∈
K1∩K2∩K(δ) for all k, implying (X∗, Y∗) ∈ K1∩K2∩K(δ). Then we can apply Lemma
4.2.1 by plugging (X,Y ) = (X∗, Y ∗) into (4.22) to conclude that with probability at
least 1− 2/n4, ‖M −X∗Y T∗ ‖F ≤ 0, i.e. X∗Y T∗ = M . 
Remark: Note that X∗Y T∗ = M does not necessarily imply the global optimality of
(X∗, Y∗) since we have not proved G(X∗, Y∗) = 0. The global optimality can be proved
using a different version of Lemma 4.2.1; see the discussion before Lemma 4.2.3.
The same argument can be used to show a more general result than Theorem 4.2.1,
as stated in the following corollary.
Corollary 4.2.1 Under the same conditions of Theorem 4.2.1, any algorithm satisfying
Properties (a) and (b) in Lemma 4.2.2 reconstructs M exactly with probability at least
1− 2/n4.
4.2.2 Proof of Theorem 4.2.2
The proof of Theorem 4.2.2 applies a standard framework for first order methods: the
convergence rate (or iteration complexity) can be derived from the “cost-to-go estimate”
and the “sufficient decrease” condition. For instance, the linear convergence f(xk) −
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f∗ ≤ (1− c1c2)k is a direct corollary of the cost-to-go estimate ‖∇f(xk)‖2 ≥ c1[f(xk)−
f∗] and the sufficient decrease condition f(xk) − f(xk+1) ≥ c2‖∇f(xk)‖2, where f∗ is
the minimum value of f , and c1, c2 are certain constants.
For our problem, a variant of Lemma 4.2.1 can be viewed as the cost-to-go esti-
mate; see Lemma 4.2.3 below. One difference with Lemma 4.2.1 is the following: for
a stationary point (X∗, Y∗) that ∇F˜ (X∗, Y∗) = 0, Lemma 4.2.3 implies F˜ (X∗, Y∗) = 0
(global optimality), but Lemma 4.2.1 implies M = X∗Y T∗ (exact recovery). The relation
between these two lemmas is that Lemma 4.2.3 is a direct consequence of (A.184), a
slightly stronger version of Lemma 4.2.1. The main difficulty of proving Lemma 4.2.3 is
the same as that of proving Lemma 4.2.1 and lies in Proposition 4.3.1 and Proposition
4.3.2; see the formal proof of Lemma 4.2.3 in Appendix A.6.
Lemma 4.2.3 (Cost-to-go estimate) Under the same conditions of Lemma 4.2.1, with
probability at least 1− 1/n4, the following holds:
‖∇F˜ (X,Y )‖2F ≥ ξF˜ (X,Y ), ∀ (X,Y ) ∈ K1 ∩K2 ∩K(δ), (4.23)
where ξ = 1
Cgr5κ3
pΣmin (here Cg ≥ 1 is a numerical constant).
The following claim shows that Algorithm 1a satisfies the sufficient decrease condi-
tion.
Claim 4.2.2 (Sufficient decrease) For the sequence xk = (Xk, Yk) generated by Algo-
rithm 1a (gradient descent with constant stepsize), we have
F˜ (xk)− F˜ (xk+1) ≥ η1
2
‖∇F˜ (xk)‖2F , (4.24)
where η1 is the stepsize bounded above by η¯1 defined in (A.170).
Claim 4.2.2 is easy to prove: it is well known that for minimizing a function (possi-
bly non-convex) with Lipschitz continuous gradient, the gradient descent method with
constant step-size satisfies the sufficient decrease condition. In the proof of Claim 4.4.3,
let λ = 1 in (A.171) we immediately obtain (4.24), which proves Claim 4.2.2.
The linear convergence can be easily derived from Lemma 4.2.1 and Claim 4.2.2.
For completeness, we present the proof below.
Proof of Theorem 4.2.2: According to Property (b) of Lemma 4.2.2, with probability
at least 1− 1/n4, (Xk, Yk) ∈ K1 ∩K2 ∩K(δ) for all k. According to Lemma 4.2.3 and
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Claim 4.2.2, we have (with probability at least 1− 2/n4)
F˜ (xk)− F˜ (xk+1) ≥ η1
2
‖∇F˜ (xk)‖2F ≥
η1
2
ξF˜ (xk), ∀k.
This relation can be rewritten as
F˜ (xk+1) ≤ (1− 1
2
η1ξ)F˜ (xk), ∀ k. (4.25)
The stepsize η1 can be bounded as 0 < η1 ≤ η¯1
(A.167)
≤ 1
4β2T
= 14CT rΣmax ≤ 1Σmax .
Since 0 < ξ = 1
Cgr5κ3
pΣmin ≤ Σmin, we have 0 < η1ξ ≤ ΣminΣmax ≤ 1, which implies
0 < 1− 12η1ξ < 1. Then the relation (4.25) leads to
F˜ (xk) ≤ (1− 1
2
η1ξ)
kF˜ (x0), ∀ k,
which finishes the proof. 
The same argument can be used to show a more general result than Theorem 4.2.2,
as stated in the following corollary.
Corollary 4.2.2 Under the same conditions of Theorem 4.2.1, any algorithm satisfying
Properties (a) and (b) in Lemma 4.2.2 and the sufficient decrease condition (4.24) has
the linear convergence property, i.e. generates a sequence (Xk, Yk) that satisfies (4.18).
4.3 Proof of Lemma 4.2.1
In Section 4.3.1, we will show that to prove Lemma 4.2.1, we only need to construct U, V
to satisfy three inequalities that ‖PΩ((U −X)(V −Y )T )‖F and ‖((U −X)(V −Y )T )‖F
are bounded above and 〈∇XG,X − U〉 + 〈∇YG, Y − V 〉 is bounded below. In Section
4.3.2 we describe two propositions that specify the choice of U, V , and then we show
that such U, V satisfy the three desired inequalities in Section 4.3.2 and subsequent
subsections.
4.3.1 Preliminary analysis
Since (X,Y ) ∈ K(δ), we have
d , ‖M −XY T ‖F ≤ δ (4.6)= Σmin
Cdr1.5κ
. (4.26)
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To ensure (4.22) holds, we only need to ensure that the following two inequalities hold:
φF = 〈∇XF,X − U〉+ 〈∇Y F, Y − V 〉 ≥ p
4
d2, (4.27a)
φG = 〈∇XG,X − U〉+ 〈∇YG, Y − V 〉 ≥ 0. (4.27b)
Define
a , U(Y − V )T + (X − U)V T , b , (U −X)(V − Y )T . (4.28)
Then
XY T −M = a+ b, (X − U)Y T +X(Y − V )T = a+ 2b.
Using the expressions of ∇XF,∇Y F in (4.14), we bound φF as follows:
φF =〈∇XF,X − U〉+ 〈∇Y F, Y − V 〉
=〈PΩ(XY T −M), (X − U)Y T +X(Y − V )T 〉
=〈PΩ(a+ b),PΩ(a+ 2b)〉
=‖PΩ(a)‖2F + 2‖PΩ(b)‖2F + 3〈PΩ(a),PΩ(b)〉
≥‖PΩ(a)‖2F + 2‖PΩ(b)‖2F − 3‖PΩ(a)‖F ‖PΩ(b)‖F .
(4.29)
The reason to decompose M − XY T as a + b is the following. In order to bound
‖PΩ(M − XY T )‖F , we notice E(PΩ(M − XY T )) = p(M − XY T ) and wish to prove
‖PΩ(M − XY T )‖2F ≈ O(pd2). However, ‖PΩ(A)‖F could be as large as ‖A‖F if the
matrix A is not independent of the random subset Ω (e.g. choose A s.t. A = PΩ(A)).
This issue can be resolved by decomposing XY T −M as a+ b and bounding ‖PΩ(a)‖F
and ‖PΩ(b)‖F separately. In fact, ‖PΩ(a)‖F can be bounded because a lies in a space
spanned by the matrices with the same row space or column space as M , which is
independent of Ω (Theorem 4.1 in [2]). ‖PΩ(b)‖F can be bounded according to a random
graph lemma of [33, 74], which requires U, V,X, Y to be incoherent (i.e. have bounded
row norm).
We claim that (4.27a) is implied by the following two inequalities:
‖PΩ(b)‖F = ‖PΩ((U −X)(V − Y )T )‖F ≤ 1
5
√
pd; (4.30a)
‖b‖F = ‖(U −X)(V − Y )T ‖F ≤ 1
10
d. (4.30b)
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In fact, assume (4.30a) and (4.30b) are true, we prove φF ≥ pd2/4 as follows. By
XY T −M = a+ b we have
‖a‖F ≥ ‖M −XY T ‖F − ‖b‖F
(4.30b)
≥ 9
10
d. (4.31)
Recall that the SVD of M is M = UˆΣVˆ T and M satisfies the incoherence condtion
(4.1). It follows from M = UV T = UˆΣVˆ T that M,U, Uˆ have the same column space,
thus there exists some matrix B1 ∈ Rr×r such that U = UˆB1; similarly, there exists
B2 ∈ Rr×r such that V = Vˆ B2. Therefore, by the definition of a in (4.28) we have
a ∈ T , {UˆW T2 +W1Vˆ T |W1 ∈ Rm×r,W2 ∈ Rn×r}. (4.32)
By Theorem 3.4 in [5] (or Theorem 4.1 in [2]), for |Ω| satisfying (4.17) with large enough
C0, we have that with probability at least 1 − 1/(2n4), ‖PT PΩPT (a) − pPT (a)‖F ≤
1
6p‖a‖F . Since a ∈ T , this inequality can be simplified to
‖PT PΩ(a)− pa‖F ≤ 1
6
p‖a‖F . (4.33)
Following the analysis of [2, Corollary 4.3], we have
‖PΩ(a)‖2F = ‖PΩPT (a)‖2F = 〈a,PT P2ΩPT (a)〉 = 〈a,PT PΩ(a)〉
= 〈a, pa〉+ 〈a,PT PΩ(a)− pa〉.
(4.34)
The absolute value of the second term can be bounded as
|〈a,PT PΩ(a)− pa〉| ≤ ‖a‖F ‖PT PΩ(a)− pa‖F
(4.33)
≤ 1
6
p‖a‖2F ,
which implies −16p‖a‖2F ≤ 〈a,PT PΩ(a) − pa〉 ≤ 16p‖a‖2F . Substituting into (4.34), we
obtain that with probability at least 1− 1/(2n4),
5
6
‖a‖2F ≤ ‖PΩ(a)‖2F ≤
7
6
‖a‖2F . (4.35)
The first inequality of the above relation implies
‖PΩ(a)‖2F ≥
5
6
‖a‖2F
(4.31)
≥ 27
40
pd2. (4.36)
According to (4.29) and the bounds (4.36) and (4.30a), we have φF /(pd
2) ≥ 2740 +2(15)2−
3
5
√
27
40 ≥ 14 , which proves (4.27a).
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In summary, to find a factorization M = UV T such that (4.22) holds, we only need
to ensure that the factorization satisfies (4.27b),(4.30a) and (4.30b). In the following
three subsections, we will show that such a factorization M = UV T exists. Specifically,
U, V will be defined in Table 4.7 and the three desired inequalities will be proved in
Corollary 4.3.2, Proposition 4.3.3 and Claim 4.3.1 respectively.
4.3.2 Definitions of U, V and key technical results
We construct U, V according to two propositions, which will be stated in this subsection
and proved in the appendix. The first proposition states that if XY T is close to M ,
then there exists a factorization M = UV T such that U (resp. V ) is close to X (resp.
Y ), and U, V are incoherent. Roughly speaking, this proposition shows the continuity of
the factorization map Z = XY T 7→ (X,Y ) near a low-rank matrix M . The condition
X,Y ∈ K1 ∩ K2 ∩ K(δ) and (4.6) implies that d , ‖M − XY T ‖F ≤ δ = ΣminCdr1.5κ and
‖X‖F ≤ βT , ‖Y ‖F ≤ βT , thus for large enough Cd, the assumptions of Proposition 4.3.1
hold. Similarly, the assumptions of the other results in this subsection also hold.
Proposition 4.3.1 Suppose M is µ-incoherent and let βT =
√
CT rΣmax. If
d , ‖M −XY T ‖F ≤Σmin
11r
, (4.37a)
‖X‖F ≤ βT , ‖Y ‖F ≤ βT , (4.37b)
then there exists U ∈ Rm×r, V ∈ Rn×r such that
UV T = M, (4.38a)
‖U‖F ≤ (1− d
Σmin
)‖X‖F , (4.38b)
‖U −X‖F ≤ 6βT
5Σmin
d, ‖V − Y ‖F ≤ 3βT
Σmin
d, (4.38c)
‖U (i)‖2 ≤ rµ
m
β2T , ‖V (j)‖2 ≤
3rµ
2n
β2T . (4.38d)
The proof of Proposition 4.3.1 is given in Appendix A.3.
Remark 1: A symmetric result that switches X,U and Y, V in the above proposition
holds: under the conditions of Proposition (4.3.1), there exist U, V satisfying (4.38) with
U, V reversed, i.e. UV T = M , ‖V ‖F (1− dΣmin ) ≤ ‖Y ‖F , ‖U−X‖F ≤
3βT
Σmin
d, ‖V −Y ‖F ≤
6βT
5Σmin
d, and ‖U (i)‖2 ≤ 3rµ2m β2T , ‖V (j)‖2 ≤ rµn β2T .
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Remark 2: To prove Theorem 4.2.1 (convergence), we only need ‖U‖F ≤ ‖X‖F ;
here the slightly stronger requirement ‖U‖F ≤ (1 − dΣmin )‖X‖F is for the purpose of
proving Theorem 4.2.2 (linear convergence).
Remark 3: Without the incoherence assumption on M , by the same proof we can
show that there still exist U, V satisfying (4.38a) and (4.38c), i.e. M = UV T and U, V
are close to X,Y respectively. Such a result bears some similarity with the classical
perturbation theory for singular value decomposition [75]. In particular, [75] proved
that for two low-rank matrices1 that are close, the spaces spanned by the left (resp.
right) singular vectors of the two matrices are also close. Note that the singular vectors
themselves may be very sensitive to perturbations and no such perturbation bounds
can be established (see [100, Sec. 6]). The difference of our work with the classical
perturbation theory is that we do not consider SVD of two matrices; instead, we allow
one matrix to have an arbitrary factorization, and the factorization of the other matrix
can be chosen accordingly. Since we do not have any restriction on the factorization
XY T (except the dimensions) and the norms of X and Y can be arbitrarily large, the
distance between two corresponding factors has to be proportional to the norm of one
single factor, which explains the coefficient βT in (4.38c).
Unfortunately, Proposition 4.3.1 is not strong enough to prove φG ≥ 0 when both
‖X‖F and ‖Y ‖F are large (see an analysis in Section 4.3.4). To resolve this issue, we
need to prove the second proposition in which there is an additional assumption that
both ‖X‖F and ‖Y ‖F are large, and an additional requirement that both ‖U‖F and
‖V ‖F are bounded (by the norms of original factors ‖X‖F and ‖Y ‖F respectively).
More specifically, the proposition states that if M is close to XY T , and both ‖X‖F
and ‖Y ‖F are large, then there is a factorization M = UV T such that U (resp. V ) is
close to X (resp. Y ), and ‖U‖F ≤ ‖X‖F , ‖V ‖F ≤ ‖Y ‖F . For the purpose of proving
linear convergence, we prove a slightly stronger result that ‖V ‖F ≤ (1− d/Σmin)‖Y ‖F
. The previous result Proposition 4.3.1 can be viewed as a perturbation analysis
for an arbitrary factorization, while Proposition 4.3.2 can be viewed as an enhanced
perturbation analysis for a constrained factorization. Although Proposition 4.3.2 is just
a simple variant of Proposition 4.3.1, it seems to require a much more involved proof
1 The result in [75] also covered the case of two approximately low-rank matrices, but we only
consider the case of exact low-rank matrices here.
88
than Proposition 4.3.1. See the formal proof of Proposition 4.3.2 in Appendix A.4.
Proposition 4.3.2 Suppose M is µ-incoherent and let βT =
√
CT rΣmax. There exists
numerical constant Cd such that: if
d , ‖M −XY T ‖F ≤ Σmin
Cdr
, (4.39a)√
2
3
βT ≤ ‖X‖F ≤ βT ,
√
2
3
βT ≤ ‖Y ‖F ≤ βT , (4.39b)
then there exists U ∈ Rm×r, V ∈ Rn×r such that
UV T = M, (4.40a)
‖U‖F ≤ ‖X‖F , ‖V ‖F ≤ (1− d
Σmin
)‖Y ‖F , (4.40b)
‖U −X‖F ‖V − Y ‖F ≤ 65
√
r
β2T
Σ2min
d2, max{‖U −X‖F , ‖V − Y ‖F } ≤ 17
2
√
r
βT
Σmin
d,
(4.40c)
‖U (i)‖2 ≤ rµ
m
β2T , ‖V (j)‖2 ≤
rµ
n
β2T . (4.40d)
Remark: A symmetric result that switches X,U and Y, V in the above proposition
still holds; the only change is that (4.40b) will become ‖U‖F ≤ (1− dΣmin )‖X‖F , ‖V ‖F ≤
‖Y ‖F . It is easy to prove a variant of the above proposition in which (4.40b) is changed
to ‖U‖F ≤ (1− d2Σmin )‖X‖F , ‖V ‖F ≤ (1− d2Σmin )‖Y ‖F ; in other words, the asymmetry
of X,U and Y, V in (4.40b) is artificial. Nevertheless, Proposition 4.3.2 is enough for
our purpose.
Throughout the proof of Lemma 4.2.1, U, V are defined in Table 4.3.2.
According to Proposition 4.3.1 and Proposition 4.3.2 (and their symmetric results),
the properties of U, V defined in Tabel (4.7) are summarized in the following corollary.
For simplicity, we only present the case that ‖Y ‖F ≥ ‖X‖F ; in the other case that
‖Y ‖F < ‖X‖F , a symmetric result of Corollary 4.3.1 holds.
Corollary 4.3.1 Suppose d , ‖XY T −M‖F ≤ ΣminCdr and ‖Y ‖F ≥ ‖X‖F , then U, V
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Table 4.7: Definition of U, V
Definition of U, V in different cases
Case 1: ‖X‖F ≤ ‖Y ‖F .
Case 1.1 : ‖X‖F <
√
2
3βT . Define U, V according to the symmetrical result of
Proposition 4.3.1, i.e. U, V satisfy (4.38) with X,U and Y, V re-
versed.
Case 1.2: ‖X‖F , ‖Y ‖F ∈ [
√
2
3βT , βT ]. Define U, V according to Proposition
4.3.2.
Case 2: ‖Y ‖F < ‖X‖F .
Similar to Case 1 but with the roles of X,U and Y, V reversed.
defined in Table 4.7 satisfy:
UV T = M ; (4.41a)
‖U −X‖F ‖V − Y ‖F ≤ 65
√
r
β2T
Σ2min
d2; max{‖U −X‖F , ‖V − Y ‖F } ≤ 17
2
√
r
βT
Σmin
d,
(4.41b)
‖U (i)‖2 ≤ 3
2
rµ
m
β2T , ‖V (j)‖2 ≤
3
2
rµ
n
β2T ; (4.41c)
‖V ‖F ≤ (1− d
Σmin
)‖Y ‖F ; if ‖X‖F >
√
2
3
βT , then ‖U‖F ≤ ‖X‖F . (4.41d)
In (4.41b), we bound ‖U − X‖F ‖V − Y ‖F by O(d2) with a rather complicated
coefficient, but to prove (4.30b) we need a bound O(d) with a coefficient 1/10. Under
a slightly stronger condition on d than that of Corollary 4.3.1, which still holds for
(X,Y ) ∈ K(δ) with δ defined in (4.6), we can prove the bound (4.30b) by (4.41b).
Corollary 4.3.2 There exists a numerical constant Cd such that if
d , ‖M −XY T ‖F ≤ Σmin
Cdr1.5κ
, (4.42)
then U, V defined in Table 4.7 satisfy (4.30b).
Proof of Corollary 4.3.2: According to (4.41b) , we have
‖U −X‖F ‖V − Y ‖F ≤ 65 β
2
T
Σ2min
√
rd2 = 65CT r
1.5 Σmax
Σ2min
d2 = 65CT r
1.5κ
d
Σmin
d ≤ 1
10
d,
where the last inequliaty follows from (4.42) with Cd ≥ 650CT . 
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In the next two subsections, we will use the properties in Corollary 4.3.1 to prove
(4.30a) and (4.27b).
4.3.3 Upper bound on ‖PΩ((U −X)(V − Y )T )‖F
The following result states that for U, V defined in Table 4.7, (4.30a) holds.
Proposition 4.3.3 Under the same conditions as Lemma 4.2.1, with probability at least
1− 1/(2n4), the following is true. For any (X,Y ) ∈ K1 ∩K2 ∩K(δ) and U, V defined
in Table 4.7, we have
‖PΩ((U −X)(V − Y )T )‖2F ≤
p
25
‖M −XY T ‖2F . (4.43)
Proof of Proposition 4.3.3: We need the following random graph lemma [33, Lemma
7.1].
Lemma 4.3.1 There exist numerical constants C0, C1 such that if |Ω| ≥ C0
√
αn log n,
then with probability at least 1− 1/(2n4), for all x ∈ Rm, y ∈ Rn,∑
(i,j)∈Ω
xiyj ≤ C1p‖x‖1‖y‖1 + C1α 34√np‖x‖2‖y‖2. (4.44)
Let Z = U −X,W = V − Y and zi = ‖Z(i)‖2, wj = ‖W (j)‖2. We have
‖PΩ((U −X)(V − Y )T )‖2F =
∑
(i,j)∈Ω
(ZW T )2ij
≤
∑
(i,j)∈Ω
‖Z(i)‖2‖W (j)‖2 =
∑
(i,j)∈Ω
ziwj .
(4.45)
Invoking Lemma 4.3.1, we have
‖PΩ((U −X)(V − Y )T )‖2F ≤ C1p‖z‖1‖w‖1 + C1α
3
4
√
np‖z‖2‖w‖2. (4.46)
Analogous to the proof of (4.30b) in Corollary 4.3.2, we can prove that ‖U−X‖F ‖V−
Y ‖F ≤ d/(10
√
C1) for large enough Cd (in fact, Cd ≥ 650CT
√
C1 suffices). Therefore,
we have
‖z‖1‖w‖1 = ‖Z‖2F ‖W‖2F = ‖U −X‖2F ‖V − Y ‖2F ≤
1
100C1
d2. (4.47)
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We still need to bound ‖z‖2 and ‖w‖2. We have
‖z‖2 =
√∑
i
‖Z(i)‖4 ≤
√
max
i
‖Z(i)‖2
∑
j
‖Z(j)‖2
≤ max
i
(‖U (i)‖+ ‖X(i)‖)‖U −X‖F
≤ (
√
3rµ
2m
βT + β1)‖U −X‖F
≤
√
8
√
rµ
m
βT ‖U −X‖F .
(4.48)
Here, the third inequliaty follows from the property (4.41c) in Corollary 4.3.1 and the
condition (X,Y ) ∈ K1 (which implies ‖X(i)‖ ≤ β1), and the fourth inequliaty follows
from the definition of β1 in (4.5). Similarly,
‖w‖2 ≤max
j
(‖V (j)‖+ ‖Y (j)‖)‖V − Y ‖F
≤
√
8
√
rµ
n
βT ‖V − Y ‖F .
(4.49)
Multiplying (4.48) and (4.49), we get
‖z‖2‖w‖2 ≤ 8 rµ√
mn
β2T ‖U −X‖F ‖V − Y ‖F
(4.41b)
≤
8
rµ√
mn
β2T 65
√
r
β2T
Σ2min
d2
(4.5)
= 520C2T
1√
mn
µr3.5κ2d2.
Thus the second term in (4.46) can be bounded as
C1α
3
4
√
np‖z‖2‖w‖2 ≤ 520C1C2T
α
3
4
√
np√
mn
µr3.5κ2d2 ≤ 3
100
pd2, (4.50)
where the last inequality is equivalent to 5202C21C
4
Tα
3
2µ2r7κ4 ≤ 9
1002
|Ω|/n, which holds
due to (4.17) with large enough numerical constant C0. Plugging (4.47) and (4.50) into
(4.46), we get ‖PΩ((U −X)(V − Y )T )‖2F ≤ p25d2 = p25‖M −XY T ‖2F . 
4.3.4 Lower bound on φG
In this subsection, we prove the following claim.
Claim 4.3.1 U, V defined in Table 4.7 satisfy (4.27b), i.e. φG = 〈∇XG,X − U〉 +
〈∇YG, Y − V 〉 ≥ 0.
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Proof of Claim 4.3.1:
By the expressions of ∇XG,∇YG in (4.14), we have
φG = 〈∇XG,X − U〉+ 〈∇YG, Y − V 〉 =
ρ
m∑
i=1
G′0(
3‖X(i)‖2
2β21
)
3
β21
〈X(i), X(i) − U (i)〉+ ρG′0(
3‖X‖2F
2β2T
)
3
β2T
〈X,X − U〉
+ρ
n∑
j=1
G′0(
3‖Y (j)‖2
2β22
)
3
β22
〈Y (j), Y (j) − V (j)〉+ ρG′0(
3‖Y ‖2F
2β2T
)
3
β2T
〈Y, Y − V 〉,
(4.51)
where G′0(z) = I[1,∞](z)2(z − 1).
Firstly, we prove
h1i , G′0(
3‖X(i)‖2
2β21
)
3
β21
〈X(i), X(i) − U (i)〉 ≥ 0, ∀ i, (4.52a)
h3j , G′0(
3‖Y (j)‖2
2β22
)
3
β22
〈Y (j), Y (j) − V (j)〉 ≥ 0, ∀ j. (4.52b)
We only need to prove (4.52a); the proof of (4.52b) is similar. We consider two cases.
Case 1: ‖X(i)‖2 ≤ 2β213 . Note that 3‖X
(i)‖2
2β21
≤ 1 implies G′0(3‖X
(i)‖2
2β21
) = 0, thus h1i = 0.
Case 2: ‖X(i)‖2 > 2β213 . By Corollary 4.3.1 and the fact that β21 = β2T 3µrm , we have
‖U (i)‖2 ≤ 3rµ
2m
β2T ≤
2β21
3
< ‖X(i)‖2. (4.53)
As a result, 〈X(i), X(i)〉 = ‖X(i)‖‖X(i)‖ > ‖X(i)‖‖U (i)‖ ≥ 〈X(i), U (i)〉, which implies
〈X(i), X(i) − U (i)〉 ≥ 0. Combining this inequality with the fact that G′0(3‖X
(i)‖2
2β21
) ≥ 0,
we get h1i ≥ 0.
Secondly, we prove
h2 + h4 ≥ 0,
where h2 , G′0(
3‖X‖2F
2β2T
)
3
β2T
〈X,X − U〉, h4 , G′0(
3‖Y ‖2F
2β2T
)
3
β2T
〈Y, Y − V 〉.
(4.54)
Without loss of generality, we can assume ‖Y ‖F ≥ ‖X‖F , and we will apply Corol-
lary 4.3.1 to prove (4.54). If ‖Y ‖F < ‖X‖F , we can apply a symmetric result of Corollary
4.3.1 to prove (4.54). We further consider three cases.
Case 1: ‖X‖F ≤ ‖Y ‖F ≤
√
2
3βT . In this case G
′
0(
3‖X‖2F
2β2T
) = G′0(
3‖Y ‖2F
2β2T
) = 0, which
implies h2 = h4 = 0, thus (A.190) holds.
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Case 2: ‖X‖F ≤
√
2
3βT < ‖Y ‖F . Then G′0(
3‖X‖2F
2β2T
) = 0, which implies h2 = 0. By
(4.41d) in Corollary 4.3.1 we have ‖V ‖F ≤ ‖Y ‖F , which implies 〈Y, Y 〉 ≥ ‖Y ‖F ‖V ‖F ≥
〈Y, V 〉, i.e. 〈Y, Y − V 〉 ≥ 0. Combined with the nonnegativity of G′0(·), we get h4 ≥ 0.
Thus h2 + h4 = h4 ≥ 0.
Case 3:
√
2
3βT < ‖X‖F ≤ ‖Y ‖F . By (4.41d) in Corollary 4.3.1, we have ‖U‖F ≤
‖X‖F and ‖V ‖F ≤ ‖Y ‖F . Similar to the argument in Case 1 we can prove h2 ≥ 0, h4 ≥ 0
and (4.54) follows.
In both cases, we have proved (4.54), thus (4.54) holds.
We conclude that for U, V defined in Table 4.7,
φG
(4.51)
= ρ
∑
i
h1i +
∑
j
h3j + h2 + h4
 (4.52),(4.54)≥ 0,
which finishes the proof of Claim 4.3.1. 
Remark: Based on the above proof, we can explain why Proposition 4.3.1 is not
enough to prove φG ≥ 0. Note that h2 = 0 when ‖X‖F >
√
2
3βT and h4 = 0 when
‖Y ‖F >
√
2
3βT . To prove h2 ≥ 0, h4 ≥ 0, it suffices to prove: (i) ‖U‖F ≤ ‖X‖F when
‖X‖F >
√
2
3βT ; (ii) ‖V ‖F ≤ ‖Y ‖F when ‖Y ‖F >
√
2
3βT . For the choice of U, V in
Proposition 4.3.1, we have ‖U‖F ≤ ‖X‖F , but there is no guarantee that (ii) holds.
Similarly, for the choice of U, V in the symmetric result of Proposition 4.3.1, we have
‖V ‖F ≤ ‖Y ‖F , but there is no guarantee that (i) holds. Thus, Proposition 4.3.1 is not
enough to prove φG ≥ 0. To guarantee that (i) and (ii) hold simultaneously, we need a
complementary result for the case ‖X‖F >
√
2
3βT , ‖Y ‖F >
√
2
3βT . This motivates our
Proposition 4.3.2.
4.4 Proof of Lemma 4.2.2
Property (a) in Lemma 4.2.2 (convergence to stationary points) is a basic requirement for
many reasonable algorithms and can be proved using classical results in optimization,
so the difficulty mainly lies in how to prove Property (b). We will give some easily
verifiable conditions for Property (b) to hold and then show that Algorithms 1-4 satisfy
these conditions. This proof framework can be used to extend Theorem 4.2.1 to many
other algorithms.
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The following claim states that Algorithms 1-4 satisfy Property (a). The proof of
this claim is given in Appendix A.5.5.
Claim 4.4.1 Suppose Ω satisfies (4.19), then each limit point of the sequence generated
by Algorithms 1-4 is a stationary point of problem (P1).
For Property (b), we first show that the initial point (X0, Y0) lies in an incoherent
neighborhood (
√
2
3K1)∩ (
√
2
3K2)∩Kδ0 , where cKi denotes the set {(cX, cY ) | (X,Y ) ∈
Ki}, i = 1, 2. The proof of Claim 4.4.2 will be given in Appendix A.5.1. The purpose of
proving (X0, Y0) ∈ (
√
2
3K1) ∩ (
√
2
3K2) rather than (X0, Y0) ∈ K1 ∩K2 is to guarantee
that G(X0, Y0) = 0, where G is the regularized function defined in (4.3).
Claim 4.4.2 Under the same condition of Lemma 4.2.1, with probability at least 1 −
1/(2n4), (X0, Y0) given by the procedure Initialize belongs to (
√
2
3K1)∩(
√
2
3K2)∩Kδ0,
where δ0 is defined by (4.6), i.e.
(a) ‖X(i)0 ‖ ≤
√
2
3β1, i = 1, 2, . . . ,m; ‖Y
(j)
0 ‖ ≤
√
2
3β2, j = 1, . . . , n;
(b) ‖X0‖F ≤
√
2
3βT , ‖Y0‖F ≤
√
2
3βT ;
(c) ‖M −X0Y T0 ‖F ≤ δ0.
The next result provides some general conditions for (Xt, Yt) to lie in K1∩K2∩K(δ).
To simplify the notations, denote xt , (Xt, Yt) and
u∗ , (UˆΣ1/2, Vˆ Σ1/2),
where UˆΣVˆ is the SVD of M . Recall that F˜ (u∗) = 0 (proved in the paragraph after
(4.9)). We say a function ψ(x¯,∆;λ) is a convex tight upper bound of F˜ (x) along the
direction ∆ at x¯ if
ψ(x¯,∆;λ) is convex over λ ∈ R; (4.55a)
ψ(x¯,∆;λ) ≥ F˜ (x¯+ λ∆), ∀ λ ∈ R; ψ(x¯,∆; 0) = F˜ (x¯). (4.55b)
For example, ψ(x¯,∆;λ) = F˜ (x¯ + λ∆) satisfies (4.55) for either ∆ = (X, 0) or ∆ =
(0, Y ), where X ∈ Rm×r and Y ∈ Rn×r are arbitrary matrices. This definition is
motivated by the block successive upper bound minimization method [82]. The proof
of Proposition 4.4.1 is given in Appendix A.5.3.
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Proposition 4.4.1 Suppose the sample set Ω satisfies (4.19) and δ, δ0 are defined by
(4.6). Consider an algorithm that starts from a point x0 = (X0, Y0) and generates a
sequence {xt} = {(Xt, Yt)}. Suppose x0 satisfies
x0 ∈ (
√
2
3
K1) ∩ (
√
2
3
K2) ∩K(δ0), (4.56)
and {xt} satisfies either of the following three conditions:
1) F˜ (xt + λ∆t) ≤ 2F˜ (x0), ∀ λ ∈ [0, 1], where ∆t = xt+1 − xt, ∀ t; (4.57a)
2) 1 = arg min
λ∈R
ψ(xt,∆t;λ), where ψ satisfies (4.55),∆t = xt+1 − xt, ∀ t;
(4.57b)
3) F˜ (xt) ≤ 2F˜ (x0), d(xt,x0) ≤ 5
6
δ, ∀ t. (4.57c)
Then xt = (Xt, Yt) ∈ K1 ∩K2 ∩K(2δ/3), for all t ≥ 0.
The first condition means that F˜ is bounded above by 2F˜ (x0) over the line segment
between xt and xt+1 for any t. This condition holds for gradient descent or SGD with
small enough stepsize (see Claim 4.4.3). The second condition means that the new
point xt+1 is the minimum of a convex tight upper bound of the original function along
the direction xt+1 − xt, and holds for BCD type methods such as Algorithm 2 and
Algorithm 3 (see Claim 4.4.3). Note that the gradient descent method with exact line
search stepsize does not satisfy this condition since F˜ is not jointly convex in the variable
(X,Y ). The third condition means that F˜ (xt) is bounded above and xt is not far from
x0 for any t. For standard nonlinear optimization algorithms, it is not easy to prove
that xt is not far from x0. However, as done by Algorithm 1 with restricted Armijo
rule or restricted line search, we can force d(xt,x0) ≤ 56δ to hold when computing the
new point xt.
The following claim shows that each of Algorithm 1-4 satisfies one of the three
conditions in (4.57). The proof of Claim 4.4.3 is given in Appendix A.5.4.
Claim 4.4.3 The sequence {xt} generated by Algorithm 1 with either restricted Armijo
rule or restricted line search satisfies (4.57c). The sequence {xt} generated by either
Algorithm 2 or Algorithm 3 satisfies (4.57b). Suppose the sample set Ω satisfies (4.19),
then the sequence {xt} generated by either Algorithm 1 with constant stepsize or Algo-
rithm 4 satisfies (4.57a).
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To put things together, Claim 4.4.1 shows Algorithms 1-4 satisfy Property (a), and
Proposition 4.4.1 together with Claim 4.4.2 and Claim 4.4.3 shows that Algorithms 1-4
satisfy Property (b). Therefore, we have proved Lemma 4.2.2.
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Appendix A
Proofs
A.1 Proof of Claim 4.1.1
This proof is quite straightforward and we mainly use the triangular inequalities and the
boundedness of the considered region Γ(β0). In this proof, f
′(x) denotes the derivative
of a function f at x.
Since (X,Y ), (U, V ) belong to Γ(β0), we have
‖X‖F ≤ β0, ‖Y ‖F ≤ β0, ‖U‖F ≤ β0, ‖V ‖F ≤ β0. (A.1)
We first prove
‖∇F (X,Y )−∇F (U, V )‖F ≤ 4β20‖(X,Y )− (U, V )‖F . (A.2)
By the triangular inequality, we have
‖∇XF (X,Y )−∇XF (U, V )‖F ≤ ‖∇XF (X,Y )−∇XF (U, Y )‖F
+‖∇XF (U, Y )−∇XF (U, V )‖F .
(A.3)
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The first term of (A.3) can be bounded as follows
‖∇XF (X,Y )−∇XF (U, Y )‖F = ‖PΩ(XY T −M)Y − PΩ(UY T −M)Y ‖F
≤ ‖PΩ(XY T −M)− PΩ(UY T −M)‖F ‖Y ‖F
= ‖PΩ[(X − U)Y T ]‖F ‖Y ‖F
≤ ‖(X − U)Y T ‖F ‖Y ‖F
≤ ‖X − U‖F ‖Y ‖2F
≤ ‖X − U‖Fβ20 .
The second term of (A.3) can be bounded as
‖∇XF (U, Y )−∇XF (U, V )‖F
= ‖PΩ(UY T −M)Y − PΩ(UV T −M)V ‖F
≤ ‖PΩ(M)(V − Y )‖F + ‖PΩ(UY T )Y − PΩ(UV T )V ‖F
≤ ‖PΩ(M)(V − Y )‖F + ‖PΩ(UY T )Y − PΩ(UY T )V ‖F + ‖PΩ(UY T )V − PΩ(UV T )V ‖F
≤ ‖PΩ(M)‖F ‖V − Y ‖F + ‖PΩ(UY T )‖F ‖Y − V ‖F + ‖PΩ[U(Y − V )T ]‖F ‖V ‖F
≤ ‖M‖F ‖V − Y ‖F + ‖U‖F ‖Y ‖F ‖Y − V ‖F + ‖U‖F ‖Y − V ‖F ‖V ‖F
≤ 3β20‖Y − V ‖F ,
where the last inequliaty follows from (A.1) and the fact that ‖M‖F ≤
√
rΣmax
(4.5)
=
1
CT
√
r
β2T ≤ β2T ≤ β20 (here the second last inequality follows from the fact that the
numerical constant CT ≥ 1, and the last inequality follows from the assumption of
Claim 4.1.1).
Plugging the above two bounds into (A.3), we obtain
‖∇XF (X,Y )−∇XF (U, V )‖F ≤ β20(‖X − U‖F + 3‖Y − V ‖F ).
Similarly, we have
‖∇Y F (X,Y )−∇Y F (U, V )‖F ≤ β20(3‖X − U‖F + ‖Y − V ‖F ).
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Combining the above two relations, we have (denote ω1 , ‖X − U‖F , ω2 , ‖Y − V ‖F )
‖∇F (X,Y )−∇F (U, V )‖F
=
√
‖∇XF (X,Y )−∇XF (U, V )‖2F + ‖∇Y F (X,Y )−∇Y F (U, V )‖2F
≤ β20
√
(ω1 + 3ω2)2 + (3ω1 + ω2)2
≤ 4β20
√
ω21 + ω
2
2
= 4β20‖(X,Y )− (U, V )‖F ,
which proves (A.2).
Next we prove
‖∇G(X,Y )−∇G(U, V )‖F ≤ 54ρβ
2
0
β41
‖(X,Y )− (U, V )‖F . (A.4)
Denote
G1i(X) , G0
(
3‖X(i)‖2
2β21
)
, G2(X) , G0
(
3‖X‖2F
2β2T
)
, (A.5)
then we have
∇G1i(X) = G′0
(
3‖X(i)‖2
2β21
)
3X¯(i)
β21
, ∇G2(X) = G′0
(
3‖X‖2F
2β2T
)
3X
β2T
, (A.6)
where G′0(z) = I[1,∞](z)2(z− 1) and X¯(i) denotes a matrix with the i-th row being X(i)
and the other rows being zero. Obviously G1i(X) is a matrix with all but the i-th row
being zero. Recall that
G(X,Y ) = ρ
∑
i
G1i(X) + ρG2(X) + f0(Y ),
where f0(Y ) is a certain function of Y which we can ignore for now. Then we have
∇XG(X,Y ) = ρ
∑
i
∇G1i(X) + ρ∇G2(X)
= ρ
m∑
i=1
G′0
(
3‖X(i)‖2
2β21
)
3X¯(i)
β21
+ ρG′0
(
3‖X‖2F
2β2T
)
3X
β2T
,
(A.7)
and, similarly,
∇XG(U, V ) = ρ
∑
i
∇G1i(U) + ρG2(U).
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Therefore, we have
‖∇XG(X,Y )−∇XG(U, V )‖F
= ‖ρ
∑
i
[∇G1i(X)−∇G1i(U)] + ρ[∇G2(X)−∇G2(U)]‖F
≤ ‖ρ
∑
i
[∇G1i(X)−∇G1i(U)]‖F + ρ‖∇G2(X)−∇G2(U)‖F
= ρ
√∑
i
‖∇G1i(X)−∇G1i(U)‖2F + ρ‖∇G2(X)−∇G2(U)‖F ,
(A.8)
where the last equality is due to the fact that each ∇G1i(X) − ∇G1i(U) is a matrix
with all but the i-th row being zero. Denote
z1 ,
3‖X‖2F
2β2T
, z2 ,
3‖U‖2F
2β2T
. (A.9)
Then by (A.9), (A.6) and the triangle inequality we have
β2T
3
‖∇G2(X)−∇G2(U)‖F=‖G′0(z1)X −G′0(z2)U‖F
≤ |G′0(z1)|‖X − U‖F + |G′0(z1)−G′0(z2)|‖U‖F .
(A.10)
By the definitions of z1, z2 in (A.9) and using ‖X‖F ≤ β0, ‖Y ‖F ≤ β0, we have
|z1 − z2| = 3
2β2T
(‖X‖2F − ‖U‖2F ) =
3
2β2T
(‖X‖F + ‖U‖F )(‖X‖F − ‖U‖F )
≤ 3β0
β2T
‖X − U‖F .
(A.11)
According to (A.1) and the definitions of z1, z2 in (A.9), we have
max{z1, z2} ≤ 3
2
β20
β2T
. (A.12)
We can bound the first and second order derivative of G0 as follows:
G′0(z) = I[1,∞](z)2(z − 1) ≤ 3
β20
β2T
, ∀z ∈ [0, 3
2
β20
β2T
], (A.13)
G′′0(z) = 2I[1,∞](z) ≤ 2, ∀z ∈ [0,∞). (A.14)
By the mean value theorem and (A.14), we have
|G′0(z1)−G′0(z2)| ≤ 2|z1 − z2|
(A.11)
≤ 6β0
β2T
‖X − U‖F . (A.15)
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Plugging (A.13) (with z = z1) and (A.15) into (A.10), we obtain
β2T
3
‖∇G2(X)−∇G2(U)‖F ≤ 3β
2
0
β2T
‖X − U‖F + 6β0
β2T
‖X − U‖F ‖U‖F ≤ 9β
2
0
β2T
‖X − U‖F
=⇒ ‖∇G2(X)−∇G2(U)‖F ≤ 27β
2
0
β4T
‖X − U‖F . (A.16)
Since ‖X(i)‖F ≤ ‖X‖F ≤ β0, ‖U (i)‖ ≤ ‖U‖F ≤ β0, by an argument analogous to
that for (A.16), we can prove
‖∇G1i(X)−∇G1i(U)‖F ≤ 27β
2
0
β41
‖X(i) − U (i)‖, ∀ i,
which further implies√∑
i
‖∇G1i(X)−∇G1i(U)‖2 ≤ 27β
2
0
β41
√∑
i
‖X(i) − U (i)‖2 = 27β
2
0
β41
‖X − U‖F . (A.17)
Plugging (A.16) and (A.17) into (A.8), we obtain
‖∇XG(X,Y )−∇XG(U, V )‖F ≤ 54ρβ
2
0
β41
‖X − U‖F .
Similarly, we can prove
‖∇YG(X,Y )−∇YG(U, V )‖F ≤ 54ρβ
2
0
β42
‖Y − V ‖F ≤ 54ρβ
2
0
β41
‖Y − V ‖F ,
where the last inequality is due to β1 = βT
√
3µr
m ≤ βT
√
3µr
n = β2. Combining the above
two relations yields (A.4).
Finally, we combine (A.2) and (A.4) to obtain
‖∇F˜ (X,Y )−∇F˜ (U, V )‖F ≤ ‖∇F (X,Y )−∇F (U, V )‖F + ‖∇G(X,Y )−∇G(U, V )‖F
≤
(
4β20 + 54ρ
β20
β41
)
‖(X,Y )− (U, V )‖F ,
which finishes the proof of Claim 4.1.1. 
Remark: If we further assume that the norm of each X(i) (resp. Y (j)) is bounded by
O(β1) (resp. O(β2)), the Lipschitz constant can be improved to 4β
2
0 + 54ρ
β20
β4T
.
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A.2 Solving the Subproblem of Algorithm 3
The subproblem of Algorithm 3 for the row vector X(i) is
min
X(i)
F˜ (X
(1)
k , . . . , X
(i−1)
k , X
(i), X
(i+1)
k−1 . . . , X
(m)
k−1, Yk−1) +
λ0
2
‖X(i) −X(i)k−1‖2.
For simplicity, denote X(i) = xi, X
(i)
k−1 = x¯i, X
(j)
k = xj , 1 ≤ j ≤ i−1, X(j)k−1 = xj , i+1 ≤
j ≤ m, and Y (j)k−1 = yj , 1 ≤ j ≤ n. Then the above problem becomes
min
xi
F˜ (x1, . . . , xi−1, xi, xi+1, . . . , xm, y1, . . . , yn) +
λ0
2
‖xi − x¯i‖2.
The optimal solution x∗i to this subproblem satisfies the equation ∇xiF˜ = 0, i.e.
Axi − b+ g(‖xi‖)xi = 0, (A.18)
where A =
∑
j∈Ωxi yjy
T
j + λ0I is a symmetric PD (positive definite) matrix, b =∑
j∈Ωxi Mijyj + λ0x¯i, and g is a function defined as
g(z) = ρ
3
β21
G′0(
3z2
2β21
) + ρ
3
β2T
G′0(
3(z2 + ξi)
2β2T
),
in which ξi =
∑
j 6=i ‖xj‖2 is a constant. Note that g has the following properties: a)
g(z) = 0 when z2 ≤ min{2β213 ,
2β2T
3 − ξi} ; b) g is an increasing function in [0,∞). The
equation (A.18) is equivalent to
xi = (A+ g(‖xi‖)I)−1b. (A.19)
Suppose the eigendecomposition of A is BΛBT and let Φ = BT bbTB, then (A.19)
implies
‖xi‖2 =‖(A+ g(‖xi‖)I)−1b‖2 = Tr((A+ g(‖xi‖)I)−2bbT )
= Tr((Λ + g(‖xi‖)I)−2Φ) =
r∑
k=1
Φkk
(Λkk + g(‖xi‖))2 ,
=⇒ 1 = 1‖xi‖2
r∑
k=1
Φkk
(Λkk + g(‖xi‖))2 , (A.20)
where Zkk denotes the (k, k)-th entry of matrix Z. Since A and Φ are PSD (positive
semidefinite) matrices, we have Φkk ≥ 0,Λkk ≥ 0. The righthand side of (A.20) is a
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decreasing function of ‖xi‖, thus the equation (A.20) can be solved via a simple bisection
procedure. After obtaining the norm of the optimal solution z∗ = ‖x∗i ‖, the optimal
solution x∗i can be obtained by (A.19), i.e.
x∗i = (A+ g(z
∗)I)−1b. (A.21)
Similarly, the subproblem for Y (j) can also be solved by a bisection procedure.
A.3 Proof of Proposition 4.3.1
A.3.1 Matrix norm inequalities
We first prove some basic inequalities related to the matrix norms. These simple results
will be used in the proof of Propositions 4.3.1 and 4.3.2.
Proposition A.3.1 If A,B ∈ Rn1×n2, then
‖A−B‖2 ≥ σmin(A)− σmin(B). (A.22)
Proof: σmin(A) = min‖v‖=1 ‖Av‖ ≤ min‖v‖=1(‖Bv‖ + ‖(A − B)v‖) ≤ min‖v‖=1 ‖Bv‖ +
‖A−B‖ = σmin(B) + ‖A−B‖.
Proposition A.3.2 For any A ∈ Rn1×n2 , B ∈ Rn2×n3, we have
σmin(AB) ≤ σmin(A)‖B‖2. (A.23)
Proof: σmin(AB) = minv∈Rn1×1,‖v‖=1 ‖vTAB‖ ≤ minv∈Rn1×1,‖v‖=1 ‖vTA‖‖B‖2 =
σmin(A)‖B‖2.
Proposition A.3.3 Suppose A,B ∈ Rn1×n2 and ciA(i) = B(i), where ci ∈ R and
|ci| ≤ 1, for i = 1, . . . , n1 (recall that Z(i) denotes the i-th row of Z). Then
‖B‖2 ≤ ‖A‖2.
Proof: For simplicity, denote ai , (A(i))T , bi , (B(i))T . Then
‖B‖22 = max‖v‖=1 ‖Bv‖
2 = max
‖v‖=1
∑
i
(bTi v)
2 = max
‖v‖=1
∑
i
c2i (a
T
i v)
2 ≤ max
‖v‖=1
∑
i
(aTi v)
2 = ‖A‖22.
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Corollary A.3.1 Suppose B ∈ Rn1×n2 is a submatrix of A ∈ Rm1×m2, then
‖B‖2 ≤ ‖A‖2. (A.24)
Proof: By Proposition A.3.3, we have
‖(X1, X2)‖2 ≥ ‖(X1, 0)‖2 = ‖X1‖2.
Without loss of generality, suppose A =
[
B B1
B2 B3
]
. Applying the above inequality
twice, we get
‖A‖2 ≥ ‖(B,B1)‖2 ≥ ‖B‖2.
Proposition A.3.4 For any A ∈ Rn1×n2 , B ∈ Rn2×n3, we have
‖AB‖F ≤ ‖A‖2‖B‖F , (A.25a)
‖AB‖2 ≤ ‖A‖2‖B‖2. (A.25b)
Further, if n1 ≥ n2, then
σmin(A)‖B‖F ≤ ‖AB‖F , (A.26a)
σmin(A)‖B‖2 ≤ ‖AB‖2. (A.26b)
Proof: Assume the SVD of A is A1DA2, where A1 ∈ Rn1×n1 , A2 ∈ Rn2×n2 are orthonor-
mal matrices and D ∈ Rn1×n2 has nonzero entries Dii, i = 1, . . . ,min{n1, n2}. Note
that
σmin(A) ≤ Dii ≤ ‖A‖2, ∀ i.
Let B′ = A2B and suppose the i-th row of B′ is bi, i = 1, . . . , n2, then
‖AB‖2F = ‖DA2B‖2F = ‖DB′‖2F =
min{n1,n2}∑
i=1
D2ii‖bi‖2. (A.27)
The the RHS (right hand side) can be bounded from above as
min{n1,n2}∑
i=1
D2ii‖bi‖2 ≤ ‖A‖22
min{n1,n2}∑
i=1
‖bi‖2 ≤ ‖A‖22
n2∑
i=1
b2i = ‖A‖22‖B′‖2F = ‖A‖22‖B‖2F .
Combining the above relation and (A.27) leads to (A.25a).
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If n1 ≥ n2, then min{n1, n2} = n2, and the RHS of (A.27) can be bounded from
below as
min{n1,n2}∑
i=1
D2ii‖bi‖2 =
n2∑
i=1
D2ii‖bi‖2 ≥ σmin(A)2
n2∑
i=1
‖bi‖2
= σmin(A)
2‖B′‖2F = σmin(A)2‖B‖2F .
Combining the above relation and (A.27) leads to (A.26a).
Next we prove the inequalities related to the spectral norm. We have
‖AB‖2 = ‖DA2B‖2 = ‖DB′‖2 = max‖v‖≤1,v∈Rn1×1 ‖v
TDB′‖. (A.28)
Note that {vTD | ‖v‖ ≤ 1, v ∈ Rn1×1} ⊆ {uT | u ∈ Rn2×1, ‖u‖ ≤ ‖A‖2}, thus the RHS
of (A.28) can be bounded from above as
max
‖v‖≤1,v∈Rn1×1
‖vTDB′‖ ≤ max
u∈Rn2×1,‖u‖≤‖A‖2
‖uTB′‖ = ‖A‖2‖B′‖2 = ‖A‖2‖B‖2.
Combining the above relation and (A.28) leads to (A.25b).
If n1 ≥ n2, then {uT | u ∈ Rn2×1, ‖u‖ ≤ σmin(A)} ⊆ {vTD | ‖v‖ ≤ 1, v ∈ Rn1×1}
(in fact, for any ‖u‖ ≤ σmin(A), let vi = ui/Dii, i = 1, . . . , n2 and vi = 0, n2 < i ≤ n1,
where vi denotes the i-th entry of v, then v
TD = uT and ‖v‖ ≤ 1). Thus the RHS of
(A.28) can be bounded from below as
max
‖v‖≤1,v∈Rn1×1
‖vTDB′‖ ≥ max
u∈Rn2×1,‖u‖≤σmin(A)
‖uTB′‖ = σmin(A)‖B′‖2 = σmin(A)‖B‖2.
Combining the above relation and (A.28) leads to (A.26b). 
A.3.2 Proof of Proposition 4.3.1
Let M,X, Y satisfy the condition (4.37). First, we specify the choice of U, V . Suppose
the SVD of M is M = UˆΣVˆ = Q1Σ˜Q
T
2 , where Q1 ∈ Rm×m, Q2 ∈ Rn×n are unitary
matrices, and Σ˜ =
(
Σ 0
0 0
)
. Suppose Q1 = (Q11, Q12), Q2 = (Q21, Q22), where Q11 =
Uˆ ∈ Rm×r, Q21 = Vˆ ∈ Rn×r are incoherent matrices, and Q12 ∈ Rm×(m−r), Q22 ∈
Rn×(n−r). Let us write X,Y as
X = Q1
(
X ′1
X ′2
)
, Y = Q2
(
Y ′1
Y ′2
)
, (A.29)
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where X ′1, Y ′1 ∈ Rr×r, X ′2 ∈ R(m−r)×r, Y ′2 ∈ R(n−r)×r. Define
U , Q1
(
U ′1
0
)
, V , Q2
(
V ′1
0
)
, (A.30)
where
U ′1 = (1− η¯)X ′1, V ′1 =
1
1− η¯Σ(X
′
1)
−T ,
in which
η¯ , d
Σmin
≤ 1
11
.
The definition of V ′1 is valid sinceX ′1 is invertible (otherwise, rank(X ′1(Y ′1)T ) ≤ rank(X ′1) ≤
r− 1, thus d ≥ ‖Σ−X ′1(Y ′1)T ‖F
(A.22)
≥ Σmin− σmin(X ′1(Y ′1)T ) = Σmin, which contradicts
(4.37a).By this definition, we have
U ′1(V
′
1)
T = (1− η¯)X ′1(V ′1)T = Σ. (A.31)
Now, we prove that U, V defined in (A.30) satisfy the requirement (4.38). The
requirement (4.38a) UV T = M follows from (A.31) and (A.30). The requirement (4.38b)
‖U‖F ≤ (1− dΣmin )‖X‖F can be proved as follows:
‖U‖F = ‖U ′1‖F = (1−
d
Σmin
)‖X ′1‖F ≤ (1−
d
Σmin
)‖X‖F .
As a side remark, the following variant of the requirement (4.38b) also holds:
‖U‖2 ≤ (1− d
Σmin
)‖X‖2. (A.32)
In fact, ‖U‖2 = ‖U ′1‖2 = (1− dΣmin )‖X ′1‖2
(A.24)
≤ (1− dΣmin )
∥∥∥∥∥
(
X ′1
X ′2
)∥∥∥∥∥
2
= (1− dΣmin )‖X‖2.
To prove the requirement (4.38c), we first provide the bounds on ‖X ′2‖F , ‖V ′1 −
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Y ′1‖F , ‖Y ′2‖F . Note that
d2 =‖M −XY T ‖2F
=
∥∥∥∥∥
(
Σ 0
0 0
)
−QT1 XY TQ2
∥∥∥∥∥
2
F
(A.29)
=
∥∥∥∥∥
(
Σ 0
0 0
)
−
(
X ′1(Y ′1)T X ′1(Y ′2)T
X ′2(Y ′1)T X ′2(Y ′2)T
)∥∥∥∥∥
2
F
=‖Σ−X ′1(Y ′1)T ‖2F + ‖X ′1(Y ′2)T ‖2F + ‖X ′2(Y ′1)T ‖2F + ‖X ′2(Y ′2)T ‖2F .
(A.31)
= ‖X ′1((1− η¯)V ′1 − Y ′1)T ‖2F + ‖X ′1(Y ′2)T ‖2F + ‖X ′2(Y ′1)T ‖2F + ‖X ′2(Y ′2)T ‖2F .
(A.33)
Intuitively, since ‖X ′1‖F , ‖Y ′1‖F are O(1), we can upper bound ‖(1− η¯)V ′1−Y ′1‖F , ‖Y ′2‖F ,
‖X ′2‖F as O(d). More rigorously, it follows from (A.33) that d ≥ ‖X ′1((1 − η¯)V ′1 −
Y ′1)T ‖F
(A.26a)
≥ σmin(X ′1)‖(1 − η¯)V ′1 − Y ′1‖F and, similarly, d ≥ σmin(X ′1)‖(Y ′2)T ‖F , d ≥
σmin(Y
′
1)‖(X ′2)T ‖F . These three inequalities imply
‖(1− η¯)V ′1 − Y ′1‖F ≤
d
σmin(X ′1)
,
‖Y ′2‖F ≤
d
σmin(X ′1)
, ‖X ′2‖F ≤
d
σmin(Y ′1)
.
(A.34)
We can lower bound σmin(X
′
1) and σmin(Y
′
1) as
σmin(X
′
1) ≥
10Σmin
11βT
, σmin(Y
′
1) ≥
10Σmin
11βT
. (A.35)
To prove (A.35), notice that (A.33) implies that d ≥ ‖Σ−X ′1(Y ′1)T ‖F ≥ ‖Σ−X ′1(Y ′1)T ‖2
(A.22)
≥ Σmin − σmin(X ′1(Y ′1)T ), which further implies
σmin(X
′
1(Y
′
1)
T ) ≥ Σmin − d ≥ 10
11
Σmin.
According to Proposition A.3.2, we have σmin(X
′
1(Y
′
1)
T ) ≤ σmin(X ′1)‖Y ′1‖2. Combin-
ing this inequality with the above relation, we get σmin(X
′
1)‖Y ′1‖2 ≥ σmin(X ′1(Y ′1)T ) ≥
5Σmin/6, which further implies
σmin(X
′
1) ≥
10Σmin
11‖Y ′1‖2
. (A.36)
Similarly, we have
σmin(Y
′
1) ≥
10Σmin
11‖X ′1‖2
. (A.37)
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Plugging ‖Y ′1‖2 ≤ ‖Y ′1‖F ≤ ‖Y ‖F ≤ βT and similarly ‖X ′1‖2 ≤ βT into (A.36) and
(A.37), we obtain (A.35).
Combining (A.35) and (A.34), we obtain
max{‖(1− η¯)V ′1 − Y ′1‖F , ‖X ′2‖F , ‖Y ′2‖F } ≤
11
10
d
Σmin
βT ≤ 1
10
βT . (A.38)
We can bound the norm of V ′1 as
‖V ′1‖F =
1
1− η¯‖(1− η¯)V
′
1‖F ≤
1
1− η¯ (‖(1− η¯)V
′
1 − Y ′1‖F + ‖Y ′1‖F )
(A.38)
≤ 11
10
(
1
10
βT + βT
)
≤
(
11
10
)2
βT .
(A.39)
Combining this relation with (A.38), we have
‖V ′1 − Y ′1‖F ≤ ‖(1− η¯)V ′1 − Y ′1‖F + η¯‖V ′1‖F ≤
11
10
d
Σmin
βT + η¯
(
11
10
)2
βT ≤ 7βT
3Σmin
d.
From (A.38) and the above relation we obtain
‖U −X‖F =‖X ′2‖F ≤
11βT
10Σmin
d ≤ 6βT
5Σmin
d,
‖V − Y ‖F =
√
‖V ′1 − Y ′1‖2F + ‖Y ′2‖2F ≤
√(
7
3
)2
+
(
11
10
)2 βT
Σmin
d ≤ 3βT
Σmin
d,
which finishes the proof of the requirement (4.38c).
As a side remark, the requirement (4.38c) can be slightly improved to
‖U −X‖F ≤ 6‖Y ‖2
5Σmin
d, ‖V − Y ‖F ≤ 3‖X‖2
Σmin
d. (A.40)
In fact, plugging ‖X ′1‖2
(A.24)
≤ ‖
(
X ′1
X ′2
)
‖2 = ‖X‖2 and similarly ‖Y ′1‖2 ≤ ‖Y ‖2 into
(A.36) and (A.37), we obtain σmin(X
′
1) ≥ 5Σmin6‖Y ‖2 , σmin(Y ′1) ≥
5Σmin
6‖X‖2 . Combining with
(A.34), we obtain (A.40). This inequality will be used in the proof of Claim 4.4.2 in
Appendix A.5.1.
At last, we prove the requirement (4.38d). By the definitions of U, V in (A.30), we
have
U = (Q11, Q12)
(
U ′1
0
)
= Q11U
′
1,
V = (Q21, Q22)
(
V ′1
0
)
= Q21V
′
1 .
(A.41)
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The assumption that M is µ-incoherent implies
‖Q(i)11‖2 = ‖Uˆ (i)‖2 ≤
rµ
m
, ‖Q(i)21‖2 = ‖Vˆ (j)‖2 ≤
rµ
n
, ∀ i, j.
Notice the following fact: for any matrix A ∈ RK×r, B ∈ Rr×r, where K ∈ {m,n}, we
have
‖(AB)(i)‖2 = ‖A(i)B‖2 ≤ ‖A(i)‖2‖B‖2F .
Therefore, we have (using the fact ‖U ′1‖F ≤ ‖X ′1‖F ≤ ‖X‖F ≤ βT and (A.39))
‖U (i)‖2 = ‖(Q11U ′1)(i)‖2 ≤ ‖Q(i)11‖2‖U ′1‖2F ≤
rµ
m
β2T ;
‖V (j)‖2 = ‖(Q21V ′1)(j)‖2 ≤
rµ
n
‖V ′1‖2F
(A.39)
≤
(
11
10
)4 rµ
n
β2T ≤
3
2
rµ
n
β2T ,
(A.42)
which finishes the proof the requirement (4.38d).
A.4 Proof of Proposition 4.3.2
A.4.1 Transformation to a simpler problem
We first transform the problem to a simpler problem that only involves r × r matri-
ces. In particular, we will show that to prove Proposition 4.3.2 we only need to prove
Proposition A.4.1.
Similar to the proof of Proposition 4.3.1, we use Q1 ∈ Rm×m, Q2 ∈ Rn×n to denote
the SVD factors of M (Q1 and Q2 are unitary matrices), and write X,Y as
X = Q1
(
X ′1
X ′2
)
, Y = Q2
(
Y ′1
Y ′2
)
.
Define
U = Q1
(
U ′1
0
)
, V = Q2
(
V ′1
0
)
, (A.43)
where U ′1 ∈ Rr×r and V ′1 ∈ Rr×r are to be determined.
We can convert the conditions on U, V to the conditions on U ′1, V ′1 . As proved in
Appendix A.3 (combining (A.34) and (A.35)),
‖X ′2‖F ≤
6βT
5Σmin
d, ‖Y ′2‖F ≤
6βT
5Σmin
d. (A.44)
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Obviously, the condition (4.39a) implies the following condition on X ′1, Y ′1 :
d′ , ‖Σ− (X ′1)(Y ′1)T ‖ ≤
Σmin
Cdr
. (A.45)
Using (A.44) and the facts ‖X‖F =
√
‖X ′1‖2F + ‖X ′2‖2F and ‖Y ‖F =
√
‖Y ′1‖2F + ‖Y ′2‖2F ,
the condition (4.39b) implies the following condition on X ′1, Y ′1 :√
3
5
βT ≤ ‖X ′1‖F ≤ βT ,
√
3
5
βT ≤ ‖Y ′1‖F ≤ βT . (A.46)
We have the following proposition.
Proposition A.4.1 There exist numerical constants Cd, CT such that: if X
′
1, Y
′
1 ∈ Rr×r
satisfy (A.45) and (A.46), where βT =
√
CT rΣmax, then there exist U
′
1 ∈ Rr×r, V ′1 ∈
Rr×r such that
U ′1(V
′
1)
T = Σ, (A.47a)
‖U ′1‖F ≤ ‖X ′1‖F , ‖V ′1‖F ≤ (1−
d
Σmin
)‖Y ′1‖F , (A.47b)
‖U ′1 −X ′1‖F ‖V ′1 − Y ′1‖F ≤ 63
√
r
β2T
Σ2min
d2, max{‖U ′1 −X ′1‖F , ‖V ′1 − Y ′1‖F } ≤
58
7
√
r
βT
Σmin
d.
(A.47c)
We claim that Proposition A.4.1 implies Proposition 4.3.2. Since we have already
proved that the conditions of Proposition 4.3.2 imply the conditions of Proposition A.4.1,
we only need to prove that the conclusion of Proposition A.4.1 implies the conclusion
of Proposition 4.3.2. In other words, we only need to show that if U ′1, V ′1 satisfy (A.47),
then they satisfy the requirements (4.40).
The requirement (4.40a) UV T = M follows directly from (A.47a) and the definition
of U, V in (A.43). The requirement (4.40b) can be proved as ‖V ‖F = ‖V ′1‖F ≤ (1 −
d
Σmin
)‖Y ′1‖F ≤ (1 − dΣmin )‖Y ‖F and ‖U‖F = ‖U ′1‖F ≤ ‖X‖F . Analogous to (A.42), the
requirement (4.40d) can be proved as ‖V (j)‖2 = ‖(Q21V ′1)(j)‖2 ≤ rµn ‖V ′1‖2F ≤ rµn β2T and,
similarly, ‖U (i)‖2 ≤ rµm β2T . At last, we prove the requirement (4.40c). The first relation
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in (4.40c) can be proved as
‖U −X‖F ‖V − Y ‖F
=
√
‖U ′1 −X ′1‖2F + ‖X ′2‖2F
√
‖V ′1 − Y ′1‖2F + ‖Y ′2‖2F
=
√
‖U ′1 −X ′1‖2F ‖V ′1 − Y ′1‖2F + ‖X ′2‖2F ‖V ′1 − Y ′1‖2F + ‖U ′1 −X ′1‖2F ‖Y ′2‖2F + ‖X ′2‖2F ‖Y ′2‖2F
(A.44),(A.47c)
≤ √r β
2
T
Σ2min
d2
√
632 + (
6
5
)2(
58
7
)2 + (
58
7
)2(
6
5
)2 + (
6
5
)4,
< 65
√
r
β2T
Σ2min
d2,
where in the second last inequality we also use the fact d′ ≤ d. The second relation in
(4.40c) can be proved by
‖U −X‖F =
√
‖U ′1 −X ′1‖2F + ‖X ′2‖2F
(A.44),(A.47c)
≤
√
(
6
5
)2 + (
58
7
)2
√
r
βT
Σmin
d ≤ 17
2
√
r
βT
Σmin
d
and a similar inequality for ‖V − Y ‖F .
A.4.2 Preliminary analysis for the proof of Proposition A.4.1
To simplify the notations, from now on, we use X,Y, U, V, d to replace X ′1, Y ′1 , U ′1, V ′1 , d′
in Proposition (A.4.1).
Before presenting the formal proof, we analyze the problem through two simple
examples. We denote the i-th row of X,Y as xi, yi, respectively.
In the first example (see Figure A.1), we set r = 2, Σ = I (which implies Σmin =
Σmax = 1), d = 1/(Cdr) and
X = Diag (x11, x22) = Diag
(
C,
1− d/√2
C
)
,
Y = Diag (y11, y22) = Diag
(
1− d/√2
C
,C
)
,
(A.48)
where C > 1 is to be determined, and Diag(w1, w2) denotes a 2×2 diagonal matrix with
diagonal entries w1, w2. In this setting βT =
√
rCTΣmax =
√
2CT is a large constant.
Condition (A.45) holds since ‖XY T −Σ‖F = ‖(1− d/
√
2)I − I‖F = d = 1/(Cdr). Note
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Figure A.1: Illustration of the first example. X = (xT1 , x
T
2 ) = Diag (x11, x22), Y = (y
T
1 , y
T
2 ) =
Diag (y11, y22), where x11 = y22  x22 = y11 and x11y11 = x22y22 = 1 − d/
√
2. We use the
following operation to define U, V : shrink x1 and extend x2 to obtain U , while keeping the
norm invariant (i.e. ‖U‖F = ‖X‖F ); shrink y2 and extend y1 to obtain V , while keeping the
norm invariant (i.e. ‖V ‖F = ‖Y ‖F ). We can prove that there exists an operation such that
uiivii = 1 > xiiyii, i = 1, 2.
that ‖X‖F = ‖Y ‖F =
√
C2 + (1−d/
√
2)2
C2
≈ C, thus there exists C ∈ [√3/5βT , βT ] so
that (A.46) holds.
How should we define U = Diag(u11, u22), V = Diag(v11, v22) so that (A.47) holds?
Due to the “symmetry” of X and Y in this example (by symmetry we mean x11 =
y22, x22 = y11), we choose U, V such that u11 = v22, u22 = v11. Then the requirements
(A.47a) and (A.47b) reduce to:
u11u22 = 1 =
x11x22
1− d/√2 ,
u211 + u
2
22 ≤ x211 + x222.
(A.49)
It can be easily shown that there exist u11, u22 satisfying (A.49). In fact, define R =
‖X‖F =
√
x211 + x
2
22 and let a point (w1, w2) move along the circle {(w1, w2) | w21 +
w22 = R
2} from (x11, x22) to (R/
√
2, R/
√
2). During this process, the norm of (w1, w2)
does not change and the product w1w2 monotonically increases from x11x22 to R
2/2.
Therefore, there exist u11, u22 satisfying (A.49) as long as R
2/2 > x11x22/(1 − d/
√
2).
This inequality is equivalent to (1−d/√2)(x211+x222)/2 > x11x22, which can be simplified
to (1−d/√2)(x11−x22)2 >
√
2dx11x22 =
√
2d(1−d/√2), or equivalently, (x11−x22)2 >√
2d. The last inequality holds when x11−x22 = C− (1−d/
√
2)/C is large enough (i.e.
C is large enough).
To summarize, we will increase the small entry x22 (resp. y11) and decrease the large
entry x11 (resp. y22) to obtain a more balanced diagonal matrix U (resp. V ), which
has the same norm as X (resp. Y ). The percentage of increase in the small entry
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x22 (resp. y11) will be much larger than the percentage of decrease in the large entry
x11 (resp. y22), thus the products x22y22 and x11y11 will increase; in other words, the
product UV T of the more balanced matrices U, V will have larger entries than XY T .
Note that the above idea of shrinking/extending works when there is a large imbal-
ance in the lengths of the rows of X,Y , regardless of whether X,Y are diagonal matrices
or not. By the assumption that ‖X‖F and ‖Y ‖F are large, we know that there must
be a row of X (resp. Y ) that has large norm (here “large” means much larger than
1/
√
r); however, it is possible that all rows of X and Y have large norm and there is no
imbalance in terms of the lengths of the rows. See below for such an example.
In the second example (see Figure A.2), we still set r = 2, Σ = I, d = 1/(Cdr).
Suppose X = (xT1 , x
T
2 ), Y = (y
T
1 , y
T
2 ). We define x1 = (C, 0), x2 = (−C sinα,C cosα)
and y1 = (C cosα,C sinα), y2 = (0, C), where C is a large constant, and α ∈ (0, pi/2) is
chosen so that
C2 cosα = 1− d/
√
2. (A.50)
When C is large, α ≈ arccos(1/C2) is also large (i.e. close to pi/2). Condition (A.45)
holds since ‖XY T − Σ‖F = ‖C2 cosαI − I‖F = ‖(1 − d/
√
2)I − I‖F = d = 1/(Cdr).
Note that ‖X‖F = ‖Y ‖F =
√
2C, so we can choose C = βT /
√
2 =
√
2CT /
√
2 =
√
CT
so that (A.46) holds.
Figure A.2: Illustration of the second example. X = (xT1 , x
T
2 ), Y = (y
T
1 , y
T
2 ), where x1 =
(C, 0), x2 = (−C sinα,C cosα) and y1 = (C cosα,C sinα), y2 = (0, C), where C is a large
constant. Choose α so that C2 cosα = 1 − d/√2. We use the following operation to define
U = (uT1 , u
T
2 ), V = (v
T
1 , v
T
2 ): rotate y1 (resp. x2) by angle θ to obtain v1(resp. u2), and let
u2 = x2, v1 = y1. Here the angle of rotation θ is chosen so that 〈u1, v1〉 = 〈u2, v2〉 = 1.
How should we choose U = (uT1 , u
T
2 ), V = (v
T
1 , v
T
2 ) so that (A.47) holds? The idea
for the first example no longer works since it requires that the difference of ‖x1‖ and ‖x2‖
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(resp. ‖y1‖ and ‖y2‖) is large; however, in this example, ‖x1‖−‖x2‖ = ‖y1‖−‖y2‖ = 0.
The key idea for this example is to use rotation. Rotating a vector does not change
the norm, so requirement (A.46) will not be violated if ui (resp. vi) is obtained by
rotating xi(resp. yi). For simplicity, we rotate y1, x2 to obtain v1, u2 respectively and
let u1 = x1, v2 = y2 (see Figure A.2). Note that y1 and x2 should be rotated by the same
angle as v1 should be orthogonal to u2 (since the off-diagonal entries of UV
T are zero).
To increase the inner product 〈xi, yi〉 from 1−d/
√
2 to 1, we need to decrease the angle
of xi and yi, thus y1 (resp. x2) should be rotated towards x1(resp. y2). Finally, let us
specify the angle of rotation θ , ∠(y1, v1) = ∠(x2, u2). The requirement 〈u1, v1〉 = 1 is
equivalent to 1 = ‖u1‖‖v1‖ cos∠(u1, v1) = ‖x1‖‖y1‖ cos(α− θ), which can be rewritten
as
1 = C2 cos(α− θ). (A.51)
The right-hand side of (A.51) is an increasing function of θ, ranging from C2 cos(α)
(A.50)
=
1 − d/√2 to C2 for θ ∈ [0, α]. Since 1 lies in the range [1 − d/√2, C2], there exists a
unique θ so that (A.51) holds. One can further verify the requirement (A.47c), i.e. the
difference of X (resp. Y ) and U (resp. V ) is small. As a rough summary, we rotate xi, yi
to obtain ui, vi when the angle of xi and yi is large. This operation does not change the
norm and can increase the inner product 〈xi, yi〉 to the desired amount (1 in this case).
In the above two examples, we have used two different operations: one is based on
shrinking/extending, and the other is based on rotation. As we mentioned before, the
first operation cannot deal with the second example; also, it is obvious that the second
operation cannot deal with the first example (the angle between xi and yi is zero, so
rotation only decreases the inner product). Therefore, both operations are necessary.
Are these two operations sufficient? Fortunately, the answer is yes for the case that
XY T is diagonal and 〈xi, yi〉 ≤ Σi (we need extra effort to reduce the general problem
to this case). When all the angles between xi and yi are smaller than a constant α¯,
there must be an imbalance in the lengths of xi, yi’s (to illustrate this, if all ‖xi‖ =
‖yi‖, then ‖xi‖2 = ‖xi‖‖yi‖ ≈ Σi/ cos∠(xi, yi) ≤ Σi/ cos(α¯), which implies ‖X‖2F .
rΣmax/ cos(α¯)  35CT rΣmax = 35β2T for large enough CT , a contradiction to (A.45)).
Thus we can use the first operation (i.e. shrinking/extending the vectors xi, yi’s) to
obtain the desired U, V . When all the angles between xi and yi are larger than a
constant α¯, we can use the second operation (i.e. rotating the vectors xi, yi’s) to obtain
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the desired U, V . In general, some angles may be larger than α¯ and others may be
smaller, then a natural solution is to use the two operations simultaneously : use the
first operation for the pairs (xi, yi) with small angles and the second operation for those
with large angles.
We had a proof using the two operations simultaneously, but the bounds on ‖U −
X‖F , ‖V − Y ‖F have large exponent of r. In the following subsection, we present a
different proof that does not use the two operations simultaneously, but only use one
of the two operations. The basic proof framework is summarized as follows. We first
define Yˆ so that XYˆ = Σ; in other words, we try to satisfy the requirement (A.47a)
first. Then we try to modify Yˆ to satisfy the requirement (A.47b). In particular, we
need to reduce the norm of Yˆ and keep the norm of X unchanged, while maintaining
the relation XYˆ T = Σ. We consider two cases: in Case 1, “most” angles between
X and Yˆ are smaller than α¯, and using the first operation (shrinking/extending) can
obtain the desired U, V ; in Case 2, “most” angles between X and Yˆ are larger than α¯,
and using the second operation (rotation) can obtain the desired U, V (see (A.59) for
a precise definition of Case 1 and Case 2). The difference of this proof framework and
the previous one is the following. In our previous proof framework, we need to take into
account every pair xi, yi so that its inner product is modified to Σi, thus two operations
have to be applied simultaneously. In contrast, in this new proof framework, 〈xi, yˆi〉
is already Σi, and we only need to worry about the “overall” requirement that ‖Yˆ ‖F
should be reduced, thus dealing only with the pairs with small angles (or only with the
pairs with large angles) is enough to satisfy the requirement.
Finally, we would like to mention that when Σ is an identity matrix, the proof can
be rather simple. In fact, in this case one can assume X to be diagonal by proper
orthonormal transformation, and then assume Y to be diagonal since the off-diagonal
entries are small. By just using the first operation (scaling of the diagonal entries),
we can construct the desired U, V and the proof is similar to that in Appendix A.4.3.
However, when Σ is not a diagonal matrix, it seems that the second operation has to
be used and the proof becomes more involved.
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A.4.3 Proof of Proposition A.4.1
As mentioned earlier, to simplify the notations, we use X,Y, U, V, d to replace X ′1, Y ′1 , U ′1,
V ′1 , d′ in Proposition (A.4.1). Throughout the proof, we choose
CT = 20, (A.52)
and Cd = 108, which implies
d
Σmin
≤ 1
108r
. (A.53)
There are two “hard” requirements on U, V : (A.47a) and (A.47b). Our construction
of U, V can be viewed as a two-step approach, whereby we satisfy one requirement in
each step. In Step 1, we construct
Yˆ = Σ(Σ +D)−TY, where D , XY T − Σ,
then
XYˆ T = (XY T )(XY T )−1Σ = Σ,
i.e. the first requirement is satisfied. Since the new Yˆ may have higher norm than
‖Y ‖F , in Step 2 we modify X, Yˆ to U, V so that the product does not change, and
‖V ‖F ≤ ‖Y ‖F , ‖U‖F ≤ ‖X‖F .
Claim A.4.1 Let Yˆ = Σ(Σ +D)−TY , then
η , 1− ‖Y ‖F‖Yˆ ‖F
≤ d
Σmin
, (A.54a)
‖Y − Yˆ ‖F ≤ d
Σmin − d‖Y ‖F . (A.54b)
Proof of Claim A.4.1: By the definition of Yˆ we have Y = (Σ + D)TΣ−1Yˆ , then we
have
‖Y − Yˆ ‖F = ‖(Σ +D)TΣ−1Yˆ − Yˆ ‖F = ‖DTΣ−1Yˆ ‖F
≤ ‖DTΣ−1‖F ‖Yˆ ‖F ≤ ‖DT ‖FΣ−1min‖Yˆ ‖F =
d
Σmin
‖Yˆ ‖F .
(A.55)
Using the triangular inequality and (A.55), we have
‖Yˆ ‖F ≤ ‖Y − Yˆ ‖F + ‖Y ‖F ≤ d
Σmin
‖Yˆ ‖F + ‖Y ‖F ,
=⇒ ‖Y ‖F ≥ (1− d
Σmin
)‖Yˆ ‖F . (A.56)
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The first desired inequality (A.54a) follows immediately from (A.56), and the second
desired inequality (A.54b) is proved by combining (A.56) and (A.55). 
Combining (A.54a) and (A.53), we obtain
η ≤ 1
108r
. (A.57)
If η ≤ 0, i.e. ‖Yˆ ‖F ≤ ‖Y ‖F , then U = X,V = Yˆ already satisfy (A.47). From
now on, we assume η > 0, i.e. ‖Yˆ ‖F > ‖Y ‖F . Denote xTi , yˆTi , uTi , vTi as the i-th row of
X, Yˆ , U, V , respectively. Denote αi , ∠(xi, yˆi), i.e. the angle between the two vectors xi
and yˆi. Since 〈xi, yˆi〉 = Σi > 0, we have αi ∈ [0, pi2 ). Without loss of generality, assume
α1, . . . , αs >
3
8
pi, αs+1, . . . , αr ≤ 3
8
pi, (A.58)
where s ∈ {0, 1, . . . , r}. We consider three cases and construct U, V that satisfy the
desired properties in the subsequent three subsections.
Case 1 :
r∑
i=s+1
‖yˆi‖2 ≥ 2
3
‖Yˆ ‖2F ,
r∑
i=s+1
‖xi‖2 ≥ 2
3
‖X‖2F . (A.59a)
Case 2a :
s∑
i=1
‖yˆi‖2 > 1
3
‖Yˆ ‖2F . (A.59b)
Case 2b :
s∑
i=1
‖xi‖2 > 1
3
‖X‖2F . (A.59c)
Proof of Case 1
Without loss of generality, assume
‖xs+1‖ ≤ ‖xs+2‖ ≤ · · · ≤ ‖xr‖. (A.60)
Let K be the smallest integer in {s+ 1, s+ 2, . . . , r} so that
K∑
i=s+1
‖yˆi‖2 ≥ 2
r∑
j=K+1
‖yˆj‖2. (A.61)
By this definition of K, we have
K−1∑
i=s+1
‖yˆi‖2 < 2
r∑
j=K
‖yˆj‖2. (A.62)
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Table A.1: Operation 1
Operation 1: Shrinking and Extending
Input: xk, yˆk, k = 1, . . . , r.
Output: uk, vk, k = 1, . . . , r.
Procedure:
(i) For each j ≤ s, keep xj , yˆj unchanged, i.e.
uj , xj , vj , yˆj , j = 1, . . . , s. (A.63)
(ii) For each i ∈ {s+ 1, . . . ,K}, extend xi to obtain ui and shrink yˆi to obtain
vi. For each i ≥ K + 1, shrink xi to obtain ui and extend yˆi to obtain vi. More
specifically,
ui ,
xi
1− i , vi , yˆi(1− i), where i =
{
7η¯ i ≤ K,
−4.5η¯ i ≥ K + 1, i = s+ 1, s+ 2, . . . , r,
(A.64)in which
η¯ , d
Σmin
≥ η. (A.65)
We will shrink and extend xi, yˆi to obtain U, V . The precise definition of U =
(u1, u2, . . . , ur)
T , V = (v1, . . . , vr)
T is given in Table A.1.
We will show that such U, V satisfy the requirements (A.47). The requirement
(A.47a) follows directly from the definition of U, V and the fact XYˆ T = Σ.
We then prove the requirement (A.47c). We can bound ‖U −X‖F as
‖U −X‖F =
√∑
i>s
‖ 1
1− ixi − xi‖
2 =
√√√√∑
i>s
(
i
1− i
)2
‖xi‖2
≤ 7η¯
1− 7η¯
√∑
i>s
‖xi‖2 ≤ 7η¯
1− 7η¯‖X‖F ≤
15
2
η¯βT .
(A.66)
The bound of ‖V − Yˆ ‖F is given as
‖V − Yˆ ‖F =
√∑
i>s
‖(1− i)yˆi − yˆi‖2 ≤
√∑
i>s
2i ‖yˆi‖2 ≤ 7η¯‖Yˆ ‖F .
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Combining with the bound (A.55), we can bound ‖V − Y ‖F as
‖V − Y ‖F ≤ ‖V − Yˆ ‖F + ‖Yˆ − Y ‖F ≤ 7η¯‖Yˆ ‖F + d
Σmin
‖Yˆ ‖F
= 8η¯‖Yˆ ‖F
(A.54a)
≤ 8η¯
1− η¯‖Y ‖F ≤
58
7
η¯βT .
(A.67)
The first part of the requirement (A.47c) now follows by multiplying (A.66) and (A.67),
and the second part of the requirement (A.47c) follows directly from (A.66) and (A.67).
At last, we prove that U, V satisfy the requirement (A.47b). Let
S1 ,
K∑
i=s+1
‖yˆi‖2, S2 ,
r∑
j=K+1
‖yˆj‖2, S3 ,
s∑
k=1
‖yˆk‖2,
then (A.61) and (A.59a) imply
S2 ≤ S1/2, S3 ≤ (S1 + S2)/2 ≤ 3S1/4. (A.68)
Since η¯ = d/Σmin ≥ η, we have (1− η)2(1− η¯)2 ≥ (1− 2η)(1− 2η¯) ≥ (1− 2η¯)2. Then
(1− η)2(1− η¯)2‖Yˆ ‖2F − ‖V ‖2F
≥ (1− 2η¯)2‖Yˆ ‖2F − ‖V ‖2F
=
∑
i≥s+1
((1− 2η¯)2‖yˆi‖2 − ‖vi‖2) +
∑
k≤s
((1− 2η¯)2‖yˆk‖2 − ‖vk‖2)
=
∑
i≥s+1
((1− 2η¯)2‖yˆi‖2 − (1− i)2‖yˆi‖2) +
∑
k≤s
((1− 2η¯)2‖yˆk‖2 − ‖yˆk‖2)
=
∑
i≥s+1
(i − 2η¯)(2− i − 2η¯)‖yˆi‖2 −
∑
k≤s
4η¯(1− η¯)‖yˆk‖2
(A.64)
=
K∑
i=s+1
5η¯(2− 5η¯ − 2η¯)‖yˆi‖2 −
r∑
j=K+1
6.5η¯(2 + 4.5η¯ − η¯)‖yˆj‖2 −
∑
k≤s
4η¯(1− η¯)‖yˆk‖2
= 5η¯(2− 7η¯)S1 − 6.5η¯(2 + 2.5η¯)S2 − 4η¯(1− η¯)S3
(A.68)
≥ 5η¯(2− 7η¯)S1 − 6.5η¯(2 + 2.5η¯)1
2
S1 − 4η¯(1− η¯)3
4
S1
≥ (0.5− 41η¯)η¯S1 ≥ 0,
(A.69)
where the last inequliaty follows from (A.53). Note that (1 − η)‖Yˆ ‖F = ‖Y ‖F , thus
(A.69) implies
‖V ‖F ≤ (1− η)(1− η¯)‖Yˆ ‖F = (1− d
Σmin
)‖Y ‖F ,
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which proves the second part of (A.47b).
We then prove the first part of (A.47b), i.e. ‖U‖F ≤ ‖X‖F . Let
T1 ,
K∑
i=s+1
‖xi‖2, T2 ,
r∑
j=K
‖xj‖2.
We claim that
T2 ≥ 2T1. (A.70)
We prove (A.70) by contradiction. Assume the contrary that T2 < 2T1, then
1
3(T2+T1) <
T1, i.e.
1
3
r∑
k=s+1
‖xk‖2 <
K∑
i=s+1
‖xi‖2
(A.60)
≤ (K − s)‖xK‖2. (A.71)
Plugging the second inequality of (A.59a), i.e.
∑r
k=s+1 ‖xk‖2 ≥ 23‖X‖2F , into the above
relation, we obtain
‖X‖2F ≤
9
2
(K − s)‖xK‖2 ≤ 9
2
K‖xK‖2. (A.72)
When j ∈ {K,K + 1, . . . , r}, we have
Σmax ≥ Σj = 〈xj , yˆj〉 = ‖xj‖‖yˆj‖ cos(αj)
(A.60),(A.58)
≥ ‖xK‖‖yˆj‖ cos(3pi/8).
which implies
‖yˆj‖ ≤ ω, where ω , 1
cos(3pi/8)
Σmax
‖xK‖ , j = K,K + 1, . . . , s. (A.73)
Therefore,
‖Yˆ ‖2F
(A.59a)
≤ 3
2
r∑
j=s+1
‖yˆj‖2
(A.62)
≤ 9
2
r∑
j=K
‖yˆj‖2
(A.73)
≤ 9
2
(r −K + 1)ω2. (A.74)
Combining (A.72) and (A.74), and using K(r −K + 1) ≤ 14(r + 1)2 ≤ r2, we get
‖X‖2F ‖Yˆ ‖2F ≤
81
4
r2‖xK‖2ω2 (A.73)= 81
4
r2‖xK‖2 1
cos(3pi/8)2
Σ2max
‖xK‖2 < 140r
2Σ2max. (A.75)
According to (A.46), we have ‖X‖2F ‖Yˆ ‖2F ≥ ‖X‖2F ‖Y ‖2F ≥ (35)2β4T = 925C2T r2Σ2max;
combining with (A.75), we get 140 > 925C
2
T , which implies C
2
T < 389. This contradicts
the definition (A.52) that CT = 20, thus (A.70) is proved.
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Now we are ready to prove the first part of (A.47b) as follows:
‖X‖2F − ‖U‖2F =
∑
i≥s+1
(‖xi‖2 − ‖ui‖2) +
∑
k≤s
(‖xk‖2 − ‖uk‖2)
=
∑
i≥s+1
(‖xi‖2 − 1
(1− i)2 ‖xi‖
2) + 0
=
∑
i≥s+1
i(i − 2)
(1− i)2 ‖xi‖
2
=
∑
K<j≤r
4.5η¯(4.5η¯ + 2)
(1 + 4.5η¯)2
‖xj‖2 −
∑
s+1≤i≤K
7η¯(2− 7η¯)
(1− 7η¯)2 ‖xi‖
2
(A.70)
≥ T2η¯
[
4.5(4.5η¯ + 2)
(1 + 4.5η¯)2
− 1
2
7(2− 7η¯)
(1− 7η¯)2
]
≥ T2η¯
[
9
(1 + 4.5η¯)2
− 7
(1− 7η¯)2
]
≥ 0,
where the last inequality is because (1−7η¯)
2
(1+4.5η¯)2
> 0.79 > 79 when η¯ ≤ 1/(108r) < 1/100.
Thus the first part of (A.47b) is proved.
Proof of Case 2a
Denote
X0 = X,Y 0 = Yˆ , x0k = xk, y
0
k = yˆk, α
0
k = αk, k = 1, . . . , r. (A.76)
We will define Xi = (xi1, . . . , x
i
r)
T , Y i = (yi1, . . . , y
i
r)
T recursively. In specific, at the
i-th iteration, we will adjust Xi−1, Y i−1 to Xi, Y i so that ‖Xi‖F ≤ ‖Xi−1‖F , ‖Y i‖F <
‖Y i−1‖F while keeping the first requirement satisfied, i.e. Xi(Y i)T = Σ. The angle αik
is defined accordingly, i.e. αik , 〈xik, yik〉.
To adjust Xi−1, Y i−1 to Xi, Y i, we will define an operation that consists of rotation
and shrinking. The basic idea is the following: since the angle between xi−1i and y
i−1
i
is large, we can rotate xi−1i to x
i
i and shrink y
i−1
i to y
i
i to keep the inner product
invariant, i.e. 〈xi−1i , yi−1i 〉 = 〈xii, yii〉. However, rotating xi−1i may destroy the orthogonal
relationship between xi−1i and y
i−1
j , ∀j 6= i, thus we further rotate and shrink yi−1j to yij
for all j 6= i so that yij is orthogonal to the new vector xii. Fortunately, we can prove
that using such an operation we still have 〈xi−1j , yij〉 = Σj ,∀j 6= i.
A complete description of this operation is given in Table A.2. Without loss of
generality, we can make the assumption (A.77). In fact, if (A.77) does not hold, we can
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switch i and mi , arg mink∈{i,i+1,...,s} αi−1k and then apply Operation 2.
Table A.2: Operation 2 that defines Xi, Y i, where i ∈ {1, . . . , s}
Operation 2: Rotation and Shrinking
Input: xi−1k , y
i−1
k , α
i−1
k , ∠(x
i−1
k , y
i−1
k ), k = 1, . . . , r and Di.
Output: xik, y
i
k, k = 1, . . . , r and α
i
k , ∠(xik, yik).
Procedure:
(1) Rotate xi−1i in span{xi−1i , yi−1i } to get xii, such that 〈xii, yi−1i 〉 = Σi +Di.
(2) Shrink yi−1i to get y
i
i such that 〈xii, yii〉 = Σi.
(3) For all j 6= i, find yij in span{yi−1j , yi−1i } = spank 6=i,j{xi−1k }⊥ such that
yij⊥xii and 〈xi−1j , yij〉 = 〈xi−1j , yi−1j 〉.
(4) Define xij , xi−1j , ∀j 6= i.
We will prove that Operation 2 is valid (for Di that is small enough), i.e. X
i, Y i
defined in Operation 2 indeed exist. The properties of Xi, Y i obtained by Operation 2
are summarized in the following claim, which will be proved in Appendix A.4.4.
Claim A.4.2 Consider i ∈ {1, 2, . . . , s}. Suppose
αi−1i ≤ αi−1j , ∀ j ∈ {i+ 1, i+ 2, . . . , s}, (A.77)
and Di > 0 satisfies
Di
Σi
≤ 1
12r
, (A.78)
then Xi = (xi1, . . . , x
i
r)
T , Y i = (yi1, . . . , y
i
r)
T described in Operation 2 exist and satisfy
the following properties:
Xi(Y i)T = Σ, (A.79a)
‖xik‖ = ‖xi−1k ‖,∀k, ‖Y i − Y i−1‖2F ≤
4
5
Di
Σi
(‖Y i−1‖2F − ‖Y i‖2F ), (A.79b)
‖Xi −Xi−1‖F = ‖xii − xi−1i ‖ ≤
1√
3
Di
Σi
‖xi−1i ‖, ‖Y i − Y i−1‖F ≤
2√
3
Di
Σi
‖Y i−1‖F ,
(A.79c)
αil ≥ αi−1l −
1
r
pi
24
≥ 1
3
pi, l = i, i+ 1, . . . , s. (A.79d)
‖yi−1k ‖ ≥ ‖yik‖ ≥ ‖yi−1k ‖ −
1
10r
‖yi−1k ‖, k = 1, 2, . . . , s. (A.79e)
‖Y i−1‖2F − ‖Y i‖2F ≥
5
3
Di
Σi
‖yii‖2. (A.79f)
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We continue to prove Proposition A.4.1 using Claim A.4.2. Given any D1, . . . , Ds
that satisfy (A.78), we can apply a sequence of Operation 2 for i = 1, 2, . . . , s to define
two sequences of matrices Y 1, . . . , Y s and X1, . . . , Xs. Since Y 1, . . . , Y s depend on
D1, . . . , Ds, thus we can use Y
s(D1, . . . , Ds) to denote the obtained Y
s by applying
Operation 2 for D1, . . . , Ds. Obviously Y
s(0, . . . , 0) = Y 0. We can also view ‖Y s‖2F as
a function of D1, . . . , Ds, denoted as
f(D1, . . . , Ds) , ‖Y s(D1, . . . , Ds)‖2F . (A.80)
It can be easily seen that f is a continuous function with respect to D1, . . . , Ds.
Define1
η¯ , d
Σmin
(A.54a)
≥ η, D¯i , 9η¯Σi, i = 1, . . . , s. (A.81)
We prove that
f(D¯1, . . . , D¯s) ≤ (1− 4η¯)‖Yˆ ‖2F . (A.82)
Suppose X¯i, Y¯ i, i = 1, . . . , s are recursively defined by Operation 2 for the choices
of Di = D¯i and denote X¯
0 = X, Y¯ 0 = Yˆ . Since
η¯ = d/Σmin
(A.53)
≤ 1/(108r),
we know that Di = D¯i, i = 1, . . . , s as defined in (A.81) satisfy the condition (A.78), thus
the property (A.79) holds for X¯i, Y¯ i. Suppose the k-th row of Y¯ i is (y¯ik)
T , k = 1, . . . , r.
By (A.79f) and the fact Yˆ = Y¯ 0, we have
‖Yˆ ‖2F − f(D¯1, . . . , D¯s) = ‖Y¯ 0‖2F − ‖Y¯ s‖2F =
s∑
i=1
(‖Y¯ i−1‖2F − ‖Y¯ i‖2F ) ≥
s∑
i=1
5
3
D¯i
Σi
‖y¯ii‖2.
(A.83)
We can bound ‖y¯ii‖ according to (A.79e) as
‖y¯ii‖ ≥ ‖y¯i−1i ‖ −
1
10r
‖y¯i−1i ‖ ≥ ‖y¯i−1i ‖ −
1
10r
‖y¯0i ‖ ≥ · · · ≥ ‖y¯0i ‖ −
i
10r
‖y¯0i ‖ ≥
9
10
‖y¯0i ‖.
1 In the first version of the paper, we define D¯i , 92ηΣi ≤ 92 η¯Σi ≤ 9 dΣmin Σi, which is enough for
proving Theorem 4.2.1. Here we use a slightly different definition of D¯i for the purpose of proving
Theorem 4.2.2 (linear convergence of the algorithm.)
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Plugging into (A.83), we get
‖Yˆ ‖2F − f(D¯1, . . . , D¯s) ≥
s∑
i=1
5
3
D¯i
Σi
(
9
10
)2‖y¯0i ‖2
(A.81)
= 15
81
100
η¯
s∑
i=1
‖yˆi‖2
(A.59b)
> 12η¯
1
3
‖Yˆ ‖2F = 4η¯‖Yˆ ‖2F ,
which immediately leads to (A.82).
Combining (A.82) and the fact f(0, . . . , 0) = ‖Y 0‖2F = ‖Yˆ ‖2F , we have
f(0, . . . , 0) = ‖Yˆ ‖2F > (1− 4η¯)‖Yˆ ‖2F = f(D¯1, . . . , D¯s).
Since f is continuous (in the proof of Claim A.4.2 in Appendix A.4.4, all new vectors
depend continuously on Di), and notice that 1− 4η¯ < (1− η¯)4 ≤ (1− η¯)2(1− η)2 ≤ 1,
there must exist
0 ≤ Di ≤ D¯i = 9η¯Σi, i = 1, . . . , s (A.84)
such that
f(D1, . . . , Ds) = (1− η¯)2(1− η)2‖Yˆ ‖2F . (A.85)
Suppose Xi, Y i, i = 1, . . . , s are recursively defined by Operation 2 for these choices of
Di, where Y
s is the simplified notation for Y s(D1, . . . , Ds). Define
V , Y s, U , Xs, (A.86)
By this definition of V and (A.80), the relation (A.85) can be rewritten as
‖V ‖2F = (1− η¯)2(1− η)2‖Yˆ ‖2F . (A.87)
We show that U, V defined by (A.86) satisfy the requirements (A.47). The require-
ment (A.47a) follows by the property (A.79a) for i = s. The requirement (A.47b) is
proved as follows. Combining (A.87) with (A.54a) leads to
‖V ‖F = (1− η¯)(1− η)‖Yˆ ‖F = (1− η¯)‖Y ‖F = (1− d
Σmin
)‖Y ‖F . (A.88)
According to the property (A.79b), we have ‖Xi‖F = ‖Xi−1‖F , i = 1, . . . , s. Thus
‖Xs‖F = ‖Xs−1‖F = · · · = ‖X0‖F = ‖X‖F , which implies
‖U‖F = ‖X‖F . (A.89)
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Combining (A.89) and (A.88) leads to the requirement (A.47b) .
It remains to show that U, V satisfy the requirement (A.47c). By the property
(A.79b), we have ‖xi−1k ‖ = ‖xik‖,∀1 ≤ k ≤ r, 1 ≤ i ≤ s, which implies
‖xik‖ = ‖x0k‖ = ‖xk‖, ∀1 ≤ k ≤ r, 1 ≤ i ≤ s. (A.90)
Note that Xi differs from Xi−1 only in the i-th row (according to (A.79c)), thus
‖U −X‖F = ‖Xs −X0‖F =
√√√√ s∑
i=1
‖xii − xi−1i ‖2
(A.79c)
≤ 1√
3
Di
Σi
√√√√ s∑
i=1
‖xi−1i ‖2
(A.90)
=
1√
3
Di
Σi
√√√√ s∑
i=1
‖xi‖2 ≤ 1√
3
Di
Σi
‖X‖F
(A.84)
≤ 3
√
3η¯‖X‖F .
(A.91)
Plugging η¯ = d/Σmin and ‖X‖F ≤ βT into the above inequality, we get
‖U −X‖F ≤ 3
√
3
βT
Σmin
d. (A.92)
We then bound ‖V − Yˆ ‖2F as
‖V − Yˆ ‖2F = ‖Y s − Y 0‖2F
≤ s
s∑
i=1
‖Y i − Y i−1‖2F
(A.79b)
≤ s4
5
Di
Σi
s∑
i=1
(‖Y i−1‖2F − ‖Y i‖2F )
= s
4
5
Di
Σi
(‖Y 0‖2F − ‖Y s‖2F ) = s
4
5
Di
Σi
(‖Yˆ ‖2F − ‖V ‖2F )
(A.84)
≤ 36
5
sη¯(‖Yˆ ‖2F − ‖V ‖2F )
(A.87)
≤ 36
5
sη¯(2η + 2η¯)‖Yˆ ‖2F ≤
144
5
rη¯2‖Yˆ ‖2F ,
which leads to
‖V − Yˆ ‖F ≤ 12√
5
η¯
√
r‖Yˆ ‖F . (A.93)
Then we can bound ‖V − Y ‖F as
‖V − Y ‖F ≤ ‖V − Yˆ ‖F + ‖Y − Yˆ ‖
(A.93),(A.55)
≤ 12√
5
η¯
√
r‖Yˆ ‖F + d
Σmin
‖Yˆ ‖F
= (
12√
5
+ 1)
d
Σmin
√
r‖Yˆ ‖F
(A.54a)
= (
12√
5
+ 1)
d
Σmin
√
r‖Y ‖F 1
1− η <
13d
2Σmin
√
r‖Y ‖F ≤ 13βT
2Σmin
√
rd,
(A.94)
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where the second last inequality is due to ( 12√
5
+1)/(1−η)
(A.53)
≤ ( 12√
5
+1)/(1− 1108) < 6.5.
The first part of the requirement (A.47c) now follows by multiplying (A.92) and (A.94),
and the second part of the requirement (A.47c) follows directly from (A.92) and (A.94).
Proof of Case 2b
Similar to Case 2a, denote
X0 = X,Y 0 = Yˆ , x0k = xk, y
0
k = yˆk, α
0
k = αk.
By a symmetric argument to that for Case 2a (switch the role of U,Xj , j = 0, . . . , s and
V, Y j , j = 0, . . . , s), we can prove that there exist U¯ , V¯ that satisfy properties analogous
to (A.47a), (A.88), (A.89), (A.91) and (A.93), i.e.
U¯ V¯ T = Σ, (A.95a)
‖U¯‖F = (1− η)(1− η¯)‖X0‖F , ‖V¯ ‖F = ‖Y 0‖F , (A.95b)
‖V¯ − Y 0‖F ≤ 3
√
3η¯‖Y 0‖F , ‖U¯ −X0‖F ≤ 12√
5
η¯
√
r‖X0‖F . (A.95c)
We will show that the following U, V satisfy the requirements (A.47):
U , U¯
(1− η)(1− η¯) , V , V¯ (1− η)(1− η¯). (A.96)
The requirement (A.47a) follows directly from (A.95a) and (A.96). According to (A.95b),
(A.96) and the facts X0 = X, ‖Y 0‖F = ‖Yˆ ‖F = ‖Y ‖F /(1 − η), we have ‖U‖F =
‖U¯‖F
(1−η)(1−η¯) = ‖X0‖F = ‖X‖F , ‖V ‖F = ‖V¯ ‖F (1 − η)(1 − η¯) = ‖Y 0‖F (1 − η)(1 − η¯) =
‖Y ‖F (1− η¯), thus the requirement (A.47b) is proved.
It remains to prove the requirement (A.47c). We bound ‖U −X‖F as
‖U −X‖F ≤ ‖U − U¯‖F + ‖U¯ −X‖F
(A.96)
≤ 2η¯‖U‖F + ‖U¯ −X0‖F
(A.47b),(A.95c)
≤ 2η¯‖X‖F + 12√
5
η¯
√
r‖X0‖F ≤ 15
2
η¯
√
r‖X‖F ≤ 15
2
βT
Σmin
√
rd.
(A.97)
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Using the fact Yˆ = Y 0, we bound ‖V − Y ‖F as
‖V − Y ‖F ≤ ‖V − V¯ ‖F + ‖V¯ − Yˆ ‖F + ‖Yˆ − Y ‖F
(A.96),(A.55)
≤ 2η¯‖V¯ ‖F + ‖V¯ − Y 0‖F + d
Σmin
‖Yˆ ‖F
(A.95b),(A.95c)
≤ 2η¯‖Yˆ ‖F + 3
√
3η¯‖Y 0‖F + d
Σmin
‖Yˆ ‖F
= (3 + 3
√
3)
d
Σmin
‖Yˆ ‖F
(A.54a)
=
3 + 3
√
3
1− η
d
Σmin
‖Y ‖F ≤ 58βT
7Σmin
d.
(A.98)
The first part of the requirement (A.47c) now follows by multiplying (A.97) and (A.98),
and the second part follows directly from (A.97) and (A.98).
A.4.4 Proof of Claim (A.4.2)
Suppose Claim (A.4.2) holds for 1, 2, . . . , i − 1, we prove Claim (A.4.2) for i. By the
property (A.79a) and (A.79d) of Claim A.4.2 for i− 1, we have
Xi−1(Y i−1)T = Σ. (A.99a)
αi−1i ≥ α[0]i −
i− 1
r
1
24
pi ≥3
8
pi − 1
24
pi +
1
24r
pi =
1
3
pi +
1
24r
pi ≥ 1
3
pi. (A.99b)
To simplify the notations, throughout the proof of Claim A.4.2, we denoteXi−1, Y i−1
as X,Y and denote Xi, Y i as X ′, Y ′. The notations αi−1k , α
i
k are changed accordingly to
αk, α
′
k. Then (A.99a) and (A.99b) become
XY T = Σ, (A.100a)
αi ≥ 1
3
pi +
1
24r
pi ≥ 1
3
pi. (A.100b)
We need to prove that X ′, Y ′ exist and satisfy the properties in Claim (A.4.2), i.e.
139
(with the simplification of notations)
X ′(Y ′)T = Σ. (A.101a)
‖x′k‖ = ‖xk‖,∀k, ‖Y ′ − Y ‖2F ≤
4
5
Di
Σi
(‖Y ‖2F − ‖Y ′‖2F ). (A.101b)
‖X ′ −X‖F = ‖x′i − xi‖ ≤
1√
3
Di
Σi
‖xi‖, ‖Y ′ − Y ‖F ≤ 2√
3
Di
Σi
‖Y ‖F . (A.101c)
α′l ≥ αl −
1
r
pi
24
≥ 1
3
pi, l = i, i+ 1, . . . , s. (A.101d)
‖yk‖ ≥ ‖y′k‖ ≥ ‖yk‖ −
1
10r
‖yk‖, k = 1, 2, . . . , s. (A.101e)
‖Y ‖2F − ‖Y ′‖2F ≥
5
3
Di
Σi
‖yi‖2. (A.101f)
Ideas of the proof of Claim (A.4.2)
Before presenting the formal proof, we briefly describe its idea. The goal of Operation
2 is to reduce the norm of Y while keeping 〈X,Y 〉 and ‖X‖F invariant, by rotating and
shrinking xi, yk, k = 1, . . . ,K (note that xj , ∀j 6= i, do no change). We first rotate xi
and shrink yi at the same time so that the new inner product 〈x′i, y′i〉 equals the previous
one 〈xi, yi〉 (this step can be viewed as a combination of two steps: first rotate xi to
increase the inner product, then shrink yi to reduce the inner product). In order to
preserve the orthogonality of X and Y , we need to rotate yj , ∀j 6= i, so that the new y′j
is orthogonal to x′i.
Although the above procedure is simple, there are two questions to be answered.
The first question is: will the inner product 〈xj , yj〉 increase as we rotate yj , for all
j 6= i? If yes, we could first rotate and then shrink yj to obtain y′j so that the new inner
product 〈xj , y′j〉 equals 〈xj , yj〉, which achieves the goal of Operation 2. By resorting to
the geometry (in a rigourous way) we are able to provide an affirmative answer to the
above question. To gain an intuition why this is possible, we use Figure A.3 to illustrate.
Consider the case i = 2 and rotate x2 towards y2 to obtain x
′
2, then y1 has to be rotated
so that y′1 is orthogonal to x′2. It is clear from this figure that the angle between y1 and
x1 also decreases, or equivalently, the inner product 〈x1, y1〉 also increases. One might
ask whether we have utilized additional assumptions on the relative positions of xi, yi’s.
In fact, we do not utilize additional assumptions; what we implicitly utilize is the fact
that 〈xi, yi〉 > 0,∀i (see Figure A.4, Figure A.5 and the paragraph after (A.108) for
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detailed explanations).
Figure A.3: Rotation of y1, y2 increases both 〈xi, yi〉, i = 1, 2
The second question is: will the angle α′j = ∠(xj , y′j) still be larger than, say, 13pi,
for all j > i? If yes, then we can apply Operation 2 repeatedly for all i = 1, 2, . . . , s. To
provide an affirmative answer, we should guarantee that each angle decreases at most
1
s (
3
8pi − 13pi) = 124spi, i.e. ∠(xj , y′j) ≥ ∠(xj , yj) − 124spi,∀ i < j ≤ s. Unlike the first
question which can be answered by reading Figure A.4 and Figure A.5, this question
cannot be answered by just reading figures. We make some algebraic computation to
obtain the following result: under the assumption that αi is no less than αj , during
Operation 2 the amount of decrease in αj is upper bounded by the amount of decrease
in αi, which can be further bounded above by
1
24spi. This result explains why our proof
requires the assumption αi ≥ αj , ∀ i < j ≤ s, i.e. (A.77).
Formal proof of Claim (A.4.2)
We first show how to define x′i and y
′
i. Note that
‖xi‖‖yi‖ = 〈xi, yi〉
cosαi
≥ Σi
cos(pi3 )
= 2Σi. (A.102)
Since (A.102) implies Σi+Di‖xi‖‖yi‖ ≤
2Σi
‖xi‖‖yi‖ ≤ 1, we can define
α′i , arccos(
Σi +Di
‖xi‖‖yi‖) ∈ [0,
pi
2
].
There is a unique x′i in the plane span{xi, yi} which satisfies
‖x′i‖ = ‖xi‖ (A.103)
and ∠(x′i, yi) = α′i. By the definition of α′i above, we have
〈x′i, yi〉 = Σi +Di.
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The existence of x′i is proved. We define
y′i ,
Σi
Σi +Di
yi, (A.104)
then
〈x′i, y′i〉 =
Σi
Σi +Di
〈x′i, yi〉 = Σi. (A.105)
The existence of y′i is also proved.
Since 0 < 〈xi, yi〉 = Σi < 〈x′i, yi〉, we have pi2 > αi > α′i > 0, thus we can define
θ , αi − α′i = ∠(x′i, xi) ∈ (0, αi). (A.106)
Fix any j 6= i, we then show how to define y′j . Define
Ai , spanj 6=i{xj}⊥yi, Bi , spanj 6=i{yj}⊥xi, Ti , Ai ∩Bi.
Let
−−→
OYj = yj , Kj , PAi(Yj), Hj , PTi(Yj). Then ∠YjHjKj = min{∠(xi, yi), pi −
∠(xi, yi)} = ∠(xi, yi) = αi. Since αi > θ, there exists a unique point Y ′j in the line
segment YjKj such that
∠YjHjY ′j = θ. (A.107)
Since Kj = PAi(Yj) and xk ∈ Ai, ∀k 6= i, we have
−−−→
YjKj⊥xk,∀k 6= i, thus
−−→
YjY
′
j⊥xk, ∀k 6= i. (A.108)
See Figure A.4 and Figure A.5 for the geometrical interpretation; note that Ti in
general is not a line but a r−2 dimensional space. The righthand side subfigures repre-
sents the 2 dimensional subspace T⊥i ; since span{HjYj , HjKj} = T⊥i = span{xi, yi}, we
can draw xi, yi, y
′
i as the vectors starting from Hj and lying in the plane HjYjKj = T
⊥
i
in the figures. Figure A.4 and Figure A.5 differ in the relative position of xi and Kj : xi
and Kj lie in the same side of line HjYj in Figure A.4 but in different sides in Figure
A.5. Given the positions of xi and Hj , Yj ,Kj , the position of yi is determined since
yi⊥−−−→HjKj and ∠(xi, yi) < pi2 .
In both figures, we have
∠(
−−−→
HjY
′
j , x
′
i) = ∠(
−−−→
HjYj , xi)− ∠(x′i, xi) + ∠YjHjY ′j
(A.106),(A.107)
===========
pi
2
− θ + θ = pi
2
,
=⇒ −−−→HjY ′j⊥x′i. (A.109)
142
Figure A.4: Left: Space Ai, Bi, Ti, vectors xi, yi, x
′
i, xk and some points related to yj .
Right: Some points and vectors in plane HjYjKj = T
⊥
i = span{xi, yi}. This figure
shows the first possibility: xi and Kj lie in the same side of line HjYj .
Figure A.5: Same objects as in Figure A.4, but for the second possibility: xi and Kj
lie in different sides of line HjYj .
Now we are ready to define y′j and establish its properties. Define
y′j ,
−−→
OY ′j . (A.110)
Since Y ′j lies in the line segment KjYj and ∠YjKjO = pi/2, we have
‖y′j‖ ≤ ‖yj‖. (A.111)
We also have
y′j = yj +
−−→
YjY
′
j ∈ span{yj , yi} ⊥xk, ∀k 6= i, j. (A.112)
According to the fact
−−→
OHj⊥x′i and (A.109), we have
y′j =
−−→
OHj +
−−−→
HjY
′
j ⊥ x′i. (A.113)
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Let k = j in (A.108), we obtain
0 = 〈−−→YjY ′j , xj〉 = 〈y′j − yj , xj〉 = 0 =⇒ 〈xj , y′j〉 = 〈xj , yj〉. (A.114)
We have shown that y′j defined in (A.110) satisfies (A.112), (A.113) and (A.114), thus
the existence of y′j in Operation 2 is proved.
Having defined x′i, y
′
i and y
′
j ,∀j 6= i, we further define
x′j , xj ,∀j 6= i, (A.115)
which completes the definition of X ′, Y ′. In the rest, we prove that X ′, Y ′ satisfy the
desired property (A.101).
The property (A.101a) can be directly proved by the definitions of X ′, Y ′. In specific,
according to (A.105), (A.114) and the definition (A.115), we have 〈x′k, y′k〉 = Σk,∀k.
According to the definitions (A.115), (A.104) and the fact yi⊥xj , ∀j 6= i, we have
y′i⊥x′j ,∀j 6= i. Together with (A.112) and (A.113), we obtain 〈x′k, y′l〉 = 0,∀k 6= l. Thus
X ′(Y ′)T = Σ.
Next, we prove the property (A.101d). We first prove
α′i − αi = θ ≤
1
r
pi
24
. (A.116)
Define hi , x′i − xi, then
‖hi‖ = 2‖xi‖ sin(θ
2
). (A.117)
From 〈x′i, yi〉 = Σi + Di = 〈xi, yi〉 + Di, we obtain 〈hi, yi〉 = Di. Note that 〈hi, yi〉 =
‖hi‖‖yi‖ cos(∠(hi, yi)) and ∠(hi, yi) = pi2 − αi + θ2 , thus
‖hi‖ = Di‖yi‖ sin(αi − θ2)
. (A.118)
According to (A.117) and (A.118), we have
Di
‖xi‖‖yi‖ = 2 sin(αi −
θ
2
) sin(
θ
2
) ≥ 2 sin(αi
2
) sin(
θ
2
) ≥ 2 sin(pi
6
) sin(
θ
2
) = sin(
θ
2
) ≥ θ
pi
,
where the last equality follows from the fact that sin(t)t is decreasing in t ∈ (0, pi2 ]. Note
that Di‖xi‖‖yi‖ can be upper bounded as
Di
‖xi‖‖yi‖
(A.102)
≤ Di
2Σi
(A.78)
≤ 1
24r
.
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Combining the above two relations, we get (A.116).
To prove
αj − α′j ≤
pi
24r
, ∀j ∈ {i+ 1, . . . , s}, (A.119)
we only need to prove
θj , αj − α′j ≤ θ, ∀j ∈ {i+ 1, . . . , s} (A.120)
and then use (A.116). The equality (A.114) implies that
‖xj‖‖yj‖ cos(αj) = ‖xj‖‖y′j‖ cos(α′j),
which leads to
cos(αj)
cos(αj − θj) =
cos(αj)
cos(α′j)
=
‖y′j‖
‖yj‖ .
For any two points P1, P2, we use |P1P2| to denote the length of the line segment P1P2.
Since
−−→
OHj is orthogonal to plane HjKjYj , we have
‖y′j‖2
‖yj‖2 =
|OHj |2 + |HjY ′j |2
|OHj |2 + |HjYj |2 ≥
|HjY ′j |2
|HjYj |2 ,
where the last inequality follows from the fact that |HjY ′j | ≤ |HjYj |. Since ∠YjHjKj =
αi,∠Y ′jHjKj = α′i and ∠YjKjHj = pi2 , we have
|HjY ′j |
|HjYj | =
sin∠Y ′jYjHj
sin∠YjY ′jHj
=
sin(pi/2− αi)
sin(pi/2 + α′i)
=
cos(αi)
cos(α′i)
.
According to the assumption (A.77) and i < j ≤ s, we have 0 ≤ αi ≤ αj ≤ pi2 . Since
cos(x)/ cos(x− θ) is decreasing in [0, pi2 ], we can get
cos(αi)
cos(α′i)
=
cos(αi)
cos(αi − θ) ≥
cos(αj)
cos(αj − θ) .
Combining the above four relations, we get
cos(αj)
cos(αj − θj) ≥
cos(αj)
cos(αj − θ) ,
which implies cos(αj − θ) ≥ cos(αj − θj) that immediately leads to (A.120). Thus we
have proved (A.119), which combined with (A.116) establishes the property (A.101d).
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Then we prove the property (A.101c). Since x′j = xj , ∀j 6= i, we have ‖X ′ −X‖F =
‖x′i − xi‖, which can be bounded as
‖x′i − xi‖ = ‖hi‖
(A.118)
=
Di
‖yi‖ sin(αi − θ2)
≤ ‖xi‖Di‖xi‖‖yi‖ sin(pi3 )
(A.102)
≤ ‖xi‖Di
2Σi sin(
pi
3 )
<
1√
3
‖xi‖
Σi
Di,
where the first inequality is due to
αi − θ/2 ≥ αi − θ
(A.100b)
≥ pi/3 + pi/24− θ
(A.116)
≥ pi/3. (A.121)
Thus the first part of (A.101c) is proved.
According to (A.117) and (A.118), we have
2 sin(
θ
2
) =
Di
‖xi‖‖yi‖ sin(αi − θ2)
(A.122)
Now we upper bound ‖y′j − yj‖ as
‖y′j − yj‖ = |Y ′jYj | =
sin(θ)
cos(αi − θ) |HjYj |
= 2 sin(
θ
2
) cos(
θ
2
)
1
cos(αi − θ) |HjYj |
(A.122)
=
Di
‖xi‖‖yi‖ sin(αi − θ2)
cos(
θ
2
)
1
cos(αi − θ) |HjYj |
≤ Di‖xi‖‖yi‖ sin(αi − θ2)
1
cos(αi)
|HjYj |
(A.121)
≤ Di
sin(pi3 )〈xi, yi〉
|HjYj |
≤ 2√
3
Di
Σi
|HjYj |,
(A.123)
where the last inequality is due to the fact 〈xi, yi〉 = Σi. Using |HjYj | ≤ ‖yj‖, we obtain
‖y′j − yj‖ ≤
2√
3
Di
Σi
‖yj‖. (A.124)
According to the definition (A.104), we have
‖yi − y′i‖ = (1−
Σi
Σi +Di
)‖yi‖ = Di
Σi +Di
‖yi‖ ≤ Di
Σi
‖yi‖. (A.125)
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According to (A.124) (which holds for any j ∈ {1, . . . , r}\{i}) and (A.125), we get
‖Y − Y ′‖F =
√√√√ r∑
k=1
‖yk − y′k‖2 ≤
2√
3
Di
Σi
√√√√ r∑
k=1
‖yk‖2 = 2√
3
Di
Σi
‖Y ‖F ,
which proves the second part of (A.101c).
The property (A.101e) can be proved as follows. By the definition (A.104), we have
‖y′i‖ ≤ ‖yi‖, which combined with (A.111) (for all j 6= i) leads to
‖y′k‖ ≤ ‖yk‖, k = 1, . . . , s.
According to (A.124) (for all j 6= i) and (A.125), we have ‖y′k − yk‖ ≤ 2√3
Di
Σi
‖yk‖, ∀k,
which implies
‖y′k‖ ≥ ‖yk‖ − ‖y′k − yk‖ ≥ ‖yk‖ −
2√
3
Di
Σi
‖yk‖
(A.78)
≥ ‖yk‖ − 1
10r
‖yk‖, ∀k.
Combining the above two relations we obtain the property (A.101e).
The property (A.101f) can be easily proved by (A.104). In fact, we have
‖yi‖2 − ‖y′i‖2 = (‖yi‖ − ‖y′i‖)(‖yi‖+ ‖y′i‖)
≥ 2‖y′i‖(‖yi‖ − ‖y′i‖)
(A.104)
= 2‖y′i‖(
Σi +Di
Σi
− 1)‖y′i‖
= 2
Di
Σi
‖y′i‖2 ≥ 2
Di
Σi
(
11
12
)2‖yi‖2 ≥ 5
3
Di
Σi
‖yi‖2.
(A.126)
where the second last inequliaty follows from ‖y′i‖ ≥ ‖yi‖ − ‖yi − y′i‖
(A.125)
≥ ‖yi‖ −
Di‖yi‖/Σi
(A.78)
≥ 11‖yi‖/12. According to (A.111) (for all j 6= i), we have ‖Y ‖2F −
‖Y ′‖2F ≥ ‖yi‖2 − ‖y′i‖2, which combined with (A.126) leads to the property (A.101f).
At last, we prove the property (A.101b). The first part ‖X ′‖F = ‖X‖F follows
from (A.103) and (A.115), thus it remains to prove the second part. Denote ϕj ,
∠YjOY ′j , βj , ∠YjOKj as shown in Figure A.6. Pick a point Zj in the line
segment OYj so that |OZj | = |OY ′j |, then |YjZj | = ‖yj‖ − ‖y′j‖. Thus we have
‖yj − y′j‖
‖yj‖ − ‖y′j‖
=
|YjY ′j |
|YjZj | =
sin(∠YjZjY ′j )
sin(∠YjY ′jZj)
=
sin(pi/2− ϕj/2)
sin(βj − ϕj/2) ≤
1
sin(βj − ϕj) . (A.127)
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Figure A.6: Illustration for the proof of the property (A.101b)
In order to bound 1/ sin(βj − ϕj) 2 , we use the following bound:
sinβj
sin(βj − ϕj) =
|YjKj |
‖yj‖
‖y′j‖
|Y ′jKj |
≤ |YjKj ||Y ′jKj |
=
tanαi
tan(αi − θ) .
Then we have
sinβj
sin(βj − ϕj)
sin(αi − θ)
sin(αi)
=
cos(αi − θ)
cos(αi)
=
cosαi cos θ + sinαi sin θ
cos(αi)
≤ sin(θ)
cos(αi)
+ 1.
(A.128)
According to (A.122) and the fact cos(αi) = 〈xi, yi〉/(‖xi‖‖yi‖) = Σi/(‖xi‖‖yi‖), we
have
sin(θ)
cos(αi)
≤ 2 sin(θ/2)
cos(αi)
=
Di
‖xi‖‖yi‖ sin(αi − θ/2)
‖xi‖‖yi‖
Σi
=
Di
Σi
1
sin(αi − θ/2)
(A.78),(A.121)
≤ 1
12
1
sin(pi/3)
=
1
6
√
3
.
Plugging the above relation into (A.128), we obtain
sinβj
sin(βj − ϕj)
sin(αi − θ)
sin(αi)
≤ 6
√
3 + 1
6
√
3
. (A.129)
2 The part from (A.127) to (A.129) can be replaced by a simpler bound sin(βj −ϕj) ≥ sin(βj/2) ≥
sin(βj)/2 and we can still obtain a similar bound as (A.131); however, by using this simpler yet looser
bound, the constant coefficient 7/8 will be replaced by a larger constant.
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Combining (A.127) and (A.123), we obtain
‖yj − y′j‖
‖yj‖ − ‖y′j‖
‖yj − y′j‖
‖yj‖ ≤
1
sin(βj − ϕj)
2√
3
Di
Σi
|HjYj |
‖yj‖
(A.129)
≤ 2√
3
Di
Σi
6
√
3 + 1
6
√
3
|HjYj |
‖yj‖
sin(αi)
sin(βj)
1
sin(αi − θ)
=
6
√
3 + 1
9
Di
Σi
1
sin(αi − θ)
(A.121)
≤ 6
√
3 + 1
9
2√
3
Di
Σi
≤ 3
2
Di
Σi
,
(A.130)
where the last equality is due to |HjYj | sin(αi) = |YjKj | = ‖yj‖ sin(βj).
According to (A.124) and (A.78), we obtain that ‖yj − y′j‖ ≤ 2√3
1
12‖yj‖ ≤ 18‖yj‖,
which further implies ‖y′j‖ + ‖yj‖ ≥ 2‖yj‖ − ‖yj − y′j‖ ≥ 158 ‖yj‖. Then by (A.130) we
have
‖yj − y′j‖2 ≤
5
√
3 + 1
6
Di
Σi
(‖yj‖ − ‖y′j‖)‖yj‖
≤ 3
2
Di
Σi
(‖yj‖ − ‖y′j‖)(‖y′j‖+ ‖yj‖)
8
15
=
4
5
Di
Σi
(‖yj‖2 − ‖y′j‖2).
(A.131)
According to the definition (A.104), we have
‖yi‖2 − ‖y′i‖2
‖yi − y′i‖2
=
1− (Σi)2/(Σi +Di)2
[1− Σi/(Σi +Di)]2 =
(Σi +Di)
2 − Σ2i
D2i
=
D2i + 2DiΣi
D2i
≥ 2 Σi
Di
,
which implies
‖yi − y′i‖2 ≤
1
2
Di
Σi
(‖yi‖2 − ‖y′i‖2). (A.132)
Summing up (A.131) for j ∈ {1, . . . , r}\{i} and (A.132), we obtain
‖Y − Y ′‖2F ≤
4
5
Di
Σi
(‖Y ‖2F − ‖Y ′‖2F ),
which proves the second part of (A.101b).
A.5 Proofs of the results in Section 4.4
A.5.1 Proof of Claim 4.4.2
The proof of this claim consists of two parts: first, by a classical result we have that
M0, the best rank-r approximation of
1
pPΩ(M), is close to M ; second, show that the
scaling does not change the closeness.
We first present the following result.
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Lemma A.5.1 Assume M is a rank r matrix of dimension m × n with m ≥ n, and
denote Mmax = ‖M‖∞ as the maximum magnitude of the entries of M . Suppose each
entry of M is included in Ω with probability p ≥ C0 log(m+n)m , and M0 is the best rank-r
approximation of 1pPΩ(M). Then with probability larger than 1− 1/(2n4),
1
mnM2max
‖M −M0‖2F ≤ C2
α
3
2 r
pm
, (A.133)
for some numerical constant C2.
Remark: Lemma A.5.1 can be found in [33]. The original version [33, Theorem 1.1]
holds for M0 = Pr(Tr(PΩ(M))/p), where Tr(·) denotes a trimming operator which sets
to zero all rows and columns that have too many observed entries, and Pr(·) denotes
the best rank-r approximation. By standard Chernoff bound one can show that none
of the rows and columns have too many observed entries with high probability, thus
the conclusion of [33, Theorem 1.1] holds for M0 = Pr(PΩ(M))/p. The key to establish
Lemma A.5.1 is a bound on ‖M − 1pPΩ(M)‖2, which can be simply proved by matrix
concentration inequalities; see [24, Remark 6.1.2], [2, Theorem 6.3] or [5, Theorem 3.5].
The proof of [33, Theorem 1.1] is more complicated than applying matrix concentration
inequalities since it holds for a weaker condition |Ω| ≥ O(n).
Note that Xˆ0, Yˆ0 defined in Table 4.1 satisfy
Xˆ0Yˆ0
T
= Pr(PΩ(M)/p) = M0. (A.134)
Recall that the SVD of M is M = UˆΣVˆ , where Uˆ , Vˆ satisfies (4.1). We have
|Mij | =
r∑
k=1
|UˆikVˆjkΣk| ≤ Σmax
r∑
k=1
|UˆikVˆjk|
≤ Σmax
√√√√ r∑
k=1
Uˆ2ik
√√√√ r∑
k=1
Vˆ 2jk
(4.1)
≤ Σmax µr√
mn
, ∀ i, j.
(A.135)
The above relation implies Mmax ≤ Σmax µr√mn . Plugging this inequality and p =
|Ω|/(mn) into (A.133), we get
‖M −M0‖2F ≤ C2
mnα
3
2 r
pm
Σ2max
µ2r2
mn
= C2n
α
3
2 r3κ2µ2
|Ω| Σ
2
min. (A.136)
150
Plugging (A.134) and the assumption (4.17) into (A.136), we get
δˆ0 , ‖M − Xˆ0Yˆ0T ‖F ≤
√
C2
C0
Σmin
r1.5κ2
. (A.137)
The property (a), i.e. (X0, Y0) ∈ (
√
2/3K1) follows directly from the definitions of
X0 and Y0 in (4.13). We then prove the property (b), i.e. (X0, Y0) ∈ (
√
2/3K2). By
(A.137) we have ‖M −M0‖F ≤ Σmin/5 ≤ Σmax/5 for large enough C0. This inequality
combined with ‖M −M0‖F ≥ ‖M −M0‖2 ≥ ‖M0‖2 − Σmax yields
‖M0‖2 ≤ 6
5
Σmax. (A.138)
By the definitions of Xˆ0, Yˆ0 (i.e. Xˆ0 = X¯0D
1
2
0 , Yˆ0 = Y¯0D
1
2
0 , where X¯0D0Y¯
T
0 is the SVD
of M0), we have
‖Xˆ0‖2 = ‖Yˆ0‖2 =
√
‖M0‖2
(A.138)
≤
√
6
5
√
Σmax. (A.139)
Then we have
‖Xˆ0‖2F ≤ r‖Xˆ0‖22 ≤
6
5
rΣmax
(4.5)
<
2
3
β2T , (A.140)
where the last inequality follows from CT > 9/5. By the definition of X0 in (4.13), we
have ‖X0‖2F ≤ ‖Xˆ0‖2F ≤ 23β2T . Similarly, we can prove ‖Y0‖2F ≤ 23β2T . Thus the property
(b) is proved.
Next we prove the property (c), i.e. ‖M − X0Y T0 ‖F ≤ δ0. Since Xˆ0, Yˆ0 satisfy
max{‖Xˆ0‖F , ‖Yˆ0‖F } ≤ βT (due to (A.140) and the analogous inequality for Yˆ0) and
(A.137), it follows from Proposition 4.3.1 that there exist U0, V0 such that
U0V
T
0 = M ; (A.141a)
‖U0‖2 ≤ ‖X0‖2; (A.141b)
‖U0 − Xˆ0‖F ≤ 6‖Yˆ0‖2
5Σmin
δˆ0, ‖V0 − Yˆ0‖F ≤ 3‖Xˆ0‖2
Σmin
δˆ0; (A.141c)
‖U (i)0 ‖2 ≤
rµ
m
β2T , ‖V (j)0 ‖2 ≤
3rµ
2n
β2T . (A.141d)
Note that the above inequalities (A.141b) and (A.141c) are not due to (4.38b) and
(4.38c) of Proposition 4.3.1, but stronger results (A.32) and (A.40) established during
the proof of Proposition 4.3.1.
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Note that
‖M −X0Y T0 ‖F = ‖U0(V0 − Y0)T + (U0 −X0)Y T0 ‖F
≤ ‖U0(V0 − Y0)T ‖F + ‖(U0 −X0)Y T0 ‖F
≤ ‖U0‖2‖V0 − Y0‖F + ‖U0 −X0‖F ‖Y0‖2,
(A.142)
where the last inequality follows from Proposition A.3.4. Since X
(i)
0 and Xˆ
(i)
0 has the
same direction and ‖X(i)0 ‖ ≤ ‖Xˆ(i)0 ‖, by Proposition A.3.3 we have
‖X0‖2 ≤ ‖Xˆ0‖2 ≤
√
6
5
√
Σmax. (A.143)
Combining (A.141b) and (A.143), we get
‖U0‖2 ≤
√
6
5
√
Σmax. (A.144)
Similar to (A.143), we have
‖Y0‖2 ≤
√
6
5
√
Σmax. (A.145)
It remains to bound ‖V0−Y0‖F and ‖U0−X0‖F . Let us prove the following inequality:
‖U (i)0 −X(i)0 ‖ ≤ ‖U (i)0 − Xˆ(i)0 ‖, ∀ i. (A.146)
If ‖Xˆ(i)0 ‖ ≤
√
2
3β1, then (A.146) becomes equality since Xˆ
(i)
0 = X
(i)
0 . Thus we only need
to consider the case ‖Xˆ(i)0 ‖ >
√
2
3β1. In this case by the definition of X0 in (4.13) we
have ‖X(i)0 ‖ =
√
2
3β1. From (A.141d), we get
‖U (i)0 ‖2 <
3
2
rµ
m
β2T ≤
2
3
β21 < ‖Xˆ(i)0 ‖2. (A.147)
For simplicity, denote u , U (i)0 , x , X
(i)
0 , τ ,
‖Xˆ(i)0 ‖√
2/3β1
=
‖Xˆ(i)0 ‖
‖x‖ > 1. Then (A.147)
becomes ‖u‖ ≤ ‖x‖ and (A.146) becomes ‖u − x‖ ≤ ‖u − τx‖. The latter can be
transformed as follows:
‖u− x‖ ≤ ‖u− τx‖ ⇐⇒ ‖x‖2 − 2〈u, x〉 ≤ τ2‖x‖2 − 2τ〈u, x〉
⇐⇒ 2(τ − 1)〈u, x〉 ≤ (τ2 − 1)‖x‖2
⇐⇒ 2〈u, x〉 ≤ (τ + 1)‖x‖2. (A.148)
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Since 〈u, x〉 ≤ ‖u‖‖x‖ ≤ ‖x‖2 (here we use ‖u‖ ≤ ‖x‖ which is equivalent to (A.147))
and 2 < τ+1, the last inequality of (A.148) holds, which implies that ‖u−x‖ ≤ ‖u−τx‖
holds and, consequently, (A.146) holds.
An immediate consequence of (A.146) is
‖U0 −X0‖F ≤ ‖U0 − Xˆ0‖F
(A.141c)
≤ 5‖Yˆ0‖2
4Σmin
δˆ0
(A.139)
≤ 5
4
√
6
5
√
Σmax
δˆ0
Σmin
. (A.149)
Similarly, we have
‖V0 − Y0‖F
(A.141c)
≤ 3
√
6
5
√
Σmax
δˆ0
Σmin
. (A.150)
Plugging (A.144), (A.145), (A.149) and (A.150) into (A.142), we get
‖M −X0Y T0 ‖F ≤
√
6
5
√
Σmax
5
4
√
6
5
√
Σmax
δˆ0
Σmin
+
√
6
5
√
Σmax3
√
6
5
√
Σmax
δˆ0
Σmin
=(
3
2
+
18
5
)κδˆ0
(A.137)
≤ 51
10
√
C2
C0
Σmin
r1.5κ
(4.6)
≤ δ0,
where the last inequality holds for Cd ≥ 5153
√
C0
C2
. Therefore property (c) is proved.
A.5.2 Proof of Claim 4.2.1
Denote d , ‖M −XY T ‖F . Let a = U(V − Y )T + (U −X)V T , b = (U −X)(V − Y ),
where U, V are defined with the properties in Corollary 4.3.1.
According to (4.36) we have ‖PΩ(a)‖2F ≥ 2740pd2. According to (4.30a), we have
‖PΩ(b)‖F ≤ 15
√
pd. Therefore, ‖PΩ(M − XY T )‖F = ‖PΩ(a − b)‖F ≥ ‖PΩ(a)‖F −
‖PΩ(b)‖F ≥
√
27
40
√
pd− 15
√
pd ≥ 35
√
pd ≥ 1√
3
√
pd.
According to (4.30b), we have ‖b‖F ≤ 110d. According to (4.35) (which is a corollary
of [2, Theorem 4.1]), we have ‖PΩ(a)‖2F ≤ 76p‖a‖2F ≤ 76p(‖M−XY T ‖F+‖b‖F )2 ≤ 76p(1+
1
10)
2d2 ≤ 1712pd2. Thus, ‖PΩ(a−b)‖F ≤ ‖PΩ(a)‖F +‖PΩ(b)‖F ≤ (
√
17
12 +
1
5)
√
pd ≤ √2pd.

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A.5.3 Proof of Proposition 4.4.1
We first provide a general condition for (X,Y ) ∈ K1∩K2 (i.e. incoherent and bounded)
based on the function value F˜ (X,Y ).
Proposition A.5.1 Suppose the sample set Ω satisfies (4.19) and ρ = 2pδ20/G0(3/2),
where δ0 is defined in (4.6). Suppose (X0, Y0) satisfies (4.56) and
F˜ (X,Y ) ≤ 2F˜ (X0, Y0). (A.151)
Then (X,Y ) ∈ K1 ∩K2.
Proof of Proposition A.5.1: We prove by contradiction. Assume the contrary that
(X,Y ) /∈ K1∩K2. By the definition of K1,K2 in (4.20), we have either ‖X(i)‖2 > β21 for
some i, ‖Y (j)‖2 > β22 for some j, ‖X‖2F > β2T or ‖Y ‖2F > β2T . Hence at least one term
of G(X,Y ) = ρ
∑m
i=1G0(
3‖X(i)‖2
2β21
) + ρ
∑n
j=1G0(
3‖Y (j)‖2
2β22
) + ρG0(
3‖X‖2F
2β2T
) + ρG0(
3‖Y ‖2F
2β2T
) is
larger than G0(
3
2). In addition, all the other terms in the expression of G(X,Y ) are
nonnegative, thus we have G(X,Y ) > ρG0(
3
2). Therefore,
F˜ (X,Y ) ≥ G(X,Y ) > ρG0(3
2
) = 2pδ20 . (A.152)
We have
F˜ (X0, Y0) =
1
2
‖PΩ(M −X0Y T0 )‖2F ≤ p‖M −X0Y T0 ‖2F ≤ pδ20 , (A.153)
where the first equality is due to G(X0, Y0) = 0 which follows from (X0, Y0) ∈ (
√
2
3K1)∩
(
√
2
3K2), the second inequality follows from (4.19) and the fact (X0, Y0) ∈ (
√
2
3K1) ∩
(
√
2
3K2) ∩K(δ0) ⊆ K1 ∩K2 ∩K(δ), and the last inequality is due to (X0, Y0) ∈ K(δ0).
Combining (A.152) and (A.153), we get
F˜ (X,Y ) > 2F˜ (X0, Y0),
which contradicts (A.151). 
We can prove that (4.57) implies
F˜ (xi) ≤ 2F˜ (x0), ∀ i. (A.154)
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In fact, when (4.57c) holds, as the first inequality in (4.57c) the above relation also
holds. When (4.57a) holds, let λ = 0 in (4.57a) we get (A.154). When (4.57b) holds,
we have
ψ(xi,∆i; 1)
(4.57b)
≤ ψ(xi,∆i; 0) (4.55b)= F˜ (xi), (A.155)
which implies F˜ (xi+1) = F˜ (xi + ∆i)
(4.55b)
≤ ψ(xi,∆i; 1) ≤ F˜ (xi). This relation holds
for any i, thus F˜ (xi+1) ≤ F˜ (xi) ≤ · · · ≤ F˜ (x0) ≤ 2F˜ (x0).
Since (4.57) implies implies F˜ (xt) ≤ 2F˜ (x0) (see (A.154)), by Proposition A.5.1 we
have xt ∈ K1 ∩K2. The rest of the proof is devoted to establish
xt ∈ K(2
3
δ), ∀ t. (A.156)
Define the distance of x = (X,Y ) and u = (U, V ) as
d(x,u) = ‖XY T − UV T ‖F ,
then (Xt, Yt) ∈ K(δ)⇐⇒ ‖XtY Tt −M‖F ≤ δ can be expressed as
d(xt,u
∗) ≤ δ.
We first prove the following result:
Lemma A.5.2 If F˜ (x) ≤ 2F˜ (x0), then d(u∗,x) /∈ [23δ, δ].
Proof of Lemma A.5.2: We prove by contradiction. Assume the contrary that
d(u∗,x) ∈ [2
3
δ, δ]. (A.157)
Since x0 satisfies (4.56), according to the proof of Proposition A.5.1 we have (A.153),
i.e.
F˜ (x0) ≤ pδ20 . (A.158)
According to Proposition A.5.1 and the assumption F˜ (x) ≤ 2F˜ (x0), we have x ∈
K1 ∩K2. Together with (A.157) we get x ∈ K1 ∩K2 ∩K(δ). Then we have
F˜ (x) ≥ 1
2
‖PΩ(M −XY T )‖2
(4.19)
≥ 1
6
p‖M −XY T ‖2 = 1
6
pd(u∗,x)2. (A.159)
Plugging d(u∗,x)2 ≥ (23)2δ2
(4.6)
= 16δ20
(A.158)
≥ 16F˜ (x0)/p into (A.159), we get F˜ (x) ≥
8
3 F˜ (x0), which together with the assumption F˜ (x) ≤ 2F˜ (x0) leads to F˜ (x) = F˜ (x0) =
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0. Then by (A.159) we get d(u∗,x) = 0, which contradicts (A.157) since δ > 0. Thus
Lemma A.5.2 is proved.
Now we get back to the proof of (A.156). We prove (A.156) by induction on t. The
basis of the induction holds due to (4.56) and the fact δ0 = δ/6. Suppose xt ∈ K(2δ/3),
we need to prove xt+1 ∈ K(2δ/3). Assume the contrary that xt+1 /∈ K(2δ/3), i.e.
d(u∗,xt+1) >
2
3
δ. (A.160)
Let i = t+ 1 in (A.154), we get F˜ (xt+1) ≤ 2F˜ (x0). Then by Lemma A.5.2 we have
d(xt+1,u
∗) /∈ [2
3
δ, δ]; (A.161)
Combining (A.161) and (A.160), we get
d(xt+1,u
∗) > δ. (A.162)
In the rest of the proof, we will derive a contradiction for the three cases (4.57a),
(4.57b) and (4.57c) separately.
Case 1: (4.57a) holds. By the induction hypothesis, d(xt,u
∗) ≤ 23δ. Since d(x,u∗)
is a continuous function over x, the relation d(xt,u
∗) ≤ 23δ and (A.162) imply that
there must exist some x′ = (1− λ)xt+1 + λxt, λ ∈ [0, 1] such that
d(x′,u∗) = δ. (A.163)
According to (4.57a), we have F˜ (x′) ≤ 2F˜ (x0). By Lemma A.5.2, we have d(u∗,x′) /∈
[23δ, δ], which contradicts (A.163).
Case 2: (4.57b) holds. Define
λ′ = arg min
λ∈R,d(xt+λ∆t,u∗)≤δ
ψ(xt,∆t;λ). (A.164)
By the induction hypothesis, d(xt,u
∗) ≤ δ, thus 0 lies in the feasible region of the
optimization problem in (A.164), which implies
ψ(xt,∆t;λ
′) ≤ ψ(xt,∆t; 0) (4.55b)= F˜ (xt). (A.165)
Define x′ = xt +λ′∆t, then the feasibility of λ′ for the optimization problem in (A.164)
implies δ ≥ d(x′,u∗). Since d(x,u∗) is a continuous function over x and d(x′,u∗) ≤
156
δ
(A.162)
< d(xt+1,u
∗), there must exist some x′′ = (1−)xt+1+x′= xt + (1− + λ′)∆t,  ∈
[0, 1] such that
d(x′′,u∗) = δ. (A.166)
Then we have
F˜ (x′′)
(4.55b)
≤ ψ(xt,∆t; 1− + λ′)
(4.55a)
≤ (1− )ψ(xt,∆t; 1) + ψ(xt,∆t;λ′)
(A.155),(A.165)
≤ F˜ (xt)
(A.154)
≤ 2F˜ (x0).
Again we apply Lemma A.5.2 to obtain d(u∗,x′′) /∈ [23δ, δ], which contradicts (A.166).
Case 3: (4.57c) holds. By (4.56) and the fact δ0 = δ/6 we get d(x0,u
∗) ≤ δ/6. Then
we have
d(xt+1,u
∗) ≤ d(xt+1,x0) + d(x0,u∗)
(4.57c)
≤ 5
6
δ +
1
6
δ = δ,
which contradicts (A.162).
In all three cases we have arrived at a contradiction, thus the assumption (A.160)
does not hold, which finishes the induction step for t+ 1. Therefore, (A.156) holds for
all t.
A.5.4 Proof of Claim 4.4.3
The sequence {xt} generated by Algorithm 1 with either restricted Armijo rule or
restricted line search satisfies (4.57c) because the sequence F˜ (xt) is decreasing and the
requirement d(xt,x0) ≤ 5δ/6 is enforced throughout computation.
Algorithm 2 and Algorithm 3 satisfy (4.57b) since all of them perform exact min-
imization of a convex upper bound of the objective function along some direction-
s. Note that xt should be understood as the produced solution after t “iterations”
(one block of variables is updated in one “iteration”). In contrast, (Xk, Yk) defined
in these algorithms is the produced solution after k “loops” (all variables are updat-
ed once in one “loop”). For (Xk, Yk) generated by Algorithm 2, we define x2k =
(Xk, Yk),x2k+1 = (Xk+1, Yk) and ψ(xt,∆t;λ) = F˜ (xt + λ∆t), then ψ satisfies (4.55)
and {xt}∞t=0 = {(Xk, Yk), (Xk+1, Yk)}∞k=0 satisfies (4.57b). Similarly, for (Xk, Yk) gener-
ated by Algorithm 3, define
x(m+n)k+i = (X
(1)
k+1, . . . , X
(i−1)
k+1 , X
(i), X
(i+1)
k , . . . , X
(m)
k , Yk), i = 1, . . . ,m
x(m+n)k+m+j = (Xk+1, Y
(1)
k+1, . . . , Y
(j−1)
k+1 , Y
(j), Y
(j+1)
k , . . . , Y
(m)
k ), j = 1, . . . , n,
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and ψ(xt,∆t;λ) = F˜ (xt + λ∆t) + λ0‖λ∆t‖2/2, then ψ satisfies (4.55) and {xt}∞t=0
satisfies (4.57b).
We then show that Algorithm 1 with constant stepsize η < η¯1 satisfies (4.57a) for
some η¯1 when Ω satisfies (4.19). We prove by induction on t. Define x−1 = x0, then
(4.57a) holds for t = 0. Assume (4.57a) holds for t − 1, i.e., F˜ (xt−1 + λ∆t−1) ≤
2F˜ (x0),∀λ ∈ [0, 1], where ∆t = xt − xt−1. In particular, we have F˜ (xt) ≤ 2F˜ (x0),
which together with the assumption that Ω satisfies (4.19) leads to (by Proposition
(A.5.1))
xt ∈ K1 ∩K2.
Thus max{‖Xt‖F , ‖Yt‖F } ≤ βT , ‖X(i)t ‖ ≤ β1,∀i, and ‖Y (j)t ‖ ≤ β2, ∀j. Then we have
‖∇X F˜ (xt)‖F = ‖∇XF (xt) +∇XG(xt)‖F
≤ ‖PΩ(XtY Tt −M)Yt‖F +
∥∥∥∥∥ρ
m∑
i=1
G′0(
3‖X(i)t ‖2
2β21
)
3X¯
(i)
t
β21
∥∥∥∥∥
F
+
∥∥∥∥ρG′0(3‖Xt‖2F2β2T )3Xtβ2T
∥∥∥∥
F
≤ ‖PΩ(XtY Tt −M)‖F ‖Yt‖F +
3ρ‖Xt‖F
β21
+
3ρ‖Xt‖F
β2T
≤
√
F˜ (xt)βT +
6ρ‖Xt‖F
β21
≤
√
2F˜ (x0)βT +
6ρβT
β21
,
where in the second inequality we use G′0(
3‖X(i)t ‖2
2β21
) ≤ G′0(32) = 1 and G′0(
3‖X‖2F
2β2T
) ≤
G′0(
3
2) = 1. Assume
η¯1 ≤ 1
4β2T
. (A.167)
Recall that η ≤ η¯1, thus we have
‖Xt+1‖F ≤ ‖Xt‖F + η‖∇X F˜ (xt)‖F ≤ βT + 1
4β2T
(√
2F˜ (x0)βT +
6ρβT
β21
)
(A.153)
≤ βT + 1
4βT
(√
2pδ0 +
6ρ
β21
)
, c1.
(A.168)
By a similar argument, we can prove ‖Yt+1‖F ≤ c1, thus xt+1 = (Xt+1, Yt+1) ∈ Γ(c1)
(recall the definition of Γ(·) in (4.10) is Γ(β) = {(X,Y ) | ‖X‖F ≤ β, ‖Y ‖F ≤ β}).
Since (Xt, Yt) ∈ Γ(βT ) ⊆ Γ(c1) and Γ(c1) is a convex set, we have that the line segment
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connecting xt and xt+1, denoted as [xt,xt+1], lies in Γ(c1). Then by Claim 4.1.1 we
have that ∇F˜ is Lipschitz continuous in [xt,xt+1] with Lipschitz constant
L1 = L(c1) = 4c
2
1 + 54ρ
c21
β41
≥ L(βT ) ≥ 4β2T , (A.169)
where the last inequality is due to the fact c1 ≥ βT . Define (note c1 is defined by
(A.168))
η¯1 ,
1
L1
=
1
4c21 + 54ρ
c21
β41
, (A.170)
then η¯1 ≤ 1L(βT ) ≤
1
4β2T
= 1
4β2T
, which is consistent with (A.167).
It follows from a classical descent lemma (see, e.g., [86, Prop. A.24]) that
F˜ (xt − λη∇F˜ (xt)) ≤ F˜ (xt)− 〈λη∇F˜ (xt),∇F˜ (xt)〉+ L1
2
‖λη∇F˜ (xt)‖2
= F˜ (xt) + ‖∇F˜ (xt)‖2(L1
2
λ2η2 − λη)
≤ F˜ (xt)− λη
2
‖∇F˜ (xt)‖2
≤ F˜ (xt)
≤ 2F˜ (x0), ∀ λ ∈ [0, 1],
(A.171)
where the second inequality follows from the fact that λη ≤ η ≤ η¯1 = 1/L1. This
finishes the induction step (note that ∆t = xt+1 − xt = −η∇F˜ (xt)), thus (4.57a) is
proved.
Finally, we show that Algorithm 4 (SGD) satisfies (4.57a) with xt = (Xk, Yk) rep-
resenting the produced solution after the t-th loop, provided that Ω satisfies (4.19).
Denote N = |Ω| + m + n + 2 and xk,i = (Xk,i, Yk,i), i = 1, . . . , N . We prove (4.57a)
by induction on t. Define x−1 = x0, then (4.57a) holds for t = 0. Assume (4.57a)
holds for 0, 1, . . . t− 1, i.e., F˜ (xk +λ∆k) ≤ 2F˜ (x0),∀λ ∈ [0, 1], where ∆k = xk+1−xk,
0 ≤ k ≤ t − 1. In particular, we have F˜ (xt) ≤ 2F˜ (x0), which together with the
assumption that Ω satisfies (4.19) leads to (by Proposition (A.5.1))
xt ∈ K1 ∩K2. (A.172)
Now we show that there exist constants c1,i, c2,i, i = 0, 1, . . . , N (independent of t) so
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that
max{‖Xt,i‖F ,‖Yt,i‖F } ≤ c1,i, (A.173a)
max{‖∇Xfi+1(xt,i)‖F , ‖∇Y fi+1(xt,i−1)‖F } ≤ c2,i. (A.173b)
We prove (A.173) by induction on i. When i = 0, since by (A.172) we have
max{‖Xt,0‖F , ‖Yt,0‖F } = max{‖Xt‖F , ‖Yt‖F } ≤ βT ,
thus (A.173a) holds for c1,0 = βT .
Suppose (A.173a) holds for i, we prove (A.173b) holds for i with suitably chosen c2,i.
Note that fi+1 can be one of the five different functions in (4.16). When fi+1 equals
some Fjl, we have
‖∇Xfi+1(xt,i)‖F = ‖∇XFj,l(xt,i)‖F = |(X(j)t,i )TY (l)t,i −Mjl|‖Y (l)t,i ‖
≤ (‖Xt,i‖F ‖Yt,i‖F +Mmax)‖Yt,i‖F ≤ (c21,i +Mmax)c1,i.
When fi+1(X,Y ) equals some G1j(X), we have (see (4.14) for the expression of ∇XG1j)
‖∇Xfi+1(xt,i)‖F = ‖∇XG1j(Xt,i)‖F = ρG′0(
3‖X(j)t,i ‖2
2β21
)
3‖X(j)t,i ‖
β21
≤ ρG′0(
3c21,i
2β21
)
3c1,i
β21
≤ ρG′0(
3c21,i
2β2T
)
3c1,i
β2T
.
When fi+1(X,Y ) equals some G3(X), we have
‖∇Xfi+1(xt,i)‖F = ‖∇XG3(Xt,i)‖F = ρG′0(
3‖Xt,i‖2F
2β2T
)
3‖Xt,i‖F
β2T
≤ ρG′0(
3c21,i
2β2T
)
3c1,i
β2T
.
When fi+1(X,Y ) equals some G2j(Y ) or G4(Y ) that only depend on Y , we have
∇Xfi+1(xt,i) = 0. Let
c2,i , max
{
(c21,i +Mmax)c1,i, ρG
′
0(
3c21,i
2β2T
)
3c1,i
β2T
}
,
then no matter what kind of function fi+1 is, we always have ‖∇Xfi+1(xt,i)‖F ≤ c2,i.
Similarly, ‖∇Y fi+1(xt,i)‖F ≤ c2,i. Thus (A.173b) holds for i.
Suppose (A.173b) holds for i − 1, we prove that (A.173a) holds for i with suitably
chosen c1,i. In fact,
‖Xt,i‖F = ‖Xt,i−1−ηt∇Xfi(xt,i−1)‖F ≤ ‖Xt,i−1‖F+ηt‖∇Xfi(xt,i−1)‖F ≤ c1,i−1+η¯c2,i−1,
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thus (A.173a) holds for c1,i = c1,i−1 + η¯c2,i−1. This finishes the induction proof of
(A.173).
In Claim 4.1.1, we have proved that ∇F˜ is Lipschitz continuous with Lipschitz
constant L(β0) = 4β0 + 54ρ
β20
β41
in the set Γ(β0) (the definition of Γ(·) is given in (4.10)).
By a similar argument (or set irrelevant rows of X,Y, U, V to zero in the proof of Claim
(4.1.1)), we can prove that each ∇fi is also Lipschitz continuous with Lipschitz constant
L(β0) = 4β0 + 54ρ
β20
β41
in the set Γ(β0). Then we have
‖∇fi(xt,i−1)−∇fi(xt)‖F ≤ c′i−1‖xt,i−1 − xt‖F , i = 1, . . . , N, (A.174)
where c′i−1 = L(c1,i−1).
Note that xt+1 = xt+
∑N
i=1(xt,i−xt,i−1) = xt−ηt
∑N
i=1∇fi(xt,i−1). We can express
SGD as an approximate gradient descent method:
xt+1 = xt − ηt(∇F˜ (xt) + wt), (A.175)
where the error
wt =
N∑
i=1
∇fi(xt,i−1)−∇F˜ (xt) =
N∑
i=1
(∇fi(xt,i−1)−∇fi(xt)).
Following the analysis in [90, Lemma 1], we can bound each term ∇fi(xt,i−1)−∇fi(xt)
as
‖∇fi(xt,i−1)−∇fi(xt)‖F
(A.174)
≤ c′i−1‖xt,i−1 − xt‖F = ηtc′i−1‖
i−1∑
l=1
∇fl(xt,l−1)‖F
(A.173b)
≤ ηtc′i−1
i−1∑
l=1
√
2c2,l.
(A.176)
Plugging this inequality for i = 1, . . . , N into the expression of wt, we obtain an upper
bound of the error wt:
‖wt‖F ≤ ηtc0, (A.177)
where c0 ,
∑N
i=1(c
′
i−1
∑i−1
l=1
√
2c2,l) is a constant.
Applying (A.173a) for i = N , we get max{‖Xt+1‖F , ‖Yt+1‖F } ≤ c1,N , thus xt+1 ∈
Γ(c1,N ). Since xt ∈ Γ(βT ) ⊆ Γ(c1,N ) and Γ(c1,N ) is a convex set, we have that the line
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segment connecting xt and xt+1 lies in Γ(c1,N ). Then by Claim 4.1.1 we have that ∇F˜
is Lipschitz continuous over this line segment with Lipschitz constant L′ = L(c1,N ). It
follows from a classical descent lemma (see, e.g., [86, Prop. A.24]) that
F˜ (xt+1) ≤ F˜ (xt) + 〈xt+1 − xt,∇F˜ (xt)〉+ L
′
2
‖xt+1 − xt‖2F .
Using the expression (A.175), the above relation becomes
F˜ (xt+1)− F˜ (xt) ≤ −ηt〈∇F˜ (xt) + wt,∇F˜ (xt)〉+ L
′
2
η2t ‖∇F˜ (xt) + wt‖2F . (A.178)
Plugging
−ηt〈wt,∇F˜ (xt)〉 ≤ ηt‖wt‖F ‖∇F˜ (xt)‖F
(A.177)
≤ η2t c0‖∇F˜ (xt)‖F ≤
1
2
η2t c0(1+‖∇F˜ (xt)‖2F )
and
1
2
‖∇F˜ (xt) + wt‖2F ≤ ‖∇F˜ (xt)‖2F + ‖wt‖2F
(A.177)
≤ ‖∇F˜ (xt)‖2F + η2t c20
into (A.178), we get
F˜ (xt+1)− F˜ (xt) ≤ −ηt‖∇F˜ (xt)‖2F +
1
2
η2t c0(1 + ‖∇F˜ (xt)‖2F ) + L′η2t (‖∇F˜ (xt)‖2F + η2t c20)
= (
1
2
η2t c0 + η
2
tL
′ − ηt)‖∇F˜ (xt)‖2F + η2t (
1
2
c0 + L
′η2t c
2
0).
(A.179)
Pick
η¯ , 1
c0 + 2L′
.
Since ηt ≤ η¯, we have 12η2t c0 + η2tL′ − ηt ≤ −ηt/2 and L′η2t c20 ≤ L′c20 1(c0+2L′)2 ≤
c0
8 (the
last inequality follows from (c0 + 2L
′)2 ≥ 8c0L′). Plugging these two inequalities into
(A.179), we obtain
F˜ (xt+1)− F˜ (xt) ≤ η2t c0.
By the same argument we can prove
F˜ (xk+1)− F˜ (xk) ≤ η2kc0, k = 0, 1, . . . , t.
Summing up these inequalities, we get
F˜ (xt+1) ≤ F˜ (x0) +
t∑
k=0
η2kc0 ≤ F˜ (x0) + ηsumc0.
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where the last inequality follows from the assumption
∑∞
k=0 η
2
k ≤ ηsum. Pick
ηsum ,
F˜ (x0)
c0
,
the above relation becomes
F˜ (xt+1) ≤ 2F˜ (x0).
By a similar argument, we can prove
F˜ (xt + λ(xt+1 − xt)) ≤ 2F˜ (x0), ∀ λ ∈ [0, 1],
which completes the induction. Thus we have proved that Algorithm 4 (SGD) satisfies
(4.57a) with suitably chosen η¯ and ηsum.
A.5.5 Proof of Claim 4.4.1
For Algorithm 1 with constant stepsize η < η¯1 (defined in (A.170)), since the objective
value F˜ (xt) is decreasing, we have F˜ (xt) ≤ F˜ (x0). By Proposition A.5.1 this implies
that the algorithm generates a sequence in K1 ∩ K2. By Claim 4.1.1 and the fact
K2 = Γ(βT ) (see the definitions of K2 in (4.20) and the definition of Γ(·) in (4.10)),
∇F˜ is Lipschitz continuous with Lipschitz constant L(βT ) over the set K2. According
to [86, Proposition 1.2.3], each limit point of the sequence generated by Algorithm 1
with constant stepsize η < η¯1
(A.170)
≤ 2/L(βT ) is a stationary point of problem (P1).
We then consider Algorithm 1 with stepsize chosen by the restricted Armijo rule.
The proof of [86, Proposition 1.2.1] for the standard Armijo rule can not be directly
applied, and some extra effort is needed. For the restricted Armijo rule, the procedure
of picking the stepsize ηk can be viewed as a two-phase approach. In the first phase, we
find the smallest nonnegative integer so that the distance requirement is fulfilled, i.e.
i1 , min{i ∈ Z+ | d(xk(ξis0),x0) ≤ 5
6
δ}, (A.180)
where Z+ denotes the set of nonnegative integers, and let s¯k = ξi1s0. Since
d(xk(0), s0) = d(xk−1,x0) ≤ 2
3
δ, (A.181)
(according to Proposition 4.4.1 and Claim 4.4.3), such an integer i1 must exist. In the
second phase, find the smallest nonnegative integer so that the reduction requirement
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is fulfilled, i.e.
i2 , min{i ∈ Z+ | F˜ (xk(ξis¯k)) ≤ F˜ (xk−1)− σξis¯k‖∇F˜ (xk−1)‖2F }, (A.182)
and let ηk = ξ
i2 s¯k = ξ
i1+i2s0.
Note that the second phase follows the same procedure as the standard Armijo
rule (see (1.11) of [86]). Hence the difference between the standard Armijo rule and the
restricted Armijo rule can be viewed as the following: in each iteration the former starts
from a fixed initial stepsize s while the latter starts from a varying initial stepsize s¯k.
We notice that the proof of [86, Proposition 1.2.1] does not require the initial stepsizes
to be constant, but rather the following property: if the final stepsize ηk goes to zero for
a subsequence k ∈ K, then for large enough k ∈ K the initial stepsize must be reduced
at least once (see the remark after (1.17) in [86]). This property also holds when the
initial stepsize is lower bounded (asymptotically). In the following, we will prove that
for the restricted Armijo rule the initial stepsize s¯k is lower bounded (asymptotically),
and then show how to apply the proof of [86, Proposition 1.2.1] to the restricted Armijo
rule.
We first prove that the sequence {s¯k} is lower bounded (asymptotically), i.e.
lim inf
k→∞
s¯k > 0. (A.183)
Assume the contrary that lim infk→∞ s¯k = 0, i.e. there exists a subsequence {s¯k}k∈K
that converges to zero. Since s0 is a fixed scalar, we can assume s¯k < s0,∀k ∈ K, thus
the corresponding i1 > 0 for all k ∈ K. By the definition of i1 in (A.180), we know that
i1 − 1 does not satisfy the distance requirement; in other words, we have
d(xk(ξ
−1s¯k),x0) >
5
6
δ.
Denote gk−1 , ∇F˜ (xk−1), then the above relation becomes
5
6
δ < d(xk−1− ξ−1s¯kgk−1,x0) ≤ d(xk−1, x0) + ξ−1s¯k‖gk−1‖F
(A.181)
≤ 2
3
δ+ ξ−1s¯k‖gk−1‖F ,
implying
1
6
ξδ ≤ s¯k‖gk−1‖F .
Since 16ξδ is a constant and {s¯k}k∈K converges to zero, the above relation implies
that {‖gk−1‖F }k∈K goes to infinity. However, it is easy to verify that ‖gk−1‖F =
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‖∇F˜ (xk−1)‖F is bounded above by a universal constant when ‖xk−1‖F ≤ βT (note
that ‖xk−1‖F ≤ βT holds due to Proposition 4.4.1 and Claim 4.4.3)), which is a contra-
diction. Therefore, (A.183) is proved.
Now we prove that each limit point of the sequence {xk} generated by Algorithm 1
with restricted Armijo rule is a stationary point. Assume the contrary that there exists a
limit point x¯ with∇F˜ (x¯) 6= 0, and suppose the subsequence {xk}k∈K converges to x¯. By
the same argument as that for [86, Proposition 1.2.1], we can prove that the subsequence
of final stepsizes {ηk}k∈K → 0 (see the inequality before (1.17) in [86]). Since {s¯k} is
lower bounded (asymptotically), we must have that s¯k > ηk, ∀ k ∈ K, k ≥ k¯ for large
enough k¯. Thus the corresponding i2 > 0 for all k ∈ K, k ≥ k¯. By the definition of i2 in
(A.182), we know that i2−1 does not satisfy the reduction requirement; in other words,
we have F˜ (xk(ηkξ
−1)) > F˜ (xk−1)− σηkξ−1‖∇F˜ (xk−1)‖2F , or equivalently,
F˜ (xk−1)− F˜ (xk−1 − ηkξ−1∇F˜ (xk−1))) < σηkξ−1‖∇F˜ (xk−1)‖2F , ∀ k ∈ K, k ≥ k¯.
This relation is the same as (1.17) in [86] (except that (1.17) in [86] considers a more
general descent direction), and the rest of the proof is also the same as [86] and is
omitted here.
For Algorithm 1 with stepsize chosen by the restricted line search rule, since it
“gives larger reduction in cost at each iteration” than the restricted Armijo rule, it
“inherits the convergence properties” of the restricted Armijo rule (as remarked in the
last paragraph of the proof of [86, Proposition 1.2.1]). The rigorous proof is similar to
that in the second last paragraph of the proof of [86, Proposition 1.2.1]) and is omitted
here.
Algorithm 2 is a two-block BCD method to solve problem (P1). According to [98,
Corollary 2], each limit point of the sequence generated by Algorithm 2 is a stationary
point of problem (P1).
Algorithm 3 belongs to the class of BSUM methods [82]. According to Proposition
A.5.1, the level set X 0 = {x | F˜ (x) ≤ F˜ (x0)} is a subset of the bounded set K1 ∩K2,
thus X 0 is bounded. Moreover, X 0 is a closed set, thus X 0 is compact. It is easy to
verify that the objective function of each subproblem in Algorithm 3 is a convex tight
upper bound of F˜ (x) (more precisely, satisfies Assumption 2 in [82]). It is also obvious
that the objective function of each subproblem is strongly convex, thus each subproblem
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of Algorithm 3 has a unique solution. Based on these facts, it follows from [82, Theorem
2] that each limit point of the sequence generated by Algorithm 3 is a stationary point.
Algorithm 4 is a SGD method (or more precisely, incremental gradient method)
with a specific stepsize rule. According to (A.175) and (A.177) in Appendix (A.5.4),
Algorithm 4 can be viewed as an approximate gradient descent method with bounded
error. By [99, Proposition 1], each limit point of the sequence generated by Algorithm
4 is a stationary point.
A.6 Proof of Lemma 4.2.3
Remark: A new section. We will prove a statement that is stronger than Lemma 4.2.1:
with probability at least 1 − 1/n4, for any (X,Y ) ∈ K1 ∩K2 ∩K(δ) and U, V defined
in Table 4.7, we have
〈∇X F˜ (X,Y ), X − U〉+ 〈∇Y F˜ (X,Y ), Y − V 〉 ≥ p
4
d2 +
2
√
ρ
Σmin
d
√
G(X,Y ), (A.184)
where d = ‖M −XY T ‖F .
We have already proved (4.27a), i.e. with probability at least 1− 1/n4,
φF = 〈∇XF,X − U〉+ 〈∇Y F, Y − V 〉 ≥ p
4
d2.
It remains to prove a bound on φG, which is stronger than the bound φG ≥ 0. Note that
φF depends on the observed set Ω, thus the bound on φF holds with high probability;
in contrast, φG does not depend on Ω, thus the bound on φG always holds.
Claim A.6.1 For any (X,Y ) ∈ K1∩K2∩K(δ) and U, V defined in Table 4.7, we have
φG = 〈∇XG,X − U〉+ 〈∇YG, Y − V 〉 ≥
2
√
ρ
Σmin
d
√
G(X,Y ). (A.185)
Proof of Claim A.6.1: By the definition of G in (4.3), G(X,Y ) = ρ(
∑
iG1i(X) +
G2(X) +
∑
j G3j(Y ) +G4(Y )), where the component functions
G1i(X) = G0
(
3‖X(i)‖2
2β21
)
, G2(X) = G0
(
3‖X‖2F
2β2T
)
,
G3j(Y ) , G0
(
3‖Y (j)‖2
2β22
)
, G4(Y ) , G0
(
3‖Y ‖2F
2β2T
)
.
(A.186)
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By the expressions of ∇XG,∇YG in (4.14), we have
φG = 〈∇XG,X − U〉+ 〈∇YG, Y − V 〉 =
ρ
m∑
i=1
G′0(
3‖X(i)‖2
2β21
)
3
β21
〈X(i), X(i) − U (i)〉+ ρG′0(
3‖X‖2F
2β2T
)
3
β2T
〈X,X − U〉
+ρ
n∑
j=1
G′0(
3‖Y (j)‖2
2β22
)
3
β22
〈Y (j), Y (j) − V (j)〉+ ρG′0(
3‖Y ‖2F
2β2T
)
3
β2T
〈Y, Y − V 〉,
(A.187)
where G′0(z) = I[1,∞](z)2(z − 1) = 2
√
G0(z).
Firstly, we prove
h1i , G′0(
3‖X(i)‖2
2β21
)
3
β21
〈X(i), X(i) − U (i)〉 ≥ 1
2
√
G1i(X), ∀ i, (A.188a)
h3j , G′0(
3‖Y (j)‖2
2β22
)
3
β22
〈Y (j), Y (j) − V (j)〉 ≥ 1
2
√
G3j(Y ), ∀ j. (A.188b)
We only need to prove (A.188a); the proof of (A.188b) is similar. We consider two
cases.
Case 1: ‖X(i)‖2 ≤ 2β213 . Note that 3‖X
(i)‖2
2β21
≤ 1 implies G0(3‖X
(i)‖2
2β21
) = G′0(
3‖X(i)‖2
2β21
) =
0, thus h1i = G1i = 0, in which case (A.188a) holds.
Case 2: ‖X(i)‖2 > 2β213 . By Corollary 4.3.1 and the fact that β21 = β2T 3µrm , we have
‖U (i)‖2 ≤ 3rµ
2m
β2T
(4.5)
=
3
4
2β21
3
<
3
4
‖X(i)‖2. (A.189)
As a result,
√
3
2 〈X(i), X(i)〉 =
√
3
2 ‖X(i)‖‖X(i)‖ > ‖X(i)‖‖U (i)‖ ≥ 〈X(i), U (i)〉, which
implies 〈X(i), X(i) − U (i)〉 ≥ (1 −
√
3
2 )‖X(i)‖2 > (1 −
√
3
2 )
2
3β
2
1 >
1
12β
2
1 . Combining this
inequality with the fact that G′0(
3‖X(i)‖2
2β21
) = 2
√
G0
(
3‖X(i)‖2
2β21
)
= 2
√
G1i(X), we get
(A.188a).
Secondly, we prove
h2 + h4 ≥ 2d
Σmin
(√
G2(X) +
√
G4(Y )
)
,
where h2 , G′0(
3‖X‖2F
2β2T
)
3
β2T
〈X,X − U〉, h4 , G′0(
3‖Y ‖2F
2β2T
)
3
β2T
〈Y, Y − V 〉.
(A.190)
Without loss of generality, we can assume ‖Y ‖F ≥ ‖X‖F , and we will apply Corol-
lary 4.3.1 to prove (A.190). If ‖Y ‖F < ‖X‖F , we can apply a symmetric result of
Corollary 4.3.1 to prove (A.190). We consider three cases.
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Case 1: ‖X‖F ≤ ‖Y ‖F ≤
√
2
3βT . In this caseG0(
3‖X‖2F
2β2T
) = G′0(
3‖X‖2F
2β2T
) = G0(
3‖Y ‖2F
2β2T
) =
G′0(
3‖Y ‖2F
2β2T
) = 0, which implies h2 = h4 = G2(X) = G4(Y ) = 0, thus (A.190) holds.
Case 2: ‖X‖F ≤
√
2
3βT < ‖Y ‖F . Then we have
3‖X‖2F
2β2T
≤ 1, which implies h2 = 0 =
G2(X). By (4.41d) in Corollary 4.3.1 we have ‖V ‖F ≤ (1 − dΣmin )‖Y ‖F , which implies
(1− dΣmin )〈Y, Y 〉 = (1− dΣmin )‖Y ‖2F ≥ ‖Y ‖F ‖V ‖F ≥ 〈Y, V 〉. This further implies 〈Y, Y −
V 〉 ≥ dΣmin ‖Y ‖2F ≥ dΣmin
2β2T
3 . Combined with the fact that G
′
0(
3‖Y ‖2F
2β2T
) = 2
√
G0(
3‖Y ‖2F
2β2T
) =
2
√
G4(Y ), we get
h4 = G
′
0(
3‖Y ‖2F
2β2T
)
3
β2T
〈Y, Y − V 〉 ≥ 2
√
G4(Y )
3
β2T
d
Σmin
2β2T
3
=
4d
Σmin
√
G4(Y ).
Thus
h2 + h4 = h4 ≥ 4d
Σmin
√
G4(Y ) =
4d
Σmin
(√
G4(Y ) +
√
G2(X)
)
≥ 2d
Σmin
(√
G4(Y ) +
√
G2(X)
)
.
Case 3:
√
2
3βT < ‖X‖F ≤ ‖Y ‖F . Since ‖Y ‖F ≥ ‖X‖F , we have G4(Y ) =
G0
(
3‖Y ‖2F
2β2T
)
≥ G0
(
3‖X‖2F
2β2T
)
= G2(X). By Corollary 4.3.1, we have ‖U‖F ≤ ‖X‖F
and ‖V ‖F ≤ (1 − dΣmin )‖Y ‖F . Similar to the argument in Case 2 we can prove
h2 ≥ 0, h4 ≥ 4dΣmin
√
G4(Y ); thus h2 +h4 ≥ 4dΣmin
√
G4(Y ) ≥ 2dΣmin
(√
G4(Y ) +
√
G2(X)
)
.
In all three cases, we have proved (A.190), thus (A.190) holds.
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We conclude that for U, V defined in Table 4.7,
φG
(A.187)
= ρ
∑
i
h1i +
∑
j
h3j + h2 + h4

(A.188),(A.190)
≥ ρ
1
2
∑
i
√
G1i(X) +
1
2
∑
j
√
G2j(Y ) +
2d
Σmin
√
G2(X) +
2d
Σmin
√
G4(Y )

≥ ρ 2d
Σmin
∑
i
√
G1i(X) +
∑
j
√
G2j(Y ) +
√
G2(X) +
√
G4(Y )

≥ ρ 2d
Σmin
√∑
i
G1i(X) +
∑
j
G2j(Y ) +G2(X) +G4(Y )
= ρ
2d
Σmin
√
1
ρ
G(X,Y ) =
2
√
ρ
Σmin
d
√
G(X,Y ).
(A.191)
which finishes the proof of Claim A.6.1. 
Let us come back to the proof of Lemma 4.2.3. The rest of the proof is just algebraic
computation. According to (A.184), we have
p
4
d2+
2
√
ρ
Σmin
d
√
G(X,Y ) ≤ 〈∇X F˜ (X,Y ), X − U〉+ 〈∇Y F˜ (X,Y ), Y − V 〉
≤ (‖∇X F˜ (X,Y )‖F + ‖∇Y F˜ (X,Y )‖F ) max{‖X − U‖F , ‖Y − V ‖F }
(4.41b)
≤
√
2
√
‖∇X F˜ (X,Y )‖2F + ‖∇Y F˜ (X,Y )‖2F
17
2
√
r
βT
Σmin
d
= ‖∇F˜ (X,Y )‖F 17√
2
√
r
βT
Σmin
d.
Eliminating a factor of d from both sides and taking square, we get
‖∇F˜ (X,Y )‖2F
289
2
r
β2T
Σ2min
≥
(
p
4
d+
2
√
ρ
Σmin
√
G(X,Y )
)2
≥ pd
2
16
+
4ρ
Σ2min
G(X,Y ). (A.192)
By the definition of βT in (4.5), we have
r
β2T
Σ2min
= r
CT rΣmax
Σ2min
= CT
r2κ
Σmin
.
According to Claim 4.2.1, we have
pd2 = p‖M −XY T ‖2F ≥
1
2
‖PΩ(M −XY T )‖2F = F (X,Y ).
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By the definition of ρ in (4.7) and the definition of δ0 in (4.6), we have
4ρ
Σ2min
=
4
Σ2min
8pδ20 =
32p
Σ2min
1
36
Σ2min
C2dr
3κ2
=
8
9
1
C2dr
3κ2
p.
Substituting the above three relations into (A.192), we get (when Cd ≥ 32/3)
‖∇F˜ (X,Y )‖2F
289
2
CT
r2κ
Σmin
≥ p
32
F (X,Y ) +
8
9
1
C2dr
3κ2
pG(X,Y )
≥ 8
9
1
C2dr
3κ2
p(F (X,Y ) +G(X,Y )) =
8
9
1
C2dr
3κ2
pF˜ (X,Y ).
This can be further simplified to
‖∇F˜ (X,Y )‖2F ≥
Σmin
Cgr5κ3
pF˜ (X,Y ),
where the numerical constant Cg =
2601
16 CTC
2
d . This finishes the proof of Lemma 4.2.3.
