Sylvester and Lyapunov operators in real and complex matrix spaces are studied, which include as particular cases the operators, arising in the theory of linear time-invariant systems. Let M : F m×n → F p×q be a linear operator, where F = R or F = C. The operator M is elementary if there exist matrices A ∈ F p×m and B ∈ F q×n , such that A linear operator L : 
Introduction and notations
Linear matrix equations and linear matrix operators have been studied since the pioneering work of Sylvester and Kronecker [17, 26, 25] , see also [29, 21, 20] and [1] . Now there are hundreds of papers, surveys and many books, e.g., [3, 24, 2, 10, 11, 28, 7] devoted to the analysis, existence, uniqueness and representation of the solution and also to the numerical algorithms and software to solve various types of linear matrix equations. Most of the existing results, however, are connected with particular classes of such matrix equations. In particular the problem of representing a general linear matrix operator as a sum of elementary operators seems to be not completely settled so far.
An important class of linear matrix equations are the Lyapunov equations. Since the fundamental work of Lyapunov on stability of motion, these matrix equations have been widely used in stability theory of differential equations [30] , in the theory of linear-quadratic optimisation and filtering [19] , in the perturbation analysis of linear and non-linear matrix equations [9, 6, 12, 16] and other fields of pure and applied mathematics. This has motivated a continuous interest to both the theory and numerical treatment of Lyapunov operators and equations [5, 27, 8, 22, 23, 4] and also recently in the context of the analysis and numerical simulation of descriptor systems via generalised Lyapunov equations [18] . Some general properties of finite-dimensional Lyapunov operators, however, have not been studied to a sufficient extent. In particular, the notion of the minimal singular value of a Lyapunov operator is sometimes misused. Introducing the new concept of Lyapunov singular values of a Lyapunov operator, some well-known estimates in the sensitivity theory of matrix equations may be substantially improved.
In this paper we first investigate the general class of linear matrix operators, the Sylvester operators, and introduce the Sylvester index of such an operator as the minimum number of terms in which it can be represented as a sum of elementary (one-term) Sylvester operators. We then give an explicit expression for the index and derive a procedure for determining the representation of a general Sylvester operator as a sum of elementary Sylvester operators.
Furthermore we study the general class of Lyapunov operators and give characterisations and parametrisations of the sets of real and complex Lyapunov operators. In particular the dimensions of these spaces are found. We also define and compute the Lyapunov indexes, which are relevant for Lyapunov operators. Similar results are derived for six more classes of Lyapunovlike operators. We then introduce the concept of Lyapunov singular values of Lyapunov operators and show their application to the perturbation and a posteriori error analysis of Lyapunov equations.
Several classes of Lyapunov-like linear and pseudo-linear operators are also considered.
We use the following notations.
• N , R and C -the sets of natural, real and complex numbers,  = √ −1;
• F m×n -the space of m × n matrices over F , F n = F n×1 , F n = F 1×n , where F is R or C;
• A ⊤ , A and A H = A ⊤ -the transpose, complex conjugate and complex conjugate transpose of a matrix A (A * stands for A ⊤ or A H );
• Rg [A] and Ker[A] -the image and kernel of the matrix A;
• I n -the unit n × n matrix;
• 0 m×n or 0 -the zero m × n matrix or a zero matrix, whose size is clear from the context (if m = 0 or n = 0 teh matrix 0 m×n is void);
• E i,j (m, n) ∈ R m×n -the matrix with a single non-zero entry, equal to 1, in position (i, j);
• tr[A], det[A] and rank[A] -the trace, determinant and rank of the matrix A;
• A 2 = σ max [A] -the spectral norm of the matrix A, where σ max (A) is the maximum singular value of A;
• A F = tr(A H A) -the Frobenius norm of the matrix A (we use the same notation for the Frobenius norm of a linear operator);
• diag(a, . . . , b) -diagonal or block-diagonal matrix with elements or blocks a, . . . , b on the main diagonal;
• vec m,n [A] = a ⊤ 1 , . . . , a ⊤ n ⊤ ∈ F mn -the column-wise vector representation of the matrix A = [a 1 , . . . , a n ] ∈ F m×n , a j ∈ F m . We also consider vec m,n as a linear operator F m×n → F mn (the dependence of vec m,n on the matrix dimensions m, n is usually omitted writing vec [A] ), vec n = vec n,n ;
• vec −1 m,n : F mn → F m×n -the inverse of vec m,n : F m×n → F mn (here the dependence on at least one of the indexes m, n can not be omitted), vec ⊤ ∈ F m×n , where α i ∈ F n ;
• Ω(n, F ) ⊂ F n 2 ×n 2 -the set of all matrices L ∈ F n 2 ×n 2 such that LΠ n = Π n L;
• A ⊗ B = [a i,j B] ∈ F pn×mq -the Kronecker (tensor) product of the matrices A = [a i,j ] ∈ F p×m and B ∈ F n×q ;
• • GL(n, F ) ⊂ F n×n -the group of non-singular matrices;
• Her(n, F ) ⊂ F n×n -the set of Hermitian matrices, satisfying A * = A;
-the number of positive, negative and zero eigenvalues of the matrix A ∈ Her(n, F );
• Sher(n, F ) ⊂ F n×n -the set of skew-Hermitian matrices, satisfying A * = −A;
• Lin(p, m, n, q, F ) -the space of linear matrix (Sylvester) operators M : F m×n → F p×q . We abbreviate Lin(m, n, F ) = Lin(m, m, n, n, F ) and Lin(n, F ) = Lin(n, n, n, n, F );
• 0 p,m,n,q and 1 m,n -the zero operator from Lin(p, m, n, q, F ) and the unit operator from Lin(m, n, F , respectively;
The singular values σ i (M) of an operator M ∈ Lin(p, m, n, q, F ) are, by definition, the singular values
As a rule we use square brackets to denote the values of functions of matrix arguments as in X → M[X], where X is a matrix. The notation m|n means that m, n, n/m ∈ N . The abbreviation ":=" stands for "equal by definition".
Linear matrix operators 2.1 Basic concepts
Denote by Lin(p, m, n, q, F ) the linear space of linear matrix operators M :
In what follows a linear operator will often depend on a collection of 2r matrices
where A k ∈ F p×m , B k ∈ F n×q . To emphasize this dependence we write E r (C) ∈ Lin(p, m, n, q, F ) for the operator itself and E r (C)[X] ∈ F p×q for its matrix value at a given X. Thus we have a family of operators {E r (C)} C∈Σr and E r may be considered as a mapping
quadratic in its first argument C ∈ Σ r and linear in its second argument X ∈ F m×n .
Definition 1
The operator E 1 (A, B) ∈ Lin(p, m, n, q, F ), such that
where A ∈ F p×m , B ∈ F n×q , is called an one-term, or elementary Sylvester operator with a pair of generating matrices (A, B).
The zero operator 0 p,m,n,q ∈ Lin(p, m, n, q, F ) and the identity operator 1 m,n ∈ Lin(m, n, F ) are elementary Sylvester operators E 1 (A, B) with pairs of generating matrices (A, 0 n×q ) (or (0 p×m , B)) and (I m , I n ), respectively, where A ∈ F p×m (or B ∈ F n×q ) is arbitrary. A pair (A, B), corresponding to the zero operator (with at least one of its components A or B being zero), is said to be a trivial pair.
A general linear matrix operator M ∈ Lin(p, m, n, q, F ) may be determined as follows. Let pq vectors m i,j ∈ F mn ; i = 1, . . . , p, j = 1, . . . , q, be given. Define the linear functionals µ i,j :
Then the operator M :
is a linear matrix operator. The matrix
and hence
In this formulation a linear matrix operator M has no particular structure and may be identified with its matrix representation M ∈ F pq×mn according to the commutative diagram
(to recover M ∈ Lin(p, m, n, q, F ) from a given M ∈ F pq×mn we also need one of the integers p or q and one of the integers m or n). At the same time any particular value of a linear matrix operator may be expressed as a sum of matrix products. In this framework the specific structure of the operator may be revealed as an alternative to its representation as a general pq × mn matrix. This special structure is encoded in the mapping (2) .
Let a matrix 2r-tuple as defined in (1) be given. Consider a non-zero operator E r (C) ∈ Lin(p, m, n, q, F ), which is represented as a sum of r nonzero elementary Sylvester operators E 1 (A k , B k ), i.e.,
Operators of the form (3) are called Sylvester operators.
Each M ∈ Lin(p, m, n, q, F ) may be represented in the form (3), i.e., M = E r (C) for some r and C, although this may not be a trivial task.
Applying the vec operation to the expression for E r (C)[X] we get
where
is the matrix, associated with the operator E r (C). The matrix E r will also be referred to as the matrix representation (or briefly the matrix) of the operator E r . Every collection C determines a unique Sylvester operator E r (C) through (3) but the converse is of course not true. Using the vec operator and its inverse, vec −1 p,q : F pq → F p×q , any operator M ∈ Lin(p, m, n, q, F ) and its matrix representation M ∈ F pq×mn are related via the relations
There exist different integers r ∈ N and infinitely many collections C ∈ Σ r , such that M has a representation of type (3), i.e., M = E r (C) for some collection C, which satisfies the bilinear matrix equation
Obviously pairs (A k , B k ) and (µ k A k , B k /µ k ) give rise to the same Sylvester operator. Another possibility to get different representations of type (3) of the same operator is when the matrix The above observations lead to the problem of representing an operator M ∈ Lin(p, m, n, q, F ) as a sum of minimum number of elementary Sylvester operators.
Definition 2
The minimum number ℓ ∈ N , such that the non-zero operator M ∈ Lin(p, m, n, q, F ) may be represented as a sum of ℓ elementary Sylvester operators, is said to be the Sylvester index of M and is denoted by ind p,m,n,q (M). The zero operator is of Sylvester index 1. Any representation of M as a sum of minimum number of elementary operators is called a condensed representation. We also abbreviate ind m,n := ind m,m,n,n and ind n := ind n,n,n,n .
It follows from this definition that a Sylvester operator is elementary if and only if it has Sylvester index 1.
Some comments on the Sylvester index are necessary. First of all in the notation for the index of an operator it is possible to omit the dependence on the dimensions, writing ind(M), since the dimensions p, m, n, q are implicit in M ∈ Lin(p, m, n, q, F ). However, we prefer to indicate explicitely (with certain redundancy) the dependence of the Sylvester index of M ∈ Lin(p, m, n, q, F ) on the dimensions p, m, n, q in order to have a universal definition, applicable to both the operator M and its associated matrix M as shown below. Indeed, the matrix representation
, which may be different from the Sylvester index ind p,m,n,q (M) of M. However, for a given matrix M ∈ F pq×mn and fixed integers p, m, n, q (when M is given, it is enough only p and m to be fixed), there is an unique linear operator M ∈ Lin(p, m, n, q, F ) with Mat(M) = M. Hence it makes sense to define also the Sylvester index ind p,m,n,q [M] for any matrix M ∈ F pq×mn as equal to the Sylvester index of the corresponding linear operator M ∈ Lin(p, m, n, q, F ).
Given p 0 , m 0 ∈ N and a matrix M ∈ F p 0 ×m 0 , we may define the maximum (minimum) Sylvester index ind max(min) [M] of M as the maximum(minimum) value of ind p,m,n,q [M] over all p, m, n, q ∈ N , satisfying pq = p 0 , mn = m 0 .
We note also that ind 1,1,•,• = 1. As may be expected, the Sylvester index of a matrix M ∈ F pq×mn is symmetric in the sense that
(see Proposition 4 below). Definition 2 applies also to operators E r (C) in the form (3) and here we write ind p,m,n,q (E r (C)). The Sylvester index of E r (C) in (3) is at most r but may be much less. Proposition 1 Let an operator E r (C) as in (3) be given. Then
Proof. Suppose that s < r (if s = r there is nothing to prove, since ind p,m,n,q (E r (C)) ≤ r). Let c j := vec B ⊤ j ⊗ A j ∈ F pmnq and assume w.l.o.g. that the vectors c 1 , . . . , c s are linearly independent. Then every c k with k > s may be expressed as
Hence, for k > s we have
and
Substituting this expression in (3) we obtain
where α k := r i=s+1 λ i,k . Hence ind p,m,n,q (E r (C)) ≤ s as claimed. It follows from Definition 2 that we may assume that the representation of type (3) of a Sylvester operator is condensed, i.e., that r = ind p,m,n,q (E r (C)). Of course, starting from a given representation (3) it is not a trivial task to get a condensed one. Deleting linearly dependent terms in (3) as shown in the proof of Proposition 1 is in general not sufficient to obtain a condensed representation. We stress also that for Lyapunov operators a special symmetric representation is useful, see Section 3.
For M ∈ Lin(p, m, n, q, F ) we have
with equality holding if vec[X] is a right singular vector of the matrix M, corresponding to its maximum singular value M 2 . Hence, we may define a norm in Lin(p, m, n, q, F ) as follows.
Other norms as
where · α is a Hölder norm, may also be used. Here convenient expressions for · α,β are known only for α = β = 2 when M is the standard Lyapunov operator X → A * X + XA or X → A * XA − X of (generically) Sylvester index 2, see e.g. [9, 6] .
Representation of a linear matrix operator as a sum of elementary Sylvester operators
Consider the problem of representing a general linear matrix operator M with associated matrix M in the form (3). The dimension (real or complex) of Lin(p, m, n, q, F ) ≃ F pq×mn ≃ F pmnq is pmnq. In particular, for each matrix M ∈ F pq×mn there exists C ∈ Σ r with r = ind p,m,n,q (M), such that the associated matrix E r (C) of the operator E r (C) ∈ Lin(p, m, n, q, F ) is equal to M, i.e., E r (C) = M.
Given a matrix M ∈ F
pq×mn and an integer r ∈ N , the equation for determining C of the form (6) is consistent if and only if r ≥ ind p,m,n,q [M] . If it is consistent, then it is also underdetermined and has a multi-parameter family of solutions.
Relation (6) may be considered also as an equation for both r ∈ N and C ∈ Σ r . A particular solution is obtained as follows. Partition the matrix M ∈ F pq×mn into nq blocks of size p × m as
Then M may be written as
Therefore, in view of (6), a possible solution for C is
in which the number of non-trivial pairs (A k , B k ) is the number of non-zero blocks M i,j of M, which is at most nq. Thus the resulting operator E r (C) and hence M are of Sylvester index at most nq. A similar argument for the transposed operator from Lin(q, n, m, p, F ) shows that this index is at most pm. Thus we have proved the following result.
Proposition 2 The Sylvester index of the operator
A much stronger assertion is given in Proposition 4 below. Next we calculate the Sylvester index of a linear operator and construct a representation of type (3) . For this purpose we introduce a special linear matrix operator V p,m , defined on matrix spaces F p 0 ×m 0 when p|p 0 and m|m 0 . Let p, m, p 0 , m 0 ∈ N be given integers such that p|p 0 and m|m 0 . Then each matrix Z ∈ F p 0 ×m 0 may be partitioned into nq blocks Z i,j of size p × m, where q := p 0 /p, n := m 0 /m:
Set z i,j := vec[Z i,j ] and define the linear operator
. (10) We see that V p,m is a permutation operator, satisfying
Some other properties of the operator V p,m are described in the next proposition.
Proof. Relations (12) follow from the definition of V p,m . To prove (13) we note that
as claimed.
A similar operator V * p,m : F pq×mn → F nq×pm may also be defined such that the rows of V * p,m [Z] are the row-wise vector representations row[Z i,j ] of the p × m blocks Z i,j of Z, taken in row-wise the order
For definiteness we shall use the operator V p,m . It allows the reduction of a sum of Kronecker products of matrices into a product of two matrices. Thus in particular one may solve efficiently equation (6) .
Suppose that M ∈ F pq×mn is the matrix representation of the operator M ∈ Lin(p, m, n, q, F ), partitioned as in (8), and set
Using the operator V •,• define the matrices
Now we can determine the Sylvester index of an arbitrary operator M ∈ Lin(p, m, n, q, F ) and construct a matrix collection C ∈ Σ r such that M = E r (C).
Proposition 4 Let M ∈ F pq×mn be the matrix representation of the operator M ∈ Lin(p, m, n, q, F ). Then
Proof. It follows from Proposition 3 that for given r ∈ N the equation (6) for C = (A 1 , B 1 , . . . , A r , B r ) may be written as a bilinear equation
in the unknown matrices
Equation (14), (15) is fundamental for determining the indexes as well as for the construction of the linear matrix operator M as a sum of elementary operators, provided the matrix M of M is given.
Let Θ r [M] ⊂ F pm×r ×F r×nq be the set of solutions of (14) . We shall show that Θ r [M] = ∅ if and only if r ≥ ρ[M] and hence equation (14) is solvable for r = ρ[M]. The proof is constructive and provides explicit expressions for
In the trivial case M = 0 p,m,n,q we have r = 1 by definition and the solution of (14) may be taken as (A, 0 1×nq ) or (0 pm×1 , B) with max{pm, nq} free parameters. Hence
Consider the general case M = 0 p,m,n,q . It follows from (14) that
We shall prove that if r = ρ[M], then (14) is explicitely solved. Consider the three possible cases.
where U ∈ GL(pm, F ), V ∈ GL(nq, F ). Thus the solution set may be represented as
Similar arguments hold true for the transposed operator with a matrix
We see from the proof of Proposition 4 that in the non-trivial case M = 0 p,m,n,q the set of all collections C in the condensed representation of M is isomorphic to GL(r, F ), where r is the Sylvester index of M. Hence it is an open algebraic variety (of real or complex dimension r 2 ) in the corresponding Zariski topology. Proposition 3) and rank[Π m,n ] = mn, we see that ind n,m,n,m (T m,n ) = mn. In particular [11] we have
Consider the case when mn = pq and the operator M ∈ Lin(p, m, n, q, F ) is invertible, i.e., its associated matrix M ∈ F mn×mn is non-singular. For some classes of invertible operators it may be shown that
It is interesting to determine whether (16) holds for all invertible operators M ∈ Lin(p, m, n, q, F ).
3 Lyapunov operators
Real Lyapunov operators
An important class of linear operators are the Lyapunov operators, which are automorphisms in F n×n . In this section we consider the class of real Lyapunov operators in Lin(n, R).
We denote by Lyap(n, R) ⊂ Lin(n, R) the set of real Lyapunov operators.
It follows from Definition 4 that
provided L ∈ Lyap(n, R). Hence the subspaces Her(n, R) of symmetric and Sher(n, R) of skew-symmetric real matrices are invariant subspaces for Lyapunov operators from Lyap(n, R) (see also [4] , where the particular case L[X] = A * X + XA has been considered). Below we shall need the operator V n := V n,n : F n 2 ×n 2 → F n 2 ×n 2 , defined by (9), (10) for p = m = n = q, which in the given case is an involutary permutation, V 2 n = 1 n,n . Obviously Lyap(n, R) itself is a linear subspace of Lin(n, R), which may be characterised by the next proposition.
Proposition 5
The following four statements are equivalent:
(ii) There exists M ∈ Lin(n, R), such that
Proof. The equivalence between (i) and (ii) follows from the definitions. To prove (iii) we perform vec operation on both sides of the characteristic
for all X ∈ R n×n and hence Π n L = LΠ n . To prove (iv) note that the relation an equation for the matrices A 1 , B 1 , . . . , A r , B r , similar to (6). After some calculations we get the following counterpart of the bilinear equation (14), (15):
and hence the matrix L is symmetric.
Representations of L ∈ Lyap(n, R) as in Proposition 5(ii) usually arise in the theory of continuous-time standard and descriptor dynamical systems. They involve 2r terms and may not be condensed in the sense of Definition 2. In particular, the representation of the Lyapunov operator X → DXD ⊤ (of Sylvester index 1) in the form (ii) requires two terms, e.g. r = 1 and
As in the case of a general Sylvester operator M ∈ Lin(n, F ), the real Lyapunov operator L ∈ Lyap(n, R) may be represented in a condensed form as a sum of ind n (L) elementary linear operators (not necessarily Lyapunov) but in this case the formal symmetry in Proposition 5(ii) may be lost. To preserve this symmetry, characterising Lyapunov operators, we shall introduce a special symmetric representation.
Each non-zero operator L ∈ Lyap(n, R) admits the following two symmetric representations.
The continuous-time representation is of the form
while the discrete-time representation is
Mixed representations as
may be reduced to some of the above two types (18) or (19) .
We see that when symmetry is desired, the Sylvester index and the condensed form according to Definition 2 may not be relevant to Lyapunov operators. This motivates the introduction of the following modified concepts.
Definition 5
The representations (18) and (19) 
has both its Lyapunov indexes equal to 2. It admits the following cl-condensed
tions, where A := diag(λ 1 , λ 2 ) and
Explicit expressions for the Lyapunov indexes of Lyapunov operators are given below. Obviously
In fact we shall show that the Sylvester index of a Lyapunov operator L is equal to its discrete-time Lyapunov index, i.e. that ind n (L) = dlind n (L).
Proposition 6
The continuous-time and the discrete-time Lyapunov indexes of the non-zero operator L ∈ Lyap(n, R) are determined from
It follows from Proposition 6 that the Sylvester and the continuous-time Lyapunov index of an operator L ∈ Lyap(n, R) coincide, i.e.
Proof. Consider first the continuous-time case and set C = AB in equation (17) . Hence the number r := clind n (L)/2 may be computed from
and γ := α + β Supposing without loss of generality that α ≥ β we shall show that r = α. Indeed, there exists
⊤ we obtain that r is the minimum of the ranks of the matrices Y , such that
where the matrices Consider now the discrete-time case. Denote
and let E ∈ GL(r, R) be a diagonal matrix with elements ε j = ±1 on the diagonal. Then the equation
Consider again the factorisation L = P ∆ L P ⊤ . Partitioning the matrix P as P = [P 1 , P 2 ], P 1 ∈ R n 2 ×γ , we may choose r = γ and D = P 1 , E = diag(I α , −I β ).
According to parts (i) and (iii) of Proposition 5, a matrix L ∈ R n 2 ×n 2 is the matrix representation of a Lyapunov operator if and only if it has the symmetry property Π n L = LΠ n , or, equivalently, L = Π n LΠ n . This leads to the following proposition.
Proposition 7
The subspace Ω(n, R) ⊂ R n 2 ×n 2 of matrix representations of real Lyapunov operators is isomorphic to the subspace
Proof. Multiplying the last equation on the left with Π n and taking into consideration that Π 2 n = I n 2 , we also get L = Π n LΠ n . The characterisation of Ω(n, R) by the subspace (21) is obtained taking the vec operation on both sides of the equalities Π n L − LΠ n = 0 n 2 ×n 2 and Π n LΠ n − L = 0 n 2 ×n 2 , namely
Next we shall give two explicit parametrisations of the set Ω(n, R), which in particular yield the dimension of the space of real Lyapunov operators. For this purpose we shall need the Jordan form J n of Π n . The matrix Π n has two eigenvalues: λ 1 = 1 with mupltiplicity n 1 := n(n + 1)/2 and λ 2 = −1 with multiplicity n 2 := n(n − 1)/2. Thus the Jordan form of Π n is
where the orthogonal matrix Θ n ∈ R n 2 ×n 2 may be obtained as follows. The permutation L → Π n L leaves n rows of L at their positions (k − 1)n + k, k = 1, . . . , n, and interchanges the positions of the rows in the remaining n(n − 1)/2 pairs of rows. Hence there is a permutation matrix Θ ′ n , such that
and, if n > 2, let Θ ′′′ n be the permutation matrix, corresponding to the permutation n + 2l ↔ n 2 + 1 − 2l, l = 1, . . . , (n − 1)(n − 2)/2, leaving the other elements of {1, . . . , n 2 } unchanged. Then
Example 5 For n = 2 the transformation of Π 2 into J 2 is done via 1, 1, −1) .
Proposition 8
The subspace Ω(n, R) is parametrized as
In particular the (real) dimension of Lyap(n, R) and Ω(n, R) is n
Proof. The first parametrisation of Ω(n, R) follows immediately from Proposition 5(iv) and we see that the dimension of Ω(n, R) is that of Her(n 2 , R), i.e., n 2 (n 2 + 1)/2. Consider the second parametrisation. The matrix equation Π n L = LΠ n for the matrix L is equivalent to
The general solution of equation (24) is of the form L = diag(L 1,1 , L 2,2 ), where the matrices L i,i ∈ R n i ×n i are arbitrary, which completes the proof.
Example 6 For n = 2 and n = 3 the sets Ω(2, R) and Ω(3, R) are 10-and 45-dimensional real spaces with patterns Λ 2 and Λ 3 of the free parameters as follows:
1 2 2 3 4 5 6 7 4 6 5 7 8 9 9 10 
If M ∈ Lin(n, R) is a general Sylvester operator, then according to Definition 3 we have
For Lyapunov operators L ∈ Lyap(n, R), however, in addition to the standard maximum and minimum singular values σ max (L) and σ min (L), we may also define the maximum and minimum Lyapunov singular values
Each of these inequalities may be strict, i.e., the inequalities σ min (L) < σ min (L) and σ max (L) < σ max (L) are possible. Moreover, as we show below, the differences σ min (L) − σ min (L) and σ max (L) − σ max (L) may be arbitrarily large, see Example 8. Let A ∈ R n×n and a := vec[A] ∈ R n 2 . The map vec : R n×n → R n 2 is an isomorphism and its inverse vec n (a), which is an n(n + 1)/2-dimensional subspace of R n 2 . We will show that
is an upper block-triangular matrix. The blocks P n,ij ∈ R n×j are defined from
If L is the matrix representation of L ∈ Lyap(n, R), then we can rewrite the expression for σ max (L) in the equivalent form
is an upper block-triangular projector (Q ⊤ n Q n = I n(n+1)/2 ). The blocks Q n,ij ∈ R n×j are given by
⊤ and Q n,ij = ωE ji (n, j) if i < j, where ω := 1/ √ 2. The matrices P n and Q n have the same sign-patterns, the only difference being that the non-zero elements of P n are equal to 1, while the non-zero elements of Q n are equal to 1 or ω.
Example 7
The matrices Q 2 , Q 3 , Q 4 are 
Similarly, we have for the minimum Lyapunov singular value To compare the standard and Lyapunov maximum and minimum singular values, consider the following example.
Since σ max (L 1 ) = 2 and L 1 Q 2 = 0 4×3 , the maximum singular value σ max (βL 1 ) = 2|β| of the operator βL 1 may be arbitrarily larger than its maximum Lyapunov singular value σ max (βL 1 ) = 0. Furthermore we have σ(L 2 ) = {2β + 1, 1, 1, 1} and since L 2 Q 2 = Q 2 we obtain σ(L 2 ) = {1, 1, 1}. Then for large β the maximum singular value σ max (L 2 ) = 2β + 1 of L 2 is arbitrarily larger than its maximum Lyapunov singular value σ max (L 2 ) = 1. Finally, let β = −1/2 + ε/2, where ε > 0 is a small parameter. Then the minimum singular value σ min (L 2 ) = ε of L 2 may be arbitrarily smaller than its minimum Lyapunov singular value, which is equal to 1.
The relationship between the sets of standard and Lyapunov singular values of a Lyapunov operator is revealed by the following assertion.
Proof. The set Her(n, R) is an invariant subspace of the operator L ∈ Lyap(n, R). The orthogonal complement of that invariant subspace, the set Sher(n, R), is also an invariant subspace of L. It follows that σ(L) ⊂ σ(L).
From application viewpoint it is important to define the class of Lyapunov operators L with Sylvester index ind
As Example 8 shows, for ind n (L) ≥ 4 it is possible that σ min (L) < σ min (L) and/or σ max (L) > σ max (L). Using the results from [4] it may also be shown that for n = 3 and ind 3 (L) = 2 relation (26) is not valid in general.
If (26) holds, then for Lyapunov operators that are most used in practice, e.g. for the descriptor continuous-and discrete-time operators L c and L d , given by
it is justified to use the minimum and maximum standard singular values since they are equal to the corresponding Lyapunov singular values. For general Lyapunov operators, however, it is better to use the Lyapunov singular values, since they produce sharper bounds. Note finally that the converse of Proposition 9 is not true, i.e., the inclusion σ(M) ⊂ σ(M) for some M ∈ Lin(n, R) does not imply M ∈ Lyap(n, R), as is demonstrated in the following example. 
but M / ∈ Ω(2, R) and hence the corresponding M is not a Lyapunov operator.
In the next example we consider the basic continuous-time and discretetime Lyapunov operators from Lyap(2, R).
Example 10 Given the matrix A ∈ R
2×2 , the continuous-time operator Given the matrix A ∈ R 2×2 , the discrete-time operator The following example demonstrates that the continuous-time indexes of a Lyapunov operator and its inverse may be different. has two eigenvalues 2λ ± √ 4λ 2 + 2 of opposite sign and two zero eigenvalues.
A,c ) ∈ Her(4, R) has two eigenvalues of the same sign and two zero eigenvalues which gives
If e.g. λ > 0 we have the following discrete-time representation of L
In the complex case, due to the non-linearity of the complex conjugation, the set Lyap(n, C) ⊂ Lin(n, C) of Lyapunov operators is not a subspace of Lin(n, C) and the set Ω(n, C) ⊂ C n 2 ×n 2 is not a subspace of C n 2 ×n 2 (these sets may become subspaces if we consider linear spaces of complex matrices with R as a field of scalars or if we pass to the representation C n 2 ×n 2 ≃ R 2n 2 ×2n 2 ). We have the following analogue of Proposition 5 in the complex case.
Proposition 10
(ii) There exists M ∈ Lin(n, C), such that
Proof. The proof is similar to this of Proposition 5. In particular we have the equation
showing that L is Hermitian. If we represent L ∈ C n 2 ×n 2 as L = S + T , where S, T ∈ R n 2 ×n 2 , then Proposition 10(iii) yields
Hence we come to the following analogues of Propositions 7 and 8.
Proposition 11
The set Ω(n, C) ⊂ C n 2 ×n 2 of matrix representations of complex Lyapunov operators is isomorphic to the subspace
Proof. The proof follows directly from (27) . Using the Jordan form (22) of Π n and the matrix Θ n from (23) we can parametrize the set Ω(n, C) and determine its real dimension according to the following proposition.
Proposition 12
The set Ω(n, C) is parametrised as
In particular the real dimension of Lyap(n, C) and Ω(n, C) is n 4 .
Proof. The first representation follows from Proposition 10(iv). The second one is based on equations (27) for the matrices S and T . Using the Jordan form J n of Π n we obtain the equivalent equations
The general solution of (28) is of the form
where the matrices L i,j ∈ R n i ×n j are arbitrary. The proof is complete. Similarly to the real case, a complex Lyapunov operator L ∈ Lyap(n, C) admits also the Hermitian representation
where ε j = ±1 and D j ∈ C n×n . Accordingly, the concepts from Definition 5 are easily extended to the case of complex Lyapunov operators. In particular we see that Proposition 6 holds true also in the complex case.
The maximum and minimum Lyapunov singular values of the operator L ∈ Lyap(n, C) are defined as
respectively.
The Lyapunov singular values of a complex Lyapunov operator L ∈ Lyap(n, C) with matrix L = S + T ; S ∈ Her(n, R), T ∈ Sher(n, R), are defined as follows. Let
be the realification of L. Let X = Y + Z; Y, Z ∈ R n×n . Then the restriction X = X H in (29) means that Y is symmetric and Z is skew-symmetric, i.e.,
Further on we have
Therefore, as in the real case, we obtain
where the matrix
Here the matrix R n ∈ R n 2 ×n(n−1)/2 is obtained from Q n (see (25) and Example 7) by deleting the columns containing 1's (which are numbered as k(k + 1)/2, k = 1, . . . , n) and by changing the sign of each second element ω in each column of the reduced matrix. Formally this procedure is described as follows. Let
where δ i,j is the Kronecker delta, and
Then the elements [R n ] i,j of the matrix R n are given by
Example 12 The matrices R 2 , R 3 , R 4 are
Definition 8
The Lyapunov singular values of the complex Lyapunov operator L ∈ Lyap(n, C) with associated matrix L ∈ Ω(n, C) are the singular values of the matrix
A similar statement σ(L) ⊂ σ(L) as in the real case can be stated for complex Lyapunov operators L.
Consider now some problems concerning the inversion of Lyapunov operators. The operator L ∈ Lyap(n, F ) is invertible if and only if its matrix L is non-singular, and Mat(L −1 ) = L −1 . In addition, the inverse of a Lyapunov operator is again a Lyapunov L operator since for L ∈ GL(n 2 , F ) the equations Π n L = LΠ n and Π n L −1 = L −1 Π n are equivalent. Conditions for invertibility of general real and complex Lyapunov operators are given in [13] . Note finally that the continuous-time Lyapunov indexes of a Lyapunov operator and its inverse may differ, see Example 11.
Lyapunov-like operators
In this section we consider six more classes of Lyapunov operators and present their parametrizations and dimensions in particular. The proofs are similar to these from Section 3.2 and are omitted.
and may be represented as
The matrix L ∈ R n 2 ×n 2 of a skew-Lyapunov operator satisfies Π n L = −LΠ n and has the form
where the matrices L i,j ∈ R n i ×n j are arbitrary. Hence the space of real skewLyapunov operators is of dimension 2n 1 n 2 = n 2 (n 2 − 1)/2. Since for real skew-Lyapunov operators we have
where the matrices A and B are defined in (15) , then the matrix
The matrix L = S + T ∈ R n 2 ×n 2 ; S, T ∈ R n 2 ×n 2 , of a complex skewLyapunov operator L satisfies the equation Π n L = −LΠ n and hence Π n S = −SΠ n , Π n T = T Π n . Thus
where the matrices L i,j ∈ R n i ×n j are arbitrary. Hence the space of complex skew-Lyapunov operators is of real dimension n 4 . The matrix L := V n (L) for a complex skew-Lyapunov operator L is skew-Hermitian since
Skew-Lyapunov index of skew-Lyapunov operators. The skewLyapunov index of a skew-Lyapunov operator is defined as the minimum number of terms in the representations (30) or (31) and may be determined as follows.
Consider the equation C − C * = L in C := AB for a skew-Lyapunov operator. The matrix L is congruent to the matrix
with r blocks of size 2 × 2 on the diagonal in the real case, and to the matrix
in the complex case, where γ := α + β = rank [L] . Hence the minimum achievable rank of C is the rank of L. Thus the skew-Lyapunov index of the skew-Lyapunov operator L ∈ Lin(n, F ) with matrix L is equal to the rank of the matrix L := V n (L).
Associated Lyapunov operators
Associated Lyapunov and Riccati equations have been considered in [15] in the real case and in [14] in the complex case. Below we present the parametrisations of associated Lyapunov operators.
and are given by
The matrix
where the matrix L 1 ∈ R n 1 ×n 2 is arbitrary. Hence the space of real associated Lyapunov operators is of dimension n 3 (n + 1)/2. It may be shown that
Complex associated Lyapunov operators are not linear, but pseudo-linear operators, see [14] . For pseudo-linear operators L : C n×n → C n×n we have
Thus the set of these pseudo-linear operators is of complex dimension 2n 4 . After some calculations we see that for a complex associated Luapunov operator it is fulfilled
Hence the set of complex associated Lyapunov operators is of complex dimension n 4 . The values of an associated Lyapunov operator are symmetric matrices in the real case and Hermitian matrices in the complex case. Hence these operators are not surjective if considered as mappings F n×n → F n×n . Hence one should consider associated Lyapunov operators as mappings F n×n → Her(n, F ).
Associated skew-Lyapunov operators
of an associated skew-Lyapunov operator satisfies Π n L = −L and has the form
where the matrix L 2 ∈ R n 2 ×n 2 is arbitrary. Hence the space of real associated skew-Lyapunov operators is of dimension n 2 n 2 = n
These operators are pseudo-linear and satisfy
Thus the set of complex associated skew-Lyapunov operators is of complex dimension n 4 . The values of associated skew-Lyapunov operator are skew-symmetric matrices (in the real case) or skew-Hermitian matrices (in the complex case) and these operators are not surjective if considered as mappings F n×n → F n×n . Hence one may consider associated skew-Lyapunov operators as mappings C n×n → Sher(n, F ).
Bilinear and quadratic matrix operators
Real bilinear matrix operators B :
For m ′ = m ′′ = m and n ′ = n ′′ = n we have the real quadratic operator Q : R m×n → R p×q , determined from
Real symmetric quadratic (or real Riccati) operators are given by (
As for linear operators, we may define the index of a bilinear and a quadratic operator as well as the Riccati index of a Riccati operator. Similar problems may be posed for complex bilinear, quadratic and Riccati operators.
At present little is known for the indexes of such operators. However, the index of the quadratic operator Q : F m×n → F p×q may easily be determined when n = 1. Indeed, let Q be given by mp quadratic forms ω i,j [X] := X * Q i,j X; i = 1, . . . , m, j = 1, . . . , p, where Q i,j ∈ Her(n, F ). Let the n × pmn matrix Q be formed by the columns of the matrices Q i,j . Then the index of Q is the number of non-zero columns of the matrix Q, and the matrices A k , B k , C k may easily be constructed from the data Q i,j . The next example gives the idea how to do that.
Example 13 Let p = m = 3, n = q = 1. Then the real quadratic operator Q : R 3 → R 3 is defined by three matrices
has no zero columns. Then Q is of index 9 and may be represented as 
Computational aspects
The proofs of Propositions 4 and 6 are constructive since they describe procedures to compute the matrices A k , B k , D j in the representations of a Sylvester operator M with matrix M or a Lyapunov operator L with matrix L. For this purpose the decompositions
have been used, where U ∈ GL(pm, F ), V ∈ GL(nq, F ) and P ∈ GL(n 2 , F ). However, from computational point of view it is preferable to use unitary (or orthogonal in the real case) instead of general linear transformations. Choosing U, V and P as unitary or orthogonal matrices we have where Λ α and −Λ β are diagonal matrices, containing the positive and negative eigenvalues of L, respectively. In this way, given the matrices M or L, the computation of the matrices A k , B k , D j in the representations of the operators M and L may be done in a numerically stable way. So far we have made an analysis of general Sylvester and Lyapunov operators. In the following section, we discuss the application of these results to the sensitivity and a posteriori error analysis of Lyapunov equations.
Application to the sensitivity and error analysis of Lyapunov equations
Consider the Hermitian Lyapunov equation
with an invertible Lyapunov operator L. The minimum symmetric singular value σ min (L) of L is a relevant measure for the sensitivity of the Lyapunov equation (32) relative to perturbations in the coefficient matrices of L and Hermitian perturbations ∆Q = ∆Q H in the matrix Q. 
Since Q F ≤ σ max (L) X 0 F it is fulfilled
Combining (33) and (34) we get the desired estimate
is the symmetric relative condition number of L with respect to inversion. This condition number may be used also for a posteriori error analysis of approximate solutions to symmetric matrix Riccati equations
Conclusions and unsolved problems
The paper presents some new concepts and properties related to general Sylvester and Lyapunov operators and some of their applications. In particular the Sylvester index of a linear matrix operator is defined (as the minimum number of elementary Sylvester operators, necessary to determine the initial operator) and explicitely computed. Full characterizations of the spaces of real and complex Lyapunov operators are also given. The calculation of the Sylvester index is based on the possibility to solve exactly a bilinear matrix equation of the type AB = M in the unknown matrices A and B. Given a representation of a linear operator as a sum of elementary operators, it is easy to find its associated matrix. The inverse problem, namely to determine the representation of an operator as a sum of elementary operators on the basis of its associated matrix, is more difficult. Solving the above bilinear matrix equation one gets also the representation of the operator as a condensed sum of elementary operators, depending on the associated matrix. An i! nteresting and yet unsolved problem is to approximate a given linear matrix operator by a sum of elementary operators, whose number is less than its Sylvester index. A possible approach is to solve the non-linear least squares problem AB − M → min. For Lyapunov operator special symmetric representations are derived and the corresponding Lyapunov indexes are defined in addition to the Sylvester index. Similar problems arise for skew-Lyapunov and associated skew-Lyapunov operators.
The same concepts may be introduced for bilinear, quadratic and Riccati matrix operators, as well as for polynomial operators of higher order in both the real and complex cases. In this area there are practically no results.
