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Introduction
Small variations in blade geometry in bladed discs of turbomachinery caused usually by imperfections in their manufacture and assembly processes are inevitable. Due to these geometrical variations, the natural frequencies of blades on a bladed disc are usually different from those of a perfectly tuned blade, and constitute so called 'mistuning.' Forced response levels of blades of a bladed disc are highly sensitive to mistuning variations even in the small ranges allowed by manufacturing tolerances. Consequently, it is important to know which arrangements of the blades on a disc are the most favorable and which are the most dangerous. This problem is naturally formulated as an optimization problem, and it was first solved as an optimization problem in [6] . In reference [7] , an effective method for sensitivity calculations allowed the use of quasi-Newton method and other continuous optimization methods using the gradient for the problem solution.
pattern. In order to search for the mistuning patterns that provide the highest and lowest amplitudes it is necessary to calculate the forced response of the bladed discs for a large number of different mistuning patterns.
This paper aims to solve the problem of the best and worst mistuning arrangements in the bladed assembly as combinatorial optimization problem with the aid of response surface techniques. Response surface techniques are used to reduce the computational cost of the optimization. Response surfaces usually fit low order polynomials to function values at a predefined set of design points that is larger in number than the number of polynomial coefficients. The required number of points grows fast with the number of variables, which in the present work is equal to the number of blades. Because the number of blades is high, it is computationally infeasible to use traditional response surface techniques. However, for mistuned bladed discs, the gradients of the forced response with respect to the mistuning design variables can be calculated inexpensively, and can be used to reduce the number of points required for the construction of the response surface. Two approaches are used to utilize the available gradient information. The first utilizes the gradient information directly in the fitting procedure of the response surface while the second uses gradients to estimate function values in the neighborhood of a design point using Taylor expansions. In other words the gradient information is used to generate extrapolated function values at various points and then used with standard response surface techniques.
The optimization problem formulation The problem of determination of the worst and best mistuning patterns of bladed discs is formulated and solved as an optimization problem. The maximum displacement is chosen as an objective function. The maximum displacement is searched among all blades of a bladed disc, among all excitation frequencies and among all time instants during a vibration period as defined by the following expression: ; N is the total number of blades in the bladed disc; x is a vector of coordinates which locates a point on the bladed disc, V is a volume occupying by the bladed disc, ω is the excitation frequency and 
Since in practice the blades cannot be made perfectly tuned, it is assumed that there is a set of N manufactured mistuned blades. The values of the blade mistuning parameters is given for each blade, which give a vector of available mistuning values 1 2 { , , , }
The following discrete optimization problem is formulated:
• find the worst and best mistuning patterns, respectively: 
where ( ) P denotes a permutation of the vector .
Calculation of the objective function
Complex amplitudes of the nodal displacements The finite element method is used for calculation of forced response levels. Blades are modelled by pretwisted, tapered beam finite elements and shrouds are modelled by uniform beam elements (Fig.1) . Coupled bending-torsion-longitudinal vibrations of blades are considered. Vibrations are excited by loads that vary harmonically around the bladed disc circumference and rotate relatively to the bladed disc around the disc axis.
Complex vibration amplitudes at nodes of the finite element model of the mistuned bladed disc are calculated from the following equation:
where K is a stiffness matrix of the bladed disk; D is a structural damping matrix; M is a mass matrix; Im Rei + = is a vector of complex nodal amplitudes; f is a vector of complex amplitudes of excitation forces accounting for phase shift between loads applied to different blades; ω is an excitation frequency; and
Blade mistuning is taken into account while stiffness, mass, and damping matrices of the bladed assembly are formed. For the pretwisted tapered beam model, the finite element matrices for the j-th blade are calculated as follows: is torsional stiffness factor of the cross-section; E and G are elasticity and shear moduli, ρ is material density, and l is length of the finite element.
For the blade beam model, the blade frequency mistuning can be easily simulated by variation of sizes of all blade cross-sections that preserves their geometrical shape. 
The vector, q, on the right side of the equation is obtained from solution of Eq.(6).
Expressions for derivatives of the finite element matrices with respect to the mistuning parameter, j b , are obtained by analytical differentiation of the Eqs. (7) and (8) Only matrices of finite elements of the j-th blade are calculated since the other blades of the bladed disk do not depend on the mistuning parameter of this blade and are equal to zero.
The additional time for calculation of the sensitivity coefficients is negligible in comparison with the expense for computation of the objective function since all calculations are performed only for one excitation frequency, max ω . The latter follows from the fact that this problem has many closely-spaced resonance peaks, and the most time-consuming part of calculations is the determination of excitation frequency that corresponds to the maximum displacement, max ω .
Sensitivity coefficients for maximum displacement
The sensitivity coefficients with respect to mistuning parameters for the maximum displacement are obtained from the expressions for maximum displacement (12) and the derivatives of complex amplitudes obtained from Eq. (13).
Differentiating the objective function we take into account that ) (b Q depends on 3 coordinate components of complex amplitudes of displacements at the node where the displacement is maximum, i.e.: 
Response surface approximations The computational cost associated with the calculation of the objective function for the problem previously defined is very high Therefore rendering even traditional continuous optimization methods are almost impractical let apart discrete optimization methods. In practice, when a set of blades is manufactured and their degree of mistuning, is measured, there is a need to find the best arrangement of the mistuning parameters from the existing set. This leads to a combinatorial optimization problem that requires a larger number of objective function evaluations than the continuous optimization.
In order to reduce the number of objective function and gradient evaluations required by the optimization process, response surface techniques are employed to construct an approximation of the objective function. When the approximation is accurate enough, the optimization can be made computationally efficient since the evaluations of such approximation are very inexpensive to obtain.
Response surface techniques have been originally developed for improving designs based on experimental tests. These techniques fit simple functions, typically low order polynomials, to experimental data. The same methods have been successfully applied in recent years to optimization based on numerical simulations, in part due to the growing similarities between the numerical experiments and experiments conducted in the field [2] . However while gradient information is rarely available in field experiments, gradients are often available to the designer performing numerical simulations. As a consequence there has been a growing interest in the use of response surfaces that utilize gradient information. However, little work has been done so far on the inclusion of gradient information in the construction of the response surface (see references [1] and [3] ).
Including gradient information directly in the construction of the response surface brings several advantages but it also poses new challenges. In theory the inclusion of the gradient information in the construction of the response surface allows the designer to overcome to some extent the so-called curse of "dimensionality". Response surfaces that use only function evaluations are limited to a small number of design variables, usually no more then 10. This is due to the fast rise in the number of data required for fitting quadratic and higher order polynomials. The use of gradient information allows the number of objective function evaluations to grow more slowly with the number of design variables.
In order to take full advantage of gradients, several research challenges must be addressed. Design of experiments techniques that will minimize the error in the response function are available for choosing an optimal set of points for function evaluation. No such techniques have been developed when gradients are used. Similarly, standard techniques are available for estimating the errors in the polynomial coefficients and for discarding coefficients that decrease the accuracy of the response. No such methods are available when gradient information is directly used in the regression procedure.
In addition gradients can be used to estimate function values in the neighborhood of a design point. For each design point an additional 2N function values, where N is the number of the design variables, may be obtained if the gradients are used in a linear Taylor expansion. Once the estimated function values are obtained from the gradients this approach, has the advantage of using conventional response analysis tools and software packages. A similar approach has been followed by Toomer et al. [10] in using gradients of aerodynamic drags to estimate their objective function.
Response surface approximation based on direct use of gradient information The approximations for the objective function and its gradient are represented in the form where the discrepancy is determined by:
where n is a number of the points at which calculations of the objective function and its gradient are performed; α≥1 is a weight coefficient; and
is a vector of design parameters at j-th point. The weight coefficient is introduced because our approximation has to be accurate for the function values and not necessarily for the gradients, moreover an objective function is usually computed with higher accuracy than its gradient.
The least square solution is found at the point where all derivatives of r with respect to approximation coefficients are zero, i.e. r ∂ = ∂ 0 C
which yields a set of linear equations for the vector of coefficients C:
Construction of shape functions: periodic polynomials Mistuned bladed disc assembly have a specific feature that can help to reduce substantially the number of coefficients in the response surface and correspondingly to reduce the number of the trial points necessary for their determination.
This feature consists in the fact that the maximum response level stays the same when a mistuning pattern } ,..., ,
is arbitrary rotated relatively to the bladed disc. In other words, any blade can be chosen as the first blade in the whole bladed assembly consequently the objective function, Q, is independent of cyclic transpositions of the components of the mistuning pattern, i.e.
mod (1 ) mod ( for the blades that cannot be matched by rotation. An algorithm to search such unique triads was constructed. An example of the all initial blade triads for the case of a bladed disc comprising 8 bladed is shown in Fig.2 , where blades included into the triad are marked by filled circles close to the corresponding blade numbers. The corresponding values of k l and k m for this case are shown in Table 1 .
The use of the periodic polynomials as shape functions instead of full polynomials allows substantial reduction the number of coefficients and accordingly reduces the number of numerical experiments required for their determination. For approximation by cubic polynomials, the number of terms for periodic polynomials is only 218 instead of 7140 terms used for standard polynomial approximation. Such reduction number of coefficients does not reduce the order of the approximation. 
where the vector of approximation errors is combined from errors in the function and gradient components:
Exact values of the standard deviations f σ and g σ are generally not available, however an estimate of these values can be easily obtained for a set of n calculated values as follows:
where n C is the number of components in the vector of approximation coefficients, C. The expected values ( ) E C , and covariance matrix, cov( ) C , for the vector of coefficients, C, can be derived from relationships given in reference [4] in the following form:
where
The main diagonal of the coefficient covariance matrix, cov( ) C , gives the squares of standard deviation, Cj σ , for the approximation coefficients. 
The stat t gives a measure of the confidence in the estimation of a particular term in the response surface approximation expression. The stat t helps to identify the coefficients that are sensitive to small differences in the data and therefore poorly defined. In general the accuracy of a response surface approximation can be increased if terms with low stat t and corresponding shape function are eliminated from the response function expression.
The measure of the fraction of variation in the data captured by the approximation can be expressed by the coefficient R 2 : Response surface from gradient information used in a Taylor expansion A different use of the gradient information was also considered. At each design point, b , a linear approximation to the objective function was constructed using a Taylor series expansion as
where ∆b is an increment vector. From Eq.(39) 2N additional function values are calculated in the vicinity of the design point considered using the objective function, ( ) Q b , and its gradient, ( ) Q ∇ b , values. The increment vector is chosen for these calculations in the form
where j e is a unit vector having 1 for its j-th component, and a magnitude of the increment b ∆ is small enough to allow using Eq.(39).
The advantage of this approach is that after the function values were estimated from the available gradients traditional response surface techniques as implemented in the JMP program [9] could be used to construct a response surface approximation to the objective function Q(b).
Searching for the worst and best arrangements of the mistuned blades The use of the response surface approximation allows us to apply genetic optimization algorithms that usually require many evaluations of the objective function. To search for the worst and best mistuning the genetic algorithm described in reference [8] is used the for solution of the combinatorial optimization problem. The algorithm is briefly described below for the case of minimization of the objective function.
Step.1. Initialization. A set, 0 -, of different design vectors is generated from the given set of values of the mistuning parameters, , i.e.
M is the number of different design vectors in the set, and all i j are different. These integers are generated by a random number generator that supplies random integers uniformly distributed in the range [1, ] N . Uniqueness of the generated integers is guaranteed by a rejecting the mistuning values that are already used in previously assigned design vector component.
Step.2 Selection. The objective function, ( ) j Q
, is calculated for all generated mistuning vectors, k -. Then the probability of keeping the j-th particular design vector, j , for the following iteration is calculated for each vector of design parameters: Step 3. Crossover. All design vectors in the new set, Step 4. Mutation. For each design vector from the set, 1 k + -, binary random generator is run. The binary random generator produces value 1 with (usually small) probability, m p , otherwise it produces 0. A mutation is performed for design vectors for which the random generator gives 1. The mutation operation consists in random choice of the number of the design vector component. The value of this component is changed by a value from a vector of available mistuning parameters, , chosen randomly too. Special control of values for the vector components is also performed here to exclude repeating values for different components.
Step 5. Termination check. We set a limit for the number of generations. If the criterion is not satisfied then next iteration is done from Step 2.
Turbofan stage example
The example considered is a bladed disc of a turbofan stage consisting of 33 long pretwisted tapered blades connected by midspan shroud. Excitation loads were assumed uniformly distributed along the blades and second engine order excitation harmonic was considered. Damping factor % 3 . 0 = ψ was adopted. In Fig.4 the dependence of the objective function, ( ) Q b , on the mistuning parameters variation is shown for the simple case of two variables when the plot can be easily drawn and easily understood. The case when all bladed are tuned and the first and the second blades of the assembly are mistuned is considered, i.e. 
The dependence of the objective function on mistuning parameters calculated from finite element model is shown in Fig4a. One can see from the smooth character of the dependence of the objective function There is a local minimum at the point = b 0 , which has the shape of a narrow well.
Response surface approximation of the objective function were constructed in three different ways: a) the approximation is obtained using only values of the objective function calculated at 121 points distributed uniformly over the variation area. b) the approximation is obtained using gradient information. The objective function is calculated at 8 points: at the corners of the square and at the middle of its sides. c) the approximation is obtained using gradient information in a Taylor expansion to estimate the function value at 4 additional points for each of the 8 points as described in point b). The same weight was used for all the 32 bits of information.
The function approximations obtained with these approaches are accordingly shown in Figs.4(b) , (c) and (d). Although the function approximated is rather complex to be approximated in full by a cubic polynomial, general trends can be captured successfully by the response surfaces constructed. Standard deviation estimates calculated for the objective function using 121 points uniformly distributed over the approximation area are . As seen the approach (c) gave a little better results but this can be due to the fact that the data comes in clusters around the true function values.
Response surface obtained from gradient information used directly in the response surface approximation The periodic polynomials developed above are used as the shape functions for the approximation. For the case of 33 design variables (which is the number of blades in the assembly ) the numbers of terms in the approximation and, correspondingly, number of the coefficients to be determined are 19 -for the case of quadratic approximation and 218 -for the case of cubic approximation. In order to obtain data about the objective function behavior the following points has been adopted to calculate at the objective function and its gradient:
• one point with first component of the design vector is a minimum of the available mistuning values Coefficients of the response surface approximation were calculated for these data and then the approximation was used for the combinatorial optimization problem solution. A population size of 200 permutations was used for each generation. The maximum number of generations is set 2000. In the genetic algorithm applied the crossover probability, c p , was set to 0.6 and the mutation probability, m p , was set to 1/33. Results of the optimization search the best and the worst mistuning arrangements are shown in statistical tool that allows to select a specified number of points from a larger set such that the generalized variance of the parameter estimates of the model are minimized [5] . The selection of the 74 D-Optimal points was performed using the JMP program. The 141 design points generated 9447 function values that could be used to evaluate the 218 coefficients of the periodic cubic polynomial already mentioned.
In performing the fit using the JMP program a forward elimination procedure was employed in order to discard some of the 218 terms [5] . The final response surface obtained retained 126 of the original 218 terms having an R 2 = 0.983 and σ f =0.024 indicating that the fit was good. However some unresolved issues of lack of fit where detected. The prediction of the response surface versus the function values are shown in Fig.8 for the 9447 function values. If the response surface was 100% correct then all the points would fall on the main diagonal line in Fig.9 . The plot shows that even though the points are not on the diagonal they still fall in close proximity. The behavior of the response surface obtained was also checked at 121 extra design points not used in the construction of the response surface. The average error committed by the response surface at these 121 design points was of 7.18 % and the maximum error was of 13.0 % indicating a good confidence in the prediction capabilities of the response surface. In Fig.9 the response surface function value predictions are compared with the true function values. Once again if the response surface was 100% correct all the points would fall on the main diagonal of the Fig.9 . However even though the points are in the proximity of the main diagonal the response surface approximation gives smaller function values than values calculated using finite element model of the bladed disc. 
Conclusions
The problem of determination of the worst and best mistuning patterns of bladed discs is formulated and solved as a combinatorial optimization problem. An optimization method based on genetic optimization algorithm and on response surfaces that uses both function and gradient values were developed for solving this problem.
Special periodic polynomials were developed for the shape functions used in the approximation. The periodic polynomials allow taking into account specific properties of the objective function and reduce the number of required numerical experiments.
Estimations of accuracy for the coefficients of the leastsquare approximations are described for the case of using the gradient data.
The method has been implemented for a realistic test case and the method robustness has been demonstrated.
