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In this paper we analyze the boundary behavior of the unique solution to the singular
Dirichlet problem for a Lane–Emden–Fowler equation −u = b(x)g(u), u > 0, x ∈ Ω ,
u|∂Ω = 0, where Ω is a bounded domain with smooth boundary in RN , g ∈ C1((0,∞),
(0,∞)), lims→0+ g(s) = ∞, g is decreasing on (0,∞), which is rapidly varying or
normalized regularly varying at zero, b ∈ Cαloc(Ω), is positive in Ω , may be vanishing or
singular on the boundary and belongs to the Kato class K (Ω).
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the boundary behavior of the unique solution to the singular boundary value problem for a
Lane–Emden–Fowler equation
−u = b(x)g(u), u > 0, x ∈ Ω, u|∂Ω = 0, (1.1)
where Ω is a bounded domain with smooth boundary in RN , b satisﬁes
(b1) b ∈ Cαloc(Ω) for some α ∈ (0,1), is positive in Ω ,
and g satisﬁes
(g1) g ∈ C1((0,∞), (0,∞)), lims→0+ g(s) = ∞ and g is decreasing on (0,∞);
(g2) there exists Cg > 0 such that
lim
s→0+
g′(s)
s∫
0
dν
g(ν)
= −Cg .
The problem (1.1) arises in the study of non-Newtonian ﬂuids, boundary layer phenomena for viscous ﬂuids, chemical
heterogeneous catalysts, as well as in the theory of heat conduction in electrical materials (see [1–5]).
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problem (1.1) has a unique solution u ∈ C2+α(Ω) ∩ C(Ω¯). Moreover, Theorems 2.2 and 2.5 in [3] established the following
result: if φ1 ∈ C[0, δ0] ∩ C2(0, δ0] is the local solution to the problem
−φ′′1 (t) = g
(
φ1(t)
)
, φ1(t) > 0, 0 < t < δ0, φ1(0) = 0, (1.2)
then there exist positive constants c1 and c2 such that
c1φ1
(
d(x)
)
 u(x) c2φ1
(
d(x)
)
near ∂Ω, (1.3)
where d(x) = dist(x, ∂Ω), x ∈ Ω .
In particular, when g(u) = u−γ , γ > 1, u has the property:
c1
(
d(x)
)2/(1+γ )  u(x) c2(d(x))2/(1+γ ) near ∂Ω. (1.4)
In [6], by constructing a pair of global subsolution and supersolution, Lazer and McKenna showed that (1.4) still holds on Ω¯
and u ∈ H10(Ω) if and only if γ < 3. Berhanu, Gladiali and Porru [7], Berhanu, Cuccu and Porru [8], McKenna and Reichel [9],
Anedda [10] and the author [11] analyzed the ﬁrst and second expansions of the solution near the boundary.
When the function g : (0,∞) → (0,∞) is locally Lipschitz continuous and decreasing, Giarrusso and Porru [12] proved
that if g satisﬁes the following conditions
(g01)
∫ 1
0 g(s)ds = ∞,
∫∞
1 g(s)ds < ∞;
(g02) there exist positive constants δ and M with M > 1 such that
G1(s) < MG1(2s), ∀s ∈ (0, δ), G1(s) :=
∞∫
s
g(ν)dν, s > 0,
then for the unique solution u of problem (1.1)∣∣u(x) − φ2(d(x))∣∣< c0d(x), ∀x ∈ Ω, (1.5)
where c0 is a suitable positive constant and φ2 ∈ C[0,∞) ∩ C2(0,∞) is unique solution of
φ2(t)∫
0
ds√
2G1(s)
= t, t > 0. (1.6)
In [13], by perturbation methods and nonlinear transformations, the authors proved that if g satisﬁes (g1) and (g2) with
1
2 < Cg  1, then for the unique solution u of problem (1.1)
lim
d(x)→0
u(x)
ψ(τ0d2(x))
= 1, (1.7)
where ψ is the solution of the problem
ψ(t)∫
0
ds
g(s)
= t, t ∈ [0,∞) (1.8)
and τ0 = 12(2Cg−1) .
When b ∈ Cα(Ω¯) satisﬁes the following assumptions: there exist δ0 > 0 and a positive non-decreasing function k1 ∈
C(0, δ0) such that
(b01) limd(x)→0 b(x)k1(d(x)) = b0 ∈ (0,∞),
(b02) limt→0+ k1(t)g(t) = ∞;
and, g satisﬁes (g1) and the conditions that
(g03) there exist positive constants c0, η0 and γ ∈ (0,1) such that g(s) c0s−γ , ∀s ∈ (0, η0);
(g04) there exist θ > 0 and s0  1 such that g(ξ s) ξ−θ g(s) for all ξ ∈ (0,1) and 0 < s s0ξ ;
(g05) the mapping ξ ∈ (0,∞) → T (ξ) = lims→0+ g(ξ s) is a continuous function;ξ g(s)
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lim
d(x)→0
u(x)
φ3(d(x))
= ξ0, (1.9)
where T (ξ0) = b−10 and φ3 ∈ C1[0, η] ∩ C2(0, η](η ∈ (0, δ0)) is the local solution of the problem
−φ′′3 (t) = k1(t)g
(
φ3(t)
)
, φ3(t) > 0, 0 < t < η, φ3(0) = 0. (1.10)
In [15], the author extended [14] to the g which is normalized regularly varying at zero with index −γ (γ > 0) and k1
in (b01) is normalized regularly varying at zero with index −β (β ∈ (0,2)).
Now we introduce a class of functions (see [16,17] and the references therein).
Deﬁnition 1.1. A Borel measurable function b in Ω belongs to the Kato class K (Ω) if
lim
r→0 supx∈Ω
∫
B(x,r)∩Ω
d(y)
d(x)
G(x, y)
∣∣b(y)∣∣dy = 0,
where G denotes the Green function for the Laplace operator in Ω with zero Dirichlet boundary condition, and B(x, r) is
the open ball of radius r centered at x in RN .
Proposition 1.1. The function
(
d(x)
)−β m∏
i=1
(
logi
(
d0
d(x)
)−1)−μi
, x ∈ Ω
is in K (Ω), where d0 = diam(Ω), logi t−1 = ln◦ ln◦ · · · ◦ ln t−1 (i times), and, when β = 2, μ1 = μ2 = · · · = μ j−1 = 1, μ j > 1,
μi ∈R for j + 1 i m; when β < 2, μi ∈R for 1 i m.
Recently, Ben Othman, Mâagli, Masmoudi, Zribi [16] and Gontara, Mâagli, Masmoudi, Turki [17] introduced a large class
of functions b(x) which belong to the Kato class K (Ω) and extended [15] to the g which is normalized regularly varying at
zero with index −γ (γ  0). In particular, when b satisﬁes (b1) and the condition that
(b2) 0 < b1 := lim
d(x)→0
inf
b(x)
a2(d(x))
 b2 := lim
d(x)→0
sup
b(x)
a2(d(x))
< ∞ (1.11)
with
a2(t) = t−2
m∏
i=1
(
logi t
−1)−μi , t ∈ (0, δ0), (1.12)
where μi is given Proposition 1.1, they established the existence and asymptotic behavior of the unique solution w0 ∈
C2+α(Ω) ∩ C(Ω¯) of the problem
−w = b(x), w > 0, x ∈ Ω, w|∂Ω = 0. (1.13)
Next we introduce another class of functions.
Let Λ denote the set of all positive monotonic functions in C1(0, δ0) ∩ L1(0, δ0) (δ0 > 0) which satisfy
lim
t→0+
d
dt
(
K (t)
k(t)
)
:= Ck ∈ [0,∞), K (t) :=
t∫
0
k(s)ds. (1.14)
The set Λ was ﬁrst introduced by Cîrstea and Raˇdulescu [18] for non-decreasing functions and by Mohammed [19] for
non-increasing functions to study the boundary behavior of solutions to boundary blow-up elliptic problems.
We ﬁrst note that a in (1.12) does not satisfy (1.14).
In fact, by a direct computation and l’Hospital’s rule, one can see that when μ j  2,
∫ t
0 a(s)ds = ∞, and when μ j > 2,
lim
t→0+
d
dt
(
A(t)
a(t)
)
= ∞, A(t) :=
t∫
0
a(s)ds.
For other results and related works to problem (1.1), see, for instance, [20–32] and the references therein.
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(b3) there exists k ∈ Λ such that
0 < b1 := lim
d(x)→0
inf
b(x)
k2(d(x))
 b2 := lim
d(x)→0
sup
b(x)
k2(d(x))
< ∞. (1.15)
In this paper, for the more general singular term g which is rapidly varying or normalized regularly varying at zero and
weight b which satisﬁes (b2) or (b3), we analyze the boundary behavior of the unique solution to problem (1.1).
Our main results are summarized in the following.
Theorem 1.1. Let g satisfy (g1) and (g2), and b satisfy (b1) and (b2). Then for the unique solution u of problem (1.1)
ξ
(1−Cg)
1  limd(x)→0 inf
u(x)
ψ(h2(d(x)))
 lim
d(x)→0
sup
u(x)
ψ(h2(d(x)))
 ξ (1−Cg)2 , (1.16)
where ψ is the solution of the problem (1.8) and
h2(t) = (log j t−1)−(μ j−1) m∏
i= j+1
(
logi t
−1)−μi , (1.17)
ξ1 = b1
μ j − 1 , ξ2 =
b2
μ j − 1 . (1.18)
In particular,
(i) when Cg = 1, u veriﬁes
lim
d(x)→0
u(x)
ψ(h2(d(x)))
= 1; (1.19)
(ii) when Cg < 1 and b1 = b2 = b0 in (b2), u veriﬁes
lim
d(x)→0
u(x)
ψ(h2(d(x)))
= ξ (1−Cg)01 , (1.20)
where
ξ01 = b0
μ j − 1 . (1.21)
Theorem 1.2. Let g satisfy (g1) and (g2), and b satisfy (b1) and (b3). If
Ck + 2Cg > 2, (1.22)
then for the unique solution u of problem (1.1)
ξ
(1−Cg)
3  limd(x)→0 inf
u(x)
ψ(K 2(d(x)))
 lim
d(x)→0
sup
u(x)
ψ(K 2(d(x)))
 ξ (1−Cg)4 , (1.23)
where
ξ3 = b1
2(Ck + 2Cg − 2) , ξ4 =
b2
2(Ck + 2Cg − 2) . (1.24)
In particular,
(i) when Cg = 1, u veriﬁes
lim
d(x)→0
u(x)
ψ(K 2(d(x)))
= 1; (1.25)
(ii) when Cg < 1 and b1 = b2 = b0 in (b3), u veriﬁes
lim
d(x)→0
u(x)
ψ(d2(x)k2(d(x)))
= (ξ02C2k )1−Cg , (1.26)
where
ξ02 = b0
2(Ck + 2Cg − 2) . (1.27)
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(i) If b satisfy (b2) with b1 = b2 = b0 , then for the unique solution u of problem (1.1)
lim
d(x)→0
u(x)
(h(d(x)))2/(1+γ )
= (ξ01(1+ γ ))1/(1+γ ). (1.28)
(ii) If b satisfy (b3) with b1 = b2 = b0 , and
Ck(1+ γ ) > 2, (1.29)
then for the unique solution u of problem (1.1)
lim
d(x)→0
u(x)
(d(x)k(d(x)))2/(1+γ )
= (ξ02C2k (1+ γ ))1/(1+γ ). (1.30)
Remark 1.1 (Existence and uniqueness). (See [15, Theorem 4.1].) Let b ∈ Cαloc(Ω) for some α ∈ (0,1), be nonnegative and
nontrivial on Ω . If g satisﬁes (g1), then problem (1.1) has one solution u ∈ C2+α(Ω) ∩ C(Ω¯) if and only if problem (1.13)
has a unique solution w0 ∈ C2+α(Ω) ∩ C(Ω¯). Moreover, when b > 0 in Ω , problem (1.1) has a unique solution.
Remark 1.2. When
k2(t) = t−β
m∏
i=1
(
logi t
−1)−μi , t ∈ (0, δ0) (1.31)
with β < 2 and μi ∈R (i = 1,2, . . . ,m) in (b3), one can see by a direct calculation that Ck = 22−β in (1.14).
2. Preparation
Our approach relies on Karamata regular variation theory established by Karamata in 1930 which is a basic tool in
stochastic processes (see Seneta [33], Bingham, Goldie and Teugels [34], Resnick [35], Maric [36] and the references therein).
In this section, we present some bases of Karamata regular variation theory.
Deﬁnition 2.1. A positive measurable function g deﬁned on (0,a), for some a > 0, is called regularly varying at zero with
index ρ , written g ∈ RVZρ , if for each ξ > 0 and some ρ ∈R,
lim
s→0+
g(ξ s)
g(s)
= ξρ. (2.1)
In particular, when ρ = 0, g is called slowly varying at zero.
Clearly, if g ∈ RVZρ , then L(s) := g(s)/sρ is slowly varying at zero.
Deﬁnition 2.2. A positive measurable function g deﬁned on (0,a), for some a > 0, is called rapidly varying at zero if for
each p > 1
lim
s→0+
g(s)sp = ∞. (2.2)
Some basic examples of slowly varying functions at zero are
(i) every measurable function on (0,a) which has a positive limit at zero;
(ii) (ln s−1)β , (ln(ln s−1))β and
∏m
i=1(logi s−1)μi , β,μi ∈R;
(iii) exp((ln s−1)p), 0 < p < 1,
and some basic examples of rapidly varying functions at zero are
(1) exp(s−1) and exp(exp(s−1));
(2) exp(exp(ln s−1)p), exp(s−p) and exp(exp(s−p)), p > 0;
(3) sβ exp((ln s−1)p) and (ln s−1)β exp((ln s−1)p), p > 1, β ∈R;
(4) (ln s−1)β exp(s−p) and sβ exp(s−p), p > 0, β ∈R.
Proposition 2.1 (Uniform convergence theorem). If g ∈ RVZρ , then (2.1) holds uniformly for ξ ∈ [c1, c2] with 0 < c1 < c2 .
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L(s) = ϕ(s)exp
( a1∫
s
y(τ )
τ
dτ
)
, s ∈ (0,a1), (2.3)
for some a1 ∈ (0,a), where the functions ϕ and y are measurable and for s → 0+ , y(s) → 0 and ϕ(s) → c0 , with c0 > 0.
We call that
Lˆ(s) = c0 exp
( a1∫
s
y(τ )
τ
dτ
)
, s ∈ (0,a1), (2.4)
is normalized slowly varying at zero and
g(s) = sρ Lˆ(s), s ∈ (0,a1), (2.5)
is normalized regularly varying at zero with index ρ (and write g ∈ NRVZρ ).
A function g ∈ RVZρ belongs to NRVZρ if and only if
g ∈ C1(0,a1), for some a1 > 0 and lim
s→0+
sg′(s)
g(s)
= ρ. (2.6)
Proposition 2.3. If functions L, L1 are slowly varying at zero, then
(i) Lρ for every ρ ∈R, c1L+ c2L1 (c1  0, c2  0with c1 + c2 > 0), L ◦ L1 (if L1(s) → 0 as s → 0+), are also slowly varying at zero.
(ii) For every ρ > 0 and s → 0+ ,
sρ L(s) → 0, s−ρ L(s) → ∞.
(iii) For ρ ∈R and s → 0+ , ln(L(s))/ln s → 0 and ln(sρ L(s))/ln s → ρ .
Proposition 2.4 (Asymptotic behavior). If a function L is slowly varying at zero, then for a > 0 and t → 0+ ,
(i)
∫ t
0 s
ρ L(s)ds ∼= (1+ ρ)−1t1+ρ L(t), for ρ > −1;
(ii)
∫ a
t s
ρ L(s)ds ∼= (−ρ − 1)−1t1+ρ L(t), for ρ < −1.
Our results in the section are summarized in the following.
Lemma 2.1. (See [37, Lemma 2.1].) Let k ∈ Λ.
(i) When k is non-decreasing, Ck ∈ [0,1]; and, when k is non-increasing, Ck  1;
(ii) limt→0+ K (t)k(t) = 0 and limt→0+ K (t)k
′(t)
k2(t)
= 1− limt→0+ ddt ( K (t)k(t) ) = 1− Ck;
(iii) When Ck > 0, Ck = 1, k ∈ NRVZ(1−Ck)/Ck ;
(iv) When Ck = 1, k is normalized slowly varying at zero;
(v) When Ck = 0, k is rapidly varying at zero.
Lemma 2.2. Let g satisfy (g1).
(i) If g satisﬁes (g2), then Cg  1;
(ii) (g2) holds with Cg ∈ (0,1) if and only if
g ∈ NRVZ−Cg/(1−Cg);
(iii) If (g2) holds with Cg = 1, then g is rapidly varying at zero.
Proof. We see by (g1) that
0 <
s∫
dν
g(ν)
<
s
g(s)
, ∀s > 0,0
284 Z. Zhang, B. Li / J. Math. Anal. Appl. 391 (2012) 278–290i.e.,
lim
s→0+
g(s)
s∫
0
dν
g(ν)
= 0. (2.7)
(i) Let
I(s) = −g′(s)
s∫
0
dν
g(ν)
, ∀s > 0.
Integrate I(t) from 0 to s and integrate by parts, we obtain by (2.7) that
s∫
0
I(t)dt = −g(s)
s∫
0
dν
g(ν)
+ s,
i.e.,
0 <
g(s)
s
s∫
0
dν
g(ν)
= 1−
∫ s
0 I(t)dt
s
, ∀s > 0.
It follows from l’Hospital’s rule that
0 lim
s→0+
g(s)
s
s∫
0
dν
g(ν)
= 1− lim
s→0+
I(s) = 1− Cg . (2.8)
So (i) holds.
(ii) When (g2) holds with Cg ∈ (0,1), it follows by (i) that
lim
s→0+
g(s)
sg′(s)
= lim
s→0+
g(s)
∫ s
0
dν
g(ν)
sg′(s)
∫ s
0
dν
g(ν)
= −1
Cg
lim
s→0+
g(s)
s
s∫
0
dν
g(ν)
= −1− Cg
Cg
,
i.e., g ∈ NRV−Cg/(1−Cg ) .
When g ∈ NRVZ−γ with γ > 0, i.e., lims→0+ sg
′(s)
g(s) = −γ and there exist positive constants c0,a1 and L¯ which is normal-
ized slowly varying at zero such that g(s) = s−γ Lˆ(s), s ∈ (0,a1).
It follows by Proposition 2.4(i) that
− lim
s→0+
g′(s)
s∫
0
dν
g(ν)
= − lim
s→0+
sg′(s)
g(s)
lim
s→0+
g(s)
s
s∫
0
dν
g(ν)
= γ lim
s→0+
s−(1+γ ) Lˆ(s)
s∫
0
νγ
(
Lˆ(ν)
)−1
dν = γ
γ + 1 = Cg .
(iii) By Cg = 1 and the proof of (ii), we see that
lim
s→0+
g(s)
sg′(s)
= 0,
it follows that there exists s0 > 0 such that
−g′(s)
g(s)
> (γ + 1)s−1, ∀s ∈ (0, s0]. (2.9)
Integrate (2.9) from s to s0, we obtain
ln
(
g(s)
)− ln(g(s0))> (γ + 1)(ln s0 − ln s), ∀s ∈ (0, s0],
i.e.,
g(s)sγ > g(s0)s
γ+1
0 s
−1, ∀s ∈ (0, s0].
Letting s → 0+ , we see by Deﬁnition 2.2 that g is rapidly varying at zero. 
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ψ(t)∫
0
ds
g(s)
= t, t ∈ [0,∞),
then
(i) ψ ′(t) = g(ψ(t)), ψ(t) > 0, t > 0, ψ(0) = 0 and ψ ′′(t) = g(ψ(t))g′(ψ(t)), t > 0;
(ii) limt→0+ tg′(ψ(t)) = −Cg ;
(iii) ψ ∈ NRVZ1−Cg ;
(iv) ψ ′ ∈ NRVZ−Cg ;
(v) when Ck + 2Cg > 2 and k ∈ Λ, limt→0+ tψ(K 2(t)) = 0;
(vi) limt→0+ tψ(ξh2(t)) = 0 uniformly for ξ ∈ [c1, c2] with 0 < c1 < c2 , where h2 is given in Theorem 1.1.
Proof. (i) By the deﬁnition of ψ and a direct calculation, we can show (i).
(ii) By (g2) and the deﬁnition of ψ , we see that
lim
t→0+
tg′
(
ψ(t)
)= lim
s→0+
g′(s)
s∫
0
dν
g(ν)
= −Cg .
(iii) It follows by (i)–(ii) and (2.8) that
lim
t→0+
tψ ′(t)
ψ(t)
= lim
t→0+
tg(ψ(t))
ψ(t)
= lim
t→0+
g(ψ(t))
ψ(t)
ψ(t)∫
0
dν
g(ν)
= lim
s→0+
g(s)
s
s∫
0
dν
g(ν)
= 1− Cg,
i.e., ψ ∈ NRVZ1−Cg .
(iv) By (ii),
lim
t→0+
tψ ′′(t)
ψ ′(t)
= lim
t→0+
tg′
(
ψ(t)
)= −Cg,
i.e., ψ ′ ∈ NRVZ−Cg .
(v) When Cg = 1, the result follows by (iii) and Proposition 2.3.
When Cg ∈ (0,1), since Ck + 2Cg > 2, we have Ck > 0, and by Lemma 2.1, Deﬁnition 2.1, Proposition 2.4 and (2.6), we
see that K ∈ NRVZ1/Ck and ψ ◦ K 2 ∈ NRVZρ0 , where ρ0 = 2(1−Cg )Ck . So there exist c0 > 0 and a function Lˆ which is normalized
slowly varying at zero such that
ψ
(
K 2(t)
)= tρ0 Lˆ(t).
By Ck + 2Cg > 2 and Proposition 2.3, we have
1− ρ0 = Ck + 2Cg − 2
Ck
> 0
and
lim
t→0+
t
ψ(K 2(t))
= lim
t→0+
t1−ρ0
(
Lˆ(t)
)−1 = 0.
(vi) Since h ∈ NRVZ0, by Deﬁnition 2.1, we can show ψ ◦ h2 ∈ NRVZ0 and the result follows by Proposition 2.3. 
Lemma 2.4. Let
a1(t) = a2(t) = t−2
m∏(
logi t
−1)−μii=1
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h1(t) = h2(t) =
(
log j t
−1) m∏
i= j
(
logi t
−1)−μi ,
where t ∈ (0, δ0), μ1 = μ2 = · · · = μ j−1 = 1, μ j > 1 and μi ∈R for j + 1 i m.
Then
(i) limt→0+
h′1(t)
a1(t)
= 0;
(ii) limt→0+
(h′1(t))2
h1(t)a1(t)
= 0;
(iii) limt→0+
h′′1(t)
a1(t)
= 1− μ j .
Proof. Let
θ(t) :=
m∏
i= j
(
logi t
−1)−μi and Si(t) := i∏
k=1
(
logk t
−1)−1. (2.10)
Then
a1(t) = t−2S j−1(t)θ(t), h1(t) = log j
(
t−1
)
θ(t) and
h1(t)
a1(t)
= t
2
S j(t)
. (2.11)
By an elementary calculus, we have
tθ ′(t)
θ(t)
=
m∑
i= j
μi Si(t); (2.12)
t S ′i(t)
Si(t)
=
i∑
k=1
k∏
l=1
(
logl t
−1)−1 = 1
ln t
+ o
(
1
ln t
)
; (2.13)
th′1(t)
h1(t)
=
m∑
i= j
μi Si(t) − S j(t), (2.14)
and
h′′1(t) = −
h1(t)
t2
(
m∑
i= j
μi Si(t) − S j(t)
)
+ h
′
1(t)
t
(
m∑
i= j
μi Si(t) − S j(t)
)
+ h1(t)
t
(
m∑
i= j
μi S
′
i(t) − S ′j(t)
)
.
(i) It follows by (2.10)–(2.14) that
lim
t→0+
h′1(t)
a1(t)
= lim
t→0+
t
∑m
i= j μi Si(t) − S j(t)
S j(t)
= lim
t→0+
t
(
μ j − 1+
(
log j t
−1)−1 + o((log j t−1)−1))= 0.
(ii) By (i) and limt→0+ Si(t) = 0, we have
lim
t→0+
h′21 (t)
a1(t)h1(t)
= lim
t→0+
(
m∑
i= j
μi Si(t) − S j(t)
)(
μ j − 1+
(
log j t
−1)−1 + o((log j t−1)−1))
= 0.
(iii) Using (2.10)–(2.14), we obtain
lim
t→0+
h′′1(t)
a1(t)
= − lim
t→0+
∑m
i= j μi Si(t) − S j(t)
S j(t)
+ lim
t→0+
(
∑m
i= j μi Si(t) − S j(t))2
S j(t)
+ lim
t→0+
t(
∑m
i= j μi S ′i(t) − S ′j(t))
S j(t)
= 1− μ j . 
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In this section we prove Theorems 1.1 and 1.2.
Let v0 ∈ C2+α(Ω) ∩ C1(Ω¯) be the unique solution of the problem
−v = 1, v > 0, x ∈ Ω, v|∂Ω = 0. (3.1)
By the Höpf maximum principle in [38], we see that
∇v0(x) = 0, ∀x ∈ ∂Ω and c1d(x) v0(x) c2d(x), ∀x ∈ Ω, (3.2)
where c1, c2 are positive constants.
Proof of Theorem 1.1. For any δ > 0, we deﬁne
Ωδ =
{
x ∈ Ω: d(x) < δ}.
Let ε ∈ (0,b1/4) and let
τ1 = ξ1 − 2εξ1/b1, τ2 = ξ2 + 2εξ2/b2.
We see that
ξ1/2 < τ1 < τ2 < 2ξ2; lim
ε→0τ1 = ξ1; limε→0τ2 = ξ2.
Since ∂Ω ∈ C2, there exists a constant δ ∈ (0, δ0) which only depends on Ω such that
d ∈ C2(Ωδ),
∣∣∇d(x)∣∣= 1, d(x) = −(N − 1)H(x¯) + o(1), ∀x ∈ Ωδ, (3.3)
where x¯ is the nearest point to x on ∂Ω , and H(x¯) denotes the mean curvature of ∂Ω at x¯.
By (b1), (b2), Lemmas 2.3(ii) and 2.4, we see that corresponding to ε, there is δε ∈ (0, δ) suﬃciently small such that for
i = 1,2,
2ξ2
∣∣τih1(t)g′(ψ(τih1(t)))∣∣ (h′1(t))2
h1(t)a1(t)
+ 2ξ2
∣∣∣∣h′′1(t)a1(t) + μ j − 1
∣∣∣∣+ 2ξ2 h′1(t)a1(t)
∣∣d(x)∣∣< ε, ∀(x, s) ∈ Ωδε × (0, δε)
and
(b1 − ε)a1
(
d(x)
)
 b(x) (b2 + ε)a1
(
d(x)
)
, ∀x ∈ Ωδε .
Let
u¯ε = ψ
(
τ2h1
(
d(x)
))
and uε = ψ
(
τ1h1
(
d(x)
))
, x ∈ Ωδε .
We see that for x ∈ Ωδε
u¯ε(x) + b(x)g
(
u¯ε(x)
)= ψ ′′(τ2h1(d(x)))(τ2h′1(d(x)))2 + τ2ψ ′(τ2h1(d(x)))h′′1(d(x))
+ τ2ψ ′
(
τ2h1
(
d(x)
))
h′1
(
d(x)
)
d(x) + b(x)g(ψ(τ2h1(d(x))))
= g(ψ(τ2h1(d(x))))a1(d(x))
[
τ2
(
τ2h1
(
d(x)
)
g′
(
ψ
(
τ2h1
(
d(x)
)))) (h′1(d(x)))2
h1(d(x))a1(d(x))
+ τ2
(
h′′1(d(x))
a1(d(x))
+ (μ j − 1)
)
− τ2(μ j − 1) + τ2 h
′
1(d(x))
a1(d(x))
d(x)
+
(
b(x)
a1(d(x))
− b2
)
+ b2
]
 0,
i.e., u¯ε is a supersolution of Eq. (1.1) in Ωδε .
In a similar way, we can show that uε is a subsolution of Eq. (1.1) in Ωδε .
Let u ∈ C(Ω¯) ∩ C2+α(Ω) be the unique solution to problem (1.1). We can choose a large M such that
u  u¯ε + Mv0 and uε  u + Mv0 on Γδε :=
{
x ∈ Ω: d(x) = δε
}
, (3.4)
where v0 is the solution of problem (3.1).
We assert that
u(x) u¯ε(x) + Mv0(x), ∀x ∈ Ωδε , (3.5)
288 Z. Zhang, B. Li / J. Math. Anal. Appl. 391 (2012) 278–290and
uε(x) u(x) + Mv0(x), ∀x ∈ Ωδε . (3.6)
Assume the contrary, there exists x0 ∈ Ωδε such that
uε(x0) −
(
u(x0) + Mv0(x0)
)
> 0.
By (3.4), the continuity of u and uε on Ω¯δε and
uε(x) = u(x) + Mv0(x) = 0, ∀x ∈ ∂Ω,
we see that there exists x1 ∈ Ωδε such that
0 < uε(x1) −
(
u(x1) + Mv0(x1)
)= max
x∈Ω¯δε
(
uε(x) −
(
u(x) + Mv0(x)
))
.
Then [38, Theorem 2.2]
∇uε(x1) = ∇u(x1) + M∇v0(x1) and 
(
uε − (u + Mv0)
)
(x1) 0.
On the other hand, we see by (b1) and (g1) that

(
uε − (u + Mv0)
)
(x1) = −u(x1) + M + uε(x1)
> b(x1)
(
g
(
u(x1)
)− g(uε(x1)))
> b(x1)
(
g
(
u(x1) + Mv0(x1)
)− g(uε(x1)))
> 0,
which is a contradiction. Hence (3.6) holds.
In the same way, we can show that (3.5) holds.
It follows by Lemma 2.3(vi) and (3.2) that
1 lim
d(x)→0
inf
u(x)
ψ(τ1h1(d(x)))
and
lim
d(x)→0
sup
u(x)
ψ(τ2h1(d(x)))
 1.
By Lemma 2.3, we have
lim
d(x)→0
ψ(τ2h1(d(x)))
ψ(h1(d(x)))
= τ2(1−Cg); lim
d(x)→0
ψ(τ1h1(d(x)))
ψ(h1(d(x)))
= τ1(1−Cg)
and
lim
d(x)→0
ψ(ξ2h1(d(x)))
ψ(h1(d(x)))
= ξ2(1−Cg); lim
d(x)→0
ψ(ξ1h1(d(x)))
ψ(h1(d(x)))
= ξ1(1−Cg).
Thus the proof is ﬁnished when letting ε → 0. 
Proof of Theorem 1.2. Let ε ∈ (0,b1/4) and let
τ3 = ξ3 − 2εξ3/b1, τ4 = ξ4 + 2εξ4/b2.
We see that
ξ3/2 < τ3 < τ4 < 2ξ4; lim
ε→0τ3 = ξ3; limε→0τ4 = ξ4.
By (b1), (b3) and Lemmas 2.1 and 2.3(ii), we see that corresponding to ε, there is δε ∈ (0, δ) suﬃciently small such that for
i = 3,4,
8ξ4
∣∣τi K 2(s)g′(ψ(τi K 2(s)))+ Cg∣∣+ 4ξ4
∣∣∣∣k′(s)K (s)k2(s) − (1− Ck)
∣∣∣∣+ 4ξ4 K (s)k(s)
∣∣d(x)∣∣< ε, ∀(x, s) ∈ Ωδε × (0, δε)
and
(b1 − ε)k2
(
d(x)
)
 b(x) (b2 + ε)k2
(
d(x)
)
, ∀x ∈ Ωδε .
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u¯ε = ψ
(
τ4K
2(d(x))) and uε = ψ(τ3K 2(d(x))), x ∈ Ωδε .
We see that for x ∈ Ωδε
u¯ε(x) + b(x)g
(
u¯ε(x)
)= ψ ′′(τ4K 2(d(x)))(2τ4K (d(x))k(d(x)))2
+ 2τ4ψ ′
(
τ4K
2(d(x)))(k2(d(x))+ K (d(x))k′(d(x))+ K (d(x))k(d(x))d(x))
+ b(x)g(ψ(τ4K 2(d(x))))
= g(ψ(τ4K 2(d(x))))k2(d(x))
[
4τ4
(
τ4K
2(d(x))g′(ψ(τ4K 2(d(x))))+ Cg)
− 4τ4Cg + 2τ4 + 2τ4
(
k′(d(x))K (d(x))
k2(d(x))
− (1− Ck)
)
+ 2τ4(1− Ck) + 2τ4 K (d(x))k(d(x)) d(x) +
(
b(x)
k2(d(x))
− b2
)
+ b2
]
 0,
i.e., u¯ε is a supersolution of Eq. (1.1) in Ωδε .
In a similar way, we can show that uε is a subsolution of Eq. (1.1) in Ωδε .
Let u ∈ C(Ω¯)∩ C2+α(Ω) be the unique solution to problem (1.1). In the same way in the proof of (3.6), we can choose a
large M such that
u  u¯ε + Mv0 and uε  u + Mv0 on Ωδε , (3.7)
where v0 is the solution of problem (3.1).
It follows by Lemma 2.3(v) and (3.2) that
1 lim
d(x)→0
inf
u(x)
ψ(τ3K 2(d(x)))
and
lim
d(x)→0
sup
u(x)
ψ(τ4K 2(d(x)))
 1.
By Lemma 2.3, we have
lim
d(x)→0
ψ(τ4K 2(d(x)))
ψ(K 2(d(x)))
= τ4(1−Cg); lim
d(x)→0
ψ(τ3K 2(d(x)))
ψ(K 2(d(x)))
= τ3(1−Cg)
and
lim
d(x)→0
ψ(ξ4K 2(d(x)))
ψ(K 2(d(x)))
= ξ4(1−Cg); lim
d(x)→0
ψ(ξ3K 2(d(x)))
ψ(K 2(d(x)))
= ξ3(1−Cg).
Moreover, by Cg < 1, Ck > 0, (2.6) and Lemmas 2.1 and 2.3, we obtain
lim
d(x)→0
ψ(K 2(d(x)))
ψ(d2(x)k2(d(x)))
= C2(1−Cg)k .
Thus letting ε → 0, we have ﬁnished the proof. 
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