Natural language processing (NLP) tasks tend to suffer from a paucity of suitably annotated training data, hence the recent success of transfer learning across a wide variety of them. The typical recipe involves: (i) training a deep, possibly bidirectional, neural network with an objective related to language modeling, for which training data is plentiful; and (ii) using the trained network to derive contextual representations that are far richer than standard linear word embeddings such as word2vec, and thus result in important gains. In this work, we wonder whether the opposite perspective is also true: can contextual representations trained for different NLP tasks improve language modeling itself? Since language models (LMs) are predominantly locally optimized, other NLP tasks may help them make better predictions based on the entire semantic fabric of a document. We test the performance of several types of pre-trained embeddings in neural LMs, and we investigate whether it is possible to make the LM more aware of global semantic information through embeddings pre-trained with a domain classification model. Initial experiments suggest that as long as the proper objective criterion is used during training, pre-trained embeddings are likely to be beneficial for neural language modeling.
Introduction
Transfer learning involves training a model on one task and repurposing it for a related task with the aim of improving performance on the second task by exploiting knowledge from the first task. This is expecially true when a smaller amount of data is available for supervised training on the second task.
In NLP, transfer learning is typically done by using language modeling, inherently a self-annotated task, to improve performance on other NLP tasks, where efficient use of annotated training data is necessary [1, 2, 3, 4] . Usually a deep network is trained with a task related to language modeling on large amounts of data, after which the weights of the network are finetuned for a specific NLP task. Very recently, it has been shown that a large-scale LM can even be employed for other NLP tasks in a zero-shot setting [5] . Language modeling being a core task of NLP, contextual representations derived from this core task lead to improvements on related tasks as well.
But could the opposite perspective also be true: can contextual representations trained for different NLP tasks lead to improvements in language modeling itself? Given the prominence of language modeling just exemplified, such perspective can be viewed as "reverse transfer learning." A natural way to proceed is by injecting into the LM pre-trained embeddings optimized for various purposes, instead of training the embeddings jointly with the rest of the network. Since LMs are a crucial part in many applications involving the automatic processing of speech and language such as speech recognition, speech synthesis and machine translation, improving the performance of LMs leads to improved performance in these downstream tasks as well.
One can wonder why we need reverse transfer learning: since LMs do not need labeled data, there is in principle no shortage of training data, and transfer learning is mainly used in scenarios where there is a limited amount of labeled data. However, we hypothesize that there might be information that LMs cannot learn themselves, regardless of the amount of training data, which can be learned through other NLP tasks. By construction, LMs are optimized to predict the next word. For a large proportion of the training data, the information that is needed to predict the next word can be found in the short-term context, since many dependencies in language are syntactic in nature. Hence, we hypothesize that the LM naturally learns to largely ignore the global semantic context. However, in certain contexts the entire semantic fabric of the text is critical for predicting certain correct content words. For example, consider the following extract from a Wikipedia article about hurricane Beatriz: 1 In Colima and Jalisco, residents were warned of heavy rains that could trigger flooding and mudslides. Schools across both states canceled classes for June 21. In Colima, 236 shelters were opened to the public. Additionally, the Mexican Navy was placed on standby for hurricane relief.
In the sentence where the LM needs to predict hurricane, there is no explicit referral to the fact that this text talks about a natural disaster. Ranking all words according to the probability assigned by a baseline LM, hurricane only ends up at position 28,553 out of a vocabulary of 33,279 words. It is thus reasonable to hypothesize that making the LM more aware of the global semantic context would increase the probability of hurricane. This hypothesis is supported by the fact that explicitly modeling the context improves the LM quality, see for example [7, 8, 9, 10] .
In this paper, we investigate which type of pre-trained embeddings can improve the accuracy of neural LMs. To test the hypothesis formulated earlier, we make a distinction between two classes: (i) embeddings trained with an objective function that is closely related to language modeling, and (ii) embeddings trained with an objective function that promotes global semantic information. Notice that, in the latter case, we test the possibility to do transfer learning not only from a different NLP task to a LM, but also from a supervised model to an unsupervised model. This might seem counter-intuitive, but as we already mentioned, training in an unsupervised manner can have the drawback that the model learns to neglect less frequent dependencies in the data.
For the first class (i), we take as baseline word2vec embeddings [11] that are trained based on the local context of the word. Additionally, we look at more sophisticated non-linear embeddings formed from the states of a bidirectional LSTM LM [12, 13] . LSTMs can accommodate longer histories than the usually limited window size of word2vec. Note that we train the LSTM on sentence level and reset the state at the beginning of each sentence, because training a bidirectional LSTM across sentence boundaries would require processing the entire text at once.
Global embedding are most commonly generated based on global matrix factorization (see Section 2 for a short overview), but we choose to keep the underlying architecture in line with the one above and consider a bidirectional LSTM trained as domain classifier for the second class (ii) of pre-trained embeddings. The LSTM accordingly admits as input a paragraph-size text and as output the semantic domain associated with that text. Using the states of this domain classifier as embeddings in the LM forces the LM to pay attention to the global semantic category/domain of the text. In this case, transfer learning thus operates from a domain classifier to the LM.
In the remainder of the paper, we first describe our approach in section 3 and our experimental setup in section 4. Next, we present experimental results in section 5 and a conclusion in section 6.
Related work
Pre-trained embeddings Embeddings are commonly used in NLP tasks, e.g. information retrieval [14] , document classification [15] , question answering [16] , and neural language modeling [17] ). The most elementary embedding is based on 1-of-N or 'one-hot' encoding, where every word in an underlying vocabulary of size N is represented by a sparse vector of dimension N (with 1 at the index of the word and 0 elsewhere). Onehot embeddings are usually not used as is but mapped to dense vectors in a lower-dimensional continuous vector space. In the course of this dimensionality reduction, the mapping seems to advantageously capture a certain amount of semantic and/or syntactic and/or pragmatic information about the words.
There are two basic classes of continuous-space word embeddings: (i) representations derived from the local context of the word (e.g., the previous L and possibly next L words, where typically L is a small integer), and (ii) representations that exploit the global context surrounding it (e.g., the entire document in which it appears). Methods leveraging global context include global matrix factorization approaches using worddocument co-occurrence counts, such as latent semantic analysis (LSA) [18, 19] , as well as more recent log-linear regression modeling like GloVe which uses word-word co-occurrence counts [20] . Although the original GloVe paper limits the context for co-occurrences to maximum 10 words, in principle this window size can be increased. Methods leveraging local context include prediction-based approaches using neural network architectures, such as word2vec continuous bag-of-words and skip-gram models [11] , the projection layer technique from neural language modeling [17] , and bottleneck representations us-ing an auto-encoder configuration [21] 2 .
Global co-occurrence count methods like LSA lead to word representations that can be considered genuine semantic embeddings, because they expose statistical information which captures semantic concepts conveyed within entire documents. In contrast, typical prediction-based solutions using neural networks only encapsulate semantic relationships to the extent that they manifest themselves within a local window centered around each word (which is all that is used in the prediction). Thus, the resulting embeddings have inherently limited expressive power when it comes to global semantic information.
Transfer learning In computer vision, transfer learning has been common practice for years. For example, Zeiler and Fergus [22] show how training a new softmax classifier on an Im-ageNet [23] model can improve the results for related datasets, and Donahue et al. [24] use features based on the activation of a deep convolutional network trained for object recognition for other tasks.
In NLP, recently similar results have been obtained. The ELMo embeddings [1] are functions of the input embeddings and hidden states of a deep bidirectional LM and achieved stateof-the-art accuracies on question answering, textual entailment, sentiment analysis, semantic role labeling, coreference resolution and named entity extraction. Other work directly fine-tunes the weights of a trained network, instead of learning linear mappings of the weights. Howard and Ruder [2] train an LSTM LM and propose several optimizations for fine-tuning the network to new tasks, such as discriminative fine-tuning (different learning rates for different layers) and gradual unfreezing (start by fine-tuning the last layer only, then gradually include the other layers). Radford et al. [3] train a Transformer [25] LM and finetune it with some task-specific input transformations. During fine-tuning they use language modeling as an auxiliary objective in a multi-task learning setup, similar to [26] . In followup work, Radford et al. [5] train a much larger Transformer LM on 40GB of webpages and demonstrate that this model achieves state-of-the-art language modeling accuracy on almost all language modeling benchmarks tested, and reasonable accuracy on reading comprehension, summarization and translation in a zero-short setting, so without fine-tuning. The BERT embeddings [4] are trained with a bidirectional Transformer LM, which has been trained as a masked LM and a next sentence predictor, and fine-tuned by adding a single layer on top of the Transformer output.
Transfer learning can be interpreted as a context-dependent extension of the concept of word embeddings to all layers of the network, instead of only using the embedding layer. Our approach on the other hand, does transfer learning in the opposite direction by trying to improve the LM with an auxiliary task. We do this by pre-training embeddings to incorporate global semantic information, such as the LSA embeddings do, and by comparing those embeddings with local context embeddings.
3. Pre-trained embeddings in neural language models 3.1. Pre-trained embeddings
In standard LM training, the embedding matrix is initialized randomly and optimized jointly with the rest of the network. The embedding et is the result of multiplying the embedding We experiment with the following pre-training architectures: word2vec and bidirectional LSTMs trained as LM or as domain classifier (see section 3.2). Pre-training embeddings for an LSTM LM with a bidirectional LSTM LM might seem counter-intuitive, but the bidirectional embeddings might contain additional information that cannot be derived in a unidirectional setting, while in many applications (e.g. real-time speech recognition) a unidirectional LM is preferred as final model.
Word2vec generates context-independent word embeddings, whereas the embeddings extracted from the LM and the domain classifier are context-dependent. We adopt the most straightforward approach to generate context-independent embeddings: we run the LSTM on our dataset, extract the cell state for the current word, and average over all occurrences of the same word in the dataset. Averaging has the advantage that we can pre-compute the embeddings, which saves computations at test time.
Domain classification embeddings
Our domain classification model is trained as follows: we assume the current sentence/paragraph/document is composed of T words xt, 1 ≤ t ≤ T , and is globally associated with semantic category z. We train a bi-LSTM as depicted in Figure 1 that predicts z for every xt. Each word x in the input text is encoded using one-hot encoding, thus xt is sparse and its dimension is equal to V . The one-hot encoding is mapped to a lower-dimensional continuous embedding et as described in section 3. The output of the domain classifier is calculated as follows:
where the weight matrices W, U and Z and the bias vectors b are the LSTM parameters, T denotes the LSTM equations, and S denotes the softmax activation function. We use as word embedding the state of the network st = [gt ht] (concatenation of forward and backward states). This architecture addresses two shortcomings of traditional word2vec-style embeddings. The first one is the restriction to a local context contained within a finite-sized window centered around each word. By switching to a bi-LSTM, a left and right context of infinite length can in principle be accommodated. This opens up the possibility of handling not just a sentence, but an entire paragraph, or even a full document. The second shortcoming has to do with the prediction target itself. All neural network solutions to date predict either a word in context or the local context itself, which cannot adequately reflect global semantic information. Instead, we predict the semantic domain directly from the input text considered.
Experimental setup
We train LSTM LMs consisting of 1 layer of size 128 3 on an in-house dataset of 10M words and a vocabulary of 25k. The dataset is very diverse in terms of domain and style, containing both formal and informal text. We also train word embeddings on a larger superset of 5B words, containing the same mixture of domains and styles. The LSTMs are optimized with Adam [27] . All experiments in this paper keep the pre-trained weights fixed during training of the LM. To avoid confusion, we refer to the lower-dimensional mapping of the input before it is given to the LSTM as 'compression layer'. The baseline LM naturally uses a compression layer, otherwise its input would consist of one-hot vectors. The LMs with pre-trained embeddings, for which the input already consists of a continuous vector, can have an additional compression layer. We found that using a compression layer improves results for the LM with domain embeddings, but not for the LM with word2vec embeddings.
The input embeddings are all of size 256 and have been carefully normalized: the best settings were unit length for the word2vec embeddings and mean-variance normalization (we compute the mean and variance for each dimension, and normalize by subtracting the mean and dividing by the variance) for the domain embeddings. Default training parameters are used for the word2vec embeddings. For the bi-LSTMs, concatenating the forward and backward state (each of size 128) yielded better results than averaging them (each of size 256). As additional baseline, we also considered freely available CBOW embeddings trained on a 100B word dataset from Google News, that are of size 300 [28] .
The domain embeddings are trained on a dataset containing paragraphs with associated domain labels (e.g. sports, technology. . . ). To generate these labels, we performed k-means clustering in an initial LSA space and picked the k most dissimilar clusters. We then reclassified the corpus against these k clusters, and adjusted the clusters to include only those documents classified with high confidence. Next, we recomputed the LSA space based only on those documents, and reclassified the entire corpus against the adjusted clusters. After several iterations of this procedure, the final clusters were semantically well separated. The full dataset contains 70M words, but we also use a subset of 7M to speed up optimization.
Experimental results and discussion
In Table 1 , we present perplexity (PPL) results for several types of pre-trained embeddings. Firstly, we observe a 14% relative perplexity reduction with respect to the baseline by using word2vec embeddings trained on the 5B superset. In contrast, the Google embeddings, trained on a dataset which is 20 times larger than ours, did not improve the quality of the LM, probably because the dataset is quite different in nature and/or is less well normalized. From these results we can conclude that pre-trained embeddings can improve the language modeling quality, but only if training content is aligned with the task at hand. Similar results are reported by Kim [29] and Patel et al. [30] : refining the Google embeddings for the described task and data improves results.
Next, we report the best results for domain classification embeddings pre-trained on the 7M words dataset, and we observe that these embeddings do not improve the PPL. Even though paragraphs inherently contain richer semantic information than sentences, it seems that a match in the format of the training data is some important for the LM, since training the domain classification model on sentences gives a small improvement.
Upon closer inspection of the domain embeddings, we observed many saturated values, as a result of training on whole paragraphs. Since the state is only reset at the beginning of a new paragraph, state values can easily grow very large or very small. However, we experimented with several methods to deal with this problem, such as different clipping settings and normalizations, and found that results did not materially improve. Thus, we believe that data mismatch, not value saturation, is the main problem preventing a more beneficial contribution from domain embeddings.
After careful optimization on the small domain dataset, we check whether our results extrapolate to the larger domain dataset. First, we train word2vec embeddings to compare the impact of the training data itself: we observe that the result is better than the baseline LM but worse than for the LM superset because the training data is smaller and matches less well with the LM training data. Note that even though the word2vec embeddings are trained on paragraph data, they can only profit from cross-sentence dependencies as far as those fall within the limited window size used for training. Second, we see that there is a large gap between the domain embeddings and the word2vec embeddings. Thus, we hypothesize that congruence with the objective function of the LM-predicting the next word-is particularly critical, given that word2vec embeddings are similarly trained for local prediction, while the semantic embeddings are, in contrast, trained for global prediction.
This hypothesis is further supported by the result in the last row of Table 1 , where we show that the embeddings of a bidi-rectional LM trained on the LM dataset itself give a small improvement with respect to the baseline LM. This is especially true given that this improvement is likely to increase as the embeddings are trained on more data.
Conclusion and future work
The purpose of this work was to assess the potential benefits of leveraging word embeddings pre-trained for different NLP tasks in neural LMs. In other words, can we do "reverse transfer learning" in favor of the LM itself? As an initial foray into this line of investigation, we compared embeddings trained with models that are closely related to language modeling, and with a model that is trained to encode global semantic information. Our motivation was that the latter embeddings might counteract the effects of optimizing LMs primarily for local prediction. We found, however, that the best results are obtained when training the word embeddings on the same type of data (sentences) with a closely related objective function (word2vec or bi-LM). In other words, pre-trained embeddings work best when the pretraining task closely resembles the target task, which is in line with previous findings, e.g. [31, 32] .
However, we showed that there is promise in using pretrained embeddings in LMs as long as the objective functions of the embedding model and the LM are congruent: despite having been trained on a much smaller dataset, bidirectional LM embeddings were observed to lead to a meaningful reduction in perplexity. Continuing in that direction, we believe that the natural next step would be to consider a multi-task learning objective. It has already been shown that using language modeling as an auxiliary task can improve the performance of other NLP tasks in a multi-task model [26] . In a similar vein, training a LM to simultaneously predict the next word and a semantic label could help the LM to focus more on global semantic information that might be useful for prediction.
