In this paper we describe a characterization of "wisual action" that encodes local photometry via a choice of interest operators and global dynamics via a realization of a stochastic dynamical model. In order to allow action detection in clutter, it is necessary for the corresponding models to have a compositional property, in that a simple action (e.g. foreground action) can be detected within a more complez one (e.g. foreground and backgmund actions). We show that this is the c u e for the model we propose, which can th.erefore be used as a basis for building models of dynamic scenes from images without explicit supererision, by composing a complex action from a collection of elementary ones.
Introduction
Interpreting dynamic scenes remains one of the most important and yet largely untapped problems in computer vision, mainly because of the large variability in visual measurements of a same movement. A model of an "action" must embed invariance to all distracting factors either explicitly (i.e. as part of the model) or implicitly (by means of training).
For highly structured objects (like human bodies) detecting an action (e.g. a person crossing the road) can he subsumed into a parametric statistical estimation problem (see for instance [2, 111 and references therein). Invariance to some of the parameters (e.g. photometry) can instead achieved by choice of local features (e.g. optical flow), while a small number of parameters (e.g. lengths and angles between limbs) can be inferred from the data.
In this paper we present a general model of an "action" that includes both the dynamical and photometric characterization of the motion. We show that this model has compositional properties, in the sense that a model of a simple action can be detected from the model of a more complex one (in a dynamic "foreground + clutter" scenario). We adopt hidden Markov In perspective, our long-term goal is the construction of models of spatio-temporal visual scenes from data without direct supervision, integrating t,op-down information; in the form of prior explicit, models, uith data driven bottom-up representations.
Related work
The problem of recognizing complex motion patterns in image sequences has been investigated in various settings. A common approach consists of extracting low-level features by local spatio-temporal fikering on the images and using hidden Markov models (HMMs) on 
xvhere {V+I} is a sequence of martingale increments and { 11$, , ] is a sequence of i.i.d. Gaussian noises h'(0,l). The HMM parameters will be the transition matrix A = ( a i j ) = P ( X I +~ = eilXk = e j ) , the mat.ris C of the means of the state-output distributions (in fact, Cj = E[p(Ya+llXk = e j ) ] ) and the matrix C of the variances of the out.put distributions.
A fundamental property of this class of models is the capability of self-learning the set of pasameters A, C and C given a sequence of observations that are supposed to be produced by the system. The algorithm we use is an application of the EM technique Assuming that the "correct" filters are given, HMMs provide a method to build the invariant pattern or graph between feature configurations. Feature configurations vr are encoded as columns C, of the C matrix while their dynamics is associated to the transition probabilities in the A matrix.
Detecting actions in clutter
We want to test the compositional property of the model we described above, by showing that it is possible to recover the invariant pattern from the model of a comples motion. In other words, there is a map between the model representing a sequence containing both foreground and background motion and the model of the action of interest. We need to make the nature of this map precise, find a way of extracting the invariant information from an HMM built from a cluttered sequence and a criterion to compare the extracted information with the learned model of the action of interest. Hence, the set of states of the first model associated to the same state of the learned HMM will roughly represent the same positions of the foregound features. Therefore, if we select the components of the state-output matrix C associated to the local features describing the action, the columns of the resulting matrix must form clusters in the associated subspace of the feature'space. This operation can be done using a standard technique, for example k-means clustering, by considering the means of the state-output distributions collected in C as vectors in the d-dimensional feature space.
Once produced the set of n, state clusters Ck = {e!, ..., el,} we need torearrangethe transitionmatrix in order to produce a new admissible model. This can be done considering one cluster at a time with no particulas ordering, and grouping the corresponding states. After simple calculations we get
while the transition probabilities from the cluster must be normalized with its cardinality: ejECX This operation is repeated for the next cluster on the new A until we eventually get an n , x n, matrix. Finally the columns of the reduced A must be permuted to match the order of the clusters in the reduced C matrix.
Finally, once extracted the reduced model from the cluttered sequence we need to define a distance among hidden Markov models in order to measure the similarity of a reduced model with one or more learned models for the action of interest. A natural way to comply is computing the Kullback-Lezbler number b e tween their output processes from the parameters of the models. In [ In conclusion we can summarize our algorithm for action detection in clutter as follows:
1.
2.

3.
4.
5.
select feature components associated to the action of interest; project poses onto the corresponding subspace of the feature space; construct new poses by clustering; create the reduced model by rearranging the topology of the graph; compare the reduced model extracted from clutter with the learned one using the KL distance.
In the next section we are going to test the behavior of this technique in a simple but interesting situation and show how the results confirm our basic assumptions.
Experiments
As we mentioned above, the choice of a good feature representation is critical. In particular, we have to guarantee the invariance of our representation with respect to translations on the image plane and the scaling effect due to distance variations. Given a set of feature trajectories {fi(t). ..., fp(t)}, t = 1 ,..., T in the image plane we compute a new feature vector y ( t ) in the following way: the bounding box for each feature trajectory is comput.ed (Figure 1-top) and the mutual distance rij ( t ) and orientation O i j ( t ) bet,ween each pair of feature at each time instant is measured (Figure 1-bottom) . Calling {A(t)} the rescaled feature coordinates with respect to the unit square and ?;j(t) the mutual distances normalized by using the median of ~i j ( t ) along the entire trajectory we define
~( t )
= [{fi(t)IL {i.ij (t)}f=I {cos(&j(t)}T=1I'.
It can be proved that 0 {y(t)}t=~, ..., T is invariant with respect to translation and scaling along both axes; 0 called + I ' : (fi(t),f2(t)) t+ y(t) the map transforming pairs of feature trajectories into a feature vector, the restrictedapplication obtained by fix-
In other words, fixing a scale and offset for one trajectory force the other into a unique absolute position.
To test our conjecture about the compositional properties of HMMs, we built a dataset composed by instances of three actions. "Fly", consist.ing on person Right: combined action with "fly" and "cycle" both present and no synchronization. moving his arms as wings (Figure 2-left) , "cycle". (a rough cycle described by a hand) and the conibination of these two, executed by two people (see Figure   2 -right). We implemented a simple hand tracker by means of cross-correlation filters and computed the HMhl models for each of these sequences and a variable number of states: n = 2; ..., 5 for "fly" actions, 71 = 2, .__, 4 for "cycle" gestures and n = 6, ..., 10 for the instances of the combined motion. We also assumed absence of occlusions. Figure %top shows the graph of one of these combined models.
We applied the clustering procedure to the cluttered sequences and extracted a collection of reduced models for t,he ';fly" gesture by selecting the appropriate feature components. Figure 3 shows the effect of t.he reduction algorithm on the transition matrix. An analysis of the C matrices of both actions shows that the automatically generated clusters group t e gether states associated to the same phase of the "fly" action. For instance, states 2 and 5 collected in the cluster B both capture the phase of "fly" in which the hands are down. The topology of the reduced model encodes almost exactly the dynamics of the action, a double chain connecting the state with hands down ( B ) wit.h the state "hands up" ( A ) going through two intermediate positions.
The reduced models of the "fly" gestures have been calculated from the HMMs of a subset of the cluttered sequences, with number of states n=6 and n=7. Resting on our conjecture we expected both the topology and the pose matrix of these HMMs to be similar to the models learned in absence of clutter. In fact, Figure 4 . shows the distribution of the poses { C j , j = 1: ..., n} of the 25 models built for "fly" with no distractors in the subspaces related to the right hand and the left hand respectively, plotted as crosses. For n = 2 two distinct aggregations are clearly visible, proving the stability of the model with respect to the variability of the action. On the other hand, the small squares represent the position of the poses for the reduced models for "fly" achieved by clustering from the cluttered sequences. They follow the same distribution, and t h e same behaviour is recognizable in the diagrams for n = 4. It is worth to notice that it is not necessary to choose a precise number of states for the clut,tered model in order to extract the invariant pattern, hut it suffices to have a rich enough description (i.e. n 2 no for some no).
As a definitive evidence we implemented the KullbackLeibler distance and applied it to compare the models of "cycle", "fly" and "fly in clutter" with the same number of states. The results for n = 2 and n = 4 are shown in Figure 5 , and clearly confirm the similarity of reduced and a-priori models.
Towards unsupervised detection
The above results support OUT conjecture on the presence of invariant patterns of actions in clutter when actions are modeled as described in sections 2, 3. Hence we can plan the formulation of an algorithm for unsupervised detection of such models from a collection of sequences containing instances of the same unknown action. In these first tests we have assumed the absence of occlusions. Of course the problem remains critical, for standard HMM theory does not allow for observation spaces of variable dimension. A possible solution can be using standard statistical techniques for the treatment of missing data [7] , based on the EM algorithm. More interesting would be the learning of models based on hybrid systems composed by different HMMs each representing a state of occlusion.
