Abstract-The problem of frequency synchronization, channel estimation and data detection for all active users in the uplink of an OFDMA system is investigated in this work. Since the exact maximum likelihood (ML) solution to this problem turns out to be too complex for practical purposes, we derive an alternative scheme that operates in an iterative fashion. At each step, the superimposed signals arriving at the base station (BS) are separated by means of the space-alternating generalized expectation-maximization (SAGE) algorithm. Each separated signal is then passed to an expectation-conditional maximization (ECM)-based processor that updates frequency estimates and performs channel estimation and data detection for each user. The resulting architecture is reminiscent of the parallel interference cancelation (PIC) receiver, where interference is generated and removed from the received signal to improve the system performance. Simulations indicate that the proposed scheme outperforms other benchmark solutions at the price of increased computational complexity.
I. INTRODUCTION
T HE increasing demand for multimedia communications with variable data rates and different Quality of Service (QoS) requirements has recently led to a strong interest in orthogonal frequency-division multiple-access (OFDMA), which is recognized as a promising technology for wireless metropolitan area networks (MANs) [1] , satellite communications [2] and cable TV (CATV) transmissions [3] . In an OFDMA system, several users simultaneously transmit their own data by modulating an exclusive set of orthogonal subcarriers. This approach offers increased robustness against intra-cell interference while allowing straightforward dynamic channel assignment. Furthermore, in contrast with singlecarrier systems, channel equalization in OFDMA can be easily accomplished in the frequency-domain by means of a bank of one-tap complex-valued multipliers.
Two critical issues in the design of an OFDMA uplink system are frequency synchronization and channel estimation. Similar to other multicarrier-based techniques, OFDMA is particularly sensitive to carrier frequency offsets (CFOs) caused by oscillator mismatches and/or Doppler shifts. Inaccurate CFO correction results in loss of orthogonality among subcarriers and produces intercarrier interference (ICI) as well as multiple-access interference (MAI) with ensuing limitations of system performance. In addition, knowledge of the channel response of each user is indispensable for coherent detection of transmitted data. Frequency synchronization and channel estimation are challenging tasks in uplink communications due to the existence of multiple CFOs and transmission channels.
A well established scheme to achieve frequency synchronization in OFDMA transmissions is based on a three-step procedure. In the first step, each mobile terminal (MT) performs CFO estimation by exploiting a reference signal transmitted from the base station (BS) at the beginning of each downlink time slot. This operation reduces frequency errors at the MT within a tolerable range and can be easily accomplished using the same techniques employed in OFDM systems [4] - [6] . The frequency estimates are then used by MTs not only to detect the downlink data stream, but also as synchronization references in the subsequent uplink transmission [7] .
Due to estimation errors and/or Doppler effects, uplink signals arriving at the BS may be affected by some residual CFOs (typically smaller than the subcarrier spacing). The second step of the frequency synchronization procedure is thus represented by CFO estimation in the uplink. This problem has received some attention in the last few years, and several solutions have been devised for systems employing either a sub-band [8] , [9] or interleaved [10] subcarrier assignment scheme (CAS). However, the current trend in OFDMA favors a more flexible generalized CAS (GCAS) in which users can select the best subcarriers (namely, those with the highest channel gains) that are currently available. Since there is no rigid association between subcarriers and users, GCAS allows dynamic resource allocation and provides more flexibility than sub-band or interleaved schemes. Two methods for jointly estimating CFOs and channel responses of all active users in the uplink of an OFDMA system with GCAS have been proposed in [11] , [12] . These schemes are based on the maximum likelihood (ML) criterion and they demand that all users send one pilot block (carrying known symbols) at the beginning of each uplink frame.
Once residual CFOs that affect uplink signals have been estimated, they are employed to restore orthogonality among subcarriers. This operation is known as "frequency correction" and represents the third stage of the synchronization process. A solution to this problem has been discussed in [7] and [9] , where CFO estimates are returned to MTs via a downlink control channel and exploited by users to adjust their transmit carrier frequencies. Only after all users have corrected their oscillator's frequency does the BS start to detect the uplink data stream.
In a time-varying scenario, users must be periodically provided with updated CFO estimates, which may result in excessive overhead and outdated information due to feedback delay. A promising alternative is to use advanced signal processing techniques to compensate for residual CFOs directly at the BS, i.e., without the need of returning frequency estimates back to subscribers. Solutions derived along this line of reasoning are largely inherited from multi-user detection research, including linear schemes as well as interference-cancelation (IC) architectures. In particular, the method discussed in [13] aims at restoring orthogonality among subcarriers by means of a linear transformation applied to frequency-domain samples. For this purpose, both the least squares (LS) and minimum mean square error (MMSE) criteria are employed. Since this scheme can be regarded as a linear multiuser receiver, we expect that ICI and MAI mitigation is achieved at the price of some noise enhancement, especially in the presence of relatively large CFOs. In [14] , uplink signals are tentatively restored at the BS by means of circular convolutions and windowing functions applied at the output of the discrete Fourier transform (DFT) unit. This scheme is simple to implement, but it cannot reduce ICI and MAI effectively. Better results are obtained in [15] , where interference is reconstructed and removed from original frequency-domain samples. A possible drawback of this method is the error propagation phenomenon, which may occur in the presence of unreliable data decisions. A solution to this problem is provided in [16] where interference cancelation is accomplished without employing any data decision and the signal of a given user is reconstructed by first windowing the DFT output so as to remove all the energy present in subcarriers allocated to other subscribers. As shown later, however, this operation results in performance degradation in the presence of non-negligible CFOs since the un-designated subcarriers may contain a significant portion of the user's energy which is discarded by the scheme proposed in [16] .
In this work, we examine the problem discussed in [13] - [16] and propose a new receiver architecture that jointly performs frequency synchronization, channel estimation and data detection in OFDMA uplink transmissions. The proposed scheme is suitable for any CAS and operates in an iterative fashion. The combined signals from all active users are first separated through the space-alternating generalized expectation-maximization (SAGE) algorithm [17] , and then passed to an expectation-conditional maximization (ECM)-based processor [18] , where the frequency and channel estimation tasks are coupled with the decision-making process. Compared with previous work in [13] - [16] , the proposed scheme can correct larger CFOs without incurring severe performance degradation with respect to a perfectly synchronized system where neither ICI nor MAI is present. It can also be effectively used in a high-mobility environment such as air traffic control and management [19] , where CFO and channel variations must be tracked continuously for reliable data detection. It is nevertheless fair to say that these advantages come at the price of a higher computational complexity with respect to methods presented in [13] - [16] .
The rest of the paper is organized as follows. We introduce the signal model for OFDMA uplink transmissions in Section II. The problem of joint estimation of CFOs, channel responses and data symbols of all active users is addressed in Section III. Simulation results are shown in Section IV while concluding remarks are given in Section V.
Notation: Vectors and matrices are denoted by boldface letters. · represents the Euclidean norm of the enclosed vector. I N is the N × N identity matrix, 0 N denotes an N -dimensional vector with all zero entries, and We consider the uplink of an OFDMA system, in which K users are simultaneously active and communicate with the BS as depicted in Fig. 1 . We denote N the total number of subcarriers and call s k (n) the nth block of frequency-domain symbols sent by the kth user, where k ∈ {1, 2, · · · , K}. The jth entry of s k (n), say s k,j (n), is non-zero if and only if the jth subcarrier is modulated by the kth user, with j ∈ {0, 1, · · · , N − 1}. This means that s k (n) has only N k nonzero elements, where N k is the number of subcarriers assigned to the kth user. The corresponding time-domain vector is given by
where F is the N -point DFT matrix with entries
A cyclic prefix (CP) of length N g is appended in front of x k (n) to eliminate the interblock interference (IBI). The resulting vector u k (n) (of length N B = N + N g ) is then transmitted over the channel.
For simplicity, the channel impulse response (CIR) is assumed static over an OFDMA block, even though it may vary from block to block (slowly-variant channel). Then, we call
T the discretetime baseband CIR of the kth user during the nth block and assume that the channel length L k remains constant over all blocks. Since L k is usually unknown, we replace ξ k (n) by the following L ξ -dimensional vector
where L ξ ≥ max k {L k } is a design parameter that depends on the maximum channel delay spread.
The waveform arriving at the BS is the superposition of signals from all active users. As shown in Fig. 1 , the discrete-time output of the BS receive filter is divided into adjacent segments of length N B , each corresponding to a received OFDMA
The discrete-time baseband model of the investigated OFDMA system. block (in the BS time reference). The samples belonging to the nth block are serial-to-parallel (S/P) converted to form r(n). Next, the CP is removed and the remaining samples are collected into an N -dimensional vector y(n). We consider a quasi-synchronous system where each user performs timing and frequency acquisition through a downlink synchronization channel before initiating the uplink transmission [7] . In this case frequency and timing offsets in the uplink are only dictated by estimation errors occurring at the MTs as well as by Doppler shifts and (two-way) propagation delays from the users' positions to the BS location. The latter are limited to τ max = 2R/c, where R is the cell radius and c = 3×10 8 m/s is the speed of light. In the following, we denote τ k the timing error of the kth user with respect to the BS time reference and call k (n) the kth CFO (normalized to the subcarrier spacing) during the nth OFDMA block. For convenience, we decompose τ k into an integer part plus a fractional part with respect to the sampling period T s , i.e., we let τ k = (μ k +δ k )T s with μ k = int {τ k /T s } and 0 ≤ δ k < 1. As explained in [7] , the fractional part can be incorporated into the CIR and it is not considered in the sequel. Without loss of generality, we concentrate on the nth received block and omit temporal index n for notational simplicity. Then, letting μ max = max
where
that encapsulates both the timing error and channel response of the kth user; 
III. ITERATIVE DETECTION AND FREQUENCY SYNCHRONIZATION
Since timing errors μ k do not appear explicitly in the signal model in (3), timing estimation is not strictly necessary in the proposed system. Thus, in the following we concentrate on the joint estimation of
received vector y. In doing so, we follow an ML approach.
Recalling that entries of v are independent Gaussian random variables with zero-mean and variance σ 2 v , the log-likelihood function for unknown parameters , h and s takes the following form
whereλ indicates a trial value of λ. The joint ML estimates of , h and s are found by searching for the maximum of Λ ˜ ,h,s with respect to˜ ,h ands. Unfortunately, this operation would require an exhaustive search over the multi-dimensional space spanned by˜ ,h ands, which is prohibitively complex for practical implementation. To circumvent this obstacle, we propose an iterative scheme, in which a SAGE-based processor [17] is first used to extract the contribution of each user, sayŷ k (k = 1, 2, · · · , K), from received vector y. Eachŷ k is then exploited to jointly estimate k , h k and s k by following an ECM approach [18] .
A. SAGE-Based Signal Decomposition
In a variety of ML problems, direct maximization of the likelihood function is often analytically challenging. The EM algorithm proves to be effective as it tends to achieve the same final result with a comparatively simpler iterative procedure. In the EM formulation, the observed measurements are replaced with some complete data from which original measurements could be obtained through a many-to-one mapping [18] . The EM algorithm iteratively alternates between an E-step, calculating the log-likelihood function of the complete data, and an M-step, maximizing the expectation with respect to unknown parameters. The parameter estimates are updated at each iteration, and the process continues until no significant changes in the updates are observed.
The SAGE algorithm improves upon EM in that it has a faster convergence rate. The maximization in the EM algorithm is performed with respect to all unknown parameters simultaneously, which results in a slow process since it requires searches over a space with many dimensions. In contrast, the maximization in the SAGE algorithm is performed by updating a smaller group of parameters at a time. The SAGE algorithm was first proposed in [17] and provides a practical solution to parameter estimation from superimposed signals [20] . In particular, it is now exploited to decompose the maximization of Λ ˜ ,h,s in (4) into K simpler maximization problems. For this purpose, we view received vector y as the observed data and y k (k = 1, 2, · · · , K) as the complete data, where y k is the contribution of the kth user to y in form of
and v k (k = 1, 2, · · · , K) are circularly symmetric and statistically independent Gaussian vectors satisfying v = K k=1 v k [20] .
The SAGE algorithm is applied in such a way that the parameters of a single user are updated at a time. This leads to a procedure consisting of iterations and cycles, where K cycles make an iteration and each cycle updates the parameters of a given user. To proceed further, we callˆ
estimates of k , h k and s k after the ith iteration, respectively. Given initial estimatesˆ
Then, during the mth cycle of the ith iteration (with m = 1, 2, · · · , K), the SAGE procedure proceeds as follows [17] .
E-Step:
where u l is zero if u < l.
M-Step:
and then use updated parameters to obtain the following vector
We see from (8) that the SAGE algorithm splits the maximization of Λ ˜ ,h,s in (4) into a series of K simpler optimization problems. However, the multi-dimensional minimization in (8) still remains a formidable task. An iterative solution to this problem is presented in the next subsection by resorting to the ECM algorithm.
B. ECM-Based Iterative Estimator
Substituting (3) into (7) yieldŝ
and
m is a disturbance term that accounts for thermal noise and residual MAI after the ith SAGE iteration, where the MAI is linearly related to the data symbols of all interfering users. Then, assuming that the latter are independent and identically distributed with zero-mean, it follows from the central limit theorem that the entries of η [18] . In the following, we apply the ECM algorithm to solve the optimization problem in (8) .
In doing so, we viewŷ 
, the ECM algorithm alternates between an E-step and an M-step as follows.
E-Step:
We define
where p ŷ 
is the MMSE estimate of h m obtained with θ m =θ
with E m ŝ
We see from (13)- (15) 
is the LS estimate of h m and takes the form shown in (17) .
Since this approach leads to a significant reduction of system complexity,Φ θ m θ 
M-Step:
The M-step aims at maximizing the RHS of (16) Step 1:θ
Note that the quantity
can be equivalently replaced by (20) .
Step 2:θ
wherê
with
, respectively. It is worth mentioning that we only need to make decisions on the N m non-zero entries ofs m .
An approximation of the CFO estimate in (20) can be obtained in closed-form after replacing Γ(˜ m ) with its Taylor series expansion truncated to the second order term and usinĝ 
where (20) and setting the derivative with respect to˜ m to zero yields (24).
After C iterations, where C is a design parameter, we terminate the ECM process and replace (8) with
The iterative scheme relying on (17) , (22) and (24) is referred to as the EM-based receiver (EMBR).
C. Initialization
It is well known that a good initialization is essential to EM-type algorithms. Hence, the problem arises of how to obtain the initial estimatesˆ
k before initiating the SAGE procedure. If and h vary slowly in time, the frequency and channel estimates obtained in a given block can be used to initialize the iterative process in the next block. As to the first data block, the estimates may be obtained in a data-aided fashion provided that a training sequence is placed at the beginning of the uplink frame [11] , [12] .
are then exploited to accomplish frequency correction by resorting to one of the methods discussed in [13] - [16] . This operation aims at restoring orthogonality among subcarriers and produces the following N -dimensional vectors (one for each user)
where γ k is a disturbance term and we have skipped the dependence of ψ k onˆ (0) for notational simplicity. Finally, initial data decisions can be obtained as in conventional OFDM transmission, i.e.,
where ψ k,j is the jth entry of ψ k and
In applications characterized by high user mobility, initializing the SAGE iterations with channel estimates from the previous block may result in poor performance due to fast fading. In these circumstances, a possible solution is to insert scattered pilots in each OFDMA block and computê h (0) k through conventional pilot-aided estimation techniques [21] . Albeit being robust against rapidly varying channels, this approach inevitably results in a reduction of overall data throughput due to the increased overhead.
D. Remarks
It is worthwhile to point out several interesting properties related to the proposed iterative detection and frequency synchronization scheme. 
2) Intuitively speaking, the SAGE procedure should be stopped when no significant variations are observed in the log-likelihood function, i.e.,
for some design parameter λ th . A simpler stopping criterion is to terminate the SAGE procedure after a preassigned number of iterations. This strategy is adopted in our scheme to reduce system complexity.
3) The computational load of EMBR can be assessed as follows. Multiplications by matrices W and F H in (9) can be efficiently performed by means of DFT units and need 3N log 2 N operations for each vectorẑ
m ) is equivalent to N products, the overall complexity involved in computingẑ
m for all K active users is in the order of KN (2 + 3 log 2 N ). Using similar arguments and assuming for simplicity an interleaved CAS, it can be shown that the same number of operations is required to evaluatê 3KN (1+log 2 N ) operations, while N K(1+1.5 log 2 N ) operations are approximately required in (22) for data detection. From the above figures, it follows that the overall complexity involved in each SAGE iteration is O (10.5KCN log 2 N ) . Clearly, this result does not take into account the operations required to computeˆ
during the initialization stage. A certain reduction of complexity is possible if the CFOs are nearly constant over the uplink frame. In this case the initial frequency estimates obtained during the training period need not be updated over the data blocks, and the number of operations per SAGE iteration reduces to O(7.5KCN log 2 N ). It is worth noting that the complexity of EMBR is mainly due to DFT and IDFT operations. This may not represent a serious problem in practice since DFT and IDFT units are anyhow present at the BS and, therefore, no extra circuitry is required.
IV. SIMULATION RESULTS
The performance of EMBR has been assessed by computer simulation in an OFDMA scenario inspired by the IEEE 802.16 standard for WirelessMAN [1] . Without loss of generality, we only provide results for user #1.
A. System Parameters
The simulated system has N = 128 subcarriers and a signal bandwidth of 1.429 MHz corresponding to a sampling period of T s = 0.7 μs. The useful part of each OFDMA block has length T = N T s = 89.6 μs while the inter-carrier spacing is 1/T = 11.16 kHz. We consider an interleaved CAS where each user is provided with a set of 32 subcarriers (called a subchannel) uniformly spaced over the signal bandwidth. In this way, the maximum number of active users in each OFDMA block is K max = 4. We assume a fully-loaded system where K = K max . With the exception of Fig. 10,  users' CFOs are = ρ · [1, −1, 1, −1] T , where ρ is modeled as a deterministic parameter belonging to interval [0, 0.5] and it is referred to as the CFO attenuation factor [16] . Unless otherwise specified, information bits are mapped onto uncoded QPSK symbols through a Gray map. We assume a cell radius of R = 0.3 km so that the maximum two-way propagation delay (normalized to T s ) is int {2R/cT s } = 3. Timing errors μ k are independently generated at the beginning of each uplink frame. They are taken from the set {0, 1, 2, 3} with equal probability and kept constant over the frame. The channel responses ξ k (n) have length L ξ = 5, corresponding to a CIR duration of 3.5 μs. This means that each
A cyclic prefix of length N g = 8 is used to avoid IBI so that the duration of the extended OFDMA block (including the cyclic prefix) is
The channel taps ξ k (n, l) are modeled as statistically independent narrow-band Gaussian processes with zero-mean and autocorrelation function The uplink frame is composed of 10 OFDMA blocks. As mentioned previously, the frequency and channel estimates obtained in a given block are used to initialize the iterative process in the next block while initialization for the first data block is achieved as discussed in [11] using a training sequence placed at the beginning of the frame. For each block, the initial CFO estimatesˆ (0) are employed to restore orthogonality among subcarriers by resorting to the scheme proposed by Cao, Tureli, Yao and Honan (CTYH) in [13] , where a linear transformation is applied to the DFT output to obtain vectors ψ k (k = 1, 2, · · · , K) in (26). The latter are exploited to get initial channel estimatesĥ (0) k . For this task we employ the pilot-aided estimator described in [21] and assume that 8 pilots are uniformly placed within each subchannel at a distance 1/(8T s ) from each other. Initial data decisions are eventually obtained according to (27). Unless otherwise specified, the number C of ECM iterations is set to 1 while the number N i of SAGE iterations is varied throughout simulations to assess its impact on the system performance.
B. Performance Assessment
Case 1: Performance with perfect channel and frequency estimates Fig. 2 shows the BER performance as a function of ρ obtained with perfect knowledge of CFOs and channel responses, i.e., we letˆ k = k andĥ k,LS = h k for k = 1, 2, 3, 4. This scenario was also considered in [13] - [16] and it is used here to assess the ability of the proposed scheme to mitigate ICI and MAI produced by frequency offsets. Users have equal power with E b /N 0 = 20dB. Comparisons are made with both CTHY [13] and the iterative scheme proposed by Huang and Letaief (HL) in [16] , where frequency correction is accomplished at the output of the receive DFT by means of interference cancelation techniques and windowing functions. Five iterations are employed in HL while the number of SAGE iterations is either N i = 1 or 5. The curve labeled "ideal" is obtained by assuming that all CFOs have been perfectly corrected at MTs, i.e., k = 0 for k = 1, 2, 3, 4. This provides a benchmark for the BER performance since in this case users' signals at the DFT output are perfectly orthogonal and no interference is present. As expected, the BER of the considered schemes degrades with ρ due to the increased amount of ICI and MAI. Interestingly, the proposed receiver provides similar results with either N i = 1 or N i = 5, meaning that it achieves convergence in a single iteration. Also, it largely outperforms the other methods. A possible explanation is that the CTHY scheme operates similarly to a linear multi-user detector where interference is mitigated at the price of non-negligible noise enhancement. As to the HL method, the windowing functions applied at the DFT output may lead to a significant loss of the signal energy in the presence of relatively large CFOs.
Case 2: Performance with different CFO attenuation factors
Next, we assess the performance of EMBR when the frequency and channel estimation tasks are coupled with the decision making process as explained in Section III. In this case, the estimation accuracy at the end of the ith SAGE iteration is measured in terms of the following MSE indicators
with C = 1. Figs. 3 and 4 illustrate MSE (i) and MSE
h , respectively, as a function of ρ for i = 1 and 5, where users have equal power with E b /N 0 = 20dB. For comparison, we show the accuracy of initial frequency and channel estimates provided by the data-aided schemes in [11] and [21] . Again, we see that the performance deteriorates as ρ increases. A considerable improvement is observed by passing from i = 1 to 5, especially in the frequency estimation accuracy. The corresponding BER results are illustrated in Fig. 5 . Compared to initial data decisions, a non-negligible reduction of the error rate is achieved after the first SAGE iteration, while marginal gains are obtained with more iterations if ρ ≤ 0.2. Recalling that CTYH is used for the initialization purpose, the BER measured over the initial data decisions corresponds to the error rate of CTYH. Fig. 6 illustrates the impact of the number C of ECM iterations on the BER performance of EMBR when ρ = 0.3 and E b /N 0 = 20dB. For comparison, we also show the reliability of the initial data decisions as well as the error rate of the ideal system that operates with frequency-synchronized users and perfect knowledge of channel responses. It turns out that the system performance is only marginally affected by parameter C. Hence, we can set C = 1 without incurring in significant BER degradations. proposed scheme. In particular, at an error rate of 10 −2 , the gain over CTYH (initial data decisions) is approximately 4dB while a loss of 3dB is incurred with respect to the ideal system. As for HL, it performs poorly and exhibits an error floor at high SNRs. Fig. 8 illustrates BER results obtained in the same operating conditions as those for Fig. 7 , except that symbols are now taken from a 16-QAM constellation. We see that the performance degradation of the considered schemes with respect to the ideal system is larger than that in Fig. 7 . The reason is that the sensitivity to synchronization and/or channel estimation errors increases with the constellation size.
Case 3: Performance with different numbers of ECM iterations

Case 5: BER performance for uncoded 16-QAM
Case 6: Resistance to the near-far effect
In all practical systems, power control is employed to mitigate the near-far problem. However, power control cannot be assumed when a new user is entering the system as its power level is still to be measured. Therefore, it is of interest to assess the performance of the considered schemes in the presence of a strong interferer. For this purpose, we consider a scenario in which the power of user #2 is larger than that of the others by a factor α ≥ 1. This can be easily achieved setting β 2 = √ α · β 1 in (30), while keeping β k = β 1 for k = 3, 4. Simulation results illustrating the BER of user #1 are shown in Fig. 9 as a function of α (expressed in dB) for ρ = 0.3 and E b /N 0 = 20dB. As expected, the system performance degrades with α. In particular, the BER of EMBR and CTYH increases by a factor of two when α passes from 0 to 5dB, while larger degradations occur with HL.
Case 7: Performance in the presence of an interferer with a large CFO
We assess the performance of the considered schemes when the CFO of a given user is significantly larger than others. 
