Abstract. We introduce a generalized camera calibration model that is able to determine the camera parameters without requiring perfect rectangular road-lane markings, thus overcoming the limitations of state-of-theart calibration models. The advantage of the new model is that it can cope in situations where road-lane markings do not form a perfect rectangle, making calibration by trapezoidal patterns or parallelograms possible. The model requires only four reference points-the lane width and the length of the left and right lane markings-to determine the camera parameters. Through real-world surveying experiments, the new model is shown to be effective in defining the 2D/3D transformation (or vice versa) when there is no rectangular pattern on the road, and can also cope with trapezoidal patterns, near-parallelograms, and imperfect rectangles. This development greatly increases the flexibility and generality of traditional camera calibration models.
Introduction
The main purpose of camera calibration is to compute the camera parameters that define the relationship between two-dimensional (2-D) image coordinates and three-dimensional (3-D) world coordinates, which is essential for determining the dimensions and speeds of vehicles in visual traffic surveillance (VTS). 1, 2 The role of camera recalibration is even more important in the case of surveillance cameras, which commonly contain pan-tilt-swing (PTZ) functions. 3, 4 Producing man-made markers, such as erecting two posts on the roadside or marking a specific pattern on the road, is generally ineffective and impractical for calibration. 5, 6 It is preferable to use existing patterns, such as road-lane markings, that can readily be found on the road as the reference points for calibration. 7 State-of-the-art camera calibration models such as those proposed by Fung et al. 8 and He and Yung 9 rely on perfect rectangles defined by the four endpoints of road-lane markings [ Fig. 1(a) ]. In reality, lane markings do not always form perfect rectangles, especially when they are misaligned in the direction of the road, causing serious errors in calibration [ Fig. 1(b) ]. 4 In some cases, such as in crosswalk areas where there are no road-lane markings, alternative markers such as crosswalk markings or box-markings need to be used for calibration, although they seldom form perfect rectangles (Fig. 2 ). The models of Fung et al. 8 and He and Yung 9 are not applicable in such circumstances.
To overcome this limitation, the models in Refs. 8 and 9 need to be generalized so that the camera parameters can be determined even when the existing rectangular pattern is imperfect or there is no rectangular pattern at all. This would make camera calibration possible under these challenging but inevitable situations. It is the aim of this paper to propose and test such a generalized calibration model.
The remainder of this paper is organized as follows. The problem analysis and literature review are presented in Secs. 2 and 3. The mathematical details of the proposed generalized camera calibration model are discussed in Sec. 4 . The experimental results are presented and discussed in Sec. 5, and the conclusions are drawn in Sec. 6.
Problem Analysis
Geometrically, a perfect rectangle defined by lane markings has two degrees of freedom: the length (L) and width ( W) [ Fig. 3(a) ]. However, in reality, lane markings may not be perfectly aligned [Fig. 3(b) ]. In this case, if it is considered as a perfect rectangle, then the actual width W 0 will be misinterpreted as W, thus introducing an error, ε, which is the offset between the two lane markings. It can be observed from Fig. 3(b) that W 0 will increase as ε increases, thus jW 0 − Wj will also increase, resulting in even greater misinterpretation. In such cases, the models in Refs. 8 and 9 produce unacceptable errors. The situation is even worse when the offset between points A and C is not equal to that between points B and D.
With this observation in mind, a deviation variable (ε) can be added to the perfect rectangular pattern in Fig. 3 (a) to model the case with an offset rectangle, as in Fig. 4(a) . As the offset between points A and C may differ from that between points B and D, it is logical to separate ε into two individual parameters, ε AC and ε BD , which represent the misalignment of the upper and lower parts of the calibration pattern, respectively [ Fig. 4(b) ]. Note that it is equivalent to separate the length variable (L) into L AB and L CD to represent the different lengths of the left and right lane markings, respectively. The new calibration model is constructed based on the geometric conditions of the four calibration points, taking these variables into account. The detailed mathematics of the proposed model are discussed in Sec. 4.
Related Works
The problem of camera calibration has been intensively investigated in the past few decades in the context of computer vision and the forensic sciences. 10, 11 For road traffic applications, researchers have attempted to use various shapes in the 3-D space to develop calibration models that define the most representative relationship between the 2-D and the 3-D space. 8, 9, [12] [13] [14] [15] [16] [17] [18] Selected works with technological significance are discussed below in chronological order.
Fukui 12 used a diamond-shaped calibration pattern placed on a wall to determine the location and horizontal deviation of the camera with respect to the calibration pattern (Fig. 5) . The method assumes that the optical center and the calibration pattern must be set at the same height, and the dimensions of the calibration pattern must be known a priori. In reality, although diamond-shaped objects may be found on the road, surveillance cameras are usually located at different heights, thus preventing the application of Fukui's model in VTS. Although Courtney et al. 7 relaxed this unilevel restriction, the calibration pattern is still not general enough for real application.
Instead of using man-made patterns, Chou and Tsai 13 used the corner between a wall and a ceiling for their calibration pattern (Fig. 6 ). The three intersecting lines of the planes form a 'Y-shape,' which varies according to the viewing angle of the camera. The camera parameters can be calculated if the distance between the camera and ceiling is known in advance. In reality, however, although walls and ceilings can be found indoors, they can hardly be found in road images, thus precluding the application of the model in traffic surveillance. Tsai 14 proposed using the corners of 16 black squares as calibration points, as depicted in Fig. 7 . Perspective projection with pin-hole geometry was used to transform these points for calibration, and optimization techniques such as steepest descent were used to correct lens distortion. The major drawback of this approach is that a large amount of 3-D data (64 corners) has to be handled during calibration, compared with the four corner points used in most methods. 8, 9, 12 Moreover, as with the previous two models, it is almost impossible to find 16 squares on the road.
Whereas other researchers have focused on using square patterns for calibration, Wang and Tsai 15 were the first to investigate the feasibility of using hexagonal patterns, due to the availability of vanishing points (Fig. 8) . Ideally, a vanishing line can be formed when the hexagon is projected from a 3-D image onto a 2-D image. For nonideal cases, a least-squares algorithm can be employed to fit a straight line to the vanishing points, and the camera parameters can be calculated based on the geometric hints of the fitted line. Similar to Tsai's model, 14 the difficulty of finding ideal hexagonal objects on the road means that it is preferable to use simple patterns for calibration, such as rectangles or parallelograms.
Bas and Crisman 16 initiated the use of road-lane markings for calibration, using the edges of the road shoulder in their calibration model. Four points, a, b, c and d were selected arbitrarily from the left and right shoulder (Fig. 9) . Assuming that the camera height and tilt angle are known a priori, the vanishing point can be used to compute the rest of the camera parameters. The advantage of this model is that it does not require predefined shapes for calibration. The drawback is that in reality, specific camera parameters such as the camera height are not always known in advance, which limits the practicality of the model.
Rather than using fixed objects on the road for calibration, Schoepflin and Dailey 17 identified parallel and perpendicular Fig . 9 Defined points of road edges used in Bas and Crisman's model. 16 Optical Engineering 017006-3 January 2013/Vol. 52 (1) lines on the road through the analysis of extracted vehicle blobs (Fig. 10 ). An activity map of the traffic flow is created to identify lines that are parallel to the road direction, and the bottom edges of vehicles are used to identify perpendicular lines. This allows two vanishing points to be formed to compute the camera parameters. The major drawback of this model is that creating an activity map would be inaccurate in situations where vehicles frequently change lanes, thus preventing the application of this method in such situations. Lai 18 employed a 'H-shape' by drawing two lines along the road-lane direction (pq and rs) with an additional line perpendicular to the road (mn) (Fig. 11) . This model is similar to Bas and Crisman's model, 16 with an extra horizontal line (mn) defined by the top or bottom edge of one lane marking. The advantage of this model is that it is capable of determining a more complete set of camera parameters than the aforementioned models. The drawback is that it ignores an important parameter (i.e., the swing angle), which may affect the accuracy of calibration. Moreover, drawing a horizontal line with reference to just one lane marking may result in inaccuracies.
Fung et al. 8 used a rectangular shape defined by road-lane markings to form two vanishing points for calibration (Fig. 12) . The model requires the lane width (w), which should be easily obtainable from the road database. This calibration pattern is readily found in road images, and the set of computed camera parameters is the most complete among the above-mentioned models. However, as mentioned in Sec. 2, if two side-by-side road-lane markings are not completely aligned, then a rectangle is unlikely to be formed. Another drawback is that the model depends on two vanishing points. This can create a problem when the camera viewing angle is parallel to the road direction, because one of the vanishing points reaches infinity, leading to serious error in the estimated parameters.
To solve this problem, He and Yung 9 proposed a criterion for selecting only one of the two vanishing points if one of them is approaching infinity, thus reducing the error in parameter estimation. The improved model was shown to yield consistent performance in near-parallel cases. However, an additional piece of information, the length of the lane markings (l), is needed in this model (Fig. 12) was adopted as the foundation of the newly proposed camera calibration model. He and Yung 9 improved Fung's camera model by using the camera height (h) instead of the length of the optical axis (l) to make the model more descriptive. As the camera height is a very important quantity in VTS, we adopted the latter version of the camera model as the basis of our development (Fig. 13) . Other camera parameters, including the pan angle (p), tilt angle (t), swing angle (s), and focal length (f) remain unchanged.
Let Q ¼ ðX Q ; Y Q ; Z Q Þ be an arbitrary point in the 3-D world coordinates, and let q ¼ ðx q ; y q Þ be point Q projected onto the 2-D image coordinates (Fig. 13) . 9 The forward projection, which projects point Q to q from 3-D to 2-D (i.e., q ¼ ΦfQg), can be defined in terms of the camera parameters as: 
and
The inverse projection, which projects point q to Q from 2-D back to 3-D (i.e., Q ¼ Φ −1 fqg), can also be defined in terms of the same set of camera parameters as:
h sin p∕ sin t · ðx q sin s þ y q cos sÞ þ h cos pðx q cos s − y q sin sÞ x q cos t sin s þ y q cos t cos s þ f sin t ;
and Y Q ¼ −h cos p∕ sin t · ðx q sin s þ y q cos sÞ þ h sin pðx q cos s − y q sin sÞ x q cos t sin s þ y q cos t cos s þ f sin t :
In Eqs. (3) and (4), it is assumed that the 3-D coordinate of point Q lies on the ground for calibration purposes (i.e., Z Q ¼ 0). For real transformation, it is necessary to include the expression Φ −1 , which includes the case of Z Q ≠ 0, because an image point q ¼ ðx q ; y q Þ does not always represent a point on the ground but may be the height of a person's head or the roof of a vehicle. For the transformation where Z Q ≠ 0, please refer to Appendix A1.
Proposed Camera Calibration Methodology
Based on the camera model described in the previous section, in this section, we introduce and develop the proposed camera calibration model. For the detailed proofs of the mathematics and equations, please refer to Appendices A1 to A4. First, in our model, the X-axis is defined along the direction of the road in the 3-D world coordinate system, and the Y-axis is defined as the axis that is perpendicular to the road direction (Fig. 14) . It is assumed that the road surface is flat and is represented by the X-Y world plane at Z ¼ 0. It is also assumed that the road under surveillance is reasonably straight and the lane markings approximate straight lines and are almost parallel to each other. 
Calibration conditions
With the above-mentioned settings, the new calibration model is designed to allow the computation of the camera parameters from the length of lane markings (L AB and L CD ) and the lane width (W). These variables can easily be obtained from the road using simple surveying devices or from specifications. To allow comparison with the models in Refs. 8 and 9, five conditions are modeled based on the geometrical properties of the calibration points and variables, as depicted in the first column of Table 1 . For comparative purposes, the conditions of the Fung et al. 8 and He and Yung 9 models are shown in the two right-hand 
columns of Table 1 . It can be seen from the table that conditions 1, 2 and 5 [i.e., Eqs. (5), (6), and (9)] are the same for all three models, whereas conditions 3 and 4 [i.e., Eqs. (7) and (8)] vary substantially in the new model.
Assumptions of the model
The camera parameters mentioned in Sec. 4.1 (i.e., p, t, s, f and h) can be determined by conditions 1 to 5 [i.e., Eqs. (5) through (9)] with the inverse projection (Φ −1 ) [i.e., Eqs. (3) and (4)]. A detailed description of the method used to determine these parameters is provided in the following subsection. The assumptions of the calibration model used in Ref. 9 are also applied here; i.e., fs; t; f; p; hg, fs þ π; t; −f; p; hg and fs; t; f; p þ π; −hg are sets of equivalent solutions. However, the constraints f > 0, h > 0 and −π∕2 < t < 0 are imposed to reflect the physical configuration of the camera in real situations. Therefore, the only acceptable set of parameters is fs; t; f; p; hg.
Case 1: trapezoidal case
To obtain the camera parameters when the calibration pattern is a trapezoid, the length of the two lane markings that define the trapezoid (i.e., L AB and L CD ), and the width between the two lane markings (W) are needed (Fig. 14) . These dimensions can be obtained with simple surveying devices, or from specifications or databases if they are available. Assume that L AB and L CD are obtainable, and if L AB ≠ L CD then the numeric solution for the swing angle (s) can be obtained by the following optimization equation:
where
, and
The primitive variables ν, α, and β are defined as
The elementary variables Λ Q , Γ Q , and φ are defined as:
Once we have the swing angle (s), the tilt angle (t) can be calculated by:
where AE is chosen such that The pan angle (p) can be computed in terms of t by:
where the definition of ν AB is the same as that in Eq. (10). Focal length (f) can be calculated as:
and if
Finally, the camera height (h) can be computed as follows:
This gives a complete solution for the whole set of camera parameters fs; t; f; p; hg from the four defined points in the image, i.e., q ¼ fðx q ; y q Þjq ∈ a; b; c; dg, the lane width (W), and the length of the lane markings (L AB and L CD ).
Case 2: parallelogram case
If the calibration pattern is a parallelogram, then L AB ¼ L CD and ε AC ¼ ε BD . In such a case, the swing angle (s) can be obtained by the following closed-form equation: 8 He and Yung 
The remaining camera parameters, including t, p, f, and h, can be calculated by Eqs. (11)- (14), respectively.
Case 3: rectangular case
The newly proposed calibration model is essentially a generalized version of the models in Refs. 8 and 9. In another words, both of these models are particular cases of our generalized model, which exploits a rectangle for calibration. Therefore, L AB ¼ L CD ¼ L and ε AC ¼ ε BD ¼ 0, hence the tilt angle (t) can be computed by:
where (15), respectively, and the only information required for calibration is W.
Summary of each case
In summary, trapezoid, parallelogram, or rectangular shapes can be used for calibration with the new model. For a trapezoid, the camera parameters fs; t; f; p; hg can be determined using L AB , L CD , and W with Eqs. (10) through (14), respectively. In the case of a parallelogram, AC and BD are parallel to each other but not necessarily to the Y axis, in which case the camera parameters can be computed using L and W with Eqs. (15) and (11) through (14), respectively. Finally, for a rectangle, the model is the same as the Fung and He models, in which the camera parameters can be determined by W with Eqs. (15), (16) and (12) to (14), respectively.
Results and Discussion
The proposed methodology was tested in both a laboratory and a real-world environment to establish the accuracy of camera parameter extraction. In the laboratory, bricks were placed on the floor as a reference point. Trapezoid-or parallelogram-shaped pieces of paper were glued onto the floor to form the four corner points, A, B, C and D of the calibration pattern [ Fig. 15(b) ]. Test objects such as paper boxes were placed in the scene for testing the accuracy of calibration, and various points were chosen to form a set of test lengths for the evaluation of accuracy [ Fig. 15(c)] .
Images of the scene were taken by a digital camera (Canon IXUS 870 IS) and transferred to a desktop for further analysis [ Fig. 15(a) ]. The dimensions of the calibration pattern, i.e., L AB , L CD and W, and the set of test lengths were measured by ruler and recorded by hand. The 2-D coordinates of the four calibration points were then recorded from the image, and the camera parameters were computed according to the proposed methodology, as described in Sec. 4.2. To test the accuracy of calibration, the image coordinates of the test points were transformed from 2-D to 3-D world coordinates by Eqs. (3) and (4) using the extracted camera parameters. This allowed the experimental lengths of these test lines to be computed from the Euclidean distance between two points in the 3-D world coordinates.
To act as the control experiment, additional markings were chosen to form a rectangular shape for calibration [e.g., points A, F, G and D in Fig. 15(b) ]. The dimensions of the rectangle (i.e., W 0 and L 0 ) were again measured by ruler, and the camera parameters were computed using the Fung et al. 8 and He and Yung 9 models to allow comparison with the proposed model.
For the outdoor experiments, road scenes that included patterns such as box-markings or crosswalk markings were taken by digital camera [ Fig. 17(a) ]. These patterns do not usually form perfect or accurate rectangles, thus the only available patterns for calibration tend to be trapezoids, near-parallelograms, or imperfect rectangles. Points A, B, C and D were chosen to form the imperfect pattern for calibration, similar to the one in Fig. 17(b) , using the proposed method. For the control experiment, four additional points [e.g., points E, F, G and H in Fig. 17(b) ] were chosen to form a rectangle for calibration using the Fung et al. 8 and He and Yung 9 models. The dimensions of the calibration and control patterns (i.e., L AB , L CD , W, W 0 and L 0 ) were measured with a Leica Total Station, an electronic optical surveying instrument. It is well known that the Total Station can extract the coordinates of points with a high degree of accuracy. This device can record the distance and direction of each point from the reference point, so that the distance between two points can be calculated by a simple cosine rule. The camera parameters can then be computed from this calibration information.
To evaluate the accuracy of the outdoor trial, points were chosen from the markings and objects on the ground, such as a drainage cover, parking space markings, a railway track, and even vehicles on the road. The baseline dimensions of these reference lengths were measured by Total Station, or by referring to specifications such as the railway gauge or the dimensions of vehicles. Similar to the indoor experiment, the lengths of these reference lines were estimated by the extracted camera parameters, and the percentage accuracies were computed and analyzed. The experimental results of the aforementioned trials are discussed in detail below. For details of the ground truth and experimental values, please refer to Tables 2 to 6 in Appendix A5.
Indoor, Nonparallelogram
The first set of images contained a tetrahedron with a pair of parallel lines and a pair of nonparallel lines, referred to here as the 'nonparallelogram' calibration pattern [ Fig. 15(a) ]. Two tiny paper strips were stuck onto two bricks in the top-right and bottom-left corners representing points G and F, respectively, which created rectangle AFGD for the control experiment [ Fig. 15(b) ]. In Fig. 15(b) , note that lines AB and CD form L AB and L CD , line FD forms W and W 0 , and line GD forms L 0 .
The camera parameters extracted by the models in Refs. 8 and 9 and the proposed method are depicted in Fig. 15(d) . As shown in the table, the three methods produced similar swing and tilt angles. The obtained pan angle seems reasonable, as according to the image it should be larger than 90-deg if the view from the left side represents 0-deg. The photos were taken from a height of around 60 cm, and all three methods were capable of extracting this value.
To evaluate the accuracy, a wooden box was placed along the right edge of the calibration pattern [ Fig. 15(c) ] and twenty test lengths (L 1 to L 20 ) were chosen for evaluation. The experimental lengths were extracted by the aforementioned method of coordinate transformation and Euclidean distance computation. The mean percentage accuracy and standard deviation of each method were computed and shown in the right two columns of Fig. 15(d) . All three methods produced highly accurate length estimates with mean accuracy of around 98.9%, although the proposed method produced the highest mean accuracy (i.e., 99.0%). The overall accuracy is >96% for all three methods except for one trial.
Indoor, Trapezoidal Pattern
The second set of images contained a trapezoidal pattern, ABCD, taken in a laboratory environment [ Fig. 16(a) ].
Two additional points, G and H, were marked to form the rectangle ABGH for the control experiment; note that L 0 and L AB are formed by points A and B, W 0 and W are formed by points B and H, and L CD is formed by points C and D [ Fig. 16(b) ]. Accuracy was evaluated by placing three boxes around the calibration pattern. The percentage accuracies are shown in the right two columns of Fig. 16(d) 
Outdoor, Trapezoidal Pattern
The third set of images contained box-markings taken in a parking lot area [ Fig. 17(a) ]. However, the corners of the box-markings did not form a perfect rectangle, as the outline of the box contained more than four corners. Therefore, points A, B, C and D were chosen to be the corners of the calibration pattern, forming a trapezoid in which line AB is parallel to line CD, and lines AC and BD are not parallel to each other [ Fig. 17(b) ]. Consequently, W does not correspond to the length of BD, as BD is not perpendicular to lines AB and CD. Therefore, W should be measured as the horizontal distance between L AB and L CD by constructing a horizontal line between these two lines. Points E, F, G and H were chosen to form a rectangle with dimension L 0 and W 0 for the control experiment [ Fig. 17(b) ]. Although they do not form an ideal rectangle, they serve as the calibration pattern for the models found in Refs. 8 and 9.
The computed camera parameters are shown in Fig. 17(d) . The pan angle computed by the models in Refs. 8 and 9 is around 101-deg and the angle computed by the newly proposed model is 55.82-deg. This difference is to be expected, because the patterns used in the models have different orientations, as can be seen in Fig. 17(b) . However, both values are consistent with their own pattern, which should be smaller than 90-deg for trapezoid ABCD, but larger than 90-deg for rectangle EFGH. According to the Total Station measurement, the ground truth camera height is around 534 cm, which is very close to the height estimated by the proposed model (i.e., 533.27 cm). Fig. 17(d) ]. However, a considerable drawback of the model in Ref. 9 is that it cannot use a trapezoid as the calibration pattern; hence, it would be unable to extract the camera parameters and would be unable to estimate the test lengths accurately if the road did not feature a rectangular pattern. This situation will become apparent in the subsequent two examples.
Outdoor, Close to Parallelogram
The fourth set of images was taken in a crosswalk area with a shape close to a parallelogram [ Fig. 18(a) ]. It is not strictly a parallelogram as the markings at point A are worn, which means that line AC is not completely parallel to line BD [ Fig. 18(b) ]. For the control experiment, there were no points to form a perfect rectangle, except around the two drainage covers at the far end of the pavement, which formed a tiny rectangle EFGH. It is highly unlikely that such a small pattern would provide accurate calibration, as accuracy would be seriously compromised by pixel error. However, it is the only choice in this case.
The computed camera parameters in Fig. 18(d) indicate that the models found in Refs. 8 and 9 produced quite similar swing angle and focal length estimations, and these are quite Optical Engineeringdifferent from the estimates computed by the new model. This inaccuracy could be due to the small size of the calibration pattern, EFGH. The new model accurately estimated the ground truth height value of 665.6 cm, although the models in Refs. 8 and 9 were less accurate [ Fig. 18(d) ]. Twenty test lengths were chosen from the crosswalk, pavement settings, or the height of vehicles (e.g., L 7 , L 14 and L 10 , respectively) [ Fig. 18(c) ]. Models in Refs. 8 and 9 both produced very poor length estimates, with most trials between 65% and 85% accurate and a mean accuracy of around 82% [ Fig. 18(d) ]. The inaccuracy is solely due to the small calibration pattern. However, this is unavoidable as the models in Refs. 8 and 9 can only use rectangles for their calibration patterns, and rectangle EFGH was the only pattern that could be found in this case. The new model overcomes this drawback as it can use one of the many trapezoidal patterns in the scene for calibration. Therefore, accuracy was very high, with a mean of 96.6% [ Fig. 18(d) ].
Optical Engineering

Outdoor, Imperfect Rectangle
The fifth set of images was taken at a light rail transit intersection. As the box-markings at the intersection do not form Optical Engineeringa perfect rectangular shape [ Fig. 19(a) ], an imperfect rectangle, ABCD, was chosen as the calibration pattern [ Fig. 19(b) ]. Line AC is perpendicular to AB and CD, hence W is defined along line AC. For the control experiment, no better rectangle than EFGH could be selected from the scene, so the models in Refs. 8 and 9 both used this as their calibration pattern. Figure 19(d) shows that the estimated values (including tilt and swing angles and focal length) for the models in Refs. 8 and 9 are similar, and are different from the estimates of the new model. Again, this is probably because EFGH is not a perfect rectangle, which reduces the accuracy of the models in Refs. 8 and 9. The ground truth camera height is 763.8 cm; the new model estimated the height accurately, whereas the estimates of the models in Refs. 8 and 9 were almost correct within experimental error.
Points such as the railway gauge, the lengths within the box-markings, and roadside posts were selected for accuracy evaluation. Again, the results show that the models in Refs. 8 and 9 did not perform as well as the new model; the accuracy of the former ranged from 85% to 90% with a mean of around 92%, whereas the new model did not fall below 90%, and the mean accuracy was as high as 95.6% [ Fig. 19(d) ]. This is entirely due to the fact that the calibration shape EFGH was not a perfect rectangle, which could not be tolerated in the models in Refs. 8 and 9.
Overall Accuracies
The mean accuracies for each model are shown in Table 7 . The models in Refs. 8 and 9 performed well in trials 1 and 2, as rectangular shapes could be found in the laboratory environment. Their performance in trial 3 was still acceptable, as it was possible to define a reasonable rectangular pattern, EFGH, within the box-markings. However, the performance of the models in Refs. 8 and 9 deteriorated considerably in trials 4 and 5 because only a tiny rectangle could be defined Optical Engineering 017006-14 January 2013/Vol. 52 (1) in trial 4, and only an imperfect rectangle could be defined in trial 5.
In contrast, the performance of the new model remained high throughout the five trials because it can accept imperfect rectangles for calibration. The average performance of the new model across the five trials was 97.7%, compared with 93.9% and 94.1% for the models in Refs. 8 and 9, respectively.
Conclusion
A generalized camera calibration model is proposed that eliminates the limitation of previous models, which require a perfect rectangle as a calibration pattern. The major advantage of the new model is that it can cope even in situations where there is no perfect rectangle, thus avoiding the deterioration in camera parameter estimation due to the use of imperfect or nonideal rectangular patterns. The correct computation of camera parameters is an important step in defining the 2-D/3-D transformation, which provides essential information for analyzing vehicle speeds and pedestrian flows and for estimating traffic parameters.
The proposed model was tested in both laboratory and outdoor environments, and performance was evaluated based on the length estimation of test points in 3-D. The experimental results revealed that the new model achieved an outstanding performance of 97.7%, compared with 93.9% for the model in Ref. 8 and 94 .1% for the model in Ref. 9 , both of which suffered from the lack of ideal rectangular patterns for calibration. The proposed method can potentially be generalized for use in a wide range of applications, such as for modeling traffic or pedestrian behavior, vehicle speed enforcement, and image metrology for forensic purposes.
Appendix: Derivation of Equations for p, t, s, f and h A1 Inverse Projection when Z Q ≠ 0 Using the original expression from Fung's model 8 and by substituting l ¼ h∕ sin t, we obtain X Q ¼ sin pðh∕ sin t þ Z Q sin tÞðx q sin s þ y q cos sÞ þ cos pðh þ Z Q Þðx q cos s − y q sin sÞ − Z Q f cos t sin p x q cos t sin s þ y q cos t cos s þ f sin t ; (17) and Y Q ¼ − cos pðh∕ sin t þ Z Q sin tÞðx q sin s þ y q cos sÞ þ sin pðh þ Z Q Þðx q cos s − y q sin sÞ þ Z Q f cos t cos p x q cos t sin s þ y q cos t cos s þ f sin t :
Substitute Z Q ¼ 0, and the above equations become Eqs. (3) and (4) . Equations (17) and (18) can be used to determine the 3-D coordinate of a point in the image above ground level (i.e., Z Q ≠ 0). The height of the point needs to be entered into the equation to estimate its X Q and Y Q 3-D world coordinates (i.e., Q ¼ Φ −1 fq; Z Q g). 1 If the height information for that point is not available, it can be estimated by transforming two points with the same X Q and Y Q coordinates (but with different heights) from 2-D to 3-D using Eqs. (17) and (18) . Then enter Z Q into the equation for the upper point by trial-and-error until the X Q and Y Q coordinates of both points match each other in 3-D space. To simplify the inverse projection equations (Φ −1 ), let Λ Q ¼ x q sin s þ y q cos s, and Γ Q ¼ x q cos s − y q sin s, and substitute into Eqs. (3) and (4):
Further, let φ ¼ f tan t, then
and 
Therefore,
Equate condition 2 (i.e., Y C ¼ Y D ) in the same manner:
Combine Eqs. (21) and (22) to find an expression for φ:
A2. 
Apply Eq. (20) to condition 5:
Divide Eq. (24) by Eq. (25):
To solve p: 
Expanding it produces the following quadratic form:
e.g.,
Applying these expressions in Eq. (27) gives 
Solving for sin t, we have: 
Therefore, solving the swing angle (s) is equivalent to the following minimization problem:
which becomes Eq. (10).
A2.6 Equations for the Remaining Camera Parameters
From Eq. (30), the tilt angle (t) can be computed as
which becomes Eq. (11). Using Eq. (21) to calculate the pan angle (p):
Substituting the expression ν AB as defined in Sec. A2.3, the equation becomes:
which becomes Eq. (12) . The focal length (f) can be calculated from the original definition of φ at the beginning of Sec. A2, which forms Eq. (13):
Using Eq. (25) to compute h becomes Eq. (14):
This forms a complete derivation for the set of equations in Sec. 4 
where ε is a constant, which corresponds to Fig. 4(a 
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Divide Eq. (39) by Eq. (25) in Sec. A2.2,
Isolating tan p gives the following equation: 
Similarly, divide Eq. 
Let χ PQ ¼ x q − x p , γ PQ ¼ y q − y p , and ζ PQ ¼ x p y q − x q y p , then Λ P − Λ Q ¼ −χ PQ sin s − γ PQ cos s, Γ P − Γ Q ¼ −χ PQ cos s þ γ PQ sin s, and Γ P Λ Q − Γ Q Λ P ¼ ζ PQ . Equation (46) 
Cross multiplying both sides and reorganizing the fraction gives the quadratic equation
To simplify the quadratic form, let ν PQ ¼ ðΛ P −Λ Q Þφ Γ P Λ Q −Γ Q Λ P þðΓ P −Γ Q Þφ and substitute into the equation, so that
Solving the quadratic equation, we have
When ε ¼ 0, Eq. (51) becomes
which is essentially Eq. (16).
