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Purely singular splittings of cyclic groups
Kevin Zhao ∗, Pingzhi Yuan†
Abstract
Let G be a finite abelian group. We say that M and S form a splitting
of G if every nonzero element g of G has a unique representation of the
form g = ms with m ∈ M and s ∈ S, while 0 has no such representation.
The splitting is called purely singular if for each prime divisor p of |G|,
there is at least one element of M is divisible by p.
In this paper, we mainly study the purely singular splittings of cyclic
groups. We first prove that if k ≥ 3 is a positive integer such that [−k +
1, k]∗ splits a cyclic group Zm, then m = 2k. Next, we have the following
general result. Suppose M = [−k1, k2]
∗ splits Zn(k1+k2)+1 with 1 ≤ k1 <
k2. If n ≥ 2, then k1 ≤ n − 2 and k2 ≤ 2n − 5. Applying this result, we
prove that if M = [−k1, k2]
∗ splits Zm purely singularly, and either (i)
gcd(s, m) = 1 for all s ∈ S or (ii) m = 2αpβ or 2αp1p2 with α ≥ 0, β ≥ 1
and p, p1, p2 odd primes, then m = k1 + k2 + 1 or k1 = 0 and m = k2 + 1
or 2k2 + 1.
Keywords: splitter sets, perfect codes, factorizations of cyclic groups.
1 Introduction
Let G be a finite group, written additively, M a set of integers, and S a subset
of G. We say that M and S form a splitting of G if every nonzero element g of
G has a unique representation of the form g = ms with m ∈M and s ∈ S, while
0 has no such representation. (Here”ms” denotes the sum of m s’s if m ≥ 0, and
−((−m)s) if m < 0.) We write ”G \ {0} = MS” to indicate that M and S form
a splitting of G. M is referred to as the multiplier set and S as the splitter set.
We also say that M splits G with a splitter set S, or simply that M splits G.
∗K. Zhao is with School of of Mathematical Science, South China Normal University,
Guangzhou 510631, China (email:zhkw-hebei@163.com)
†Corresponding author. P. Yuan is with School of of Mathematical Science, South China
Normal University, Guangzhou 510631, China (email: yuanpz@scnu.edu.cn).
Supported by NSF of China (Grant No. 11671153) and NSF of Guangdong (No.
2016A030313850).
1
Let a, b be integers such that a ≤ b, denote
[a, b] = {a, a+ 1, a+ 2, . . . , b} and [a, b]∗ = {a, a+ 1, a+ 2, . . . , b}\{0}.
For any positive integer q, let Zq be the ring of integers modulo q and Z
∗
q =
Zq\{0}. For a ∈ Z
∗
q , o(a) denotes the order of a in the multiplicative group Z
∗
q .
Let q be a positive integer and k1, k2 be non-negative integers with 0 ≤ k1 ≤
k2. The set B ⊂ Zq of size n is called a splitter set (or a packing set) if all the
sets
{ab (mod q) : a ∈ [−k1, k2]}, b ∈ B
have k1 + k2 nonzero elements, and they are disjoint. We denote such a splitter
set by B[−k1, k2](q) set. A B[−k1, k2](q) set is called perfect if n =
q−1
k1+k2
. Clearly,
a perfect set can exist only if q ≡ 1 (mod k1 + k2). A perfect B[−k1, k2](q) set is
called nonsingular if gcd(q, k2!) = 1. Otherwise, the set is called singular. If for
any prime p|q, there is some k with 0 < k ≤ k2 such that p|k, then the perfect
B[−k1, k2](q) set is called purely singular.
Remark: Let q be a positive integer and k1, k2 be non-negative integers with
0 ≤ k1 ≤ k2. LetM = [−k1, k2]
∗. Then B is a perfect B[−k1, k2](q) set if and only
ifMB is a splitting of Zq by the works of D. Hickerson [1] and Schwarz [3]. There-
fore, we are only interested in considering purely singular perfect B[−k1, k2](q)
sets for the cyclic group Zq and nonsingular perfect B[−k1, k2](p) sets for an odd
prime p.
In this paper, we focus our attention to the purely singular perfectB[−k1, k2](q)
sets for the cyclic group Zq. Zhang and Ge [9] proposed the following conjecture.
Conjecture 1.1 Let k1, k2 be integers with 1 ≤ k1 < k2 and k1 + k2 ≥ 4, then
there does not exist any purely singular perfect B[−k1, k2](m) set except for m = 1
and except possibly for m = k1 + k2 + 1.
Zhang and Ge [9] proved that Conjecture 1.1 holds for [−1, k]∗ when k =
3, 4, 5, 6, 8, 9, 10 and [−2, k]∗ when k = 3, 4, 6. The authors [8] obtain some
results on the purely singular perfect B[−k1, k2](q) sets and showed that Conjec-
ture 1.1 holds for q = 2n.
For the case when k1 = 0, we have the following conjecture of Woldar [7].
Conjecture 1.2 Let k be a positive integer. If [1, k] splits the finite abelian
group G purely singularly, then G is one of Z1, Zk+1, or Z2k+1.
Conjecture 1.2 has been verified by Hickerson [7] for all k < 3000. In this
paper, by using some technique of the paper [8], we first prove that Conjecture
1.1 holds for [−k + 1, k]∗ when k ≥ 3. We have
Theorem 1.1 Let G be a finite cyclic group and k ≥ 3 a positive integer. Then
[−k + 1, k]∗ splits G if and only if G is a cyclic group of order 2k.
2
Next we prove a theorem which is very useful in the proof of Theorems 1.3 and
1.4.
Theorem 1.2 Let n, k1 and k2 be positive integers with n ≥ 2, 1 ≤ k1 < k2. If
[−k1, k2]
∗ splits Zn(k1+k2)+1, then k1 ≤ n− 2 and k2 ≤ 2n− 5.
Finally we prove that Conjectures 1.1 and 1.2 hold for cyclic groups Zq of
various q, we have
Theorem 1.3 Let k1, k2, m be integers with 0 ≤ k1 ≤ k2 and k2 ≥ 3, and let
Zm \ {0} = [−k1, k2]
∗ · S be a splitting of the cyclic group Zm with the splitter set
S. If gcd(s, m) = 1 for all s ∈ S, then either m = k1 + k2 + 1 or k1 = 0 and
m = 2k2 + 1.
Theorem 1.4 Let α, β, k1, k2 be integers, 1 ≤ k1 ≤ k2 and k2 ≥ 3. Suppose
[−k1, k2]
∗ splits a cyclic group Zm. If the splitting is purely singular andm = 2
αpβ
or 2αp1p2 with α ≥ 0, β ≥ 1 and p, p1, p2 are odd primes, then m = k1 + k2 + 1.
Furthermore, if k1 = 0, then either m = k2 + 1 or m = 2k2 + 1.
Theorem 1.5 Let k1, k2, m be integers with 0 ≤ k1 ≤ k2 and 4 ≤ k1 + k2 ≤ 14.
Then there does not exist any purely singular perfect B[−k1, k2](m) set except
for m = 1 and except possibly for m = k1 + k2 + 1, and except possibly for m =
2(k1 + k2) + 1 when k1 = 0. In particular, Conjecture 1.1 holds for k1 + k2 ≤ 14.
2 Preliminaries
An equivalence between lattice tilings and Abelian-group splittings was described
in [1, 2, 3]. In [4], there are two important lemmas (in the language of splitting).
Lemma 2.1 ([4], Theorem 2) If n ≥ 2 and the [−k, k]∗ splits the cyclic group
Z2kn+1, then k ≤ n− 1.
Lemma 2.2 ([4], Theorem 3) If n ≥ 3 and the [1, k] splits the cyclic group
Zkn+1, then k ≤ n− 2.
To prove our main theorems, we need some lemmas. The following lemma
will be used repeatedly.
Lemma 2.3 ([9], Lemma 2) Ifm|n and there exist both a perfect B[−k1, k2](m)
set and a perfect B[−k1, k2](n) set, then there exists a perfect B[−k1, k2](n/m)
set.
We also need the following lemma ([7] Theorem 6).
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Lemma 2.4 Suppose [1, k] splits Zm with 2k + 1 composite. Then either
(i) gcd(2k + 1, m) = 1, or
(ii) 2k + 1 divides m and gcd(2k + 1, m
2k+1
) = 1.
Combining Lemma 2.5 [8] and Theorem 5 in [7] yields the following lemma.
Lemma 2.5 Let k1, k2 be integers, 0 ≤ k1 ≤ k2. Suppose there exists a perfect
B[−k1, k2](m) set with k1 + k2 + 1 composite. If k1 + k2 ≥ 4, 1 ≤ k1 ≤ k2 or
k1 = 0, then either
(i) gcd(k1 + k2 + 1, m) = 1, or
(ii) k1 + k2 + 1|m and gcd(k1 + k2 + 1,
m
k1+k2+1
) = 1.
Definition 2.1 Let (G, ·) be an abelian group (written multiplicatively). If each
element g ∈ G can be expressed uniquely in the form
g = a · b, a ∈ A, b ∈ B,
then the equation G = A ·B is called a factorization of G. A non-empty subset of
G is called to be a direct factor of G if there exists a subset B such that G = A ·B
is a factorization.
We also need the following result for the factorization of abelian groups.
Proposition 2.1 ([6]Theorem 7.12)If G = A · B is a factorization of the finite
abelian group G (written multiplicatively) and k is an integer relatively prime to
|A|, then G = Ak · B is a factorization of the abelian group G, where Ak = {ak :
a ∈ A}.
3 Proof of Theorem 1.1
In [1], the authors proved that if G\{0} = MS is a purely singular splitting with
|M | = 3, then G = Z22r for some r ≥ 0; moreover Schwartz [3] has constructed
an infinite family of purely singular perfect B[−1, 2](4l) sets.
If M = [−k + 1, k]∗ with k ≥ 3, Schwartz [3] proved that (k, |G|) 6= 1. We
will prove Theorem 1.1.
Proof of Theorem 1.1: Suppose [−k + 1, k]∗ splits Zq with the splitter set
S and n = |S|. It suffices to show that q = 2k.
We claim that if q > 1, then (k, q) > 1. Let S = {a1, · · · , an}. Obviously, for
any 1 ≤ u ≤ n, −kau ∈ Zq \ {0}. Set −kau = iaj where i ∈ [−k + 1, k]
∗ and
1 ≤ j ≤ n. If i < k, then we have kau = −iaj , a contradiction. Hence, i = k and
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k(au + aj) = 0. If gcd(k, q) = 1, then au = −aj , which is impossible. Therefore,
(k, q) > 1, and so (2k, q) > 1.
Since (k − 1) + k ≥ 4 (k ≥ 3) and (k − 1) + k + 1 = 2k is composite, by
Lemma 2.5, we have 2k|q and (2k, q
2k
) = 1. By Lemma 2.3, it is easy to see
that [−k + 1, k]∗ splits Z q
2k
. If q
2k
> 1, then by the claim, (k, q
2k
) > 1, which is
impossible. The converse is obvious. This completes the proof. 
4 Proof of Theorem 1.2
In this section, we will prove Theorem 1.2. Theorem 1.2 can be viewed as a
generalization of Lemma 2.1 and 2.2. To prove Theorem 1.2, we need some
lemmas.
Lemma 4.1 Let n, k and l be integers with n ≥ 2, k ≥ n−1 and l ≥ 1. Suppose
[−k, k+2l]∗ splits the cyclic group Zn(2k+2l)+1. Let s and s
′ be two elements of a
splitter set. Then one of these two conditions holds:
(a) There are integers x and y, 1 ≤ x ≤ 2n + 2l − 3, 1 ≤ |y| ≤ k, such that
xs+ ys′ = 0;
(b) s′ = ±(2n+ 2l− 2)s, k = n− 1 or l = 1 and s is a generator of Zn(2k+2l)+1.
Proof. Define a map f : Z ⊕ Z → Zn(2k+2l)+1 by f(i, j) = is + js
′. Put A =
{(i, j) : 0 ≤ i ≤ 2n+ 2l − 3, 0 ≤ j ≤ k}.
If f |A : A → Zn(2k+2l)+1 is not an injective map, then there are two distinct
elements (i1, j1), (i2, j2) of A such that i1s+j1s
′ = i2s+j2s
′, i1, i2 ∈ [0, 2n+2l−3]
and j1, j2 ∈ [0, k]. Note that i1 = i2 implies that j1s
′ = j2s
′, which contradicts
the fact that [−k, k + 2l]∗ splits Zn(2k+2l)+1. If j1 = j2, then (i1 − i2)s = 0 and
hence ord(s) ≤ |i1 − i2| ≤ 2n + 2l − 3. Since k ≥ n − 1 and all elements is
for i ∈ [−k, k + 2l]∗ are distinct and nonzero, we have ord(s) ≥ 2k + 2l + 1 ≥
2n+2l−1 > 2n+2l−3 ≥ ord(s), a contradiction. Consequently, we may assume
that i1 < i2 and j1 6= j2. Let x = i2−i1 and y = j2−j1. Then 1 ≤ x ≤ 2n+2l−3,
1 ≤ |y| ≤ k and xs + ys′ = 0. Hence condition (a) holds.
If f |A : A → Zn(2k+2l)+1 is injective, then |A| = |f(A)| ≤ |Zn(2k+2l)+1| =
2n(k + l) + 1. Since |A| = (2n + 2l − 2)(k + 1) = 2n(k + l) + 2(l − 1)(k + 1 −
n) ≤ 2n(k + l) + 1 and k ≥ n − 1, we must have k = n − 1 or l = 1. Thus
|A| = |f(A)| = 2n(k + l) = |Zn(2k+2l)+1| − 1, say,
f(A) = Zn(2k+2l)+1 \ {x}.
Obviously, {x− s, x+ s, x− s′, x+ s′} ⊆ Zn(2k+2l)+1 \ {x}. Let
x− s = f(i, j) = is+ js′, 0 ≤ i ≤ 2n+ 2l − 3, 0 ≤ j ≤ k,
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then x = (i+ 1)s+ js′ 6∈ f(A), which implies that i = 2n + 2l − 3. Hence
x− s = f(2n+ 2l − 3, j1) = (2n+ 2l − 3)s+ j1s
′, j1 ∈ [0, k]. (1)
Similarly, there are i1, i2 ∈ [0, 2n + 2l − 3] and j2 ∈ [0, k] such that
x+ s = f(0, j2) = j2s
′; (2)
x− s′ = f(i1, k) = i1s+ ks
′; (3)
x+ s′ = f(i2, 0) = i2s. (4)
Delete x from (2) and (4), we obtain
(i2 + 1)s− (j2 + 1)s
′ = 0. (5)
Similarly, from (1), (2), (3) and (4) we conclude that
(2n+ 2l − 1)s+ (j1 − j2)s
′ = 0; (6)
(2n+ 2l − 2− i1)s+ (j1 − (k + 1))s
′ = 0; (7)
(2n + 2l − 2− i2)s+ (j1 + 1)s
′ = 0; (8)
(i1 + 1)s+ (k + 1− j2)s
′ = 0. (9)
If the condition (a) does not hold, since i2 + 1 ≤ 2n+ 2l− 2 and j2 + 1 ≤ k + 1,
so i2 = 2n+2l− 3 or j2 = k by (5). Similarly, if the condition (a) does not hold,
then it follows from (2), (3) and (4) that
i1 = 0 or j1 = 0;
i2 = 0 or j1 = k;
i1 = 2n + 2l − 3 or j2 = 0.
If i1 = 2n + 2l − 3, then j1 = 0, i2 = 0 and j2 = k. By (9),
s′ = −(2n + 2l − 2)s.
If j2 = 0, then i2 = 2n+ 2l − 3, j1 = k and i1 = 0. By (7),
s′ = (2n+ 2l − 2)s.
Since s and s′ generate Zn(2k+2l)+1 and s
′ = ±(2n+ 2l− 2)s, it follows that s
generates Zn(2k+2l)+1. This proves the lemma. ✷
Lemma 4.2 Let n, k and l be integers, n ≥ 2, k ≥ n−1 and l ≥ 0. Suppose that
[−k, k+ 2l+ 1]∗ splits the cyclic group Zn(2k+2l+1)+1. Let s and s
′ be elements of
a splitter set. Then one of the following statements holds:
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(a) there are integers x and y, 1 ≤ x ≤ 2n + 2l − 2, 1 ≤ |y| ≤ k, such that
xs+ ys′ = 0;
(b) s′ = ±(2n+ 2l − 1)s and G is cyclic with generator s and k = n− 1.
Proof. We prove the lemma by the similar argument as in the proof of Lemma
4.1. Define a map f : Z ⊕Z → G by f(i, j) = is+ js′. Let A = {(i, j) : 0 ≤ i ≤
2n+ 2l − 2, 0 ≤ j ≤ k}.
If f |A : A→ G is not an injective map, then similarly, condition (a) holds.
If f |A : A → G is injective, then |A| = |f(A)| ≤ |G| = n(2k + 2l + 1) + 1.
Since |A| = (2n+ 2l − 1)(k + 1) = n(2k + 2l + 1) + (2l − 1)(k + 1− n), we have
either k = n− 1 and |A| = |G| − 1 or k = n, l = 1 and |A| = |G|. If k = n − 1
and |A| = |G| − 1, the statement (b) holds by a similar argument as in the proof
of Lemma 4.1.
If k = n, l = 1 and |A| = |G|, then |G| = (2n + 1)(n + 1), A = {(i, j) : 0 ≤
i ≤ 2n, 0 ≤ j ≤ n} and f(A) = G. From this we have
−s = is+ js′
and
−s′ = i1s+ j1s
′
where (i, j), (i1, j1) ∈ A. Now suppose (a) does not holds, then we must have
i = 2n and j1 = n. It follows that
(2n + 1)s+ js′ = 0 (10)
and
i1s+ (n+ 1)s
′ = 0. (11)
Since |G| = (2n+1)(n+1), we get (n+1)js′ = 0 and (2n+1)i1s = 0. The results
follows upon multiplying on both sides of Equations (10) and (11) by n + 1 and
2n + 1, respectively. Once again multiply on both sides of (10) and (11) by i1
and j, respectively, and we get i1js
′ = 0 and i1js = 0. Since s and s
′ generate
G, then for any g ∈ G, i1jg = 0 which says that |G||i1j. Since 0 ≤ i1 ≤ 2n and
0 ≤ j ≤ n, we have |G| = (2n + 1)(n + 1) ≤ 2n2, a contradiction. This proves
the lemma. ✷
Applying the above two lemmas, we obtain
Proposition 4.1 Let n, k1 and k2 be integers, n ≥ 2, 0 ≤ k1 < k2. If [−k1, k2]
∗
splits an abelian group G of order n(k1 + k2) + 1, then k1 ≤ n− 2.
7
Proof. If k2 − k1 > 0 is even, write k = k1 with k ≥ 0 and 2l = k2 − k1 with
l ≥ 1. Then the order of G is |G| = 2n(k + l) + 1.
If n = 2 and k ≥ 1, let S = {s, s′} be the splitter set. The statement (a) in
Lemma 4.1 implies that 2n+2l−3 > k+2l, which contradicts with k ≥ 1. If the
statement (b) in Lemma 4.1 holds, then s′ = ±(2l+ 2)s. Since (2l+ 2) · s = ±s′,
we must have k2 = k + 2l < 2l + 2, and so k = 1. For k2 = k + 2l ≥ 2 and
|G| = 4(l + 1) + 1, we can derive a contradiction from 2 · s′ = ±s.
Now we assume that n ≥ 3 and suppose k ≥ n−1. Let S = {s1, . . . , sn} be a
splitter set of G. For each index j, 2 ≤ j ≤ n, consider the pair of elements s1 and
sj. Assume that for each such j, the statement (a) in Lemma 4.1 holds, that is,
there are xj and yj, 1 ≤ xj ≤ 2n+2l− 3, 1 ≤ |yj| ≤ k, such that xjs1+ yjsj = 0.
If there are u, v with u 6= v in [2, n] such that xu = xv, then yusu = yvsv, a
contradiction to the fact that S is a splitter set. If for any 2 ≤ u < v ≤ n,
xu 6= xv, say, x2 < x3 < · · · < xn, then 1 ≤ x2 < x3 < · · · < xn ≤ 2n+2l−3, and
then x2 ≤ n + 2l − 1. It follows that −y2s2 = x2s1 with −y2, x2 ∈ [−k, k + 2l]
∗,
a contradiction.
Thus, there must be an index j such that the statement (b) in Lemma 4.1
holds. It means that (2n+2l−2)s1 ∈ S or −(2n+2l−2)s1 ∈ S and k = n−1 or
l = 1. If (2n+2l−2)s1 ∈ S, then (k+1) · (2n+2l−2)s1 = 2n(k+ l)s1 = (−1) ·s1.
If −(2n+2l−2)s1 ∈ S, then (k+1) · (−(2n+2l−2)s1) = −2n(k+ l)s1 = (1) · s1.
Both of above are impossible.
The case k2 − k1 odd follows from Lemma 4.2 and the same discussion as in
the above proof. This proves the proposition. ✷
Lemma 4.3 Let n, k1 and k2 be integers with n ≥ 2, k2 ≥ k1 ≥ 1 and k2 ≥ n−1.
Suppose that [−k1, k2]
∗ splits the cyclic group G = Zn(k1+k2)+1. Then for any two
distinct elements s and s′ in a splitter set, one of the following statements holds:
(a) there are integers x and y satisfying 1 ≤ x ≤ n + k1 − 2, 1 ≤ y ≤ k2 and
xs+ ys′ = 0;
(b) k2 ≤ n + k1 − 3 or k1 = 1, k2 = n− 1 or k1 = 2 and k2 = n.
Proof. Define a map f : Z⊕Z → G by f(i, j) = is+ js′. Put A = {(i, j) : −k1 ≤
i ≤ n− 2, 0 ≤ j ≤ k2}.
If f |A : A → G is not an injective map, then there are two distinct ele-
ments (i1, j1), (i2, j2) of A such that i1s + j1s
′ = i2s + j2s
′, i1, i2 ∈ [−k1, n− 2],
j1, j2 ∈ [0, k2]. Note that i1 = i2 implies j1s
′ = j2s
′, j1, j2 ∈ [0, k2], so j1 = j2,
a contradiction. If j1 = j2, then (i1 − i2)s = 0, and hence ord(s) ≤ |i1 − i2| ≤
n+k1−2 ≤ k1+k2−1, which is also impossible. Therefore we may assume that
i1 < i2 and j1 6= j2. Thus, (i2−i1)s+(j2−j1)s
′ = 0, where 1 ≤ i2−i1 ≤ n+k1−2
and 1 ≤ |j2 − j1| ≤ k2. If 1 ≤ j2 − j1 ≤ k2, then statement (a) holds. If
1 ≤ j1 − j2 ≤ k2, then (i2 − i1)s = (j1 − j2)s
′, which implies k2 ≤ n + k1 − 3.
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Now suppose that f |A : A → G is injective. Then |A| = |f(A)| ≤ |G| =
n(k1+k2)+1. Since |A| = (n−1+k1)(k2+1) = n(k1+k2)+(k2+1−n)(k1−1),
k1 ≥ 1 and k2 ≥ n−1, we must have that k2 = n−1 or k1 = 1 or k1 = 2, k2 = n.
If k1 = 1 or k2 = n− 1, then |A| = |f(A)| = |G| − 1. Put
f(A) = G \ {x}.
Then {x − s, x + s, x − s′, x + s′} ⊆ G \ {x}. By the same arguments as in the
proof Lemma 4.1, we have
x− s = f(n− 2, j1) = (n− 2)s+ j1s
′;
x+ s = f(−1, j2) = −s + j2s
′;
x− s′ = f(i1, k2) = i1s+ k2s
′;
x+ s′ = f(i2, 0) = i2s,
where i1, i2 ∈ [−1, n− 2] and j1, j2 ∈ [0, k2]. Hence
x = (n− 1)s+ j1s
′ = −2s+ j2s
′ = i1s+ (k2 + 1)s
′ = i2s− s
′.
It follows from (n− 1)s+ j1s
′ = i1s+ (k2 + 1)s
′ that
(n− 1− i1)s = (k2 + 1− j1)s
′,
where 1 ≤ n−1− i1 ≤ n and 1 ≤ k2+1− j1 ≤ k2+1. If 1 ≤ k2+1− j1 ≤ k2 that
is j1 ∈ [1, k2], then n− 1 − i1 > k2. Since k2 ≥ n− 1, we obtain that k2 = n− 1
and i1 = −1. Hence,
j1 = 0 or k2 = n− 1, i1 = −1.
Similarly, −2s+ j2s
′ = i2s− s
′ implies (i2 + 2)s = (j2 + 1)s
′ with 1 ≤ i2 + 2 ≤ n
and 1 ≤ j2 + 1 ≤ k2 + 1. Thus
j2 = k2 or k2 = n− 1, i2 = n− 2.
By −2s + j2s
′ = i1s + (k2 + 1)s
′, we get (i1 + 2)s + (k2 + 1 − j2)s
′ = 0 with
1 ≤ i1 + 2 ≤ n and 1 ≤ k2 + 1− j2 ≤ k2 + 1. If the statement (a) does not hold,
then i1 + 2 = n or k2 + 1− j2 = k2 + 1, that is
i1 = n− 2 or j2 = 0.
From (n − 1)s + j1s
′ = i2s − s
′, we have (n − 1 − i2)s + (j1 + 1)s
′ = 0 with
1 ≤ n− 1− i2 ≤ n and 1 ≤ j1 + 1 ≤ k2 + 1. Hence the statement (a) is not true
yields n− 1− i2 = n or j1 + 1 = k2 + 1, that is
i2 = −1 or j1 = k2.
Hence, (j1, j2, i1, i2) = (0, k2, n−2,−1), −s
′ = ns or (j1, j2, i1, i2) = (k2, 0,−1, n−
2), k2 = n − 1. If −s
′ = ns, then n ≥ k2 + 1. By k2 ≥ n − 1, k2 = n − 1. This
completes the proof. ✷
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Lemma 4.4 ([8]Theorems 4.3-4.4) Let p be an odd prime with p ≡ 1 (mod 4).
Then there exists a perfect B[−1, 3](p) set if and only if 6 is a quartic residue
modulo p, if p ≡ 5 (mod 8); o(−3
2
) is odd and 4|| < −1, 2, 3 > |, if p ≡ 1 (mod
8).
Lemma 4.5 ([1], Theorem 2.2.3) Let G be a finite group and M a set of nonzero
integers. Then M splits G nonsingularly if and only if M splits Zp for each prime
divisor p of |G|.
For a finite group G, if the size of its splitter set S is 2, then it is easy to
prove the following result.
Lemma 4.6 Let k1 and k2 be integers with 0 ≤ k1 < k2 and let M = [−k1, k2]
∗.
If M splits an abelian group G of order 2|M |+ 1, then G is cyclic and k1 = 0.
Proof. Let S = {g1, g2} be a splitter set, then G \ {0} = [−k1, k2]
∗ · {g1, g2}.
Suppose G is not a cyclic group, we see that g1 + g2 6∈ [−k1, k2]
∗ · {g1, g2}, a
contradiction.
Since G is a cyclic group, without loss of generality, we may assume that
G = Z2|M |+1 and S = {1, a} is a splitter set. If k1 > 0, then the statement (a) in
Lemma 4.3 says that there are integers x and y such that 1 ≤ x ≤ n+k1−2 = k1,
1 ≤ y ≤ k2 and x + ya = 0, that is y = −x · a with −x, y ∈ [−k1, k2]
∗, which is
impossible.
By the statement (b) in Lemma 4.3, we have k2 ≤ k1 − 1 or k1 = k2 = 1 or
k1 = k2 = 2. This contradicts with k1 < k2. Therefore k1 = 0 and M = [1, k2].
✷
Proposition 4.2 Let n, k1 and k2 be integers with n ≥ 2 and 1 ≤ k1 < k2. If
[−k1, k2]
∗ splits a cyclic group G of order n(k1 + k2) + 1, then k2 ≤ 2n− 5.
Proof. If n = 2, the result follows immediately from Lemma 4.6.
For n ≥ 3 and k2 ≥ n− 1, following the argument in the proof of Proposition
4.1, we see that the statement (a) in Lemma 4.3 does not hold.
Suppose that the statement (b) in Lemma 4.3 holds. Then k2 ≤ n+ k1− 3 or
k1 = 1, k2 = n− 1 or k1 = 2, k2 = n. By Proposition 4.1, k2 ≤ n+ k1− 3 implies
k2 ≤ 2n − 5. For (k1, k2) = (1, n − 1) or (2, n), if n ≥ 5, it is easily seen that
k2 ≤ 2n − 5. If n = 4, then we infer that [−1, 3]
∗ splits the cyclic group Z17 or
[−2, 4]∗ splits an abelian group G of order 25. However, Lemma 4.4 yields that
[−1, 3]∗ can not split Z17. In addition, Lemma 4.5 yields that [−2, 4]
∗ splits the
cyclic group Z5, which is impossible.
If n = 3, by Proposition 4.1, k1 ≤ n − 2 implies (k1, k2) = (1, 2). It follows
from the proof of Lemma 4.3 that |G| = n(k1+k2)+1 = 10, so [−1, 2]
∗ splits the
cyclic group Z5 by Lemma 4.5, which is impossible. This completes the proof. ✷
The proofs of Theorem 1.2: The proof follows immediately from Propositions
4.1 and 4.2.
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5 Proofs of Theorems 1.3-1.5
In this section, we will prove Theorems 1.3, 1.4 and 1.5. We first prove Theorem
1.3.
Proof of Theorem 1.3: Since gcd(s,m) = 1 for all s ∈ S and the splitting
is purely singular, then for any prime p|m we have p ≤ k2, and for any d|m, 1 <
d < m,
{g ∈ Zm \ {0} : d|g} = Md · S,
where Md = {i ∈ [−k1, k2]
∗ : d|i}. Hence d ≤ k2 and |{g ∈ Zm \ {0} : d|g}| =
m
d
− 1 = |Md| · |S| = ([
k1
d
] + [k2
d
]) · |S|. Let k1 = u1d+ v1, v1 ∈ [0, d− 1] and k2 =
u2d+ v2, v2 ∈ [0, d− 1], then u1 = [
k1
d
] and u2 = [
k2
d
]. Form m = (k1+ k2)|S|+1,
we have
(u1+u2)|S| =
((u1 + u2)d+ (v1 + v2))|S|+ 1
d
−1 = (u1+u2)|S|+
(v1 + v2)|S|+ 1
d
−1.
Since d ≤ k2, we see that
(v1 + v2)|S| = d− 1 ≤ k2 − 1,
which implies that v1 + v2 ≥ 1.
If k1 = k2, then |S| ≥ 2 and Lemma 2.1 implies k2 ≤ |S| − 1. Hence |S| ≤
(v1 + v2)|S| = d − 1 ≤ k2 − 1 ≤ |S| − 2, a contradiction. Therefore |S| = 1 and
m = k1 + k2 + 1. If k1 = 0 and |S| ≥ 3, then k2 ≤ |S| − 2 by Lemma 2.2. Hence
|S| ≤ (v1+v2)|S| ≤ k2−1 ≤ |S|−3, again a contradiction. If k1 = 0 and |S| = 2,
it follows that m = 2k2 + 1.
If 1 ≤ k1 < k2 and |S| ≥ 2, by Proposition 4.2 we have k2 ≤ 2|S| − 5. Hence
|S| ≤ (v1 + v2)|S| = d− 1 ≤ k2 − 1 ≤ 2|S| − 6.
It follows that v1 + v2 = 1 and |S| = d − 1 for any d|m, 1 < d < m. This means
that m has only one positive divisor other than 1 and m, so m = p2 for some
prime p. In this case, we have k1 = 1, k2 = p and |S| = p− 1,
pS = {p ∈ Zp2 \ {0}, p|g} = {ip (mod p
2), i ∈ [1, p− 1]}.
Hence we may assume that
S = {lip+ i|1 ≤ i ≤ p− 1 and 1 ≤ li ≤ p}.
Let
lp−1 = p− j
for some j ∈ [1, p]. If j = 1, then lp−1p + p − 1 ≡ −1 (mod p
2) ∈ S, a con-
tradiction. If j ∈ [2, p − 1], let y be the least positive integer modulo p such
that (p− 1)y ≡ 1 (mod p), then (lp−1p + p− 1)(p− y) ≡ (j − 1)yp− p + y ≡ y
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(mod p2). This means y has two different representations in [−1, p]∗ · S, again a
contradiction. This completes the proof. 
To prove Theorem 1.4, we also need the following result for the splittings of
cyclic groups.
Lemma 5.1 ([5], Theorem 3.2) If p is an odd prime and Zpα \ {0} = MS is
a splitting, then either M or S contains only elements relatively prime to p.
Corollary 5.1 Let α, k1, k2 be integers, α ≥ 2, 0 ≤ k1 ≤ k2 and k2 ≥ 3, and let
p0, p, q be primes, p0 6= 2. Suppose that [−k1, k2]
∗ splits a cyclic group Zm. If
the splitting is purely singular and m = pα0 or pq, then either m = k1 + k2 + 1 or
k1 = 0 and m = 2k2 + 1.
Let S be the splitter set. By Theorem 1.3, it suffices to show that gcd(s, m) =
1 for all s ∈ S. If m = pα0 , since the splitting is purely singular, so it follows from
Lemma 5.1 that gcd(s,m) = 1 for all s ∈ S.
Put
Mℓ = {k ∈ [−k1, k2]
∗ : ℓ|k}, Sℓ = {s ∈ S : ℓ|s}.
Ifm = pq, since the splitting is purely singular, so we have |Mp| > 0 and |Mq| > 0.
Hence |Sp| = |Sq| = 0, for otherwise 0 is contained in [−k1, k2]
∗ · S = Zm \ {0}.
It follows that gcd(s, m) = 1 for all s ∈ S. This completes the proof. 
Proof of Theorem 1.4:
For α = 0, the result follows immediately from Corollary 5.1.
If α > 0, since m ≡ 1 (mod k1 + k2), so k1 + k2 is odd and 2|k1 + k2 + 1. It
follows that 2|(k1+ k2 +1, m) > 1. By Lemma 2.5, we obtain that k1 + k2 +1|m
and gcd(k1 + k2 + 1,
m
k1+k2+1
) = 1. Thus 2α|k1 + k2 + 1 and
m
k1+k2+1
= pγ or p1p2.
Recall that [−k1, k2]
∗ splits both Zm and Zk1+k2+1. It follows from Lemma 2.3
that [−k1, k2]
∗ splits Z m
k1+k2+1
, so m
k1+k2+1
= k1 + k2 + 1 by Corollary 5.1, which
contradicts with Lemma 2.5. This completes the proof of Theorem 1.4. 
To prove Theorem 1.5, we need some other results. The following result
follows immediately from a similar argument as in Lemma 15 [9]. We have
Lemma 5.2 Let n, k1 and k2 be positive integers with 0 ≤ k1 < k2. Suppose B
is a perfect B[−k1, k2](n) set. Set Z
′
n = {i : i ∈ Zn, gcd(i, n) = 1}, M(n) =
{i : i ∈ [−k1, k2]
∗, gcd(i, n) = 1} and B(n) = {i : i ∈ B, gcd(i, n) = 1}. Then
Z
′
n = M(n) ·B(n).
We also need the following result.
Proposition 5.1 Let G be an abelian group (written multiplicatively) with |G| =
2m,m ∈ N. Suppose N is a subset of G such that {1, a} ⊆ N , a 6= 1, a2 = 1,
where 1 denote the unity of the group G, and |N | is odd, then N is not a direct
factor of G.
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Proof. If N is a direct factor of G, then there exists a sunset A of G such that
N · A = G is a factorization. Since |N | is odd, by Proposition 2.1, N2 · A is also
a factorization of G, which implies that |N2| = |N |. However, 12 = a2 = 1 in G,
it follows that |N2| ≤ |N | − 1, a contradiction. ✷
Proof of Theorem 1.5: Recall that Hickerson have verified the theorem for
all [1, k] with k < 3000. Moreover, Zhang and Ge [9] solved the case [−1, k]∗
when k = 3, 4, 5, 6, 8, 9, 10 and [−2, k]∗ when k = 3, 4, 6. So we need only
consider the case with k1 > 0. By Theorem 1.4 and Lemma 2.5, to prove Theorem
1.5, it suffices to show that [−k1, k2]
∗ does not split the cyclic group Zm with
gcd(m, (k1+k2)(k1+k2+1)) = 1, m has at least two distinct odd prime divisors
and m has no prime divisor greater than k2. Now we prove the theorem case by
case.
For k1 + k2 ≤ 6, there is not any m with the above property.
• k1 + k2 = 7, [−k1, k2]
∗ = [−2, 5]∗. For this case, m = 3α5β, α, β ∈ N. By
Lemma 5.2, Z′n = B ·M , where M = {−2, −1, 1, 2, 4}, is a factorization. Since
|M | = 5 is odd, (−1)2 = 1 and |Z′n| = ϕ(m) is even, so it is impossible by Propo-
sition 5.1. Thus there does not exist any purely singular perfect B[−2, 5](m) set
except for m = 1, 8.
• k1 + k2 = 8, [−k1, k2]
∗ = [−1, 7]∗. For this case, m = 5α7β, α, β ∈ N. Put
B0 = {x ∈ B, gcd(x, m) = 1}, B5 = {x ∈ B, gcd(x, m) = 5}, B7 = {x ∈ B, gcd(x, m) = 7}.
By calculating the number of the elements x of Zm with gcd(x, m) = 1, gcd(x, m) =
5 and gcd(x, m) = 7, respectively, we get
6|B0| = ϕ(m) = 4 · 6 · 5
α−17β−1,
so |B0| = 4 · 5
α−17β−1. If α > 1, then we have
6|B5|+ |B0| = ϕ(
m
5
) = 4 · 6 · 5α−27β−1,
which implies that 3||B0|, a contradiction. If β > 1, then we have
6|B7|+ |B0| = ϕ(
m
7
) = 4 · 6 · 5α−17β−2,
which also implies that 3||B0|, again a contradiction. Hence m = 35 6≡ 1
(mod 8), which is impossible. Thus there does not exist any purely singular
perfect B[−1, 7](m) set except for m = 1, 9.
• k1 + k2 = 9. Then gcd(m, 30) = 1, and there are no such m satisfies
the required properties. Hence, there does not exist any purely singular perfect
B[−k1, k2](m) set except for m = 1, 10.
• k1 + k2 = 10, [−k1, k2]
∗ = [−2, 8]∗. For this case, m = 3α7β, α, β ∈ N. By
Lemma 5.2, Z′n = B ·M , where M = {−2, −1, 1, 2, 4, 5, 8}, is a factorization.
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Since |M | = 7 is odd, (−1)2 = 1 and |Z′n| = ϕ(m) is even, so it is impossi-
ble by Proposition 5.1. Thus there does not exist any purely singular perfect
B[−2, 8](m) set except for m = 1.
• k1 + k2 = 10, [−k1, k2]
∗ = [−3, 7]∗. For this case, m = 3α7β, α, β ∈ N. Put
B0 = {x ∈ B, gcd(x, m) = 1}, B3 = {x ∈ B, gcd(x, m) = 3}, B7 = {x ∈ B, gcd(x, m) = 7}.
By calculating the number of the elements x of Zm with gcd(x,m) = 1, gcd(x, m) =
3 and gcd(x, m) = 7, respectively, we get
6|B0| = ϕ(m) = 2 · 6 · 3
α−17β−1,
so |B0| = 2 · 3
α−17β−1. If α > 1, then we have
6|B5|+ 3|B0| = ϕ(
m
3
) = 2 · 6 · 3α−27β−1 < 3|B0|,
a contradiction. If β > 1, then we have
6|B7|+ |B0| = ϕ(
m
7
) = 2 · 6 · 3α−17β−2 < |B0|,
again a contradiction. Hence m = 21 6≡ 1 (mod 8), which is impossible. Thus
there does not exist any purely singular perfect B[−3, 7](m) set except form = 1.
• k1 + k2 = 11, [−k1, k2]
∗ = [−2, 9]∗. For this case, m = 5α7β, α, β ∈
N. By Lemma 5.2, Z′n = B ·M , where M = {−2, −1, 1, 2, 3, 4, 6, 8, 9}, is a
factorization. Since |M | = 9 is odd, (−1)2 = 1 and |Z′n| = ϕ(m) is even, so it
is impossible by Proposition 5.1. Thus there does not exist any purely singular
perfect B[−2, 9](m) set except for m = 1, 12.
• k1 + k2 = 11, [−k1, k2]
∗ = [−3, 8]∗ or [−4, 7]∗. The argument is the same
as the proof of the case [−k1, k2]
∗ = [−2, 9]∗.
• k1+k2 = 12, [−k1, k2]
∗ = [−1, 11]∗. For this case, m = 5α7β11γ, α, β, γ ∈ N
or m = 5α11γ, α, γ ∈ N or m = 7β11γ, β, γ ∈ N or m = 5α7β, α, β ∈ N. If
m = 5α7β11γ, α, β, γ ∈ N, let S11 = {x ∈ B, gcd(x, 11) = 1}, by calculating
the number of the elements x of Zm with gcd(x, 11) = 1, we obtain 11S11 =
10 · 5α7β11γ−1, which implies that γ > 1. Put
B0 = {x ∈ B, gcd(x, m) = 1}, B11 = {x ∈ B, gcd(x, m) = 11}.
By calculating the number of the elements x of Zm with gcd(x,m) = 1 and
gcd(x, m) = 11, respectively, we get
8|B0| = 240 · 5
α−17β−111γ−1,
so |B0| = 30 · 5
α−17β−111γ−1. Since γ > 1, then we have
|B0|+ 8|B11| = ϕ(
m
11
) = 240 · 5α−17β−111γ−2,
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therefore 8||B0| = 30 · 5
α−17β−111γ−1, a contradiction. If m = 5α11γ, α, γ ∈ N or
m = 5α7β, α, β ∈ N, let
B0 = {x ∈ B, gcd(x,m) = 1}.
Calculating the number of the elements x of Zm with gcd(x,m) = 1, we get
9|B0| = 40 · 5
α−111γ−1 or 9|B0| = 24 · 5
α−17β−1, which is impossible. If m =
7β11γ, β, γ ∈ N, let S11 = {x ∈ B, gcd(x, 11) = 1}, by calculating the number
of the elements x of Zm with gcd(x, 11) = 1, we obtain 11S11 = 10 · 7
β11γ−1,
which implies that γ > 1. Put
B0 = {x ∈ B, gcd(x, m) = 1}, B11 = {x ∈ B, gcd(x, m) = 11}.
By calculating the number of the elements x of Zm with gcd(x,m) = 1 and
gcd(x, m) = 11, respectively, we get
10|B0| = 60 · 7
β−111γ−1,
so |B0| = 6 · 7
β−111γ−1. Since γ > 1, then we have
|B0|+ 10|B11| = ϕ(
m
11
) = 60 · 5α−17β−111γ−2 < |B0|,
a contradiction. Thus there does not exist any purely singular perfect B[−1, 11](m)
set except for m = 1.
• k1 + k2 = 12, [−k1, k2]
∗ = [−2, 10]∗, [−3, 9]∗, [−4, 8]∗ or [−5, 7]∗. For these
cases, m = 5α7β, α, β ∈ N. Put S7 = {x ∈ B, gcd(x, 7) = 1}, by calculating
the number of the elements x of Zm with gcd(x, 11) = 1, we obtain 11S7 =
6 · 5α7β−1, which is impossible. Thus there does not exist any purely singular
perfect B[−k1, k2](m) set except for m = 1.
• k1+k2 = 13, [−k1, k2]
∗ = [−1, 12]∗. For this case, m = 3α5β11γ, α, β, γ ∈ N
or m = 3α11γ, α, γ ∈ N or m = 5β11γ, β, γ ∈ N or m = 3α5β, α, β ∈ N. If
m = 3α5β11γ, α, β, γ ∈ N or m = 3α11γ, α, γ ∈ N or m = 5β11γ, β, γ ∈ N, let
S11 = {x ∈ B, gcd(x, 11) = 1}, by calculating the number of the elements x of
Zm with gcd(x, 11) = 1, we obtain 12S11 = 10 · 3
α5β11γ−1 or 12S11 = 10 · 3
α11γ−1
or 12S11 = 10 · 5
β11γ−1, which is impossible. If m = 3α5β, α, β ∈ N, let B0 =
{x ∈ B, gcd(x,m) = 1}, then we calculate the number of the elements x of Zm
with gcd(x,m) = 1, we obtain 7S0 = 8 ·3
α−15β−1, which is impossible. Thus there
does not exist any purely singular perfect B[−1, 12](m) sets except form = 1, 14.
• k1+k2 = 13, [−k1, k2]
∗ = [−2, 11]∗. For this case, m = 3α5β11γ, α, β, γ ∈ N
or m = 3α11γ, α, γ ∈ N or m = 5β11γ, β, γ ∈ N or m = 3α5β, α, β ∈ N. If
m = 3α5β11γ, α, β, γ ∈ N, let B0 = {x ∈ B, gcd(x, m) = 1}, then we calculate
the number of the elements x of Zm with gcd(x,m) = 1, we obtain 7|B0| = 80 ·
3α−15β−111γ−1, which is impossible. Ifm = 3α11γ, α, γ ∈ N orm = 5β11γ, β, γ ∈
N, let S11 = {x ∈ B, gcd(x, 11) = 1}, by calculating the number of the elements x
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of Zm with gcd(x, 11) = 1, we obtain 12S11 = 10 ·3
α11γ−1 or 12S11 = 10 ·5
β11γ−1,
which is impossible. If m = 3α5β, α, β ∈ N, let S5 = {x ∈ B, gcd(x, 5) = 1},
then we calculate the number of the elements x of Zm with gcd(x, 5) = 1, we
obtain 11|S5| = 4 · 3
α5β−1, which is impossible. Thus there does not exist any
purely singular perfect B[−2, 11](m) sets except for m = 1, 14.
• k1 + k2 = 13, [−k1, k2]
∗ = [−3, 10]∗. For this case, m = 3α5β, α, β ∈ N,
let B0 = {x ∈ B, gcd(x,m) = 1}, then we calculate the number of the elements
x of Zm with gcd(x,m) = 1, we obtain 7S0 = 8 · 3
α−15β−1, which is impossible.
Thus there does not exist any purely singular perfect B[−3, 10](m) sets except
for m = 1, 14.
• k1+k2 = 13, [−k1, k2]
∗ = [−4, 9]∗ or [−5, 8]∗. For these two cases, m = 3α5β,
α, β ∈ N. Put
B0 = {x ∈ B, gcd(x,m) = 1}, B3 = {x ∈ B, gcd(x,m) = 3}, B5 = {x ∈ B, gcd(x,m) = 5}.
By calculating the number of the elements x of Zm with gcd(x,m) = 1, gcd(x,m) =
3 and gcd(x,m) = 5, respectively, we get
8|B0| = ϕ(m) = 8 · 3
α−15β−1,
so |B0| = 3
α−15β−1. If α > 1, then we have
8|B3|+ 3|B0| = ϕ(
m
3
) = 8 · 3α−25β−1 < 3|B0|,
a contradiction. If β > 1, then we have
8|B5|+ σ|B0| = ϕ(
m
5
) = 8 · 3α−15β−2,
where σ = 1 if [−k1, k2]
∗ = [−4, 9]∗; σ = 2 if [−k1, k2]
∗ = [−5, 8]∗. This implies
that 2||B0|, a contradiction. Hence m = 15 6≡ 1 (mod 13), which is impossible.
Thus there does not exist any purely singular perfect B[−4, 9](m) or B[−5, 8](m)
sets except for m = 1, 14.
• k1 + k2 = 13, [−k1, k2]
∗ = [−6, 7]∗. For this case, m = 3α5β, α, β ∈ N,
let B0 = {x ∈ B, gcd(x,m) = 1}, then we calculate the number of the elements
x of Zm with gcd(x,m) = 1, we obtain 7S0 = 8 · 3
α−15β−1, which is impossible.
Thus there does not exist any purely singular perfect B[−6, 7](m) sets except for
m = 1, 14.
• k1 + k2 = 14, [−k1, k2]
∗ = [−1, 13]∗. For this case, m = 11α13β, α, β ∈ N,
put B0 = {x ∈ B, gcd(x,m) = 1}, B11 = {x ∈ B, gcd(x, m) = 11}, B13 =
{x ∈ B, gcd(x,m) = 13}. By calculating the number of the elements x of Zm
with gcd(x,m) = 1, gcd(x,m) = 11 and gcd(x,m) = 13, respectively, we get
12|B0| = ϕ(m) = 120 · 11
α−113β−1,
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so |B0| = 10 · 11
α−113β−1. If α > 1, then we have
12|B11|+ |B0| = ϕ(
m
11
) = 120 · 11α−213β−1,
which implies that 12||B0|, a contradiction. If β > 1, then we have
12|B13|+ |B0| = ϕ(
m
13
) = 120 · 11α−113β−2 < |B0|,
again a contradiction. Hence m = 143 6≡ 1 (mod 14), which is impossible. Thus
there does not exist any purely singular perfect B[−1, 13](m) sets except for
m = 1, 15. This completes the proof of Theorem 1.5.

Remark: It is easy to see that we can prove more by the method in the proof
of Theorem 1.5, since there are many cases have to be discussed, we stop here.
Finally, by Theorem 1.3, we propose the following conjecture which implies
both Conjecture 1.1 and Conjecture 1.2.
Conjecture 5.1 Let k1, k2 be integers with 0 ≤ k1 ≤ k2 and k1 + k2 ≥ 4. If
there exists a purely singular perfect B[−k1, k2](m) set with the splitter set S,
then gcd(s, m) = 1 for all s ∈ S.
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