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1. INTRODUCTION 
In this paper,  we study the existence of solutions of the boundary value problem 
(/01 ) u(iV)-m ]u'(s)12 ds u" + f(x,u)--O, (1.1) 
u' (o) = ~' (1) --- o, (1.e) 
u"  (0) = -9  (u (0)) and u"'  (1) = g (u (1)), (1.3) 
where m E C([0, c~)), f ~ C([0, 1] x R), and g E C(R) are real functions with 
m(Isl)>O and g(s)s>O, Vs#O. (1.4) 
Equat ion (1.1) is known as a beam equation of Kirchhoff type and it is based on a model devel- 
oped in [1]. Other  problems involving fourth-order equations of Kirchhoff type can be found in, 
e.g., [2,31 .
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Problems (1.1)-(1.3) describe the bending equilibrium state of a beam of length 1 subjected 
to a force given by the function f(x, u) and the elastic forces at the ends given by bearings char- 
acterized by the function g. Indeed, integrating equation (1.1) and using conditions (1.2),(1.3), 
we see that 1 
~oo f (x,u(x)) dx + (u(O)) + (1)) 0. g (u g (1.5) 
Conditions (1.2),(1.3) mean that the ends of the beam are sliding clamped but resting on two 
elastic bearings. We also note that condition (1.4) means that the elastic response of the bearings 
are positive for positions u > 0 and negative for u < 0, and by continuity, there is no elastic 
response at u = 0. 
Fourth-order differential equations with linear boundary conditions have been widely studied. 
A brief account on this subject can be seen, for example, in the book by Agarwal [4] and in the 
articles by Aftabizadeh [5], Gupta [6], and Sanchez [7]. On the other hand, there are only a few 
works dedicated to equations modeling beams with ends on elastic bearings. In this direction, 
we mention the paper by Feireisl [8], where the existence of periodic solutions for the evolution 
equation 
utt ÷ uxxxx = 0, (t,x) E R × [0, 1], 
u (O,x)  = (t, O) = uxx ( t ,1 )  = O, 
Uxxx(t,O) = -g(u(t,O)) and U~x~(t, 1) =g(u(t, 1)) 
was considered. The analogous tationary equation was studied by Grossinho and Ma [9,10]. 
They proved the existence of symmetric solutions in [9] and solutions in the presence of singular 
boundary conditions in [10]. Our problems (1.1)-(1.3) involve a nonlocal nonlinearity m(lluxll 2) 
and different boundary conditions from [8-10]. 
We use variational methods o that the solutions of problems (1.1)-(1.3) are the critical points of 
a suitable functional. Of course, with a well-posed variational structure, we can obtain existence 
and multiplicity results by using minimax theorems. However, we present only two existence 
results with assumptions that come naturally from the typical properties for elastic bodies. The 
main theorem gives a necessary and sufficient condition for the existence of solutions when f(x, s) 
and g(s) are increasing in s. 
2. THE VARIAT IONAL SETT ING 
We begin with some remarks about the Sobolev spaces that will be used in the sequel. Let us 
put 
E={uEH 2(0,1) lu ' (0 )=u ' (1 )=0} 
equipped with norm 
IlulL  = I1 "11  ÷ ILuLL , 
where II " lip denotes LP(O, 1) norm. Then, identifying R with the set of constant functions, we 
may consider the decomposition 
{ /01 } E=R®W, w i thW= wEEI  w(s) ds=O . (2.1) 
If w E W, then w' E Hoi(0, 1), and therefore, IIw"]12 = 0 implies that w is constant. But since 
every function in W vanishes at least once, we see that w = 0. This shows that IIw"N2 is a norm 
in W equivalent to [[WILE. 
Next, we consider the functional J : E -~ R defined by 
1 ~01 ]U¢, 1 (2 )  jr01 J (u ) - -~ (x)l 2 dx+~M Ilu']l + F(x,u(x))dx÷G(u(O))+G(u(1)) ,  (2.2) 
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where 
/0' /0' /0 M (t) = m (s) ds, F (x, t) = g ( x, s) ds, G (t) = g (s) ds. 
By the continuity of the functions m, f ,  and g, the functional J is of class C 1 and 
/o I /o 1 
(2.3) /o 1 + f (z, ~ (x)) ~ (x) d~ + g (u (0)) ~ (0) + g (~ (1)) ~ (1), 
for all ~ E E. Then we deduce that u E E is a critical point of J if and only if it is a classical 
solution of problems (1.1)-(1.3). Besides, from the compact imbedding E ~ C1([0, 1]), we see 
that 
/ /o' u~-~M JJu'[i + F(x ,u (x ) )dx+G(u(O) )+G(u(1) )  
is weakly continuous in E. This and the convexity of IIu'II 2 imply that J is also weakly lower 
semicontinuous in E. 
THEOREM 1. Suppose that (1.4) holds. Then if 
F ( x, t) --* +co, as [tl --~ co, (2.4) 
problems (1.1)-(1.3) have at least one solution. 
PROOF. Let us notice that for u E E, we adopt the unique decomposition u = t + w where t E R 
and w E W as in (2.1). We prove that the functional J defined in (2.2) has a critical point as a 
global minimum. In fact, from (1.4), we have that G(s) >_ 0 and M(Isl) > 0 for all s E]K and 
then 
1 IIw"ll~ + Fix, u(x)) dx. (2.5) J (u) > 
Besides, since F is continuous, we have that J is bounded from below. Let (un) be a minimizing 
sequence of J .  Since J is wlsc, it suffices to show that (un) is bounded. 
ff Writing un = tn + wn and noting that J(un) is bounded, we infer from (2.5) that (llwn}12) is 
bounded. Then from the Sobolev imbedding, there exists C > 0 such that ]lWn[]oo < C. Now 
if by contradiction It,~l -~ co as n -~ co, then lun(x)l _> [t~l - C -~ co for all x E [0, 1]. Then 
from (2.4) and (2.5), Fatou's Lemma implies that J(u~) is not bounded. This contradiction 
shows that (u,~) is bounded in E. I 
REMARKS. If f (x ,  0) = 0, then u = 0 is trivially a solution of (1.1)-(1.3). In order to have nonzero 
solutions, we may impose an extra condition like f (x ,  0) ~ 0 for x in a subset of positive measure 
in [0, 1]. As an example, if a, fl, % 5 are positive constants and re(s) = a + fls, f (x ,  s) = ~ + s 3 
and g(s) = 5s, then our problem has a nontrivial solution. I 
3. THE MAIN  RESULT  
In this section, we establish a necessary and sufficient condition for existence of solutions 
of (1.1)-(1.3) when f and g are increasing. The result is suggested by relation (1.5) and it 
is based on some arguments from [11], where second-order equations with Dirichlet boundary 
conditions were considered . 
THEOREM 2. Let us suppose that f (x ,  s) and g(s) are increasing in s. Then problems (1.1)-(1.3) 
has a solution if and only if there exists a E R such that 
o' f (x, a) dx + 2g(a) = 0. (3.1) 
The proof of the theorem makes use of the following lemma. 
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LEMMA. Given v E L 1 (0, 1) and a,/3 E R, problem 
0, 
w' (0) = w' (1) ---- O, 
w'" (0) = and w'" (1) = 
has a solution w E W if and only if 
fo lV(X) dx + a + ~ = O. 
PROOF. 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
Integrat ing equation (3.2), we see that  (3.5) is a necessary condition. Conversely, if (3.5) 
holds then the solutions of (3.2)-(3.4) are precisely the critical points of the C 1 functional I : 
W -~ ]R defined by 
I (w) = ~1 iiw,,H ~ + 2 Hw'[[ + v (x) w (x) dx + aw (0) + ~w (1) 
The existence of critical points of I follows from a simple minimization argument. | 
PROOF OF THEOREM 2. Let u be a solution of (1.1)-(1.3) so that  u satisfies (1.5). Then from 
the monotonicity of f and g, 
/01 /o 1 f (x, - [[ul[o~) dx + 2g ( -  Ilul[o~) < 0 < f (x, NuHo~) dx + 2g (HuN~), 
and by continuity, there exists a ~ ~ such that  (3.1) holds. 
Conversely, if (3.1) holds, then we have three cases to consider. First, we suppose that  
o l f (x , t )  dx+2g( t )=O,  Vt>a.  
Then since (3.1) holds, from the lemma, there exists w E W solution of 
w (iv) m (Hw'll~) w" + f (.,a) --- o, (3.6) 
w' (0) = w' (1) = o, (3.7) 
w'" (0) = -g  (a) and w'" (1) = g (a).  (3.8) 
Taking b > a+ Ilwlloo we have that  u(x) = b+w(x)  > a for all x e [0, 1], and therefore, from the 
monotonic ity of f (x ,  .) and g, we conclude that  for all x E [0, 1], 
f (x ,u (x ) )= f (x ,a )  and g(u(O) )=g(u(1) )=g(a) .  
Hence, noting that  w is a solution of (3.6)-(3.8), we verify that  u is a solution of (1.1)-(1.3). The 
case where 
o l f (x , t )  dx+2g( t )=O,  Vt<a 
is proved in a similar way. The third case occurs when there exist constants p and q with p < a < q 
such that  
/01 /0 f (x,p) dx + 29(p) < 0 < f (x,q) dx + 2g(q). 
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Consequently, the monotonicity of f and g imply that 
j~0 1 (X, 8) + (8) --+ ÷(:X:), aS Is[ -~ oc. (3.9) F dx 2G 
We show that (3.9) guarantees a global minimum for J. Indeed, by convexity of F, one has 
for u = t + w (as in (2.1)), 
j~01 ~01 ~0 lF(x , t+w)  dx> I (x ,a ) ( t -a+w)  dx+ F(x,a) dx 
~01 ~001 > ( t -a )  f (x ,a)  dx - I I f  ( . ,a) l l l  [Jwlloo ÷ F(x,a)  dx. 
Since an analogous inequality holds for G, from (3.1) there exists a constant C such that 
1 
flw"l122 + F(x,t+w(x)) dx+a(t+w(O))+a(t+w(1)) J (u) _> 
1 
> -Ifw"rl~ + Jlf (.,a)H1 Jlwll~ - 2 Ig (a)l rr~ll~ - c .  
-2  
This shows that J is bounded from below. Now let un = tn ÷ Wn be a minimizing sequence of J. 
As before, (wn) must be bounded. So suppose by contradiction that Itnl --~ oc as n ~ oo. By 
convexity, 
and since a similar inequality holds for G, 
~ol ( 1 ) fo 1 J(un) >_2 F x,~t,~ dx -  F (x , -wn)  dx 
÷ 4G( l tn ) -G( -wn(O) ) -G( -wn( i ) ) .  
Again, since (wn) is bounded, from (3.9) one see that 
2 ~01 ( 1 ) (1 )  J (u,~) >_ F X, -~t n dx + 2G ~tn - C -* oo, 
which is a contradiction. Hence, J has a bounded minimizing sequence and consequently, prob- 
lems (1.1)-(1.3) has a solution also in this case. B 
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