The object of this paper is to study the asymptotic dependence structure of the linear time series models with infinitely divisible innovations by the use of their characteristic functions. Autoregressive moving-average (ARMA) models and fractional autoregressive integrated moving-average (FARIMA) models are analyzed. As examples of infinitely divisible innovations, the class of radially absolute continuous distributions and general non-symmetric stable distributions are considered. The finite dimensional distributions of these models are also obtained.
Introduction
In discrete time series, the most essential models have been linear models like autoregressive moving-average (ARMA) or fractional autoregressive integrated moving-average (FARIMA) models. Although these liner models are simple, we can cope with the data in many fields by assuming various types of innovation. For comprehensive guide to these models under usual hypothesis, i.e., finite variance, we can refer to Brockwell and Davis (1990) . These models have also been studied under infinite variance stable innovations by Samorodnitsky and Taqqu (1994) , Kokoszka and Taqqu (1994) or Kokoszka and Taqqu (1995) .
In addition to these discrete time models, continuous time models have also found applications, especially in financial time series. As such models, Barndorff-Nielsen and Shephard (2001) have recently introduced non-negative Lévy driven Ornstein-Uhlenbeck processes which are exponential integrals of non-negative Lévy processes. As extended alternative models, Brockwell (2001) and Brockwell and Marquardt (2005) have considered Lévy-driven CARMA processes and fractionally integrated CARMA processes, respectively. These are continuous time analogues of discrete time ARMA or FARIMA models.
Then, since Lévy processes at time t = 1 are known to be infinitely divisible, it is worth analyzing discrete time models under infinitely divisible innovations. The aim of this paper is to clarify the asymptotic dependence structure of the linear time series models with infinitely divisible innovations. In order to include infinite variance innovations, we use their characteristic functions for the measure of dependence.
Let B be backward shift operator BX n = X n−1 and autoregressive and moving-average polynomials be Φ p (z) = 1 − φ 1 z − φ 2 z 2 − · · · − φ p z p and Θ q (z) = 1 + θ 1 z + θ 2 z 2 + · · · + θ q z q , respectively. Then, ARMA(p, q) and FARIMA(p, d, q) models can be respectively defined as follows. Φ p (B)X n = Θ q (B)ǫ n , n ∈ Z,
where ǫ n , n ∈ Z are i.i.d. random variables. In FARIMA models, we use the different operator (1 − B) d defined by
where the b j 's are the coefficients in the binomial expansion, i.e.,
, j ≥ 1.
Throughout this paper, we assume that Θ q (·) and Φ p (·) have no common zeros and Φ p (·) has no zeros if |z| ≤ 1. These are usual assumptions (see Theorem 3.1.1 of Brockwell and Davis (1990) ), when considering the causality of ARMA models. For innovations ǫ n , n ∈ Z, we assume subclasses of infinitely divisible distributions. Definitions are given as their characteristic functionsμ(z), z ∈ R d . (i) Infinitely divisible distributions (ID):
where ·, · is inner product, D = {x : |x| ≤ 1} is the closed sphere, γ ∈ R d is a vector, A is nonnegative definite d × d matrix and ν is a measure on R d satisfying ν({0}) = 0 and
We always assume ID without Gaussian part (A = 0).
(ii) The class of radially absolute continuous (RAC):
The characteristic functions are given by (3) with Lévy measure satisfies the following representation. For any Borel sets B ∈ B(R d \ {0}),
where λ is a finite measure on S d and g(r, ξ) is a non negative measurable function on S d × (0, ∞). Note that a Lévy measure of ID is not always absolutely continuous. (iii) Non-Gaussian stable distributions (SD):
where Γ is a finite non zero measure on S d and µ is R d valued vector. In particular, we write one dimensional stable distributions as S(α, β):
The relation of three distributions is ID ⊃ RAC ⊃ SD. Detailed definitions and properties of these distributions are given in Sato (1999) and Samorodnitsky and Taqqu (1994) .
For the measure of dependence, we consider the following characteristic function based definition I. For any fixed z 1 , z 2 ∈ R 2 ,
This is the measure of distance between independent characteristic function and dependent one. Note that it is quite natural to use characteristic functions for a measure of dependence, since infinitely divisible distributions are usually studied by their characteristic functions. If X 1 and X 2 are independent, then I = 0. We also denotes I(X 0 , X n ; z 1 , z 2 ) = I n . I n is strongly related with mixing properties of processes and if X n is stationary Gaussian, I n is proportional to its covariance. Furthermore, if innovations ǫ 1 have the second moment,
Related references including detailed properties of I n are Kokoszka and Podgórski (1992) , Rósinski and Tomasz (1997) or Kokoszka and Taqqu (1996) . As to stable innovating models, while Kokoszka and Taqqu (1994) have studied stable ARMA by I n , Kokoszka and Taqqu (1995) have studied stable FARIMA by different measures, i.e., the codifference −I(X 0 , X n ; 1, −1) and the covariation (see (1.10) of Kokoszka and Taqqu (1995) ). Both of them have treated symmetric stable innovations. Here, we state conditions of the causality of the models (1) and (2). Causal representations are defined by
where c j 's satisfy the following equation
for ARMA models and
for FARIMA models. The following assumption concerning the moment innovations ǫ 1 is needed. There exists a constant η such that innovations have 
For the stable innovations, while Theorem 1.1 similarly holds, the conditions of the theorems can be weakened. Though Theorem 1.2 holds, even if η are replaced with α, the condition (11), namely, α-moment condition is not satisfied. The corresponding results are Theorem 7.12.2 and Theorem 7.13.2 of Samorodnitsky and Taqqu (1994) or Proposition 2.1 of Kokoszka and Taqqu (1994) and Theorem 2.1 of Kokoszka and Taqqu (1995) . This thesis is composed as follows. In Section 2, we calculate the finite dimensional distributions of the liner time series model, which can be considered as a multidimensional ID distribution. The decay rates of the coefficients of (9) and (10) are explained in Section 3. The behavior of the finite dimensional distribution is also analyzed in Section 3. In Section 4, The decreasing rate of I n under ID innovations is discussed. The decreasing rate of I n under S(α, β) innovations is considered in Section 5. Whole related proofs are summarized in Section 6.
Finite dimensional distributions of the processes
In this section, we analyze the finite dimensional distributions of time series models under general ID innovations. Note that, if we assume ID innovations, then realized finite dimensional distributions of the processes also belong to the class of ID distributions. Furthermore, sometimes the properties of assumed innovations are succeeded to the realized finite dimensional distributions, e.g., a model with stable innovations yield also the multidimensional stable distributions for its finite dimensional distributions.
Since the forecasting is the most important in time series, the direct calculations of finite dimensional distributions are very useful. Practical methods of numerical calculations for multidimensional ID distributions are now developing. For example, general stable distributions have studied in recent papers, Abdul-Hamid and Nolan (1998) or Matsui and Takemura (2006) . Although we have derived any finite dimensional distributions, only two dimensional cases are given for convenience. are given as (5) . Here, λ, γ and g(ξ, r) are as follows.
where
Note that in case η ≥ 1, γ = 0. 
and
3 Decay rate of coefficients c j 's of linear models
The behavior of the coefficients c j as j → ∞ is inevitable for characterizing linear time series models. In this section, first, we state the rate of c j based on the past researches. Then, we analyze Lévy measure ν = λ × g of the finite dimensional distributions in Proposition 2.1 when innovations are RAC and we analyze the spectral measure Γ in Proposition 2.2 when innovations are S(α, β).
The following result was substantially obtained by Kokoszka and Taqqu (1994) . For ARMA models, we need some notational preparations. The rational function
with multiplicities l 1 , · · · , l s , respectively. Then, we can write
Re e kl ± Im e kl {exp(λ k ± iρ k ) − z} l .
Note that if ρ k = 0, Im e kl = 0. By expansion, we also have
Hence, d j 's can be written as
Thus, by (13) the coefficients are given as
Utilizing the fact that for any natural numbers 1 ≤ l ≤ γ and j ≥ 0,
we can obtain the following result.
The coefficients c j of ARMA satisfy
lim sup
For notational convenience, we use following notations from here.
For FARIMA models we need the following simple result obtained by Kokoszka and Taqqu (1995) .
Corollary 3.2 For the c j 's defined by (10) and d satisfying
Based on Corollaries 3.1 and 3.2, the following corollaries are easy.
Corollary 3.3 The coefficients of FARIMA have the following properties. For any
n ∈ N lim j→∞ c j+n c j = exp(−λ 1 n) if ρ 1 = 0, lim j→∞ 1 j (l 1 −1)η exp(ηλ 1 j) c 2 j + c 2 j+n η/2 = (h(λ 1 , l 1 )) η (1 + exp(−2λ 1 n)) η/2 if ρ 1 = 0 ≤ |2h(λ 1 , l 1 )| η (1 + exp(−2λ 1 n)) η/2 if ρ 1 = 0.
Corollary 3.4 The coefficients of ARMA have the following properties. For any
Now, we can analyze joint characteristic functions of n distant observations of ARMA and FARIMA models respectively by utilizing these corollaries. As for stable ARMA models, Γ in (12) has masses near each axis in the plane if n is sufficiently large as j → ∞. The weight of Γ at each mass is exponentially decreasing. On the other hand, as for stable FARIMA models, Γ has masses on the unit sphere near 45
• line as j → ∞, while the weight of each mass is exponentially decreasing. Accordingly, for example, we can conclude that stable ARMA or FARIMA model can not realize Γ which has masses tending 45
• line as j → ∞, while the weight of each mass is exponentially decreasing.
Concerning more general RAC innovations, the same properties as stable innovations may hold on λ if we assume g be some proper functions. Now, since many subclasses of RAC have been intensively studied in Barndorff-Nielsen et al. (2006) , their applications to time series models will become an interesting topic. Therefore, these characterizations including infinite variance cases are important. However, in this paper we state their general results and a few examples. Note that by above studies, we can also directly model the λ and Γ, if we require at least the same structure as ARMA or FARIMA models.
I n under infinitely divisible innovations
In this section, we analyze I n under ID innovations, when the conditions of causality, namely, the hypotheses of Theorem 1.1 or Theorem 1.2 are satisfied. The behavior of the Lévy measure at the tail is crucial for the asymptotic behavior of I n . The information of the Lévy measure near the origin is not necessary important in our situations. The behavior of a Lévy measure near origin determines the amount of small jumps of the corresponding Lévy process, whereas the tail behavior of the Lévy measure concerns magnitude and amount of large jumps. In this section, we use the same notations as in Section 3. We also use
for convenience.
Theorem 4.1 Suppose X n is a causal ARMA model with ID innovations.
where B(·, ·) is the beta function.
Although the exact asymptotic behavior of I n is sometimes difficult, each obtained rate of I n is near its best possible rate, since we assume (11).
The difference between I n of ARMA and that of FARIMA is the rate of decreasing. While I n of ARMA is exponentially deceasing as n → ∞, that of FARIMA is polynomially decreasing. This property is similar to that of covariance structure of ARMA or FARIMA, which is an usual tool for measuring dependency. We can also derive the asymptotic behavior of codifference −I(X 1 , X n ; 1, −1) from these Theorems. We may derive stronger results by assuming some properties for the tail of the Lévy measure. However, we here only give general results under the equation (4).
I n under general non-symmetric stable innovations
In this section, we analyze I n under S(α, β) innovations as examples of ID innovations. Concerning symmetric stable innovations, ARMA and FARIMA models have analyzed by Kokoszka and Taqqu (1994) and Kokoszka and Taqqu (1995) . We extend their results and obtained I n for S(α, β) innovations. We sometimes use |x| α for |x| α sgnx.
Theorem 5.1 Suppose X n is a causal ARMA model with S(α, β) innovations.
For FARIMA with stable innovations, only codifference has been analyzed in Kokoszka and Taqqu (1994) . Therefore, we observe I n with both symmetric and general non-symmetric innovations.
Theorem 5.3 Suppose X n is a causal FARIMA model with S(α, β) innovations.
where g 1 (x) is defined in Theorem 5.2 and
3. If α = 1, then
We summarize asymptotic behavior of I n in Theorems in Both Section 4 and Section 5 in Table  1 . 
Proof
In the following proofs, first, we sometimes use notations M j , j = 1, 2, . . . for arbitrary positive constants without mentioning. Second, we set 0 h = 1 for h ∈ Z so that n j=0 j h is well defined. Third, Lebesgue's dominated convergence theorem is abbreviated to LDC.
Proof of Theorem 1.1 and Theorem 1.2
We omit the proof of Theorem 1.1, since the proof is similar to that of Theorem 1.2 and even easier. Since the convergence in distribution to a finite random variable is equivalent to a.s. convergence for i.i.d. sums, we only show that the series (8) converges in distribution to a finite random variable. The cumulant generating function of (8) is formally written as
We show point-wise convergence of the infinite series at z ∈ R and uniform convergence for |z| ≤ M 1 . Then, the cumulant generating function is proved to be well defined and continuous at z = 0. This is enough for the convergence in distribution. We only consider the convergence of the partial sum ∞ j=m for some large m since each log E[exp(izc j ǫ −j )] is continuous at z = 0. For fixed z ∈ R, we can choose m such that |zc j | ≤ 1 if j ≥ m since |c j | is decreasing for sufficiently large j. Further, we divide each integral of the series as
In the former integral, the integrand is less than M 2 |zc j x| 2 . For the latter integral, we use |e izc j x − 1 − izc j x| ≤ M 3 |zc j x| η . Then, j-th term of the series is less than M 4 max {|z| 2 , |z| η } |c j | η for any j. By the relation (11) and the moment condition of Lévy measure, we have for fixed z,
The convergence is uniform for |z| ≤ M 1 . 2 Note that we can also prove the theorems by using 'three series theorem ' in Feller (1971) .
Proof of Theorem 4.1
◮ 0 < η < 1 : Concerning the integrand of V j (n), the following inequalities are used.
Integrating the right side of the inequalities with respect to Lévy measure, we get {x≤1} |z 1 c j ||z 2 c j+n |x 2 ν(dx) = |z 1 z 2 ||c j c j+n |E ν{|x|≤1} (x 2 ) and {x>1}
Finally, by applying LDC theorem to change of the sum for j and the limit for n, we obtain the desired result.
Since c j is decreasing for sufficiently large n, we can apply expansion e x = 1 + x + x 2 2 + o(x 2 ) to the integrand of V j (n) and obtain
for fixed x. Using Corollary 3.1, we have for ρ 1 = 0
and for ρ 1 = 0 lim sup
Thus, LDC theorem gives
Again, using LDC theorem to the sum for j, we obtain the result. Two LDC theorems are justified as follows. Since (21) holds for any j and n, the integrand of V j (n) satisfies
For sufficiently large n, 1
Putting together, we obtain 1
Since the right hand side of the inequality is integrable regardless of n, the former LDC theorem is justified. As a result,
holds for any j. Thus, the second LDC theorem is also justified. 2
Proof of Theorem 4.2
As in Kokoszka and Taqqu (1995) , instead of Corollary 3.2, we assume
without loss of generality. ◮ 0 < η ≤ 1 : Noticing the equation (23), we have only to give the same argument as the case 0 < η < 1 in the proof of Theorem 4.1. Therefore, we omit the proof in this case.
Combining the expansion (22) for fixed x and the equation (23), we have
Thus,
Summing both sides with respect to j, we obtain the desired results. We use LDC theorem twice implicitly. However, these are justified since the Lévy measure has η-th moment and
For the integrand of V j (n), the following inequalities are used.
Integration of both sides with respect to ν(dx) gives
Since the decreasing order of n j=0 |c j c j+n | with respect to n is faster than that of n j=0 |c j | η−1 |c j+n |, we only consider the sum for |c j | η−1 |c j+n |. For this, first, we show
From the equation (23),
, we obtain the result. Next we calculate
However, utilizing the proof of Theorem 5.2 where more detailed results are treated, we obtain easily
Finally, if we apply this result to the sum of |V j (n)| in (24), we can finish the proof. 2
Proof of Theorem 5.1
In the proof, we need following two lemmas.
Lemma 6.1 For any s, t ∈ R,
Proof. If the signs of r and s are the same, we need no proof (Kokoszka and Taqqu (1994) ). If either |s| or |r| is 0, the proof is trivial. Without loss of generality, we assume sgn(s + r) = 1 and consider the following two cases.
For 1), noticing |s| > |r| and r < 0 < s, we have
For 2), noticing |s| ≤ |r| and s < 0 < r, we have
Further, for any r, s ∈ R, |(r + s) log |r + s| − r log |r| − s log |s|| ≤ |r| (|log |r + s|| + |log |r|| + |log |s|| + 1) .
Proof. For notational convenience, we denote the left hand side of (25) as E1 and that of (26) as E2. We assume |r|, |s| = 0, since, otherwise, the left hand side of (25) and (26) are 0. For any real s, t, ||t| log |t| − |s| log |s|| = |t| |s| (log x + 1)dx ≤ (max{| log |t||, | log |s||} + 1) (|t| − |s|) ≤ (| log |t|| + | log |s|| + 1) |t − s|.
Therefore,
E1 ≤ |r| log |r| + ||r + s| log |r + s| − |s| log |s|| ≤ |r| (|log |r + s|| + |log |r|| + |log |s|| + 1) .
Now we consider E2.
If the signs of r and s are the same, we need no proof. We analyze two cases 1) and 2) as in the proof of Lemma 6.1. For 1), noticing |s| ≥ |r| and r < 0 < s, we have E2 ≤ |r| |log |r|| + ||r + s| log |r + s| − |s| log |s|| ≤ |r| (|log |r + s|| + |log |r|| + |log |s|| + 1) .
For 2), noticing |s| < |r| and s < 0 < r, we have E2 ≤ |s| |log |s|| + ||r + s| log |r + s| − |r| log |r|| ≤ |s| (|log |r + s|| + |log |r|| + |log |s|| + 1) ≤ |r| (|log |r + s|| + |log |r|| + |log |s|| + 1) .
2
We proceed the proof of Theorem 5.1. Write
If innovations are symmetric stable, i.e., IV j (n) = 0 for all j, I n has been analyzed by Kokoszka and Taqqu (1994) . We only give a brief explanation concerning RV j (n). For sufficiently large n, we have
Write
◮ 0 < α < 1 : Noticing Corollary 3.1, we have
We consider IV j (n). For sufficiently large n, we have
Noticing Corollary 3.1, we obtain
Thus, when ρ 1 = 0,
Applying dominated convergence theorem, we have
Hence, the proof is finished. When ρ 1 = 0,
Again using dominated convergence theorem to the absolute sum of I n , we obtain the result. Since RV j (n) ≤ 2|z 2 c j+n | α and IV j (n) ≤ 2|z 2 c j+n | α from Lemma 6.1, noticing Corollary 3.1, we have
for sufficiently large n. The right side of this inequality does not depend on n. Thus, the previous two dominated convergence theorems are justified.
We apply Corollary 3.1 to the equation (28) and obtain
We further apply Corollary 3.1 and obtain
The remaining proof is the same as that of 0 < α < 1. Note that by Lemma 6.1, the dominated convergence theorem is similarly applicable.
The characteristic function of non symmetric stable distributions presented in this paper is not continuous at α = 1 with respect to the parameter α. We should evaluate another function
From Theorem 3.3 of Kokoszka and Taqqu (1994) , for sufficiently large n,
From (23) and ,
Since dominated convergence theorem is justified by applying Lemma 6.1 to RV j (n), we obtain the result.
Following notations are used for convenience,
First, we show
We write
By Lemma 6.1 and (23),
For α ≤ 1, using (36), we have
For α > 1, using (37), we have
we can obtain the result. Note that the sum in numerator is easily bounded by the use of Riemann integral as in RO j (n) case before. For α = 1, we only use
The sum in numerator of above equation is evaluated by Riemann integral. Then, noticing α(d − 1) < −1 and (α − 1)(d − 1) > −1, we can obtain the result. Next, we analyze RB j (n). For α ≤ 1, from Lemma 6.1.
Then, we only refer to (38) since
, we use Lemma 6.1 and obtain
Thus, we only refer to the convergence of
Finally, we show
The following Lemma is used. Since the proof is easy, we omit it.
Lemma 6.3 The function g 1 (x) has following properties. where IV j (n) is defined in (32). We divide the infinite series into two sums
and ∞ j=[n 1−ǫ ] , where a fixed constant 0 < ǫ < 1 satisfies ǫ(d − 1) < 1. We consider first,
Since n 1−ǫ /n ↓ 0 as n → ∞, c j+n /c j ↓ 0 as n → ∞ for any j ∈ [0, n 1−ǫ ]. Thus IV j (n) = (z 1 c j + z 2 c j+n ) log 1 + z 2 c j+n z 1 c j + z 2 c j+n log |z 1 c j | − z 2 c j+n log |z 2 c j+n | = z 2 c j+n + (z 2 c j+n ) 2 z 1 c j + o(c j+n ) + z 2 c j+n log |z 1 c j | − z 2 c j+n log |z 2 c j+n | .
Similarly, we
Using (23), we obtain
Then, from Since n (1−ǫ)(d−1) /n d = n −ǫ(d−1)−1 → ∞ as n → ∞, the result holds. Finally, we show
However, this result easily follows from the previous argument in Theorem 5.2 and the following fact.
Lemma 6.5 The function g 3 (x) has following properties. 1. lim x→∞ xg 3 (x) = 0. 2. lim x→0 g 3 (x)/ log x = (d − 1)z 2 .
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