Abstract We calculate the viscosity structure of the lower continental crust as a function of its bulk composition using multiphase mixing theory. We use the Gibbs free-energy minimization routine Perple_X to calculate mineral assemblages for different crustal compositions under pressure and temperature conditions appropriate for the lower continental crust. The effective aggregate viscosities are then calculated using a rheologic mixing model and flow laws for the major crust-forming minerals. We investigate the viscosity of two lower crustal compositions: (i) basaltic (53 wt % SiO 2 ) and (ii) andesitic (64 wt % SiO 2 ). The andesitic model predicts aggregate viscosities similar to feldspar and approximately 1 order of magnitude greater than that of wet quartz. The viscosity range calculated for the andesitic crustal composition (particularly when hydrous phases are stable) is most similar to independent estimates of lower crust viscosity in actively deforming regions based on postglacial isostatic rebound, postseismic relaxation, and paleolake shoreline deflection.
Introduction
The viscosity structure of the middle and lower continental crustal plays an important role in controlling many tectonic processes including postseismic stress evolution [Freed, 2005] , lower crustal flow [Clark et al., 2005] , and decompression melting due to postglacial isostatic rebound [Jull and McKenzie, 1996] . Estimates of crustal viscosity are typically constrained by either direct analyses of postglacial rebound, postseismic relaxation, and paleolake shoreline deflection [Thatcher and Pollitz, 2008; England et al., 2013; Shi et al., 2015] or indirect estimates based on laboratory-derived flow laws for crust-forming rocks and minerals. The viscosity of the crust depends strongly on the mineral phases present and therefore is controlled by the bulk composition of the lower crust. Here we define the lower crust as >15 km depth, corresponding to the portion of the crust where deformation is dominated by viscous processes.
While the composition of the upper continental crust can be determined relatively precisely by direct sampling, the composition of the lower crust has proven more difficult to estimate [e.g., Hacker et al., 2015] . Because relatively few lower crustal rocks outcrop at the surface, compositional estimates for the lower continental crust typically rely on proxy measurements, such as seismic wave speeds and heat flow [e.g., Holbrook et al., 1992; Christensen and Mooney, 1995; Rudnick and Fountain, 1995; Huang et al., 2013] . Unfortunately, these proxies place relatively weak constraints on crustal composition [Behn and Kelemen, 2003] with compositional estimates for the lower crust ranging from basaltic [Rudnick and Gao, 2003 ] to andesitic [Hacker et al., 2011 [Hacker et al., , 2015 . The wide range of permissible compositions has led to different models for the formation and evolution of the continental crust [e.g., Hacker et al., 2015] .
In this study, we evaluate the compositional dependence of crustal viscosity using multiphase mixing theory for different end-member lower crustal compositions (e.g., basaltic versus andesitic). For a given composition, we use thermodynamic phase equilibria calculations to estimate the stable mineral assemblage present under pressure and temperature (P-T) conditions appropriate for the lower crust. Based on laboratoryderived flow laws for the different crust-forming minerals, we then use mixing theory to calculate the bulk viscosity of the lower crust. Finally, we compare our predictions to independent geodetic estimates of lower crustal viscosity in actively deforming regions and show that the calculated viscosities are most consistent with an andesitic lower crust. Supporting Information:
• Supporting Information S1
• Figure S1 • Figure S2 Correspondence to: 
Methods
In most previous studies in which laboratory data are used to estimate crustal viscosity, the rheology of the lower continental crust is assumed to be characterized by a single dominant mineral phase (e.g., quartz or feldspar). However, the lower crust is composed of multiple mineral phases, with abundances that are controlled by the bulk composition and the in situ pressure and temperature conditions. Here we investigate two end-member estimates for the composition of the lower continental crust ( Table 1 ). The first is a basaltic end-member based on Rudnick and Gao [2003] , which contains 53.4 wt % SiO 2 ; the second is an andesitic end-member proposed by Hacker et al. [2011] with 64.4 wt % SiO 2 .
To calculate the equilibrium mineral assemblage for each end-member crustal compositions, we use the Gibbs free-energy minimization routine Perple_X [Connolly, 2009] . In our calculations, we assume a minimum equilibrium temperature of 500°C. Pressure and temperature (P-T) conditions in the crust are taken from typical continental geotherms for actively deforming regions (~80 mW/m 2 ) [Lee and Uyeda, 1965; Pollack and Chapman, 1977] . The lower continental crust typically contains 0-1 wt % H 2 O [Huang et al., 2013] . As a first-order model we calculate anhydrous mineral assemblages and incorporate the influence of H 2 O solely through its effect on the viscosity of nominally anhydrous mineral phases (section 3). The role of hydrous phases (e.g., amphibole and mica) on crustal viscosity is then discussed in section 4. For all Perple_X calculations, we assume that 25 mol % of the total iron oxide is ferric [Cottrell and Kelley, 2011; Kelley and Cottrell, 2012] ; variations in this value have little influence on our final crustal viscosity estimates. Solution models for crustal minerals are taken from Hacker [2008] .
To calculate crustal viscosity from the equilibrium mineral assemblages, we employ mixing theory to determine the aggregate viscosity for different crustal compositions as a function of depth along an assumed geotherm. Theoretical and experimental investigations of rocks show that strain rate and stress fit a power law relation of the form
where _ ε is the strain rate, A is a preexponential constant, f H2O is the water fugacity, r is the fugacity exponent, σ is the stress, n is the stress exponent, Q is the activation energy, P is the pressure, V is the activation volume, R is the gas constant, and T is the temperature.
To include the effects of pressure and temperature on water fugacity into equation (1), we fit the thermodynamic database of Pitzer and Sterner [1994] (using Withers' fugacity calculator, http://www.geo.umn.edu/people/ researchers/withe012/fugacity.htm) into a single equation appropriate for a range of crustal geotherms using an equation of the form
where a H2O is the water activity and A 1 , A 2 , and A 3 are empirically fit constants. Unless otherwise noted a H2O . Equation (2) is fit simultaneously with fugacities at P and T values along 60, 80, and 100 mW/m 2 geotherms (supporting information Figure S1 ), resulting in values of 5521 MPa, 31.28 kJ/mol, and À2.009 × 10 À5 m 3 for A 1 , A 2 , and A 3 (R 2 = 0.9996).
The viscosities of different crust-forming minerals vary greatly ( Figure 1 ). Based on our phase equilibria calculations (Figure 2 ), we consider four major crustal minerals: quartz, feldspar (plagioclase + alkali feldspar), pyroxene (orthopyroxene + clinopyroxene), and garnet, which typically make up >90% of the crust by volume in our anhydrous calculations. Flow law coefficients for quartz, feldspar, and pyroxene are taken directly from Hirth et al. Intriguingly, all available garnet flow laws predict effective viscosities lower than plagioclase at crustal conditions (supporting information Figure S2 ). However, analyses of naturally deformed garnetrich rocks clearly illustrate that garnet is stronger than plagioclase at crustal conditions [e.g., Ji and Martignole, 1994] . This suggests that the garnet laws derived under wet conditions at high temperature and pressure do not extrapolate well to lower crustal conditions. We therefore assume that the garnet flow law can be approximated by the pyroxene law, which is 1-2 orders of magnitude stronger than that of plagioclase and is the strongest flow law in our models (Figure 1 ).
Using the mineral proportions calculated from Perple_X, we use the mixing model of Huet et al. [2014] to calculate aggregate viscosity of the mineral assemblage assuming deformation occurs via dislocation creep of all phases. Huet et al. [2014] defines the effective aggregate viscosity as
where ϕ i and n i are the volume percentage and stress exponent of phase i, respectively, and the parameter a is defined for each phase as a i = ∏ i ≠ j (n j + 1). This method assumes a large enough scale that the rock can be considered homogeneous and isotropic.
We explore viscosity calculated along continental geotherms for actively deforming regions assuming radiogenic heat production in the lower crust and surface heat flows of 80-100 mW/m 2 [Jagoutz and Behn, 2013] and strain rates from 10 À11 s À1 to 10 À16 s
À1
. Depths are calculated from pressure assuming a mean crustal density of 2800 kg/m 3 . We also compare our results to an effective viscosity for brittle deformation calculated using a frictional yield criterion for a strike slip fault assuming hydrostatic pore pressure [Chen and Morgan, 1990; Behn et al., 2007] .
Calculations of Lower Crustal Viscosity
We first calculate crustal viscosity for the two end-member compositions without the presence hydrous phases along an 80 mW/m 2 crustal geotherm, assuming a background strain rate of 10 À14 s À1 (Figure 3 ).
This strain rate is equivalent to tectonic plate displacement rates (order cm/yr) distributed over a 100 km wide zone of deformation. Under these conditions, we find that the basaltic end-member composition results in viscosities that decrease from 6.3 × 10 22 to 5.0 × 10 20 Pa · s over the depth interval from 15 to 40 km (Figure 3) . The viscosity of the andesitic end-member is approximately 6 times lower without Figure 1 . Viscosity as a function of temperature for major crust-forming minerals. Upper and lower viscosity bounds are calculated under dry and wet conditions, respectively. Specifically, bounds are calculated for quartz (a H2O = 0.1, a H2O = 1) [Hirth et al., 2001] , plagioclase (dry, wet) [Rybacki et al., 2006] , and pyroxene (dry, wet) [Dimanov and Dresen, 2005] . Note that garnet is assumed to follow the same flow law as pyroxene (see text for discussion). Olivine (dry, wet) [Hirth and Kohlstedt, 2003 ] is shown for comparison. In this study, only wet quartz is assumed to undergo dislocation creep. Viscosity error bars (denoted by small bars in the legend) are calculated at 600°C and 0.8 GPa and are shown to scale for each flow law. The bars without lines are for dry flow laws (upper bound) and the bars with lines are for wet flow laws (lower bound).
Geophysical Research Letters

10.1002/2015GL065459
including the effect of hydrous phases, with viscosities ranging from 10 22 to 10 20 Pa · s over the same depth interval (Figure 3 ). These differences in aggregate crustal viscosity are also manifested as a~5 km decrease in depth to the predicted brittle ductile transition for the andesitic end-member composition.
We find that the viscosity of the andesitic end-member is similar to that of feldspar and 0.5-1.5 orders of magnitude stronger than quartz for a strain rate of 10 À14 s À1 (Figure 3 ). By contrast, the basaltic end-member is a factor of 2-5 times stronger than feldspar and roughly an order of magnitude weaker than pyroxene. The mixing model also produces a viscosity structure that decreases less with depth compared to feldspar. This effect is caused by the increase in the proportion of stronger minerals (e.g., garnet and pyroxene) relative to quartz and feldspar with increasing depth (Figures 2a and 2b) . Shown for comparison are viscosities calculated for individual mineral phases and the effective viscosity inferred from a frictional yield criterion for a strike slip fault assuming hydrostatic pore pressure [Behn et al., 2007] . The horizontal black line at 40 km depicts the Moho, below which the olivine flow law dominates. strain rate also result in changes to the aggregate crustal viscosity, with an order of magnitude increase in strain rate resulting in a factor of~6 decrease in viscosity for both end-member compositions (Figure 4c ).
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Effect of Hydrous Phases on Lower Crustal Viscosity
An important caveat to the calculations presented in section 3 is that the influence of hydrous phases is not included. The presence of water in the lower crust stabilizes minerals such as amphibole and mica. To investigate the potential effects of these hydrous phases, we calculated aggregate mineral assemblages at the same P-T conditions for systems with 0.5 wt % H 2 O (Figures 2c and 2d) . For the andesitic end-member the only significant change to the mineral mode is the addition of~13 vol % mica; the relative proportions of the other minerals remains largely unchanged (Figure 2c ). By contrast, the addition of water to the basaltic end-member stabilizes up to 5 vol % mica and up to 25 vol % amphibole, with the relative proportions of the mafic versus felsic phases relatively unchanged (Figure 2d ). Although the bulk water content is the same for the andesitic and basaltic end-members, the volume proportions of the hydrous phases is greater in the basaltic end-member due to the lower water content of amphibole (by weight) compared to mica. The breakdown of hydrous phases at high pressure and temperature (Figures 2c and 2d ) could result in the presence of melt, which is not incorporated in our calculations.
The evaluation of viscosity estimates from these hydrous mineral assemblages requires flow laws for mica and amphibole. In general, amphibole is relatively strong, with a viscosity comparable to that of pyroxene at similar pressures and temperatures [Hacker and Christie, 1990] . Thus, the addition of amphibole to the basaltic end-member is unlikely to lower the aggregate viscosity. The effects of including experimental data for micas are more ambiguous. Existing flow laws for biotite [e.g., Kronenberg et al., 1990] indicate that biotite is stronger than wet quartz at most lower crustal conditions (T > 400°C) (see supporting information Figure S2 ). However, experiments on quartz-muscovite aggregates indicate a factor of 2 weakening with~15 vol % mica [Tullis and Wenk, 1994; Tokle et al., 2013] . By contrast, little weakening is observed with mica contents less than~10 vol % due to a lack of mica interconnection. Thus, the net effect of adding mica to the andesitic end-member is to reduce its aggregate viscosity by up to a factor of 2, as shown in Figure 4a . By contrast, the addition of water to the basaltic end-member should have only a modest effect on viscosity because most of the water is bound in amphibole.
Discussion
Our results show that under the same pressure-temperature and strain rate conditions, an andesitic lower crust has a viscosity that is approximately a factor of 10 (without hydrous phase) to 30 (with hydrous phases) lower than a basaltic lower crust. As discussed earlier, the bulk composition of the lower continental crust remains a matter of debate. Here we compare our calculated viscosities to independent estimates of lower crustal viscosity from geodetic constraints based on postseismic relaxation, postglacial isostatic rebound, and paleolake shoreline deflection. Geodetic viscosity estimates range from 10 19 to 10 21 Pa · s for tectonically active regions characterized by estimated strain rates between 10 À13 and 10 À14 s À1 [Thatcher and Pollitz, 2008] and average heat flow of~80 mW/m 2 [Lee and Uyeda, 1965; Pollack and Chapman, 1977] . More recent studies give similar estimates for lower crustal viscosities ranging from 3.1 × 10 18 to 3.1 × 10 20 [Hammond et al., 2009; Pollitz and Thatcher, 2010; Chang et al., 2013; England et al., 2013; Shi et al., 2015] . In all of these studies the lower crust is modeled as a single layer with constant viscosity, and thus, we take these values as an estimate of the average viscosity over the lower crust (15-30 km; grey boxes in Figure 4 ). The estimates from the postseismic relaxation studies must be considered lower bounds because of the short time span (<40 years) over which relaxation has been analyzed. Nonetheless, analyses of paleolake shorelines in Tibet provide lower bounds for long-term viscosities similar to those estimated from postseismic relaxation in the same region [England et al., 2013; Shi et al., 2015] .
Our analysis indicates that for a heat flow of 80 mW/m 2 the lower crustal viscosities calculated for the andesitic end-member are most consistent with the geodetic data. The andesitic end-member is characterized by ≥80 vol % quartz + feldspar and~13 vol % mica throughout the lower crust, resulting in viscosities that fall within the geodetic constraints. By contrast, the basaltic end-member, which contains~50 vol% quartz + feldspar at 30 km depth, is characterized by viscosities ≥10 There are at least two additional effects on viscosity that may influence our conclusion that the andesitic end-member is most consistent with the geodetic estimates: (1) the role of strain localization and (2) the presence of melt.
Our viscosity estimates are based on a uniform crustal strain rate of 10 À14 s
À1
. In reality, deformation is often localized in shear zones within the lower crust [e.g., Bürgmann and Dresen, 2008; Behr and Platt, 2012] where local strain rates would be much higher. For example, if tectonic displacement rates are accommodated over a 1 km shear zone instead of a 100 km wide deforming region, the local strain rate would be~10 À12 s À1 instead of~10 À14 s À1 and the predicted viscosity for both end-member compositions decrease by more than an order of magnitude (Figure 4c ). For the more rapid strain rate, the predicted viscosity for the basaltic end-member is similar to the geodetic constraints. However, the geodetic estimates of strain rate are constrained from measurements made over crustal length scales, implying that the geodetic measurements would span both regions of high strain rate, as well as intervening regions of low strain rate (<10 À14 s
). The viscosity averaged across the geodetic baseline would therefore be significantly higher than that of the individual shear zones because the geodetically determined regional strain rate is lower than the strain rate in the shear zones [cf. Mehl and Hirth, 2008] . Thus, viscosities calculated for high strain rate shear zones cannot be directly compared with viscosities inferred from the geodetic data.
Second, at high temperatures and pressures the breakdown of hydrous phases may lead to partial melting of the lower crust. Specifically, along the 80 mW/m 2 this occurs at depths greater than 32 and 35 for the basaltic . Grey region denotes independent viscosity constraints from postseismic relaxation and isostatic rebound [Thatcher and Pollitz, 2008] . (c) Aggregate viscosity as a function of strain rate for both end-member compositions at~30 km depth on an 80 mW/m 2 geotherm (690°C and 0.8 GPa).
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and andesitic end-members, respectively (Figures 2c and 2d) . However, the geodetic constraints come from regions where crustal thickness is~30 km [Thatcher and Pollitz, 2008] -thus, the breakdown of hydrous phases is unlikely to influence our comparison with the geodetic constraints. These effects could be more important in compressional regions (e.g., Tibet) where crustal thickness is much greater.
Conclusion
Our analysis of aggregate viscosities for end-member compositions of lower continental crust shows that andesitic crust is~1 order of magnitude less viscous than basaltic crust. Further, our calculations indicate that the viscosity of the andesitic end-member is more consistent with geodetic estimates from postglacial isostatic rebound, postseismic relaxation, and paleolake shoreline deflection, particularly when hydrous phases are present. Our calculations also suggest that the aggregate viscosity of the andesitic composition (which consists of quartz, feldspar, and mafic phases) is similar to that of feldspar, justifying the use of feldspar in most geodynamic models of the lower crust.
