Abstract
Introduction
Data hiding technique is a new kind of secret communication technology. While cryptography scrambles the message so that it can't be understood, steganography hides the data so that it can't be observed. In this paper, we discuss about a new decomposition method for classical LSB data-hiding technique, in order to make the technique more secure and hence less predictable. We generate a new set of (virtual) bit planes using our decomposition technique and embed data bit in these bit planes.
Fibonacci LSB Data Hiding Technique
The aim of this particular technique (proposed by Battisti et al) is to investigate decomposition into different bit-planes, based on Fibonacci-p-sequences,
and embed a secret message-bit into a pixel if it passes the Zeckendorf condition, then during extraction, follow the reverse procedure.
A Generalized LSB Data Hiding and the Prime Decomposition Technique Figure 1. Generalized data-hiding technique
If we have k-bit cover image, only k bit-planes are available to embed secret data. Distortion increases exponentially with increasing bit-plane, it becomes impossible to embed data in higher bit-planes. So, our primary target here is to increase the total number of available (and embeddable) bit planes without much distortion. To do this, we try to find a function f that increases the number of bit-planes (for a k-bit image) from k to n, k n ≥ , by converting to some other binary number system with different weights, ensuring that number of bits taken to represent the same pixel is greater than that of classical binary (these extra bit-planes are referred to as virtual bit-planes), also ensuring less abrupt change in pixel value with increasing bit plane. It allows higher (virtual) bit planes to be used to embed data with much less distortion. Figures1 and 2 explain this concept. We define a number system by defining: 
decimal. Also, we may have more than one representation for the same number in our number system, we must be able to eliminate this redundancy and represent one number uniquely. We use the following strategy -from multiple representations of the same value, choose the one with lexicographical highest value, discard all others. For classical binary number system, we have, 2 . Moreover, we must ensure that the function f must be injective, i.e., invertible, otherwise we shall not be able to extract the embedded message precisely.
Number System Using Fibonacci p-Sequence Decomposition
The weight function proposed by Battisti et al Fibonacci (1-sequence) decomposition for 8-bit image yielding 12 virtual bit-planes.
Proposed Prime Number Decomposition
We define a new number system, denoted as (.)) , 2 ( P , where the weight function (.) P is defined as:
Since the weight function here is composed of prime numbers, we name this number system as prime number system and the decomposition as prime decomposition. If any value has more than one representation in this number system, we always take the lexicographically highest of them, to assert invertible property. (e.g., the number 3 has 2 different representations in 3-bit prime number system, namely, 100 and 011, since we have,
But 100 is lexicographically (from left to right) higher than 011, we choose 100 to be valid representation for 3 in our prime number system and thus discard 011 as an invalid representation. 
Now, we embed a secret data bit into a (virtual) bitplane by simply replacing the corresponding bit by the data bit, only if we find that after embedding the resulting representation is a valid representation in our number system, otherwise we don't embed, just skip. This is only to guarantee the existence of the inverse function and correctness for extraction of our secret embedded message bit. 
Embedding Algorithm
First we find the set of all prime numbers that are required to decompose a pixel value in a k-bit coverimage, i.e., we need to find a number Ν ∈ n such that all possible pixel values in the range ]
can be represented using first n primes in our n-bit prime number system, so that we get 'n' virtual bit-planes after decomposition. After finding the primes, we create a map of k-bit (classical binary decomposition) to n-bit numbers (prime decomposition), k n > , marking all the valid representations in our prime number system.
For an 8-bit image, part of pixel value vs. prime decomposition map is shown in Figure 5 .
Figure-5. Prime decomposition for 8-bit image yielding 15 virtual bit-planes
Next, for each pixel of cover image choose a (virtual) bit plane, say p th bit-plane ) ( n p < , embed secret data bit into that particular bit plane, by replacing the corresponding bit by the data bit, iff we find that after embedding the data bit, the resulting sequence is a valid representation in n-bit prime number system, i.e., exists in the map. After embedding the secret message bit, we convert the resultant sequence in prime number system back to its value (in classical binary number system) and get our stego-image. The extraction algorithm is exactly the reverse. From stego-image, we convert each pixel with embedded data bit to its corresponding prime decomposition and from p th bit-plane extract secret message bit. Combine all bits to get the secret message. , it is easy to show (e.g.,
We can easily generalize the above definition of Fibonacci sequence into Fibonacci p-sequence,
, we obtain Fibonacci 1-sequence, as defined above. Similarly, for other values of p, one can easily derive (by similar induction) some exponential lowerbounds, and it is quite obvious that the base of the exponential lower bound will decrease gradually with increasing p. e.g., for p = 2, if α be a positive root of 
. Here, we try to minimize this WMSE (hence WSE) and maximize the corresponding PSNR, where
log 10 3.6.1. Proposed Prime Decomposition generates More (virtual) Bit-planes Using Classical binary decomposition, for a k-bit cover image, we get only k bit-planes per pixel, where we can embed our secret data bit. Now, we have, :
we have,
p . So, using same number of bits it is possible to represent more numbers in case of prime decomposition than in case of Fibonacci psequence decomposition, when number of bits is greater than some threshold. This in turn implies that number of (virtual) bit-planes generated in case of prime decomposition will be eventually (after some n) more than the corresponding number of (virtual) bitplanes generated by Fibonacci p-Sequence decomposition. Figure 6 illustrates this claim.
Prime Decomposition gives less distortion in higher bit-planes
Here we assume the secret message length (in bits) is same as image size, for evaluation of our test-statistics. For message with different length, the same can similarly be derived in a straight-forward manner. In case of our Prime Decomposition, WMSE for embedding secret message bit only in th l (virtual) bitplane of each pixel (after expressing a pixel in our prime number system, using prime decomposition Obviously, the Fibonacci-p-sequence decomposition, despite being better than classical binary decomposition, is still exponential and causes muchmore distortion in the higher bit-planes, than our prime decomposition, in which case WMSE is polynomial (and not exponential!) in nature. The plot shown in Figure- 
Experiment Results
We have, as input, an 8-bit gray-level cover image of Lena. Secret message length = cover image size, (message string 'sandipan' repeated multiple times to fill the cover image size).The secret message bits are embedded in chosen bit-plane 'p'. The test message is hidden into the chosen bit-plane using the classical binary (LSB) technique, Fibonacci (1-sequence) decomposition and Prime decomposition technique separately and compared. Results of embedding data in different bitplanes using different data-hiding techniques Figure 7 illustrates that we get 8, 12 and 15 (virtual) bit-planes using classical LSB, Fibonacci and Prime decomposition data-hiding technique respectively (highest 15 virtual bit-planes for Prime). Data-hiding technique using the prime decomposition has a better performance than that of Fibonacci decomposition, the later being more efficient than classical binary decomposition, when judged in terms of embedding secret data bit into higher bit-planes causing least distortion, thereby least chance of being detected. To embed in more than one virtual bit-plane, one may use variable depth embedding [2] .
Conclusions
This paper presented very simple method of data hiding technique using prime numbers. It is shown (both theoretically and experimentally) that the data-hiding technique using prime decomposition outperforms the famous LSB data hiding technique using classical binary decomposition, and that using Fibonacci psequence decomposition. We have experimented using the famous Lena image, but since our theoretical derivation illustrates that the test-statistic value (WMSE, PSNR) is independent of the probability mass function of the gray levels of the input image, the (worst-case) results will be similar if we use any graylevel image as input, instead of the Lena image.
