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Abstract
A common workflow for many engineering design problems requires
the evaluation of the design system to be investigated under a range of
conditions. These conditions usually involve a combination of several pa-
rameters. To perform a complete evaluation of a single candidate config-
uration, it may be necessary to perform hundreds to thousands of simula-
tions. This can be computationally very expensive, particularly if several
configurations need to be evaluated, as in the case of the mathematical
optimization of a design problem. Although the simulations are extremely
complex, generally, there is a high degree of redundancy in them, as many
of the cases vary only slightly from one another. This redundancy can be
exploited by omitting some simulations that are uninformative, thereby
reducing the number of simulations required to obtain a reasonable ap-
proximation of the complete system. The decision of which simulations
are useful is made through the use of machine learning techniques, which
allow us to estimate the results of “yet-to-be-performed” simulations from
the ones that are already performed. In this study, we present the results
of one such technique, namely active learning, to provide an approximate
result of an entire offshore riser design simulation portfolio from a subset
that is 80% smaller than the original one. These results are expected to
facilitate a significant speed-up in the offshore riser design.
1 Introduction
Modern engineering designs place a significant emphasis in simulation tech-
niques in order to estimate the behavior of a given system under a wide variety
of circumstances. Simulating all the relevant conditions the system would be
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subject to, prior to experiments or deployment, is the ultimate goal. Advances
in computing power have allowed the routine use of finite element and finite vol-
ume simulations for a range of applications, even with modest computational
resources. Nevertheless, it can still be challenging to run multiple simulations
on a limited time horizon.
Many engineering design problems require the simulation of the system under
a range of boundary conditions, referred in some contexts as loading conditions,
which can depend on more than one parameter. For example, to explore the
design of a Y-junction mixer, we may need to investigate the junction behavior as
a function of flow rates in both inlets. This requires simulations to be performed
for combinations of parameters covering the region of interest for the two flow
rates; for each combination, a computational fluid dynamics (CFD) calculation
needs to be performed, which in itself is extremely expensive. This implies
that a full exploration of both parameters can be seriously challenging, if not
prohibitively expensive.
In recent years there has been increasing interest in combining machine learn-
ing techniques with traditional engineering techniques , such as physical simu-
lation and mathematical optimization. One of the focus point for this nexus of
techniques has been the exploration of large parameters spaces in search for rare
or counter-intuitive optimal configurations. Reviews for applications of machine
learning in engineering design[21, 13] and material design [8] exemplify .
With regard to using machine learning to explore parameter spaces in a
computationally inexpensive manner, two notable examples can be cited. Pe-
terson et al. [17] used Random Forest regression trained over a set of 60,000
simulations sampled with Latin hypercube. They created a model capable of
exploring the parameter space of inertial confinement fusion targets and found
optimal, albeit counter-intuitive configurations through optimization. Faber et
al. [3] used ridge kernel regression to compute the formation energies of 2 mil-
lion crystals from density functional theory simulations, starting from a subset
of 10,000 simulations. However, this in itself would be extremely challenging if
the simulations are required for every material.
For the design of off-shore oil risers in ultradeep-water conditions investi-
gated in this study, most of the mechanical loading is defined by (i) the sea
currents in the installation region of the riser, (ii) the sea waves that impact the
floating unit to which the riser is attached. Sea currents may change through-
out the year, and hence, several currents must therefore be investigated. There
is no simple way to specifying all possible currents a riser will be subject to,
therefore using a list of historically observed currents is necessary. Similarly, it
is necessary to specify a list of waves using historical and meteorological data.
For this scenario, the loading cases are constructed as lists of combinations
of sea currents and waves, which are defined by several parameters, such as
speed and direction of water at several depths, for currents, and amplitude,
direction, and frequency in the case of waves. Many of these combinations may
be redundant because the mechanical tensions in the riser (the output from
the analyses) of many of these simulations can be estimated from the results
of other simulations. Therefore, we seek to investigate a more efficient way to
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search the parameter space by avoiding the execution of redundant simulations.
The challenge here lies in finding the most informative cases, which allow for a
rapid convergence of the prediction of the remainder of the list.
A subject of considerable interest in this field is how to enable the mathe-
matical optimization of the riser, while investigating the widest range of loading
conditions. This would require executing all simulations for each configuration
generated by the optimization procedure. Currently, very often, this is pro-
hibitively expensive, owing to the very high execution time required to run all
the simulations. One compromise is to enable the use of optimization is to hand-
pick the loading cases to be run during the optimization. If a critical loading
case is not added to the optimization, the optimized design may fail during a
later validation phase, and this would require restarting the entire optimization
process.
A viable alternative to run all simulations is to dynamically choose the most
informative simulations, and infer the results of the cases that are not executed.
This combination would allow us to indirectly use the full portfolio without the
associated cost, thereby circumventing the limitations presented by manually
choosing a smaller portfolio. Active learning is the technique we demonstrate
here to perform such an inference and choice process [19]. It is a sub-field
of machine learning, in which the learning algorithm supports or dictates the
sampling decisions for further data, dealing with both labeled and unlabeled
data.
In the parlance of active learning, the simulation portfolio represents a pool
of “unlabeled” data, in which the simulations results have yet to be calculated,
which must be “queried.” Each query represents an expensive operation,i.e.,
running a simulation, which we want to use as sparingly as possible in order to
save costs. To achieve the same, we need to find an intelligent way to sample
the “yet-to-be-run” simulations in the pool. We also wish to demonstrate that
the improvements are not merely a result of having more points available to
estimate the un-run simulations, thereby showing that a good query criterion
improves the convergence of the regression.
The rest of this paper is structured as follows: In Section 2, we present the
basic theory of active learning, including the concepts of pool-based learning,
Gaussian-process regression and uncertainty Sampling. In Section 3, we present
the offshore Riser design problem, including the most common riser configu-
ration and the definitions of currents and waves. We conclude this section by
discussing how to prepare the data to be used in the regression. In Section 4,
we present the results for the active learning selection for each of the variables
of interest separately and for all of them combined. Finally, in Section 5, we
present a perspective of the work and some closing remarks.
2 Active Learning
The classical problem of active learning is designed to solve with is how to
perform data acquisition in which the labeling process might be expensive, slow
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or complex. A comprehensive literature survey can be found in Settles [19], on
which this work is based. In the active learning problem there are four main
components, namely (i) the labeled training set, (ii) the machine learning model,
(iii) the unlabeled pool/unexplored space and (iv) the “oracle”.
The machine learning model performs some form of supervised learning over
an initially labeled dataset, which is the training set. The trained model is
used to predict the results of some desired variable,i.e., the label(s), over the
unlabeled pool which can then be searched to produce a query candidate to be
sent to the oracle. The oracle returns the exact label label of the queried point,
which can be then added to the labeled set, and therefore, used to augment the
traning data. This cycle repeats itself.
In the context of engineering design, the points represent parameters in
some variable space that determine either the design variables or, in our case,
the boundary conditions, which the system is subject to. The role of the oracle
is performed by the simulation software, in which the boundary conditions are
input. The software, in turn, returns the resulting mechanical loads. The labels
themselves are the results of the simulation, which in the case of our problem
are not labels in the sense of classification problems, but rather target variable
values as in regression problems. Finally, the un-labelled pool is the list of yet-
to-be-run simulations. A complete diagram of the active learning loop can be
seen in Figure 1.
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Figure 1: Schematic of the active learning loop. The components of the active
learning are the ’labeled pool’, or dataset, of size n (Dn), ’Unlabeled pool’ (U),
the machine learning model and the Oracle. The physics solver fulfills the role
of ’Oracle’ in the active learning literature. Picture of the physics solver is from
the program Anflex [11] for analysis of rigid and flexible risers
The initial training set can be formed by randomly selecting cases from the
complete list or by running simulations sampled by some type of a “design
of experiment”, for example, the Latin Hypercube sampling [10]. This cycle
allows us to sequentially run the simulations in such a way that the quality of
the predictions of the yet-to-be-run simulations (unlabeled pool) is maximized.
To be able to predict the value of the labels over the un-labeled pool, we need a
machine learning model to perform the regression over those points, which we
apply Gaussian process regression.
2.1 Gaussian Processes Regression
Gaussian Process regression [18] is an efficient technique for interpolations
that approach arbitrary functions, while providing estimations for both the func-
tion and the uncertainty in such estimation. In the context of active learning,
the ability to provide easy estimations of uncertainty is particularly useful, as
will be discussed in Section 2.2. In this study, Gaussian process regression per-
forms the role of the machine learning model in the active learning procedure.
The Gaussian process regression expresses the problem of estimating the
function value by assuming that the objective function is drawn from a Gaus-
sian process. This means that the distribution over any set of values of the
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function on n points Dn = {f(x1), f(x2), ..., f(xn)}, is a joint multivariate nor-
mal distribution, N (µn,Σn). The mean vector and covariance matrix defined
as (µn)k = m(xk) = m(x)k and (Σn)ij = k(X,X)ij = k(xi,xj), respectively.
The function m(x) is the mean, and k(x,x′) the covariance of the Gaussian pro-
cess. The statement that f(x) is modeled by the Gaussian Process is written
as f(x) ∼ GP(m(x), k(x,x′)).
The Gaussian process for regression is performed by computing the con-
ditional probability, P (f(x)|Dn), of the value of a point f(x) given the value
of the previous n points, Dn. The conditional probability is itself a normal
distribution; its parameters are given by
f(x)|Dn ∼ N (µ∗n(x), σ∗n(x)) (1)
µ∗n(x) = m(x) + k(x,X)k(X,X)
−1(Y −m(X)) (2)
σ∗n(x) = k(x,x)− k(x,X)k(X,X)−1k(X,x) (3)
where Y is the vector of observed evaluations, Yk = f(xk), or Yk = f(xk) + k
in the case of noisy evaluations with iid noise, k ∼ N (0, σ2); k(X,x) is a
column vector in k(X,x)k = k(xk,x); k(x,X) is the transpose vector; given
the covariance k used to model the objective function, k(X,X) = Σn is the
covariance matrix associated with dataset Dn. The quality of the interpolation
practically depends on the choice between the functions m and k in encoding the
assumption on the behavior, especially the smoothness of the modeled function,
f(x).
The covariance alone , is very often, sufficiently powerful to model the entire
function; hence, a common choice is to set m(x) = 0. Nonetheless, the choice
of covariance function k(x,x′) cannot be avoided and constitutes one of the
modeling building blocks for the Gaussian process regression, and consequently,
the success of the active learning process.
For Gaussian Process Regression, training approximately corresponds to
computing the product k(x,X)k(X,X)−1. For other machine learning mod-
els this could correspond to the gradient descent procedure, as is the case of
neural networks, or any other training procedure. The key idea is to train over
the set of points that have been already labeled, i.e. the points over which the
simulation have already been run.
Gaussian Process regression is particularly effective in cases where the num-
ber of points to be used in the training set is small or limited, under which
most learning algorithms struggle. Because the goal of accelerating engineering
design by selecting most informative simulations entails having the fewest sim-
ulation available for regression, it is reasonable to use the most efficient method
available. One of the main limitations of Gaussian Process regression, owing to
its being an intrinsically non-parametric learning method, is the sharp rise in
computational cost as the number of training points increases. However, this is
not a problem in our case.
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2.2 Uncertainty Sampling
Once the model is trained, it can be used to predict the values of the results of
the physics simulations, i.e. to perform inference of the labels, over the unlabeled
pool of possible yet-to-be-run cases. Each inference produces a prediction of the
value of the physical variable computed by the physics solver in addition to an
implied uncertainty. This uncertainty express, from a Bayesian point of view,
a confidence interval for the predicted variables. This entails the amount of
information that can be gained by running the respective simulation.
To produce a candidate query, one must choose at least one candidate from
the unlabeled set U , which essentially amounts to optimizing some selection
criterion over the set U .
A very simple and commonly used query criterion is called “uncertainty
sampling” [7], in which the inferred uncertainty by the machine learning model
is used as the objective function to optimize, which is a form of Information-
Based Objective Function, as described in the seminal work by MacKay[9].
Therefore, for our finite dataset U , the optimal query amounts to finding the
point to be queried with the maximum inferred uncertainty x∗us:
x∗us = argmaxxi∈U σn(xi) (4)
For classification problems, alternative objective functions may include clas-
sification entropy [20] which is a measure of information, to encode a given
distribution from the data already available. If a significant amount of informa-
tion is not required to encode a new case from the old ones, the new case may
not be very informative if it were to be acquired. In this study, we only used
uncertainty sampling, which is elaborated in Section 4.
3 Methodology
To demonstrate the effectiveness of the loading case selection we ran the
procedure on a reference dataset, in which all simulations were run and the
active learning loop was executed. The difference between predicted and exact
values in the unlabeled set U was computed at each iteration. With the exact
values, it is possible to compute how the implied uncertainty, represented by
the predicted standard deviation, relates to the error of the machine learning
prediction. If it were possible to bound the error by a function of the implied
uncertainty, we can deduce that it is possible to omit simulation as long as the
error is kept under control.
In Section 3.1 we will discuss the physical system used as an example in
this study, which is a Steel Lazy Wave Riser (SLWR) in a ultra-deep water
environment, including references for the definitions of the physical variables of
interest and the physics solver used to produce the simulation data. In Section
3.3, we will present details on how the input parameters for the simulations were
defined, including how sea currents and waves are parametrized.
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Next, it is essential to format the data to be used in the machine learning
in such a way that the feature vectors x and target labels y can be fed to
the model. The feature vectors’ x component are, mostly, normalized input
parameters, and we present the normalization used in this work in Section 3.4.
Targets are also normalized for some of the variables, details will be discussed
in Section 4.
3.1 Steel Lazy Wave Risers
In this study, we apply active learning to the design of production riser
in a SLWR configuration. Production risers are pipes, which can be rigid or
flexible, used to flow oil and gas from the wellhead to the floating unit. There
are multiple possible deployable configurations (Figure 2), and the decision as
to which one fits best is based on water depth, environmental conditions and
determined by waves and currents, as well as cost.
The simplest and easiest to deploy is the free hanging catenary, in which the
risers are simply attached to the floating unit at one end and to the wellhead at
the opposite end without any buoys. As the water depth increases and the envi-
ronmental conditions get harsher, this configuration may no longer be feasible.
This is because the mechanical stresses increase and lead to structural prob-
lems, such as buckling in the region where the riser touches the seabed, known
as the touchdown zone (TDZ). Studies indicate [6] that the riser configuration
that include buoyancy elements, e.g., SLWR, have milder stresses than those
without buoyancy, e.g., free hanging catenary. Therefore, configurations such
as the SLWR are more suitable for deployment in conditions found in ultra-deep
waters.
Figure 2: Riser configurations, taken from Cardoso et al.[1] adapted from
Clausen and D’Souza[2].
The SLWR configuration (Figure 3) is defined mainly by the top angle (θtop),
the length of the top segment (L1), the middle segment where the buoys are
located (L2), the bottom length (L3) and the buoys’ dimensions, such as their
length (Lf ), diameter (Df ) and inter-buoy spacing (SP ). In order for a con-
figuration to be considered feasible, it must keep key mechanical stress metrics
under control in a variety of different environmental conditions.
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Figure 3: SLWR configuration
To assess the behavior of the riser under these conditions, in principle, sim-
ulations must be run for each of the possible combination of waves and currents
that are on record. The currents and waves investigated in the riser design are
specified by historical data and are not controllable by the engineers responsible
for the project, which motivates the application of pool-based active learning
to this problem. The number of combinations of waves and currents can exceed
1000 finite element analysis.
Specifically, the case presented on this paper is a SLWR deployed in a
location with a water depth of 2200 m and the horizontal distance between the
connections on the floating unit to the connection on the wellhead is 3001 m.
The riser studied is composed of rigid pipes with properties described on table
1:
Inner diameter 0.35560 m
Outer diameter 0.43560 m
Coating Thickness 0.048 m
Young’s modulus 207 GPa
Density 7919 kg/m3
Yield strength 404.16 MPa
Tensile strength 483.84 MPa
Table 1: Pipe properties
3.2 Configurations
Each unlabeled pool is generated from a riser configuration by performing a
series of simulation with varying loading conditions. For the same loading condi-
tion, different riser configurations perform differently, which therefore allows us
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to explore how dependency on the particular configuration affects performance
of the active learning loop. Using the parameters shown in Figure 3, the Risers
we used to generate the data are described in Table 2:
Param. Conf. 0 Conf. 1 Conf. 2 Conf. 3 Conf. 4 Conf. 5
θtop(
o) 7.0 7.919 7.923 7.997 7.989 8.000
L3(m) 1421.500 1019.069 973.240 676.622 855.062 108.000
L2(m) 828.000 463.364 502.765 541.291 563.301 991.379
L1(m) 2325.000 2238.995 2265.995 2252.889 2347.458 2480.278
Df (m) 2.400 2.788 2.808 2.795 2.838 3.000
Lf (m) 3.000 2.585 2.564 2.437 2.538 2.293
SP (m) 12.000 12.897 12.925 13.300 13.439 14.647
Table 2: Parameters characterizing the Riser Configurations utilized.
3.3 Loading Cases
Loading cases are used to establish the environmental impacts on the risers
and are therefore, vital to the accuracy of the simulations. A loading case is
a combination of a current and a wave, which defines one of the states to be
studied. For a study to be representative of a real deployed case, it should
contain information from the location where the riser is to be deployed, and
the results, such as mechanical stresses and norm factors, should all be under a
safety criteria or material limits.
3.3.1 Currents
Currents are defined by the velocity profile over the water depth, as shown in
Figure 4. The velocity profile is expressed discretely and three main attributes
must be defined, namely the water depth of each step of the discretization, and
the corresponding direction and magnitude of the water velocity. An example
of a sea current is shown in Figure 4, and the actual data defining a current is
given in Table 2. For the purpose of this work, currents are considered as static
loads, which do not vary during the simulation.
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Depth (m) Velocity (m/s) Direction Angle (θ)
0 0.46 SW 225o
50 0.46 SW 225o
100 0.46 SW 225o
150 0.42 SW 225o
200 0.40 SW 225o
250 0.39 WSW 247.5o
300 0.39 WSW 247.5o
350 0.37 W 270o
375 0.36 W 270o
800 0.41 NW 315o
1200 0.32 NW 315o
1600 0.20 NW 315o
2000 0.20 N 0o
2200 0.20 N 0o
Table 3: Example table defining a current
Figure 4: Illustrative representation of a current velocity profile
3.3.2 Waves
Oceanic waves on the surface are usually irregular, varying in length, di-
rection, and height. To model such behavior, waves are treated as stochastic
process with a parametrized spectrum. One of the most frequently used spectra
for modeling is the Joint North Sea Wave Observation Project (JONSWAP)
model [5]. The power spectrum of the wave in this model is defined as:
11
S(ω) =
αg2
ω5
exp
[
−5
4
(ωp
ω
)4]
γr (5)
r = exp
[
− (ω − ωp)
2
2σ2ω2p
]
(6)
This model has free parameters given by a base coefficient α, dominant an-
gular frequency ωp, secondary base γ and secondary width σ, along the direction
θ from which the wave is traveling from. γ is sometimes called the enhancement
factor.
In this study, the waves were defined by inserting five main properties: the
wave’s height, period, direction and spectrum. With this information, the simu-
lation algorithm is capable of calculating the spectrum coefficients. An example
of a set of wave parameters is shown in table 4:
Height (m) Period (s) Azimuth (θaz) α γ
1.70 4 180o 0.037856 3.240175
Table 4: Example table defining a wave, which are the height H, dominant
period Tp, azimuthal angle θ, and power spectrum parameters α and γ
3.3.3 Target Variables
The result of the simulation of the riser dynamics are two sets of variables
related to the mechanical tension of the riser during the simulation. The first
variable is the maximum Axial tension (FX) on the top of the riser over the
course of the simulation. This variable is meant to be negative denoting the
fact that the riser should always pulls down on the floating unit.
The second variable returned by the simulation was the maximum normal-
ized tension, named DNVUF-201, along the entire riser, computed over the
course of the simulation. The pipe elements are subjected to bending moment
and effective tension; these were used to define a variable called “DNV Utiliza-
tion Factor 201” (DNVUF-201), which a combined loading criteria defined by
the offshore standard DNVGL-ST-F201 [4] as follows:

γSCγm
 |Md|
Mk
√
1−
(
pi − p0
pb
)2
+
(
Te
Tk
)2+ (pi − po
pb
)2
if pi > po
(γSCγm)
2

[
|Md|
Mk
+
(
Te
Tk
)2]2
+
(
po − pmin
pc
)2 if pi ≤ po
(7)
where γSC = material safety class factor, γm = material resistance factor,
Md = bending moment, Mk = plastic bending moment, Te = effective tension,
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Tk = plastic axial force, pi = internal pressure, po = external pressure, pb =
burst pressure (for pi > po), pc = collapse pressure (for pi < po) and pmin =
minimum internal pressure. In a proper installation, in which no excessive
tension is applied to the riser, it is expected that the maximum of DNVUF-201
satisfies max DNVUF-201 ≤ 1 over the entire riser length during the entire
simulation, for all different loading cases.
3.4 Data-Formatting
To feed the machine learning model, the data must be in an appropriate
format for use in Gaussian process regression. To compute the covariance values
using a standard kernel, such as Gaussian or Mate`rn kernels, categorical features
must be converted into some form of real variable value. In our case, the major
transformation was to convert compass direction into angular information, and
then into horizontal and vertical components of a vector.
The target variables for these simulations are the values of the DNVUF-201
and the value of FX axial force at the top section of the riser, where the pipe
connects to the floating unit. To this end, we normalized the FX variables over
the dataset Dn, meaning that we repeated the normalization at each iteration of
the active learning process. In doing so we only used the data of the simulations
that would have been performed for normalization.
We did not normalize the DNVUF-201 for the end case. Normalizing the
data either through computing its logarithm or through typical mean subtrac-
tion and standard deviation normalization did not improve the performance of
the active learning algorithm and hence, was not considered.
3.4.1 Currents and Waves
As mentioned previously, currents are defined by specifying their velocity
field at different depths. In its original form, the data format cannot be eas-
ily processed by a machine learning model. To address this shortcoming, we
transformed the information in the table into a single array that contained the
information from all three columns. For vector fields, it is natural to use the
L2-norm to compute the similarity of two fields. A sea current is a vector field
u : [a, b] → R2, which defines the x and y components of the water velocity at
each depth.
For a velocity field that is specified on a set of nodes {x0, x1, ..., xn} ⊂ [a, b],
in which ui = u(xi), it is possible to approximate the L2-norm of the velocity
vector u by a Riemann sum as:
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∫ b
a
||u(x)||2dx ≈
n−1∑
i=0
1
2
(xi+1 − xi)(||u2i ||+ ||u2i+1||) = (8)
=
∣∣∣∣∣
∣∣∣∣∣
√
x1 − x0
2
u0
∣∣∣∣∣
∣∣∣∣∣
2
+
n−1∑
i=1
∣∣∣∣∣
∣∣∣∣∣
√
xi+1 − xi−1
2
ui
∣∣∣∣∣
∣∣∣∣∣
2
+
∣∣∣∣∣
∣∣∣∣∣
√
xn − xn−1
2
un
∣∣∣∣∣
∣∣∣∣∣
2
=
n∑
i=0
||vi||2
Equation (8) presents a natural way to re-write the information contained
in tables such as in Table 3. Compass points are converted into angles θ, and
then horizontal and vertical components of the velocity field are computed as
ux = u cos θ and uy = u sin θ, respectively, where u in the absolute value of
the velocity, as informed by the column “velocity”. Then, it is necessary to
re-scale the velocity components according to the coefficients in Equation (8).
This allow to define x and y values for velocity components at different depths,
i.e. {vx0, vx50, vx100, ..., vx2200} and {vy0, vy50, vy100, ..., vy2200}. As in our
case, all currents are specified at the same depths, the information about the
depth itself can be made purely positional, thereby allowing the first column to
be suppressed after the re-scaling has been performed.
The set {vx0, vx50, ..., vx2200, vy0, vy50, ..., vy2200} comprises the sea cur-
rent contribution to the feature vector utilized in the training and inference
steps for each of the loading cases. The values obtained for the current feature
vectors were further normalized to make the means zero and standard deviations
unitary over the set of loading conditions.
As mentioned in Section 3.3.2, the waves were defined by the JONSWAP
model parameters. An example wave can be seen in Table 3. The dominant
angular frequency is computed as ωp = 2pi/Tp. To prepare the data for the
machine learning model, we absorbed the direction information by multiplying
by coefficient α as follows: αx = α cos θaz and αy = α sin θaz. The remaining
parameters are used without any modification. Therefore, the feature vector
components related to the sea wave were {αx, αy, σ, γ, ωp}.
3.5 Implementation details
To produce the base data comprising the results of the mechanical response
of the risers to the several sea current and waves cases, we utilized the Anflex
simulation software [11]. Anflex is a computational program for nonlinear, both
static and dynamic analysis of risers based on the Finite Element Method.
The active learning loop, including the pre-processing of the simulation pa-
rameters to turn them into proper feature vectors, was written using a com-
bination of the numpy [12], pandas [14, 22] and scikit-learn [15] opensource
python libraries. An example dataset, together with Jupyter notebooks [16]
that implement the active learning procedure are available in the url: https:
//git.tecgraf.puc-rio.br/jhelsas/active-learning-loading-case-selection
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The kernel function utilized was a pure Gaussian, in which the width and
the constant coefficient are available for the library to optimize over the training
set. The errors were computed after transforming the data back to the original
normalization of the data, instead of using the normalized data.
The dataset as a whole was comprised of 526 simulations for 6 different riser
configuration. The feature vector for each loading case was had 33 components,
5 coming from the definition of the wave and 28 coming from the definition of the
current. There were 6 target variables that models were trained to predict, which
correspond to the DNVUF-201 and FX variables for each loading condition. The
training dataset increases along the active learning loop, starting at 25 elements
and going up to 325 elements. The test dataset, which is the unlabeled set U ,
shrinks from 501 elements to 201 elements.
4 Results
We divide the results in two case studies. In Section 4.1 we present an
investigation of the case, in which the uncertainty and selection is done for each
target variable separately. Next, in Section 4.2, we present the case in which
one selection was performed for all variables simultaneously and the uncertainty
was computed jointly for all variables. The second case was more reflective of
reality, because the simulation returns more than one variable of interest..
Finally, in Section 4.3, we present our investigation on whether the conver-
gence was on account of a smart choice from the unlabeled dataset or was only
an volume effect owing to the number of simulations run. To do so we compared
the measures of error with those of the case, in which the sampling was purely
random and therefore, did not have any contribution from the uncertainty sam-
pling component.
For a single variable k, the machine learning model predicts µkn(xi), σ
k
n(xi)
for xi ∈ U which have several uncertainties, one for each physical quantity
returned by the simulation. To be able to perform an uncertainty sampling, a
single variable must be chosen to represent the quantity being optimized. In
principle, all variables can be potential candidates. This poses a difficulty in
extending the sampling procedure to more than one variable.
Therefore, instead of attempting some sort of multi-objective optimization,
we computed the simplest variable that aggregate the uncertainty from all vari-
ables, i.e., the geometric mean of the uncertainties σ¯n(xi) =
(
ΠKk=0σ
k
n(xi)
)1/K
.
This allowed us to perform regular uncertainty sampling over this averaged
quantity in the same way we would for a regular uncertainty. We demonstrate
in Section 4.2 that this choice did not degrade the performance of the active
learning procedure in converging the regression over the unlabeled dataset U .
We present, in Table 5, a sample of the values of all target variables on U
mentioned in Section 4.2. Here, both the exact and predicted values are shown
side by side. It is clear from Table 5 that it is possible to get reasonably good
approximations to the values of the simulations through the inference process,
which is one of the central tenets of this work.
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DNVUF-201 criterion Empty
Case Exact Predicted Error (Abs.) Error (%) Std.Dev.
42 0.477585 0.496649 0.019063 3.991616 0.016616
121 0.548855 0.528666 0.020189 3.678384 0.014957
167 0.515923 0.539383 0.023460 4.547210 0.016632
181 0.662742 0.637638 0.025104 3.787917 0.018406
250 0.572730 0.592696 0.019966 3.486091 0.015458
312 0.667698 0.665142 0.002556 0.382833 0.015781
331 0.645096 0.644987 0.000109 0.016876 0.015169
343 0.628863 0.623250 0.005613 0.892565 0.012740
394 0.627311 0.620269 0.007043 1.122667 0.012472
399 0.577041 0.601660 0.024619 4.266426 0.015971
FX axial tension Empty
Case Exact Predicted Error (Abs.) Error (%) Std.Dev.
42 -3743.67 -3755.80 12.1212 0.323780 21.1400
121 -2456.17 -2406.77 49.4048 2.011456 37.6659
167 -3179.94 -3113.61 66.3339 2.086011 54.6702
181 -4479.17 -4268.80 210.3750 4.696736 27.6913
250 -4080.17 -3968.35 111.8178 2.740516 50.7698
312 -3540.84 -3589.40 48.5529 1.371224 57.7834
331 -3838.46 -3827.99 10.4802 0.273032 19.4366
343 -4451.07 -4438.07 12.9975 0.292009 31.0689
394 -3156.19 -3217.21 61.0162 1.933222 41.9970
399 -4310.14 -4294.23 15.9168 0.369288 40.3006
Table 5: Comparsion of exact and predicted values for the DNVUF-201 and FX,
jointly sampled together with the other variables, as explained in Section 4.2.
The results are presented for an empty riser interior. The table was extracted
from data, in which Dn was initialized with 25 randomly selected cases and the
active learning loop was then iterated for another 75 times. This took the total
number of points on the “ran simulations” dataset Dn to 100 points.
To quantify the quality of the approximation and measure the speed of con-
vergence, we computed several deviation measures from the data; firstly, we
compared the root mean square (RMS) error against the root mean square im-
plied standard deviation (Std.Dev.) and maximum standard deviation, in which
the averaging process was performed over the yet-to-be run simulations U . If it
was possible to approximate or bound the RMS error, which depends on data
beyond the labeled dataset Dn, by an affine combination of the RMS and max-
imum implied Std.Dev., then controlling the desired error over U was possible
with only the data on the labeled dataset Dn. To fully control the error, it
was also necessary to bound the maximum error over U , using one such affine
combination. Sections 4.1 and 4.2 establish exactly these bounds for the cases,
in which each variable was queried separately, whereas, here, all variables are
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jointly queried.
Although there was some some volume effect allowing for reasonable results,
judicious choice of the query candidate had a significant impact on the overall
quality of the result. To demonstrate this observation, in Section 4.3, we com-
pare the RMS error and Std.Dev. for active sampling and for random sampling.
Ultimately, the amount of time that can be saved in the engineering design is
a function of the uncertainty that can be tolerated in the inference process. If no
error can be tolerated, such as in a critical validation phase, all simulations must
be run. If some error can be tolerated, as is the case in a intermediary step,
it is possible to use the regression process to skip uninformative simulations.
Therefore the potential speedup can only be assessed from the analysis of the
convergence of the inference process.
4.1 Single variable selection
To exemplify and explore the effect of the methodology presented in this
work, we ran the standard uncertainty sampling over the values of DNVUF-201
and FX variables for the three filling cases, namely empty, water and mixture
of water and oil (mean). This provides a baseline case for how active learning
works in our problem. It also allows us to have a reference for the convergence
curves in the simplest case, against which the results presented in Section 4.2
can be compared.
The values we computed were the RMS error RMS,Dn , the maximum er-
ror Max,Dn , and the corresponding implied standard deviations σRMS,Dn and
σMax,Dn over U .
Furthermore, all the results were based on 6 different riser configurations and
n = 33 runs with different seeds for the initial sampling, which we averaged over
to produce the curves. In addition, we computed the 95% confidence intervals,
with each variable being sampled alone. The results can be seen in Figures 5
and 6:
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Figure 5: Measures of deviation for the predictions of DNVUF-201 in relation
n. The left-side plots show DNVRMS,Dn , σ
DNV
RMS,Dn and σ
DNV
Max,Dn . The right-side plots
show DNVMax,Dn against multiples of σ
DNV
Max,Dn . First line refers to empty, the second
to mean and third to Water fillings. The curves correspond to average over all
the seeds and configurations, and shaded areas correspond to 95% confidence
intervals. Sampling was done separately for each variable.
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Figure 6: Measures of deviation for the predictions of FX in relation n. The
left-side plots show FXRMS,Dn , σ
FX
RMS,Dn and σ
FX
Max,Dn . The right-side plots show
FXMax,Dn against multiples of σ
FX
Max,Dn . First line refers to empty, the second to
mean and third to Water fillings. The curves correspond to average over all
the seeds and configurations, and shaded areas correspond to 95% confidence
intervals. Sampling was done separately for each variable.
From the left-side graphs in Figures 5 and 6, we can observe that the
RMS error decreased monotonically, as the number of samples increased. Fur-
thermore, we observe that the RMS error could be reasonably bounded by
DNVRMS,Dn < σ
DNV
RMS,Dn + σ0 with 0.1 ≤ σ0 ≤ 0.15, and DNVMax,Dn < kσDNVMax,Dn for
4.5 ≤ k ≤ 6. For axial tension, FXRMS,Dn ≈ (σFXRMS,Dn + σFXMax,Dn)/2, while being
mostly bounded by σFXMax,Dn . Also 
FX
Max,Dn < kσ
FX
Max,Dn for 6.0 ≤ k ≤ 9.0.
It is also interesting to notice that the confidence intervals for the implied
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Std.Dev. become reasonably tight after 50 to 100 evaluations, implying that the
results produced by the active learning loop are fairly consistent and robust for
different choices of initial sample. This supports the hypothesis of active learning
as producing optimal query sequence to maximize information contained in the
labeled dataset Dn.
Considering reasonable RMS errors DNVRMS,Dn < 0.025 and for Axial Tension
around FXRMS,Dn < 200 N, it is possible to obtain an inference over the entire
unlabeled dataset U with only 100 evaulations, while also keeping the maximum
error DNVMax,Dn < 0.10 and 
FX
Max,Dn < 1000 N, which is a reasonable tolerance in
the context of these simulations.
4.2 Multi-variable aggregate selection
The primary interest, as explained in Section 1, was to be able to run smart
sequential simulations that return multiple results, so that values of all the
variables produced by the simulation can be jointly inferred in the most efficient
way possible. To do so, we adopted the standard uncertainty sampling, using
the geometric mean of the uncertainties of all six target values as uncertainty.
These were the values of DNVUF-201 and FX for the 3 filling cases, empty,
water and mixture of water and oil (mean).
In this case, the error values are done for all variables on a single sampling
sequence, with the points used to compute the inference over the same set U
for all target variables. The results are presented in the same format as in
Section 4.1. However, they represent represent the results of the joint sampling
of all variables. All results were based on nc = 6 different riser configurations
and n = 33 runs with different seeds for the initial sampling, which were then
averaged over to produce the curves and also compute 95% confidence intervals.
The results for this case can be seen in Figures 7 and 8:
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Figure 7: Measures of deviation for the predictions of DNVUF-201 in relation
n. The left-side plots show DNVRMS,Dn , σ
DNV
RMS,Dn and σ
DNV
Max,Dn . The right-side plots
show DNVMax,Dn against multiples of σ
DNV
Max,Dn . First line refers to empty, the second
to mean and third to Water fillings. The curves correspond to average over all
the seeds and configurations, and shaded areas correspond to 95% confidence
intervals. Sampling was done separately for each variable.
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Figure 8: Measures of deviation for the predictions of FX in relation n. The
left-side plots show FXRMS,Dn , σ
FX
RMS,Dn and σ
FX
Max,Dn . The right-side plots show
FXMax,Dn against multiples of σ
FX
Max,Dn . First line refers to empty, the second to
mean and third to Water fillings. The curves correspond to average over all
the seeds and configurations, and shaded areas correspond to 95% confidence
intervals. Sampling was done separately for each variable.
A majority of the results obtained in Section 4.1 remain valid, as can be
seen in Figures 7 and 8. We continue to have the monotonic decay of the RMS
error, and the mostly monotonic decay of the maximum errors. Furthermore, we
continue to have the ability to approximate and bound those errors. In addition,
a majority of the bounds still apply as is in this case, therefore showing that
the performance haven’t been too degraded by changing from querying each
variable separately to querying them together.
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As mentioned in Section 4.1, considering reasonable RMS errors for DNVUF-
201 with only 100 evaulations, while also keeping the maximum error under
control over all yet-to-be run simulations imply that these results represent a
reduction of more than 80% of the number of simulations required, compared
to the total number of simulations, which was 512. If more relaxed tolerances
could be accepted, such as DNVRMS,Dn < 0.04 and 
DNV
RMS,Dn < 400 N , it would be
possible to achieve reductions of up to 90% in the total number of simulations,
while keeping DNVMax,Dn < 0.15 and 
FX
Max,Dn < 1500. Although these criteria
appear to be high, they are not completely unsuitable for a quick analysis,
corresponding to approximately 30% in the worst case scenario.
4.3 Random and Active sampling comparison
To evaluate the impact of optimal querying, we compare the results for jointly
querying all variables together for both uncertainty sampling and for random
sampling. Each random sampling case corresponds an uncertainty sampling
case with the same initial points. At each step, the we randomly sample without
replacement a case from U , otherwise it is the same as described in Section 4.2.
Similar results can be obtained for the sampling performed in Section 4.1. The
results can be seen in Figures 9:
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Figure 9: Measures of deviation for DNVUF-201 and FX predictions in relation
to n. The left-side plots show DNVRMS,Dn and σ
DNV
RMS,Dn for the active learning
and random samplings for DNVUF-201. The right side plots show FXRMS,Dn
and σFXRMS,Dn for the active learning and random samplings for FX. The first
line refers to empty case, while the second and third lines refer to the mixture
and water filled cases. The curves correspond to the average over all the seeds
and configurations, and shaded areas correspond to 95% confidence intervals.
Sampling was performed jointly for all variables.
The most notable feature of the results was that the average error for random
sampling have not only larger RMS,Dn , but much larger spread than the active
learning results. This is not unexpected since it reasonable to consider that an
efficient sampling criteria will be more consistent than random selection. The
much higher spread shows that there was a highly uneven variety of results that
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could be obtained from the randomly sampled points; however, it was not the
case with the uncertainty sampling. This further corroborates the robustness of
the results obtained from uncertainty sampling.
In summary, it is clear that the average error also decreases with the increas-
ing number, and the error per se was acceptable, thus allowing for a reasonable
approximation of U ; however, this result was inferior to that from the uncer-
tainty sampling. This supports the use of direct random sampling or obtaining
some points through a design of experiment, and then feeding them directly
to a machine learning model, as mentioned in Section 1. The decrease in the
RMS error comes purely from an increasing number of evaluations, which is the
volume effect mentioned earlier. To obtain results similar to the ones aimed
at Section 4.2, one would need upwards of 250 evaluations, with is much less
efficient than uncertainty sampling.
5 Conclusions
We validated the application of the technique of active learning in aiding
engineering design of an oil and gas riser, over a set of loading conditions. The
proposed method lowered the execution cost required to acquire a reasonable
picture of the response of the physical system. We showed that it is feasible to
obtain satisfactory results with 80% fewer simulations than that required by the
complete set of cases, thus representing a five-fold reduction in the execution
time.
We validated the methodology by comparing the results of the inference from
the machine learning model against a reference set of performed simulations. We
showed that the RMS and maximum errors can be robustly approximated and
bounded by affine combinations of RMS and maximum implied uncertainty.
This enables the use of the inference to create usable confidence intervals for
the yet-to-be-run simulations, which in turn can be chosen to run or not be run,
thus allowing for the mentioned improvement in design time to take place.
The methodology presented here is agnostic to the origin of the data fed to
the machine learning model; therefore, it is readily applicable to other cases,
in which a range of potentially similar simulation must be run to assess the
behavior of a physical system in the context of a engineering design problem.
The major difference for new cases lies in preparing the input variables that rep-
resent the simulations parameters in a way that is appropriate for the machine
learning model to train and infer.
We also note that classes of engineering design problems, which require ex-
periments to be run instead of simulations, can also be addressed by this method-
ology, because the machine learning model, as mentioned earlier, is agnostic to
the origin of the data, and the objective is to omit certain expensive, complex,
or difficult steps of the design. This step is performed in silico in our case, but
could also be done in a laboratory or in a field system.
The performance can, in principle, be further improved by adjusting the ma-
chine learning model, such as by choosing a better covariance kernel in our case.
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Additionally, parallelization of the sampling could possibly be achieved through
some variation of Thompson sampling, enabling parallel execution of the ac-
tive learning loop. Finally, alternative forms of normalization or assembling the
feature vectors may have additional positive effects on the performance of the
algorithm, and this is currently under investigation by the authors.
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