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Abstrat
Understanding the spae-time features of how a Lévy proess rosses a onstant barrier
for the rst time, and indeed the last time, is a problem whih is entral to many models in
applied probability suh as queueing theory, nanial and atuarial mathematis, optimal
stopping problems, the theory of branhing proesses to name but a few. In [16℄ a new
quintuple law was established for a general Lévy proess at rst passage below a xed
level. In this artile we use the quintuple law to establish a family of related joint laws,
whih we all n-tuple laws, for Lévy proesses, Lévy proesses onditioned to stay positive
and positive self-similar Markov proesses at both rst and last passage over a xed level.
Here the integer n typially ranges from three to seven. Moreover, we look at asymptoti
overshoot and undershoot distributions and relate them to overshoot and undershoot dis-
tributions of positive self-similar Markov proesses issued from the origin. Although the
relation between the n-tuple laws for Lévy proesses and positive self-similar Markov pro-
esses are straightforward thanks to the Lamperti transformation, by inter-playing the
role of a (onditioned) stable proesses as both a (onditioned) Lévy proesses and a pos-
itive self-similar Markov proesses, we obtain a suite of ompletely expliit rst and last
passage identities for so-alled Lamperti-stable Lévy proesses. This leads further to the
introdution of a more general family of Lévy proesses whih we all hypergeometri Lévy
proesses, for whih similar expliit identities may be onsidered.
Key words: Flutuation theory, n-tuple laws, Lévy proess, onditioned Lévy proess, last
passage time, rst passage time, overshoot, undershoot.
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1 Introdution
This paper onerns the joint laws of overshoots and undershoots of Lévy proesses at rst and
last upwards passage times of a onstant boundary leading to new general and explit identities.
We will therefore begin by introduing some neessary but standard notation.
In the sequel X = {Xt : t ≥ 0} will always denote a Lévy proess dened on the ltered
spae (Ω,F ,F,P) where the ltration F = {Ft : t ≥ 0} is assumed to satisfy the usual as-
sumptions of right ontinuity and ompletion. Its harateristi exponent will be given by
Ψ(θ) := − logE(eiθX1) and its jump measure by ΠX . Assoiated to the Lévy measure ΠX we
dene the left and right tail, Π
−
X and Π
+
X , respetively, as follows
Π
−
X(x) = ΠX(−∞,−x), Π
+
X(x) = ΠX(x,∞), x > 0.
We will work with the probabilities {Px : x ∈ R} suh that Px(X0 = x) = 1 and P0 = P. The
probabilities {P̂x : x ∈ R} will be dened in a similar sense for the dual proess, −X .
Denote by {(L−1t , Ht) : t ≥ 0} and {(L̂
−1
t , Ĥt) : t ≥ 0} the (possibly killed) bivariate
subordinators representing the asending and desending ladder proesses. Write κ(α, β) and
κ̂(α, β) for their joint Laplae exponents for α, β ≥ 0. For onveniene we will write
κ(0, β) = q + ξ(β) = q + cβ +
∫
(0,∞)
(1− e−βx)ΠH(dx),
where q ≥ 0 is the killing rate of H so that q > 0 if and only if limt↑∞Xt = −∞, c ≥ 0 is the
drift of H and ΠH is its jump measure. Similarly to ΠX we shall dene ΠH(x) = ΠH(x,∞).
The quantity ξ is the Laplae exponent of a true subordinator. Similar notation will also be
used for κ̂(0, β) by replaing q, ξ, c and ΠH by q̂, ξ̂, ĉ and Π bH . Note that neessarily qq̂ = 0.
Assoiated with the asending and desending ladder proesses are the bivariate renewal
funtions V and V̂ . The former is dened by
V (ds, dx) =
∫ ∞
0
dt · P(L−1t ∈ ds,Ht ∈ dx)
and taking double Laplae transforms shows that∫ ∞
0
∫ ∞
0
e−αs−βxV (dx, ds) =
1
κ(α, β)
for α, β ≥ 0 (1.1)
with a similar denition and relation holding for V̂ . These bivariate renewal measures are
essentially the Green's measures of the asending and desending ladder proesses. With an
abuse of notation we shall also write V (dx) and V̂ (dx) for the marginal measures V ([0,∞), dx)
and V̂ ([0,∞), dx) respetively. (Sine we shall never use the marginals V (ds, [0,∞)) and
V̂ (ds, [0,∞)) there should be no onfusion). Note that loal time at the maximum is de-
ned only up to a multipliative onstant. For this reason, the exponent κ an only be dened
up to a multipliative onstant and hene the same is true of the measure V (and then obviously
this argument applies to V̂ ).
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Let
Xt := sup
u≤t
Xu
and dene for eah x ∈ R,
τ+x = inf{t > 0 : Xt > x} and Gt = sup{s < t : Xs = Xs}.
A new identity was given in [16℄ for general Lévy proesses whih speies at rst passage
over a xed level the quintuple law of: the time of rst passage relative to the time of the
last maximum at rst passage, the time of the last maximum at rst passage, the overshoot at
rst passage, the undershoot at rst passage and the undershoot of the last maximum at rst
passage. For sake of referene, the quintuple law is reprodued below.
Theorem 1 (Doney and Kyprianou [16℄). Suppose that X is not a ompound Poisson proess.
Then for eah x > 0 we have on u > 0, v ≥ y, y ∈ [0, x], s, t ≥ 0,
P(τ+x −Gτ+x − ∈ dt, Gτ+x − ∈ ds, Xτ+x − x ∈ du, x−Xτ+x − ∈ dv, x−Xτ+x − ∈ dy)
= V (ds, x− dy)V̂ (dt, dv − y)ΠX(du+ v)
where the equality holds up to a multipliative onstant.
Many of the results in this paper will follow as a onsequene, either as an appliation or by
similar reasoning, of the above quintuple law. As mentioned earlier, we shall onentrate not
only on the ase of rst passage above a xed level, but also last passage above a xed level.
Additionally, limiting ases of suh laws will also be on the agenda. Moreover, our reasoning
permits us to deal with more than just Lévy proesses and we onsider also Lévy proesses
onditioned to stay positive as well as positive self-similar Markov proesses. In all of the ases
we onsider, depending on the setting, it will be possible to produe joint laws of anywhere
between three to seven variables assoiated with the passage problem. We therefore olletively
refer to our results as the n-tuple laws.
The prinipal motivation for this work is the wide variety of appliations that are onneted
to the rst and last passage problem. In the theory of atuarial mathematis, the rst passage
problem is of fundamental interest with regard to the lassial ruin problem and typially takes
the form of the so alled expeted disounted penalty funtion. The latter is also known in
the atuarial ommunity as the Gerber-Shiu funtion following the rst artile [19℄ of a series
whih has appeared in the atuarial literature. Reent literature, for example [12℄, also ites
interest in the last passage problem within the ontext of ruin problems. In the setting of
nanial mathematis, the rst passage problem is of interest in the priing of barrier options
in markets driven by Lévy proesses. In queueing theory passage problems for Lévy proesses
play a entral role in understanding the trajetory of the workload during busy periods as well
as in relation to buers. Many optimal stopping strategies also turn out to boil down to rst
passage problems; a lassial example of whih being MKean's optimal stopping problem [26℄.
It is not our purpose however to dwell on these appliations as there is already muh to say
about the rst and last passage problems as self ontained problems.
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Let us onlude this setion by outlining the remaining presentation of the paper. In the next
setion we present a family of three new quintuple laws. Firstly a quintuple law of a general
lass of Lévy proesses onditioned to stay positive and issued from the origin whih onerns
overshoots and undershoots at last passage above a level x > 0. This quintuple law will follow
from Theorem 1 as a natural onsequene of the Tanaka path deomposition. Note that the
latter originates from the theory of onditioned random walks, but thanks to [14℄ a version of
the path deomposition is also available for Lévy proesses onditioned to stay positive. The
aforementioned quintuple law at last passage may then be used to onstrut two further sep-
tuple laws at last passage. One for a Lévy proess onditioned to stay positive when issued
from a positive position, and a seond one for a Lévy proess without onditioning. In Setion
3 we turn return to a family of results onerning asymptoti overshoot-undershoot triple laws
at rst passage whih improve on reent ontributions in the literature. The improvements lie
with the inreased number of variables in the joint laws as well as, in some ases, the possibility
of negative jumps in addition to positive jumps. These are then used to establish asymptoti
overshoot-undershoot triple laws at last passage for Lévy proesses and Lévy proesses ondi-
tioned to stay positive. Proofs are given in Setion 4. Next, in Setion 5 we use ideas behind
asymptoti overshoot-undershoot triple laws to examine the stationary nature of overshoot-
undershoot triple laws for positive self similar Markov proesses issued from the origin. Finally
in Setion 6 we onsider some examples where the previously appearing identities beome more
expliit. Moreover we play o some of the onlusions from the previous two setions and
onlude with some expliit omputations for Stable and Lamperti-Stable proesses, inluding
some new, expliit identities.
2 Quintuple and septuple laws at last passage
We start with our rst result whih desribes the quintuple law at last passage for a Lévy
proess onditioned to stay positive and issued from the origin. Heneforth we shall denote by
P↑ the law of (X,P) onditioned to stay positive. This law an be onstruted in several ways,
see for example [8, 15℄. However we will be speially interested in Tanaka's onstrution of the
law P↑ as desribed in [14℄. In the latter onstrution, whih is valid for Lévy proesses whih
do not drift to −∞ and for whih 0 is regular for (−∞, 0), the exursions from 0 of proess
(X,P↑) reeted at its future inmum are those of (X,P) reeted at its past supremum and
time reversed. Moreover the losure of the set of zeros of the latter equals that of the former.
Let
→X t
= inf{Xs : s ≥ t}
be the future inmum of X ,
→Gt
= sup{s < t : Xs −→Xs
= 0} →Dt
= inf{s > t : Xs −→X t
= 0}
are the left and right end points of the exursion of X from its future inmum straddling time
t. Now dene the last passage time
Ux = sup{s ≥ 0 : Xt ≤ x}
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and observe that Ux an be the left or right extrema of an exursion interval of the proess
onditioned to stay positive reeted at its future inmum. However, if x does not oinide with
a point in {→Xt
, t ≥ 0}cl then Ux orresponds to the left extrema of an exursion; in partiular
Ux =→GUx
.
The quintuple law at last passage for Lévy proesses onditioned to stay positive and issued
from the origin, reads as follows.
Theorem 2. Suppose that X is a Lévy proess whih does not drift to −∞ and for whih 0 is
regular for (−∞, 0). For s, t ≥ 0, 0 < y ≤ x, w ≥ u > 0,
P
↑(→DUx
− Ux ∈ dt, Ux ∈ ds, X−→Ux − x ∈ du, x−XUx− ∈ dy, XUx − x ∈ dw)
= V (ds, x− dy)V̂ (dt, w − du)ΠX(dw + y)
where the equality hold up to a multipliative onstant.
Proof. Suppose that F : R5 → R+ is a measurable and bounded funtion suh that F (·, ·, ·, ·, 0) =
0. Thanks to Tanaka's path deomposition we may identifyGτ+x − = Ux,→DUx
= τ+x ,→XUx
= Xτ+x ,
XUx− = Xτ+x − and XUx = Xτ+x − + Xτ+x − Xτ+x −. Hene we may write diretly the following
identity,
E
↑
(
F (→DUx
− Ux, Ux,→XUx
− x, x−XUx−, XUx − x)
)
= E
(
F
(
τ+x −Gτ+x −, Gτ+x −, Xτ+x − x, x−Xτ+x −, Xτ+x −Xτ+x − +Xτ+x − − x
))
= E
(
F
(
τ+x −Gτ+x −, Gτ+x −, Xτ+x − x, x−Xτ+x −, (Xτ+x − x) + (x−Xτ+x −)− (x−Xτ+x −)
))
=
∫
(0,∞)5
V (ds, x− dy)V̂ (dt, dv − y)ΠX(du+ v)F (s, t, u, y, u+ v − y)1{y≤x∧v}.
The result follows by a hange of variables w = u+v−y in the above integral. Note in partiular
the assumption on F allows us to exlude from the expetation onsiderations orresponding
to the Lévy proess reeping upwards; equivalently that x ∈ {→Xt
, t ≥ 0}cl.
As a onsequene of the quintuple law in Theorem 2 we obtain the shortly following two
orollaries whih speify septuple laws at last passage for Lévy proesses and for Lévy proesses
onditioned to stay positive when issued from a positive position. In both orollaries we use
the notation
Gt = sup{s < t : Xs −Xs = 0}.
where
X t := inf
u≤t
Xu.
We also write P↑z for the law of X onditioned to stay positive when issued from z > 0. It is
known that the latter satises, for example, P↑z(Xt ∈ dx) = V̂ (z)
−1V̂ (x)P(Xt ∈ dx,X t > 0)
where x > 0. Moreover, in the sense of weak onvergene with respet to the Skorohod topology,
limz↓0 P
↑
z = P
↑
when 0 is regular for (0,∞). See Chaumont and Doney [8℄ for full details.
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Corollary 1. Suppose that X is a Lévy proess whih does not drift to −∞ and for whih
0 is regular for (−∞, 0) as well as for (0,∞). For t, x, z > 0, s > r > 0, 0 ≤ v ≤ z ∧ x,
0 < y ≤ x− v, w ≥ u > 0,
P
↑
z(G∞ ∈ dr, X∞ ∈ dv, →DUx
− Ux ∈ dt, Ux ∈ ds, X−→Ux − x ∈ du, x−XUx− ∈ dy, XUx − x ∈ dw)
= V̂ (z)−1V̂ (dr, z − dv)V (ds− r, x− v − dy)V̂ (dt, w − du)ΠX(dw + y)
where the equality holds up to a multipliative onstant. Moreover, in the partiular ase that
z > x
P
↑
z(Ux = 0, G∞ ∈ dr, X∞ ∈ dv) = V̂ (z)
−1V̂ (dr, z − dv)
for r > 0 and v ∈ [x, z].
Proof. The rst part of the orollary is a diret onsequene of Millar's result for splitting a
Markov proess at its inmum; f [27, 28℄. Indeed, aording to the latter, the post inmum
proess is independent of the pre-inmum proess and, relative to the given spae time point
(G∞, X∞) the post inmum proess has the law of P
↑. We should note that in Millar's desrip-
tion of the post-inmum proess, the assumption that 0 is regular for (0,∞)means in partiular
that the proess X is right ontinuous at times whih belong to the set {t > 0 : Xt = X t}.
To ompute the joint law of (G∞, X∞), and thus omplete the proof of the rst part of the
orollary, let eq be an independent random variable whih is exponentially distributed with
rate q > 0 With the help of the ompensation formula for the exursions of X away from X we
have that for r > 0 and v ∈ [0, z],
P
↑
z(G∞ ∈ dr, X∞ ∈ dv) = lim
q↓0
V̂ (z)−1Ez(1{G
eq
∈dr,X
eq
∈dv}V̂ (Xeq)1{X
eq
≥0})
= V̂ (z)−1 lim
q↓0
E(1{G
eq
∈dr, z+X
eq
∈dv}V̂ (v +Xeq −Xeq)). (2.1)
When X drifts to +∞ the right hand side above is well dened as V̂ (∞) <∞ and is equal to
V̂ (∞)V̂ −1(z)P(G∞ ∈ dr, z +X∞ ∈ dv) = V̂
−1(z)V̂ (dr, z − dv).
Note that the last equality is onsequene of the fat that the negative Wiener-Hopf fator
takes the form
E(e−αG∞−βX∞) =
κ̂(0, 0)
κ̂(α, β)
the Laplae transform (1.1) and that V̂ (∞) = 1/κ̂(0, 0).
Heneforth we assume that X osillates. Note that
E(1{G
eq
∈dr, z+X
eq
∈dv}V̂ (v+Xeq −Xeq)) = E
∫ ∞
0
qe−qt1{Gt∈dr, z+Xt∈dv}1{Xt=Xt}V̂ (v)dt
+ E
∑
g
1{Gg−∈dr, z+Xg−∈dv}
∫ dg
g
qe−qtV̂ (v + ǫg(t))dt
(2.2)
where the sum is taken over all left end points, g, of exursions of X from its inmum X , with
orresponding exursion and right end point denoted by ǫg and dg respetively. Suppose that
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we all the two terms on the right hand side of (2.2) Aq and Bq. Realling that X osillates,
we have
lim
q↓0
Aq ≤ lim
q↓0
V̂ (v)P(G
eq
∈ dr, z +X
eq
∈ dv) = 0
Appealing to the ompensation formula for exursions we have
Bq = E
(∫ ∞
0
1{Gs−∈dr, z+Xs−∈dv}
e−qsdL̂s
)
n
(∫ ζ
0
qe−quV̂ (v + ǫ(u))du
)
where ǫ is the generi exursion with life time ζ and n is the assoiated exursion measure.
After a hange of variables s 7→ L̂−1t , the rst term on the right hand side above has a limit as
q ↓ 0 equal to V̂ (dr, z − dv). The seond term on the other hand onverges to a onstant as
q ↓ 0 as we shall now explain. Note that it may be written in the form n(V̂ (v + ǫ(eq))1{eq<ζ})
whih, on the one hand is lower bounded by n(V̂ (ǫ(eq))1{eq<ζ}) and, on the other, is upper
bounded by n(V̂ (v)1{eq<ζ}) + n(V̂ (ǫ(eq))1{eq<ζ}). The latter bounds are respetively thanks to
the monotoniity and subadditivity of the renewal funtion V̂ . It is known (f. [8℄, [32℄) that
V̂ is harmoni in the sense that E(V̂ (z +Xt)1{z+Xt ≥0}) = V̂ (z). Appealing to the desription
of the exursion measure n in Theorem 3 in [7℄ we nd that,
n(V̂ (ǫt), t < ζ) = E
↑(1).
This in turn implies that n(V̂ (ǫ(eq))1{eq<ζ}) = 1. At the same time, sine X osillates we
have that n(ζ = ∞) = 0 and hene limq↓0 n(V (v)1{eq<ζ}) = 0. It follows that limq↓0Bq is
proportional to V̂ (dr, z− dv). Referring bak to (2.1) and (2.2) this ompletes the proof of the
rst part of the orollary.
The proof of the seond part of the orollary is a diret onsequene of the joint law of
(G∞, X∞).
Remark 1. It is worth noting that ontained in the proof of the above Corollary is a general-
ization to Chaumont's law of the global inmum of a Lèvy proess onditioned to stay positive
(f. Theorem 1 of [8℄ for its most general form). Namely that, under the onditions of the
above orollary, for r ≥ 0 and 0 ≤ v ≤ z
P
↑
z(G∞ ∈ dr, X∞ ∈ dv) =
V̂ (dr, z − dv)
V̂ (z)
.
Corollary 2. Suppose that X is a Lévy proess whih drifts to ∞ and for whih 0 is regular
for both (−∞, 0) and (0,∞). For t, x, v > 0, s > r > 0, 0 ≤ y < x+ v, w ≥ u > 0,
P(G∞ ∈ dr, −X∞ ∈ dv, →DUx
− Ux ∈ dt, Ux ∈ ds, X−→Ux − x ∈ du, x−XUx− ∈ dy, XUx − x ∈ dw)
= V̂ (∞)−1V̂ (dr, dv)V (ds− r, x+ v − dy)V̂ (dt, w − du)ΠX(dw + y)
where the equality holds up to a multipliative onstant.
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Proof. The orollary is again a onsequene of Millar's result for splitting a Lévy proess at its
inmum. Speially, the pre- and post-inmum proesses are independent onditionally on
the value of (G∞,−X∞) and relative to the latter spae-time point, the law of the post-inmum
proess is P↑. Moreover, a omputation similar in the spirit to (but muh easier than) the proof
of the previous orollary shows that the law of the pair (G∞,−X∞) is given by V̂ (dr, dv).
3 Asymptoti triple laws at rst and last passage times
We begin this setion by returning to asymptoti overshoot-undershoot laws of Lévy proesses
at rst and last passage. Related work on the forthoming results an be found in [22℄ and [30℄.
In both of the aforementioned artiles, two dimensional asymptoti overshoot-undershoot laws
were obtained. Here we address the ase of three dimensional overshoot-undershoot laws with
the help of the following key observation.
For notational onveniene frequently in this setion we will denote the undershoots and
overshoots at the rst passage above a barrier as follows:
Ux = x−Xτ+x −, Vx = x−Xτ+x −, Ox = Xτ+x − x, x > 0.
Lemma 1. For u ≤ x, v ≥ u, w ≥ 0 we have
P (Ux > u,Vx > v,Ox > w) = P (Vx−u > v − u,Ox−u > w + u) .
Proof. By virtue of the fat that τ+x is a rst passage time reall that x −Xτ+x ≤ Vx. On the
event {Ux > u,Vx > v,Ox > w} the interval [x− u, x+ w] does not belong to the range of X .
This implies that Ox−u > u+w and Vx−u > v−u. Conversely if the latter two inequalities hold,
then we may again laim that the interval [x−u, x+w] does not belong to the range of X. Sine
Ux−u ∈ [0,Vx−u] it follows that Ux > u,Vx > v,Ox > w. The reader is enouraged to aompany
the proof with a sketh at whih point the proof beomes ompletely transparent.
The above lemma tells us that studying the law of the triple (x−Xτ+x −, x−Xτ+x −, Xτ+x −x) is
equivalent to studying the law of the pair (x−Xτ+x −, Xτ+x −x). This is a reurrent idea appearing
in the proof of the theorems below. We will also make repeated use in the aforementioned proofs
of an important identity obtained by Vigon [34℄ that relates ΠH , the Lévy measure of the upward
ladder height subordinator H , with that of the Lévy proess X and V̂ , the potential measure
of the downward ladder height subordinator Ĥ. Speially, dening ΠH(x) = ΠH(x,∞), the
identity states that
ΠH(r) =
∫ ∞
0
V̂ (dl)Π
+
X(l + r), r > 0. (3.1)
Theorem 3. Let X be a Lévy proess that does not drift to −∞.
(i) Assume that the law of X1 is not arithmeti. The triple
(
x−Xτ+x −, x−Xτ+x −, Xτ+x − x
)
onverges weakly as x → ∞ towards a non-degenerate random variable if and only if
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µ+ := E(H1) <∞. In this ase the limit law is given by
lim
x→∞
P
(
x−Xτ+x − ∈ du, x−Xτ+x − ∈ dv, Xτ+x − x ∈ dw
)
=
1
µ+
duV̂ (dv − u)ΠX(dw + v)1{v≥u≥0,w>0}.
In partiular,
lim
x→∞
P
(
x−Xτ+x − > u, x−Xτ+x − > v, Xτ+x − x > w
)
=
1
µ+
∫ v−u
0
dy
∫
[y,∞)
V̂ (dl)Π
+
X(w + l + v − y) +
1
µ+
∫ ∞
v
dyΠH(w + y)
(3.2)
where 0 ≤ u ≤ v, w ≥ 0.
(ii) If there exists a non-dereasing funtion b : (0,∞) → (0,∞) suh that Xt/b(t) onverges
weakly , as t → ∞, towards a stritly stable random variable with index α ∈ (0, 2), and
positivity parameter ρ ∈ (0, 1), then
lim
x→∞
P
(
x−Xτ+x −
x
∈ du,
x−Xτ+x −
x
∈ dv,
Xτ+x − x
x
∈ dw
)
=
sin(αρπ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(1− u)αρ−1(v − u)α(1−ρ)−1
(v + w)1+α
du dv dw,
for 0 ≤ u ≤ 1, v ≥ u, and w > 0.
(iii) Assume that X osillates and that the mean of Ĥ1 is nite. Suppose moreover that
Π
+
X := Π
+
X(x,∞) is regularly varying at ∞ with index −1− α for some α ∈ (0, 1). Then
lim
x→∞
P
(
x−Xτ+x −
x
∈ du,
x−Xτ+x −
x
∈ dv,
Xτ+x − x
x
∈ dw
)
=
α(1 + α)
Γ(α)Γ(1− α)
1
(1− u)1−α(v + w)2+α
du dv dw,
for 0 < u < 1, v ≥ u and w > 0.
(iv) Assume that X drifts to ∞ and that Π
+
X is regularly varying at∞ with index −α for some
α ∈ (0, 1). Then
lim
x→∞
P
(
x−Xτ+x −
x
∈ dv,
Xτ+x − x
x
∈ dw
)
=
α
Γ(α)Γ(1− α)
1
(1− v)1−α(v + w)α+1
dv dw,
for w > 0 and 0 < v < 1 Furthermore,
Xτ+x − −Xτ+x −
x
=
x−Xτ+x −
x
−
x−Xτ+x −
x
P
−−−→
x→∞
0.
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Remark 2. It is important to mention that the assumptions in Theorem 3 an be veried
using only the harateristis of the underlying Lévy proess X. Aording to a result due to
Chow [13℄ neessary and suient onditions on X to be suh that E(Ĥ1) < ∞, are either
0 < E(−X1) ≤ E |X1| <∞ or 0 = E(−X1) < E |X1| <∞ and∫
[1,∞)
(
xΠ
−
X(x)
1 +
∫ x
0
dy
∫∞
y
Π
+
X(z)dz
)
dx <∞ with Π
−
X(x) = ΠX(−∞,−x), x > 0.
Observe that under suh assumptions the Lévy proessX does not drift to∞, i.e. lim inft→∞Xt =
−∞, Pa.s. Kesten and Erikson's riteria state that X drift to ∞ if and only if∫
(−∞,−1)
(
|y|
Π
+
X(1) +
∫ |y|
1
Π
+
X(z)dz
)
ΠX(dy) <∞ =
∫ ∞
1
Π
+
X(x)dx or 0 < E(X1) ≤ E |X1| <∞,
f. [21℄ and [18℄. (In fat, Chow, Kesten and Erikson proved the results above for random
walks, its translation for real valued Lévy proesses an be found in [17℄ and [33℄.) Moreover, a
suient ondition in terms of the tail Lévy measure ofX for the hypothesis in (ii) in Theorem 3
to be satised an be found in Lemma 5 in [30℄.
Remark 3. Under suitable hypotheses, whih an be found in [30℄, and using very similar
methods, it is possible to establish an analogue of the latter result when x→ 0. As this artile
is rather long already, and for sake of oniseness, we have hosen not to inlude a proof nor a
statement.
A simple but interesting onsequene of Theorem 2 and Theorem 3 are the following asymp-
toti triple laws for the overshoot and undershoot at the last passage above a barrier of a Lévy
proess onditioned to stay positive. We just state the result under the assumption that the
proess starts from 0, although, thanks to a simple appliation of Corollary 1, a similar result
holds when the proess starts from a stritly positive position. Moreover, using Corollary 2 it is
also possible to establish from the following Corollary the analogous result for the asymptoti
law for the overshoot and undershoot at the last passage above a barrier of a Lévy proess. We
leave the details to the interested reader.
Corollary 3. Suppose that X is a Lévy proess whih does not drift to −∞ and for whih
0 is regular for (−∞, 0) and (0,∞). If the assumptions of Theorem 3 (i) are satised then
asymptoti three dimensional law of overshoots and undershoot of a Lévy proess onditioned
to stay positive is given by
lim
x→∞
P
↑(x−XUx− ∈ dy, XUx − x ∈ du, X−→Ux − x ∈ dw)
=
dy
µ+
ΠX(du+ y)V̂ (u− dw),
for y > 0, 0 ≤ w ≤ u.
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If, respetively, the assumptions in (ii), (iii) or (iv) in Theorem 3 are satised then
lim
x→∞
P
↑
(
x−XUx−
x
∈ dy,
XUx − x
x
∈ du,
X−→Ux − x
x
∈ dw
)
=

sin(αρπ)Γ(α+ 1)
πΓ(αρ)Γ(α(1− ρ))
(1− y)αρ−1(u− w)α(1−ρ)−1
(u+ y)1+α
dy du dw, in ase (ii)
α(1 + α)
Γ(α)Γ(1− α)
1
(1− y)1−α(u+ y)2+α
dy du dw, in ase (iii)
α
Γ(α)Γ(1− α)
1
(1− y)1−α(u+ y)1+α
dy du δu(dw), in ase (iv)
for 0 < y < 1, u ≥ w > 0.
Theorem 3 exludes the ase of a Lévy proess that drifts to −∞. In that ase the proess has
a stritly positive probability of never rossing a given positive barrier and hene the overshoots
and undershoot take the value∞ on that event. Nevertheless, it is possible to establish similar
results to those established in Theorem 3 onditionally on the event that the proess reahes
the level. That is the purpose of the following results whih are in turn a generalization
of the results in [22℄ where the asymptoti behaviour of the overshoot and undershoot of a
spetrally positive Lévy proess has been studied. We will assume that the Lévy measure is
subexponential. Analogous results for three dimensional undershoot and overshoot laws in the
ase where the underlying Lévy proess has a lose to exponential Lévy measure have been
obtained in [16℄.
Reall that a probability distribution funtion F over [0,∞) is said to be subexponential if
the tail distribution, F (x) := 1− F (x), x ∈ R, satises that F (x) > 0, x > 0, and
lim
x→∞
F ∗2(x)
F (x)
= 2. (3.3)
We will say that the Lévy measure Π+X := ΠX |[0,∞) is sub-exponential if the distribution of the
probability measure ΠX [1,∞)
−1ΠX |[1,∞) is subexponential. We are interested in partiular in
two speial ases of subexponential distributions: those whih are regularly varying and those
in the domain of attration of a Gumbel distribution.
Theorem 4. Let X be a real valued Lévy proess drifting to −∞, with subexponential right tail
Lévy measure, and suh that the mean of Ĥ1 is nite and put µ− = E(Ĥ1).
(i) If Π
+
X is regularly varying at ∞ with index −1 − α for some α ∈ (0, 1) then
lim
x→∞
P
(
x−Xτ+x −
x
∈ du,
−Xτ+x −
x
> v,
Xτ+x − x
x
> w
∣∣∣∣∣ τ+x <∞
)
=
1
(1 + v + w)α
δ1(du)
for u, v, w ≥ 0. Note in partiular (with regard to the rst element of the triple) that the
limiting distribution is onentrated on {1} × [0,∞)2.
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(ii) Assume Π
+
X is in the maximum domain of attration of the Gumbel distribution. Let
a : R+ → (0,∞) be a ontinuous and dierentiable funtion suh that
a(x) ∼
∫ ∞
x
dyΠ
+
X(y)/Π
+
X(x)
and a′(x)→ 0 as x→∞. Then
lim
x→∞
P
(
x−Xτ+x −
x
∈ du,
−Xτ+x −
a(x)
> v,
Xτ+x − x
a(x)
> w
∣∣∣∣∣ τ+x <∞
)
= e−(v+w)δ1(du),
for u, v, w ≥ 0. Note again in partiular (with regard to the rst element of the triple)
that the limiting distribution is onentrated on {1} × [0,∞)2.
4 Proof of Theorems 3 and 4
Proof of (i) in Theorem 3. We will prove that the Laplae transform of the triple law of over-
shoot and undershoots onverges pointwise whih is enough for proving the laimed weak on-
vergene. From the quintuple law in Theorem 1 we obtain that the Laplae transform of the
undershoots and overshoot of X an be written as
E
(
exp{−θ1(x−Xτ+x −)− θ2(x−Xτ+x −)− θ3(Xτ+x − x)}
)
=
∫ x
0
V (dy)
∫ ∞
0
V̂ (dl)
∫
z>x−y+l
ΠX(dz) exp {−θ1(x− y)− θ2(x− y + l)− θ3(z − (l + x− y))}
=
∫ x
0
V (dy)e−(θ1+θ2)(x−y)
∫ ∞
0
V̂ (dl)e−θ2l
∫
z>x−y+l
ΠX(dz)e
−θ3(z−(l+x−y)),
for x > 0 and θ1, θ2, θ3 ≥ 0. The proof will follow from an appliation of the version of the key
renewal theorem appearing in Theorem 5.2.6 of [20℄ and the remark following it, applied to the
renewal measure V (dy) and the funtion
r 7→ e−(θ1+θ2)r
∫ ∞
0
V̂ (dl)e−θ2l
∫
z>r+l
ΠX(dz)e
−θ3(z−(l+r)), r > 0. (4.1)
To this end observe that the measure V (dy) is the renewal measure assoiated with the prob-
ability measure P(He ∈ dy), where e is an independent exponential random variable with unit
mean. An easy alulation using Laplae transforms shows that the random variable He is non-
arithmeti, beause X has the same property. Moreover, E(He) = µ+ < ∞; and the funtion
dened in (4.1) is bounded above by the dereasing and integrable funtion
r 7→ e−(θ1+θ2)r
∫ ∞
0
V̂ (dl)Π
+
X(l + r), r > 0.
Note that the integrability of this funtion follows from (3.1) and the fat that, by assumption,
the mean of H1 is nite or equivalently ΠH is integrable.
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We an hene apply the version of the renewal theorem appearing in [20℄ Theorem 5.2.6 and
the remark following it, to dedue that for θ1, θ2, θ3 ≥ 0,
lim
x→∞
E
(
exp{−θ1(x−Xτ+x −)− θ2(x−Xτ+x −)− θ3(Xτ+x − x)}
)
=
1
µ+
∫ ∞
0
dy
∫ ∞
0
V̂ (dl)
∫
z>y+l
ΠX(dz) exp {−θ1y − θ2(y + l)− θ3(z − (l + y))} ,
whih implies the result. The formula for the asymptoti distribution of the three dimensional
law of overshoot and undershoots is obtained using elementary arguments.
To establish the other diretion of the proof, we observe that if the triple of random variables
(x−Xτ+x −, x−Xτ+x −, Xτ+x −x) onverges weakly as x→∞ to a non-degenerate random variable
then Xτ+x −x also onverges weakly to a non-degenerate random variable. It is known that this
implies that the mean of H1 is nite, see e.g. Theorem 8 and Lemma 7 in [17℄.
Proof of (ii) in Theorem 3. The proof of this result is essentially an extension of the method of
proof used in Theorem 2 in [30℄ so we will just provide an sketh of proof. Let X(r) be the Lévy
proess dened by (Xrt/b(r), t ≥ 0) and X˜ = (X˜t, t ≥ 0) be a stritly α-stable Lévy proess.
By assumption X
(r)
1 onverges weakly to X˜1, and it is well known that this implies that the
proess X(r) onverges weakly towards X˜. The undershoot and overshoot of X(r) are suh that(
V
(r)
1 ,O
(r)
1
)
=
(
Vb(r)
b(r)
,
Ob(r)
b(r)
)
, r > 0,
in the obvious notation. By Theorem 13.6.4 in [35℄ it follows that (V
(r)
1 ,O
(r)
1 ) onverges weakly
towards the undershoot and overshoot (V˜1, O˜1) of X˜ at the level 1. Whih implies that(
Vb(r)
b(r)
,
Ob(r)
b(r)
)
D
−−−→
r→∞
(
V˜1, O˜1
)
.
Next we appeal to an argument similar to the one used in the proof of Theorem 2 in [30℄ to
justify that (
x−Xτ+x −
x
,
Xτ+x − x
x
)
D
−−−→
r→∞
(
V˜1, O˜1
)
.
The proof is based on the fat that the asymptoti inverse of b, say b←, is suh that b(b←(x)) ∼ x
as x→∞. Now using Lemma 1 we get that for u ∈ [0, 1[, v ≥ u, w > 0,
lim
x→∞
P
(
x−Xτ+x −
x
> u,
x−Xτ+x −
x
> v,
Xτ+x − x
x
> w
)
= lim
z→∞
P
(
Vz
z
>
v − u
1− u
,
Oz
z
>
w + u
1− u
)
= P
(
V˜1 >
v − u
1− u
, O˜1 >
w + u
1− u
)
.
(4.2)
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To onlude the proof and for sake of referene we quote, from [16℄, the formula for the law of
the undershoots-overshoot at level 1 for a stable proess with index α ∈ (0, 2) and positivity
parameter ρ ∈ (0, 1),
P
(
U˜1 ∈ du, V˜1 ∈ dv, O˜1 ∈ dw
)
=
sin(αρπ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(1− u)αρ−1(v − u)α(1−ρ)−1
(v + w)1+α
du dv dw,
(4.3)
for 0 ≤ u ≤ 1, v ≥ u, and w > 0. From (4.2), (4.3) and elementary alulations we infer the
required weak onvergene.
Proof of (iii) in Theorem 3. The proof of (iii) and (iv) are based on the following basi identity
whih an easily be extrated from from the quintuple law in Theorem 1. For v, w ≥ 0
P
(
x−Xτ+x − > v,Xτ+x − x > w
)
=
∫ x
0
V (dy)
∫
[(v−(x−y))∨0,∞)
V̂ (dl)Π
+
X(w + l + (x− y)). (4.4)
From the basi identity (4.4) we have that for a, b > 0,
P
(
x−Xτ+x − > xb,Xτ+x − x > ax
)
= 1{0<b≤1}
∫ (1−b)
0
V (xdy)
∫
[0,∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y))
+ 1{0<b≤1}
∫ 1
(1−b)
V (xdy)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(ax+ l + x(1 − y))
+ 1{b>1}
∫ 1
0
V (xdy)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y)).
(4.5)
Thanks to Theorem 3 (a) in [30℄, under the assumptions in (iii), we have the estimate
ΠH(x) ∼
1
µ−
∫ ∞
x
Π
+
X(z)dz, x→∞, (4.6)
where µ− = E(Ĥ1) <∞. By Karamata's theorem, see e.g. Chapter 1 of [3℄, and the assumption
that Π
+
X is regularly varying at innity with an index −(1 + α), for α ∈ (0, 1), it follows that
ΠH is regularly varying at innity with index −α. By Proposition 1.5 in [2℄ we have that
ΠH(x)V [0, ax] −−−→
x→∞
aα
αΓ(α)Γ(1− α)
, a > 0.
This implies the weak onvergene of measures
ΠH(x)V (xdy)1{x∈(0,1]}
weakly
−−−→
x→∞
yα−1
Γ(α)Γ(1− α)
1{y∈(0,1]}dy (4.7)
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We laim that the asymptoti results in (4.6) and (4.7) imply also that
1
ΠH(x)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y)) −−−→
x→∞
(a+ b)−α, (4.8)
uniformly in (a + b) ∈ [t,∞), for every t > 0. To see this, we apply the renewal theorem to V̂
and use the estimate (4.6). More preisely, the renewal theorem implies that, for h > 0 and
ǫ > 0, there exists a t0 > 0 suh that∣∣∣∣V̂ [t, t + h)− hµ−
∣∣∣∣ < ǫhµ− , ∀t ≥ t0.
Hene, for every ǫ, h > 0 and x large enough∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(ax+ l + x(1 − y))
=
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(l − x(b− (1− y)) + x(a + b))
=
∞∑
n=0
∫
[x(b−(1−y))+nh,x(b−(1−y))+(n+1)h)
V̂ (dl)Π
+
X(l − x(b− (1− y)) + x(a + b))
≤
∞∑
n=0
V̂ [x(b− (1− y)) + nh, x(b− (1− y)) + (n+ 1)h)Π
+
X(nh+ x(a + b))
≤
(1 + ǫ)h
µ−
∞∑
n=0
Π
+
X(nh + x(a+ b))
≤
(1 + ǫ)
µ−
∫ ∞
0
Π
+
X(z + x(a + b))dz
∼ (1 + ǫ)ΠH(x)(a + b)
−α
as x→∞,
where the nal estimate follows from (4.6) and the regular variation of ΠH . This implies that
lim sup
x→∞
1
ΠH(x)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(l − x(b− (1− y)) + x(a + b)) ≤ (a+ b)
−α,
for all a+ b > 0. The analogue estimate for the limit inferior is obtained in a similar way thus
justifying (4.8), but not uniformly in (a + b) > t for every t > 0. The aforesaid uniformity in
(a+ b) follows from the fat that as ΠH is regularly varying at innity then
lim
x→∞
ΠH(cx)
ΠH(x)
= c−α, uniformly in c ∈ [t,∞), (4.9)
for eah t > 0, see e.g. Theorem 1.5.2 on p. 22 of [3℄. Using the weak onvergene in (4.7) and
the uniformity in (4.9) we get that for 0 < b ≤ 1, a > 0, the rst term in equation (4.5) tends
15
as x→∞ towards∫ (1−b)
0
V (xdy)
∫
[0,∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y))
=
∫ (1−b)
0
ΠH(x)V (xdy)
ΠH(ax+ x(1− y))
ΠH(x)
−−−→
x→∞
1
Γ(1− α)Γ(α)
∫ (1−b)
0
yα−1
1
(a + (1− y))α
dy
In addition, arguing as above, using instead of (4.9) the property (4.8), we may deal with the
seond and third terms in equation (4.5) as x→∞ and obtain for 0 < b ≤ 1∫ 1
1−b
V (xdy)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y))
−−−→
x→∞
1
Γ(1− α)Γ(α)
∫ 1
(1−b)
yα−1
1
(a + b)α
dy
and for b > 1∫ 1
0
V (xdy)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y))
−−−→
x→∞
1
Γ(1− α)Γ(α)
∫ 1
0
yα−1
1
(a + b)α
dy,
respetively. Putting the three terms together bak in (4.5) we get
lim
x→∞
P
(
x−Xτ+x −
x
> b,
Xτ+x − x
x
> a
)
=
1
Γ(1− α)Γ(α)
∫ 1
0
yα−1
1
(a+ (1− y) ∨ b)α
dy,
for a, b > 0. Taking derivatives we dedue that the weak limit, as x → ∞, of the law of the
ouple
(
x−Xτ+x −
x
,
Xτ+x − x
x
)
, has a density given by
(1 + α)
Γ(α)Γ(1− α)
(
1− (1− v)α+
)
(v + w)α+2
, v, w > 0, (4.10)
where z+ = max{z, 0}. Lemma 1 and the identity (4.2) allows us to infer the weak onvergene
of the triplet
(
x−X
τ+x −
x
,
x−X
τ+x −
x
,
X
τ+x
−x
x
)
. Using (4.10) we dedue the form of the density for
the asymptoti law for the overshoot and undershoots.
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Proof of (iv) in Theorem 3. The proof is based on the identity (4.5) and the fat, proved in
Theorem 3 (b) and Corollary 2 (b) in [30℄, that under our hypothesis
ΠH(x) ∼ V̂ (∞)Π
+
X(x), x→∞.
This implies that for any b, a > 0 and 0 ≤ y ≤ 1 suh that b− (1− y) > 0,
1
ΠH(x)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y))
=
1
ΠH(x)
∫
[x(b−(1−y)),∞)
V̂ (dl)Π
+
X(l − x(b− (1− y)) + x(a + b))
≤
Π
+
X(x(a + b))
ΠH(x)
∫
[x(b−(1−y)),∞)
V̂ (dl)
≤
Π
+
X(x(a + b))
ΠH(x)
∫
[xb,∞)
V̂ (dl) −−−→
x→∞
0.
Therefore, using the above estimate and that ΠH(x)V [0, xc] → c
α/αΓ(α)Γ(1− α), as x →∞,
uniformly for c ∈ K, K being any ompat set in (0,∞) f. [2℄, in the identity (4.5), we obtain
that
lim
x→∞
P
(
x−Xτ+x − > xb,Xτ+x − x > ax
)
= 1{0≤b≤1} lim
x→∞
∫ (1−b)
0
V (xdy)
∫
[0,∞)
V̂ (dl)Π
+
X(ax+ l + x(1− y)).
(4.11)
Moreover, it follows from (3.1) that for a > 0, 0 ≤ b ≤ 1 and y ∈ [0, 1− b],
ΠH(x(a + (1− y))) =
∫
[0,∞)
V̂ (dl)Π
+
X(ax+ l + x(1 − y)),
and hene arguing as in the proof of Theorem 3 (iii) we arrive at the identity
lim
x→∞
P
(
x−Xτ+x − > xb,Xτ+x − x > ax
)
= lim
x→∞
∫ (1−b)
0
V (xdy)
∫
[0,∞)
V̂ (dl)Π
+
X(ax+ l + x(1 − y))
= lim
x→∞
∫ (1−b)
0
ΠH(x)V (xdy)
ΠH(x(a + (1− y)))
ΠH(x)
=
1
Γ(1− α)Γ(α)
∫ (1−b)
0
yα−1
1
(a+ (1− y))α
dy
Taking derivatives we obtain the form of the density of the asymptoti law for the overshoot
and undershoot of X laimed in Theorem 3 (iv).
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The latter identity and Lemma 1 allow us to onlude that for 0 ≤ u ≤ v ≤ 1, w ≥ 0,
lim
x→∞
P
(
x−Xτ+x −
x
> u,
x−Xτ+x −
x
> v,
Xτ+x − x
x
> w
)
= lim
z→∞
P
(
Vz
z
>
v − u
1− u
,
Oz
z
>
w + u
1− u
)
=
1
Γ(1− α)Γ(α)
∫ 1−v
1−u
0
yα−1
1(
1+w
1−u
− y
)αdy
=
1
Γ(1− α)Γ(α)
∫ 1−v
0
zα−1
1
(w + 1− z)α
dz =
1
Γ(1− α)Γ(α)
∫ ∞
v+w
1−v
(1 + y)−1y−αdy.
The latter identity and the fat that x − Xτ+x − ≥ x − Xτ+x −, implies that in the present
ase the weak limit of (x − Xτ+x −)/x equals that of (x − Xτ+x −)/x. To see this, note that for
0 ≤ u < u+ ǫ ≤ 1,
lim
x→∞
P
(
x−Xτ+x −
x
∈ (u, u+ ǫ],
x−Xτ+x −
x
> u+ ǫ
)
= lim
x→∞
P
(
x−Xτ+x −
x
> u,
x−Xτ+x −
x
> u+ ǫ
)
− lim
x→∞
P
(
x−Xτ+x −
x
> u+ ǫ,
x−Xτ+x −
x
> u+ ǫ
)
= 0.
This implies that for 0 ≤ u < u+ ǫ ≤ 1,
lim
x→∞
P
(
x−Xτ+x −
x
∈ (u, u+ ǫ]
∣∣∣x−Xτ+x −
x
∈ (u, u+ ǫ]
)
= 1.
For 0 < ǫ < 1, let nǫ be the largest integer suh that nǫǫ ≤ 1. It follows that
P
(
x−Xτ+x −
x
−
x−Xτ+x −
x
> ǫ
)
=
nǫ∑
k=0
P
(
x−Xτ+x −
x
−
x−Xτ+x −
x
> ǫ
∣∣∣x−Xτ+x −
x
∈ (kǫ, (k + 1)ǫ ∧ 1]
)
· P
(
x−Xτ+x −
x
∈ (kǫ, (k + 1)ǫ ∧ 1]
)
≤
nǫ∑
k=0
P
(
x−Xτ+x −
x
/∈ (kǫ, (k + 1)ǫ ∧ 1]
∣∣∣x−Xτ+x −
x
∈ (kǫ, (k + 1)ǫ ∧ 1]
)
· P
(
x−Xτ+x −
x
∈ (kǫ, (k + 1)ǫ ∧ 1]
)
and that the right hand side tends to zero as x→∞.
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Proof of (i) in Theorem 4. The proof of this result uses similar arguments to those used in the
proof of (iii) in Theorem 3 so we will just provide the main steps of the proof. First with the
help of Lemma 1, we have for 0 ≤ u < 1, v > −1, w > 0,
P(x−Xτ+x − > ux,−Xτ+x − > vx,Xτ+x − x > wx, τ
+
x <∞)
= P(x(1 − u)−Xτ+
x(1−u)
− > (v + 1− u)x, Xτ+
x(1−u)
− x(1− u) > (w + u)x, τ+(1−u)x <∞)
=
∫ x(1−u)
0
V (dy)
∫
[(vx+y)∨0,∞)
V̂ (dl)Π
+
X((w + 1 + v)x+ l − (vx+ y))
Note that assumption (i) and the monotone density theorem for regularly varying funtions im-
ply that
∫∞
x
Π
+
X(z)dz is regularly varying with index −α so that Theorem 3 in [30℄ is appliable.
The latter theorem together with Lemma 3.5 in [23℄ and our hypotheses imply that
ΠH(x) ∼
1
µ−
∫ ∞
x
Π
+
X(z)dz x→∞, (4.12)
and
lim
x→∞
P(τ+x <∞)
ΠH(x)
= V (∞). (4.13)
Note that in the above appliation of Theorem 3 in [30℄ it is neessary to verity hypothesis
(a-1). This boils down to heking that
lim
x→∞
∫∞
x+t
Π
+
X(y)dy∫∞
x
Π
+
X(y)dy
= 1, t ∈ R .
However, this is a strightforward onsequene of the fat that
∫∞
x
Π
+
X(z)dz is regularly varying
at innity.
We may now proeed to argue that, thanks to the regular variation of ΠH and a dominated
onvergene argument, for 0 ≤ u < 1, v > 0, w > 0,
P(x−Xτ+x − > ux,−Xτ+x − > vx,Xτ+x − x > wx|τ
+
x <∞)
∼
(
ΠH(x)
P(τ+x <∞)
)(∫ x(1−u)
0
V (dy)
) 1µ− ∫∞x(1+w+v) Π+X(z)dz
ΠH(x)
 ∼ (1 + w + v)−α
as x → ∞. In priniple, to omplete the proof we are obliged to hek onvergene when
−1 < v < 0. However, by noting that the established limiting triple law above is not a
defetive distribution, the proof is omplete.
Proof of (ii) in Theorem 4. For the same reasons as in the proof of part (i) of Theorem 4 we
will just make a sketh of proof as follows. Thanks to Lemma 1 and the quintuple law in
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Theorem 1 it follows that for 0 < u ≤ 1, w > 0, v ∈ R, suh that v + w > 0,
P
(
−Xτ+x − > −ux,−Xτ+x − > a(x)v,Xτ+x − x > a(x)w, τ
+
x <∞
)
= P
(
x−Xτ+x − > x(1− u), x−Xτ+x − > a(x)v + x,Xτ+x − x > a(x)w, τ
+
x <∞
)
= P
(
ux−Xτ+ux− > va(x) + xu, Xτ+xu − xu > a(x)w + x(1− u), τ
+
xu <∞
)
=
∫ xu
0
V (dy)
∫
[(va(x)+y)∨0,∞)
V̂ (dl)Π
+
X(wa(x) + x(1− u) + l + xu− y)
=
∫ xu
0
V (dy)
∫
[(va(x)+y)∨0,∞)
V̂ (dl)Π
+
X ((w + v)a(x) + x+ l − (a(x)v + y)) ,
(4.14)
We reall that by Theorem 3 in [30℄ the assumption that Π is subexponential implies that ΠH
is long-tailed
lim
x→∞
ΠH(x+ t)
ΠH(x)
= 1, for eah t ∈ R,
and moreover that (4.12) and (4.13) hold. Arguing as in the proof of (iii) in Theorem 3, when
va(x) + y > 0, we have that∫
[(va(x)+y)∨0,∞)
V̂ (dl)Π
+
X((w + v)a(x) + x+ l − (a(x)v + y))
∼
1
µ−
∫ ∞
x+a(x)(v+w)
dlΠ
+
X(l), x→∞.
In the ase where a(x)v + y < 0, Vigon's identity (3.1) and long-tailed behaviour imply that∫
[(va(x)+y)∨0,∞)
V̂ (dl)Π
+
X ((w + v)a(x) + x+ l − (a(x)v + y))
= ΠH (wa(x) + x− y) ∼ ΠH (wa(x) + x)
for eah y as x→∞.
Putting the piees together it follows that for 0 < u ≤ 1, v, w > 0
P
(
−Xτ+x − > −ux,−Xτ+x − > a(x)v,Xτ+x − x > a(x)w|τ
+
x <∞
)
∼
ΠH(x)
P(τ+x <∞)
V (∞)
1
µ−
∫∞
a(x)(v+w)+x
Π
+
X(z)dz
1
µ−
∫∞
x
Π
+
X(z)dz
∼ e−(v+w).
where the nal estimate is obtained by L'Hpital's rule using the fat that a is dierentiable
and a′(x) → 0, as x→∞.
One again it is not neessary to onsider the ase that v < 0 as the triple law established
above is not defetive. Note in partiular that in this setting the weak limit of Xτ+x −/x,
onditionally on τ+x <∞, is 0 as x→∞.
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5 Triple and quadruple laws at rst and last passage of
positive self-similar Markov proesses
The objetive in this setion is to bring some of the results from Setions 2 and 3 into the setting
of positive self-similar Markov proesses. Although this will be a relatively straightforward
operation, it will allow us to onstrut many new expliit examples in the following setion.
A positive Markov proess Y = (Yt, t ≥ 0) with àdlàg paths is a self-similar proess if for
every k > 0 and every initial state x ≥ 0 it satises the saling property, i.e., for some α > 0
the law of (kYk−αt, t ≥ 0) under Px is Pkx,
where Px denotes the law of the proess Y starting from x ≥ 0. Here, we use the notation Y
(x)
or (Y,Px) for a positive self-similar Markov proess starting from x ≥ 0. Well-known examples
of suh lass of proesses inlude Bessel proesses, stable subordinators or more generally stable
proesses onditioned to stay positive.
Lamperti [25℄ proved that there is a bijetive orrespondene between the lass of positive
self-similar Markov proesses that never hit the state 0 and the lass of Lévy proesses whih
do not drift to −∞. More preisely, let Y (x) be a self-similar Markov proess started from x > 0
that fullls the saling property for some α > 0, then
Y
(x)
t = x exp
{
Xθ(tx−α)
}
, 0 ≤ t ≤ xαI(X), (5.1)
where
θt = inf
{
s ≥ 0 : Is(X) > t
}
, Is(X) =
∫ s
0
exp
{
αXu
}
du, I(X) = lim
t→+∞
It(X),
and X is a Lévy proess starting from 0 whih does not drift to −∞ and whose law does not
depend on x > 0, here denoted by P. This is the so-alled Lamperti representation.
Reall that H denotes the asending ladder height proess assoiated to X and V its or-
responding bivariate renewal funtion. Similarly, V̂ denotes the bivariate renewal funtion
assoiated to the desending ladder proesses and ΠX the Lévy measure of X .
Caballero and Chaumont [5℄ studied the problem of when an entrane law at 0 for (Y,Px)
an be dened. In partiular, the authors in [5℄ gave neessary and suient onditions for the
weak onvergene of Y (x) on the Skorokhod's spae, as x goes to 0, towards a non degenerate
proess, that we will denote by Y (0) on some oasions and (Y,P0) on others. The limit proess
Y (0) is a positive self-similar Markov proess whih starts from 0 ontinuously, it fullls the
Feller property on [0,∞) and possesses the same transition funtions as Y (x), x > 0.
Aording to Caballero and Chaumont [5℄, neessary and suient onditions for the weak
onvergene of Y (x) on the Skorokhod's spae are: X is not arithmeti, µ+ := E(H1) <∞ and
E
(
log+
∫ τ+1
0
exp
{
αXs
}
ds
)
<∞, (5.2)
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where τ+x is the rst passage time above x ≥ 0. Reently, Chaumont et al. [10℄ proved that the
additional hypothesis (5.2) is always satised whenever the Lévy proess X is not arithmeti
and µ+ <∞.
For b > x ≥ 0, we set
T
(x)
b = inf{t ≥ 0 : Y
(x)
t ≥ b} and M
(x)
t = sup
0≤s≤t
Y (x)s .
The rst result of this setion onsist of omputing the law of the triplet (M
(x)
T
(x)
b −
, Y
(x)
T
(x)
b −
, Y
(x)
T
(x)
b
)
and may be onsidered as a orollary to Theorem 1. Reall that we drop the dependeny on x
in the aforementioned random variable when the point of issue is indiated in the measure.
Corollary 4. For 0 < x < b, we have on u ∈ [x, b), 0 < v ≤ u and w > b
Px (MTb− ∈ du, YTb− ∈ dv, YTb ∈ dw)
= V (log(b/x) + du/u)V̂ (log(u/b)− dv/v)ΠX(dw/w − log(v/b)).
(5.3)
where the equality holds up to a multipliative onstant.
Moreover, if X is not arithmeti and µ+ <∞, we have on 0 < v ≤ u < b and w > b,
P0 (MTb− < u, YTb− < v, YTb > w) =
1
µ+
∫ log(u/v)
0
dy
∫
[y,∞)
V̂ (dl)Π
+
X(log(w/v) + l − y)
+
1
µ+
∫ ∞
log(b/v)
dyΠH(log(w/b) + y).
(5.4)
Proof. Suppose that F : IR3+ → IR+ is a measurable and bounded funtion suh that F (·, ·, b) =
0. From the Lamperti representation, it is lear that
Ex
(
F (MTb−, YTb−, YTb)
)
= E
(
F
(
x exp{Xτ+
log b/x
−}, x exp{Xτ+
log b/x
−}, x exp{Xτ+
log b/x
}
))
= E
(
F
(
be
X
τ+
log b/x
−
−log(b/x)
, be
X
τ+
log b/x
−
−log(b/x)
, be
X
τ+
log b/x
−log(b/x)))
.
Therefore, the identity (5.3) follows using Theorem 1 and straightforward omputations.
Now, let F : IR3+ → IR+ be a bounded and ontinuous funtion suh that F (·, ·, b) = 0 and
suppose that X is not arithmeti and µ+ < ∞. From the saling property, we have that for
every positive real onstant c,
E0
(
F (MTb−, YTb−, YTb)
)
= E0
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb)
)
.
Let 0 < ǫ < c b, hene
E0
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb)
)
= E0
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb), Tǫ < Tbc
)
+ E0
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb), Tǫ = Tcb
)
.
(5.5)
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From the Markov property and the Lamperti representation, the rst term of the right hand-side
of (5.5) satises that
E0
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb), Tǫ < Tbc
)
=
∫ cb
ǫ
P0(YTǫ ∈ dx)Ex
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb)
)
=
∫ cb
ǫ
P0(YTǫ ∈ dx)E
(
F
(
be
X
τ+
log cb/x
−
−log(cb/x)
, be
X
τ+
log cb/x
−
−log(cb/x)
, be
X
τ+
log cb/x
−log(cb/x)))
.
(5.6)
On the other hand, sine F is bounded by some positive onstant, say k > 0, and the saling
property, we get
0 ≤ E0
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb), Tǫ = Tcb
)
≤ kP0(Tc−1ǫ = Tb).
Hene, the seond term of the right hand-side of (5.5) goes to 0, as c tends to ∞, sine
limc→∞P0(Tc−1ǫ = Tb) = 0. From identity (5.6), Theorem 3 part (i) and the dominated
onvergene Theorem, we dedue
lim
c→∞
E0
(
F (c−1MTcb−, c
−1YTcb−, c
−1YTcb), Tǫ < Tbc
)
= lim
c→∞
E
(
F
(
be
X
τ+
log cb/x
−
−log(cb/x)
, be
X
τ+
log cb/x
−
−log(cb/x)
, be
X
τ+
log cb/x
−log(cb/x)))
.
Putting the piees together, we onlude that
E0
(
F (MTb−, YTb−, YTb)
)
= lim
y→∞
E
(
F
(
be
X
τ+
log y
−
−log y
, be
X
τ+
log y
−
−log y
, be
X
τ+
log y
−log y))
.
The identity (5.4) follows from (3.2) after some straightforward omputations.
Let x ≥ 0 and take b > 0. We set
σ
(x)
b = sup
{
s ≥ 0 : Y (x)s ≤ b
}
and J
(x)
t = inf
s≥t
Y (x)s .
The next result deals with the omputation of the law of (1/J
(x)
0 , Y
(x)
σ
(x)
b −
, Y
(x)
σ
(x)
b
, J
(x)
σ
(x)
b
), for x > 0.
Corollary 5. Suppose that the underlying Lévy proess X is regular for both (0,∞) and
(−∞, 0). For x, b > 0, we have on v ≥ x−1 ∨ b−1, v−1 < y < b and b < u ≤ w <∞
Px
(
1/J0 ∈ dv, Yσb− ∈ dy, Yσb ∈ dw, Jσb ∈ du
)
= V̂ (dv/v)V (log(bv) + dy/y)ΠX(dw/w − log(y/b))V̂ (log(w/b)− du/u)
(5.7)
where the equality holds up to a multipliative onstant.
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Proof. We rst suppose that 0 < b ≤ x and take F : IR4+ → IR+ a measurable and bounded
funtion suh that F (·, ·, ·, b) = 0. From the Lamperti representation, it is lear that
Ex
(
F (1/J0, Yσb−, Yσb, Jσb)1{J0<b}
)
=
= E
(
F
(
x−1e−X∞ , xe
XUlog b/x−, xe
XUlog b/x , xe
X
−→Ulog b/x
)
1{X∞<log b/x}
)
= E
(
F
(
x−1e−X∞ , xeX∞e
X˜U˜log b/x−X∞
− , xeX∞e
X˜U˜log b/x−X∞ , xeX∞e
X˜
−→U˜log b/x−X∞
)
1{X∞<log b/x}
)
,
where X˜ = (XG∞+t − XG∞ , t ≥ 0), G∞ is the time when the proess X reahes is global
minimum and U˜x denotes the last passage time of X˜ above the level x. In partiular, note that
when 0 is regular for (−∞, 0) and for (0,∞) the following identity holds XG∞ = X∞.
On the other hand, from Millar's path deomposition (see Theorem 3.1 in [28℄) we dedue
that
E
(
F
(
x−1e−X∞ , xeX∞e
X˜U˜log b/x−X∞
−, xeX∞e
X˜U˜log b/x−X∞ , xeX∞e
X˜
−→U˜log b/x−X∞
)
1{X∞<log b/x}
)
=
∫ ∞
log x/b
V̂ (dv)E↑
(
F
(
x−1ev, xe−ve
XUlog b/x+v−, xe−ve
XUlog b/x+v , xe−ve
X
−→Ulog b/x+v
))
.
Then our assertion follows from Theorem 2 and straightforward omputations.
The ase when 0 < x < b is muh simpler, sine we do not need to deompose the proess
at its global inmum. We may proeed as above, using Lamperti representation and then
Corollary 2 to get (5.7).
Finally, we are interested in omputing the law of (Y
(0)
σ
(0)
b −
, Y
(0)
σ
(0)
b
, J
(0)
σ
(0)
b
). The distribution of
Y
(0)
σ
(0)
b −
has been reently haraterized in [11℄, as follows: b−1Y
(0)
σ
(0)
b −
(d)
= e−UZ , where U and Z are
independent random variables, U is uniformly distributed over [0, 1] and the law of Z is given
by
P(Z > u) =
1
µ+
∫ ∞
u
sΠH(ds), u ≥ 0.
Before we state the last result of this setion, let us reall a path deomposition, introdued
in [11℄, of the positive self-similar Markov proess (Y,P0) time-reversed at last passage whih
is assoiated to the Lévy proess X . Fix a dereasing sequene (xn, n ≥ 0) of positive real
numbers whih tends to 0. From Corollary 1 in [11℄, we have(
Y
(0)
(σ
(0)
xn−t)−
, 0 ≤ t ≤ σ(0)xn − σ
(0)
xn+1
)
=
(
Γn exp
{
Xnθn(t/Γn)
}
, 0 ≤ t ≤ Hn
)
, n ≥ 0,
where the proesses Xn, n ≥ 0 are mutually independent and have the same law as Xˆ = −X .
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Moreover the sequene (Xn, n ≥ 0) is independent of Y
σ
(0)
x0
−
:= Γ0 and
θn(t) = inf
{
s :
∫ s
0
exp
{
Xnu
}
du ≥ t
}
Hn = Γn
∫ τn(log(xn+1/Γn))
0
exp
{
Xns
}
ds
Γn+1 = Γn exp
{
Xnτn(log(xn+1/Γn))
}
, n ≥ 0,
τn(z) = inf{t : Xnt ≤ z}.
Moreover for eah n, Γn is independent of X
n
and
x−1n Γn
(d)
= x1Γ1. (5.8)
Proposition 1. Let b > 0 and assume that X is not arithmeti and µ+ < ∞. Then the
following identity holds
P0
(
Yσ−b
< ω, Yσb > v, Jσb > u
)
=
1
µ+
∫ log(v/u)
0
dx
∫
[x,∞)
V̂ (dl)Π
+
X(log(v/ω) + l − x)
+
1
µ+
∫ ∞
log(v/b)
dxΠH(log(b/ω) + x),
where 0 < ω ≤ b ≤ u ≤ v.
Proof. Take a dereasing sequene (xn, n ≥ 0) of positive real numbers onverging to 0 and
suh that x0 > b and x1 = b. By the saling property, it is lear that for eah n ≥ 1,
x−1n J
(0)
σ
(0)
xn
(d)
= x−11 J
(0)
σ
(0)
x1
, x−1n Y
(0)
σ
(0)
xn
(d)
= x−11 Y
(0)
σ
(0)
x1
and x−1n Y
(0)
σ
(0)
xn−
(d)
= x−11 Y
(0)
σ
(0)
x1
−
. (5.9)
Now using the path deomposition of the proess Y (0) reversed at σ
(0)
x0 desribed above, we
dedue that the rst identity in law in (5.9) an be written as follows
x−1n Γn−1e
Xn−1
τn−1(log(xn/Γn−1))−
(d)
= x−11 J
(0)
σ
(0)
x1
,
where Xn−1t = inf0≤u≤tX
n−1
u . Similarly, we have that x
−1
n Γn−1e
Xn−1
τn−1(log(xn/Γn−1))−
(d)
= x−11 Y
(0)
σ
(0)
x1
and x−1n Γn
(d)
= x−11 Y
(0)
σ
(0)
x1
−
. Reall that x−11 Y
(0)
σ
(0)
x1
−
= e−UZ . By the independene of Xn−1 and Γn−1
and the identity (5.8), we dedue
x−11 J
(0)
σ
(0)
x1
(d)
= e
Xn−1
τn−1(log(xn/Γn−1))−
−log(xn/Γn−1) (d)
= e
bX
bτ(log(xn/xn−1)−UZ)
−−log(xn/xn−1)+UZ .
From the same arguments as above, we have that
x−11 Y
(0)
σ
(0)
x1
(d)
= e
Xn−1
τn−1(log(xn/Γn−1))
−−log(xn/Γn−1) (d)= e
bXbτ(log(xn/xn−1)−UZ)−−log(xn/xn−1)+UZ ,
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Then by taking xn = be
−n2
for n ≥ 2, we dedue from the above equalities that log(x−11 J
(0)
σ
(0)
x1
)
and log(x−11 X
(0)
σ
(0)
x1
) have the same limit as the limit undershoot of the proesses (X̂ t, t ≥ 0) and
X , respetively, i.e.
X̂bτ(x)− − x→ log(x
−1
1 J
(0)
σ
(0)
x1
) and x− X̂bτ(x)− → log(x
−1
1 Y
(0)
σ
(0)
x1
),
in law as x tends to −∞. Hene, Theorem 3 part (i) gives us the desired result.
6 Some expliit examples.
We onlude our exposition by oering a number of expliit examples. A signiant number
of these examples are the result of inter-playing the role of a stable proess until it rst exits
(0,∞), and onditioned versions thereof, as both are self-similar Markov proess as well as
(Doob h-transforms of) a Lévy proess. In this respet, the routine alulations in the previous
setion will prove to have been very useful. Note, it is straightforward to hek that all the
Lévy proesses mentioned below are regular for both (0,∞) and (−∞, 0).
6.1 Conditioned stable proesses and last passage times
Suppose that X is a stable Lévy proess with index α ∈ (0, 2), i.e. a Lévy proess satisfying
the saling property with index α. It is known that its Lévy measure is given by
ΠX(dx) = 1{x>0}
c+
x1+α
dx+ 1{x<0}
c−
x1+α
dx,
where c+ and c− are two nonnegative real numbers (see for instane [1℄). To avoid trivialities,
we assume c+ > 0.
It is known (f. Bertoin [1℄) that the ladder proess H of a stable proess of index α is a
stable subordinator with index αρ, where ρ = P(X1 ≥ 0) (positivity parameter) and, hene, up
to a multipliative onstant κ(0, β) = βαρ for β ≥ 0. In a similar way, up to a multipliative
onstant κ̂(0, β) = βα(1−ρ). From (1.1) it an easily be shown that (up to a multipliative
onstant)
V (dx) =
xαρ−1
Γ(αρ)
dx and V̂ (dx) =
xα(1−ρ)−1
Γ(α(1− ρ))
dx.
The form of the law of the triple law of undershoots and overshoot for a stable proess an be
read from (4.3)
Marginalizing the quintuple law for the stable proess onditioned to stay positive (see
Theorem 2), we now obtain the following new identity.
Corollary 6. For 0 < y ≤ x and 0 < u ≤ w,
P
↑(X−→Ux − x ∈ du, x−XUx− ∈ dy,XUx − x ∈ dw)
=
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(x− y)αρ−1(w − u)α(1−ρ)−1
(w + y)α+1
du dy dw.
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Note that the normalizing onstant above is hosen to make the density on the right-hand
side a distribution. In partiular, stable proesses do not reep and hene from Tanaka's path
onstrution, we dedue that it is not neessary to take are of an atom on the event {XUx = x}.
When the stable proess onditioned to stay positive starts from z > 0, Corollary 1 give us
the following identity.
Corollary 7. For x > 0, 0 < v < z ∧ x, 0 < y ≤ x− v and 0 < u ≤ w,
P
↑
z(X∞ ∈ dv,X−→Ux − x ∈ du, x−XUx− ∈ dy,XUx − x ∈ dw)
= K1(x, z)
(z − v)α(1−ρ)−1(x− v − y)αρ−1(w − u)α(1−ρ)−1
zα(1−ρ)(w + y)α+1
dv du dy dw.
The normalizing onstant K1(x, z) (whih depends on x and z) makes the right-hand side of
the previous identity a distribution and following a quadruple integral an be shown to be
K1(x, z) =
sin(παρ)
π
α(1− ρ)Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(
1−
(
1−
z ∧ x
z
)α(1−ρ))−1
.
6.2 Lamperti-stable proesses: I
A partiular family of Lévy proesses whih will be of interest to us in this and subsequent
examples are Lamperti-stable proess with harateristis (̺, β, γ) where ̺ ∈ (0, 2) and β, γ ≤
̺+ 1. Suh Lévy proess have no Gaussian omponent and their Lévy measure is of the type
1{x>0}
c+e
βx
(ex − 1)1+̺
dx+ 1{x<0}
c−e
−γx
(e−x − 1)1+̺
dx, (6.1)
where c+ and c− are two nonnegative real numbers. We refer to [6℄ for a proper denition and
[4, 9℄ for more details in what follows. We also mention the work of [24℄ in whih a larger lass
of Lévy proesses (alled the β-lass) is dened. We shall predominantly be onerned with
the ase that c+ > 0. In the forthoming text we shall also make referene to Lamperti-stable
subordinators with harateristis (̺, γ). In that ase we mean a (possibly killed) subordinator
whih has no drift term and Lévy measure of the form
1{x>0}c
eγx
(ex − 1)1+̺
dx (6.2)
for c > 0, γ ≤ 1 + ̺ and ̺ ∈ (0, 1).
Lamperti-stable proesses oour naturally when onsidering an α-stable proess onditioned
to stay positive. Indeed, the latter proesses are self-similar and never hit the origin and hene
respet the Lamperti representation (5.1). More formally (keeping with the same notation as
in the previous sub-setion) when X is issued from x > 0 we may write
Xt = x exp
{
ξ↑θ(tx−α)
}
(6.3)
where for t > 0,
θ(t) = inf
{
s ≥ 0 :
∫ s
0
exp
{
αξ↑u
}
du ≥ t
}
.
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Moreover, the proess ξ↑ = (ξ↑t , t ≥ 0) is a Lévy proess started from 0 whose law does not
depend on x > 0 and in Caballero and Chaumont [4℄ it was shown that ξ↑ is a Lamperti-stable
proess with harateristis given by ̺ = α, β = α(1 − ρ) + 1 and γ = αρ, where ρ is the
positivity parameter of the assoiated stable proess.
Our objetive in this setion is to oer some expliit identities for the proess ξ↑. In that ase
the rst and last passage times, ie. τ+· and U·, as well the notation for the running maximum
and minimum should be understood aordingly. We reall that the stable proess onditioned
to stay positive drifts to +∞, from the Lamperti representation (6.3) we dedue that the proess
ξ↑ also drifts to +∞. The law of the overall inmum of ξ↑ has been omputed in Proposition
2 of [4℄ (see also Corollary 2 in [9℄) whih is given by
P(−ξ↑
∞
≤ z) = (1− e−z)α(1−ρ), for all z ≥ 0,
whih implies, by Proposition VI.17 in [1℄, that the renewal funtion V̂ an be represented as
follows
V̂ (z) = V̂ (∞)(1− e−z)α(1−ρ), for all z ≥ 0. (6.4)
It is well known that V̂ is unique up to a multipliative onstant whih depends on the normal-
ization of loal time of ξ↑ at its inmum. Without loss of generality we may therefore assume
in the forthoming analysis that V̂ (∞), whih is equal to the reiproal of killing rate of the
desending ladder height proess, may be taken identially equal to 1. In this respet we shall
also assume that c+ = 1.
With these assumptions in plae, we nd by (1.1) that
κ̂(0, λ) =
1
Γ(α(1− ρ) + 1)
Γ(α(1− ρ) + 1 + λ)
Γ(λ+ 1)
, for all λ ≥ 0.
Then, aording to Corollary 1 in [6℄, the desending ladder height subordinator Ĥ is a killed
Lamperti stable subordinator with harateristis (α(1− ρ), 0), i.e. a subordinator whose Lévy
measure is given by
Π bH(dx) =
sin(πα(1− ρ))
π
dx
(ex − 1)1+α(1−ρ)
, x > 0,
and killed at unit rate.
On the other hand from (3.1), we have that the Lévy measure of the upward ladder height
subordinator H satises
ΠH(x) = α(1− ρ)
∫ ∞
0
dy (1− e−y)α(1−ρ)−1e−y
∫ ∞
x+y
e(α(1−ρ)+1)u
(eu − 1)α+1
du, x > 0.
Perfoming the above integral, we get
ΠH(x) =
Γ(αρ)Γ(α(1− ρ) + 1)
Γ(α + 1)
1
(ex − 1)αρ
,
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whih implies that H is a subordinator whose Lévy measure is given by
ΠH(dx) =
Γ(αρ+ 1)Γ(α(1− ρ) + 1)
Γ(α + 1)
ex
(ex − 1)1+αρ
dx,
that is to say a Lamperti stable subordinator with harateristis (αρ, 1). Sine the stable
proess onditioned to stay positive does not reep, we dedue that ξ↑ does not reep either
and from Theorem VI.19 in [1℄ the subordinator H has no drift. Hene from Corollary 1 in [6℄,
the Laplae exponent of H is as follows
κ(0, λ) =
π
sin(παρ)
Γ(α(1− ρ) + 1)
Γ(α + 1)
Γ(λ+ αρ)
Γ(λ)
, λ ≥ 0,
whih implies, from (1.1) , that
V (dx) =
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ) + 1)
(1− e−x)αρ−1dx. (6.5)
It is important to note that the above disussion provides a new expliit example of the spatial
Wiener-Hopf fatorization whih we formally state as a proposition.
Proposition 2. For any Lamperti-stable proess ξ↑ with harateristis (α, α(1− ρ) + 1, αρ),
its harateristi exponent, Ψξ↑(λ) := − logE(e
iλξ↑1 ), enjoys the following Wiener-Hopf fator-
ization,
Ψξ↑(λ) =
π
sin(παρ)Γ(α + 1)
Γ(−iλ+ αρ)Γ(α(1− ρ) + 1 + iλ)
Γ(−iλ)Γ(iλ + 1)
=
π
sin(παρ)
Γ(α(1− ρ) + 1)
Γ(α+ 1)
Γ(−iλ + αρ)
Γ(−iλ)
×
1
Γ(α(1− ρ) + 1)
Γ(α(1− ρ) + 1 + iλ)
Γ(iλ + 1)
for λ ∈ R where the rst equality holds up to a multipliative onstant.
Note that the above fatorization also provides an alternative way of omputing the har-
ateristi exponent of suh Lamperti-stable proesses to the methods employed, for example,
in [6℄ and [29℄. This fatorization should also be seen as a speial ase of the Wiener-Hopf
fatorization of the β-lass of Lévy proesses appearing in the onurrent work of Kuznetsov
[24℄.
Now that we are in possession of the potential measures V and V̂ , we may marginalize the
quintuple law at rst passage times (Theorem 1) and obtain a new identity for the Lamperti
proess ξ↑ whih is given below.
Corollary 8. For y ∈ [0, x], v ≥ y and u > 0,
P(ξ↑
τ+x
− x ∈ du, x− ξ↑
τ+x −
∈ dv, x− ξ
↑
τ+x −
∈ dy)
=
sin(παρ)
π
Γ(α+ 1)
Γ(αρ)Γ(α(1− ρ))
(1− e−x+y)αρ−1(1− e−v+y)α(1−ρ)−1
· e−v+ye(α(1−ρ)+1)(u+v)(eu+v − 1)−α−1dy dv du.
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Similarly, from Corollary 2, we obtain a quadruple law for the last passage time of ξ↑.
Corollary 9. For v > 0, 0 ≤ y < x+ v, w ≥ u > 0,
P(−ξ↑
∞
∈ dv, ξ↑
−→
Ux − x ∈ du, x− ξ
↑
Ux−
∈ dy, ξ↑Ux − x ∈ dw)
=
α(1− ρ) sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(1− e−x−v+y)αρ−1
·
(
(1− e−v)(1− e−w+u)
)α(1−ρ)−1
e−v−w+ue(α(1−ρ)+1)(y+w)(ey+w − 1)−1−αdv dy dw du.
Further, we may ompute the triple law at last passage times for the Lamperti-stable ξ↑
onditioned to stay positive starting from 0 with the help of Theorem 2.
Corollary 10. For 0 < y ≤ x and 0 < u ≤ w
P
↑(ξ↑
−→
Ux − x ∈ du, x− ξ
↑
Ux−
∈ dy, ξ↑Ux − x ∈ dw)
=
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(1− e−x+y)αρ−1(1− e−w+u)α(1−ρ)−1
· e−w+ue(α(1−ρ)+1)(y+w)(ey+w − 1)−α−1du dy dw.
Moreover, when the Lamperti-stable proess onditioned to stay positive starts from a positive
state, Corollary 1 give us the following expliit identity.
Corollary 11. For x > 0, 0 < v < z ∧ x, 0 < y ≤ x− v and 0 < u ≤ w
P
↑
z(ξ
↑
∞
∈dv, ξ↑
−→
Ux − x ∈ du, x− ξ
↑
Ux−
∈ dy, ξ↑Ux − x ∈ dw)
= K2(x, y)(1− e
−x+v+y)αρ−1
(
(1− e−z+v)(1− e−w+u)
)α(1−ρ)−1
· e(α(1−ρ)+1)(y+w)e−z−w+v+u(ew+y − 1)−α−1dv du dy dw.
The normalizing onstant K2(x, z) (whih depends on x and z) makes the right-hand side of
the previous identity a distribution and following a quadruple intergal an be shown to be
K2(x, z) =
sin(παρ)
π
α(1− ρ)Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(
1−
(
0 ∨
1− e−z+x
1− e−z
)α(1−ρ) )−1
.
Finally, we note that the proess ξ↑ is not arithmeti and that
µ+ = κ
′(0, 0+) =
π
sin(παρ)
Γ(αρ)Γ(α(1− ρ) + 1)
Γ(α + 1)
<∞.
Therefore, from Theorem 3 (i), the random variable (x− ξ
↑
τ+x −
, x− ξ↑
τ+x −
, ξ↑
τ+x
− x) onverges
weakly towards a non-degenerate random variable whih is given in the next orollary.
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Corollary 12. For 0 ≤ u ≤ v, w ≥ 0.
lim
x→∞
P
(
x− ξ
↑
τ+x −
> u, x− ξ↑
τ+x −
> v, ξ↑
τ+x
− x > w
)
=
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
∫ v−u
0
dy
∫ ∞
y
dz e−z(1− e−z)α(1−ρ)−1
∫ ∞
ω+z+v−y
e(α(1−ρ)+1)l
(el − 1)α+1
dl
+
sin(παρ)
π
∫ ∞
v
e−αρ(ω+y)
(1− e−(ω+y))αρ
dy.
6.3 Conditioned stable proesses and rst passage times
In this example, we are interested in omputing the triple law at rst passage times of stable
proesses onditioned to stay positive. Note that the results in Setion 2 do not over this
eventuality. However, thanks to the Lamperti transformation, we an reover the required
identities from some of the onlusions in the previous subsetion. To this end we keep with
our earlier notation so that X is a stable proess of index α ∈ (0, 2) enjoying positive jumps.
Taking note of the the form of the Lévy measure of ξ↑ and the renewal funtions (6.4) and
(6.5), after some algebra, we get from Corollary 4 the following result.
Corollary 13. Let b > x > 0. For u ∈ [0, b− x], v ∈ [u, b) and y > 0,
P
↑
x(b−Xτ+b −
∈ du, b−Xτ+b −
∈ dv, Xτ+b
− b ∈ dy)
=
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
(b− x− u)αρ−1(v − u)α(1−ρ)−1(b− v)αρ(y + b)α(1−ρ)
(b− u)α(y + v)α+1
du dv dy,
We obtain similarly from Corollary 4 the following formula for the stable proess onditioned
to stay positive starting from 0
Corollary 14. For u ∈ [0, b], v ∈ [0, u], w > b > 0
P
↑(Xτ+b −
< u, Xτ+b −
< v, Xτ+b
> w)
=
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
∫ log(u/v)
0
dy
∫ ∞
y
dl(1− e−l)α(1−ρ)−1e−l
∫ ∞
log(w/v)+l−y
e−αρx
(1− e−x)α+1
dx
+
sin(παρ)
π
∫ ∞
log(b/v)
bαρdy
(eyw − b)αρ
.
6.4 Lamperti-stable proesses: II
Next we return to Lamperti-stable proesses and make use of some of the results in the previous
setion to push further more expliit identities. To this end, reall that the law of a stable
proess onditioned to stay positive at time t > 0 when issued from x > 0 is dened via the
transformation
P
↑
x(Xt ∈ dz) =
(z
x
)αρ
Px(Xt ∈ dz , t < τ
−
0 ) , t ≥ 0, z > 0. (6.6)
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where τ−0 = inf{t > 0 : Xt ≤ 0}. It is well known that by the optional sampling theorem the
latter identity extends to nite stopping times and hene
P
↑
x(b−Xτ+b −
∈ du, b−Xτ+b −
∈ dv, Xτ+b
− b ∈ dy)
=
(
b+ y
x
)αρ
Px(b−Xτ+b −
∈ du, b−Xτ+b −
∈ dv, Xτ+b
− b ∈ dy, τ+b < τ
−
0 ).
Taking aount of the identity established in Corollary 13, we dedue the following new identity
whih extends the main result of Rogozin [31℄.
Corollary 15. For u ∈ [0, b− x], v ∈ [u, b) and y > 0,
Px(b−Xτ+b −
∈ du, b−Xτ+b −
∈ dv, Xτ+b
− b ∈ dy, τ+b < τ
−
0 )
=
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
xαρ(b− x− u)αρ−1(v − u)α(1−ρ)−1(b− v)αρ(y + b)α(1−2ρ)
(b− u)α(y + v)α+1
du dv dy.
(6.7)
Having established the above orollary, we may now use it to extrat even more identities
for Lamperti-stable proesses. To begin with, we will follow the same line of reasoning used in
Theorem 2 in [9℄ in order to get a similar identity for the Lamperti-stable ξ↑. To this end, we
set for −∞ < u ≤ 0 < b <∞,
T ↑+b = inf
{
t ≥ 0 : ξ↑t ≥ b
}
and T ↑−u = inf
{
t ≥ 0 : ξ↑t ≤ u
}
.
From the Lamperti representation of (X,P↑) and identity (6.6), we get for 0 < θ ≤ φ < b − u
and η > 0,
P
(
b− ξ↑T ↑+b −
< θ, b− ξ↑
T ↑+b −
> φ, ξ↑
T ↑+b
− b < η, T ↑+b < T
↑−
u
)
= P↑1
(
eb −Xτ+
eb
− < e
b − eb−θ, eb −Xτ+
eb
− > e
b − eb−φ, Xτ+
eb
− eb < eη+b − eb, τ+
eb
< τ−eu
)
=
∫ eb−eb−θ
0
dx
∫ eb−eu
eb−eb−φ
dy
∫ eη+b−eb
0
dz
(
z + eb
)αρ
× P1
(
eb −Xτ+
eb
− ∈ dx, e
b −Xτ+
eb
− ∈ dy, Xτ+
eb
− eb ∈ dz, τ+
eb
< τ−eu
)
=
∫ eb−eb−θ
0
dx
∫ eb−eu
eb−eb−φ
dy
∫ eη+b−eb
0
dz
(
z + eb
)αρ
× P1−eu
(
h−Xτ+h −
∈ dx, h−Xτ+h −
∈ dy, Xτ+h
− h ∈ dz, τ+h < τ
−
0
)
,
where h = eb − eu. From the identity (6.7) and some straightforward omputations, we obtain
the following identity for ξ↑, whih generalizes Theorem 2 in [9℄.
Corollary 16. For θ ∈ [0, b], θ ≤ φ < b− u and η > 0
P
(
b− ξ↑T ↑+b −
∈ dθ, b− ξ↑
T ↑+b −
∈ dφ, ξ↑
T ↑+b
− b ∈ dη, T ↑+b < T
↑−
u
)
=
sin(παρ)
π
Γ(α + 1)
Γ(αρ)Γ(α(1− ρ))
eb(1− eu)αρe−θ−φe(αρ+1)η(eb−θ − 1)αρ−1(e−θ − e−φ)α(1−ρ)−1
· (eb−φ − eu)αρ(eb+η − eu)α(1−2ρ)(eb−θ − eu)−α(eη − e−φ)−α−1dθ dφ dη.
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Aording to Caballero and Chaumont [4℄, stable proesses when initiated from a positive
position and killed at τ−0 are also positive self-similar Markov proesses. Suh proesses also
enjoy a transformation of the kind (5.1), but the underling Lévy proess in the transformation is
killed at an independent and exponentially distributed time. In the ase at hand, the underlying
Lévy proess is a Lamperti-stable proess with harateristis (α, 1, α) and the killing rate is
c−α
−1
. Let us denote the latter proess by ξ∗ and set for −∞ < u ≤ 0 < b <∞,
T ∗+b = inf
{
t ≥ 0 : ξ∗t ≥ b
}
and T ∗−u = inf
{
t ≥ 0 : ξ∗t ≤ u
}
.
Similar arguments to those used above give us the following new identity for ξ∗, whih
generalize Theorem 3 in [9℄.
Corollary 17. For θ ∈ [0, b], θ ≤ φ < b− u and η > 0,
P
(
b− ξ∗T ∗+b −
∈ dθ, b− ξ∗
T ∗+b −
∈ dφ, ξ∗T ∗b − b ∈ dη, T
∗+
b < T
∗−
u
)
=
sin(παρ)
π
Γ(α+ 1)
Γ(αρ)Γ(α(1− ρ))
eb(1−αρ)(1− eu)αρe−θ−φ+η(eb−θ − 1)αρ−1(e−θ − e−φ)α(1−ρ)−1
· (eb−φ − eu)αρ(eb+η − eu)α(1−2ρ)(eb−θ − eu)−α(eη − e−φ)−α−1dθ dφ dη.
Finally, we onsider the stable proess X onditioned to hit 0 ontinuously. This proess is
dened as a Doob h-transform with respet to the funtion h(x) = α(1− ρ)xα(1−ρ)−1 whih is
exessive for the killed stable proess at τ−0 . Moreover, the latter proess is also a positive self-
similar Markov proess. Aording to Caballero and Chaumont [4℄ a Lamperti transformation
of the kind (5.1) exists where the underlying Lévy proes, denoted by ξ↓, is a Lamperti-stable
proess with harateristis (α, α(1− ρ), αρ+ 1).
We set for −∞ < u ≤ 0 < b <∞,
T ↓+b = inf
{
t ≥ 0 : ξ↓t ≥ b
}
and T ↓−u = inf
{
t ≥ 0 : ξ↓t ≤ u
}
.
The following new identity for ξ↓ follows in a similar spirit to the alulations for ξ↑ and
generalizes Theorem 4 in [9℄.
Corollary 18. For θ ∈ [0, b], θ ≤ φ < b− u and η > 0,
P
(
b− ξ↓T ↓+b −
∈ dθ, b− ξ↓
T ↓+b −
∈ dφ, ξ↓
T ↓+b
− b ∈ dη, T ↓+b < T
↓−
u
)
=
sin(παρ)
π
Γ(α+ 1)
Γ(αρ)Γ(α(1− ρ))
(1− eu)αρe−θ−φeαρη(eb−θ − 1)αρ−1(e−θ − e−φ)α(1−ρ)−1
· (eb−φ − eu)αρ(eb+η − eu)α(1−2ρ)(eb−θ − eu)−α(eη − e−φ)−α−1dθ dφ dη,
6.5 Lamperti-stable subordinators, philanthropy and hypergeometri
Lévy proesses
Here we will use the, previously unexploited, theory of philanthropy due to Vigon [33℄ in order to
onstrut a new family of Lévy proesses, whih we shall denote hypergeometri Lévy proesses,
for whih we may ompute triple laws at rst and last passage times.
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Aording to Vigon's theory of philanthropy, a subordinator is alled philanthropist if its
Lévy measure has a dereasing density on IR+. Moreover, given any two subordinators H and
Ĥ whih are philanthropists there exist a Lévy proess X suh that H and Ĥ have the same
law as the asending and desending ladder height proesses of X , respetively. Moreover, the
Lévy measure of X satises the following identity
Π
+
X(x) =
∫ ∞
0
ΠH(x+ du)Π bH(u) + δ̂ πH(x) + k̂ΠH(x), x > 0, (6.8)
where (k̂, δ̂,Π bH) are the harateristis of Ĥ , ΠH denotes the Lévy measure of H and πH its
orresponding density. By symmetry, an obvious analogue of (6.8) holds for the negative tail
Π
−
X(x) := ΠX(−∞, x), x < 0.
Reall that a Lamperti-stable subordinator with harateristis (̺, γ) is a (possibly killed)
subordinator with no drift omponent and Lévy measure given by (6.2). From the form of the
latter it is lear that Lamperti-stable subordinators are philanthropists. For simpliity, in what
follows we will assume that the onstant c = 1.
Let Ĥ be a Lamperti-stable subordinator with harateristis (̺, β) whih is killed at rate
Γ(1− ̺)
̺
Γ(1− β + ̺)
Γ(1− β)
,
and H a Lamperti subordinator with harateristis (γ, 1) with no killing, where ̺, γ ∈ (0, 1)
and β ≤ 1. Let us denote by X the Lévy proess whose asending and desending ladder height
proesses have the same law as H and Ĥ , respetively. From (6.8), the Lévy measure of X is
suh that
Π
+
X(x) =
∫ ∞
x
eu
(eu − 1)γ+1
∫ ∞
u−x
eβz
(ez − 1)̺+1
dz du−
Γ(1− ̺)
γ̺
Γ(1− β + ̺)
Γ(1− β)
(eu − 1)−γ.
Applying the binomial expansion twie, we obtain that∫ ∞
x
eu
(eu − 1)γ+1
∫ ∞
u−x
eβz
(ez − 1)̺+1
dz du
=
1
(̺+ 1− β)
∞∑
n,k=0
(̺+ 1)n(̺+ 1− β)n
n!(̺+ 2− β)n
(γ + 1)k(γ + 1 + ̺+ n− β)k e
−x(γ+k)
(γ + 1 + ̺+ n− β)k!(γ + 2 + ̺+ n− β)k
,
where (z)n = Γ(z + n)/Γ(z), z ∈ C. Putting the piees together, we may write the Lévy
measure of X as follows
Π
+
X(x) =
1
(̺+ 1− β)
∞∑
n,k=0
(̺+ 1)n(̺+ 1− β)n
n!(̺+ 2− β)n
(γ + 1)k(γ + 1 + ̺+ n− β)k e
−x(γ+k)
(γ + 1 + ̺+ n− β)k!(γ + 2 + ̺+ n− β)k
−
Γ(1− ̺)
γ̺
Γ(1− β + ̺)
Γ(1− β)
(eu − 1)−γ.
For simpliity, we denote by f for the density of Lévy measure ΠX on IR+ whih an be
obtained by dierentiating the above expression.
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It is important to note that the proess X has no gaussian omponent and that ΠX also
satises
Π
−
X(x) =
∞∑
n,k=0
(γ)n
γn!
(̺+ 1)k(γ + ̺+ 1− β + n)k
k!(γ + 2 + ̺− β + n)k(γ + ̺+ 1− β + n)
e−x(̺+1+k−β), for x < 0.
Moreover the proess X drift to∞, when β < 1, and osillates, when β = 1. In the latter ase,
the form of the Lévy measure of X is muh simpler and is given by
Π
+
X(x) =
Γ(γ + ̺)Γ(1− ̺)
̺Γ(γ + 1)
1
(ex − 1)γ(1− e−x)̺
, x > 0.
We all the proess X a hypergeometri Lévy proess with harateristis (̺, γ, β). When
the harateristis of the hypergeometri proess are suh that ̺ = α(1−ρ), γ = αρ and β = 0,
the proess X is the Lamperti-stable proess with harateristis (α, α(1− ρ) + 1, αρ) studied
in Subsetion 6.2.
From Corollary 1 in [6℄, we know that the Laplae exponent of Ĥ satises
κˆ(0, λ) =
Γ(1− ̺)
̺
Γ(λ+ 1− β + ̺)
Γ(λ+ 1− β)
λ ≥ 0,
and from (1.1), we dedue that
V̂ (dx) =
̺ sin(π̺)
π
e(β−1)x(1− e−x)̺−1dx.
Similarly for the subordinator H , we have
κ(0, λ) =
Γ(1− γ)
γ
Γ(λ+ γ)
Γ(λ)
λ ≥ 0,
and
V (dx) =
γ sin(πγ)
π
(1− e−x)γ−1dx.
Hene we identify the following Wiener-Hopf fatorization whih generalizes Proposition 2.
Proposition 3. For any hypergeometri Lévy proess X with harateristis (̺, γ, β), its har-
ateristi exponent, ΨX(λ) = − logE(e
iλX1), enjoys the following Wiener-Hopf fatorization,
ΨX(λ) =
Γ(1− γ)Γ(1− ̺)
̺γ
Γ(−iλ+ γ)Γ(iλ + 1− β + ̺)
Γ(−iλ)Γ(iλ + 1− β)
=
Γ(1− γ)
γ
Γ(−iλ + γ)
Γ(−iλ)
×
Γ(1− ̺)
̺
Γ(iλ+ 1− β + ̺)
Γ(iλ+ 1− β)
where the rst equality hold up to a multipliative onstant.
Marginalizing the quintuple law at rst passage times (Theorem 1), we obtain one of but
many identities for the hypergeometri Lévy proess X .
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Corollary 19. For y ∈ [0, x], v ≥ y and u > 0,
P(Xτ+x − x ∈ du, x−Xτ+x − ∈ dv, x−Xτ+x − ∈ dy)
= ̺γ
sin(π̺) sin(πγ)
π2
(1− e−x+y)γ−1(1− e−v+y)ρ−1e(β−1)(v−y)f(u+ v) dy dv du,
We leave the reader to amuse him/herself with the plethora of other similar examples whih
an be obtained from earlier results in this paper.
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