Multicointegration is traditionally defined as a particular long run relationship among variables in a parametric vector autoregressive model that introduces links between these variables and partial sums of the equilibrium errors. This paper departs from the parametric model, using a semiparametric formulation that reveals the explicit role that singularity of the long run conditional covariance matrix plays in determining multicointegration. The semiparametric framework has the advantage that short run dynamics do not need to be modeled and estimation by standard techniques such as fully modified least squares (FM-OLS) on the original I (1) system is straightforward. The paper derives FM-OLS limit theory in the multicointegrated setting, showing how faster rates of convergence are achieved in the direction of singularity and that the limit distribution depends on the distribution of the conditional one-sided long run covariance estimator used in FM-OLS estimation. Wald tests of restrictions on the regression coefficients have nonstandard limit theory which depends on nuisance parameters in general. The usual tests are shown to be conservative when the restrictions are isolated to the directions of singularity and, under certain conditions, are invariant to singularity otherwise. Simulations show that approximations derived in the paper work well in finite samples. We illustrate our findings by analyzing fiscal sustainability of the US government over the post-war period.
Introduction
Many economic time series are non-stationary and contain stochastic trends, which are naturally modeled using cointegration. For example, two I(1) variables y t and x t are cointegrated if for some A, u 0t = y t − Ax t is I(0). Granger and Lee (1990) call multicointegration a situation when the cumulative error U 0t = t s=1 u 0s is cointegrated with x t or y t . They analyze a case where (y t , x t , u 0t ) are production, sales and inventory investment, A = 1 and U 0t is the level of inventories. Inventory stock U 0t may then be cointegrated with production via an adjustment mechanism that captures firm decision making on inventory investment, as well as satisfying an identity arising from the aggregation of the defining relationship y t = x t + u 0t .
It is important to take into account the presence of multicointegration in a cointegrated system: on one hand it can invalidate usual procedures of estimation and testing in cointegrated systems by affecting asymptotic properties; and on the other it may lead to advantages in improved forecasting performance.
Multicointegration has so far been defined only in a VAR framework and naturally involves implicit restrictions on the model induced by the extra layer of cointegration. Engsted and Johansen (1997) , for example, show that if the process is generated by a VAR model for I(k) variables, multicointegration may occur if k = 2 but not if k = 1.
This paper studies cointegrated-multicointegrated models in a semiparametric framework with specific focus on the use of fully modified least squares (FM-OLS) estimation. In related work, the authors (Phillips and Kheifets, 2019) explore the concept of multicointegration in a general I(1) triangular cointegrated system with weakly dependent errors, showing how multicointegration emerges naturally from singularity of the long run covariance matrix.
This formulation gives an explicit mechanism generating multicointegration in a general way as a property of the system, as opposed to imposing multicointegration subsequently on a parametric system like a VAR. The present paper contributes by developing asymptotic theory for FM-OLS estimation and testing in cointegrating relationships that involve multicointegration. The analysis of triangular cointegrated systems under singularity that is developed is of some independent interest.
To define multicointegration for weakly dependent data, we take the triangular representation of a linear cointegrating relationship. In the cointegrating regression model
A is a m 0 × m x cointegrating coefficient matrix, x t is initialized at t = 0 by x 0 = O p (1), and the combined error vector u t = (u 0t , u xt ) follows the linear process
for some ν > 2, finite fourth order cumulants of η t , and where m = m 0 + m x .
It is common in the literature to consider such time series with an additional assumption |D(1)| = 0 (e.g. Phillips, 1995) , Ω = Ω 00 Ω 0x
where Ω xx > 0 is positive definite. The conditional long run covariance matrix, defined as the Schur complement of the block Ω xx , Ω 00.x = Ω 00 − Ω 0x Ω −1 xx Ω x0 , is positive (semi-) definite if and only if Ω is positive (semi-) definite (by virtue of the Guttman rank additivity formula). In this paper we consider a situation when the long run variance matrix is singular, or, equivalently, when the conditional long run covariance matrix is singular. It corresponds to a case where partial sums of y t and x t are cointegrated with an I(0) error in some unknown direction, i.e. when there is a multicointegration in spirit of Granger and Lee (1990) , but is semiparametric in the sense that the short run dynamics is left unspecified. We therefore introduce the following definition. Definition 1. The process generated by a triangular cointegrating system is called multicointegrated if its long run covariance is singular.
The advantage of our framework is that it provides the explicit relationship from which the multicointegration arises. Thus, if we take partial sums of the augmented regression form
xx u xt , giving (using capitals with time index for partial sums)
It becomes clear that in the direction of singularity of Ω 00.x we have an exact long run relationship that links Y t , X t , and x t and this is known in terms of the coefficients A, F and the singular direction of Ω 00.x , which is estimable.
In earlier work on multicointegration, the hypothesis about multicointegration is simply imposed a priori, as in the Granger and Lee (1990) paper. What our approach does is to reveal the leading role that the singularity of the long run conditional covariance matrix Ω 00.x plays in determining multicointegration.
And this is a nonparametric formulation. Engsted and Johansen (1997) show that multicointegration as defined in Engle and Lee (1990) of a linear I(1) process (y t ,
the roots of |C(z)| = 0 satisfy |z| > 1 or z = 1, occurs when z = 1 is a root, so that C(1) = ξ has reduced rank, and ξ ⊥Ċ (1) ⊥ is singular, see also Johansen (1992) . This is exactly the case when Ω is singular, as shown below. 
and employs corrections for endogeneity in the regressor x t , leading to the transformed dependent variable
xx (x t −x t−1 ) and a bias correction term involving ∆ + 0x = ∆ 0x − Ω 0x Ω −1 xx ∆ xx , which is constructed using consistent nonparametric estimators of submatrices of the long run and one sided long run quantities Ω and ∆. Compared with OLS, the FM-OLS estimator removes asymptotic bias and increases efficiency by correcting both the long run serial correlation in u t and endogeneity in x t caused by the long run correlation between u 0t and u xt . The properties of FM-OLS in general regressions as well as VARs are studied in Phillips (1995) .
Here we allow for the possibility of a singular conditional long run variance matrix Ω 00.x . When Ω 00.x is singular, i.e. when modified y t is cointegrated and in some direction the errors in the cointegrating equation are I(−1), the limit distribution of the FM-OLS estimator is degenerate and may have unsatisfactory properties in testing.
The paper makes the following contributions. First, we derive the rates of convergence and the limiting distribution of the FM-OLS estimator in case of a null conditional long run variance matrix. The rate of convergence of FM-OLS is faster than the usual O(T ) rate for cointegration and the rate depends on the bandwidth used in estimating the long run quantities that are employed in making corrections for endogeneity and serial correlation in the FM-OLS formula. The resulting limit distribution of FM-OLS is no longer mixed normal and depends on nuisance parameters. Similar properties hold in the direction of singularity in the case of a singular long run variance matrix. Second, under certain conditions, the limit distribution of Wald statistics for testing restrictions on the cointegrating space and cointegrating parameters is χ 2 and is invariant to the presence of singularity. Third, we show that when those restrictions fail, the Wald test is conservative. Using Monte Carlo simulations, we show that the empirical level of the test can be far below the nominal 1%, 5% and 10% levels in singular and near singular cases.
As an application we analyse fiscal sustainability of the US government over the period 1947-2019 by testing the null hypothesis that the cointegraton relationship between government revenue and expenditure is (1, −1). Multicointegration between government revenue and expenditure naturally arises if bounds are imposed on deviations of debt from revenue. We reject the null hypothesis and as our theoretical results show, this conclusion is not affected by the presence of multicointegration. This is important for practical purposes, as a separate treatment of the multicointegration case is not necessary (c.f., Quintos, 1995 , and Berenguer-Rico and Carrion-i-Silvestre, 2011).
The paper is organized as follows. In Section 2 we derive the rates of convergence of elements of A + and establish its limit distribution. After some preliminary observations we begin our discussion with the null case where Ω 00.x = 0, then move on to a case of a general singular matrix. We then discuss the im- 
and the OLS estimator is O(T ) consistent and the limit distribution depends on the nuisance parameters Ω and ∆:
The last two terms are the endogeneity and serial correlation biases, which FM-OLS seeks to remove.
Suppose Ω and ∆ are estimated as
where w(·) is a kernel function, K is a bandwidth parameter (see e.g. Priestley (1981) and Hannan (1970)), and the sample covariances are
Similar to Phillips (1995) , we consider the following kernels and bandwidth rates. is a twice continuously differentiable even function with:
For example, Parzen and Tukey-Hanning kernels satisfy Assumption K. The
Bartlett-Priestley or quadratic spectral kernels do not satisfy Assumption K; in order to use them, one can extend our results for kernels satisfying Assumption K(a) and
Under Assumption K, with 0 < k < 1, and for any consistent estimator A,
For the nonsingular case this result appears in Corollary 4.3 in Phillips (1995) . The proof reveals that singularity does not alter the above convergence but makes the limiting distribution degenerate. If Ω 00.x has full rank, the rate of convergence of the FM-OLS estimator is determined by the rates of weak convergence of the sample covariances and the rate of nonparametric estimation
of Ω and ∆ does not play any role. We will show that in case Ω 00.x is singular, the rate of convergence of the FM-OLS estimator along the null direction of Ω 00.x will increase by δ KT , where δ KT = min(K 2 , T 1/2 ).
For example, in case Ω 00.x = 0, T A + − A → p 0, and the precise rate of convergence of the FM-OLS depends on the bandwidth parameter expansion rate k in the kernel estimation in Assumption K, and the first order term in the nonparametric approximation of long run covariances may show up in the limit. If Ω 00.x = 0, then D 0.x (1) = 0 and the Beveridge-Nelson decomposition of u 0.x,t reduces to its transient component so that u 0.x,t = ∆η t is I(−1). The next proposition establishes convergence properties of FM-OLS for such time series. It is particularly useful for the case of single one-dimensional cointegration relationship, m 0 = 1 (see e.g. Phillips and Loretan, 1991), because singular long run variance implies that the conditional long run variance is zero. It also makes explicit the effect of singularity on the convergence rates and serve as a basis for our general result. Singularity also alters the rate of convergence of Ω 00.x , which is used in the construction of the Wald test statistics. Therefore we also derive the rate of convergence for this quantity.
As the proof reveals, the limit distribution of the above quantities depends on nuisance parameters and on the implementation of the nonparametric estimation of long run covariance matrices. For kernel estimators, the limit depends on the covariance structure of the errors, on the bandwidth growth rate, and on the second derivative of the kernel function. As an illustration, consider a case when the bandwidth K grows slower than T 1/4 , which includes the optimal bandwidth T 1/5 for long run variance estimation. Under these conditions, we have the following limit theory.
Unlike the result in the nonsingular case (Phillips, 1995; Phillips and Hansen, 1990 ), the limit distribution of FM-OLS depends on the covariance structure of the errors u x and u 0.x,t and on the second derivative of the kernel function.
Consider a general case of singular Ω 00.x , of rank r < m 0 . Thus, Ω has
where R is an m 0 × r matrix of rank r. Then R R has full rank, R u 0.x,t has full rank long run variance matrix and Proposition 2 applies in this direction.
In the orthogonal direction R ⊥ , Proposition 3 applies and elements R ⊥ A are estimated at a faster rate.
Alternatively, by the eigenvalue decomposition (singular value decomposition for symmetric matrices), there is a set of orthonormal eigenvectors of Ω 00.x , q i stacked in an orthogonal matrix Q and real eigenvalues λ i in decreasing order on diagonal matrix Λ, such that Ω 00.x = QΛQ = r i=1 λq i q i . In this notation, QΛ 1/2 = (R, 0) and R ⊥ spans the space of eigenvectors corresponding to zero eigenvalues.
We now state our first main result.
which is degenerate mixed normal. But the limit distribution is not degenerate in the direction R as
It is apparent that the FM-OLS estimator of the singular triangular system has these properties: (i) it is consistent; (ii) the limit distribution is singular in the original coordinates; and (iii) rates of convergence are O(T ) in nondegenerate directions and O(δ KT T ) in degenerate directions. In the degenerate direction the limit distribution is the one shown in Proposition 4. Singularity of the limit distribution means that care is needed when undertaking hypothesis testing and these matters are considered in the next section. The situation is in some ways analogous to that of causality testing in cointegrated VAR regressions, as analyzed in Toda and Phillips (1993) , and cointegrating regressions with cointegrated regressors, as analyzed in Phillips (1995) . In the present case, it is necessary to analyze the directions of singularity of the long run covariance structure and the behavior of the estimates in these directions.
Testing
We consider the following hypothesis for some φ ∈ C 1 , functions of dimension q for which the first derivative exists and is continuous,
The limiting distribution is mixed normal (MN ) and the standard inference methods can be applied. In this case the Wald statistic is written in vectorized form as
where a + = vec A + , Φ(a) = ∂φ(a)/∂a and a = vec (A) is row vectorization.
Suppose that the following rank condition holds
Under Assumption K, W → d χ 2 q . So, under the rank condition (1), the limit distribution of the Wald statistics is invariant to the presence of singularity.
Violation of the rank condition
We consider the following linear hypothesis
Suppose Q = R 1 ⊗ R 2 , with ranks q 1 and q 2 respectively, so that
If the rank of R 1 Ω 00.x R 1 = R 1 RR R 1 isq 1 < q 1 , then the rank condition does not hold asq 1 q 2 < q 1 q 2 = q. This is the case when some of the restrictions isolate directions where FM-OLS is hyperconsistent. The distribution of the Wald test statistics is then nonstandard and depends on nuisance parameters.
In general, non-mixed normality in the direction of faster convergence produces a non chi-squared limit in the Wald statistic as the faster convergence of the estimator is balanced in the Wald statistic weighting. A similar phenomenon arises in Toda and Phillips (1993) , who describe situations where Wald tests of 
Note the notational change to W I to emphasize that the following analysis only considers special restriction structures as above. The rank of Ω 00.x ⊗ 1 0 B x B x is equal to the rank of the conditional long run variance multiplied by m x , i.e. the null hypothesis restrictions isolate "all directions" and the rank condition is satisfied if and only if the conditional long run variance is nonsingular. If the conditional long run variance is nonsingular, the rank condition holds and
In the special case where Ω 00.x = 0 and Assumption K holds with 0 < k < 1/2 under the null hypothesis we have
because of the rates established in Proposition 3 and because O p K 2 δ −2 KT = o p (1) for k < 1/2.
In the more general case we have the following result. The proof of the above result reveals that the distribution of the Wald test statistic involves the sum of two major components. The first component is the limit in nonsingular directions, which is χ 2 rmx , and the second is the limit in the direction where the conditional long run variance is zero, which is nonstandard, depends on nuisance parameters and decays at the speed K 2 δ −2 KT . Therefore, for k < 1/2 the limit of W has thinner tails than the distribution of χ 2 m 0 mx and the test is conservative.
Finite sample performance
In the following analysis, we run N = 10000 simulations for sample sizes T ∈ {50, 100, 1000, 10000}. We use R version 3.4.4 and package cointReg version 0.2.0 for FM-OLS estimation. The long run variances are estimated using Parzen kernel
We have shown that if the rank condition holds, the Wald test is invariant to singularity. If the rank condition fails, the Wald test controls size but is conservative. Using Monte Carlo simulations we study how accurate is the size of the Wald test under singularity and near singularity in finite samples.
We consider the following data generating process (DGP)
where the cointegrating coefficient A = 2, and the combined error vector u t = (u 0t , u xt ) follows the linear process
We take m = 2 and for parameter choices p ∈ {0.0, 0.1, . . . , 1.0} define
and Ω 0.xx = (1 − p) 2 . Our theory generalizes results on estimation and testing of cointegrating systems for the case p = 1, in which the long run variance is singular and the conditional long run variance is zero. By considering the diagonal D 1 , which makes u 0t and u 0xt independent, we can study the effect of singularity in the long run variance separately from the effect of the long run dependence. When p = 0, the long run variance is I 2 and the conditional long run variance is 1, which corresponds to the standard, nonsingular case. We consider estimation of A and testing hypothesis H 0 : A = 2. case (p = 1) with two nonsingular cases (p = 0 and p = 0.5). In both figures the bias in the singular case is much smaller than the bias in the nonsingular cases, with a more pronounced effect for T = 1000. Our asymptotic results
show higher convergence rates of FM-OLS under singularity, and this effect can be seen already for T = 100.
In Figure 3 the densities of the Wald test statistic W for H 0 : A = 2 are shown for sample size T = 100. We compare the densities in the singular case (p = 1) with two nonsingular cases (p = 0 and p = 0.5). In nonsingular cases the test statistics is asymptotically χ 2 1 , which density is also plotted. This using the Wald test statistics and χ 2 1 approximation are far above the nominal levels in small samples and become close to the nominal at T = 1000. In the singular case, there is no bias even for size T = 50 and the precision increases Table 1 : The average bias, standard deviation, and the rejection rates for the nominal 0.01, 0.05, and 0.10 levels of the Wald statistics across 10000 simulations. showing that the test is conservative. Also, note that in the intermediate cases the test is slightly over-sized. For example, for p = 0.4 at the 5% level the test rejects 18.1% times for T = 50 and 8.9% times for T = 10000. More data is required because of autocorrelation in the errors. It is interesting to see that for p = 0.7 at the 5% level, the rejection rates are 4.6% at T = 100 and 1.8% at T = 10000. Here we observe the effect of the two opposite forces on the rejections rates. On the one hand, the test tends to over-reject at small samples; on the other, the test is conservative in near singular case. 0.0000 0.000 0.000 0.005 37 50 0.9 -0.0000 0.0161 0.005 0.018 0.036 38 100 0.9 0.0000 0.0053 0.001 0.003 0.008 39 1000 0.9 -0.0000 0.0003 0.000 0.000 0.000 40 10000 0.9 -0.0000 0.0000 0.000 0.000 0.000 41 50 1.0 -0.0000 0.0160 0.003 0.013 0.026 42 100 1.0 0.0000 0.0049 0.000 0.001 0.004 43 1000 1.0 -0.0000 0.0001 0.000 0.000 0.000 44 10000 1.0 -0.0000 0.0000 0.000 0.000 0.000
Evaluating Fiscal Sustainability
Soaring government debt in many countries call for better understanding of fiscal sustainability from both economic and econometric perspective. Econometric analysis of sustainability has a long tradition. To get some insight into sustainability from time series data, Hamilton and Flavin (1986) 
where B t is government debt, R t is government revenue, r t is the interest rate, which is assumed to be stationary with mean r > 0, G t is government expenditure, G 0 t is government expenditure excluding interests on debt, and G a t = G 0 t + (r t − r)B t−1 is adjusted expenditure. These variables can be defined in nominal or real terms, possibly deflated by GDP or population. For example, Quintos (1995) constructed real variables by deflating nominal variables by GNP price deflator and by population. BI implies
which together with
where the limit is in the mean square sense, implies
IBC holds when the debt matches the expected present discounted value of the future surplus, a desirable requirement for sustainability. Bohn (2007) shows that if B t ∼ I(m) for some finite m ≥ 0, then B t satisfies TC and IBC holds.
Therefore, Quintos (1995) strong sustainability, defined as B t ∼ I(1), while intuitively appealing, is one of many possibilities of data generating processes satisfying IBC.
Second, there are economic considerations that restrict the DGP, besides IBC. For example, fiscal sustainability may involve bounds or restrictions on the deficit ∆B t that can be formulated as ∆B t ∼ I(0) which corresponds to strong sustainability by Quintos (1995) ,
. Fur-thermore, there could be bounds on deviations of debt from revenue, that can be formulated as cointegration between B t and R t . In that case G t and R t are multicointegrated and the conditions for the asymptotic result in Phillips and Hansen (1990) employed in Quintos (1995) are not met. To allow for multicointegration, Berenguer-Rico and Carrion-i-Silvestre (2011) model the revenueexpenditure relationship in an I(2) system, as suggested by Haldrup (1994) and Engsted et al (1997) . The results of the present paper show the following: (i) multicointegration can be allowed in the I(1) system considered in Equation (6) in Quintos (1995) ; (ii) multicointegration invalidates the normal approximation of the test statistics t + used in Section 3.1.2 in Quintos (1995); and (iii) multicointegration does not alter the conclusion that the null hypothesis of cointegration between G t and R t with coefficient (1, −1) is rejected. We illustrate these points with the updated dataset. The series are plotted in Figure 4 . We see that the series start to diverge in the mid 1990s and even more so after year 2000. We estimate the equation 1947:Q1 to 1996:Q4 (T = 200) and obtain that A + = 0.87 with standard error 0.005 and t-statistic (0.87 − 1)/0.005 = −26, so the cointegrating coefficient is closer to but still statistically different from (1, −1). We also estimate the cointegration relationship between real revenue and expenditure constructed using the GDP deflator. We take the same data series as in Berenguer-Rico and Carrion-i-Silvestre (2011) (available at the Journal of Applied Econometrics Data Archive, http://qed.econ.queensu.ca/jae/2011-v26.2/), but instead of looking at I(2) systems (which means working with t j=0 R j , t j=0 G j and G t ) we again run FM-OLS R t on G t and obtain A + = 0.92 with standard error 0.01 and t-statistic (0.92 − 1)/0.01 = −8, rejecting the null hypothesis that revenue and expenditure are cointegrated with coefficient (1, −1).
Conclusion
In This leads to the long run conditional variance matrix being singular or having a root that is local to zero. The consequence is a higher rate of convergence and non pivotal limit theory in certain directions. We show that the Wald test is This is an area of current research by the authors.
A Appendix: Proofs
Proof of Proposition 1. We can write (y t , x t ) = (1 − L) −1 C(L)η t , where the roots of |C(z)| = 0 satisfy |z| > 1 or z = 1. Multicointegration of such linear I(1) process occurs (see Johansen 1992, Engsted and Johansen, 1997) when z = 1 is a root, so that C(1) = ξ is reduced rank, and ξ ⊥Ċ (1) ⊥ is singular.
Write C(L) as
and its derivativė
We can take ξ = [A, I mx ], ξ ⊥ = [I mx , −A] and = [D 21 (1), D 22 (1)]. Then (1)D 21 (1) is (minus) Shur complement of block D 22 (1) and its rank by Guttman rank additivity formula is equal to rank(D(1)) − rank(D 22 (1)).
Proof of Proposition
From the weak convergence theory for sample covariances developed in Phillips and Durlauf (1986), Phillips (1989)
Therefore,
By construction, u 0.x,t has zero long run covariance with the errors u xt that drive nonstationary component x t , removing endogeneity of x t in the long run.
Therefore, for any consistent estimator of Ω and ∆, in particular, under As-
and
Proof of Proposition 3. Below we show that
which together with (3) and (4), expansion (2) and the fact that
so K 2 Ω 00.x = O p (1). In our development, we borrow some ideas from the proofs of Lemma 8.1 (a), (b), and (g) in Phillips (1995) , although that lemma does not strictly apply to our case. In particular, note that the I(−1) errors appear in Lemma 8.1 in Phillips (1995) from a different source: if the vector x t is cointegrated, but the cointegrating relationship is unknown, FM-OLS uses the first differences of the whole vector x t producing linear combination of the first differences of stationary errors which are I(−1). In our case it is assumed that Ω xx is positive definite, i.e. that x t are full rank nonstationary I(1) and ∆x t are full rank stationary I(0).
We now show (8) . Note that
and that
The first term in (13) is
for some K * = K b , with 0 < b < 1. Applying the second order Taylor expansion of function w(·) at arguments (j + 1)/K around j/K,
and for j ≤ K * we can apply the Taylor expansion of function w (·) at arguments j/K around 0, where w (0) = 0
Then
Because of expansion (15) , the mean of the first term in (14) multiplied by K 2 is (18) and its variance is O(1/KT ). Because of expansion (17), the second term in (14) is
with mean
The modulus of
is dominated by
We now bound the second term in (13) . By Assumption K (b), w(
Also Var( Γ η,ux (K − 1)) = O(T −1 ), therefore Γ η,ux (K − 1) = o p (1) and
Expansion (8) is established.
We now show (9) . Note that
The first term in (30) is
for some K * = K b , with 0 < b < 1. Because of the expansion of w(·) in (15), the mean of the first term in (31) multiplied by K 2 is 
for some K * = K b , with 0 < b < 1. Because of the expansion of w(·) in (15), the mean of the first term in (37) multiplied by K 2 is 
The second and the third terms in (36) and the second term in (37) are bounded as above.
Proof of Proposition 4. For k < 1/4, (8) and (9) becomes
which together with (3) and (4) and expansion (2) gives the distribution of K 2 T A + − A . Also Equation (10) becomes
from which the distribution of K 2 Ω 00.x follows.
Proof of Theorem 1. We have that 
,
where the Shur complement is defined as A ii.j = A ii − A ij A −1 jj A ji . We apply the above formula to the variance-covariance matrix in Wald test statistics
where we take into account that
Then 
