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The separability from spectrum problem asks for a characterization of the eigenvalues of the bipartite mixed
states ρ with the property that U†ρU is separable for all unitary matrices U . This problem has been solved when
the local dimensions m and n satisfy m = 2 and n ≤ 3. We solve all remaining qubit–qudit cases (i.e., when
m = 2 and n ≥ 4 is arbitrary). In all of these cases we show that a state is separable from spectrum if and only
if U†ρU has positive partial transpose for all unitary matrices U . This equivalence is in stark contrast with the
usual separability problem, where a state having positive partial transpose is a strictly weaker property than it
being separable.
PACS numbers: 03.67.Bg, 02.10.Yn, 03.67.Mn
In the theory of quantum entanglement, a mixed quantum
state ρ ∈ Mm ⊗ Mn is called separable [1] if there exist
constants pi ≥ 0 and pure states |vi〉 ∈ Cm and |wi〉 ∈ Cn
such that
∑
i pi = 1 and
ρ =
∑
i
pi|vi〉〈vi| ⊗ |wi〉〈wi|.
The distinction between states that are separable or entan-
gled (i.e., not separable) is one of the most important and ac-
tive areas of research in quantum information theory, as en-
tangled states exhibit some of the strangest properties of the
quantum world, and many interesting quantum information
processing tasks can be done better with entangled states than
with separable states alone [2, 3].
While it is expected that there is no efficient procedure to
determine whether or not a given mixed state is separable
[4, 5], there are many one-sided tests that prove separability or
entanglement of certain subsets of states—see [6] and its ref-
erences. For example, it is known that all separable states have
positive partial transpose (PPT): (idm ⊗ T )(ρ) ≥ 0, where
≥ 0 indicates positive semidefiniteness, idm is the identity
map on Mm, and T is the transpose map on Mn [7]. More-
over, ifm = 2 and n ≤ 3 then states that are PPT are necessar-
ily separable (but this implication fails when n ≥ 4) [8–10].
The separability from spectrum problem [11] asks for a
characterization of the states ρ ∈ Mm ⊗Mn with the prop-
erty that U †ρU is separable for all unitary matrices U ∈
Mm⊗Mn, which is equivalent to asking which tuples of real
numbers λ1 ≥ λ2 ≥ . . . ≥ λmn ≥ 0 are such that every
state ρ ∈ Mm ⊗Mn with eigenvalues {λi} is separable. We
note that states that are separable from spectrum are some-
times called absolutely separable [12], but we do not use that
terminology here.
One motivation for this problem comes from the fact that
there is a ball of separable states centered at the maximally-
mixed state 1
mn
(I ⊗ I) ∈ Mm ⊗Mn. The exact size of the
largest such ball is known [13], and every state within this ball
is separable from spectrum. However, there are also separable
from spectrum states outside of this ball, so it is desirable to
characterize them. From an experimental point of view, char-
acterizing separable states based on their eigenvalues could
be useful because it is easier to experimentally determine the
eigenvalues of a state than it is to completely reconstruct the
state via tomography [14, 15], so a solution to the separabil-
ity from spectrum problem makes it easier to experimentally
determine separability of some states.
Separability from spectrum was first characterized in the
m = n = 2 case in [16], where it was shown that ρ ∈ M2 ⊗
M2 is separable from spectrum if and only if its eigenvalues
satisfy λ1 ≤ λ3 + 2
√
λ2λ4.
The next major progress on this problem was presented
in [17], where they considered (and completely solved) the
closely-related problem of characterizing the states that are
PPT from spectrum—states ρ ∈Mm ⊗Mn with the property
that U †ρU is PPT for all unitary matrices U ∈Mm ⊗Mn. In
the special case when m = 2, they showed that ρ is PPT from
spectrum if and only if λ1 ≤ λ2n−1 + 2
√
λ2n−2λ2n. Since
a state is PPT if and only if it separable when m = 2 and
n ≤ 3, an immediate corollary is that ρ ∈M2⊗M3 is separa-
ble from spectrum if and only if λ1 ≤ λ5 + 2
√
λ4λ6. Similar
to before, PPT from spectrum states are sometimes called ab-
solutely PPT [18], but we do not use this terminology here.
To date, the m = 2, n ≤ 3 cases are the only cases of
the separability from spectrum problem that have been solved.
Our contribution is to solve the separability from spectrum
problem when m = 2 and n is arbitrary. Our main result is as
follows:
Theorem 1. Denote the eigenvalues of ρ ∈ M2 ⊗ Mn by
λ1 ≥ λ2 ≥ . . . ≥ λ2n ≥ 0. The following are equivalent:
(1) ρ is separable from spectrum;
(2) ρ is PPT from spectrum; and
(3) λ1 ≤ λ2n−1 + 2
√
λ2n−2λ2n.
The remainder of the paper is devoted to proving Theo-
rem 1. Most of the implications of the theorem are already
known: as discussed earlier, the equivalence of (2) and (3)
was proved in [17] and the implication (1) =⇒ (2) follows
from the fact that all separable states are PPT. Thus we only
need to show that (2) =⇒ (1). We note, however, that the
implication (2) =⇒ (1) is perhaps surprising, as we recall
that a state being PPT does not imply that it is separable when
n ≥ 4.
2In order to show that (2) =⇒ (1) (and hence prove the
theorem), it suffices to prove that if ρ ∈ M2 ⊗ Mn is PPT
from spectrum then it is separable. To see why this suffices,
suppose that ρ ∈ M2 ⊗ Mn is PPT from spectrum but not
separable from spectrum. Then there exists a unitary matrix
U ∈ M2 ⊗ Mn such that U †ρU (which is also PPT from
spectrum) is entangled.
In order to prove that every PPT from spectrum ρ ∈
M2 ⊗Mn is separable, we first need to develop some nota-
tion and several lemmas. Whenever we use the “ket” notation
|v〉 ∈ Cn, we are implicitly defining |v〉 to have unit length.
Furthermore, it will frequently be useful for us to make the as-
sociation M2 ⊗Mn ∼=Mn ⊕Mn in the usual way by writing
ρ ∈M2 ⊗Mn as the 2× 2 block matrix
ρ =
[
A B
B† C
]
, (1)
where, for example, A = (〈0| ⊗ I)ρ(|0〉 ⊗ I) (and {|0〉, |1〉}
denotes the standard basis of C2). The eigenvalues and eigen-
vectors of the sub-blocks will be particularly important for us,
and we use λmin(A) and λmin(C) to denote the minimal eigen-
values of A and C, respectively.
Much information about ρ can be obtained by investigat-
ing relationships between its sub-blocks. For example, if
A,B,C ∈ Mn are such that A,C ≥ 0 and A is nonsingu-
lar then it is well-known that the block matrix (1) is positive
semidefinite if and only if C ≥ B†A−1B (see, for example,
[19, Appendix A.5.5]). Intuitively, this means that ρ is posi-
tive semidefinite if and only if B is sufficiently “small” com-
pared to A and C. The following lemma shows that if B is
even “smaller” then ρ is in fact separable.
Lemma 1. Let A,B,C ∈ Mn be such that A,C ≥ 0. If
‖B‖2 ≤ λmin(A) · λmin(C) then the block matrix[
A B
B† C
]
is separable.
Proof. The result is trivial if λmin(A) = 0 or λmin(C) = 0, so
we assume from now on that A and C are both nonsingular.
Note that every A,C ≥ 0 can be written in the form A =
λmin(A)I +A
′ and C = λmin(C)I +C′ for some A′, C′ ≥ 0.
Then [
A B
B† C
]
=
[
λmin(A)I B
B† λmin(C)I
]
+
[
A′ 0
0 C′
]
.
Since diag(A′, C′) = |0〉〈0| ⊗ A′ + |1〉〈1| ⊗ C′, which is
separable, it suffices to prove that[
λmin(A)I B
B† λmin(C)I
]
(2)
is separable. If D ∈ M2 is nonsingular then the transforma-
tion ρ 7→ (D⊗I)†ρ(D⊗I) does not affect separability. It fol-
lows that if we define D = diag(1/
√
λmin(A), 1/
√
λmin(C))
then (2) is separable if and only if[
I B/
√
λmin(A)λmin(C)
B†/
√
λmin(A)λmin(C) I
]
(3)
is separable. The result now follows from [13, Proposi-
tion 1], which says that the block matrix (3) is separable if∥∥B/√λmin(A)λmin(C)∥∥ ≤ 1.
Now that we have Lemma 1 to work with, our goal be-
comes relatively clear. Since we want to show that every PPT
from spectrum ρ ∈M2 ⊗Mn is separable, it would suffice to
show that every such ρ satisfies the hypotheses of Lemma 1.
However, this conjecture is false even in the n = 2 case, as
demonstrated by the following state ρ ∈M2 ⊗M2:
ρ =
1
11


1 0 0 0
0 3 2 0
0 2 3 0
0 0 0 4

 .
Indeed, it is straightforward to verify that ρ is PPT from
spectrum, since its eigenvalues satisfy 5/11 = λ1 ≤ λ3 +
2
√
λ2λ4 = 5/11, yet Lemma 1 does not apply to ρ since
4/121 = ‖B‖2 > λmin(A) · λmin(C) = 3/121.
However, if we let U be the unitary matrix
U =
1√
2
[
1 1
1 −1
]
then we have
(U ⊗ I)†ρ(U ⊗ I) = 1
22


4 2 −2 2
2 7 −2 −1
−2 −2 4 −2
2 −1 −2 7

 ,
which does satisfy the hypotheses of Lemma 1, since 9/484 =
‖B‖2 ≤ λmin(A) · λmin(C) = 9/484. It follows that (U ⊗
I)†ρ(U ⊗ I) is separable, so ρ is separable as well.
The above example inspires the proof of Theorem 1—
our goal is to show that, for every PPT from spectrum ρ ∈
M2 ⊗Mn, there exists a unitary matrix U ∈ M2 (depending
on ρ) such that (U ⊗ I)†ρ(U ⊗ I) satisfies the hypotheses of
Lemma 1. The following lemmas are used to show the exis-
tence of such a unitary matrix.
Lemma 2. Let ρ ∈ M2 ⊗Mn. Given a unitary matrix U ∈
M2, define AU , BU , CU ∈Mn by[
AU BU
B†U CU
]
= (U ⊗ I)†ρ(U ⊗ I).
There exist unitary matrices U ∈M2, V ∈Mn and eigenvec-
tors |amin〉, |cmin〉 ∈ Cn corresponding to the minimal eigen-
values of AU and CU , respectively, such that
|〈cmin|V BUV |amin〉| = ‖BU‖.
3Proof. Our goal is to show that there exist U ∈M2, V ∈Mn
such that
V |amin〉 = |br〉, (4)
〈cmin|V = 〈bℓ|, (5)
for some |bℓ〉, |br〉 ∈ Cn with |〈bℓ|BU |br〉| = ‖BU‖, where
we note that Equation (5) is equivalent to V |bℓ〉 = |cmin〉. It
is then an elementary linear algebra fact that there exists a
unitary matrix V satisfying Equations (4) and (5) if and only
if 〈amin|bℓ〉 = 〈br|cmin〉.
Thus we wish to show that there exists a unitary matrix
U ∈M2 such that 〈amin|bℓ〉 = 〈br|cmin〉 for some eigenvectors
|amin〉 and |cmin〉 corresponding to minimal eigenvalues of AU
and CU , respectively, and some left and right norm-attaining
vectors |bℓ〉 and |br〉 of BU .
In order to show that such a U exists, we first note that it
suffices to show that we can find |amin〉, |bℓ〉, |br〉, |cmin〉 so that
|〈amin|bℓ〉| = |〈br|cmin〉|. To see this, simply note that if |amin〉
is an eigenvector corresponding to the minimal eigenvalue of
AU , then so is eiθ|amin〉 for all θ ∈ R.
Now define a 1-parameter family of unitary matrices
U(t) ∈M2 for t ∈ R by
U(t)
def
=
[
cos(pit/2) − sin(pit/2)
sin(pit/2) cos(pit/2)
]
.
Also define the function f : R → P(R), where P(·) de-
notes the power set (i.e., f maps real numbers to sets of real
numbers), by
f(t)
def
=
{|〈a(t)min|b(t)ℓ 〉| − |〈b(t)r |c(t)min〉| :
〈a(t)min|AU(t)|a(t)min〉 = λmin(AU(t)),
〈c(t)min|CU(t)|c(t)min〉 = λmin(CU(t)),∣∣〈b(t)ℓ |BU(t)|b(t)r 〉∣∣ = ‖BU(t)‖}.
(6)
Note that if the minimal eigenvectors |a(t)min〉 and |c(t)min〉 and the
norm-attaining vectors |b(t)ℓ 〉 and |b(t)r 〉 are unique then f(t) isjust a singleton set. However, if the eigenvalues of AU(t) or
CU(t) or the singular values of BU(t) are degenerate then f(t)
can be a set containing infinitely many values.
It suffices to show that 0 ∈ f(t) for some t ∈ R. To this
end, we make use of Lemmas 3 and 4 (to be proved later),
which tell us that f is sufficiently “well-behaved” for our pur-
poses.
We begin by considering the t = 0 case, which gives
U(0) = I . If 0 ∈ f(0) then we are done, so assume that
0 /∈ f(0). By Lemma 3 we know that either x > 0 for all
x ∈ f(0) or x < 0 for all x ∈ f(0). We assume without loss
of generality that x > 0 for all x ∈ f(0) since the other case
is completely analogous.
Next, we consider the t = 1 case and observe from direct
computation that[
AU(1) BU(1)
B†
U(1) CU(1)
]
=
[
CU(0) −B†U(0)
−BU(0) AU(0)
]
.
It follows that |a(0)min〉 is an eigenvector corresponding to the
minimal eigenvalue of AU(0) if and only if it is an eigenvec-
tor corresponding to the minimal eigenvalue of CU(1) (and
similar statements hold for |c(0)min〉, |b(0)ℓ 〉, and |b(0)r 〉). It fol-
lows that, for all minimal eigenvectors |a(1)min〉 and |c(1)min〉 of
AU(1) and CU(1) and all left and right norm-attaining vectors
|b(1)ℓ 〉 and |b(1)r 〉 of BU(1), there exist minimal eigenvectors
|a(0)min〉 and |c(0)min〉 of AU(0) and CU(0) and left and right norm-
attaining vectors |b(0)ℓ 〉 and |b(0)r 〉 of BU(0) such that
|〈a(1)min|b(1)ℓ 〉| − |〈b(1)r |c(1)min〉| = |〈c(0)min|b(0)r 〉| − |〈b(0)ℓ |a(0)min〉|
= −(|〈a(0)min|b(0)ℓ 〉| − |〈b(0)r |c(0)min〉|),
and vice-versa. It follows that f(1) = −f(0) (and in particu-
lar, x < 0 for all x ∈ f(1)).
Our goal now is a continuity-type result that lets us say that
there exists t′ ∈ (0, 1) such that 0 ∈ f(t′). Lemma 4 shows
that {x ∈ R : x ∈ f(t) for some 0 ≤ t ≤ 1} is an interval, so
such a t′ must indeed exist, which completes the proof.
Throughout the proof of Lemma 2, we made use of two
auxiliary lemmas that showed that the function f defined
by (6) behaves “nicely”. We now state and prove these lem-
mas.
Lemma 3. Let f be the function defined by (6). For all t ∈ R,
f(t) is a closed, bounded interval.
Proof. The set of (unit-length) eigenvectors corresponding to
the minimal eigenvalue of AU(t) is a compact set, and simi-
larly for CU(t) and the unit-length norm-attaining vectors of
BU(t). Since the function g(|a〉, |bℓ〉, |br〉, |c〉) := |〈a|bℓ〉| −
|〈br|c〉| is continuous in |a〉, |bℓ〉, |br〉, and |c〉, and the image
of a compact set under a continuous function is again com-
pact, it follows that f(t) is compact (and hence closed and
bounded).
To see that f(t) is an interval, we fix (not necessarily dis-
tinct) eigenvectors |a0〉, |a1〉 corresponding to the minimal
eigenvalue of AU(t), eigenvectors |c0〉, |c1〉 corresponding to
the minimal eigenvalue of CU(t), and left and right norm-
attaining vectors |bℓ,0〉, |bℓ,1〉 and |br,0〉, |br,1〉 of BU(t). Now
let 0 ≤ s ≤ 1 and define |as〉 by
|as〉 def= 1Ns ((1 − s)|a0〉+ s|a1〉),
where Ns is an appropriate normalization constant (and we
define |bℓ,s〉, |br,s〉, |cs〉 analogously).
For all 0 ≤ s ≤ 1, each of |as〉, |bℓ,s〉, |br,s〉, and |cs〉 are
either norm-attaining vectors of BU(t) or eigenvectors corre-
sponding to the minimum eigenvalue of AU(t) or CU(t), as
appropriate. Furthermore, they are each continuous functions
of s, so the function h : R→ R defined by
h(s)
def
= |〈as|bℓ,s〉| − |〈br,s|cs〉|
4is continuous on the interval 0 ≤ s ≤ 1 as well. Since
h(0), h(1) ∈ f(t), it follows from the intermediate value the-
orem that [h(0), h(1)] ⊆ f(t). Since h(0), h(1) ∈ f(t) were
chosen arbitrarily, this completes the proof.
We now prove a souped-up version of Lemma 3 that says
that, in a sense, the interval f(t) varies smoothly with t. The
proof of this lemma relies on eigenvector pertubation results,
and hence it is useful for us to recall that, for every B ∈ Mn,
the pure states |bℓ〉, |br〉 are such that |〈bℓ|B|br〉| = ‖B‖ if and
only if |bℓ〉 is an eigenvector corresponding to the maximal
eigenvalue of BB† and |br〉 is an eigenvector corresponding
to the maximal eigenvalue of B†B.
Lemma 4. Let f be the function defined by (6). For all real
numbers t0 ≤ t1, the set
{x ∈ R : x ∈ f(t) for some t0 ≤ t ≤ t1}
is an interval.
Proof. We first observe that each of
AU(t), BU(t)B
†
U(t), B
†
U(t)BU(t), and CU(t) are analytic
functions of t, since they are defined as products and sums
of terms only involving cos(pit/2) and sin(pit/2). It follows
from standard eigenvector perturbation results (see [20,
Sections 1 and 6], for example) that there exist vector analytic
functions of t
|a(t)i 〉, |b(t)ℓ,i〉, |b(t)r,i〉, |c(t)i 〉 for 1 ≤ i ≤ n
that form orthonormal bases of eigenvectors of
AU(t), BU(t)B
†
U(t), B
†
U(t)BU(t), and CU(t), respectively,
with corresponding eigenvalues given by the scalar analytic
functions
αi(t), βℓ,i(t), βr,i(t), γi(t) for 1 ≤ i ≤ n
for all t ∈ R. Furthermore, it is known that there exist pos-
itive integers α, βℓ, βr, γ such that, for almost all t ∈ R,
AU(t), BU(t)B
†
U(t), B
†
U(t)BU(t), and CU(t) have α, βℓ, βr,
and γ distinct eigenvalues, respectively. More precisely, in
every compact interval there are only finitely many values of
t such that AU(t) does not have exactly α distinct eigenvalues
(and similarly for BU(t)B†U(t), B†U(t)BU(t), and CU(t)). Such
points are called exceptional points, and they are isolated (i.e.,
around any exceptional point, there is an open interval con-
taining no other exceptional points).
This immediately tells us that in any interval (x, y) that
does not contain any exceptional points, the eigenvectors cor-
responding to the minimal eigenvalue of AU(t) are analytic
(and hence continuous) functions of t, and similarly for CU(t)
and the eigenvectors corresponding to the maximal eigenval-
ues of BU(t)B†U(t) and B
†
U(t)BU(t). Thus each endpoint of
f(t) varies continuously for t ∈ (x, y), so we only need to
consider what happens at exceptional points.
Let t = t∗ be an exceptional point for AU(t) (the ex-
act same argument works if t∗ is an exceptional point for
BU(t)B
†
U(t), B
†
U(t)BU(t), or CU(t), so we only consider this
one case). Since exceptional points are isolated, it follows that
there is an interval [t˜, t∗) that contains no exceptional points,
so f(t) varies continuously on that interval. In particular, this
means that limt→t−
∗
f(t) exists and is a closed and bounded
interval, where we clarify that limt→t−
∗
refers to the left-sided
limit. Note however that limt→t−
∗
f(t) does not necessarily
equal f(t∗), but it is sufficient for our purposes to show that
their intersection is non-empty.
To this end, note that it is straightforward to show that
if |a(t)〉 is an eigenvector corresponding to the minimal
eigenvalue of AU(t) for t ∈ [t˜, t∗) then limt→t−
∗
|a(t)〉 is
an eigenvector corresponding to the minimal eigenvalue of
AU(t∗). Similar statements also hold for the eigenvectors of
BU(t∗)B
†
U(t∗)
, B†
U(t∗)
BU(t∗), and CU(t∗). Thus(
lim
t→t
−
∗
f(t)
) ∩ f(t∗) 6= ∅. (7)
Since f(t∗) and {x ∈ R : x ∈ f(t) for some t˜ ≤ t < t∗)} are
both intervals, and (7) says that there is no gap between them,
it follows that
{x ∈ R : x ∈ f(t) for some t˜ ≤ t ≤ t∗)}
is an interval as well. Repeating this argument on the other
side of t∗ and for all other exceptional points proves the result.
Now that we have proved all of the lemmas that we require,
we are in a position to prove Theorem 1.
Proof of Theorem 1. Let ρ ∈M2 ⊗Mn be a state that is PPT
from spectrum. As already discussed, it suffices to prove that
ρ is separable. Begin by writing ρ as a block matrix as usual:
ρ =
[
A B
B† C
]
.
Replacing ρ by (U ⊗ I)†ρ(U ⊗ I) does not affect whether or
not it is PPT from spectrum or whether or not it is separable. It
then follows from Lemma 2 that we can assume without loss
of generality that there exist eigenvectors |amin〉 and |cmin〉 cor-
responding to minimal eigenvalues of A and C, respectively,
and a unitary matrix V ∈Mn, such that
|〈cmin|V BV |amin〉| = ‖B‖. (8)
We will make use of this assumption shortly.
Since ρ is PPT from spectrum we know that
[
I 0
0 W
]† [
A B
B† C
] [
I 0
0 W
]
=
[
A BW
W †B† W †CW
]
is PPT for all unitary matrices W ∈Mn. Thus[
A W †B†
BW W †CW
]
≥ 0 (9)
5for all unitary W ∈ Mn. For arbitrary |x〉, |y〉 ∈ Cn, define
Xx,y = diag(|x〉, |y〉). Then multiplying (9) on the right by
Xx,y and on the left by X†x,y shows that[ 〈x|A|x〉 〈x|W †B†|y〉
〈y|BW |x〉 〈y|W †CW |y〉
]
≥ 0
for all |x〉, |y〉 ∈ Cn and unitary W ∈ Mn, which is equiva-
lent to the statement that
〈x|A|x〉 · 〈y|W †CW |y〉 ≥ ∣∣〈y|BW |x〉∣∣2
for all |x〉, |y〉 ∈ Cn and unitary W ∈ Mn. To simplify this
expression slightly, we define |z〉 =W |y〉 so that we require
〈x|A|x〉 · 〈z|C|z〉 ≥ |〈z|WBW |x〉|2
for all |x〉, |z〉 ∈ Cn and unitary W ∈ Mn. By choosing
|x〉 = |amin〉, |z〉 = |cmin〉, and W = V all as in Equation (8),
we see that
λmin(A) · λmin(C) ≥ |〈cmin|V BV |amin〉|2 = ‖B‖2.
Lemma 1 then implies that ρ is separable and completes the
proof.
In this Brief Report, we showed that states ρ ∈ M2 ⊗Mn
that are PPT from spectrum are necessarily separable from
spectrum. This is in stark contrast with the usual separability
problem, where there are PPT states that are not separable for
all n ≥ 4. Since the states that are PPT from spectrum are
already completely characterized, this gives a complete char-
acterization of qubit–qudit separable from spectrum states.
This work raises some new questions, most notable of
which is whether or not there are entangled PPT from spec-
trum states in Mm ⊗Mn when m,n ≥ 3. An answer either
way to this question would be interesting:
If the answer is “no” then a state is separable from spectrum
if and only if it is PPT from spectrum. Since PPT from spec-
trum states were completely characterized in [17], the same
characterization would immediately apply to separable from
spectrum states.
On the other hand, if the answer is “yes” (i.e., there does ex-
ist an entangled PPT from spectrum state ρ ∈ Mm ⊗Mn for
some m,n ≥ 3) then such a state exhibits extremely strange
properties. In particular, since entangled PPT states are known
to be “bound” entangled (i.e., no pure state entanglement can
be distilled from them via means of local operations and clas-
sical communication) [21], it would follow that ρ is entangled
yetU †ρU is bound for all unitary matricesU ∈Mm⊗Mn. In
other words, even if arbitrary (possibly entangling!) quantum
gates U can be applied to ρ before the distillation procedure,
it is still the case that no entanglement can be distilled from ρ.
It would also be interesting to characterize multipartite sep-
arability from spectrum. For example, by making the associa-
tion M2⊗M2 ∼= M4 in the usual way, Theorem 1 tells us that
every state ρ ∈ M2 ⊗M2 ⊗M2 with λ1 ≤ λ7 + 2
√
λ6λ8 is
separable across every bipartite cut. However, it does not tell
us whether or not all such ρ are multipartite separable—that
is, whether or not they can be written in the form
ρ =
∑
i
pi|vi〉〈vi| ⊗ |wi〉〈wi| ⊗ |xi〉〈xi|.
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