We prove existence and uniqueness of viscosity solutions of Cauchy problems for fully nonlinear unbounded second order Hamilton-Jacobi-Bellman-Isaacs equations de ned on the product of two in nite dimensional Hilbert spaces H 0 H 00 , where H 00 is separable. The equations have a special \separated" form in a sense that the terms involving second derivatives are everywhere de ned, continuous and depend only on derivatives with respect to x 00 2 H 00 , while the unbounded terms are of rst order and depend only on derivatives with respect to x 0 2 H 0 .
Introduction
Over the last decade substantial progress in the theory of Hamilton-Jacobi-BellmanIsaacs equations in in nite dimensional spaces has been made due to the introduction of the notion of viscosity solution. In particular, very general results have been obtained for equations with \unbounded" terms, see 3] for the information on nonlinear semigroups. For the sake of simplicity we will always assume that 0 2 A0. Given x 2 H we will write x = (x 0 ; x 00 ), where x 0 2 H 0 and x 00 2 H 00 . Let T > 0.
Our Cauchy problem has the form ( ] and later re ned by M. G. Crandall and P. L. Lions 9] . The de nition uses test functions which are merely Lipschitz and this makes it impossible to extend it to second order equations. Equation (E) is of second order but the second order terms appear in the variable x 00 which is \separated" from x 0 , appearing in the causing trouble hAx 0 ; D x 0 ui. This suggests that Tataru's de nition can be combined with the usual de nition of viscosity solution to
give an e ective tool for investigating (CP). Our de nition of solutions of (E) is based on this observation.
In this paper we show that under appropriate assumptions problem (CP) has a unique viscosity solution. To prove this result we rst develop appropriate tools to deal with second order terms. A key role is played by a version of a basic lemma of Lions ( 12] ). In order to make this paper self-contained we tried to present full proofs, even though some arguments follow closely those given in 9] and 12].
Finally, we remark that problems in separated form (CP) arise in nance theory. We will come back to this issue and study speci c examples in a future publication. '(t; Px 0 ; x 00 ) '(t; x 0 ; x 00 ) and (P x 0 ) (x 0 ) for (t; x) 2 (0; T) H; (1) '(t; Px 0 ; x 00 ) '(t; x 0 ; x 00 ) and (P x 0 ) (x 0 ) for (t; x) 2 (0; T) H: (2) In order to interpret the term \D x 0 " for merely Lipschitz , for (t; x; p; q; X) 2 (0; T) H 0 H 00 S(H 00 ) and > 0 put F (t; x; p; q; X) = inf n F(t; x; p + r; q; X): r 2 H 0 ; krk o and F (t; x; p; q; X) = sup n F(t; x; p + r; q; X): r 2 H 0 ; krk o :
De nitions
The de nition of viscosity solution, taken from 9], which we now adjust to the current setting, is the following. 
A function u 2 C((0; T) ) is a solution of (E) if it is both a subsolution and a superso- (7) and for every R > 0 sup fjF(t; x; p; X)j: (t; x) 2 0; T] D; kpk; kXk Rg = K R < +1:
Then there exists a unique solution u 2 BUC x ( 0; T] D) of (CP). Moreover, for every R > 0, u is uniformly continuous in t uniformly for x 2 D, kxk R.
Tools
Here we will collect some tools and technical lemmas which will be required in the proof of the main Theorem 4. It is assumed that the reader is familiar with basic notions of the theory of viscosity solutions. For the nite dimensional theory see 5], for \bounded" second order equations in in nite dimensions see 16]. Lemma In what follows we will apply this lemma repeatedly with H 00 replaced by IR H 00 .
The second order jets P 2;+ and P 2;? are designed for \bounded" problems and their elements can not be just plugged in into \unbounded" equations. More precise information about these jets given by next lemma, however, will enable us to do that to some extent in certain cases. 
and (t n ;x n ); (ŝ n ;ŷ n ) 2 (0; T) ; p n ; q n 2 H 00 ; a n ; b n 2 IR; n > 0; ' n ; n 2 C 1;2 (IR H 00 ) such that, as n ! 1, (t n ;x n ) ! (t;x); (ŝ n ;ŷ n ) ! (ŝ;ŷ); (13) u(t n ;x n ) ! u(t;x); v(ŝ n ;ŷ n ) ! v(ŝ;ŷ); (14) kp n k _ kq n k _ ja n j _ jb n j _ n ! 0;
(' n ) t (t n ;x 00 n ); ( n ) t (ŝ n ;ŷ 00 n ) ! (t ?ŝ); (16) D x 00 ' n (t n ;x 00 n ); D x 00 n (ŝ n ;ŷ 00 n ) ! (x 00 ?ŷ 00 );
D 2
x 00 ' n (t n ;x 00 n ) ! X + 2 Q N ; D 2 x 00 n (ŝ n ;ŷ 00 n ) ! ?Y ? 2 Q N ; (18) and for every n = 1; 2; : : :
( the map (t; x) 7 ! u(t; x) ? n d(x 0 ;x 0 n ) ? hp n ; x 00 i ? a n t ? ' n (t; x 00 ) has a strict local maximum over (0; T) at (t n ;x n );
( the map (s; y) 7 ! v(s; y) + n d(y 0 ;ŷ 0 n ) + hq n ; y 00 i + b n s ? n (s; y 00 ) has a strict local minimum over (0; T) at (ŝ n ;ŷ n ):
Proof of Lemma 7. This proof uses ideas of 6], which was inspired by and simpli es 16].
Choose r > 0 su ciently small so that the map (10) has a strict global maximum at (t;x;ŝ;ŷ) 
such that (11) and (12) hold, and as n ! 1;
(t n ; x 00 n ; s n ; y 00 n ) ! (t;x 00 ;ŝ;ŷ 00 ); (23) u (t n ; x 00 n ) !û (t;x 00 );v (s n ; y 00 n ) !v (ŝ;ŷ 00 );
D x 00 ' n (t n ; x 00 n ); D x 00 n (s n ; y 00 n ) ! (x 00 ?ŷ 00 );
(' n ) t (t n ; x 00 n ); ( n ) t (s n ; y 00 n ) ! (t ?ŝ); the map (t; x 00 ) 7 !û (t; x 00 ) ? ' n (t; x 00 ) has a strict maximum over B IR r (t ) B H 00 r (x 00 ) at (t n ; x 00 n ); r (ŷ 00 ) at (s n ; y 00
We will see that ' n , n , X and Y from (22) have the desired properties. Given n, for > 0 use Lemma 6 to nd a; b 2 IR, p; q 2 H 00 ; and (t n ;x n ;s n ;ỹ n ) 2 K such that jaj _ jbj _ kpk _ kqk < ; 
8 has a strict maximum over K at (t n ;x n ;s n ;ỹ n ). For all (t; x; s; y) 2 K we havê u (t n ;x 00 n )?v (s n ;ỹ 00 n ) ? ' n (t n ;x 00 n ) + n (s n ;ỹ 00 n ) u(t n ;x n ) ? v(s n ;ỹ n ) ? ' n (t n ;x 00 n ) + n (s n ;ỹ 00 u(t; x) ? v(s; y) ? ' n (t; x 00 ) + n (s; y 00 ) ? C ; (32) where C = C(r) > 0. Take supremum in (x 0 ; y 0 ) in (32) and then apply semicontinuous envelopes to obtain u (t n ;x 00 n ) ?v (s n ;ỹ 00 n )?' n (t n ;x 00 n ) + n (s n ;ỹ 00 n ) u(t n ;x n ) ? v(s n ;ỹ n ) ? ' n (t n ;x 00 n ) + n (s n ;ỹ 00 n ) û (t n ; x 00 n ) ?v (s n ; y 00 n ) ? ' n (t n ; x 00 n ) + n (s n ; y 00 n ) ? C :
Now the strictness of the extrema in (28) and (29) together with (33) imply that (t n ;x 00 n ;s n ;ỹ 00 n ) ! (t n ; x 00 n ; s n ; y 00 n ) (34) andû (t n ;x 00 n ) !û (t n ; x 00 n );v (s n ;ỹ 00 n ) !v (s n ; y 00 n )
as # 0. This, together with the middle inequality in (33), implies that u(t n ;x n ) !û (t n ; x 00 n ); v(s n ;ỹ n ) !v (s n ; y 00 n ) as # 0:
Now for each n choose su ciently small n < 1 n so that (t n ;x 00 n ;s n ;ỹ 00 n ) is at least 1 n {close to (t n ; x 00 n ; s n ; y 00 n ), and corresponding a n ; b n , p n ; q n satisfying (30). Put (t n ;x n ;ŝ n ;ŷ n ) = (t n ;x n ;s n ;ỹ n ). Then (16) { (18) follow from (34) and (25) { (27). By construction and (23) (t n ;x 00 n ;ŝ n ;ŷ 00 n ) ! (t;x 00 ;ŝ;ŷ 00 ) as n ! 1:
(37) (21) , (24) and (36) yield (14) . Finally, the strictness of (t;x;ŝ;ŷ) with respect to (10) together with (37) and (14) implies (13) . (19) and (20) follow from the extremization property of (31) and the proof of Lemma 7 is complete.
Doubling Lemma
Lemma below is crucial for the proof of uniqueness of solutions of (CP). It (11) and (12) and (t n ; x n ); (s n ; y n ) 2 (0; T) ; p n ; q n 2 H 00 ; a n ; b n 2 IR; n > 0; ' n ; n 2 C 1;2 (IR H 00 ) such that, as n ! 1, (t n ; x n ; s n ; y n ) ! (t ; x ; s ; y );
kp n k _ kq n k _ ja n j _ jb n j _ n ! 0;
(' n ) t (t n ; x 00 n ); ( n ) t (s n ; y 00 ; x 0 n ) ? hp n ; x 00 i ? a n t ? ' n (t; x 00 ) has a (strict) local maximum over (0; T) at (t n ; x n ) and the map we obtain (' n ) t (t n ; x 00 n ) + a + a + a n + 1 hA ; x 0 n ? i + F + n t n ; x n ; 1 x 0 n ? + D x and ( n ) t (s n ; y 00 n ) ? b ? b ? b n + 1 hA ; ? y 0 n i + G + n s n ; y n ; 1 ? y 0 n + D x 00 n t n ; x 00 n ? q ? q ? q n ; D 2 x 00 n t n ; x 00 n ? ? n :
Let n ! 1 and use (47) 
Now let N ! 1 in (58) and then # 0. (42) follows from (46) and (59).
Proof of Comparison
It will be convenient to state the following simple lemma separately.
Lemma 9. Suppose that 2 C 2 (H) is as in F5 and > 0. Suppose that u and v are a subsolution and a supersolution of (E), respectively. De nẽ u(t; x) = u(t; x) ? (x);ṽ(t; x) = v(t; x) + (x): (63) (5) where ! denotes the modulus of continuity of . From construction it follows that for xed > 0,ŷ remain bounded, uniformly in ; ; , and from (68) kx ?ŷk; jt ?ŝj ! 0 as ; ! 1:
Hence (69) leads to a contradiction for ; big, and whence we can assume thatt > 0. Similarly one shows thatŝ > 0. We have shown that for ; su ciently big and ; ; su ciently small,t;ŝ 2 (0; T) and therefore the map (67) has a local interior maximum at (t;x;ŝ;ŷ), relative to B B. From Lemma 9, Doubling Lemma 8 (applied with u =ũ , v =ṽ ; F = F and G = F de ned as in Lemma 9, etc.) 
Proof of Existence
Proof of Theorem 4. Existence. We produce a solution of (CP) by Perron's method as it was presented in 9] and which certainly applies to the current situation. We will therefore be using without a proof ( if u; ?v 2 USC((0; T) ); u; v are bounded, u is a sub-and v is a supersolution of (E) on (0; T) then sup fw 2 USC((0; T) ) : w is a subsolution of (E) and u w vg is a solution of (E) on (0; T) :
In what follows we imitate techniques used in 12]. To begin with we need two straightforward lemmas. 
