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       On quartic surfaces and sextic curves  with singularities 
                      of type t8, T2
,3,7, E12 
                      By Tohsuke Urabe 
                            Tokyo Metropolitan University 
                            Department of Mathematics
                              Fukazawa, Setagaya, Tokyo, 158, Japan 
S 0. Introduction. 
      In this article we take up normal quartic surfaces in Y3 and 
reduced sextic curves in r2. Especially we would like to treat the 
case where they have a simple elliptic singularity ff8, a cusp sin-
gularity T2,3,7, or a unimodular exceptional singularity E12. 
(Cf. Arnold C 1], Saito C18]) We show that when they have such a 
singularity and other several singularities, the configuration of 
singularities is subject to a certain law explained from the view-
point of Dynkin graphs. Indeed we will verify the following theo-
rems. Now in this article we assume that every variety is defined 
over the complex number field T. 
Definition 0.1. For a given set of several connected Dynkin 
graphs, the following procedure is called an elementary transforma-
tion of it. 
(1) We replace each component by the extended Dynkin graph of the 
corresponding type.
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(2) After that, we take away arbitrarily chosen one or more ver-
tices and their connecting edges from each component. 
(Cf. Bourbaki C  33, Dynkin C 63) 
     Note that any Dynkin graph without multiple lines is associated 
to a rational double point on a surface. (Cf. Artin C 23) 
Theorem 0.2. Assume that a normal quartic surface X (i.e. a sur-
face of degree 4 with only isolated singular points) in the projec-
tive space f3 of dimension 3 has a simple elliptic singularity 
8. Then the configuration of singularities on X is E8 plus one 
of the following. 
(I) a configuration of rational double points associated to a set 
of Dynkin graphs which is obtained from the Dynkin graph B9 by ele-
mentary transformations repeated twice in such a way that the 
resulting set of Dynkin graphs has no vertex corresponding to a 
short root. 
(II) a configuration on rational double points associated to a set 
of Dynkin graphs obtained from the Dynkin graph E8 by elementary 
transformations repeated twice. 
(III) another E8. 
      Conversely every configuration appearing in the above (I), 
(II), (III) plus ff8 can be realized on a normal quartic surface in 
E3 as singularities.
- 2 -
Remark. 1. The singularity obtained by contracting a smooth 
elliptic curve with the self-intersection number -1 on a smooth 
surface is the singularity  E8. 
2. In case (III) two elliptic curves appearing on the resolution of 
singularities on X are isomorphic. This is Y. Umezu's result. 
(Cf. Umezu C217) 
3. Note that the elementary transformation defined by Dynkin in 
C77 and our elementary transformation is slightly different. 
4. In particular consider the case where after the first elementary 
transformation the unique vertex 0 in B9 corresponding to the 
short root is left and however the connecting multiple edge is 
eraced. In this case in the first stage of the second elementary 
                                                                   N transformation, 0 is replaced by the extended graphA. Then 
                                                               N note that as an agreement we regard both vertices ofAl as ones 
corresponding to short roots. 
Theorem 0.3. (resp. Theorem 0.4.) Consider a normal quartic sur-
face in E3 with a cusp singularity 12
,3,7* (resp. an exception-
al singularity E12) The configuration of singularities on X is 
T2
,3,7 (resp. E12 ) plus one of the following. 
(I) a configuration of rational double points associated to a sub-
graph of the Dynkin graph D9. (resp. a subgraph of the Dynkin 
graph A8.) 
(II) a configuration of rational double points associated to a prop-
er subgraph of the extended Dynkin graph E8. (resp. a subgraph of
- 3 -
 the Dynkin graph  E
8.) 
      Conversely every configuration in the above (I), (II) plus 
T2
,3,7 (resp. E12 ) can be realized on a normal quartic surface in 
3 as singularities. 
Remark. 1. Note that two different objects are called by the same 
name E8. One is a surface singularity and the other is the extend-
ed Dynkin graph. 
2. The singularity obtained by contractirq an irreducible rational 
curve with an ordinary double point (resp. an ordinary cusp) with 
the self-intersection number -1 is T
2,3,7• (resp. E12) 
3. (I) is equivalent to saying that ' a set of graphs with no ver-
tex corresponding to a short root obtained from the Dynkin graph B
9 
by one elementary transformation'. (resp. ' a subgraph of the 
Dynkin graph B9 with no vertex corresponding to a short root' ) 
In section 5 we see that the Dynkin graph B
9 is the essential one. 
4. Of course we can restate (II) using the word 'elementary trans-
formation', too. 
5. We will see that the number of extensions 2, 1, 0 in Theorem 0. 
2, Theorem 0.3, Theorem 0.4 respectively is the rank of the funda-
mental group al of the exceptional curve in the minimal resolution 
of the singularity E8, T2
,3,7, E12 respectively-
     Now we call a plane curve singularity defined by f(x
, y) = 0 
at the origin by the same name as the surface singularity defined by
- 4 -
   z2-f(x, y) = 0 at the origin. (Thus there is a rational double 
   point which is by no means a double point as a curve singularity. 
 DA, E6, E7, E8 - Moreover it is known that the right-equiva-
   lence class of f(x, y) = 0 is uniquely determined by that of 
   z2-f(x, y) = 0.) 
  Theorem 0.5. (i) Let B be a reduced sextic curve in the projec-
  tive space Q2 of dimension 2. (i.e. a plane curve of degree 6 
  without multiple components) Assume that B has a simple elliptic 
singularity E8. Then the configuration of singularities on B is 
E8 plus one of the following. 
   (A) a configuration of rational double points associated to a set 
  of Dynkin graphs obtained from the Dynkin graph E
8+A1 by elementa-
  ry transformations repeated twice. 
  (B) either another E8 or anther E
8 plus one A1. 
        Conversely every configuration appearing in the above (A)
, (B) 
  plus E8 can be realized on a reduced sextic curves as singular-
  ities. 
  (ii) The set of reduced curves with any one of the following config-
  uration of singuralities has two or more connected components in the 
  space of all sextic curves f (H0($'2, Cr 2(6))) . 
<1> E8+A7 <2> E8+2A3 <3> E8+A5+A
1 <4> E8+A3+2A1 
<5> E8+4A1 <6> E8+A7+A1 (7> E8+2A3+A1 <8> E
8+A5+2A1 
<9> E8+A3+3A1 <10> E8+5A1
- 5 -
Theorem 0.6. (resp. Theorem 0.7.) Consider a reduced sextic plane 
curve B with a  cusp singularity T2
,3,7* (resp. a unimodular 
exceptional singularity E12.) Then the configuration of singurali-
ties on B is T2
,3,7 (resp. E12) plus a configuration of ration-
al double points associated to a proper subgraph of ff8+A1 which is 
not equal to 8. (resp. a subgraph of the Dynkin graph E8.) 
      Conversely such configurations are realized on reduced sextic 
curves. 
     The study of projective varieties and their singularities has 
long history and it has been done from various view-points. From 
among them let us pick up some results deeply connected with this 
article. In 1934 Du Val found out that configuration of singulari-
ties on cubic surfaces, plane quartic curves and sextic curves on a 
singular quadric surface in JP3 can be classified from the view-
point of so-called Coxeter groups and root systems of E-type. (Du 
Val C223) His result was rediscovered by modern mathematicians from 
a different point of view curing 1970's. (Pinkham C163, Looijenga 
C103, Merindol E133, Naruki, Urabe C153) In particular taking up 
related topics Looijenga established a Torelli-type theorem for 
rational surfaces with effective anti-canonical divisors by the 
mixed Hodge theory and integration of rational 2-forms. His theorem 
is a powerful tool to study them. (Looijenga C103) On the other 
hand Shah classified singularities on quartic surfaces from the
- 6 -
view-point of the geometric invariant theory. (Shah  C203) An exam-
ple of non-ambient-isotopic sextic curves was given in Zariski C243. 
     The results in this article will be mainly obtained by develop-
ing the above-mentioned Looijenga's method further. 
      The contents of this article is like the following. Section 1 
is the preliminary part. We explain that the study of sextic curves 
B is reduced to the study of branched double covering X of JQ2 
branching along B and that such branched coverings and quartic 
surfaces with anti-canonical divisors and ruled surfaces with posi-
tive irregularity- From section 2 to section 5 we study rational 
surfaces. In section 2 we explain a generalized version of Looi- 
jenga's Torelli-type theorem. Our version does not use integration 
of 2-forms explicitly and it is easier to understand, we think. As 
a result we have an algebraic group Hom(F, E) as a moduli space of 
a certain class of rational surfaces, where r is a certain free 7L 
-module with a bilinear form and E i
s either an elliptic curve 
with a group law, a multiplicative group C , or an additive group 
C. In addition the relation between our version, theor- of integra-
tion and the mixed Hodge theory is explained. Section 3 is devoted 
to study properties of linear systems on them. Section 4 is the 
Diophantine theoretic part. We determine the class of the polari-
zation in the Picard group. The action of the Weyl group on 
Hom(I', E) is studied in section 5. The case of ruled surfaces with 
positive irregilarity is taken up in section 6. 
     I would like to express my heartily thanks to my teachers and
- 7 -
colleagues. In particular we thank Mr. T. Fukui for pointing out an 
error in the first version of this article. 
     Now we guess that our theorem is a  small part of a big theorem 
dominating all quartic surfaces and all sextic curves, of course. 
There are two reasons we take up only surfaces with ff8 T2,3,7' E12 
here. One is that since most of them are rational, they have a 
rather simple global structure. The other is that the fundamental 
domain of the Coxeter group introduced in section 2 is easier to 
handle than that in other cases. Therefore the next problem should 
be the next step of our study-
Problem. Find out the general law explaining which singularities 
appear on quartic surfaces and sextic curves. 
     For line bundles L, M and divisors A, B on a smooth surface 
Z, the intersection number. is denoted by L-M, L-A, or A•B in this 
article. Sometimes we write L2, A2 instead of L-L, A.A. The 
complete linear system associated to the line bundle L is denoted 
by ILI. The complete linear system It2(A)l associated to a divi-
sor A is denoted by IAI for brevity. If M is a dual line 
bundle of L, we denote IMI by I-LI.
- 8 -
 S 1. Preliminaries. 
      In this section we explain that quartic surfaces and branched 
double coverings of  JP2 branching along sextic curves are roughly 
classified into 3 types; K3 surfaces, rational surfaces and ruled 
surfaces with positive irregularity -
      Let X be a quartic surface (i.e. a surface of degree 4) in a 
3-dimensional projective space R3 with the structure sheaf 6'
X. 
We assume that X is normal. Normality is equivalent to that X 
has only isolated singularities in this case. (Cf- Matsumura C12J) 
Every local ring of X is not only Cohen-Macaulay but also Goren-
stein. Thus we can define the dualizing invertible sheaf m
X on 
X. (Cf. Hartshorne E 87) 
Lemma 1.1. For a quartic surface X, we have 
(1) wX is a trivial invertible sheaf, i.e., w
X aX' 
(2) H1(lex) = O. 
Proof. (1) (DX = N 3®~u3~X= (3'3(4)®Y3(-4))1X =Q'X,where            X/PJP&~P 
Nis the normal bundle of X. 
X/F3 
(2) It follows easily from the exact sequence of sheaves 
0 ---~CY3(-4) ---+er3--'X->0 
since H1('3) = H2('3(-4))= 0.Q.E.D. 
     Let p: Z X be the minimal resolution of singularities of 
X. We have the Leray spectral sequence
- 9 -
                   Ep2q = Hp(RgP*O.»Hp+q(EY ) 
Note that the support of  R1P*0"z is contained in the set of singu-
lar points of X. The geometric genus of a singilar point xEX is 
defined by p
g(X,x) = dimC(RP*6'Z)x. It is known that pg(X,x) is 
well-defined. (Wagreich C237) Moreover p (X,x) = 0 if and only if 
                                                g 
xEX is either a smooth point or a rational double poit. (Artin 
C 2~) 
Lemma 1.2.Z(6' )+p
g(X,x) = X(0'X) = 2 xEX:singular points 
where x(F) is the Euler-Poincare characteristic of the sheafF. 
Proof- Since X is normal, we have R°P*O' &.On the other 
hand x(R1P*6') = Zip
g(X,x) by definition. Thus by the Leray spec-
tral sequence we get the first equality. As for the second one we 
first note that h2(6'X) = h°(wX) = h0(& ) = 1 by the Serre-Grothen- 
dieck duality. We have by Lemma 1.1 that Z(0-) = h0(6'X)-h1(Cr ) 
+h2(O'X) = 1-0+1 =2. Here we denote hi(F) = dimH'(F). Q.E.D. 
Lemma 1.3. There exists an effective divisor D on Z with 
WZ - @'Z (-D) . Moreover 
   Supp ^ =L---------------)P-1(x). 
xEX:singular points with p
g(X,x)>0 
Proof. Let xEX be the one of the singular points and UcX be 
its sufficiently small neighbourhood. Set V = P-1(U). Let 
p-1(x) = U Aibe the decomposition of the exceptional curve into 
           i=1
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irreducible curves. Let 0EI'(U,wU) be a section not vanishing on 
U. Then  P*0 defines a rational two form on V. Thus there exist 
intagers aiEZ with mV=6'V(EaiAi). Now recall that the 
intersection matrix (Ai-Aj)1<i
,j<n is negative definite. In 
particular -A2>O. By adjunction formula we have 
                    wV-Ai = 2pa(Ai)-2-A2. (*) 
If the arithmetic genus p
a(Ai)1, > then the value of (*) is posi- 
                              = tive. In case of p(A) = 0,A2 < -2 since P-1(x) containes no 
        aii = 
exceptional curve of the first kind by the minir.;ality of P. Anyway 
one sees that (*) is non-negative. It follows easily from this fact 
that ai<0 for every i. Since pg(X,x) = dim11(V-UAi, wV)/F(V, 
wV), (Cf. Laufer £117) the condition a1 = a2 = = an = 0 is 
equivalent to that p
g(X,x) = 0. Assume that there exists i with 
a.<0. We show that a.<0 for every j under this assumption. If 
1,J 
for some j, aj = 0, then there exists k with ak = 0 and wV Ak 
= -E(-aA)AA-Ak>0 since U Ai is connected, which is a contradic-
tion. Considering all singular points on X we obtain the lemma 
since wX= 0'X.Q.E.D. 
Proposition 1.4. Let X be a normal quartic surface in R3. 
Set P = Epg(X,x). 
         xEX:singular points 
<1> If P = 0, then the minimal resolution Z of X is a K3 
surface. 
<2> If P = 1, then Z is a rational surface with an anti-canon-
ical effective divisor D.
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<3>  If P>2, then Z is birationally equivalent to a ruled sur-
face over a smooth irreducible curve of genus P-1. 
Proof. If P = 0, WZ = C9'Z by Lemma 1.3 and R1p*IYZ = 0. By the 
Leray spectral sequence and Lemma 1.1 we have H1(O'Z) = 0. Thus Z 
is a K3 surface. 
     Assume P = 1. By Lemma 1.3 one sees that ®m = 0^(-mD) for 
an effective divisor D 0 0. In particular the Kodaira dimension 
x(Z) of Z is By the theory of classification of surfaces 
(Cf- Shafarevich C197) one sees that Z is birationally equivalent 
to g2 or a ruled surface over a curve with positive genus. On the 
other hand we have Z(6' Z) = 2-P by Lemma 1.2. Since the Euler-
Poincare characteristic of the structure sheaf is a birational in-
variant, one sees that Z is rational. 
     In the case where P>2, we have <3> by the same 'r-eason. 
Q.E.D. 
Remark. In Umezu C217 Y. Umezu showed that if P>2, then P = 2 
or 4 and she gave the classification of quartic surfaces with P>2. 
     Next we consider sextic curves. Let B be a reduced sextic 
curve (i.e., a curve of degree 6 with no multiple components ) in 
the 2 dimensional projective space e2. We introduce the branched 
double covering X of g2 branching along B. Let F(z0,z1,z2) 
be the homogeneous defining polynomial of B. We give weight 1, 1,
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and 1 to  z0, z1 and z2 respectively- Let z3 be another variable 
with weight 3. Then z32-F(z0'z1'z2) = 0 defines a surface X in 
the weighted projective space R(1,1,1,3) not passing through the 
point (0,0,0,1). ( The quotient of t4-((0,0,0,0)) by the follow-
ing action of C* = C-(0) is f(1,1,1,3). Action: t(z0'z1'z2,z3) 
(tz1,tz2,tz3't3z3) where tEC* and (z0,z1,z2,z3)E(4-((0,0,0,0)). 
F(1,1,1,3) has a unique singular point at (0,0,0,1). ) The re-
striction to X of the projection x: F(1,1,1,3)-((0,0,0,1)) ----^ 
F2, (z0'z1'z2'z3)—i (z0'z1'z2) defines a finite morphism of de-
gree 2. We denote it by the same letter 7c: X---j F2. The follow-
ing lemma is easily checked. (Cf- Arnold C 13) 
Lemma 1.5. A point xEX is singular if and only if 7c(x) is a 
singular point of B. Moreover the isomorphism class of a surface 
singularity (X, x) and that of a curve singularity (B, x(x)) 
determine each other uniquely- Thus singular points on X and 
those on B has one-to-one correspondence. 
Lemma 1.6. For a branched double covering X branching along a 
sextic curve B, we have; 
(1) The dualizing sheaf mX is trivial, i.e., wX X• 
(2) H1(0'X) = 0. 
Proof- (1) Let L be a general line in f2. We have 
wX =*m 2(2c*B) = R*0'(-3L)®6'2(3L) = 0'X. 
                            1P
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(2) For every point  pE9?2, we have fE@' 2 such that 
,P 
                     (i O'X)
p= 0'2Ez7/(z2-f)                                 P 
,p 
where z is an indeterminate.Thus we have an exact sequence 
0--~ '2----~x * 0' ----0M---->0 
where M is a line bundle on P2. Since H1(O'2) = H1(M) = 0, one 
F 
sees that H1(Ot*O'X) = 0. By the Leray spectral sequence we have 
H1(6'X) = 0 sinceRg5t*O'X= 0 forq>0.Q.E.D. 
      Once we establish Lemma 1.6, by the very same reason as quartic 
surfaces, we can show the following proposition. 
Proposition 1.7. Let X be a branched double covering of P2 
branching along a reduced sextic curve B. Let p: X be the 
minimal resolution of singularities. Set 
       P =p
g(X,x). xEX:singular points 
<1> If P = 0, then Z is a K3 surface. 
<2> If P = 1, then Z is a rational surface with an anti-canoni-
cal effective divisor D. 
<3> If P>2, then Z is birationally equivalent to a ruled sur-
face over a smooth irreducible curve with genus P-1. 
Remark. In section 6 we show that if P>2, then P = 2 or 3. 
     According to Lemma 1.5 we can study X instead of B. We take
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up mainly in this article case <2> in Proposition 1.4 and case <2> 
in Proposition 1.7. 
      Let X be a normal quartic surface or a branched double cover-
ing branching along a reduced sextic curve. Assume that X has 
 unique  E8 singularity plus several rational double points and no 
other singularities. The minimal resolution Z of X is rational 
with a non-zero effective anti-canonical divisor D. Moreover in 
this case D is an irreducible smooth elliptic curve with self-
intersection number D2 = -1. If X has T2
,3,7 instead of E8, 
then D is an irreducible rational curve with one ordinary double 
point with self-intersection number D2 = -1. If X has E12 
instead of 8' then D is an irreducible rational curve with one 
ordinary cusp with D2 = -1. 
Proposition 1.8. Assume that Z is a smooth rational surface 
with an effective irreducible anti-canonical divisor D. If Z is 
not a relatively minimal model, then Z can be blown-down to R2. 
Proof. Since any relatively minimal rational surface is either 
12, 1,1Xe1 or a Hirzebruch surface Fk with k>2,Z can be blown- 
down to one of them. 
Case 1. Assume that there exists a birational morphism Q:Z~ 
 k. Since Ek = 1(0'1®0'1(k)), there exist smooth rational curves 
0, F on Ek withA2 = -k, F2 = 0 and F-0 = 1. First we note 
that a(D) is a member of the anti-canonical linear system I-wE 
k
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 of Ek since a*WZ=mE.By the adjunction formula we have 
                      k 
0 = pa(A) = (A2-a(D) A)/2+1 = -(k+a(0)•A)/2+1. 
It implies a(D) $ A and thus k = 2, a(D)•A = 0. Now since Z is 
not a relatively minimal model, a is decomposed into two morphisms 
a = a"Oa', where a': E"----^ E2 is a blowing-up of a poit pEE2 
and a': Z---* E' is a birational morphism. If pOu(D), then 
D0I-WZI.Thug pea(D)and'DOAsince a(D)n0 = 0.Let F
Pbe a 
smooth rational curve on E2 passing through p with F
p2= 0. 
Let F' and A" be the strict inverse image by a' of F
Pand A 
respectively. F' is an exceptional curve of the first kind on 
E'. Leta1:E"----4 E(2) be the contraction of F'. Then a1(A') 
is an exceptional curve of the first kind on E(2). Leta2: 
E(2)--*E-  (3)(3)                   be its contraction. Set Q = a2a1a': Z->E. 
Since cot2= 8, we have w(3)2= 9, which implies E(3)-f2. 
 2E 
Thus Q defines a blowing-down to f2. 
      Figure 1.1 
Case 2. Assume that there exists a birational morphism a: Z----r' 
f1xF1. Now since Z is not a relatively minimal one, a is decom-
posed into two morphisms a = a"o-', where a': E'--p R1xf1 is a 
blowing-up of a point pEE)1xP1 and a': Z----> E' is a birational 
morphism. We have a smooth rational curve F andG on p1xf1 
passing through p with F2 = G2 = 0 and F•G = 1. Let F' and 
G" be the strict inverse image of F and G by a' respective-
ly. F' and G" are the exceptional curves of the first kind and
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they are mutually disjoint. Let  a1: E' E be the contraction 
of F' and G'. Set & = u1-u.: Z-wSince2 = 8, 
le xf1 
we have wE2= 9, which implies that E=lE'2. 
     Consequently in any case there exists a birational morphism 
a: Z----aF2.Q.E.D. 
Corollary 1.9. A non-zero irreducible anti-canonical effective 
divisor on a smooth rational surface Z is either; 
   (a) an irreducible smooth elliptic curve 
   (b) an irreducible rational curve with one ordinary double 
point. 
or (c) an irreducible rational curve with one ordinary cusp. 
      In particular examples taken up just before Proposition 1.8 ex-
haust all the possibilities. 
Proof- First assume that Z is not a minimal model. By Propo-
sition 1.8, there exists a birational morphism a: Z-4le2. Since 
every birational morphism between surfaces is a composition of blow-
ing-ups, we can write a = a'°o1 where a1: Z---) X' is a blowing-
up of a point x'EX' on a smooth surface X' and a': X'---> P2 
is a birational morphism. By induction onthe number of blowing-
ups, we can assume that D' = a1(D) is one of above (a), (b), (c) 
since D'EI-WX,I. If x'.D', then we haveDOI-wZI, a contradic-
tion. Thus x'ED'. Let m be the multiplicity of x' as a point
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of  D Since D+(m-1)Q
1-1(x')EI-cZI,one knows that m = 1, 
i.e.,xis a simple point of D. Thus Q1 induces an isomor-
phism a1: D--' D' and D is one of (a),(b),(c). 
     If Z is a minimal model, then by the proof of Proposition 1. 
8, Z is isomorphic to either p2, f1xf1 or E
2. Moreover ac-
cording to the proof of Proposition 1.8, there exists a birational 
map a': Z p2 such that its restriction u'ID to D is an 
isomorphism. Thus we complete the proof-Q.E.D.
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S 2. A theorem of Torelli type. 
     In this section, we would like to explain a theorem of Torelli 
type for rational surfaces with an effective anti-canonical divisor-
Most of the essential ideas of this theorem are due to Looijenga. 
However the  situation, we treat here is a bit different from Looi- 
jenga's original one. (Looijenga C10]) 
     Because the proof of the theorem is the same as the one we gave 
in C15], we omit it. 
     Though in C15] we used a lemma due to Demazure which treats the 
case where the self-intersection numbertv2 of the dualizing sheaf 
is positive, our proof in C15] is valid without any change because 
Looijenga verified in his recent work C10] the same lemma for the 
case wZ2<0. (To be precise the situation Looijenga treated is a 
bit different from ours in this article. However his proof is valid 
without any change.) 
     Anyway we would like to begin this section by explaining sever-
al notions. Dynkin graphs, Weyl groups, roots, etc. 
     Let Z be a smooth rational surface with irreducible effective 
anti-canonical divisor D. Moreover we assume in this section that 
the self-intersection number of the dualizing sheaf2is less 
than or equal to 6. Set t = 9-w 2. We have t>3. Under this 
assumption, Z is not a minimal model. Thus by Proposition 1.8, we 
have a sequence 
(2.1) Z = ZatZQt-1---0 Z2Z1Z = F2    tt -1210 
where each ui is a blowing-up of a point ziEZi-1.We denote
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Dt = D, Di-1 = Qi(Di) (1<i<t).We have ziEDi-1cZi-1. We con-
sider the Picard group Pic(Z). Let e0 be the class of the total 
inverse image on Z of a line in Z0=F2.Let ei (i>1) be 
the class of the total inverse image on Z of the exceptional curve 
ai-1(z.). Elements e0,e1,• etEPic(Z) defines a free 71-basis 
with the following mutual intersection numbers; 
             e02= +1,ei2 = -1 (1<i<t), eie.= 0NOD. 
We say that (2.1) is the blowing-down sequence along e0, e1, •et, 
when each e
iis the above-mentioned class of effective divisors. 
Here we note that 
                       mZ= Er(-D) = -3e0+e1+..+et- 
    Let P = 71E0+Z81++g&tbe a Z-module with a bilinear form 
which is isomorphic to Pic(Z) with the intersection form, where 
E0,EtEP is a basis with 
            E02 = +1,i2 = -1 (1<i<t),EiEj= 0 (i$j). 
We set it = -3E0+E1+ +Et. Let r be the orthogonal complement 
of Zx in P. F = { xEP 1 x•x = 0 ). The restriction of the 
bilinear form of P to r is described by the following graph. 
72 73 74 75Tt -1 Tt  
0-----------------------v0 --o ----o 
71 
Here we denote 71 =0-61-82-83' 7j = &j-1-& (2<j<t) for sim- 
plicity. Vertices o corresponding to Ti indicates a member of 
a basis of F with the self-intersection -2. (It is easily 
checked that the above 71, 72' , 7t defines a basis of F and 
2Ti. th
at7i= -2 if t>3.) Two verticesoo~are connected
- 20 -
 with an edge if Ti
,JT•= 1 and they are not connected if 
i'Tj = 0. In particular F is isomorphic to the root lattice 
(Cf. Bourbaki C 37) of type A2+A1, A4, D5, E6, E7 or E8 accord-
ing as t = 3, 4, 5, 6, 7, 8. If t>9, then F is not negative-
definite. 
    Let TEP be an element with r2 = -2. Let sT: P—) P be a 
linear map defined by s7(x) = x+(x•T)T for xEP- It is easily 
checked that s is an isomorphism of order 2 preserving the biline-
ar form. In addition if r x = 0, then sr(x) = K. sT is called 
the reflection associated to T. The group generated by sr
1, • 
sTis called the Weyl group of P and it is denoted by W or 
  t 
WP.(For wEWw(x)= )0 We call an element inltJWri ( c F ) a 
i=1 
root. 
     Indeed sr defines the reflection with respect to the hyper-
plane orthogonal to 7 i.e., ( xEP®fR I x•r = 0 ) in P®IR. (W, 
Cs,s, ,s)) defines a Coxeter system. (Cf- Looijenga r
1r2rt 
£107, Bourbaki C 37) Now let rEF be a root. Writing T = 
t 
   niTi (niEZ), then we have either ni>0 for anyi or ni<0 for 
i=1 
any i. If ni>0 for any i, we say that 7 is a positive root. 
Otherwise it is called a negative root. Note that this notion de-
pends on the choice of the basis. Let R+(e0, E1, , et) de-
note the set of positive roots. 
     For roots in Pic(Z) we can distinguish the following proper-
ty- A root rEPic(Z) is called a nodal root if the restriction 
of r to D is a trivial line bundle. ( This terminology is due
- 21 -
to Looijenga.) 
Lemma 2.1. Let  rEPic(Z) be a nodal root. Then either r or 
-r is effective . 
Proof. Assume that r2 = -2, rID = 6'D and H°(-r) = 0. By Serre 
duality we have H2(r(-D)) = 0. Consider the exact sequence 
0----+ r(-D)----4 r--4 r I DO. 
One sees that h2(r) = 0 and H1(r)-4 H1(r1D)=C is surjective. 
Thus h1(r)>0. By Riemann-Roch formula 
h0(r) = (r2+D•r)/2+1+h1(r)>O, 
i.e., r is effective.Q.E.D. 
      Let S+denote the set of effective nodal roots. S = S+u(-S+) 
is the set of nodal roots. Let WSbe the group generated by 
( sr I rES ). WSis a subgroupof WPic(Z).We call WSthe Weyl 
group of Z associated to nodal roots. 
     The following theorem is due to Demazure when 3<t<9 and it 
is due to Looijenga when t>10. ( Though the situation they treated 
is a bit different from ours, their proof is valid without any 
change. ) (Demazure C 57, Looijenga C107) 
Theorem 2.2. Let Z be a rational surface with an effencive irre-
ducible anti-canonical divisor D such that t = 9-wz2>3.Lete0, 
e1, , etEPic(Z) be a basis such that there exists a blowing-down
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sequence along  e0, e
1, ,et.Let W be the Weyl group of 
Pic(Z) defined depending on e
0, e1, , et and let wEW. Then 
there exists a blowing-down sequence along w(e0),w(e1), , w(e
t) 
 if and only if every effective nodal root is a positive root, i.e., 
3+cR+(w(e0),w(e1),, w(e
t)). Moreover for any two basis e0, 
e1, , et€Pic(Z) and e0,,e1~,• , e
t'EPic(Z) such that there 
exist blowing-down sequences along both of them, there exists an 
element wEW with e
i' = w(ei) for 0<i<t.                                       = _ 
Corollary 2.3. The set of roots R in Pic(Z) and the Weyl 
group W of Pic(Z) do not depend on the choice of the blowing-
down sequence (2.1). 
d 
     Note that the positive cone (xEP®IR I x•x>0 ) in POOR has two 
connected component since the signature of the bilinear form of P 
is (1, t). 
Definition 2.4, Let t be an integer with t>3. Let E be a 
one-dimensional algebraic group isomorphic to a smooth elliptic 
curve, C* = C-(0), or C. We call the following object Z = (Z, 0, , 
a, c) a marked rational surface over E of degree 9-t. 
(1) The first item Z is a smooth rational surface with w 2 = 
9-t. 
(2) The second item D is an effective irreducible anti-canonical 
divisor on Z which has the following isomorphism c.
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(3) The third one a:  P-0 Pic(Z) is a linear isomorphism sat-
isfying the following conditions (i), (ii), (iii) and (iv), where 
P = le0+?ZE1+ +7LEt is an abstract free71-module with a bilinear 
form defined by E02= +1,Ei2 = -1 (1<i<t), EiE~= 0NOD. 
      (i) a preserves the bilinear form, i.e., x•y = a(x)-a(y) 
         for any x, yEP. 
     (ii) a(x) = WZ where x = -3e0+E1+ • +et. 
     (iii) a(II) = R where II and R are the sets of roots in P 
          and Pic(Z) respectively. 
     (iv) a(A+) = C+where A+(resp. C+) is a connected compo- 
          nent of the positive cone in POR (resp. Pic(Z)OR ) con-
          taining E0.( resp.e0) 
(4)The fourth one t:Pic°(D)-0 E is an isomorphism as alge- 
braic groups, where Pic°(D) is the connected component of Pic(D) 
containing the zero element. 
Definition 2.5. Two marked rational surface over E (Z, D, a, 
z) and (Z', D", a', t') are isomorphic if there exists an iso-
morphism of varieties f: Z' satisfying the following condi-
tions (A), (B), and (C). 
(A) f(D) = D'. 
(B) The composition 
        a af* 
Pic(Z)F-=- P Pic(Z')--~ Pic(Z) 
can be written as a composition of finite reflections corresponding 
to nodal roots on Z.
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(C) The diagram PicO(D')f'PicO(D) 
 t' 
Eis commutative. 
Definition 2.6. Let Q c Pic(Z) be the orthogonal complement of 
710)z,i.e., Q ={x€Pic(Z) I x•w= 0 ). Note that the image of Q 
by the restriction map Pic(Z)~ Pic(D) is contained in Pic°      —(D). 
The following composition of homomorphisms is called the character-
istic homomorphism 0 of Z = (Z, D, a, t). 
r_2_,  Q restriction, Pic0(D)-1_ E 
Here F is the orthogonal complement of 71ic in P. 
        It is easy to check the next lemma. 
Lemma 2.7. The characteristic homomorphism 0 depends only on 
the isomorphism class of (Z, 0, a, t). 
New we can state the main theorem in this section. It gives e 
powerful tool to study rational surfaces. Even though the situation 
treated by Looijenga is a bit different from ours, this theorem is 
due to Looijenga, we think. 
Theorem 2.8. (A theorem of Torelli type.) The map induced by as-
sociating a marked rational surface (Z, D, a, t) to its character-
istic homomorphism
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((Z, 0,  a, i): a marked rational surface over E of degree 9-t)
isomorphisms 
--> Hom(I', E) 
is bijective. 
     Next we would like to explain why this theorem is called one of 
Torelli type. It is explained by the Deligne's mixed Hodge theory. 
For simplicity we assume that D is an irreducible smooth elliptic 
curve with D2 = -1. Consider an exact sequence of mixed Hodge 
structures (Cf. Deligne C a7) 
H0(D)(-1)---) H2(Z)--> H2(Z-D)--) H1(D)(-1). 
Note that W2H2(Z) = H2(Z), W1H2(Z) = 0, F1H2(Z) = H2(Z), F2H2(Z) =0, 
W3(H1(0)(-1)) = H1(D), W2(H1(D)(-1)) = 0, F1(H1(D)(-1)) = H1(D), 
F2(H1(D)(-1)) = HO(w0), and F3(H1(D)(-1)) = 0. Thus we know that 
dimTF2H2(Z-D) = 1. Now by definition F2H2(Z-D) is represented by 
a logarithmic 2-form ch on Z with the pole along D, which is 
unique up to constant multiple. Since this situation is very simi-
lar to that of the second cohomology group of K3 surfaces, we can 
consider the periods of 0. Here the periods are nothing but the 
linear mapping 
H2 (Z-D) ----) C; A— IA0 . 
Note that there is a submodule Im (H1(D)----4 H2(Z-0)). Since 
IT(T)0 = 27t^-1/rRes(0), we have that 
C/Im(H1(D)---> H2(Z-D)----> C) = D. Let Q be a orthogonal complement 
of ZLwZin Pic(Z). One sees easily that there exists an exact 
sequence
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 0  —~ H(D) ----~ H 2 (Z-D) —' Q O. 
Thus we have an induced group homomorphism D. We can 
that this homomorphism is identified with the restriction 
mapping Pic(D). Therefore the characteristic 
morphism 0 can be regarded as the periods of Z-C. This 






S 3. Properties of line bundles 
     This section is devoted to study properties of line bundles on 
a smooth rational surface Z with an effective irreducible  anti-
canonical divisor D. We owe ideas in this section greatly to 
Saint-Donat C177. 
     Recall that a line bundle L (resp. a divisor C) on Z is 
numerically effective if for any curve A on Z, the intersection 
L•A (resp. C-A) is non-negative. 
Definition 3.1. A line bundle L on Z with the following prop-
erties are called a polarization of Z. 
(1) The self-intersection number L2 is positive. 
(2) L is numerically effective. 
(3) The restriction of L to D is a trivial line bundle, i.e., 
LID ~D 
(4) For every exceptional curve of the first kind A, the inter-
section L A is strictly positive. (L•A>0) 
     The number L2 is called the degree of L. 
Lemma 3.2. (1) If Z has a polarization, then t = 9-wz2>10. 
(2) For any polarization L, h1(L) = 1 and h0(L) = (L2/2)+2. 
Moreover the linear system ILI has no fixed points on D. 
Proof- (1) If t<9, for every element MEPic(Z) with M•WZ = 0, 
M2<0 holds. However L2>0 and L WZ = 0 for any polarization.
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(2) By the  Kawamata-Ramanujam vanishing theorem (Kawamata C 9J), we 
have H1(L(-D)) = H2(L(-O)) = 0. Thus the mapping HO(L)--~ 
HO(LID)=HO(6') = T. is surjective, and h1(L) = h1(00) = 1, h2(L) 
= 0. Surjectivity implies that ILI has no fixed points on D. 
On the other hand by the Riemann-Roch formula we have 
h0(L) = (L2-L wZ)/2+1(6'Z)+h1(L)-h2(L) = (L2/2)+2. Q.E.D. 
     If X is a normal quartic surface in $3 and p: Z---4Xc~3 
is its minimal resolution of singularities, then L = p*O'3(1) is a 
polarization of degree 4. Similarly for a branched double covering 
branching along a sextic curve we can define a polarization of de-
gree 2. However note that conversely the polarization L does not 
necessarily defines a generically one-to-one morphism 0L:Z---4jpN. 
The linear system ILI may have fixed components. Even if it has 
no fixed components, it may have isolated fixed points. Even if it 
has no fixed points, it may define a morphism whose degree is great-
er than 1. 
      In this section we give a necessary and sufficient condition in 
order that L does not define a generically one-to-one morphism in 
the case L2 = 2 or 4. 
Proposition 3.3. Let M be a line bundle on Z satisfying 
(a) H0(M) 0 0 
(b) The linear system IMI has no fixed components. And 
(c) the intersection M•D is zero.
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(1) If the image of the rational map  0M associated to M is a 
curve, then M2 = 0. 
(2) One of the following (i), (ii) holds. 
(i) M2>0, any generic member of IMI is an irreducible curve 
with arithmetic genus (M2/2)+1 and h1(M) = 1. 
(ii) M2 = 0 and there exists a smooth irreducible elliptic curve 
F and a positive integer k with M = Oz(kF). Moreover h1(M) = 
k. Every member of IMI can be written as F1+F2+ +Fk, where 
F.EIFI. 
Proof. Firstly assume that the image F' of the rational map 
Om.Z•->2Nassociated to M is a curve. Let v:r- be 
the normalization of F'. For a suitable choiceof a birational 
morphism T: Z, there exists a morphism 0: F with 0M 
T=v0. 
           T Z ~ 
0' •y r,~v 
If the genus of F is positive, we have a non-zero global regular 
1-form a on P. Since 0*a defines a non-zero global regular 
1-form on Z, we have H0(Q-1) # 0, which contradicts to that Z 
Z 
is rational. Thus F is a smooth rational curve. It implies that 
for every point p, p'EF, divisors r($-1(p)) and T(0-1(p)) are
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linearly equivalent. Choose a  general point qer and set F = 
T(0-1(q)). One sees that M = @'(kF) for some integer k. If 
dimIFI>2, then we have a member FIEIFI such that for any point 
per, F1 0 1-($-1(p)). Choose points q = q1, q2, , gkEl' such 
that z($-1(q1))+z(0-1(q2))+ +T(0-1(gk))EIMI. Since T(0-1(q1)) 
= F F
1, we have G = F1+z(0-1(q2))+ +r( 1(gk))EIMI since 
IMI is a complete linear system. However, by the choice of F1 
and the definition of $, we have GOIMI, a contradiction. 
Therefore we have dim IFI = 1. 
     We have kD•F = 0-M = 0 and thus D•F = 0. We can conclude 
that 0 n F = 0 . Consider the exact sequence 
               0 0' ( -F-D)—j0^Z0''90'D—•)0 . 
It implies h1(0'(-F-0)) = 1. By the Serre duality, we have 
h1(0'(F) ) = 1. Moreover h2(0 -(F)) = h°(0" (-F-D)) = 0. It follows 
from the Riemann-Roch formula 
        2 = 1+dimIFI = hO(0z(F)) 
                      = x(6')+(F2+F•D)/2+h1(O(F)) = F2/2+2 
that F2 = 0 and M2 = k2F2 = 0. In parti€-ilar the linear system 
IFI has no fixed points and F is smooth by the Bertini theorem. 
By adjunction formula F is an elliptic curve. 
     Next we would like to compute h1(M). Let F1, F2, , FkOIFI 
be general members. We can assume that F1, , Fk and D are 
mutually disjoint since D•F = 0 and F2 = 0. Using the exact 
sequence 
k 
0 ---, O ( -F 1--Fk-D)--~0'--+$0jeo-_-,0 
                                               i=1 i
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and the Serre duality, one sees that h1(0'Z(F1+ +Fk)) = h1(M) = 
k. 
     Secondly assume that the image of  Om is not a curve. We have 
A2>0 since IMI has no fixed components. If A2 = M2 = 0, then 
IMI has no fixed points and the image of the morphism OM is a 
curve. Thus A2 = M2>0. By the Bertini theorem A is irreucible. 
We have pa(A) = A2/2+1 by the adjunction formula. It follows that 
AD = 0 from M•D = A•D = O. Thus 
               0---) (9' (-A-D)---) 0'ZCY (DO'' 0 
is exact and one sees that h1(0'(A)) = 1.Q.E.D. 
Lemma 3.4. Let C be an effective divisor on Z with SuppC ' 
D = 0 and h0(0'C) = 1.Then we have h1(0'Z(C)) = 1. 
Proof- Consider the exact sequence 
0—) Cr (-C-D) ---' 6'Z''--                                                ) OCei0D--C 0 -
We have h1(0'Z(-C-D)) = 1. By the Serre duality we have the con- 
clusion.Q.E.D. 
Lemma 3.5. Let D be a non-zero effective divisor on Z with 
h0(cr(A)) = 1 and Supp A n D = 0. We have h1(0'Z(A))>1 and A2 = 
-2h1(6'
Z(A))<-2. 
Proof- Consider the sequence 
0 — > OZ(-A-0)--- 0'Z---->@'~®6'D0.
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By assumption Supp  A n D = 0, it is exact. We have h1(0'Z(A)) 
h1(@'Z(-i-D)) = h0(@'©)>1since h0(6') = h0(6'D) = 1, h1(1) = 0. 
Note that h2(6-(A)) = h0(6'(-A-D)) = 0. By the Riemann-Roch theo-
rem, we have 
        1 = h0(0'Z(A)) = Z(6')+(A2+0•0)/2+h1(6'Z(A))-h2(a(d) ) 
•= 1+(A2/2)+h1(0- (A)). Q.E.D. 
Corollary 3.6. Let 0 be an irreducible curve on Z with 
h0(0'(0)) = 1 and 0•D = 0. We have 02 = -2 and 0 is a smooth 
ratioal curve. 
Proof- Since 0 and D are irreducible, ®0 = 0 implies 
0 n D = 0. Obviously h0(6'0) = 1. Thus by Lemma 3.4 and Lemma 3. 
5, we obtain 02 = -2. Moreover by the adjunction formula, 0 is 
smooth and rational.Q.E.D. 
Proposition 3.7. Let L be a polarization on Z. If ILI has 
a fixed component, then ILI contains a divisor with the following 
form; kF+P where F is an irreducible smooth elliptic curve on Z 
with F2 = 0 and D•F = 0, I' is an irreducible smooth rational 
curve with r2 = -2, r o = 0 and F•F = 1 and k is an integer 
with k>2. The divisor F is the fixed part of ICI. 
Proof- The proof is a bit complicated. By Lemma 3.2 the linear 
system ILI is non-empty- Let CEILI be a general member- Let A
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be the fixed part of the linear system  ILI = ICI. We set C = A+d 
where A is the moving part. By Lemma 3.2 one sees SuppA n D = 0 
and A•D = 0. We also have by Lemma 3.2, (2) 
                    h0(8/Z(C))>1+(C2/2)>2 
and thus A 0 0. One may assume that SuppA n D = c. Note that 
A2>0 since A is the moving part. 
Case 1. A2>O. 
     By Proposition 3.3 any general member of IAI is an irreduci-
ble curve with arithmetic genus (A2/2)+1 and h1(6'Z(A)) = 1. One 
has 
         h0((9'Z(A) ) = x(10'Z)+(A2+D• A)/2+h1(&(A)) = (A2/2)+2 
by the Riemann-Roch formula. On the other hand one has also 
                     h0(6'Z(A+A)) = ((A+A)2/2)+2 
since h1(O'Z(A+A)) = 1 by Lemma 3.2, (2). It implies that A2 = 
(A+A)2 since h0(01(A)) = h0(6'Z(A+0)). We have 2A•0+L2 = 0. Now 
recall that C is numerically effective. Thus 
0<C•A = (A+A) A = -A-A . 
However A•O>0 since A is the moving part of ICI. In conclusion 
we have A•A = 0 and A2 = O. 
     If A 0 0, then A2 = -2h1(6'Z(A))<0 by Lemma 3.5. Therefore 
A = 0, i.e., ICI has no fixed components. 
Case 2. A2 = 0. 
     By Proposition 3.3, there exists a smooth irreducible elliptic 
curve F and a positive integer k with 6'Z(A)=== Q'Z(kF) and F•D
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=  0. Let A
1, A2, • +ANbe connected components of A. 
     We divide the rest of the proof into several lemmas. 
Lemma 3.8. For every i, F-Ai>0. 
Proof- If for some.i, F•O
i= 0, then by Lemma 3.5 
            0<C•Ai = (kF+ZAJ) Ai = Ai2 = -2h1(0 (Ai))<O, 
which is a contradiction.Q.E.D. 
     Let ri be an irreducible component of Ai with F-1 >O. 
Lemma 3.9. k>2. 
Proof. If k = 1, then by the same reason as in case 1, we have 
A•A = F A = 0. However we have just proved that F•A = 2 F Ai>0, 
which is a contradiction. Thus k>2.Q.E.D. 
Lemma 3.10. N = 1. 
Proof- Assume N>2. Choose general members F1, ,FkEIFI and 
set P = F1+ +Fk+r1. Q = P+r2. Obviously SuppP n D = SuppQ n D 
_ (b and h0(0') = h0(0'Q) = 1. We have h1(0- (P)) = h1(0-(Q)) = 1 
by Lemma 3.4. By the Riemann-Roch formula we have 
h0(O (P)) = (P2/2)+2, h0(O'(Q)) = (Q2/2)+2. 
Since h0(& (P)) = h0(O'(Q)) by definition, it implies that
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 P2 = Q2 = (P+r2)2 = P2+2P.F2-2. 
Here note that F22 = -2 by Corollary 3.6. We have 
                 1 = P•I'2 = (kF+F1) F2 = kF F2>k>2,
which is a contradiction. Thus N = 1.Q.E.D. 
J 
     Set Al= A = a.O. where 0. is a mutually different irre- 
          =1 J JJ 
ducible curve and a. is a positive integer- We assume that 01 = 
I'1. By Corollary 3.6 every O. is a smooth rational curve with 
0.2 = -2 and D•O. = 0. 
Lemma 3.11. F•O1 = 1. 
Proof. First note that h0((9'(kF)) = 1+k by Proposition 3.3 and 
by the Riemann-Roch formula. Since h0(0-(P)) = h0(0.-(kF)) for the 
divisor P in the proof of Lemma 3.9, we have 
                   2k+2 = (kF+01)2+4 = 2kF-01+2, 
which implies the lemma.Q.E.D. 
Lemma 3.12. F 0. = 0 if i 0 1. 
                         1 Proof. Fix an integer i with i 0 1. There exists a subset S 
of Cl, 2, , J) with 1ES, iOS, such that AS = 0. and 
JES 
 Sip+O.are connected. Set P = kF+pSand Q = kF+pS+O..By the 
Riemann-Roch formula, we have 
h0(C9'(P)) = (P2/2)+2, h0(O'(Q)) _ (Q2/2)+2.
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We have P2 =  Q2 since h0(0'Z(P)) = h0(0(Q)). It implies 
(kF+OS)•0. = P•Oi= -O.2/2 = 1. By the choice of AS, we have 
 1 £ 0. >O. Thus F Oi = 0.Q.E.D. 
Lemma 3.13. Assume that there is a subset S of (1, 2, , J) 
with 1ES such that AS0. is connected and k+i5•01>2. Then                        S
JES 
a1 = 1. 
Proof. Set P = kF+aS,Q = P+01and N = O(Q)I®. Note that 
                                            1 
deg N = (kF+AS+01)•01 = k+o5•01-2>0 by assumption. One sees easily 
h1(0'(P)) = 1. Consider the exact sequence 
0—~ @r(P)-4 6'(Q)N----~ 0. 
We have h1(6'Z(Q))<1 since h1(N) = 0. Consider the sequence 
0----~ er (-Q-D Q' -) 6'Q®6'D---~0 . 
It is exact since SuppQ n D = 0. Thus h1(6'(Q)) = h1(0'(-Q-D)) = 
hO(6))>1. It follows that h1(0'(Q)) = 1. By Riemann-Roch 
h0(0'(P)) = P2/2+2, h0(6'(Q)) = Q2/2+2. 
Assume that a1>2. Then h0(6'Z(P)) = h0(0-z(Q)). We have P2 = Q2 = 
P2+2P•01-2. Thus P•01 = 1. 
     On the other hand by definition of P and by assumption 
P•01 = (kF+AS)•01 = k+AS01>2. We get a contradiction. Q.E.D. 
Lemma 3.14. If a1 = 1, then F A = 1 and A2 = -2. 
Proof. Assume a1 = 1. We write A = 01+A'. Since t'•F = 0 by
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Lemma 3.12, we have  F•A = F•O1 = 1. By Riemann-Roch we have 
h0(6'(kF)) = 1+k and h0(0"(kF+A)) = (kF+A)2/2+2. Since these two 
numbers are equal, we have (kF+A)2 = 2k-2. It implies 02 = -2 
since F2 = 0 and F•A = 1.Q.E.D. 
Lemma 3.15. If k>4, then A =1. 
Proof. We assume k>4. Set S = (1). The assumption of Lemma 
3.13 is satisfied. Thus we have a1 - 1 and A2 = -2 by Lemma 
3.13 and Lemma 3.14. Set A" = A-01. The divisor A' does not 
contain 01. Assume A" # 0. Then ©'•01>0 since A is connected. 
It follows from the equality 
                     -2 = A2 = (0
1+©')2 = -2+A.•01+A•p' 
that i•A'<0. However, since C is numerically effective and F A' 
= 0 by Lemma 3.12, we have that 0<C•O" = (kF+L) A' = A•A", a con-
tradiction. Thus A' = 0.Q.E.D. 
Lemma 3.16. If k = 3, then A =1. 
Proof. We assume k = 3. Moreover assume A' = A-a1O1 # 0. 
There exists a suffix i with 8i•O1 # 0. Set S = (1, i). Since 
k+AS 01 = 3+Oi 01-2, the assumption of Lemma 3.13 is satisfied. 
Thus we have a1 = 1 and A2 = -2. By the same reasoning as jr 
Lemma 3.15, one obtains a contradiction. Thus A = a1O1. 
     By the same reasoning as in Lemma 3.14 one sees 4 = (3F+©)2 =
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 (3F+a1O1)2 = 6a1-2a12 since F•O1= 1 and 012= -2. We have 
a1 = 1 or 2. If a1 = 2, then C•O1 = (3F+201)•01 = -1, that is, 
C is not numerically effective. We have consequently A = 01• 
Q.E.D. 
Lemma 3.17. If k = 2, then d = 01. 
Proof. We assume that k = 2. Moreover assume that a1= 1. Set 
A' = A-81.We have c-01>0 since ©' does not contain 61. 
By Lemma 3.12 we have also z•D' = (2F+0) A. = C•©">0. On the other 
hand by Lemma 3.5 A2<-2. We have 
-2>A2 = (0
1+6')2 = -2+A'•01+0-A'>-2. 
It implies that A..01 = A•L4' = 0, A2 = -2. We have A.2 = A•A'-01 A 
= 0. But A'2<0 if A' 0 0 by Lemma 3.5. Thus A" = 0. 
     Next assume that a1>2.Since 0<L•O1= (2F+a101)-01+ 
   aiOi•O1 = 2-2a1+ 2 aiOi•O1there is an index i with i 0 1, 
i01i#1 
Oi•O>O. If there are two indices i,j, 1 0 i 0 j 0 1 with 
e'i • 01 >0 , 0 j • 01 >0 , setting S = { 1, i, j ) we have a1 = 1 by 
Lemma 3.13. Thus for some unique index i2Oi•01>O. By renumber-                                          2 
ing if necessary we can assume i2 = 2. We have that 02 01 = 1 
since 0>(01+02)2 = -4+201.02 by Lemma 3.5. We have the next in-
equality-
<3.1>a2-2a1+2 = L•O1>0 
In particular a2>2. Now since 0<L•O2 = a1-2a2+ E a.0.-02, there 
i>2 
is an index i>2 with Oi 02>1. Assume that for mutually different
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three indices i
s>2, a = 1, 2, 3, Oi •02>0 holds. Set P1 =  2F+                                             a 
3 
01+02+ E Oi and Q1 = P1+02. SinceO (Q1)10 = 6'0 and 02 a. 
a=1 a22 
and since h0(0'Z(P16'                      )) = h0(Z(Q1))it follows from the exact se- 
quence 
0—j 0-(P6'Z(Q1)--~000 
                 Z2 
that h1(0-(Q1)) = 0. However by the exact sequence 
         0—~                       0'(-Q )—+OZ—)0'Q60-"-----* 0 
                                     1 we have h1(0'Z(Q1)) = h1(0--Z(-Q1-D))>1a contradiction. Thus re- 
numbering if necessary we can assume that one of the following two 
assertions holds for k = 3. 
(1)k Ok•Ok-1 = 1 and 0i•0k-10 for i>k. 
(2)k Ok•0k_1= 0k+1.0k-1= 1 and Oi•Ok_10 for i>k+1. 
For a moment assume that case (1)3 takes place. Since 
<3.2> L®2=a1-2a2+a3>0 
and by <3.1>, we have a3>2. Repeating the similar argument as just 
the above one sees that we can assume that (1)4 or (2)4 holds. If 
(1)4 takes place, inequalities 
<3.k> L•Ok = ak_1-2ak+ak+1>0 
k = 2, 3 and <3.1> implies that a4>2 and we can repeat the similar 
discussion more. Since inequalities <3.k> 1<k<K implies aK+1>2 
and since the number of irreducible components of A is finite, we 
can consequently assume that (2)K takes place for some K>2. Set 
  = 01+02+ +OK, P2 = 2F+E+OK+1+0K+2, and Q2 = P2+E. We can see 
easily that 0'Z(Q2) IE = 0'E, 0(Di) = 1 and h1(0-E) = 0. Now
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 h1(O'Z(P2)) = 1 by Lemma 3.4. and h0(62(P2)) = h0(3'Z(Q2)) since 
A is a sum of 2F+OK+1+eK+2 and some effective divisor. It fol-
lows from the exact sequence 
                     0----4 0-(P2)----06'Z(Q2) ---' 5-:----00 
that h1(0'Z(Q2)) = 0. On the other hand since the sequence 
                0--, @'Z(-Q2-D)----0  6-Z-06-Q®(9p---) 0 
                                     2 is exact, we have h1(6-Z(Q2)) = h1(0-Z(-Q2-D)) =0(0---))>1, a con- 
                                               2 tradiction. Thus the case a1>2 never takes place. Q.E.D. 
     The above lemma completes the proof of Proposition 3.7. 
Proposition 3.18. Let C be an effective divisor on Z with C•D 
= 0. Assume that the linear system ICI has no fixed components 
and that C2 = 2 or 4. Then ICI has no fixed points. 
Proof- Assume that ICI has no fixed components but it has iso-
lated fixed points. 
      By induction we define a sequence of blowing-ups, 
A zk
-11.-z2z1 Z = Z(k)-kZ(k -1)----* Z(2)2Z(1)~'Z(0)= Z 
an integer m. for i<j<k and a line bundle L~on Z(j)for 
0<j<k as follows. First of all set Z(0) = Z and L0 = O'Z(C). 
Next assume that Z(i), zi,mi, Li have been constructed for 
0<i<j-1. If ILj_1I has no fixed points, then setting k = j-1 
and Z = Z(j_1), we terminate the procedure. If ILj_1I has fixed 
points, then let zj: Z(j)-4 Z(j_1) be the blowing-up of one of 
                                  - 41 -
the fixed points zjEZ(j_1). Set mj= min( multz(A) I AEILj_11 ), 
where  mult z(A) denotes the multiplicity of the curve A at z. 
We define L. = (r.*Lj_1)®6'Z (-mjz-1(z.)). We have Lj2>0 for 
                         (j) 
every j since IL .I 0 0 and IL .I has no fixed components. 
   J J 
Since Lj2= Lj_12-mj2<Lj_12this procedure terminates in finite 
steps. 
     Set L = Lk.If L2 = 0, then the image of the rational map 
°L•.EN associated to the line bundle L = Q'(C) has 
dimension<1.We have L2 = C2 = 0 by Proposition 3.3, which con- 
tradicts to the assumption. Thus L2>0. 
     Next we show that pa(A)<1 for any general member A of ILI. 
Case 1. C2 = 2. 
     Note that h1(L) = 1 by Proposition 3.3. We have h0(L) = 
h0(L) = C2/2+2 = 3 by Riemann-Roch. We have a morphism 
                                                    L
F2. On the other hand L2 = 1 since 0<L<2 = C2. Thus any general 
member A of ILI has a. morphism of degree 1 to a line in F2. 
Thus pa(A) = 0. 
Case 2. C2 = 4. 
We have a morphismZ~1P3 since h0                   —(L) = h0(L) = 4 by 
L 
Riemann-Roch. Since 0<L2<L2 = C2 = 4, one sees that is a 
L 
generically one to one morphism whose image is an irreducible cubic 
surface or an irreducible quadratic surface. Then any general mem-
ber A of ILI has a morphism of degree 1 to either a plane irre-
ducible cubic curve or a plane irreducible quadratic curve. Thus
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pa(A)<1. 
 We know p
a(A)<1 in any case. 
     Now let E1, • , Ek be the total inverse image on Z of the 
curve t1-1(z1),,Tk-1(zk). We have 
  L = (T*L)(-m1E1-m2E2- -mkEk), = (T*wZ)(E1+E2+ +Ek) 
where T = T1T2 Tk. Thus we haveL to/. = C•wZ+Zmi = Ern. By the 
      Z~ 
adjunction formula 
            pa(A) = (L2+m..•L)/2+1 = (L2/2)+(Emi/2)+1>2. 
Z 
We obtain a contradiction. Thus ICI has no fixed points. Q.E.D. 
Lemma 3.19. Let L be a polarization on Z. 
(1) If an irreducible curve A on Z satisfies L A = 0, then 
either A coincides with D or it is a smooth rational curve with 
A2 = -2 and A n D = 0. 
(2) Let E be the union of irreducible curves A with L•A = 0 
and EE be a connected component of E. Let A1, A2, , Ak be 
all the irreducible curves contained in E. Then the intersection 
matrix (A.-A.)1<i
,j<k is negative definite. 
(3) Unless EE= 0,EE is the support of the exceptional curves in 
the minimal resolution of a rational double point. 
Proof. We can assume that A # D. Under this assumption we have 
A•D>0. By the Hodge index theorem we have also A2<0. By the ad-
junction formula 0<pa(A) = (A2-A•D)/2+1. We have either A2 = -1 
and A•D = 1 or A2 = -2 and A•D = 0. In any case pa(A) = 0.
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It is well-known that if p
a(A) = 0, then A is a smooth rational 
curve. If  A2 = -1 and  A•D = 1, then A is an exceptional curve 
of the first kind. Since L is a polarization we have A•L>0, 
which contradicts to the choice of A. Thus A2 = -2 and A•D = 0. 
The last equality implies A n D = 0. (2) is an easy consequence 
of the Hodge index theorem. (3) follows from (1) and (2). (Cf-
Artin C 27 )Q.E.D. 
      By the well-known Grauert's theorem, (Cf. Grauert C 7_]) we can 
contract all the connected components of E to isolated normal 
singular points. Let p: X be the contraction morphism. 
Here X is a normal surface with a unique singular point with 
positive geometric genus at w = P(D) and sevaral rational double 
points. 
Proposition 3.20. Assume that a polarization L on Z defines a 
morphism 0 =115L•F. Then we have a finite morphism(3: 
X &N with _ °P. 
0 > fN 
X 
Proof. Set P(E) = S. Note that PIZ-E: Z-E—j X-S is an iso-
morphism. Thus we can define a morphism _ 0°(PIZ-E)-1. Since 
0(E) is a set of isolated points and X is normal, we can extend 
    to whole X. Obviously the resulting morphism X---ir RN is
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 proper- Assume that there exists a point  zElP such that 0(z) 
 has dimension 1. Let A be an irreducible curve contained in 
 01(z). Let A be the strict inverse image of A by A. We have 
L•A = 0. Thus A c E and A(A) = A is a point, which is a contra-
diction. Thus 0 is a finite morphism.Q.E.D. 
Proposition 3.21. Assume that a polarization L on Z defines a 
morphism 0 = 0L;Z—~Je3 of degree 2 whose image is a quadratic 
surface. We have a smooth irreducible elliptic curve F on Z 
with L•F = 2, FD= 0 and F2 = O. 
Proof. Case A. Assume the image of 0 is a smooth quadratic 
surface E. Let p: 21 be the composition of an isomorphism 
E-'">f'1X1~'1 and the projection to a factor Ie1x21----~ , Choose a 
general point zE2 and set G = p*(z) and F = 0*(G). F is ir-
reducible. We have F n D = 0 since 0(D) and p0(D) are iso-
lated points by assumption LI
D=&.We have L•F = 20'3(1)•G = 2 
and F2 = 2G2 = 0. Obviously the linear system IFI has no fixed 
compoments. By Proposition 3.3, one sees that F is a smooth 
elliptic curve. 
Case B. Assume that the image of is a quadratic surface EO 
with a unique singular point ve20. 
Lemma 3.22. If 0(D) _ (v), then 0-1(v) = D.
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 Proof. Set (w) = P(D),  wEX. Note that -6(w) = (v) by assump-
tion. Let U be a sufficiently small neighbourhood of vEU c E0. 
Let V be the connected component of 0-1(U) containgw. Let S 
c V- (w) be the discriminant of IV- (w) -
Case 1. Assume that the closure of c(S) in U does not contain 
v. By choosing a smaller U, we can assume that tIV-(w) is un-
ramified. Note that 1(U-(v)) = Tl/2Z since the A1-singularity 
(U,v)- is the quotient of (C2,0) by the action of 7L/27L defined 
by (x, y)—* (-x, -y). Thus ic1(V-(w)) is either a trivial group 
(e) or Z/221. If 7(1(V-(w)) = (e), then wEX is a simple point by 
a Mumford's theorem. (Cf. . Mumford £147) If it is 2L/2Z, ai I V- (w ) 
is an isomorphism. Since V and U are normal, it induces an iso-
morphism iSIV: U. Thus wEX is a A1-singular point. How-
ever by the construction we have p
g(X, w)>1. Therefore one sees 
that our Case 1 never takes place under our assumption. 
Case 2. Next we assume that the closure of (7)(S) in U contains 
v. Since is a finite morphism of degree 2, the set ( xEU I 
#01(x) = 1 ) coincides with the closure of (7/5(S) in U. Thus 
#-(10-1(v) = 1. We have (w) = 1(v). It implies 1(v) = p-1(w). 
Under the assumption of the lemma D c 0-1(v). However since 
p-1p(D) = D by the definition of p, we have 0-1(v) = D. Q.E.D. 
Lemma 3.23. Let G be a general member of the ruling R1-family 
of EOand F be the strict inverse image of G by 0. We have 
dim IFI = 1 and IFI has no fixed components.
- 46 -
Proof. We define a linear system A on Z by A =  (  0*P I P is 
a plane in f3 with vEP ). Let © be the fixed components of A. 
Obviously we have Supp A c 01(v). Let P0be a general plane in 
83 passing through v. We set P0n EO= GUG' where G and G' 
are members of the ruling f1-family of Z. Let F (resp. F') 
be the strict inverse image of G (resp. G') by 0. We have 
F+F'+A E A. 
      Moreover we define a 1-dimensional linear system E by 
         = ( 0*P-F'-© I P is a plane in Jl?3 with P G' ) . 
We have IFI D E since FEE. Let AEIFI be an arbitrary member-
A+F'+LEILI since F+F'+AEILI. Thus there is a plane P1 in f3 
with A+F'+Q = 0*P1 because ILI is a complete linear system. P1 
necessarily contains G'. It implies that AEE. Thus IFI = S, 
which concludes the proof-Q.E.D.
Lemma 3.24. 0(D) 0 (v).
Proof- Assume that 0(0) = 
    Let F be a divisor as 
formula and by Lemma 3.23, we 
              2 = 1+dim IFI = 
Lemma 3.23 also implies F2>0. 
have F-D>0. One sees that 
takes place.
(v). We will deduce a contradiction. 
  in Lemma 3.23. By the Riemann-Roch 
hav  
(F2+F•D)/2+1+h1(6'(F)). 
  Since 0-1(v) = D by Lemma 3.22, we 
only one of the following two choices
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(a) F2 = 0,  F•D = 2 and h1(O'(F)) = 0 
(b) F2 = 1, F•D = 1 and h1(0'(F)) = 0 
Now there exist integers m1, m2 such that 
where F' and A are divisors defined in the 
Therefore ILI3F+F'+A-2F+mO with m = m1+m2. 
    We consider case (a). We have 4 = L2 
However the quadratic equation m2-8m+4 = 0 
tion, which is a contradiction. 
     Next we consider case (b). We have 4 
Thus m = 0 or 4. In both cases we have a 
L = 2M in Pic(Z). Since M belongs to the 
Q of ?La)Z and since Q is an even lattice 
multiple of 8, which is a contradiction. Thus
F' = F+m1D, A = m2D 
 proof of Lemma 3.23. 
= (2F+mO) = 8m-m2. 
has no integral solu- 
_ (2F+mD)2 = 4+4m-m2. 
 line bundle M with 
orthogonal complement 
4 = L2 = 4M2is a 
0(D) 0 (v). Q.E.D.
     Now we go back to the proof of Proposition 3.21, Case B. By 
Lemma 3.24, we can choose a general member G of the ruling E1-
family of Fn with G n 0(0) = 0. Let F be the strict inverse 
image of G by 0. We have O'Z(F)ID-60. By Riemann-Roch 2 = 
(F2/2)+1+h1(O'(F)). One sees that only one of the following two 
choices takes place. 
(c) F2 = 2 and h1(e'Z(F)) = 0 
(d) F2 = 0 and h1(O'Z(F)) = 1. 
     Now note that h2(0Z(F-D)) = h0(O'(-F)) = 0 by the Serre 
duality. It implies that the map H1(0'Z(F))-----4 H1(6'Z(F) ID)
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H1(6'D)-=' (Cissurjective.Thush1((3(F))>1 and case (c) never 
takes place. The equality  L•F = 2 is obvious by definition. It 
concludes the proof of Proposition 3.21.Q.E.D. 
Theorem 3.25. Let L be a polarization of degree 4 on a rational 
surface Z with an irreducible effective anti-canonical divisor D. 
The following conditions are equivalent. 
(1) The rational map 0L associated to L defines a birational 
morphism to a quartic surface in R3. 
(2) There exists no element MePic(Z) with M2 = 0, M•L = 2 and 
MID OD' 
     Besides if one of the above equivalent conditions holds, then 
the induced morphism 45: X--, I3 by .35L is an embedding. 
Proof. First we show (2)=(1). Assume that ILI has fixed com-
ponents. By Proposition 3.7 there exists a smooth irreducible 
elliptic curve F and a smooth irreducible rational curve I' with 
F2 = 0, F•D = 0. I'2 = -2, F•D = 0, P-F = 1 and L = 0'Z(3F+P). The 
line bundle M = 6'Z(F+F) satisfies the conditions in (2). Next 
assume that ILI has no fixed components. By Proposition 3.18 ILI 
has no fixed points.Thus 0Lis a morphism. By Lemma 3.2 one 
sees `L maps Z to 1e3. Since L2 = 4, the image of 0L is 
either a quadratic surface or a quartic surface. Assume moreover 
that Im 0L is a quadratic surface. By Proposition 3.21 we have a 
smooth elliptic curve F on Z with F2 = 0, F D = 0 and L F =
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2. The line bundle M =  6'(F) satisfies (2). Thus (2) implies 
(1). 
     Next we show (1)=(2). Assume that there is an element 
MePic(Z) with M2 = 0, M•L = 2, MID = 6'D and that 'L is a bira-
tional morphism to a quartic surface in j3. We will deduce a con-
tradiction. By Riemann-Roch we have h0(M)+h2(M)>1. If h2(M) = 
h0(-M+wz) 0 0, we have (-M+wz)•L>0 since L is numerically 
effective. However we have (-M+wz)•L = -2+0 = -2, a contradiction. 
Thus h2(M) = 0 and h0(M) 0 0, i.e., M is effective. Let A be 
an effective divisor with M - t (A). We set 
k 
                           A = mD+ n.A.+F 
i=1 1 1 
where k, m, n1,, nk are integers with k>0, m>0, ni>1 
(1<i<k),A1,, Ak are mutually different irreducible curves 
with Ai 0 0, A.-D>0 for every i and F is an effective divisor 
with Supp F n D = .15. Let E be the union of exceptional curves of 
P: X. Since D is a connected component of E and since 
Ai-0>0, P(Ai) has dimension 1 for every i. Thus L•Ai>0 for every 
i. Since 
kk 
             2 = M•L = mD•L+ n.A.L+F•L = n.A.•L+F•L 
i=111i=111 
we have 4 cases. 
<1> k = 0. 
<2> k>1 and n.1= 1 for every i. 
 = <3> k = 1, n1 = 2, m>1, Al2>0. 
<4> k = 1, n1 = 2, m>1, Al2<0. 
( Note that k = 0 if and only if m = 0. )
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     Now  we need two lemmas. 
k 
Lemma 3.26. Consider a divisor A = mD+ A.1+F satisfying the 
                                                 i=1 
following conditions. 
(i) k>1, m>1 
(ii) 0-A.>0,A1,•, Ak are mutually different irreducible 
divisors. 
(iii) Supp F n D = 0 and F is an effective divisor-
(iv) 0'(A) 1D = Or 
Then A is linearly equivalent to a divisor containing no D. 
Proof- By induction we show that H1(0'( 2 Ai)) = 0. If j = 0, 
i=1 
it is trivial. Consider the exact sequence 
jj+1j+1 
        0 ---~            Or( I Ai) —~ -( Ai  —~ e( 2 A i) IA-^0                   Z
i=1i=1 i=1j+1 
   j+122 
Since deg (
121Ai)IAj+1= Aj+1+1E1AiAj+1>Aj+1-D•Aj+1 
                                j+1
>2pa(Aj+1)-2, we have H1(@'Z( Ai)IA ) = 0. By the above                          i=1 J+1 
j+1 
sequence and by induction hypothesis we have H1(I ( 2 Ai)) = 0. 
                                                         i=1 
k 
     Next by induction we show that H1(C (nD+ Ai)) = 0 for 
                                                       i=1 
0<n<m. We have just shown it when n = 0. Assume n<m-2. Set -k- 
N = 0''((n+1)D+ Ai)ID. Since deg N = deg 6-(-(m-n-1)D)ID = 
                  i=1 
-(m-n-1)D2>0. We have H1(N) = 0. By the exact sequence of sheaves 
kk 
0 -~ 0'Z (n D+ A i ) —~ 0- ((n + 1) D+ A i ) —j N---~ 0 
      i=1i=1
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 k 
we have inductively H1(0'Z((n+1)0+ 2 Ai)) = 0. 
                                      i=1 
 k 
 Note  that  in  particular  H1(GZ((m-1)D+  2  Ai)) = 0. It implies 
 i=1 
that HO (OZ(A ")—* HO(0-Z(A ") I D)=HO (0') = It is surjective where 
k 
A' = mD+ Ai. Surjectivity implies that there exists a divisor A' 
         i=1 
linearly equivalent to A" which contains no D. Since A_A'+F, 
we have the desired result.Q.E.D. 
Lemma 3.27. Let A be an effective divisor with O'(A)ID ~D 
and with A2 >0. We have h0(O'(A))>2. 
Proof. Note that h2(O'(A-D)) = h°06"(-A)) = 0. It implies that 
H1(0-(A))----4 H1(6'(A) ID) = H1(O') = C is surjective. Thus 
h1(O(A))>1. By Riemann-Roch, we have 
h0(O'(A)) = (A2+A•D)/2+1+h1(O'Z(A))>2. Q.E.D. 
     We continue the proof of Theorem 3.25. 
Case <1>. In this case Supp A 0 D = 0. Let A be the fixed 
components of the linear system IAI. Set C = A-A. By Lemma 3.27, 
we have C 0 0 and C2>0. We first consider the case C2 = 0. By 
Proposition 3.3 we have a smooth irreducible elliptic curve G with 
G2 = 0,G 0 0 = 0 and an positive integer p with CEIpGI. We 
have i•L>0 and G•L>0 since L is numerically effective. Since 
the condition G•L = 0 implies G2<0 by the Hodge index theorem, 
we have moreover G•L>0. Now since 2 = A•L = pG•L+d•L, one sees
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that  G•L = 1 or 2. Secondly we consider the case C2>O. By 
Proposition 3.3 we can assume that C is an irreducible curve with 
pa(C) = (C2/2)+1. Since the condition C•L = 0 implies C2<0, we 
have C•L>0. Thus it follows from the equality C•L+A•L = 2 that 
C•L = 1 or 2. 
     Anyway one sees that there exists an irreducible curve C1 on 
Z with pa(C1)>1, C1 n D = 0 and C1•L = 1 or 2. Since 
0: 83 is generically one-to-one, and since dim IC1I>1, we 
can assume that tbIC: C1-41e3 is a birational morphism. The 
                  1 
image of OICis a line or a curve of degree 2 in 83 since 
            1 
C1•L = 1 or 2. Because such curves have arithmetic genus 0, we have 
pa(C1)<0,a contradiction. 
Case <2>. This case is reduced to Case <1> by Lemma 3.26. 
Case <3>. First we show H1(CY (QA1)) = 0 for Q = 0, 1, 2 by 
induction. Since Z is rational, the case Q = 0 is trivial. 
Assume Q>0 and consider the exact sequence 
       0---~ O'Z(QA1)--~6'((2+1)A1)---~0'((Q+1)A1) IA—j0. 
                                                 1 
We have H1(0'((Q+1)A1)1A) = 0 because deg G-((Q+1)A1)IA 
  11 
(Q+1)Al2>Al2>Al2-A1•D = 2pa(A1)-2. By induction hypothesis we have 
H1(0'((Q+1)A1)) = 0. Secondly we show H1(0Z(nD+2A1)) = 0 for 
0<n<m by induction as well. The case n = 0 has been verified. 
Assume 0<n<m-1 and consider the sequence 
0--~ O'(nD+2A1)-0 0'((n+1)D+2A1)—~ 0-((n+1)D+2A1) ID—~ 0. 
Note that D2 = WZ2= 9-t<0 by Lemma 3.2, (1) and that 
0'Z (A) I D = D •Thus we have deg 0'Z((n+1) D+2A1) ID=
- 53 -
deg 6'Z(-(m-n-1)0)ID  = -(m-n-1)02>0 and H1(@'((n+1)0+2A1)I0) = 0- 
By the last equality and by the induction hypothesis, we have 
H1(0'((n+1)D+2A1)) = 0. 
     Now in particular H1(0'((m-1)D+2A1)) = 0. This implies that 
H° (6'Z(mD+2A1))----^H0 (0'Z(mO+2A1) I D)=H° (0-) - C is sur i ec t i ve . 
Thus there exists a member A"EImD+2A1I which contains no D. We 
have a divisor A"+FEIAI containing no D. 
Case <4>. This is the last case. Since Al2<0 and A1-D>0, 
Al is an exceptional curve of the first kind. Since there are on 
Z at most countably many divisors with the form mD+2E where E 
is an exceptional curve of the first kind, if mD+2A1 is not con-
tained in the fixed components of IAI, then there is a divisor 
A"EIAI with the form in cases <1>, <2> and <3>. 
     Assume that mD+2A1 is a part of the fixed components of IAI. 
Since A = D+2A1+F, we have h0(0'(F)) = h0(& (A))>2 by Lemma 
3.27. However since for a numerically effective line bundle L, 
A-L = 2, D•L = 0 and Al-L>0, we have F-L = 0. It implies that 
every component of a divisor linearly equivalent to F is an excep-
tional curve of P: Z-j X. Thus h0(0'(F)) = 1, which is a con-
tradiction. Therefore this case <4> is reduced to other cases. 
     Here in all cases we have got a contradiction. Thus (1) 
implies (2). 
      It remains to show that (i is an embedding. 
     Let Y be the image of ,T5. By assumption Y is a quartic 
surface. Assume that Y has the one-dimensional singular locus S.
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Let H be a general hyperplane  in  f3. The intersection Y n H 
has singularities at S n H. The arithmetic genus of Y n H is 
(4-1)(4-2)/2 = 3. Now let C c Z be the strict inverse image of 
Y n H. 0IC:C----0 Y n H is abirationalmorphism.Wehave p
a(C) 
..pa(Y n H) = 3 and the equality holds if and only if 0IC is an 
isomorphism. On the other hand since any general member of ILI is 
irreducible by Proposition 3.3, we have CEILI. Moreover C is 
smooth by the Bertini theorem. Thus 01Cis not an isomorphism and 
we have pa(C)<3. However by the adjunction formula pa(C) = 
(L2-D•L)/2+1 = 3, which is a contradiction. One sees that the sin-
gular locus of Y is 0-dimensional. 
     Note that every local ring of Y is Cohen-Macaulay of dimen-
sion<2 since Y is a hypersurface. The singular locus of Y has 
codimension>2. Thus by the Serre's criterion of normality (Cf-
Matsumura C123) the local ring C9'is normal for every yEY.                                            Y
,y 
The morphism X----+ Y is a birational finite one to a normal varie-
ty and therefore it is an isomorphism. Q.E.D. 
Theorem 3.28. Let L be a polarization of degree 2 on a rational 
surface Z with an irreducible effective anti-canonical divisor D. 
The following conditions are equivalent. 
(1) The rational map 0L associated to L defines a surjective 
morphism of degree 2 to E2. 
(2) The linear system ILI has no fixed components. 
(3) There exists no element MEPic(Z) with M2 = 0, M•L = 1 and
- 55 -
 M  ID = Or 
      Besides if one of the above equivalent conditions holds, then 
with the induced morphism E2 by 0L, X has the struc-
ture of the branched double covering of E2 branching along a re-
duced sextic curve B. 
Proof- First we show (3)=(2). Assume that ILI has fixed com-
ponents. Then ILI contains a divisor kF+r where k is an posi-
tive integer, F is an irreducible smooth elliptic curve with F2 = 
0, F•D = 0, F' is an irreducible smooth rational curve with F'2 = 
-2 , r 0 = 0, F•F = 0, by Proposition 3.7. Since (kF+F')2 = 2, we 
have k = 2. Set M = O (F+F')- This M satisfies the conditions 
in (3). Thus (3) does not hold. 
      The implication (2)=(1) follows from Proposition 3.18. 
     Next we show (1)=(3). Assume that there exists MEPic(Z) 
with M2 = 0, M•L = 1 and MID - O.We will deduce a contradic- 
tion under the assumption that ~L is a morphism. By the same 
reason as in the proof of Theorem 3.25 one sees that the IL:var. 
system IMI is not empty- Let AEIMI and set 
k 
                          A = m0+ nA.+F
                                                    i 
                                    i=1                                                      1
where k, m, 111, , nk are integers with k>0, m>0 and n.>1 
                                                                                                      ,~_
(1<j<k), F is an effective divisor with Supp F n 0 = 0, andAl' 
       Akare mutually different irreducible curves with A
i0 D 
and Ai•D>0 for 1<i<k. Now we have Ai•L>0 for every i by the 
same reason as in Theorem 3.25. Since
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                               k 
                      1 =  M-L = mD•L+ 2 niAi•L+F-L 
i=1 
only one of the following two cases takes place. 
<1> k = 0 
<2> k = 1, n1 = 1, L•A1 = 1 and F•L = 0 
Note that condition k = 0is equivalent to that m = 0 because 
k 
0 = mD2+ E nA.•D,A i•D 0 0and D2 # 0. The case <2> is reduced i=1 
   i to <1> by Lemma 3.26. Thus we can assume that A = F, namely 
Supp A n D = O. Let A be the fixed component of IAI and C = 
A-A. By Lemma 3.27 C # 0 and C2>0 since it is the moving part. 
For the moment we assume C2 = 0. By Proposition 3.3 there is a 
smooth elliptic curve G with 0 " 0 =0 and an integer p with 
CEIpGI. If G•L = 0, then G2<0 by the Hodge index theorem. By the 
adjunction foumula p
a(G) = (G2-G•D)/2+1 = (G2/2)+1<0, which is a 
contradiction since G is an elliptic curve. Thus G•L>0. We have 
p = 1, G•L = 1 and 0•L = 0 since 1 = M•L = pG•L+d•L. Thus 0IG: 
G—+ f2 is a generically one-to-one morphism and its image is a 
line in f2. We have p
a(G)<0, a contradiction again. Next we 
treat the case C2>0. By Proposition 3.3, we can assume that C is 
an irreducible curve with p
a(C) = (C2/2)+1>2. By the same reason as 
just the above, one has C•L = 1. Thus OIC: C-4 f2 is a generi-
cally one-to-one morphism to a line. We have pa(C)<0, a contra-
diction. 
     Thus conditions (1), (2) and (3) are equivalent. 
     Now we show the latter half of the theorem. By the Kawamata-
Ramanujam vanishing theorem one sees easily that h1(mL) = 1 and
- 57 -
h2(mL) = 0 for any positive integer m. By Riemann-Roch we have 
h°(mL) = m2+2. Let  u1, u2, u3 be a basis of HO(L)• Let Sm be 
the subspace ofHO(mL)generated by monomials of ui's of degree 
m. Since 0L is a surjective morphism to R2, there is no non-
zero homogeneous polynomial P(U1, U2, U3) with P(u1, u2, u3) = 0. 
Thus dim Sm = (m+2)(m+1)/2. One sees that HO(L) = S1, HO(2L) = 
S2 and that thereis a non-zeroelement wEHO(3L) such that 
HO(3L) is a direct sum of Cw and S3. Let 4,: Z-4.(1, 1, 1, 
3) be the morphism to the weighted projective space defined by 
z----* (u1(z),u2(z),u3(z), w(z)). Let Y be its image. Note that 
since ui's do not vanish simultaneously on Z, the image Y does 
not contain the point (0, 0, 0, 1). Thus the composition 7t4) with 
the projection 1(1, 1, 1, 3)-((0, 0, 0, 1)) -) 1(1, 1, 1) = 12 
has the meaning and R4) = OL by definition. Moreover we can show 
that 4: Z---4 1(1, 1, 1, 3) factors through p: Z-4 X by the 
same reason as in Proposition 3.20. Let -i: X----4 Y c 1(1, 1, 1, 3) 
be the induced morphism. 
Lemma 3.29 If P(u1, u2, u3)+wQ(u1, u2, u3) = 0 for homogeneous 
polynomials P(U1, U2, U3), Q(U1, U2, U3) with deg P = deg Q+3, 
then P = Q = 0. 
Proof.First assume that P and Q has a common non-constant 
divisor R. Set P1 = P/R and Q1 = Q/R. They are homogeneous 
polynomials with deg P1 = deg Q1+3. Moreover under the assumption
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of the lemma we have  P1(u1, u2, u3)+wQ1(u1, u2, u3) = 0 since 
R(u1, u2, u3) 0 0. Thus one sees that one can assume that P and 
Q has no non-constant common divisor and that one of P and Q is 
non-zero. Then the polynomial P(U1, U2, U3)+WQ(U1, U2, U3) is 
irreducible and non-zero. Besides its zero-locus Y' _ { (a1, a2, 
a3, b)EP(1, 1, 1, 3) I P(a1, a2, a3) +bQ(a1, a2, a3) = 0 ) is 
irreducible. We have Y = Y' since Y c Y' by definition. How-
ever we have (0, 0, 0, 1)EY = Y', which is a contradiction. 
                                                                                Q.E.D.
     By the above lemma and by dimensional reasons one sees that 
H0(4L) = S4+wS1, H°(5L) = S5+wS2 and H0(6L) = S6+wS3. (Here -I-
denotes  a direct sum.) Now since w2EH0(6L), there are homogeneous 
polynomial P of degree 6 and Q of degree 3 such that 
                w2+wQ(u1, u2, u3 )+P(u1, u2, u3) = 0.
By replacing w by w-Q(u1, u2, u3)/2, we can assume moreover that 
Q = 0. Here by construction Y agrees with the hypersurface in 
P(1, 1, 1, 3) defined by W2-P(U1, U2, U3) = 0, which is nothing 
but the branched double covering branching along the sextic curve B 
; P(U1, U2, U3) = 0. 
     It remains to show that (1): X--4 Y is an isomorphism. Note 
that every local ring of Y is Cohen-Macaulay since Y is a 
hypersurface of a smooth manifold 1(1, 1, 1, 3)-((0, 0, 0, 1)). 
Thus it suffices to show that the singular locus S of Y is 0-
dimansional by the same reason as in the proof of Theorem 3.25. It
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is equivalent to that B is reduced by Lemma 1.5. Now let H be a 
general line in  f2. The inverse image x-1(H) by x: Y>i2                                              —=— 
has singularities at x-1(H) n S. The arithmetic genus of x-1(H) 
is (x*(H)2+WY•7(*(H))/2 + 1 = 2. Let C c Z be the strict inverse 
image of x-1(H) by 4. 4IC:C----, x-1(H) is a birational mor- 
phism. We have pa(C)<pa(x-1(H)) = 2 and the equality holds if and 
only if 4ICis an isomorphism. However CEILI and C is smooth. 
Thus pa(C)<1 if dim S >1. On the other hand we have pa(C) = 
(L2-L•D)/2+1 = 2 and thus dim S = 0.Q.E.D. 
     Before concluding this section we would like to give one more 
proposition and a lemma. The next lemma is due to Looijenga. We 
omit the proof here. (Cf. Looijenga C10]) 
Lemma 3.30- (Looijenga) Let A be an irreducible curve on Z with 
A ' 0 = b and A2 = -2. Then @'Z(A)EPic(Z) is an effective nodal 
root. 
Remark. Since the conditions a2 = -2 and a•wZ= 0 for 
aePic(Z) do not imply that a is a root, this lemma is not a triv-
ial one. 
Proposition 3.31. Let S c Pic(Z) be the set of nodal roots or-
thogonal to the polarization L. Then S is a root system. More-
over singularities on X are a unique point with positive geometric
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genus at w = P(D)EX plus  configuration of rational double points 
consisted of pk of Ak-points, qk of D12-points, and rm of Em-points 
(k>1, R>4, m = 6, 7, 8) if and only if S is isomorphic to the 
direct sum of pk of irreducible root systems of type Ak for every 
k, qk of ones of type Dk for every 2 and rm of ones of type Em 
for m = 6, 7, 8. Here p: X is the contraction defined 
just after Lemma 3.19. 
Proof. Let R be the set of all roots in Pic(Z). It is obvious 
by definition that (+n n R c S and S~ = -S. And the orthgonal 
complement of L in Pic(Z) is negative-definite. Thus the former 
half of the proposition follows from the definition of the root sys-
tem. (Cf- Bourbaki C 33) 
     Let us proceed to the latter half- Let E be the union of ex-
ceptional curves of p: X. Let E" be the union of D and 
the support of effective nodal roots orthogonal to L. In view of 
Lemma 2.1, it suffices to show that E = E". 
Let A be an irreducible curve on Z such that p(A) is 
point. If A = 0, then A c E" by definition. Assume A 0 D. By 
Lemma 3.19, we have A2 = -2 and A n D = 0. By Lemma 3.30, we 
have A c E". Thus E C E". Conversely let A be an irreducible 
component of E". If A = D, then A c E by Lemma 3.19. Assume 
A 0 D. There exists an effective divisor EniAi (0<niEZ, Ai is an 
irreducible curve. ) containing A as a component such that 
6'Z(EniAi)EPic(Z) is a nodal root orthogonal to L. We may assume
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A = A1. It follows that Ai•L = 0 for every i from ZniAi•L = 0 
since L is numerically effective. By Lemma 3.19 we have A  = Al c 
E. ThusE = E'.Q.E.D. 
     Now according to Theorem 3.25 and Theorem 3.28 we can decide 
whether Z represents a reduced sextic curve or a normal quartic 
surface by studying the morphism Pic(Z)—, Pic(D). Proposition 
3.31 shows that the morphism Pic(Z) Pic(D) contains informa-
tion about singularities on the objects we are considering. There-
fore if we had a criterion written with group-theoretic words about 
Pic(Z)-0 Pic(D) by which we can decide LEPic(Z) is a polariza-
tion or not, then classification of all singularities of objects 
under consideration would be accomplished. 
     In the next section, we show that this is the case when t = 
    2 = 10. 9-w7
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S 4. Determination of the polarization class (when t = 10) 
     In section 1, 2 and 3, we only assumed that t =  9-wZ2>3. In 
section 4 restriction appeared; existence of polarization implies 
t>10. However in this section and following ones, we restrict our-
selves to the case t•= 10. There are two reasons to do so. First 
if t = 10. we can easily determine all elements .IEP with 2 = 0 
and Z2 = 2 or 4 compared with the case t>11. Secondly we have 
a group-theoretic criteria by which we can decide LEPic(Z) with 
L-wz = 0 and L2 = 2 or 4 is a polarization or not. 
      In this section we always assume that t = 10 (i.e. WZ2 = -1) 
even if there is no mentioning. 
Proposition 4.1. Assume that WZ2 = -1. (i.e. t = 10) An ele-
ment LEPic(Z) with LID = @' and L2>0 is a polarization if and 
only if LEVS n C+ where C+ is a connected component of the posi-
tive cone C = { xEPic(Z)®R I x2>0 ) containing ample line bundles 
and 
VS = ( xEPic(Z)®R I x•w = 0, x•r>0 for any effective nodal 
                           root rEPic(Z) ). 
Proof. 'Only if part is trivial since L is numerically effec-
tive. To show 'if' part, we have to check conditions in Definition 
3.1. The conditions (1) and (3) are obvious by assumption. We show 
(2), i.e., L is numerically effective. It suffices to show that 
for every irreducible curve A, the inequality L•A>0 holds.
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     Recall that the positive cone C has just two connected compo-
nents. One is  C. The other is C_ = C. 
     If A2>0, the restriction to the orthogonal complement (RA)1 
of A in Pic(Z)®R of the intersection form is negative definite 
since the intersection form on Pic(Z) has signature (1, 10). 
Thus (RA)1 n C = (0). ( denotes the closure.) It implies that 
C+ lies in a half space bounded by the hyperplane (RA)-L Since 
both L and any ample line bundle belongs to C+, we have L•A>0. 
Moreover by a similar argument we have L A>0 for any curve A 
with A2 = 0. Here note that we did not use that A is irreducible 
until now. Assume that A2<0. By the adjunction formula, one sees 
that there are three cases. 
(i) A = D. 
(ii) A2 = -2 and A n D = 0. 
(iii) A2 = -1 and A•D = 1. 
     If A = 0, then L•D = 0 by assumption LID = Cr O.In case 
(ii), O'CA) is an effective nodal root by Lemma 3.30. Thus it 
follows from the assumption LEVS that A•L = O'Z(A)•L>0. In order 
to manipulate case (iii), we need the assumption D2 = -1. Set C = 
A+D. We have C2 = -1+2-1 = 0. Thus by the above argument we have 
L (A+D) = L•A>0. We obtain not only numerical effectiveness but 
also condition (4) in Definition 3.1.Q.E.D. 
    Next we determine elements ZEP = 71e0+7Le1+withZ2 
= 2 or 4 and 1 x = 0 up to the action of the Weyl group W.
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Here  x = -3e0+e1+ +E10,Let r be the orthogonal complement 
of 71x in P. We denote 
L = ( xEr®IR I x2>0 ) 
0+ = ( xEL I x•e0>0 ) 
0 = ( XED I x•e0<0 ). 
It is easy to see that L7t are conected components of l7 and l7 = 
lD+ u L . Moreover we denote 
                  = ( xer®N2 I x• T. >0 for 1<i<10 ) 
where 71 e0-e1-e2-e3'Tie. -e. for 2<i<10. The following 
lemma is due to Looijenga. (Looijenga C107) 
Lemma 4.2.D+ c WV. 
     The rest of this section is devoted to verify the following. 
Proposition 4.3. Assume t = 10. Any element 2€P with 22 = 4 
and Z•x = 0 is conjugate to one of the following elements with 
respect to the action of W. 
t(9e0-3e1-3e2-3e3-3e4-3e5-3e6-3e7-3e8-2e9-e10) 
            +(7e0-3e1-2e2-2e3-2e4-2e5-2e6-2e7-2e8-2e9-2e10) 
Proposition 4.4. Assume t = 10. Any element ZEP with 12 = 2 
and Z x = 0 is conjugate to one of the following elements with 
respect to the action of W. 
t(6e0-2e1-2e2-2e3-2e4-2e5-2e6-2e7-2e8-e9-e10)
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Proof of Proposition  4.3. 
     If 2 belongs to l7_, then obviously -1 belongs to 17+, 
(-1)2 = 4 and (-2)•xc = 0. Besides every element in U+ is conju-
gate to an element in V by Lemma 4.3. Thus we have only to show 
that the following system of equalities and inequalities hold for 
integers x, y1, • , y10 if and only if (x, y1, ' y10) (9' 
3, • , 3, 2, 1) or (7, 3, 2, , 2). 
2102                    x2y,2+4 
                         i=1 
                     10
(4.1)3x = E Y. 
i=1 
xy1+y2+y3 
                  y1y2~3~4~5y6~`7~'8~'9—y10 
We need several steps. 
STEP 1.  
Lemma 4.5. If (4.1) holds, then x>7 and yi>0 for 1<i<10. 
Proof- By the Schwartz inequality we have for 1<a<10 
(3x-ya)2 = ( E yi)2<9(x2-ya2-4). Thus 5(y
a10 x)2-20x2+18<0.                 i.# a 
One sees that x # 0 and that ya>0 or <0 according as x>0 or 
<0. Assume x<0. We have y10<O. It implies that 3x>3(y1+y2+y3) 
 9 10 
> I yj> yj = 3x, a contradiction. Therefore x>0 and y
a>0 for j=1=1 
1<a<10. Moreover by the Schwartz inequality we have 9x2 = (> yi)2 
<10(Z yi2) = 10(x2-4). Thus x>7.Q.E.O. 
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Lemma 4.6. If (4.1) holds and if  x<10, then (x, yl, ' y10) 
_ (9, 3, , 3, 2, 1) or (7, 3, 2, ,2). 
Proof- We can assume 7<x<10 by Lemma 4.5. First assume x = 7. 
By the Schwartz inequality we have (21-y1)2<9(45-y12). It implies 
Sy12-21y1+18<0 and thus 0<y1<3. If y1 = 3, then y2+ + y10 
= 18 and y
22+ +y102 = 36. Since 182 = 9x36, the equality in 
the Schwartz inequality ( y4)2<9( 2 y.2) holds.Thus y2= 
          i>21i>212 
y10 = 2. We have the solution(7, 3, 2, , 2). If y1<2, 
then 21 = y1+y2+ +y10<20, which is a contradiction. Secondly 
assume x = 8. We can show similarly that there is no solution in 
this case. Thirdly assume x = 9. By the Schwartz inequality we 
have 5y12-27y1+18<0.Thus 0<y1<4. Assume y1 = 4. We have 
(23-y2)2 = (y3+ +y10)2<8xyi2= 8(61-y22), which implies 
                             i>3 
y2<3. If y2<2, then 23 = E yi<18, a contradiction. Thus 
                           02 
y2 = 3. Since y1+y2+y3<x = 9 we have moreover y3<2. We have 
20 = y
i<16, a contradiction again. Thus 0<y1<3. Now we assume     i>3 
that k of ( y1, y2, , y10 ) are 3, A of them are 2 and m 
of them are 1. We have k+.+m = 10, 3k+2Q+m = 27 and 9k+4A+m = 
77. One sees easily that k = 8, A = 1 and m = 1. We have the 
solution (9, 3, 3, , 2, 1). Lastly assume x = 10. Similarly 
we see that there is no solution in this case.Q.E.D.
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STEP 2.  
     Next  we set 
x = 3z+e, yi = z+6i (1<i<9), y10 = 610' 
Equalities and inequalities (4.1) are equivalent to the next ones. 
         <1> e>61+62+63 
        <2> 61>62>>69 
         <3> z+69>610 
(4.2) <4> 610>0 
         <5> 61+62++610 = 3e 
         <6> 2z(61+62+ +69)+(612+622+ 692)+6102 
                                            = 6ez+e2-4 
Lemma 4.7. If e, 61,610are 0 or ±1, then the 
solution of (4.2) is z = 3, e = 0, 61 = 62 = = 68= 069= -1, 
610 = +1. 
Proof. By <4> we have 610 = 1. First assume e = 0. If 61= 
1, then by <1>_ <2> we have only two cases; (a) 62 = 0,63= = 
69 = -1, (b) 62 = 63 = = 69 = -1. In both cases <5> does not 
hold. If 61 = 0, then by <2>. <5> 62 = = 68 = 0, 69 = -1. 
Substituting them to <6>, we have z = 3. Thus <3> is also satisfi-
ed. We have the desired solution. If 61 = -1, by <2> 62 = = 
69 = -1. They do not satisfy <5>. Secondly assume e = +1. If 
61<0,then by <2>,<5> 1 > 61+62+ +610 = 3, which is a con- 
tradiction. Thus 61= 1. By <1>, <2> we have only three cases. 
                                 — 68 —
(c) 62 = 1, 63  = • = 69 = -1, (d) 62 = 63 = 0, 64, 65, • , 69<0 
(e) 62 = 0, 63 = • = 69 = -1. In any case <5> does not hold. 
Thirdly assume e = -1. If 61 = 1, then 62 = 63 = -1 by <1>-
By <2> we have moreover 64 = = 69 = -1. In this case <5> does 
not hold. If 61 = 0, then there are only two cases by <1>, <2>. 
(f) 62 = 0, 63 = = 69 = -1 (g) 62 = 63 = = 69 = -1. Anyway 
<5> does not hold. If 61 = -1, then we have 62 = _ -1 by 
<2> and <5> does not hold.Q.E.D. 
Lemma 4.8. Assume one of e, 61, , 610 is ±2, at most one 
of them is ±1 and the rest are 0. Then (4.2) has no solution. 
Proof. First assume e = ±2. By <4> we have 610 = 1. By as-
sumption we have 61 = • = 69 = 0. Then <5> does not hold. 
Secondly assume e = ±1. By <4> we have 610 = 2. By assumption 
one sees 61 = = 69 = 0. Then <5> doen not hold. Thirdly 
assume e = 0. We have 3 cases: (a) 61 = = 68 = 0, 69 -2, 610 
= 1 (b) 61 = = 68 = 0, 69 = -1, 610 = 2 (c) 6
1 = = 68 = 69 
= 0, 610 = 2. In any case <5> is not satisfied.Q.E.D. 
      By the next lemma we can complete the proof of Proposition 4.3. 
Lemma 4.9. If an integral solution of (4.1) satisfies x>11, 
then there exist integers z, e, 61,,610satisfying x = 
3z+e, yi = z+61 (1<i<9), y10 610' equalities and inequalities
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         102 
(4.2) and 62+  a<5. 
                         i 
           i=1= 
     Since inequality  e2+ a.2<5 implies that one of the as- 
sumptions in Lemma 4.7 and 4.8 is satisfied, it follows from Lemma 
4.7, 4.8 and 4.9 that (4.1) has no solution with x>11. Thus by 
Lemma 4.6 we have Proposition 4.3.Q.E.D. 
STEP 3.  
      Now we have to show Lemma 4.9. Here we introduce an Euclidean 
metric ( , ) on Pc% by (ei, ei) = 1 (0<i<10) and (ei, e.) _ 
0 for i 0 j. By this metric we can define the distance dist(A, 
B) of two subsets A, B c P®IR. Let P
idenote the orthogonal com- 
plement of the set (lc, r1, r2,, r10) - Cr.) in P®IR with 
respect to the intersection form, i.e., Pi = ( xEP®IR I x•K = 0, 
x•rj = 0 for 1<j<10,j 0 i ). Set T
c = ( xEPeR I x•K = 0, x•x = 
c, x• 7i>0 for 1<i<10 ) c F0R., H
g= ( xeP®(R I x• a0>g ) where c, 
g are positive real numbers. We would like to show that T4 n H11 
lies too near to P10 to have lattice points on it. We need furthe,-
several lemmas. 
      The following one treats a general situation. 
Lemma 4.10. Let F be a three dimensional real vector space 
equipped with an intersection form < , > of signature (1, 2) and 
with a positively definite inner product ( , ). Let L be a line 
in F passing through the origin. For a positive real number a
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we set Q =  (  xEF I <x, x> = a ). Let E c F be a two-dimensional 
linear subspace of F with E n Q # 0. Then E n Q has twc con-
nected component each of which is diffeomorphic to R. Let <b: 
IR---~ E n Q be a diffeomorphism to one connected component. Then 
for any closed interval Eb, cJ C IR and for every ZECb, cJ, 
dist(tb(Z), L)<max ( dist(b(b), L), dist(0(c), L) }-
Proof. Since the restriction of the intersection form < , > to 
E has signature (1, 1), E n Q is a hyperbolic curve. Therefore 
E n Q is diffeomorphic to two copies of R. We divide the rest of 
the proof into two cases. 
Case 1. L c E. 
                                           For every non-negative real num-
                                ber eEFR, set De = ( xEE I 
                                  dist(x, L)<e ). D
eis a closed con- 
                                     = 
                                  nected set bounded by two lines par-
                                allel to L. Note that D
e n 0(Cb, 
cJ) is always connected. Set d0= 
       Figure 4.1. dist(0(1), L) and assume d0>max( 
dist(W(b), L), dist(0(c), L) ). There 
                                  exists a sufficiently small positive
                                 real number e>0 such that
Dd _E3t(b), ~'(c).SinceDd -en 0(Cb,    0
0 
cJ) is connected,Dd _Encb(Cb, cJ) 
0 
= 0(Cb, cJ). It implies 0(1)EDd _6. We have d0 = dist(b(Z). L)< 
0=
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d0-e, a contradiction. 
 Case  2. L c E. 
Similarly we set for non-negative real number 
eEIR, De = ( xEE I dist(x,L)<e ). In this case 
De is the interior and the boundary of an oval. 
Since De n CUD, cJ) is always connected, we 
get the desired inequality by the same reason as 
in Case 1. Q.E.D.
Figure 4.2.
We now return to our case. For every subset I c ( 1, 2, 3, 
, 10 ), we set PI = (n) F.) n (IRx)1 where Ic is the com-
                                  leI 
plement of I, Fiis the orthogonal complement of T
iin P®IR, and 
(IRx)I is the orthogonal complement of x. Note that P(i)= P. 
Next we define linear functions u, v1, , v10: P®R—)IR by 
u(x) = x-e0and vi(x) = x-Tifor 1<i<10. By direct calculation 
we obtain;
Lemma 4.11. Pin T4is a unique point for 1<i<9 and we have 
u(xi)<11 for (xi) = Pin T4,1<i<9-P10n T4is empty- 
(Indeed max( u(xi) I 1<i<9 ) = u(x9) = 6xv'2.)
The next lemma is the key part of this section.
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Lemma 4.12. For every subset I  c ( 1, 2, • , 10 ) with #I>3 
and for every xEPI n T4 n H11, there exist a subset J C I with 
#J = #I-1 and a point yEPJ n T4 n H11 with 
dist(y. P10)>dist(x,P10). 
Proof. First note that unless I = (10) or I = 0, the restric-
tion of the intersection form of POW to the space spanned by Ti, 
le( 1. 2, , 10 ) - I is negatively definite. Thus the inter-
section form has signature (1, k-1) on PI unless I = (10) or I 
= 0 where k = #I. Assume k>3. One sees easily that PI n T4n 
H10 0 0. Assume that there exists iEI with vi(x) = 0 for xEPI 
n T4 n H11' Then xEP
I-(i) n T4 n H11 and setting J = I—(i), y = 
x we get the lemma. Thus in what follows we assume that v
i(x) 0 0 
for every iEI. Since xET4, we have vi(x)>0 for iEI. We de-
note Q = ( zEPOR I z•z = 4 ). PI n Q is a quadratic hypersurface 
spanning PI. PI n Q has two connected components. Let (PI n Q)0 
be the connected component of PI n Q containing x. Set c0= min 
( u(y) I yE(P n Q)0 ). We have c0>0 and c0<11 by Lemma 4.11. 
If -c0<g<c0,then PI Q " aH
g= 0.Ifg= tc0,then PI n Q n 
aHg is one point. If IgI>c0,then PIn Q n aH
gis a smooth 
(k-2)-dimensional manifold. In particular PI n Q n aHu(x)is a 
smooth (k-2)-dimensional manifold. Let S' be the tangent space of 
PI n Q n aHu(x) at x. If OES', then OES' C aHu(x) and 0 = 
u(0) = u(x)>11. It is a contradiction. Thus 00S'. Let V = ( 
zEPI I vi(z)>0 for iEI ). V is a convex cone in PI and x
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belongs to the interior of  V. Since dimS'>1, S' intersects some 
wall of V. i.e., S' n (V n p) $ 0 for some i0El. Note                                I -{i
0} 
that there exists y0E S' n (V n PI-0 . with y0•y0>0. Otherwise 0 
S' n (V n PI_{i }) c P10 and moreover the tangent space S' of PI 
0 
n Q n aH
u(x) at x intersects P10, which is impossible. Thus 
such y0 always exists. Let M' be the linear span of x and 
y0. If OEM', then xEM' c PI_{i } and we have vi (x) = 0, a 
     00 
contradiction, Let M be the linear span of x, y0 and 0. It 
follows dimM = 2. Since xEM and x•x = 4, the restriction of 
the intersection form to M has signature (1, 1). We have the 
following figure. 
                                      Next we would like to show (M n 
                                  Q)0c Hu(x),i.e.,u(y)>u(x) for ev-
                                ery yE(M n Q)0,where (M n Q)0is
                                 the connected component of M n Q 
                                 containing x. If M c aHu(x), we
                                  have nothing to prove. Thus we assume
        Figure 4.3.M<1' aHu(x). M n aHu(x) is a line con-
                               taining x and y0, that is, M n
aHu(x) = M'. Recall that M' is the 
                              tangent line of M n Q at x by def-
                                 inition. Since M n Q is a hyperbol-
                                 ic curve, (M n Q)0lies on one side
of M'. We have either u(y)>u(x) for every yE(M n Q)0or
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 0<u(y)<u(x) for every yE(M n Q)0. Since obviously u(y) is un-
bounded on (M n Q)0, we have (M n Q)0 C Hu(x)• Now M n PI-(i) 
is a line in M passing through the origin for every iEI since 
PI _(i) = Kervi n PI0x. One sees that M n T4 coincides with the 
closure of the connected component of M n Q- U M n PI_(i) contain-
                                                      lEI 
ing x. Since y0EPI_(i
0 )andy0• y0>0,M n PI_ (1) intersects 
with (M n Q)0.It implies that M n T4 is a connected closed 
proper subset of (M n Q)0.Thus we have Y = a(M n T4) n (UM n 
                                                                          iEI 
P1-(i)) 0 0. Pick y1EY. There exists i1EI with y1Ea(M n T4) n 
PI _(i
1). Set J = I-(i1). Then y1EPJ n T4 and y1E(M n Q)0 c 
          H11.Moreover byLemma 4.10,dist(y1,P10)>dist(x, P10). Hu(x) 
                                                                         Q.E.D. 
Lemma 4.13. For every subset I c (1, 2, 3, , 10 ) with #I 
= 2 and 100I, we have PI n H11 n T4 0. 
Proof- Set I = (i, j). Since i # 
10, j 0 10, we have Pi-(0), P -(0) c 
( yEPI 1 y•y>0 ). Thus if T4 n PI 
is not empty, it is a compact con-
nected arc contained in a hyperbol-Figure 4.4. 
is curve. However, for a point y in 
Pi n T4 and Pj n T4, u(y)<11 by 
Lemma 4.11. Thus for every yET4 n 
PI, u(y)<11. It implies T4 n PI n
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H11 =  0.Q.E.D. 
Lemma 4.14. For a subset I = ( k, 10 ) with 1<k<9, the func-
tion PI n T4 n H113x—j dist(x,P10) attains its maximal value on 
the set PI n T4 n aH11' 
                               Proof. Since P10 c (yEPI I y•y = 0 ) 
                             and Pk-(0) c ( yEPI I y • y>0 ) , PI n
                                  T4 is an arc as in the left figure. 
                               Since u(y2)<11 for y2EPk n T4, y2
                                 and the origin lie on the same side
      Figure 4.5.with respect to aH11. It implies 
                                   that there are not two connected com-
                                ponents of T4 n PIn H11but there 
                                  is only one. In view of the fact that 
                                P10 fl T4is the asymptotic line of
T4 n PI n H11, one sees that the distance to P10 attains the max-
imal value at T4 n PI n aH11 by Lemma 4.10. Q.E.D. 
Lemma 4.15. The set T4 n P(k
, 10) n aH11consists of a unique 
point (yk) for 1<k<9. Besides we have dist(yk, P10)<1 for 
1<k<9- 
Proof- The former half is trivial. By direct calculation we have 
 max dist(yk, P10) = dist(y9, F10) = r/70/9<1. Q.E.D. 
k
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Corollary 4.16. For every point  xET4 n H11' dist(x, P10)<1. 
Proof of Lemma 4.9. 
                                    9 
     First note that the set ( z(3e0-Z ei) I zE71) exhausts the 
                                            i=1 
lattice points (points whose coordinates are all integers) on P10. 
The minimum distance of lattice points on P10 is v. Thus for 
every point xEP10 there exists a lattice point wEP10 with 
dist(x, w)<VIT3-/2. 
     Let y0ET4 n H11 be an arbitrary lattice point. Let x0EP10 
be the point on P10 which attains the distance between y0and 
P10,i.e.,dist(y0'P10) = dist(y0,x0). The line passing through 
x0 and y0isperpendicular to P10.Let w0EP10be the lattice 
point with dist(x0,w0)<V18/2. By the Pythagorean theorem and by 
Corollary 4.16 dist(y0,w0)2<18/4+1 = 5.5.Since dist(y0'w0)2 
is an integer, we have dist(y0,w0)2<5, which is the desired re- 
sult.Q.E.D. 
      By the same method we can also verify Proposition 4.4. Indeed 
it is easy to check the following lemmas. 
Lemma 4.10. The system of equalities and inequalities
(4.3)
     10 
x2 = Z yi2+2 i=1 
     10 




 y1  -›-y2Y3> '10 
is satisfied by integers x, y1, •• , y10 with x<10 if and only 
if (x, y1, , y10) = (6, 2, 2, , 2, 1, 1). 
Lemma 4.11. (1) For every point yET2 n H11, dist(y, P10)<1. 
(2) If an integral solution of (5.3) satisfies x>11, then there 
exist integers z, e, 61, , 610 satisfying 
         <1> e>61+62+63 
         <2> 61>62> • >69 
         <3> z+69>610 
(4.4) <4> 610>0 
        <5> 61+62+ +610 36 
         <6> 2z(61+62+ +69)+(612+622+ +692)+6102 
                                               = 6ez+e2-2 
                 10 
          <7> 62+ 6.2<5 
                     i=1i =
such that x = 3z+e. yi= z+6i(1<i<9), y10610. 
Lemma 4.12. If e.6,, 610 are 0 or ±1, than the solu- 
tion of (4.4) is z = 2, 6 = 0, 61 = = 68 = 0, 69 = -1, 610 = 1. 
Lemma 4.13. Assume that one of e, 61,610is ±2, at 
most one of them is ±1, and the rest are 0. Then (4.4) has no 
solution.
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Here we complete the proof of Proposition 4.3 andProposition
4.4.
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S 5. The action of the  Weyl group. 
      In this section we give the proof to the main part of our main 
theorems. 
Let X c P3 be a normal quartic surface C resp. Let it: X--^ 
P2 be a branched double covering over P2 branching along a reduc-
ed sextic curve B. J with a singularity ff8' T2
,3,7 or E12 at 
x0EX. We assume that other singularities on X than x0EX are 
rational double points. Let P: Z-) X be the minimal resolution 
of singularities. Let D = p-1(x0). Then for a suitably chosen a 
and c, Z = (Z, D, a, t) is a marked rational surface of degree 
-1 . ( Cf. Lemma 1.3, Proposition 1.4, Definition 2.4. ) Moreover 
by exchanging a by aw with a suitable wEWP, we can assume that 
either a(2.1) = L or a(22) = L holds, where 11 7e0-3e1-2e2 
.. -2e
10, 12 = 9e0-3e1- -3e8-2e9-e10 and L = p*6'3(1). (Cf-                                               JP 
Proposition 4.3 ) Cresp. we can assume that a(23) = p*7c*@'3(1) = 
L holds where 13 = 6e0-2e1-2e2- -2e8-E9-810. (Cf. Proposition 
4.4 ) J Since the restriction of L to D is trivial, the charac- 
teristic homomorphism 0Z: F---j E satisfies cZ(Ai) = 0 and be-
longs to the subset Hom (FXEl i , E) of Hom (F , E) where i = 1 or 
2 according as a(21) = L or a(22) = L. Cresp.the characteris-
tic homomorphism d~: r---~ E satisfies 0Z(13) = 0 and belongs to 
the subset Hom (F/E23 , E) of Hom (F , E) . ] (Cf. Definition 2.6 ) 
Furthermore the kernel Ker 0Zcontains no element aEF with ,u2 = 
0 and u•z = 2. (i = 1,2) (Cf. Theorem 3.25) Cresp. the kernel 
Ker 0Zcontains no element /EF with,u2 = 0 and #2.3 = 1. (Cf-
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Theorem 3.28)  3 
    Conversely for a fixed i = 1 or 2 choose an element 
 OEHom(I', E) such that 
(1) 0(L) = 0 and 
(2) Ker di contains no element u with u2 = 0 and tt•Zi = 2. 
Cresp. Conversely choose an element OEHom(r, E) such that 
(1) 0(13) = 0 and 
(2) Ker 0 contains no element A with ru2 = 0 and ,u•13 = 1. 3 
Then by theorem 2.8 there exists a marked rational surface Z = (Z, 
0, a, t) with 0 = 0Z. Exchanging a by wa where wEWS is an 
element of the Weyl group associated to nodal roots, we can assume 
that a(1i)EVS n C Cresp. a(i3)eVS n C+ 3 and 0 = 0Z, since 
V n C+ is a fundamental domain of WS.By Proposition 4.1 and 
since it follows from the above condition that LID = Or for L = 
a(1i)EPic(Z) Cresp. L = a(13)EPic(Z) 3, the line bundle L is a 
polarization of Z. Moreover by the above condition (2) and by 
Theorem 3.25 , L def i n es a morph i sm(15L:Z---' X cJP3to a normal 
                                                                             quartic surface Cresp. Moreover by the above condition (2) and by 
Theorem 3.28, L defines a morphism : Z----j X c E(1, 1, 1, 3) to 
a branched double covering over ,2 branching along a reduced sex-
tic curve B 3 with singularity                                             T2
,3,7, or E12according as 
E is an elliptic curve, C or C. 
     Note that by Proposition 3.31, singularities on X are de-
scribed by fl Ker 0 n (Eli )1 (i = 1, 2, 3) where f is the set 
of roots in P and (Z1i)1 is the orthogonal complement of 1i in
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r  =  (Lc)  -~. 
     Thus classification of singularities of surfaces under consid-
eration is reduced to studying the abelian group Hom(F/Zzi, E). (i 
= 1, 2, 3) 
     Let A be the orthogonal complement of7L~
iin r. We define 
a homomorphism 
                   u: Hom(A, 71) = A* 
by u(a)() = a• for aEr and EA. It is easy to see that its 
kernel is Al =iand it is surjective since r is a unimodular 
lattice. Thus it induces an isomorphism u: r/IL).
i-=-)A*. In what 
                                                          - follows we sometimes considercbEHom(A*, E) instead of (bEHom(r, E) 
with 0(1i) = 0. Since u is bijective they are equivalent. Note 
that the composition A---- r/zt
iA* is injective since 
A n 71z = (0). We regard A as a subset of A* by this injective 
mapping. Conversely A* is regarded as a subset of A®Q. We can 
define a bilinear form on A* with values in rational numbers by 
extending that on A. For any element 0 0 9EA0Q, the refrection 
0 with respect to the hyperplane orthogonal to 9 is defined by 
s0(x) = x-2(9----------8)9 for xEAVQ. It is an automorphism oforder 2 
preserving the linear form. ( In what follows an affine automor-
phism of order 2 of an affine space whose set of fixed points has 
codimension 1 is called a reflection. ) 
     Now we would like to give a remark. Let A be an arbitrary 
abelian group. When a group G acts on A we define an action of 
G on Hom(A, A) by (gF)( ) = F(g-1(e)) for gEG, FEHom(A, A),
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and  EA. With this definition the inclusion A---* A* is an equi-
valiant homomorphism if the action preserves the bilinear form. 
     Next we consider the case concerning 2
1 = 7e0-3e1-2e2- 
-2e
10.Set'1=7171+Z73+7174+Z75+7Lr6+Z77+Zr8+7179+Z710. ( 72 does 
not appear- ) It is easy to see that the orthogonal complement of 
      in I'isD1.(i.e.,A =`
1) and that'1is the root lat- Z'I1 
tice of type D9. 
73 r4 r5 76 77 78 79 r10
 r1 
Let  WL be the group generated by s ,s,,sIt is 
u1T
i 13710 
the Weyl group of type D
9. Wm acts on E1and`1*.Set `1 
                                               We can check that= *= w1 =41-43+274+276+278+2710•-1= 
D1+~v1.Set 81=2712r3.One can see easily 01ea1* and 012 
= -1. Moreover 281•E1*c Z since 81 • a'1 = -2and 81`1c7L. 
Note that it implies that the reflection s
8(x) = x+2(x•81)01 de-                                        1 
fines a homomorphism E1* toE1*. Let G
1 be the subgroup of the 
orthogonal group of E1* generated by s
8, s,s,s,s,                          17347576 
s ,s and s . The group Gis the Weyl group of type B
9 77 r87101 
since the mutual intersection numbers of 0
1, 73,, 710 give 
the following Dynkin graph.
o--------o 
81 73 74 75 76 77 78 7
9 710 
Lemma 5.1. Every elementEE1* with = -1 is conjugate to 
81 with respect to the action of G. Moreover every element
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 EE1* with e2 = -2 is conjugate to T3 with respect to the ac-
tion of  W.. . 
y1 
Proof. We first show that every element E^1* with e2 = -1 or 
                                                         " 2 = -2 belongs to the free submodule F" generated by 01, 73, 
74,710.Otherwise we have an element)Er" with x = y+w1 
since ES1* : F"7 = 2. It is easily checked that the restriction of 
the intersection form to F" has values in Z. Thus y2 and 
2y•cv1are integers since 2w1Er'. It follows that W12 =2-y2 
-2y-w
1is an integer- However we haveW12 = -9/4, a contradic- 
tion. Secondly we show that every element eEE1* withe2= -2 
belongs to E1. We may assume that eEF'. Assume moreover that 
 >E1. Then we have an element zEE1 with e =1 since Er' : 
E1]= 2. It follows that 012 = e2_z2-281•z is an even integer- 
However 812 = -1, which is a contradiction. Since F" and E1 
are the root lattices of type B9 and D9 respectively one obtains 
the desired claim by the theory of root systems. Q.E.D. 
Corollary 5.2. (1) Every element TEE1 C F with 72 = -2 is a 
root. (Recall that an element 7e7 conjugate to some 7
i(1<i<10)                                                            = = 
with respect to WP called a root. ) 
(2) For every element 8EE1* with 82 = -1, the reflection s8 
belongs to G. 
(3) For every element 8EE1* with 012 = -1, we have an element 
teE1* with 2•8 = 1.
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(4) For every  element  1* with n2 = -2, we have an element 
Efl1* with .-77 = 1. 
Proof- (1) Since G1 c WP it is obvious. 
(2) There is gEG1 with 8 = g(81). Thus s8 = gs8 g-1EG1. 
                                             1 
(3) Since 2(w1+73)•81 = 1, 2g(w1+73) 8 = 1 for 8 = g(81). 
(4) We can assume that = g(73) for gEG1. Then g(74) has the 
desired property-Q.E.D. 
    Let f1 be the set of all elements Ey1* with 2 = -1 or 
-2 . 01 is the root system of type B9.E1is identified with the 
co-root lattice Q(f1v),i.e.,the free module generated by co- 
roots. E1* is the weight lattice P(111). Moreover r' =Q(fl1) = 
p al 1") . 
     Let us proceed to the case concerning to 22 = 960-361-3g2- • 
-8e
8-269—e10' Set E2= ZT1+7-2+Z73+Z74+7LT5+Z76+Z77+7178andcv2= 
360---------E1 62 63 64 E5 66 E7 68 269+610' E2 is the root lattice of 
type E8 and it is easy to see that the orthogonal complement A 




of Z22 in F is the orthogonal direct sum of 71m2 and E2,i.e., 
A = Zw2+E2. Thus we have A* = 71(m2/4)+E2*.Let G2be the Weyl 
group of type E8 generated by s7
1,sT2,sT3,574,sTS,5767.                                                            7 
and s. G2acts on Za'2 trivially. Let T be a cyclic group 
       8
- 85 -
of order 2 generated by the reflection  s(w  /2) acting on h* 
71(m2/4)+E2*.Tacts onE2* trivially and acts on71(w2/4) 
the change of the sign; a---> -a. We set G2 = TxG2.
Lemma 5.3. 
±w2/2. 
(2) If 77 = 
element 77 is 
G.
(1) If 82 = -1 for 8EZ(m2/4)+E2*' then
as
8 =
 -2 for 77eZ(m
2/4)+S2*, then 77EE2* and such an 
conjugate to each other with respect to the action of
Proof-(1) Set 8 = (mm2/4)+g with meZ, eEE2*. We have -1 = 
-(m2/4)+2 since m
22 = -4. Since 2 is a negative integer un-
less e = 0, one sees that m = ±2 and e = 0. 
(2) We set T' = (mm2/4)+e with meZ, e€ 2*. We have -2 = 
-(m2/4)+2 . Thus m = 0 and -REE2* since e2 is a non-positive 
even integer and since 8 = 2x4 is not a square of an integer-
Every element 77ES2* with 772 = -2 is conjugate with respect to 
G'252* is the root lattice of type E8. Q.E.D. 
Corollary 5.4. (1) Every element TE.Z(w2/4)+E2* c I' with T2 = -2 
is a root. 
(2) For every element 8E71(w2/4)+E2* with 82 = -1, the reflec-
tion s8belongs to T. 
(3) For every element 8EZ(w2/4)+E2* with 82 = -1, we have an 
element eEZ(m2/4)+62* with 2e 8 = 1.
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(4) For every element  77E71(w
2/4)+E2* with n2 = -2 we have an 
element teZ(w2/4)+E2* with t•'7 = 1. 
     LetH2 be the set of elements tel(m2/4)+E.2* with2= -1 
or -2. II2 is the root system of type A1+E8. The irreducible 
comoponent of type Al is consisted of ( tw2/2 ) and they are re-
garded as short roots compared with those in the system of type E8. 
Equalities Q(II2v) = 7a)2+742'cm                                  i2) I2)=P(112v) = Z(u~2/2)+S2*, P(112) = 
71(m2/4)+E2* holds. 
Lemma 5.5. Assume i = 1 or 2. Let A be the orthogonal com-
plement of L. in F. The following conditions are equivalent for 
OEHom(A*, E). 
(a) There exists an element uEF with #2 = 0, l2•1i = 2 and 
bu(u) = 0. 
(b) There exists an element 0EA* with 02 = -1and 0(0) = 0. 
(c) There exists an element BEA* with 02 = -1 such that sB(cj~) 
= cj0 .
Proof- (a)=(b). Recall the definition of u. Since 
F 7l(~i/4)+A*, every element aEI' can be written uniquely as a = 
(mli/4)+a' with mEZ, a'EA*. Then a' = u(a). Thus set B = u(ut). 
We have / = ().i/2)+0 since #•2.i = 2. We have 02 = 
((/i/2)-g)2  = 1-2+0 = -1 and0(0) = cu(u) = 0. 
(b)==--(a). Since u is surjective, there is an elemnt ,u'EF
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 with  9 = u(#'). Then there is an integer mE Z with  tc" _ 
(mAi/4)+9. We have (u.)2 = m2/4-1,which implies that m = 4n+2 
for some integer n, since (/')2 is an even integer. (F is an 
even l attice. ) Setu=u'-n2..Then/EF,g2 = 0, Lc•1 . = 2 and 
                                                                 Ou(u) = 0. 
(b)==.(c). If (b) is satisfied, then for xEA*, (s9(0))(x) = 
0(5 (x)) = cb(x+2(x•9)9) = 0(x)+2(x•9)0(0) = cb(x). 
(c)==*(b). Note that there is an element EA* with 2 9 = 1. 
(Corollary 5.2, Corollary 5.4.) If (c) is satisfied, then c6(e) = 
Os8( ) =0( )+0(0). Thus 0(9) = 0.Q.E.D. 
     The above lemma implies that the criterion for whether the 
marked rational surface can be realized as a quartic surface or not 
can be interpreted with group-theoretic words. 
      To help reader's understanding we write down one more lemma. 
Lemma 5.6. For every element TEA with 72 = -2, the following 
conditions are equivalent. 
(a) ct'u(7) = 0. 
(b) 0(T) = 0. 
(c) s(r) = 0. 
Proof. Here we only give the proof of (c)==(b). The other 
parts are trivial. Recall that there is an element eEA* with -7 
= 1. (Corollary 5.2, Corollary 5.4) If (c) is satisfied, then
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 0(t) = Os (t)= 0(e.)+0(r). Thus 0(7) = 0. Q.E.D. 
     Summing up the above results we have the following proposition. 
Proposition 5.7. Assume i = 1 or 2. Let A be the orthogonal 
complement of ll
iin T and u:I'A* be the canonical sur- 
jection. Let Gi be the group generated by all reflections s. 
corresponding to elements 77EA* with ?72 = -1 or -2. The follow-
ing conditions are equivalent for 0EHom(A*, E). 
(A) There exists a marked rational surface Z = (Z, D, a, z) over 
E of degree -1 such that 
     (i) the characteristic homomorphism 0 of Z coincides with 
      (ii) the line bundle L = a(Z.) defines a generically one-to-
     one morphism 0L:ZX c 23 to a normal quartic surface X; 
      and 
     (iii)the configuration of singularities on X is a unique E8, 
     T2
,3,7, or E12( It depends on whether E is an elliptic curve, 
C*, or C. ) plus a configuration of rational double points 
     associated to the set of Dynkin graphs EpkAk+ EgQ0+ErmEm' 
(B) The kernel Ker 0 contains no element 8EA* with 82 = -1 
and the set of elements 77EA* with 712 = -2, 0(7?) = 0 is the root 
system of type EpkAk+ Ep ee ErmEm. 
(C) The isotropy group IG(0) ={gEGiI g(0) = 0 ) of 0 with 
                                      i respect to Gi contains no reflections a sociated to any element
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 0EA* with 02 = -1 and moreover the maximal subgroup of IG (0) 
generated by reflections is the Weyl group of type EpkAk+ EgQDQ+ 
Zr E . m m 
Remark. The group G1 is the Weyl group of type B9 and G2 is 
the Weyl group of type A1+E8. In the latter case the irreducible 
component of type Al corresponds to the elements 9EA* with 02 = 
-1 . 
     Now our classification is reduced to the classification of sub-
groups of Giwhich can be realized as the maximal subgroup gener- 
ated by reflections of IG (0) = { gEG I g(cb) = 0 } for some 
bEHom(A*, E). 
Definition 5.8. The following procedure which associates a root 
system R to its root subsystem R' is called the elementary  
transformation of the root system. 
(1) We divide R into the direct sum of irreducible root system, 
say R = ® R.. 
(2) We choose a fundamental system of roots for every i, say d. 1 
R..  i
(3) For every i, we choose a proper subset di of the union di u 
(-77i) where 77i is the highest root associated to Ai. 





Proposition 5.9. When E is an irreducible smooth elliptic curve 
(resp.  E*), the following conditions are equivalent for any sub-
group H of the Weyl group W = W(R) associated to a fixed root 
system R. We denote by Q the co-root lattice of R, i.e., the 
free Z-module generated by co-roots ( -qv I nER ). 
(1) The group H coincides with the maximal subgroup generated by 
reflections of the isotropy group IW(c0) for some WEQ®E. 
(2) The group H is generated by a set of reflections { s. 
77ER8) where R. is a root subsystem of R which is obtained by 
elementary transformations repeated twice (resp. only once.) from 
R. 
Proof. Let Q be the root lattice of R. The vector space QeR 
is regarded as the dual space of Q®92. We denote the canonical 
pairing Q®62 x IR by < , >. 
     We first assume that E is an elliptic curve. We have repre-
sentation E = CAD-TT where TEtt and Im T >0. We fix such repre-
sentation.The covering mappiiig x: CAD-Zr induces the cov-
ering mapping Q®E. Set W = W (X (Q®Q)where X denot-
es the semi-direct product with respect to the diagonal action of W 
to Q®4. (i.e., for gEW, (a', °)EQ®Q, g( , e") = (ge', gr.). ) 
The group W acts on Q®tL by (g, C)(0'-1-T0°) = 
(g(0')+ ')+T(g((°)+ ')where g€W, ', S°EQ and 0', ( EQ®IR. We 
have a canonical isomorphism of isotropy groups. IW(7)) - I(iO3))
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for  cbEQ®C. Thus we can consider the action of W on Q®C instead 
of that of W on Q®E. 
     Set W
a = W D( Q. The group Wa is the affine Weyl group of 
R. We have a diagram 
            _ A 
               W?---> W 
                                      a Alv2 
             W---~ W 
a v1 
where 131(g, A2(g, (g, ') and vi(g, 
e') = g (i = 1, 2) . Set = 0'+1-0. with  cb' , O' EQ®R . Let (g, 
e ") E I W(tb') . We have g(0")+e' =0' and one sees that e' is 
        a uniquely determined by g and cb'. Thus the restriction 
v1 I IW (0') of v1 is injective. Set J(cb') = v1(IW(cb')) . J(0') 
aa 
is isomorphic  to I W( 0') and v2-1J (cb' )= J(0') N Q is isomorphic 
                                                                           a to Al-1IW(cb') viaA2. We have 
             a (5.1) I-07)) = Al-1IW (0b') n A2-1(0')= IJ(cb") P( Q(ib" ). 
                             a 
     We claim here that there is a root subsystem R' of R which 
is obtained from R and J(0') is the Weyl group generated by 
{ s 17ER' ) and that conversely for any root subsystem R' ob-
tained by one elementary transformation from R, there is a point 
cb"EQ®IR such that J(cb') coincides with the Weyl group generated by 
{ s77I 7/ER' ) . 
     To see this recall that the action of Wa on Q®IR has a fun-
damental domain CO.C0is called a small Weyl chamber- (Cf- 
Bourbaki E 3] ) Since every small Weyl chamber is conjugate we can
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assume that 0EC0.( denotes the closure. ) Now let  sH denote 
the reflection of Q®IR in W
awhose set of fixed points coincides 
with a hyperplane H. Let M be the set of all hyperplanes H 
with sHEWa. The domainCOis a connected component of 
Q®JR- U H. Set MO={HEMI dim (H nCO) = dim H ). MOis the 
HEM_ 
set of walls of the. small chamber CO.It is known that for every 
HEMOthere is a unique root77ER perpendicular to H and such 
that <x, on for xECO.We denote it by 77(H). Let R =®R. 
be the decomposition into irreducible root systems. Then there is a 
fundamental system of roots ~i R.foreach i such that the 
union U.Aiu (-77i) coincides with the set ( 77(H) I HEMO) where 
i 
77 .i is the highestrootof Riassociated to Ai. Let MO(0') = 
 1
( HEM I c6'EH ).It is the set of walls of C0passing through 
cb'. Then it is also known that the isotropy group IW(0') coin- 
                                                                     a cides with the subgroup of Wa generated by { sH I HEM (0') }, 
the set of reflections corresponding to walls of CO passing 
through 0. Since the intersection of all walls of the small Weyl 
chamber of an irreducible root system is empty, for every i, (Ai u 
(-77i)) n { 77(H) I HEM(c6') ) is a proper subset ofAi u (-77i } . 
Let R' be the root system generated by { 77(H) I HEM (0') ), the 
set of roots perpendicular to some wall ofCO passing through 0' 
and directed to the inside of CO.By the construction R' is the 
one obtained by one elementary transformation from R and J(0') 
is the Weyl group generated by ( s77I 77ER' ) _ 
     Conversely let R' be a root subsystem of R = ® R. obtained 
                                                i 1
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by one elementary transformation from R. Choosing the fundamental 
 system  of  A.  c  R.  of  the  irreducible  root  system  Ri  is equal to 
choosing a Weyl chamber C.of W(R.)inQ.®IRwhereQ.isthe 
     ii11 
co-root lattice of Ri.Let C. be the small Weyl chamber con-
tained in C.and such that OEi0'which is the fundamental do- 
main of Wa(Ri) = W(Ri) D( Qi. Let Mi0=C H: hyperplane inQi®9:I 
sHEWa(R.), dim (H n Ci0) = dim H )- M.is the set of walls of 
Ci0.Then the set{i (H) I HEM) coincides with A. u (—,7i ) 
                                                                         N where 77i is the highest root. For the specified proper subsetdi 
of Ai u (—ni) het O.' be a general point in the intersection 
n ( H I HEMiO,77(H)EZi).The isotropy group IW (R )(0i') coin- 
                                          a i 
cides with the Weyl group generated by { s I neRii ) where R' 
is the root system generated by. Let 0' be the image of ®oi' 
by the inclusion eQ.®fl; c cm. One knows that the isotropy group 
IW(0') is the Weyl group generated by{sIY7E®Ri"= R" ). 
ai 
Thus we have the above claim. 
      In what follows we assume that ( EQ®IR and R' has the rela-
tion mentioned in the above claim. 
     Let Q' be the co-root lattice associated to R". Then 
J(0") Q( Q' is the affine Weyl group associated to R". Thus apply-
ing the above claim to R' one sees that subgroups H of W with 
the property (2) in Proposition 5.9 coincide with subgroups which 
can be written as IJ(0.) < 0.((') for some 0", 0-EQ®IR. Therefore 
by the equality (5.1) and by the next lemma we conclude that (1) and 
(2) are equivalent when E is an elliptic curve.
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Lemma 5.10. Any reflection inIJ()Q(cb )belongs to 
 IJ(,') D( Q•()-). (Note that in general Q Q'.) 
Proof. Any reflection in W D( Q can be written as (sn, ) 
where 71ER and eE4. Assume (sc) 
                                         n,)EI.J(cb-)Q(' ). We have 
neR' and cb_ - <n, cb' >nv+ = cb' . Thus _ <n, 0. >77. Note that 
we have an element w€P(R) such that <w, 77v> = 1. One sees that 
<w, t> = <n, cb"> is an integer since P(R) is the dual lattice of 
Q. Thus we have SEQ" and (sn,)EJ(cb")D(Q'. Q.E.D. 
    Next assume E = E. Let x: T* be the covering mapp-
ing. It induces the covering mapping GMT*. If i(r3) = 0 
then IW(cb) = IW(0), where Wa = WD(Q. Thus the problem is re- 
            a duced to the classification of isotropy groups of the action by W
a 
to Qlge. However note that the answer never changes by replacing T 
by R since the condition g(cb) = c7 for gEW
a, 0YEQ®tE is written 
with an affine equation whose coefficients are all real numbers. 
     Pick zEQ®IR. Let C0be a small Weyl chamber whose closure 
contains X. Then as mentioned above, IW(Z) is the Weyl group 
                                                    a generated by reflections associated towalls of C0passing 
through X and moreover the set of generating reflections corre-
sponds to a root system R' which is obtained by one elementary 
transformation from R. 
     We conclude the proof of both cases in Proposition 5.9.
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                                                                              Q.E.D. 
Proposition 5.11. Let  W =  W(R) be the Weyl group associated to a 
fixed root system R. Let Q be the co-root lattice of R. Then 
for any subgroup H c W, the following conditions are equivalent. 
(1) For some 0EQ0C,. H = I(0). 
(2) For some fundamental system of roots A c R and for some sub-
set A' c A, H is the Weyl group generated by ( s
, 177ER' ) 
where R' is the root system generated by A'. 
Proof-For gEW and cbEQ®C, the condition g(0) = 0 is describ-
ed by a linear equation whose coefficients are all real numbers. 
Therefore we can replace C by R. Pick xEQ®fR. Let C be the 
Weyl chamber of W such that the closure of C contains Z. Let 
M be the set of hyperplanes H c QWR such that for some reflection 
in W its fixed-point-set equals to H. A connected component of 
Q®fR - L H is C. Let M~bethe setofwalls ofC, i.e.,M
0= 
       HEM 
( HEM I dim H = dim (H n C) ). For HEMOwe have a unique root 
77ER perpendicular to H and <x, 77»0 for xEC. If we denote it 
by 77(H), the set ( '7(H) I HEM
V) is a fundamental system of 
roots of R. Moreover it is known that choosing a Weyl chamber C 
is equivalent to choosing a fundamental system of roots. Set A' = 
( 77(H) I HEMO,xEH ). A" is the set of walls passing through Z. 
It is also known that I(x) is the Weyl group generated by reflec-
tions { s I 77ER' ), where R' is the root system generated by
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 A'. Thus (1) and (2) are equivalent. Q.E.D. 
      Now by Proposition 5.7, Remark just after Proposition 5.7, Pro-
position 5.9 and Proposition 5.11, the main parts of Theorem 0.2, 
Theorem 0.3 and Theorem 0.4 are obvious. 
      Recall that the intersection numbers of elements in the union 
of a fundamental system of an irreducible root system A and (-1) 
times its associated highest root are described by the extended 
Dynkin graph. Thus the elementary transformation of root systems 
corresponds to the elementary transformation of the Dynkin graphs. 
The series (I) in Theorem 0.2, Theorem 0.3 and Theorem 0.4 corre-
sponds to 11 = 7e0--2E10and the series (II) corresponds to 
22 = 9e0 - e10.However we did not necessarily use the expres- 
sion containing B9 or A1+E8 in those theorems. We used a simpler 
expression to say the same contents. 
      The part left unproved is the following proposition. 
Proposition 5.12. (Umezu C213) Assume that a normal quartic 
surface X has singularity E8, T2
,3,7 orE12 and that 
   p (X,x)>2. Then X has only 2 singular points and both of them 
)(EX g= 
are of type ff8. Conversely a normal quartic surface with 2 singular 
points of type ff8 exists. 
     However this is Y. Umezu's result. 
     Let us proceed further to the case of branched double cover-
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ings. 
      In this case it is obvious that the orthogonal complement A of 
 223 is the orthogonal direct sum of  Z710 and E2 = ZT1+Z72+173+ 
ET4+2T5+ZT6+a77+Z78. (23 = 6e
0-2e1-2e2-2e3-2e4-2e5-2&6-2e7-2e8-e9 
-e
10') E2 is the root lattice of type E8. Let n3 be the set of 
all elements eE2T10+E2with 2 - -2. n3 is the root system of 
type A1+E8. The lattice IT10+E2 is its root lattice and 
Z(T10/2)+S2 is its weight lattice. Moreover we have that Q(n3) _ 
Q(n3v) = ZT10+E2 and P(113) = P(n3v) = Z(T10/2)+S2 = A*. Thus 
Hom(l'/Z13, E) is identified with Hom(Z(T10/2)+E2, E). We denote 
by G3 the Weyl group generated by s,s,s,s,s,s, 
                         r1T2T37475T6 
s7
7,  s, s(sdoes not appear-) The groupG3 on  78T10r9G. 
Z T10+y2 and X(710/2)+62 and it is of type A1+E8. 
72 r3 74 75 76 77 T8 T10
The next lemma
Lemma 5.13. (1) 
root. 
(2) For every 
E71(T10/2)+E2 with 
     Thus Lemma 5.6
Lemma 5.14.
T1 
is easily checked. 
  Every elemnt 7E 17.10+E2 
TE71(710/2)+E2 with T2 
T• = 1.
The
holds even when i = 3.
following conditions
0
with 72 = -2 is a





(a) There exists an element #EI' with ,u2 = 0, Lt•13 = 1 and 
cbu(#) = 0. 
(b)Jc1(0) = 0wheret1:Hom(ZC(7
10/2)+E2,E)---'Hom(7L(T10/2), E) 
 is the projection. 
Proof. Let #Er be an element with ,u2 = 0 and ,u•13 = 1. 
Since r c 21(2.3/2)+21(710/2)+E2, we have an integer m and EE
2 
such that ,u = (13/2)+(mT10/2)+e. (The coefficient of 2.3 is 1/2 
since #•A3 = 1. ) It yields the equality 0 = ,u2 = (1/2)-(m2/2) 
+e2. Thus m = ±1 and = 0 since e2 is a negati
ve integer 
unless = 0. One knows u = (2
3/2)±(710/2). Since u(a) = 
t710/2, we have the desired equivalence. Q.E.D. 
We have the following proposition. 
Proposition 5.15. The following conditions are equivalent for 
OEHom(2.(710/2)+E2, E). Letjt1:Hom(ZL(7
10/2)+E2, E)---4 
Hom(Z(710/2), E) be the projection and G
3 be the Weyl group of 
the root lattice 'IT10+62. (G3 be of type A
1+E3.) 
(A) There exists a marked rational surface Z = (Z, D, a, l) over 
E of degree -1 such that 
     (i) the characteristic homomorphism ~ of Z coincides with 
Ou; 
     (ii) the line bundle L = a(23) defines a generically one-to-
-99 -
     one morphism  ': X c .F(1,1,1,3) to a branched double 
     covering over 1°2 branching along a reduced sextic curve B; 
     and 
     (iii)the configuration of singularities on X is a unique ff8, 
T2
,3,7 or E12 (It depends on whether E is an elliptic curve, 
C* or C. ) plus a configuration of rational double points 
     associated to the set of Dynkin graphs 2 pkAk+ gfiDe rmEm. 
(B) i 1(c') 0 0 and the set of elements v7E71(710/2)+E2 satisfying 
n2 = -2 and 007) = 0 is the root system of type I pkAk+ qDk+ 
r E . 
m m 
(C) 7E1(0) 0 0 and the maximal subgroup generated by reflections of 
the isotropy group IG (0) is the Weyl group of type 2 pkAk+ 
                     3 
  gADQ+ rmEm. 
Corollary 5.16. (1) Assume that E is an elliptic curve or C*. 
If 7E1(0) = 0 for OEHom(Z(710/2)+62, E), then we have another 
element O'EHom(Z,(710/2)+92, E) such that 7E1(0') 0 0 and IG (0') 
                                                       3 
= IG
3(0). 
(2) Assume E = C. Let G3' be the subgroup of G3 generated by 
s7, s7, s7. If1(0) 0 0 for oEHom(71(710/2)+E2, C), 
128 
then IG(0) = IG ,(0).
33 
Proof- Let T be the cyclic group of order 2 generated by s 7
10 
                                 E)----4Hom(E2, E) be the projection. and7E2: Hom(2(710/2)+E2, )-
Note that the equality IG (0) = IT(it1(0) )"IG ,(7E2(0)) holds. 
   33
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(1) Let  ZEHom(7L(710/2)+E2, E) be the element with Z(22) = 0, 
Z(710) = 0 and Z(710/2) 0 0. If E is an elliptic curve or T'", 
such x exists. The element 0' = 0+2 satisfies the above condi-
tion. 
(2) If E = T, then the condition Z(710) = 0 and Z(710/2) = 0 
are equivalent. Thus if x1(0) 0 0, then IT(x1(0)) is the trivi-
al group. 
     The important parts of Theorem 0.5, Theorem 0.6 and Theorem 0.7 
follow from Proposition 5.15, Corollary 5.16, Proposition 5.9 and 
Proposition 5.11. 
     The parts left unproved are disconnectedness of strata in 
2(H0(22, '2(6))) and the case 2p
g(X,x)>2.The case 2 pg(X,x)>2 
is treated in the last section. 
      The basis of disconnectedness is the following fact. 
Fact 5.17. (Cf- Dynkin C 67) The root system R of type E8 with 
the action of the Weyl group W(R) contains two non-conjugate root 
subsystems of the following types. 
(1) A7 (2) 2A3 (3) A5+A1 (4) A3+2A1 (5) 4A1 
      Moreover both of non-conjugate ones of each type can be obtain-
ed by elementary transformations repeated twice from R. 
     According to this fact one knows for 10 cases in Theorem 0.5, 
(ii) there are two root subsystem R1, R2 of II3 of the same type
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such that for any automorphism of lattices  $: P satisfying 
$(x) = x and $(13) = 13, $(R1) never coincides with R2. Indeed 
if we have a homomorphism $ with $(R1) = R2, then $(R1 n D2) _ 
R2 n m2since the root subsystemII3 n E2 of II3 is the unique 
one of type E8. However for type E8 the Weyl group coincides with 
the automorphism group. Thus R1 n`2and R2nu2are conjugate 
with respect to W(? n lI3). 
     Let E be a fixed elliptic curve. By Proposition 5.15, there 
are two marked rational surface of degree -1 over E, Z1 = (Z1, D1, 
a1, y and12=(Z2,D2,a2'2) such that Li= ai(23) defines 
a morphism ~i: Zi--a Xi to a branched double covering xi: Xi 
9?2 and Ker 0 n II3 = Ri (i = 1,2). Thus for any intersection 
preserving homomorphism $: Pic(Z1)----~ Pic(Z2) satisfying $(W ) 
                                                          1 
   wZ
2and $(a1(13))=a2(Z3), two root subsystems 
$(Ker(Pic(Z1)--j Pic(D1))) n a2(n3) and Ker(Pic(Z2)----~ Pic(D2)) 
n a2(II3) never coincide. However if the set of sextic curves with 
a configuration of singularities under consideration is connected, 
we get a contradiction by the following lemma. 
Lemma 5.18. Let B c Ux82 be a family of reduced sextic curves 
over a connected analytic variety U, i.e., a subvariety of codimen- 
sion 1 of Uxle2 such that for every tEU, Bt = B n (t)x.2 is a 
reduced sextic plane curve. We assume that Bt has a unique E8 
singular point and other several rational singular points. We as-
sume moreover that the number of each type of rational singular
— 102 —
points is independent of tEU. Let t' and  t' be arbitrary points 
on U. We define varieties X', X', Z', Z', D', D' and morphisms 
, R', p-, p' as follows. The branched double coverings over R2 
with the branch locus B' = B
t' and B' = B. are R': X'---=.e2 
and R.: F2 respectively. The minimal resolution of singu-
larities are denoted by p': X' and p-: Z' X'. Let D' 
and D' be the exceptional curves of the simple elliptic singulari-
ties in X' and X' respectively. We set II = { MEPic(Z') I M2 = 
-2 , M•WZ. = 0, M•p'*R'*(9'2(1) = 0 ). Then there is an intersec- 
                     P 
tion-form-preserving homomorphism $: Pic(Z') satisfy-
ing B(wz') = w S(p'*R'*@i(1))= p'*R'*6'2(1) and 
                             f2 
lI rl B(Ker(Pic(Z' )----0 Pic(D'))) = lI n Ker(Pic(Z' )---4 Pic(D') ). 
Proof- If U is connected, we can choose finite points t1, t2, 
t
qEU with t' = t1, t' = tq and analytic morphisms fi: 
T—~ U, 1<i<q from the unit disc T = { zEW I Izk<1 ) such that 
ti and ti+1 belong to the image fi(T). Considering the pull-
back of the family B by fi instead of B itself, we can assume 
that U is the unit disc T without loss of generality. 
     Let Xt C E(1,1,1,3) be the branched double covering along B
t 
c F. Obviously the set X = U (t)xX
t C T4(1,1,1,3) is an ana-                                    tET 
lytic variety. Let Zt be the minimal resolution of singularities 
of X.The set Z =U(t)xZalso has the structure of analytic    t.
tETt 
variety- The relative Picard group PicZ/Tis a constant sheaf 
over T of free 7L-modules equipped bilinear forms. Let a: PT~---~
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 PicZ/T be an isomorphis from the constant sheaf with values in P-
Let $ be the composition 
                                           a Pic(Z') = Pic(Zt. )<--=(PicZ/T)t"t'Pa`t_._(PicZ/T)t. 
Pic(Zt•) = Pic(Z'). 
     Note that for any 77EPic(Zt) with 772 = -2 such that 77 is 
orthogonal to the dualizing sheaf and the polarization, either 77 
or -77 is effective if and only if 77 or -77 is the class  of a 
exceptional divisor of the resolution of Zt---0 Xt. By assumption 
that the configuration of singularities on Bt and thus on Xt is 
independent of tET, one sees that the above $ has the desired 
property-Q.E.D.
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 S 6. The case of ruled surfaces. 
      Let x: X--->r be the branched covering branching along a 
reduced  sextic curve B. Assume P = E p (X,x) >2. Under this as- 
                       xEX g- 
sumption we study the structure of X in this section. 
We owe ideas in this section greatly to Umezu [213. 
      Let p: Z---> X be the minimal resolution of singularities on 
X and a: Z=, Z be a morphism to a relatively minimal model. By 
Proposition 1.4, Z is a ruled surface over a smooth irreducible 
curve G of genus P-1. Let p: Z----.4 G be the projection. 
     Let L be a general line in f2. Since L intersects with B 
at 6 points, the inverse image x-1(L) is a smooth curve of genus 
2. Set H = p-1x-1(L), which is also a smooth curve of genus 2. 
Lemma 6.1. P<3. Moreover if P = 3, then a(H) is a smooth curve 
of genus 2 and pIa(H): a(H)----4 G is an isomorphism. 
Proof- By the Hurwits formula for pal
H: H— G we have 
2>m(2(P-1)-2) for some positive integer m. Thus P<3. If P = 3, 
then m = 1 and the equality holds. It implies that pa is an un-
ramified morphism of degree 1. Thus oIH and pla(H) are iso-
morphisms.Q .E.D. 
      We decompose a into a composition of blowing-ups of points. 
(6.1) Za~>Z1a1Z2a?---3ak-1                                           Z
k_1----> Z= Z                                                  k 
where ai is the blowing-up of a point z
iEZi+1. Note that Z has
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an anti-canonical effective divisor 0 by Lemma 1.3. Set  DO = D 
and 0i+1 =Qi(Di) for 0<i<k. 0. isan anti-canonical divisor of 
                                              1 Zi, i.e.,DiEI-wZI.Since C. = ui-1(zi) is the exceptional curve 
                       i of the first kind, we have Di•Ci = 1 and thus ziEDi+1. Next set 
HO= H and H. =i(Hi) for 0<i<k. Obviously Ci # Hi for 
every i. Assume C.•nH....0  for some i. We can assume moreover 
           i 1 
C. n H. # for 0<j<i. Then the strict inverse image C.' c Z of 
Ci in Z is an exceptional curve of the first kind and Ci' 1 H = 
0. However since Z is the minimal resolution, every exceptional 
curve of the first kind necessarily intersects with H. Thus one 
knows that C. n H. # 0 for 0<i<k. We have: 
Lemma 6.2. For 0<i<k, ziEDi+1 n H.and DOn HO0. 
Lemma 6.3. Assume P = 3. Then Z = Z and the branching locus 
B of x: 82 is a union of 6 lines passing through one point. 
Proof- Assume k>1. Let F = p-1p(zk-1) C Zk. Note that F•Hk = 
1 since pIH is an isomorphism by Lemma 6.1. Thus F' n Hk-1 0 
           k 
where F' is the strict inverse image of F by ak-1. However F' 
is an exceptional curve of the first kind and so is its strict in-
verse image F' on Z. It contradicts to that Z is the minimal 
resolution since F' n H = 0. Therefore we have k = 0 and Z = Z. 
     Set Ft = p-1(t) for tEG. Note that D•Ft = 2 by the ad- 
junction formula for Ft== Thus Supp D n Ft consists of one
- 106 -
or two points for general teG. Assume that it  is two points. Let 
D' be an irreducible component of D passing through one of these 
two points and D' be an irreducible component of D passing 
through another point. The points b1 = xP(D") and b2 = xP(D') 
are singular ones on B. Now since F
t•H = 1, the morphism XP 
maps Ft isomorphically onto a line in T2. Thus b1 0 b2. How-
ever it implies that xP(F
t) does not depend on t since it is a 
line passing through b1 and b2. We have a contradiction. Thus 
Supp 0 n Ft is one point for general tEG. One sees that there is 
a section s: G-4 Z such that s(t) = Supp 0 n F~ for general 
tEG. Set G = s(G). We have 0 = 26 since 26 is a component of 
D and since (0-26)•H = 0, (D-26)•Ft = 0. Set x0 = P(D) = P(G). 
The point X0EXis the unique singular point of X with 
pg(X,x)>1. 
     Next we consider the line bundle @'Z(H-G). There is a line 
bundle M on G such that 61Z(H-6)=p*M because (H-G) F
t = 0 
and thus 0-(H-6)1is is a trivial line bundle for every tEG. We                   F
t 
have deg M = (H-b-).6 = 2. Moreover note that h0(6'Z(H-6))>2 since 
the divisor H defines a morphism xP from Z to F2 and since 
xP(G) is a point. By the exact sequence 
      0--) 8'Z—                         (-0-(H-6)----4(H-G)6-(H-6)1H----4 0 
we have h0(M) = h0(0'Z(H-6)IH)>2. One sees that M is the dualiz- 
ing sheaf wo of G by the Riemann-Roch theorem for curves. Let 
r1' z2' , z6EG be the Weierstrass points on G. Setting F.= 
                                                                                            i p-1(ti) wehave 2Fi+GEIHI (1<i<6).
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     Note that the last fact implies that L.
1=R1                                                             P(F.) is a compo-
nent of the branching locus B. Since B is of degree 6,  Li is a 
                      6 
line in f2 andB = L..By definition L.1passes through                                                            i =1 
x(x0) for everyi.Q.E.D. 
      In what follows.we assume that X has a singularity of type 
t8' T2
,3,7 or E12 and that P = 2. G is a smooth irreducible el-
liptic curve in this case. 
     Let X0EX bethe pointof type8'T2
,3,7or E12. We have 
another point x1EX with p
g(X,x1) = 1. Let E be the connected 
component of the anti-canonical divisor D contained in P-1(x0) 
and A be the connected component of D contained in P-1(x1). We 
have E2 = -1 and E is a smooth elliptic curve, a rational curve 
with one ordinary double point or a rational curve with one ordinary 
cusp according as x0is of type ff8' T2
,3,7 or E12. 
     We set E0= E,A0= A, E. = vi(Ei) and A. = ui(Ai) for 
0<i<k. 
Lemma 6.4. E. and A. are divisors on Z. with Supp E. n 
Supp Ai = 0 for 0<i<k and Ei+AiEl-wzI. 
                                                      1 Proof- We use induction on i. The case i = 0 is trivial. 
Assume it holds for some i with 0<i<k. Set Ci = ai-1(zi). 
     Note that either (a) Ci n Supp Ei = or (b) Ci n Supp Ai = 
0 holds. Indeed assume both (a) and (b) do not hold. We deduce a
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 contradiction.  If  C.•A.<0,  then  C.  is a component of Ai under 
this assumption and we have Supp A.
1n Supp E.1C.1n Supp E.0 0, 
a contradiction. Thus C
i-Ai>O.Similarly we have Ci•E.>0. On 
 1 the other hand 1 = -C.•(Z= C..Ai+Ci•Ei>2, which is a contradic- 
                                      i tion again. Thus either (a) or (b) holds. If (a) holds, then vi 
is an isomorphism on a neighbourhood of Supp Ei and thus Ei+1 is 
a divisor with Supp Ei+1 n Supp Ai+1 = 0. Then if Ai+1 is not a 
divisor, A. = mCi for some positive integer m. However we have 
-1 = w
ZCi = -mCi2 = m, a contradiction. Thus Ai+1is also a 
           i divisor- Even under (b) we have tha same conclusion. 
   Moreover sinceQi*wZ = cZ , one has that 
            1 i+1 
Ei+1+Ai+1El-wzI.Q.E.D. 
                i+1 
Lemma 6.5. For some section si: Z of p (i = 1, 2), 
A = s1(G) and E = s2(G). 
Proof- Let F = p-1(t) IDe the fibre over a general point TEG. 
Note that F (Ak+Ek) = -F w- = 2 holds since 0 = (F2+w-•F)/2+1 
and F2 = 0. Assume F Ak = 0, then Ak = mFt for some positive 
integer m and for some Ft = p-1(t) with tEG. We have Ak Ek = 
mFt•Ek = 2m>0. which contradicts to Lemma 6.4. Thus F Ak>O. 
Similarly we have F•Ek>0. One sees F•Ak = F•Ek = 1. Note that 
q 
this equality implies that Ak = s1(G)+ Fand Ek = 
                                             j=1j 
                                                              _ s2(G)+ Ft.for some section s1,s2:G---;Zof p and for 
j=1j 
some points tj, t'.EG. Since si(G)•Ft>0 for i = 1, 2, tEG,
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one can conclude that Ak =  s1(G) and Ek = s2(G) by Lemma 6.4. 
     Now since a is a composition of blowing-ups of infinitely 
near singular points on Ak u Dk' A and E are also smooth ellip-
tic curves.Q.E.D. 
Corollary 6.6. ,Both xOEX and x1EX are simple elliptic sin- 
gularities of multiplicity 2. 
Lemma 6.7. There exists a birational morphism to a relatively 
minimal model a': Z' such that a'(E)2 = E2 = -1. 
Proof. For a contraction a: Z to a relatively minimal 
model we set a(Z) = a(E)2- E2. It suffices to show that if a(Z)>0 
then we have another contraction a': Z---j Z' to a relatively 
minimal model such that a(Z') = a(Z)-1. 
     Assume a(Z)>0. By exchanging the order of blowing-ups we may 
assume that the center zk_1EZk of k-1 belongs to Ek. Set F = 
p-1(p(zk _1)). F is a smooth rational curve and the strict inverse 
image F' of F by-k -1is an exceptional curve of the first 
kind. Moreover F' Ek-1 = 0 since Ek is a section of p. Let 
T:Zk _1--->Z'be the contraction of F'. Then obviouslya'= 
tok -2c/0:Z—jZ' has the desired property. Q.E.D. 
     By Lemma 6.7, we can assume that zi-1EAi for 1<i<k in (6.1).
-110 -
In what follows we set this assumption. Then we have k = a(A)2- A2 
  1-A2 since a(A)2 = -a(E)2 = 1. 
Lemma 6.8. A2 = -1. 
Proof- Since A is an exceptional curve of the resolution p: 
 Z---~ X, we have A2<-1. If A2<-3, then the contracted singular 
point x1 is not a double point since A is a smooth elliptic 
curve. (Cf. Saito £18]) 
    Assume A2 = -2. Then k = 3 and Z3 = Z. Let mi be the 
multiplicity of H. at z.. By Lemma 6.2, we have m.>1 for 
l 1 1.= 
1<i<3.  On the other hand since H3 n E3 = d~, H3 is numerically 
equivalent to nA3 for some integer n. Since H•A = 0, we have 
nA32-m1-m2-m3 = 0. Moreover 2 = n2-m12-m22-m32 since H2 = 2. 
They imply that m1m2+m2m3+m3m1 = 1. However the left-hand-side is 
greater than or equal to 3 since mi>1, which is a contradiction. 
Thus one sees A2 = -1.Q.E.D. 
Corollary 6.9. The point x1 = P(A) is also of type 8. 
Proposition 6.10. Assume that the branched double covering X 
over JP2 branching along a reduced sextic curve has a singularity 
of type ff8, T2
,3,7 or E that p (X, x) = 2. Then the con-
                                          xEX g 
figuration of singurarities on X is either 2E8 or 2E8+A1'
-111 -
 Proof- First of all we note the following fact. Let f: 81---0 Z 
be an arbitrary morphism from 81. Then the composition paf is a 
morphism fromB1 to an elliptic curve. Thus its image is a point. 
Namely one sees that any rational curve in Z is either a strict 
inverse image of Ft = p-1(t) for some tEG or an exceptional 
curve of a. 
     Note moreover that k = 2 since A2 = -1. 
      If a1(z0) 0 z1, there is no smooth irreducible rational curve 
with the self-intersection number -2 on Z and thus the configura-
tion is 2E8. 
     Assume a1(z0) = z1. Let F1 = p-1(p(z
1)) and F1' be the 
strict inverse image of F1 by a1. Since F1 and A2 intersect 
transversally at z1, z0 does not lie on F1'.Thus (F1.)2 = -1 
where F1• is the strict inverse image of F
1' by a0.Next note 
that the strict inverse image C1' of C1 = a
1-1(z1) is a smooth 
irreducible rational curve with C1'2 = -2. We have of course C
22 
= -1 for C0= a0-1(z
0). We see that the configuration for X is 
2E8 or 2E8 +A1.Q.E.D . 
Lemma 6.11. There exists a reduced plane sextic curve whose con-
figuration of singularities is 2E8. (resp. 2E8+A1.) 
Proof- The following figures give the examples.
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Figure  6.1.
We  now complete all the proof of our main theorems.
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