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FILTRE NAPES POUR SIGNAUX A` BRUIT
Abstract. We extend the APES (Amplitude and Phase Estimation) method of spectral analysis
to the case of non-quasi periodic signals like appears in OFDM.
Jean-Philippe PRE´AUX1 2
Notations
Donne´ un nombre complexe z ∈ C on note respectivement z∗ et |z| le conjugue´ et le mod-
ule de z. On note i ∈ C le nombre complexe ve´rifiant i2 = −1. Pour une matrice (ou un
vecteur) M a` coefficients complexes on note respectivement MT , M∗ et MC ses matrices trans-
pose´e, transconjugue´e et conjugue´e complexe (M∗ = (MC)T ). Si M a P lignes et Q colonnes,
ses lignes seront nume´rote´es de 0 a` P − 1 et ses colonnes de 0 a` Q − 1. On conside`re la norme
euclidienne ‖M‖ = (
∑P−1
j=0
∑Q−1
k=0 |Mjk|
2)
1
2 .
1. Le cas unidimensionnel
Soient 3 entiers strictement positifs,M,L,N , avecN =M+L−1. On conside`re {y0, y1, . . . , yN−1}
une suite de donne´es complexes a` analyser, et pour t = 0, 1, . . . , L−1, on pose y(t) = (yt, . . . , yt+M−1)
T
∈ CM . Soit ω ∈ [0, 2pi[ la fre´quence e´tudie´e ; pour tout entier K > 0 on conside`re aK(ω) =
(1, eiω, . . . , ei(K−1)ω)T ∈ CK . L’e´criture s’ave`re plus concise en introduisant les deux matrices
M × L a` coefficients complexes,
Y = (y0,y1, . . . ,yL−1)
A(ω) = aM (ω)a
∗
L(ω)
et l’on souhaite exprimer :
Y = α(ω)A(ω) + res
ou` α(ω) ∈ C de´signe l’amplitude de fre´quence ω du signal.
1.1. Le filtre APES. Soit h(ω) ∈ CM le vecteur contenant les coefficients du filtre en fre´quence
ω. Le filtre APES (cf. [1]) est la solution h(ω) au proble`me d’optimisation sous contrainte en
h(ω) ∈ CM et α(ω) ∈ C :
min
h(ω),α(ω)
‖h∗(ω)Y − α(ω)aTL(ω)‖ avech
∗(ω)aM (ω) = 1
soit encore,
min
h(ω),α(ω)
L−1∑
t=0
|h∗(ω)y(t)− α(ω)eiωt|2 avec h∗(ω)aM (ω) = 1
Le filtre h(w) est choisi de sorte que :
(i) le signal traite´ h∗(ω)Y soit le plus proche possible au sens des moindres carre´s de la sinuso¨ıde
discre`te α(ω)aTL(ω) de fre´quence ω et d’amplitude complexe α(ω),
(ii) le filtre ne distort pas la sinuso¨ıde discre`te aM (ω) de fre´quence ω.
Il admet pour solution :
αAPES(ω) = h
∗
APES(ω)g(w)
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hAPES(ω) =
Q−1(ω)aM (ω)
a∗M (ω)Q
−1(ω)aM (ω)
avec :
g(ω) =
1
L
L−1∑
t=0
y(t)e−iωt =
1
L
YaCL (ω)
Q(ω) =
1
L
(
L−1∑
t=0
y(t)y∗(t))− g(ω).g∗(ω) =
1
L
YY∗ − g(ω)g∗(ω)
1.2. APES ge´ne´ralise´ aux signaux a` bruit. On ge´ne´ralise cette me´thode au cas avec bruit.
Conside´rons une suite x0, x1, . . . , xN−1 d’e´le´ments dans C, repre´sentant le bruit. Pour 0 < K ≤ N
on note xK = (x0, x1, . . . , xK−1)
T . On note Xref la matrice M × L dont l’e´le´ment ligne i colonne
j est xi+j . On souhaite trouver l’amplitude complexe ve´rifiant :
Y = α(ω)Xref ◦A(ω) + res
ou` ◦ de´signe le produit de Hadamard de matrices. On cherche le filtre qui ve´rifie les deux conditions
suivantes :
– (i) Le signal filtre´ h∗(ω)Y soit le plus proche possible (au sens des moindres carre´s) de la si-
nuso¨ıde a` bruit α(ω) (xL ◦ aL(ω)),
– (ii) le filtre ne de´forme pas les sinuso¨ıdes a` bruit xM ◦ aM (ω).
Trouver un filtre h(ω) ve´rifiant les conditions (i) et (ii) nous rame`ne au proble`me d’optimisation
en α(ω) et h(ω) sous contrainte suivant :
min
h(ω),α(ω)
‖h∗(ω)Y − α(ω)xL ◦ aL(ω)‖ avec h
∗(ω) (xM ◦ aM (ω)) = 1
soit encore :
min
h(ω),α(ω)
L−1∑
t=0
|h∗(ω)y(t) − α(ω)x(t)eiωt|2 avec h∗(ω) (xM ◦ aM (ω)) = 1 (∗)
Proposition 1 (filtre NAPES). Le proble`me d’optimisation (∗) ci-dessus a pour solution (lorsqu’elle
existe) :
αNAPES(ω) = h
∗
NAPES(ω)g(w)
hNAPES(ω) =
Q−1(ω) (xM ◦ aM (ω))
(xM ◦ aM (ω))∗Q−1(ω) (xM ◦ aM (ω))
avec :
g(ω) =
1
‖xL‖2
L−1∑
t=0
x∗(t)e−iωt y(t) =
1
‖xL‖2
Y (xL ◦ aL(ω))
C
Q(ω) =
1
‖xL‖2
(
L−1∑
t=0
y(t)y∗(t)
)
− g(ω)g∗(ω) =
1
‖xL‖2
YY∗ − g(ω)g∗(ω)
avec ‖xL‖
2 =
∑L−1
t=0 |xt|
2.
1.3. De´monstration. Nous suivons dans ses grandes lignes l’argument figurant dans [1] concer-
nant la me´thode APES en le ge´ne´ralisant au cas avec bruit c’est a` dire a` la re´solution de (∗).
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Preuve. Pour plus de lisibilite´ nous notons α = α(ω), a = a(ω), h = h(ω), g = g(ω) et Q = Q(ω).
Arrangeons la quantite´ I(α,h) a` minimiser :
I(α,h) =
L−1∑
t=0
|h∗ y(t) − αx(t)eiωt|2
=
L−1∑
t=0
(
h∗ y(t) − αx(t)eiωt
) (
y∗(t)h− α∗x∗(t)e−iωt
)
= h∗
L−1∑
t=0
y(t)y∗(t)h+
L−1∑
t=0
|α|2|x(t)|2
− α∗h
L−1∑
t=0
x∗(t)e−iωty(t)− α
L−1∑
t=0
x(t)eiωty∗(t)h
On pose R = 1‖xL‖2
∑L−1
t=0 y(t)y
∗(t) et g = g(ω) comme donne´ ci-dessus,
I(α,h) = ‖xL‖
2 h∗Rh+ ‖xL‖
2
(
|α|2 − α∗h∗ g− αg∗ h
)
= ‖xL‖
2
(
h∗Rh+ |α− h∗ g|2 − |h∗ g|2
)
= ‖xL‖
2
(
h∗ (R− g g∗)h+ |α− h∗ g|2
)
se minimise pour α = h∗ g. Il reste a` de´terminer le h optimal. On s’est ramene´ au proble`me
d’optimisation :
min
h
h∗Qh sous la contrainte h∗ (xM ◦ a) = 1
avec Q = R − gg∗. Il s’agit d’un proble`me quadratique avec une contrainte e´galitaire line´aire,
et il est facile de ve´rifier en appliquant les multiplicateurs de Lagrange qu’il admet pour solution
(lorsqu’elle existe) :
h =
Q−1 (xM ◦ a)
(xM ◦ a)∗Q−1(xM ◦ a)
ce qui donne la solution optimale recherche´e. 
2. Le cas bidimensionnel
Soient 6 entiers strictement positifs M,L,N,M ′, L′, N ′ avec N = M + L − 1 et N ′ = M ′ +
L′ − 1. Soit YN,N ′ une matrice N × N
′ a` coefficients dans C repre´sentant une se´rie de donne´es
2-dimensionnelles. Pour t = 0, 1, . . . , L − 1 et t′ = 0, 1, . . . , L′ − 1 soit yt,t′ le vectorise´ de la
sous-matrice M ×M ′ de YN,N ′ de´butant ligne t, colonne t
′ :
yt,t′ = vec


YN,N ′(t, t
′) · · · YN,N ′(t, t
′ +M ′ − 1)
...
...
YN,N ′(t+M − 1, t
′) · · · YN,N ′(t+M − 1, t
′ +M ′ − 1)


M×M ′
C’est un vecteur de CM+M
′
. Soit ω ∈ [0, 2pi[ et pour tout entiers P, P ′,
aP,P ′(ω, ω
′) =
(
1 eiω
′
· · · ei(P
′−1)ω′
)T
⊗
(
1 eiω · · · ei(P−1)ω
)T
ou` ⊗ de´signe le produit de Kronecker ; aP,P ′(ω, ω
′) est un vecteur de CP×P
′
.
Un filtre bidimensionnel est une matrice M ×M ′ a` coefficients complexes.
2.1. Filtre APES bidimensionnel. C’est le filtre h(ω, ω′) qui avec l’amplitude complexe α(ω, ω′)
est solution du proble`me d’optimisation:
min
h(ω,ω′),α(ω,ω′)
L−1∑
t=0
L′−1∑
t′=0
| vec∗(h(ω, ω′))yt,t′ − α(ω, ω
′)ei(ωt+ω
′t′) |2
vec∗(h(w,w′))aM,M ′(ω, ω
′) = 1
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Il admet pour solution :
αAPES(ω, ω
′) = vec∗(h(ω, ω′))g(ω, ω′)
vec(hAPES(ω, ω
′)) =
Q−1(ω, ω′)aM,M ′ (ω, ω
′)
a∗M,M ′(ω, ω
′)Q−1(ω)aM,M ′(ω, ω′)
avec,
g(ω, ω′) =
1
L× L′
L−1∑
t=0
L′−1∑
t′=0
e−i (ωt+ω
′t′)yt,t′
Q(ω, ω′) =
1
L× L′
L−1∑
t=0
L′−1∑
t′=0
yt,t′ y
∗
t,t′ − g(ω, ω
′)g(ω, ω′)∗
2.2. Filtre APES bidimentionnel pour signaux a` bruit connu. C’est le filtre h(ω, ω′) qui
avec α(ω, ω′) est solution du proble`me d’optimisation :
min
h(ω,ω′),α(ω,ω′)
L−1∑
t=0
L′−1∑
t′=0
| vec∗(h)yt,t′ − α(ω, ω
′)x(t, t′)ei(ωt+ω
′t′) |2 (∗∗)
vec∗(h(ω, ω′)) (xM,M ′ ◦ aM,M ′ ) = 1
avec x(t, t′) ∈ C repre´sentant le bruit en t, t′ et xM,M ′ = (x(0, 0), . . . , x(M − 1, 0), . . . , x(0,M
′−
1), . . . , x(M − 1,M ′ − 1))T .
Proposition 2. Le proble`me d’optimisation (∗∗) pre´ce´dent se minimise pour
αNAPES(ω, ω
′) = vec(hNAPES(ω, ω
′))∗ g(ω, ω)
vec(hNAPES(ω, ω
′)) =
Q−1(ω, ω′) (xM,M ′ ◦ aM,M ′(ω, ω
′))
(xM,M ′ ◦ aM,M ′)∗Q−1(ω, ω′)(xM,M ′ ◦ aM,M ′)
avec
g(ω, ω′) =
1
‖xL,L′‖2
L−1∑
t=0
L′−1∑
t′=0
x∗(t, t′)e−i(ωt+ω
′t′)y(t, t′)
Q(ω, ω′) =
1
‖xL,L′‖2
L−1∑
t=0
L′−1∑
t′=0
y(t, t′)y∗(t, t′)− g(ω, ω′)g∗(ω, ω′)
ou` ‖xL,L′‖
2 =
∑L−1
t=0
∑L′−1
t′=0 |x(t, t
′)|2.
2.3. De´monstration. La preuve suit toujours le meˆme argument.
Preuve. On note α = α(ω, ω′), h = h(ω, ω′) et aM,M ′ = aM,M ′(ω, ω
′).
L−1∑
t=0
L′−1∑
t′=0
|vec(h)∗ y(t, t′)− αx(t, t′)ei(ωt+ω
′t′)|2
=
L−1∑
t=0
L′−1∑
t′=0
(
vec(h)∗ y(t, t′)− αx(t, t′)ei(ωt+ω
′t′)
)
×
(
y∗(t, t′) vec(h)− α∗ x∗(t, t′)e−i(ωt+ω
′t′)
)
= vec(h)∗
L−1∑
t=0
L′−1∑
t′=0
y(t, t′)y∗(t, t′) vec(h) +
L−1∑
t=0
L′−1∑
t′=0
|α |2|x(t, t′)|2
− α∗ vec(h)
L−1∑
t=0
L′−1∑
t′=0
x∗(t, t′)e−i(ωt+ω
′t′)y(t, t′)− α
L−1∑
t=0
L′−1∑
t′=0
x(t, t′)ei(ωt+ω
′t′)y∗(t, t′) vec(h)
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On pose R = 1‖xL,L′‖2
∑L−1
t=0 y(t, t
′)y∗(t, t′),
et g = g(ω, ω′) = 1‖xL,L′‖2
∑L−1
t=0
∑L′−1
t′=0 x
∗(t, t′)e−i(ωt+ω
′t′)y(t, t′)
= ‖xL,L′‖
2
(
vec(h)∗R vec(h) + |α|2 − α∗vec(h)∗g− αg∗ vec(h)
)
= ‖xL,L′‖
2
(
vec(h)∗R vec(h) + |α− vec(h)∗ g|2 − |vec(h)∗ g|2
)
= ‖xL,L′‖
2
(
vec(h)∗ (R− g g∗) vec(h) + |α− vec(h)∗ g|2
)
se minimise pour α = vec(h)∗ g. Il reste a` de´terminer le h optimal. On s’est ramene´ au proble`me
d’optimisation :
min
h
vec(h)∗Q vec(h) sous la contrainte vec(h)∗ (xM,M ′ ◦ aM,M ′) = 1
avec Q = R− g g∗. On obtient :
vec(h) =
Q−1 (xM,M ′ ◦ aM,M ′)
(xM,M ′ ◦ aM,M ′)∗Q−1(xM,M ′ ◦ aM,M ′)
ce qui donne la solution optimale recherche´e. 
3. NAPES applique´ aux signaux parcellaires
Soit N un entier non nul ; conside´rons une suite de donne´es y0, y1, . . . , yN−1 dont certaines sont
manquantes, que l’on partitionne en ses sous-suites de donne´es connues de longueur N2k−1 (k =
1, 2, . . .) entrecoupe´es par ses sous-suites de donne´es manquantes de longueur N2k (k = 1, 2, . . .), de
sorte que les N1 premie`res donne´es sont accessibles, les N2 suivantes sont manquantes, et ainsi de
suite. Soit P le nombre de segments disjoints ; ainsi
∑P
k=1Nk = N . Notons ya et yu les 2 vecteurs
de dimensions respectives N1 +N3 + · · ·+NP et N2 +N4 + · · ·+NP−1 contenant respectivement
la suite de donne´es connues et la suite de donne´es inconnues dans y0, y1, . . . , yN−1. On conside`re
aussi la suite des bruits (xn)0≤n<N = x0, x1, . . . , xN−1.
On applique NAPES pour obtenir une estimation de α(ω) et h(ω) de la fac¸on suivante : choisir
une longueur de filtre initiale M0. Si on ve´rifie la condition suivante, qui nous permet de construire
une matrice R de covariance de M0 lignes constitue´e des donne´es accessibles :∑
k=1,3,...,P
max(0, Nk −M0 + 1) > M0
appliquer 1.a, sinon appliquer 1.b, ci-dessous.
1.a. Soient Lk = Nk−M0+1, et notons J le sous-ensemble de {1, 3, . . . , P} pour lequel Lk > 0. On
note, si L1 > 0, x1 le vecteur dont les coordonne´es sont donne´es par la sous-suite x0, x1, . . . , xL−1
de (xn)n de´butant au rang 0 et de longueur L1 (si L1 > 0), etc . . . , et pour tout P ∈ J , xP sa
sous-suite de´butant au rang
∑k<P
k∈J Lk et de longueur LP .
Appliquer NAPES aux segments de donne´es correspondant a` J a` l’aide des rede´finitions suivantes
:
Y(ω) =
1∑
k∈J ‖xk‖
2
∑
k∈J
N1+N2+···+Nk−1+Lk∑
t=N1+N2+···+Nk−1
y(t)x(t)e−iωt ,
R =
1∑
k∈J ‖xk‖
2
∑
k∈J
N1+N2+···+Nk−1+Lk∑
t=N1+N2+···+Nk−1
y(t)y∗(t)
1.b. Appliquer NAPES avec M0 = N/2 a` la suite de donne´es y0, y1, . . . , yN−1 en posant que yu
est une suite de ze´ros.
2. On de´termine ensuite une estimation de yu base´e sur l’estimation initiale des spectres α(ωk) et
h(ωk) de´termine´e pre´ce´demment. Elle est obtenue a` l’aide de la minimisation suivante :
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min
yu
K−1∑
k=0
L−1∑
t=0
|h∗(ωk)y(t) − α(ωk)xte
iωkt|2
Conside´rons la matrice L×N a` coefficients dans C :
Hk =


h∗(ωk) 0 · · · 0
0 h∗(ωk) 0
0
. . . 0
0 · · · 0 h∗(ωk)


et
zk = α(ωk)x∗ ◦


1
eiωk
...
ei(L−1)ωk

 ∈ CL
Le crite`re de minimisation devient :
K−1∑
k=0
‖hk


y0
y1
...
yN−1

− zk‖2
Conside´rons les matrices Ak et Bk telles que
hk


y0
y1
...
yN−1

 = Akya +Bkyu
et soit :
dk = zk −Akya
De sorte que le crite`re a` minimiser en yu devienne :
K−1∑
k=0
‖Bkyu − dk‖
2
minimise´ pour :
yu = (
K−1∑
k=0
B∗kBk)
−1(
K−1∑
k=0
B∗kdk)
3. Une fois qu’un estime´ de yu a e´te´ trouve´, on re-estime le spectre en appliquant NAPES cette
fois-ci a` ya et yu. Cela` consiste a` minimiser en h(ωk) et α(ωk) le crite`re suivant :
K−1∑
k=0
L−1∑
t=0
|h∗(ωk)y(t) − α(ωk)x(t)e
iωkt|2
Qui se scinde en fait en K proble`mes d’optimisations distincts pour de´terminer h(ωk) et α(ωk),
pour k variant de 0 a` K − 1.
L’algorithme d’optimisation consiste alors en :
Soit δ > 0 la marge d’erreur impose´e
Appliquer l’e´tape initiale 1 pour estimer h(ωk) et α(ωk) pour k = 0, 1, . . . ,K − 1
FAIRE :
Estimer yu a` l’aide de l’e´tape 2.
Estimer h(ωk) et α(ωk) a` l’aide de l’e´tape 3.
TANT QUE Les valeurs ont change´ de plus que δ.
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Il s’agit en fait d’une optimisation cyclique du proble`me suivant :
min
yu,{α(ωk),h(ωk)}
K−1∑
k=0
L−1∑
t=0
|h∗(ωk)y(t) − α(ωk)x(t)e
iωkt|2
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