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Abstract: We study nonequilibrium steady states in a holographic superconductor
under time periodic driving by an external rotating electric field. We obtain the
dynamical phase diagram. Superconducting phase transition is of first or second
order depending on the amplitude and frequency of the external source. The rotat-
ing electric field decreases the superconducting transition temperature. The system
can also exhibit a first order transition inside the superconducting phase. It is sug-
gested this transition exists all the way down to zero temperature. The existence of
nonequilibrium thermodynamic potential for such steady solutions is also discussed
from the holographic point of view. The current induced by the electric field is de-
composed into normal and superconducting components, and this makes it clear that
the superconducting one dominates in low temperatures.
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1 Introduction
Understanding nonequilibrium dynamics in strongly correlated quantum many-body
systems is one of the most significant problems in condensed matter physics. A
central goal in the study of non-equilibrium processes is to control the phases of
matters by time-dependent external fields [1, 2]. An example is to apply a laser
with time periodicity to a material. If the energy injection balances the dissipation,
a nonequilibrium steady state can be realized. Such a state in the presence of a
periodic driving is called a Floquet state.
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In this paper, we study Floquet states in a superconductor using the tools of
the AdS/CFT correspondence, also known as holography [3–5]. Superconductivity
is modeled in holography in Refs. [6–8]. We drive the holographic superconductor
by a rotating electric field and investigate the phase structure of the Floquet states.
In the study of Floquet superconductors, one of the most striking consequences
is the “enhancement” of superconductivity: Irradiation of a laser to superconductors
can increase the transition temperature. This enhancement has been theoretically
predicted by Eliashberg in Ref. [9] and then confirmed experimentally by irradiating
a microwave to superconducting aluminum films [10]. Also, in recent years, pump-
probe laser measurements of a cuprate, where coherent phonon excitation is induced,
indicate that some properties in superconducting states can still be observed even
at room temperature due to the enhancement [11, 12]. Similar phenomena have also
been found in alkali-doped fullerides [13].
The electric field we consider rotates in the (x, y)-plane with a frequency Ω as
Ex + iEy = Ee
iΩt , (1.1)
where E specifies the electric field at t = 0 and is introduced as a complex value.
While the source is time dependent, we can take advantage of the circular polariza-
tion (1.1) to construct the solutions in which the time variable separates. As a result,
time independent physical quantities are observed [14, 15].1 In particular, we obtain
a time independent scalar condensate, which characterizes the phase structure of our
Floquet system.
For a linearly polarized electric field, Ex ∝ cosΩt and Ey = 0, the supercon-
ducting order parameters become time dependent, and it is necessary to address
(1 + 1)-dimensional problems [17, 18].2 In Ref. [18], small perturbations on the nor-
mal phase were studied, and it was shown that, at least “near” the normal phase
(in the infinitesimal limit of the superconducting order parameter), no enhancement
happens to the superconductivity. Ref. [17] directly treated the (1 + 1)-dimensional
partial differential equations under periodic driving by a linearly polarized electric
field, and studied the time evolution and relaxation of superconducting order param-
eters.
The rotating electric field (1.1) can be derived from the gauge potential
Ax + iAy = Ae
iΩt , (1.2)
where A ≡ iE/Ω. Taking a non-rotating limit Ω→ 0 with A being fixed, we obtain a
constant gauge potential Ax+ iAy = A. Holographic setups in the presence of such a
constant source have been studied as superfluids with a supercurrent [22–26]. While
1Recently, a relativistic fluid with the rotating electric field has been considered in Ref. [16].
2Time periodic driving of scalar field with an external scalar source φ0 ∝ cosΩt in AdS/CFT
has been studied in Refs. [19–21].
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we assume that we apply a rotating electric field to superconductive materials, the
finite-Ω case of ours can also be interpreted as a superfluid with a rotating current.
Steady state thermodynamics is an important topic in Floquet physics [27–30].
Can we define a “free energy” that determines the “thermodynamical” stability of
the Floquet states? The AdS/CFT correspondence might help us to understand
such a problem.3 Using the AdS/CFT consideration, we will examine the difficulty in
defining the free energy for nonequilibrium systems which tells us the phase structure.
Following that, we propose that one reasonable definition of the free energy is given
by the Maxwell construction.4
Before going to detailed analysis in the following sections, we briefly describe
the main results of this paper. The parameters we tune are temperature T , chemical
potential µ, the amplitude of the gauge potential A, and frequency of the rotating
electric field Ω.5 While A is treated as a complex value in the main text, in the plots
we adjust its phase to zero so that A is real and corresponds to the amplitude with-
out loss of generality. In this paper, we consider the grand canonical ensemble and
measure physical quantities in units of µ. In Fig. 1, we provide a summary of phase
transition patterns in (A,Ω)-space, where the dependence on T is suppressed. There
are three regions, A, B and C characterized by the behavior of the physical quanti-
ties. In each region, we find qualitatively different temperature dependence of the
superconducting order parameter 〈O2〉, typical examples of which are shown in the
insets in the bottom of the figure. These represent different phase-transition behav-
iors in A, B and C. In region A, the order parameter is monotonic in temperature.
There is a second-order phase transition from normal to superconducting phases.
The order parameter behaves as 〈O2〉 ∝ (1− T/Tc)1/2 near the critical temperature
Tc. In region B, the order parameter becomes multivalued around the temperature at
which the superconducting phase appears. It exhibits a first order superconducting
phase transition that the order parameter jumps from zero to a finite value. The
phase structure for the static case Ω = 0 has been obtained in Refs. [22, 23]. The
first order superconducting transition in the presence of the time-dependent external
field has been theoretically predicted in Refs. [36, 37] and experimentally observed in
Ref. [10]. As Ω is increased, region B disappears in Ω/µ & 0.12. Region C is a new
phase which appears only in Ω 6= 0: The order parameter is multivalued only inside
the superconducting phase. In this region, we experience two phase transitions as
the temperature lowers. The first is a second order transition from normal to super-
conducting phases. The second is a first order transition inside the superconducting
3See also, for example, Ref. [31] for an attempt to construct the steady state thermodynamics
under a DC electric field in AdS/CFT.
4In the presence of a DC electric field, the Maxwell construction is used as the primary option to
determine the nonequilibrium phase structure [32, 33]. It can be also used in the case of a magnetic
field [34, 35].
5We find it practical to use the gauge potential A as a parameter instead of the electric field E.
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Figure 1. Phase diagram. The space of (A/µ,Ω/µ) is separated into three regions A, B
and C. In each region, the superconducting order parameter 〈O2〉 behaves qualitatively dif-
ferently as a function of temperature T . On the line labeled “quantum critical transition”,
a T = 0 first order quantum phase transition is expected.
phase. We also find that the latter results in a first order quantum phase transition
(at T = 0). On the upper-right boundary of the region C, the transition temperature
becomes zero.6 Even if we keep the system at absolute zero, we can realize the first
order quantum phase transition by controlling A or Ω. Quantum phase transitions
inside superconducting phases have been observed in some heavy-fermion metals by
using a magnetic field, chemical substitution or pressure as non-thermal control pa-
rameters [38]. Our holographic calculations indicate that similar phenomena can be
caused by the rotating electric field instead of the static control parameters. We also
comment that, in our results, the critical temperature for the appearance of the su-
perconductivity is always lower in the presence of the electric field than its absence.
Thus we do not observe any enhancement of superconductivity.
In the rest of the paper, we start by introducing our setup in section 2. We
6The boundary of the region C is found by numerical extrapolation. See appendix B for details.
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show results of the order parameter in section 3 and construct the phase diagram in
section 4. The current induced by the electric field is studied in section 5.
2 A holographic superconductor with a rotating electric field
2.1 Time dependent setup
We consider a holographic model for superconductivity introduced in Refs. [6–8]:
S = −
∫
d4x
√−g
[
1
4
F µνFµν + |DΨ|2 − 2L−2|Ψ|2
]
, (2.1)
where Dµ ≡ ∇µ − iAµ and L is the AdS scale. The mass of the scalar is set as
m2 = −2/L2. We work in the probe limit where the backreaction to the geometry is
absent. The background geometry is the Schwarzschild-AdS4 solution:
ds2 =
L2
z2
[
−f(z)dt2 + dz
2
f(z)
+ dx2 + dy2
]
, f(z) = 1− z
3
z3h
, (2.2)
where z = 0 and zh correspond to the AdS boundary and event horizon, respectively.
The Hawking temperature is
T =
3
4πzh
. (2.3)
Hereafter, we take units where L = 1.
We will construct classical solutions of the system (2.1) when the rotating electric
field (1.1) is applied. We can assume all variables do not depend on the spatial
coordinates of the AdS boundary: Aµ = Aµ(t, z) and Ψ = Ψ(t, z). This is a consistent
assumption because of the isometry ∂x and ∂y in the background geometry (2.2).
Meanwhile, we keep the time dependence to take into account the rotating electric
field. For the convenience of subsequent computations, we introduce a complex
notation for the gauge field,
a(t, z) = Ax(t, z) + iAy(t, z) . (2.4)
Under the above ansatz, the Lagrangian is explicitly written as
L = 1
2
F 2tz +
1
2f
|a˙|2 − 1
2
f |a′|2 + 1
z2
[
1
f
|DtΨ|2 − f |DzΨ|2 + 2
z2
|Ψ|2 − |aΨ|2
]
, (2.5)
where ˙= ∂t and
′ = ∂z . Near the AdS boundary, the gauge field is expanded as
a(t, z) = A(t) + J (t)z + · · · . (2.6)
In the expansion, A(t) corresponds to the external gauge potential in the dual field
theory. The external electric field is given by
E(t) = −A˙(t) . (2.7)
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The second leading term J (t) corresponds to its response: electric current. Since we
use the complex variable as in Eq. (2.4), A(t) and J (t) also are complex. The real
and imaginary parts of each variable are its x- and y-components.
In terms of the complex field, the external rotating source (1.1) and (1.2) is
written as7
A(t) = AeiΩt , E(t) = EeiΩt , A = iE
Ω
. (2.8)
To consider the gauge field with the condition (2.8), it is convenient to factor out
the phase and introduce a new field b(t, z) as
a(t, z) = eiΩtb(t, z) . (2.9)
The boundary condition for b(t, z) is simply given by b|z=0 = A. Written in the new
variable b, the Lagrangian (2.5) becomes
L = 1
2
F 2tz +
1
2f
|(∂t + iΩ)b|2 − 1
2
f |b′|2
+
1
z2
[
1
f
|DtΨ|2 − f |DzΨ|2 + 2
z2
|Ψ|2 − |bΨ|2
]
. (2.10)
Remarkably, this Lagrangian does not depend on t explicitly.8 Therefore, we can
consistently assume that the variables (At, Az, b,Ψ) do not depend on t. Then, the
Lagrangian becomes
L = −1
2
A′t
2 − Ω
2
2f
|b|2 + 1
2
f |b′|2
+
1
z2
[
−1
f
A2t |Ψ|2 + f |(∂z − iAz)Ψ|2 −
2
z2
|Ψ|2 + |bΨ|2
]
. (2.11)
While the external electric field is time dependent (2.8), the system reduces to a
one-dimensional problem in the z-direction. As mentioned in Refs. [14, 15], this is a
special property of the rotating electric field. If a linearly polarized electric field is
considered such as Ex ∝ cos Ωt and Ey = 0, one needs to address (1 + 1)-dimensional
problems [17].
An external electric field could heat up the system. For a physical application,
therefore, the backreaction of the electric field to the background metric may be
important. But here we work in the probe limit, where the temperature of the back-
ground is not changed by the electric field and the Schwarzschild solution acts as a
thermal bath, realizing steady solutions. We would mainly like to extract construc-
tive lessons from this ideal setup. The problem of the backreaction will be addressed
elsewhere.
7Recently, Ref. [39] studied Floquet dynamics in a holographic model with a complex scalar with
a rotating phase.
8Although we can also take into account the rotating phase for the complex scalar field as
Ψ(t, z) = eiΩ
′tΦ(t, z), we have gauged out this phase factor and set Ω′ = 0.
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From the Lagrangian (2.11), we obtain time independent equations of motion.
Using the gauge degrees of freedom, we adopt a gauge in which Az(z) = 0. Taking the
variation of the above Lagrangian by (At, Az, b,Ψ) and imposing the gauge condition,
we obtain
Ψ′′ =
(
2
z
− f
′
f
)
Ψ′ +
1
f
(
|b|2 − A
2
t
f
− 2
z2
)
Ψ , (2.12)
b′′ = −f
′
f
b′ +
1
f
(
−Ω
2
f
+
2|Ψ|2
z2
)
b , (2.13)
A′′t =
2|Ψ|2
z2f
At , (2.14)
Ψ∗Ψ′ −ΨΨ′∗ = 0 . (2.15)
The last equation is the constraint obtained from the variation of the Lagrangian
with respect to Az. It implies that the phase of Ψ is constant, and by a gauge
transformation we can set Ψ to be real without loss of generality.9
Solving the equations of motion near the AdS boundary, we obtain the asymp-
totic expansions of the bulk fields,
b(z) = A+ Jz + · · · , At(z) = µ− ρz + · · · , Ψ(z) = ψ1z + ψ2z2 + · · · , (2.16)
where µ and ρ correspond to the chemical potential and charge density. The complex
constant J appears in the rotating electric current as
J (t) = JeiΩt . (2.17)
As the boundary condition of Ψ, one can impose ψ1 = 0 or ψ2 = 0 [7, 8, 40]. Here
we impose ψ1 = 0 and take the scalar condensate as a dimension-two operator:
〈O2〉 =
√
2ψ2 . (2.18)
We defined the response functions from subleading terms in the asymptotic expansion
of the bulk fields. This is a quick way to read out the response functions. Actually,
in Refs.[41, 42], it is shown that subleading terms in the asymptotic expansion can
be regarded as one-point functions of operators in the boundary theory even for the
real-time AdS/CFT.
The reduced Lagrangian (2.11) is invariant under b → beiθ with a constant θ.
The Noether charge corresponding to this symmetry gives
q =
iΩ
2
f(z)(b′b∗ − bb′∗) . (2.19)
9That is, we use the unitary gauge. In general, a gauge invariant combination A + dϕ is used
for the gauge potential for the variation where ϕ is the Nambu-Goldstone boson Ψ→ Ψeiϕ.
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This is conserved in the z-direction: ∂zq = 0. To see its physical meaning, we
substitute (2.16) into (2.19) and take z → 0. We then obtain
q = Re(EJ∗) = ~E · ~J , (2.20)
where ~E = (ReE , ImE) = (Ex, Ey) and so is J . This is nothing but the Joule heating
generated by the rotating electric field.
This system has a scaling symmetry:
ψ1 → αψ1 , ψ2 → α2ψ2 , µ→ αµ , ρ→ α2ρ ,
Ω→ αΩ , A→ αA , J → α2J , T → αT , (2.21)
for α 6= 0. In this paper, we work with a fixed chemical potential and non-dimensionalize
the physical quantities by µ. This corresponds to working in the grand canonical en-
semble in the dual field theory.
To solve the equations of motion, we also need the boundary condition at the
black hole horizon. A regular and ingoing-wave solution near the event horizon is
given by
Ψ ≃ ΨH , b ≃ bHeiΩr∗ , At ≃ AH(zh − z) , (2.22)
where we introduced a tortoise coordinate,
r∗ = −
∫ z
0
dz′
f(z′)
. (2.23)
Note that, when Ψ 6= 0, a constant term for At is not allowed from the regularity of
the future event horizon [6]. (An observer falling into the future event horizon with
4-velocity uµ feels infinite energy Eobs = Tµνu
µuν unless Eq. (2.22) is satisfied.)
2.2 Normal phase solution
In the normal phase Ψ = 0, the equations of motion can be explicitly solved by
b = AeiΩr∗ , At = µ
(
1− z
zh
)
. (2.24)
Near the AdS boundary, b(z) is expanded as
b(z) = A(1− iΩz) + · · · . (2.25)
Comparing Eqs. (2.24) and (2.25) with Eq. (2.16), we obtain the electric current and
charge density in the normal phase as
J = −iΩA = E , ρ = µ
zh
=
4πµT
3
. (2.26)
The electric current depends only on the electric field and is always parallel to the
electric field. The Joule heating is q = |E|2 in the normal phase.
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2.3 Condensed phase solutions
In the condensed phase Ψ 6= 0, we need to solve the bulk equations (2.12-2.15)
numerically. Details of our numerical implementation are explained in appendix A.
On the horizon, we impose (2.22). At the AdS boundary, we specify µ, A and ψ1 = 0
as the theory’s boundary sources. The equations also contain T and Ω as parameters.
Other boundary quantities ρ, J and ψ2 are read off from the asymptotic form (2.16).
These are assembled into dimensionless quantities in units of µ: The field theory
parameters we tune are (T/µ,A/µ,Ω/µ), and we obtain ρ/µ2, 〈O2〉/µ2 and J/µ2 as
physical output.
2.4 Perturbative analysis for small scalar condensate
The onset of the scalar’s condensation can be analyzed by using a small perturba-
tion of the scalar field in the normal phase. From Eq. (2.12), the equation for the
perturbation is given by
Ψ′′ =
(
2
z
− f
′
f
)
Ψ′ +
1
f
(
|A|2 − µ
2
f
(
1− z
zh
)2
− 2
z2
)
Ψ . (2.27)
We solve this equation by imposing ψ1 = 0 at the AdS boundary and regularity on the
horizon and searching for the value of T/µ at which a nontrivial Ψ becomes a solution.
This T/µ = Tbranch/µ gives the critical temperature when 〈O2〉 starts to become
nonzero and the superconducting solution branches from the trivial solution. We call
this point the branching point or branching temperature. The branching temperature
can be different from the temperature of the phase transition, specifically when
there is a first order superconducting phase transition, as we will see in the next
section. In Fig. 2(d), Tbranch/µ is shown as a function of A/µ. As seen in (2.27),
Tbranch depends only on A/µ and not on Ω/µ independently. Thus the branching
temperature agrees with the Ω = 0 result [22, 23] in any Ω. It is a decreasing
function of A and the maximum is Tbranch/µ = 0.0587 at A = 0. In Ref. [18], the
branching temperature has been studied for a linearly polarized periodic electric
field and it is shown that the temperature is always decreased by the effect of the
electric field at least in sufficiently small or high frequency limits. We obtain the
same consequence in the case of the rotating electric field with general Ω. We will
also see that the phase transition temperature, which can be different from Tbranch,
is also lower than Tbranch/µ = 0.0587.
3 Superconducting order parameter
In the following, we show results. Firstly, we look at the superconducting order
parameter 〈O2〉. Fig. 2 shows 〈O2〉 as a function of T at different A and Ω. As
mentioned before, we non-dimensionalize the physical quantities by the chemical
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Figure 2. Panels (a-c): Temperature dependence of the superconducting order parameter√〈O2〉/µ at A/µ = 0.25, 0.4, 0.53. Panel (d): The A/µ-dependence of the branching
temperature where 〈O2〉 starts to become nonzero. This does not depend on Ω for fixed
A.
potential µ. Although the electric field E might be a physically intuitive parameter
in the boundary theory, we find it more practical to use the amplitude of the gauge
potential A = iE/Ω as a parameter. For example, in the static limit Ω → 0, the
gauge potential diverges if E is fixed, while a regular limit can be taken if we fix A.
From A, one can easily obtain the value of the electric field as E/µ2 = −iA/µ×Ω/µ.
We observe that the condensed solution (〈O2〉 6= 0) branches from the normal phase
(〈O2〉 = 0) at T = Tbranch. Fig. 2(d) shows the A-dependence of the branching
temperature studied in section 2.4. In the following paragraphs, we explain each
panel in detail.
In panel (a), we fix the amplitude of the gauge potential to a relatively small
value, A/µ = 0.25, and vary the frequency of the rotating electric field as Ω/µ =
0, 0.2, 0.3. These results are qualitatively similar to the zero electric field case
originally studied in Ref. [7]: The scalar condensate increases sharply as 〈O2〉 ∼√
1− T/Tc near the critical temperature and is a single valued function in all T .
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By the effect of the rotating electric field, the scalar condensate decreases as the
frequency increases.
In panel (b), we take an intermediate value for the gauge potential, A/µ = 0.4.
The frequency is varied as Ω/µ = 0, 0.1, 0.13, 0.15, 0.18. In the static limit Ω = 0,
we reproduced the results in Ref. [23]: The curve for 〈O2〉 bends to the right near
the branching point and becomes multivalued as a function of T . This indicates
that there is a first order phase transition at T > Tbranch. As we increase Ω, the
curve is “pushed” to the left and the multivaluedness is eventually resolved around
Ω/µ ≃ 0.13.
In panel (c), the gauge potential is fixed to a relatively large value, A/µ =
0.53. The frequencies are Ω/µ = 0, 0.1, 0.13, 0.15, 0.18. At Ω = 0, we again find
a multivalued profile. Although the curve moves to the left as Ω increases, the
multivaluedness remains even in T < Tbranch and 〈O2(T )〉 develops an “inverse S-
shape”. (See the curve for Ω/µ = 0.13.) This indicates that there is a first order
phase transition inside the superconducting phase. If we increase Ω further, the
multivaluedness is resolved once around Ω/µ ∼ 0.15, but again it becomes inverse
S-shaped at Ω/µ ∼ 0.18. From panel (c), we observe that the scalar condensate can
become multivalued in a complicated way, indicating a rich phase structure in the
Floquet holographic superconductor as we study in the next section.
4 Phase structure
4.1 Free energy and Maxwell construction
4.1.1 Equilibrium case: Ω = 0
Firstly, let us focus on the static case Ω = 0 studied in Ref. [23]. The Lorentzian
renormalized on-shell action takes the form10
Sren =
∫
dtd2xL , L ≡ 1
2
(
µρ+ ~A · ~J
)
+
∫ zh
0
dz
z2
(
|b|2 − A
2
t
f
)
Ψ2 , (4.1)
where ψ1 = 0 is used. In thermal equilibrium, we go to the Euclidean signature by∫
dt→ −i ∫ β
0
dτ . The Euclidean on-shell action is then written as SE = −
∫
dτd2xL.
The free energy density is given by the on-shell action as FΩ=0 = TSE/V = −L
where V =
∫
d2x. Thus we obtain
FΩ=0 = −1
2
(
µρ+ ~A · ~J
)
−
∫ zh
0
dz
z2
(
|b|2 − A
2
t
f
)
Ψ2 . (4.2)
This is a satisfactory definition of the free energy in the sense that it gives a
generating function of the responses ρ and ~J as
∂FΩ=0
∂µ
= −ρ , ∂FΩ=0
∂ ~A
= − ~J . (4.3)
10In this section, for the visibility of the relations between the sources and responses, we use the
vector notation instead of the complex one as ~J = (ReJ, ImJ), etc.
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These relations are obtained by taking the variation of the on-shell action. From the
Euler-Lagrange equation, the variation of the on-shell action becomes the boundary
term solely from the AdS boundary,
δSren =
∫
dtd2x
(
ρδµ+ ~J · δ ~A
)
, (4.4)
where we ignore the terms proportional to δψ1 for simplicity because we fix ψ1 = 0.
The case including δψ1 is discussed in appendix C. From (4.4), we have the total
derivative of the free energy as
dFΩ=0 = −ρdµ− ~J · d ~A . (4.5)
This form makes it manifest that we work in a grand canonical ensemble.
The integrability of dFΩ=0 requires that the following conditions be satisfied:
∂ρ
∂ ~A
=
∂ ~J
∂µ
,
∂
∂ ~A
× ~J = 0 . (4.6)
We checked that this is indeed fulfilled when Ω = 0.
Once we know the responses ρ and ~J as functions of the sources µ and ~A,
it is guaranteed by (4.6) that the free energy FΩ=0 is constructed by integrating
(4.5). This is the Maxwell construction. The result is equivalent to (4.2) up to the
integration constant. Armed with the clearly defined free energy, we can identify the
phase transition in Ω = 0 without ambiguity.
4.1.2 Nonequilibrium case: Ω 6= 0
Can the definition of the free energy be naively extended to the nonequilibrium case,
Ω 6= 0? Simply repeating the calculations in Ref. [23], we find that the Lorenzian
renormalized on-shell action becomes exactly the same expression as Eq. (4.1) even in
Ω 6= 0. Note that the on-shell Lagrangian does not depend on time even though the
gauge potential is time dependent, and this might have implied a naive definition of
the free energy: Fnaive ≡ −L.11 However, it is unsatisfactory: This is not a generating
function of the responses, ∂Fnaive/∂µ 6= −ρ nor ∂Fnaive/∂ ~A 6= − ~J . We checked them
by using numerical results.
The naive definition Fnaive indeed has a tension with the holographically suc-
cessful derivation of the response functions [43]. To see why this naive Fnaive cannot
generate the response functions, we consider the variation of the on-shell action when
11For Ω 6= 0, ~A and ~J express the vector potential and electric current at t = 0. The rotating
vector potential and current are related to them by ~A(t) = R(Ωt) ~A and ~J (t) = R(Ωt) ~J where R(θ)
is the rotation matrix in the (x, y)-plane. See (2.8) and (2.17) for the complex notation.
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Ω 6= 0. It contains the boundary terms from both the AdS boundary and horizon as
δSreg = δ
′s∞ + δ
′sh ,
δ′s∞ =
∫
dtd2x
[
ρδµ+ ~J (t) · δ ~A(t)
]
,
δ′sh = −
∫
dtd2x f Re(a′∗δa)|z=zh ,
(4.7)
where we use a notation δ′ to indicate the decomposition of δSreg into the contribu-
tions from the horizon and AdS boundary. However, there is no guarantee that their
integrations s∞ and sh exist separately. Actually, we will see that they do not exist
in general. As in Eq. (2.22), the complex gauge field behaves as a ∼ eiΩ(t+r∗) near
the horizon, and this gives a finite δ′sh when Ω 6= 0. We obtain
δ′s∞ =
∫
dtd2x
[
ρδµ+ ~J · δ ~A− (q/Ω)δ(Ωt)
]
, (4.8)
δ′sh =
∫
dtd2x [Ω Im(b∗δb)z=zh + (q/Ω)δ(Ωt)] . (4.9)
The last terms in the above equations for δ′s∞ and δ
′sh correspond to the conserved
flux injected from the boundary and dumped into the horizon, and they cancel. Thus
(4.7) becomes
δSreg =
∫
dtd2x
[
ρδµ+ ~J · δ ~A + Ω Im(b∗δb)z=zh
]
. (4.10)
Note that the last term is absent if Ω = 0, and the ingoing wave solution is responsible
for that term. The variation of the naive free energy is hence of the form
dFnaive = −ρdµ− ~J · d ~A+ horizon contribution. (4.11)
Because of the nontrivial piece from the horizon, the naive free energy defined from
the total onshell action cannot be a generating function for the boundary responses.
This observation is related to the recipe of the AdS/CFT correspondence: We need
to use the variation from the AdS boundary and discard that from the horizon in
order to obtain the correct responses [43]. The boundary responses are generated by
δ′s∞. That is, the response functions appearing in Eq.(2.16) are obtained from the
boundary “variation” δ′s∞ as δ
′s∞/δµ = ρ and δ
′s∞/δ ~A(t) = ~J (t).
This observation would suggest that we employ the Maxwell construction to
reasonably define a free energy from the boundary responses instead of the on-shell
action. This shares the idea of the “steady state thermodynamics”. (For example,
see Ref. [44].) However, the existence of integrable dF is still problematic: Unlike
the Ω = 0 case, no function F satisfying at least dF = −ρdµ − ~J · d ~A exists. In
fact, (4.6) is no longer satisfied once Ω 6= 0.12 This can be analytically demonstrated
12 The trajectory dependence of the thermodynamical potential in the parameter space of a
nonequilibrium system has also been reported in Ref. [45].
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Figure 3. Violation of the integrability condition ∂ρ/∂| ~A| = ∂J‖/∂µ evaluated when
A/T = 20.94 and Ω/T = 6.283. The chemical potential µ is varied for a fixed temperature
T . The inset shows the scalar condensate for these parameters.
for the normal phase solution (2.24). From Eq. (2.26), one can check the violation
of the integrability condition: We instead obtain ∂/∂ ~A × ~J = −2Ω. Also, for the
superconducting phase, we numerically test the violation of the integrability condi-
tion as shown in Fig. 3. Since the charge density only depends on | ~A| and µ, the
first equation of the integrability conditions (4.6) implies ∂ρ/∂| ~A| = ∂J‖/∂µ where
J‖ ≡ ~J · ~A/| ~A| is the projection onto the direction of ~A. The plots explicitly show the
violation of the integrability condition. Notably, the violation is significantly small
in small T/µ where q is quite suppressed as we will see later. This might conversely
imply that the system can have a well-posed free energy (4.5) when the dissipation
of the energy is sufficiently small.
While we lack an unambiguous definition of a thermodynamic free energy, we
will still be able to make use of the Maxwell construction to quantify the phase
transition in Ω 6= 0. To evaluate the phase transition in the presence of nonzero Ω,
we employ
F ≡ −
∫
ρdµ (4.12)
at fixed (T, A, Ω), and use this as the free energy that determines the phase. Al-
though this definition has an ambiguity to add a free function of (T,A,Ω) for the
integration constant, it is irrelevant to identifying the phase transition because the
difference of the free energies between two states is used. As discussed in appendix C,
the choice in (4.12) is not the unique one, especially quantitatively, but we find that
the F constructed in this way shows the expected behavior for a free energy. (See
appendix B.) A first order phase transition is expected to be located at some point
where the condensate is multivalued, and we can obtain a reasonable estimate out
of (4.12).
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4.2 Phase diagram and transition temperature
Using the Maxwell construction explained above, we determine the critical values
of µ/T at which phase transitions occur for fixed (A/T,Ω/T ). These data are then
recast to the phase transition temperature T/µ at each (A/µ,Ω/µ). The derivation
of the phase diagram is explained in detail in appendix B. The parameter space
(A/µ,Ω/µ) can be divided into three regions as in Fig. 1. As summarized in sec-
tion 1, the scalar condensate has qualitatively different temperature dependence in
each region, and as a consequence the phase transition pattern is also different. We
denote by T 1stc and T
2nd
c the temperatures for first and second order transitions.
Fig. 4 is a contour plot of T 1stc . There is also a second order superconducting tran-
sition in regions A and C at T 2ndc , which has already been computed in Fig. 2(d):
T 2ndc = Tbranch in regions A and C. We do not draw T
2nd
c in this figure for visibility.
On the border of region B and the others, the temperature of the first order phase
transition is smoothly connected to that of the second order one: T 1stc = T
2nd
c on the
border of region B. The contour plot shows that, at fixed A, the phase transition
temperature decreases as Ω/µ is increased. Thus, the superconducting phase tran-
sition temperature is not increased by the effect of the rotating electric field. A 3D
plot of T 1stc is given in Fig. 8(b). On the upper-right boundary of the region C, the
transition temperature becomes zero. This indicates that the Floquet holographic
superconductor admits a first order quantum phase transition.13
In the absence of the spatial gauge field (A = 0), the superconducting transition
occurs at T/µ = 0.0587 (Fig. 2(d)). The temperature of the first order transition in
Fig. 4 is always lower than that value. This implies that there is no enhancement of
superconductivity. We also checked that, even if we consider the ensemble of a fixed
charge density ρ, there is no enhancement of the superconductivity.
5 Other physical quantities
5.1 Current and Joule heating
In Fig. 5, we show results of the electric current and Joule heating. In the plots except
Ω = 0, the current shows a slight dip around the branching temperature (though
it depends on the actual phase transition whether or not the dip can be observed
physically, especially for the case of a first order transition), but the current is nonzero
in low temperatures. The Joule heating is suppressed in low temperatures.
5.2 Normal and superconducting currents
Since ~A · ~˙A = 0 in our source, the current can be naturally decomposed into the
components orthogonal and parallel to the rotating source as
J = c1A˙+ c2A . (5.1)
13For 〈O2〉, the probe limit model can reach T → 0 without a divergence of 〈O2〉 [8].
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Figure 4. Contour plot of the first order transition temperature T 1stc . On the upper-right
boundary of the region C, the transition temperature reaches zero. In region A, there is
no first order transition. For the second order transition temperature, see Fig. 2(d).
(a) Current |J | (b) Joule heating q
Figure 5. Current and Joule heating for A/µ = 0.53, Ω/µ = 0, 0.1, 0.13, 0.15, 0.18.
Dashed lines are normal phase values.
With our ansatz, this reduces to
J = ic1ΩA + c2A , (5.2)
and thus the coefficients c1, c2 are given by
c1 =
1
Ω
Im
(
J
A
)
= − q
Ω2|A|2 , c2 = Re
(
J
A
)
. (5.3)
These coefficients can then be compared with those in empirical equations. From
(5.1), we obtain
J˙ = −c1E˙ − c2E . (5.4)
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(a) Normal component σn (b) Superconducting component ρs
Figure 6. The conductivity σn and superfluid density ρs for A/µ = 0.53 and Ω/µ =
0, 0.1, 0.13, 0.15, 0.18. Horizontal dashed lines in each panel indicate the normal phase
values σn = 1 and ρs = 0.
This equation contains Ohm’s law for normal conductors Jn = σnE and the first
London equation J˙s = ρsE for superconductors as we identify σn = −c1 and ρs = −c2.
Using (2.26), we obtain σn = 1 and ρs = 0 for the normal phase.
In Fig. 6, we show σn and ρs at A/µ = 0.53 and for several Ω. From σn, we find
that the normal component of the current gets suppressed in the superconducting
phase. As Ω/µ is increased, the switch from the normal to superconducting currents
is slowed down in low temperatures. For fixed A/µ so that the transition temper-
ature is the same, a larger Ω/µ induces a bigger normal component and a smaller
superconducting one.
In Sec. 4.1.2, we argued that the breakdown of (4.6) appears to stem from the
presence of the rotating normal current. Conversely, when the normal current is quite
suppressed, (4.6) is satisfied in great accuracy, and therefore the low temperature of
the superconducting phase may be well subject to static thermodynamics despite the
presence of the time dependent rotating electric field.
6 Summary
We studied a holographic superconductor in the presence of a rotating external elec-
tric field. A summary of the resulting phase diagram is given in Fig. 1. In particular,
we find the parameter region where the scalar condensate develops an “inverse S-
shape,” and there is a first order phase transition inside the condensed phase. To
evaluate the phase transition, we discussed Maxwell construction and introduced a
reasonable definition of free energy for our rotating electric field setup. We also con-
sidered the decomposition of the induced current to the normal and superconducting
components. The normal component is quite suppressed in the superconducting
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phase, and this suggests that the quite low temperatures can be considered very
static because thermodynamic free energy is well posed despite the time periodic
driving.
While there appears a new phase structure in the superconducting phase, we
did not observe any enhancement of superconductivity by the application of the ro-
tating electric field. The suppression of superconductivity by an external electric
field has been studied in Ref. [18], and the direct effects of the rotating electric field
also appear to disfavor the enhancement of superconductivity. It would remain an
interesting question if there are mechanisms to enhance superconductivity in holog-
raphy. Since an applied laser perturbs the lattice structure of condensed materials to
bring the system to nonequilibrium where superconductivity is enhanced, it might
be necessary to introduce spatial inhomogeneity in order to realize similar effects. In
the presence of inhomogeneity, it has been reported that the critical temperature for
superconductivity increases compared to homogeneous configurations [46–48]. Such
increased superconductivity may be further enhanced in nonequilibrium states by
driving by an external electromagnetic field.
We used the probe approximation for the study of the Floquet holographic su-
perconductor. For the reduction to the one-dimensional problem, this approximation
is essential: If we take into account the backreaction, the black hole spacetime cannot
be stationary anymore because of the constant energy flow from the boundary to the
horizon [39]. However, even for the backreacted case, our probe analysis would give
a good approximation while the total injected energy is much smaller than the initial
black hole mass.
In this paper, we focused only on spatially homogeneous solutions. It will be
important to address possible dynamical instabilities. A next step will be to study
the quasinormal modes in the holographic superconductor [49]. When Ω = 0 and
A 6= 0, finite momentum instabilities are found in homogeneous superconducting
solutions [50]. Finite Ω will be straightforwardly included in the analysis of quasi-
normal modes. If such instabilities exist, it may nonperturbatively result in the
formation of superconducting vortices and turbulence [51–56].
If we set A = 0, we do not obtain any self-maintained Floquet state with spon-
taneous current J 6= 0 analogous to boson stars [57, 58] or Floquet condensation
states [15]. This is because of the existence of the horizon acting as a dissipator.
There will be a chance to construct such Floquet solutions with spontaneous cur-
rents in dissipationless holographic backgrounds including confining backgrounds and
AdS solitons.
The linear perturbation of the Floquet holographic superconductor is an impor-
tant direction for future work. We can study the dynamical stability of states in the
multivalued region of the order parameter by the perturbation analysis. The DC and
AC conductivities can also be computed in a similar way as in Ref.[14]. Since the
rotating electric field explicitly violates the spacial parity, the Hall current would be
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induced in the current system.
The circularly polarized laser is used in experiment to realize the Floquet topo-
logical insulator [59]. On the other hand, the superconductivity in the calcium-
intercalated bilayer graphene is experimentally realized [60]. It would be nice if we
can verify our holographic results through the development of such works on super-
conductivities and Floquet states.
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A Numerical details for superconducting solutions
In this appendix, we explain details of numerically solving the bulk equations in the
superconducting phase Ψ 6= 0. For numerical calculations, we introduce χ ≡ Ψ/z,
which behaves as χ = ψ1+ψ2z+· · · near the AdS boundary. We also use the tortoise
coordinate r∗ instead of z so as to keep resolution in the near horizon region. The
equations of motion for χ(r∗), b(r∗) and At(r∗) are simply written as
χ,r∗r∗ =
[
f |b|2 −A2t +
zf
z3h
]
χ ,
b,r∗r∗ =
(−Ω2 + 2fχ2) b ,
At,r∗r∗ = −f ′At,r∗ + 2fχ2At .
(A.1)
These equations are regular at z = 0. Therefore, we need not introduce any cutoff
near the AdS boundary for numerical integration. In our numerical calculations, we
set zh = 1 (T = 3/4π) using the scaling symmetry (2.21). We can choose bH real
since a shift of its phase, bH → bHeiθ, just changes the time independent phases of the
electric field and current as A → Aeiθ and J → Jeiθ. Once numerical solutions are
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obtained, we can use this phase rotation to make A real as we do in the figures. Then,
the bulk solutions are parametrized by 4 real parameters (ΨH , bH , AH ,Ω). By the
4th order Runge-Kutta method, we numerically integrate Eq. (A.1) from the horizon
(for which we use a numerical cutoff r∗ ≃ −3.0) to the AdS boundary (r∗ = 0).
One of the purposes of the numerical calculations is to figure out (T/µ)-dependence
of
√〈O2〉/µ for fixed A/µ and Ω/µ as in Fig. 2. When we construct the data for
the figure, we fix ΨH and tune 3 parameters (bH , AH ,Ω) by the shooting method
so that ψ1 = 0 is satisfied and (A/µ, Ω/µ) become desired values. Once we find a
preferred solution by the shooting, we read out the physical quantities (〈O2〉, µ, ρ,
A, J , q) from the asymptotic form of the solution near the AdS boundary. From
these quantities, we compute scaling invariant combinations such as
√〈O2〉/µ and
T/µ. We change ΨH as ΨH = (c1 + c2n)
4 for n = 0, 1, 2, · · · . (Since the physical
quantities change rapidly for small ΨH , we took small steps for small ΨH .) Typically,
we choose c1 ≃ 0.1 and c2 ≃ 0.01. For n = 0, since ΨH is small, we can use the
normal phase solution as the initial guess of (bH , AH ,Ω). For the initial guess of the
nth (bH , AH ,Ω), we use the (n− 1)th values. Repeating this procedure, we can find
the (T/µ)-dependence of 〈O2〉/µ2.
B Detailed derivation of the phase structure
In this appendix, we explain how to derive the phase structure of the Floquet holo-
graphic superconductor (Figs. 1 and 4). To determine the transition temperature, we
use the Maxwell construction discussed in section 4.1. For the Maxwell construction,
we need to know the µ-dependence of ρ for fixed (A, Ω, T ). Using the scaling sym-
metry (2.21), we will non-dimensionalize the physical quantities by the temperature
T in this appendix. For numerical calculations, we basically use the same method
as in appendix A, but we use (A/T , Ω/T ) as the shooting target parameters instead
of (A/µ, Ω/µ). For fixed (A/T , Ω/T ), the horizon value of the scalar field is varied
as ΨH = (c1 + c2n)
4 for n = 0, 1, 2, · · · (c1 ≃ 0.1, c2 ≃ 0.01). For each n, we obtain
the charge density ρ = ρn and chemical potential µn. From the discrete data, we
compute the “free energy” at µ = µn as
F (µn) = −
n∑
m=1
ρm + ρm−1
2
(µm − µm−1) . (B.1)
In the normal phase, the free energy is analytically given by Fnormal(µ) = −2πT (µ2−
µ20)/3. We introduce the difference of the free energy from the normal phase
δF (µ) = F (µ)− Fnormal(µ) . (B.2)
Fig. 7 shows examples of δF (µ). We set (A/T,Ω/T ) = (20, 2) for panel (a) and
(A/T,Ω/T ) = (30, 6) for panel (b). We denote critical values of chemical potential for
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Figure 7. Typical profiles of the free energy measured from the normal phase.
first and second order phase transitions by µ1stc and µ
2nd
c , respectively. In panel (a),
δF intersects δF = 0 at µ1stc /T = 36.3. This indicates a first order phase transition.
In panel (b), the superconducting phase branches from the normal phase at µ2ndc /T =
49.0. This is a second order superconducting phase transition. We also find a self-
intersection of the curve at µ1stc /T = 49.9. This implies that there is a first order
transition between superconducting phases. In insets, we show superconducting order
parameters 〈O2〉 as functions of µ. In each panel, the first order transition point
µ = µ1stc is shown in vertical lines, and there is a phase transition between points A
and B.
We repeat the calculation described above for (A/T,Ω/T ) = (0.5i, 0.2j) where
i = 1, 2, · · · , 110 and j = 0, 1, · · · , 80. For each parameter, we obtain the critical
value of the first order transition µ1stc . Fig. 8(a) shows a 3D plot of µ
1st
c as a function
of A and Ω. We do not show µ2ndc because it is obtained by perturbative analysis
in section 2.4. Green points correspond to transitions between normal and super-
conducting (SC) phases (as in Fig. 7(a)). Light blue points are transitions within
superconducting phases (as in Fig. 7(b)). We can find that the light blue sheet is al-
most planar in the region of large A and Ω. The light blue sheet is well approximated
by
µ1stc
T
= 1.01× A
T
+ 2.09× Ω
T
+ 5.76 . (B.3)
We can expect that the critical chemical potential µ1stc is given by the above expres-
sion even outside of our numerical domain. From the numerical data of (A/T , Ω/T ,
µ1stc /T ), we can generate data of the transition temperature in the grand canonical
ensemble as (A/µ, Ω/µ, T 1stc /µ) = (A/T ×T/µ1stc , Ω/T ×T/µ1stc , T/µ1stc ). The result
is shown in Fig. 8(b). The region labeled “Extrapolation” is outside of our numerical
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Figure 8. Critical chemical potential and temperature for the first order phase transition.
domain, but we generate the data from Eq. (B.3) as
T 1stc
µ
= 0.173− 0.175× A
µ
− 0.363× Ω
µ
. (B.4)
The contour plot of Fig. 8(b) is nothing but Fig. 4. Looking at this figure from
above (i.e. projecting data onto a horizontal plane), we obtain Fig. 1. The curves of
the boundaries of regions A, B and C are constructed by interpolating/extrapolating
discrete numerical data.
C Integrability condition involving a scalar source
In this appendix, we evaluate the integrability condition when δψ1 is also taken into
account. Restoring the δψ1 variation and carrying out holographic renormalization,
the renormalized on-shell action (4.7) is modified to
s∞ =
∫
dtd2x
[
ρδµ+ ~J (t) · δ ~A(t) + ψ∗2δψ1 + ψ2δψ∗1
]
. (C.1)
Without loss of generality, we can set ψ1,2 real. Then, the integrability of the sources
and responses also requires
∂ρ
∂ Ξ1
=
∂〈O2〉
∂µ
,
∂〈O2〉
∂ ~A
=
∂ ~J
∂ Ξ1
, (C.2)
as well as (4.6), where Ξ1 =
√
2ψ1 is the scalar source.
When Ω = 0, we check that the integrability is satisfied as well. When Ω 6= 0,
again, the integrability conditions are violated as shown in Fig. 9.14 The violation
of the first relation in (C.2) implies that a function F satisfying even dF = −ρdµ−
14We obtain qualitatively the same violation also in the case of a nonzero scalar source, Ξ1 6= 0.
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Figure 9. Violation of the integrability conditions, evaluated when A/T = 20.94, Ω/T =
6.283 and Ξ1 = 0, which are the same parameters as in Fig. 3. The Ξ1-derivative is
calculated around the trivial scalar source background. The divergence to the right is due
to the superconducting phase transition and therefore is inessential.
〈O2〉dΞ1 does not exist, which involves the static sources µ and Ξ1 rather than the
dynamical ~A. This observation appears to indicate a deep trouble in constructing
a consistent thermodynamic potential in nonequilibrium systems. In our setup in
the main text, we have only µ as a static source, and we use it to define the free
energy (4.12).
We are hence aware that (4.12) is not the unique construction to evaluate the
quantitative value of, e.g., the phase transition temperature. The same concern
would apply to general studies of the phase structures of steady solutions in the
presence of a dynamical source. We intend that our phase transition search aims to
find qualitatively definite features.
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