We consider two random vectors X and Y, such that the components of X are dominated in the convex order by the corresponding components of Y. We want to find conditions under which this implies that any positive linear combination of the components of X is dominated in the convex order by the same positive linear combination of the components of Y. This problem has a motivation in the comparison of portfolios in terms of risk. The conditions for the above dominance will concern the dependence structure of the two random vectors X and Y, namely, the two random vectors will have a common copula and will be conditionally increasing. This new concept of dependence is strictly related to the idea of conditionally increasing in sequence, but, in addition, it is invariant under permutation. We will actually prove that, under the above conditions, X will be dominated by Y in the directionally convex order, which yields as a corollary the dominance for positive linear combinations. This result will be applied to a portfolio optimization problem.
1. Introduction. Given two random vectors X and Y of, say, the same dimension d, it is often useful to compare a positive linear combination of their components with respect to some ordering. This is, for instance, the case when each vector represents a portfolio of returns on d investments, and the weights represent the relative prices of the securities in the portfolio. The study of orderings for linear combinations of random vectors appears for instance in Muliere and Scarsini (1989) and Scarsini and Shaked (1990) with reference to the usual stochastic ordering, and in Arnold (1987) and Koshevoy and Mosler (1996, 1998) with reference to the Lorenz ordering.
The following problem is of interest: Under which conditions does the existence of some marginal orderings among the components of the vectors imply an ordering among a positive linear combination of the components? This means that only the marginals shall be ordered, whereas the dependence structure (i.e., the copula) shall be fixed.
If the order that we consider is the usual stochastic order, the solution to the problem has been given by Scarsini (1988) , who proved the following result: If X and Y have a common copula, then the stochastic order among the marginals implies the stochastic order among the vectors (which in turn obviously implies the stochastic order among the positive combinations). Scarsini (1998) proved that the result is false if the stochastic order is replaced by the convex order. Therefore, to solve our problem for the convex order, we need to consider some variation on the idea of convexity. Several extensions of convexity (and its corresponding orders) from the univariate to the multivariate case have been proposed. In particular, the so-called directional convexity has proved useful in several applications in applied probability, see, e.g., Shaked and Shanthikumar (1990) , Meester and Shanthikumar (1993, 1999) , and Bäuerle and Rolski (1998) .
The usual definition of convexity does not take into account a possible order structure on the space, whereas directional convexity does. Therefore this property seems to be particularly useful also in economic models when concepts like risk aversion and positivity of a price vector have to be taken into account simultaneously. A particular case of directional concavity (the dual of directional convexity) has been used by Finkelshtain et al. (1999) to characterize risk aversion with one insurable and one uninsurable risk.
To the best of our knowledge, the directionally convex order has first been introduced by Shaked and Shanthikumar (1990) . It is strictly related to the supermodular order, which has recently been applied successfully in many problems related to the comparison of dependence structures, see for instance Bäuerle (1997) and Meester and Shanthikumar (1993) for applications to stochastic models in operations research, Bäuerle and Müller (1998) and Müller (1997b) for applications in actuarial sciences, and Müller and Scarsini (2000) and Shaked and Shanthikumar (1997) for general theoretical properties.
The main difference between the directionally convex order and the supermodular order is that the supermodular order compares only dependence structures of vectors with fixed marginals, whereas the directionally convex order additionally takes into account the variability of the marginals, which may then be different.
Since a convex function of a positive combination of the components of a vector is directionally convex in the vector, directional convexity becomes an interesting tool for solving the above described problem. However, we derive the stronger result of directionally convex order, since it has many other applications, where a comparison of positive combinations of the components is not sufficient, as, e.g., in some queueing applications similar to the one described in Bäuerle and Rolski (1998) .
To state our main result we will need the definition of a new property of positive dependence, which we will call conditional increasingness. This notion of positive dependence is weaker than MTP 2 and stronger than conditional increasingness in sequence. We will show that if X and Y have a common conditional increasing copula, and if the components are ordered by the convex order, then the whole vectors are ordered by the directional convex order. We will show with some counterexamples that this property of positive dependence is needed, and cannot even be replaced by conditional increasingness in sequence. The main result will be used to solve a portfolio optimization problem with dependent assets.
The paper is organized as follows: Section 2 introduces some tools, that will be used to prove the main results, such as the standard construction, copulas, directional convexity, and some stochastic orders. Section 3 introduces the new concept of conditionally increasing random variables. Section 4 contains the main results. Section 5 describes an application to a portfolio optimization problem. Section 6 introduces a new stronger concept of mean preserving spreads, which will be used in the proof of the main theorem and has some interest by itself, since it simplifies a well known result by Rothschild and Stiglitz (1970) . Most of the proofs will be given in the Appendix.
Throughout this paper, "increasing" and "decreasing" are used in the weak sense, and if a distribution function F has a property and X has distribution F (X ∼ F ), we will say that X has the property.
2. Some useful tools.
2.1. The standard construction and its inverse. Now and in the rest of the paper, X = X 1 X 2 X d will be a d-dimensional random vector with joint distribution function
Denote by F 1 · the marginal distribution of X 1 , and denote by F i+1 1 2 i · x 1 x 2 x i the conditional distribution of X i+1 , given that X 1 = x 1 X 2 = x 2 X i = x i . The inverse of F 1 will be called F
−1 1
· and the inverse of F i+1 1 2 i · x 1 x 2 x i will be denoted
for all x 1 x 2 x d in the support of the distribution of X 1 X 2 X d . If the joint distribution F of the random vector, X 1 X 2 X d is absolutely continuous, and we define
U d are independent uniform 0 1 random variables. Note that the transformation defined in (2.1) is only one of many transformations which transform the random variables X 1 X 2 X d into d independent uniform 0 1 random variables. For example, we can permute the indices 1 2 d to get other transformations. By "inverting" F , we can express the X i s as functions of the independent uniform random variables U 1 U 2 U d . Denote
and, by induction,
where the x i s are functions of the u i s as given in (2.2) and (2.3). Let
where "= st " denotes equality in law (note that no continuity assumptions are needed for the validity of (2.6)). In fact, it is well known, and easy to verify, that if F is absolutely continuous, then *
The above ideas can be traced back to Rosenblatt (1952) . For recent references see, e.g., Rüschendorf and de Valk (1993) and Li et al. (1996) . 
There exist a random variable U , such that U is uniformly distributed on 0 1 , and,
There exists a univariate random variable Z and increasing functions
This distribution function is also called upper Fréchet bound, since Fréchet (1951) has shown that for any dis-
The notion of copula has been introduced by Sklar (1959) and studied by Kimeldorf and Sampson (1975) , under the name of uniform representation, and by Deheuvels (1978) , under the name of dependence function, among others. The copula is one of the most useful tools for handling multivariate distributions in
The function C is unique on × d i=1 Ran F i , the product of the ranges of F i , i = 1 d. Therefore, if F is continuous, then C is unique and can be constructed as follows:
Otherwise, C can be extended to 0 1 d in such a way that it is (the restriction to 0 1 d of) a distribution function with uniform marginals on 0 1 . Any such extension is called copula of F . The construction of a particularly interesting extension is shown in detail in Schweizer and Sklar (1983) . Most of the multivariate dependence structure properties of F are in the copula, which does not depend on the marginals, and is often easier to handle than the original F . More details about copulas can be found in Joe (1997) and Nelsen (1999) . Formula (2.7) can also be used to obtain a distribution function starting with a copula C and a set of marginals F 1 F 2 F d . The multivariate distributions of two random vectors X and Y have the same (set of) copula(s) iff for i = 1 d, there exist a strictly increasing function h i such that Y has the same distribution as h 1 X 1 h d X d . More general, if the functions h i are only weakly increasing, then X and Y have at least one common copula. Therefore, it is easy to construct two random vectors with a common copula.
2.3. Directional convexity. Definition 2.3. For a function f d → , we define the difference operators
where e i is the ith unit vector with respect to the canonical base of d and > 0.
, and all ≥ 0. The following theorem will provide some useful characterizations of directionally convex functions that will be used later.
Theorem 2.5. The following conditions are equivalent.
(i) f is directionally convex.
(ii) f is supermodular, and in addition, it is convex in each coordinate when the other coordinates are held fixed.
(iii) For all
Notice that usual convexity neither implies nor is implied by directional convexity. Nevertheless, the Characterizations (iii) and (iv) seem to be a very natural extension of univariate convex functions to higher dimensions.
Stochastic orders.
Here we will collect some important facts about the stochastic order relations that we need in the sequel. All stochastic orders that we will consider are so called integral stochastic orders, i.e., there exists some class of functions , such that X Y holds, if and only if Ef X ≤ Ef Y for all functions f ∈ , such that the expectation exists. If the class is not rich enough (which is not our case), the definition might have to be adjusted in order to deal with nonexisting expectations. Details about this problem can be found in Müller (1997a) .
Definition 2.6. For random vectors X Y, we define the following:
For the main properties of ≤ st , ≤ cx , and ≤ ccx , the reader is referred to the monograph of Shaked and Shanthikumar (1994) . For properties of ≤ sm , we refer to Shaked and Shanthikumar (1997) and Müller and Scarsini (2000) . Some results about ≤ dcx can be found in Meester and Shanthikumar (1993) and Bäuerle and Rolski (1998) .
The following implication is immediate:
Notice, however, that the directionally convex order neither implies nor is implied by the convex order. It is well known that for ≤ st and ≤ sm , it is sufficient to consider bounded continuous functions, and for ≤ cx it is sufficient to consider functions that are O x at infinity. We will show now that the same holds for the directional convex order.
An important example of a directionally convex function is
This reveals the connection of the directionally convex order with variability and dependence. Another example of a directionally convex function is f x = g x i for a convex function g → . This fact will be exploited in a portfolio optimization problem in §5. Using the fact that increasing directional convexity is preserved when taking compositions of functions, it is easily seen that all functions f n n → , defined recursively by f 2 x = x 1 + x 2 + and f n+1 x 1 x n+1 = f n x 1 x n + x n+1 + are directionally convex. Such functions arise in many recursive stochastic models, especially in queueing theory. Therefore the directionally convex order has interesting applications there, see Bäuerle and Rolski (1998) . Applications to Markov chains and Poisson processes can be found in Meester and Shanthikumar (1993, 1999) .
3. Conditionally increasing random variables. In general, the function *
X d (or their joint distribution function) are said to be conditionally increasing in sequence (CIS) if
is an increasing function of the variables x 1 x 2 x i−1 for all increasing functions for which the expectations are defined, i = 2 3 d. The CIS notion is a concept of positive dependence which was studied for instance by Lehmann (1966) and by Barlow and Proschan (1975) . The following result is implicit in Barlow and Proschan (1975) and is explicit in Rubinstein et al. (1985) .
Now we will define a stronger concept of dependence. Definition 3.2. A random vector X = X 1 X d is said to be conditionally increasing (CI) if
The notion of CI is a little stronger than CIS. It is easy to see that X is CI, if and only if X = X 1 X d is CIS for all permutations . Implicitly, this definition can already be found in Theorem 2 of Rüschendorf (1981) and in Theorem 5.3 of Block et al. (1985) . Rüschendorf (1981) shows that for normally distributed random vectors CI holds if and only if the inverse of the covariance matrix is an M-matrix, see Theorem 3.6 below. Block et al. (1985) show that CI is sufficient for positive dependence through stochastic ordering, a weaker concept studied in their paper. Karlin and Rinott (1980) investigated the concept of multivariate totally positive of order 2 (MTP 2 ), which is defined as follows: Assume that the random vector X = X 1 X d has a density f with respect to some -finite product measure = 1 × · · · × d . For x y ∈ d , define the lattice operators
Now we will show, how the notion CI is related to MTP 2 .
Proof. Karlin and Rinott (1980, Theorem 4 .1) have shown that MTP 2 implies CIS. Since the property MTP 2 is invariant under permutations, we can deduce that, if X is MTP 2 , then X is CIS for all permutations , and hence X is CI.
Example 3.4. We give simple two-dimensional examples, which show that the implications MTP 2 ⇒ CI ⇒ CIS are strict.
1. Assume that P X 1 X 2 = x 1 x 2 = 1 6
for all
x 1 x 2 ∈ 1 1 1 2 2 1 2 3 3 2 3 3
Then it is straightforward to show that X 2 ↑ st X 1 and X 1 ↑ st X 2 , hence X is CI. However, X is not MTP 2 , since we get for x = 1 2 and y = 2 1 that
Then X is CIS, but P X 1 ≥ 2 X 2 = 1 = 1/2 > 0 = P X 1 ≥ 2 X 2 = 2 . Hence, X 1 ↑ st X 2 and therefore X is not CI. The next proposition shows that all these positive dependence properties of a distribution F are inherited from its copula. These results are either well known or easy to prove.
Proposition 3.5. Let C be a copula, and let F be defined as in (2.7).
We will provide some examples of CI copulas. In Theorem 3.3, we have shown that MTP 2 is a sufficient condition for CI. Therefore, any distribution with an MTP 2 density has a CI copula. We refer the reader to Karlin and Rinott (1980) , where plenty of examples for MTP 2 distributions can be found. Some more examples can be found in Shaked and Spizzichino (1998) . In the important case of a multivariate normal distribution, the concepts of MTP 2 and CI almost coincide. This is shown in the next theorem, whose proof is omitted, since it is an immediate consequence of Theorem 2 in Rüschendorf (1981) .
Theorem 3.6. If the random vector X has a multivariate normal distribution with an invertible covariance matrix , then the following statements are equivalent:
its off-diagonal elements are nonpositive.
According to Theorem 3.6, the concepts of MTP 2 and CI coincide for normally distributed vectors with invertible covariance matrix. For noninvertible covariance matrices, however, CI may hold (e.g., if X = X 1 X 1 ), whereas the concept of MTP 2 is not defined in that case, since it requires the existence of a density with respect to a product measure.
In the bivariate case, we can give a complete characterization of CI copulas. It is a simple consequence of Corollary 5.2.11 in Nelsen (1999) .
Theorem 3.7. In the case d = 2, a copula is CI if and only if it is concave in each variable when the other variable is held fixed.
The theorem can be used to prove that the bivariate Marshall-Olkin distribution is CI, since it has a CI copula (see Marshall and Olkin 1967a, b, Muliere and Scarsini 1987) .
4. Main results. Now we will investigate the effect of some stochastic orderings of the marginals on the distribution of a random vector if we fix the copula. For the case of the usual stochastic order ≤ st , the situation is rather easy. Scarsini (1988) has proved the following theorem, for which we will provide here a much simpler proof, based on the representation (2.8).
Proof. Let U be a random vector with distribution function C, and assume that
A similar result for convex order holds only if the components are independent. In that case the following result is well known, see, e.g., Shaked and Shanthikumar (1994, Theorem 5.A.6 ).
In fact, the following stronger result holds (this is mentioned without proof or references in Shaked and Shanthikumar 1994) .
Proof. We show the result by induction on d. The case d = 1 is obvious. Hence, assume that the assertion holds for d − 1, and let f d → be componentwise convex. Then,
Here the first inequality follows from the induction hypothesis, and the second from the fact that t → Ef Y 1 Y d−1 t is convex for any componentwise convex f . If we replace, however, the assumption of independence with the assumption of a fixed copula, then the conclusion of Theorem 4.2 is not true anymore. To the best of our knowledge, the first counterexample has been given by Scarsini (1998) . He gave two examples, which show that the result holds for neither positively correlated nor negatively correlated normal distributions. Indeed, we can show the following result for bivariate normal distributions. Thus, restricting the copulas to have either positive or negative dependence will not provide any reasonable result for the convex order. We will have to look for other orderings for the random vectors. According to Theorem 4.3 we will need to weaken the componentwise convex order. Since X ≤ ccx Y ⇒ X ≤ dcx Y one possibility is to consider the directionally convex order.
Moreover, it is clear that we cannot expect the convex order of the marginals to lead to the convex order of the sum of the components, when the components are negatively dependent. In the financial literature, this phenomenon is known under the name of "hedging" risks. Assume that you are the owner of some stock, which yields a random return of X 1 . You can diminish your risk by investing in some other risky asset, which is negatively correlated with X 1 , e.g., a put option for that stock position. Let us assume that this put option yields X 2 = max K − X 1 0 and that you have to pay EX 2 for this put option. Then we can compare the situation of holding the stock and an amount of EX 2 in cash (i.e., your portfolio is X = X 1 EX 2 ) to the situation where you buy the put option (i.e., your portfolio is X = X 1 X 2 ). The portfolio X is less risky than X, namely, X 1 + EX 2 ≥ cx X 1 + X 2 , though EX 2 ≤ cx X 2 . This is an easy consequence of the well-known cut criterion for convex order, see, e.g., Theorem 2.A.17 in Shaked and Shanthikumar (1994) .
Thus, it is clear that we need some notion of positive dependence. In fact, the following theorem (the main result of the paper) shows that if we assume a common CI copula for the two vectors and if the marginals are ordered by the convex order, then the directionally convex order holds for the vectors. This will imply, as a corollary, that the convex order holds for all positive linear combinations.
Theorem 4.5. Let X Y be random vectors with a common CI copula C and assume that
X i ≤ cx Y i , for i = 1 2 d. Then X ≤ dcx Y.
Corollary 4.6. Let X Y fulfill the conditions of Theorem 4.5. Then, for all nonnegative
Proof. This follows immediately from Theorem 4.5 and the fact that for any convex function g → , and for any nonnegative 1 d ,
is directionally convex. A typical example where the assumptions of Theorem 4.5 are satisfied is the following. Let X and Y be multinormally distributed. If they have the same correlation matrix, they have the same copula. If this correlation matrix is an M-matrix, then by Theorem 3.6 their copula is CI. If,
. Now we will give an example that shows that the strong assumptions of Theorem 4.5 are really needed.
Example 4.7. We consider the following copula C in dimension d = 2. Let U 2 ∼ U 0 1 , U 1 = 2U 2 mod 1 and U 1 U 2 ∼ C. This means that the distribution of U 1 U 2 is concentrated on the two lines connecting 0 0 with 1 1/2 and 0 1/2 with 1 1 , and that it is uniformly distributed there. Formally, we have
It is easy to see, that C is CIS, since and thus
This result is surprising. Since CIS is a quite strong notion of positive dependence, which implies, e.g., association and orthant dependence, the example shows that, even under rather strong notions of positive dependence, a higher variability for the marginals may lead to a lower variability for the sum of the components. Thus, the assumptions of Theorem 4.5 can not be weakened to, e.g., association. Now we will see that a sort of inverse of Theorem 4.5 holds for comonotone random vectors. Since comonotonicity is the strongest possible notion of positive dependence, this shows that the directionally convex order is the strongest conclusion that we can expect in Theorem 4.5.
5. An application in portfolio optimization. Consider an investor who has the possibility of investment in d different stocks. If he invests one dollar into stock i, i ∈ 1 d , he will get a (random) return X i . We assume that the stocks have fair prices, so that (neglecting interest rate) the average return is EX i = 1, i = 1 d. Besides, the distribution of the vector of returns X = X 1 X d may be arbitrary. In particular, different forms of stochastic dependence can be assumed among the different stocks, e.g., among stocks in the same line of business or from the same country. Moreover, for every stock i a call option with strike price K i is available. We assume that these options also have a fair price, so that one has to pay p i = E X i − K i + dollars to buy an option for stock i. Clearly, p i < 1. Hence, investing one dollar into such an option yields a return of
is an increasing transformation of X i , so that X and Y have a common copula.
A risk-averse decision maker with an increasing concave utility function u → and m dollars available now faces the following decision problem:
Since it is intuitively clear that investing a dollar in an option involves a higher risk than investing a dollar in the corresponding stock, we may conjecture that a risk-averse decision maker will never buy an option, and therefore the optimal solution of the above problem has the feature b 1 = · · · = b d = 0. If the components of X are independent, then this is in fact easy to show. But if they exhibit negative dependence then this may not be the case! This is not surprising. A put option on X i can be seen as a call option on −X i , so every investor who buys put options to hedge his risk is utilizing this phenomenon. On the other hand, if the components of X are positively dependent, we are again led to conjecture that a risk-averse decision maker will not buy options. We will show now that this is indeed a consequence of Theorem 4.5, when X is conditionally increasing. Proof. We will show that
To do so, let X be the vector with components X i = a i X i + b i Y i , and let Y be the vector with components
Hence, X and Y have a common copula. Moreover, EX i = EY i = a i + b i , and since p i < 1, the functions f i and g i cross exactly once at the point x i = K i / 1 − p i . Thus, it follows from the cut criterion of Karlin and Novikoff (1963) that X i ≥ cx Y i . Therefore, we deduce from Theorem 4.5 that X ≥ dcx Y and thus Eu X i ≥ Eu Y i for all convex u, which is equivalent to Inequality (5.2) for all concave u.
6. Local mean-preserving spreads. In this section, we will provide some results about spreads, which will be useful to prove the theorems stated in §4, but which also have some interest by themselves. Let us start with a definition of a spread that strengthens the usual one introduced by Rothschild and Stiglitz (1970) . Our definition is stronger in two ways. First, we require that the spread be local, namely, that the mass removed from a point x ∈ be shifted at most to the two points of support immediately to the left and to the right of x, and second, we require that all mass be removed from x. This will be useful in the proof of Theorem 4.5. The formal definition is as follows.
Definition 6.1. Let F G be univariate discrete distributions on the finite set of points x 1 < x 2 < · · · < x n with discrete densities f and g respectively. Then G is said to differ from F by a local spread, if there exists some i ∈ 2 n − 1 , such that 0 = g x i ≤ f x i , g x i+1 ≥ f x i+1 , g x i−1 ≥ f x i−1 and g x j = f x j for all j ∈ i − 1 i i + 1 . A local spread is said to be mean preserving if F and G have the same mean. We will write F ≤ ls G, if G is a mean-preserving local spread of F .
The following theorem shows that, even if a local mean-preserving spread is very particular, for discrete distributions, it does the same job as a mean-preserving spread in the sense of Rothschild and Stiglitz (1970) . For a related construction see Machina and Pratt (1997 
Next we will show that arbitrary convex ordered distributions can be approximated by distributions fulfilling the conditions of Theorem 6.2. This is an extension of Theorem 1b in Rothschild and Stiglitz (1970) . Moreover, our proof is much simpler. n , n ∈ of random variables with finite support, such that X n ≤ cx Y n for all n ∈ , X n → X and Y n → Y in law, EX n = EX for all n ∈ , and EY n = EY for all n ∈ .
Appendix. Proofs. Proof of Theorem 2.5. The equivalence of (i) and (ii) is obvious. The equivalence of (ii), (iii), and (iv) can be found in Shaked and Shanthikumar (1990) . Now we will deal with (v). It is clear that (iv) implies Inequality (2.9). Hence, according to (ii), the proof is complete, if we can deduce from Inequality (2.9) that f is supermodular and convex in each coordinate. The convexity is immediate, if we choose i = j in Inequality (2.9). Thus supermodularity remains to be shown. For that, let us fix some n ∈ . Then, Inequality (2.9) implies f x+ k+1 n e i + e j −f x+ k n e i + e j −f x+ k n e i +f x+ k−1 n e i ≥ 0 for all k = 0 n. Adding up these inequalities over all k yields
Since f is convex in each coordinate, it is continuous in each coordinate, and hence for n → , we get
whence f is supermodular. Now we will show that (vi) is equivalent to (iv). The "if" part is easy. Write y = d i=1 i e i , and choose i = i . Then (2.10) implies
Adding up these inequalities yields
The "only if" part is a little trickier. If = , then the assertion is obvious. Hence, we have to consider the two cases < and > . Assume < . Since f is convex in each fixed direction, we have
and according to (iv), we have
Hence,
Now assume > . Then use the fact that
and that f x 2 + e i − f x 2 + e i − e i ≥ f x 1 + e i − f x 1 to deduce
Proof of Theorem 2.7. We will show that any directionally convex function f d → can be approximated monotonically from below by directionally convex functions f n , such that f n x = O x at infinity. The theorem then follows from the monotone convergence theorem. The idea of the construction is as follows: Let f n coincide with f in a cube with diameter 2n, i.e., f n x = f x for all x ∈ d with x = max d i=1 x i ≤ n, and linearly extrapolate it outside of this cube. Formally, this means that we define n → as
Since f is convex in each variable, when the others are held fixed, it has left and right partial derivatives. Hence, we can define
Finally, the function f n is given as
It is clear that f n x = O x at infinity. Thus, it remains to show that the sequence f n converges monotonically to f , and that each f n is directionally convex. We will assume for simplicity that f is twice differentiable (the general case is similar, but more technical). In this case the definition of f n reduces to
where f denotes the gradient of f . It is trivial that f n converges to f , since f n x and f x coincide for n ≥ x . It is also clear that f n x ≤ f n+1 x ≤ f x , since f is convex in each variable when the others are held fixed, and we have replaced f x outside the cube by the corresponding supporting line (resp. plane) at f n x . Directional convexity of f n follows from the fact that 
Proof. Since F is comonotone, and all marginals have finite support, the support of F is given by a finite set
Since G 1 is obtained from F 1 by a mean-preserving local spread, there are p ∈ 0 1 and > 0, such that G 1 is obtained from F 1 by removing all mass p from the point s ∈ , and moving mass p to the point s − 1 − and mass 1 − p to s + . Moreover, there are 1
. To avoid some technicalities, we assume without loss of generality that j = i + 1 (The general proof for j > i + 1 can then be derived from that by induction, and the case j = i is easy.) Hence, there is some ∈ 0 1 such that P X = x j = p and P X = x i = 1 − p. Since P Y 1 = s = 0, the random vector Y has no mass in these two points. Instead, we add some mass to two or three other points. We have to distinguish the following two cases: Case 1. ≤ 1 − : In this case, a portion p of the mass is moved to x i − 1 − e 1 , a portion 1 − − p is moved to x i + e 1 , and a portion p is moved to x j + e 1 . Hence, we have
Now if f is directionally convex, then it is convex in the first variable, and therefore
This implies
Here the last inequality follows from Theorem 2.5 (vi). Case 2. > 1 − : In this case, a portion 1 − p of the mass is moved to x i − 1 − e 1 , a portion + −1 p is moved to x j − 1− e 1 , and a portion 1− p is moved to x j + e 1 . Hence, we have
Since f is directionally convex, and hence convex in the first variable, we have
Here the last inequality again follows from Theorem 2.5(vi).
, n ∈ be a sequence of random vectors, and let the marginals F n i converge weakly to some F i , i = 1 d. Moreover, assume that the distribution of X n can be written as
for some fixed copula C. Then X n converges weakly to some X with distribution Proof. Part (a) can be found in Sempi (1983) and (b) is an immediate consequence of Lemma 8.3 in Bickel and Freedman (1981) .
Proof of Theorem 6.2. The "if" part is standard. Therefore, we will concentrate on the "only if" part. We will use a construction similar to the one in Müller (1998) . We define the integrated distribution function F t = t − F z dz, t ∈ , and similarly G t = t − G z dz, t ∈ . It is easy to see that F as well as G is an increasing convex, piecewise affine function with F t = 0 for all t ≤ x 1 , and it is well known that F ≤ cx G, if and only if F t ≤ G t for all t ∈ . Let us assume that f x i = g x i for i = 1 − 1. We will construct a sequence F = F 1 ≤ ls F 2 ≤ ls · · · ≤ ls F m ≤ ls G, such that f m x i = g x i for i = 1
. The assertion then follows by induction on . For this construction, let h be the line through x G x and x +1 G x +1 and let = inf t > x h t = F t . This always exists and is finite, since h < 1 and F t = 1 for t > x n . If = x , then G t = F t for all t ≤ x +1 , and hence, f x i = g x i for i = 1 , and thus we have nothing to show. Therefore let us assume that > x . Then there is some m ∈ , such that x +m−1 ≤ ≤ x +m . Let h j be the line through x F x and x +j F x +j , and define F j = max F h j , j = 1 m−1 and let F m = max F h . Then the corresponding distributions fulfill F = F 1 ≤ ls F 2 ≤ ls · · · ≤ ls F m ≤ ls G, and G t = F m t for all t ≤ x +1 , hence f m x i = g x i for i = 1 . Proof of Theorem 6.3. Let and be the integrated distribution functions of X and Y . We will construct the integrated distribution functions n and n n ∈ corresponding to X n and Y n , respectively. This can be done as follows. Since and are increasing and convex, they are the maximum of countable sets 1 2 resp. 1 2 of increasing linear functions. Take, e.g., the lines of support in all rational points. Now define n t = max 0 t − EX 1 t 2 t n t t ∈ and n t = max t − EY n t 1 t 2 t n t t ∈ Then we obviously have n ≤ n , n → and n → . Moreover, n and n are obviously piecewise affine. Hence the assertion follows from Müller (1998, Theorem 2.3 and A.1).
Lemma A.3. Let X Y be comonotone random vectors, and assume that
Proof. By Lemma A.1, if we have two discrete comonotone random vectors X and Y such that the second is obtained from the first by a local mean preserving spread in just one coordinate, then X ≤ dcx Y. Finally, Lemma A.2 tells us that if the marginals converge in law and in mean, and the copula is fixed, then lim n→ Ef X n = Ef X for every continuous f d → such that f x = O x at infinity. Theorem 2.7 then gives the result.
Proof of Theorem 4.5. Let us first assume that X and Y differ only in their first marginal, and that the copula is CIS. According to Lemma 3.1 there exist i.i.d. random variables U 1 U d ∼ U 0 1 and monotone functions h i 0 1 i → 0 1 , such that X 1 = F
