Welcome New Associate Editors
Associate Editors play a very critical role in maintaining the quality of a journal and in getting all submissions reviewed in a professional and timely manner. So, I would like to begin our year by introducing them. All of them are established authorities in their respective fields and have been carefully selected based on their expertise and past publication experience with the IEEE TRANSACTIONS ON 
Thank you, Marios
Next, I want to offer a heartfelt "Thank you!" to my predecessor, Marios Polycarpou. Under the leadership of Marios, not only has the quantity of submissions to the TNN increased, but also the quality. In 2008, the TNN received 585 submissions, and in 2009, that number will be more than 600. In addition, we have seen a steady increase in the quality of papers submitted to our TRANSACTIONS. Since Marios took over the TRANSACTIONS on January 1, 2004, he has led the transition from a manual to an allelectronic submission and review system, the ScholarOne Manuscripts system (previously, the Manuscript Central system). Our TRANSACTIONS also went from six issues per year to 12 issues per year currently. Thank you, Marios, for a job well done.
With the ScholarOne Manuscripts system, we have now streamlined all submissions and reviews in a paperless fashion with an environment-and user-friendly process. This has resulted in a faster procedure for paper review and handling. It also makes it easier for the Editor-in-Chief to communicate with Associate Editors and authors. I would like to mention that my predecessor has exerted tireless efforts to transition through several versions of the ScholarOne Manuscripts system.
The most recent ISI journal citation report indicated that our TRANSACTIONS has an impact factor of 3.726 (see Fig. 1 ). With this, it is ranked fourth among all journals in artificial intelligence, ninth among all IEEE journals, and eleventh among all journals in electrical and electronic engineering. I would like to congratulate Marios for his leadership and hard work in achieving what we have today. Thank you again, Marios.
Challenges
In terms of challenges for 2010, I see this year as a crucial period of potential growth and development. This issue marks the beginning of the 21st year of the TNN. Founded in 1990, the TNN has undergone many changes. However, just as a young person crossing the threshold into adulthood, our TRANSACTIONS is coming of age and must continue to grow and change.
I am very excited about the related challenges ahead of me. I can imagine how difficult it was to increase the rankings of our TRANSACTIONS in recent years. So my primary challenge will be to start with the current ranking and try to improve it further. Other challenges include making the TNN the number one choice for young and senior researchers in our field to publish their best research results and to search for the latest information. The TNN has been growing steadily since it was founded 20 years ago. We must make sure that this trend continues and that the TNN will show significant further growth in the years to come.
Self-Introduction
Finally, let me say a few words about myself. I started working in neural networks after I joined the University of Notre Dame as a Ph.D. student in electrical engineering with a Michael J. Birck Fellowship in 1990. I worked with Prof. Anthony N. Michel on nonlinear dynamical systems with saturation nonlinearities that include several classes of recurrent neural networks. Our work included analysis and synthesis of recurrent neural networks, robust analysis and design of associative memories, and synthesis algorithms for cellular neural networks.
In addition to neural networks, my research interests include intelligent control with a primary focus on adaptive dynamic programming and reinforcement learning (ADPRL) and its applications. Neural networks are used as a tool for functional approximation to the implementation of adaptive dynamic programming, even though other functional approximation tools may be employed.
I am working with my Ph.D. students and collaborators on the fundamental theoretical development of ADPRL and applications with significant economic impact. I have also started working in the field of computational neuroscience, which I view as a natural next step in the quest for understanding brain functions and brain-like intelligence.
The ultimate goal of my research is to understand and mimic natural, biological neural networks, i.e., our brain. My current study on adaptive dynamic programming is closely related to the learning functions of the brain. Computational neuroscience is an exciting interdisciplinary field, which is at the intersection of neuroscience, biological science, computer science, and engineering. It is a multidisciplinary research effort, and I am collaborating with others in medical and psychological disciplines.
In conclusion, I would like to express my sincere gratitude to the Institute of Automation, Chinese Academy of Sciences (Prof. Fei-Yue Wang, Vice-President of CASIA, and Director of the KLCSIS) and the Department of Electrical and Computer Engineering, University of Illinois at Chicago (Prof. Mitra Dutta, Head of UIC's Electrical and Computer Engineering Department) for allowing me and the TNN staff to use the extra office space as well as the computing and networking facilities for the benefit of our TRANSACTIONS.
I look forward to a wonderful new year and this exciting new opportunity with the TNN.
