Abstract. We revisit the notion of a product of a normal subsystem with a p-subgroup as defined by Aschbacher [Asc11, Chapter 8]. In particular, we give a previously unknown, more transparent construction.
Introduction
Saturated fusion systems are categories mimicking important properties of fusion in finite groups. They were (under a different name) first defined and studied by Puig in the early 1990's, mostly for the purposes of block theory; see [Pui06] and [Pui] . Later, Broto, Levi and Oliver introduced in [BLO03b] the now standard notation and terminology. They also extended Puig's theory for the study of classifying spaces of finite groups.
From the very beginning, translating group theoretical concepts into the framework of fusion systems played a vital role in developing the theory from an algebraic point of view. Already Puig has introduced normalizers and centralizers of p-subgroups in fusion systems, normal and central subgroups, factor systems, and a notion of normal subsystems. More recently, in two fundamental papers [Asc08, Asc11] , Aschbacher has built up an increasingly rich theory. His main motivation was to provide a framework in which portions of the classification of finite simple groups can be carried out in the category of fusion systems, hopefully leading to a simpler proof.
Even though concepts borrowed from finite group theory became fundamental for the understanding of fusion systems, many constructions which are elementary in groups are difficult or perhaps even impossible in fusion systems. For example, if N is a normal subgroup of a group G then, for any subgroup H of G, the product N H is trivially again a subgroup of G. If we, in contrast, consider a saturated fusion system, products of normal subsystems with other saturated subsystems are so far only constructed in very special cases. Aschbacher [Asc11, Thm. 3] has proved the existence of a product of two normal subsystems provided their underlying p-groups commute. Moreover, he has defined a product of a normal subsystem with a p-subgroup; see Theorem 5 and Chapter 8 in [Asc11] . In this paper we aim to review the latter concept. The reason is firstly that, even though Aschbacher's proof is constructive, the explicit description of the product system is quite complicated, so we would like to give an easier construction. Secondly, we seek to simplify parts of the arguments in the proof of [Asc11, Thm. 5] and to give a more transparent proof. Our proof, like Aschbacher's, uses the existence of models for constrained fusion systems as proved in [BCG + 05], and thus relies indirectly on the vanishing of certain higher limits of functors; see also [AKO11, Section III.5.2]. Apart from that our proof is elementary and essentially self-contained. In particular, we avoid the counting argument in [Asc11, 8 .1] which relies on the existence of a certain (S, S)-biset from [BLO03b, Prop. 5.5] via [BCG + 07, Prop. 1]. This simplification is mainly achieved by exploiting the existence of wellplaced subgroups which we define in 4.3. However, part of our proof still follows Aschbacher's work.
For the remainder of this paper, we assume the following hypothesis:
The author was supported by the Danish National Research Foundation (DNRF) through the Centre for Symmetry and Deformation. Hypothesis 1. Throughout, p is a prime and F is a saturated fusion system on a finite pgroup S. Let F 0 be a normal subsystem of F on a subgroup S 0 of S. Let T be a subgroup of S containing S 0 .
We refer the reader to [AKO11] for the main definitions regarding saturated fusion systems and normal subsystems. Next we will construct the product F 0 T , which we sometimes also denote by (F 0 T ) F to stress that we form the product inside the given fusion system F. Note that the following definition trivially leads to a notion of the product of F 0 with an arbitrary subgroup R of S just by setting F 0 R := F 0 (S 0 R).
Definition 1. For a subgroup P ≤ S set

A
• (P ) := A
• F ,F 0 (P ) := ϕ ∈ Aut F (P ) : ϕ p ′ -element, [P, ϕ] ≤ P ∩S 0 and ϕ| P ∩S 0 ∈ Aut F 0 (P ∩S 0 ) . The product of F 0 with T in F is the fusion system F 0 T := (F 0 T ) F := A
• (P ) : P ≤ T and P ∩ S 0 ∈ F c 0 T . Here, for any set H consisting of F-morphisms between subgroups of T , we write H T for the smallest subsystem of F on T containing every element of H.
In the definition above, it might at first seem artificial to restrict attention to the subgroups P of T with P ∩ S 0 ∈ F c 0 . However, this is indeed essential. We prove in 4.7 that A • (P ) = O p (Aut F 0 T (P )) for any P ≤ T with P ∩ S 0 ∈ F c 0 . In contrast, for an arbitrary subgroup P of T , A
• (P ) does not need to be contained in Aut F 0 T (P ) as we show in Example 7.5. Thus, it seems that there is no easy way of describing Aut F 0 T (P ). Nevertheless, according to the theorem we state next, the subsystem F 0 T is in fact the only saturated subsystem of F which can sensibly play the role of a product of F 0 with T .
Theorem 1. The fusion system
The above theorem is essentially [Asc11, Thm. 5] except for the concrete description of F 0 T . The uniqueness implies in particular that our subsystem F 0 T coincides with the subsystem F 0 T defined by Aschbacher. For the uniqueness statement it is actually important to form the product "internally", i.e. inside of a fixed fusion system F; see Example 7.4.
If G is a finite group, S ∈ Syl p (G) and N G, then by [AKO11, Prop. I.6.2], F S∩N (N ) is a normal subsystem of F S (G). As stated in the next proposition, the fusion system product coincides, in the group case, with the fusion system of the usual product of subgroups. Proposition 1. Suppose F = F S (G) for some finite group G with S ∈ Syl p (G), and there exists a normal subgroup N of G such that S 0 = S ∩ N and
By the Hyperfocal Subgroup Theorem of Puig [Pui00, §1.1] and [AKO11, Thm. 7.4],
for any finite group G with S ∈ Syl p (G). Thus, under the hypothesis of Proposition 1,
Thus, Proposition 1 could be obtained as a consequence of Theorem 1. However, we need to prove Proposition 1 first, because it is applied in the proof of Theorem 1 to constrained local subsystems, which by [BCG + 05] come from a finite group. The overall structure of this paper is as follows: After some preliminary results in Section 2, Proposition 1 is proved in Section 3. In Section 4 we prove various properties of F 0 T , which in Sections 5 and 6 are used to prove Theorem 1. We conclude in Section 7 with some final remarks and examples. In particular, we explore in Subsection 7.1 connections to factor systems. We adapt the definitions and notations from [AKO11] , especially the ones from Part II, as we write our functions on the right side. Furthermore, throughout this paper, we use the following notation: Notation 1. Set D := F 0 T and, for any P ≤ T , P 0 := P ∩ S 0 .
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Preliminaries
In this section we collect some lemmas regarding fusion systems, which are necessary later on. According to Hypothesis 1, F is a saturated fusion system on S. So in addition to the weak axioms [AKO11, Def. 2.1] that are satisfied in any fusion system, two non-trivial axioms need to be satisfied, the Sylow axiom and the extension axiom; see [AKO11, Prop. 2.5] and also [AKO11, Def. 2.2] for an equivalent definition. The extension axiom says that, for subgroups P, Q ≤ S with Q fully F-centralized, each ϕ ∈ Iso F (P, Q) extends to an element of Hom F (N ϕ , S), where
By the next remark, this is actually a natural condition, since N ϕ is the largest subgroup of N S (P ) to which ϕ can possibly be extended.
Remark 2.1. Let P X ≤ S, and let ψ : X → S be a group monomorphism (not necessarily in F) such that ϕ := ψ| P ∈ Hom F (P, P ψ). Then for all g ∈ X, (c g | P )ϕ * = c gψ | P ψ . In particular, X ≤ N ϕ and Aut X (P )ϕ * = Aut Xψ (P ψ).
As it will become apparent in the proofs, the above remark has also some very practical consequences, since in many cases it allows to extend a morphism in a subsystems of F, provided there exists an extension in F. In this connection also the next remark is useful. Recall that, given a (not necessarily saturated) fusion system E on a finite p-group R, a subgroup Q of R is called fully automized in E if Aut R (Q) ∈ Syl p (Aut E (Q)).
Remark 2.2. Suppose E is a subsystem of F on a subgroup R of S. Let P ≤ R and ϕ ∈ Hom E (P, R) such that P ϕ is fully automized in E. Then Aut Nϕ∩R (P )ϕ * ≤ Aut R (P ) and
The next rather specialized result gives a connection between two potentially different extensions of a morphism.
Lemma 2.3. Let P ∈ F, Q P , γ ∈ Aut F (P ) and β ∈ Hom F (P, S) such that β| Q = γ| Q . Then
Proof. Observe first that Qβ = Qγ is normal in P γ = P . Let x ∈ C P (γ). Using 2.1 we obtain
This implies [x, β] = x −1 (xβ) ∈ C S (Qβ) and thus the assertion.
We now turn attention to the normal subsystem F 0 of F; see [AKO11, Section I.6] for a detailed introduction to normal subsystems. The next two lemmas are concerned with properties of subgroups of S 0 .
Lemma 2.4.
(a) For any P 0 ∈ F c 0 ,
Proof. Note that every element of Aut F (S 0 ) induces an automorphism of F 0 and thus maps every F 0 -centric subgroup to an F 0 -centric subgroup and every fully F 0 -normalized subgroup to a fully F 0 -normalized subgroup. If P 0 ∈ F c 0 and ϕ ∈ Hom F (P 0 , S) then by the Frattini argument for fusion systems [AKO11, Prop. I.6.4], ϕ = ϕ 0 β for ϕ 0 ∈ Hom F 0 (P 0 , S 0 ) and some β ∈ Aut F (S 0 ). Then P 0 ϕ 0 ∈ F c 0 as P 0 ∈ F c 0 . Hence, also P 0 ϕ = (P 0 ϕ 0 )β ∈ F c 0 proving (a). Let now P 0 and α be as in (b). Then again by the Frattini argument [AKO11, Prop. I.6.4], α = α 0 β for some α 0 ∈ Hom F 0 (N S 0 (P 0 ), S 0 ) and some β ∈ Aut F (S 0 ).
We conclude this section with a technical result needed in the proof of 5.6. It gives some properties of extensions of morphisms between subgroups of S 0 . 
We need to show that A • (P ) ≤ Aut N T (P ). Let ϕ ∈ Aut F (P ) be a p ′ -element such that [P, ϕ] ≤ P 0 and ϕ| P 0 ∈ Aut F 0 (P 0 ). Then there exist p ′ -elements g ∈ N G (P ) and n ∈ N N (P 0 ) such that ϕ = c g | P and ϕ| P 0 = c n | P 0 . Then gn −1 ∈ C G (P 0 ). Moreover, [P, g] ≤ P 0 and thus, by a property of coprime action [KS04,
Thus we have shown that g, n ∈ X and gC = nC, whence also gC = nC. Observe that C is a p-group by [KS04, 8.2.2(b)]. It follows that g C = n C and g , n are p ′ -Hall subgroups of g C. Thus, as g C is solvable, g and n are conjugate in g C. This implies g ≤ n X ≤ N ∩ X and thus g ∈ N ∩ X. Therefore, there existsñ ∈ N such that
4. Properties of D = F 0 T Remark 4.1. Let P ≤ S 0 and α ∈ Hom F 0 T (P, S 0 ). Then α = c t α 0 for some t ∈ T and α 0 ∈ Hom F 0 (P t , S 0 ). Moreover, for any such t, α 0 , we have N t α ≤ N α 0 . Proof. By construction of F 0 T , α is the product of morphisms in F 0 and morphisms induced by T . Moreover, for any Q ≤ S 0 , β ∈ Hom F 0 (Q, S 0 ) and s ∈ T , we have β(c s | Qβ ) = (c s | Q )β whereβ := (c s | Q ) −1 β(c s | Qβ ) ∈ F 0 as F 0 is normal in F. This yields the existence of t ∈ T and α 0 ∈ Hom F 0 (P t , S 0 ) with α = c t α 0 . Using 2.1, we obtain for any such t, α 0 that
Proof. By 4.1, we have ϕ = c t ϕ 0 for some t ∈ T and ϕ 0 ∈ Hom
Then we call P 0 well-placed if for all i ≥ 0, the following conditions hold:
Proof. Let Q 0 be a counterexample with |Q 0 | maximal. We may assume
) and S 0 is well-placed. Hence, Q 0 < S 0 and thus
. Hence, P 0 < S 0 and thus P 0 < P 1 := N S 0 (P 0 ). As P 0 is well-placed,
As P 0 is well-placed, P 0 is fully F 0 -normalized and thus fully F 0 -automized. In particular, by the Frattini argument, Aut
This yields the assertion.
Proof. By 4.4, we may choose
and so ϕ induces a p-automorphism of P S 0 /S 0 . Hence, [P, ϕ] ≤ P 0 . Moreover,
by 4.6. This proves ϕ ∈ A • (P ) which yields the assertion.
D = F 0 T is saturated
To show that D = F 0 T is saturated, we assume from now on that (F, F 0 , T ) is a counterexample such that first F is minimal with respect to inclusion, then F 0 is minimal with respect to inclusion, and then |T | is maximal.
Lemma 5.1. T is strongly closed in F.
Proof. If T = S then we are done. Thus we may assume that T < S and thus T < T 1 := N S (T ). Then the maximality of |T | implies that F 0 T 1 is saturated. Observe that T is strongly closed in F 0 T 1 . Therefore, we may assume F = F 0 T 1 . Then by the minimality of F,
Note that for P 0 ∈ F f c 0 and α ∈ Hom F (N S (P 0 ), S), P 0 α ∈ F c 0 by 2.4(a), so G(P 0 α) and N (P 0 α) exist, and H(P 0 , α) is well-defined. In fact, for the definition of H(P 0 , α) and N (P 0 , α), it would not by necessary to assume P 0 ∈ F f 0 , but this is only to ensure that N (P 0 , α) is saturated, as we prove in detail in the next lemma.
We will use from now on without reference that, by [AKO11, Lemma II.3.1], for any P 0 ∈ F f c 0 , there exists α ∈ Hom F (N S (P 0 ), S) such that P 0 α ∈ F f and in particular,
(In fact, by [Asc11, 8.3 .3], |N(P 0 )| = 1. However, this property will not be needed in our proof.)
and
is a saturated fusion system on N T (P 0 )α. In particular, N is saturated, as α −1 induces an isomorphism from N 1 to N . Moreover, P 0 α H(P 0 , α), so P 0 α N 1 and thus P 0 N . Note also
. By 3.1 and 4.7 applied with (D(P 0 α), E(P 0 α), N 1 ) in place of (F, F 0 , D), we get
So it only remains to show that N is a subsystem of D. Let Q ∈ N f rc . As P 0 N , we have, P 0 ≤ Q 0 and so Q 0 ∈ F c 0 as
Proof. Let N ∈ N(P 0 ). By 5.3, N is a saturated subsystem of D on N S (P 0 ) with P 0 N and Aut F 0 (P 0 ) ≤ Aut N (P 0 ). Using 4.6 and the fact that P 0 is fully D-automized, we obtain Aut D (P 0 ) = Aut F 0 (P 0 ) Aut T (P 0 ) = Aut N (P 0 ). By 2.2, applied with (T, D) in place of (R, E),
. Now the assertion follows from the fact that N is saturated.
Remark 5.5. Let P ≤ T be fully D-automized and
Then the assertion holds for α = βγ.
For the next lemma recall that a subgroup U ≤ T is called D-receptive if for any P ≤ T and α ∈ Iso D (P, U ), α extends to a member of
Assume the assertion is wrong and let U 0 be a counterexample such that |U 0 | is maximal. We show first:
We prove (5.6.1) by contradiction. Let (P 0 , α) be a counterexample to (5.6.1) such that
So replacing β by βϕ, we may assume that Aut
Therefore, replacing β by βψ we may assume
If R 0 = N S 0 (U 0 ) then, as U 0 is well-placed, R 0 is also well-placed and, by 4.3(iii),
Hence, in this case we can and will chooseR 0 = R 0 and β = Id R 0 . As U 0 is well-placed, U 0 is fully D-automized. Thus, by 2.2, N α ∩ T = N D α . Now by 2.6 applied with (D, αβ| U 0 ,αβ, U 0 β) in place of (E, α,α, V 0 ), we have
is a counterexample to (5.6.1), P 0 < Q 0 and thus |R 0 | > |U 0 |. Therefore, as U 0 is a counterexample to 5.6 with |U 0 | maximal,αβδ extends to γ ∈ Hom D (N α ∩ T, T ). Then γ| P 0 = (αβ)| P 0 since δ| U 0 β = Id. So γ extends αβ. Note also that |R 0 | > |U 0 |, so the maximality of |U 0 | gives also that β extends to
If R 0 = N S 0 (U 0 ) then by our assumption, β = Id and γ extends α = αβ. Hence, we may assume from now on that R 0 < N S 0 (U 0 ). Then
As U 0 is well-placed, U 0 is fully D-automized, so 5.5 implies that there exists
So equality holds above and thus C
where the first and last equality uses 2.1. This implies
Hence, γβ −1 ∈ Hom D (N α ∩ T, T ) is well-defined and extends α, so (5.6.1) holds.
We now derive the final contradiction. Since U 0 is a counterexample to the assertion, there exists P 0 ∈ U D 0 and α ∈ Hom D (P 0 , U 0 ) such that α does not extend to a member of Hom D (N D α , T ). As U 0 is well-placed, U 0 is fully D-automized, so by 2.2,
. So by 5.4, P 0 = S 0 and thus
0 is fully D-automized and χ −1 ∈ Aut D (U 0 ), it follows from 5.4 that χ −1 extends to ψ ∈ Hom D (N χ −1 ∩ T, T ). Then γψ ∈ Hom D (N α ∩ T, T ) extends α, a contradiction which completes the proof.
Lemma 5.7. Let P 0 ∈ F c 0 . Then there exists α ∈ Hom D (N T (P 0 ), T ) such that P 0 α is wellplaced.
Proof. By 4.4, there exists U 0 ∈ P D 0 such that U 0 is well-placed, and by 5.5, there exists α ∈ Iso D (P 0 , U 0 ) with N T (P 0 ) = N D α . Now the assertion follows from 5.6.
Proof. Using Notation 5.2, let G := G(S 0 ) and N := N (S 0 ) be models for
, there exists β ∈ Hom F (N S (P ), S) such that Q := P β ∈ F f . Set
, where the first equality uses (5.8.1), the second uses 3.1, and the third uses O p (H) = O p (N N (Q)). As Q H, we have Q G. In particular Q ∈ G f and, as G is saturated, Aut
Observe that A • (P ) = A • (Q)(β −1 ) * and, by 2.1, Aut T 1 (Q)(β −1 ) * = Aut T 1 β −1 (P ) = Aut T (P ). So the assertion follows and it remains only to prove (5.8.1). For the proof let ϕ ∈ A
• (Q) be a p ′ -element. Then ϕ 0 := ϕ| S 0 ∈ Aut F 0 (S 0 ) and, by 2.1, Q C S (S 0 ) ≤ N ϕ 0 . Observe that Aut F 0 S (S 0 ) = Aut F 0 (S 0 ) Aut S (S 0 ) and thus S 0 is fully F 0 S-automized. Hence, it follows from 5.4 that ϕ 0 extends to ψ ∈ Hom F 0 S (Q C S (S 0 ), S). By construction of F 0 S, ψ = χc s for some s ∈ S and χ ∈ Hom
, so s = s 0 c for some s 0 ∈ S 0 and c ∈ C S (S 0 ). Observe now that ψ 1 := χc s 0 also extends ϕ 0 , so replacing (ψ, s) by (ψ 1 , s 0 ) we may assume s ∈ S 0 . Then [Q C S (S 0 ), ψ] ≤ S 0 , hence we have ϕψ −1 | S 0 = Id and [Q,
, where we use Aut S (Q) ∈ Syl p (Aut F (Q)) as Q ∈ F f . Since ψ is a morphism in D(S 0 ), it follows ϕ ∈ Aut D(S 0 ) (Q) showing (5.8.1). This completes the proof.
For the proof of the next lemma recall the definition of K-normalizers and fully K-normalized subgroups from [AKO11, Section I.5]
• (P ) ≤ Aut N 1 (P ) for P := Rα, T 1 := N T (U 0 )α and N 1 := F T 1 (H(U 0 , α)). Since U 0 N , R 0 = U 0 and so P 0 = R 0 α = U 0 α. Assume by contradiction that there exists a p ′ -element ϕ ∈ A
• (P ) with ϕ ∈ Aut N 1 (P ). Set
In particular, K 0 K and Aut P (P 0 ) K. As ϕ 0 is a p ′ -element, we get Aut P (P 0 ) ∈ Syl p (K) and Inn(P 0 ) ∈ Syl p (K 0 ). This yields N K S (P 0 ) = P C S (P 0 ) and N
Since P 0 ∈ F f , P 0 is fully F-centralized and, as U 0 ∈ F G and G 0 are saturated subsystems of F on P C S (P 0 ) respectively on P 0 .
(5.9.1)
We show next:
.2) Observe that G 0 is G-invariant as K 0 K. By (5.9.1), G and G 0 are saturated. Furthermore, clearly every element c x ∈ Inn(P 0 ) with x ∈ P 0 extends to an element c x ∈ Aut G (P 0 C S (P 0 )) and [C S (P 0 ), c x ] ≤ [C S (P 0 ), P 0 ] = 1. Hence, it is sufficient to prove that ϕ 0 extends to ϕ ∈ Aut G (P 0 C S (P 0 )) with [C S (P 0 ), ϕ] ≤ Z(P 0 ). To show that, set H 0 := N (P 0 ) N S (P 0 ) ≤ G(P 0 ) and note that F N S (P 0 ) (H 0 ) is saturated, as N S (P 0 ) ∈ Syl p (H 0 ). Hence, ϕ 0 extends to a p ′ -element ϕ ∈ Aut H 0 (P 0 C S (P 0 )). Then ϕ ∈ O p (Aut H 0 (P 0 C S (P 0 ))) ≤ A
• (P 0 C S (P 0 )) by 3.1. Hence, [C S (P 0 ), ϕ] ≤ P 0 ∩ C S (P 0 ) = Z(P 0 ). This proves (5.9.2). We show next the following property:
(5.9.3) For the proof note first that ϕ 0 ∈ Aut F 0 (P 0 ) ≤ Aut N 1 (P 0 ) and N 1 is saturated. Hence, as P C T 1 (P 0 ) ≤ N N 1 ϕ 0 by 2.1, ϕ 0 extends to ψ ∈ Hom N 1 (P C T 1 (P 0 ), T 1 ). By 2.3, we have [C P (ϕ), ψ] ≤ C T 1 (P 0 ). As the action of ϕ on P is coprime and [P, ϕ] ≤ P 0 , [KS04, 8.2.7(a)] yields P = P 0 C P (ϕ). Hence, ψ ∈ Aut N 1 (P C T 1 (P 0 )). As ϕ 0 is a p ′ -element, we can then choose ψ to be a p ′ -element. So ψ ∈ O p (Aut N 1 (P C T 1 (P 0 ))) ≤ A
• (P C T 1 (P 0 )) by 3.1. In particular, [P, ψ] ≤ S 0 and thus [C P (ϕ), ψ] ≤ C S 0 (P 0 ) = P 0 . Hence as P = P 0 C P (ϕ), P ψ = P and ψ| P ∈ A
• (P ) ∩ Aut N 1 (P ). In particular, ϕ, ψ| P ∈ A
• G,G 0 (P ) and [P, ϕ(ψ| P ) −1 ] ≤ P 0 . As
. By assumption, ϕ ∈ Aut N 1 (P ), so ϕ(ψ| P ) −1 ∈ Aut N 1 (P ) and in particular, ϕ(ψ| P ) −1 ∈ Aut T 1 (P ). This proves (5.9.3).
We now derive the final contradiction. If (G 0 P ) G is saturated, then
G,G 0 (P )) which contradicts (5.9.3). Hence, because of the minimality of F and F 0 , G = F and G 0 = F 0 . In particular, P 0 = S 0 ≤ P . Hence, by 5.8, O p (A • (P )) ≤ Aut T (P ). As U 0 = S 0 S, we get also T 1 = T α = T . Hence we have again a contradiction to (5.9.3). This completes the proof.
Notation 5.10. Set
Furthermore set A(P ) := Aut T (P ) A • (P ) for any P ≤ T .
, and every element ϕ ∈ A(U ) extends to an element of Hom D (N ϕ ∩ T, T ).
Proof. By 5.3, N is a saturated subsystem of D. As U ∈ D f and N is a subsystem of D on N T (U 0 ) ≥ N T (U ), it follows U ∈ N f and Aut T (U ) ∈ Syl p (Aut N (U )). By 5.3 and 5.9, O p (Aut N (U )) = A • (U ), which implies A(U ) = Aut N (U ). Since U is fully automized in N , by 2.2, N ϕ ∩ T = N ϕ ∩ N T (U 0 ) = N N ϕ for any ϕ ∈ A(U ). Now the assertion follows from the fact that N is saturated.
Lemma 5.12. Let U ∈ G 0 and ϕ ∈ A(U ). Then there exists χ ∈ A
• (U ) such that ϕχ extends to a member of Aut D (N T (U )).
Proof. By 5.11, Aut T (U ) ∈ Syl p (A(U )). So as Aut T (U )ϕ * is a p-subgroup of A(U ), there exists χ ∈ A
• (U ) such that Aut T (U )(ϕχ) * = Aut T (U )ϕ * χ * ≤ Aut T (U ). Then N T (U ) = N ϕχ ∩ T , so again by 5.11, the assertion follows.
0 . This proves the assertion. Lemma 5.14. We have D = A
• (P ) :
Proof. Set D 0 := A • (P ) : P ∈ G T and assume D 0 = D. By definition of D, there exists then P ∈ H 0 such that A
• (P ) ≤ Aut D 0 (P ). We choose P such that |P | is maximal subject to these properties. We show first:
(5.14.1)
For the proof of (5.14.1) let Q ∈ P D and ϕ ∈ Iso D (P, Q). We will show that Q ∈ P D 0 . By definition of D, there exists P 1 , . . . , P n ∈ H 0 , ϕ i ∈ A • (P i ) and t ∈ T such that ϕ = ϕ 1 . . . ϕ n c t . As c t is a morphism in D 0 , we may assume that t = 1. Set now ψ := i≤n,|P i |>|P | ϕ i . Observe that ψ ∈ Hom D (P, Q) is a well-defined morphism. Because of the maximality of |P |, ϕ i is a D 0 -morphism, for every i ≤ n with |P i | > |P |. Hence, ψ ∈ Hom D 0 (P, Q) and Q ∈ P D 0 . This proves (5.14.1).
By 2.4(a), H 0 is invariant under taking F-conjugates. Hence, by (5.14.1), we may replace P by any D-conjugate of P . By 5.13, there exists Q ∈ P D ∩ G 0 , so replacing P by Q we may assume P ∈ G 0 . If P ∈ G then, by definition of D 0 , A
• (P ) ≤ Aut D 0 (P ) contradicting the choice of P . Hence, as P ∈ G 0 , P ∈ D c , i.e. we can choose 
As R ∈ P D this is a contradiction to (5.14.1).
Lemma 5.15. Let P ∈ H. Then P is D-receptive and, if P ∈ D f , then Aut T (P ) ∈ Syl p (Aut D (P )) and Aut D (P ) = A(P ).
Proof. For the proof note first that, by 4.7, for any P ∈ H, we have Aut D (P ) = A(P ) provided Aut T (P ) ∈ Syl p (Aut D (P )). So assuming the assertion is wrong, there exists P ∈ H such that P is not D-receptive, or P ∈ D f and P is not fully D-automized. In particular, there exists X ∈ H such that one of the following holds:
(i) X is not D-receptive.
(ii) There exists a fully normalized D-conjugate of X which is not fully automized. We choose such X of maximal order. We show next:
We prove (5.15.4) by contradiction. Let (V, V 1 , α,α) be a counterexample to (5.15.4) such that first |V 1 |, then the order of V 2 := N T (V ) ∩ N T (V 1 ), and then the order of
. Hence, replacing β by βη, we may assume
Then as |U | < |U 1 |, it follows from (5.15.1) that β extends toβ ∈ Hom D (U 2 , R 2 ). As Aut
, so again by (5.15.1),αβρ extends to an element γ ∈ Hom D (V 2 , R 2 ). Then γ extends also αβ| U ρ| R . Note that ρ| R ∈ O p (Aut D (R)) and thus also ψ := ρ| R (β|
Hence, the maximality of |V 1 | yields the existence of χ 0 ∈ A • (U ) such that αψχ 0 extends to an element of Hom D (N T (V ), N T (U )). Then (5.15.4) holds with χ := ψχ 0 ∈ A • (U ) and so (V, V 1 , α,α) is not a counterexample. This shows V 2 γ = R 2 and thus |V 2 | < |R 2 |. Note that α := β −1 | R ∈ Hom D (R, U ) extends to β −1 ∈ Hom D (R 1 , U 1 ). Hence, as |V 2 | < |R 2 |, the maximality of |V 2 | yields the existence of χ ∈ A
• (U ) such that α χ extends to an element
such that α χχ 0 extends to an element of Hom D (N T (V ), N T (U )). Hence, the claim holds with χ := χχ 0 , so (V, V 1 , α,α) is not a counterexample. This shows
Therefore
Now equality holds above, so |U 2 | = |R 2 | and U 2β = R 2 . Recall that αψβ| U extends to γ ∈ Hom D (V 2 , R 2 ). Therefore, αψ extends to γβ −1 ∈ Hom D (V 2 , U 2 ). As V 1 < V 2 , the maximality of |V 1 | yields that there exists χ 0 ∈ A • (U ) such that αψχ 0 extends to an element of Hom D (N T (V ), N T (U )). Now it follows with χ :
is not a counterexample. This final contradiction proves (5.15.4). We show next:
Let V ∈ U D and α ∈ Hom D (V, U ). Then there exists χ ∈ A
• (U ) (5.15.5) such that αχ extends to an element of Hom D (N T (V ), N T (U )).
By 5.14, there exist P 1 , . . . , P m ∈ G and, for 1 ≤ i ≤ m, φ i ∈ A(P i ) such that α = φ 1 . . . φ m . More precisely, setting V 1 := V , V i+1 := V i φ i and ϕ i := φ i | V i , we have α = ϕ 1 . . . ϕ m . We will prove the following generalization of (5.15.5):
( 
• (U ), so (*) holds with χ k := (ρµ * )χ ∈ A
• (U ). This completes the proof (*) and thus of (5.15.5). We show next:
U is D-receptive.
(5.15.6)
For the proof of (5.15.6) let V ∈ U D and α ∈ Hom D (V, U ). By (5.15.5), there exists χ ∈ A • (U ) such that αχ extends to β ∈ Hom D (N T (V ), N T (U )). As U ∈ G, it follows from 5.11 that
is well-defined and extends α. This proves (5.15.6).
We now derive the final contradiction. By (5.15.2) and (5.15.6), Aut
and note P := N T (U ) = N D α . So by (5.15.6), α extends toα ∈ Aut D (P ). Since α is a p-element, we may chooseα to be a p-element. Let Q ∈ P D ∩ D f . By (5.15.3), |Q| > |U |. Thus, it follows from (5.15.1) that Aut T (Q) ∈ Syl p (Aut D (Q)). Hence, there exists β ∈ Hom D (P, Q) such thatαβ * ∈ Aut T (Q). Pick t ∈ N T (Q) such thatαβ * = c t | Q . As Uα = U α = U , we have (U β) t = U β(αβ * ) = Uαβ = U β. Hence, t ∈ N T (U β). As U ∈ D f , it follows P β = N T (U )β = N T (U β). Thus, tβ −1 ∈ P andα = c t | Q β − * = c tβ −1 | P ∈ Inn(P ). This implies α =α| U ∈ Aut T (U ), contradicting the choice of α and thus completing the proof.
Proof. Assume the assertion is wrong and let Q be a counterexample with |Q 0 | maximal. Since Q ∈ H, Q 0 ∈ F c 0 . In particular, Q 0 = S 0 , so Q 0 < R 0 := N S 0 (Q 0 ). Set R := R 0 Q. Suppose first that R 0 ∈ F c 0 . Then R ∈ H. As Q ∈ D c , we have also R ∈ D c . Now the maximality of |Q 0 | yields that R is not a counterexample and so there exists β ∈ Hom D (R, T ) such that C S 0 (R 0 β) ≤ R 0 β. As Q 0 β ≤ R 0 β, it follows C S 0 (Q 0 β) ≤ Q 0 β and the assertion holds with α = β| Q , contradicting Q being a counterexample. So we have shown:
(5.16.1)
We show next: 
Hence C S 0 (Q 0 γ) ≤ Q 0 γ and the assertion holds with α = γ| Q .
Lemma 5.17. Let Q ∈ D c \H. Then there exists P ∈ Q D such that
Proof. By 5.16, there exists α ∈ Hom D (Q, T ) such that C S 0 (Q 0 α) ≤ Q 0 α. Then for P := Qα, X := C S 0 (P 0 ) ≤ P 0 . Note that [P, N X (P )] ≤ P 0 and [P 0 , X] = 1. So by [KS04, 8.2 
. If Aut X (P ) ≤ Inn(P ) then, as Q ∈ D c , X ≤ P and thus X ≤ P ∩ S 0 = P 0 , a contradiction. This proves the assertion. 
The proof of Theorem 1
From the results we proved in previous sections, it remains to show that D = F 0 T is the unique saturated subsystem E of F on T with O p (E) = O p (F 0 ). We do so below in two lemmas. However, before we start, we want to recall that, for an arbitrary saturated fusion system F on S,
and O p (F) is the fusion system on hyp(F) generated by the automorphisms groups O p (Aut F (P )) with P ≤ hyp(F). See Section I.7 in [AKO11] for details, in particular for the proof that
Proof. Suppose the claim is true in the case O p (F 0 ) = F 0 . Then applying this property with E = D, we obtain D = O p (F 0 )T , where we use 6.1 and the fact that D is saturated as proved in Section 5. Hence, we are indeed reduced to the case that O p (F 0 ) = F 0 and in particular, 
Then φ| Q 0 is a morphism in F 0 and thus in E. As E is saturated and Q ∈ D c , it follows from 2.1 and the extension axiom that φ| Q 0 extends to an element
and thus φ ∈ Aut E (Q). This proves the assertion.
Proof of Theorem 1. As proved in Section 5, D = F 0 T is saturated. By 6.1 and 6.2, D is the unique saturated subsystem E of F on T with O p (E) = O p (F 0 ). Furthermore, 4.7 gives A
• (P ) = O p (Aut D (P )) for P ≤ T with P 0 ∈ F c 0 . This proves the theorem.
Final Remarks and Examples
7.1. Connections to factor systems. We will explore here how the fusion system F 0 T arises as a saturated preimage of certain subsystems of factor systems of F. As a basic fact, in a finite group G with a normal subgroup N , for any subgroup H of G, the product N H is the largest preimage of the image of H in G/N . We would like to establish similar properties of products in fusion systems. Recall that, for any strongly closed subgroup R, the factor system F/R is defined; moreover, the strongly closed subgroups turn out to be precisely the kernels of morphisms between fusion systems; see e.g. [AKO11, Section II.5] for the precise definition of F/R and more information. From now on, for any subsystem E of F on a subgroup E ≤ S,
we write E/R for the image of E in F/R, i.e. for the subsystem of F/R on ER/R generated by the maps which are induced by morphisms from E. (With this notation we do not mean to imply in any way that R is contained in E.) For a normal subsystem F 0 of F on S 0 , one defines the factor system F/F 0 to be F/S 0 . We set E/F 0 := E/S 0 . (Again, this notation doesn't mean that S 0 or F 0 is contained in E.) From the construction of F 0 T it follows easily that (F 0 T )/F 0 = F T (T )/F 0 , so F 0 T is a saturated preimage of F T (T )/F 0 . However, the following example shows that F 0 T is neither the unique saturated preimage on T , nor the largest saturated preimage.
Example 7.1. Let G 1 and G 2 be two finite groups which both have a normal Sylow p-subgroup. Assume for at least one i = 1, 2, G i = O p (G i ) C G i (O p (G i ) ). Set G := G 1 × G 2 and let T ∈ Syl p (G). Note that T G and thus, by [AKO11, Prop. I.6.2], F 0 := F T (T ) F := F T (G). Moreover, F/F 0 = F T (T )/F 0 is the fusion system on the trivial group. So F is the largest preimage of F T (T )/F 0 , but F 0 T = F 0 is a proper subsystem of F.
We now turn to factor systems modulo an arbitrary strongly closed subgroup. Recall that, for any subgroup R of S, we defined F 0 R := F 0 (RS 0 ). Proposition 7.2. Let R be a strongly closed subgroup (not necessarily containing S 0 ). Then F 0 R/R = F 0 /R.
Proof. As F 0 ⊆ F 0 R, we have F 0 /R ⊆ F 0 R/R. Set S = S/R and F = F/R. Accordingly, for any morphism α ∈ F, write α for the image of α in F. Let P ≤ RS 0 and ϕ ∈ Hom F 0 R (P, S 0 R). We need to show that ϕ is a morphism in F 0 = F 0 /R. By Theorem 1, F 0 R is saturated; so it follows from [AKO11, Thm. II.5.9] that there exists ψ ∈ Hom F 0 R (P R, S 0 R) such that ψ = ϕ. Hence, replacing (P, ϕ) by (P R, ψ), we may assume R ≤ P . Then P = R(P ∩ S 0 ) and so P = P ∩ S 0 . Moreover, by 4.1, ϕ 0 := ϕ| P ∩S 0 = c r φ for some r ∈ R and φ ∈ Hom F 0 ((P ∩S 0 ) r , S 0 ). Hence, ϕ = ϕ 0 = φ ∈ F 0 as required.
Again, F 0 R is not in any way unique or maximal as a saturated preimage of F 0 /R on S 0 R, as the following example shows.
Example 7.3. We continue to use the notation introduced in Example 7.1. Take R = T as a strongly closed subgroup. Then F 0 /R = F/R is the fusion system on the trivial group. However, as remarked before, F is the largest saturated preimage of F 0 /R in F, and F 0 = F 0 T is a proper subsystem of F. 7.3. Uniqueness of the Product. For the uniqueness statement in Theorem 1 it is indeed essential to consider products inside the same fusion system F, as the following example shows:
Example 7.4. We construct two saturated fusion systems F and G on the same p-group such that O p (F) = O p (G) and F = G: Let q ≥ 3 be a power of p, 1 = λ ∈ GF (q) × , and S a finite dimensional vector space over GF (q) of dimension at least 2. Fix a non-trivial proper subspace U of S and complements W 1 , W 2 of U in S with W 1 = W 2 . Define α 1 , α 2 ∈ GL(S) via α i | U = λ · Id U and α i | W i = Id W i for i = 1, 2. Set G i := S ⋊ α i for i = 1, 2, F = F S (G 1 ) and G = F S (G 2 ). Then for α := α 1 | U = α 2 | U , O p (F) = F U (U ⋊ α ) = O p (G). However, F = G as W 1 = W 2 . In particular, setting F 0 := O p (F), we have (F 0 S) F = (F 0 S) G .
7.4. The definition of F 0 T . In our explicit description of F 0 T , one considers only the subgroups P ≤ T with P ∩S 0 ∈ F c 0 . This might seem a bit artificial on the first view. However, for an arbitrary subgroups P ≤ T , it appears that there is no good way of describing O p (Aut F 0 T (P )). In 4.7 we prove that O p (Aut F 0 T (P )) ≤ A • (P ), but the converse inclusion does not necessarily hold, as we show in the next example.
Example 7.5. Let p be a prime and q ≥ 3 a power of p. Take S to be a finite-dimensional vector space over GF (q) which is the direct sum S = U ⊕ V ⊕ W of three non-trivial subspaces U, V, W . Set S 0 := U ⊕ V and let W ′ = W be a complement of V in V ⊕ W . Let λ ∈ GF (q) × and define α, β ∈ GL(S) via α| U = λ · Id U and α| V ⊕W = Id V ⊕W , β| S 0 = λ · Id S 0 and β| W ′ = Id W ′ .
Set G := S ⋊ α, β and N := S 0 , β . Note that S 0 G, and that α and β commute. Since [S, β] = S 0 , this implies N G. In particular, F 0 := F S 0 (N ) F := F S (G). Set P := U ⊕ W . Then P ∩ S 0 = U , [P, α] = U and α| U = β| U ∈ Aut F 0 (U ). Clearly, the order of α divides q − 1, so α is a p ′ -element. Hence, α| P ∈ A • F ,F 0 (P ). As W = W ′ , no non-trivial element of β normalizes P and thus N N S (P ) = S. Hence, Aut F 0 S (P ) = Aut N S (P ) = 1 and, in particular, α| P ∈ Aut F 0 S (P ). This shows A • F ,F 0 (P ) ≤ Aut F 0 S (P ).
