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RESUMO 
 
Nesta tese foi empregado o método de aprendizagem de máquina de 
floresta aleatória em problemas multivariados de regressão, classificação e 
autenticação em diferentes matrizes empregando técnicas espectroscópicas 
vibracionais. Para fins comparativos também foram construídos os modelos 
multivariados empregando os métodos quimiométricos tradicionalmente utilizados. A 
floresta aleatória apresenta alto poder de generalização, sendo capaz de lidar com 
variabilidade entre as amostras e elevado número de variáveis. Além disso, o 
algoritmo pode ser paralelizado reduzindo o tempo requerido para construir o modelo 
de calibração. 
Na tese foram realizadas três aplicações, sendo que na primeira foi 
avaliado o uso da espectroscopia Vis-NIR como um método alternativo aos métodos 
tradicionais de análise de solo para determinar parâmetros relacionados a fertilidade 
e granulometria do solo. Foram utilizadas duas bibliotecas espectrais Vis-NIR de solo, 
compostas por aproximadamente 4 mil e 43 mil amostras respectivamente de diversas 
regiões do Brasil. A primeira biblioteca espectral foi composta pelos valores de 
referência de matéria orgânica do solo (MOS), capacidade de troca de cátions (CTC), 
soma das bases (SB), areia e argila. A segunda biblioteca espectral foi composta pelos 
valores de referência de MOS.  A partir da primeira biblioteca espectral foi constatado 
que o método de regressão por floresta aleatória apresentou exatidão superior ao 
método de regressão PLS além de excluir menos amostras anômalas no conjunto de 
validação. A metodologia desenvolvida empregando a segunda biblioteca espectral 
foi validada, via simulação, através de 12 amostras de solo fornecidas pelo teste de 
proficiência PAQLF. Através do teste de proficiência, foi constatado que a metodologia 
desenvolvida para determinar os teores de MOS apresenta o mesmo nível de 
excelência de um proficiente laboratório de análise de solo empregando o método 
padrão de análise baseado em Walkley-Black.  
Na segunda aplicação foi utilizada a espectroscopia FTIR-ATR aliada ao 
método de classificação floresta aleatória como uma metodologia alternativa para a 
identificação de amostras autênticas do óleo de andiroba. Devido à grande 
variabilidade entre as amostras do óleo de andiroba, o método de classificação 
floresta aleatória obteve resultados de classificação superiores ao PLS-DA, além de 
excluir menos amostras anômalas no conjunto de validação. Na terceira aplicação foi 
 
 
proposta uma nova metodologia para a geração artificial de outliers aliada a floresta 
aleatória, possibilitando sua utilização como um algoritmo de classe única. O método 
proposto foi testado em duas aplicações na área de alimentos, sendo a primeira para 
discriminar o óleo de prímula autêntico do adulterado utilizando a espectroscopia no 
infravermelho médio, e a segunda para distinguir amostras de noz-moscada moída 
autênticas de adulteradas empregando a espectroscopia no infravermelho próximo.  
Em todas as aplicações o método de aprendizagem de máquina floresta 
aleatória, construído utilizando os parâmetros padrão, obteve desempenho superior 
ou pelo menos igual, aos métodos quimiométricos convencionais utilizados para 
comparação, além de apresentar menos amostras anômalas nos conjuntos de 
calibração e validação. Os resultados obtidos demonstram a grande aplicabilidade das 
técnicas espectroscópicas vibracionais combinada ao método de aprendizagem de 
máquina de floresta aleatória em química analítica.  
 
 
  
 
 
ABSTRACT  
 
In this thesis, the random forest machine learning method was employed in 
regression, classification and authentication problems in different matrices, using 
vibrational spectroscopic techniques. For comparative purposes, multivariate models 
were also build using traditional chemometric methods. The random forest has a high 
generalization power, being able to deal with variability between samples and high 
number of variables. In addition, the algorithm can be parallelized, reducing the time 
required to build the calibration model. 
Three applications were investigated, in the first one the Vis-NIR 
spectroscopy was evaluated as an alternative method to traditional soil analysis 
method to determine soil fertility and granulometry. For this, two soil Vis-NIR spectral 
libraries from different regions of Brazil were used, composed by approximately 4 
thousand and 43 thousand of samples, respectively. The first spectral library was 
composed by the reference values of soil organic matter (SOM), cation exchange 
capacity (CEC), base sum (BS), sand and clay. The second spectral library was 
composed by the SOM reference values. Using the first soil spectral library, it was 
concluded that the random forest regression method presented higher accuracy than 
the PLS regression method, besides excluding fewer anomalous samples in the 
validation set. The methodology developed using the second spectral library was 
validated through 12 soil samples provided by the PAQLF proficiency test. Through 
the proficiency test, it was concluded that the proposed methodology to determine the 
SOM content presents the same accuracy of a proficient soil analysis laboratory which 
uses the standard Walkley-Black analysis method. 
In the second application, FTIR-ATR spectroscopy coupled to the random 
forest classification method was used as an alternative methodology for the 
identification of authentic andiroba oil samples. Due to the large variability between 
andiroba oil samples, the random forest classification method obtained classification 
results superior to PLS-DA, besides excluding fewer anomalous samples in the 
validation set. In the third application, a new methodology for the artificial generation 
of outliers combined with random forest was proposed, allowing the use of the random 
forest as one-class algorithm. The proposed method was tested in two food 
applications, the first one to discriminate authentic and adulterated primrose oil using 
 
 
FTIR-ATR spectroscopy, and the second to distinguish between authentic and 
adulterated ground nutmeg samples using near infrared spectroscopy.   
In all applications the results achieved by the random forest models built 
using standard parameters outperformed, or at least equaled to the conventional 
chemometric methods used for comparison. In addition, they presented fewer 
anomalous samples in the calibration and validation sets. The results obtained 
demonstrated the major applicability of vibrational spectroscopic techniques combined 
to the random forest machine learning method in analytical chemistry. 
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1. Introdução  
1.1. Motivação 
A automação e a informatização de laboratórios analíticos que ocorreram 
nos últimos anos têm proporcionado a geração de um grande volume dados. De modo 
geral, a primeira investigação dos dados é realizada através da procura de padrões 
que possam definir uma linha de raciocínio para tentar explicar os resultados obtidos. 
Entretanto, quando há uma grande quantidade de informações (propriedades físico-
químicas, absorbâncias, tempos de retenção, valores de potencial, dentre outras 
respostas analíticas) torna-se praticamente impossível a observação de padrões sem 
o uso de ferramentas computacionais [1]. Como consequência cada vez mais 
indústrias e pesquisadores estão dependendo da análise de dados multivariados para 
resolver problemas dentro de diversos setores como: produção, alimentício, 
bebidas/refrescos, farmacêutico, petroquímico, químico, agrário, entre outros [2,3].   
A partir das informações químicas/físicas obtidas pelos equipamentos 
analíticos são construídas as matrizes de dados multivariados (matriz 𝐗), onde os 
resultados de cada amostra ficam representados por um vetor de linha e cada variável 
(número de onda, deslocamento químico, razão massa carga, entre outros) é 
emparelhada na mesma coluna. Para 𝑚 amostras com n variáveis a matriz 𝐗 terá 
dimensão 𝐗(𝑚,𝑛). A Figura 1 ilustra um exemplo de como é realizada a organização da 
matriz 𝐗 para 3 amostras representadas por 3 espectros obtidos na região do visível 
e infravermelho próximo. 
 
Figura 1. Organização dos dados para a construção da matriz X. 
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Com o objetivo de extrair informações úteis a partir desta grande 
quantidade de amostras e/ ou variáveis, métodos quimiométricos e de aprendizagem 
de máquina (do inglês, machine learning) têm sido utilizados nos últimos anos. Ambos 
os métodos podem ser empregados para relacionar a(s) resposta(s) instrumental(ais) 
com alguma(s) propriedade(s) de interesse ou realizar classificação baseada na 
similaridade dos dados [4]. 
Uma das principais vantagens de se utilizar os modelos multivariados em 
relação aos univariados é a possiblidade de lidar com interferentes sem a necessidade 
da separação física do analito, desde que estes interferentes estejam presentes em 
todas as amostras. Matrizes como solo, óleos vegetais e especiarias são complexas 
do ponto de vista analítico, sendo que os constituintes que não são de interesse 
(interferente) podem sobrepor o sinal do analito. Além disso, como são obtidos um 
número maior de informações, de modo geral, a performance do modelo é superior 
quando comparado a modelos univariados [4]. 
1.2. Inteligência artificial, Aprendizagem de máquina e Quimiometria 
A inteligência artificial (do inglês, artificial intelligence) tem por objetivo criar 
estruturas matemáticas que emulem características particulares da inteligência. A 
ideia fundamental é originar sistemas computacionais que exibam um comportamento 
que possa ser chamado de inteligente. A inteligência artificial pode ser definida da 
seguinte forma: "O estudo e projeto de agentes inteligentes", onde um agente 
inteligente é um sistema que percebe seu ambiente e toma atitudes que maximizem 
suas chances de sucesso. Um sistema classificado como inteligente é capaz de 
armazenar e manipular dados, e partir destes dados é capaz de adquirir, representar 
e deduzir/inferir novos conhecimentos [5]. 
A aprendizagem de máquina é considerada um subcampo da inteligência 
artificial, podendo ser definida segundo Arthurs Samuel (1959) como o estudo de 
algoritmos capazes de criar um modelo generalizável a partir de um conjunto de dados 
de um problema, sem serem explicitamente programados para resolver esse 
problema específico [6]. Em 1997 Tom Mitchell propôs uma definição mais detalhada 
a respeito de máquinas de aprendizagem: “Diz-se que um programa de computador 
aprende pela experiência E, com respeito a algum tipo de tarefa T e performance P, 
se sua performance P nas tarefas em T, medida por P, melhoram com a 
experiência E” [7]. Em outras palavras, os métodos de aprendizagem de máquina 
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buscam a solução de um problema através da experiência adquirida de um conjunto 
de dados (variáveis) por meio da generalização destes com a resposta de interesse, 
de modo que a eficiência do modelo aumente de acordo com a experiência adquirida. 
Os algoritmos de aprendizagem de máquina, são utilizados para a solução 
de problemas onde geralmente não se conhece a priori uma solução ou equação 
capaz de resolvê-los. O que se conhece é um conjunto de amostras que representam 
de maneira satisfatória uma ou mais propriedades de interesse, e este conjunto de 
amostras é utilizado para encontrar a solução do problema inicial (etapa de 
treinamento). Nesta etapa, o objetivo do algoritmo é extrair informações das amostras 
fornecidas e desenvolver um modelo geral capaz de representar o problema estudado 
[4]. 
Em meados de 1975 foi definido o termo “Quimiometria” como uma 
disciplina química que usa métodos matemáticos e estatísticos para projetar ou 
selecionar ótimos procedimentos e experimentos de medição, além de fornecer o 
máximo de informações químicas através da análise de dados químicos [4]. 
Atualmente a quimiometria pode ser definida como a aplicação de métodos 
matemáticos e estatísticos em dados químicos multivariados com o objetivo de extrair 
a maior quantidade de informações e otimizar os resultados analíticos. 
Os métodos de aprendizagem de máquina assim como os métodos 
quimiométricos possuem conceitos muito abrangentes. Alguns autores sugerem que 
a única diferença entre os métodos é que o termo quimiometria é utilizado como 
referência à aplicação de técnicas de aprendizado de máquina para obter informações 
de sistemas de natureza química/físico-química, enquanto que o termo aprendizagem 
de máquina é amplamente utilizado em outras áreas, como por exemplo: 
reconhecimento facial, segurança digital, marketing personalizado, diagnóstico 
médico, navegação aérea entre outros [1,8,9]. 
Outros autores sugerem que os métodos quimiométricos são baseados em 
fatores, tais como a análise de componentes principais (do inglês, principal component 
analysis - PCA), regressão por mínimos quadrados parciais (do inglês partial least 
squares - PLS), regressão por componentes principais (do inglês, principal component 
regression - PCR), mínimos quadrados parciais para análise discriminante (do inglês, 
partial least squares for discriminant analysis PLS-DA), modelagem suave 
independente por analogia de classe (do inglês soft independent modeling by class 
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analogy - SIMCA), análise discriminante linear (do inglês, Linear Discriminant Analysis 
- LDA) entre outros [10].  
Por outro lado os métodos que não são baseados em fatores tais como as 
redes neurais artificiais (do inglês, artificial neural networks - ANN), árvores de 
decisões (do inglês, decision trees ), floresta aleatória (do inglês, random forest), regra 
dos k vizinhos mais próximos (do inglês, k nearest neighbor  k-NN), máquina de 
vetores de suporte (do inglês, support vector machine - SVM) entre outras são 
classificados como métodos de aprendizagem de máquina [1]. 
Vale ressaltar que independentemente da definição adotada, os métodos 
de aprendizagem de máquina/quimiométricos devem ser utilizados por químicos em 
problemas de origem química, visto que um usuário/cientista sem esta formação pode 
desenvolver modelos que se adequem bem aos dados, porém sem sentido químico 
algum. 
Para evitar estas situações, além da preocupação com a minimização dos 
erros, também é necessário estabelecer relações estatisticamente válidas e encontrar 
padrões nos dados que apresentem correlações com os parâmetros químicos 
avaliados. Vale destacar que nesta tese de doutorado o termo quimiometria será 
empregado para os métodos baseados em fatores enquanto o termo aprendizagem 
de máquina será utilizado para os demais métodos onde estes não estão envolvidos. 
1.2.1. Árvores de decisão 
As árvores de decisão são consideradas uma das formas mais simples de 
desenvolver algoritmos de aprendizagem [6,7]. Os modelos de regressão e 
classificação por árvores de decisão podem ser empregados como alternativa ou 
complemento a outros procedimentos estatísticos de regressão, agrupamentos e 
classificação de dados uni/multivariados. A construção e interpretação simples dos 
modelos são um dos muitos atrativos deste algoritmo [6,7]. 
As árvores de decisão são métodos que utilizam regras para dividir os 
dados, sendo que nesta tese serão abordadas apenas as árvores de decisão que 
utilizam somente regras binárias para particionar os dados [11]. Em modelos 
baseados em estrutura de árvore o primeiro nó é chamado raiz e por convenção fica 
no topo da árvore. A partir do nó raiz, são geradas as sucessivas ramificações/ramos 
que são ligadas a outros nós, chamados de nós internos, e estas ligações são feitas 
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até atingir um nó terminal, ou folha. Um exemplo genérico da estrutura de uma árvore 
de decisão está ilustrado na Figura 2. 
 
 
 
Figura 2. Exemplo genérico da estrutura de uma árvore de decisão. 
Para tomar uma decisão utilizando os modelos baseados em árvores de 
decisão, as amostras vão se dividindo conforme os critérios estabelecidos para uma 
determinada variável, caso a resposta seja sim (verdadeira) as amostras vão para um 
lado específico, por exemplo esquerda, e caso seja não (falso) para o lado oposto. O 
processo de selecionar uma variável e dividir as amostras continua para cada novo 
nó descendente até que alguma regra seja atingida. No caso do algoritmo CART - 
Classification and Regression Trees as divisões são encerradas quando todas as 
variáveis forem incluídas no modelo ou quando todas as amostras forem classificadas 
corretamente [12]. 
O algoritmo CART foi proposto por Leo Breiman [12] em meados de 1980 
e consiste em um modelo não-paramétrico (não impõe restrições a respeito da 
distribuição das variáveis) que pode ser utilizado em problemas de classificação e 
regressão, além de ser capaz de trabalhar com variáveis continuas, discretas e 
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categóricas (palavras). Outro fator importante é que o CART é capaz de trabalhar com 
variáveis/dados faltantes [11,12]. Devido a todos estes atrativos o uso de árvores de 
decisão em problemas de classificação e regressão tem se intensificado nas últimas 
décadas. 
1.2.2. Árvores de decisão em problemas de classificação 
O CART utiliza a técnica de pesquisa exaustiva para definir quais os 
melhores limiares/threshold a serem utilizados nos nós para dividir os atributos 
contínuos e categóricos.  Adicionalmente, o CART dispõe de um tratamento especial 
para atributos contínuos, além de permitir a utilização de combinações lineares entre 
as variáveis. Em problemas de classificação a regra padrão para dividir os dados é o 
índice de Gini (Eq. 1), que mede a dispersão dos dados: 
𝐺(𝑛ó) =  1 −  ∑ (
𝑛
𝑎=1 𝑝𝑎
2)                    (1) 
onde A é a classe de interesse, e 𝑝𝑎 é a proporção da classe a. Um pequeno valor de 
𝐺 indica que aquele nó contém predominantemente observações da classe a [13].  
  A melhor partição de uma matriz pode ser calculada através do índice 
de Gini ou ganho do índice de Gini que representa o ganho de informação 
(𝐺(𝑛ó 𝑝𝑎𝑖)−𝐺(𝑛ó 𝑓𝑖𝑙ℎ𝑜)) para todas as possíveis partições. A variável que apresentar 
menor índice de Gini ou maior ganho de Gini é escolhida para criar a partição neste 
nó. A seguir é apresentado um exemplo hipotético de como uma árvore de decisão é 
construída para predizer se uma pessoa é esportista ou não (propriedade de interesse 
𝐲13,1) utilizando os dados de uma matriz 𝐗13,3 que contém informações a respeito do 
sexo, profissão e idade de 13 entrevistados. 
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Tabela 1. Dados dos entrevistados para o desenvolvimento de uma árvore de 
decisão. 
Entrevistado Sexo (𝑥1) Profissão (𝑥2) Idade (𝑥3)  Esportista (𝐲) 
A Feminino TI <30 anos  Sim 
B Feminino TI <30 anos  Sim 
C Masculino Médico <30 anos  Não 
D Masculino Químico ≥30 anos  Não 
E Masculino Médico ≥30 anos  Sim 
F Masculino Sociólogo <30 anos  Não 
G Feminino TI ≥30 anos  Sim 
H Feminino Médico ≥30 anos  Não 
I Masculino TI ≥30 anos  Sim 
J Masculino TI <30 anos  Não 
K Feminino Químico <30 anos  Não 
L Feminino Médico <30 anos  Não 
M Feminino Sociólogo <30 anos  Sim 
Inicialmente é calculado o índice de Gini da propriedade de interesse, 
esportista ou não (𝐲), para todos os entrevistados: 
𝐺𝑖𝑛𝑖𝑐𝑖𝑎𝑙 = 1 −  (
6
13
)
2
 (𝑆𝑖𝑚) −  (
7
13
)
2
(𝑁ã𝑜) = 0,4970  
 Em seguida é calculado índice de Gini para as variáveis “Sexo”, 
“Profissão” e “Idade”.  
 Para a variável “Sexo” temos: 
𝐺𝐹𝑒𝑚𝑖𝑛𝑖𝑛𝑜 = 1 −  (
4
7
)
2
 (𝑆𝑖𝑚) −  (
3
7
)
2
(𝑁ã𝑜) = 0,4898  
𝐺𝑀𝑎𝑠𝑐𝑢𝑙𝑖𝑛𝑜 = 1 −  (
2
6
)
2
 (𝑆𝑖𝑚) −  (
4
6
)
2
 (𝑁ã𝑜) = 0,4444  
𝐺𝑆𝑒𝑥𝑜 =
7
13
∗ 0,4898 +  
6
13
∗ 0,4444 = 0,4688 
 Para a variável “Profissão”: 
𝐺𝑇𝐼 = 1 −  
4
5
 (𝑆𝑖𝑚) −  
1
5
(𝑁ã𝑜) = 0,3200  
𝐺𝑀é𝑑𝑖𝑐𝑜 = 1 −  (
1
4
)
2
  (𝑆𝑖𝑚) −  (
3
4
)
2
(𝑁ã𝑜) = 0,3750 
𝐺𝑄𝑢í𝑚𝑖𝑐𝑜 = 1 −  (
0
2
)
2
 (𝑆𝑖𝑚) −  (
2
2
)
2
(𝑁ã𝑜) = 0  
𝐺𝑆𝑜𝑐𝑖ó𝑙𝑜𝑔𝑜 = 1 −  (
1
2
)
2
 (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
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𝐺𝑃𝑟𝑜𝑓𝑖𝑠𝑠ã𝑜 =
5
13
∗ 0,3200 +  
4
13
∗ 0,3750 +
2
13
∗ 0 +  
2
13
∗ 0,5000 = 0,3154 
 E por fim para a variável “Idade”: 
𝐺≥30 𝑎𝑛𝑜𝑠 = 1 − (
3
5
)
2
 (𝑆𝑖𝑚) −  (
2
5
)
2
(𝑁ã𝑜) = 0,4800  
𝐺<30 𝑎𝑛𝑜𝑠 = 1 −  (
3
8
)
2
 (𝑆𝑖𝑚) −  (
5
8
)
2
(𝑁ã𝑜) = 0,4687  
𝐺𝐼𝑑𝑎𝑑𝑒 =
5
13
∗ 0,4800 + 
8
13
∗ 0,4687 = 0,4731 
 Em seguida é calculado o ganho de Gini para cara uma das variáveis: 
Ganho de Gini para variável “Sexo” = 𝐺𝑖𝑛𝑖𝑐𝑖𝑎𝑙 − 𝐺𝑆𝑒𝑥𝑜 =  0,4970 − 0,4688 = 0,0282 
Ganho de Gini para variável “Profissão” = 𝐺𝑖𝑛𝑖𝑐𝑖𝑎𝑙 − 𝐺𝑃𝑟𝑜𝑓𝑖𝑠𝑠ã𝑜 =  0,4970 − 0,3154 =
0,1816 
Ganho de Gini para variável “Idade” = 𝐺𝑖𝑛𝑖𝑐𝑖𝑎𝑙 − 𝐺𝐼𝑑𝑎𝑑𝑒 =  0,4970 − 0,4731 = 0,0239 
 O maior ganho de Gini é dado pela variável “Profissão” (𝑥2), logo esta será 
a variável escolhida para criar a primeira partição, dentro da variável “Profissão” a 
variável que apresenta o menor índice de Gini é a variável “Químico”, com índice de 
Gini = 0 ou seja, todas as amostras foram classificadas corretamente e não é 
necessário criar um outro nó para esta variável. Deste modo a primeira partição será 
feita realizando uma busca na variável “Profissão” pela variável “Químico” (𝑥2 =
 “Químico”), conforme representado na Figura 3.  
 
Figura 3. Exemplo hipotético da criação de uma árvore de decisão.  
 A Tabela 1 é reduzida para Tabela 2, excluindo os entrevistados D e K que 
são classificados como não esportistas. Novamente é calculado índice de Gini para 
todas as variáveis. 
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Tabela 2. Dados dos entrevistados reduzidos após a partição (X2= “Químico”). 
Entrevistado Sexo (𝑥1) Profissão (𝑥2) Idade (𝑥3)  Esportista (𝒚) 
A Feminino TI <30 anos  Sim 
B Feminino TI <30 anos  Sim 
C Masculino Médico <30 anos  Não 
E Masculino Médico ≥30 anos  Sim 
F Masculino Sociólogo <30 anos  Não 
G Feminino TI ≥30 anos  Sim 
H Feminino Médico ≥30 anos  Não 
I Masculino TI ≥30 anos  Sim 
J Masculino TI <30 anos  Não 
L Feminino Médico <30 anos  Não 
M Feminino Sociólogo <30 anos  Sim 
 
 Em seguida é calculado índice de Gini para o restante das variáveis: 
 Para a variável “Sexo”: 
𝐺𝐹𝑒𝑚𝑖𝑛𝑖𝑛𝑜 = 1 −  (
4
6
)
2
 (𝑆𝑖𝑚) −  (
2
6
)
2
(𝑁ã𝑜) = 0,4444  
𝐺𝑀𝑎𝑠𝑐𝑢𝑙𝑖𝑛𝑜 = 1 − (
2
5
)
2
  (𝑆𝑖𝑚) −  (
3
5
)
2
(𝑁ã𝑜) = 0,4800  
𝐺𝑆𝑒𝑥𝑜 =
6
11
∗ 0,4444 +  
5
11
∗ 0,4800 = 0,4606 
 Para a variável “Profissão”: 
𝐺𝑇𝐼 = 1 −  (
4
5
)
2
 (𝑆𝑖𝑚) −  (
1
5
)
2
(𝑁ã𝑜) = 0,3200  
𝐺𝑀é𝑑𝑖𝑐𝑜 = 1 −  (
1
4
)
2
 (𝑆𝑖𝑚) −  (
3
4
)
2
(𝑁ã𝑜) = 0,3750  
𝐺𝑆𝑜𝑐𝑖ó𝑙𝑜𝑔𝑜 = 1 −  (
1
2
)
2
 (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
𝐺𝑃𝑟𝑜𝑓𝑖𝑠𝑠ã𝑜 =
5
11
∗ 0,3200 +  
4
11
∗ 0,3750 +  
2
11
∗ 0,5000 = 0,3727 
 Para a variável “Idade”: 
𝐺≥30 𝑎𝑛𝑜𝑠 = 1 − (
3
4
)
2
 (𝑆𝑖𝑚) −  (
1
4
)
2
(𝑁ã𝑜) = 0,3750  
𝐺<30 𝑎𝑛𝑜𝑠 = 1 −  (
3
7
)
2
 (𝑆𝑖𝑚) −  (
4
7
)
2
(𝑁ã𝑜) = 0,4898  
𝐺𝑆𝑒𝑥𝑜 =
4
11
∗ 0,3750 +  
7
11
∗ 0,4898 = 0,4480 
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 Novamente a variável “Profissão” é a variável que apresenta menor índice 
de Gini e dentro da variável “Profissão” a variável “TI” é quem apresenta menor índice 
de Gini, logo a próxima partição será feita realizando uma busca na variável 
“Profissão” pela variável “TI” (𝑥2  = “TI”), porém o  𝐺𝑇𝐼 não representa uma perfeita 
classificação 𝐺𝑇𝐼 ≠ 0, logo é necessário realizar uma outra subpartição utilizando as 
variáveis “Sexo” ou “Idade”. Para esta procura a Tabela 2 é reduzida para a Tabela 3 
usando o critério de partição 𝑥2 = “TI”. 
Tabela 3. Dados dos entrevistados reduzidos após a partição (X2= “TI”). 
Entrevistado Sexo (𝑥1) Profissão (𝑥2) Idade (𝑥3)  Esportista (𝒚) 
A Feminino TI <30 anos  Sim 
B Feminino TI <30 anos  Sim 
G Feminino TI ≥30 anos  Sim 
I Masculino TI ≥30 anos  Sim 
J Masculino TI <30 anos  Não 
 
 Novamente é calculado índice de Gini para o restante das variáveis: 
 Para a variável “Sexo”: 
𝐺𝐹𝑒𝑚𝑖𝑛𝑖𝑛𝑜 = 1 −  (
3
3
)
2
 (𝑆𝑖𝑚) −  (
0
3
)
2
(𝑁ã𝑜) = 0  
𝐺𝑀𝑎𝑠𝑐𝑢𝑙𝑖𝑛𝑜 = 1 − (
1
2
)
2
  (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000 
𝐺𝑆𝑒𝑥𝑜 =
3
5
∗ 0 +  
2
5
∗ 0,5000 = 0,2000 
 Para a variável “Idade”: 
𝐺≥30 𝑎𝑛𝑜𝑠 = 1 − (
2
2
)
2
 (𝑆𝑖𝑚) −  (
0
2
)
2
(𝑁ã𝑜) = 0  
𝐺<30 𝑎𝑛𝑜𝑠 = 1 −  (
2
3
)
2
 (𝑆𝑖𝑚) −  (
1
3
)
2
(𝑁ã𝑜) = 0,4444  
𝐺𝐼𝑑𝑎𝑑𝑒 =
2
5
∗ 0 +  
3
5
∗ 0,4444 = 0,2666 
O índice de Gini para a variável “Sexo” é menor, logo está será a variável 
escolhida para a próxima partição. Dentro da variável “Sexo” a variável “Feminino” é 
quem apresenta menor índice de Gini, logo a próxima partição será feita realizando 
uma busca dentro da variável “Sexo” pela variável “Feminino” (𝑥1 = “Feminino”), 
conforme ilustrado na Figura 4. 
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Figura 4. Continuação, exemplo hipotético da criação de uma árvore de decisão. 
 O GMasculino ≠ 0, ou seja, este não é um nó “puro” sendo necessário 
investigar se a variável restante, “Idade”, é capaz de classificar os entrevistados “I” e 
“J” como esportistas ou não, deste modo é criado a próxima partição envolvendo a 
variável “Idade”. Dentro desta variável temos 2 casos, o primeiro em que “≥30 anos” 
é esportista e “<30 anos” é não esportista, deste modo podemos criar a próxima 
partição envolvendo qualquer uma destas variáveis. Neste exemplo será feita a 
procura pela variável “Idade” e dentro desta variável é feita uma busca pela variável 
“≥30 anos” (𝑥3 = " ≥ 30 anos") conforme ilustrado na Figura 5. 
 
Figura 5. Continuação, exemplo hipotético da criação de uma árvore de decisão. 
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 Seguindo com os cálculos para criar o restante das partições a Tabela 2 é 
reduzida para a Tabela 4 usando os critérios de partições 𝑥2 = “Químico” e 𝑥2 = “TI”. 
Tabela 4. Dados dos entrevistados reduzidos após as partições X2= “Químico” e X2= 
“TI”. 
Entrevistado Sexo (𝑥1) Profissão (𝑥2) Idade (𝑥3)  Esportista (𝒚) 
C Masculino Médico <30 anos  Não 
E Masculino Médico ≥30 anos  Sim 
F Masculino Sociólogo <30 anos  Não 
H Feminino Médico ≥30 anos  Não 
L Feminino Médico <30 anos  Não 
M Feminino Sociólogo <30 anos  Sim 
 
 Novamente é calculado índice de Gini para todas as variáveis: 
 Para a variável “Sexo”: 
𝐺𝐹𝑒𝑚𝑖𝑛𝑖𝑛𝑜 = 1 −  (
1
3
)
2
 (𝑆𝑖𝑚) −  (
2
3
)
2
(𝑁ã𝑜) = 0,4444  
𝐺𝑀𝑎𝑠𝑐𝑢𝑙𝑖𝑛𝑜 = 1 −  (
1
3
)
2
 (𝑆𝑖𝑚) −  (
2
3
)
2
(𝑁ã𝑜) = 0,4444  
𝐺𝑆𝑒𝑥𝑜 =
3
6
∗ 0,4444 +  
3
6
∗ 0,4444 = 0,4444 
 Para a variável “Profissão”: 
𝐺𝑀é𝑑𝑖𝑐𝑜 = 1 −  (
1
4
)
2
 (𝑆𝑖𝑚) −  (
3
4
)
2
(𝑁ã𝑜) = 0,3750  
𝐺𝑆𝑜𝑐𝑖ó𝑙𝑜𝑔𝑜 = 1 −  (
1
2
)
1
 (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
𝐺𝑃𝑟𝑜𝑓𝑖𝑠𝑠ã𝑜 =
4
6
∗ 0,3750 +  
2
6
∗ 0,5000 = 0,4166 
 Para a variável “Idade”: 
𝐺≥30 𝑎𝑛𝑜𝑠 = 1 − (
1
2
)
2
 (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
𝐺<30 𝑎𝑛𝑜𝑠 = 1 −  (
3
4
)
2
 (𝑆𝑖𝑚) −  (
1
4
)
2
(𝑁ã𝑜) = 0,3750  
𝐺𝐼𝑑𝑎𝑑𝑒 =
2
6
∗ 0,5000 +  
4
6
∗ 0,3750 = 0,4166 
 Neste caso os índices de Gini para as variáveis “Profissão” e “Idade” são 
iguais, logo podemos escolher qualquer uma das duas variáveis para criar a próxima 
partição, neste exemplo será escolhida novamente a variável “Profissão” e dentro 
desta variável será feita uma busca pela variável “Médico” (X2 = “Médico”), pois esta 
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apresenta o menor índice de Gini. Entretanto o 𝐺𝑀é𝑑𝑖𝑐𝑜 ≠ 0, logo é necessário realizar 
outra partição empregando o restante da matriz representado na Tabela 5. 
Tabela 5. Dados dos entrevistados reduzidos após as partições X2 = “Químico”, X2 = 
“TI” e X2 = “Médico”. 
Entrevistado Sexo (𝑥1) Profissão (𝑥2) Idade (𝑥3)  Esportista (𝒚) 
C Masculino Médico <30 anos  Não 
E Masculino Médico ≥30 anos  Sim 
H Feminino Médico ≥30 anos  Não 
L Feminino Médico <30 anos  Não 
 
 Mais uma vez é calculado os índices de Gini para o restante das variáveis. 
 Para a variável “Sexo”: 
𝐺𝐹𝑒𝑚𝑖𝑛𝑜 = 1 −  (
0
2
)
2
 (𝑆𝑖𝑚) − (
2
2
)
2
(𝑁ã𝑜) = 0  
𝐺𝑀𝑎𝑠𝑐𝑢𝑙𝑖𝑛𝑜 = 1 − (
1
2
)
2
 (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
𝐺𝑆𝑒𝑥𝑜 =
2
4
∗ 0 +  
2
4
∗ 0,5000 = 0,2500 
Para a variável “Idade”: 
𝐺≥30 𝑎𝑛𝑜𝑠 = 1 − (
1
2
)
2
 (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
𝐺<30 𝑎𝑛𝑜𝑠 = 1 − (
0
2
)
2
 (𝑆𝑖𝑚) − (
2
2
)
2
(𝑁ã𝑜) = 0,0000  
𝐺𝑆𝑒𝑥𝑜 =
2
4
∗ 0,5000 +  
2
4
∗ 0,0000 = 0,2500 
 Os índices de Gini calculados para as variáveis “Sexo” e “Idade” são iguais, 
novamente podemos escolher qualquer uma das duas variáveis, será escolhido a 
variável “Idade” e dentro desta variável a variável “<30 anos” é quem apresenta o 
menor índice de Gini, resultando na próxima partição representada na Figura 6. 
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Figura 6. Continuação, exemplo hipotético da criação de uma árvore de decisão. 
 Porém  𝐺≥30 𝑎𝑛𝑜𝑠 ≠ 0, logo é necessário investigar se a variável restante, 
“Sexo”, é capaz de classificar os entrevistados “H” e “E” como esportistas ou não, 
calculando o índice de Gini para as variáveis “Feminino” e “Masculino” temos que 
𝐺𝐹𝑒𝑚𝑖𝑛𝑜 = 𝐺𝑀𝑎𝑠𝑐𝑢𝑙𝑖𝑛𝑜 = 0, ou seja as duas variáveis classificam corretamente os 
entrevistados. Deste modo é criado a próxima partição envolvendo a variável “Sexo” 
e “Feminino”, conforme ilustrado na Figura 7. 
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Figura 7. Continuação, exemplo hipotético da criação de uma árvore de decisão. 
Ainda faltam classificar os entrevistados “F” e “M”, representados na Tabela 
6 
Tabela 6. Dados dos entrevistados reduzidos após as partições X2 = “Químico”, X2 = 
“TI” e X2= “Médico”. 
Entrevistado Sexo (𝑥1) Profissão (𝑥2) Idade (𝑥3)  Esportista (𝒚) 
F Masculino Sociólogo <30 anos  Não 
M Feminino Sociólogo <30 anos  Sim 
 Finalmente é realizado o último cálculo dos índices de Gini para as 
variáveis restante. 
 Para a variável “Sexo”: 
𝐺𝐹𝑒𝑚𝑖𝑛𝑜 = 1 −  (
0
1
)
2
 (𝑆𝑖𝑚) −  (
1
1
)
2
(𝑁ã𝑜) = 0  
𝐺𝑀𝑎𝑠𝑐𝑢𝑙𝑖𝑛𝑜 = 1 −  (
1
1
)
2
 (𝑆𝑖𝑚) −  (
0
1
)
2
(𝑁ã𝑜) = 0  
𝐺𝑆𝑒𝑥𝑜 =
1
1
∗ 0 +  
1
1
∗ 0 = 0 
 Para a variável “Profissão”: 
𝐺𝑆𝑜𝑐𝑖ó𝑙𝑜𝑔𝑜 = 1 −  (
1
2
)
2
 (𝑆𝑖𝑚) − (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
𝐺𝑃𝑟𝑜𝑓𝑖𝑠𝑠ã𝑜 = 0,5000 
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 Para a variável “Idade”: 
𝐺≥30 = 1 −  (
1
2
)
2
 (𝑆𝑖𝑚) −  (
1
2
)
2
(𝑁ã𝑜) = 0,5000  
𝐺𝐼𝑑𝑎𝑑𝑒 = 0,5000 
 Para estas amostras a variável que apresenta o menor índice de Gini é a 
variável “Sexo”, logo a última partição será feita em relação a esta variável. Dentro da 
variável “Sexo” as variáveis “Masculino” e “Feminino” apresentam índice de Gini iguais 
a zero, ou seja, podemos escolher qualquer uma das duas variáveis para criar a última 
partição. A próxima partição será feita envolvendo a variável “Sexo” e “Feminino” (X1 
= “Feminino”), gerando a árvore de decisão final representada na Figura 8. 
 
Figura 8. Continuação, exemplo hipotético da criação de uma árvore de decisão. 
 Nota-se que criar uma árvore de decisão utilizando uma matriz cuja as 
variáveis são todas categóricas requer muitas etapas devido ao elevado número de 
possíveis combinações, neste exemplo com 2 classes (Esportista e Não esportista) o 
número total de possíveis partições para cada variável 𝑥𝑧 (Sexo, Profissão e Idade) 
será dado pela expressão 𝑘 − 1, sendo 𝑘 o número dos valores distintos que esta 
variável admite. Matrizes compostas por variáveis contínuas permitem uma maior 
variedade de testes para criar a partição binária, no entanto um dos testes mais 
utilizados para criar as partições também é o teste da pesquisa exaustiva [12].  
 A grande desvantagem deste teste para criar as partições em problemas 
com variáveis contínuas é o elevado número de 𝑘 valores distintos. O teste da 
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pesquisa exaustiva para variáveis continuas pode ser brevemente resumido da 
seguinte maneira: Dado um conjunto de dados em que os diferentes valores da 
variável 𝑋𝑧 estejam em ordem crescente, {𝑎1, 𝑎2,..., 𝑎𝑚}, este conjunto é dividido em 
duas partes: D1, cujos as variáveis possuem valores {𝑎1, 𝑎2... 𝑎𝑖} e D2, com valores 
{𝑎𝑖+1, 𝑎𝑖+2... 𝑎𝑚} para a variável 𝑋𝑧. Para cada 𝑎𝑖, 𝑖 =  1, ..., 𝑚 − 1, é feita a partição e 
em seguida é calculado o índice de Gini; conhecido o valor de 𝑎𝑖 que apresenta o 
menor índice de Gini o limiar utilizado para criar a partição será dado por  
𝑎𝑖+ 𝑎𝑖+1
2
, pois 
assim a árvore resultante apresentará melhores resultados de predição para amostras 
no conjunto de validação, ou seja, é reduzida a chance de ocorrer o sobreajuste [14].  
 O processo completo é repetido para a próxima coluna de variáveis 𝑋𝑧+1 
até o fim da matriz e a variável que apresentar o menor índice de Gini será escolhida 
para criar a partição neste nó. Vale ressaltar que o processo completo para construir 
a árvore de decisão para grandes conjuntos de dados pode requerer um elevado custo 
computacional e tempo, entretanto após a construção do modelo as amostras de 
validação são previstas de maneira muito rápida. 
1.2.3. Árvores de regressão 
Os métodos de regressão tradicionais, constroem o modelo de regressão 
por meio do cálculo de uma expressão para predizer um valor (propriedade de 
interesse), enquanto as árvores de regressão predizem este mesmo valor por meio 
da média aritmética das amostras contidas em um nó terminal/folha. A construção de 
uma árvore de regressão é semelhante a árvore de decisão, porém ao invés de utilizar 
o índice de Gini para criar as partições em cada nó o critério utilizado é a minimização 
do erro quadrático médio (Eq. 2): 
1
n
 ∑(𝑦𝑖 − ?̅?)
2
N(𝑡)
𝑖=1
 
                      (2) 
onde yi é o valor de referência das amostras, y̅ é a média dos valores de referência e 
𝑛 é o número de amostras contidas neste nó. A árvore de regressão vai se estendendo 
até que o critério de parada seja alcançado, no caso do CART, o critério de parada 
padrão é quando se tem 5 amostras no nó final (tamanho mínimo do nó ) ou quando 
o erro quadrático médio é inferior a 10-6× ‖𝑦𝑖 − ?̅?‖ [15]. 
 A seguir é apresentado um exemplo hipotético de uma árvore de regressão 
para predizer o valor da variável 𝑦 em função de duas variáveis 𝑥1 e 𝑥2 . A matriz 𝐗𝟐𝟏,𝟐 
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contendo informações das variáveis 𝑥1 e 𝑥2 e seus respectivos valores de 𝑦 estão 
ilustrados na Figura 9a. A árvore de regressão construída a partir destes dados está 
representada na Figura 9b, e em cada nó terminal (folha) o valor previsto é a média 
dos valores de referência das amostras contidas neste nó. As partições criadas pela 
arvore de regressão estão ilustradas de duas maneiras distintas nas Figura 9c e Figura 
9d. 
 
 
 
Figura 9. Exemplo hipotético da criação de uma árvore de regressão, (a) matriz 
utilizada para a construção da árvore de regressão, (b) árvore de regressão, (c) e (d) 
partições criadas no modelo desenvolvido.  
Construída a árvore de regressão, uma amostra desconhecida  
Z(2,3 ; 3,2) terá o rendimento previsto em função do caminho percorrido ao longo da 
árvore até uma folha (representado em azul na Figura 10), resultando em um 
rendimento calculado de 97,5%. 
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Figura 10. Caminho percorrido (em azul) pela amostra desconhecida 𝑍(2,3 ; 3,2). 
1.2.4. Poda da árvore 
A árvore de decisão construída pode apresentar muitas partições e 
consequente tornar-se muito complexa. Deste modo, após a construção da árvore, 
deve-se reduzir o número de partições, pois estas podem refletir em elevados erros 
para novas amostras (sobreajuste). Em outras palavras, o modelo “aprendeu” de 
modo muito específico para este conjunto de treinamento, não sendo capaz de 
generalizar as informações ali contidas [12]. 
Para evitar o problema do sobreajuste a técnica de poda da árvore pode 
ser realizada para desfazer as sucessivas partições, de modo que as partições com 
menos dissimilaridades sejam reduzidas, encontrando assim o número de partições 
ideal. A parada da poda da árvore pode ser realizada utilizando os erros das amostras 
da validação cruzada, conforme representado na Figura 11 [12,14]. Uma árvore 
podada resulta em um modelo mais simples (facilitando a sua interpretabilidade), 
exato e com maior capacidade de generalização [12]. 
 
Figura 11. Exemplo genérico do erro da validação cruzada em função do número de 
partições. 
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1.2.5. Floresta aleatória 
A floresta aleatória (do inglês, Random forest - RF) foi proposta por Leo 
Breiman em 2001 para solucionar o requerimento da poda/corte das árvores de 
decisão para prevenir o sobreajuste e reduzir o tempo necessário para construir o 
modelo multivariado, sendo considerada uma extensão do algoritmo CART [11]. A 
floresta aleatória emprega um conjunto (ensemble) de árvores de decisão sem poda, 
aliado a 2 métodos de aleatorização, Bagging [16] e a seleção aleatória das variáveis 
[11]. Empregando estes 2 métodos de aleatorização em conjunto com o elevado 
número de árvores são obtidos melhores resultados de previsão, além de tornar o 
modelo multivariado mais resistente ao sobreajuste [11].  
O termo Bagging é a abreviação de agregação bootstrap (do inglês, 
bootstrap aggregation) e foi apresentado por Breiman [16] como uma ferramenta para 
reduzir os erros de previsão em algoritmos de máquina de aprendizagem, evitando 
assim o sobreajuste. Este processo consiste em treinar cada árvore com um conjunto 
bootstrap das amostras de treinamento com reposição, geradas independentemente 
das amostras anteriores [11,12]. 
Aproximadamente dois terços (66,67%) das amostras de treinamento são 
utilizadas para construir uma árvore, sendo estas amostras denominadas como dentro 
do saco, (do inglês, in bag samples – Inbag samples), e o restante das amostras 
denominadas amostras fora saco, (do inglês, out of bag samples - OOB samples), as 
quais são utilizadas para avaliar a performance do modelo de maneira similar a 
validação cruzada. 
O outro processo de aleatorização, seleção aleatória das variáveis, 
consiste em selecionar aleatoriamente um número de variáveis que serão utilizadas 
em cada nó durante a construção de cada árvore, sendo este número de variáveis 
comumente denominado valor mtry. O valor padrão de mtry é √(𝑛) em problemas de 
classificação e 0,333 × (𝑛) em problemas de calibração, contribuindo para a redução 
da dimensionalidade dos dados [11,17]. Utilizando estes dois processos de 
aleatorização e devido ao fato que as árvores são construídas independentes uma 
das outras, o modelo final apresenta uma maior generalização e maior robustez em 
relação a amostras anômalas e ruídos [11,18].  
O conjunto de árvores é organizado na forma {T1(Ɵ𝟏), T2(Ɵ𝟐)... TB(Ɵ𝐁)}, 
onde T𝑖 é cada árvore e Ɵ𝐢 são as amostras bootstrap com reposição de dimensões q 
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x mtry, onde q é aproximadamente 0,67 × (𝑛). Um exemplo genérico de uma floresta 
aleatória utilizada em um problema de classificação está ilustrado na Figura 12.  
 
Figura 12. Esquema genérico do algoritmo floresta aleatória utilizado em problemas 
de classificação. 
Cada uma das árvores produz uma resposta 𝑦1,𝑖 para cada uma das 
amostras 𝑊 {T1(𝑊) = 𝑦1,1, T2(𝑊) = 𝑦1,2,..., TB(𝑊) =𝑦1,B } e a média (regressão) ou voto 
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majoritário (classificação) das respostas das árvores será a resposta final do modelo 
para cada uma das amostras [11]. 
De modo geral, utilizando os parâmetros padrão, os modelos baseados em 
floresta aleatória produzem bons resultados de predição, todavia também é possível 
otimizar seus parâmetros [17,19]. A floresta aleatória possui basicamente três 
parâmetros que podem ser otimizados, são eles: mtry, o número de árvores e o 
tamanho mínimo do nó. O primeiro parâmetro a ser otimizado é o número mínimo de 
nós, o qual determina a quantidade mínima de amostras que restará em cada um dos 
nós, sendo os valores padrão 5 para regressão e 1 para classificação [17,19]. 
O segundo parâmetro a ser otimizado é o valor de mtry, o qual pode variar 
de 1 até n (número total de variáveis), quando utiliza-se o valor de mtry = n a floresta 
aleatória terá a mesma performance que o método multivariado Bagging [11,20]. O 
último parâmetro a ser otimizado é o número de árvores, o qual deve ser 
suficientemente grande para estabilizar o erro das amostras OOB. Conforme podemos 
observar na Figura 13 geralmente 500 árvores são suficientes para estabilizar o erro, 
porém caso seja escolhido um número maior de árvores, isso não comprometerá os 
resultados de predição do modelo, somente irá aumentar o tempo e recursos 
computacionais durante sua construção [11,17]. 
O método de aprendizagem de máquina baseado em floresta aleatória 
apresenta muitas propriedades atrativas, por exemplo: alta capacidade de lidar com 
classes não balanceadas, pode-se utilizar a matriz X com ausência de alguns valores, 
capacidade de lidar com sistemas não lineares e variáveis que não apresentem 
distribuição normal. Além disso, os métodos de aleatorização em combinação com o 
grande número de árvores amortecem a influência de ruídos e valores anômalos de 
medição [9,11,21], entretanto recomenda-se sempre avaliar a presença de amostras 
anômalas. Também é possível analisar a importância das variáveis, visualizar a 
similaridade entre as amostras e calcular sua medida de anomalia através da matriz 
de proximidade [9,11,22]. 
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Figura 13. Efeito do número de árvores nos erros das amostras fora do saco - OOB 
samples em problemas de regressão (a) e classificação (b).  
A matriz de proximidade contém informação de quanto similar uma amostra 
é em relação a outra, seu cálculo é realizado através da análise do número de vezes 
que um par de amostras (i e j) percorre um determinado caminho nas árvores e 
chegam a um mesmo nó terminal. Em seguida este valor é dividido pelo número total 
de árvores, resultando em um número entre 0 e 1, onde o valor 1 representa um par 
de amostras perfeitamente similares e 0 representa um par de amostras não similares 
[23]. 
Através das respostas da matriz de proximidade podemos calcular a 
medida de anomalia de uma amostra em relação às demais. A medida de anomalia é 
calculada através do inverso da média quadrada da matriz de proximidade entre uma 
amostra e todas as demais. Em seguida estes valores são normalizados pela 
mediana. Geralmente valores de medida de anomalia superiores a 10 são 
considerados amostras anômalas, porém cada caso deve ser cuidadosamente 
analisado [13,15]. 
Dentre os métodos empregados pela floresta aleatória para estimar a 
importância das variáveis podemos destacar o baseado na permutação binária de 
a) 
b) 
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uma variável com todas as demais, quebrando assim a relação original desta variável 
com a propriedade de interesse. Para cada permutação é construído um modelo e a 
exatidão/eficiência obtida para cada modelo é armazenada. Este processo é repetido 
até que todas as possíveis permutações dos pares de variáveis sejam realizadas.  
Para estimar a importância das variáveis é utilizada a seguinte ideia: caso 
uma variável permutada não esteja associada com a propriedade de interesse, esta 
permutação não afetará a eficácia do modelo. Entretanto, se esta variável estiver 
associada com a propriedade de interesse, esta permutação afetará negativamente a 
eficiência do modelo [11,24].  
O uso do método de aprendizagem baseado em floresta aleatória vem sido 
intensificado e difundido com intensidade nos últimos anos, sendo um dos principais 
motivos para isso a resistência do modelo ao sobreajuste. Além disso, os resultados 
obtidos são muito próximos utilizando os parâmetros padrão ou com os parâmetros 
otimizados [2]. Do ponto de vista computacional, o algoritmo também pode ser 
paralelizado, distribuindo a construção das árvores em cada um dos núcleos dos 
processadores, reduzindo o tempo necessário para construir o modelo [11]. Nos 
estudos realizados o método floresta aleatória foi executado em ambiente Matlab 
utilizando o “Statistics and Machine Learning Toolbox” e os cálculos foram 
paralelizados utilizando o “Parallel Computing Toolbox” versão 6.9 para Matlab. 
1.2.6. Regressão por mínimos quadrados parciais – PLS 
A regressão por mínimos quadrados parciais (do inglês, partial least 
squares - PLS) é o método de calibração multivariada mais utilizado em química 
analítica até a presente data, e por consequência este método de regressão é muito 
utilizado em comparações com outros métodos de calibração multivariada. Na 
regressão por PLS as variáveis originais são projetadas em um espaço de menor 
dimensão denominado espaço das variáveis latentes. Estas variáveis são obtidas por 
um processo iterativo no qual se maximiza ao mesmo tempo a covariância da matriz 
X e do vetor/matriz y [25].  
Existem duas variantes do método PLS, conhecidas como PLS1 e PLS2, 
sendo que no PLS1 cada coluna de y é modelada individualmente enquanto no PLS2 
é calculado um único conjunto de escores e loading, para todas as colunas da matriz 
Y. Nesta tese será empregando somente o PLS1 visto que somente uma propriedade 
de interesse será modelada por vez. O algoritmo quadrados mínimos parciais 
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iterativos não lineares (do inglês, nonlinear iterative partial least squares - NIPALS) é 
comumente utilizado pelo método PLS1 para decompor a matriz X e o vetor y [25,26]. 
A decomposição da matriz X e o vetor y, estão representadas nas 
Equações 3, 4 e 5, onde T são os escores, P e q os loadings, W são os pesos e 𝐄𝐗 e 
𝐄𝐲 são os resíduos de X e y respectivamente. 
𝐗 = 𝐓𝐏 T + 𝐄𝐗              (3) 
𝐗 = 𝐲𝐖 T + 𝐄𝐗              (4) 
𝐲 = 𝐓𝐪 T + 𝐄𝐲              (5) 
Os pesos W são calculados proporcionais a covariância entre os blocos X 
e y, conforme representado na Equação 6. E em seguida estes pesos são 
normalizados utilizando a Equação 7.  
𝐖 =  𝐗T𝐲(𝐲T𝐲)−𝟏              (6) 
𝐖 =
𝐖
√𝐖𝐓𝐖
               (7) 
A matriz de escores T é estimada pela combinação linear de X com a matriz 
de pesos W (Eq. 8). Os escores são calculados paralelamente à decomposição da 
matriz X e do vetor y, reunindo os vetores W que denotam as direções das variáveis 
latentes [26].  
𝐓 = 𝐗𝐖               (8) 
Após o cálculo dos pesos W e dos escores T, são calculados os loadings 
P e q, conforme representado nas Equações 9 e 10 respectivamente. 
𝐏 =  𝐗T𝐓 (𝐓T𝐓)−𝟏              (9) 
𝐪 = (𝐓T𝐓)−𝟏𝐓T𝐲    (10) 
Em seguida é calculada a matriz de resíduos 𝐄𝐗 e 𝐄𝐲 e são atualizados os 
valores de X e y para o cálculo da próxima variável latente até que seja atingido o 
número de variáveis latentes desejados. Ao final do cálculo os coeficientes de 
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regressão do modelo PLS são estimados através da Equação 11 e o os valores 
previstos de ?̂? são estimados empregando a Equação 12. 
𝐛PLS = 𝐖(𝐏
T𝐖)−1𝑞                     (11) 
?̂? = 𝐗. 𝐛PLS                      (12) 
Uma das etapas fundamentais para a construção do modelo de regressão 
PLS é a escolha correta do número de variáveis latentes, pois quando é escolhido um 
número de variáveis latentes menor que o necessário temos a falta de ajuste do 
modelo, ou seja, não são utilizadas todas as informações úteis para construir o 
modelo. Todavia quando é escolhido um número maior que o necessário tem-se o 
sobreajuste do modelo PLS, onde são utilizadas informações não relacionadas a 
propriedade de interesse, como ruídos espectrais, para a construção do modelo [27].  
A escolha correta do número de variáveis latentes pode ser realizada 
empregando um conjunto de amostras não utilizadas na calibração (validação 
externa) ou então através da validação cruzada. Na validação cruzada, parte das 
amostras do conjunto de calibração são retiradas antes da construção do modelo, e 
em seguida é realizada a previsão para essas amostras e esses valores são 
armazenados. Este processo é repetido até que todas amostras da calibração sejam 
utilizadas na validação cruzada [25].  
Utilizando os valores de referência e previstos das amostras da validação 
cruzada é calculado o erro quadrático médio de validação cruzada, (do inglês root 
mean squared error in cross validation - RMSECV), empregando a Equação 13. Da 
mesma forma, utilizando os valores de referência e previstos das amostras da 
calibração é calculado o erro quadrático médio de calibração (do inglês, Root Mean 
Squared Error in calibration - RMSEC), também utilizando a Equação 13.   
RMSE =  √
∑(𝑦𝑖 − ?̂?𝑖)2
n
 (13) 
Na Equação 13,  𝑦
𝑖
 é o valor de referência para uma amostra 𝑖, ?̂?𝑖 é o valor 
previsto pelo modelo PLS e 𝑛 é o número de amostras utilizadas. A validação cruzada 
utilizada nesta tese foi do tipo venetian blinds, que separa as amostras em grupos de 
maneira sistemática, por exemplo, em intervalos sucessivos de 5 amostras até o final 
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do conjunto. A validação cruzada também pode ser utilizada como uma estimativa de 
erro para as futuras amostras de validação.  
Através da análise conjunta dos valores de RMSEC e RMSECV para cada 
número de variáveis latentes é possível escolher o número adequado para construir o 
modelo PLS. Um exemplo genérico para esta escolha é apresentado na Figura 14. 
 
Figura 14. Exemplo genérico do erro quadrático médio em função do número de 
variáveis latentes. 
Outro processo fundamental durante a construção do modelo é a exclusão 
de amostras anômalas nos conjuntos de treinamento e validação. A identificação de 
amostras anômalas no bloco X foi baseada nos altos valores de resíduos Q e de 
Hotelling (T2) nos conjuntos de calibração/treinamento e validação a nível de 
significância de 5%. Amostras que apresentaram simultaneamente valores de Q e T2 
acima dos limites calculados foram consideradas anômalas pelo modelo e 
consequentemente excluídas.  
Os resíduos de soma quadráticos, também conhecidos como resíduos Q, 
representam a parte do bloco X não modelada pelo PLS, sendo Q calculado, para 
cada amostra, através da Equação 14: 
Q𝑖 = e𝑖
Te𝑖             (14) 
onde 𝑒𝑖 é a i-linha da matriz de resíduos 𝐄𝐗 dada na Equação 3. Existem diversas 
maneiras de determinar os limites de confiança para os resíduos Q [28]. Nesta tese, o 
limite de confiança foi calculado de acordo com o método proposto por Jackson e 
Mudholkar [29]. 
47 
 
 
A medida de T2 de Hotelling está relacionada com a distância da amostra 
até o centro dos dados, seu cálculo para cada amostra é realizado empregando a 
Equação 15. 
𝐓𝐻𝑜𝑡𝑡𝑒𝑙𝑖𝑛𝑔
2 =
𝑡𝑖
T(𝐓T𝐓)−1𝐭𝐢
𝑀−1
           (15) 
onde T é a matriz de escores das amostras do conjunto de calibração de dimensão M 
amostras por R variáveis latentes e 𝐭𝐢 é a i-ésima linha da matriz T. O valor crítico de 
T2 (Equação 16) é calculado a partir da suposição que os escores sigam uma 
distribuição normal. 
𝐓𝐜𝐫í𝐭𝐢𝐜𝐨
𝟐 =
𝑅(𝑀−1)
𝑀−𝑅
𝐹𝑅,𝑀−𝑅,𝛼           (16) 
onde F é o valor tabelado da distribuição F com R e M-R graus de liberdade e 𝛼 
(Equação 16) representa o nível de significância adotado, neste caso 5% [30]. 
Também foram analisados os resíduos do bloco y no conjunto de 
calibração, amostras com resíduos em y superiores a 3 vezes o RMSEC foram 
consideradas anômalas e excluídas do modelo.  
O método de calibração PLS é considerado computacionalmente eficiente 
e pode ser estendido para conjuntos de dados que tenham certa não linearidade. 
Entretanto, para dados não lineares, métodos como redes neurais artificiais (ANN), 
máquina de vetores de suporte (SVM), regressão cubista, kernel PLS, floresta 
aleatória entre outros são mais recomendados.  
1.2.7. Avaliação entre os modelos de regressão 
A comparação inicial entre os modelos de calibração PLS e de floresta 
aleatória foi realizada através da análise dos valores do coeficiente de correlação R2 
da reta ajustada entre os valores previstos pelo modelo e os valores esperados, e dos 
valores de erro quadrático médio de calibração (RMSEC) e validação (RMSEP). Além 
destes parâmetros, também foi analisado o número de amostras anômalas excluídas 
nos conjuntos de calibração e validação. 
Para os modelos de regressão que apresentaram parâmetros de exatidão 
próximos foi realizado um teste estatístico para verificar se existe ou não uma 
diferença significativa entre os modelos de regressão. Nesta tese, esta comparação 
foi realizada através do teste de randomização sugerido por H. van der Voet [31]. A 
principal vantagem deste teste é que informações a respeito da homocedasticidade e 
normalidade não são requeridas.  
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O teste de randomização foi realizado com um nível 𝛼 de significância, nas 
amostras do conjunto de validação. As hipóteses a testadas foram: 
a) Hipótese nula (H0): RMSEPA = RMSEPB (a exatidão entre os modelos A e B 
são iguais); 
b) Hipótese alternativa (H1): RMSEPA ≠ RMSEPB (a exatidão entre os modelos A 
e B são diferentes). 
Mais detalhes e o script em Matlab deste teste pode ser obtido em [31,32], 
podendo ser brevemente resumido da seguinte forma: 
Primeiramente é calculada a média da diferença dos quadrados dos 
resíduos dos modelos A e B (?̅?∗). Em seguida é fixado os resíduos de B e são 
permutados os resíduos de A, após a permutação é calculado novamente a média 
quadrática ?̅?𝑖, sendo i o número da permutação. São realizadas k permutações, em 
seguida é calculado o p-valor, que é dado pelo número de vezes que ?̅?𝑖>?̅?
∗ divido por 
k+1. 
As exatidões entre os modelos de calibração serão iguais se o p-valor do 
teste for superior ao nível de significância adotado, ou seja, aceitamos H0.  
1.2.8. Análise discriminante por mínimos quadrados parciais – PLS-DA 
Dentre as técnicas de classificação multivariada supervisionada, a mais 
utilizada em dados de origem química é a PLS-DA [33], que é baseada no método de 
calibração PLS. O modelo PLS-DA assim como o PLS relacionam a matriz 𝐗 com uma 
propriedade de interesse (vetor 𝐲), neste caso a classe da amostra. Em geral, em 
problemas de classificação binária é utilizado o valor 1 para as amostras da classe de 
interesse e 0 ou -1 para as outras classes [33]. 
Assim como no PLS, a escolha correta do número de variáveis latentes e a 
remoção de amostras anômalas são essenciais para construir o modelo PLS-DA. A 
escolha do número ideal de variáveis latentes é realizada de maneira semelhante a 
utilizada pelo PLS. No entanto ao invés de analisar os valores de RMSECV é 
analisado o número de amostras da validação cruzada corretamente classificadas ou 
a taxa de erro. A Figura 15 ilustra de maneira genérica o comportamento da 
porcentagem de amostras classificadas corretamente em função do número de 
variáveis latentes. A remoção de amostras anômalas pelo método PLS-DA é feita de 
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maneira semelhante a remoção de amostras anômalas no PLS, todavia esta avaliação 
só é realizada no bloco 𝐗.  
 
Figura 15. Porcentagem de amostras classificadas corretamente em função do 
número de variáveis latentes. 
Os resultados fornecidos pelo vetor ?̂? (Equação 12) representam a previsão 
da classe à qual pertence cada amostra. No entanto, como a variável categórica é 
modelada de maneira contínua, na prática, os valores previstos não são exatamente 
0 ou 1 [20]. Dessa forma, é necessário estabelecer um valor limite (limiar/threshold) 
entre as classes. Esse valor pode ser estimado utilizando curvas ROC (receiver 
operating characteristic) [34] ou mais comumente empregando estatística Bayesiana 
[20]. 
Usando a ideia da estatística Bayesiana, inicialmente é construído um 
histograma dos valores previstos de ?̂? para as amostras da classe 0 e 1, conforme 
ilustrado na Figura 16. Onde a classe 0 é representada pela cor azul e a classe 1 é 
representada pela cor verde. Em seguida é ajustada uma distribuição normal para 
cada uma das classes. Após isso, utiliza-se esta distribuição para calcular qual a 
probabilidade de a amostra pertencer a classe 0 ou 1 em função do valor previsto pelo 
modelo. Na figura 16, a linha em azul representa a probabilidade da amostra pertencer 
a classe 0 em função do seu valor previsto e a linha verde representa a probabilidade 
da amostra pertencer a classe 1. No cruzamento destas linhas temos o ótimo limiar 
para a discriminação, ou seja, a probabilidade de amostra pertencer a classe 0 ou 1 é 
de 50%, deste modo minimizamos o número de resultados falsos positivos ou 
negativos [20]. 
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Figura 16. Distribuição dos valores previstos de y para determinação do valor limite 
entre as classes (verde/1 e azul/0) seguindo a estatística Bayesiana. A linha tracejada 
em vermelho representa o limiar ótimo para discriminação. 
Após a construção do modelo de classificação PLS-DA é possível 
identificar as variáveis mais importantes para a separação das classes. Dentre os 
métodos empregados para este propósito podemos destacar as variáveis importantes 
na projeção (do inglês, variable importance in projection - VIP), seu cálculo é realizado 
através da Equação 17. 
VIPj =  √𝑝 ∑ [SS𝑟 (
W𝑟𝑗
‖𝐖𝒓‖
)
2
] / ∑ SS𝑟
𝑅
𝑟=1
𝑅
𝑟=1                 (17) 
Onde 𝑅 é o número de variáveis latentes, SS𝑟 é a soma dos quadrados 
explicados pela r-ésima variável latente e (
W𝑟𝑗
‖𝐖𝒓‖
)
2
 representa o peso da j-ésima 
variável em relação ao peso total das variáveis para a variável latente a [35]. 
Assim como o PLS, o método de classificação PLS-DA é construído 
rapidamente e apresenta, de modo geral, excelentes resultados de classificação. 
Entretanto, em conjuntos que apresentam grande variabilidade entre amostras de uma 
mesma classe ou que apresentem um número de amostras muito desbalanceado para 
cada classe, este método tende a não apresentar bons resultados de classificação. 
Para estas situações os métodos de aprendizagem de máquina com maior 
capacidade de generalização são mais recomendados.  
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1.2.9. Modelagem suave independente por analogia de classe – SIMCA 
 O método de classificação SIMCA cria modelos de classificação 
baseados na PCA para cada classe estudada na etapa de treinamento. A PCA é uma 
ferramenta de reconhecimento de padrões não supervisionada (análise exploratória), 
sendo muito utilizada para reduzir a dimensionalidade de dados multivariados com 
base na correlação entre suas variáveis. A representação do conjunto de dados é feita 
em um novo sistema de eixos, denominados componentes principais (PC), facilitando 
a interpretação dos dados por meio da visualização da natureza multivariada dos 
dados em um sistema de poucas dimensões. Matematicamente a matriz X é 
decomposta em escores e loadings empregando a Equação 3, mais informações a 
respeito do método quimiométrico PCA pode ser encontrada no tutorial escrito por 
Rasmus Bro e Age K. Smilde [30]. 
Uma vez que o método SIMCA utiliza informações somente de uma classe 
por vez para construir os modelos de classificação, este algoritmo pode ser definido 
como um método de classificação de classe única (do inglês, one class classifier) [36]. 
Em termos geométricos, o modelo cria um envelope ao redor de cada classe, sendo 
que este envelope pode assumir diferentes formas geométricas, como por exemplo: 
círculo, cilindro, paralelepípedo, conforme ilustrado na Figura 17a. A dimensão e a 
forma de cada envelope são dadas pelo número de componentes principais utilizados 
para criar o modelo da PCA [37]. 
Após a construção do modelo SIMCA, a previsão da classe de uma nova 
amostra é realizada através da projeção desta no espaço das componentes principais 
de cada classe, onde são calculadas as variâncias e seu resíduos para cada classe. 
Caso a amostra apresente o resíduo menor ou igual ao da classe testada ela será 
classificada como pertencente a esta classe. Este método de classificação fornece 3 
possíveis resultados de previsão, são eles: a amostra pode se encaixar somente em 
uma classe; a amostra pode se enquadrar em mais de uma classe e por fim, a amostra 
pode não pertencer a nenhuma classe, ou seja a amostra é projetada fora da região 
do envelope, mais detalhes sobre o SIMCA pode ser encontrado no Review publicado 
por Kumar, N e colaboradores no período Talanta [37].  
Nesta tese o método quimiométrico SIMCA será utilizado para discriminar 
amostras autênticas de adulteradas. Deste modo, na etapa de treinamento será 
fornecido para o modelo somente informações a respeito das amostras autênticas, 
52 
 
 
enquanto na etapa de validação será avaliado se as amostras desconhecidas 
pertencem ou não a classe das amostras autênticas conforme representado na Figura 
17b. 
 
 
Figura 17. Representação gráfica do modelo de classificação SIMCA. 
1.2.10. Avaliação entre os modelos de classificação 
A avaliação de desempenho dos modelos de classificação foi realizada 
através dos parâmetros da tabela de contingência em análise conjunta do número de 
amostras anômalas excluídas dos conjuntos de treinamento e validação. A tabela de 
contingência também é conhecida como tabela de confusão. Os parâmetros da tabela 
de contingência utilizados para avaliar os modelos de classificação foram: verdadeiros 
positivos (VP) e negativos (VN), falsos positivos (FP) e negativos (FN), sensibilidade, 
especificidade, acurácia e coeficiente de correlação de Matthew’s (CCM).  
Uma amostra verdadeira positiva (VP) é uma amostra positiva (Classe 1) 
que foi classificada de maneira positiva (Classe 1), sendo que nesta tese é uma 
amostra autêntica que foi classificada como uma amostra autêntica. Uma amostra 
falsa positiva (FP) é uma amostra falsa (Classe 0) que foi classificada como positiva 
(Classe 1), nesta tese seria uma amostra não autêntica classificada como uma 
amostra autêntica. O mesmo raciocínio pode ser empregado para as amostras 
verdadeira negativas (VN) e falsas negativas (FN).  
A Sensibilidade (Equação 18) é a taxa em que uma amostra positiva é 
classificada como uma amostra positiva, nesta tese a sensibilidade representa a 
eficiência do modelo em classificar corretamente as amostras autênticas. Neste 
mesmo contexto a especificidade (Equação 19) ilustra a capacidade do modelo em 
classificar corretamente as amostras adulteradas [38].  
a) b) 
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Sensibilidade =
VP
VP+FN
                (18) 
Especificidade =
VN
VN+FP
                (19) 
A acurácia, também denominada eficiência, (Equação 20) e o CCM 
(Equação 21) resumem a performance do modelo independentemente da classe da 
amostra. A acurácia é determinada pelo número de amostras corretamente 
classificadas independentemente da classe dividido pelo número total de amostras, 
onde o valor 1 corresponde a uma eficiência de 100%. Em situações onde as classes 
apresentam tamanhos discrepantes, podemos utilizar o CCM para avaliar a 
performance do modelo, visto que este utiliza a média geométrica para calcular a 
eficiência do modelo. O CCM resulta em valores entre -1 e +1, onde valores +1 
representam uma classificação sem erros e -1 uma classificação totalmente errada 
[38]. 
Acurácia =  
VN+VP
VN+VP+FN+FP
                          (20) 
CCM = 
(VP×VN-FP×FN)
√(VP+FN)(VP+FP)(VN+FN)(VN+FP)
              (21) 
1.3. Espectroscopia no infravermelho 
A espectroscopia estuda a interação da radiação com a matéria, grande 
parte dos compostos orgânicos e inorgânicos que possuem ligações covalentes 
absorvem radiação na região do infravermelho (750-100.000 nm; 12800-10 cm-1). A 
radiação do infravermelho não é energética o suficiente para causar transições 
eletrônicas, tais como ocorrem empregando a radiação no ultravioleta (UV) e visível 
(Vis). Porém esta pode induzir transições nos estados vibracionais e rotacionais 
associados com o estado eletrônico fundamental da molécula [39]. 
O infravermelho pode ser dividido em 3 regiões conforme mostra a Tabela 
7, sendo que nesta tese as aplicações foram realizadas empregando o próximo (near 
infrared - NIR) e médio (mid-infrared - MIR) [39]. 
Tabela 7. Divisão das regiões do infravermelho. 
Região Comprimento de Onda (nm) Número de onda (cm−1) 
Próximo 780 a 2.500 12.800 a 4.000 
Médio 2.500 a 5.000 4.000 a 200 
Distante 5.000 a 100.000 200 a 10 
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A espectroscopia no infravermelho médio MIR refere-se a transições 
vibracionais e rotacionais fundamentais (𝑣 = 0  para 𝑣 = 1 ) nas ligações das 
moléculas na região de 4.000 a 200 cm−1 (2.500 a 5.000 nm), sendo esta utilizada em 
diversas aplicações, como por exemplo: caracterização e identificação de compostos 
orgânicos, quantificação de analitos, análise de controle de qualidade entre outras 
[39]. Uma das principais regiões espectrais presentes nesta faixa é região de 
impressão digital (1.200 a 700 cm−1), na qual pequenas diferenças na estrutura e na 
constituição de uma molécula resultam em mudanças na distribuição das bandas de 
absorção [39]. Um exemplo de um espectro MIR de uma amostra genérica de óleo 
vegetal, está representado na Figura 18. 
 
Figura 18. Espectro MIR de uma amostra de óleo vegetal, destacando a região de 
impressão digital. 
Dentre os equipamentos de infravermelho médio podemos destacar os 
equipamentos com transformada de Fourier (do inglês, Fourier transform - FT) 
equipados com acessório de reflectância total atenuada (do inglês, Attenuated total 
reflection - ATR). A grande vantagem dos equipamentos FT é que estes possuem 
poucos elementos óticos e não possuem fendas para atenuar a radiação, aumentando 
assim o aproveitamento da energia radiante e consequentemente a radiação que 
chega no detector apresenta melhor razão sinal/ruído quando comparado a 
equipamentos dispersivos [39].  
O acessório ATR permite que amostras sólidas e líquidas sejam analisadas 
diretamente na sua superfície conforme ilustrado na Figura 19. Além disso, as análises 
são realizadas empregando nenhum ou mínimo preparo de amostra. Antes de cada 
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análise é recomendado que seja feita a medida do branco, neste caso o ar, e em 
seguida o espectro do branco é subtraído do espectro da amostra [39]. 
Durante a medida, na interface entre o cristal e a amostra, antes que o feixe 
de radiação seja refletido parte deste feixe penetra alguns mícrons no meio menos 
denso (neste caso a amostra), e a amostra pode absorver essa radiação. A radiação 
penetrante na amostra é chamada de onda evanescente. 
 
Figura 19. Processo de reflexão no ATR horizontal. 
Na região posterior do visível e anterior do infravermelho médio temos o 
infravermelho próximo 4.000 a 12.800 cm−1 (780 – 2.500 nm). Nesta região são 
observadas as vibrações do primeiro, segundo e terceiro sobretons (overtones) bem 
como as bandas de combinação, das bandas fundamentais das ligações N-H, C-H e 
O-H que ocorrem no infravermelho médio (1700 a 3000 cm-1). Os sobretons são 
transições que acontecem do nível vibracional fundamental (𝑣 = 0) para os diversos 
níveis vibracionais (𝑣 = 2,3,4 …). As bandas de combinação são obtidas a partir da 
diferença ou soma de duas ou mais frequências (comprimentos de onda) e são 
observadas quando um fóton excita simultaneamente mais de um modo vibracional, 
resultando uma banda única [39]. Um exemplo de um espectro Vis-NIR de uma 
amostra genérica de solo, bem como as faixas classificadas como primeiro, segundo 
e terceiro sobretons e as bandas de combinação está ilustrado na Figura 20. 
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Figura 20. Espectro Vis-NIR de uma amostra de solo, dividida nas faixas de 
classificação do primeiro, segundo e terceiro sobretons e suas bandas de 
combinação. 
Os instrumentos operados nessa região podem ser construídos utilizando 
sistemas ópticos semelhantes aos que operam na região do UV-Vis, apresentando 
assim menor valor comercial e uma maior robustez quando comparado a 
espectroscopia do infravermelho médio, pois sua óptica é menos sensível a umidade 
do ar. 
Dentre os métodos de aquisição do espectro NIR podemos destacar o 
método da reflectância difusa. Neste método de aquisição, a radiação é refletida e/ou 
espalhada pela superfície da amostra. O método da reflectância difusa e 
transflectância permite que amostras sólidas e liquidas sejam analisadas diretamente 
na sua superfície ou até mesmo sem contato direto com a amostra, conforme mostra 
a Figura 21. 
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Figura 21. Análise por reflectância difusa sem o contato direto com a amostra. 
Similar as análises realizadas empregando a espectroscopia no 
infravermelho médio antes de cada análise é realizada a medida do branco, para isso 
é utilizado um material que espalhe e não absorva a radiação, dentre os materiais 
mais utilizados podemos destacar o spectralon® e o sulfato de bário BaSO4. Com o 
objetivo de concentrar mais radiação no detector e consequentemente aumentar a 
relação sinal/ruído dos espectros, são instalados em alguns equipamentos a esfera 
de integração, que é uma esfera oca revestida por um material altamente refletivo 
(spectralon® ou BaSO4), conforme esquematizado na Figura 22. 
 
Figura 22. Esquema de uma esfera de integração. 
58 
 
 
Os métodos analíticos que utilizam da espectroscopia no infravermelho 
apresentam características muito úteis em laboratórios de rotina, tais como: alta 
velocidade na obtenção dos dados analíticos, análises não destrutivas, penetração do 
feixe de radiação em alguns poucos micrometros na amostra, pode ser utilizado in situ 
e online e exige pouco ou nenhum preparo da mostra [39–41]. Entretanto, apesar de 
todas estas vantagens os dados oriundos da espectroscopia NIR e MIR podem 
apresentar sinais que não estão relacionados com a estrutura molecular da amostra, 
como por exemplo o deslocamento da linha de base e ruídos aleatórios, sendo 
necessário o uso de métodos de pré-tratamento dos dados. 
A região do MIR apresenta múltiplas bandas espectrais, no entanto em 
muitos casos a variação entre dois espectros pode ser muito sutil, dificultando a 
distinção entre eles, além disso quando se tem muitas amostras identificar tais 
variações ao longo de todo o espectro é inviável. Na região do NIR muitos sobretons 
e bandas de combinação estão sobrepostos, dificultando a atribuição de bandas 
específicos para os componentes químicos presentes na amostra, além disso 
semelhante os espectros obtidos na região do MIR os espectros também podem 
apresentar muita semelhança [42–44].  
Em ambos os casos, devido à complexidade muitas vezes a análise 
univariada dos espectros se torna inviável ou até mesmo impossível. Nesta situação 
os métodos de aprendizagem de máquina/quimiométricos são de extrema importância 
para auxiliar na obtenção de informações contidas nos espectros, permitindo a 
quantificação, classificação e controle de qualidade de diversos analitos/parâmetros 
simultaneamente, sem a necessidade de separar o analito de sua matriz [45]. 
1.4. Pré-processamento dos dados 
Técnicas de pré-processamento são essenciais em análises multivariadas, 
pois dados provenientes de técnicas instrumentais geralmente apresentam alterações 
não desejadas, como ruídos instrumentais, intensidade com magnitudes diferentes e 
variações sistemáticas da linha de base. Essas variações contribuem de maneira 
negativa para a construção de modelos multivariados, sendo necessário sua 
remoção/atenuação por meios de técnicas de pré-processamento [46].  
Em função da técnica analítica empregada e da propriedade de interesse 
que será avaliada serão escolhidos os possíveis pré-processamentos. Em medidas 
baseadas em espectros MIR, geralmente é observado ruído aleatório e variação da 
59 
 
 
linha de base. Dentre os algoritmos mais utilizados para a correção da linha de base 
podemos destacar o detrend. Este algoritmo cria uma função polinomial a partir de 
regiões livres de picos (linha de base do espectro), e em seguida todos os espectros 
são subtraídos do espectro obtido pela função polinomial criada [47]. 
Outro pré-processamento capaz de atenuar a variação da linha de base e 
ao mesmo tempo evidenciar as variações espectrais é a derivada com suavização dos 
espectros utilizando o algoritmo proposto em 1964 pelos pesquisadores da empresa 
Perkin Elmer, Abraham Savitzky e Marcel Golay [48]. O algoritmo proposto utiliza um 
intervalo constante de pontos (janela de dados) em que é ajustado um polinômio de 
grau N, a função obtida é então derivada e utiliza-se os dados da função derivada 
como os novos pontos do espectro, esta janela é movida até que seja atingida o final 
do espectro. Durante este processo é necessário definir o tamanho da janela de 
dados, o grau do polinômio N e a ordem da derivada. Maiores janelas e polinômios de 
menor grau fornecem melhores alisamentos, no entanto, deve-se atentar a 
distorção/desaparecimento dos picos [48] 
Em medidas baseadas em espectros NIR também são observados 
deslocamento da linha de base e ruídos aleatórios. Além disso, quando se analisa 
amostras sólidas também existe o espalhamento físico da luz (ou multiplicativo), 
devido principalmente aos diferentes tamanhos de partículas da amostra. Além deste 
pré-processamento a variação normal padrão (do inglês, Standard Normal Variate 
SNV) e a correção multiplicativa de espalhamento (do inglês, Multiplicative Scatter 
Correction MSC) também são muito utilizadas para corrigir a variação da linha de 
base.  
O método de pré-processamento SNV realiza uma normalização 
ponderada para cada amostra, para isso é calculado o desvio padrão de todas as 
variáveis para uma dada amostra, e todos os dados desta amostra são normalizados 
por este valor. Já o pré-processamento MSC tem por objetivo separar a informação 
química do espalhamento físico da luz, para isso uma regressão linear é realizada 
para cada espectro em relação a um espectro de referência (espectro de referência, 
média ou mediana de um dado conjunto de espectros) [49]. 
Além destes pré-processamentos, quando são utilizado os métodos 
quimiométricos como  PCA, PLS, PLS-DA para o tratamento dos dados multivariados 
os dados também devem ser centrados na média. Este pre-processamento consiste 
em calcular o valor médio de cada coluna da matriz de dados, e em seguida cada 
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espectro é subtraido deste valor. O resultado deste pré-processamento é apenas uma 
translação de eixos para o valor médio, mantendo a varia estrutura dos dados 
(variancia modal e correlação entre as variáveis) [49]. 
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2. Objetivos 
2.1. Objetivos Gerais 
De forma geral o principal objetivo desta tese é a aplicação do método de 
aprendizagem de máquina baseado em floresta aleatória em problemas multivariados 
de regressão, classificação e autenticação em diferentes matrizes e técnicas 
espectroscópicas vibracionais.  
2.2. Objetivos Específicos 
1.1) Empregar a espectroscopia Vis-NIR aliado ao método de regressão floresta 
aleatória para determinar os valores de matéria orgânica do solo (MOS), capacidade 
de troca de cátions (CTC), soma das bases (SB), areia e argila em uma biblioteca 
espectral Vis-NIR contendo aproximadamente 4 mil amostras de solo de diversas 
regiões do Brasil.  
1.2) Comparar estatisticamente a exatidão do método de regressão floresta 
aleatória com o método quimiométricos PLS, mais utilizado.  
1.3) Utilizar outra biblioteca espectral Vis-NIR contendo aproximadamente 43 mil 
amostras de solos oriundos das principais regiões produtoras do Brasil para 
determinar os teores de MOS. 
1.4)  Validar a metodologia desenvolvida através de 12 amostras de solo fornecidas 
pelo programa de análise de qualidade de laboratórios de fertilidade (PAQLF) 
realizado pela Embrapa Solos. 
2)        Investigar o uso da espectroscopia FTIR-ATR aliada ao método floresta aleatória 
para discriminar amostras de óleos de andiroba autênticas de adulteradas com 
oleaginosas de menores valores econômicos na faixa de 5 a 20% m/m. 
2.1)   Comparar o resultado do modelo de classificação floresta aleatória com o 
método de classificação PLS-DA.  
3) Desenvolver uma nova metodologia para a geração artificial de outliers, 
possibilitando o uso da floresta aleatória como um método de classe única.  
3.1) Avaliar a metodologia proposta através de duas aplicações na área de 
alimentos, sendo a primeira para discriminar o óleo de prímula autêntico do óleo de 
prímula adulterado empregando espectroscopia FTIR-ATR e a segunda aplicação 
consistiu em distinguir amostras de noz-moscada moída autênticas de adulteradas 
empregando a espectroscopia NIR. 
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3.2) Comparar os resultados obtidos com os modelos de classificação SIMCA e 
PLS-DA  
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3. Determinação de parâmetros de fertilidade e granulometria do 
solo empregando a espectroscopia Vis-NIR e floresta aleatória 
3.1. Introdução e motivação 
As projeções da Organização das Nações Unidas (ONU) estimam que em 
2050 a população mundial será de aproximadamente 9,6 bilhões. Estas mesmas 
projeções estimam que alimentar uma população tão grande irá requerer um aumento 
de aproximadamente 70% da produção total de alimentos até 2050 [50]. Para atingir 
esse objetivo a produtividade agrícola e o manejo sustentável em países em 
desenvolvimento como o Brasil precisam aumentar significativamente.  
Neste sentido cada vez mais a agricultura de precisão é empregada em 
todo o mundo, utilizando informações a respeito dos parâmetros físicos e químicos do 
solo para aumentar o rendimento da lavoura, diminuir os custos com insumos 
agrícolas, além de manter o solo em ótimas condições de plantio. Como 
consequência, milhões de análises de solo são realizadas a cada ano em todo o 
mundo para aumentar a produtividade das culturas.  
No Brasil são realizadas aproximadamente 4 milhões de análises de 
fertilidade do solo por ano, e dentre os parâmetros analisados podemos destacar a 
análise da matéria orgânica do solo (MOS), da capacidade de troca de cátions (CTC), 
da soma das bases (SB) e da saturação por bases (V%). Além destes parâmetros, 
também são realizadas análises relacionadas a granulometria do solo, são elas: os 
teores de areia, argila e silte [51].  
O teor de MOS é calculado multiplicando-se o teor de Carbono orgânico 
por 1,72, em virtude de se admitir que na composição média do húmus, o carbono 
participa com 58% [52]. O teor de Carbono orgânico é comumente analisado 
empregando dois principais métodos de análise: o método da combustão de carbono 
via seca e o método via úmida baseado no método Walkley & Black, também 
conhecido como método do dicromato [52]. Entretanto, devido ao elevado custo da 
análise do carbono orgânico via combustão a maioria dos laboratórios brasileiros 
determinam os teores de MOS empregando o método de via úmida baseado em 
Walkley & Black, no qual o Carbono orgânico é oxidado por uma solução ácida com 
excesso de dicromato de potássio. Os principais empecilhos deste método são o 
elevado tempo requerido de análise e os resíduos gerados. Estima-se que para cada 
análise de carbono orgânico são gerados aproximadamente 150 mL de resíduos 
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tóxicos, contendo os íons Cr3+ e possivelmente Cr6+ em pequenas quantidades, não 
contribuindo para práticas agrícolas sustentáveis [52,53]. 
O Crômio é encontrado naturalmente no meio ambiente no seu estado de 
oxidação trivalente (Cr3+), sendo considerado essencial e benéfico em pequenas 
quantidades, no entanto em grandes concentrações é tóxico a animais e plantas [54]. 
Sua forma hexavalente (Cr6+) é considerada tóxica mesmo em pequenas 
concentrações para animais e humanos. Outro fator importante é que o Cr3+ pode ser 
facilmente convertido para forma Cr6+ sob condições oxidantes, como por exemplo na 
cloração da água. Neste sentido, este resíduo ácido não pode ser lançamento ao meio 
ambiente diretamente, requerendo um tratamento químico. No Brasil, de modo geral, 
os laboratórios de análises terceirizam este serviço, aumentando o custo da análise 
[55].  
Os valores de CTC (H+, Al3+, Ca2+ + Mg2+ + K+ + Na+), SB (Ca2+ + Mg2+ + 
K+ + Na+) e V% = (SB * 100) / CTC, são determinados utilizando uma solução extratora 
em combinação das técnicas de espectrometria atômica, como absorção atômica ou 
espectrometria de chama [52]. A granulometria do solo (areia, argila e silte) é medida 
através da dispersão mecânica e estabilização da amostra por meio de agitador e uma 
solução dispersante. Em seguida é feita a separação das frações por peneiramento e 
sedimentação, a medição das frações é feita após a secagem ou através da medida 
da densidade da suspensão. O principal empecilho das análises granulométricas é o 
elevado tempo de análise, entre dois a cinco dias [52]. 
Devido ao tempo e custos destas análises, existe uma alta demanda por 
metodologias analíticas alternativas, simples e de baixo custo que possam prover 
resultados rápidos e exatos para uma gama de análises do solo. Entre as 
metodologias alternativas podemos destacar o uso da espectroscopia na região do 
visível e infravermelho próximo (Vis-NIR) como uma das mais promissoras para 
substituição parcial das análises de rotina em solo. A espectroscopia Vis-NIR é uma 
técnica considerada rápida, robusta e reprodutiva, as análises não são destrutivas e 
requerem mínimo ou nenhum preparo adicional da amostra, não exigindo o uso de 
reagentes tóxicos e onerosos [56,57]. Além de todas as vantagens destacadas, a 
combinação da espectroscopia Vis-NIR aliada aos métodos de aprendizagem de 
máquina permite realizar a análise simultânea de vários parâmetros/analitos utilizando 
um único espectro. 
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São encontrados na literatura diversos estudos que utilizam a 
espectroscopia Vis-NIR combinada ao método quimiométrico de regressão PLS para 
determinar diversos parâmetros físicos e químicos do solo, em especial o teor de MOS 
[42,58–60]. Entretanto, em vários estudos faltam explicações a respeito dos critérios 
utilizados para determinar o número de variáveis latentes, sobre como foram avaliadas 
as amostras anômalas e como as amostras do conjunto de calibração e validação 
foram selecionadas. Além disso, alguns trabalhos utilizam um pequeno número de 
amostras nos conjuntos de calibração e validação gerando uma discrepância dos 
resultados encontrados na literatura. Deste modo, são necessários estudos mais 
aprofundados empregando grandes bibliotecas espectrais e deixando explícito quais 
critérios utilizados para construir os modelos multivariados de regressão.  
3.2. Materiais e métodos 
3.2.1. Determinação dos valores de referência e obtenção dos espectros 
As análises de referência dos valores de MOS, CTC, SB, areia e argila das 
3.854 amostras georreferenciadas foram realizadas no laboratório IBRA – Instituto 
Brasileiro de Análises localizado na cidade de Sumaré-SP, que é certificado pela 
Embrapa e possui ISO 17025. A metodologia utilizada para as análises foi a 
recomendada pela Embrapa descrita no Manual de métodos de análise de solo [52].  
O número de amostras coletadas em cada estado para compor esta biblioteca 
espectral está ilustrado na Figura 23. 
 
Figura 23. Mapa dos pontos de coleta que compõe a biblioteca espectral Vis-NIR 
contendo 3.854 amostras. 
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Para padronizar a granulometria e umidade do solo as amostras foram secas a 
temperatura de 40ºC por 48 horas, em seguida um martelo de borracha foi utilizado 
para destorroar o solo e a granulometria foi controlada pelo peneiramento (< 2 mm). 
Esta fração do solo é conhecida por terra fina seca e é utilizada as análises de 
referência e para a obtenção dos espectros Vis-NIR. A terra fina seca é armazenada 
em embalagens plásticas rotulada com um código de barras, este código leva a um 
banco de dados contendo informações a respeito das amostras. O armazenamento 
das amostras é ilustrado na Figura 24. 
 
Figura 24. Armazenamento das amostras de solo após a etapa de secagem e 
destorroamento. 
Os espectros foram obtidos empregando um espectrômetro dispersivo Vis-
NIR na faixa de 400 a 2500 nm (25.000 a 4.000 cm-1) com 64 varreduras e resolução 
de 0,5 nm.  
3.2.2. Softwares utilizados 
Todos os cálculos foram realizados utilizando o software MATLAB R2016b 
(Mathworks), usando uma CPU Intel Core i7-6700k com quatro núcleos e oito threads, 
64 GB de memória. Os modelos de floresta aleatória foram construídos utilizando a 
versão 11.0 “Statistics and Machine Learning Toolbox”, juntamente com o “Parallel 
Computing Toolbox” versão 6.9, ambos da Mathworks. Os modelos PLS foram 
construídos usando o “PLS Toolbox 8.1” da Eigenvector Research. 
3.3. Resultados e discussões 
3.3.1. Espectros Vis-NIR 
Os espectros Vis-NIR brutos (não pré-processados) de todas as amostras 
de solo, provenientes de diferentes estados do Brasil estão representados na Figura 
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25a, observa-se que os espectros apresentam variações na linha de base e são muito 
similares entre si. Com o objetivo de reduzir a variação da linha de base e enaltecer 
as variações espectrais foi utilizado o pré-processamento primeira derivada com 
suavização através do algoritmo Savitzky-Golay, com uma janela de 7 pontos e um 
polinômio de segundo grau [48]. A Figura 25b mostra os espectros pré-processados, 
nota-se que a linha de base foi corrigida e as variações espectrais se tornaram mais 
evidentes. 
Os espectros Vis-NIR mostram essencialmente bandas de absorção nas 
regiões de 400-600, 1100, 1400, 1800-2000 e 2200-2400 nm comum a maioria dos 
espectros de solos já reportados em diversas publicações [58]. Os espectros Vis-NIR 
apresentam menos bandas de absorção quando comparados aos espectros FTIR, as 
bandas de absorção são largas e sobrepostas dificultando sua interpretação. No 
entanto, similar aos espectros FTIR esta região contém informações a respeito dos 
materiais orgânicos e inorgânicos presentes no solo. As absorções na região visível 
(400-780 nm) estão principalmente associadas aos minerais que contêm ferro, como 
por exemplo a hematita e goethita. A matéria orgânica também pode apresentar 
bandas de absorção nesta região, devido a cromóforos presentes na matéria orgânica 
[61]. 
 
Figura 25. Espectros Vis-NIR originais (a) e pré processados (b) de todas as amostras 
de solo. 
a) 
b) 
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As bandas de absorção em 1.400-1.450 nm e 1.900-1.950 nm são devidas 
a grupos -OH, inclusive de água residual, e C=O de ácidos carboxílicos. A banda em 
1.100 nm é associada a grupos aromáticos, em 1.120 nm relacionada a estiramento 
C-H, em 2.130 nm está associada ao estiramento e combinação de C-H, C-O e N-H 
[58]. Na região de 2.200 a 2.500 nm a absorção é devida a grupos metal-OH, como 
por exemplo Silanol: Si]-OH, hidróxidos de ferro Fe]-OH,  Aluminol Al]-OH entre outros 
[61]. 
Sabe-se que os íons Al3+, Ca2+, Mg2+, Na+, K+ e H+ não apresentam sinal 
analítico na região do Vis-NIR, não sendo possível quantificar os valores de CTC e SB 
diretamente, entretanto devido à correlação destes parâmetros com outros 
parâmetros que apresentam absorção no Vis-NIR, podemos criar modelos de 
regressão denominados modelos indiretos para quantificar os valores de CTC, SB 
dentre outros parâmetros [61]. A Figura 26 mostra a correlação entre os parâmetros 
avaliados para o conjunto de amostras estudadas, onde observa-se que existe uma 
correlação positiva (vermelho) dos valores de CTC e SB com os valores de MOS e 
argila, enquanto a areia apresenta uma correlação negativa (azul). A correlação 
positiva dos valores de CTC e SB com a MOS e argila pode ser atribuída a adsorção 
de cargas positivas nos sítios negativos dos grupos orgânicos presentes na argila e 
MOS [62]. A areia apresenta correlação negativa com teores de MOS e argila, tal 
correlação já era esperada visto que solos arenosos possuem, no geral, menores 
teores de MOS e argila. Vale resssaltar que a correlação destes parametros varia para 
cada região e para cada tipo de solo. 
 
Figura 26. Correlação entre os parâmetros de referência dos solos analisados. 
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3.3.2. Seleção das amostras para os conjuntos de calibração e validação 
Uma das etapas fundamentais para a construção dos modelos 
multivariados é a seleção das amostras para os conjuntos de calibração e validação. 
Com o objetivo de separar amostras representativas em toda a faixa de concentração 
em ambos os conjuntos, foram construídos histogramas dos valores de referência de 
todas as amostras, como mostrado na Figura 27. 
Em seguida as amostras foram organizadas em ordem crescente para cada 
um dos parâmetros avaliados. As amostras que ficaram em linhas múltiplas de 3 foram 
selecionadas para o conjunto de validação e o restante das amostras foram utilizadas 
no conjunto de calibração. Utilizando este processo garantimos que os histogramas 
de concentrações apresentem a mesma proporção em todos os conjuntos (inicial, 
calibração e validação), conforme mostra a Figura 27. 
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Figura 27. Histograma dos valores de CTC, SB, MOS, argila e areia para todas amostras (primeira coluna), amostras do conjunto 
de calibração (segunda coluna) e amostras de validação (terceira coluna). 
2546 amostras 1272 amostras 3818 amostras 
2536 amostras 1267 amostras 3803 amostras 
2562 amostras 1281 amostras 3843 amostras 
417 amostras 208 amostras 625 amostras 
417 amostras 208 amostras 625 amostras 
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3.3.3. Modelos de regressão 
Os modelos de regressão de floresta aleatória foram inicialmente 
construídos empregando os valores padrão do algoritmo (tamanho mínimo do nó = 5, 
mtry = n/3 e 500 árvores). Com o objetivo de obter modelos mais exatos foi realizada 
a otimização destes parâmetros, e para isso foram realizadas combinações dos 
valores do tamanho mínimo do nó (1, 2, 3, 5, 7, 10) com os valores de mtry (~n/20, 
n/15, n/12, n/10, n/8, n/5, n/4, n/3, n/2), resultando em 54 modelos de regressão para 
cada um dos parâmetros de fertilidade e granulometria do solo analisados.  
Em todos os 270 modelos construídos, 500 árvores foram suficientes para 
estabilizar os erros de predição das amostras fora do saco (OOB). Além disso, 
utilizando mtry = n/20 ou n/3 (padrão) os erros das amostras OOB foram equivalentes, 
vale ressaltar que quanto menos variáveis estiverem presentes em cada nó mais 
rapidamente o modelo final será construído. Os modelos de regressão com valor de 
tamanho mínimo do nó = 1 apresentaram resultados de predição das amostras OOB 
ligeiramente superiores ao valor padrão (5). Deste modo, os valores dos parâmetros 
otimizados para todos os modelos de regressão foram: tamanho do nó = 1, mtry = 
n/20 e número de arvores = 500. 
A avaliação das amostras anômalas no bloco X foi inicialmente realizada 
através do cálculo da medida de anomalia para ambos os conjuntos (calibração e 
validação). No entanto, ao comparar os resíduos de y em função dos valores da 
medida de anomalia (Figura 28), foi observado que amostras com elevadas medidas 
de anomalia não apresentam elevados resíduos em y. As amostras que apresentaram 
elevados valores de anomalia foram as amostras que possuíam os maiores valores 
de cada parâmetro analisado (MOS, CTC, SB, argila e areia). 
Diante destes resultados, a avaliação de amostras anômalas no conjunto 
de calibração foi realizada somente em relação ao bloco y. Nesse caso, amostras 
OOB com erros superiores a 3*RMSEC foram consideradas anômalas e foram 
removidas do modelo. 
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Figura 28. Resíduos do bloco y em função da medida de anomalia das amostras de 
validação. 
Uma vez que a medida de anomalia, que é o método padrão, não foi capaz 
de identificar amostras com elevados resíduos em y, foi proposto um novo método 
para identificar as amostras anômalas no conjunto de validação baseada no perfil 
espectral (bloco X). O princípio deste método é que amostras que tiveram alta 
discrepância nos valores previstos de y ao longo do conjunto de árvores são amostras 
anômalas. A primeira etapa deste método consiste em prever os valores de y do 
conjunto de validação em cada árvore, em seguida é calculado o desvio padrão dos 
valores previsto ao longo do conjunto de árvores, e amostras que apresentarem 
elevados valores de desvio padrão serão consideradas anômalas. Os histogramas de 
desvio padrão dos valores previstos de todas as árvores para cada parâmetro estão 
representados na Figura 29. 
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Figura 29. Histogramas dos desvios padrão dos valores previstos para cada 
parâmetro no conjunto de árvores. A linha vermelha representa a distribuição Log 
Normal dos dados. 
A relação entre os resíduos de y e os desvios padrão dos valores previstos 
ao longo do conjunto de árvores são mostrados na Figura 30. Os conjuntos de 
validação que apresentaram uma distribuição Log-Normal (linha vermelha) nos 
histogramas da Figura 29 apresentaram uma tendência nos resíduos de y da Figura 
30. Para estes conjuntos foi observado que parte das amostras com elevados valores 
de desvios padrão apresentavam também elevados resíduos de y. 
 
Figura 30. Resíduos de y em função do desvio padrão dos valores previstos ao longo 
do conjunto de árvores. A linha vermelha representa o valor de 3*RMSEP. 
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Através da análise dos histogramas da Figura 29, foi possível definir um 
limiar para classificar uma amostra como anômala: amostras que apresentaram 
desvio padrão no final da curva Log Normal (menor que 5% da área) foram 
consideradas anômalas. Por exemplo, para o parâmetro CTC amostras com valores 
de desvio padrão superiores a 35 (mmolc/dm3) foram consideradas anômalas, para os 
parâmetros SB e MOS os limiares definidos foram 35 (mmolc/dm3) e 15 (g/kg) 
respectivamente. Vale ressaltar que os histogramas de desvio padrão são gerados 
através dos valores previstos por cada árvore, não considerando informações a 
respeito dos valores de referência do bloco y das amostras de validação, ou seja, 
somente são utilizadas informações dos resultados de cada árvore.  
Com o objetivo de mensurar a eficiência dos modelos de regressão 
baseado em floresta aleatória também foram construídos modelos de regressão PLS, 
que é o método quimiométrico de regressão multivariada mais utilizado em química 
analítica. Os conjuntos de calibração e validação foram os mesmos utilizados para a 
floresta aleatória, no entanto, na etapa de pré-processamento além de derivar e 
suavizar os espectros eles também foram centrados na média. 
O número ótimo de variáveis latentes foi escolhido na análise conjunta dos 
valores de RMSECV e RMSEC, a detecção de amostras anômalas foi realizada nos 
blocos X e y na etapa de calibração, já na etapa de validação a detecção de amostras 
anômalas foi baseada somente no bloco X conforme já reportado na seção 1.2.6 
Regressão por mínimos quadrados parciais – PLS.  Em todos os modelos construídos 
o conjunto de validação foi tratado como amostras de concentrações desconhecidas, 
desde modo evitamos o sobreajuste do modelo. 
A Figura 31 apresenta os valores de referência versus previstos pelos 
modelos de regressão floresta aleatória (a) e PLS (b). Os valores de referência das 
amostras de calibração (azul) estão distribuídos ao longo de toda reta de regressão e 
os valores de referência das amostras de validação (vermelho) estão contidos dentro 
do intervalo das amostras de calibração, conforme recomendado pela ASTM E1655-
17 [63]. As inclinações das retas de calibração e validação são próximas uma da outra 
e os valores de RMSEC e RMSEP são próximos indicando uma concordância entre o 
conjunto de calibração e validação. 
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Figura 31. Valores de referência versus previstos dos parâmetros de qualidade do solo, empregando os métodos de regressão de 
floresta aleatória (a) e PLS (b) 
76 
 
 
Os parâmetros de exatidão dos modelos de regressão estão organizados 
na Tabela 8. Os modelos de regressão PLS foram construídos empregando 15, 21, 
16, 9 e 10 variáveis latentes para os parâmetros CTC, SB, MOS, Argila e areia 
respectivamente. Uma comparação inicial a respeito dos modelos de regressão de 
floresta aleatória e PLS sugere que os modelos baseados em floreta aleatória são 
superiores aos modelos PLS, visto que os parâmetros de exatidão são ligeiramente 
melhores e o número de amostras removidas são menores. 
Tabela 8. Parâmetros de exatidão dos modelos de regressão por floresta aleatória e 
PLS. 
Parâmetros 
do solo 
Número inicial 
de amostras 
Número de amostras 
excluídas RMSEC RMSEP 
RF PLS 
 Cal Val Cal Val Cal Val RF PLS RF PLS 
CTC 2.546 1.272 61 58 295 145 11,47 13,21 12.23 14,53 
SB 2.536 1.267 46 47 197 99 11,32 11,53 12.26 13,29 
MOS 2.562 1.281 48 40 422 179 5,63 5,54 5.49 6,19 
Argila 417 208 0 0 25 15 78,48 76,80 76.15 88,24 
Areia 417 208 19 0 28 7 94,87 105,03 92.31 107,38 
No entanto, a comparação entre as exatidões dos modelos de regressão 
não deve ser baseada somente na inspeção visual dos valores de referência versus 
previstos. Um teste estatístico deve ser realizado para verificar se existe ou não uma 
diferença significativa entre os modelos de regressão. Nesta tese, esta comparação 
foi realizada através do teste de randomização, sugerido por H. van der Voet [31] nas 
amostras do conjunto de validação. 
O teste de randomização foi realizado a nível de significância de 0,05 e as 
hipóteses a testadas foram: 
a) Hipótese nula (H0): RMSEPA = RMSEPB (a exatidão entre os modelos floresta 
aleatória e PLS são iguais); 
b) Hipótese alternativa (H1): RMSEPA ≠ RMSEPB (a exatidão entre os modelos 
floresta aleatória e PLS são diferentes).  
O teste de randomização foi realizado por meio de 5 comparações binárias, 
uma para cada parâmetro. O histograma contendo os valores da diferença média 
quadrática (?̅?∗) entre os modelos floresta aleatória e PLS antes e após as 
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permutações são mostrados na Figura 32 e os p-valores obtidos para cada teste de 
randomização estão organizados na Tabela 9. Os resultados obtidos mostram que o 
parâmetro SB foi único parâmetro que apresentou a mesma exatidão (p-valor ≥ 0,05) 
para ambos os métodos de regressão, para todos os outros parâmetros as exatidões 
não foram estatisticamente iguais. Diante deste resultado podemos afirmar que as 
diferenças entre os valores de RMSEP são significativas. Visto que os modelos 
floresta aleatória apresentaram menores valores de RMSEP em relação ao PLS 
podemos concluir que estes obtiveram exatidão superior, além de necessitar de 
remover menos amostras anômalas nos conjuntos de calibração e validação. 
 
Figura 32. Histograma da distribuição das diferenças médias entre os modelos 
floresta aleatória e PLS e após as permutações. A linha vermelha representa o valor 
da diferença média quadrática sem permutação. 
Tabela 9. p-valores obtidos para cada teste de permutação. 
Parâmetros do solo p-valor  
CTC 1x10-6 
SB 0,10 
MOS 1x10-6 
Argila 0,01 
Areia 0,02 
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3.3.4. Importância das variáveis para a construção dos modelos de regressão. 
O desempenho dos modelos de regressão deve-se principalmente a 
algumas variáveis, conhecidas como variáveis importantes que permitem identificar 
quais regiões espectrais, e consequentemente os grupos vibracionais, foram mais 
relevantes para construir o modelo de calibração. A estratégia empregada pelo 
método de calibração de floresta aleatória para estimar a importância de cada variável 
está disponível na seção 1.2.5 Floresta aleatória. A importância de cada variável 
empregando esta estratégia está ilustrada na Figura 33. 
Para o parâmetro CTC (Figura 33a) as variáveis mais importantes 
aparecem nas regiões de 460, 540, 1.100, 1.400, 2.130, 2.190 e 2.400 nm. As 
absorções nos comprimentos de onda nas regiões de 460 e 540 nm são devidas aos 
minerais goethite e hematita respectivamente, em 1.100 nm a absorção é devida a 
grupos aromáticos, na região de 1400 nm é devida ao grupo -OH de água residual 
retida pela matéria orgânica (apesar dos solos estarem secos), em 2130 nm a 
absorção está relacionada a combinação e estiramento de C-H, C=O e N-H, 
finalmente na região de 2.200 a 2.500 nm as absorções são devidas a bandas de 
combinações envolvendo o estiramento da banda metal-OH, como por exemplo de 
hidróxidos nas superfícies de minérios de argila (Silanol: Si]-OH e Aluminol Al]-OH), 
óxidos e hidróxidos de ferro (Fe]-OH), alumínio (Al]-OH), manganês (Mn]-OH) e titânio 
(Ti]-OH) [61,64]. 
Para o parâmetro SB (Figura 33b), assim como observado para o CTC 
podemos destacar as variáveis nas regiões de 460, 540, 1.100, 1.400, 1.565, 2.200, 
2.390 nm (variável principal) e 2.400 nm. Além destas variáveis, também podemos 
destacar as variáveis nas regiões de 1.870 nm devido ao grupo carbonato (CO3), em 
1.450 nm relativa ao ácido carboxílico e/ou -OH e em 1.120 nm relativa ao estiramento 
C-H [58]. Os minerais argilosos, substâncias húmicas (parte da matéria orgânica), 
ferro e óxidos de alumínio, têm uma superfície de troca e são os principais coloides 
responsáveis pela CTC de solos sob condições tropicais [65]. Nesse sentido, espera-
se que as principais variáveis responsáveis pela quantificação da CTC e SB sejam as 
mesmas desses parâmetros, pois esses cátions não apresentam sinal próprio na 
região do Vis-NIR. 
A região visível foi importante para quantificar os teores de MOS, conforme 
mostra a Figura 33c. Na região do infravermelho próximo podemos destacar as 
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bandas localizadas em 1.100, 1.400, 1.450, 2.200 nm já reportadas previamente, além 
destas também podemos destacar: a banda em 2.060 nm devido a absorção dos 
grupos aminas, em 2.275 nm devido a absorção dos grupos C-H alifático e entre 2.340 
e 2.450 nm as devido a absorções do grupo metil [65]. 
As principais bandas espectrais para determinar os teores de argila (Figura 
33d) estão localizadas na região de 510, 1.100, 1.400 e 2.200-2.500 nm. Além destas 
bandas, também podemos destacar a região de 1.530 nm relacionada a grupos amida. 
Para determinar os teores de areia presentes no solo (Figura 33e) podemos destacar 
basicamente 2 regiões: 1.400 nm e a faixa de 2.200 a 2.500 nm. Nota-se que existem 
muitas variáveis que apresentam importância negativa para a determinação dos 
teores de areia e argila, tais variáveis influenciam negativamente o modelo e podem 
ser removidas para aumentar a sua exatidão.  
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Figura 33. Importância das variáveis dos modelos floresta aleatória para cada parâmetro de solo analisado. 
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3.3.5. Validação da metodologia através do programa de análise de qualidade 
de laboratórios de fertilidade - PAQLF 
Após a construção dos modelos de calibração multivariada (floresta 
aleatória e PLS) empregando a biblioteca Vis-NIR contendo 3.843 amostras, foi 
constatado que as matrizes de solo são muito heterogêneas e complexas, requerendo 
uma quantidade maior de amostras para criar modelos robustos e representativos de 
calibração. Visando aumentar a exatidão e representatividade da metodologia foi 
analisada uma outra biblioteca espectral Vis-NIR contendo 42.836 amostras de solos 
das maiores regiões produtoras do Brasil representadas na Figura 34. 
 
Figura 34. Mapa dos pontos de coleta que compõe a biblioteca espectral Vis-NIR 
contendo 42.836 amostras. 
Os valores de referência desta biblioteca espectral foram obtidos conforme 
reportado na seção 3.2.1 Determinação dos valores de referência e obtenção dos 
espectros. Os espectros foram registrados utilizando um espectrômetro de 
infravermelho Vis-NIR personalizado para essa determinação, denominado SpecSolo-
Scan® (Figura 35), que consiste em um braço robótico com uma fibra ótica para a 
coleta de espectros [66]. Os espectros foram obtidos na região de 432,0 a 2.448,3 nm 
(23.148 a 4.085 cm-1), com 128 varreduras e resolução de 3,3 nm. No início de cada 
batelada de análise o branco era obtido usando o material spectralon®, em seguida 
era registrado um espectro de referência de uma amostra de solo, este espectro de 
referência era monitorado por meio de uma carta controle multivariada [28]. 
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Figura 35. Espectrômetro Vis-NIR customizado para análises de solo, SpecSolo-
Scan®. 
Visto que o modelo de regressão de floresta aleatória apresentou melhor 
exatidão quando comparado ao método PLS na primeira etapa, foi utilizado somente 
o método de aprendizagem de máquina floresta aleatória para determinar os teores 
de MOS desta biblioteca espectral. O pré-processamento utilizado e o método de 
separação das amostras nos conjuntos de calibração e validação foram os mesmos 
utilizados para a primeira biblioteca espectral Vis-NIR, resultando em 27.581 amostras 
na etapa de calibração e 13.791 amostras na etapa de validação. Os histogramas dos 
valores de referência de MOS do conjunto inicial, calibração e validação estão 
presentes na Figura 36 e os espectros Vis-NIR originais e pré-processados desta 
biblioteca espectral estão representados na Figura 37. 
 
Figura 36. Histograma dos valores de referência de MOS para todas amostras (a), 
amostras do conjunto de calibração (b) e validação (c). 
41.372 amostras 27.581 amostras 13.791 amostras 
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Figura 37. Espectros Vis-NIR originais e pré-processados da biblioteca espectral 
contendo 42.836 amostras. 
Os parâmetros de exatidão obtidos para este modelo de regressão foram: 
0,7286, 0,7387, 4,90g/dm3 e 4,81g/dm3 para R2cal, R2val, RMSEC e RMSEP 
respectivamente. Os valores de referência de MOS versus previstos pelo modelo de 
regressão floresta aleatória são mostrados na Figura 38 (calibração) e Figura 39 
(validação). Devido ao elevado número de amostras, uma barra de cores contendo a 
recorrência dos valores previstos para cada valor de referência foi inserida para 
facilitar a intepretação dos resultados. Valores de predição com muita recorrência 
estão representadas pela cor vermelha e os valores de predição com pouca 
recorrência estão representadas pela cor azul escuro.  
Através da análise da recorrência é possível concluir que apesar da grande 
dispersão dos valores previstos a maioria das amostras foram previstas com valores 
de MOS próximos aos de referência, principalmente na região de 5 a 30 g/dm3. A 
minoria das amostras (azul escuro) foi prevista com valores distantes dos valores de 
referência. É observado que as regiões que apresentam maiores variações nos 
valores previstos são regiões que apresentam baixo número de amostras, ou seja, 
são necessárias mais amostras nestas regiões para obter modelos mais 
representativos e exatos. 
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Os valores de referência de MOS em ambos os conjuntos estão distribuídos 
ao longo do intervalo avaliado, os valores de R2cal, R2val, RMSEC e RMSEP são 
próximos indicando a concordância entre os conjuntos de calibração e validação, ou 
seja, o modelo de calibração não está sobreajustado.  
 
Figura 38. Valores de referência versus previstos de MOS do conjunto de calibração 
empregando o método de regressão floresta aleatória. 
 
Figura 39. Valores de referência versus previstos de MOS do conjunto de validação 
empregando o método de regressão floresta aleatória. 
Vale ressaltar que os baixos valores dos coeficientes de determinação 
(R2cal e R2val) e os elevados valores de RMSEC e RMSEP também estão associados 
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a baixa precisão e exatidão do método de referência Walkley & Black [52], que é 
utilizado para determinar os teores de MOS. 
Com o objetivo de avaliar a representatividade, precisão e exatidão da 
metodologia, esta foi validada externamente através da submissão dos valores 
previstos MOS de 12 amostras de solo distribuídas no ano de 2016 pelo programa de 
análise de qualidade de laboratórios de fertilidade (PAQLF), coordenado pela 
EMBRAPA solos. Este programa tem como principal objetivo a verificação da 
qualidade das determinações analíticas em solos dos laboratórios de instituições 
públicas e privadas de todo o Brasil [57]. 
O ensaio de proficiência fornece anualmente um kit com 12 amostras de 
solo, não certificadas, dirigidas aos laboratórios que participam do programa. Entre 
estas amostras, 6 são amostras únicas e as outras 6 amostras são 2 amostras em 
triplicata. A faixa de valores aceitáveis da MOS para cada amostra é calculada da 
seguinte forma: Inicialmente os resultados da MOS fornecidos por todos os 
laboratórios são usados para calcular a média, o desvio padrão e o coeficiente de 
variação, e através destes valores é calculado a faixa aceitável com 95% de confiança 
dos resultados da MOS [57]. Amostras com valores de MOS fora do intervalo de 
aceitação são penalizadas com um asterisco (*) e excluídas do(s) próximo(s) 
cálculo(s). Após esta exclusão é calculado novamente a faixa aceitável, e novamente 
as amostras com valores de MOS fora da faixa aceitável são penalizadas com um 
asterisco e excluídas. O processo de calcular a faixa aceitável pode ser repetido até 
3 vezes ou no mínimo 2 (quando não há resultados laboratoriais fora do intervalo 
aceitável) [57]. Uma vez que o cálculo pode ser realizado até 3 vezes, um laboratório 
pode ser penalizado com até 3 asteriscos por amostra, no entanto se esta amostra for 
uma das replicadas cada asterisco é multiplicado por 3 [57].  
Através dos resultados destas 12 amostras são atribuídos grupos de 
excelência em qualidade (A, B e C)  para os laboratórios participantes, através do 
índice de excelência (Equação 22), que considera que a excelência de um laboratório 
é igual à excelência máxima (100%) menos os erros relacionados à precisão 
(Equação 23) e exatidão (Equação 24). Para os índices de excelência ≥90% o ensaio 
de proficiência é classificado como grupo de excelência “A”, os índices de excelência 
≤70% são classificados como grupo “C” e a faixa intermédia (>70 a <90) é classificada 
como “B” [53,57]. 
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Índice de excelência = 100 −
(Imprecisão+inexatidão)
2
                 (22) 
Imprecisão =  
CV1+CV2
2
           (23) 
Inexatidão =  
Número de asteristicos ponderados
Numero de determinações
 × 100         (24) 
O coeficiente de variação CVn é calculado através dos dois conjuntos de 
amostras triplicatas fornecidas pelo programa PAQLF. Os laboratórios classificados 
nos grupos de excelência "A" ou "B" recebem o selo de qualidade do programa por 1 
ano. No ano de 2016 as 12 amostras não certificadas (#251, #252, #253, #254, #255, 
#256, #257, #258, #259, #260, #261, #262) foram analisadas por 136 laboratórios 
participantes, empregando como método de referência o método do dicromato [52]. 
As amostras #256 e #262 são replicatas da amostra #252 e as amostras #258 e #261 
são replicatas da amostra #254. A faixa de concentração aceitável de MOS (g/dm3) 
calculada em cada rodada pelo programa PAQLF e os valores previstos da MOS 
empregando a metodologia proposta estão organizados na Tabela 10. 
A metodologia desenvolvida apresentou excelente exatidão, pois 10 das 12 
amostras foram quantificadas na faixa aceitável. Além disso, todas as réplicas (#252; 
#256; #262 e #254; #258; #261) foram quantificadas corretamente, com CV1 e CV2 
iguais a 0% e 4,33%, respectivamente, indicando uma excelente repetibilidade do 
método. Os resultados de previsão das amostras #251 e #260 ficaram fora do intervalo 
aceitável apenas na última rodada, recebendo um asterisco cada, no entanto os 
valores previstos foram muito próximos do intervalo aceitável. 
A imprecisão e inexatidão obtidas foram de 16,66% e 2,16% 
respectivamente, resultando em índice de excelência de 90,59%, sendo assim 
classificado como grupo de excelência “A”. Deste modo, a metodologia proposta 
apresentou a mesma exatidão e precisão do método de referência baseado em 
Walkley-Black, com a vantagem de apresentar um menor custo, quando utilizada em 
larga escala, além de ser mais rápida e ecologicamente correta, reduzindo o impacto 
ambiental e contribuindo para análises mais acessíveis. 
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Tabela 10. Faixa de valores de MOS (g/dm3) aceitáveis em cada etapa do programa 
PAQLF e os valores previstos de MOS pela metodologia proposta. 
Nome da 
amostra 
Etapa 
Faixa aceitável dos valores 
de MOS (g/dm3) 
Valor previsto 
(g/dm3) 
Mínimo Máximo 
#251 
1ª 20 44 
20 
Ok 
2ª 23 41 * 
#2521 
1ª 17 34 
21 
Ok 
2ª 19 33 Ok 
#253 
1ª 16 34 
28 
Ok 
2ª 19 32 Ok 
#2542 
1ª 6 18 
14 
Ok 
2ª 7 16 Ok 
#255 
1ª 3 14 
11 
Ok 
2ª 5 12 Ok 
3ª 6 11 Ok 
#2561 
1ª 15 34 
21 
Ok 
2ª 19 33 Ok 
#257 
1ª 11 23 
20 
Ok 
2ª 11 22 Ok 
#2582 
1ª 7 17 
13 
Ok 
2ª 8 16 Ok 
#259 
1ª 9 29 
22 
Ok 
2ª 11 25 Ok 
#260 
1ª 4 13 
12 
Ok 
2ª 5 12 Ok 
3ª 5 11 * 
#2612 
1ª 7 17 
13 
Ok 
2ª 7 16 Ok 
#2621 
1ª 17 35 
21 
Ok 
2ª 19 34 Ok 
1 e 2 são as amostras replicadas e * são as amostras com valores previstos de 
MOS fora da faixa aceitável. 
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3.4. Conclusões parciais 
Muitos esforços estão sendo empenhados para estabelecer a 
espectroscopia Vis-NIR como uma técnica analítica robusta, precisa e exata para 
análise de solos em laboratórios de rotina. No entanto, os modelos de calibração 
tendem a se tornar mais complexos ao aumentar a variabilidade e o número de 
amostras, reduzindo a exatidão dos modelos multivariados lineares como é o caso do 
PLS, que é método padrão de calibração multivariada. Deste modo outros algoritmos 
de calibração multivariada não lineares e com maior capacidade de generalização, tal 
como a floresta aleatória, devem ser avaliadas.  
Na primeira biblioteca espectral estudada, os modelos de regressão por 
floresta aleatória foram estatisticamente superiores aos modelos de regressão PLS 
para 4 (CEC, OM, areia e argila) dos 5 (CEC, SB, OM, areia e argila) parâmetros de 
fertilidade do solo estudados, além de demonstrar resistência ao sobreajuste e 
minimizar consideravelmente o número de amostras anômalas. Esses resultados 
demonstram que o método de regressão floresta aleatória foi capaz de modelar as 
complexas relações dos solos com os parâmetros estudados.  
A partir do estudo das variáveis importantes de cada modelo de regressão 
floresta aleatória, foi possível identificar as principais regiões do espectro Vis-NIR que 
influenciaram na quantificação de cada parâmetro relacionado a fertilidade do solo, o 
que permitiu avaliar se realmente as informações capturadas pelo modelo de 
regressão possuíam sentido químico. Além disso, o novo método proposto para a 
detecção de amostras anômalas baseado nos espectros (bloco X) se mostrou eficaz, 
pois foi capaz de identificar parte das amostras com elevados resíduos no bloco y. O 
artigo deste estudo pode ser encontrado no periódico Spectrochimica Acta - Part A: 
Molecular and Biomolecular Spectroscopy [42]. 
Na segunda parte deste estudo, publicado no periódico Science of the Total 
Environment [53], foi constatado que a combinação da espectroscopia Vis-NIR aliada 
ao método de regressão multivariada por floresta aleatória apresentou a mesma 
exatidão e precisão do método de referência baseado em Walkley-Black para 
determinar os teores de MOS, recebendo o selo de qualidade “A” pelo programa 
PAQLF, demonstrando a repetibilidade e robustez da metodologia frente da grande 
diversidade de solos do Brasil. Os solos do Brasil são muito heterogêneos em relação 
à composição química e ao teor de matéria orgânica do solo.  
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A metodologia proposta apresenta potencial para ser usada como um 
substituto para o método tradicional baseado em Walkley-Black, criando grandes 
expectativas para a possibilidade de mitigar/eliminar o uso de reagentes químicos 
contento metais pesados nas análises de fertilidade do solo. O conhecimento da 
fertilidade do solo apoiado por uma metodologia analítica verde, rápida e de menor 
custo pode abrir caminho para aumentar a produtividade agrícola de maneira 
sustentável no Brasil e no mundo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
90 
 
 
4. Discriminação entre amostras autênticas e adulteradas de 
óleo de Andiroba empregando a Espectroscopia FTIR-HATR e o 
método de classificação floresta aleatória 
4.1. Introdução e motivação 
 
Nas últimas décadas, aumentou-se o interesse dos consumidores em 
produtos naturais nas mais diversas áreas, dentre elas higiene pessoal, fitoterápicos 
e cosméticos. Este aumento é um reflexo da comprovação da eficácia e segurança 
desses produtos por agências de saúde, como por exemplo a Organização Mundial 
de Saúde (OMS) [67]. 
A Carapa guianensis Aubl é uma árvore da região amazônica, 
popularmente conhecida como árvore de Andiroba. O óleo extraído de suas sementes 
é amplamente utilizado em indústrias de cosméticos e farmacêuticas bem como na 
medicina popular. Sua grande aplicação é devido ao elevado nível de triacilgliceróis 
insaturados e de limonóides [68,69]. No Brasil, o óleo de Andiroba é proveniente 
principalmente da região amazônica, sendo este comercializado em outras regiões do 
Brasil além de ser exportado para vários outros países [70,71]. Por ser extraído de 
forma rústica e apresentar alto valor agregado é de fundamental importância para a 
economia local e familiar [70,71].  
No uso popular, o óleo de Andiroba é empregado para diversos objetivos, 
entre eles: antisséptico, anti-inflamatório, cicatrizante e inseticida, repelindo inclusive 
os mosquitos Anopheles e Aedes aegypti que transmitem a malária, dengue, Zika 
vírus, Chikungunya, entre outras doenças [68]. Na indústria de cosméticos, este óleo 
é usado na composição de sabonetes, xampus, condicionadores e cremes de 
massagem [68,69]. 
Devido ao aumento na sua demanda, baixa produção e alto valor agregado, 
sua exploração intensificou nos últimos anos. Com o intuito de atender a alta demanda 
deste óleo e ao mesmo tempo maximizar seus lucros, comerciantes e produtores 
locais podem vir a acrescentar outros óleos vegetais comestíveis de menor valor 
econômico aos óleos autênticos de andiroba [72]. Em geral, os óleos vegetais 
adulterantes apresentam baixo custo, são de fácil acesso e não são tóxicos, 
possuindo propriedades físico-químicas semelhantes ao do óleo autêntico. Deste 
modo, em muitos casos, as análises dos parâmetros físicos convencionais, tais como 
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a densidade relativa, índice de refração, matéria insaponificável e índice de iodo não 
são suficientes para detectar as adulterações [73,74], como resultado muitas vezes 
as adulterações não são detectadas pelas indústrias e consumidores [72,75]  
A detecção de adulterações se torna ainda mais difícil quando se tem 
baixos teores de óleos adulterantes no óleo autêntico, pois mesmo adulterado este 
óleo poderá apresentar a composição e parâmetros físico-químicos dentro da faixa de 
aceitação estabelecidos por agências reguladoras [73].  
Como resultado, existe uma tendência na química analítica em desenvolver 
metodologias e instrumentos analíticos rápidos e confiáveis para quantificar, 
discriminar e realizar o controle de qualidade de diversas matrizes, incluindo óleos 
vegetais. As técnicas as mais empregas são: cromatografia gasosa acoplada a 
espectrometria de massas (do inglês, gas chromatography coupled to mass 
spectrometry GC-MS) [76,77], cromatografia líquida de alto desempenho com 
detectores de: arranjo de diodos (HPLC-DAD) [78], ultravioleta (HPLC-UV) [79,80], 
fluorescência [78], espectrometria de massas (HPLC-MS) entre outros [68]. 
 Podemos destacar também as técnicas espectroscópicas como: 
ressonância magnética nuclear (do inglês, nuclear magnetic resonance NMR) [81,82], 
espectroscopia Raman [38,83,84], espectroscopia no infravermelho médio com 
transformada de Fourier (do inglês, Fourier transform infrared FTIR) [85,86], 
fluorescência [87,88], entre outras [89]. É importante enfatizar que empregando estas 
técnicas são obtidas um grande número de informações a respeito das amostras 
analisadas. Assim, são necessários métodos alternativos aos métodos convencionais 
de processamento de dados, como por exemplo técnicas de aprendizagem de 
máquina/quimiométricas.  
Entre os estudos que empregam técnicas de espectroscopia vibracional 
para monitorar a autenticidade de óleos vegetais podemos destacar o trabalho 
realizado por, Li, X. e colaboradores [86], que empregaram a espectroscopia FTIR-
ATR combinada com a ferramenta quimiométrica PLS-DA para a discriminar amostras 
comerciais de azeite de oliva extra virgem de amostras de azeite de oliva extra virgem 
adulteradas com óleo de amendoim na faixa de 5 a 90% (m/m). Esta combinação foi 
capaz de classificar corretamente 97,6% das amostras autênticas e adulteradas do 
conjunto de validação. Segundo os autores a discriminação entre as amostras foi 
devida principalmente ao diferente teor de insaturações e tamanho da cadeia dos 
ácidos graxos.  
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 Outro estudo que podemos destacar é o realizado por Zhao e 
colaboradores [90], onde foi empregado a espectroscopia FTIR combinada com o 
método de classificação PLS-DA para discriminar amostras de óleo de gergelim 
autênticas de blendas de óleos de gergelim. Além das blendas, também foram 
utilizados os óleos de milho e girassol com flavorizantes de óleo de gergelim. 
Novamente a combinação da espectroscopia FTIR com o método de classificação 
PLS-DA forneceu excelentes resultados, onde 100% das amostras autênticas foram 
classificadas corretamente nos conjuntos de calibração e validação.  
Ambos estudos demonstram que a combinação de técnicas 
espectroscópicas aliadas a ferramentas de aprendizagem de 
máquinas/quimiométricas são metodologias poderosas para auxiliar no controle de 
qualidade de óleos vegetais [91]. O uso espectroscopia FTIR-ATR combinada com 
diferentes métodos de aprendizagem de máquina/quimiométricos, apresenta 
interessantes vantagens para serem utilizadas em laboratórios de rotina, tais como: 
análise de amostras em diversos estados físicos, alta velocidade na aquisição de 
informações referentes a diversas ligações químicas, análises não destrutivas, 
possibilidade de medidas in situ e in-line, requer pouco ou nenhum preparo da mostra, 
além de apresentar menor custo e tempo de resposta quando comparado a técnicas 
de cromatográficas e de ressonância magnética nuclear [81].  
No entanto, devido à complexidade das relações entre diferentes lotes e 
origens dos óleos vegetais, outras técnicas de classificação além da PLS-DA com 
maior capacidade de generalização e baseadas em procedimentos não-lineares 
devem ser testadas para avaliar se há melhoria nos resultados obtidos pelo modelo. 
Neste sentido, este estudo propõe o emprego da espectroscopia FTIR-ATR 
combinada com o método de aprendizagem de máquina de classificação de floresta 
aleatória para discriminar amostras de óleo de Andiroba autênticas de amostras 
adulteradas com óleos de soja e milho na faixa de 5 a 20% (m/m). Para avaliar o 
desempenho do modelo floresta aleatória os resultados serão confrontados com os 
obtidos pelo método de classificação PLS-DA. 
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4.2. Materiais e métodos 
4.2.1. Materiais 
As amostras de óleo de Andiroba foram adquiridas de três diferentes 
produtores do estado da Amazônia – Brasil, (n = 20) e dois diferentes produtores do 
estado de Roraima – Brasil (n = 20) totalizando 40 amostras autênticas do óleo de 
Andiroba. As amostras foram transportadas em sacos escuros para evitar a 
degradação. Quatro diferentes marcas de óleos adulterantes, soja e milho, foram 
utilizadas para realizar as adulterações.  
4.2.2. Preparação das amostras 
Além das amostras autênticas, 192 amostras adulteradas de óleo de 
andiroba contendo óleo de milho (n = 96) e óleo de soja (n = 96) foram preparadas 
nas seguintes proporções: 5; 10; 15 e 20% (m/m), com 24 amostras para cada 
concentração do adulterante. As soluções foram preparadas em vidros âmbar e 
armazenas em local seco, fresco e sem contato com a luz solar.  
4.2.3. Aquisição dos espectros 
Os espectros FTIR foram obtidos utilizando o espectrômetro Spectrum Two 
(Perkin Elmer, Inc.) equipado com o dispositivo amostrador horizontal por reflectância 
total atenuada (HATR) (Pike Technologies, Inc.) com cristal de ZnSe na faixa de 680-
3.100 cm−1, com resolução de 4 cm−1, 16 varreduras e em quintuplicata. Entre a 
inserção de uma nova amostra, o HATR foi limpo com álcool isopropílico (QUIMEX, 
grau PA) e algodão. A limpeza foi monitorada através do programa PerkinElmer 
Spectrum versão 3.10. A linha de base dos espectros foi corrigida e a matriz inicial 
consistiu em 232 amostras (40 amostras autenticas e 192 adulteradas) com 2.421 
variáveis por espectro. 
4.2.4. Softwares utilizados 
Todos os cálculos foram realizados utilizando o software MATLAB R2016b 
(Mathworks), usando uma CPU Intel Core i7-6700k com quatro núcleos e oito threads, 
64 GB de memória. Os modelos de floresta aleatória foram construídos utilizando a 
versão 11.0 “Statistics and Machine Learning Toolbox”, juntamente com o “Parallel 
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Computing Toolbox” versão 6.9, ambos da Mathworks. O modelo PLS-DA foi 
construído usando o “PLS Toolbox 8.1” da Eigenvector Research. 
4.3. Resultados e Discussões 
4.3.1. Espectros FTIR 
A média dos espectros FTIR dos óleos de andiroba autênticos e 
adulterados com óleos de soja e milho na proporção de 10% (m/m) estão 
representadas na Figura 40. Observa-se que os espectros dos óleos autênticos e 
adulterados são muito similares, com pequenas variações espectrais nas regiões de 
2.920 cm-1, 1.740 cm-1 e na região de impressão digital (1.200 a 700 cm−1). Estas 
pequenas variações estão associadas as pequenas diferenças nas proporções de 
ácido graxos nos óleos de soja, milho e andiroba [73]. Entretanto, uma simples 
inspeção visual do espectro não é suficiente para identificar as amostras autênticas 
devido à grande similaridade dos perfis espectrais.  
As principais bandas de absorção observadas estão organizadas na Tabela 
11, sendo tais bandas são comuns a maioria dos espectros FTIR de diversos óleos 
vegetais já reportados em diversas publicações [92]. 
 
Figura 40. Média dos espectros FTIR das amostras de óleo de andiroba autênticos e 
suas adulterações com óleos de soja e milho (10% m/m). 
Para atenuar os ruídos espectrais e os desvios da linha de base, além de 
ressaltar a variação das bandas espectrais, os espectros FTIR foram pré-processados 
empregando a primeira derivada com suavização (Savitzky-Golay), utilizando um 
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polinômio de segundo grau e janela de 7 pontos. Os espectros pré-processados das 
amostras autênticas e adulteradas do óleo de andiroba estão ilustrados na Figura 41.  
  
Figura 41. Espectros FTIR das amostras de óleo de andiroba autênticas e adulteradas 
após o pré-processamento primeira derivada com alisamento. 
Tabela 11. Atribuição dos grupos funcionais presentes nos óleos vegetais 
responsáveis pela absorção na região do MIR. 
Número de onda (cm -1) Grupo Funcional 
3.029-2.989 =C-H (trans) estiramento 
2.989-2.946 -C-H (CH3) estiramento (assimétrico) 
2.924 e 2.853 -C-H (CH2) estiramento simétrico e assimétrico 
1.795-1.677 -C=O (éster) 
1.654 C=C estiramento 
1.486-1.446 C-H (CH2) deformação angular (tesoura) 
1.382-1.371 -C-H (CH3) estiramento simétrico 
1.211-1.128 -C-O estiramento 
1.072-1.043 -C-O estiramento 
1.006-929 -CH=CH-(trans) deformação fora do plano 
929-885 -CH=CH-(cis) deformação fora do plano 
 
4.3.2. Modelos de classificação 
Das 232 amostras, foram selecionadas aleatoriamente cerca de 67% das 
amostras autênticas e adulteradas para compor o conjunto de treinamento, e as 
demais amostras foram utilizadas no conjunto teste/validação. O modelo de 
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classificação de floresta aleatória foi construído empregando os parâmetros padrão 
(mtry = √𝑛, tamanho do nó = 1, número de árvores = 500). Durante a construção do 
modelo de classificação, amostras com medidas de anomalia superiores a 10 foram 
consideradas anômalas e consequentemente foram excluídas do modelo de 
classificação floresta aleatória. 
Para a construção do modelo de classificação PLS-DA, além de derivar e 
suavizar os espectros eles também foram centrados na média. Foram utilizadas 6 
variáveis latentes para construir o modelo de classificação, essa escolha foi baseada 
no maior valor de CCM das amostras de validação cruzada em análise conjunta com 
a variância explicada nos blocos X (98,28%) e y (87,41%). Este elevado número de 
variáveis latentes está associado as variações das amostras autênticas de óleo de 
Andiroba. A detecção de amostras anômalas foi realizada conforme descrita no item 
1.2.8 Análise Discriminante por Mínimos Quadrados Parciais – PLS-DA. 
A avaliação do desempenho do modelo de classificação será realizada 
através dos parâmetros da Tabela de contingência e do número de amostras 
excluídas pelo modelo de classificação, conforme reportado no tópico 1.2.10 
Avaliação entre os modelos de classificação. 
As figuras de mérito dos modelos de classificação estão apresentadas na 
Tabela 12. Os valores de sensibilidade, especificidade, acurácia e CCM obtidos para 
as amostras do conjunto de treinamento foram próximos de 100% e 1 para ambos 
modelos de classificação, floresta aleatória (RF) e PLS-DA, indicando uma excelente 
diferenciação entre as amostras autênticas e adulteradas na etapa de treinamento.  
Na etapa de validação o modelo de classificação de floresta aleatória (RF) 
apresentou resultados superiores ao PLS-DA, pois foi capaz de prever corretamente 
todas as amostras autênticas e adulteradas, resultando em uma acurácia de 100%, 
enquanto o modelo PLS-DA previu erroneamente 4 das 53 amostras adulteradas, 
conforme mostra a Tabela 13, resultando em uma acurácia de 93,94%. 
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Tabela 12. Figuras de mérito obtidas pelos modelos de classificação floresta aleatória 
e PLS-DA na identificação de adulterações no óleo de Andiroba. 
Parâmetros 
Conjunto de Treinamento Conjunto de Validação 
RF PLS-DA RF PLS-DA 
Nº de amostras 163 162 69 66 
Sensibilidade (%) 100 100 100 100 
Especificidade (%) 100 99,30 100 92,50 
Acurácia (%) 100 99,38 100 93,94 
CCM 1,00 0,978 1.00 0,841 
 
 
Tabela 13. Classes previstas pelos modelos de floresta aleatória e PLS-DA na 
identificação de adulterações no óleo de Andiroba. 
 
Conjunto de Treinamento Conjunto de Validação 
 
PLS-DA RF PLS-DA RF 
 
Classe Original Classe Original Classe Original Classe Original 
 
Aut. Adult. Aut. Adult. Aut. Adult. Aut. Adult. 
Previsto como Aut. 26 1 27 0 13 4 13 0 
Previsto como Adult. 0 135 0 136 0 49 0 56 
 
É importante enfatizar que o modelo de classificação de floresta aleatória 
foi construído utilizando os parâmetros padrão, e mesmo assim obteve resultados no 
conjunto de validação superiores ao do modelo PLS-DA. Além disso, nenhuma 
amostra foi considerada anômala pela floresta aleatória, enquanto no modelo PLS-DA 
três amostras foram consideradas anômalas. Este resultado reforça uma das 
principais características do modelo de floresta aleatória que é a maior capacidade de 
generalização das amostras [11]. 
Outra característica muito interessante do modelo de floresta aleatória é 
que um elevado número de árvores não influencia negativamente os resultados de 
predição, enquanto no método de classificação PLS-DA, um elevado número de 
variáveis latentes certamente irá sobreajustar o modelo de classificação, reduzindo 
drasticamente a acurácia do modelo na etapa de validação [21].  
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4.3.3. Importância das variáveis 
A análise discriminante dos modelos de classificação de floresta aleatória 
e PLS-DA são baseadas nos perfis das amostras autênticas e adulteradas dos óleos 
de andiroba. A importância de cada variável (neste caso bandas) mensurada pelos 
métodos de classificação floresta aleatória e PLS-DA estão ilustradas na Figura 42. 
As variáveis consideradas importantes pelo modelo de floresta aleatória 
(Figura 42a) são aquelas que apresentaram valores de importância superiores ao 
valor da moda (representada pela linha pontilhada). Para o método de classificação 
PLS-DA as variáveis consideradas importantes são aquelas que apresentaram 
valores de VIP > 1 [38]. As duas principais regiões das variáveis importantes 
selecionas pelo PLS-DA (1, 2) estão contidas nas regiões selecionadas pela floresta 
aleatória. Todavia, observa-se que o método de classificação floresta aleatória 
selecionou um número maior de variáveis importantes.  
 
Figura 42. Importância das variáveis nos modelos floresta aleatória (a) e PLS-DA (b). 
As principais regiões selecionas pelo VIP do PLS-DA estão incluídas na 
Tabela 11, são elas: a banda em 2.920 cm-1 (região 1 da Figura 42b) devido ao 
estiramento simétrico e assimétrico de C-H (-CH2) e em 1.750-1.720 cm-1 (região 2 da 
Figura 42b) relacionada a -C=O de éster. O modelo floresta aleatória também 
selecionou estas regiões além das regiões em: 1.440 cm-1 (região 3 na Figura 42a), 
devido a deformação angular (tesoura) de C-H (CH2), próximo a 1.070 (região 4 da 
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Figura 42a) devido a grupos éster C-O e por fim em 890-880 cm-1 (região 5 da Figura 
42a) devido ao grupo -CH=CH-(cis) [93,94].  
A Figura 43 apresenta as 5 regiões ampliadas dos espectros FTIR 
selecionadas pelo modelo floresta aleatória como importantes para discriminar as 
amostras autênticas de óleo de andiroba de adulteradas. É observado que as duas 
primeiras regiões espectrais (1, 2) selecionadas por ambos os modelos de 
classificação são as regiões que apresentaram maiores variações espectrais, 
enquanto as regiões selecionadas somente pelo modelo de classificação floresta 
aleatória (3, 4 e 5) apresentam menores variações. Porém, mesmo apresentando 
baixas variações espectrais estas variáveis foram importantes para discriminar as 
amostras autênticas de óleo de andiroba das adulteradas com óleos de soja e milho. 
 
Figura 43. Espectros FTIR originais e ampliados das regiões selecionadas como 
importantes pelos modelos floresta aleatória e PLS-DA. 
As regiões (3, 4 e 5) não foram selecionas pelo VIP do PLS-DA pois seu 
cálculo leva em conta o peso destas variáveis em relação ao peso acumulado de todas 
variáveis para cada variável latente, conforme já ilustrado na Equação 16. Assim, 
regiões com baixas variações espectrais resultam em valores de VIP próximos de 
zero. Entretanto, no modelo de classificação de floresta aleatória, as variáveis 
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importantes são aquelas que apresentam resultados de previsão inferiores quando 
permutadas, independentemente se elas apresentam grandes variações espectrais 
ou não conforme já descrito no item 1.2.5 Floresta aleatória. 
4.4. Conclusões parciais 
Este estudo, publicado no periódico Food Analytical Methods [43], 
apresenta uma metodologia rápida, não destrutiva e sem preparo de amostras para 
discriminar amostras de óleo de andiroba autênticas de amostras adulteradas com 
óleos de soja e milho na faixa de 5 a 20% m/m. A metodologia desenvolvida consiste 
na combinação da espectroscopia FTIR-HATR e dos métodos de classificação de 
floresta aleatória ou PLS-DA. A combinação da espectroscopia FTIR-HATR 
empregando os métodos de classificação multivariados demonstrou ser eficaz para a 
detecção de adulterações no óleo de andiroba, com valores de acurácia no conjunto 
de validação de 100% e 94% para os modelos de floresta aleatória e PLS-DA 
respectivamente. 
Durante a construção do modelo PLS-DA é fundamental escolher o número 
de variáveis latentes correto e excluir as amostras anômalas para obter bons 
resultados no conjunto de validação. A escolha do número correto de variáveis 
latentes e a detecção de amostras anômalas no conjunto de calibração é essencial 
para a construção do modelo PLS-DA. Porém, nos modelos de floresta aleatória um 
elevado número de árvores não compromete os resultados de predição das amostras 
de validação. Além disso, por apresentar um menor número de amostras anômalas 
nos conjuntos de calibração e validação podemos inferir que o emprego dos métodos 
de aleatorização foram capazes de amenizar a influência de ruídos e amostras 
anômalas, levando-se a conclusão de que a floresta aleatória é mais indicada para 
construção de modelos multivariados para o controle de qualidade do óleo de andiroba 
empregando a espectroscopia FTIR-HATR.  
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5. Floresta aleatória como um classificador de classe única e 
espectroscopia no infravermelho para a detecção de adulterações 
em alimentos 
5.1. Introdução e motivação 
A adulteração é um problema conhecido em diversos setores industriais e 
comerciais, como por exemplo na área de alimentos. De maneira geral as 
adulterações são realizadas adicionando o adulterante de menor valor econômico ao 
produto autêntico (alvo), gerando assim uma mistura de pior qualidade. Entre os 
motivos para o crescimento das adulterações no mundo, podemos destacar o 
aumento do comércio mundial, os novos mercados emergentes, bem como o aumento 
constante nos preços de alimentos, especiarias e cosméticos [72]. Além disso, em 
muitos casos existe a necessidade de suprir a demanda do produto autêntico/alvo, 
devido à baixa produção [72]. A detecção de adulterações é um fator crucial para o 
comércio e indústria, devido principalmente a motivos econômicos e legais, além da 
necessidade de assegurar o uso de ingredientes puros (não adulterados/autênticos) 
e seguros em todos os níveis da produção. 
Os principais produtos agroalimentares sujeitos a adulterações são: óleos 
vegetais, especiarias, mel, carnes e produtos lácteos [89,95]. A adulteração em óleos 
vegetais é realizada pela adição de óleos vegetais de menores valores econômicos, 
enquanto a adulteração em especiarias é realizada pela adição de especiarias de 
baixo valor econômico ou restos da produção, como por exemplo: galhos, solo, casca 
de café e outros materiais [96]. As especiarias são particularmente suscetíveis à 
adulteração, porque são frequentemente vendidas na forma de pó além de possuírem 
longas cadeias de produção, dificultando o seu controle de qualidade [89]. 
Para auxiliar na detecção de óleos vegetais adulterados a especificação 
para gorduras e óleos do Codex Alimentarius lista os teores de ácidos graxos e os 
parâmetros físico-químicos aceitos para uma gama de óleos vegetais e gorduras. No 
entanto, em muitos casos devido à semelhança do óleo autêntico com seu respectivo 
adulterante, a análise da composição de ácidos graxos e dos parâmetros físico-
químicos não são suficientes para identificar os óleos vegetais adulterados [73–75]. 
Já para as especiarias a associação americana de comércio de especiarias (do inglês, 
American Spice Trade Association ASTA) e a Instituição Indiana de padrões (do 
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inglês, Indian Standards Institution ISI) recomendam uma gama de métodos de 
análise para identificar adulterações em especiarias.  
Tais métodos são baseados em: densidade, microscopia de varredura e 
em análises químicas específicas para determinados adulterantes [97]. Entretanto, em 
muitos casos os métodos baseados na densidade podem não ser suficientes para 
identificar as adulterações em algumas especiarias, e os métodos baseados em 
microscopia requerem elevado tempo de análise. 
Devido a esta problemática, existem na literatura diversos trabalhos que 
empregam diferentes técnicas analíticas alternativas para quantificar ou identificar 
adulterantes específicos em óleos vegetais e especiarias, dentre as técnicas analíticas 
mais utilizadas podemos destacar as técnicas baseadas em espectroscopia, como 
FTIR-ATR [84], NIR [83] e Raman [83,84]. 
A maioria dos métodos de aprendizagem de máquina/quimiométricos 
utilizados para a detecção de adulterações são métodos de classificação binária ou 
multiclasse, como por exemplo: PLS-DA, k-NN, LDA e SVM [98]. Estes métodos 
buscam definir um limite/delimitador entre duas ou mais classes, exigindo informações 
a respeito das amostras autênticas e não autênticas/adulteradas durante a construção 
do modelo multivariado [99]. No entanto, em muitos problemas de adulteração o 
principal interesse consiste em identificar se a amostra é ou não autêntica, 
independentemente do adulterante utilizado. Além disso, em muitos casos o 
adulterante pode ser desconhecido ou existe uma grande variedade de possíveis 
adulterantes, impossibilitando determinar com precisão a classe dos adulterantes. 
Neste sentido, nos últimos anos tem surgido discussões na literatura 
científica sobre o uso de métodos de classificação binária ou multiclasse em 
problemas de autenticação e adulteração [98,100,101]. Para esse tipo de problema 
os métodos de classificação binário ou multiclasse podem não ser recomendados, 
sendo mais indicados os métodos de classificação de classe única. Tais métodos têm 
por objetivo analisar se uma amostra desconhecida se assemelha classe de interesse 
ou não [102]. 
Dentre os métodos de classe única o mais utilizado em quimiometria é 
SIMCA, o qual é baseado na PCA. Existem também modelos de classe única 
baseados nas distâncias ou na distribuição de densidade de probabilidade como por 
exemplo: k-NN, o espaço das classes desiguais (do inglês, unequal class spaces 
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UNEQ), técnicas de função potencial (do inglês, potential function techniques 
POTFUN), entre outros métodos [103,104]. 
Além destes métodos, também são encontrados métodos de calibração 
multivariada modificados, como a modelagem de densidade por mínimos quadrados 
parciais (do inglês, partial least squares density modeling PLS-DM) [99] e classe única 
por mínimos quadrados parciais (do inglês, one-class partial least squares OC-PLS) 
[105]. Podemos destacar também os métodos de classe única baseados em máquinas 
de vetores de suporte OC-SVM, além do método denominado de “descrição dos 
dados por vetores de suporte” (do inglês, support vector data description SVDD) 
[106,107].  
Dentre os métodos de classe única apresentados, existem aqueles que 
utilizam diretamente a classe alvo, neste caso amostras autênticas, para aprender 
sobre a classe, como por exemplo: OC-SVM e SIMCA/DD-SIMCA, UNEQ, k-NN, 
POTFUN e PLS-DM. Existem também os métodos de classe única que se baseiam 
na geração de amostras adulteradas artificialmente (outliers artificiais), sendo que 
deste modo é possível construir modelos de classe única empregando os métodos de 
classificação binários ou multiclasse. Empregando este método o conjunto de 
treinamento será composto por duas classes, a classe das amostras autênticas e a 
classe dos outliers artificiais. Vale ressaltar que a geração dos outliers artificiais é 
realizada utilizando somente informações das amostras autênticas. A principal 
desvantagem desta estratégia é que o conjunto de amostras outliers gerado pode ser 
muito grande, resultando em classes desbalanceadas (n autênticas <<< n outliers). 
Conforme já explanado anteriormente o algoritmo floresta aleatória surgiu 
no início do século XXI, como um método de aprendizagem de máquina simples e 
poderoso, especialmente projetado para lidar com matrizes grandes e complexas e 
até mesmo com sistemas não lineares e de classes desbalanceadas [11]. No entanto, 
este algoritmo não pode ser usado diretamente em problemas de classe única, sendo 
necessário o uso da geração artificial de amostras adulteradas (outliers artificiais) para 
construir o modelo. 
Neste estudo foi investigado a aplicação do método de floresta aleatória em 
problemas de classe única, empregando uma nova metodologia para a geração 
artificial de outliers. O emprego da floresta aleatória em problemas de classe única 
será denominado aqui por OCRF. A eficácia da metodologia proposta será avaliada 
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em duas aplicações em alimentos, ambas utilizando a espectroscopia no 
infravermelho como técnica analítica.  
Na primeira aplicação a espectroscopia FTIR-ATR foi utilizada para 
distinguir o óleo de prímula autêntico (não adulterado) do óleo de prímula adulterado 
com óleos vegetais de menores valores econômicos (soja, milho e girassol) em 
diversas proporções, além dos óleos adulterados também foram utilizados outros 
óleos vegetais no conjunto de validação.  
O óleo de prímula é um produto natural extraído a frio das sementes da 
planta Oenothera biennis L. Este óleo é popularmente utilizado como suplemento 
alimentar para minimizar os efeitos da dermatite, psoríase, síndrome pré-menstrual e 
neuropatia diabética [108]. Esses efeitos benéficos estão associados a altos valores 
de ácido γ-linolênico [108]. No entanto, este óleo é suscetível a adulterações devido à 
alta demanda e elevado custo.  
Na segunda aplicação a espectroscopia NIR foi utilizada para distinguir a 
noz-moscada moída autêntica da noz-moscada moída adulterada. A noz-moscada é 
um produto natural obtido principalmente pelas nozes das espécies Myristica fragrans 
e Myristica argentea.  
A noz moscada moída é utilizada em inúmeras receitas, incluindo 
sobremesas (bolos de frutas, bolos e tortas), carnes, molhos, bebidas (chás e vinho 
quente) entre outras [109]. Entretanto, devido ao alto custo desta especiaria, ela é 
suscetível a adulterações, sendo estas realizadas por adições de especiarias de 
menores valores econômicos ou usando produtos sem valor agregado como: solo, 
casca de café torrado e até mesmo serragem de madeira. 
5.2. Materiais e métodos 
5.2.1. Amostras de óleos 
Neste trabalho foram utilizadas 40 amostras de óleo de prímula (Oenothera 
biennis L), 40 amostras de óleo rosa mosqueta (Rosa canina) e 40 amostras de óleo 
de andiroba (Carapa guianensis Aubl). Além disso, foram utilizadas 4 marcas 
comerciais distintas de cada adulterante (óleos de soja, milho e girassol) obtidas em 
supermercados locais. 
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5.2.2. Amostras de especiarias e seus adulterantes 
Trinta e nove amostras de noz-moscada (Myristica fragrans) foram 
adquiridas em comércios locais. Os adulterantes, três amostras de cominho 
(Cuminum cyminum) e uma amostra de glutamato monossódico comercial, também 
foram adquiridas em comércios locais. Os outros adulterantes, cascas de café torrado 
e serragem de madeira, foram obtidos em uma fazenda e em uma madeireira, 
respectivamente. 
5.2.3. Adulteração das amostras autênticas 
5.2.3.1. Adulteração das amostras de óleo de prímula 
As adulterações dos óleos autênticos de prímula, rosa mosqueta e andiroba 
foram realizadas por adições de óleos vegetais comestíveis de menores valores 
econômicos. Das 40 amostras autênticas de cada óleo, 24 amostras foram 
aleatoriamente selecionadas e adulteradas com teores de 5, 10, 15 e 20% (m/m), 
resultando em 264, 288 e 192 amostras adulteradas para os óleos de prímula, rosa 
mosqueta e andiroba respectivamente conforme mostra a Tabela 14. As adulterações 
foram preparadas em vidros âmbar e armazenadas em local fresco e seco, longe da 
luz solar direta. 
5.2.3.2.  Adulteração das amostras de noz-moscada moída 
Trinta e nove amostras de nozes-moscadas foram raladas e posteriormente 
maceradas em um almofariz. A partir das amostras maceradas foram selecionadas 25 
amostras para serem adulteradas, 5 para cada adulterante, com cominho, glutamato 
monossódico comercial, solo, casca de café torrada e serragem de madeira. As 
adulterações foram feitas por adições crescentes de cada adulterante em diferentes 
proporções (3, 5, 10, 30 ou 40 ou 50% m/m). As proporções de cada um dos 
adulterantes utilizados estão organizados na Tabela 14. 
 
 
 
 
 
106 
 
 
Tabela 14. Lista dos adulterantes e suas respectivas proporções. 
Amostras 
Adulterantes e suas respectivas proporções % 
(m/m)  
Número de 
amostras 
Óleo de Prímula 
Óleos de soja (5;10;15;20), milho (5;10;15;20) e 
girassol (5;10;15) 
264 
Óleo de Rosa 
Mosqueta 
Óleos de soja (5;10;15;20), milho (5;10;15;20) e 
girassol (5;10;15;20) 
288 
Óleo de Andiroba Óleos de soja (5;10;15;20) e milho (5;10;15;20) 192 
Noz-moscada 
moída 
Cominho (3;5;10;50), glutamato monossódico 
comercial (3;5;10;30), solo (3;5;10;40), cascas de 
café torrado (3;5;10) e serragem de madeira (3;5;10) 
90 
5.2.4. Aquisição dos espectros 
5.2.5. Espectros FTIR-HATR 
Os espectros FTIR foram obtidos utilizando o espectrômetro Spectrum Two 
(Perkin Elmer, Inc.) equipado com o dispositivo amostrador horizontal por reflectância 
total atenuada (HATR) (Pike Technologies, Inc.) com cristal de ZnSe na faixa de 680 
- 3.100 cm−1, com resolução de 4 cm−1, 16 varreduras e em quintuplicata. Entre a 
inserção de uma nova amostra, o HATR foi limpo com álcool isopropílico (QUIMEX, 
grau PA) e algodão. A limpeza foi monitorada através do programa PerkinElmer 
Spectrum versão 3.10. 
5.2.6. Espectros NIR 
Os espectros NIR no modo de reflectância foram obtidos utilizando o 
espectrômetro Perkin Elmer Spectrum 100 na faixa de 1.150-2.500 nm, com resolução 
espectral de 0,5 nm, 32 varreduras e em quintuplicata. As amostras foram depositas 
em uma placa Petri e em seguida foram obtidos os espectros. 
5.2.7. Geração dos outliers artificiais 
Neste estudo, os outliers artificiais foram gerados em uma distribuição 
hiperesférica uniformemente distribuída em torno da classe alvo, de raio 𝑅 e de centro 
𝑐 utilizando uma distribuição Gaussiana d dimensional, conforme proposto por Tax 
[101]. Este processo pode ser brevemente resumido em 4 etapas:  
1. Incialmente é gerado um conjunto de dados 𝐖 utilizando uma distribuição 
Gaussiana de média zero e variância unitária. Em seguida é calculada a distância 
euclidiana quadrática em relação a origem deste conjunto de dados (𝑟2). 
r2 =  ‖𝐖‖2               (25) 
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2. Os valores de 𝑟2 seguem uma distribuição qui-quadrado (𝜒2) com 𝑑 graus de 
liberdade. Em seguida a distribuição cumulativa de 𝜒𝑑
2 e 𝐖𝑑
2 são utilizadas para 
transformar a distribuição de 𝑟2 em uma distribuição uniforme entre 0 e 1, denominada 
𝜌2. 
𝜌2 =  𝐗𝑑
2 (𝑟2) =  𝐗𝑑
2 (‖𝐖‖2)            (26) 
3. O valor de 𝜌2 é reescalado por r′ =  (𝜌2) 
2
𝑑 tal que r′ é distribuído como 
r′~rd para valores de 𝑟 entre 0 e 1 , criando assim a seguinte relação: 
𝑟′ =  (𝜌2)
2
𝑑 =   𝐗𝑑
2 (‖𝐖‖2)
2
𝑑            (27) 
4. Finalmente todas as variáveis são reescaladas: 
𝐖′ =  
𝑟′
‖𝐖‖
𝐖             (28) 
𝐖′ contém os novos valores distribuídos uniformemente em uma 
hiperesfera unitária de d dimensões. Este conjunto é utilizado para gerar outliers 
artificiais uniformemente distribuídos em qualquer hiperesfera d dimensional, 
reescalando e deslocando os dados através da multiplicação de um raio 𝑅 [101]. Em 
outras palavras, podemos multiplicar 𝐖′ por 𝑅 e depois somar esta matriz ao espectro 
médio, gerando assim os espectros outliers artificiais. O valor de 𝑅 deve ser otimizado 
para obter amostras outliers próximas das amostras autênticas. 
A geração dos outliers artificiais requer atenção a alguns tópicos: primeiro, 
o valor de 𝑅 deve ser ajustado para a classificação correta das amostras alvo 
(autêntica) nos conjuntos de treinamento e validação interna [101]. Em segundo lugar, 
é necessário gerar outliers artificiais suficientes para obter amostras perto e ao redor 
da classe alvo em todas as direções. Além disso, o método de classificação a ser 
utilizado deve ser robusto para lidar com conjuntos de dados de classes 
desbalanceadas, pois a geração de outliers artificiais gera um número de amostras 
muito maior do que o número de amostras alvo. 
O método de aprendizagem de máquina de floresta aleatória apresenta 
propriedades úteis para este tipo de problema, uma vez que o método é capaz de lidar 
com conjuntos de dados desbalanceados além da possibilidade de executar o 
algoritmo em paralelo, reduzindo o tempo para encontrar o ótimo valor do raio 𝑅 da 
hiperesfera. 
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5.2.8. Modelo de classe única por floresta aleatória (OCRF) 
No método proposto (OCRF), que envolve o uso da floresta aleatória 
combinada com a geração de outliers artificiais, é necessário atribuir o mesmo peso a 
ambas as classes, ou seja, o peso da classe alvo deve ser o mesmo dos outliers 
artificiais (50% para cada classe). No entanto, devido ao fato que um grande número 
de outliers artificiais são gerados, o peso atribuído a cada amostra alvo é muito maior 
do que o peso atribuído as amostras outliers. Deste modo poucas amostras do 
conjunto alvo constituirão o conjunto das amostras OOB, gerando assim erros de 
predição das amostras OOB não são representativos [110].  
Para solucionar este problema é utilizado um conjunto de validação interna, 
composto apenas de amostras autênticas (alvo), sendo que este conjunto é utilizado 
para definir o ótimo valor de R utilizado para gerar os outliers artificiais. A seleção das 
amostras autênticas para compor o conjunto de treinamento, validação interna e 
externa foi realizada empregando o algoritmo Kennard-stone [46]. 
Para simplificar a etapa de geração dos outliers artificiais e reduzir os 
custos computacionais necessários, foram utilizados os escores do PCA das amostras 
autênticas, o número de componentes da PCA foi escolhido tal que descreve-se 99% 
da variação dos dados. Usando essa estratégia foram gerados os outliers artificiais e 
utilizando os loadings da PCA, o espectro completo foi recuperado para 
posteriormente ser usado no algoritmo OCRF. O valor de 𝑅 foi estudado na faixa de 
1,0 até 10,0 em intervalos de 0,2 e para cada valor de 𝑅 um novo modelo OCRF foi 
construído. Os parâmetros utilizados para a construção do modelo OCRF foram: 
número de arvores = 500, mtry = √𝑛 e tamanho do nó = 1. O valor ótimo de 𝑅 foi 
selecionado através da análise da sensibilidade no conjunto de validação interna. 
Após a seleção do ótimo valor de R foi construído o modelo OCRF, o 
próximo passo a ser realizado é avaliar a presença de amostras autênticas anômalas 
no conjunto de calibração, sendo que caso existam tais amostras devem ser excluídas 
do modelo e um novo valor ótimo de 𝑅 deve ser encontrado. Após isso, é necessário 
avaliar a representatividade dos outliers artificiais utilizados na etapa de treinamento. 
Esta avaliação pode ser realizada analisando os escores da PCA, onde é analisado 
se os outliers artificiais estão distribuídos em todas as direções das amostras alvos. 
Caso os outliers artificiais não sejam representativos é necessário estudar novos 
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valores de 𝑅. Um resumo das etapas necessárias para construir o modelo de classe 
única por floresta aleatória (OCRF) está ilustrado na Figura 44. 
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Figura 44. Resumo das etapas para construir o modelo de classe única de floresta aleatória
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5.2.9. Softwares utilizados 
Todos os cálculos foram realizados utilizando o software MATLAB R2016b 
(Mathworks), usando uma CPU Intel Core i7-6700k com quatro núcleos e oito threads, 
64 GB de memória. O modelo de floresta aleatória foi construído utilizando a versão 
11.0 do “Statistics and Machine Learning Toolbox”, juntamente com o “Parallel 
Computing Toolbox” versão 6.9, ambos da Mathworks. Os modelos PLS-DA foram 
construídos usando o “PLS Toolbox 8.1” da Eigenvector Research. Para a geração 
dos outliers artificiais foi utilizado o “Data Description Toolbox” versão 2.1.3 [111]. 
5.2.10. Avaliação do modelo OCRF 
O desempenho do modelo OCRF foi comparado com os métodos de 
classificação SIMCA e PLS-DA. O SIMCA é o método de classificação de classe única 
mais utilizado em quimiometria enquanto o método PLS-DA é o método 
supervisionado mais utilizado em problemas de classificação binária ou multiclasse 
[33,98]. 
A avaliação entre os modelos de classificação foi realizada utilizando os 
parâmetros da tabela de contingência em análise conjunta do número de amostras 
excluídas na etapa de validação. Os modelos PLS-DA foram construídos utilizando as 
amostras autênticas e os adulterantes mais comuns na etapa de treinamento, 
enquanto os modelos OCRF e SIMCA foram construídos utilizando somente 
informações das amostras autênticas. A lista das amostras utilizadas nos conjuntos 
de treinamento e validação de cada modelo estão organizadas na Tabela 15. Vale 
ressaltar que as amostras de outliers artificiais são geradas utilizando somente 
informações das amostras autênticas. 
Com o objetivo de avaliar a performance dos modelos de classificação na 
previsão de amostras de diferentes matrizes, além das amostras de óleo de andiroba 
e rosa mosqueta também foram utilizadas 18 amostras de biodiesel no conjunto de 
validação externa. 
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Tabela 15. Lista das amostras utilizadas nos conjuntos de calibração, validação interna e externa dos modelos PLS-DA, OCRF e SIMCA. 
 Conjunto Calibração Validação Interna Validação Externa 
Óleo de Prímula 
PLS-DA 
27 Amostras autênticas, 
175 amostras adulteradas 
(óleos de soja, milho e 
girassol 5 - 20% m/m) 
- 
13 Amostras autênticas, 
89 amostras adulteradas (óleos de soja, 
milho e girassol 5 - 20% m/m), 
560 amostras de óleos autênticos e adulterados 
de andiroba e rosa mosqueta, 18 amostras de 
biodieseis 
OCRF 
20 Amostras autênticas e 
1000 outliers artificiais 
7 Amostras 
autênticas 
Igual ao PLS-DA mais as 175 amostras 
adulteradas que foram utilizadas na etapa de 
calibração do PLS-DA. 
 
SIMCA 
20 Amostras autênticas e 
1000 outliers artificiais 
7 Amostras 
autênticas 
Igual ao OCRF 
Noz-Moscada 
Moída 
PLS-DA 
25 Amostras autênticas, 
20 amostras adulteradas 
(casca de café torrada e 
serragem de madeira 3 - 
10% m/m) 
- 
14 Amostras autênticas, 
10 amostras adulteradas (casca de café torrada e 
serragem de madeira 3 - 10% m/m), 20 amostras 
adulteradas com cominho (3 - 50% m/m), 20 
amostras adulteradas com solo (3 - 40% m/m) e 
20 amostras adulteradas com glutamato 
monossódico comercial (3 - 30% m/m). 
OCRF 
15 Amostras autênticas e 
1000 outliers artificiais 
10 Amostras 
autênticas 
Igual à do PLS-DA mais as 20 amostras 
adulteradas que foram utilizadas na etapa de 
calibração do PLS-DA. 
 
SIMCA 15 Amostras autênticas 
10 Amostras 
autênticas 
Igual ao OCRF 
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5.3. Resultados e discussões 
5.3.1. Espectros FTIR e NIR 
Os espectros FTIR das amostras de óleo de prímula autênticas e 
adulteradas com óleos de soja, milho e girassol na faixa de 5 a 20 % (m/m) estão 
presentes na Figura 45. Observa-se que os espectros das amostras autênticas e 
adulteradas são muito semelhantes e apresentam bandas de absorções comuns a 
maioria dos óleos vegetais já relatados em diversos estudos, conforme já relatado no 
item 4.3.1 Espectros FTIR. As pequenas variações espectrais na região de 1400 - 900 
cm-1, 1750 cm-1 e na região de 3000 - 2800 cm-1 são devidas a diferenças nas 
proporções dos ácidos graxos dos óleos de prímula em relação aos óleos 
adulterantes.  
 
Figura 45. Espectros MIR das amostras de óleo de prímula autênticas e adulteradas 
com óleos de soja, milho e girassol na faixa de 5 a 20% (m/m). 
Na Figura 46 estão presentes os espectros NIR das amostras autênticas e 
adulteradas da noz-moscada moída. Observa-se que existe uma grande variação da 
linha de base, contudo não são observadas grandes diferenças espectrais entre as 
amostras autênticas e adulteradas. As principais bandas de absorção são observadas 
em: 1.400 e 1.900 nm devido ao grupo -OH, em 2.300 nm devido ao estiramento e 
deformação C-H, em 2.350 nm devido ao estiramento simétrico de CH2 e deformação 
de =CH2, já na região de 2.250 nm a absorção é devida ao estiramento e deformação 
N-H [96]. 
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Figura 46. Espectros NIR das amostras de noz-moscada moída autênticas e 
adulteradas. 
Para ressaltar as variações e reduzir os ruídos, os espectros foram pré-
processados empregando a primeira derivada com suavização (Savitzky-Golay), com 
uma janela de 7 pontos e um polinômio de segundo grau. Os espectros pré-
processados das amostras autênticas do óleo de prímula, os espectros dos outliers 
artificiais utilizados para construir o OCRF e a diferença entre a média dos espectros 
autênticos e os espectros dos outliers são mostrados nas Figura 47a-c. Nota-se que 
os espectros dos outliers artificiais são muito semelhantes aos espectros FTIR das 
amostras autênticas, com maiores variações na região de 1.500 a 700 cm-1 e na região 
de 3.000 a 2.800 cm-1. 
Os espectros NIR foram pré-processados usando o algoritmo MSC seguido 
da primeira derivada com suavização Savitzky-Golay. Os espectros pré-processados 
das nozes-moscadas autênticas, os espectros dos outliers artificiais e a diferença 
entre a média dos espectros autênticos e os espectros dos outliers artificiais são 
mostrados nas Figura 47d-f. Diferente dos outliers artificias do FTIR, os espectros dos 
outliers artificiais dos NIR (Figura 47f) apresentam grandes variações em praticamente 
todo o espectro. 
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Figura 47. Espectros FTIR e NIR pré-processados das amostras autênticas, outliers 
artificiais e a diferença entre a média dos espectros autênticos e os espectros outliers 
artificiais. 
5.3.2. Otimização do valor do raio (𝑹) 
O ótimo valor de 𝑅 foi definido analisando a sensibilidade no conjunto de 
validação interna dos modelos OCRF construídos. O valor de 𝑅 foi inicialmente 
variado de 1,0 a 10,0, em intervalos de 0,2. Os resultados de sensibilidade dos 
modelos OCRF em função dos valores de 𝑅 estão ilustrados na Figura 48. Observa-
se que pequenos valores de 𝑅 tendem a apresentar altas taxas de falso-negativos 
(amostras autênticas foram classificadas como amostras não autênticas), enquanto 
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altos valores de 𝑅 tendem a apresentar elevadas taxas de falso-positivos (amostras 
não autênticas foram classificadas como amostras autênticas). Tais resultados já 
eram esperados, pois utilizando pequenos valores de 𝑅 as amostras autênticas no 
conjunto de validação podem estar localizadas fora da hiperesfera, enquanto para 
elevados valores de R as amostras outliers podem estar localizadas dentro da 
hiperesfera. 
 
Figura 48. Sensibilidade e especificidade dos modelos OCRF das amostras de óleo 
de prímula (a) e noz-moscada (b) em função do raio (R). 
A escolha do ótimo valor de 𝑅 foi realizada utilizando o seguinte processo: 
primeiramente foi localizada a região em que a sensibilidade da validação interna 
apresenta pouca ou nenhuma variação, além de apresentar um valor próximo de 1. 
Em seguida, o segundo menor valor de 𝑅 deste intervalo foi escolhido. Ao minimizar 
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o valor de 𝑅 também minimizamos a chance de aceitar amostras outliers na classe 
das amostras autênticas. Seguindo estes critérios, os valores de 𝑅 escolhidos para as 
amostras de óleo de prímula e noz-moscada foram 2,0 e 4,8, respectivamente. Para 
elevados valores de 𝑅 maior será a distância das amostras outliers artificiais do centro 
de hiperesfera e, consequentemente, maior a variação dos espectros das amostras 
outliers artificiais. 
5.3.3.  Identificação das amostras anômalas 
Após a escolha do ótimo valor de 𝑅 foi necessário avaliar a presença de 
amostras anômalas no conjunto de treinamento. A avaliação de amostras anômalas 
só deve ser realizada nas amostras autênticas, pois não há sentido em avaliar a 
presença de amostras anômalas no conjunto de amostras não autênticas. Deste 
modo, foi avaliada a presença de amostras anômalas nas amostras autênticas 
contidas no conjunto de treinamento e nas amostras de validação previstas como 
autênticas pelo modelo de classe única. A Figura 49 mostra a medida de anomalia 
das amostras autênticas contidas no conjunto de treinamento (Figura 49a, Figura 49c) 
e validação (Figura 49b, Figura 49d). 
Amostras com medidas de anomalia superiores a 10 foram classificadas 
como amostras anômalas. Deste modo, existem amostras anômalas de óleo de 
prímula que devem ser excluídas da etapa de treinamento para obter resultados 
confiáveis no conjunto de validação [112]. Devido à presença de amostras anômalas 
no conjunto de treinamento (Figura 49a), várias amostras não autênticas foram 
erroneamente classificadas como amostras autênticas na validação externa Figura 
49b), conforme presente na Tabela 15 existem apenas 13 amostras autênticas neste 
conjunto. Para o modelo de classe única de noz-moscada, não há amostras anômalas 
nos conjuntos de treinamento (Figura 49c) e validação externa (Figura 49d).  
Todas as amostras com valores de anomalia superiores a 10 (3 amostras) 
foram excluídas do modelo OCRF de óleo de prímula. Em seguida um novo valor 
ótimo de 𝑅 foi obtido, neste novo modelo nenhuma amostra foi considerada anômala 
e o novo valor 𝑅 otimizado foi 3,6, conforme mostra a Figura 50 
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Figura 49. Medida da anomalia das amostras classificadas como autênticas pelo 
modelo OCRF nos conjuntos de treinamento e validação externa para o óleo de 
prímula (a, b) e noz-moscada (c, d). 
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Figura 50. Resultados de sensibilidade do modelo de OCRF em função do raio (R) 
após a remoção das amostras anômalas (a), medida da anomalia das amostras 
classificadas como autênticas pelo modelo OCRF nos conjuntos de treinamento (b) e 
validação externa (c). 
5.3.4. Avaliação dos outliers artificiais gerados 
Após a construção do modelo OCRF é necessário realizar a avaliação da 
representatividade dos outliers artificiais gerados. Neste estudo a avaliação foi 
realizada utilizando os escores das duas primeiras componentes principais da PCA 
representados na Figura 51.  
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É observado que os outliers artificiais (retângulos verdes) estão igualmente 
distribuídos ao redor das amostras autênticas (losangos vermelhos) em todas as 
direções, representando de maneira adequada em ambos os modelos OCRF as 
adulterações. Somente na Figura 51a que as amostras de biodiesel estão mais 
afastadas das amostras outliers artificiais. As amostras de biodiesel são muito 
distintas quimicamente do óleo de prímula e por isso estão distantes do centro dos 
dados. 
Através da análise da região ampliada de ambos os modelos PCA podemos 
observar que as amostras autênticas estão próximas ao centro dos dados, e existem 
outliers artificiais próximos a elas, indicando que a geração artificial de outliers 
também foi capaz de representar regiões espectrais próximas às amostras autênticas, 
ou seja amostras com baixos níveis de adulterações.
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Figura 51. Gráfico dos escores das duas primeiras componentes principais da PCA. (a) óleo de prímula e (b) noz-moscada. 
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5.3.5. Resultados dos modelos de classificação 
A escolha do número de variáveis latentes utilizadas no modelo PLS-DA e 
a detecção de amostras anômalas foram realizadas conforme descrita no item 1.2.8 
Análise Discriminante por Mínimos Quadrados Parciais – PLS-DA. A escolha do 
número ideal de componentes principais utilizados na construção do modelo de 
classificação SIMCA foi realizada através da análise dos valores de sensibilidade das 
amostras do conjunto de validação interna. As figuras de mérito obtidas pelos modelos 
de classificação OCRF, PLS-DA e SIMCA estão organizadas na Tabela 16. 
Os resultados obtidos pelo modelo OCRF do óleo de prímula foram 
excelentes em todos os três conjuntos de amostras (treinamento, validação interna e 
externa), sendo que apenas uma amostra não autêntica do conjunto de validação 
externa foi erroneamente classificada como uma amostra autêntica, e todas as outras 
854 amostras foram corretamente classificadas. Da mesma forma, o modelo de 
classificação SIMCA do óleo de prímula obteve excelentes resultados nos três 
conjuntos avaliados, onde todas as amostras autênticas e não autênticas foram 
classificadas corretamente.  
O modelo de classificação PLS-DA do óleo de prímula apresentou 
excelentes resultados no conjunto de treinamento e na validação cruzada. No entanto, 
no conjunto de validação externa, 258 amostras foram consideradas amostras 
anômalas e 50 amostras não autênticas foram erroneamente classificadas como 
amostras autênticas. Em resumo, este modelo apresentou uma taxa de falsos 
positivos de 12,22% e não foi capaz de decidir se 258 amostras (~ 38% do conjunto 
de validação externa) eram amostras autênticas de óleo de prímula ou não. 
Todas as amostras de óleo de andiroba e as amostras de biodiesel foram 
consideradas anômalas pelo modelo PLS-DA. Algumas amostras dos óleos de rosa 
mosqueta e prímula adulteradas também foram consideradas anômalas. As 50 
amostras não autênticas erroneamente classificadas como autênticas foram as 
amostras do óleo de rosa mosqueta autênticas e adulteradas com óleos de soja, milho 
e girassol.
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Tabela 16. Figuras de mérito dos modelos de classificação OCRF, PLS-DA e SIMCA para as amostras de óleo de prímula e noz-
moscada moída. 
  Óleo de Prímula/Conjunto de Treinamento Noz-Moscada moída/ Conjunto de Treinamento 
Modelo Classe prevista 
Classe original   Classe original   
Autêntica Não Autêntica Sensibilidade Especificidade Autêntica Não Autêntica Sensibilidade Especificidade 
OCRF 
Autêntica 16 0 1,000 1,000 15 0 1,000 1,000 
Não Autêntica  0 1000   0 1000   
PLS-DA 
Autêntica 26 0 1,000 1,000 25 0 1,000 1,000 
Não Autêntica 0 175   0 20   
SIMCA 
Autêntica 19 - 0,950 - 15 - 1,000 - 
Não Autêntica 1 -   0 -   
  Conjunto de Validação Interna Conjunto de Validação Interna 
Modelo Classe prevista 
Classe original   Classe original   
Autêntica Não Autêntica Sensibilidade Especificidade Autêntica Não Autêntica Sensibilidade Especificidade 
OCRF 
Autêntica 7 - 1,000 - 9 - 0,900 - 
Não Autêntica 0 -   1 -   
PLS-DA 
Autêntica 26 0 1,000 1,000 25 0 1,000 1,000 
Não Autêntica 0 170   0 20   
SIMCA 
Autêntica 7 - 1,000 - 10 - 1,000 - 
Não Autêntica 0 -   0 -   
  Conjunto de Validação Externa Conjunto de Validação Externa 
Modelo Classe prevista 
Classe original   Classe original   
Autêntica Não Autêntica Sensibilidade Especificidade Autêntica Não Autêntica Sensibilidade Especificidade 
OCRF 
Autêntica 13 1 1,000 0,999 13 0 0,927 1,000 
Não Autêntica 0 841   1 90   
Nº Am. Excl. 0 0   0 0   
PLS-DA 
Autêntica 0 50 1,000 0,878 14 8 1,000 0,879 
Não Autêntica 13 359   0 58   
Nº Am. Excl. 0 259   0 4   
SIMCA 
Autêntica 13 0 1,000 1,000 14 9 1,000 0,900 
Não Autêntica 0 842   0 81   
Nº Am. Excl. 0 0   0 0   
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Os resultados do modelo OCRF de noz-moscada moída foram excelentes 
para todos os três conjuntos, apenas uma amostra autêntica no conjunto de validação 
externa foi classificada erroneamente como uma amostra não autêntica. Todas as 
outras 103 amostras do conjunto de validação externa foram corretamente 
classificadas.  
Os resultados obtidos pelo modelo de classificação SIMCA para as 
amostras de noz-moscada moída também foram excelentes nas etapas de calibração 
e validação interna, onde todas as amostras autênticas foram classificadas 
corretamente. Na etapa de validação externa as 14 amostras autênticas foram 
classificadas corretamente, no entanto das 90 amostras não autênticas 9 foram 
erroneamente classificadas como amostras autênticas, ou seja, o modelo SIMCA 
apresentou uma taxa de falso positivo de 10%.  
O modelo de classificação PLS-DA de noz-moscada moída apresentou 
excelentes resultados na etapa de treinamento e na validação cruzada. No entanto, 
no conjunto de validação externa 4 amostras (5,7% do conjunto de validação externa) 
foram consideradas amostras anômalas pelo modelo PLS-DA, além disso, 8 amostras 
de noz-moscada adulteradas foram classificadas erroneamente como amostras 
autênticas. Em suma, o modelo PLS-DA de noz-moscada apresentou uma taxa de 
falso positivo de 12,12% e não pôde decidir se as 4 amostras anômalas eram 
autênticas ou adulteradas. Dessas 4 amostras anômalas, 3 eram amostras de noz-
moscada adulteradas com glutamato monossódico comercial (adulterante não 
presente na etapa de treinamento) e a outra amostra era de noz-moscada moída 
adulterada com solo. Todas as 8 amostras erroneamente classificadas como amostras 
autênticas eram amostras de noz-moscada moída adulteradas com cominho 
(adulterante não presente na etapa de treinamento). 
Quando uma amostra autêntica é classificada como não autêntica, é de se 
esperar que o produtor/vendedor recorra do resultado; neste caso, outras técnicas 
analíticas podem ser utilizadas para certificar o resultado. No entanto, quando uma 
amostra não autêntica é classificada como autêntica, o produtor/vendedor certamente 
não contestará do resultado da análise. Deste modo, a taxa de falso positivo deve ser 
minimizada.  
Outro fator que deve ser reduzido é o número de amostras anômalas, pois 
quando uma amostra é considerada anômala, o modelo de classificação não é capaz 
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de fornecer informações a respeito da amostra, requerendo o emprego de outras 
técnicas analíticas para determinar se a amostra é autêntica ou não.  
Embora o PLS-DA não apresente as propriedades necessárias para utilizar 
a geração de outliers artificiais, foi construído o modelo PLS-DA de classe única 
utilizando os outliers artificiais. No entanto, os resultados não foram satisfatórios, 
apresentando erros no conjunto de treinamento próximos a 50% e próximos a 70% no 
conjunto de validação externa. Podemos atribuir a baixa acurácia do PLS-DA (método 
linear) devido à natureza não linear da geração artificial de outliers frente a 
5.4. Conclusões parciais 
Este estudo, publicado no periódico Food Chemistry [85], apresentou uma 
nova metodologia que emprega o uso da geração artificial de outliers combinada ao 
método de aprendizagem de máquina floresta aleatória (OCRF) como um método de 
classificação de classe única. O método proposto foi avaliado em duas aplicações na 
área de alimentos para discriminar amostras autênticas de não autênticas, 
empregando como técnica analítica a espectroscopia no infravermelho. 
A primeira aplicação consistiu em empregar o OCRF aliada a 
espectroscopia FTIR-HATR para discriminar amostras autênticas de óleo de prímula 
de não autênticas. A segunda aplicação consistiu em empregar o OCRF combinado a 
espectroscopia NIR para identificar as amostras autênticas de noz-moscada moída. 
Para discriminar as amostras autênticas das não autênticas do óleo de 
prímula os modelos de classificação de classe única OCRF e SIMCA obtiveram 
desempenho semelhantes, onde praticamente 100% das amostras autênticas e não 
autênticas foram classificadas corretamente, enquanto o modelo de classificação 
PLS-DA obteve uma taxa de falso positivo de 12,22% e cerca de 38% das amostras 
de validação externa foram consideradas anômalas. 
Para as amostras de noz-moscada moída o modelo de classificação OCRF 
obteve desempenho superior aos modelos PLS-DA e SIMCA, onde somente uma 
amostra autêntica foi classificada erroneamente como não autêntica, enquanto nos 
modelos de classificação PLS-DA e SIMCA pelo menos 10% das amostras não 
autênticas foram classificadas erroneamente como autênticas. 
Os modelos de classe única apresentam performance superior ao modelo 
de classificação binária/multiclasse PLS-DA, desde que se tenha amostras 
adulteradas no conjunto de validação externa com adulterantes não presentes na 
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etapa de treinamento. Nesta situação foi observado que o modelo PLS-DA tende a 
classificar estas amostras como anômalas ou, em muitos casos, como autênticas. 
Dos modelos de classe única avaliados o método proposto (OCRF) 
apresentou performance semelhante ao modelo SIMCA na primeira aplicação, 
enquanto na segunda aplicação método proposto obteve desempenho superior para 
a classificação de amostras não autênticas. 
Para construir o modelo OCRF foi necessário gerar outliers artificiais a 
partir das amostras autênticas, para que todas as possíveis adulterações sejam 
simuladas. O método adotado foi capaz de gerar os outliers artificiais com sucesso, 
pois os outliers artificiais puderam cobrir todo o domínio de variação das amostras 
autênticas e possibilitando a aplicação do modelo de classe única de floresta aleatória.   
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6. Conclusões gerais 
Em paralelo com a automação de laboratórios de análise (indústria 4.0), 
cada vez mais é cobrado metodologias que sigam os princípios da química analítica 
verde, como consequência cada vez mais laboratórios estão buscando métodos 
alternativos de análise que não necessitem etapas laboriosas e que não consumam 
ou gerem resíduos tóxicos. Dentre as técnicas analíticas que possuem estas 
características podemos destacar as técnicas de espectroscopia vibracional. 
Com o objetivo de extrair o máximo de informações úteis a partir dos 
espectros, métodos quimiométricos de análise são geralmente utilizados.  No entanto, 
conforme o número de amostras aumenta e consequentemente, sua variabilidade, os 
métodos multivariados convencionais utilizados em quimiometria podem deixar de ser 
adequados para a modelagem. Nesta situação os métodos de aprendizagem de 
máquina, tal como a floresta aleatória que apresentam maior capacidade de 
generalização devem ser avaliados como métodos alternativos ou complementares 
aos já empregados.  
Na primeira aplicação foi avaliado o uso da espectroscopia Vis-NIR como 
um método alternativo aos métodos tradicionais de análise de solo para determinar a 
fertilidade e granulometria do solo. Foi constatado que o método de regressão por 
floresta aleatória apresentou exatidão superior ao método de regressão PLS além de 
excluir um número menor de amostras anômalas no conjunto de validação. Além 
disso, através das 12 amostras de solo fornecidas pelo teste de proficiência PAQLF 
foi constatado que a metodologia desenvolvida para determinar os teores de MOS 
apresenta o mesmo nível de excelência de um excelente laboratório de análise de 
solo empregando o método padrão de análise baseado em Walkley-Black. 
Na segunda aplicação foi avaliado o uso da espectroscopia FTIR-ATR 
como uma metodologia alternativa para a identificação de amostras autênticas do óleo 
de andiroba. Foi constatado que devido à grande variação existente entre as amostras 
do óleo de andiroba, o método de classificação floresta aleatória obteve resultados de 
classificação superiores ao PLS-DA, além de excluir um número menor de amostras 
anômalas no conjunto de validação. 
Na última aplicação, foi proposto o uso algoritmo floresta aleatória como 
um método de classificação de classe única, para isso foi realizada a geração artificial 
dos outliers combinado ao método de classificação floresta aleatória. Foi observado 
128 
 
 
que no geral, os métodos de classe única apresentam performance superior ao 
método de classificação binária/multiclasse PLS-DA quando os adulterantes utilizados 
na etapa de validação externa não estão contidos na etapa de treinamento.  
Em todas as situações aqui apresentadas, foi observado que o método de 
aprendizagem de máquina floresta aleatória, construído utilizando os parâmetros 
padrão, obteve desempenho superior ou pelo menos igual, aos métodos 
quimiométricos convencionais utilizados para comparação, além de apresentar um 
número menor de amostras anômalas nos conjuntos de calibração e validação. Todos 
os resultados aqui apresentados demonstram o poder da combinação do método de 
aprendizagem de máquina de floresta aleatória com métodos de análise baseados em 
espectroscopia vibracional em diversas aplicações em química analítica.  
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