In this paper, a new method for level set update is proposed, in the context of crack propagation modeling with the extended finite element method (X-FEM) and level sets. Compared with the existing methods, such as the resolution of the Hamilton-Jacobi equations, this new method is much simpler because it does not required complex manipulations of the level sets. This method, called the ''projection'' method, uses both a classical discretization of the surface of the crack (segments for 2d cracks and triangles for 3d cracks) and a level set representation of the crack. This discretization is updated with respect to the position of the new crack front. Then the level sets are re-computed using the true distance to the new crack, by an orthogonal projection of each node of the structure onto the new crack surface. Then, numerical illustrations are given on 2d and 3d academic examples. Finally, three illustrations are given on 3d industrial applications.
Introduction
The issue of modeling crack propagation is a key aspect of many industrial studies. The simplest approaches are based on analytical formulas. But these codified methods are limited to very simple geometries and loading conditions. For more realistic configurations, the finite element method (FEM) is classically used. The main drawback is that the mesh must be updated at each propagation step, this task being hardly automatic for very complex geometries. Nevertheless, some attempts have been made to provide robust and reliable tools for automatic remeshing of 3d cracks (Dhondt, 1998; Maligno et al., 2010; Moslemi and Khoei, 2009; Schöllmann et al., 2003) . Recently, OENRA team has made strong improvements of remeshing algorithms, leading to robust 3d crack propagations (Chiaruttini et al., 2011) . Alternative methods to FEM and remeshing exist for modeling crack propagation, such as boundary integrals equations or the boundary element method (Citarella and Buchholz, 2008; Lucht, 2009 ) but they are less used than the FEM. All these methods lack of flexibility and the question of modeling crack topology changes (bifurcation, intersections, etc.) is still an open issue.
These difficulties explain the success of recent approaches in which the crack is not meshed: the extended finite element method (X-FEM) (Moës et al., 1999) , the generalized finite element method (Duarte et al., 2001 ) and mesh-less methods (Duflot, 2006) . One of the first paper on modeling 3d crack growth with an enriched approximation is due to Duarte et al. (2001) . They introduce a crack representation with triangles. At the same time, the concept of level set has been introduced to represent an evolving 2d crack with the X-FEM (Stolarska et al., 2001 ). In the paper of Stolarska et al. (2001) the authors describe a methodology to represent a crack with two level set functions and give also a simple algorithm for modeling 2d crack growth: the level set functions are updated on a small region of elements surrounding each crack tip by a simple reconstruction of the true distance functions (with formulas using geometrical considerations). This technique has been reused and adapted later (Guidault et al., 2008; Ventura et al., 2003) . The general framework to study non-planar 3d crack growth using X-FEM and the level set method leads to the Hamilton-Jacobi equations, which can be solved by a ''simplex'' procedure (Gravouil et al., 2002) . The main difficulty is that two level sets are required to model a crack. This algorithm has been used widely since, for example for crack propagation in industrial structures (Bordas and Moran, 2006) . The introduction of the Fast Marching Method has allowed one to solved 3d crack propagation (Chopp and Sulumar, 2003; Sukumar et al., 2003) . Note that in these two papers, only pure mode I problems are treated. Efficiency can be improved when considering a structured mesh for the level set update, since on a regular mesh, a finite difference scheme can be directly used. Nevertheless, complex structures are often meshed with tetrahedrons. Adding an auxiliary regular grid to the global mesh circumvents this point (Prabel et al., 2007) . With this approach, mechanical fields (displacement, stress, etc.) are computed on the whole mesh, and the level sets evolution equations are computed only on the regular grid. Recently, a review of several techniques for crack propagation with level sets has been made (Duflot, 2007) . This paper is very interesting because the author compare the simple algorithm of Stolarska et al. (2001) and the method of Gravouil et al. (2002) on a crack in 2d propagation with a sharp kink. The author shows that if the J-integral is set on the final straight segment of the crack, all the methods give the same results. Differences appear when the size of the integral domain is larger, the method of Stolarska et al (2001) being better (but not optimal) than the approach of Gravouil et al. (2002) . Duflot (2007) proposes several algorithms to retrieve level sets with good properties. Very recently, Colombo and Massin (2011) have proposed a robust method for high bifurcation angles.
The X-FEM has also been used to model cracks in the context of cohesive zones. Only the surface of discontinuity needs to be represented. The location of the crack front is numerically given by the values of the cohesive zone model. If level sets are used, only one level set is required. In Comi and Mariani (2007) , de Borst et al. (2006) , Mariani and Perego (2003) , Unger et al. (2007) , a simple discretization of the 1d crack with linear segment is made. Even if there is only a surface to be modeled, problems appear in 3d and numerical techniques proposed are complex. In Gasser and Holzapfel (2006) , the authors propose a non-local tracking algorithm: the predictor step computes a discontinuity and the corrector step modifies the orientation of the discontinuity by a smoothing algorithm. A detailed comparison of most common 3d crack tracking algorithm is presented in Jäger et al. (2008) , in which a global tracking seems to be the most general solution. Valance et al. (2008) describe a similar global tracking algorithm. The governing equations of level set (Hamilton-Jacobi equations) are then solved by a finite element technique. Another way to ensure the continuity of the crack discretization with level sets is presented in Duan et al. (2009) . A local crack tracking algorithm is also proposed and applied in the context of a Partition of Unity enriched meshfree-method (Rabczuk et al., 2010) . Their paper gives also an interesting overview of crack tracking algorithms in 3d.
The objective of the present paper is to introduce a simple method -called the ''projection'' method -to update the level sets in the X-FEM framework. The previous mentioned techniques to update the level sets, such as the resolution of the Hamilton-Jacobi equations, with or without an auxiliary grid, are very complex to implement in a robust way within a finite element code. Moreover, the crack position and the crack path are solely represented by the level sets. As a consequence, the visualization of the crack is not very easy and required plots of iso-zeros of the level sets. To visualize the crack front, intersections of iso-zeros are needed. Such operations are not very well handled by standard visualization tools. We propose in this paper a new method to update the level sets, which has two main advantages. The first advantage is an easier development, compared with the complexity of the resolution of the Hamilton-Jacobi equations. The second advantage is an easier visualization. Therefore, this new method is quite simple to use for industrial studies. In this method, we use both a classical discretization of the surface of the crack (segments for 2d cracks and triangles for 3d cracks) first introduced by Duarte et al. (2001) in the framework of G-FEM and a level set representation of the crack. This discretization is updated with a propagation criterion and a fatigue law. Then the level sets are re-computed using the true distance to the new crack, as in Stolarska et al. (2001) . This technique is modified and extended for 3d cracks. The proposed method is also different from the vector level sets of Ventura et al. (2003) in the sense that Ventura do not use explicit representation of the crack surface, but store only the successive locations of the crack tip. The level sets are re-computed only with the knowledge of the current and the previous crack tip locations. It should be noted that this method is not really extendable in 3d. Moreover, this method also alleviates typical difficulties of remeshing algorithm. For example in Maligno et al. (2010) , it is said that the simulation of a break-through failure with Zencrack is not possible and must be done manually. Such difficulties are easily done with the authors' method.
In Section 2, we present the theoretical aspects of the paper: the level set method (Section 2.1), the extended finite element method (Section 2.2) and the stress intensity factors evaluation (2.3). Section 3 is devoted to the description of the different techniques for the level set update. After having recalled the methods based on the resolution of the Hamilton-Jacobi equations (Section 3.3), we will focus on the ''projection'' method detailed in Section 3.4. Section 4 presents academical numerical examples to validate the proposal method on different 2d examples of crack propagation, in terms of crack paths. No significant differences are observed on the results between this new method and other classical update algorithms. Illustrations on 3d industrial studies are shown in Section 5, proving that this method can easily be used for engineering applications.
All the numerical methods presented for the level set update have been implemented in Code_Aster, 1 an industrial and open source finite element software developed by EDF. This software is also used for all the numerical studies carried out in Sections 4 and 5.
Remark
During the reviewing period of this paper, a very similar level set update algorithm has been developed by Fries and Baydoun independently of the authors' present paper. An on-line version of their paper is available (Fries and Baydoun, 2011) . Their method uses also an explicit representation of the crack. Some differences exist, such as the number of level sets used: three level sets in Fries and Baydoun (2011) and two level sets in the present paper. By the way, it should be noted that the paper of Fries and Baydoun (2011) is very clear and interesting.
X-FEM for crack analysis
As the crack in not meshed with X-FEM, an additional information is needed to described the crack. The representation of the crack is then usually done with the level set method. This part describes briefly the essential theoretical aspects of the level set method, the extended finite element method, and the stress intensity factors evaluation.
The level sets method
Level sets are used to represent an evolving interface independently of the mesh. Basically, the level set function is the signed distance to the interface. Points where the level set is positive are ''above'' the interface, points where the level set is negative are ''below'' the interface and points where the level set is equal to zero are ''on'' the interface. To describe a crack, two level set functions are required (Stolarska et al., 2001) . The normal level set (lsn) represents the distance to the crack surface (extended to the whole body) and the tangent level set represents the distance to the crack front. In this case, the level sets are real distance functions, chosen to be orthogonal on the crack surface. We underline the fact that the crack surface is given by lsn(x) = 0 \ lst(x) < 0, and that the crack front is given by lsn(x) = 0 \ lst(x) = 0. From the two level sets, a local basis of the crack front is created by using the gradients of the level sets for such a basis: e 1 ¼ rlsn; e 2 ¼ rlst and e 3 ¼ e 1^e2 .
This basis can be defined everywhere thanks to the level sets. Note that the gradients of the level sets can be slightly not orthogonal due to the nodal interpolation.
From a practical point of view, three different techniques are used to compute the level sets. The first one uses analytical formula for both signed distances. Such formulas are only available for simple crack geometries, such as penny-shaped cracks. The second technique computes the signed distance to a given shape with numerical scheme, when analytical formulas are not known. For instance, the distance to an ellipse can be computed very efficiently with a proper iterative algorithm. The third technique works for arbitrary shapes. It uses a direct computation of the signed distance. In this case, an auxiliary discretization of the crack is used (a segment-discretization for 2d problems, a triangular discretization for 3d problems). Note that this crack discretization is totally independent of the global mesh. The signed distance is retrieved by the orthogonal projection of any point of the structure on the discretization of the crack. More precisely, the lsn is computed from the projection of a point on the discretized crack surface and the lst is computed by the projection of a point on the discretized crack front. This last technique will be used for the propagation with the ''projection'' method (see Section 3.4). One should note that the orthogonal projection of a point on a triangular element is straightforward since shape functions are linear. On the contrary, the orthogonal projection of a point on a quadrangle required solving of a small non-linear problem.
The extended finite element method
The main idea behind the extended finite element method is to deal with simple meshes. To take into account discontinuous displacements inside a finite element, the displacement approximation is enriched with discontinuous functions (Heaviside function). Another enrichment is added to elements near the crack tip in order to improve the accuracy of the method in linear elastic fracture mechanics (Moës et al., 1999) . The X-FEM displacement approximation is:
where a i are the displacement degrees of freedom at node I, u i the linear shape functions associated at node I, and b j and c a k are the enriched degrees of freedom. Nodes j are the nodes which the support is completely cut by the crack. The function H(x) is an Heaviside function, which is discontinuous across the crack surface. Nodes k are nodes which the support contains the crack front (topological enrichment). Only one layer of elements is enriched. Note that a geometrical (fixed area) enrichment can also be done. The expressions of the function F a , a = 1, 4 are the following:
The polar co-ordinates (r, h) can be expressed in terms of the level sets as:
Stress intensity factors evaluation
The computation of the energy release rate G is done using the G-theta method (Destuynder et al., 1983; Li et al., 1985) . This method is based on domain integral and lagrangian derivation of the potential energy, with respect to a virtual crack extension velocity field, tangent to the crack faces. To compute the stress intensity factors K I , K II and K III (SIFs), the G-theta method is extended with the bilinear form (such as Interaction Integrals) of the energy release rate. The evaluation of the SIFs by the G-theta method within the X-FEM framework is exactly the same as the evaluation of the SIFs within the FEM framework.
Note that the computation of G and K I , K II and K III , can also be done by the displacement jump extrapolation technique.
Description of the level sets update
In this section, different methods to update both level sets are described. At each propagation step, we assume that the new crack front position is already computed with a bifurcation criterion and a fatigue law. The aim of this paper is not to discuss about the choice of a bifurcation criterion or a fatigue law, but to focus on the numerical methods to modify the level sets knowing the new crack front. We first simply recall the chosen bifurcation criterion and the fatigue law.
Bifurcation criterion and fatigue law
From the computed SIFs, the angle of bifurcation of the crack will be calculated with the classical maximum hoop stress criterion (Erdogan and Sih, 1963) . The fatigue law considered in this paper is the standard Paris law. The propagation process is driven by imposing a maximal increment of the crack front advance. For two-dimensional problems, the length of the crack will grow of this prescribed value. Therefore, the Paris law is not useful for the crack path in this case. For three-dimensional problem, this prescribed value will correspond to the advance of the point of the crack front with the highest velocity. Using the Paris law, the corresponding number of cycles is then deduced. Finally, this number of cycles will be applied to retrieve the advance at each point of the crack front.
Prescribed shape
The idea of this method is taken from the classical approach used by engineers for solving crack propagation problems with the FEM. In this standard FEM approach, the shape of the crack is assumed to be the same during all the propagation. Only some geometrical parameters p i of the shape will be able to evolve as the crack grows. At each propagation step, the new crack front position is computed from the bifurcation criterion and the fatigue law. The shape of this new crack is arbitrary and does not coincide with the prescribed crack shape. Consequently, a least square root minimization is done between the ''real'' crack shape and the prescribed crack shape to retrieve the best parameters p i . This method requires an automatic meshing process of the prescribed crack shape, the input of this script being the parameters p i .
A non-meshed crack version of this technique is easily understandable. The only difference is that we replace the automatic meshing process of the prescribed crack shape by an automatic computation of both level sets related to the prescribed crack shape.
For instance an elliptical crack is considered, parameterized by 4 parameters: the position of the center of the ellipse (Xc, Yc), the semi-major axis a and the semi-minor axis c. The plane of the ellipse is imposed and will not change during the propagation. Consequently, the normal level set will not change. Moreover, a robust and fast numerical method to compute the distance to an arbitrary ellipse is used to compute the tangent level set.
Resolution of the Hamilton-Jacobi equations
In the general process to update both level sets (Gravouil et al., 2002) , the following Hamilton-Jacobi equation is considered:
where u is a level set (normal or tangent level set), ru is the level set gradient, and s is a pseudo-time. Each step of the process (re-initialization, re-orthogonalization, etc.) requires solving the previous equation, with various expressions for H and f. This equation can be solved by a ''simplex'' technique or an ''upwind'' scheme, depending on the type of mesh (unstructured or structured).
The ''Simplex'' technique
This technique (Barth and Sethian, 1998) consists in evaluating, with coefficients K i , the contribution of each element to the update of the level set at a single node, then in sorting the positive contributions in order to get a monotone scheme. Its main limitation is that this method has been developed only for simplex elements (triangles in 2d and tetrahedrons in 3d). Nevertheless, this method can be extended to hexahedrons under specific assumptions.
The ''Upwind'' scheme
On a regular mesh, an ''upwind'' scheme can be used to solve the Hamilton-Jacobi equation. This technique is based on finite differences (Osher and Sethian, 1988) . For non-regular meshes, an idea consists in adding an auxiliary grid for level sets update, independently of the mesh used for the structure and the mechanical equilibrium resolution (Colombo and Massin, 2011; Prabel et al., 2007) . A second order upwind scheme has also been adopted in the context of the Fast Marching Method (Chopp and Sulumar, 2003; Sukumar et al., 2003) .
A simplest method: the ''projection'' method
This engineering-oriented method has been developed on the basis of the orthogonal projection method for level set computation (see Section 2.1). In this technique, an auxiliary discretization of the crack is used. For crack propagation, a simple idea is then to actualize this crack discretization at each step (Galenne et al., 2009) . The first step is to generate the discretization of the initial crack, as it is done in Duarte et al. (2001) for example. It consists in describing the crack surface by surfacic quadrilateral or triangular linear elements, and the crack front by lineic elements. One should note that only the intersection between this discretization and the whole mesh will matter. For instance to represent a corner-crack, one could give the whole disk. For most common crack shapes (circular, semi-ellitical, etc.) this step can be easily automatized as it has been done in this work. The initial crack can also come from real crack geometry detected by non-destructive techniques (NDT), as in Bordas et al. (2007) . In this case, the points position given by NDT is converted to crack disretization by classical meshing tools. The level sets are then computed by retrieving the signed distance by orthogonal projection, as explained in Section 2.1. The level set update is done with three main steps, illustrated for 3d-models on Fig. 1 . They can be described as follows: Fig. 1(a) : The entry data is the value of propagation vector on the crack front, computed on the mechanical mesh from SIFs and with Paris law. The first step is the computation of the propagation vector at each node of the discretized crack front, based on a linear interpolation. The propagation vector is orthogonal to the crack front: the direction on a node corresponds to the mean of the normal vectors of the two linear elements sharing this node. This step gives the position of each propagated point. Fig. 1(b) : Addition of a node at this position and meshing of the created surface (addition of linear elements for the new crack front, and addition of quadrilateral elements for the new surface). Fig. 1(c) : Specific treatment of the extreme nodes so as to be coherent with the boundaries of the structure. This treatment is needed when points propagate outside the volume of the structure. The position of the real extreme points of the crack (on the structure boundaries) is given by the level set projection algorithm (intersection between the level set and free element borders). The correction consists simply in moving the extreme points coming from the previous step to this new position.
Note that the number of points forming the discretized front is kept constant during all the crack front propagation, and equal to the number of points in the initial crack discretization. Indeed, as we use quadrangles for the new increment of the crack surface discretization, the number of points on the crack front in the crack discretization is then constant. But this number of points is independent of the number of points of the crack front in the computation. Indeed, the crack discretization is only necessary to re-compute the level sets. Then, the real position of the crack front is classically characterized by the intersection of the iso-zero of the level sets. This point can be inconvenient if the crack length changes a lot during the propagation. A solution is to initiate the computation with a fine crack discretization: in the example given in Section 5.2, about 20 nodes are sufficient to describe correctly the initial (forth-circular) crack and the last crack, that is five times longer.
(a) (b) (c) Fig. 1 . Illustration of the projection method on a 3d-model: (a) propagation of discretized front, (b) creation of the mesh for the created surface, (c) correction step at the extreme points.
For 2d-models the method is even simpler: the crack faces are represented by a linear element and a node represents the crack front. A propagation step consists in adding a node and a linear element. No correction at the extremities is needed.
The method can be used in 3d for mixed-mode propagation. Its robustness is linked to the regularity of the crack surface. The following academic examples are into 2d or 3d out-of-plane propagation. The following industrial illustrations show almost planar crack propagations as it is the case for most of industrial engineering studies.
The crucial point in the method is the computation of level sets by projection on the crack discretization. The crack surface should be kept as regular as possible to avoid numerical problems in the projection step. The regularity of the crack discretization is ensured by smooth SIF values. Smoothing techniques directly applied to the crack discretization can also solve this point.
One important thing to mention is that strong differences of SIF values between 2 nearby points must be avoided. To ensure a good representation of the SIFs along the crack front in presence of strong variations of the SIF values, a mesh refinement can be necessary. It should be noted that this issue is independent of the crack-update algorithm.
Academic numerical examples
In this section, three numerical illustrations are given on 2d academic examples and one on a 3d academic example. All the four examples show out-of-plane propagation. The purpose of these examples is only to validate the projection method by comparison with experimental or numerical results. It should be noted that demonstrating the advantages of the projection method is not the goal of this section. The first example is a three point bending plate with three holes (Section 4.1) in which the crack paths are compared between the projection method presented in Section 3.4 and some experiments. The next example (see Section 4.2) is a propagation of two cracks in a plate under tension. Our methodology is compared to an adaptive mesh refinement method combined with classical finite elements. The third example (Section 4.3) compares the Hamilton-Jacobi resolution, the projection method and experiments on a three point bending specimen. Finally, the last example (see Section 4.4) compares the projection method and other methods on a 3d out-of-plane propagation. No significant differences are observed on the results between this new method and other classical update algorithms.
Three point bending plate with three holes
We consider a rectangular plate with three holes and a crack under three point bending. A linear elastic material is assumed. This test has been experimentally and numerically studied by Bittencourt et al. (1996) , then studied with a mesh-less method (Ventura et al. (2002) , and later with a multi-scale X-FEM technique (Guidault et al., 2008) . Two initial crack configurations (A and B) have been proposed by Bittencourt et al. (1996) . For the configuration A, it has been seen experimentally that the crack stops in the central hole, where as in configuration B, the crack stop in the upper hole. In the first two papers, dimensions are in inches, and in the last paper, dimensions are in mm. For comparisons, we will use both dimensions. All these papers underline the influence of the propagation increment on the crack path for configuration A. In Bittencourt et al. (1996) , crack increments are taken from 1 to 0.3. None of these values allow the authors to retrieve the observed path (see Fig. 2(a) ). The crack does not stop in the central hole. In Ventura et al. (2002) , smaller crack increments are taken (from 0.25 to 0.1) but the conclusions are the same. Same results are found by Guidault et al. (2008) with increments of 0.1. In this test, we use the ''projection'' method (see Section 3.4). A single mesh is used for all the simulations, refined in the area between the central and the bottom holes. The mesh is made of 4440 linear triangles. The Figs. 2(b) and (c) show the crack path for configuration A for various crack increments (from 1 to 0.1). The crack does not really reach the central hole. Nevertheless, with the smallest crack increment of 0.1, the crack is very near the hole. It is possible that the crack increment and the radius for the SIFs computation are not small enough. Moreover, plasticity should occur at this stage, which is not taken into account in the present study. The comparisons between experiments and simulations are better for configuration B (see Fig. 3(a) ). Fig. 3(b) show the numerical crack path found in Ventura et al. (2002) using the vector level sets method and the Element Free Galerkin method. Crack increments of 0.5 are sufficient to retrieve the experimented crack path. Fig. 4 shows our results for the deformed shape. The same crack increments are used. We found a very similar crack path compared with those of Bittencourt et al. (1996) and Ventura et al. (2002) .
Plate with two cracks
In this example a plate under tension with two holes and two cracks is considered (see Fig. 5 ). The initial size of both crack is 1 mm. This test has been studied with the classical finite element method and adaptive mesh refinement or uniform mesh by many authors, for example Bouchard et al. (2003) and Khoei et al. (2008) . In this test, we also use the capability of X-FEM to model a hole (Sukumar et al., 2001) . This is made possible by using one level set for representing a circular interface. The mesh is consequently a structured mesh, made with 3200 linear quadrangles. Neither the circular holes nor the cracks are meshed. Crack increments of 1 mm are used. The results obtained using the projection method for the level sets update is plotted on Fig. 6 . On this figure, we can observe that the two crack paths are quite similar. At the beginning of the propagation, the crack is attracted by the closest hole, and then propagates in nearly pure mode I. At a certain step, the two cracks are sufficiently close for interacting. Then the cracks bifurcate. The crack paths of Khoei et al. (2008) with uniform mesh and adaptive mesh refinement are reported on Fig. 7 . In order to easily compare these different methods, a superposition of the Khoei et al. (2008) with adaptive mesh refinement.
Three point bending
A three point bending specimen is considered (Mariani and Perego, 2003) . All dimensions are in mm (see Fig. 9 ). The initial crack length is 19 mm and v defines the position of the crack. The Young modulus is equal to 31 370 MPa and the Poisson ratio is 0.2. In Mariani and Perego (2003) , 3 configurations of initial cracks are studied: v = 0, v = 25 and v = 50. The first configuration corresponds to a pure mode I test. For the last configuration, both numerical and experimental results are available. In the following, we will compare our results with those of Mariani and Perego (2003) only for v = 50. The influence of the method of propagation is also studied. The mesh is composed of 50 Â 90 linear quadrangles. A very good accuracy is obtained with our methodology since our results are in between the experimental and the numerical results of Mariani and Perego (2003) (see Fig. 10 ). In addition, comparisons between the projection, simplex and upwind methods are depicted on Fig. 11 . On the left, the position of the crack tip is plotted and on the right, the values of K I vs. the crack length are plotted. It can be noticed than only slight differences appear between these 3 numerical methods.
Three point bending with an inclined initial crack
We consider here the 3d propagation of a crack in a three point bending fatigue test. The initial crack is inclined with respect to the loading. As a consequence, the crack path is out-of-plane. The same problem has been solved by Citarella and Buchholz (2008) using the boundary element method and by Colombo and Massin (2011) in the framework of X-FEM and level sets. The numerical solution of Colombo and Massin (2011) is taken as a reference. The dimensions of the specimen are the following: the length is 260 mm, the thickness is 10 mm and the width is 60 mm. The initial crack has a width of 20 mm. The angle between the initial crack plane and the plane YZ is 45°. The initial mesh is composed of linear tetrahedral element. The element size is homogeneous in the specimen (element size is about 3 mm). To ensure an accurate SIF computation, the area around the crack front is automatically refined at each propagation step. In the refined region, the element size is about 0.75 mm. The crack is submitted to a fatigue loading. The coefficients of the Paris law used in the computation are taken from Colombo and Massin (2011) : C = 1.1 Â 10 À8 mm/cycle and m = 3. The maximum increment crack advance is imposed to 3 mm. The twisting of the crack during the propagation can be easily seen on Fig. 12 , where the final crack path obtained with Fig. 7 . Crack path with uniform mesh or adaptive mesh refinement (Khoei et al., 2008) . Fig. 8 . Superposition of the crack paths with the projection method and with uniform mesh or adaptive mesh refinement (Khoei et al., 2008) . the projection method is superposed on the initial specimen mesh (only the external faces of the specimen are shown). It should be notice that plotting crack paths with the projection method is very simple. A clear representation of the crack faces is also appreciable. Fig. 13 shows the crack front positions at each propagation step obtained with the projection method. The crack front positions at each propagation step from Colombo and Massin (2011) are also reported on Fig. 14 . When comparing Fig. 13 and Fig. 14 , same global crack front shapes are observed. The projection method, presented in this paper is then able to simulate mixed mode 3d propagation.
Illustrations on industrial studies
In this section, three illustrations are given on 3d applications proving that the proposed method can easily be used for engineering applications. These applications have been chosen to be fully representative of real industrial studies such as lifetime evaluation of pipes in nuclear power plants. The first ones are associated to fatigue of pipe under mechanical or thermal loading. The last one corresponds to crack propagation in a tap under pressure loading. In each case the structure, the initial crack and the loadings are such that the crack propagation remains planar (pure mode I conditions).
Thermal fatigue in industrial pipes

Industrial context
Thermal fatigue crazing can be observed in the mixing zones of some components in nuclear power plants, such as residual heat removal system. High cycle thermal crazing is characterized by a dense network of cracks, shallow, unidirectional or multidirectional. It has been observed that the majority of these cracks stop a few millimeters away from the free surface because of the decreasing stress intensity factors (Taheri, 2007) .
The industrial objective is to evaluate the influence of the thermal hydraulic loading parameters on the propagation speed: amplitude of load on the inner surface of the tube, frequency, heat exchange coefficient. The technical difficulties are to take into account cycles of varying amplitude and a large number of cycles (the cracks stop after over a million cycles). Analytical methods can be used for this purpose (Musi and Beaud, 2003 ) but they are not sufficient for multi-cracking and nontrivial crack geometries. It is within this context that the X-FEM has its interest. The results are described successively for a pure mechanical loading and a thermo-mechanical loading. Results are compared to those obtained by remeshing (semi-elliptical crack) for validation.
Pure mechanical loading
The first studied case corresponds to a tube of 9.2 mm thickness under alternate traction, with an initial circumferential crack of 1 mm depth. The evolution of the crack depth in function of the number of cycles, and the difference between the stress intensity factors KI (at the same depth) between the FEM calculations (remeshing) and X-FEM are depicted in Fig. 15 .
We note that the difference between meshed crack and unmeshed crack is small in terms of K I (less than 2.5% difference), but the difference in terms of crack length reached 10% in the last computed cycle.
It was verified that the difference between the speeds of propagation is solely due to differences on the stress intensity factors.
As a number of cycles over a million is targeted, this example highlight the need of very accurate computation of stress intensity factors. The use of goal-oriented error estimators (Panetier et al., 2010) could help verify the quality of the resulting solution. A model reduction could also be used to reduce the number of simulations required when simulating high cycle fatigue (Galland et al., 2011) .
Thermo-mechanical loading
The second studied case is the same tube, subjected to an internal wall heat exchange with a fluid (heat exchange coefficient 50000 Wm 2 K
À1
). The fluid temperature is varying sinusoidally (amplitude 100°C, frequency 1 Hz). The external wall is insulated. The initial crack is 0.5 mm deep and 1.6 mm long in circumferential extension. The pure thermal problem is solved without crack, with the classical FEM. The reason is that the crack does not influence much the temperature field, and the temperature field is almost continuous across the crack surface. The temperature field is then applied as a loading of the mechanical problem.
The evolution of the depth and of the circumferential extension of the crack in function of the number of cycles is plotted in Fig. 16 . It is found that the difference between the X-FEM (projection method) and FEM (remeshing) is greater on the circumferential extension of the crack than on its depth. This difference can be explained by the assumption of semi-elliptical geometry in the present remeshing method that is no longer verified for a load of this type from the first iteration of the calculation, cf. Fig. 17 .
The evolution of the crack length with X-FEM is slightly uneven (see Fig. 18 ), which is a consequence of a less accurate calculation of stress intensity factors at the extremities when the crack front is not orthogonal to the structure boundaries. Some solutions are under reflexion so as to improve the result (modification of theta-field definition, dedicated smoothing of SIFs, etc.). 
Propagation of two cracks in a tap
Description of the test case
The last case consists of a tube under pressure, with two cracks. The structure is composed of several pieces, all made of steel. Two symmetrical quarter-circle cracks are introduced on both sides of the tap. The initial crack depth is 1 mm. The cracks are propagating by fatigue under a pure mechanical loading: a pressure is applied on the internal surface of the pipe and on the cracks faces, varying from 0 to a nominal value. An elastic behaviour is supposed; the Paris' law coefficient is 3. The propagation step is of the order of the size of one element.
Due to the symmetry of the structure and of the pressure loading, both cracks remain plane during all their propagation.
First, results obtained by displacement jump extrapolation technique for SIFs evaluation and the projection method for level set update will be presented. Then various influence study will be presented to discuss the robustness and the efficiency of the propagation method.
Results with the projection method
In this part, the SIFs are computed by displacement jump extrapolation technique, with an interpolation length of about three times the element size in the area (note that the element size is not constant in the propagation area). It has been checked that the mode I is largely predominant (K I /K II $ 10 5 ; K I /K III $ 10 6 ) in accordance to the symmetry of the problem.
The result obtained in terms of successive crack fronts is depicted on Fig. 19 . About 30 iterations have been done for the case. Due to the geometry of the structure, K I for the first crack is higher than K I for the second crack, so that the first crack is propagating faster. SIFs are regular along the crack front, so that the geometry of both cracks remains quite circular. K I is increasing during the propagation, especially when the crack reaches the external surface of the pipe. The von Mises stress is depicted on Fig. 20 after the 28th step of propagation, on the deformed shape of the structure.
Discussion
Several studies have been realised on the same case so as to evaluate the robustness of the numerical method. The main results are presented here.
À SIF computation method: the results obtained with the displacement jump extrapolation technique are compared with the ones obtained with the G-theta method in terms of crack front evolution on Fig. 21 . The results are quite similar. The crack fronts are more regular with the G-theta method, as a consequence of an additional numerical smoothing of SIF values with this method. À Propagation step: it has been checked that the prescribed propagation step has only a little influence if the step is consistent with the mechanical mesh refinement. À Mechanical mesh refinement: the mesh refinement has a strong influence on SIF especially for the last propagation steps, as the crack is in an area where the mechanical mesh is coarse (only 15 elements along the crack front). This example highlights the need of coupling the propagation method to an automatic mesh refinement to ensure a good quality around the crack front, as done in Colombo and Massin (2011) or in Geniaut and Messier (2010) .
Conclusions and future work
In this paper, a simple method -called the ''projection'' method -to update the level sets in the X-FEM framework is presented. Both a classical discretization of the surface of the crack (segments for 2d crack and triangles for 3d crack) and a level set representation of the crack are used. The discretization of the surface of the crack is updated with respect to the failure criterion and the fatigue law. Then the level sets are re-computed using the true distance to the new crack. This simple technique is modified and extended for 3d cracks. Compared with more sophisticated level set update techniques, this method is able to provide accurate crack paths on academic examples. The efficiency is then demonstrated on 3d real industrial studies when mode I is dominating. This method is interesting as it is intuitive to understand, easy to develop or to modify, and easy to handle for an industrial study.
As a complement to that work, the error due to the level set update could be studied precisely on a test where the crack front is driven by an analytical law (not calculated), in order to separate the sources of error related to the geometry update from those associated with the mechanics calculations. Moreover, a sensibility study on the Paris exponent could be an interesting work. A deeper comparison between the very recent method proposed by Fries and Baydoun (2011) and the present method should also be interesting. Further work is under investigation to treat complex 3d crack path where the bifurcation angle is very high and also to take into account a change in the topology of the crack front. For instance, a 3d crack passing through a hole needs a special treatment to be able to represent crack front division and reunification then after the hole. As underlined in Section 5, the quality of the SIFs computation is essential to model the crack path. Accuracy of the SIFs will be improved by using a local mesh refinement before each propagation step. Moreover, a special treatment at the crack front extremities is needed when the crack front is not orthogonal to the boundaries of the structure.
