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Abstract
For a class of elliptic Hessian operators raised by Caffarelli–Nirenberg–Spruck, the corresponding parabolic Monge–Ampère
equation was studied, the existence and uniqueness of the admissible solution to the first initial-boundary value problem for the
equation were established, which extended a result of Ivochkina–Ladyzhenskaya.
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1. Introduction
The topic of this investigation is the first initial-boundary value problem for the parabolic Monge–Ampère type
equation{−Dtu+ f (λ(D2u+ σ ))= ψ(x, t), (x, t) ∈ QT ,
u = ϕ(x, t), (x, t) ∈ ∂pQT , (1.1)
with the unknown function u = u(x, t) and
QT = Ω × (0, T ]; ∂pQT = ∂Ω × (0, T ] ∪Ω × {t = 0},
where Ω is a bounded domain in n-dimensional Euclidean space Rn, T > 0 is a given constant. ψ(x, t), ϕ(x, t) and
σ = (σ ij (x, t)) are given functions and symmetric matrix defined on QT respectively. f (λ) is a given smooth and
symmetric function of λ = (λ1, . . . , λn) with a special case that f (λ) = S1/kk (λ) for Sk(λ) being elementary symmet-
rical polynomials (k = 2,3, . . . , n). D2u = (Diju) is the Hessian of u with respect to the variable x, λ(D2u + σ) is
the eigenvalue vector of the matrix D2u+ σ .
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Nirenberg–Spruck in [1], when they discuss the first boundary value problem of the fully nonlinear elliptic equation{
f
(
λ(D2u+ σ))= ψ(x), x ∈ Ω ⊂ Rn,
u = ϕ(x), x ∈ ∂Ω,
what was investigate in [1] is the case for σ ≡ 0, and the case for general σ(x) was treated in [2].
The problem for parabolic equation of the form (1.1) firstly appeared in the paper [3] by Ivochkina and Ladyzhen-
skaya. Where for f (λ) = S1/kk (λ) they considered the first initial-boundary value problem{−Dtu+ f (λ(D2u))= ψ(x, t), (x, t) ∈ QT ,
u = ϕ(x, t), (x, t) ∈ ∂pQT ,
under some structural assumptions they got the existence and uniqueness about the solution.
As in [1] and [2], throughout this paper f (λ) is assumed a smooth function defined in an open convex cone Γ ⊂ Rn,
which is different from Rn, with vertex at the origin, containing the positive cone: {λ ∈ Rn, each component λi > 0}
and satisfying the following in Γ :
∂f
∂λi
> 0 for all i, (1.2)
f is a concave function. (1.3)
Γ and f are assumed to be invariant under interchange of any two λi , namely, they are symmetric in λi . It follows
that
Γ ⊂
{∑
λi > 0
}
. (1.4)
In addition we assume that for every C > 0 and every compact set K in Γ there is a number R = R(C,K) such
that
f (λ1, . . . , λn−1, λn + R)C for all λ ∈ K, (1.5)
f (Rλ) C for all λ ∈ K. (1.6)
We also assume that there exist some positive constants ν0 and ν1 such that
n∑
i=1
fλi  ν0 (1.7)
and
lim
λ→λ0
f (λ) < ν1 for every λ0 ∈ ∂Γ. (1.8)
As to the shape of Ω , we will suppose that there exists a number R sufficiently large such that at every point x ∈ ∂Ω ,
if κ1, . . . , κn−1 represent the principal curvatures of ∂Ω (relative to the interior normal), then
(κ1, . . . , κn−1,R) ∈ Γ. (1.9)
Definition 1.1. Γ is said to be of type 1 if the positive axes belong to ∂Γ , otherwise it is called of type 2.
Definition 1.2. A function u = u(x, t) ∈ C2,1(QT ) with u = ϕ(x, t) on ∂pQT is called admissible if λ(D2u(x, t) +
σ(x, t)) ∈ Γ at every (x, t) ∈ QT .
Obviously, for any admissible function u = u(x, t), the equation in (1.1) is of parabolic type.
We will search admissible solutions to problem (1.1), in this case, the given function ϕ(x, t) and the matrix
(σ ij (x, t)) must satisfy the following necessary condition:
(H1) λ(Dijϕ(x,0)+ σ ij (x,0)) ∈ Γ , for all x ∈ Ω.
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Theorem 1.1. Suppose that, for some α ∈ (0,1), ψ(x, t) ∈ C2+α,1+α/2(QT ), ϕ(x, t) ∈ C4+α,2+α/2(QT ), and ψ(x, t)
and ϕ(x, t) satisfy the compatibility conditions up to the second order, ∂Ω ∈ C4+α and Ω,f,Γ satisfy (1.2)–(1.9).
Then problem (1.1) has a unique admissible solution u ∈ C4+α,2+α/2(QT ) if the condition (H1) and for ν1 comes
from (1.8), one of the following assumptions is fulfilled:
(H2) σ = σ(x) ∈ C2+α(Ω), minQT ψ + min∂pQT Dtϕ − 12ad2  ν1 (d is the radius of the minimal ball Bd(x0)
containing Ω , a = max{0, 1
ν0
maxQT Dtψ}),
(H′2) σ = σ(x, t) ∈ C2+α,1+α/2(QT ), min∂pQT (Dtϕ +ψ) ν1 and the matrix (Diiψ −Dtσ ii) is nonpositive (i.e. its
eigenvalues are nonpositive) in QT .
Theorem 1.1 can be done for general σ(x, t) in (H2) if there exists a function u0 (see Proposition 2.1) satisfying
the condition (H2). It is a pity for us to not find this function.
The compatibility condition is necessary for parabolic equations, which is one of the main differences from elliptic
type. It has been listed here for the readers’ convenience.
The first order compatibility condition:
−Dtϕ(x, t)+ f
(
λ
(
D2ϕ(x, t)+ σ(x, t)))= ψ(x, t), ∀(x, t) ∈ ∂Ω × {t = 0}.
The second order compatibility condition:
Fkl(D
2ϕ + σ)Dtσ kl − ψt − Dttϕ
Fkl(D2ϕ + σ) + Fij
(
D2ϕ + σ )(Dklijϕ + Dklσ ij )
+ Fij,rs
(
D2ϕ + σ )(Dkijϕ +Dkσ ij )(Dlrsϕ +Dlσ rs)
= ψkl, ∀(x, t) ∈ ∂Ω × {t = 0}.
For n order real symmetric matrix r = (rij ), here and the following we always use F(r) = f (λ(r)), Fij (r) = ∂∂rij F (r)
and Fij,rs(r) = ∂2∂rij ∂rrs F (r).
To simplify the formulations, we assume that
−Dtϕ(x, t)+ f
(
λ
(
D2ϕ(x, t)+ σ(x, t)))= ψ(x, t), ∀(x, t) ∈ Ω × {t = 0} (1.10)
when hypothesis (H2) or (H′2) is mentioned. In fact, for any given initial function ϕ(x, t), with the first order com-
patibility condition satisfied, we can always construct the function ϕ˜(x, t) = ϕ(x, t) + t[F(D2ϕ(x,0) + σ(x,0)) −
ψ(x,0)−Dtϕ(x,0)], so that ϕ˜(x, t) = ϕ(x, t), (x, t) ∈ ∂pQT , and (1.10) is satisfied with ϕ(x, t) replaced by ϕ˜(x, t).
It should be pointed out that, as a special case of f , S1/kk (λ) satisfies the conditions (1.2), (1.3), (1.5) and (1.6)
(see [1]). It can also be proved that condition (1.7) is valid and condition (1.8) holds for any constant ν1 > 0 (see
[1,4,5]). Therefore this paper extends the result of [3]. Not only Theorem 1.1 above includes the result in [3], but also,
in [3] a condition corresponding to (H′2) requires an extra requirement that D2(F (D2ϕ(x,0))) 0, which is dropped
out in this paper owing a suitable choice of the one parameter family of problems in the method of continuity.
But, in so doing, it is not an easy task for establishing the existence of an admissible solution to one of the problem
in this one parameter family caused by the appearance of σ .
In order to overcome the difficulty coming from σ , we found out the so-called Weyl’s Theorem and its corollary
(see [6,7]) to establish Proposition 1.1 below. This is an interesting and useful result about Γ .
Lemma 1.1 (Weyl’s Theorem). Assume A,B are all real symmetric matrices of order n. Denote the eigenvalues
of A,B,A + B by λi(A),λi(B),λi(A + B), i = 1, . . . , n, respectively. Suppose these eigenvalues are arranged in
increasing order, that is, for C = A,B,A+B , we have
λ1(C) λ2(C) · · · λn(C).
Then for each k = 1,2, . . . , n, it holds that
λk(A)+ λ1(B) λk(A+ B) λk(A)+ λn(B).
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C = A + B , and suppose α1, . . . , αn,β1, . . . , βn, γ1, . . . , γn are eigenvalues of A, B , C, respectively, arranged in
decreasing order, then, for any given 1 j1 < j2 < · · · < jk  n, we have
k∑
i=1
αji +
k∑
i=1
βn−k+i 
k∑
i=1
γji 
k∑
i=1
αji +
k∑
i=1
βi,
or, equivalently,
k∑
i=1
βn−k+i  min
1j1<···<jkn
k∑
i=1
(γji − αji ), max1j1<···<jkn
k∑
i=1
(γji − αji )
k∑
i=1
βi.
We employ Lemma 1.2 to prove the following conclusion.
Proposition 1.1. Let A,B be real symmetric matrices of order n, Γ be the open cone mentioned above, λ(A), λ(B),
λ(A + B) be the vectors formed by the n eigenvalues of A, B , A + B , respectively. If λ(A) ∈ Γ and λ(B) ∈ Γ , then
λ(A+B) ∈ Γ .
Proof. Denote eigenvalues of A, B , A + B by λi(A), λi(B), λi(A + B), i = 1, . . . , n, respectively. Assume that
eigenvalues of A are arranged in decreasing order, set λi = λi(A + B) − λi(B). Then, by Lemma 1.2, for any given
1 j1 < j2 < · · · < jk  n, it holds that:
k∑
i=1
λn−k+i (A)
k∑
i=1
λji 
k∑
i=1
λi(A), k = 1, . . . , n. (1.11)
From the fact that λ(B) ∈ Γ and the properties of Γ we know that, if λ = (λ1, λ2, . . . , λn) ∈ Γ , then λ(B) + λ ∈ Γ ,
i.e. λ(A+ B) ∈ Γ .
Now let us prove that λ ∈ Γ . To this end, we consider the domain D consists of all points λ = (λ1, . . . , λn) which
satisfy the following conditions
k∑
i=1
λn−k+i (A)
k∑
i=1
λji 
k∑
i=1
λi(A), k = 1, . . . , n. (1.12)
Obviously λ ∈ D, so it is enough to show: D ⊂ Γ .
Taking k = 1 in (1.12) leads to that
λn(A) λi  λ1(A), i = 1,2, . . . , n.
All of the λ satisfied the above inequalities form an n-dimensional closed cube in Rn, which is a convex domain,
denoted by B1. For k = 2, . . . , n, each pair of inequalities in (1.12) represents a closed convex domain bounded by a
pair of parallel plans. The intersection of B1 with these convex domains (which is just the domain D) is a bounded
closed polyhedron in Rn.
D is nonempty, since λ(A) = (λ1(A), . . . , λn(A)) satisfies the system of inequalities (1.12).
Notice, for k = n, from (1.12) we have
n∑
i=1
λi(A)
n∑
i=1
λi 
n∑
i=1
λi(A).
Which means that D is a closed convex hyper-polygon located in a hyper-plane of dimension n− 1 in Rn.
In order to determine the vertexes of D, it is enough to solve the system of equations formed by taking the equality
signs in (1.12). Taking equality signs in all of the inequalities on the right part of (1.12) leads to
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λii + λi2 = λ1(A) + λ2(A), i2 ∈ {1,2, . . . , n}, i2 	= i1,
...
λi1 + λi2 + · · · + λin = λ1(A)+ λ2(A) + · · · + λn(A), in ∈ {1,2, . . . , n}, in 	= in−1 	= · · · 	= i1.
Solving this system of equations we get λi1 = λ1(A), . . . , λin = λn(A). When i1, . . . , in take different values, we
obtain Pnn solutions which are just the all possible permutations of the eigenvalues of the matrix A. Taking equality
signs in all inequalities on the left part of (1.12) leads to the same result. Therefore these Pnn solutions form the
vertexes of the hyper-polygon D. From λ(A) ∈ Γ and the symmetry of Γ we know that all of these vertexes of D
belong to Γ . Then the facts that Γ is an open convex cone and that D is a hyper-polygon with all vertexes in Γ ensure
that D ⊂ Γ , which completes the proof of this proposition. 
The structure of this paper is stated as follows: In Section 2 we show how to establish the existence part of The-
orem 1.1 by using the method of continuity. The usage of Proposition 1.1 is to ensure that the set of the solutions
of the one parameter family of problem in the method of continuity is nonempty. The a priori estimates of the max-
imum of solutions and their derivatives of first order are given in Section 3, where a lower estimation of the form
Dtu + ψ(x, t) const > 0 (similar to the one in [3]) is obtained. By using this lower estimation, we may rewrite the
parabolic equation in (1.1) into an elliptic one (taking t as a parameter), so that results in [2] can be employed to get
the a priori estimates of second order derivatives with respect to x of solutions, then, by Krylov–Safonov estimates,
the C2+α,1+α/2(QT ) a priori estimates of solutions can be obtained, and the proof of existence of solution can be
completed. The uniqueness part of Theorem 1.1 is proved in Section 3.
2. The method of continuity
In this section we will show how to use the method of continuity to establish the existence of admissible solutions
to problem (1.1). It should be point out that, in [3], Ivochkina and Ladyzhenskaya use the one parameter family of
problems as following:{−Dtuτ + f (λ(D2uτ ))= (1 − τ)ψ0(x, t)+ τψ(x, t), (x, t) ∈ QT ,
uτ = ϕτ (x, t), (x, t) ∈ ∂pQT ,
where ψ0(x, t) ≡ f (λ(D2u0)) = F(D2ϕ0), ϕτ = τϕ + (1 − τ)ϕ0 and ϕ0(x, t) ≡ ϕ(x,0) for f (λ) = S1/kk (λ). So the
condition D2(F (D2ϕ(x,0)))  0 is needed here which also can be seen in [8]. What we are going to do here is to
remove this condition by a modification on this family of problems with one parameter.
Let K be the set of all functions u = u(x, t) ∈ C2,1(QT ) ∩ C(QT ) which satisfy λ(D2u(x, t) + σ(x, t)) ∈ Γ ,
∀t ∈ [0, T ]. We will search the admissible solution of the problem (1.1) in the following set
V = {v(x, t);v(x, t) ∈K ∩C4+β,2+β/2(QT ), v = ϕ on ∂pQT , for some β ∈ (0,1)}.
In order to use the method of continuity, we consider a family of problems with one parameter τ ∈ [0,1]:{−Dtuτ + f (λ(D2uτ + σ ))= (1 − τ)ψ0(x, t)+ τψ(x, t), (x, t) ∈ QT ,
uτ = (1 − τ)u0(x, t)+ τϕ(x, t), (x, t) ∈ ∂pQT , (2.1)τ
where u0 and ψ0(x, t) will be provided by Proposition 2.1. Obviously, while τ = 1, the problem (2.1)τ is just (1.1).
Set
S = {τ ∈ [0,1]; −Dtv + f (λ(D2v + σ ))= (1 − τ)ψ0 + τψ for some v ∈ V }.
Then, it is well known, to prove Theorem 1.1 by the method of continuity, we only need to show that S is nonempty,
S is a relatively open set in [0,1], and S is a relatively closed set in [0,1].
Firstly, we will prove S is nonempty by the following proposition.
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ψ0(x, t) = −Dtu0(x, t)+ f
(
λ
(
D2u0(x, t)+ σ(x, t))),
problem (2.1)0 has a solution in V .
Proof. In using the continuation approach, we need all uτ and ψτ = (1−τ)ψ0 +τψ satisfy the same structural condi-
tions in (2.1)τ , and it only need u0 and ψ0 satisfy the conditions in Theorem 1.1. That is u0 ∈ C4+α,2+α/2(QT ),ψ0 ∈
C2+α,1+α/2(QT ), λ(D2u0 + σ) ∈ Γ and (H2) or (H′2) satisfied for ϕ = u0, ψ = ψ0.
Just the same as [3], for σ = σ(x), let u0 ≡ ϕ(x,0), then from (H1) and (1.6) we have
λ
(
D2u0 + σ )= λ(Dijϕ(x,0)+ σ ij (x)) ∈ Γ,
and
min
Qt
ψ0 + min
∂PQT
Dtu
0 − 1
2
ad2 = f (λ(Dijϕ(x,0)+ σ ij (x))) ν1.
Now we choose u0 for (H′2). Let u0 = ϕ + k1t |x|2 − k2t |x|4, where k1 and k2 are positive constants to be determined
later. Then
ψ0 = −ϕt − k1|x|2 + k2|x|4 + F
(
ϕkl + 2k1tδlk − 12k2tδlkxkxl + σkl
)
,
using the condition (1.3) we have
Diiψ
0 −Dtσ ii −ϕiit − 2k1 + 12k2x2i + Fkl ·
(
ϕiikl − 24k2tδlk +Diiσ kl
)− Dtσ ii
= −ϕiit − 2k1 + 12k2x2i + fλk ·
(
ϕiikk − 24k2tδlk +Diiσ kk
)− Dtσ ii,
and fλk > 0 by (1.2) for λ(ϕkl + 2k1tδlk − 12k2tδlkxkxl + σkl) ∈ Γ . Let k1  k2  0 yields Diiψ0 −Dtσ ii  0.
Noticed that
Dtu
0 +ψ0 = F (ϕkl + 2k1tδlk − 12k2tδlkxkxl + σkl) C
when λ(ϕkl + 2k1tδlk − 12k2tδlkxkxl + σkl) ∈ Γ by (1.6). So it only need to show
λ
(
ϕkl + 2k1tδlk − 12k2tδlkxkxl + σkl
) ∈ Γ
when k1  k2  0.
By the necessary condition (H1) we have
λ
(
Dklϕ(x,0)+ σkl(x,0)
) ∈ Γ, ∀x ∈ Ω.
Then from the smoothness assumption about ϕ(x, t) and σ ij (x, t), there exists a δ ∈ (0, T ) such that
λ
(
Dijϕ(x, t)+ σ ij (x, t)
) ∈ Γ, for (x, t) ∈ Ω × [0, δ].
Obviously δlk − 6k2k1 δlkxkxl  0 when k1  k2  0, so
λ
(
δlk −
6k2
k1
δlkxkxl
)
∈ Γ.
When t ∈ [δ, T ] we have
λ
(
ϕkl + 2k1tδlk − 12k2tδlkxkxl + σkl
)= 2k1tλ( 12k1t Dklϕ(x, t)+ δlk − 6k2k1 δlkxkxl + 12k1t σ kl(x, t)
)
.
Because of {λ(δlk − 6k2k1 δlkxkxl): x ∈ Ω} is a compact open set of Γ , there exists a compact set K ⊂ Γ , such that{
λ
(
1
2k1t
Dklϕ(x, t)+ δlk −
6k2
k1
δlkxkxl +
1
2k1t
σ kl(x, t)
)
: x ∈ Ω
}
⊂ K
for k1 large enough.
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λ
(
Dklϕ(x, t)+ σkl(x, t)
) ∈ Γ, λ(2k1tδlk − 12k2tδlkxkxl) ∈ Γ,
according to Proposition 1.1 we have
λ
(
Dklϕ(x, t)+ 2k1tδlk − 12k2tδlkxkxl + σkl(x, t)
) ∈ Γ.
To show that S is a relatively open set in [0,1], we need
Lemma 2.1. Let B1,B2 and X be Banach spaces, G a mapping from an open subset in B1 ×X into B2. If there exists
(w0, τ0) ∈ B1 × X satisfying
(1) G[w0, τ0] = 0;
(2) G is differentiable at (w0, τ0);
(3) the partial Fréchet derivative L = G1(w0,τ0) is invertible,
then there exists a neighborhood N of τ0 in X such that the equation G[w,τ ] = 0 is solvable for each τ ∈N , with
solution w = wτ ∈ B1.
Actually, we may take X = [0,1] from the proof of this lemma in [9].
Since V is not a Banach space, in order to employ Lemma 2.1, we choose
B1 =
{
w(x, t); w(x, t) ∈ C2+β,1+β/2(QT ), w(x, t) = 0, on ∂pQT
}
,
then the set U = {w(x, t); w(x, t) = v(x, t)− ϕ(x, t), v(x, t) ∈ V } is obviously an open set of B1. Set
G[w,τ ] = −Dt(w + ϕ)+ f
(
λ
(
D2(w + ϕ)+ σ ))− (1 − τ)ψ0 − τψ,
then G is a mapping from U × [0,1] into B2 = Cβ,β/2(QT ). It is easy to check that G is continuously differentiable
in U × [0,1] with the Fréchet derivative
L = G1(w,τ) = −Dt + Fij
[
D2(w + ϕ)+ σ ]Dij .
And then L is a linear parabolic operator, by the solvability theory of parabolic equations we know that L is invertible
in B1. Moreover, if uτ0 be a solution of (2.1)τ0 , i.e. w0 = uτ0(x, t) − ϕ(x, t) satisfies G[w0, τ0] = 0, then from
Lemma 2.1 it follows that S is a relatively open subset in [0,1].
Finally, we only need to show that S is a relatively closed set in [0,1]. It is well known that it is sufficient to
establish the a priori estimation for all possible solutions of (2.1)τ . This will be done in the next section. 
3. The needed a priori estimation
For convenience of statements, we will call the known constants from conditions of Theorem 1.1 the data of the
problem and refer to constants depend only on the data of the problem as being controlled or under control.
By the smoothness of functions in (2.1)τ and Ascoli–Arzelà lemma we can see that, in order to show that S is a
relatively closed set in [0,1], we only need to prove: there exist controllable constant β ∈ (0,1) and C > 0, such that
‖u‖C2+β,1+β/2(QT )  C (3.1)
for all solutions u = uτ (x, t) of (2.1)τ . It is easy to check that the datas of (2.1)τ and (1.1) have the same characters.
So it suffices to establish the a priori estimation (3.1) for all possible solutions u = u(x, t) of (1.1).
Now, we prove the following lemma.
Lemma 3.1. Let u′(x, t), u′′(x, t) ∈K. If
−Dtu′(x, t)+ f
(
λ
(
D2u′(x, t)+ σ(x, t)))−Dtu′′(x, t)+ f (λ(D2u′′(x, t)+ σ(x, t))). (3.2)
Then u′′ − u′  0 on QT if u′′ − u′  0 on ∂pQT .
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e−μt (u′′(x, t) − u′(x, t)), then the inequality (3.2) is transformed into
−Dtw −μw + e−μt
[
f
(
λ
(
D2u′′ + σ ))− f (λ(D2u′ + σ ))] 0. (3.3)
If the maximum of w over QT attains on ∂pQT , this maximum is nonpositive due to the last condition of the lemma.
Therefore, w(x, t) = e−μt (u′′(x, t) − u′(x, t))  0 on QT . Otherwise if the maximum of w attains on QT at some
point (x0, t0) ∈ QT \∂pQT , then Dw = 0, Dtw  0 and (Dijw) 0 at this point. It follows that
(Diju
′′) (Diju′), (Diju′′ + σ) (Diju′ + σ),
so the eigenvalues of (Diju′ + σ) are not smaller than the corresponding ones for (Diju′′ + σ) at the same point
(x0, t0). By the property (1.2) of f , we have
f
(
λ(Diju
′′ + σ))− f (λ(Diju′ + σ)) 0.
Then (3.3) implies w(x0, t0) 0, so we get w(x, t)w(x0, t0) 0, hence u′′(x, t)− u′(x, t) 0 for all (x, t) ∈ QT .
The lemma has been proved. 
As a direct consequence of Lemma 3.1, we have the following conclusion.
Theorem 3.1. The problem (1.1) can have at most one solution in the class K.
For any fixed function u = u(x, t) ∈K, we will use the related linear operator
Lu = −Dt + Fij
(
D2u(x, t) + σ(x, t))Dij .
Here and in the sequel we always use summation convention. Then this operator is parabolic in QT , therefore, the
following assertion is true.
Lemma 3.2. Let u ∈ K, if the inequality Lu(v) 0 (Lu(v) 0) in QT for a function v ∈ C2,1(QT ) ∩ C(QT ), then
minQT v = min∂pQT v(maxQT v = max∂pQT v).
Theorem 3.2. For the solution u ∈K of the problem (1.1), we have
1
2
a
(
x − x0)2 + min
∂pQT
Dtϕ − 12ad
2 Dtu(x, t)−12b
(
x − x0)2 + max
∂pQT
Dtϕ + 12bd
2, (3.4)
where
a = max
{
0,
1
ν0
max
QT
Dtψ − min
1in
Dtσ
ii ,− min
1in
Dtσ
ii
}
,
b = max
{
0,
1
ν0
max
QT
(−Dtψ)+ max
1in
Dtσ
ii, max
1in
Dtσ
ii
}
,
and x0 is the center of a ball Bd(x0) of radius d containing Ω .
If, moreover minQT ψ + min∂pQT Dtϕ − 12ad2 ≡ ν1 > 0, then
Dtu+ψ  ν1 > 0 (x, t) ∈ QT . (3.5)
Proof. Differentiating Eq. (1.1) with respect to t , we have
Lu(Dtu) = Dtψ − Fij
(
D2u+ σ )Dtσ ij .
Let the function v(x, t) = Dtu(x, t)− 1a(x − x0)2. Then2
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(
D2u+ σ )(a · δji +Dtσ ij )
= Dtψ −
n∑
i=1
fλi
(
λ
(
D2u+ σ ))δji (Dtσ ij + aδji )
= Dtψ −
n∑
i=1
fλi
(
λ
(
D2u+ σ ))(Dtσ ii + a)
Dtψ −
n∑
i=1
fλi
(
λ
(
D2u+ σ ))(a + min
1in
Dtσ
ii
)
Dtψ − ν0
(
a + min
1in
Dtσ
ii
)
.
Let a = max{0, 1
ν0
maxQT Dtψ − min1in Dtσ ii ,−min1in Dtσ ii}, then Lu(v) 0, from Lemma 3.2 we have
v(x, t) = Dtu(x, t) − 12a
(
x − x0)2  min
∂pQT
v  min
∂pQT
Dtϕ − 12ad
2.
Where x0 is mentioned in Theorem 3.2.
In the same way, we use function w(x, t) = Dtu(x, t)+ 12b(x − x0)2 and let
b = max
{
0,
1
ν0
max
QT
(−Dtψ)+ max
1in
Dtσ
ii , max
1in
Dtσ
ii
}
,
then we will get
Dtu(x, t)+ 12b
(
x − x0)2  max
∂pQT
Dtϕ + 12bd
2.
Thus we have proved the first conclusion. And then the last inequality will be got naturally
Dtu(x, t)+ψ(x, t) 12a
(
x − x0)2 + min
∂pQT
Dtϕ + min
QT
ψ − 1
2
ad2
 min
∂pQT
Dtϕ + min
QT
ψ − 1
2
ad2 ≡ ν1 > 0. 
Theorem 3.3. Let u ∈K and satisfy Eq. (1.1); suppose that the matrix (Diiψ − Dtσ ii) is nonpositive on QT . Then
Dtu(x, t)+ψ(x, t) min
∂pQT
(Dtϕ + ψ), (x, t) ∈ QT .
Further more, if min∂pQT (Dtϕ +ψ) ≡ ν1 > 0, then
Dtu(x, t)+ψ(x, t) ν1 > 0, (x, t) ∈ QT . (3.6)
Proof. Let w(x, t) = Dtu(x, t)+ ψ(x, t), then
Lu(w) = Lu(Dtu)+ Lu(ψ) = Dtψ − Fij
(
D2u+ σ )Dtσ ij +Lu(ψ) = Fij (D2u+ σ )(Dijψ −Dtσ ij )
=
n∑
i=1
fλi
(
λ
(
D2u+ σ ))(Diiψ − Dtσ ii) 0.
From Lemma 3.2, we have
Dtu(x, t)+ψ(x, t) min
∂pQT
(Dtϕ + ψ) ν1 > 0, (x, t) ∈ QT . 
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u ∈K of the problem (1.1) it holds that
sup
QT
|u|M0.
Proof. Using the qualification (1.9) to the boundary of Ω , according to [1] (see Section 2 of [1]) there exists some
function Ψ (x) ∈ C4+α(Ω), such that Ψ (x) < 0 in Ω , Ψ (x) = 0 on ∂Ω and λ(DijΨ (x)) ∈ Γ,∀x ∈ Ω . Let v0(x, t) =
ϕ(x, t)+ N(eΨ (x) − 1), then
v0(x,0) ϕ(x,0), x ∈ Ω; v0(x, t) = ϕ(x, t), x ∈ ∂Ω × [0, T ],
as a result, we have v0(x, t) u(x, t), (x, t) ∈ ∂pQT . Notice that
Dijv0(x, t) = Dijϕ(x, t)+NeΨ (x)
[
DijΨ (x) +DiΨ (x)DjΨ (x)
]
,
where
ξiDiΨ (x)DjΨ (x)ξj =
(
DiΨ (x)ξi
)2  0, ∀(ξ1, ξ2, . . . , ξn) ∈ Rn,
then the matrix (DiΨ (x)DjΨ (x)) 0 and the eigenvalues of (DijΨ (x)+ DiΨ (x)DjΨ (x)) are not smaller than the
corresponding ones of (DijΨ (x)). Because of λ(DijΨ (x)) ∈ Γ , we have λ(DijΨ (x)+DiΨ (x)DjΨ (x)) ∈ Γ . By the
smoothness of Ψ (x) we know Ψ (x) bounded lower, and so to eΨ (x). Since {λ(DijΨ (x)+DiΨ (x)DjΨ (x)): x ∈ Ω}
is a compact set in Γ , there exists a compact set K ⊂ Γ , such that, for any sufficiently large number N ,{
λ
(
Dijϕ(x, t)
NeΨ (x)
+ σ(x, t)
NeΨ (x)
+DijΨ (x) +DiΨ (x)DjΨ (x)
)
: x ∈ Ω, t ∈ [0, T ]
}
⊂ K.
Therefore, according to (1.6) we can choose N large enough but under control such that
−Dtv0(x, t)+ f
(
λ(Dij v0 + σ)
)
= −Dtϕ(x, t)+ f
(
NeΨ (x)
(
DijΨ (x) +DiΨ (x)DjΨ (x) + Dijϕ(x, t)
NeΨ (x)
+ σ(x, t)
NeΨ (x)
))
max
QT
ψ(x, t)+ 1
−Dtu+ f
(
λ(Diju+ σ)
)+ 1.
Then we get v0(x, t) u(x, t) for (x, t) ∈ (QT ) due to Lemma 3.1. This is the lower estimate of u and it also holds
that
u(x, t) = v0(x, t), (x, t) ∈ ∂Ω × [0, T ]. (3.7)
In order to obtain the upper estimate of u, we consider the solution v1 = v1(x, t) of the following Dirichlet problem
of elliptic equation with parameter t :⎧⎪⎨⎪⎩
n∑
i=1
{Diiv1(x, t) + σ ii(x, t)} = 0, x ∈ Ω;
v1 = ϕ(x, t), x ∈ ∂Ω.
Because of λ(Diju(x, t) + σ ij (x, t)) ∈ Γ ,
n∑
i=1
λi
(
Diju(x, t) + σ ij (x, t)
)= n∑
i=1
[
Diiu(x, t)+ σ ii(x, t)
]
 0.
Notice that u(x, t) = ϕ(x, t), x ∈ ∂Ω , by the comparison principle of elliptic operator we have u(x, t)  v1(x, t),
(x, t) ∈ QT . This is the upper estimate of u and it also holds that
u(x, t) = v1(x, t), (x, t) ∈ ∂Ω × [0, T ]. (3.8)
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on ∂Ω are also bounded, that is
sup
∂Ω
‖Du‖ C0, (3.9)
where D = (D1,D2, . . . ,Dn) and C0 is a controllable constant.
In order to obtain the estimate of ‖Du‖ on QT , differentiated the equation in (1.1), we see that
|LuDku| =
∣∣Dkψ(x)− Fij (Diju+ σ ij )Dkσ ij ∣∣ C(1 + n∑
i=1
Fii
)
. (3.10)
Using the concavity of F and the assistant function v0 in Theorem 3.4, for the fixed t ∈ [0, T ] we have
1
(−Dtv0 + F(Dij v0 + σ))− (−Dtu+ F(Diju+ σ))
Dtu− Dtv0 + Fij (Diju+ σ)(Dij v0 − Diju) = Lu(v0 − u). (3.11)
Relations (3.10) and (3.11) imply that
Lu
(
C(v0 − u)+ 12C|x|
2 ±Dku
)
 C +C
n∑
i=1
Fii ± |LuDku| 0.
Because of sup∂Ω‖Du‖ C0, using the maximum principle of parabolic operator we have
sup
Ω
‖Du‖ C0, ∀t ∈ [0, T ].
Thus we obtain the following result:
Theorem 3.5. Suppose u ∈K is a solution of problem (1.1). Then there exists a positive constant M1 depending only
on the data of the problem such that
sup
QT
‖Du‖M1.
It is well known, if the equation discussed is uniformly parabolic and satisfies certain structure conditions, then
(3.1) can be obtained from the a priori C2,1(QT ) estimation of the solution by the estimate of Krylov–Safonov. Paying
attention to the results from Theorem 3.2 to Theorem 3.5, we found that what remains to be done is just to get the
estimations:
sup
QT
|Diju|M2, i, j = 1,2, . . . , n, (3.12)
where M2 is a positive constant depending only on the data of the problem. Futhermore, once we get the estimation
(3.12), then λ(Diju+ σ ij ) will be situated in a compact set in Γ , from fλi > 0 we know fλi  c0 > 0 in this compact
set, and then Lu is a uniformly parabolic operator. As a result, we can obtain (3.1) by the process in [10, Chapter 14].
For fixed t0 ∈ [0, T ], if we have the estimate
|uij | C1, x ∈ ∂Ω, (3.13)
then we can get (3.12) by the following method.
Let ∂ξ =∑i ξi∂xi , ∑i ξ2i = 1 be any fixed directional differential operator. Applying ∂ξ twice to Eq. (1.1) and use
the concavity of F we find:
Lu∂
2
ξ u ∂2ξ ψ − Fij
(
uij + σ ij
)
∂2ξ σ
ij −C − C
∑
i
Fij
(
uij + σ ij
)
,
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Lu
(
C(v0 − u) + 12C|x|
2 + ∂2ξ u
)
 0.
According to the maximum principle and the result (3.13) we get an a priori upper bound for ∂2ξ u, namely, ∂2ξ u C,
∀(x, t0) ∈ Ω × {t = t0}.
Obviously, this conclusion is correct for every directional derivative. From the fact that Δu = ∂2ξ u + ∂2ξ2u + · · · +
∂2ξnu > −C, where (ξ, ξ2, . . . , ξn) form an orthonormal basis of Rn, we see that
∂2ξ u > −C −
(
∂2ξ2u+ · · · + ∂2ξnu
)
−C1.
Now let ∂ξ = 1√2 (∂i ± ∂j ) (i 	= j), ∂2ξ u = ∂iiu + 2∂ij u + ∂jju, where ξ is some unit vector in Rn. Combining the
above estimates, we can get (3.12).
In order to get the a priori estimate (3.13), we rewrite the equation in (1.1) into the following form
F
(
D2u(x, t)+ σ(x, t))= Dtu(x, t) +ψ(x, t) ≡ ψ̂(x, t), x ∈ Ω. (3.14)
Here we consider t as a parameter. Then the above equation is an elliptic Monge–Ampère equation. By Theorems 3.2
and 3.3, there exist controllable constants ν1 and μ1 such that
0 < ν1  ψ̂(x, t) ≡ Dtu(x, t)+ψ(x, t) μ1. (3.15)
Therefore, the method in [2] can be used to get the estimate (3.13). And then the proof of Theorem 1.1 is accomplished,
we omit the details here. 
Acknowledgments
The author is greatly indebted to his thesis adviser Professor Guanglie Wang for leading him to problems of this type and many useful sugges-
tions and comments. The research was partially supported by the Teaching and Research Award Fund for Outstanding Young Teachers in Higher
Education Institutions of MOE ([2000]26), PRC, and by NSFC Grand No. 10571072, and by 985 program of Jilin University.
References
[1] L. Caffarelli, L. Nirenberg, J. Spruck, The Dirichlet problem for nonlinear second-order elliptic equations III. Functions of the eigenvalues of
the Hessian, Acta Math. 155 (1985) 261–304.
[2] Y. Li, Some existence results for fully nonlinear elliptic equations of Monge–Ampère type, Comm. Pure Appl. Math. VLIII (1990) 233–271.
[3] N.M. Ivochkina, O.A. Ladyzhenskaya, The first initial-boundary value problem for evolution equations generated by traces of order m of the
hessian of the unknown surface, Russian Acad. Sci. Dokl. Math. 50 (1995) 61–65.
[4] N.M. Ivochkina, Solution of the Dirichlet problem for some equations of Monge–Ampère type, Math. USSR Sb. 56 (2) (1987) 403–415.
[5] Y. Li, Interior gradient estimates for solutions of certain fully nonlinear elliptic equations, J. Differential Equations 90 (1991) 172–185.
[6] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1985.
[7] G. Ni, The Common Theory and Technique in Matrix, Shanghai Scientific and Technical Publishers, Shanghai, 1984 (in Chinese).
[8] N.M. Ivochkina, O.A. Ladyzhenskaya, On parabolic equations generated by symmetric functions of the principal curvatures of the evolving
surface or of the eigenvalues of the hessian. Part I: Monge–Ampère equations, St. Petersburg Math. J. 6 (1995) 575–594.
[9] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, second ed., Grundlehren Maht. Wiss., vol. 224, Springer-
Verlag, New York/Berlin, 1983.
[10] G.M. Lieberman, Second Order Parabolic Differential Equations, World Scientific Publ., Singapore, 1996.
