Multi-view networks are ubiquitous in real-world applications. In order to extract knowledge or business value, it is of interest to transform such networks into representations that are easily machineactionable. Meanwhile, network embedding has emerged as an e ective approach to generate distributed network representations.
rst transform the multi-view networks into a di erent form of representations that are more machine actionable.
Network embedding has emerged as a scalable representation learning method that generates distributed node representations for networked data [6, 16, 23, 25] . Speci cally, network embedding projects networks into embedding spaces, where nodes are represented by embedding vectors. With the semantic information of each node encoded, these vectors can be directly used as node features in various downstream applications [6, 16, 23] . Motivated by the success of network embedding in representing homogeneous networks [6, 13, 16, 17, 23, 25] , where nodes and edges are untyped, we believe it is important to study the problem of embedding multiview networks.
To design embedding algorithms for multi-view networks, the major challenge lies in how to make use of the type information on edges from di erent views. As a result, we are interested in investigating into the following two problems:
(1) With the availability of multiple edge types, what are the characteristics that are speci c and important to multi-view network embedding? (2) Can we achieve be er embedding quality by modeling these characteristics jointly?
To answer the rst problem, we identify two characteristics, preservation and collaboration, from our practice of embedding realworld multi-view networks. We describe the concepts of preservation and collaboration as follows. Collaboration -In some datasets, edges between the same pair of nodes may be observed in di erent views due to shared latent reasons. For instance, in a social network, if we observe an edge between a user pair in either the message exchange view or the post viewing view, likely these two users are happy to be associated with each other. In such scenario, these views may complement each other, and embedding them jointly may potentially yield be er results than embedding them independently. We call such synergetic e ect in jointly embedding multiple views by collaboration. e feasibility of enjoying this synergetic e ect is also the main intuition behind most existing multi-view network algorithms [7-9, 11, 15, 22, 28-30] . Preservation -On the other hand, it is possible for di erent network views to have different semantic meanings; it is also possible that a portion of nodes have completely disagreeing edges in di erent views since edges in di erent views are formed due to distinct latent reasons. For example, professional relationship may not always align well with friendship. If we embed the profession view and the friendship view in Figure 1b into the same embedding space, the embedding of Gary will be close to both Tilde and Elton. As a result, the embedding of Tilde will also not be too distant from Elton due to transitivity. However, this is not a desirable result, because Tilde and Elton are not closely related in terms of either profession or friendship according to the original multi-view network. In other words, embedding in this way fails to preserve the unique information carried by di erent network views. We refer to such need for preserving unique information carried by di erent views as preservation. e detailed discussion of the presence and importance of preservation and collaboration is presented in Section 4. Furthermore, it is also possible for preservation and collaboration to co-exist in the same multi-view network. Two scenarios can result in this situation: (i) a pair of views are generated from very similar latent reason, while another pair of views carries completely di erent semantic meanings; and more subtly (ii) for the same pair of views, one portion of nodes have consistent edges in di erent views, while another portion of nodes have totally disagreeing edges in di erent views. One example of the la er scenario is that professional relationship does not align well with friendship in some cultures, whereas co-workers o en become friends in certain other cultures [1] . erefore, we are also interested in exploring the feasibility of achieving be er embedding quality by modeling preservation and collaboration simultaneously, and we address this problem in Section 5 and beyond.
We summarize our contributions as follows. (i) We propose to study the characteristics that are speci c and important to multiview network embedding, and identify preservation and collaboration as two such characteristics from the practice of embedding real-world multi-view networks. (ii) We explore the feasibility of attaining be er embedding by simultaneously modeling preservation and collaboration, and propose two multi-view network embedding methods -2 and 2 . (iii) We conduct experiments with various downstream applications on a series of synthetic datasets and three real-world multi-view networks, including an internal dataset sampled from the Snapchat social network. ese experiments corroborate the presence and importance of preservation and collaboration, and demonstrate the e ectiveness of the proposed methods.
RELATED WORK
Network embedding has recently emerged as an e cient and e ective approach for learning distributed node representations. Instead of leveraging spectral properties of networks as commonly seen in traditional unsupervised feature learning approaches [2, 20, 24, 26] , most network embedding methods are designed atop local properties of networks that involve links and proximity among nodes [6, 13, 16, 17, 23, 25] . Such methodology with focus on local properties has been shown to be more scalable. e designs of many recent network embedding algorithms trace to the skip-gram model [12] that aims to learn distributed representation for words in natural language processing, under the assumption that words with similar context should have similar embedding. To t in the skip-gram model, various strategies have been proposed to de ne the context of a node in the network scenario [6, 16, 17, 23] . Beyond the skip-gram model, embedding methods for preserving certain other network properties can also be found in the literature [13, 25] .
Meanwhile, multi-view networks have been extensively studied as a special type of networks, motivated by their ubiquitous presence in real-world applications. However, most existing methods for multi-view networks aim to bring performance boost in traditional tasks, such as clustering [8, 9, 11, 30] , classi cation [22, 29] , and dense subgraph mining [7, 15, 28] . e above methods aim to improve the performance of speci c applications, but do not directly study distributed representation learning for multi-view networks. Another line of research on multi-view networks focuses on analyzing interrelations among di erent views, such as revealing such interrelations via correlation between link existence and network statistics [3, 14] .
ese works do not directly address how such interrelations can impact the embedding learning of multi-view networks.
Meng et al. [18] recently propose to embed multi-view networks for a given task by linearly combining the embeddings learned from di erent network views.
is work studies a problem di erent from ours since supervision is required for their framework, while we focus on the unsupervised scenario. Also, their work a ends to weighing di erent views according to their informativeness in a speci c task, while we aim at identifying and leveraging the principles when extending a network embedding method from the homogeneous scenario to the multi-view scenario. Moreover, their work does not model preservation, one of the characteristics that we deem important for multi-view network embedding, because their nal embedding derived via linear combination is a trade-o between representations from all views. Another group of related studies focus on the problem of jointly modeling multiple network views using latent space models [4, 5, 21] . ese work again does not model preservation.
PRELIMINARIES
De nition 3.1 (Multi-View Network). A multi-view network G = (U, {E ( ) } ∈V ) is a network consisting of a set U of nodes and a set V of views, where E ( ) consists of all edges in view ∈ V. If a multi-view network is weighted, then there exists a weight mapping w : {E ( ) } ∈V → R such that w uu ∈ E ( ) , which joints nodes u ∈ U and u ∈ U in view ∈ V.
Additionally, when context is clear, we use the network view of multi-view network G = (U, {E ( ) } ∈V ) to denote the untyped network G ( ) = (U, E ( ) ). e set of all edges in view ∈ V W ( ) e list of random walk pairs from view ∈ V f u e nal embedding of node u ∈ U f u e center embedding of node u ∈ U w.r.t. view ∈ Ṽ f u e context embedding of node u ∈ U w.r.t. view ∈ V θ ∈ [0, 1] e hyperparameter on parameter sharing in 2 γ ∈ R ≥0 e hyperparameter on regularization in 2 D ∈ N e dimension of the embedding space
De nition 3.2 (Network Embedding). Network embedding aims at learning a (center) embedding f u ∈ R D for each node u ∈ U in a network, where D ∈ N is the dimension of the embedding space.
Besides the center embedding f u ∈ R D , a family of popular algorithms [12, 23] also deploy a context embeddingf u ∈ R D for each node u. Moreover, when the learned embedding is used as the feature vector for downstream applications, we take the center embedding of each node as feature following the common practice in algorithms involving context embedding.
PRESERVATION AND COLLABORATION IN MULTI-VIEW NETWORK EMBEDDING
In this section, we elaborate on the intuition and presence of preservation and collaboration -the two characteristics that we have introduced in Section 1 and deem important for multi-view network embedding. In particular, we rst describe and investigate the motivating phenomena that are observed in the practice of embedding real-world multi-view networks. en, we discuss how they can be explained by the two proposed characteristics.
Two straightforward approaches for embedding multi-view networks. Most existing network embedding methods [6, 13, 16, 17, 23, 25] are designed for homogeneous networks, where nodes and edges are untyped, while we are interested in studying the problem of embedding multi-view networks. To extend any untyped network embedding algorithm to multi-view networks, two straightforward yet practical approaches exist. We refer to these two approaches as the independent model and the one-space model. Using any untyped network embedding method, we denote f u ∈ R d ( ) the (center) embedding of node u ∈ U achieved by embedding only the view ∈ V of the multi-view network, where d( ) is the dimension of the embedding space for network view . With such notation, the independent model and the one-space model are given as follows.
• Independent. Embed each view independently, and then concatenate to derive the nal embedding f u . at is,
where D = ∈V d( ), and represents concatenation. In other words, the embedding of each node in the independent model resides in the direct sum of multiple embedding spaces.
is approach preserves the information embodied in each view, but do not allow collaboration across di erent views in the embedding learning process. • One-space. Let the embedding for di erent views to share parameters when learning the nal embedding f u . at is,
where
In other words, each dimension of the nal embedding space correlates with all views of the concerned multi-view network. is approach enables di erent views to collaborate in learning a uni ed embedding, but do not preserve information speci cally carried by each view. is property of the one-space model is corroborated by experiment presented in Section 6.5.
In either of the above two approaches, the same treatment to the center embedding is applied to the context embedding when applicable. It is also worth noting that the embedding learned by the one-space model cannot be obtained by linearly combining {f u } ∈V in the independent model. is is because most network embedding models are non-linear models.
Embedding real-word multi-view networks by straightforward approaches. In this paper, independent and one-space are implemented on top of a random walk plus skip-gram approach as widely seen in the literature [6, 16, 17] . e experiment setup and results are concisely introduced at this point, while detailed description of algorithm, datasets, and more comprehensive experiment results are deferred to Section 5 and 6. Two networks, YouTube and Twi er, are used in these exploratory experiments with users being nodes on each network. YouTube has three views representing common videos (cmn-vid), common subscribers (cmnsub), and common friends (cmn-fnd) shared by each pair of users, while Twi er has two views corresponding to replying (reply) and mentioning (mention) among users. e downstream evaluation task is to infer whether two users are friends, and the results are presented in Table 2 .
It can be seen that the independent model consistently outperformed the one-space model in the YouTube experiment, while the one-space model outperformed the independent model in Twi er.
ese exploratory experiments make it clear that neither of the two straightforward approaches is categorically superior to the other. Furthermore, we interpret the varied performance of the two approaches by the varied extent of needs for modeling preservation and modeling collaboration when embedding di erent networks. Speci cally, recall that the independent model only captures preservation, while one-space only captures collaboration. As a result, we speculate if a certain dataset craves for more preservation than collaboration, the independent model would outperform the one-space model, otherwise, the one-space model would win.
In order to corroborate our interpretation of the results, we further examine the involved datasets, and look into the agreement between information carried by di erent network views. We achieve this by a Jaccard coe cient-based measurement, where the Jaccard coe cient is a similarity measure with range [0, 1], de ned as (S 1 , S 2 ) = |S 1 ∩ S 2 |/|S 1 ∪ S 2 | for set S 1 and set S 2 . Given a pair of views in a multi-view network, a node can be connected to a di erent set of neighbors in each of the two network views.
e Jaccard coe cient between these two sets of neighbors can then be calculated. In Figure 2 , we apply this measurement on the YouTube dataset and the Twi er data, respectively, and illustrate the proportion of nodes with the Jaccard coe cient greater than 0.5 for each pair of views.
As presented in Figure 2 , li le agreement exists between each pair of di erent views in YouTube. As a result, it is not surprising that collaboration among di erent views is not as needed as preservation in the embedding learning process. On the other hand, a substantial portion of nodes have Jaccard coe cient greater than 0.5 over di erent views in the Twi er dataset. It is therefore also not surprising to see modeling collaboration brings about more bene ts than modeling preservation in this case.
THE MVN2VEC MODELS
In the previous section, preservation and collaboration are identi ed as important characteristics for multi-view network embedding. In the extreme cases, where only preservation is needed -each view carries a distinct semantic meaning -or only collaboration is needed -all views carry the same semantic meaning -it is advisable to choose between independent and one-space to embed a multi-view network. However, it is of interest to study the also likely scenario where both preservation and collaboration co-exist in given multi-view networks. erefore, we are motivated to explore the feasibility of achieving be er embedding by simultaneously modeling both characteristics. To this end, we propose and experiment with two approaches that capture both characteristics, without over-complicating the model or requiring additional supervision.
ese two approaches are named 2 and 2 , where 2 is short for multi-view network to vector, while and stand for constrained and regularized, respectively. As with the notation convention in Section 4, we denote f u ∈ R d ( ) andf u ∈ R d ( ) the center and context embedding, respectively, of node u ∈ U for view ∈ V. Further given the network view , i.e., G ( ) = (U, E ( ) ), we use an intra-view loss function to measure how well the current embedding can represent the original network view
We defer the detailed de nition of this loss function (Eq. (3)) to a later point of this section. Moreover, we let
all ∈ V out of convenience for model design. To further incorporate multiple views with the intention to model both preservation and collaboration, two approaches are proposed as follows.
2 . e 2 model does not enforce further design on the center embedding {f u } u ∈U in the hope of preserving the semantics of each individual view. To re ect collaboration, 2 includes further constraints on the context embedding for parameter sharing across di erent views
where θ ∈ [0, 1] is a hyperparameter controlling the extend to which model parameters are shared. e greater the value of θ , the more the model enforces parameter sharing and thereby encouraging more collaboration across di erent views. is design aims at allowing di erent views to collaborate by passing information via the shared parameters in the embedding learning process. at is, the 2 model solves the following optimization problem
where φ θ ({g u } ∈V ) is de ned in Eq. (4). A er model learning, the nal embedding for node u is given by f u = ∈V f u . We note that in the extreme case when θ is set to be 0, the model will be identical to the independent model discussed in Section 4.
2
. In stead of se ing hard constraints on how parameters are shared across di erent views, the 2 model regularizes the embedding across di erent views and solves the following optimization problem
, and γ ∈ R ≥0 is a hyperparameter. is model captures preservation again by le ing {f u } u ∈U and {f u } u ∈U to reside in the embedding subspace speci c to view ∈ V, while each of these subspaces are distorted via cross-view regularization to model collaboration. Similar to the 2 model, the greater the value of the hyperparameter γ , the more the collaboration is encouraged, and the model is identical to the independent model when γ = 0.
Intra-view loss function. ere are many possible approaches to formulate the intra-view loss function in Eq. (3). In our framework, we adopt the random walk plus skip-gram approach, which is one of the most common methods used in the literature [6, 16, 17] . Speci cally, for each view ∈ V, multiple rounds of random walks are sampled starting from each node in G ( ) = (U, E ( ) ). Along any random walk, a node u ∈ U and a neighboring node n ∈ U constitute one random walk pair, and a list W ( ) of random walk pairs can thereby be derived. We defer the detailed description on the generation of W ( ) to a later point in this section. e Algorithm 1:
and 2
Input : the multi-view network G = (U, {E ( ) } ∈V ) and the hyperparameters Output : the nal embedding {f u } u ∈U begin for ∈ V do Sample a list W ( ) of random walk pairs Join and shu e the lists of random walk pairs from all views to form a new random walk pair list W for each epoch do // The following for-loop is parallelized for (u, n) ∈ W do if using model 2 then Update {f u ,g u } u ∈U, ∈V with one step descent using gradients in Eq. (9)-(11) if using model 2 then Update {f u ,f u } u ∈U, ∈V with one step descent using gradients in Eq. (12)- (14) for u ∈ U do Derive the embedding for node u by f u = ∈V f u intra-view function is then given by
Model inference. To optimize the objectives in Eq. (5) and (6), we opt to asynchronous stochastic gradient descent (ASGD) [19] following existing skip-gram-based algorithms [6, 12, 16, 17, 23] . In this regard, W ( ) from all views are joined and shu ed to form a new list W of random walk pairs for all views. en each step of ASGD draws one random walk pair from W, and updates corresponding model parameters with one-step gradient descent. Moreover, due to the existence of partition function in Eq. (8), computing gradients of Eq. (5) and (6) is una ordable with Eq. (7) being their parts. Negative sampling is hence adopted as in other skip-gram-based methods [6, 12, 16, 17, 23] , which approximates log p ( ) (n|u) in Eq. (7) by
where σ (x) = 1/(1 + exp(−x)) is the sigmoid function, K is the negative sampling rate,
is the noise distribution, and D
( )
u is the number of occurrences of node u in W ( ) [12] . With negative sampling, the objective function involving one walk pair (u, n) drawn from view in 2 is
On the other hand, the objective function involving (u, n) from view in 2 is
and
. e gradients of the above two objective function used for ASGD are provided in the appendix.
Random walk pair generation. Without additional supervision, we assume equal importance of di erent network views in learning embedding, and sample the same number N ∈ N of random walks from each view. To determine this number, we denote n ( ) the number of nodes that are not isolated from the rest of the network in view ∈ V, n max max{n ( ) : ∈ V}, and let N M · n max , where M is a hyperparameter to be speci ed. Given a network view ∈ V, we generate random walk pairs as in existing work [6, 16, 17] . Speci cally, each random walk is of length L ∈ N, and N /n ( ) or N /n ( ) random walks are sampled from each non-isolated node in view , yielding a total of N random walks. For each node along any random walk, this node and any other node within a window of size B ∈ N constitute a random walk pair that is then added to W ( ) .
Finally, we summarize both the 2 algorithm and the 2 algorithm in Algorithm 1.
EXPERIMENTS
In this section, we further corroborate the intuition of preservation and collaboration, and demonstrate the feasibility of simultaneously model these two characteristics. We rst perform a case study on a series of synthetic multi-view networks that have varied extent of preservation and collaboration. Next, we introduce the real-world datasets, baselines, and experiment se ing for more comprehensive quantitative evaluations. Lastly, we analyze the evaluation results and provide further discussion.
Case Study -Varied preservation and collaboration on Synthetic Data
In order to directly study the relative performance of di erent models on networks with varied extent of preservation and collaboration, we design a series of synthetic multi-view networks and experiment on a multi-class classi cation task. We denote each of these synthetic networks by S(p), where p ∈ [0, 0.5] is referred to as intrusion probability. Each S(p) has 4, 000 nodes and 2 views -1 and 2 . Furthermore, each node is associated to one of the 4 class labels -A, B, C, or D -and each class has exactly 1, 000 nodes. We rst describe the process for generating S(0) before introducing the more general S(p) as follows:
(1) Generate one random network over all nodes with label A or B, and another over all nodes with label C or D. Put all edges in these two random networks into view 1 . (2) Generate one random network over all nodes with label A or C, and another over all nodes with label B or D. Put all edges in these two random networks into view 2 .
Collaboration only More preservation oration only
Collaboration only More preservation Collaboration only More preservation Figure 3 : Classi cation results under accuracy and cross entropy on synthetic networks S (p) with varied intrusion probability p, corresponding to di erent extent of preservation and collaboration.
To generate each of the four aforementioned random networks, we adopt the preferential a achment process with 2, 000 nodes and 1 edge to a ach from a new node to existing nodes, where the preferential a achment process is a widely used method for generating networks with power-law degree distribution.
With this design for S(0), view 1 carries the information that nodes labeled A or B should be classi ed di erently from nodes labeled C or D, while 2 re ects that nodes labeled A or C are di erent from nodes labeled B or D. More generally, S(p) are generated with the following tweak from S(0): when pu ing an edge into one of the two views, with probability p, the edge is put into the other view instead of the view speci ed in the S(0) generation process.
It is worth noting that larger p favors more collaboration, while smaller p favors more preservation. In the extreme case where p = 0.5, only collaboration is needed in the network embedding process.
is is because every edge has equal probability to fall into view 1 or view 2 of S(0.5), and there is hence no information carried speci cally by either view that should be preserved.
On each S(p), independent, one-space, 2 , and 2 are tested. On top of the embedding learned by each model, we apply logistic regression with cross entropy to carry out the multi-class evaluation tasks. All model parameters are tuned to the best for each model on a validation dataset sampled from the 4, 000 class labels. Classi cation accuracy and cross-entropy on a di erent test dataset are reported in Figure 3 .
From Figure 3 , we make three observations. (i) independent performs be er than one-space in case p is small -when preservation is the dominating characteristic in the network -and one-space performs be er than independent in case p is large -when collaboration is dominating. (ii) e two proposed 2 models perform be er than both independent and one-space except when p is close to 0.5, which implies it is indeed feasible for 2 to achieve be er performance by simultaneously model the two characteristics preservation and collaboration. (iii) When p is close to 0.5, one-space performs the best.
is is expected because no preservation is needed in S(0.5), and any a empts to additionally model preservation shall not boost, if not impair, the performance.
Data Description and Evaluation Tasks
We perform quantitative evaluations on three real-world multi-view networks: Snapchat, YouTube, and Twi er. e key statistics are summarized in Table 3 , and we describe these datasets as follows. Snapchat. Snapchat is a multimedia social networking service. On the Snapchat multi-view social network, each node is a user, and the three views correspond to friendship, cha ing, and story viewing * . We perform experiments on the sub-network consisting of all users from Los Angeles. e data used to construct the network are collected from two consecutive weeks in the Spring of 2017. Additional data for downstream evaluation tasks are collected from the following week -henceforth referred to as week 3. We perform a multi-label classi cation task and a link prediction task on top of the user embedding learned from each network. For classi cation, we classify whether or not a user views each of the 10 most popular discover channels † according to the user viewing history in week 3. For each channel, the users who view this channel are labeled positive, and we randomly select 5 times as many users who do not view this channel as negative examples. ese records are then randomly split into training, validation, and test sets. is is a multi-label classi cation problem that aims at inferring users' preference on di erent discover channels and can therefore guide product design in content serving. For link prediction, we predict whether two users would view the stories posted by each other in week 3. Negative examples are the users who are friends, but do not have story viewing in the same week. It is worth noting that this de nition yields more positive examples than negative examples, which is the cause of a relatively high AUPRC score observed in experiments. ese records are then randomly split into training, validation, and test sets with the constraint that a user appears as the viewer of a record in at most one of the three sets. is task aims to estimate the likelihood of story viewing between friends, so that the application can rank stories accordingly.
We also provide the Jaccard coe cient-based measurement on Snapchat in Figure 4 . It can be seen that the cross-view agreement between each pair of views in the Snapchat network falls in between YouTube and Twi er presented in Section 2.
YouTube. YouTube is a video-sharing website. We use a dataset made publicly available by the Social Computing Data Repository [27] ‡ . From this dataset, a network with three views is constructed, where each node is a core user and the edges in the three views represent the number of common friends, the number of common subscribers, and the number of common favorite videos, respectively. Note that the core users are those from which the author of the dataset crawled the data, and their friends can fall out of the scope of the set of core users. Without user label available for classi cation, we perform only link prediction task on top of the user embedding. is task aims at inferring whether two core users are friends, which has also been used for evaluation by existing research [18] . Each core user forms positive pairs with his or her core friends, and we randomly select 5 times as many non-friend core users to form negative examples. Records are split into training, validation, and test sets as in the link prediction task on Snapchat.
Twitter. Twi er is an online news and social networking service. We use a dataset made publicly available by the Social Computing Data Repository [10] § . From this dataset, a network with two views is constructed, where each node is a user and the edges in the two views represent the number of replies and the number of mentions, respectively. Again, we evaluate by a link prediction task that infers whether two users are friends as in existing research [18] . e same negative example generation method and training-validation-test split method are used as in the YouTube dataset.
For each evaluation task on all three networks, training, validation, and test sets are derived in a shu e split manner with a 80%-10%-10% ratio.
e shu e split is conducted for 20 times, so that mean and its standard error under each metric can be calculated. Furthermore, a node is excluded from evaluation if it is isolated from other nodes in at least one of the multiple views.
Baselines and Experimental Setup
In this section, we describe the baselines used to validate the utility of modeling preservation and collaboration, and the experimental setup for both embedding learning and downstream evaluation tasks.
Baselines.
antitative evaluation results are obtained by applying downstream learner upon embedding learned by a given embedding method. erefore, for fair comparisons, we use the same downstream learner in the same evaluation task. Moreover, since our study aims at understanding the characteristics of multi-view network embedding, we build all compared embedding methods from the same random work plus skip-gram approach with the same model inference method, as discussed in Section 5. Speci cally, we describe the baseline embedding methods as follows:
• Independent. As brie y discussed in Section 4, the independent model rst embeds each network view independently, and then concatenate them to nd the nal embedding f u = ∈V f u ∈ R D . is method is equivalent to 2 when θ = 0, and to 2 when γ = 0. It preserves the information embodied in each view, but do not allow collaboration across di erent views in the embedding process.
• One-space. Also discussed in Section 4, the one-space model assumes the embedding of the same node to share model parameters across di erent views f u = f u ∈ R D , ∀ ∈ V. It uses the same strategy to combine random walks generated from di erent views as with the proposed 2 methods. one-space enables di erent views to collaborate in learning a uni ed embedding, but do not preserve information specically carried by each view. § h ps://snap.stanford.edu/data/higgs-twi er.html
• View-merging. e view-merging model rst merges all network views into one uni ed view, and then learn the embedding of this single uni ed view. In order to comply with the assumed equal importance of di erent network views, we scale the weights of edges proportionally in each view, so that the total edge weights from all views are the same in the merged network. is method serves as an alternate approach to one-space in modeling collaboration. e di erence between view-merging and one-space essentially lies in whether or not random walks can cross di erent views. We note that just like one-space, view-merging does not model preservation.
• Single-view. For each network view, the single-view model learns embedding from only this view, and neglects all other views. is baseline is used to verify whether introducing more than one view does bring in informative signals in each evaluation task.
Downstream learners. For fair comparisons, we apply the same downstream learner onto the features derived from each embedding method. Speci cally, we use the scikit-learn implementation of logistic regression with l-2 regularization and the SAG solver for both classi cation and link prediction tasks. For each task and each embedding method, we tune the regularization coe cient in the logistic regression to the best on the validation set. Following existing research [23] , each embedding vector is normalized onto the unit l-2 sphere before feeding into downstream learners. In multi-label classi cation tasks, the features fed into the downstream learner is simply the embedding of each node, and we train an independent logistic regression model for each label. In link prediction tasks, features of node pairs are needed, and we derive such features by the Hadamard product of the two involved node embedding vectors as suggested by previous work [6] .
Hyperparamters. For independent, 2 , and 2 , we set embedding space dimension D = 128 · |V |. For onespace and view-merging, we experiment with both D = 128 and D = 128 · |V |, and always report the be er result between the two se ings. For single-view, we set D = 128. To generate random walk pairs, we always set L = 20 and B = 3. For the Snapchat-LA network, we set M = 10 due to its large scale, and set M = 50 for all other datasets. e negative sampling rate K is set to be 5 for all models, and each model is trained for 1 epoch. In Figure 3 , Table 4 , Table 5 , and Figure 6 , θ and γ in the 2 models are also tuned to the best on the validation dataset. e impact of θ and γ on model performance is further presented and discussed in Section 6.5.
Metrics. For link prediction tasks, we use two widely used metrics: the area under the receiver operating characteristic curve (ROC-AUC) and the area under the precision-recall curve (AUPRC). e receiver operating characteristic curve (ROC) is derived from plotting true positive rate against false positive rate as the threshold varies, and the precision-recall curve (PRC) is created by plo ing precision against recall as the threshold varies. Higher values are preferable for both metrics. For multi-label classi cation tasks, we h p://scikit-learn.org/stable/ also compute the ROC-AUC and the AUPRC for each label, and report the mean value averaged across all labels.
antitative Evaluation Results on Real-World Datasets
e link prediction experiment results on three networks are presented in Table 4 . For each dataset, all methods leveraging multiple views outperformed those using only one view, which justi es the necessity of using multi-view networks. Moreover, one-space and view-merging had comparable performance on each dataset. is is an expected outcome because they both only model collaboration and di er from each other merely in whether random walks are performed across network views.
On YouTube, the proposed 2 models perform as good but do not signi cantly exceed the baseline independent model. Recall that the need for preservation in the YouTube network is overwhelmingly dominating as discussed in Section 4. As a result, it is not surprising to see that additionally modeling collaboration does not bring about signi cant performance boost in such extreme case. On Twi er, collaboration plays a more important role than preservation, as con rmed by the be er performance of one-space than independent. Furthermore, 2 achieved be er performance than all baselines, while 2 outperformed independent by further modeling collaboration, but failed to exceed one-space.
is phenomenon can be explained by the fact that {f u } ∈V in 2 are set to be independent regardless of its hyperparameter θ ∈ [0, 1], and 2 's capability of modeling collaboration is bounded by this design.
e Snapchat network used in our experiments lies in between YouTube and Twi er in terms of the need for preservation and collaboration. e proposed two 2 models both outperformed all baselines under all metrics. In other words, this experiment result shows the feasibility of gaining performance boost by simultaneously model preservation and collaboration without overcomplicating the model or adding supervision.
e multi-label classi cation results on Snapchat are presented in Table 4 . As with the previous link prediction results, the two 2 model both outperformed all baselines under all metrics, with a di erence that 2 performed be er in this classi cation task, while 2 outperformed be er in the previous link prediction task. Overall, while 2 and 2 may have di erent advantages in di erent tasks, they both outperformed all baselines by simultaneously modeling preservation and collaboration on the Snapchat network, where both preservation and collaboration co-exist.
Hyperparameter Study
Impact of θ for 2 and γ for 2 . With results presented in Figure 5 , we rst focus on the Snapchat network. Starting from γ = 0, where only preservation was modeled, 2 performed progressively be er as more collaboration kicked in by increasing γ . e peak performance was reached between 0.01 and 0.1. On the other hand, the performance of 2 improved as θ grew. Recall that even in case θ = 1, 2 still have {f u } ∈V independent in each view. is prevented 2 from promoting more collaboration. On YouTube, the 2 models did not signi cantly outperform independent no ma er how θ and γ varied due to the dominant need for preservation as discussed in Section 4 and 6.4.
On Twi er, 2 outperformed one-space when γ was large, while 2 could not beat one-space for reason discussed in Section 6.4. is also echoed 2 's performance on Snapchat as discussed in the rst paragraph of this section.
Impact of embedding dimension. To rule out the possibility that one-space could actually preserve the view-speci c information as long as the embedding dimension were set to be large enough, we further carry out the multi-class classi cation task on S(0) under varied embedding dimensions. Note that S(0) is used in this experiment because it has the need for modeling preservation as discussed in Section 6.1. As presented in Figure 6 , one-space achieves its best performance at D = 256, which is worse than independent at D = 256, let alone the best performance of independent at D = 512. erefore, one cannot expect one-space to preserve the information carried by di erent views by employing embedding space with large enough dimension.
Besides, all four models achieve their best performance with D in the vicinity of 256∼512. Particularly, one-space requires the smallest embedding dimension to reach peak performance. is is expected because, unlike the other models, one-space does not segment its embedding space to suit multiple views, and hence has more freedom in exploiting an embedding space with given dimension.
CONCLUSION AND FUTURE WORK
We studied the characteristics that are speci c and important to multi-view network embedding. preservation and collaboration were identi ed as two such characteristics in our practice of embedding real-world multi-view networks. We then explored the feasibility of achieving be er embedding results by simultaneously modeling preservation and collaboration, and proposed two multiview network embedding methods to achieve this objective. Experiments with various downstream evaluation tasks were conducted on a series of synthetic networks and three real-world multi-view networks with distinct sources, including two public datasets and an internal Snapchat dataset. Experiment results corroborated the presence and importance of preservation and collaboration, and demonstrated the e ectiveness of the proposed methods.
Knowing the existence of the identi ed characteristics, future work includes modeling di erent extent of preservation and collaboration for di erent pairs of views in multi-view embedding. It is also rewarding to explore supervised methods for task-speci c multiview network embedding that are capable of modeling preservation and collaboration jointly.
