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Definition
In language modeling, n-gram models are probabilistic
models of text that use some limited amount of histo-
ry, or word dependencies, where n refers to the number
of words that participate in the dependence relation.
Key Points
In automatic speech recognition, n-grams are impor-
tant to model some of the structural usage of natural
language, i.e., the model uses word dependencies to
assign a higher probability to ‘‘how are you today’’
than to ‘‘are how today you,’’ although both phrases
contain the exact same words. If used in information
retrieval, simple unigram language models (n-gram
models with n ¼ 1), i.e., models that do not use term
dependencies, result in good quality retrieval in many
studies. The use of bigram models (n-gram models
with n ¼ 2) would allow the system to model direct
term dependencies, and treat the occurrence of
‘‘New York’’ differently from separate occurrences
of ‘‘New’’ and ‘‘York,’’ possibly improving retrieval
performance. The use of trigram models would allow
the system to find direct occurrences of ‘‘New York
metro,’’ etc. The following equations contain respec-
tively (1) a unigram model, (2) a bigram model, and
(3) a trigram model:
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The use of n-gram models increases the number of
parameters to be estimated exponentially with n, so
special care has to be taken to smooth the bigram or
trigram probabilities. Several studies have shown small
but significant improvements of using bigrams if
smoothing parameters are properly tuned [2,3].
Improvements of the use of n-grams and other term
dependencies seem to be bigger on large data sets [1].
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