ABSTRACT. We study the L 2 -boundedness of the 3-dimensional (Heisenberg) Riesz transform on intrinsic Lipschitz graphs in the first Heisenberg group H. Inspired by the notion of vertical perimeter, recently defined by Naor and Young, we first introduce new scale and translation invariant coefficients oscΩ(B(p, r)). These coefficients quantify the vertical oscillation of a domain Ω ⊂ H at a point p ∈ ∂Ω, at scale r > 0. We then proceed to show that if Ω is a domain bounded by an intrinsic Lipschitz graph Γ, and
Here x/|x| d is the (d−1)-dimensional Riesz kernel which is, up to a constant, the gradient of the fundamental solution of the Laplacian. Through this connection to the Laplace equation, the operator R d−1 has many applications to problems concerning analytic and harmonic functions. For instance, whenever R d−1 is bounded on L 2 (µ) for a (d − 1)-regular measure µ, then the support of µ is non-removable for Lipschitz harmonic functions (or bounded analytic functions in the plane); see the book [21] of Tolsa for an in-depth introduction to this topic and many more references.
A second application of the SIO R d−1 is the method of layer potentials employed to solve the Dirichlet problem △u(x) = 0, x ∈ Ω, u| ∂Ω = g, (1.1) on domains Ω ⊂ R d with Lipschitz boundaries, and with, say, g ∈ L 2 (H d−1 | ∂Ω ). As the name suggests, a key component in the method of layer potentials is the study of the boundary layer potential
Dν(x) = p.v. 1 ω dˆ∂Ω (y − x) · n ∂Ω (y) |y − x| d dν(y).
The boundedness of the operator D on L 2 (H d−1 | ∂Ω ) can be derived from the boundedness of R d−1 , see [10, 22] . By now, the L 2 -boundedness properties of the operator R d−1 are well-understood. According to a result of David and Semmes [9] , generalising earlier works of Calderón [1] and Coifman, McIntosh, and Meyer [8] , R d−1 is bounded on L 2 (H d−1 | S ) whenever S ⊂ R d is uniformly (d − 1)-rectifiable. More recently, Nazarov, Tolsa, and Volberg [18] proved a converse: if S ⊂ R d is (d − 1)-regular, then the uniform rectifiability of S is necessary for the boundedness of R d−1 on L 2 (H d−1 | S ). These results have been used to show that a compact (d−1)-set is removable for Lipschitz harmonic functions if and only if it is purely (d − 1)-unrectifiable [15, 19] and that the Dirichlet problem (1.1) is solvable in Lipschitz domains with L 2 -boundary values [22] .
The work in the current paper is motivated by aspirations to extend parts of the theory above to the case of a basic hypoelliptic and non-elliptic operator, the sub-Laplacian (also known as the Kohn Laplacian)
in R 3 . Here X and Y are the vector fields
A first step is to understand the L 2 -boundedness of an associated "Riesz transform" operator, which we will soon define.
Whereas the operators X, Y, △ H do not interact particularly nicely with Euclidean translations, they do commute with the following "left translations" τ p : R 3 → R 3 , τ p (q) := (x + x ′ , y + y ′ , t + t ′ + 1 2 (xy ′ − x ′ y)),
where p = (x, y, t) ∈ R 3 and q = (x ′ , y ′ , t ′ ) ∈ R 3 . This suggests that it is natural to study questions about △ H in the setting of the first Heisenberg group H = (R 3 , ·), where the group law "·" is defined so that X and Y are (left) invariant:
p · q := τ p (q). It was shown by Folland [11] that the operator △ H has a fundamental solution G : R 3 \ {0} → R, whose formula is given by G(p) = c ((x 2 + y 2 ) 2 + 16t 2 ) 1/2 =: c p 2
Kor
, p = (x, y, t) ∈ H \ {0}.
Here c > 0 is a constant, and p Kor := ((x 2 + y 2 ) 2 + 16t 2 ) 1/4 . This quantity is known as the Korányi norm of the point p ∈ H, and it induces a metric d Kor on H via the relation
The distance d Kor is invariant under the left translations, that is,
In analogy with the (d − 1)-dimensional Riesz transform discussed above, one may now consider the SIO R formally defined by
Here ∇ H stands for the horizontal gradient ∇ H G = (XG, Y G), and the convolution should be understood in the Heisenberg sense:
The main open question is the following: Question 1. For which locally finite Borel measures µ on H (equivalently R 3 ) is the operator R bounded on L 2 (µ)?
Here, the boundedness on L 2 (µ) is defined in the standard way via ǫ-truncations; see Section 4 for the precise definition.
Previous work.
To the best of our knowledge, the Heisenberg Riesz transform R was first mentioned in the paper [5] of Chousionis and Mattila, where the following removability question was raised and studied: which subsets of H (more generally, of Heisenberg groups of arbitrary dimensions) are removable for Lipschitz harmonic functions? The notions of 'Lipschitz' and 'harmonic' should be interpreted in the Heisenberg sense: we call a function u : H → R harmonic if it solves the sub-Laplace equation
It was shown in [5, Theorem 3.13] that the critical exponent for the removability problem in H is 3 (keeping in mind that dim H (H, d Kor ) = 4). More precisely, sets with vanishing 3-dimensional measure are removable, while sets of Hausdorff dimension exceeding 3 are not. In [5, Section 5] , the authors formulate (essentially) Question 1 and suggest its connection to the removability problem. [4] ). If µ is a 3-regular measure on H (see (1.5) below), and R is bounded on L 2 (µ), then spt µ is non-removable for Lipschitz harmonic functions in H.
In [4] , we also proved the first non-trivial results on the L 2 -boundedness of R (and a class of other SIOs). To discuss these results, and also the ones in the present paper, we need the concept of intrinsic Lipschitz functions and graphs. A vertical subgroup W ⊂ H is, from a geometric point of view, any 2-dimensional subspace of R 3 containing the taxis. The complementary horizontal subgroup of W is the line V = W ⊥ in the xy-plane. We give the definition of intrinsic Lipschitz functions φ : W → V and the associated intrinsic Lipschitz graphs Γ φ ⊂ H in Section 2.3. These objects were introduced in 2006 by Franchi, Serapioni and Serra Cassano [13] , and they appear to be fundamental building blocks in the theory of "high-dimensional" rectifiability in the Heisenberg group, see for example [16, 3] . In particular, intrinsic Lipschitz graphs Γ ⊂ H are closed 3-regular sets, which means that the measure µ = H 3 | Γ satisfies
In another paper of Franchi, Serapioni, and Serra Cassano [14] , a Rademacher-type theorem was established for intrinsic Lipschitz functions: without delving into detail, we just mention that if φ : W → V is intrinsic Lipschitz, then for Lebesgue almost every w ∈ W there exists an intrinsic gradient for φ, denoted by ∇ φ φ(w).
In analogy, one can ask:
We are not convinced enough to upgrade the question into a conjecture. In [4] , we obtained a positive answer under a extra regularity: Theorem 1.6 (Theorem 1.1 in [4] ). Assume that α > 0, and
The assumption φ ∈ C 1,α (W) means that the intrinsic gradient of φ exists everywhere and satisfies an intrinsic version of α-Hölder regularity (which is weaker than Euclidean α-Hölder regularity). The assumption implies, see [4, Proposition 4.1] , that the affine approximation of Γ φ at p ∈ Γ improves at a geometric rate as one zooms into p.
New results.
A novelty of the current paper is to prove the L 2 -boundedness of R in some scenarios where there is no "pointwise decay" for the quality of affine approximation of Γ. As a basic example, Theorem 4.1 below applies to graphs of the form
where Γ R 2 is a (Euclidean) Lipschitz graph in R 2 . It turns out that a key feature of these graphs is the following. The two complementary domains Ω 1 , Ω 2 ⊂ H \ Γ have zero "vertical oscillation": for j ∈ {1, 2}, every vertical line ℓ ⊂ H satisfies
(1.7)
The condition (1.7) is qualitative, not to mention exceedingly restrictive, so we looked for a way to quantify and relax it. For these purposes, we introduce the vertical oscillation coefficients osc Ω (B(p, r)). Given a domain Ω ⊂ H and a point p ∈ ∂Ω, the number Here is the main theorem of the paper: Theorem 1.8. Let Γ ⊂ H be an intrinsic Lipschitz graph, and let Ω be one of the components of H \ Γ. Assume that there is a finite constant C > 0 such that
In general, we do not know how reasonable the assumption (1.9) is. It follows easily from the Rademacher theorem for intrinsic Lipschitz functions (and Proposition 3.11 below) that osc Ω (B(p, r)) → 0 for H 3 almost every p ∈ Γ as r ց 0. But we have no quantitative estimates for osc Ω (B(p, r)) if nothing better than intrinsic Lipschitz regularity is assumed of Γ. However, we can complement Theorem 1.8 with the following application: Theorem 1.10. Let φ : W → R be an intrinsic Lipschitz function that satisfies the following Hölder regularity in the vertical direction: 12) where H ≥ 1 and
It is well-known that intrinsic Lipschitz functions are always 1/2-Hölder continuous in the vertical direction. So, Theorem 1.10 states that an ǫ of additional regularity in this one direction yields the L 2 -boundedness of R on Γ φ .
PRELIMINARIES
In this section, we collect essential notions related to the algebraic and the metric structure of the first Heisenberg group H, and we recall the definition and basic properties of intrinsic Lipschitz graphs over vertical planes in H. For a more thorough introduction to these subjects, we refer the reader to [2, 20] and the references therein.
Right and left invariant vector fields.
Recall from the introduction that X and Y denote the standard left invariant vector fields on H defined in (1.2). We will also work with their right invariant counterparts
We define the left and right (horizontal) gradients of φ ∈ C 1 (R 3 ) as the 2-vectors
, we define the left and right divergences as the functions
For V, W ∈ C 1 (R 3 , R 2 ), we define the "inner product"
Finally, we denote the left and right sub-Laplacians as
Metric structure.
Various left invariant distance functions on H are commonly used in the literature, for instance the standard sub-Riemannian distance or the Korányi metric given in (1.3). The choice of metric that we are going to use in the following is motivated by the divergence theorem (Theorem 4.3), which holds for the spherical Hausdorff measure S 3 with respect to the metric
where (x, y, t) := max{|(x, y)|, 2 |t|}. However, every left invariant metric on H that is continuous with respect the Euclidean topology on R 3 and homogeneous with respect to the one-parameter family of
is bi-Lipschitz equivalent to the metric d; this applies in particular to the Korányi distance d Kor . Unless otherwise stated, all metric concepts such as balls B(p, r), diameters, and Hausdorff measures will be defined using the metric d.
Intrinsic Lipschitz graphs.
Let W be a vertical subgroup with complementary horizontal subgroup V. Any point p ∈ H can be written as p = w ·v for uniquely given w ∈ W and v ∈ V. We write w =: π W (p) and call it the vertical projection of p to W; similarly, we denote the horizontal projection by v = π V (p).
Definition 2.2. A function
where Φ : W → H denotes the graph map Φ(w) = w · φ(w). The intrinsic graph of φ is
The term "intrinsic" refers to the fact that if φ is an intrinsic L-Lipschitz function, then, for all p ∈ H and r > 0, also τ p (δ r (Γ φ )) is an intrinsic graph of an intrinsic L-Lipschitz function. According to [3, Remark 2.6] , an intrinsic L-Lipschitz graph over an arbitrary vertical plane can be mapped to an intrinsic L-Lipschitz graph over the (y, t)-plane by an isometry of the form
Since moreover the (complexified) kernel of the Heisenberg Riesz transform satisfies
we may without loss of generality assume in the following that W is the (y, t)-plane and V is the x-axis. For this choice, we have
Moreover, the map (x, 0, 0) → x, provides an isometric isomorphism between (V, ·, d) and (R, +, | · |), and under this identification of V with R, the intrinsic Lipschitz condition (2.3) is equivalent to
The subgroup (W, ·) is isomorphic to (R 2 , +), and the map (0, y, t) → (y, t) pushes the measure H 3 | W forward to cL 2 on R 2 , for a constant 0 < c < ∞. As mentioned in the introduction, an intrinsic Lipschitz function φ : W → V possesses an intrinsic gradient ∇ φ φ at H 3 almost every point of W. In analogy with the behavior of Euclidean Lipschitz functions, if φ :
by [7, Proposition 4.4] . More information about intrinsic gradients is collected for instance in [20] and in [3, Section 4.2].
VERTICAL OSCILLATION COEFFICIENTS
In this section, we define and study the main new concept of the paper, the vertical oscillation coefficients. These coefficients are derived from the recent notion of vertical perimeter, due to Naor and Young [17] , and we first introduce their concept: Definition 3.1 (Vertical perimeter). Let Ω, U ⊂ H be Lebesgue measurable sets, and let s > 0 be a scale. The vertical perimeter of Ω relative to U at scale s is the quantity
Here and in the following, dp refers to integration with respect to Lebesgue measure L 3 on R 3 , which agrees up to a multiplicative constant with H 4 .
Remark 3.2. Having first defined the vertical perimeter v Ω (U )(s) at a fixed scale s > 0, Naor and Young proceed to define the "total" vertical perimeter of Ω as the quantity
It would be interesting to know if the "total" vertical perimeter of Ω can be related to the boundedness of the Heisenberg Riesz transform on L 2 (H 3 | ∂Ω ).
We now define the vertical oscillation coefficients: v Ω (B(p, r))(s) ds s .
We examine the basic properties of the oscillation coefficients in the next lemma:
There is an absolute constant C ≥ 1 such that osc Ω (B(p, r)) ≤ C for all Lebesgue measurable sets Ω ⊂ H, and all balls B(p, r) ⊂ H. Moreover, the vertical oscillation coefficients are invariant with respect to dilations and left translations in the following sense:
The left-invariance osc q·Ω (B(q ·p, r)) = osc Ω (B(p, r)) of the vertical oscillation coefficients follows from the evident left-invariance of the vertical perimeter, so we assume that p = q = 0 and prove that osc δt(Ω) (B(0, tr)) = osc Ω (B(0, r)), t > 0. To see this, we start by expanding
Then, we make the change of variables p → δ t (q), and finally s → ut:
This completes the proof. In connection with singular integrals, the vertical oscillation coefficients will enter through the next lemma: Lemma 3.7. Let Ω ⊂ H be a Lebesgue measurable set. Let p ∈ H, r > 0, and let ψ ∈ C 1 (R 3 ) with spt ψ ⊂ B(p, r). Then,
where ∂ t ψ is the derivative of ψ with respect to the third variable.
Proof. We start by reducing to the case B(p, r) = B(0, 1). So, assume that (3.8) holds for every Lebesgue measurable set Ω and all ψ ∈ C 1 (R 3 ) with spt ψ ⊂ B(0, 1) and with osc Ω (B(0, 10)) on the right hand side. Then, if ψ ∈ C 1 (R 3 ) with spt ψ ⊂ B(p, r), we consider the function ψ p,r = ψ • τ p • δ r ∈ C 1 (R 3 ) with spt ψ p,r ⊂ B(0, 1). It follows that
using Lemma 3.4 in the last equation. It remains to prove the case B(p, r) = B(0, 1), so fix ψ ∈ C 1 (R 3 ) with spt ψ ⊂ B(0, 1). By Fubini's theorem, we can writê
where L stands for the collection of vertical lines, and η is two-dimensional Lebesgue measure on R 2 (which is used to parametrise L). Next, we note that if ℓ ∈ L is a fixed line, thenˆℓ 10) . Note that whenever ℓ ∈ L is a line with non-zero contribution in (3.9), then ℓ ∩ B(0, 1) = ∅, and in particular
Next, for ℓ ∈ L and p ∈ ℓ ∩ Q fixed, we make the change of variable q → p · (0, 0, s) in the innermost integral: since q ∈ ℓ ∩ B(0, 1) and p ∈ ℓ ∩ Q, we note that s ∈ [4, 9] . This leads to
This completes the proof. 
where the inf runs over all vertical subgroups W ⊂ H, and all points z ∈ H. There is a simple relation between vertical oscillation coefficients and vertical β-numbers:
Proposition 3.11. Let Ω ⊂ H be Lebesgue measurable, and let B(p, r) ⊂ H be a ball. Then,
Proof. Let π : (H, d) → (R 2 , | · |) be the projection π(x, y, t) = (x, y). Then π is Lipschitz, and π(z · W) ⊂ R 2 is a line for any vertical plane W ⊂ H, and any z ∈ H. Write β := β ∂Ω (B(p, 3r) ), and pick W ⊂ H and z ∈ H so that
One may assume that z ∈ B(p, 3r). Let ℓ ⊂ R 2 be the line ℓ = π(z · W), and note that
Here dist E refers to Euclidean distance in R 2 . Also, |π(q) − π(z)| ≤ d(q, z) ≤ 6r for all q ∈ ∂Ω ∩ B(p, r). It follows that ∂Ω ∩ B(p, 3r) is contained in a set of the form
where J ⊂ ℓ is a segment containing π(z) of length r, and J(6rβ) is the Euclidean 6rβ-neighbourhood of J. The Lebesgue measure of S is βr 4 , because every vertical line intersects B(p, 3r) in (Euclidean) length r 2 .
Finally, to estimate osc Ω (B(p, r)), fix r/5 ≤ s ≤ r. Note that if q ∈ B(p, r), and
then there exists 0 ≤ t ≤ s such that q · (0, 0, t 2 ) ∈ ∂Ω ∩ B(p, 3r). This implies that q · (0, 0, t 2 ) ∈ S, and because π(q) = π(q · (0, 0, t 2 )), also q ∈ S. It follows that
and consequently osc Ω (B(p, r)) β.
The converse of inequality (3.12) is far from true: any domain of the form Ω := Ω R 2 × R ⊂ H, with Ω R 2 ⊂ R 2 , has vanishing vertical oscillation, but the vertical β-numbers of ∂Ω certainly need not be zero.
BOUNDEDNESS OF THE RIESZ TRANSFORM
4.1. Definitions, and restating the main theorem. We now begin to relate the vertical oscillation coefficients to the boundedness of the 3-dimensional Riesz transform in H. For technical convenience, we replace the vectorial kernel ∇ H G = (XG, Y G) from the introduction with the complex kernel
Kor is still fundamental solution to the sub-Laplace equation △ H u = 0. For the time being, we will only need to know that K is smooth outside the origin and −3-homogeneous with respect to the dilations δ r :
It follows that |K(q)| q −3 for q ∈ H\{0}. To the kernel K we associate the ǫ-truncated SIOs
where µ is any complex measure on H with finite total variation.
Let µ be a locally finite Borel measure on H. We say that R is bounded on L 2 (µ), if the operators R ǫ are bounded on L 2 (µ) uniformly in ǫ > 0:
The measures µ relevant here are 3-regular measures on intrinsic Lipschitz graphs. For intrinsic Lipschitz graphs Γ ⊂ H as in Theorem 1.8, we will directly prove the L 2 (µ)-boundedness of R for the particular measure
where S 3 is the 3-dimensional spherical Hausdorff measure defined using the metric d from (2.1). This choice makes it more straightforward to use the divergence theorem, but is otherwise arbitrary. In particular, once the L 2 (S 3 | Γ )-boundedness of R has been established, then it is easy to check (or see [4, Lemma 3.1]) that R is bounded on L 2 (µ) with respect to any 3-regular measure µ supported on Γ -in particular H 3 | Γ . So, here is more precisely the result we will prove below:
Theorem 4.1. Let W ⊂ H be a vertical subgroup, which we identify with {(y, t) : y, t ∈ R}. Let φ : W → R be an intrinsic Lipschitz function, let
be the super-graph of φ, and assume that
It is easy to check that H \ Γ φ has exactly two connected components, namely the super-graph Ω above, and the sub-graph Ω ′ := {(x, y, t) : x < φ(π W (x, y, t))}. Since 
Test functions and the divergence theorem.
We will prove Theorem 4.1 by verifying the conditions of Christ's local T (b) theorem [6] . We first introduce some more notation. From now on the intrinsic Lipschitz graph Γ := Γ φ will be fixed as in Theorem 4.1, and we write µ := S 3 | Γ . We define the following complex-valued function ν on Γ:
where ∇ φ φ is the intrinsic gradient of φ. Since φ is intrinsic Lipschitz, ν(p) exists for µ almost every p ∈ Γ, because ∇ φ φ(w) exists for S 3 almost every w ∈ W, and the graph map Φ(w) = w · φ(w) preserves S 3 null sets by the area formula for intrinsic Lipschitz functions, [7, Theorem 1.6] . By similar reasoning, ν ∈ L ∞ (µ). We also define the R 2 -valued map
Then, by [7, Corollary 4.2] , ν H is the inward-pointing horizontal normal of the intrinsic super-graph Ω = {(x, y, t) : x > φ(π W (x, y, t))}, expressed in the frame {X, Y }. With this notation, we have the following divergence theorem, due to Franchi, Serapioni and Serra Cassano [12] :
, and let Γ = Γ φ be an intrinsic Lipschitz graph as above. Then,
where Ω = {(x, y, t) : x > φ(π W (x, y, t))}, and c > 0 is a constant. 
Here for all B(p, r) with p ∈ Γ and r > 0. According to [6, Main Theorem 10] , the L 2 (µ) boundedness of R will follow once we verify the testing conditions
for all balls B = B(p, r) centred on Γ, with C ≥ 1 independent of ǫ > 0. Here R * ǫ is the adjoint of R ǫ with kernel
In fact, it will be technically more convenient to verify the testing conditions (4.6) for smooth truncations of R. By a smooth truncation, we mean the operator R s,ǫ associated to the kernel
where ϕ is smooth and radially symmetric with
and ϕ ǫ (p) := ϕ(δ 1/ǫ (p)) for p ∈ H. For future reference, we remark that
Also, if ǫ = 2 −N for some N ∈ N, then ϕ ǫ can be expanded as a series 9) noting that η j is supported on the annulus B(0, 2 −j+2 ) \ B(0, 2 −j ). We will assume without loss of generality that ǫ has this form in the sequel. Now, instead of (4.6), we will check that
for all balls B centred on Γ, and for some constant C ≥ 1 independent of ǫ > 0. It is easy to check that
, we see that (4.10) implies (4.6).
4.3.
Initial reductions for verifying the testing conditions. We start by verifying the first condition in (4.10), that is, proving that
The arguments concerning the second testing condition in (4.10) will be very similar. To prove (4.11), we make a few reductions, which show that it suffices to verify (4.11) for p = 0 ∈ Γ and for a ball B with dist(0, B) ≤ diam(B) = 1 As a first step, we argue that it suffices to consider p ∈ Γ with
Indeed, (4.11) follows from standard kernel estimates if dist(p, B) > diam(B). To see this, write B = B(p 0 , r), and fix p ∈ Γ with dist(p, p 0 ) ≥ 2r. Then d(p, q) ≥ r for all q ∈ B, and consequently
µ(B) r 3 ∼ 1. So, in the sequel we may assume that (4.12) holds.
Next, we argue that it suffices to consider the case p = 0 ∈ Γ. Indeed, note first that
Then, writeb
where ν p −1 ·Γ is the analogue of ν (recall (4.2)) for the left-translated intrinsic Lipschitz graph p −1 · Γ. In particular,
Using this equation, we infer that
This shows that, to find a bound for R s,ǫ (b B µ)(p), it suffices to do so for R s,ǫ (b p −1 ·Bμ )(0). But the intrinsic Lipschitz graph p −1 · Γ has all the same properties as we assumed from Γ in Theorem 4.1: the intrinsic Lipschitz constants do not change, nor do the bounds for the vertical oscillation numbers, recalling Lemma 3.4. So, we may assume that p = 0 ∈ Γ. Finally, we argue that we may assume diam(B) = 1. For this purpose, we first note that
which proves (4.13). Now, let r := diam(B), and letb δ 1/r (B) := ψ δ 1/r (B) · ν δ 1/r (Γ) , where ν δ 1/r (Γ) stands for the analogue of ν for the dilated intrinsic Lipschitz graph δ 1/r (Γ). In particular, it is easy to check that
We also record the equation
using the definition of the kernel K ǫ from (4.7), and the −3-homogeneity of K. Then, we may use (4.13) and the equations above as follows:
So, to estimate R s,ǫ (b B µ)(0), it suffices to estimate R s,ǫ/r (b δ 1/r (B)μ )(0). But, arguing as in the previous reduction, δ 1/r (Γ) is an intrinsic Lipschitz graph with the same properties as Γ. So, in the sequel we assume that diam(B) = 1. Summarising, we have reduced the proof of (4.11) to the case p = 0 ∈ Γ and dist(0, B) ≤ diam(B) = 1. (4.14)
4.4. Verifying the testing conditions. With the above reductions in mind, we start the proof of (4.11). We record that
as a straightforward computation shows. Hence, we may write
recalling the notation from Section 2.1. In order to evaluate I 1 and I 2 , respectively, we will apply the divergence theorem (Theorem 4.3) to the vector fields
and 
For I 1 1 , we infer from (4.5), (4.8) , and the product rule that
Since moreover | ∇ H G(q)| q −3 (this follows from (4.15) for instance), we get
To handle the term I 2 1 , we observe the following general relationship between left and right divergence:
It follows that
q ∈ spt ϕ ǫ , since G is simultaneously the fundamental solution for both operators △ H and △ H . So, the first term vanishes. Consequently, (4.18) whereK is the −2-homogeneous kernel
The main term in (4.18) is the first one, because the second one can be treated in the same fashion as I 1 1 above. Indeed, simply notice from (4.5), (4.8) , and the product rule that
Finally, the first term in (4.18) is handled using (4.9) and Lemma 3.7 (noting that spt(ψ B η jK ) ⊂ B(0, s) for any s ∈ [2 −j+2 , 2 −j+3 ]):
osc Ω (B(0, 10s)) ds s
From the product rule, noting that
•K is −2-homogeneous, and • ∂ tK is −4-homogeneous, we see that
To verify the last bullet point, one can simply compute that ∂ tK is the kernel
Kor , z = (x, y).
Summarising the estimate above, we have now shown that
osc Ω (B(0, 10s)) ds
4.4.2.
Estimate for I 2 . We move to the term above, see (4.16) . So, we concentrate on the term I 2 2 . Once again, due to the presence of the right-invariant vector fields X and Y , it is useful to consider the right divergence instead of the left one. Recalling (4.17), and setting p = (x, y, t), we write
Here K is yet another −2-homogeneous kernel with explicit expression
In other words,
From this point on, the treatment of both terms can be continued as on line (4.18) above. The only facts we needed about the kernel K there was that it is −2-homogeneous, and its t-derivative is −4-homogeneous. These properties are also satisfied for G and K. In fact, the t-derivatives are given by
So, continuing as in (4.18), and afterwards, we obtain
This concludes the proof of (4.11): we have shown that 
Besides the compact support assumption, a notable difference between Theorem 5.1 and the main theorem of [4] is that the intrinsic C 1,α -condition implies extra regularity in both vertical and horizontal directions. The conditions (5.2)-(5.3), on the other hand, imply nothing about the horizontal behaviour of φ. To emphasise this, we give another corollary of Theorem 5.1:
Corollary 5.5. Let φ 0 : R → R be a (Euclidean) Lipschitz function, and let φ(0, y, t) := φ 0 (y). Then R is bounded on L 2 (µ), where µ is H 3 restricted to Γ φ .
Proof. We first note that φ is intrinsic Lipschitz, because where Ω = {(x, y, t) : x > φ(π W (x, y, t))}, and the implicit constants depend on the intrinsic Lipschitz constants of φ.
By Theorem 4.1, the lemma above will prove Theorem 5.1.
Proof of Lemma 5.6. The plan is to first use (5.2) to establish the bound osc Ω (B(p, r)) H 4 r τ , p ∈ Γ φ , 0 < r ≤ 1. To prove this, it suffices to show that if q ∈ B(p, r) with dist(q, Γ) > Hr 1+τ , then
χ Ω (q) = χ Ω (q · (0, 0, s 2 )).
Indeed, assume to the contrary that q = (x, y, t) ∈ B(p, r) can be found with dist(q, Γ) > Hr 1+τ and χ Ω (q) = χ Ω (q · (0, 0, s 2 )). This has two consequences: first, in particular |x − φ(π W (x, y, t))| = d((x, 0, 0), φ(π W (q)))
where Φ(w) = w · φ(w) is the graph map parametrising Γ. Second, there exists 0 < u < s such that (x, y, t + u 2 ) = p · (0, 0, u 2 ) ∈ Γ, so in particular x = φ(π W (p · (0, 0, u 2 ))).
Combining the information above,
|φ(π W (x, y, t + u 2 )) − φ(π W (x, y, t))| > Hr 1+τ .
Spelling out the definition of π W , this is equivalent to We have reached a contradiction, and hence proved (5.9). It follows from (5.9) that
osc Ω (B(p, r)) = 1 r 3ˆr r/5
v Ω (B(p, r))(s) ds s H 4 (B(p, r) ∩ Γ(Hr 1+τ )) r 4 .
To conclude the proof, we find a maximal Hr 1+τ -separated set S ⊂ B(p, 2Hr) ∩ Γ; note that this step uses the assumption r ≤ 1, so that r 1+τ ≤ r. Since Γ is 3-regular, we have card S r −3τ . This proves (5.8).
To prove the second bound in (5.7), one fixes r ≥ 1 and proceeds as above, using (5. One finally chooses a maximal Hr 1−τ -separated set S ⊂ B(p, 2Hr) ∩ Γ, and finds that (5.10) gets replaced by card S r 3τ . This gives osc Ω (B(p, r)) H 4 r −τ , as desired.
