We consider in this paper the cone dual to a generalized convexity cone C (u 0 , , u n^) with respect to an Extended Complete Tchebycheffian system {u o (t), u^t), , w»_i(ί)}. The substantial role that these cones play in various areas of mathematics, such as moment theory, theory of approximation and interpolation and the theory of differential inequalities is discussed in detail in [5] , (see also [4] , [11] , [6] and [7] ). In a recent paper, Cargo [3] obtained independently for the special case when n = 2 and u 0 = 1, some of the results of [4] and [11] .
The dual cone was introduced by S. Karlin and A. Novikoff [4] who found necessary and sufficient conditions for a measure to belong to the dual cone. Applications of the results of [4] to the theory of reliability were later explored by Barlow and Marshall [1] , For the case n = 2 and (u o (t) = 1, u x {t) = t) the conditions were stated earlier by Levin and Steckin [8] , and a multidimensional version for this special case was recently obtained by Brunk [2] .
The necessary and sufficient conditions involve some integral inequalities and thus are not always easily verifiable. Some simple sufficient conditions in terms of equalities and the pattern of sign changes of the measure under examination were also evolved in [4] .
In this paper we intend to elaborate on this type of criteria, i.e., necessary conditions as well as sufficient conditions involving only equalities and the pattern of sign changes of the measure. As a byproduct, we obtain the interesting fact that the dual cones are essentially mutually disjoint, e. g. no nontrivial measure can belong both to the dual cone of the cone of convex functions and to the cone dual to the cone of monotone functions. Several applications are given in §4. These include some inequalities for the Euler-Fourier coefficients with respect to the trigonometric system and also for the Fourier coefficients of the expansion of a function in a series of orthogonal polynomials.
We introduce now the generalized convexity cones and their duals. We will not discuss in any detail properties of these cones which can be found elsewhere. The reader is referred to [5] for a thorough discussion of ECT-systems and for the properties of generalized convexity cones which will be used without proof in the sequel.
Let {Ui}^-1 be an Extended Complete Tchebycheffian system (ECTsystem) on [a, b] . Assume that the functions w<(ί), i = 0,1, , n -1, admit of the representation = w o (t) (i) :
Wl(f l) I I W n -l(f n-l)dζ n -l a Ja Ja where w o (t) 9 •• ,w w _ 1 (£) are continuous strictly positive functions on [α, b] . This additional assumption on the set {u^* 1 entails no loss of generality in the subsequent discussion. DEFINITION 
A function ψ(t) defined on (a, b)
is said to be convex with respect to the ECT-system {u^" 1 provided (2) φ{Q φ{t n+ί )^ 0 , f or all α < ί x < . < t n+1 < b .
The cone of functions satisfying (2) is referred to as a "generalized convexity cone" and is denoted by C(u 0 , •• ,w w _ 1 ). Throughout the paper, let dμ denote a signed measure of bounded variation on (α, b) such that for each φ(t) e C(u 0 , , u n _ x ) the integral φdμ is well defined with infinite values permitted. The dual cone α of C (u 09 , w Λ _i) is the set of all measures dμ which satisfy 
Furthermore, it was shown that the "moment conditions" (5) are equivalent to
The necessary and sufficient conditions stated in Theorem A are in general hard to verify, the main difficulty being the inequalities (6) . Therefore, it seems advantageous to seek simpler conditions even if they will not always be both necessary and sufficient. Very weak, but easily verifiable necessary conditions are the "moment conditions" (5) . Some simple sufficient conditions which enable us to ascertain that dμ e C*(u 0 , , u n _ λ ) by checking its pattern of sign changes were also found. In order to state them we need first introduce some definitions. We adopt the following convention: a signed measure dμ will be said to have the sign ε (ε can be ( + ) or ( -)) on a set s if ε M s ) > 0 and there is no subset s' of s for which eμ(s') < 0. A function f(t) will be said to have the sign ε on an interval I if and only if dμ -f(t)dt has the sign ε on I. DEFINITION 2. A signed measure dμ defined on (α, b) is said to possess a first sign there, if there exists an interval extending to the end-point a on which dμ has a constant sign (this sign will be called the first sign of dμ). Similarly, dμ is said to possess a last sign on (α, δ), if there exists an interval extending to the end point b on which dμ has a constant sign (this sign will be called the last sign of dμ). , T k such that dμ is of alternating sign on T o , T u , T h .
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We replaced here the "consecutive intervals" of the corresponding definition employed in [5] by "consecutive sets"-thus allowing a T { to consist of one point only. We note that if the support of the measure consists of a finite number of points or if it is absolutely continuous, the two definitions coincide.
The following theorem stated in [5] (and, in a slightly weaker form, in [4] ) is actually true only when one uses the concept of sign changes in the way it is formulated here. The proof involves only minor modifications of the proof presented in [5] . We will not go into details. THEOREM B. // a nontrivίal signed measure dμ satisfies the "moment conditions' 9 (5) then it has at least n sign changes. If dμ has exactly n sign changes and its last sign is ( + ), then
There exists a wide gap between the necessary "moment conditions" and the strong sufficient conditions stated in Theorem B. The main purpose of this note is to narrow it by obtaining stronger necessary conditions as well as weaker sufficient conditions. 2* Necessary conditions* The first results which we will prove concern the simple cone C*(u 0 ). LEMMA 1. Let dμ be a signed measure possessing a first sign and a last sign on (α, 6) . A necessary condition for dμ to belong to C*(u Q ) is that its first sign be ( -) and its last sign be ( + ).
Proof. Let dμ be a measure belonging to C*(u Q ). Then, by applying Theorem A, we have (8) \\(t)dμ(t) = 0.
Ja
We will first establish that the first sign of dμ is ( -). Indeed, suppose there is an interval (α, ίj on which dμ is positive.
Consider the function φ(t) defined by
(c 2 u 0 (t) *! < ί < 6 ,
Using (8), it follows that h φ{t)dμ(t) < 0 , which is impossible since dμ e C*(u Q ).
Similarly, we will now show that the last sign of dμ is ( + ). Indeed, assume that there exists an interval [t 2j b) on which dμ is negative. Consider the function ψ(t) e C(u 0 ) defined by
A computation similar to that performed for φ(t) yields Let now the signed measure dμ have 2k -1 sign changes on (α, b) and let {TJf" 1 be the subdivision of (α, b) associated with the sign changes of dμ. Set
and let the points t 0 , , t 2k be defined by
The measure dμ x with the k atomic masses J 19 , J k situated, respectively, at the points 1,2, •••,& will be referred to in this paper as the measure induced by dμ. Proof. Let φ(t) be an arbitrary function belonging to C(u ΰ ); then
The inequality follows from the fact that φ(t)/u o (t) is non decreasing on (α, 6) while dμ(t) is negative in the first integral and positive in the second. Using definition (9) we thus obtain (10) Suppose now that the induced measure dμ belongs to C*(l). Then k X α Jΐ ^ 0, for each sequence {α<}f belonging to C(l) Since {^(ί 2 i-i)/^o(ί2i-i)}<=i is a nondecreasing sequence it belongs to C(l).
Hence, the right hand side of (10) is nonnegative and \ φ{t)dμ{t) ^> 0.
Since φ(t) was an arbitrary function of C(u 0 ), this implies that άμ belongs to C*(u 0 ). Conversely, suppose that dμ e C*(u 0 ) and let {αjf be an arbitrary sequence of C(l). Define the function φ(t) by aMt) , for ίeS^i = 1,2, •-.,&, and note that
The inequality is due to the fact that φ(t)/u o (t) is a nondecreasing function, i.e., that φ(t) belongs to C(u 0 ). Since the sequence {αjf was an arbitrary sequence of C(l), this completes the proof of the lemma.
Appealing Observe next that if the induced measure dμ λ has an odd number of sign changes, the discussion preceding Lemma 2 can be applied to dμ L and a measure dμ 2 , induced by dμ 19 can be obtained. To this end, we only have to substitute u o (t) = 1 in (9) and replace (α, b) by (0, k + 1). By Corollary 2, dμ 2 is either trivial or it has an odd number of sign changes. Thus, if dμ 2 is nontrivial, we can define a measure dμ 3 induced by dμ 2 . This process can be continued as long as the induced measure is nontrivial. , exhibit the pattern of sign changes specified in Lemma 1.
Proof. Necessity.
The necessity of (a) follows from Theorem A. The necessity of (b) follows by a repeated application of Corollary 2.
Sufficiency.
Let dμ N be the last nontrivial measure in the sequence, so that dμ N+1 is the trivial measure.
Since dμ has a finite number of sign changes, each nontrivial measure dμ u i = 1, •••, JV, also has a finite number of sign changes. Since, by assumption, the measures exhibit the pattern of sign changes specified in Lemma 1, they satisfy the requirements of Lemma 2.
By Lemma 2, if dμ i+1 , i = 1, , N belongs to C*(l), then so does dμ { . Furthermore, if dμ γ belongs to C*(l) then dμ belongs to C*(u 0 ). Thus, the fact that dμ N+1 , the trivial measure, belongs to C*(l), implies that dμ belongs to C*(u 0 ) and the theorem is proved.
We next derive necessary conditions for a measure possessing a first sign and a last sign on (α, b) to belong to C*(w 0 , •••, w»-i). THEOREM 
A necessary condition for a measure dμ possessing a first sign and a last sign on (α, b) to belong to C*(u 0 ,
, w n-1 ) is that its first sign be (-l) n and its last sign be ( + ).
Proof. The proof proceeds by induction on n. For n = 1, the assertion is simply a restating of Lemma 1. Assuming that the assertion is valid for n fg k -1, we will now prove it for n -k.
We introduce the first order differential operators (see [5] )
where the w[s are the functions introduced in (1) . Let now dμ be a measure of C*(u 0 , , ^-I) possessing a first sign and a last sign on (α, δ). Using integration by parts and the definitions (4) and (12), we find
The integrated part vanishes, since I o dμ(b) = 0 is a necessary condition by Theorem A. It is very easy to see (cf. [11] or [5] ) that the set of functions {D ύ φ(t) | φ(t) e C(u 0 , , u k _^\ comprises a generalized convexity cone. This cone is called the first "reduced" cone, and is denoted, in terms of its basic ECT-system, by C (D o u l9 , A^*-i) Thus, (13) implies that a necessary condition for dμ to belong to
, -D o w*-i). Since dμ has a first sign and a last sign, so does I o dμ(t)dt. Utilizing now the fact that the condition on the pattern of signs formulated in the theorem depends only on the order of the cone, i.e. on the number of functions in its basic ECT-system, we can apply the induction hypothesis. We thus deduce that the first sign of I o dμ(t) is (-I)*" 1 and its last sign in ( + ). Note further that
and that, using relation (8) , which is valid by Theorem A, we also have
Relations (14) and (15) Note that in Corollary 3, the cones may be based on different ECT-systems. For a fixed ECT-system, a more comprehensive result in this direction is true, viz. THEOREM 
Let an ECT'-system be given. Two dual cones with respect to this system which are of different orders have only the trivial measure in common.
Proof. Consider C*(u 0 , , u n _ γ ) and C*(u 0 , , u^) with n > k. Let dμ be a measure belonging to C* (u 0 , , u^) . Then the necessary conditions of Theorem A imply that
Suppose now that dμ belongs also to C* (u Q1 , u n^) . By repeated integration by parts similar to that performed in (13), we find
Tne integrated part vanishes by virtue of the conditions (7) which are necessary conditions for dμ to belong to C*(u 0 , •••, w n -i). Hence, as in the proof of Theorem 2, we deduce that a necessary condition for dμ to belong to C*(u 0 , , u n _^ is that I k _J k _ 2 I o dμ(t)dt belong to the dual to the ft-th "reduced" cone
This is a dual cone of order n-k, so that by Theorem B, a necessary condition for this to happen, is that either / fc-1 I ύ dμ(t) have at least n-k sign changes on (α, δ), or that I k _ λ I o dμ(t) = 0. Since
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(16) has to be satisfied, we deduce that I k __ x I o dμ(t) = 0; this is equivalent to dμ being the trivial measure, so that the proof is complete.
We have seen that for a fixed ECT-system, the intersection of two dual cones of different order contains only the trivial measure. The question of the structure and properties of unions of such cones will be explored by the author in a future publication.
3. Sufficient conditions* We have, in the last section, strengthened the necessary conditions given by Theorem A, by adding that if a signed measure dμ belongs to C*(u 0 , •• ,w»-i) and possesses a first sign and a last sign, then its first sign must be (-l) n and its last sign must be ( + ).
We shall obtain in this section weaker sufficient conditions than those specified in Theorem B.
Let the functions Ui(μ; t), i = 0,1, , n -1, be defined by
These functions are smoother than the measure dμ(t) and therefore it is sometimes easier to check their respective patterns of signs than to check the pattern of signs of dμ.
THEOREM 4. Let dμ satisfy the "moment conditions" (5) and let its first sign be (-l) m and its last sign be ( + ). If there exists a j, 0 ^ j ^ n -1, such that U ά (μ; t) has at most n -1 sign changes on (α, 6), then dμ e C*(^o, , w»_i).
Proof. The proof proceeds by induction. Let (u 0 , , w m __i), m ^ 1, be an arbitrary ECT-system. (Note that this is a completely arbitrary ECT-system. We have chosen to denote its functions by (u 0 , , u m _ λ ) in order to be able to avail ourselves of other theorems of the paper without undue change of notation).
Assume that dμ(t) satisfies the "moment conditions" (5) (where n is replaced by m), and that its first sign is (-l) w and its last sign is ( + ). Assume further that U 0 (μ; t) has at most m -1 sign changes on (α, 6). We will now show that these assumptions imply that dμ e C*(^o, , tt«_i) .
We note that U Q (μ; ί) = -I<>dμ(t), and observe that (13) and (5) . We have thus proved that if an ECT-system of order m, m Ξ> 1, is given and dμ is a signed measure with first sign (-l) m and last sign ( + ) satisfying the corresponding "moment conditions", then the condition that U Q (μ; t) have at most m -1 sign changes on (α, b) implies that dμ belongs to the corresponding dual cone.
Assume now that we have established that, given any ECT-system of order m and a signed measure dμ satisfying the corresponding "moment conditions" and having the appropriate first and last signs, the condition that U τ^ι (μ; t) y l^r<m, have at most m -1 sign changes on (α, b) implies that dμ belongs to the corresponding dual cone.
We wish to show that the same conclusion is implied by the condition that U r (μ; t) have at most m -1 sign changes. This will be the induction step and thereby the validity of the theorem will be established.
Let dμ(t) be a signed measure whose first sign is (-l) m and whose last sign is ( + ) and let it satisfy (5). Furthermore, assume that U r (μ; t) has at most m -1 sign changes. We wish to show that these assumptions together with the induction hypothesis imply that dμe C* (u 0 , •• ,u m _ 1 
Ja
In the case where dμ(t) -f(t)dt, the left hand side of (19) will be written as U?(f; t). Integration by parts similar to that performed in (13) yields exactly the same way that Uj(μ; t),j = 0,1, , m -1 were defined in (17) with respect to (u 0 , •• ,w m _i). Note further that our assumptions on dμ imply that the first sign of I Q dμ(t) is (-I)™" 1 and its last sign is ( + ) and that I Q dμ(t) satisfies the "moment conditions" with respect to (D o u 19 , D o u m _ 1 ). Thus, if we show that Uϊ-^Iodμ; t) has at most m -2 sign changes, the induction hypothesis, which is applicable since r -1 < m -1, will imply that
We start with an analysis of the patterns of signs of Uΐ^JJ^dμ] t) and U r (μ; t). Since the first sign of I Q dμ(t) is ( -l)™-1 the same is true for Uί^(I Q dμ' 9 1) . Similarly, since the first sign of dμ is (-l) m the same is true for U r (μ; t). On the other hand, the last signs of both dμ and I o dμ(t) are ( + ) so that the last signs of both Ui^I^dμ; t) and U r (μ; t) are ( -).
Let v be the number of sign changes of Ur~i(Iodμ; t); the above analysis of first and last signs implies that
Suppose now that Ur~i(I o dμ; t) has more than m -2 sign changes. Then, by (21), it must have at least m sign changes. We assert that this is incompatible with the assumption that U r (μ; t) has at most m -1 sign changes.
We divide the proof of this assertion in two parts.
(a) Let (T o *, •••, T*) be the subdivision of (α, b) associated with the sign changes of Ur~i(Iodμ; t) and let {ί?}ϊ, the points of sign change of Uί^(I o dμ; t), be defined by tf = sup {t: t e TUh i = 1, 2, , v. Then U r (μ; t) changes sign at least once in (α, if).
Note first that Ur-i(I o dμ; t) is a continuous function, so that the points tf, ί -1, 2, , v, are among its zeros. By considering the pattern of signs of Uί^x{I^dμ\t) we see that (-l) m~ι Ur~ι(I^dμΊ t) is positive on (α, t?] and changes its sign to negative at if. Hence, there must exist a point x, a < x < t*, such that < 0 .
Moreover, since D^u^t) is strictly positive on (α, 6), we have 0 .
This inequality, taken together with relation (20) and the fact that Uj(t) and w o (t) are strictly positive on (α, 6), implies that However, we know that the first sign of (-l) m U r (μ;t) is ( + ).
Hence, a sign change must have occurred for some t, a < t < x < tf. We deduce from (20) that U r (μ; xj < 0. Hence, Z7 r (/*; ί) must change sign between x ± and x 2 . Noting that y was an arbitrary point satisfying y < tf, we conclude that there exists a point x, t? <. x < x 2 < t* +1 , which is a point of sign change for U r (μ; t).
Combining parts (a) and (b) we see that U r (μ; t) has at least as many sign changes as U?-. 1 (I o dμ; t) . Thus, if Ur~i(Iodμ; t) has at least m sign changes, then so does U r (μ; t), proving the assertion. This completes the proof of Theorem 4.
Remark. The conditions specified in Theorem 4 are weaker than those specified in Theorem B. Indeed, if dμ has exactly n sign changes on (α, 6) and conditions (5) are satisfied, it follows easily that the functions Ui(μ; t),i = 0,1, ' , n -1 can have at most n -1 sign changes. The converse is not true. There exist, in fact, examples such that dμ possesses in excess of n sign changes, while there exists a i, 0 ^ j ^ % -1, such that U 3 (μ; t) has no more than n -1 sign changes.
4* Applications* In this section we discuss several applications of the foregoing analysis to Fourier series [part a)] and to expansions of functions in terms of orthogonal polynomials [part b)]. Some of the results stated here might have been discussed elsewhere, but even in that case, the power of our criteria is exemplified by the simplicity of the derivation of the results. Thanks are due to Prof. B. Schwarz who drew our attention to the fact that a special case of assertion (B) below is discussed in [9, Vol. 2, p. 81] . This is the only case which, to the best of our knowledge, has been discussed in the literature.
The inequalities discussed in this section are necessary conditions for functions to be included in given convexity cones. The following converse problem is suggested:
Determine a set of conditions on the Fourier coefficients of a function which will be sufficient to insure the inclusion of the function in a given convexity cone.
(a) Fourier series. Let f(t) denote throughout this subsection a function of L 2 (-π, π) and let (22) -ίϊsL + £ a k cos kt + b k sin kt 2 fc=i be the corresponding Fourier series. We shall present the inequalities for the Euler-Fourier coefficients of functions belonging to convexity cones in the form of a series of assertions.
(A) Let f(t) be monotone nondecreasing on (-π,π). Then
(23) (-1)^6^0, tt = l,2, ... .
Proof.
The assertion is equivalent to the relation
Thus, we have to show that dμ Λ (t) = (-I) 71 ' 1 sin nt dt belongs to C*(l). We note first that the last sign of dμ A is ( + ) and that dμ A is odd. Hence, it has the pattern of signs specified in Lemma 2. The zeros of dμ A inside (-π, π), which are simple zeros and therefore points of sign change for dμ A , are the points {-π + kπfn, k == 1, 2, , 2n -1}. Thus, we have
and this expression is zero for each i,0 <Zi <Z n -1. Hence, the measure induced by dμ A belongs to C*(l), and by Lemma 2 so does dμ A .
(B) Let f(t) be convex on (-π, π). Then
(24) (-l)χ,^0, n = 1,2, ... .
Proof. The assertion is equivalent to the relation (-l) n [' f(t) cos ntdt^O for all f(t) of C(l, t) .
Thus, we have to show that dμ B (t) = (-l) n cos nt dt belongs to C*(l, ί). Observe that By the remark following equation (18), these are sufficient conditions for dμ B (t) to belong to C*(l, ί).
(C) Let f(t) be monotone nondecreasing on (-π, π) . Then 
Proof.
In view of (23), we have to show that
(sinkntjn)]dt belongs to C*(l). We note that
From the well known inequality (see e.g. [9] ) j sin Nx I <: N | sin x it follows that sin knt n <; I sin kt I ,
so that the sign of dμ c (t) is identical, for each ί, with the sign of (-l) /ί+1 sin &£. Thus, the first sign of dμ c is ( -) and its last sign is ( + ), so that dμ c has the pattern of sign changes specified in Lemma 2. Noting that the points of sign change of dμ c inside ( -π, π) 
, 2k -1}, we have
This expression is zero for each i, i = 0, 1, , k -1. Thus, by Lemma 2, d/^ belongs to C*(l).
(D) Lei /(ί) 6β convex on (-π, π). Then (27) lα.lSElcU,
Proof. In view of (24), we have to show that
i.e., that dμ D {t) = [(-1)* cos kt -(-l) nk cos »&i]di belongs to C*(l, ί). We note that
Thus, I Q dμ D (π) = 0 and, by assertion C), I Q dμ D (t) belongs to C*(l). These conditions imply that dμ D {t) belongs to C*(l, t).
(E) Lβί f(t) be monotone nondecreasing on (-π 9 π). Then (28) 4
Proof. We need only observe that dμ E {t) -X sin &ί + -sin (n + l)t \dt is nonnegative for 0 ^ t ^ π (see [9] ) and odd. The "moment condition" I o dμ E (π) = 0 is clearly satisfied, and the previous observation implies that there exists precisely one sign change. The assertion follows then by appealing to Theorem B. Note that if n is odd, relations (28) and (23) imply
Proo/. Set d^(ί) = -[Σ*=i fc cos kt + {( n + i)/ 2 ! cos (î t is easily seen that I Q dμ F (π) = 0 and that I Q dμ F (t) -dμ E (t) belongs to C*(l). These conditions imply that dμ F belongs to C*(l, ί) Note also that relations (30) and (24) imply that (31) Σ ka k ^ 0 , for each odd w .
λl (G) Let f(t) be monotone nondecreasing on (-TΓ, TΓ). Then
Proof. Set (Zμ G (ί) = [ΣiU fc(w + 1 -fc) sin fcί]dί. Straight computation yields
We recall the equation (see [9] ) (33) ±(n + 1 -fc)coβ*t + -*±i = lΓBJn(
The right hand side of (33) differs from I o dμ G (t) by a constant at most. However, for an odd n the right hand side of (33) vanishes for t = π and so does I o dμ G (t) as is clear from the definition of dμ G . Therefore we have sin t/2 so that I o dμ G (t) is nonnegative on (-TΓ, TΓ) and vanishes for t = TΓ. This implies, using Theorem A, that dμ G belongs to C*(l).
(H) Let f{t) be convex on (-TΓ, TΓ).
Proof. This assertion follows from assertion (G) in precisely the same way as (F) followed from (E).
sin Λί]rfί. Simple integration yields
cos Λί] , so that I Q dμj(π) = 0. Furthermore, I^dμ^t) belongs to C*(l, t) by assertion (D). These facts imply that dμ z (t) belongs to C*(l, t, ί 2 ).
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COROLLARY I. If f(t) e C(l) n C(l, t, f), then we have
2 ) by assertion 1). These facts imply that dμj(t) belongs to C*(l, ί, t 2 , ί 8 ). 
.
(K) Let f(t) be a convex function on (-π, π) . Then
Proof. Consider the measure dμ k (t) -(sin t -cos t -3t/π 2 )dt. It is easily verified that both the first sign and the last sign of dμ κ (t) are ( + ). A direct computation demonstrates that the "moment conditions" Γ dμ κ {t) = 0 and \ tdμ κ (t) = 0 are satisfied. Moreover, an examination of the graph of sinί-cosί versus the graph of 3t/π 2 shows that dμ κ (t) has precisely two sign changes. Hence, Theorem B implies that dμ κ (t) belongs to C*(l, t); this is equivalent to assertion (K). (-π f π) . Then
(L) Let f(t) be a monotone nondecreasing function on
Since I Q dμ κ (π) = 0, we can conclude from assertion (K) and the remark following equation (13) that dμ L (t) belongs to C*(l), i.e., that (42) is indeed valid for all /(ί)eC(l).
Since Theorems 1 and 2 specify necessary conditions for a measure to belong to a dual cone, some results of a negative nature are also to be expected. In fact, the following results can readily be deduced from Theorem 2. THEOREM 6. Let (u 0 , , , n ^ 1, be an ECT-system on [-π, π] . No finite linear inequality involving only 6Js can be valid for all f(t)eC(u 0 , •• ,^2 w _ 1 ).
Proof. It suffices to observe that a measure which is a linear combination of {sin kt} is an odd function on (-π, π) and thus has an odd number of sign changes.
A similar reasoning yields also THEOREM 7. Let (u 0 , , u 2n ), n^0,be an ECT-system on [-π, π] . No finite linear inequality involving only a^s can be valid for all f(t)eC (u 0 , " , Uu) .
One might conjecture, on the basis of assertion (D) , that {\a n \} is a monotone decreasing sequence whenever f(t) is a convex function. A computation of the corresponding {/J and reliance on Theorem 1, show, however, that neither | α 2 1 ^ | α 3 1 nor | α 3 1 ^ | α 6 1 are valid for all convex functions.
We conclude with the following REMARK. An inequality for the Euler-Fourier coefficients which holds for all functions of C(l, ί, β ,ί w ) cannot hold, by Theorem 3, for all functions of C(l, t, , £ m ), m Φ n.
(b) Expansion in series of orthogonal polynomials. Let {P w (£)}~=o be an orthonormal family of polynomials with respect to a weight function w(t) on (α, 6), and let P n (t) be so normalized that the coefficient of t n is positive. Let f{t) denote a function of L 2 (w(t); a, b) throughout this subsection, and let c n , n = 0,1, , denote the Fourier coefficients of f(t) with respect to the system {P n (t)}, i.e.,
Given that /(£) belongs to a convexity cone, certain inequalities have to be satisfied by the coefficients c n , n = 0,1, . The derivation of such inequalities is the substance of this subsection. THEOREM 
Let f(t) be a function of C(l, t,
, ί -1 ). Then the following conditions are satisfied:
Then relation (44) will follow if we show that d^ belongs to C*(l, ί, •••, ί*" 1 ). The orthogonality properties of the polynomials P n (t) imply that dμ γ satisfies the "moment conditions" (5) . We recall now that P n (t) has n simple zeros, i.e. n sign changes, inside (a, b) (see [10] , Th. 3.3.1) . Furthermore, since these are all the zeros, the normalization implies that the last sign of dμ 1 on (α, b) is ( + ). Hence, relation (44) follows by appealing to Theorem B.
Consider next the measure dμ,{t) -Γ P ; + ff PΛt) -P n+ί (t)]w(t)dt .
The "moment conditions" are clearly satisfied by dμ 2 due to the orthogonality properties. Observe next that the polynomial
has exactly n sign changes inside (α, 6) (see [10] , Th. 3.3.4) . Since the n + 1 -st zero is at 6, the normalization implies that the polynomial must change its sign there from positive to negative. Hence, the last sign of dμ 2 on (α, b) is ( + ) and the first of relations (45) is established by appealing to Theorem B. Similarly, the measure
has n sign changes inside (α, b) and an n + 1-st sign change at a (see [10] , Th. 3.3.4) . Its last sign on (α, 6) is ( + ) and the "moment conditions" are satisfied. Thus, Theorem B implies that dμ z belongs to C*(l, ί, , ί*" 1 ), i.e. that the inequality c n+1^ P n+1 (a)cJP n (a) is valid for all f(t) e C(l, ί, , ί-*). Using the fact that
we obtain the second relation of (45). The "moment conditions" (5) are satisfied by dμ by virtue of the orthogonality properties. Thus, by Theorem B, the polynomial
has at least n zeros inside (-1,1) . On the other hand, it can have at most n zeros inside (-1,1) since Q(l) = 0 and the symmetry of w(t) implies that Q(-1) = 0. Hence, Q(t) has exactly n zeros inside (-1,1) . Noting that t -1 is the largest zero of Q(t), we deduce from the normalization of the polynomials P n (t), n = 0,1, , that the last sign of dμ on (-1,1) is ( + ). Relation (46) follows now by appealing again to Theorem B.
Note that the ultraspherical polynomials have a symmetric weight function, so that for them relations (44)- (46) are valid.
Consider now the expansion in terms of Tchebycheff polynomials. As a result of the strong affinity of these polynomials to the trigonometric functions, a general inequality for the coefficients of the expansion can be derived from the sole assumption that f(x) is monotone nondecreasing.
Let T n (x), n = 0,1, , denote the n-ih order Tchebycheff polynomial, and let the coefficients a n , n = 0,1, , be defined by (47) a n = Γ jy fr) dx , n = 0,l, . Proof. Note first that since f(x) e C(l), Theorem 8 implies that a x ^ 0. Hence, relation (48) is equivalent to α A ^ | a n |.
We start by proving that α x ^ a n . Consider the measure
We wish to prove that this measure belongs to C*(l) on (-1,1). Making the monotone change of variable x ~ cosί, 0 < t < π, we see that our problem reduces to showing that dμ 2 (t) = (cos nt -cos t)dt belongs to C*(l) on (0, π). The "moment condition I dμ 2 (t) = 0 is trivJo ially satisfied. Furthermore, dμ 2 (t) is negative on an interval extending to 0 and it is positive on an interval extending to π. The elementary trigonometric identity cos nt -cos t --2 sin SlL±M s j n <» ~ *>* shows that the zeros, i.e. the points of sign change, of [cos nt -cos t] inside (0, π) are the points 2kπ/(n + 1), k = 1, 2, . , [n/2] , and the points 2kπ/(n -1), k = 1, 2, . ., [(n -2)/2]. Thus, for n = 2 or w = 3, c£μ 2 changes sign only once so that the desired conclusion follows from Theorem B. Assume now that n ^ 4. Since rj(n -1) < (r + 2)/(w + 1) for all r, l^r<w -1, the ordered sequence of points of sign change of dμ 2 inside (0, π) is From (49) we can deduce that J o < 0 and that the sequence {J«, ΐ = 0,1, ...,[(* has precisely one sign change, which is a change from negative to positive. Hence, by appealing to Lemma 2, we conclude that dμ z (t) belongs to C*(l) on (0, π). Thus dμ x {x) belongs to C*(l) on (-1,1) and the inequality α x ^ a n is established for all f(x) e C(l). For the proof of the inequality a^ -a n we consider the measure dμ 3 
(x) = [T^x) + T n (x)](l-x
2 y il2 dx defined on (-1,1) . This measure belongs to C*(l) on (~1, 1) if, and only if dμ,(t) = -(cos nt + cost)dt belongs to C*(l) on (0, π). The proof that dμ,(t) belongs to C*(l) proceeds in exactly the same way as the proof that dμ 2 (t) e C*(l). We will not repeat the details. This completes the proof of the theorem.
