We consider the periodic weighted operator T y = ? ?2 ( 2 y 0 ) 0 in L 2 (R; (x) 2 dx), where is a 1-periodic real positive function with (0) = 1. We assume q = 0 = 2 L 2 (0; 1). The spectrum of T consists of intervals n = + n?1 ; ? n ] separated by gaps ( ? n ; + n ); n > 1. Using essentially the square of the gap lengths, the centre of the gap and the Dirichlet eigenvalues on the unit interval we construct a gap length mapping q !`2 `2 which provides a real analytic parametrization of the weight. For the proof we use nonlinear functional analysis in Hilbert space combined with sharp asymptotic estimates on the fundamental solution and the Lyapunov function in the high energy limit for complex q.
Introduction and main results
In this paper we shall consider the inverse problem for the periodic weighted operator Thus, if q 0 2 L 2 (R=Z); then T corresponds to the Hill operator with L 2 -potential. The situation considered in this paper ( 0 2 L 2 , or q 2 L 2 ) corresponds to a much more singular case which needs di erent asymptotic estimates. In particular, the gap length which behaves roughly as 2 njq n j in general is increasing. Here q n denotes the Fourier coe cient of q.
The operator T was already considered by Lyapunov and Krein ( L]), Kr] ). In particular, they proved that the spectrum of T is absolutely continuous and consists of bands (T ) = n>1 n ; n = + n?1 ; ? n ]; ? n 6 + n (1.4) Here ? n and + n are points of the 2-periodic spectrum of the following equation ?y 00 ?2qy 0 = y. The bands are separated by gaps n = ( ? n ; + n ) of length j n j > 0. If j n j = 0, i. e., ? n = + n , the gap is called degenerate. We recall from K1] that n = ( n j Z 1 0 e i2 nx q(x)dxj) 2 + :::;
(n ! 1):
Thus the gap length + n ? ? n = 2 nj R 1 0 e i2 nx q(x)dxj + : : : roughly, which does not, in general, decay as n ! 1. These estimates need to be re ned. Asymptotic estimates on the fundamental solution and the location of the band-edges n were obtained in K1]. In K2] the inverse problem was solved in terms of the data of vertical slits. In this paper we shall use di erent analytic mappings : H !`2 `2 and : H !`2 ?1 `2 ?1 to parametrize the functions q 2 H, where H denotes the real Hilbert space of functions q 2 L 2 ( 0; 1]; R) with vanishing mean R 1 0 q(x)dx = 0. Essentially, and are constructed from the gap lengths in the z = p -plane and the -plane; we shall call them gap length mappings and their components n ; n coordinate functions for q.
We remark that the band edges n (or z n = p n -and correspondingly the gap lengths -are not analytic functions of q 2 H. Symmetrization and antisymmetrization, however, lead to the analytic functions b n = 1 4 (z + n ? z ? n ) 2 ; n = 1 4 ( + n ? ? n ) 2
(1.5) (essentially the square of the gap length) and the centre of the gap functions z 0 n = 1 2 (z + n + z ? n ); 0 n = 1 2 ( + n + ? n ); (1.6) which in some sense are useful analytic data to parametrize the potential. They belong, however, to no a priori useful sequence space. To correct this, it is useful to introduce beside (b n ; z 0 n ) or ( n ; 0 n ) additional spectral data: The Dirichlet eigenvalues n (q); n > 1, for the operator T D formally given by T with Dirichlet boundary conditions on 0; 1], and the corresponding quantities in the z-plane m n (q) = p n (q) > 0; (1.7)
which are both real analytic in q 2 H. With this notation we are ready to introduce our coordinate functions = f n g n>1 and = f n g n>1 for q 2 H via sn = z 0 n ? m n ; cn = jb n ? 2 sn j 1=2 sign h cn (1.8) and sn = 0 n ? n ; cn = j n ? 2 sn j 1=2 sign h cn :
(1.9) The additional signature sign h cn is chosen for reasons of beauty; it serves to make n asymptotic to the Fourier coe cients q n = (q sn ; q cn ) of q 2 H: More precisely, h cn is one component of the n-th vertical slit mapping introduced in K2], i.e., h cn = ? log (?1) n ' 0 (1; n (q); q)]
(1.11) where '(x; z; q) (and the additional #(x; z; q)) are de ned as the fundamental solutions for T satisfying (y = '; #) ?y 00 ? 2qy 0 = z 2 y; z 2 C ; q 2 H C ;
(1.12) with initial conditions '(0; z; q) = # 0 (0; z; q) = 0; ' 0 (0; z; q) = #(0; z; q) = 1:
(1.13)
We shall use the`2-norm on`2 `2 for the function 2 n = 2 sn + 2 cn ; jj jj 2 = X n>1 2 n : (1.14)
We shall write H C for the complexi cation of the real Hilbert space H with norm jj jj C , and we denote a complex ball in H C by B C (p; t) = fq 2 H C : kq ? pk C < tg; p 2 H C ; (1.15) and the analogous real ball by B(p; t) = fq 2 H : kq ? pk < tg; p 2 H: Introduce the weighted sequence spaces`r p , r > 1; p 2 R consisting of real sequences f = ff n g n>1 with the norm kfk r p;r = X n>1 (2 n) 2p jf n j r < 1;
(where in the Hilbert space case for r = 2 we write jjfjj p = jjfjj 2;p ). Furthermore, we write a n = b n +`d(n) i the sequence fa n ? b n g n>1 2`d. With this notation we formulate our main result as Theorem 1.1. Each coordinate function n ( ); n > 1, is compact and real analytic on H, and they de ne a real analytic isomorphism : H !`2 `2;
which satis es jj (q)jj 6 jjqjj 6 4jj (q)jj(1 + 2jj (q)jj); q 2 H:
(1.16) Moreover, for any xed d > 1 the following asymptotic estimates are ful lled n (q) = q n +`d(n); n ! 1;
(1.17) (d q n (q))(x) = (cos 2 nx; sin 2 nx) +`2(n); n ! 1;
(1.18) uniformly on 0; 1] B C (p; " p ); " p = 8 ?2 e ?4jjpjj ; for each xed p 2 H. This result can also be transferred to the complex -plane using once more the real analyticity and the asymptotic behaviour of z 0 n established before and the estimates from K1], K9]. We have Theorem 1.2. Each coordinate function n ; n > 1, is compact and real analytic on H and they de ne a real analytic isomorphism : H !`2 ?1 `2 ?1 ; (1.19) which satis es the two-sided estimate kqk 6 16 k (q)k ?1 (1 + 2k (q)k ?1 ); k (q)k ?1 6 kqk(1 + kqk); q 2 H: (1.20) Moreover, the following asymptotic estimates are ful lled n (q) = 2 nq n + 2 n`d(n);
(1.21) (d q n (q))(x) = 2 n(cos 2 nx; sin 2 nx) + 2 n`2(n); (1.22) uniformly on 0; 1] B C (p; " p ); " p = 8 ?2 e ?4jjpjj ; for each xed p 2 H.
We shall brie y indicate how to prove these results. We need good control on the positions of the band edges z n ; n and the functions (b n ; z 0 n ); ( n ; 0 n ) and the Dirichlet eigenvalues. A crucial role is, as usual, played by the Lyapunov function (z; q) = 1 2 (' 0 (1; z; q) + #(1; z; q)) (1.23) which yields the periodic spectrum 0 = + 0 < ? 1 6 + 1 < : : :. (z; q) and its derivatives with respect to q (denoted by @ = @=@q) and z (denoted by _ () = @=@z) enter the asymptotic formulae for z 0 n ; b n (and for their derivatives d q z 0 n ; d q b n ). They must be estimated with care. Analyticity is proved by establishing analyticity (and estimates) for complex potentials in the ball B C (p; " p ) for xed p 2 H. Together with control on the Dirichlet spectrum this gives asymptotic control on ; d q (and ; d q , resp.) and proves most i.e.i) ii) iv)) of the su cient conditions in the following \basic theorem" from K2], which in an abstract situation states su cient conditions for a map to be a real analytic isomorphism.
We To prove the points iii) and v), we refer to results of K1] and K9], but we have to include few words of explanation. The proof of both results uses the de nition of the quasimomentum for the weighted operator and its global properties as a map on a slit domain. Furthermore, we want to emphasize that the compactness result in v) is slightly subtle in the case of the weighted in marked distinction to the case of the Hill operator. There the asymptotic estimates on the gap length su ce to prove compactness of the di erence of the gap length mapping and the Fourier transform. Thus the point v) is in some sense automatic. It could be shown from our asymptotic that a compactness result of this form is de nitely false for the weighted operator. The condition v) in Theorem A is needed to remedy this situation. Its proof in the references K1] and K9] again crucially depends on the properties of the quasimomentum. In particular, we emphasize that it is essentially the need for this more general version of Theorem A which makes the proof of K3] for the Hill operator inapplicable to the construction of the mapping for the weighted operator considered in this paper. This applies equally well to the construction of the mapping treated in KK1] for the Hill operator. We remind the reader, however, that this mapping was constructed in the paper KK1] in the case of even potentials only. This is -in some sense -generalized by the results of this paper, even in the case of the Hill operator.
The plan of the paper is a follows. In Sect. 2 (Preliminaries) we collect from K1 ? 2] the basic properties of the fundamental solution, the Lyapunov-function (z; q), the Dirichlet eigenvalues m n (q) and the vertical-slit function h cn (q). This part is not new; we include this material in a minimalistic way for the sake of the reader. The main result of this section is Lemma 2.4 and Lemma 2.5 where we introduce a natural formal symplectic form and obtain a basis of the Hilbert space H via the gradients of the functions m n (q); h cn (q) which play the role of the canonical coordinates. Sect. 3 (Band edges in spectral planes) contains the main new technical results of this paper. We prove a counting Lemma (in the spirit of PT]) for the zeroes of 2 (z; q) ? 1 for complex potential q 2 B C (p; " p ) which gives a priori control on the band edges. Using the Lyapunov function we control the center of the gap z 0 n , the gap length square b n (and their derivatives). Analogous results for ( 0 n ; n ) then follow from essentially straightforward algebraic calculations. In Sect. 4 (Coordinate functions) we combine the results of Sect. 3 with control of the Dirichlet eigenvalues to obtain real analyticity, compactness and asymptotic 0 of the coordinate functions. In Section 5 we prove Theorem 1.1 and Theorem 1. in all these problems it is natural to consider the case where the regularity of is only 0 2 L 2 (R=Z). We remark, however, that the natural borderline case log 2 L 2 is too singular to be treated by the methods of this paper. It would require basically new asymptotic estimates on the fundamental solution.
As a reference to results on the weighted operator and its history we refer to A], CML], Kr], without any claim to completeness. In particular, many applications to physics are mentioned in A].
Preliminaries
Below we need some properties of the fundamental solutions from K1-2] . Denoting the Wronskian by W(f; g) = fg 0 ? f 0 g, we have W(#(x; z; q); '(x; z; q)) = (x) ?2 ; x 2 0; 1]; z 2 C ; q 2 H C :
For each x 2 0; 1] the functions '(x; z; q); #(x; z; q) are entire on C H C . Moreover, ' and # are analytic as a map from C H C into W 2 2C (0; 1) and the following estimates are ful lled maxfjz'(x; z; q)j; j' 0 (x; z; q)j; j#(x; z; q)j; jz ?1 # 0 (x; z; q)jg 6 e j Im zjx+2kqk C ;
and their derivatives with respect to q have the forms @' 0 (1; z; q) = 2' 0 (t; z; q)P x (1; t; z; q); x 2 0; 1]; z 2 C ; q 2 H C ;
and so on, where P(x; t; z; q) = (t) 2 (#(x; z; q)'(t; z; q) ? #(t; z; q)'(x; z; q)). ii) If j n (q)j = 0 for some q 2 H, then @ (z; q) = 0 at z = m n (q).
iii) Moreover, for any xed d > 1, the following asymptotic estimates are ful lled:
as jzj ! 1; jz ? nj 6 ; (2.5) 1 ( n; q) = (?1) n 2 q 2 n = (?1) n 2 (q 2 cn + q 2 sn ); (2.6) and (@ (z; q))(t) = Z 1 0 q(x + t) cos z(2x ? 1)dx +`d(n); jz ? nj 6 ; n 2 Z; (2.7) (@ ( n +`2(n); q))(t) = d2 n +`d(n); (2.8) (@ _ ( n; q))(t) =`2(n); (@ ( n; q))(t) =`2(n); (2.9)
as jnj ! 1. Lemma 2.2. i) Let q 2 H C and " q = 8 ?2 exp(?4kqk). Then for each integer N > N q and any p 2 B C (q; " q ) the function '(1; z; p) has exactly 2N roots, counted with multiplicity, in the disc fz : jzj < (N +(1=2))g and for each jnj > N; exactly one simple root in the domain fz : jz ? nj < 1g: There are no other roots. ii) Each function m n ( ); n > 1; is compact and real analytic on H. We need the following results concerning the mapping h cn ( ) from K2]. Here we use the following functions a n = 2 2 (x)' 0 (x; m n (q); q)#(x; m n (q); q) which will be important below. d q h cn = C n (q)d q m n + a n (q); C n (q) = ? _ #(1; m n ; q)' 0 (1; m n ; q); (2.19) where m n = m n (q). Moreover, for any xed d > 1 the following estimates are ful lled: h cn (q) = q cn +`d(n); (2.20)
as n ! 1, uniformly on 0; 1] B C (p; " p ) for each xed p 2 H.
Proof. We have to show only (2.19), since the others were proved in K2]. Let '(t) = '(t; m n ; q); ' 0 (t) = ' 0 (t; m n ; q); #(t) = #(t; m n ; q); # 0 (t) = # 0 (t; m n ; q) and so on. Using (2.17), and (2.2) we obtain
' 0 (1) + a n :
Then the identities #(1; z; q)' 0 (1; z; q) ? # 0 (1; z; q)'(1; z; q) = 1 and (2.13-14) imply
(1)#(1))d q m n + a n (q) = ? _ #(1)' 0 (1)d q m n + a n :2 We need the following result concerning the vectors a n ; d q m n . De ne the formal symplectic form f^g =
where f; g 2 H and note that f^g = ?g^f. Recall a n = 2 2 (x)' 0 (x; m n ; q)#(x; m n ; q): Lemma 2.4. For any n; p > 1, the following identities are ful lled d q m n (q)^d q m p (q) = 0; (2.22) a n (q)^d q m p (q) = ?m n np ;
(2.23) a n (q)^a p (q) = 0: (2.24) Proof. We need the following identities. Let y n ; y p be some solution of Eq. (1.12) with n ; p respectively, then the derivative of the Wronskian W = W(y n ; y p ) has the form W 0 = W(y n ; y p ) 0 = y 0 n y 0 p + y n y 00 which yields R 0 + 2qR = y 0 n y 0 p ; R = R(y n ; y p ): (2.26) Using again (1.12) we obtain ( 2 (y 2 n ) 0 ) 0 = 2(( 2 y 0 n )y n ) 0 = 2 2 ((y 0 n ) 2 ? n y 2 n ): (2.27) We introduce the normalized Dirichlet eigenfunctions f n r n '(t; m n (q); q) where the constant r n > 0 is such that kf n k 2 = 1. Let n 6 = p, since the case n = p is simple, then we and by (2.13), (2.27), v 3 (t) = a n a 0 p ? a 0 n a p ; n 6 = p;
since n = p is simple. Let W 3 = W(# n ; # p ); R 3 = R(' n ; # p ). From (1.12) we obtain The proof of other identities is similar.
Using (2.21), (2.16) for the sequence fd q m n (q); d q h cn (q); n > 1g, we obtain (d q h cn (q))(x) = cos 2 nx +`2(n); (d q m n (q))(x) = ? sin 2 nx +`2(n):
The vectors on the right, without the error terms, are an orthonormal basis of H and the error terms are square summable. By (2.30-32), these vectors are linear independent, since for each vector of them there exist another one, which is perpendicular to all vectors except the given one. Then by well known result from the functional analysis ( see PT]) the sequence fd q m n (q); d q h cn (q); n > 1g, is a basis for H. 2 3 Band edges in spectral planes
For q 2 H we introduce the domain U n (q) = fz : jz ? z 0 n (q)j < r n g; and the contours k n (q) = fz : jz ? z 0 n (q)j = r ? n + r + n 2 g; r n = 1 2 j n (q)j + 2 1 6 minfj n j; j n+1 jg; n 2 Z:
Letq n = p q 2 n . In the following Lemma we study general properties of z n (q): Since sin 2 z has only the roots n; n 2 Z; and since N 1 > N can be chosen arbitrarily large, i) of the lemma follows, without (3.1). Now we improve the last result. Using (2.5) we obtain (z; q) = cos z + o(1); jz ? nj 6 1; jzj ! 1;
which implies e z n = n + o(1); jnj ! 1:
(3.8) We improve the last result again. Let r n = e z n ? n. Then using (2.5) we deduce that (?1) n = (?1) n cos r n +`d(n); for any xed d > 1, and 2 sin 2 (r n =2) =`d(n); which yields r 2 n =`d(n); jnj ! 1:
Using again (2.5-6), (3.9) we get the following asymptotic estimates 2 sin 2 (r n =2) = (?1) n 1 ( n + r n ; q) + (`d(n)) 2 ; (?1) n 1 ( n + r n ; q) = (1=2)q 2 n + x n r n + (`d(n)) 2 ; x n = (?1) n _ 1 ( n; q) =`d(n) (3.10) and then last relations and (3.9-10) yield r 2 n = q 2 n + 2x n r n + (`d(n)) 2 ; n ! 1; which implies r n = x n p q 2 n + (`d(n)) 2 = p q 2 n +`d(n); n ! 1:
Using last estimates we have (3.1).
ii) The analyticity (see Lemma 2.1) of yields sup z2U n (p);kq?pk H C 6" j (z; q) ? (z; p)j < C 0 "; where kq ? pk H C 6 "; z 2 @U n (p); and if we take the number " such that S < 1 hence by Rouche's theorem, (z; q) 2 ? 1 has as many roots, counted with multiplicity, as (z; p) 2 ? 1 in the disc U n (p): Since (z; p) 2 ?1 has two roots, counted with multiplicity, we have proved ii).
iii) In order to verify compactness of z n suppose a sequence q ; > 1; converges weakly to q in H: For some q and N > 1; " > 0; we introduce the set I = ( I 0 n ) ( I n ) and the intervals:
I n = z n (q) ? "; z n (q) + "]; if z ? n (q) 6 = z + n (q) I 0 n = z + n (q) ? "; z + n (q) + "]; if z ? n (q) = z + n (q); ?N 6 n 6 N:
If " is su ciently small, then these intervals are all disjoint and contained in the disk D = fz : jzj < rg for some r > 0. The function f(z; q) 2 (z; q) ? 1 changes sign on each I n ; that is f(z; q) has a simple root on each I n and j _ f(z; q)j > B > 0 on each I n ; for some B > 0. Moreover, the function f(z; q) has a root of multiplicity 2 and j f(z; q)j > B > 0 on each I 0 n .
The entire functions f(z; q ) converge to f(z; q), as ! 1, uniformly on D by Lemma 2.1. Then, for su ciently large ; any function f(z; q ) has a simple root in each interval I n and f(z; q ) has exactly two roots in each interval I 0 n , which must be the eigenvalues z n (q ): This yields jz n (q ) ? z n (q)j < "; jnj 6 N; for all su ciently large . It follows that z n (q ) ! z n (q); ! 1; since N and " > 0 were arbitrary. Thus, z n ( ) are the compact functions of q: 2
Introduce the functions F(z; q) (z; q) z (z; q) 2 (z; q) ? 1 ; G(z; q) (z; q)@ (z; q) 2 (z; q) ? 1 ; and the contour c n (r) = fz : jz ? nj = rg; n > 0; r > 0: De ne z 0 n = (z ? n + z + n )=2. In order to study n ; n we have to consider the function z 0 n (q); q 2 H: Introduce the functions v n (q) = @ (z n ; q) z (z n ; q) ; z ? n 6 = z + n ; and v 0 n (q) = @ _ (z 0 n ; q) (z 0 n ; q) ; z 0 n = z ? n = z + n :
We prove the needed properties of the center of the gap. Proof. By Lemma 3.1, the mapping z 0 n ( ) is compact.
To prove real analyticity, x p 2 H and consider z 0 n (q) for some n > 1: By Lemma 3.1, there exists " 2 (0; 1) such that for all q 2 B C (p; ") the function (z; q) 2 ? 1 has exactly two which implies (3.12-13). Note that if z ? n (q) = z + n (q); then Lemma 2.1 yields @ (z ? n ; q) = 0.
We show (3.14-15). First, (3.1) yields (3.14). Let q 2 B C (p; " p ). Then by i) of Lemma 3.1, je z n (q) ? nj < 1 for all jnj > N p that is the distance between e z n (q) and the contour c n = c n (r); r = 3=2, is greater than 1=2: Rewriting integral (3.17) in the form n ! 1; uniformly on 0; 1] B C (p; " p ) for any xed p 2 H.
Proof. The proof for b n repeats the one for z 0 n : By Lemma 3.1, the mapping b n ( ) is compact.
To prove real analyticity, x p 2 H and consider b n (q) for some n > 1: By Lemma 3,1, there exists " 2 (0; 1) such that for all q 2 B C (p; ") the function (z; q) 2 ? 1 has exactly two roots in each disc U ? n (p) U + n (p). We have the identity b n = 1 4 i Z kn(p) (z ? z 0 n (q)) 2 F(z; q)dz; hence using the residue theorem we have (3.18-19) . Note that if z ? n = z + n then we get @ (z ? n ; q) = 0, (see Lemma 2.1).
Using (3.1) we obtain (3.20). To prove (3.21) x q 2 B C (p; " p ; for some p 2 H: Then by i) of Lemma 3.1, je z n (q) ? ( n)j < 1 for all jnj > N p ; that is the distance between e z n (q) and the contour c n (r); r = 3=2; is greater than 1=2: We rewrite integral (3.24) w n (z; q) ; w n (z) = (z + n ? z)(z ? z ? n ) z 2 C ; q 2 H C :
In order to get the analyticity of n ; n we need some properties of f n .
Lemma 4.1. Each function f n ( n ( ); ); n > 1, is compact, real analytic and positive on H:
Moreover, for any xed d > 1, the following asymptotic estimates are ful lled: f n (m n (q); q) = 1 +`d(n); (4.1) d q f n (m n (q); q) =`2(n); (4.2) n ! 1; uniformly on 0; 1] B C (p; " p ) for any xed p 2 H. Proof. In order to prove real analyticity, x p 2 H and consider m n (q) for some n > 1. By Lemma 3.1, there exists " 2 (0; 1) such that for all q 2 B C (p; ") the function (z; q) 2 ? 1 has exactly two roots in each disc U ? n (p) U + n (p): Moreover, by Lemma 2.2, there exists " 2 (0; 1) such that for all q 2 B C (p; ") we get m n (q) 2 U ? Then by Lemmas 2.1-2,2 and Lemma 3.2-3, the function f n (z; q); z 2 k n (p); q 2 B(p; ") has analytic extension on the ball B C (p; "). Therefore, by Lemma 2.3, f n (m n ( ); ) also has analytic extension on the ball B C (p; "): Hence f n (m n ( ); ) is a real analytic function on H and by (4.3), Lemmas 2.1, 3.1, 3.3, 3.5, f n (m n ( ); ); is compact and positive on H:
To prove (4.1) x q 2 B C (p; " p ); for some p 2 H: Then by i) of Lemma 3.1, je z n (q)? nj < 1 for all jnj > N p ; that is the distance between e z n (q) and the contour c n (r); r = 3=2; is greater than 1=2: Using (2.5), (3.14), (3.20), we obtain f n (z; q) = sin 2 z +`d(n) (z ? n) 2 (z ? m n (q)) ; z 2 c n (r); q 2 B(p; " p ): In order to estimate the second term in (4.6) we write @f n in the form @f n (z; q) = 1 w n (z; q) f?f n (z; q)@w n (z; q) + @ (z; q) 2 g; z 2 c n (r):
Identity (4,4) and (3.20-21), (3.14-15) yield @w n (z; q) = d q b n + 2(z ? z 0 n )d q z 0 n = d2 n +`2(n) =`2(n); z 2 c n (r):
Then (4.5), (4.7), (3.20), (3.14) imply @f n (z; q) = ? @ (z; q) 2 +`2(n) (z ? n) 2 ; z 2 c n (r):
Using these estimates and (2.5), (2.8-9), (2.15) we obtain Recall that since f n > 0; we deduce that the function 1= p f n has an analytic extension in some ball B C (q; ") for some " > 0 and since h cn ( ) is real analytic we get (4.8). Using Lemmas 4.1 2.3 and (4.11) we derive that cn ( ) is compact and real analytic on H and estimates (4.9-10) are ful lled. 2
After Lemma 4.1-2 we will obtain the needed properties of functions n . and Lemmas 3.2-3, 2.2, we deduce that the function B n is compact, real analytic and positive on H and p B n is so. Lemmas 4.3, 3.2 and identities (4.12-13) show that n is compact, real analytic on H.
Due to (4.12), (3.14), (4.9) we obtain sn =`1(n) + 2 n +`d(n)] q sn +`d(n)] = 2 n q sn +`d(n)] and cn = 2 n(1 + 1 n`d (n)) q cn +`d(n)] = 2 n q cn + ell d (n)] Using (4.12), (4.9-10), (3.14-15) we have and f(z n ) = 0 for some sequence fz n g 1 ?1 of distinct real numbers such that z n = n + o(1) as jnj ! 1. Then f 0: 2
De ne the Fourier transformation : H C !`2 C `2 C such that ( q) n = p 2q n ; n > 1; where q n = (q cn ; q sn ); and the coe cients q cn ; q sn have the form (1.10). We are now ready to prove Theorem. 1.1.
Proof of Theorem 1. First, assume n = 0; then Lemma 2.1 yields f(z n ) = 0, for z 0 n = z n . Second, let n 6 = 0; then using (5.1) we get (d q b n ; g) = 0; and identity (3.18) implies
Also, _ (z + n ) _ (z ? n ) < 0: Hence f(z ? n )f(z + n ) 6 0 and there exists a point z n 2 z ? n ; z + n ] such that f(z n ) = 0: Moreover, using the identity (0; q) = 1 for all q 2 H we have @ (0; q) = 0, then f(0) = 0 and z 0 = 0 . Hence f(z n ) = 0 for any n 2 Z, and (3.1) implies z n = n + o(1) as jnj ! 1: Now we have to show that f 2 L 2 (R). The asymptotic estimate (2. Then identity (1.3) yields kq 0 k 6 2(1+k k 1 k k 1 . Hence, for each > 0 the set fq : k k 1 < g is compact. Therefore, all conditions of Theorem A are ful lled and then is the real analytic isomorphism between H and`2 `2. 2
Remark. In order to show f 0 we use that this function has a zero in each gap. Hence we need additional zero z 0 and we proved that there exists such zero z 0 = 0. Then we can use the well known Paley-Wiener result (see Lemma 5.1). Here we simplify the corresponding proof in K2].
We are now ready to prove Theorem 1. where G(y) = R 1 0 q(y + t)g(t)dt. Hence f 2 L 2 (R). So, using (2.4) we see that all conditions of Lemma 5.1 are ful lled, and we get f 0: Using identity 0 n = (z 0 n ) 2 + b n and (3.18), (3.13) we deduce that (d q 0 n ; g) = 0 and then Therefore, all conditions of Theorem A are ful lled and then is the real analytic isomorphism between H and`2 ?1 `2 ?1 . 2
