The initial-boundary value problem for a linear parabolic equation in an infinite cylinder under the Dirichlet boundary condition is solved by applying the finite element discretization in the space dimension and ^"-stable multistep discretizations in time. No restriction on the ratio of the time and space increments is imposed. The methods are analyzed and bounds for the discretization error in the ¿2-norm are given.
Instead of IML^«, , we write l|u||m. H^ is the closure of Vi^l), the set of infinitely differentiable functions with compact support in £2, in the norm || • ||j. The energy norm \v\. is defined by \v\2 = aiv, v),where a(u, w) is the energy bilinear functional aiv,w) = /n _ £ a/y(x) --' + aix)vwjdx.
The weak form of (1.1) is to find for t > 0 the function «G//J such that, besides the initial condition, it satisfies (1.3) (w, xp)0 + a(u, xp) = 0 V</> G //¿.
A well-known approach for getting an approximate solution of the problem (1.1) consists in first applying the Galerkin principle to (1.3). Let S be a finite-dimensional subspace of Hl0. The Galerkin solution is the function Í/6S which satisfies (1 -4) iÙ, xp)0 + aiU, xp) = 0 VxpeS.
The Galerkin formulation yields a system of ordinary differential equations in time. A suitable discretization in time will give a computable approximate solution of the problem (1.1). The choice of finite element subspaces for S and of Crank-Nicolson and other one step discretizations in time was considered in several papers published in recent years (see references in [9] ). In [9] , we chose for S finite-dimensional subspaces V% of Hq which have the following approximation property: for any v G7/p + 1 n //¿, there exists a function D G Vf{ such that Finite element subspaces constructed first for special domains, later for arbitrary curved domains (see [8] , [2] , [10] , [11]), possess this property. The parameter h is, in general, the maximum diameter of all elements.
In this paper, we again choose the subspaces Vji¡ for 5, and we discretize (1.4) by a .40-stable linear multistep method. A0-stab\e linear multistep methods were introduced for ordinary differential equations by Cryer [3] . When we apply the multistep method (p, o), where
to the scalar equation x(/) = -Ax(i), x(0) = 1, the approximate values x" of xink) ik is the time increment) are determined by Sy_0<yc',+/ = -k\Sj=0ß/xn+f. ^"-stability requires that x" -■* 0 as n -■* °° for all positive Â. This is fulfilled iff all roots fy(r), Besides A0-stability, we require that the method (p, o) be stable in the sense of Dahlquist and of the order q > 1 and that the roots of the polynomial a(f) with modulus equal to one be simple. Under the assumption that the solution of (1.1) is smooth enough, we prove the following bound which is uniform for v < n < °° and which holds without any restriction on the ratio kh"1:
sup ||U" -IP ||0 < C\ Z II"7' -U% + (A* + » + **)log I\]g\\n In the case of finite element subspaces, it follows that (1.9) cond(fi) = Oikh~2).
Multistep methods require the determination of starting values U°, • • • , Uv~l,
and it is desirable that these values be calculated to an accuracy as high as the local accuracy of the method. This disadvantage of multistep methods can be overcome, at least for v small (fv < 4), by computing U°, • • • , U" by the Crank-Nicolson (i.e., trapezoidal) method or by the Calahan method (a third order one-step method, see [9] ) and using a step sufficiently small with respect to the step k of the main method. For simplicity, we restricted ourselves to the homogeneous problem (1.1). The generalization of (1.7) for the nonhomogeneous equation du/dt = Lu + F(x, t) is immediate:
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The same bound for the error can be proved if t runs through a finite interval (0, 7>. For the infinite interval <0, °°), such a bound cannot, of course, be proved unless some assumption on the growth of Ff(x, t) is imposed.
The exact solution of the problem (1.1) has the property that (i.io) IK*, Oll0<e~Vkllo
for any g G 72(£2). Here \. is the smallest (positive) eigenvalue of the operator -Lu.
Under the additional assumptions that the roots of the polynomial p(f) with modulus equal to one are real and the modulus of all roots of the polynomial a(f) is less than one, we prove that scheme (1.7) preserves the asymptotic behavior characteristic of (1.1), again without placing any restriction on the ratio kh~*: if U' G72(£2), / = 0, • • • ,v-l, then ||c7"||0 decreases exponentially,
The backward differentiation multistep methods (see [7, p. 242] ) with the step number v < 6 possess all the above properties.
2. Preliminaries. For simplicity, we assume that
We state some facts about the solution «(x, t) of (1. Let the linear multistep method (p, o) be stable in the sense of Dahlquist, A0-stable and of the order q > I, and let the roots of the polynomial a(f) with modulus equal to one be simple. Let (1.2) and (2.1) hold and g satisfy (2.3) with m = max (p + 1, 2q) ithis requirement is equivalent to the assumption m(x, t) G Hm for t > 0). Then, for arbitrary h, k, the discretization error is bounded by (3.1) sup \\u"-U"\\0<C
x;iiu'-(/'ii0 + (/ip+i+^)iog|iiL /=o //, in addition, the roots of the polynomial p(f ) with modulus equal to one are real and the modulus of all roots of a(f) is less than one, then (1.11) holds for any U' G72(£2),
Proof. We first write u" in the form «"=£" + t?" with if G Vpn being the Ritz approximation of«", i.e., the orthogonal projection of u" onto F^-with the energy norm [a( •, • )] '/2 (several authors have used this decomposition; we learned it from Bramble, Thomée [1] ). Hence, (3.2) aiv", xp) = aiu", xp) = (-Lu", ¿>0 = (-""> *0o. W> G V?, and with respect to (1.5), we find (see, e.g., [10] ) that ur% <cftp+iii£KBiip_, <oip+iii«"iip+1.
By means of (2.4) and (2.5), we immediately obtain (3.3) ll!"ll0<Crip+1llirllp+1.
Therefore it is sufficient to prove for e" = if -U" Subtracting (1.7) from (3.5), we get (3.6) / ¿ a.e" +/, À +ka(t ^ +/> *) = (*" ~ "" > *V W> G F£. Also lid" II < \\iaj + ßJcS^W ||c"|| < a;1 ||c"||. Thus, we see that from (3.13) it follows \\en\\<C[Z He'll+ £ IIe'
Since we have lle"ll^ = (e")r(w,wT)0e" = ||e"||2, (3.14) Ik" ll0 < c(z II"7' -tf'ïlo + hp +l \\g\\m + Z llc'll).
We need a bound for ||cl. cr is of the form (3.7). If /G 72(£2) and /= Fw G Vj¡ is the orthogonal projection of/onto V? with the norm || • ||0, we easily find that f = (/, w)0 and that ||/||0 < ||/||0. Since ||/||0 = ||f ||, we have ||f|| < ||/||0. Therefore, (3.15) Hd < «*% + IIo/||0.
To estimate Utt^Hq, we use the assumption that the scheme (p, 0) is of the order q. It means that for any function y it) G C^s\ s <q + 1, it holds that Since e-2rkX'k2\f < e-^ie^^'klxf <r~2frkh^ if r > I (due to xe~ax < iea)-1 < (2a)"1), we have (tt!)2 < CV" V^i^X?^2 and (3.17) lid2, = Z (O2 <CT V**1*2^, r > 1. i=i Concerning tt°, we use (3.16) with s = q and we get (3.18) lk0||2<CÂ:2£'||^.
The estimates for ||a/||0 can be obtained in a similar way. Set zr = lZj=0OLjur+' and write zr as the sum xr + yr, where yr is the Ritz approximation of zr. Then HxHlrj < Chp+1 lldp+1 ■ Since if is the Ritz approximation of u", we have yr = V^otjif+i and xr = S^ayf+i = of, hence (3.19) llcd0<Cfcp + 1||zlp + 1.
The Fourier coefficients z\ are equal to ^J=0aje "+' % -e~r 'g^l^cyr1 \ Because of the consistency of the scheme (p, a), it follows that 2L0a,-= 0. Therefore, 2j=0a/.c_/fcX'' = 0(JtX,.), consequently (z?)2 < Ce"2rk\k\)2g2\
by means of (3.19),
we find in the same way as before that We come back to (3.14). If we find out that ¿||cni<C(rlP + 1+^)l0g|||g||m, r=l the bound (3.1) is proved. For this purpose, it is sufficient to realize that ¿ r-ie-^i = ¿ r-\e-,Ak^ï = -log(l-e-,/^')= o(log1-).
r=l r=\
To prove the second part of the Theorem, we need a better estimate of the coefficients 7¿(t). According to our assumptions, the roots X of p(f) with modulus equal to one are simple and real (i.e.,X = ± 1). The associated roots f(r) of the polynomial p(f) defined by (1.6) have the expansion f(r) = X + a.r + 0(r2),witha. = -a(X)/p'(X) =#= 0 (since ff(X) = 0 means that X would be a root of p(f)). Therefore, |f(r)| = |1 + X-la. t + 0(t2)|. The growth parameter a = \~1a. is different from zero and real, hence |f(r)| = [1 + 2ar + 0(r2)]1/2. As a must be negative (otherwise |f(r)| > 1), we see that, for t sufficiently small, |f(r)| < 1 -ct,c = xh\a\ > 0. The other roots of p(f) have modulus less than one for t > 0. On the basis of these facts, we can prove that I7,(t)| < C(l -Vict)1 for 0 < t < t. if t. is a sufficiently small number. In the interval (t. , °°), it follows easily (from the assumption that the modulus of all roots of a(f) is less than one) that |7,(t)| < C(l -#)', 0 < û< 1. Hence 17X01 < C [max (1 -M ct, 1 -Ô)] ', r > 0, and, because the eigenvalues of the matrix kS are bounded from below by k\{, it holds for k sufficiently small that (3.21) ||7X*S)H < c0 -KcX.k)1 <Ce~a°'k, aQ = %c\. > 0.
To complete the proof, we set IP = (a")Tw and get (in the same way as we got (3.13)) a" = -tW*S>r*-.X*S) + ' ' * + 5o(^)T«-2v+ i(*S)]a"-1 -h0ikSyyn_vikS)¿>.
The estimate (1.12) follows immediately from (3.21). The finite element subspaces used in applications possess these properties.
Let A be an eigenvalue of the matrix B and x the corresponding eigenvector. We have a^x + ßvkKx = Ax; multiplying this equation by xT and setting xp = xTv, we get Ml aixp.xp) " llx|| 
