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Abstract.We consider a spatial functional linear regression, where a scalar
response is related to a square integrable spatial functional process. We use a
smoothing spline estimator for the functional slope parameter and establish
a finite sample bound for variance of this estimator under mixing spatial
dependence. Then, we give a bound of the prediction error. Finally, we
illustrate our results by simulations.
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1 Introduction
Consider the following spatial functional linear regression model where the
spatial scalar response (Yi ∈ R, i ∈ D ⊂ Zd) is related to a square integrable
spatial functional process (Xi ∈ F , i ∈ D ⊂ Zd) through
Yi = β0 +
∫
I
β(t)Xi(t)dt+ ǫi , i ∈ Zd (1)
where β0 is a constant, I is the domain of Xi, F is a space of functions
endowed with a semi-norm, β is an unknown function representing the slope
function, and (ǫi)i∈Zd is a centered random spatial noise and with variance
σ2ǫ > 0. The functional linear regression with functional or scalar response
has been the focus of various investigations. There exist many contributions
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in this field for non spatial data, and recent references are: [1], [6], [7], [8],
[15], [16], [17], [18], [23]. This work is motivated by a large number of appli-
cations for which the data are of spatial nature. For example, non-parametric
prediction from kriging methods for geostatistical functional data was tack-
led in [3], [4], [11], [12], [13], [14] and [19] whereas spatial autoregressive
functional models were considered in [20, 21]. In this paper, we are inter-
ested in estimation of the slope function β in model (1). To the best of our
knowledge, this problem have not yet been considered for the basic spatial
functional linear regression model, but only for non spatial data (e.g [7]) or
for spatial linear regression model with derivatives (see [5]). The paper is
organized as follow. The section 2 is devoted to the estimation of the esti-
mator that will be use. Assumptions and main results are stated in Section
3, and a simulation study is given in Section 4. The proofs are postponed to
Section 5.
2 Smoothing splines estimation of slope func-
tion
In this section, we give an estimator of β in (1) by using an approach similar
to the one of [7]. Since this procedure of estimation does not take into account
the nature of the dependence of the data, we obtain an estimator that has the
same form than that of [7]. The process (Xi, Yi)i∈Zd is defined on probability
space (Ω,A,P) with the same distribution as a couple of variable (X, Y ). For
n = (n, · · · , n) with n ∈ N∗, let In := {1, · · · , n}d be a grid of points in Zd
and consider observations (Xi, Yi)i∈In. We assume that the random functions
Xi are observed at p equidistant points t1, ..., tp ∈ I := [0, 1], with tj = jp
for all j = 1, ..., p. By using the lexico-graphic order, the previous sample
is rewritten as {(Xii, Yii)}1≤i≤nd, then we put Y = (Yi1 − Y , ..., Yind − Y )T
(where uT denotes the transposed of u) and we consider the nd × p matrix
X with general term Xii(tj) − X(tj) for i = 1, ..., nd, j = 1, ..., p. Then, we
consider the estimator β̂ of β given by
β̂(t) = D(t)T (DTD)−1DT β̂ (2)
with β̂ =
1
nd
(
1
ndp
XTX+ ρAm
)−1
XTY, (3)
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where ρ > 0 is a smoothing parameter,Am is a p×p symmetric matrix defined
from B-splines (see [7] for details), D(t) = (D1(t), · · · , Dp(t))T is a functional
basis of the p-dimensional linear space NSm(t1, · · · , tp) of functions v having
a m-th order derivative v(m) that belongs to L2([0, 1]), and D is the p ×
p matrix with general term Di(tj) for i, j = 1, · · · , p. For estimating the
intercept β0 we take β̂0 = Y −
〈
β̂, X
〉
, where 〈., .〉 denotes the usual inner
product of L2([0, 1]).
3 Assumptions and main results
In this section, we first introduce the assumptions that are needed to obtain
the main results of the paper, then theorems that give the rate of convergence
of the estimator β̂ and also that of the prediction at a non-visited site are
established.
3.1 Assumptions
Assumption 1 β is m-times differentiable and β(m) belongs to L2([0, 1]).
Assumption 2 There exist κ ∈]0, 1[, δ1 > 0 and C1 > 0 such that, for any
(t, s) ∈ I2, P (|X(t)−X(s)| ≤ C1|t− s|κ) ≥ 1− δ1.
Assumption 3 For C2 ∈ R∗+ and all r ∈ N∗ there exists a r-dimensional
linear subspace Lr of L2([0, 1]) and a real q ∈]0, 1[ such that
E
(
inf
f∈Lr
sup
t
|X(t)− f(t)|2
)
≤ C2r−2q.
Assumption 4 For any (j, ℓ) ∈ N∗,
V ar
 1
nd
nd∑
i=1
〈Xii − E(X), ζj〉 〈Xii − E(X), ζℓ〉

≤ C3
nd
E
(〈X − E(X), ζj〉2)E (〈X − E(X), ζℓ〉2)
where 0 < C3 <∞ and {ζj}j∈N∗ is a complete orthonormal system of eigen-
functions of the operator Γ from L2([0, 1]) to itself defined by:
Γu := E (< u,X − E(X) > (X − E(X))) ,
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each ζj being associated with the j-th largest eigenvalue λj.
Assumptions 1–4 are technical conditions that are similar to the ones con-
sidered in [7]. In order to give the remaining assumptions, let us first recall
the notion of polynomial mixing dependence. Letting α be the α-mixing
coefficient given, for two sub σ-algebras U and V of A, by
α(U ,V) = sup{|P(A ∩ B)− P(A)P(B)|, A ∈ U , B ∈ V},
we consider the strong mixing coefficient (see [10]) related to a random field
(Zi)i∈Zd, defined as
α1,∞(u) = sup{α(σ(Zi), FΛ), i ∈ Zd,Λ ⊂ Zd, δ(Λ, {i}) ≥ u}, (4)
where FΛ = σ(Zi; i ∈ Λ) and the distance δ is defined for any subsets Γ1 and
Γ2 of Z
d by δ(Γ1,Γ2) = min{||i− j||2, i ∈ Γ1, j ∈ Γ2} where ‖.‖2 is the usual
Euclidean norm of Rd. Then, (Zi)i∈Zd is polynomial mixing if the related
strong mixing coefficients satisfy α1,∞(u) = O(u
−θ), θ > 0.
Assumption 5 {ǫi}i∈Zd is a strictly stationary random field, polynomial
mixing, independent of {Xi}i∈Zd and such that supi∈Zd |ǫi| < M1 almost
surely, where M1 is a strictly positive constant.
Assumption 6 {(Xi, Yi)}i∈Zd is a strictly stationary and polynomial mixing
random field.
Assumption 7 There exists M2 > 0 such that for all i ∈ Zd, ‖Xi‖ < M2
almost surely.
Assumptions 5 and 6 are classical assumptions (see [2]). Assumption 7 has
already been made in some works (see, e.g., [18]).
Assumption 8 X is an isotropic process such that for all t, u in [0, 1],
Cov(Xii(t), Xij(u)) = g(|t− u|) Ψ (δ({ii}, {ij})) and Ψ (0) = 1
where g is a positive function and Ψ is a known R+-valued decreasing function
that verified
∑∞
t=1 t
d−1Ψ (t) <∞.
The separable covariance structure stated in Assumption 8 has also been
used in [17]. Examples on isotropic spatial models can be founded in [9]. We
may mention for instance, the exponential spatial model.
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3.2 The results
We consider the semi-norm ‖.‖Γ defined by
||u||2Γ := 〈Γu, u〉 , u ∈ L2([0, 1]). (5)
and the discretized empirical semi-norm defined for any u ∈ Rp as
‖u‖2Γn,p :=
1
p
uT
(
1
ndp
XTX
)
u.
The following theorem gives a bound of the estimator’s variance. In this
theorem, Eǫ refers to the conditional expectation given Xi1, ..., Xind .
Theorem 1 Under Assumptions 1, 5, 6 and 7 with α1,∞(u) = O(u
−θ), θ >
d, for all ρ > n−2md , if the eigenvalues λx,1 ≥ λx,2 ≥ ... ≥ λx,p ≥ 0 of
1/(ndp)XTX satisfy
∑p
j=r+1 λx,j ≤ C.r−2q with C > 0, q > 0 and r :=
⌊ρ−1/(2m+2q+1)⌋, then
Eǫ(‖β̂ − Eǫ(β̂)‖2Γn,p) ≤
(
σ2ǫ
nd
+
c lnn
nd
)(
m+ ⌊ρ−1/(2m+2q+1)⌋(2 + C.C0)
)
(6)
where C0 > 0, c > 0 and ⌊x⌋ stands the integer part of x.
Using Theorem 1 and Arguing as in [7] , we obtain the Corollary below.
Corollary 1 Under assumptions of Theorem 1 together with
Assumptions 2-4, as well as ndp−2κ = O(1), ρ→ 0, 1/(ndρ)→ 0 as n, p→∞
we have
‖β̂ − β‖2Γ = Op
(
ρ+
(
ndρ1/(2m+2q+1)
)−1
lnn + n−d(2q+1)/2
)
(7)
Next, we give a bound for prediction error. For that, we assume what follows
Assumption 9 The non-visited site i0 is such that
δ({i0}, {i1, ..., in}) ≥ ⌊n2d/θ⌋
In this Assumption 9, it is sufficient to choice θ large for doing the prediction
at any non-visited site.
we consider the prediction Ŷi0 and the ”theoretical” prediction Y
∗
i0
at a non-
visited site i0 ∈ Zd such that (Xi0, Yi0) has the same distribution than (X, Y ).
In fact,
Ŷi0 = β̂0 +
〈
β̂, Xi0
〉
and Y ∗
i0
= β0 + 〈β,Xi0〉 (8)
We are interested by the bound of the prediction error between Ŷi0 and Y
∗
i0
.
Theorem 2 Suppose that assumptions of Corollary 1 together with assump-
tions 8–9 hold. If
∑
j≥1 λ
1/4
j < ∞, 2q > 1, ρ ∼ n−d(2m+2q+1)/(2m+2q+2) and p
is chosen sufficiently large compared to nd, then
E
(
(Ŷi0 − Y ∗i0)2|β̂0, β̂
)
= Op
(
n−d/(2m+2q+2)
)
4 A simulation study
This section presents the results of simulations made in order to evaluate
the performances of the proposed methods for slope estimation and predic-
tion in the model (1). We computed estimation and prediction errors from
simulated spatial data in Z2. Using the lexico-graphic order, we generated
a sample {(Xiℓ, Yiℓ)}1≤ℓ≤n2 as follows: we consider the 15-th first elements
B1, · · · , B15 of the B-splines basis. For k = 1, · · · , 15, we generate a vector
(ξi1,k, · · · , ξin2 ,k)T from a normal distribution N (0,Σ1) in Rn
2
, where Σ1 is
the n2 × n2 covariance matrix with general term Σ1ij = exp(−3‖ii − ij‖2).
Further, we generate a vector (Λi1(t), · · · ,Λin2 (t))T from a normal distribu-
tion N (0,Σ2) in Rn2, where Σ2 is the n2×n2 covariance matrix with general
term Σ2ij = 0.09, and for ℓ = 1, · · · , n2 we take
Xiℓ(t) =
15∑
k=1
ξiℓ,k Bk(t) + Λiℓ(t).
Considering 1001 equispaced points in [0, 1], we compute each Yiℓ by approx-
imating the integral in equation (1) using the rectangular method. That
gives
Yiℓ =
1
1000
1001∑
j=1
β(tj)Xiℓ(tj) + ǫiℓ
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where tj =
j−1
1000
, j = 1, · · · , 1001, the vector (ǫi1 , · · · , ǫin2 )T is generated from
a normal distribution N (0, σ2ǫΣ1) with σ2ǫ controlled by the signal-to-noise
ratio (snr) defined by
snr =
E[〈β,X〉2]
E[〈β,X〉2] + σ2ǫ
,
and β is a given function. We considered two cases for the function β given
by:
Case A : β(t) = [sin(2πt3)]3;
Case B : β(t) = (0.4− t)2 .
The estimator β̂ of β in model (1) is computed by using the function ”fre-
gre.basis” of the R fda package. We assess performance of our methods
through the semi-norm ‖.‖Γ defined in (15) for evaluating the estimation
error between β̂ and β, and through the mean squared error (MSE) for eval-
uating the prediction error between the prediction Ŷi0 and the ”theoretical”
prediction Y ∗
i0
at the non-visited site i0 = (13.5, 5). Xi0 is obtained by the
ordinary krigging method, and Ŷi0 and Y
∗
i0
are obtained as defined in (8).
We take snr = 5%, 10% and n = 10, 15, 20, 25 over 100 replications and we
obtain the following tables.
snr(%) Case n2 = 102 n2 = 152 n2 = 202 n2 = 252
5 A 0.073 0.0096 0.0091 0.0059
B 0.0440 0.0369 0.0176 0.0144
10 A 0.0085 0.0075 0.0069 0.0030
B 0.0352 0.0263 0.0202 0.0146
Table 1: Estimation errors
snr(%) Case n2 = 102 n2 = 152 n2 = 202 n2 = 252
5 A 0.0008 0.0012 0.0011 0.0001
B 0.0097 0.0074 0.0024 0.0001
10 A 0.0008 0.0012 0.0011 0.0001
B 0.0055 0.0037 0.0021 0.0003
Table 2: Prediction errors at a non-visited site i0 = (13.5, 5)
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Table 1 and Table 2 present, respectively, the obtained estimation errors and
prediction mean squared errors for different sample sizes and snr. The site
i0 = (13.5, 5) is beyond the grid of size n
2 = 102 whereas it is inside the
grid of size n2 = 152. We remark that when this point is inside the grid
the prediction errors decrease as the sample size increases. Also, we see that
estimation and prediction errors are small even when the sample size and the
snr increase.
Conclusion
In this paper, we propose to study asymptotic properties of a smoothing
splines estimator of slope function in a spatial functional linear regression
model, where a scalar response is related to a square integrable spatial func-
tional process. The originality of the proposed method is to consider spatially
dependent data. The main difficult is technical, especially in the proof of the
prediction error because of the presence of the data spatial dependency. The
prediction proposed in this work is available as well as for the points inside
the grid than those beyond the grid compared to [5] where the prediction is
only available for the points beyond the grid. One can then see the proposed
methodology as a good alternative to [7] when available data are spatially
dependent.
5 Proofs
5.1 A useful lemma
Let
M =
(
1
ndp
XTX+ ρAm
)−1(
1
ndp
XTX
)
; (9)
then we have:
Lemma 1 tr (M2) ≤ tr (M).
Proof. Since Am is a symmetric nonnegative matrix, its has a square root,
denoted by A
1/2
m , that is also a symmetric nonnegative matrix. Denoting by
A
−1/2
m the inverse of A
1/2
m and by Ip the p× p identity matrix, we have:
M = A−1/2m
(
1
ndp
A−1/2m X
TXA−1/2m + ρIp
)−1(
1
ndp
A−1/2m X
TX
)
.
8
Then from the spectral decomposition 1
ndp
A
−1/2
m X
TXA
−1/2
m =
∑p
ℓ=1 µℓ uℓu
T
ℓ ,
where the µℓ’s are the nonegative eigenvalues and {uℓ}1≤ℓ≤p is an orthonormal
basis of Rp consisting of eigenvectors, it follows:
M =
p∑
ℓ=1
p∑
k=1
µk
µℓ + ρ
A−1/2m uℓu
T
ℓ uku
T
kA
1/2
m =
p∑
ℓ=1
µℓ
µℓ + ρ
A−1/2m uℓu
T
ℓ A
1/2
m .
Therefore, since tr(A
−1/2
m uℓu
T
ℓ A
1/2
m ) = tr(uTℓ A
1/2
m A
−1/2
m uℓ) = tr(u
T
ℓ uℓ) = 1,
we deduce that tr(M) =∑pℓ=1 µℓµℓ+ρ . Finally,
tr
(M2) = tr( p∑
ℓ=1
p∑
k=1
(
µℓ
µℓ + ρ
)(
µk
µk + ρ
)
A−1/2m uℓu
T
ℓ uku
T
kA
1/2
m
)
=
p∑
ℓ=1
(
µℓ
µℓ + ρ
)2
≤
p∑
ℓ=1
µℓ
µℓ + ρ
= tr(M).

5.2 Proof of Theorem 1
Putting
Θ = X
(
1
ndp
XTX+ ρAm
)−1(
1
ndp
XTX
)(
1
ndp
XTX+ ρAm
)−1
XT ,
we have
Eǫ
(∥∥∥β̂ − Eǫ(β̂)∥∥∥2
Γn,p
)
=
1
p
Eǫ
(
1
n2d
ǫTX
(
1
ndp
XTX+ ρAm
)−1
(
1
ndp
XTX
)(
1
ndp
XTX+ ρAm
)−1
XTǫ
)
=
1
n2dp
 nd∑
i=1
ΘiiE
(
τ 2i
)
+
nd∑
i=1
nd∑
j=1
j 6=i
ΘijE (τiτj)
(10)
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where τi = ǫii − ǫ, with ǫ = n−d
∑nd
j=1 ǫij . Putting σ
2
ǫ = E
(
ǫ2
ii
)
, we deduce
from τ 2i = ǫ
2
ii
− 2ǫiiǫ+ ǫ2 and the strict stationarity that
E
(
τ 2i
)
= σ2ǫ − 2E
ǫii
 1
nd
nd∑
j=1
ǫij
+ E (ǫ2)
=
(
1− 1
nd
)
σ2ǫ −
2
nd
nd∑
j=1
j 6=i
E
(
ǫiiǫij
)
+
1
n2d
nd∑
k=1
nd∑
j=1
j 6=k
E
(
ǫikǫij
)
≤ σ2ǫ +
2
nd
nd∑
j=1
j 6=i
∣∣E (ǫiiǫij)∣∣ + 1n2d
nd∑
k=1
nd∑
j=1
j 6=k
∣∣E (ǫikǫij)∣∣ . (11)
Notice that, putting Qn = ⌊(lnn)1/d⌋, we have
nd∑
j=1
j 6=i
∣∣E (ǫiiǫij)∣∣ = nd∑
j=1
0<δ({ij},{ii})≤Qn
∣∣E (ǫiiǫij)∣∣ + nd∑
j=1
δ({ij},{ii})>Qn
∣∣E (ǫiiǫij)∣∣ .
Then, using the Cauchy-Schwartz inequality as well as Lemma 2.1 (ii) in
[22], we obtain, under Assumption 1:
nd∑
j=1
j 6=i
∣∣E (ǫiiǫij)∣∣ ≤ σ2ǫ
 n
d∑
j=1
0<δ({ij},{ii})≤Qn
1

+b1
nd∑
j=1
δ({ij},{ii})>Qn
α1,∞ (δ({ii}, {ij}))
≤ σ2ǫ
Qn∑
t=1
td−1 + b1
∞∑
k=Qn+1
∑
k≤t<k+1
α1,∞ (t)
≤ σ2ǫQdn + b1
∞∑
t=Qn+1
td−1α1,∞ (t)
≤ σ2ǫ ln(n) + b1
∞∑
t=1
td−1−θ,
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where b1 is a positive constant. Since θ > d, this finally gives:
nd∑
j=1
j 6=i
∣∣E (ǫiiǫij)∣∣ ≤ σ2ǫ ln(n) +K1, (12)
where K1 is a positive constant. Therefore, from (11), it follows:
E
(
τ 2i
) ≤ σ2ǫ + 3nd (σ2ǫ ln(n) +K) . (13)
Clearly,
∑nd
i=1Θii = tr(Θ) = n
dp tr(M2), where M is defined in (9). Then,
from Lemma 1, and the proof of Theorem 1 in Crambes et al (2009) (see p.
55-56) that shows that tr(M) ≤ m + ρ−1/(2m+2q+1)(2 + C.C0) where C and
C0 are positive constants, it follows:
nd∑
i=1
Θii ≤ ndp
(
m+ ρ−1/(2m+2q+1)(2 + C.C0)
)
. (14)
Then, we deduce from (13) and (14) that
1
n2dp
nd∑
i=1
ΘiiE
(
τ 2i
) ≤ (σ2ǫ
nd
+
c1 ln(n)
n2d
)(
m+ ρ−1/(2m+2q+1)(2 + C.C0)
)
, (15)
where c1 is a positive constant. On the other hand,
E (τiτj) = E
(
ǫiiǫij − ǫiiǫ− ǫijǫ+ ǫ2
)
= E
(
ǫiiǫij
)− 1
nd
σ2ǫ
− 1
nd
nd∑
k=1
k 6=i
E (ǫiiǫik)−
1
nd
nd∑
k=1
k 6=j
E
(
ǫijǫik
)
+
1
n2d
nd∑
k=1
nd∑
ℓ=1
ℓ 6=k
E (ǫikǫiℓ) .
Then, using (12), we obtain |E (τiτj) | ≤ |E
(
ǫiiǫij
) |+ σ2ǫ
nd
+ 3
nd
(σ2ǫ ln(n) +K1),
and
nd∑
j=1
j 6=i
|E (τiτj) | ≤
nd∑
j=1
j 6=i
|E (ǫiiǫij) |+ σ2ǫ + 3 (σ2ǫ ln(n) +K1)
≤ σ2ǫ + 4
(
σ2ǫ ln(n) +K1
) ≤ K2 ln(n), (16)
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where K2 is a positive constant. Note that Θ = B
2, where
B = (ndp)−1X
(
1
ndp
XTX+ ρAm
)−1
XT ;
then
|Θij | = |
nd∑
k=1
BikBkj| ≤ 1
2
nd∑
k=1
(B2ik +B
2
kj) =
1
2
(Θii +Θjj) ,
and, putting S = 1
n2dp
∑nd
i=1
∑nd
j=1
j 6=i
ΘijE (τiτj), we deduce from this inequality
and from (14) and (16) that
|S| ≤ 1
n2dp
nd∑
i=1
nd∑
j=1
j 6=i
|Θij| |E (τiτj) | ≤ 1
n2dp
nd∑
i=1
Θii
nd∑
j=1
j 6=i
|E (τiτj) |
≤ K2 ln(n)
n2dp
nd∑
i=1
Θii ≤ K2 ln(n)
nd
(
m+ ρ−1/(2m+2q+1)(2 + C.C0)
)
.

5.3 Proof of Theorem 2
5.3.1 Lemma
Lemma 2 Under assumptions Theorem 2, we have
‖β̂ − β‖2 = O
(
1
ρ
)
a.s.
5.3.2 Proofs
Proof of Lemma 2 :
We have
‖β̂ − β‖2 ≤ 2
(
‖β̂‖2 + ‖β‖2
)
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On the one hand, from assumption 1, we have ‖β‖2 < C2 <∞. On the other
hand, for p large enough, we have
‖β̂‖2 =
(∫ 1
0
β̂(t)2dt− 1
p
p∑
j=1
β̂(tj)
2
)
+
1
p
β̂
T
β̂ ≤M3 + 1
p
β̂
T
β̂
SetV = (V1−V , · · · , Vnd−V )T , where Vℓ =
∫ 1
0
β(t)Xiℓ(t)dt−1p
∑p
j=1 β(tj)Xiℓ(tj),
ℓ = 1, · · · , nd. Then, by definition of β̂, we have
1
p
β̂
T
β̂ ≤ 3
p
βT
1
ndp
XTX
(
1
ndp
XTX+ ρAm
)−2
1
ndp
XTXβ
+
3
n2dp
VTX
(
1
ndp
XTX+ ρAm
)−2
XTV (17)
+
3
n2dp
ǫTX
(
1
ndp
XTX+ ρAm
)−2
XTǫ
The first and second term on the right-hand side of (17) are bounded as in
[7] (see p. 57), that is to say
3
p
βT
1
ndp
XTX
(
1
ndp
XTX+ ρAm
)−2
1
ndp
XTXβ = O(1) ,
3
n2dp
VTX
(
1
ndp
XTX+ ρAm
)−2
XTV = O
(
p−2κ
ρ
)
Set W =
1
ndp
X
(
1
ndp
XTX+ ρAm
)−2
XT = BBT where
B =
1√
ndp
X
(
1
ndp
XTX+ ρAm
)−1
. We have
N :=
3
n2dp
ǫTX
(
1
ndp
XTX+ ρAm
)−2
XTǫ
=
3
nd
nd∑
i,j=1
Wij(ǫii − ǫ)(ǫij − ǫ)
=
3
nd
nd∑
i=1
Wii(ǫii − ǫ)2 +
3
nd
nd∑
i,j=1
i 6=j
Wij(ǫii − ǫ)(ǫij − ǫ) := N1 +N2
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from Assumption 5, we have
|N1| ≤ 12M
2
1
nd
nd∑
i=1
Wii =
12M21
nd
tr(W ) ≤ 12M
2
1
nd
tr[(ρAm)
−1] = O
(
1
ndρ
)
a.s
and since
|Wij| =
p∑
k=1
Bik(B
T )kj ≤ 1
2
p∑
k=1
{
B2ik +
[(
BT
)
kj
]2}
=
1
2
(Wii +Wjj)
it follows that
|N2| ≤ 12M
2
1
nd
nd∑
i,j=1
i 6=j
|Wij | ≤ 12M21 tr(W ) = O
(
1
ρ
)
a.s
We then obtain the result of Lemma 2. 
Proof of Theorem 2 :
B := E
{
E
(
(β̂0 +
〈
β̂, Xi0
〉
− β0 − 〈β,Xi0〉)2|β̂0, β̂
)}
= E
{
E
[(
β̂0 − β0 +
〈
β̂ − β,Xi0
〉)2
|β̂0, β̂
]}
= E
{
E
[(〈
β − β̂, X
〉
+
〈
β̂ − β,Xi0
〉)2
|β̂0, β̂
]}
= E
(〈
β̂ − β,Xi0 −X
〉2)
= E
((〈
β̂ − β,Xi0 − E(Xi0)
〉
+
〈
β̂ − β,E(X)−X
〉)2)
≤ 2
[
E
(〈
β̂ − β,Xi0 − E(Xi0)
〉2)
+ E
(〈
β̂ − β,X − E(X)
〉2)]
:= B1 +B2
Since, from assumption 7 and Lemma 2, we have∣∣∣〈β̂ − β,Xi0 − E(Xi0)〉∣∣∣ ≤ ‖β̂ − β‖‖Xi0 − E(Xi0)‖ = O(1/√ρ) a.s.
and E
(〈Xi0 − E(Xi0), ζj〉4) ≤ 4M22 〈Γζj, ζj〉, it follows from Lemma 2.1 (i) in
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[22], Assumption 7 and Lemma 2 that
B1 := 2E
(〈〈
β̂ − β,Xi0 − E(Xi0)
〉
(Xi0 − E(Xi0)), β̂ − β
〉)
= 2
∑
j≥1
E
(〈
β̂ − β,Xi0 − E(Xi0)
〉
〈Xi0 − E(Xi0), ζj〉
〈
β̂ − β, ζj
〉)
≤ 2
∑
j≥1
∥∥∥〈β̂ − β,Xi0 − E(Xi0)〉 〈Xi0 − E(Xi0), ζj〉∥∥∥
4
∥∥∥〈β̂ − β, ζj〉∥∥∥
4
× [α1,∞(δ({i0}, {i1, ..., in}))]1/2
+2
∑
j≥1
∣∣∣E [〈β̂ − β,Xi0 − E(Xi0)〉 〈Xi0 − E(Xi0), ζj〉]∣∣∣ ∣∣∣E [〈β̂ − β, ζj〉]∣∣∣
≤ C
ρ
∑
j≥1
(〈Γζj, ζj〉)1/4 [α1,∞(δ({i0}, {i1, ..., in}))]1/2
+2
∑
j≥1
∣∣∣E [〈β̂ − β,Xi0 − E(Xi0)〉 〈Xi0 − E(Xi0), ζj〉]∣∣∣ ∣∣∣E [〈β̂ − β, ζj〉]∣∣∣
where C is a positive constant. However, we have from Lemma 2.1 (i) in [22]
that
Λ :=
∑
j≥1
∣∣∣E [〈β̂ − β,Xi0 − E(Xi0)〉 〈Xi0 − E(Xi0), ζj〉]∣∣∣ ∣∣∣E [〈β̂ − β, ζj〉]∣∣∣
≤
∑
j≥1
∑
ℓ≥1
{∣∣∣E [〈β̂ − β, ζℓ〉 〈Xi0 − E(Xi0), ζℓ〉 〈Xi0 − E(Xi0), ζj〉]∣∣∣
×
∣∣∣E [〈β̂ − β, ζj〉]∣∣∣}
≤
∑
j≥1
∑
ℓ≥1
{∥∥∥〈β̂ − β, ζℓ〉∥∥∥
4
‖〈Xi0 − E(Xi0), ζℓ〉 〈Xi0 − E(Xi0), ζj〉‖4
×
∣∣∣E [〈β̂ − β, ζj〉]∣∣∣} [α1,∞(δ({i0}, {i1, ..., in}))]1/2
+
∑
j≥1
∑
ℓ≥1
{∣∣∣E [〈β̂ − β, ζℓ〉]∣∣∣ |E [〈Xi0 − E(Xi0), ζℓ〉 〈Xi0 − E(Xi0), ζj〉]|
×
∣∣∣E [〈β̂ − β, ζj〉]∣∣∣}
Since 〈Γζℓ, ζj〉 = λℓ 〈ζℓ, ζj〉 = λℓ if ℓ = j and 0 otherwise, it follows from
Lemma 2 and Assumption 7 that
Λ ≤ C1
ρ
∑
j≥1
(〈Γζℓ, ζℓ〉)1/4 [α1,∞(δ({i0}, {i1, ..., in}))]1/2 +
∥∥∥E(β̂ − β)∥∥∥2
Γ
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where C1 is a positive constant. From assumption 9 and Jensen inequality,
we have
B1 ≤ C2
ndρ
∑
j≥1
λ1/4 + 2
∥∥∥E(β̂ − β)∥∥∥2
Γ
≤ C3
ndρ
+ 2
∥∥∥E(β̂ − β)∥∥∥2
Γ
where C1, C2 and C3 are positive constants. From Assumption 7 and Lemma
2, we have
B2 := 2E
(〈
β̂ − β,X − E(X)
〉2)
≤ K1
ρ
E
[∥∥X − E(X)∥∥2]
=
K1
n2dρ
nd∑
i=1
E
[∫ 1
0
(Xii(u)− E(Xii(u)))2 du
]
+
K1
n2dρ
∑
i 6=j
∫ 1
0
E
[
(Xii(u)− E(Xii(u)))
(
Xij(u)− E(Xij (u))
)]
du
≤ K1
ndρ
+
K2g(0)
n2dρ
nd∑
i=1
nd∑
j=1
j 6=i
Ψ (δ({ii}, {ij})) ≤ K1
ndρ
+
K3
ndρ
∞∑
t=1
td−1Ψ (t) ≤ K4
ndρ
where K1, K2, K3 and K4 are positive constants. Then
B ≤ K5
ndρ
+K6E
[
‖β̂ − β‖2Γ
]
where K7 and K6 are positive constants. Applying Corollary 1 with 2q > 1,
ρ ∼ n−d(2m+2q+1)/(2m+2q+2), we obtain the result of Theorem 2.

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