Discrete delta functions define the limits of attainable spatial resolution for all imaging systems. Here we construct broad, multi-dimensional discrete functions that replicate closely the action of a Dirac delta function under aperiodic convolution. These arrays spread the energy of a sharp probe beam to simultaneously sample multiple points across the volume of a large object, without losing image sharpness. A diffuse pointspread function applied in any imaging system can reveal the underlying structure of objects less intrusively and with equal or better signalto-noise ratio. These multi-dimensional arrays are related to previously known, but relatively rarely employed, one-dimensional integer Huffman sequences. Practical point-spread functions can now be made sufficiently large to span the size of the object under measure. Such large arrays can be applied to ghost imaging, which has demonstrated potential to greatly improve signalto-noise ratios and reduce the total dose required for tomographic imaging. The discrete arrays built here parallel the continuum self-adjoint or Hermitian functions that underpin wave theory and quantum mechanics.
INTRODUCTION
How does one take or make a sharper image? The default view has been that sharper images imply the existence of ever larger arrays composed of ever smaller pixels. These smaller pixels must be able to shine ever brighter to reveal increasingly finer details with comparable contrast. We show in this work that quite woolly, diffuse arrays-rapidly fluctuating intensities spread over many pixels-can be designed to display or produce images with an equivalent needle-like sharpness. The key to the design of these sharp but woolly functions lies in how to sample and preserve details that fall under the footprint of a wider probe. The associated exact multiplexdemultiplex imaging strategy, together with applications such as computational ghost imaging and diffuse-probe imaging, form the core topics of the present paper.
To design diffuse but sharp arrays, we adopt an approach inspired by Huffman [1] , where the edges of any object are defined through its aperiodic auto-correlation. Huffman deemed any one-dimensional (1D) discrete function, spread over N pixels, to be equivalent to a dis-crete delta function, δ N , (Kronecker delta) if its aperiodic auto-correlation, C N , forms the minimal 2N −1 pixel long sequence C N = [1, 0, · · · , 0, C 0 , 0, · · · , 0, 1], where C 0 > 0. (1) As N → ∞ this auto-correlation asymptotes to the analogue Dirac delta. Control of the edge values of the discrete delta correlations in Eq. 1 tempers the transition from the discrete to the continuum. We call sequences with this form of auto-correlation 'canonical Huffmans'. Generalisations of these canonical arrays that maintain the delta-like properties in n dimensions (nD) are here called 'quasi-Huffman arrays'.
A correlation is evaluated by summing the dot product of shifted functions. When an auto-correlation results in a delta function at zero shift, we interpret the diffuse function as a factorisation of the delta function (see Fig. 1 ). Correlation of data with a diffuse Huffman array may then be viewed as an involution operation. A parallel theme of our paper is a systematic exploration of auto-correlations that factorise discrete and analogue Dirac deltas. short-range correlations. The elements of these functions must be intimately entangled by symmetry, value and position across their full width. 'Democracy rules' across the Fourier spectra of these functions, as all frequencies demand equal importance; Huffman diffuse functions are, by design, close to spectrally flat.
Often instances of random signals, like finite segments of white noise, are assumed to be diffuse and to maintain the defining sharp auto-correlations of infinite random sequences [2] . The diffuse functions developed here perform far better than samples of random signals. While white noise is an archetype of spectral flatness in discrete and continuous domains, Huffman arrays embody a much higher degree of order and deliver correspondingly higher efficiency when applied to a variety of imaging problems. Diffuse PSFs have been shown to improve depth of field in experiments by Tucker et al. [3] . We note further parallels to the present work in the recent paper on the multiplexing approach to super-resolution imaging, obtained using Barker/Ipatov wrapped 2D arrays [4] , as well as high throughput 2D coded aperture spectrometry [5] . The diffuse arrays presented here provide template profiles to construct highly efficient superresolution beams, with applications that range from microscopes to telescopes.
In this paper, the elements of sequences S or arrays H will be taken to be real. However we could equally well represent them as being complex, a sequence of phasors with lengths of either 1/X or X, with X being arbitrarily close to 1, where, again, the Fourier amplitudes are very close to being spectrally flat. Recent published work has dealt with the construction of complex 1D sequences [6] [7] [8] [9] [10] . Examples of early work on aperiodic 2D arrays appeared in several papers [11] [12] [13] . Following Huffman's early work [1] , Ackroyd [14, 15] , Hunt and Ackroyd [16] and Schroeder [17] produced examples of real integer discrete diffuse sequences, each showing the delta-like Huffman auto-correlation described above.
The work here extends the range of known 1D Huffman sequences. We show how to generate canonical Huffmans of arbitrary size based upon the Fibonacci sequence [18] . We describe imaging-physics examples for finite two-dimensional (2D) canonical and quasi-Huffman arrays that extend easily to three-and higher dimensions (nD). Whilst the canonical constructions all asymptote towards infinitely sharp point spread functions (PSFs), the integer values in quasi-Huffman arrays can be constrained to a finite dynamic range. We also show that desired Dirac delta correlations arise in the continuum setting when defined by generic diffraction integrals. Consequently, we find a remarkable connection in imaging physics between the ubiquitous Airy fold [19] and the Fibonacci sequence [18] . These and related connections are illustrated in Fig. 1 .
The shift from sharp to diffuse imaging intertwines basic ideas on discrete localisation, the quantisation of de-tector elements or pixels into 'bins', and, in the limit of ever smaller bins, the analogue continuum. Imaging with a finite-width continuous point-spread function results in a summation of scaled, shifted images that average over and blur local details. The blur from a finite PSF can be reduced or removed, except for the spectral content lying at zeros in the Fourier frequency response of the PSF; the exact content can only be recovered uniquely in the absence of these zeros, such as for a PSF that is spectrally flat.
A standard approach to imaging is to probe with ever sharper points, using tightly focused probes in a raster scan [20] . Finely focused probes provide sharper images, but they have two practical limitations. First, the high locally concentrated dose rate needed to achieve a measurable signal-to-noise ratio (SNR) across a small spot has to be balanced against the formation of focal aberrations (e.g. coma and astigmatism [21] ) that conspire against the increasing technical demands for ever sharper PSFs. Second, the imaged object suffers mounting degrees of distortion and radiation damage from localised beam-heating effects. A fine PSF leaves most of the sample in darkness for most of the time and aggressively interrogates one tiny region at a time.
Here we use deliberately broadened PSFs that, by design, closely mimic convolution with a delta function. The advantages to this exact multiplex-demultiplex strategy are immediate: being able to spread out the extent of a probe signal means imaging is less intrusive and adds fewer aberrations that would blur out or otherwise suppress high frequency information about the object.
The new contribution here is that the auto-correlation of these Huffman probe arrays remains delta-like under aperiodic imaging conditions. Their flat Fourier spectra sample all spatial frequencies with uniform sensitivity. Whilst spectrally flat aperiodic structures do preserve this flatness under periodic conditions, the same is certainly not true for spectrally flat periodic structures used under aperiodic conditions [22] . Established diffuse array (pin-hole deconvolved) imaging examples exploit perfect, non-redundant or minimally redundant periodic arrays [23] . However, aperiodic boundary conditions are the norm in almost all imaging situations.
RESULTS
Prior to describing systematic approaches to create large families of Huffman arrays, we present a simple imaging implementation to highlight their key benefits. Among other constructions, Ackroyd [14] designed a 128 pixel array H 128 with floating-point precision grey levels. We extended this array to 2D by taking the outer product and discretising the resulting 128 × 128 matrix of grey levels down to signed 8-bit precision, as displayed in Fig. 2a . This array closely resembles a 2D Airy beam [24] [25] [26] . Consistent with this observation, the (wrapped) phase of the Fourier transform in Fig. 2b is characteristic of a coma aberration that generically creates the hyperbolic umbilic diffraction-catastrophe as an optical caustic, which can be represented as a separable product of Airy functions [27] . A further example of this connection is demonstrated in the Supplementary Information.
Cross-correlation of the well-known anti-alias test image 'Barbara' with the H 128×128 diffuse PSF Huffman array significantly scrambles the image, as shown in Fig. 2c . Nevertheless, a single subsequent crosscorrelation with the same Huffman mask recovers the image near-perfectly in Fig. 2d , as the Huffman autocorrelation mimics correlation with a delta:
Here, ⊗ denotes correlation. All spatial frequencies are recovered with equal fidelity due the very small variation in the power spectrum (not shown) of Huffman arrays; this is the previously mentioned 'spectral flatness'.
a) b) c) d)
FIG. 2. Cross-correlating a diffuse Huffman array that has a delta function auto-correlation. a) Airy-beam like 128 × 128 pixel diffuse PSF built from a delta correlated sequence with 8-bit dynamic range. b) The phase of the Fourier transform of a), which resembles optical coma. c) Barbara image down-sampled to 128 × 128 pixels (bi-cubic interpolation), cross-correlated with the diffuse array in a) (exterior blurring in the zero-padded region has been cropped). d) Second cross-correlation of the Huffman array in a), operating on c) recovers the Barbara image with errors less than one grey level in unsigned 8-bit precision.
For applications beyond the example given in Fig. 2 , integer Huffman arrays of varying size and dynamic range are required. We begin by constructing and quantifying families of such discrete arrays in 1D before generalising to nD and, finally, we marry these Huffman arrays to delta-correlation functions on the continuum.
Quasi-Huffman arrays in one dimension
Huffman required canonical auto-correlations to be zero at all but the largest-and zero-shifts. However this 1D definition does not generalise simply to nD. Longer canonical Huffman sequences quickly become less diffuse and increasingly resemble classic delta functions, with most of their signal energy concentrated across a few central entries (a canonical Huffman of length 31, has values |H 31 | ≤ 754, a dynamic range that spans 11 bits, but 2/3 of these magnitudes are < 127). A smaller dynamic range will also boost the array robustness and stability for reliable multiplex-demultiplex decoding.
In defining quasi-Huffman arrays, we require that the magnitude of aperiodic auto-correlation off-peak entries should all be less than or at most equal to the sequence end-correlation value (here called 'C edge '). Such arrays represent a close analogue of the Kronecker delta function, since non-zero correlation values are logically unavoidable at the largest shifts. This revised criterion also accommodates the famous 1D Barker sequences [28, 29] , where the magnitude of all auto-correlation off-peak entries are alternately 0 or 1. It has long been conjectured that only seven Barker sequences exist, with the longest known length being 13.
A large catalogue of sequences and arrays based on Legendre and M-sequences and Singer difference sets [23, [30] [31] [32] [33] and sparse arrays [34] are known to be exactly spectrally flat in the periodic sense [22] . These perfect arrays are poor starting places to embark on building flat aperiodic structures. The absence of periodicity to cancel wrapped cross-product sums and the lack of asymmetric sign-pairing of elements both conspire to drastically diminish the relative auto-correlation peaks of all perfect arrays. Costas arrays [35, 36] have aperiodic off-peak auto-correlations of 0 or 1, but they comprise mostly zero terms with just N Costas elements being 1 in an otherwise zero N × N array. Hunt and Ackroyd [16] published integer-valued canonical Huffman sequences for H 7 , H 11 and H 15 , however an infinite number of these solutions exist.
In the Methods section, we build families of canonical H N solutions of odd length N by continuing the asymmetrically signed pattern, evident in Ackroyd's sequences, to ever longer alphabets of integer-valued elements. This pattern of alternating asymmetric signs guarantees zero auto-correlation values for all odd correlation shifts [17, [37] [38] [39] . Golay [40] explicitly highlighted that such sequences resemble 'quantized, digitized and truncated Fresnel fringes' (cf. Fresnel-like fringes in Fig. 2a ).
For example, in sequences of length 5, solutions for H 5 automatically arise from a seed sequence S with an alphabet of elements S = [a, b, x, −b, a]. Throughout, we shall use such S sequences of various lengths as initial sets to solve for alphabets a, b, c · · · and to also construct higher-dimensional Huffman arrays; hence the term 'seed'. The central element of 1D arrays is here often shown underlined. Correlation terms C j , for odd shifts j = ±1, ±3 are zero by design, while C 4 = a 2 . The middle element x can be derived by constraining the remaining correlation at shift 2 to be zero. Here
For Huffman arrays with a = 1, we then have −1 ≤ 2x − b 2 ≤ 1 for any choice of b. This yields, for any integer n, the family of canonical Huffman solutions H 5 = [1, 2n, 2n 2 , −2n, 1], with deltalike auto-correlation H 5 ⊗ H 5 = [1, 0, 0, 0, C 0 , 0, 0, 0, 1], where C 0 = 4n 4 + 8n 2 + 2; integer sequences H 5 = [1, 2n + 1, 2n(n + 1), −(2n + 1), 1] are also valid. Remarkably, for all sequences of length 4n + 3 (where the number of paired elements in S is odd), the simplest solution for S = [a, b, c, · · · x, · · · , −c, b, −a] that creates a canonical Huffman follows the signed Fibonacci sequence Φ:
where b = 2 is the 2 nd element of the seed S and M = (N − 1)/2. The exact cancellation of correlation terms in this sequence is aided by the remarkable Fibonacci bi-linear index reduction formula [41] :
where i, j, k, l, r are signed integers and i + j = k + l. We refer to b/2 (which must be an integer) as an 'upscaling'. Choosing b = 4 similarly generates the Pell sequence [42] . Other choices provide an infinite family of solutions based upon generalised Fibonacci sequences. Illustrative examples are graphed in Fig. 3a and Fig. 3c . The plot in Fig. 3b shows a quasi-Huffman H 53 , of noncanonical form. This sequence was produced by taking an outer product to form a canonical 2D Huffman matrix H 27×27 . Those 2D elements were then summed along the anti-diagonal to create the quasi-Huffman 1D projection H 53 . Note the visual similarity of the Airy fold diffraction-catastrophe [19] and the plots of Fig. 3 . An illustrative example that closely compares generic diffraction aberrations with a 2D Huffman Fourier phase in this context is provided in the Supplementary Information. The sequence H 53 represents but one member of a family of 'spectrally equivalent' quasi-Huffman arrays, as described next and quantified in the Methods section. The terminology derives from the fact that 1D projection assures preservation of the 2D delta-function properties; in particular the spectral flatness S = ∆F/ F , for the relative variation in Fourier magnitudes F . Other important similarities to the delta function (defined as array quality measures in the Methods section), include a) b) 5 10 15 20 25 [42] , correspond to 1× (circles), 2× (squares) and 3× (diamonds) up-scaling factors. The sequences are normalised to a common maximum to emphasise the shrinking in the signal width that asymptotes towards a Dirac delta for increasingly larger up-scaling factors.
the merit factor M that computes the auto-correlation peak squared over the sum of squares of all off-peak correlations; the maximum off-peak ratio R; sequence efficiency E, as the fraction of non-zero terms in S over the sequence length L; and the sequence power P, or normalised root mean square. A 1D canonical Huffman sequence H N with auto-correlation at zero shift C 0 has R = C 0 , M = C 2 0 /2 and S asymptotes towards 1/C 0 for large N . Hence the spectral flatness and delta-like autocorrelation go hand-in-hand to mimic key delta function properties. Concise expressions for these quality measures for Huffman arrays appear in the Methods section.
Multi-dimensional quasi-Huffman arrays
Quasi-Huffman arrays with integer valued-elements in any number of dimensions nD can be created from 1D canonical or quasi-Huffman arrays using simple tensor products (generalised outer products). Alternatively, one can directly solve the Diophantine equations [18] that arise in minimising the off-peak auto-correlation elements in nD. Explicit details are given in the Methods section.
Here we provide some useful examples to motivate the multi-dimensional construction and use of such Huffman arrays.
In 2D, the anti-symmetric sign alternation employed for seed sequences S in 1D gives rise to a transposesymmetric matrix of general alphabet elements when the outer product of S is taken, such as in this 7 × 7 example
where degenerate product pairs of elements from S have been relabelled as generic alphabet entries. Summing elements along the leading diagonal, by design, projects a 1D delta in canonical Huffman form
(where p = 2a+8c+4f +h) that mimics the delta function for a p. For suitable choices of alphabet in S, 1D projection along other discrete matrix directions gives rise to spectrally equivalent Huffman arrays with similar deltalike auto-correlations. A numeric example of 1D projections of the 2D outer product of the canonical Huffman array in Fibonacci form H 7 = 2[1/2, 1, 1, 0, −1, 1, −1/2], is shown in Fig. 4 . The anti-diagonal and off-diagonal 1D projections are much more diffuse, with higher efficiencies E and power P. This holds for any discrete projections of any such arrays in consequence of the central slice theorem of tomography (as detailed in the Methods section). Close inspection of Fig. 4b shows that the spectrally equivalent projections are not canonical Huffman arrays, although the off-peak correlations are no larger than in the parent 2D matrix.
The key quality measures M, R and S are largely preserved under projection. Exact and asymptotic forms of these measures are evaluated in the Methods section. We can intuitively grasp the correlation properties of these projections by studying the outer-product of 2D canonical Huffman arrays, which (by design), have the form
where the dots represent a uniform field of zeros. As projections of Eq. 7 imply, off-peak auto-correlations of the 1D projections from H N ×N are comprised mostly of zeros with at most four entries of C 0 and a peak value
Extension of this construction and characterisation to any number of dimensions nD is given in the Methods section. Since that analysis is motivated by canonical 1D Huffmans as seed arrays, it is worth also describing more general Huffman arrays. Given the enormous variety of possible solutions, we will limit examples to semi-analytic families of H 5×5 and H 7×7 arrays.
For the example 5 × 5 array
built using alphabet [a, b, c, d, e] = [0, 1, 4, d, e], the pixel values along the array edges are [1, 4, −1]. The 2D aperiodic auto-correlation coefficient, C edge , for shifts that overlap the edges of this array is C edge = 1 2 +4 2 +1 2 = 18. A quasi-Huffman array, by definition, has all its off-peak auto-correlation values ≤ C edge = 18, which constrains the allowed values for d and e. Keeping the magnitude of the auto-correlation C ij ≤ 18 at shifts (i, j) where i + j is even (i.e. shifts (1, 1), (2, 0), (2, 2), (3, 1); at all odd sum shifts C ij is already zero), fixes [d, e] to integer values ranging from [24, 74 : 75] to [28, 98 : 100]. The last solution, d = 28, permits e = 99 to fluctuate by ±1 without altering the off-peak auto-correlation entries (although the auto-correlation peak will change slightly).
Additional numerical examples are given in the Supplementary Information. 
The 2D aperiodic auto-correlation coefficient, C edge , for overlapped edges of this inner square is C edge = 2e 2 +2d 2 . The 2D auto-correlation peak, C 0 , now scales as the sum of the squares of e, f, g and h. The choice of the up-scaling factor for canonical or quasi-Huffman arrays has important practical consequences. Arrays with increasingly larger dynamic range are more capable of increasingly greater spectral flatness, however they also require greater technical precision when fabricating masks with a wider range of integer values. An error of v in implementing the correct value of any Huffman element at any array position directly perturbs the mostly zero off-peak auto-correlation values. Any perturbation adds a copy of the full Huffman array, scaled by v, to the auto-correlation at a shift corresponding to the location of each array point that was in error, as well as a second copy at its conjugate location. To diminish contributions from these erroneous copies, absolute deviations of the discrete Huffman elements need to be regulated to less than one grey level over the entire array.
For high dynamic range image data, effective decorrelation of the Huffman array can be as simple as a single cross-correlation of the Huffman array. Greater accuracy is assured by iterating the cross-correlation process, as given by Eq. 41 in the Methods section, which we call 'de-blurring'. We have designed a demonstrative example, which balances requirements of the merit factor M, efficiency E, side lobe ratio R and, critically in this instance, spectral flatness S. To this end, Fig. 5 shows that a random matrix of uniformly selected integer elements blurred with a Huffman array can be perfectly recovered in every detail by de-blurring using the same Huffman array. At the same time, it is possible to conceal the 2D Huffman array as a digital watermark added somewhere among the random matrix elements (try spot- ting the differences between Fig. 5a and Fig. 5c ). As comparison between Fig. 5b and Fig. 5d shows, a single cross-correlation of the water-marked random matrix with the Huffman array suffices to identify its location as the brightly contrasted white square (5, 5) pixels away from the centre of Fig. 5d . Random arrays themselves are delta-correlated (if sufficiently large). The aperiodic auto-correlation performance of finite random arrays is however significantly inferior to that of Huffman arrays (a statistical example is given in the Supplementary Information).
1D Airy probes as continuous Huffman sequences
Discrete Huffman sequences can be generalised and implemented on a continuous space with a continuum of grey levels in the diffuse PSF. For this setting, we need not distinguish the type of Huffman arrays, as asymptotic agreement with the Dirac delta function and autocorrelation is assured. We next explain this ideal property of the Airy function, which is generalised to a family of 1D diffraction-catastrophe probes in the next section and in 2D in the Methods section.
In one transverse dimension, let x denote a continuous spatial coordinate. The orthogonality relation for the family of transversely displaced Airy functions Ai(x) [43] implies that they cross-correlate to give a Dirac delta (cf. Eq. 2):
The Fourier integral representation of the Airy function reveals it to be spectrally flat:
with k x being the Fourier-space coordinate that is dual to x. The Airy function thus constitutes a continuous generalisation of a Huffman array. Scanning-probe microscopy may therefore be performed using an Airyfunction probe, namely correlation with a probe having intensity distribution Ai(x)+κ, where κ > 0.419 · · · is an offset pedestal that ensures Ai(x) + κ is never negative. Details on how to de-correlate such intensity distributions are described in the Methods section. Similarly, as Eq. 11 can be viewed as a form of optical aberration [21] , continuous delta correlated functions like Ai(x) can be convolved with an object of interest in alternative phase contrast imaging modalities. This diffractionintegral perspective is exploited to generalise such distributions in the next section and for 2D in the Methods section.
Beyond the visual agreement between the Ai(x) function and the Fibonacci Huffman arrays in Fig. 3 or the diffuse PSF in Fig. 2a , it is worth noting that the Airy function can itself be discretised to create a delta-like Huffman array without great difficulty. For example, regularly spaced sub-sampling of the continuous Ai(x) can create merit factors M in the hundreds, with peakto-side-lobe ratios (R ≈ 100) and flat power spectra (S < 10%), after rounding Ai(x) and tweaking [44] the integer values, while preserving the Airy function form, as shown in Fig. 6 .
Generalised diffraction-catastrophe probes in 1D
The Airy function Huffman construction can be generalised. In one spatial dimension, consider the generalised continuous real Huffman masks defined by
Here, F x denotes Fourier transformation with respect to x, F −1
x denotes the corresponding inverse Fourier transformation, and φ(k x ) is any odd real function of k x . While the choice φ(k x ) = τ k 3
x for any real non-zero τ b) The absolute square of the Airy Ai(x) function on the continuum, over precisely the same range as that in a), shows the associated fold caustic structure. The indicative arrows portray path directions for a quantum particle reflecting from a soft potential barrier, with the probability density (intensity here) peaking near the classical turn-around point [45] .
gives the previously mentioned Airy functions, arbitrary odd φ(k x ) yields an infinite hierarchy of generalised Huffman probes. This hierarchy is a subset of the set of all one-dimensional diffraction-catastrophe integrals [19] , and gives an infinite family of diffuse real probes H(x). All of these generalised Huffman masks auto-correlate to give a Dirac delta, since the correlation theorem of Fourier analysis implies that:
thereby implying that H(x) ⊗ H(x) = F −1
x (1) ∝ δ(x). Diffraction catastrophes extend to higher dimensions, the simplest such generic form in 2D being the Pearcey cusp [46] . Delta-correlated continuous Huffman functions hence readily generalise to 2D using aberration integrals, as described in the Methods section and Supplementary Information.
Application 1: Computational Ghost imaging
A first application of the ideas developed above, is to the field of ghost imaging [47] . We consider the special case of computational ghost imaging [48] whereby a single transversely scanned mask is used, as opposed to the more general case of an ensemble of in-general independent masks. In the language of ghost imaging, and for the single-mask special case outlined above, the correlation of a mask M with an object I is known as a bucket signal B [49, 50] :
Computational ghost imaging seeks to obtain I given a corresponding set of bucket measurements, namely a set of sample points of the function B defined above [47] . Many types of mask have been used for computational ghost imaging, including spatially random masks (speckle masks made e.g. via coherent illumination of ground-glass screens or sandpaper, to generate pseudo-thermal intensity distributions [49, 50] ), uniformly redundant arrays [51] , Hadamard masks [52] etc. Hadamard masks (as applied to computational ghost imaging) have some parallels with the Huffman masks that are a principal point of focus for the present paper: in both cases one has large 2D multi-scale masks that are correlated with a sample of interest, giving a signal that one seeks to directly deconvolve. In computational ghost imaging this is done via cross-correlation and pedestal removal, by cross-correlating the background-subtracted bucket signal B − B with the illuminating masks [49, 50] :
Here, an overline denotes average. If we expand the right side of this expression, and let κ ≡ B ⊗ M be a constant pedestal, we obtain the following variant of the crosscorrelation ghost-imaging formula:
Replace the computational-ghost-imaging mask M with a Huffman mask plus a pedestal: M → H + κ. Hence the bucket signal becomes B = I ⊗ (H + κ). The reconstruction process may be obtained by calculating
Here, κ = I ⊗ κ ⊗ H † is another pedestal and the dagger superscript denotes coordinate inversion, such that H † (r) = H(−r) for location vector r. Thus, when a
Huffman mask H + κ is used for computational ghost imaging, the reconstruction procedure is given via the decorrelation
This is exactly the same process of 'decorrelation via correlation', that was obtained from the correlation form of ghost imaging, in Eq. 16. This shows the natural passage, from the general ideas developed in the present paper, to a particular application in computational ghost imaging.
There is a profound difference, however, between Eq. 16 and Eq. 18. The principal advantage of using Huffman masks H + κ, for computational ghost imaging, lies in the efficiency and near-exactness of the above reconstruction process. Hence we expect the following classes of mask to correspond to increasing orders of efficiency, for the process of computational ghost imaging: random-speckle masks (e.g. using ground-glass screens, sandpaper etc.), Hadamard masks, Huffman masks.
Application 2: Diffuse PSF imaging
A second application of the ideas developed here is to reduce local dose damage by raster scanning with a diffuse PSF. This is relevant to many scanning-probe microscopy techniques, e.g. scanning transmission electron microscopy [20] , scanning transmission x-ray microscopy, x-ray fluorescence microscopy etc. These forms of scanning microscopy typically seek improved resolution via increasingly tighter focused probes. Large probe sizes are of course permitted in e.g. ptychographic [53] , holographic [54] and ghost-imaging [47] modalities, but these large probe sizes come at the cost of increased complexity of reconstruction when compared to the direct image formed via scanning a small probe. Using the ideas of the present paper, one may have a diffuse probe (which has the previously mentioned advantages of reduced dose rate via diffuse sums) yet retain a similar degree of simplicity in reconstruction to that enjoyed by the localised probes. Procedures for creating suitable probes using 2D generalised diffraction-catastrophes are given in the Methods section, where we also describe an exact multiplexdemultiplex imaging strategy for demodulating the measured intensity from a sample signal of interest. Note that a precisely analogous approach may also be employed for diffuse-probe lithography [55] .
DISCUSSION
The discrete generalised Huffman arrays have all exhibited delta-like correlation, yet functioned as diffuse PSFs. Unlike infinite white-noise sequences, with similarly flat Fourier spectra, the multitude of discrete Huffman arrays derived here showed highly coordinated elements with natural connections to the Fibonacci sequence. At the same time, the discrete arrays portrayed similar form and function to diffraction catastrophes such as the Airy fold. This connection was made explicit by constructing deltacorrelated diffuse Huffman functions on the continuum. On account of spectral flatness, cross correlation with these diffuse PSFs was shown to preserve Fourier power spectra while collapsing to a delta function upon subsequent cross correlation. In this regard, this Huffman encoding can be viewed as an involution operation and factorisation of the delta function (see Fig. 1 and Eq. 2). In experimental applications, the diffuse PSF and simple demodulation strategy will enable high throughput data recovery and provide a Fellgett or multiplex-advantage [56] for detector-limited measurements (see Supplementary Information).
We have conducted some simple initial numerical experiments analysing multiple frames of real, registered noisy transmission and scanning electron microscope data. We compared the mean of n noisy image frames against the same frames sampled by several different diffuse quasi-Huffman PSFs. The diffuse PSF responses were simulated as the sum of shifted Huffman-weighted images. The diffuse PSFs were able to capture and reconstruct the noise and signal in these images with the same precision as the single pixel summed image. Future work will aim to acquire real experimental data in diffuse PSF mode, to test the amelioration of localised sample distortion and damage enabled by lower and more distributed beam power. We also aim to utilise low-dynamic range Huffman masks in a bucket tomography ghost-imaging experiment [51, 57] .
A major theme of the present paper has been the interplay between discrete and the continuous, with particular emphasis on imaging contexts in one and two spatial dimensions. The passage(s) between the discrete and the continuous have many underpinning subtleties, some of which have been explored in the present paper, and many of which are well known. There are some evident physics parallels here, with so-called semi-classical methods that lie at the interface between wave optics and geometric optics [21, 58] , and also at the interface between quantum mechanics and classical mechanics [59] (see Fig. 1 ), along with fold optical catastrophes and their connection with optical caustics [19] (see Fig. 6b ). The typical scenario for semi-classical methods is one in which the length scale associated with a wave-like radiation or matter wave-field (e.g. the de Broglie wavelength of an electron or the radiation wavelength of a photon) may be considered to be much smaller than the potential landscape within which such waves evolve (e.g. the characteristic length scale L of a scalar potential or a classical refractive index distribution). Under such semi-classical conditions, continuous distributions such as wave-functions may be well approximated by their envelopes, sampled over distances ∆x that are small compared to L but large compared to the wavelength λ; the continuous is thereby well approximated by the discrete, and differential equations become well modelled as difference equations. Similar themes have been seen to emerge in some of the main results of the present paper; we again refer to the summary Fig. 1 , whose left and right columns exemplify counterpoints between the discrete (left column) and the continuous (right column) from the twin perspectives of underpinning mathematics (within the central bubble) and applications (listed outside the bubble).
Much work remains to be done, within a purely physics-based context, to better understand the semiclassical territory between discrete and continuous representations of physics systems. As an indicative example, Berry and Mount have argued that the transition from quantum mechanics to classical mechanics remains incompletely understood [60] [61] [62] . This is epitomised, for example, by the only partially-understood transition from chaotic quantum systems to chaotic classical systems [63] , or the rather better-understood emergence of Maslov indices [58] and caustics [19] in the zero-wavelength limit of classical wave optics (see the Huffman-Airy connection in Fig. 6b and Supplementary Information). Wheeler [64] has argued that qualitatively new features arise in discrete systems that are not present in the continuum limit. Indeed, the counterpoint between the discrete and the continuum is a subtle thread running through much of the fabric of physics. Examples include the Heisenberg uncertainty principle, topological defects in radiation and matter wave fields, first and second quantisation, crystal defects, eigenmodes of classical waveguides and the representation of continuum fields on discrete space-time lattices.
Underpinning all of the above physics examples is the associated mathematical framework, which prevails in isolation from any physical applications. We again refer to the inner bubble of Fig. 1 , which lists some of the underpinning mathematics that enables the physical applications listed outside the bubble. Here too we see a series of counterpoints related to the duality between the discrete (left part of Fig. 1 ) and the continuum (right part of Fig. 1 ). Several such mathematical counterpoints are: the Kronecker delta versus the Dirac delta, Fourier series versus Fourier transforms, discrete versus continuous representations of correlation and convolution, discrete linear transformations versus linear integral transforms etc.
Interfacing between the poles of the discrete and the continuum lie the already-mentioned semi-classical methods and their associated constructions. Particular examples include the Wentzel-Kramers-Brillouin-Jeffreys (WKBJ) method [59] , optical diffraction-catastrophes [19] , Rydberg atoms, Bohr's hydrogen-atom model and the Bohr-Wilson-Sommerfeld quantisation rule [59] . All of the above examples merge in phenomena such as the cusped probability densities of the Rydberg atom, the Airy-fold cusps seen earlier in the present paper, and more generally in the classical turnaround region for waves or particles reflected from potential ramps [59] . In Berry and Mount's evocative language [60] , caustics form the 'classical bones' that are decorated with the 'wave flesh' of rapidly oscillating densities. We again see here a similar confluence of remarkably similar phenomena in studying the factorisation of the discrete and analogue Dirac deltas.
METHODS

Quality measures of Huffman arrays
The performance of correlation arrays is typically quantified against a range of metrics that test their functional similarity to that of the delta function [65] . In this subsection, the summation indices run over all elements of the multi-dimensional arrays. We define the auto-correlation merit factor
and peak to maximum off-peak ratio (or 'peak to sidelobe' ratio) as
where larger values imply better arrays for both quantities. We define the sequence efficiency, E, as the fraction of non-zero terms in S over the sequence length L; we prefer E to be near 1. We define the sequence power, P, (equivalent to the normalised root mean square (RMS)), as
We require P to be near 1 for high mask or signal transmission efficiency, which in some contexts is known as a Jacquinot advantage [5] . Another important aspect of the delta function is the spectral flatness or constancy of the Fourier power spectrum (as exhibited by an arbitrarily long random sequences). Huffman arrays, via their delta-like autocorrelation, possess similar Fourier spectra. We denote the spectral flatness by S,
where ∆F is the maximum variation in the square root of the power spectrum over all Nyquist frequencies and F is the mean Fourier magnitude.
Canonical and quasi-Huffman arrays in one dimension
There exist many solutions for discrete quasi-Huffman arrays with off-peak aperiodic auto-correlations that are less than or equal to the sequence end-correlation value C edge . It is actually simpler to first demonstrate such constructions by enumerating families of discrete canonical Huffman arrays containing integer-valued elements.
To this end, consider an N -element set of integers, H N = [h 1 , h 2 , h 3 , · · · , h N ], with the desired aperiodic correlation property,
where C 0 is the sum of squared elements in H N and C edge = h 1 h N . Having zeros at the majority of j correlation shifts in C j is overly restrictive, as off-peak values of ±1 would suffice. However this particular choice of C leads naturally to the Fibonacci sequence, as will be described in this section.
Consider an odd-length sequence, S, with an arbitrary alphabet of symmetrically paired terms and alternating asymmetric signs, S = [a, b, c, d, e, · · · , x, · · · , −e, d, −c, b, −a], a > 0, with centre entry x, such that |h n | = |h N −n | and h N −(2m+1) = −h 2m+1 (for integer m).
Adopting this simple template ensures that every alternate entry in S ⊗ S will be exactly zero [37, 38, 40] , which is a good (indeed essential) embarkation point to construct a canonical Huffman array. Interestingly, the alternating asymmetric sign structure is preserved in the result of the cross-correlation between any such arrays. To obtain canonical Huffman solutions, all entries other than h 1 = a and h N = −a can be derived by nullifying all even elements of S ⊗ S, to construct a set of Diophantine equations comprising sums of products between pairs of elements in S. Solutions have length L = 4n + 3 for integer n. Fixing a = 1 minimises the common end points and enables the Diophantine equations to be solved, provided b is even.
Setting b = 2 surprisingly reveals the Fibonacci sequence scaled by b, H N = [a, b, c, d , e, f, · · · ] = b[a, 1, 2, 3, 5, 8, · · · ], while b = 4 yields the well-known Pell sequence [42] [a, b, c, d, e, f, · · · ] = b[a, 1, 2, 5, 12, 29, · · · ]. Any integer value of b provides an explicit formula for the n th element h n of H N in terms of the Binet forms [42] multiplied by b: (24) for alphabet items 1 < n < (N − 1)/2. The middle element x is given in terms of the other h n elements as
where the sum runs over all sequence terms. Hunt and Ackroyd [16] found similar relationships to the above in their work using a series expansion of z-transforms. Fractional, irrational and complex solutions can also be evaluated in the same manner by treating the Diophantine equations as a coupled set of non-linear equations. Generally these canonical Huffman arrays become less diffuse and more delta-like as the 'up-scaling' factor b increases (see Fig. 3c ). There are a greater variety of solutions for quasi-Huffman arrays (of non-canonical form), which are too numerous to list. As one example, consider the particular quasi-Huffman,
with auto-correlation,
The merit factor for H 9 is M = C 2 0 /4 = 1024 with peakto-side-lobe ratioR = C 0 = 64.
Families of 1D and nD Huffman arrays which are not based upon the Fibonacci construction are provided in the next section.
The canonical and quasi-Huffman arrays described thus far have all been of odd length L. Even-length sequences require changes in the symmetry of how array elements are signed and paired. However even-length solutions can readily be found by direct solution of the Diophantine auto-correlation equations, such as the simple quasi-Huffman [1, 1, 2, −1]. There are also many such irrational solutions for canonical Huffmans. We can find even-length Huffman arrays that possess desired delta-like properties, such as the 3-bit sequence H 8 = [1, 3, 4, 0, −3, 3, −2, 1] with metrics R = 24.5, M = 100 and S = 0.167. A 2D array derived from this sequence appears in the Supplementary Information, along with other quasi-Huffman examples of even length.
Quasi-Huffman arrays in higher dimensions
Taking the 2D outer product of any pair of canonical 1D Huffman sequences (H M and H N ) produces canonical M ×N Huffman arrays H M ×N . Here the bordering edges of the 2D auto-correlation pattern replicate the 1D autocorrelations of either sequence H M or H N , the central peak is the product C 0,M C 0,N , and all other entries are exactly zero. Similarly, tensor products generalise these observations to higher dimensions. In this manner, the 1D integer based canonical Huffman sequences produce auto-correlation arrays in nD comprising a delta peak, sparse non-zero elements and predominant zero-valued elements.
Wider classes of multidimensional quasi-Huffman arrays derive from adhering to the definition that all auto-correlation elements other than the delta peak are required to be less than or equal to those of the largest correlation shifts, C edge . These constraints enable the Diophantine-type system of equations to be readily solved. In practice, only a reduced set of unique equations need be considered, on account of symmetries inherent in the auto-correlation operation or those arising from simplifying restrictions on the array alphabet of choice. While the majority of even-shift auto-correlation elements may not be zero (whereas the odd shifts are all zero) these magnitudes are guaranteed to be vastly smaller than the delta peak (the sum of squared elements in H N ×M ×O··· ) and they are all ≤ C edge .
Spectrally equivalent Huffman arrays
Canonical Huffman arrays can be used as seeds to generate families of arrays with nearly identical degrees of spectral flatness S. These 'spectrally equivalent' Huffman arrays possess correlation performance metrics similar to canonical Huffmans, due to preservation of the flat Fourier spectrum and sparseness of the seed autocorrelation.
The Dirac delta has a spectrally flat Fourier response. For the Fibonacci-like construction, a canonical Huffman sequence H N has a (cyclically wrapped) periodic autocorrelation of length N : [· · · , 0, 0, −1, C 0 , −1, 0, 0, · · · ]. Through the Wiener-Khinchin theorem, this autocorrelation is the square of the Huffman Fourier spectrum. Hence, by inverse Fourier transformation, the variation in the Fourier spectrum magnitudes, ∆F , is given by ∆F = 2 cos(f ) (28) over the full range of Nyquist frequencies, 0 ≤ f ≤ f max where f max = (N − 1)/2. Here the DC term, f (0) = C 0 − 2. Then the spectral flatness S of the canonical Huffman sequence scales as ±1/(C 0 − 1), becoming rapidly more flat as N , and hence also C 0 , become larger. The same cosine variation of ∆F persists along each dimension for the outer product construction of multidimensional Huffman arrays H N ×M ×··· . Families of spectrally equivalent Huffman arrays can be obtained by projecting from a higher dimension, since the Fourier spectrum of H N ×M ×··· arrays inherit the flat frequency response with its small cosine variation. We describe the process here for projections of square matrices in 2D, and quantify the resultant correlation metrics for the canonical Huffman arrays.
An N × N array projected at discrete angle p : q, for signed integers p and q, taking n = |p| + |q|, has length [66] N = n(N − 1) + 1.
Discrete projection of a canonical 2D Huffman array in direction (0 : 1) (down the array columns, or equally at (1 : 0), across the array rows) must recover the original 1D Huffman seed sequence, as the projection of the autocorrelation C only scales the result. For these canonical Huffman arrays, C takes the form: (31) where C 0 − 2 is the sequence sum.
The central slice theorem that underpins tomography [67] equates the Fourier transform of the (n − 1)D projected views of any nD object with the Fourier values that lie along the central slice, orthogonal to the projection direction [68] . The same theorem ensures that projection preserves array moments and correlations [66] .
The auto-correlation of a 1D projection of a 2D array is the same as the 2D auto-correlation values projected into the same 1D direction. For the canonical 2D Huffmans projected along either diagonal direction (±1 : 1), the projected merit factor M and peak ratio R are given by R = (C 2 0,N + 2)/(2C 0,N ) and M = (C 2 0,N + 2) 2 /(2(2C 0,N ) 2 + 2), respectively. Along all other (p : q) directions with |p| > 0 and |q| > 0, the peak ratio is constant R = C 2 0,N /C 0,N . Similarly, the merit factor M remains nearly constant, M = C 4 0,N /q[C 0,N ] ≈ C 2 0,N /4, where q[ ] denotes a quadratic and the approximation becomes asymptotically exact for sufficiently large N or C 0,N . These results differ for quasi-Huffman arrays, which still have a majority of zero-elements in the autocorrelation C. The projected sequences are hence spectrally equivalent, given the close similarly of their inherited spectral flatness.
The projection process also works from 3D into 2D in the context of canonical Huffman arrays. The autocorrelation of a 3D Huffman H N ×N ×N array forms a cube with side-length (2N − 1) that has 2D H N ×N auto-correlations at the six faces of the cube, with autocorrelation peak C 3 0,N in the cube centre and is elsewhere entirely zero. We can project H N ×N ×N in discrete directions (p : q : r) to form spectrally equivalent Huffman 2D arrays S J×J (with J ≥ N ) thereby exhibiting the desired correlation and spectral properties of δ N .
The flat profile of the Fourier magnitude for each quasi-Huffman sequence or array H N permits production of a distinct Huffman 'twin' T N , that has identical autocorrelation metrics. This twin is nearly orthogonal to its original, as their cross-correlation is close to zero. The Supplementary Information shows how to generate twin pairs of arrays and gives an example.
De-correlating and de-blurring Huffman arrays
Denote an image I of arbitrary dimensions nD by an object O convolved with a PSF P as I = O P , which is equivalent to the cross-correlation I = O ⊗ P † . Here the dagger denotes coordinate inversion, such that P † (r) = P (−r) for position vector r. If a quasi-Huffman array H is employed as a diffuse P † in the imaging system, with sufficiently large merit factor M , we can approximate P † ⊗ P † ≈ δ. The desired object O can then be retrieved via O ≈ I ⊗ P † .
For greater accuracy, contributions from non-zero offpeak auto-correlation shifts in the chosen H can be removed by a simple subtraction process, which we refer to as 'deblurring'. These non-zero auto-correlation values contribute aliased copies added to the retrieved object O, with intensities scaled by the relative values of elements in C = H ⊗ H. Since the (nD) peak correlation of C 0 1, this deblurring can be done accurately by simple subtraction of the down-scaled (by C jkl··· /C 0 ) correlated image, shifted by (j, k, l, · · · ) pixels. For even higher precision, the deblurring can be done iteratively, using down-scaled copies of the p th order subtractioncorrected image to form the (p + 1) th image estimate. Writing H in place of P † , this algorithm for the (p + 1) th estimate O p+1 is summarised by the recursion:
for O 1 = I ⊗ H, where C is the auto-correlation of H with maximum correlation C 0 and O p denotes the p th estimate of the object. Generally Huffman arrays contain signed elements. For linear imaging systems, where P is strictly positive, an additional measurement using a signed complement of the PSF can nonetheless enable accurate decorrelation and deblurring of the Huffman array. Consider a pedestal offset κ, which ensures that both H + κ and −H + κ are non-negative (as done for ghost imaging, Eq. 18). Two sequential intensity measurements I 1 , I 2 with these offset Huffman arrays can be used to calculate a combined estimate I c ,
where H can now be decorrelated or deblurred from I c using the methods described earlier. Note that this scheme doubles the experiment exposure time.
Decorrelating continuous 1D Airy probes
Consider a continuous Airy function Ai with pedestal offset κ adjusted to ensure Ai + κ ≥ 0, which has been cross-correlated as a strictly positive diffuse PSF with the measured signal I. Using notation analogous to that used in the discrete case, demodulation of the measured signal I ⊗ (Ai + κ) corresponding to the sample I can be carried out using the fact that: (36) where κ = I ⊗ κ ⊗ Ai is a new constant pedestal that may be obtained from the old constant pedestal κ. Thus, the full process for demodulating the measured signal I ⊗ (Ai + κ) is to correlate with Ai and then subtract κ :
Note that if one has the a priori knowledge that a sample of interest has compact support, and is fully immersed in the scanning beam, then κ can be obtained using the empirical rule that it be approximated by the average value of [I ⊗(Ai+κ)]⊗Ai at the boundary of the scanned region. Caustic-like diffuse PSFs have been used experimentally for beams defined by cubic-phase plates, with the decorrelation step performed using digital filters by Tucker et al. [3] .
Generalised diffraction-catastrophe probes in 2D
In two transverse dimensions, let (x, y) denote continuous spatial coordinates, let F x,y denote Fourier transformation with respect to (x, y), and let (k x , k y ) denote the corresponding Fourier-space coordinates. The 2D form of the previously-discussed Airy probe is (cf. the Airy laser profile [69] , the point-spread function in Tucker et al. [3] , and Fig. 2a ):
Ai(x)Ai(y) + κ.
More generally, we have the family of diffuse 2D probes
where φ(k x , k y ) is odd in both k x and k y . One way of writing φ(k x , k y ) is via the aberration expansion φ(k x , k y ) = c 11 k x k y +c 30 k 3 x +c 03 k 3 y +c 31 k 3 x k y +c 13 k x k 3 y +· · · (40) where all the c coefficients are real, and terms linear in only k x or k y are omitted since they only serve to transversely shift the probe. We call the above series an 'aberration expansion' on account of its close correspondence to the classical Seidel aberrations [21] : c 11 is an astigmatism aberration, c 30 and c 03 are related to the coma and trefoil aberrations [70] , etc. We again have a family of probes, this time in two transverse dimensions, that correspond very closely to a certain subset of the diffraction-catastrophe integrals [19] . Demodulation of the measured signal I ⊗ (H + κ) corresponding to the sample I may be carried out in the same manner as described previously, so that we again have
We close by noting that a special case of Eq. 40 is given in the Supplementary Information, in both discrete and continuum contexts.
SUPPLEMENTARY INFORMATION
A profile of D.A. Huffman (b. 1925 Huffman (b. , d. 1999 ) and a review of his research appeared in the September issue of Scientific American, 1991, pp. 54-58. Known less for his work on radar and aperiodic sequences, he is widely remembered as the creator of the ubiquitous Huffman compression code. His later research, perhaps not coincidentally, analysed curved folds and cusps as an exquisite form of mathematical origami.
Discrete Huffman and Zernike phases
The connection between quasi-Huffman arrays and catastrophe optics has been mentioned several times in the main text. An example of this connection is shown in Fig. 7 . Figure 7a shows the phase of the Fourier representation of the canonical Fibonacci Huffman array H 31×31 (pre-shifted by (16, 16) pixels), while Fig. 7b shows a very similar contour map that is formed via simple linear combination of first-order and third-order Zernike aberration polynomials ( Fig. 7a was cropped to highlight this comparison). In an optical-physics setting the Zernike polynomials generate diffraction catastrophes in the focal plane (Fourier-transform plane) of a lens which is deformed by such optical aberrations [19, 21, 27] . Since the phase plot in Fig. 7b may be deformed into Fig. 7a via a small smooth perturbation, and since diffraction catastrophes possess structural stability that ensures small smooth perturbations will not change their morphology but merely give a different 'unfolding', the real-space structures corresponding to both panels have the same catastrophe-theory classification. This evidence consolidates the connection between Huffman arrays and fold catastrophes that is explored in the main text.
Some Huffman arrays of even length
In the main text, most of the Huffman arrays have odd length, yet even-length arrays can be found using similar procedures. One example of an 8-element irrational canonical Huffman sequence is, , where x and y range here over ±1. The maximum of the Zernike phase plot was also scaled to match that of a), so the legend (in radians) is common to both plots. Both plots consistently show a pair of saddles, one hill, and one valley. Since perturbations of smooth deformations (such as diffeomorphisms of catastrophe theory [19] ) leave these features unchanged, both phase maps are hence topologically equivalent.
tries to optimise the array quality measures: 
This transpose symmetric matrix is a quasi-Huffman (the edge correlation C edge = 34) and projects along [1 : 1] into 1D as a Huffman delta [1, 0, · · · , 50, · · · , 0, 1]. Several quality metrics verify the 2D delta-like properties, R = 72.6, M = 265, S = 0.1178, with next highest off-peak entry being 23. Despite the shift in symmetry of even arrays relative to odd-length quasi-Huffmans, as evident above, they all maintain a strong resemblance to the Airy function of the continuum.
Twin quasi-Huffman arrays with low cross-correlation
We can shift the origin of the Fourier transform of a Huffman array from 0 to f max . As the spectra of Huffman sequences and arrays are close to perfectly flat, centring these frequencies simply shuffles but preserves this flatness. We can thus create a distinct, but 'twin' copy of a quasi-Huffman sequence or array by modulating the phase of the array by f max , which is equivalent to multiplying the array values by a string of alternating signs [−1 + 1 − 1 + 1 · · · ]. The absolute values of the array are unchanged, hence the auto-correlation metrics R, M, E and P are unchanged, whilst S may change, but just slightly. After sign switching, exactly half the array becomes fully anti-correlated with the original, whilst the other half remains fully correlated; the cross-correlation between 'twin' Huffman arrays is then always low (typically R < 2, M < 1). The twin of a centro-symmetric canonical Huffman is, however, a flipped copy of itself. For example, flipping the alternate signs of quasi-Huffman H 9 in (26) produces its 'twin', T 9 ,
which has exactly the same auto-correlation metrics as H 9 : R = 64, M = 1024, S = 0.044. The cross correlation H 9 ⊗ T 9 has R = 1.17, M = 0.24. The Methods section shows that projection of a 2D Huffman array over a range of discrete angles p i : q i produces a family of spectrally equivalent 1D sequences that all share the same auto-correlation metrics. These sequences then form an extended family of 'twins', and we can check if they too are orthogonal in the sense of achieving low-cross-correlation. Indeed, the cross-correlation between projections at p : q and r : s are low for all distinct directions, as is p : q with its perpendicular projection, −q : p. Cross-correlations between p : q and q : p or −p : q with −q : p are high, as these projections produce pairs of replicated or flipped sequences. 
has aperiodic auto-correlation metrics: R = 184.6, M = 2276, S = 0.0367, E = 0.510, P = 0.214, OP = ±20 and C edge = 20, where OP represents the magnitude of the largest entry that is not one of the edge correlations. However array (45) is spatially more diffuse, requires fewer integer grey levels (38 steps) and has better efficiency E and power P than array (46) (57 steps). Both arrays de-convolve the 8-bit Barbara image (a 191 × 191 portion) to nearly the same precision after 1 de-blur cycle, with a mean-per-pixel error (in floats) of 0.035 and 0.014, respectively.
Metrics for finite random array examples
Random signals, noise or speckle-like arrays are often assumed to be strongly un-correlated and hence to posses delta-like auto-correlations. However the performance of finite random arrays is extremely poor relative to similar Huffman arrays. For example, 10,000 random arrangements of integers (non-repeated values from -12 to +13) arranged in a 5-bit array of size 5 × 5 produced R min = 1.60, R mean = 3.68, R max = 7.98 and M min = 0.24, M mean = 1.19, M max = 3.29. The best of these random arrays had off-peak correlation values that ranged from -166 to 162 and the arrays with the flattest magnitude Fourier spectra had S min = 0.8 to 0.9. By comparison, the 5-bit 5 × 5 quasi-Huffman array Most of the multidimensional nD quasi-Huffman arrays described in the main text were generated from outer products (tensor products) of seed 1D canonical Huffman arrays, defined by either closed form expressions or concise algorithms. In general, families of nD Huffman arrays can be created through direct solution of the Diophantine equations that arise from the auto-correlation of the symbolic nD arrays. This section gives numeric examples of alphabets and correlation quality measures for 5 × 5 and 7 × 7 quasi-Huffman arrays.
A small range of results is shown for the 5 × 5 sized Huffman arrays in Table I , as generated from Eq. 8 of the main text. The various alphabets are organised as [a, b, c, d · · · ] and C edge refers to the range of edge corre-lation values along the edges of the auto-correlation of H 5×5 . Numerous examples generated from Eq. 9 of the main text are shown in Table II . The Huffman quality measures M, R and S exhibit delta-like auto-correlation properties as a function of the alphabet elements f , g and h (a, b, c are zero by design, d has been set to unity and e chosen to be 3, here C edge = 20). The number of bits required to specify the integers in the 2D array is also shown (bits), along with the next off-peak correlation value OP.
Multiplex advantage for detector-limited measurements with a diffuse PSF
In Hadamard transform spectroscopy and other contexts it is possible to reduce the total acquisition dose if a multiplex or Fellgett advantage exists [56] . This advantage refers to the difference between simultaneous measurements of several quantities with a dedicated pixel array or, instead, sequentially masking a single bucket detector based upon a 'weighing design' to recover all quantities of interest, strictly when zero-mean additive white noise is the dominant source of error. It can be shown that a weighing design mask W given by a Hadamard matrix of size N × N is optimal [71] , in the sense that the variance of each simultaneously measured quantity σ 2 is reduced to the lowest bound σ 2 /N under the multiplexed bucket strategy. This advantage arises from the assumption that the error for measuring one quantity is the same as that for measuring several quantities at once -a situation which naturally arises for weighing objects on a chemical balance or noisy measurements which are detector-limited. For a one-dimensional array of desired quantities x with an array of errors , the multiplexed measurements take the form y = W x + . The array x = W −1 y is recovered using the matrix inverse W −1 . For the case of equal variance σ 2 in each measurement of an element of x, the average mean square error is then σ 2 /N Tr(W T W ) −1 , where Tr denotes the trace and W T W = N I when W is a Hadamard matrix (I is the identity) [56] . For diffuse imaging with a Huffman matrix H, assume that the desired quantities (pixel values in an image) are cross correlated with H, as opposed to multiplexing through matrix multiplication. Assume again that errors are aptly described by zero-mean additive white noise , which transforms to additive white noiseˆ in the Fourier spectrum. Using the correlation theorem for a desired object O, the Fourier transform of the data,D, is given in terms of the direct (or Kronecker) product asD =Ĥ * Ô +ˆ ,
where * denotes complex conjugation. For a spectrally flat Huffman,Ĥ * Ĥ = I, the spectrumÔ of the object is recovered from the decorrelation product HD, up to additive noise Hˆ . Note that the noise is not coloured by the decorrelation, since the power spectrum of H is designed to be flat. Also, the mean square error of the recovered object spectrum is equal to that ofˆ . By Plancheral's theorem, the mean square error for the recovered object O is then also equal to that of alone. The multiplex advantage is revealed by invoking the Fellgett assumption that the additive uncorrelated errors for the combined measurement of D are the same as for individual measurements. To be more explicit, consider decomposing a discrete Huffman H as an (i, j) sum over 2D Kronecker delta functions δ i δ j , with each term weighted by the matrix elements H n,m . If there are N terms in the sum, then the Fellgett assumption is that the equivalent error for a non-diffuse delta PSF is N . Hence, if a multiplex advantage exists (such that the noise is detector-limited), the error reduces by the number of elements in the Huffman array, in comparison to an ideal delta PSF.
