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In hybrid-Vlasov plasma modeling, the ion velocity distribution function is propagated
using the Vlasov equation while electrons are considered a charge-neutralizing fluid. It is
an alternative to particle-in-cell methods, one advantage being the absence of sampling
noise in the moments of the distribution. However, the discretization requirements in up
to six dimensions (3D position, 3V velocity) make the computational cost of hybrid-Vlasov
models higher. This is why hybrid-Vlasov modeling has only recently become more
popular and available to model large-scale systems. The hybrid-Vlasov model Vlasiator
is the first to have been successfully applied to model the solar-terrestrial interaction.
It includes in particular the bow shock and magnetosheath regions, albeit in 2D-3V
configurations so far. The purpose of this study is to investigate how Vlasiator parameters
affect the modeling of a plasma shock in a 1D-3V simulation. The setup is similar to the
Earth’s bow shock in previous simulations, so that the present results can be related
to existing and future magnetospheric simulations. The parameters investigated are the
spatial and velocity resolution, as well as the phase space density threshold, which is
the key parameter of the so-called sparse velocity space. The role of the Hall term in
Ohm’s law is also studied. The evaluation metrics used are the convergence of the final
state, the complexity of spatial profiles and ion distributions as well as the position of the
shock front. In agreement with previous Vlasiator studies it is not necessary to resolve
the ion inertial length and gyroradius in order to obtain kinetic phenomena. While the
code remains numerically stable with all combinations of resolutions, it is shown that
significantly increasing the resolution in one space but not the other leads to unphysical
results. Past a certain level, decreasing the phase space density threshold bears a large
computational weight without clear physical improvement in the setup used here. Finally,
the inclusion of the Hall term shows only minor effects in this study, mostly because of
the 1D configuration and the scales studied, at which the Hall term is not expected to
play a major role.
Keywords: plasma physics, kinetic modeling, hybrid-Vlasov modeling, Vlasiator, collisionless shock, foreshock,
velocity distribution function, resolution
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1. INTRODUCTION
Direct numerical simulation is a cornerstone of modern
plasma physics. It is equally crucial in the study of laboratory
plasmas [e.g., 1], in the design of fusion devices [e.g., 2] and
spacecraft [e.g., 3] or to provide context to and interpretations
of observations in space, helio- and astrophysics [e.g., 4–
6]. Simulation methods for plasma can be broadly classified
according to the amount of physical detail they include [e.g.,
7]. At the computationally lighter end are fluid methods like
magnetohydrodynamics, which treat the plasma medium as a
single fluid. At the other extreme lie fully kinetic methods
providing a comprehensive description of both electron and ion
dynamics, with a high computational price.
Describing systems at large scales while retaining a certain
level of kinetic physics, hybrid algorithms model ions kinetically
while approximating electron dynamics with a fluid description.
They follow the temporal and spatial scales of ion dynamics
instead of the much shorter electron scales, hence a major gain
in computations. This however by definition excludes electron
kinetic phenomena from the model.
The most popular kinetic algorithms sample particle
distributions using a reduced number of macro-particles
representing a group of particles with a given charge/mass ratio.
They obey the equations of Newtonian or relativistic dynamics
in electromagnetic fields in the same way as single particles do
and are quite intuitive in nature [e.g., 8–19]. These so-called
particle-in-cell (PIC) algorithms offer flexibility regarding the
number of macro-particles used, with the drawback of statistical
shot noise scaling with the inverse square-root of the particle
number.
A second class of kinetic algorithms is based on the
propagation of the particle distribution function f in the six-
dimensional position and velocity phase space
(
x, y, z, vx, vy, vz
)
,
using the Boltzmann equation [e.g., 20] or the Vlasov equation
in the collisionless case [e.g., 21–36]. These methods do not
suffer from statistical noise but they are significantly heavier
due to the higher-dimensional space to be sampled. That is
why they have hitherto been less favored and are more difficult
to use to model large-scale systems. While the statistical noise
and its scaling in PIC methods is easily understandable and
has been investigated for a long time [e.g., 37–39], the use of
Vlasov methods to model large systems is more recent [e.g.,
26, 29, 40–42] and it is less straightforward to apprehend
the effects of their numerical parameters on the simulation
results.
Hybrid-Vlasov models describe ions with their velocity
distribution function while approximating electrons with a fluid
approach. Vlasiator is the first hybrid-Vlasov model to have been
applied to model the terrestrial magnetosphere at global scales,
albeit in a 2D-3V reduced configuration so far [30, 43–49]. The
purpose of this work is to provide a benchmark of the behavior
of a hybrid-Vlasov model when varying several key numerical
parameters. These are the position and velocity space resolutions,
the phase space density threshold defining the sparse phase space
strategy upon which Vlasiator relies [30] and the inclusion of the
Hall term in Ohm’s law.
The test case chosen is the simulation of a collisionless shock
in a 1D-3V setup. The reduced spatial dimensionality eases
the intercomparison of the runs and allows to sample a range
of resolutions at a moderate computational cost. Furthermore,
the test case is tailored toward the comparison with previously
reported simulations which model the interaction of the solar
wind with the bow shock upstream of the Earth [44, 45].
The simulation model and setup are presented in section 2.
The results are shown in section 3 and discussed in section
4, covering the representativeness of the test case, the shock
position, the convergence of the runs, the foreshock ion velocity
distributions, the computational weight and implications for
future applications. Final conclusions are drawn in section 5.
2. METHODS
2.1. Model Characteristics
This study uses the hybrid-Vlasov model Vlasiator1 [30, 41,
45]. Vlasiator describes collisionless plasmas by propagating the
proton velocity distribution function in up to three position and
three velocity dimensions using the Vlasov equation. The electric
and magnetic fields are propagated using the Maxwell—Ampère
and Maxwell—Faraday equations in the Darwin approximation.
The system of equations is closed via Ohm’s law which can
include the Hall term, hence the electrons are a charge-
neutralizing fluid in this approach. If the Hall term is switched
off in Ohm’s law, the model results in a Hall-less hybrid model
[50].
The position space is discretized uniformly on a Cartesian
grid. In each spatial cell, the three-dimensional velocity space is
discretized and stored on another uniform Cartesian grid. The
spatial and velocity resolutions 1x and 1v are fixed a priori
and constant throughout the run. A fundamental feature of
Vlasiator is the sparse coverage of velocity space. A threshold
in phase space density fmin is set and velocity space cells with a
density going below (above) that value are dynamically discarded
(allocated). This allows to track features in velocity space such
as cold populations or beams without having to cover the whole
velocity space. The benefit in terms of memory and computations
is at least two orders of magnitude with respect to an equivalent
case where the whole potentially reachable velocity space would
be stored and propagated. Vlasiator can use a constant threshold
throughout the simulation or a threshold varying linearly in each
spatial cell with either the plasma density or the volume of filled
velocity space. The runs presented here use a constant fmin.
2.2. Simulation Setup
The runs in this work are 1D-3V simulations of a shock
with parameters similar to those of the bow shock diverting
the solar wind upstream of the terrestrial magnetosphere. The
spatial domain is one-dimensional along the x-axis with periodic
conditions in the y and z directions. The shock is initialized at
x = 0. Constant inflow conditions are enforced at the upstream
boundary, whereas a copy-condition boundary is applied at the
1http://www.physics.helsinki.fi/vlasiator
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downstream end. The velocity space is fully three-dimensional
with a constant fmin.
All runs have the same initial physical parameters, which
are listed in Table 1. The parameters prescribe the upstream
(x ≥ 0) and downstream (x < 0) regions of a shock
and all parameters are uniform in the upstream, respectively
downstream region. The parameters change smoothly from the
upstream to the downstream value in a transition region of width
1,000 km centred at x = 0. The scaling function used for the
transition is the smootherstep function proposed by Perlin
[51]. The oblique nature of the shock allows ion reflection at
the shock and the development of a foreshock in the upstream
region. The shock is initialized in the de Hoffmann—Teller frame
with parameters matching themagnetohydrodynamic Rankine—
Hugoniot jump conditions, in order for the shock to remain
as stationary as possible in the simulation domain, reducing
the global size of the box needed with respect to systems like
magnetic pistons or flow-reflecting walls where the shock travels
throughout the simulation. The simulations are run for a total
time of 1,000 s or 76.2 upstream proton gyroperiods.
The simulations differ by a set of parameters as listed in
Table 2. Two different 1x and three different 1v values are
used, in runs with and without the Hall term in Ohm’s law.
A set of runs with fixed 1x, 1v and varying fmin is also
performed. Additionally, a set of test-Vlasov runs are performed,
that is runs in which only the proton velocity distribution
function is propagated while the electric and magnetic fields are
kept constant at their initial values. These test-Vlasov runs are
conceptually equivalent to test-particle simulations in static fields
performed with particle-based simulation methods. Table 3 gives
the overview of the runs performed and the index used hereafter
to refer to individual runs.
2.3. Visualization
The following standard visualization has been chosen in
Figures 1, 3, 5, 7 to compare the output of all the runs performed.
The ion number density is represented on a linear color scale
TABLE 1 | Simulation parameters at initialization common to all runs, for the
upstream (x ≥ 0) and downstream (x < 0) regions of the prescribed shock.
Upstream (x ≥ 0) Downstream (x < 0)
Proton density (cm−3) 1.00 3.44
Velocity (km s−1) (−550, 0, 550) (−160, 0,−578)
Temperature (K) 5.00 · 105 6.44 · 106
Magnetic field (nT) (3.54, 0, 3.54) (3.54, 0, 12.8)
Proton inertial length (km) 228 123
Proton thermal speed (kms−1) 64.2 231
Proton thermal gyroradius (km) 134 181
Proton gyroperiod (s) 13.1 4.94
Simulation box extents (km) [−50,000; 150,000]
Total run time (s) 1,000
The proton kinetic scales are given for reference.
ranging 0.8−4 cm−3. Additionally, three-dimensional isosurface
plots in velocity space of the phase space density at f =
10−15m−6s3 (equivalent to a sphere with a radius of 5.0 proton
thermal speeds in the upstream region at initialization) are
shown at evenly-spaced locations along the box, marked with
arrows. The velocity space coordinates are rotated such that
the horizontal velocity axis is aligned with the instantaneous
magnetic field and a cubic box of side length 3,000 km s−1
is included as a scale reference. For each figure showing this
visualization of a set of runs, a corresponding animation showing
the evolution of the system for the complete simulated time
span is presented in the Supplemental data. The figures include
10 distribution plots per run, while the Supplemental data
animations include 20 such plots.
2.4. Generic Evolution of the Simulations
Given their identical initialization, all the runs are expected to
evolve in a similar way which is summarized here. A high-density
transient wave front travels through the downstream region until
it exits the simulation box after approximately 350 s. By that
time, the reflected ion population forming the foreshock [44]
has propagated upstream and the right-hand resonant beam
instability grows, generating typical foreshock ULF waves [30,
45]. In the downstream region, the anisotropic heating of the
ion population drives the 1D equivalent of mirror mode waves
[47]. In the later phases of the simulation, the modulation of the
upstream conditions by the foreshock ULF waves influences the
evolution of the downstream region, with varying degrees of wave
steepening observed in the upstream region.
3. RESULTS
3.1. Spatial Resolution
The sets of Runs R05, R01, and R07 at 1x = 1,000 km and
R04, R00, and R06 at 1x = 200 km at their respective values of
1v = 60, 30, and 15 km s−1 are first used to investigate the effects
of improving 1x on the simulation. The final state of these runs
is shown in Figure 1 and their entire sequence in Supplemental
data Animation A1. Figure 2 shows the ion number density and
temperature profiles for the final state of the same set of runs.
All runs shown in Figures 1, 2 exhibit the formation of
foreshock and downstream waves. The comparison of the
occurrence of steepened foreshock waves impinging on the
shock front reveals that they reach similar amplitudes both
TABLE 2 | Simulation parameter ranges tested between separate runs.
Spatial resolution 1x (km) 200, 1,000
Velocity resolution 1v (km s−1) 15, 30, 60
Phase space density threshold fmin (m
−6s3) 10−12, 10−14, 10−16, 10−18,
10−20
Ohm’s law Hall term, no Hall term
Electric and magnetic fields Self-consistent, static (test-Vlasov)
Values in bold font are the base values when other parameters are varied. Proton kinetic
scales are given for reference in Table 1.
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TABLE 3 | Overview matrix of the runs performed.
ID 1x 1v fmin Hall Dynamic Velocity
km kms−1 −log10(m
−6s3) term fields cells
200 1,000 15 30 60 12 14 16 18 20 On Off On Off # #/R00
R00 × × × × × 3.7 · 109 1
R01 × × × × × 9.0 · 108 0.24
R02 × × × × × 4.0 · 109 1.1
R03 × × × × × 8.0 · 108 0.21
R04 × × × × × 5.2 · 108 0.14
R05 × × × × × 1.1 · 108 0.03
R06 × × × × × 3.0 · 1010 8.1
R07 × × × × × 6.3 · 109 1.7
R08 × × × × × 2.0 · 107 0.005
R09 × × × × × 9.2 · 107 0.02
R10 × × × × × 1.1 · 109 0.30
R11 × × × × × 1.7 · 1010 4.7
R12 × × × × × 2.6 · 107 0.007
R13 × × × × × 2.4 · 108 0.06
R14 × × × × × 1.2 · 108 0.03
R15 × × × × × 4.9 · 108 0.13
R16 × × × × × 2.8 · 109 0.76
The Run R00 is the reference case with respect to which the parameters are varied. The last two columns indicate the total number of velocity space cells at the end of each run and
its ratio relative to Run R00, giving a measure of the computational weight of the run.
at low and high 1x. However, the five-fold improvement in
spatial resolution leads to a corresponding increase in the
complexity and diversity of physical phenomena described by
the runs. At 1x = 1,000 km, the foreshock and downstream
waves are only approximately resolved by the grid, whereas
1x = 200 km provides much better sampling of the dominant
wavelengths. The finer resolution also allows shorter wavelength
waves to be present and enables steeper gradients, for example
at the steepened foreshock waves mentioned above or in the
downstream waves visible in Figure 6. The study of the velocity
distribution functions reveals that the spatial resolution has a
large impact on their morphology. The finer detail of the spatial
description leads to a greater complexity of the distributions at all
1v. The effects of varying1x are further discussed in section 4.3.
3.2. Velocity Resolution
The same set of Runs R05 and R04 (1v = 60 km s−1), R01 and
R00 (1v = 30 km s−1), R07 and R06 (1v = 15 km s−1) is used
to study the effect of varying 1v at both spatial resolution values
1x = 1,000 and 200 km, with the same Figures 1, 2 as well as
Supplemental data Animation A1.
At coarse 1x the improved 1v does not have major
consequences when comparing Runs R01 and R07. The
morphology of the foreshock and downstream waves as well
as the velocity distributions are remarkably similar. More
differences emerge at 1x = 200 km, although Runs R00 and
R06 are similar as well. Nevertheless, improving 1v has a
fundamental impact on the diffusive properties of the model.
It is best visible when considering the shape of the core solar
wind population when it propagates from the upstream boundary
toward the shock. The finer 1v is, the closer the core distribution
is to the initial and nominal Maxwellian distribution throughout
the upstream region. In comparison, decreasing the velocity
resolution to1v = 60 km s−1 results in a significantly misshapen
core distribution and a connected beam distribution. This has
a distinct effect in over-representing the upstream temperature,
as seen in Figure 2. This and further topics relating to the
convergence of the simulation as a function of resolution are
discussed further in section 4.3.
3.3. Phase-Space Density Threshold
The sequence of runs R08, R09, R10, R00, and R11 allows to
investigate the effect of the fmin threshold on the simulation,
as each of these runs only differs by the value fmin =
10−12, 10−14, 10−16, 10−18, and 10−20m−6s3, respectively. These
values correspond to a sphere with a radius of respectively 3.3,
4.5, 5.4, 6.2, and 6.9 proton thermal speeds in the upstream region
at initialization. Figure 3 shows the final state of these runs, while
Animation A2 in the Supplemental data shows the whole run
sequences. Figure 4 shows the ion temperature profiles for the
final state of these runs.
Although the isosurface plots of the velocity distribution
function are all drawn at f = 10−15m−6s3 (sphere of 5.0
upstream proton thermal speeds at initialization), the velocity
distributions are visible throughout Figure 3 and Animation A2.
This stems from the fact that a layer of up to 8 velocity space
cells is included beyond the last cells which have f > fmin, as
explained by von Alfthan et al. [30] and Pfau-Kempf [41]. Within
this layer, f is still propagated and it decreases steeply, so that it
can reach values as low as the isosurface value even though that
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FIGURE 1 | Runs R05, R01, R07, R04, R00, and R06 showing the effects of varying 1x and 1v, along with corresponding Supplemental data Animation A1. The
profiles of ion number density and temperature are shown in Figure 2.
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FIGURE 2 | Number density and temperature profiles for Runs R05, R01, R07, R04, R00, and R06 showing the effects of varying 1x and 1v.
is well below fmin in R08 and R09. This is however not always the
case, so that gaps can appear in the plots such as in the bottom
left velocity distribution plot in R08 in Figure 3.
At the higher end of the range, R08 and R09 demonstrate
the danger of setting a high value for fmin. This can lead to
the complete loss of a significant fraction of the ions such as
the foreshock ion beams reflected off the shock. Indeed the
temperature profiles of Figure 4 show that for these two runs
the temperature in the upstream region is constant at the core
population value, whereas for the other cases the upstream
temperature is strongly affected by the presence of the foreshock
reflected ions. This is also evident in the near-total and total lack
of foreshock waves in runs R09 and R08, respectively. R10, R00,
and R11 are near and below the fmin values typically used in global
magnetospheric simulations [44, 45, 47–49] and they result in
similar states. In particular the latter R00 and R11 are very similar,
as can be seen in Figure 4. Further implications of the choice of
fmin are discussed in section 4.4.
3.4. Hall Term in Ohm’s Law
Unsurprisingly, the inclusion of the Hall term in Ohm’s law
in the field solver has been shown to be instrumental in
modeling wave modes and their dispersion beyond the plain
magnetohydrodynamic behavior [50]. However, at the spatial
resolutions which are currently computationally feasible for
global magnetospheric simulations, the ion kinetic scales are
not yet well-resolved, so that for example the whistler waves
stemming from the Hall term inclusion are not resolved either.
This means that the Hall term in Ohm’s law only has a limited
impact on the simulations performed in the present study.
Comparing the Hall-less Runs R03 and R02 at 1x = 1,000
and 200 km, respectively with their counterparts R01 and R00
in Figure 5, and Supplemental data Animation A3 shows that
there is indeed no major differences with and without the Hall
term in Ohm’s law. This is also visible in Figure 6 which shows
the profile of the magnetic field By component for these same
runs.
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FIGURE 3 | Runs R08, R09, R10, R00, and R11 showing the effect of decreasing fmin. For the given resolution parameters, the result of the shock simulation is
converging, as can also be seen in the corresponding Supplemental data Animation A2 and Figure 4.
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FIGURE 4 | Temperature profiles for Runs R08, R09, R10, R00, and R11 showing the effect of decreasing fmin.
3.5. Test-Vlasov Simulations
The runs R12, R13, R14, R15, and R16 are particular as they are
performed in static fields. This means that after the initialization
of the electric and magnetic fields, only f is propagated in time. It
should be noted that due to the lack of electron physics and since
the spatial resolutions are not sufficient, no particular structure
or feature such as the cross-shock potential is present at the
shock. These test-Vlasov runs are conceptually equivalent to test-
particle simulations in static fields, where particles are subject
to the Lorentz force but do not affect the fields in return. Runs
R12 and R13 use 1v = 60 and 30 km s−1 for the coarser
1x = 1,000 km and Runs R14, R15, and R16 use 1v = 60, 30,
and 15 km s−1 for the finer 1x = 200 km. Their results are
shown in Figure 7 and the corresponding Supplemental data
Animation A4.
Runs R15 and R16, with the finer resolution parameters, show
convergence indeed. However, the three cases with coarser 1x
and/or 1v (R12, R13, R14) clearly depart from the expected
physical results, up to even losing the reflected foreshock ion
population. In comparison, the equivalent self-consistent runs—
respectively R05, R01, R04—do not fare as badly, as can be seen
in Figure 1 and its corresponding Supplemental data Animation
A1. Consequently, should Vlasiator be used in a test-Vlasov
configuration, care has to be taken to ensure that the spatial and
velocity resolutions are sufficiently good, and even better than for
fully self-consistent runs.
4. DISCUSSION
4.1. Representativeness of the Test Case
In order to reduce the parameter space to be covered, the
physical system chosen for this study is relatively simple, in
particular with respect to global magnetospheric simulations
which are the primary target in the development of Vlasiator.
This simplification however makes it possible to explore a range
of parameters at a fraction of the computational cost of global
simulations. It also makes the visualization of the runs and their
intercomparison less cumbersome.
The 1D-3V shock simulation simplifies shock reformation
physics and excludes phenomena such as shock curvature and
shock beading by design. Their analysis is well beyond the scope
of the present study. A parameter study using magnetospheric
simulations can be envisaged, but it involves a multitude of
additional factors, regardless of the computational cost of such
a simulation campaign. Such factors include possible feedback
from the magnetopause [48, 49], or the consequences of the
high magnetic fields of the geomagnetic dipole on the time
propagation algorithm.
The shock parameters are chosen to be similar to those used
in global magnetospheric simulations [44, 45, 47], in an effort to
explain differences in the foreshock distribution functions. The
discussion of this aspect is given in section 4.5 below.
4.2. Shock Position
The simulated shock is initialized in the de Hoffmann—Teller
frame and according to the Rankine—Hugoniot conditions for
a plasma shock, in an effort to keep the simulation domain
size requirements minimal thanks to a stationary shock. The
figures and Supplemental data animations show that this goal
is approximately achieved, however it is clear that in all
but the test-Vlasov runs the shock front moves downstream.
Closer scrutiny reveals that the time when the shocks starts
to recede, the receding speed, and the total distance the
shock front travels during the simulation varies across the
runs.
The explanation for this behavior is to be sought in the
conditions for the stability of the shock. The Rankine–Hugoniot
conditions are derived from the magnetohydrodynamic
equations, which in turn imply a set of assumptions regarding
the modeled plasma. In particular, the assumption that the
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FIGURE 5 | Runs R03, R01, R02, and R00 showing the effect of the Hall term in Ohm’s law in the field solver. At these spatial resolutions, the Hall term effects are not
expected to make a significant difference, as can also be seen in the corresponding Supplemental data Animation A3 and Figure 6.
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FIGURE 6 | Magnetic field By profiles for Runs R03, R01, R02, and R00 showing the effect of the Hall term in Ohm’s law in the field solver.
plasma can be described by a single, isotropic Maxwellian
particle population is not valid in the present hybrid-Vlasov
simulations. As a result, the Rankine–Hugoniot conditions
are violated to a certain degree due to the inherently kinetic
description of the shock in Vlasiator.
The systematic analysis of the deviations from each of
the components of the Rankine–Hugoniot jump conditions,
performed for each of the runs in this study, confirms
what the physical intuition regarding the setup suggests.
The recession of the shock is mostly due to an imbalance
in the conservation of the longitudinal momentum of the
plasma. Indeed the reflection of the foreshock ions off the
shock is a kinetic phenomenon not accounted for in the
magnetohydrodynamic description. Another discrepancy with
respect to the magnetohydrodynamic theory is the loss of
isotropy/gyrotropy of the velocity distribution. It leads to the
violation of the coplanarity theorem which stipulates that
the upstream and downstream magnetic field and velocity
vectors are coplanar across a magnetohydrodynamic shock. As
a consequence of this violation, some momentum is transferred
into the out-of-plane direction.
The dependency of the shock position on the “amount” of
kinetic physics can be appreciated in Figure 1 and Supplemental
data Animation A1 as well as in the density profiles shown in
Figure 2. The “more” kinetic Runs R00 and R06 (as discussed
further in section 4.3) are deviating most from the initial
magnetohydrodynamic equilibrium position. The comparison
with Figure 3 and Supplemental data Animation A2 shows that
1x and 1v have a stronger impact on the shock position
than fmin in this setting, whereas Figure 5 and Supplemental
data Animation A3 suggest that the Hall term does not have
a significant impact at the 1x used. The resolution and fmin
are discussed further in sections 4.3 and 4.4, respectively. The
recession of the shock in the runs of this study is therefore no
more than a confirmation of the kinetic nature of the simulations,
departing from the simpler magnetohydrodynamic theory used
to derive the initial shock stability conditions.
4.3. Resolution Convergence
The quality and trustworthiness of a numerical model is always
and naturally assessed in terms of its convergence toward a
reference or true result, both in verification against another
previously established model or theory [e.g., 49, 50, in the case of
Vlasiator] and validation against experimental data [e.g., 44, 45].
The parameter space covered by the runs in this work gives an
insight into the convergence properties of Vlasiator with respect
to 1x, 1v, and fmin. The former two are discussed here, the latter
is discussed in section 4.4.
The set of Runs R05, R01, R07 and R04, R00, R06 presented
in sections 3.1 and 3.2 as well as Figures 1, 2 and Supplemental
data Animation A1 is designed to investigate the convergence as
a function of 1x and 1v. Only two values of 1x are used, which
is insufficient to claim that the results converge. Additionally,
the spatial resolution does not yet allow to properly resolve the
ion kinetic scales (ion gyroradius and inertial length), which are
however of physical relevance in a hybrid model including the
Hall term in Ohm’s law. As an illustration, the magnetic field By
component profiles in Figure 6 show that neither the amplitude
nor the wavelength of the waves are similar when comparing both
values of1x, indicating a lack of convergence in this respect. Yet,
as stated before, one goal of this study is to provide a reference
for existing and future global magnetospheric simulations.
Thus, for the sake of comparison to existing magnetospheric
simulations and to stay within realistic computation times for
such a study, the present choice of resolution parameters is
made.
The comparison of Runs R00 and R06 shows that for 1x =
200 km, improving 1v from 30 to 15 km s−1 yields a very similar
result in terms of shock position, upstream, and downstream
waves and suprathermal ion distributions, while Run R04 at
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FIGURE 7 | Runs R12, R13, R14, R15, and R16 in the test-Vlasov (static fields) configuration. Although the results do converge at finer 1x and 1v (R15, R16), the
coarser cases (R12, R13, R14) give clearly unphysical results. Animation A4 is the corresponding Supplemental data.
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1v = 60 km s−1 exhibits less complex distributions and a shock
position closer to the magnetohydrodynamic rest position. In
contrast, at 1x = 1,000 km the two Runs R01 and R07 at finer
1v do feature more complex waves than the coarsest Run R05
but the morphology of the velocity distributions does not vary
much in these three runs. Hence the conclusion that 1x and 1v
have to be considered together, as improving only 1v at coarse
1x does not produce as complex kinetic physics as a moderate
improvement of 1v coupled with an improved 1x does.
The adequate choice of 1x with respect to the length scales
of the modeled phenomena is particularly important in studies
involving plasma instabilities and their growth. Indeed as was
already pointed out in previous work with Vlasiator [30], the
wave number and growth rate of the fastest growing mode of
a given instability is influenced by the total size of the box and
the number of grid points resolving the wave. The systematic
study of plasma beam instabilities in the relativistic regime by
Shalaby et al. [52] shows that even in the linear growth phase the
resolution and simulation domain extents have to be sufficient in
order to cover the spectral support of the instability and obtain
the correct growth rate and wave number of the fastest-growing
mode. While the detail of instabilities is not investigated here,
this factor has to be taken into account when interpreting such
instabilities in simulation results or defining the parameters of
new simulations.
A major discussion point on the impact of resolution
in Vlasiator simulations pertains to the numerical diffusive
properties of the model. As reported elsewhere [30, 41, 45],
the propagation algorithm is split in three parts. In the current
version of the solvers the acceleration of f is solved to fifth order
in 1v, the translation of f is solved to third order in 1x and
the field propagation is solved to second order in 1x. The time
stepping is of second order due to the Strang splitting scheme
applied and thanks to the second-order Runge—Kutta stepping
of the field solver. Therefore, 1x affects the amount of numerical
diffusion in translation, for instance a finer resolution allows
to better preserve steep gradients such as shocks and steepened
waves, as visible for example in Figure 6. Similarly 1v affects the
level of diffusion in velocity space. This is particularly evident
when observing the solar wind core distribution in Figure 1
and Supplemental data Animation A1. At coarse 1v the initially
isotropic and relatively cold Maxwellian distribution is distorted
into a gyrotropic but clearly non-spherical shape, and its width
increases during propagation toward the shock. This directly
affects the moments of f such as the ion temperature, which
increases due to this numerical diffusion. At the intermediate
and finer 1v values the diffusion is much better kept at bay and
the solar wind core population remains similar to the nominal
distribution. The analysis of the temperature profiles shown in
Figure 2 confirms this behavior, as only Runs R00 and R06
converge to a similar state, whereas the coarser runs exhibit
higher temperatures and stronger temperature perturbations in
the upstream region due to the diffusion. Finally the resolution
parameters have an impact on the length of the time steps that
the solver can take. Finer resolutions require shorter time steps
as signals propagating with advection and plasma wave speeds
must not travel more than one cell width per time step. Therefore,
a larger number of steps has to be taken in order to reach the
same simulated time, which increases the level of diffusion. The
runs presented here however show that sufficient 1x and 1v are
required to obtain physical results at kinetic scales, be it at the
cost of shorter and more numerous time steps, in addition to the
higher cost of the larger number of grid points.
4.4. Phase-Space Density Threshold
Convergence
The runs presented in section 3.3 investigate the convergence
of the simulation with respect to the value of fmin. For
obvious reasons the sparse velocity space strategy violates
the conservation of f and its moments (density, momentum,
pressure, etc.) inherent to the Vlasov equation.While this permits
enticing computational gains, the higher the level of fmin, the
more drastic the losses of f become as illustrated in Figure 3
and Supplemental data Animation A2. The temperature profiles
of Figure 4 show the same result. For both Runs R08 and R09
with highest fmin the ion temperature shows that the foreshock
beam population is no longer present in the upstream region.
This variable is very sensitive to the presence of a fast ion beam.
The first aspect to consider is the accurate description of the
prescribed initial and boundary conditions. The values of fmin
and1v have to be set such that the moments of f have the desired
accuracy. Coarse parameters lead to a worse accuracy of the
moments independently of the subsequent numerical diffusion
occurring during propagation.
The second aspect to consider is the quality of mass
conservation and the preservation of desired features such as
more tenuous ion beams. By definition, the lower the threshold
is set, the more low-density features in phase-space are preserved
which could have a dynamic significance. With parameters such
as Run R08 or R09 even the ion foreshock beams have densities
lower than the threshold, leading to their loss, corresponding
to a mass loss of the order of 1% of the total mass. Higher
moments are even more affected, as the high-velocity tails of
the distributions are the first to be truncated due to a high
fmin value. For most applications, such values of fmin are likely
insufficient.
Nevertheless, the computational cost of decreasing fmin is
steep. As shown in the last two columns of Table 3, the number
of velocity space cells, that is the number of 1D-3V phase space
sampling points in the Runs R08, R09, R10, R00, and R11 is
respectively 2.0 · 107, 9.2 · 107, 1.1 · 109, 3.7 · 109, and 1.7 · 1010,
which gives an indication of the evolution of the computational
cost as a function of fmin in these runs.
Of the simulations presented here, R00 and R11 do converge
toward a similar state. It is however not excluded that
dynamically significant but more tenuous parts of the velocity
distributions have been discarded due to the sparse velocity
space mechanism. Hence, the choice of fmin has to be a trade-off
between the degree of physical accuracy and the computational
weight of the simulation. Future avenues of development include
a more adaptive determination of fmin based on, for instance,
the local thermal velocity of the distribution, or adaptive mesh
refinement in velocity space, both of which could allow the
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TABLE 4 | Minimum requirements for 1x, 1v, and fmin along with related major advantages and disadvantages in hybrid-Vlasov simulations with Vlasiator.
Parameter Requirement Pros Cons
1x Resolution of the smallest relevant and
affordable physical scales (ion inertial
length, gyroradius, plasma wavelengths).
Kinetic results beyond MHD theory even
with under-resolved kinetic scales.
Loss of physical phenomena if too
coarse.
1v At least two 1v per thermal speed of the
coldest component.
Coarser 1v is acceptable along with
coarser 1x.
Numerical heating if too coarse.
fmin Covering at least 5− 6 orders of
magnitude of phase space density.
Easy adaptation of computational weight. Poor mass conservation, complete
loss of non-thermal ion populations.
tracking of low-density phase-space features at an affordable
computational cost.
4.5. Foreshock Ion Velocity Distributions
The shock parameters in this study are similar to those used
in global magnetospheric simulations [44, 45, 47]. The early
simulation [44] exhibits well-identified velocity distribution types
matching spacecraft observations. However the foreshock ion
distributions in the latter simulations presented by Palmroth et al.
[45] and in particular Hoilijoki et al. [47] are more complex and
a classification according to the types presented by Kempf et al.
[44] is not possible.
There are numerous differences between these two
generations of simulations. The Vlasov solver evolved from
a Eulerian propagator to the current semi-Lagrangian one,
decreasing the overall numerical diffusivity of the model.
This and further code improvements enabled significant
improvements in 1x (from 850 to 227 km) while relaxing the
requirements on 1v (from 20 to 30 km s−1) but still improving
the diffusive properties of the solver. The solar wind and shock
parameters, especially the Alfvénic Mach number, are not
identical. Closer inspection reveals that, due to a combination
of the above, the bow shock structure is much smoother in the
former simulation than in the latter, where shock beading occurs
albeit close to the grid resolution.
The runs presented here demonstrate that, notwithstanding
all the other differences, the improved 1x alone is sufficient to
achieve the quantum leap seen in the ion velocity distribution
complexity. This is evident when comparing the velocity
distributions in Runs R01 and R00 in Figure 1 and Supplemental
data Animation A1 and noticing that the step from coarse to fine
1x (Run R01 to R00) has a much stronger impact than the step
to a finer 1v (Run R00 to R06).
4.6. Computational Weight
The computational weight of the field solver in Vlasiator scales
linearly with the number of spatial cells, thus with (1x)−1.
However, the computational cost is dominated by the Vlasov
solver’s translation and acceleration operations, which scale
approximately linearly with the number of velocity space cells,
thus with (1v)−3. The memory consumption is also dominated
by the velocity space and it scales as (1v)−3. These approximate
scalings are reflected in the total number of velocity cells as is
visible in Table 3. R01 and R03 at 1x = 1,000 km have close to
5 times less velocity cells than R00 and R02 with 1x = 200 km,
whereas R06 (1v = 15 km s−1) has about 8 = 23 times more
cells than R00 (1v = 30 km s−1). The scaling of the number of
velocity cells with fmin is not linear, as shown in section 4.4, but
very steep so that lowering fmin comes at a large computational
cost.
In addition to the memory usage and the raw number of
computations per step, the computational cost of a run scales
inversely with the length of the time steps. That in turn is
affected by1x, but also by the physical parameters simulated. For
example, higher magnetic fields result in shorter allowed gyration
steps and limit the length of the admissible field solver time steps,
as do lower densities in the latter case. These combined effects
however cannot be controlled directly by setting simulation
parameters. Additionally the length of the time step is adapted
dynamically during a run.
Lastly, the computational weight is dependent on the
architecture the code is run on, and on the parallelization
parameters. Velocity space computations greatly benefit from
vectorization, while the number of threads per process and the
overall number of processes or computation nodes used affect the
quality of the load balancing and the efficiency of inter-process
communication.
The overall computational weight of a run is the result of a
number of parameters. The interdependence of these parameters
means that the effective computational cost of a simulation run
cannot be determined exactly beforehand. The parameter most
affected by 1x, 1v, and fmin is the number of 1D-3V phase space
sampling points, affecting mostly the Vlasov solver. The detailed
study of the computational efficiency of Vlasiator is however
beyond the scope of this work. It should also be noted that as
with any simulation software, new improvements to numerical
efficiency are constantly being implemented.
4.7. Implications for Various Applications
It would be futile to state here explicit quantitative
recommendations in terms of 1x, 1v, and fmin for future
applications of Vlasiator or any other hybrid-Vlasov model.
Their choice is dictated by a range of technical and physical
requirements, as evidenced in the previous sections.
First of all, the resolutions have to ensure that the quality of
the propagation in terms of the conservation of the moments of
f in particular meets quality criteria sufficient for the targeted
modeling. In that sense, 1v should ensure that for example the
thermal width of the coldest relevant component—the upstream
inflowing population in this study—is well-resolved, that is
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resolved by at least a few velocity cells. Likewise, fmin should
ensure mass conservation to required accuracy. This means
covering an amplitude of at least 5–6 orders of magnitude of
phase space density in the runs presented here. In other cases,
like studies of particle acceleration at shocks, a larger range of f
is required in order to allow the acceleration process to proceed
from tenuous, high-energy accelerated ions to a full-fledged tail
of the ion energy spectrum.
The next step is to evaluate which spatial scales are relevant
to the problem and must be well-resolved. As an extreme
example, the electron gyroradius and the Debye length are not
relevant in the hybrid-Vlasov context. The ion kinetic scales
(ion gyroradius and inertial length), however, are potentially of
interest, even though this and previous work shows that even
with under-resolved kinetic scales Vlasiator produces kinetic
phenomena. Unlike the 1v and fmin parameters, a coarser 1x
does not directly affect the conservation of moments of f but
it can reduce the range of physical phenomena modeled in the
simulation.
Finally, the likely most stringent factor to determine
simulation parameters is the availability and manageability
of computational resources. The runs in this study can be
performed using on the order of ∼ 10 to ∼5,000 node-hours
(excluding post-processing) on a modern supercomputer, the
upper limit being reached for runs with a fine 1v and low fmin
like Runs R06 and R11. Large-scale magnetospheric simulations,
on the other hand, require investments on the scale of 105 − 106
node-hours despite significant trade-offs being made in terms of
the dimensionality of the problem and the resolution of kinetic
scales.
Therefore, a balance of physical resolutions compounded
by the computational feasibility has to be struck whenever a
new setup is considered. The results of this study also show
that care has to be exercised when trying to extrapolate from
low-resolution test setups toward large-scale production runs.
A synthetic overview of the parameters, their requirements as
well as their major advantages and disadvantages is given in
Table 4.
5. CONCLUSION
A set of 1D-3V simulations of a shock with parameters similar to
the terrestrial bow shock was performed using the hybrid-Vlasov
model Vlasiator. The set was designed to investigate the effects of
varying the spatial and velocity resolution, the minimum phase
space density threshold and including or excluding the Hall term
in Ohm’s law in the field solver. Test-Vlasov runs in which the
electric and magnetic fields are kept static were also performed
for comparison.
The results presented highlight specificities of the hybrid-
Vlasov method, which only relatively recently became affordable
for large-scale plasma modeling. Therefore, this work is a
benchmark for existing and future large-scale simulations
performed with Vlasiator. It also documents the effects the
various investigated parameters can have on the behavior of the
algorithm.
In agreement with previously published global
magnetospheric simulations performed with Vlasiator
[44, 45, 47], it appears that it is not necessary to fully resolve ion
kinetic spatial scales in order to obtain kinetic results departing
from magnetohydrodynamic theory. However, the choice of
resolution and minimum phase space threshold values must take
into account the physical phenomena to bemodeled as well as the
momentum conservation properties of the algorithm. It is shown
in particular that the spatial and velocity resolutions should be
increased together rather than favoring either one. The resulting
choice of parameters must ensure that targeted quality criteria are
met while remaining within acceptable limits of computational
weight.
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The GNU Parallel tool is used in many steps for the
production of the Supplemental data animations [53].
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fphy.
2018.00044/full#supplementary-material
A set of animations is provided as Supplemental data. Each
animation corresponds to a figure and their design is explained
in section 2.3.
1. Supplemental data Animation A1 corresponding to Figure 1.
2. Supplemental data Animation A2 corresponding to Figure 3.
3. Supplemental data Animation A3 corresponding to Figure 5.
4. Supplemental data Animation A4 corresponding to Figure 7.
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