In this paper, function approximation is utilized to establish functional series approximations to integrals. The starting point is the definition of a dual Taylor series, which is a natural extension of a Taylor series, and spline based series approximation. It is shown that a spline based series approximation to an integral yields, in general, a higher accuracy for a set order of approximation than a dual Taylor series, a Taylor series and an antiderivative series. A spline based series for an integral has many applications and indicative examples are detailed. These include a series for the exponential function, which coincides with a Padé series, new series for the logarithm function as well as new series for integral defined functions such as the Fresnel Sine integral function. It is shown that these series are more accurate and have larger regions of convergence than corresponding Taylor series. The spline based series for an integral can be used to define algorithms for highly accurate approximations for the logarithm function, the exponential function, rational numbers to a fractional power and the inverse sine, inverse cosine and inverse tangent functions. These algorithms are used to establish highly accurate approximations for π and Catalan's constant. The use of sub-intervals allows the region of convergence for an integral approximation to be extended.
Introduction
The mathematics underpinning dynamic behaviour is of fundamental importance to modern science and technology and integration theory is foundational. The history of integration dates from early recorded history, with area calculations being prominent, e.g., [1, 2] . The modern approach to integration commences with Newton and Leibniz and Thomson [3, 4] provides a lucid, and up to date, perspective on the approaches of Newton, Riemann and Lebesgue and the more recent work of Henstock and Kurzweil.
A useful starting point for integration theory is the second part of the Fundamental Theorem of Calculus which states
where (1) f F  on [α, β] for some antiderivative function , assuming is integrable, e.g., [4] [5] [6] . However, within all frameworks of integration, a practical problem is to determine antiderivative functions for, or suitable analytical approximations to, specified integrals. Despite the impressive collection of results that can be found in tables books such as Gradsteyn and Ryzhik [7] , the problem of determining an antiderivative function, or an approximation to the integral of a specified function, in general, is problematic. As a consequence, numerical evaluation of integrals is widely used. The problem is: For an arbitrary class of functions ℑ, and a specified interval [α, β] , how to determine an analytical expression, or analytical approximation, to the integral
Approaches include use of integration by parts, e.g., [8] , use of Taylor series, asymptotic expansions, e.g., [9, 10] , etc. A useful approximation approach is to use uniform convergence, bounded convergence, monotone convergence or dominated convergence of a sequence of functions and a representative statement arising from dominated convergence, e.g., [11] 
where
For the case where { } is such that the corresponding sequence of antiderivative functions { } is known, then an analytical approximation to the integral of is defined by ( ). It is well known that polynomial, trigonometric and orthogonal functions can be defined to approximate a specified function, e.g., [12] . In general, such approximations require knowledge of the function at a specified number of points within the approximating interval and the use of approximating functions based on points within the region of integration underpins numerical evaluation of integrals, e.g., [13] . Of interest is if function values at the end point of an interval, alone, can suffice to provide a suitable analytic approximation to a function and its integral. In this context, the use of a Taylor series approximation is one possible approach but, in general, the approximation has a limited region of convergence. The region of convergence can be extended through use of a dual Taylor series which is introduced in this paper and is based on utilizing two demarcation functions. An alternative approach consider in this paper is to use spline based approximations.
It is shown that a spline based integral approximation, based solely on function values at the interval endpoints, has a simple analytic form and, in general, better convergence that an integral approximation based on a Taylor or a dual Taylor series. Further, a spline based integral approximation leads to new series for many defined integral functions, as well as many standard functions, with, in general, better convergence than a Taylor series. The spline based series for an integral can be used to define algorithms for highly accurate approximations for specific functions and new results for definite integrals are shown. As is usual, interval sub-division leads to improved integral accuracy and high levels of precision in results can readily be obtained.
In Section 2, a brief introduction is provided for integral approximation based on an antiderivative series and a Taylor series. A natural generalization of a Taylor series is a dual Taylor series and this is defined in Section 3 along with its application to integral approximation. An alternative to a dual Taylor series approximation to a function is a spline based approximation and this is detailed in Section 4 along with its application to integral approximation. A comparison of the antiderivative, Taylor series, dual Taylor series and spline approaches for integral approximation is detailed in Section 5. It is shown that a spline based approach, in general, is superior. Applications of a spline based integral approximation are detailed in Section 6 and concluding comments are detailed in Section 7.
In terms of notation ( ) ( ) ( )
is used and all derivatives in the paper are with respect to the variable . Mathematica has been used to generate all numerical results, graphic display of results and, where appropriate, analytical results.
Integral Approximation: Antiderivative Series, Taylor Series
For integral approximation over a specified interval, and based on function values at the interval endpoints, two standard results can be considered: First, an antiderivative series based on integration by parts. Second, a Taylor series expansion of an integral.
Antiderivative Series
An antiderivative series for an integral can be established by application of integration by parts, e.g., [14] : If : → is nth order differentiable on a closed interval [α, t] (left and right hand limits, as appropriate, at α, t) then
Taylor Series Integral Approximation
A Taylor series based approximation to an integral is based on a Taylor series function approximation which dates from 1715 [15] . Consider an interval [α, β] and a function : → whose derivatives of all orders up to, and including, + 1 exist at all points in the interval [α, β] . A nth order Taylor series of a function , and based on the point α, is defined according to
For notational simplicity, it is useful to use the latter form of the definition with the former form being implicit for the case of t = α. A Taylor series enables a function : → , assumed to be (n + 1)th order differentiable, to be written as
where an explicit expression for the remainder function ( , ) is
See, for example, [8] or [16] for a proof. A sufficient condition for convergence of a Taylor series is for
It then follows that a nth order Taylor series for the integral
based on the point , is
Dual Taylor Series
A natural generalization of a Taylor series is to use two Taylor series, based at different points, and to combine them by using appropriate weighting, or demarcation, functions. The result is a dual Taylor series.
Demarcation Functions
For the normalized case of an interval [0, 1], a dual Taylor series requires two demarcations functions, denoted and , which have the monotonic decreasing/increasing form illustrated in Figure 1 . The ideal, and normalized, demarcation function are defined according to
and are such that
Whether idealized or not, the assumption is made that and are such that (15) is satisfied. Further, for the case where is antisymmetrical around the point (1/2, 1/2), it follows that ( ) = 1 − (1 − ) and ( ) = (1 − ). This is assumed. 
For a dual Taylor series, the further requirement is that the demarcation functions do not affect the value of the derivatives of the series at the end points of the interval being considered. This can be achieved by the further constraints of the right and left hand derivatives, of all orders, being zero, respectively, at the points zero and one, i.e., ( ) (0 ) = ( ) (0 ) = 0 and ( ) (1 ) = ( ) (1 ) = 0 for ∈ {1, 2, … }. An example of a suitable demarcation function is
and the graph of this function is shown in Figure 2 for the case of ∈ {1, 2, 5, 10}.
Figure 2.
Graph of the normalized demarcation functions ( ) and ( ) as defined by (16) . Such functions are infinitely differentiable on (0, 1), and have right and left hand derivatives, of all orders, that are zero, respectively, at the points of zero and one.
For the denormalized case, and for the interval [α, β], the demarcation functions are defined according to
Polynomial Based Demarcation Function
Polynomial demarcation functions are of interest because, if they are associated with a Taylor series, the resulting composite function has a known antiderivative form.
A normalized polynomial based demarcation function, of order n, and for the interval [0, 1], is the (2n + 1)th order polynomial
For notational simplicity, the latter form is used with the former form being implicit for the case of t = 0. This function satisfies the constraints
and is antisymmetric around the point (1/2, 1/2). The associated quadrature polynomial demarcation function is
To derive (18) , a useful approach is to solve for the coefficients of a (2n + 1)th order polynomial, subject to the constraints specified by (19) , and starting with the case of = 1, 2, …. The coefficient form of
in (18) can be inferred from the results specified in Pascal's triangle.
An alternative form for , ( ) is
which arises from using the binomial formula on (1 − ) . For notational simplicity, the latter form is used with the former form being implicit for the case of = 0. The graphs of the polynomial based demarcation functions are shown in Figure 3 . For the denormalized case, and for the interval [α, β], the demarcation functions are defined according to
Explicit forms for the demarcation functions, based on the form specified in (18) , are:
The second form in these equations are valid, respectively, for ≠ α and ≠ β, and for notational simplicity, are used. 
Dual Taylor Series
For the interval [α, β], a dual Taylor series, of order n, is the weighted summation of two nth order Taylor series, one based at α and one at β, and is defined according to
where m and q are the demarcation functions defined by (17) . Using the Taylor series notation as specified in (7):
By construction:
For the case of polynomial demarcation functions, ( ) = ( ) and ( ) = ( ), as specified by (23), and an explicit expression for (α, β, ) is
A dual Taylor series allows a function to be written as
where the remainder function (α, β, ) is defined according to
The proof of this result is detailed in Appendix 1.
Convergence
With the definition of
, it follows that a bound on the remainder function is
It then follows, from the nature of the demarcation functions, that a sufficient condition for the convergence of a dual Taylor series for the interval [α, β] is for
For ideal demarcation functions, where the Taylor series based at α only has influence on the interval Figure 4 using the polynomial demarcation functions specified by (23). 
Integral Approximation
With a polynomial demarcation function, the integral of a dual Taylor series is well defined and leads to the following equality
The proof is detailed in Appendix 2.
Spline Approximation
A nth order spline approximation, , on the interval [α, β] , to a function , which is differentiable up to order , is a (2n + 1)th order polynomial that equals the function, in terms of value and derivatives up to order , at the end points of the interval. A nth order spline function for the interval [α, β], thus, has the form
c c t c t c t t
where the coefficients , … , are such that the function and the spline approximation, as well as their derivatives of order 1, … , , take on the same values at the end points of the interval, i.e.,
The case of n = 1 corresponds to a cubic spline. The use of the following symmetrical form 2 00 01 02 0 2 1 (1) 10 11 12 1, 1
t a a t a t a t f h t t a a t a t a t f h t t a a
, allows the sequential solving of the unknown coefficients and leads to the result (see Appendix 3):
This expression can be written in the following manner which is similar in form to that of a dual Taylor series:
where ( ) and ( ) are the denormalized polynomial demarcation functions defined by (23) and the coefficient functions are defined according to , ( ) = , ( ) = 0 and
The proof of these results is detailed in Appendix 3. The coefficient functions are such that −1 < , ( ), , ( ) < 0 for ∈ {1, … , } and a comparison of (41) with (27) shows that a spline approximation converges to a dual Taylor approximation when , ( ) and , ( ) converge to zero. The variation in 1 + , ( ) is illustrated in Figure 5 . Results are shown for ∈ {10, 30, 100, 300, 1000} when = 1/2 and ∈ {100, 300, 1000} when = 1/4.
Examples
The zeroth to third order spline approximations to a function for the interval [α, β] are: Figure 4 shows that a spline series provides, in general, a better approximation than a dual Taylor series of the same order and with a dual Taylor series diverging more in the center of the interval of approximation. 
Convergence
Consider a spline approximation, as defined by (40) or (41). A sufficient condition for convergence, i.e., lim
The proof of this result is detailed in Appendix 4.
Spline Based Integral Approximation
The spline approximation, as defined by (40), leads to the integral equality
and the following spline based integral approximation
In these expressions the coefficients are defined according to
A simpler expression is
and this can be written, for ≥ 1, in the form
The remainder is defined according to
The proof of these relationships is detailed in Appendix 5.
Approximation in Limit
It is the case that
and it then follows, for the convergent case, that
. Integral Approximations of Orders Zero to Three
The integral approximation (α, ), as specified by (49), of orders zero to three are:
10 120
Remainder for Orders Zero to Three
The remainder functions associated with a spline based integral approximation, as specified according to (53), and for orders zero to three, are defined according to (1) (
Explanation of Integral Approximation: Successive Area Approximation
The integral approximation specified by (49), and the coefficients specified by (51), is best understood by considering successive approximations to the integral ∫ (λ) λ. First, consider a zeroth order approximation as defined by
and the area illustrated in Figure 7 . The area is consistent with an affine approximation between the function values at the end points of the interval and equals the zeroth order integral approximation as defined by (α, ). The difference between the function and an affine approximation between the values of (α) and ( ) defines a residual function : Figure 7 . Illustration of the area defined by a zeroth order approximation to an integral and the residual function .
Second, consider the first order approximation to the integral as defined by
and the area illustrated in Figure 8 . Third, consider the second order approximation to the integral as defined by
and the area illustrated in Figure 9 . The third term in this expression approximates the area under a quadratic approximation to the residual function , based on ( ) (α) and ( ) ( ) , and with a different denominator term of 120 versus 48. For higher order approximations the term of 120 approaches 48. Figure 9 . Illustration of the areas defined by a quadratic approximation to the residual function and based on ( ) (α) and ( ) ( ).
For the convergent case, the approximation to the integral, as specified by defined by (49), converges to the form specified by (55) as → ∞ and this form is consistent with the successive area approximations illustrated in Figure 7 , Figure 8 and Figure 9 .
Determining Region of Integration for a Set Error Bound
For a positive function, a bound on the region of integration, for a set error level, can be determined by considering the area defined by the first passage time of the function to a specified level. Consider a positive function, which has a first passage time to the level at = , as illustrated in Figure 10 . The following integral bound holds Thus, for a bound ε on the integral of a positive function , a bound on the interval of integration is
i.e., the first passage time of | ( )| to ε . Consider the integral and its spline based approximation as specified by
where ( ) (α, ) is specified by (53). As ( ) (α, ) is known, it follows that a bound on the region of integration can be specified according to (1) inf{ :
and solved by standard root solving algorithms.
Example
Consider determining the region of integration, , for the integral ∫ ( ) and for an error bound of ε = 10 using the integral approximation specified by (49). The graph of ( ) = ( ) is shown in Figure 11 and results are tabulated in Table 1 . The specified region of integration, as expected, is conservative. 
Summary and Comparison of Integral Approximations
The function and integral approximations detailed above are summarized in Table 2 . The remainder terms associated with the integral approximations are summarized in Table 3 . Table 2 . Summary of function and integral approximations.
Function Approximation for ∈ [ , ]
Integral Approximation: Table 3 . Summary of remainder terms.
Remainder in Integral Approximation: ∫ ( )
Antiderivative Series
Comparison of Integral Approximations
To compare the four different approximations to an integral that have been considered, and summarized in Table 2 , it is useful to utilize a set of test functions. Consider a set of test functions based on a summation of Gaussian pulses
where m is an outcome of a Poisson random variable with parameter λ = 4 (the zero case excluded), , ∈ {1, … , }, are independent outcomes of random variables with a normal distribution with zero mean and unit variance, , ∈ {1, … , }, are independent outcomes of random variables with a uniform distribution on the interval [0, 1] and , ∈ {1, … , }, are independent outcomes of random variables with a uniform distribution on [0, 2]. Examples of signals are shown in Figure 12 . For 1000 independently generated signals, the proportion of approximations to ∫ (λ) λ , with a relative error of less than 0.01, is detailed in Table 4 for the four integral approximations. The results show the clear superiority of the spline based integral approximation and simulation results for other types of signals indicate that this holds more generally. Figure 12 . Examples of test functions as defined by (73).
Spline Based Integral Approximation: Applications
The integral based approximation, based on a nth order spline function approximation and as specified by (49), facilitates, for example, the definition of new series for standard function, new series for functions defined by integrals, and new definite integral results. In general, the series for functions have better convergence than Taylor series based approximations.
As the relative error in the evaluation of an integral, based on a spline function approximation, increases non-linearly with the region of integration, there is potential for high precision results if the value of a function defined by an integral can be established by utilizing a smaller region of integration. Several cases where this is possible are detailed.
Exponential Function Approximation
The spline based integral series, of order n, leads to the following series approximation for the exponential function
t c t c t c t c t t c t c t c t c t c t
where , is specified by (51). For the case of → ∞ 
The series converges for all ∈ . The proof of this result is detailed in Appendix 6.
Notes
The series defined by (74) is the same as that arising from a (n + 1)th order Padé approximation, e.g., [17] , which can be seen by comparing the approximations for explicit orders. A fourth order approximation (fifth order 5/5 Padé approximation) is 
t c t c t c t t c t c t c t c t
                  .(77)
Nature of Convergence
A nth order Taylor series approximation for exp(t), based on the origin, leads to the well known approximation
The relative error in the evaluation of exp(−t), based on this Taylor series, and the spline based series expansion defined by (74), is shown in Figure 13 . The superiority of the spline based series is clearly evident. Figure 13 . Graph of the relative error in approximations to exp(−t): fourth to eighth order spline based approximations along with eighth to sixteen order Taylor series approximations.
High Precision Evaluation
To establish a series with a high rate of convergence consider
t m c t m c t m c t m c t m c t m c t m c t m c t m c t m
High precision results can be obtained as m is increased. Results that are indicative of the improvement, with increasing levels of fractional power, are detailed in Table 5 where the case of approximating e is considered. 
Natural Logarithm Approximation
A similar approach to that used for the exponential function leads to the following nth order series for the natural logarithm function:
where , is specified by (51). The proof of this result is detailed in Appendix 7. A Taylor series, based on the point t = 1, for the natural logarithm is
The relative error in this series, and the spline based series defined by (80), is detailed in Figure 14 .
Simulation results indicate a region of convergence close to 0.15 < t < 6 for the spline based seriesproof of a definitive bound is an unsolved problem. 2 ( 1) ( 1) ( 1)( 1) ( 1)( 1) 
High Precision Evaluation of Natural Logarithm
As the integral of ln(t) is
it follows that
Using the spline series approximation specified in (80), it follows that a nth order series approximation for ln(t), with higher precision and a greater range of convergence, is
where , is specified by (51). Results that are indicative of the improvement in precision, with increasing levels of fractional power, are detailed in Table 6 . Table 6 . Relative error in evaluation of ln(t) for the case of t = 100. For the case of m = 1 the relative error is high for all orders of approximation. (2) As a second example, consider the evaluation of ln(2) which can be defined according to
Order of Approx. n

Fractional Power m
Magnitude of
One associated series, e.g., [18] , p. 15, is
whilst Taylor series for ln(x), based on the points at 1 and 2, yield
i.e.,
The second series arises by finding an approximation for ln (1) A second order series specified by (85) is
and yields an approximation with relative errors, respectively, of 1.3 × 10 −4 , 1.3 × 10 −10 , 1.3 × 10 −16 and 1.3 × 10 −22 for the cases of m = 1, 10, 100, 1000.
Evaluation of Numbers to Fractional Powers
Consider determining / for the case of ℎ ∈ {1, 2, … }. With an initial approximation to / of , the following integral is the basis for an iterative algorithm:
An approximation to yields an approximation for / which is denoted where
Replacing by in (91) is the first step in an iterative algorithm to establish an accurate approximation to / . The requirement for such an algorithm is a suitable approximation for the integral defined by and a nth order spline integral approximation is useful.
Iterative Algorithm
An iterative algorithm for determining an approximation to / , and based on a nth order spline integral approximation, is:
where an initial number, less than / , of is chosen and
Here , is specified by (51). The proof of this algorithm is detailed in Appendix 8.
Example and Results
For a 3rd order spline integral approximation, the algorithm is based on 
( 1)(2 1)(3 1) ( ) 1680 
( 1)(2 1)(3 1) ( ) 1680
Indicative results for the efficacy of the iterative algorithm for evaluation of a rational number to a fractional power, based on third and sixth order spline approximations, are detailed in Table 7 . 
Arc-Cosine, Arc-Sine and Arc-Tangent Function Approximation
Given the coordinate (x, y) of a point on the first quadrant of the unit circle, the corresponding angle θ, as defined by θ = acos ( ), θ = asin ( ) and θ = atan (y/ ), can be determined from the following integral which is associated with the angle θ/2 , ∈ {1, 2, … }:
This result is proved in Appendix 9. To determine an approximation for θ, and, hence, acos ( ), asin ( ) and atan (y/ ), first, g ( ) needs to be specified. Second, an approximation to the integral needs to be specified and the spline based integral approximation is efficacious. 
Here:
A direct definition for
2
where an algorithm for determining is:
The proof of these results is detailed in Appendix 9.
As an example, the third and fourth order functions 3 ( ) g x and 4 ( ) g x are:
Spline Based Integral Approximation
The integral defined by (97) can be approximated by using a nth order spline integral approximation as defined by (49) and (51). For the case of (x, y) specified with = √1 − , approximations to θ = atan (y/ ), θ = acos ( ) and θ = asin ( ) can be determined. Based on a nth order spline integral approximation, the approximation is
where , is specified by (51) and
As an example 
These results arise from the spline based integral approximation as specified by (49) and (51) and by noting that
where the algorithm for determining the numerator polynomial p(k,t) is specified by (104). Substitution of this result into (49) yields
Simplification yields the result stated in (103).
Example and Results
With 
where, for the case of i = 4, g ( ) is specified in (102). The use of g ( ) in (108), for the case of = 1/√2, yields an approximation to atan(1) = π/4 and, hence, π with a relative error of 1.5 × 10 −14 .
Weisstein [19] provides a good overview of approaches for calculating π. Further, and indicative, results are tabulated in Table 8 . High precision results can be established, for relatively low order spline based integral approximations, by using a high order of angle subdivision. 
Series for Integral Defined Functions: The Fresnel Sine Integral
The spline based integral approximation, as specified by (49), can be used to define series approximations for integral defined functions. As an example, consider the Fresnel sine integral ∫ sin (λ ) λ . To establish a spline based approximation for this integral the kth derivative of ( ) = sin ( ) is required. This can be specified by using the quadrature signal ( ) = cos ( ) and is
where 0 0 1 1
t q t t p t p t tq t q t q t tp t k
It then follows that a spline based approximation to the Fresnel sine integral is:
where , is specified by (51). A sixth order approximation is 
The error in a sixth order approximation to the integral is illustrated in Figure 15 . The relative error is significantly less than for a standard Taylor series approximation defined, e.g., [20, 21] , according to 
For integration over the interval [0, 1.5] , the true integral is 0.778238… and a 6th order spline approximation yields a relative error of −1.4 × 10 −5 . Figure 15 . Graph of approximations (order 6) to the integral of sin(t 2 ).
Definite Integrals
The following examples illustrate the ability of spline based integral approximation to define new series for definite integrals.
Example 1
Consider the approximation
arising from (49), with , as specified by (51), and based on the result
A sixth order approximation is 
and has a relative error of 1.7 × 10 −8 . A sixth order series approximation, as specified by (120), yields an approximation with a relative error of −2.7 × 10 −3 .
Use of Sub-Division of Integration Interval
The region of convergence for a spline based integral approximation can be extended by demarcating the region of integration into sub-intervals and by using a change of variable. Consider the integral ∫ (λ) λ which can be written as 
and, based on (115), 
which has a free charge density of ρ on it, generates an electric field at a point (x, y, z) away from the ring of 
where ε is the permittivity of free space. As an example, consider the x component of the electric field which is defined by the integral 
where 
For example (simplification via Mathematica): 
The integrand, f, varies significantly with the point (x, y, z) as is evident in Figure 16 where, for the case of a = 1 and b = 0, the graph of f is shown for the points (1/10, 1/10, 1/10), (1, 1/10, 1/10), (1, 1, 1) and (10, 1, 1) . The change in the integrand with four sub-divisions of the interval [0, 2π] is shown in Figure 17 for the same four points. Figure 16 . Graph of f(t) for the case of a = 1, b = 0. For the case of (10, 1, 1) a scaling factor of 10 has been used; for the case of (1, 1/10, 1/10) a scaling factor of 0.1 has been used.
Figure 17. Graph of g(t)
. For the case of (10, 1, 1) a scaling factor of 10 has been used; for the case of (1, 1/10, 1/10) a scaling factor of 0.1 has been used.
Indicative results are detailed in Table 9 and the use of four sub-intervals yields, in general, acceptable levels of error apart from the case of points close to the ring of charge where the integrand varies rapidly. Table 9 . Magnitude of relative error in evaluation of ( , , ) using four sub-intervals and eight sub-intervals for the point (1, 0.1, 0.1). 
Order of
Conclusion
This paper has introduced the dual Taylor series which is a natural generalization of the classic Taylor series. Such a series, along with a spline based series, facilitates function and integral approximation with the approximations being summarized in Table 2 . In comparison with a antiderivative series, a Taylor series and a dual Taylor series, a spline based series approximation to an integral, in general, yields the highest accuracy for a set order of approximation. A spline based series for an integral has many applications and indicative examples include a series for the exponential function, which coincides with a Padé series, new series for the logarithm function as well as new series for integral defined functions such as the Fresnel Sine integral function. Such series are more accurate, and have larger regions of convergence, than Taylor series based approximations. The spline based series for an integral can be used to define algorithms for highly accurate approximations for the logarithm function, the exponential function, rational numbers to a fractional power and the inverse sine, inverse cosine and inverse tangent functions. Such algorithms can be used, for example, to establish highly accurate approximations for specific irrational numbers such as π and Catalan's constant. The use of sub-intervals allows the region of convergence for an integral to be extended. The results presented are not exhaustive and other applications remain to be found. 
