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We study the Kondo screening of a magnetic impurity in a two-dimensional superconductor with
Rashba spin-orbit coupling (SOC). It is found that the Rashba interaction generates a novel Kondo
screening channel, in which the local moment is screened by the exchange coupling with conduction
electrons in different spin and orbital states. The Kondo temperature associated with this process
is determined by the interplay between the Rashba SOC and superconducting energy gap. As a
result, the quantum phase transition between the magnetic doublet and Kondo singlet ground states
is significantly affected by increasing Rashba SOC in such a system. This result uncovers that the
Rashba SOC plays an instructive role and provides a novel screening channel for the Kondo effect,
which is expected to be observed in future experiments.
I. INTRODUCTION
The Kondo effect, originating from the screening of
magnetic moment by conduction electrons, is one of the
well-understood phenomena in many-body physics1,2. In
artificial nanostructures, the Kondo effect manifests itself
as a zero-bias resonance peak at low temperatures3–5.
When a magnetic impurity is immersed into a super-
conductor, due to the exchange scattering with Cooper
pairs, the magnetic moment can induce subgap Yu-Shiba-
Rusinov(YSR) bound states6–9. The behavior of the YSR
bound states can uncover many interesting physics, for
example, the interplay between the Kondo screening and
superconducting pair-breaking interactions, which leads
to two different ground states, namely, the magnetic dou-
blet state and the Kondo singlet state10–16. The quantum
phase transition (QPT) between these two ground states
takes place at T 0K/∆ ∼ 1, which can be characterized
by the level-crossing of the YSR bound states (T 0K is the
normal state Kondo temperature, and ∆ is the super-
conducting energy gap)14–18. Recently, many works have
shown that a superconductor with strong spin-orbit cou-
pling (SOC) can provide many interesting features such
as Majoranan zero mode found in Fe or Co chain19–26.
This motives us to consider Kondo physics of an adatom
on the surface of a superconductor with strong SOC. In
such systems, the SOC should play an important role in
Kondo screening.
In the literature there exists many works to discuss
the influence of the SOC on the Kondo effect. If the
SOC is present in the magnetic impurity or quantum
dot, for single-wall carbon nanotube quantum dot27, the
SOC leads to the fine splitting of the Kondo resonance28,
which has been experimentally observed by different ex-
perimental groups29–31. Here we focus on the cases that
the SOC is present in the environmental conduction elec-
trons, for example, those electrons on the surface of the
three-dimensional topological insulator32. In the pres-
ence of SOC, the spin and orbital angular momentum are
not conserved separately. It is natural to represent the
conduction electrons in orbital angular momentum ba-
sis with a definite z component about the impurity.33–35
Then, the total angular momentum jz(= lz + sz) is a
conserved quantity, lz and sz are the orbital angular mo-
mentum and spin of conduction electrons, respectively.
In these cases, the Kondo resonance could be enhanced
by the weak Rashba or Dresselhaus SOC33,34. In partic-
ular, for strong SOC, Isaev, Ortiz and Vekhter (IOV)35
even found a new mechanism for the Kondo screening,
namely, the impurity spin is screened by purely orbital
degree of freedom of the surface electrons in the three-
dimensional topological insulator. These works show rich
physics involved in the Kondo effect and motivate us to
further explore Kondo screening for a magnetic impu-
rity absorbed on a two-dimensional electron gas (2DEG)
proximity to a conventional superconductor.
The setup we study is shown schematically in Fig.1 (a).
The Kondo screening originating from pair-breaking ex-
change interaction between the magnetic impurity and
Cooper pairs has been intensively in the literature.10–16
In the present work, we find that the Rashba SOC intro-
duces a novel Kondo screening channel of the magnetic
impurity in a superconductor. The basic idea is sum-
marized as follows. In an s-wave superconductor, the
Rashba SOC creates a spin-triplet pairing state and sup-
presses the superconductivity by mixing the spin and
orbit angular momentum36–38. When the Rashba in-
teraction εR is large enough, the electrons in Cooper
pairs would undergo a total angular momentum con-
served quantum state transition (QST) process, such as
the transition |0, ↑〉 → |1, ↓〉 as shown in Fig.1 (b), where
|m, s〉 denotes a state with the orbital quantum number
lz = m and the spin sz = s(↑, ↓). Then, the spin-down
electron (|1, ↓〉) replaces the spin-up electron on impu-
rity level εs by the double or empty occupied virtual
states, see Fig.1 (c). Accordingly, the spin-up electron
can tunnel into the superconductor and neutralizes the
hole (|0, ↑〉). As a result, the local moment of the mag-
2s
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FIG. 1. (a) Schematic diagram of an Anderson impurity on
2DEG with Rashba spin-orbit coupling (SOC) proximity to
BCS superconductor. (b) The magnetic moment induces the
Yu-Shiba-Rusinov (YSR) bound states at EY SR, which pos-
sesses effective moment denoted by the red arrow51 . The
Rashba SOC leads to a total angular momentum conserved
QST process, like (|0, ↑〉 → |1, ↓〉). (c) The spin-up electron
on impurity level is replaced by the excited electron (|1, ↓〉)
through the virtual states. And the spin-up electron tun-
nels into the conduction band to neutralize the hole (|0, ↑〉)
in superconductor. (d) The local moment of impurity as well
as the effective moment of YSR bound states are effectively
flipped. The magnetic impurity is screened by the coherent
superposition of those processes.
netic impurity is effectively flipped as shown in Fig.1 (d).
In the same way, the spin-down electron on impurity level
can be replaced by a spin-up electron excited from the
superconductor by this process (|0, ↓〉 → |−1, ↑〉). The
coherent superposition of these processes provides a novel
Kondo screening channel to the magnetic impurity in a
superconductor, which is confirmed by the Rashba pro-
moted QPT between the magnetic doublet and Kondo
singlet ground states.
The paper is organized as follows. In Sec. II, we
present the model and formalism as our starting point
for explaining our picture. In Sec. III we show the re-
sults obtained by solving the Green’s functions in a self-
consistent way. Some discussion has also been presented.
Finally, a brief conclusion is devoted to Sec. IV.
II. THE MODEL AND FORMALISM
The Hamiltonian of the system reads
H = H0 +Hd +HV , (1)
where H0 =
∑
k,s
ε(k)c†
k,sck,s − ∆
∑
k
(c†
k,↓c
†
−k,↑ + h.c.) +
λR
∑
k
k(e−iθkc†
k,↓ck,↑+h.c.) describes the electrons in the
conduction band. ε(k) = ~
2
k
2
2m⋆ −µ is the dispersion of con-
duction electrons,m⋆ is the effective electron mass, µ is
the gate-tunable chemical potential, ∆ is the proximity
induced energy gap, λR is the Rashba SOC strength pa-
rameter, and k = |k|, k = kxxˆ + kyyˆ, θk = atan(kx/ky)
is the polar components of the k39,40. The operator c†±k,s
(c±k,s) stands for the creation (annihilation) of an elec-
tron with the momentum ±k and the spin s (=↑, ↓).
The magnetic impurity can be described by the Hamilto-
nian Hd =
∑
s εsd
†
sds + Un↑n↓ where εs is the impurity
level, U is the Coulomb repulsion, d†s (ds) is the creation
(annihilation) operator of d-electrons, and ns = d
†
sds.
The hybridization between the impurity and the super-
conductor is HV =
∑
k,s(Vk,sc
†
k,sds + h.c.), Vks is the
hybridization amplitude, and we assume Vks = V is a
constant for simplification. The summation of k can
be transformed into the integration in polar coordinates,∑
k
= S(2π)2
∫
kdkdθk, and S ≡ 1.
In the presence of the SOC, it is convenient to in-
troduce the angular momentum basis for the conduc-
tion band electrons ck,s =
√
2π
k
∑∞
m=−∞ e
imθkcmk,s, with
m the orbital angular momentum quantum number33.
The canonical anti-commutation relation of the con-
duction electron under the angular momentum basis is
[cmk,s, (c
m′
k′,s′)
†]+ = δ(k′ − k)δs′sδm′m39,40. In order to
diagonalize the Rashba interaction term, a canonical
transformation of the fermionic operators c˜h,k,m+1/2 =
1√
2
(cmk,↑+hc
m+1
k,↓ ) has been introduced
33, and here h = ±1
is the helicity quantum number. The Hamiltonian Eq.(1)
can be rewritten as
H =
∑
h,j
∫
dkεh,kc˜
†
h,k,j c˜h,k,j +
∑
j
εjd
†
jdj + Un↑n↓
−
∆
2
∑
h,h′,j
∫
dk(hc˜†h,k,j c˜
†
h′,−k,−j + h.c.)
+
∑
h,j
∫
dkV˜kh
−(j−1/2)(c˜†h,k,jdj + h.c.), (2)
where V˜k =
√
k/(4pi)V , εh,k = ε(k)+hλRk, and the total
angular momentum j = jz = m+sz. Here, we denote the
operator ds → dj of the impurity level. The Rashba in-
teraction leads to an indirect exchange coupling between
magnetic impurity with spin s = ±1/2 and conduction
electrons with different spin and orbital states40,41, e.g.
the magnetic spin dj couples the conduction electrons c
m
k,↑
and cm+1k,↓ in Eq.(2). In this case, the magnetic impurity
with spin ± 12 couples the conduction electrons with the
orbital quantum number m = 0,±1 due to the fact that
jz is a conserved quantity.
The Hamiltonian in Eq.(2) can be systemati-
cally treated by the equation of motion approach,
which gives qualitative descriptions for the Kondo
effect42,43 and the interplay between Kondo effect and
superconductivity17,51. In frequency space, the Nambu
Green’s function (GF) can be expressed with Dyson equa-
3tion
Gˆd,j(ω) = Gˆ
0
d,j(ω) + UFˆd,j (ω) Gˆ
0
d,j (ω) , (3)
where the noninteracting GF reads Gˆ0d,j(ω) =
(Iˆω − σzdiag(εj , ε−j) − Σˆ0(ω))−1. The elements
of noninteracting self-energy are Σˆ011(22)(ω) =
1
π
∑
h
∫
Γh(εh,k)(ω + εh,k)βh,k(ω)dεh,k and Σˆ
0
12(21)(ω) =
−∆π sign(j)
∑
h
∫
Γh(εh,k)βh,k(ω)dεh,k, where the no-
tations βh,k(ω) =
gh,k(ω)
(ω−εh,k)(ω+εh,k)gh,k(ω)−∆2 and
gh,k(ω) =
ω2−ε2
−h,k
ω2−ε2
k
(see appendix). The coupling is
Γh (εh,k) = Γ0ρh(εh,k) with Γ0 = pi |V |
2
/2D, and the
density of states
ρh (εh,k) =


m⋆
2pi~2
εR√
εR(εh,k−ε0)
δh,−1;E0 − εR < εh,k < E0
m⋆
2pi~2
(
1
2
− hεR
2
√
εR(εh,k−ε0)
)
;E0 < εh,k < Dh
0 otherwise,
(4)
where Dh = D+2h
√
(D − E0) εR is the helicity depen-
dent band-width, D and E0 are the half band-width and
the bottom of conduction band without spin-orbit cou-
pling, respectively, εR =
k2
0
2m⋆ is the Rashba energy with
k0 =
m⋆λR
~
39,40.
In Eq.(3), the matrix Fˆd,j (ω) can be read explicitly
Fˆd,j (ω) =
(
〈〈djn−j ; d
†
j〉〉 〈〈djn−j ; d−j〉〉
−〈〈d†−jnj; d
†
j〉〉 −〈〈d
†
−jnj ; d−j〉〉
)
. (5)
However, it is difficult to exactly calculate the elements
in above matrix. In order to qualitatively obtain the
Kondo physics, we take the Lacroix’s scheme to treat the
diagonal elements in Fˆd,j (ω)
42,51. While the off-diagonal
elements are approximately given by Hartree-Fock ap-
proximation (U ≫ ∆), see detail in appendix. After
some straightforward calculations, we obtain the GF
[Gˆd,j(ω)]11 =
1 + UOj(ω) + (1 + UPj(ω))Π21(ω)
ω − εj − Σˆ011(ω)− UQj(ω)
, (6)
where the notations Oj(ω), Pj(ω), Qj(ω) are shown ex-
plicitly in appendix, see Eq.(28)-(30). And the nota-
tion Π21(ω) = Σˆ
0
21(ω)[Gˆd,j(ω)]21. The anomalous GF
obtained is
[Gˆd,j(ω)]21 =
Σˆ021(ω) + U〈d
†
jd
†
−j〉
ω + ε−j + U〈nj〉 − Σˆ011(ω)
[Gˆd,j(ω)]11,
(7)
where the occupation 〈nj〉 = −
1
π
∫
f(ω)Im[Gˆd,j(ω)]11dω,
f(ω) is the Fermi distribution function. The pairing cor-
relation function 〈d†jd
†
−j〉 can be evaluated by 〈d
†
jd
†
−j〉 =
− 1π
∫
f(ω)Im[Gˆd,j(ω)]21dω. Then, the GFs [Gˆd,j(ω)]11
and [Gˆd,j(ω)]21 can be calculated self-consistently with
above formulism. The phenomena introduced by mag-
netic moment in superconductor can be qualitatively dis-
cussed based on the numerical results.
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FIG. 2. (a)-(c) The YSR bound states (EY SR) are tuned
from below to above the Fermi level by increasing the tun-
neling amplitude Γ0 with different Rashba SOC energy εR =
0.0, 0.25∆, 2.25∆, respectively. The quantum phase transi-
tion (QPT) between the magnetic doublet (MD) and Kondo
singlet (KS) ground states occurs when the YSR states get
across the Fermi level. (d) The Rashba SOC suppressed
superconducting energy gap as a function of εR. (e) The
phase boundary between the MD and KS phases is scaled by
T 0K(εR)/∆(εR) see the square solid line. The suppression is
attributed to the Rashba SOC induced Kondo screening pro-
cess, which is confirmed by a quantum states transition (QST)
model as shown the red dash-dotted line. (f) The Kondo tem-
perature TSCK (εR) characterizing the Rashba induced Kondo
screening process in superconductor. Other parameters used
are the impurity level εj = −10∆, the Coulomb interaction
U = 100∆, the half-band width D = 25∆, and the tempera-
ture T = 0.
III. THE NUMERICAL RESULTS AND
DISCUSSIONS
The YSR bound state, in local density of states
(DOS) ρ11(ω) = −
1
π
∑
jIm[Gˆd,j(ω)]11, reflects di-
rectly the interplay between the Kondo screening and
superconductivity9,44–46. The YSR bound state can be
tuned from below (EY SR < 0) to above (EY SR > 0)
the Fermi level by increasing the tunneling amplitude
Γ0 [see Figs.2 (a)-(c)]. The QPT between the magnetic
doublet state and the Kondo screened singlet state takes
place for the YSR bound state crossing the Fermi level
(EY SR = EF = 0). The characteristic energy scale of
4the phase transition is T 0K/∆ = c, where c(∼ 1) is a
constant11,17,47–49. The normal state Kondo tempera-
ture can be obtained from Haldane’s scaling theory on
asymmetric Anderson model50, T 0K ≈ Γexp(piεj/2Γ), Γ
is the coupling amplitude. In the absence of Rashba in-
teraction, in Fig.2 (a), the quantum phase transition oc-
curs around T 0K/∆ = 1.17. This result is in agreement
with the experimental observations18. In the presence of
Rashba SOC, in Figs.2 (b) and 2(c), the QPT between
the ground states takes place at T 0K(εR)/∆(εR) = 0.83
and 0.21 for εR = 0.25∆ and 2.25∆, respectively. Where
the normal state Kondo temperature is also given by
Haldane’s formula T 0K(εR) ≈ Γ(εR)exp(piεj/2Γ(εR)), the
coupling amplitude is approximately given by Γ(εR) =
Γ0ρ(EF ), because the density of states ρ(ε) =
∑
h ρh(ε)
around the Fermi level is a constant when the Rashba
energy εR is not large enough [see Eq.(4)]. And the su-
perconducting energy gap ∆(εR) is suppressed due to
the mixing of spin and orbit angular momentum of con-
duction electrons [see Fig.2 (d)]. In Fig.2 (e), we plot
the phase diagram dominated by the competition be-
tween Kondo effect and superconductivity. The phase
boundary between the magnetic doublet (MD) state and
Kondo singlet (KS) state is characterized by the en-
ergy scale T 0K(εR)/∆(εR). Instead of a constant without
Rashba SOC, the energy scale T 0K(εR)/∆(εR) is shown
suppressed with the increase of εR. This fact is attributed
to the Rashba induced Kondo screening channel of mag-
netic impurity [see Figs.1 (b)-(d)].
In the following, we theoretically analyze the Rashba
induced Kondo screening process. Here, we denote that
the Kondo screening is essentially determined by the pre-
requisite QST between different spin and orbital states
[see Fig.1 (b)]. Then, the Kondo temperature can be
obtained from the intensity of QST processes. In the
presence of Rashba SOC, the spin and the orbital an-
gular momentum are not conserved quantities. Then,
the conduction electrons undergo some total angular mo-
mentum preserved QST processes, such as |0, ↑〉 ↔ |1, ↓〉
and |0, ↓〉 ↔ | − 1, ↑〉 as seen in Fig.1 (b). The prob-
ability of these processes can be approximately calcu-
lated by the perturbation theory, λRk is the perturba-
tion. Therefore, we neglect the superconducting term,
and rewrite the Hamiltonian of conduction electrons in
the angular momentum basis, H0 = H˜0 + H˜
′
0 with H˜0 =∑
m,s
∫
dkεkc
m†
k,sc
m
k,s and the perturbation term H˜
′
0 =∫
dkλRk(c
−1†
k↑ c
0
k↓+c
0†
k↓c
−1
k↑ +c
0†
k↑c
1
k↓+c
1†
k↓c
0
k↑), (j = ±1/2).
The transition probability of QST processes can be eas-
ily obtained with P ∝ λ2Rk
2. On one hand, the QST
processes would suppress the spin-singlet pairing ground
state |ΨG〉 = Πk(uk + υ1kc
0†
k↑c
0†
−k↓ + υ2kc
−1†
k↑ c
1†
−k↓)|φ0〉; on
the other hand, it could even excite an electron from
Cooper pairs at large Rashba interaction case. Then, the
electron directly contributes to the Kondo screening of
local spin [see Figs.1 (b)-(d)]. Taking account of this ef-
fect, the effective coupling becomes Γ(εR)→ Γ(εR)+ δΓ,
and δΓ ∝ P . Then, the Kondo temperature increases due
to the QST processes. One can easily obtain the ground
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FIG. 3. (a)-(b) The temperature dependent susceptibility of
YSR state varying with the tunneling amplitude Γ0 with dif-
ferent spin-orbit coupling strengths εR = 0.0,∆,respectively.
(c) Temperature dependent susceptibility of YSR state sup-
pressed by the increasing εR, and Γ0 = 40∆. (d) En-
hancement and suppression of susceptibility by increasing the
Rashba interaction at T = 0 and Γ0 = 40∆. The other pa-
rameters used are the same with those in Fig.2.
states QPT taking place at T 0K(εR)/∆(εR) = c/(1 + x),
with x = 2αεRΓ(εR) [1 +
π|εd|
2Γ(εR)
(1 + 2αεRΓ(εR) )]. By fitting the
numerical results marked as red dotted line in Fig.2 (e),
the parameters obtained are c = 0.94 and α = 0.5. The
Kondo temperature characterizing the Rashba induced
Kondo screening process in superconductor is T SCK (εR) =
c∆(εR)x
1+x , which shows a significant enhancement with the
increase of εR due to the increasing of QST processes [see
Fig.2 (f)].
The temperature dependence of susceptibility reflects
directly the Kondo screening behavior of magnetic im-
purity. In a superconductor, the Kondo screening of
magnetic moment can be discussed by the susceptibil-
ity of YSR bound state, because it possesses effective
moment51,52. Therefore, the Rashba induced Kondo
screening can be discussed by the susceptibility of YSR
bound states. Here, we define the susceptibility of YSR
bound states χ
Y SR
=
gµB(nAj−nA−j)
H |H→0, where the oc-
cupation is nAj = −
1
π
∫ +∆
−∆ f(ω)Im[Gˆd,j(ω)]11dω, µB is
the Bohr magneton, g is the Lande´ factor, H is a weak
magnetic field, and we take µB = g = 1. In Fig.3 (a),
in the absence of Rashba interaction the susceptibility is
enhanced in magnetic doublet ground state by increas-
ing the coupling Γ0 (Γ0 = 35∆, 40∆, 45∆, 50∆) at low
temperatures, which reflects the development of the ef-
fective moment in YSR bound states. Once the system
enters into the Kondo singlet regime, the moment is sig-
nificantly quenched (Γ0 ≥ 55∆), and the susceptibility
shows typical temperature-dependent behavior of Kondo
screening. At high temperatures, the susceptibility sat-
5isfies the Curie’s law χ
Y SR
∝ 1T . Similar tendency is
observed for εR = ∆ [see Fig.3 (b)], where the criti-
cal point is promoted to Γ0 ≈ 35∆. In Fig.3 (c), we
show the susceptibility of YSR bound state is signifi-
cantly suppressed by increasing the Rashba SOC from
εR = 0.0 to εR = 9∆/4. It indicates that the Rashba
interaction could contribute to the Kondo screening of
magnetic impurity in superconductor. In Fig.3 (d), the
susceptibility is enhanced by the Rashba interaction for
εR < 0.25∆ at zero temperature, while it is rapidly
suppressed by the Rashba interaction for εR ≥ 0.25∆.
In former case, the enhancement of susceptibility is at-
tributed to the suppression of superconductivity, and the
local moment is shifted from the impurity to YSR bound
states. The ground state is a magnetic doublet state
when the energy scale (T 0K(εR) + T
R
K(εR))/∆(εR) < 1.
In large εR cases, the Rashba induced QST processes
directly contribute to the Kondo screening of the mag-
netic impurity. Thus, the effective moment of YSR
bound states is rapidly quenched by the Kondo screen-
ing. Then, the ground state of the system is a Kondo
singlet state for (T 0K(εR) + T
R
K(εR))/∆(εR) > 1. At the
critical point εR ≈ 0.25∆, the Kondo temperature and
the superconducting energy gap satisfies the relationship
(T 0K(εR) + T
R
K(εR))/∆(εR) ≈ 1, which suggests that the
Rashba SOC directly contributes to the Kondo screening
of the magnetic impurity.
The Rashba enhanced Kondo screening of magnetic
impurity in normal metal has been predicted in many
works33–35,40,53,54. For example, the Dzyaloshinsky-
Moriya (DM) interaction introduced by Rashba SOC
leads to an exponential enhancement of the Kondo tem-
perature, which originates from the exchange coupling
between magnetic impurity and conduction electrons
with different orbit angular momentum.33 Similarly, the
Kondo screening originating from purely orbital states
was predicted for a magnetic impurity on the surface of
topological insulator with strong spin-orbit coupling35.
Different to these papers, in the present work we found
that the Rashba interaction not only suppresses the su-
perconducting energy gap, but also introduces an novel
Kondo screening channel. The Kondo screening involves
the exchange coupling between the local spin and con-
duction electrons with different spin and orbital states
[see Fig.1 (c)]. In principle, the exchange coupling be-
tween the magnetic impurity and conduction electrons
with different spin and orbital states can be introduced
by atomic spin-orbit coupling. Our work may provide
some insights into the Majorana bound states at the end
of magnetic atoms chain on superconductor with strong
spin-orbit coupling.
IV. CONCLUSION
In the present paper we find that the Rashba SOC gen-
erates an additional channel to screen the magnetic impu-
rity in superconductor. The Kondo screening originates
from the exchange coupling between magnetic impurity
and conduction electrons with different spin and orbital
states. Consequently, the energy scale T 0K(εR)/∆(εR),
characterizing the phase transition between the magnetic
doublet and Kondo singlet ground states, decreases with
the increasing εR. This result sheds a novel insight on
the interplay between the Kondo effect and superconduc-
tivity. This result can be observed by the scanning tun-
neling microscopy and the magnetic susceptibility mea-
surements. Our work may be useful in understanding
the physics emerged in noncentrosymmetric supercon-
ductors.
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VI. APPENDIX
In this appendix, we present the main steps to treat the
Hamiltonian in Eq.(2) by the equation of motion (EOM)
approach. The retarded GF can be read55
ω〈〈A;B〉〉 = 〈[A,B]+〉+ 〈〈[A,H ]−;B〉〉, (8)
where the subscript ± stands for the anti-commutation
(commutation) relationship, and 〈〈A;B〉〉 denotes the re-
tarded GF composed by the operators A and B.
By substituting Eq.(2) into Eq.(8), we obtain the
Green functions composed by the creation (annihilation)
operators of local and conduction electrons
ω 〈〈dj ;B〉〉 = 〈[dj ;B]+〉+ εj 〈〈dj ;B〉〉+ U 〈〈djn−j ;B〉〉
+
∑
h
∫
dkh−(j−1/2)V˜k〈〈c˜h,k,j ;B〉〉, (9)
ω 〈〈c˜h,k,j ;B〉〉 = 〈[c˜h,k,j ;B]+〉+ εh,k 〈〈c˜h,k,j ;B〉〉
+h−(j−1/2)V˜k 〈〈dj ;B〉〉
+
∆
2
δj,−1/2
∑
h′
h′〈〈c˜†h′,−k,−j ;B〉〉
−∆
2
δj,1/2h
∑
h′
〈〈c˜†h′,−k,−j ;B〉〉, (10)
ω〈〈c˜†h′,−k,−j ;B〉〉 = 〈[c˜†h′,−k,−j ;B]+〉 − εh′,−k〈〈c˜†h′,−k,−j ;B〉〉
−h′(j+1/2)V˜k〈〈d†−j ;B〉〉
−∆
2
δj,1/2
∑
h
h 〈〈c˜h,k,j ;B〉〉
+
∆
2
δj,−1/2h
′
∑
h
〈〈c˜h,k,j ;B〉〉 , (11)
6and
ω〈〈d†−j;B〉〉 = 〈[d†−j ;B]+〉 − ε−j〈〈d†−j ;B〉〉 − U〈〈d†−jnj ;B〉〉
−
∑
h
∫
dkh(j+1/2)V˜k〈〈c˜†h,k,−j ;B〉〉. (12)
After some straightforward algebraic calculations, we
obtain the GFs:
ω〈〈dj;B〉〉 = 〈[dj ;B]+〉+ εj〈〈dj ;B〉〉+ U〈〈djn−j ;B〉〉
+sign(j)
∆
2
∫
dk
|V˜k|2g˜ (k, ω)
1− ∆2
4
g (k, ω)
〈〈d†−j ;B〉〉
+
∑
h
∫
dk
V˜k|2〈〈dj ;B〉〉
(ω − εh,k)
(
1− ∆2
4
g(k,ω)
) , (13)
and
ω〈〈d†−j;B〉〉 = 〈[d†−j ;B]+〉 − ε−j〈〈d†−j ;B〉〉 − U〈〈d†−jnj ;B〉〉
+sign(j)
∆
2
∫
dk
|V˜k|2g˜ (k, ω)
1− ∆2
4
g (k, ω)
〈〈dj ;B〉〉
+
∑
h
∫
dk
|V˜k|2〈〈d†−j ;B〉〉
(ω + εh,−k)
(
1− ∆2
4
g(k, ω)
) , (14)
where the notations g (k, ω) =
∑
h,h′
1
ω−εh,k
1
ω+εh′,−k
and
g˜ (k, ω) =
∑
h,h′
h
ω−εh,k
h′
ω+εh′,−k
. Here, we neglect the terms
in the order ∆2.
By assuming B = (d−j , d
†
j) in Eqs.(13) and (14), one
can obtain four equations of the Nambu GF. Then, we
rewrite Nambu GF in matrix presentation
Gˆd,j (ω) = Gˆ
0
d,j (ω) + UFˆd,j(ω)Gˆ
0
d,j(ω), (15)
where
Gˆ0d,j (ω) =
(
Iˆω − σzdiag(εj , ε−j)− Σˆ0 (ω)
)−1
(16)
is the noninteracting GF, Σˆ0j (ω) is the noninteracting
self-energy, and the notation
Fˆd,j (ω) =
(
〈〈djn−j ; d†j〉〉 〈〈djn−j ; d−j〉〉
−〈〈d†−jnj ; d†j〉〉 −〈〈d†−jnj ; d−j〉〉
)
(17)
involves some higher order GFs.
The diagonal elements of the noninteracting self-
energy can be transformed into
Σˆ011(22) (ω) =
1
pi
∑
h
∫
Γh (εh,k) (ω + εh,k) βh,k (εh,k) dεh,k,
(18)
and the off-diagonal element is
Σˆ021(12) = −∆pi sign(j)
∑
h
∫
Γh (εh,k) βh,k (ω) dεh,k, (19)
where the βh,k (ω) =
gh,k(ω)
(ω−εh,k)(ω+εh,k)gh,k(ω)−∆2
, gh,k (ω) =
ω2−ε2
−h,k
ω2−ε2
k
, and the coupling Γh (εh,k) = Γ0ρh (εh,k) with
Γ0 = pi |V |2 /2D. The density of states ρh (εh,k) =
k
4pi(dεh,k/dk)
can be explicitly evaluated
ρh (εh,k) =


m⋆
2pi~2
εR√
εR(εk,h−ε0)
δh,−1 ; E0 − εR < εk,h < E0,
m⋆
2pi~2
(
1
2
− hεR
2
√
εR(εk,h−ε0)
)
; E0 < εk,h < Dh,
0 otherwise,
(20)
where Dh = D + 2h
√
(D −E0) εR, D is the half-band
width, E0 is the bottom of the conduction band without
spin-orbit coupling, and εR =
k2
0
2m⋆
, k0 =
m⋆λR
ℏ
.
In general, it is difficult to treat the interacting self-
energy exactly by the theoretical and numerical ap-
proaches in all parameter regions. The off-diagonal el-
ement of Fˆd,j (ω) stands for the superconducting corre-
lations on impurity level, which is approximately given
by the Hartree-Fock approximation, like 〈〈d†−jnj ; d†j〉〉 =
〈nj〉〈〈d†−j ; d†j〉〉 − 〈d†jd†−j〉〈〈dj ; d†j〉〉56,57. The approximation
is properly in large-U case, because the superconducting
correlation is significantly suppressed by the Coulomb re-
pulsion. From Eq.(14), we obtain
〈〈d†−j ; d†j〉〉 =
Σˆ021 (ω) + U〈d†jd†−j〉
ω + ε−j + U〈nj〉 − Σˆ011 (ω)
〈〈dj ; d†j〉〉. (21)
Here, our aim is to obtain the interaction between the
Kondo effect and superconductivity. Therefore, we treat
the off-diagonal elements of Fˆdj (ω) by Lacroix’s approxi-
mation, which is believed to properly capture the Kondo
physics even at low temperatures.42,43 In the following,
we show the main procedure to obtain the diagonal ele-
ments of the Nambu GF.
From the Eq.(8), the EOM of the high order GF
[Fˆd,j(ω)]11 is
(ω − εj − U) 〈〈djn−j ; d†j〉〉
= 〈n−j〉+
∑
h
h−(j−1/2)
∫
dkV˜k〈〈c˜h,k,jn−j ; d†j〉〉
+
∑
h
hj+1/2
∫
dkV˜k〈〈d†−j c˜h,k,−jdj ; d†j〉〉
−
∑
h
hj+1/2
∫
dkV˜k〈〈c˜†h,k,−jd−jdj ; d†j〉〉. (22)
In above equation, the GF 〈〈djn−j ; d
†
j〉〉 creates more
higher order GFs, which can also be expanded by the
EOM approach as following
(ω − εh,k) 〈〈c˜h,k,jn−j ; d†j〉〉
= h−(j−1/2)V˜k〈〈djn−j ; d†j〉〉
+
∑
h′
h′(j+1/2)
∫
dk′V˜k′〈〈c˜h,k,jd†−j c˜h′,k′,−j ; d†j〉〉
−
∑
h′
h′(j+1/2)
∫
dk′V˜k′〈〈c˜†h′,k′,−jd−j c˜h,k,j ; d†j〉〉
−∆δj,−1/2
∑
h′
h′〈〈c˜†h′,−k,−jn−j ; d†j〉〉
+∆δj,1/2h
∑
h′
〈〈c˜†h′,−k,−jn−j ; d†j〉〉 (23)
7with εh,k = εk + hλRk,
(ω − εh,k + ε−j − εj) 〈〈d†−j c˜h,k,−jdj ; d†j〉〉
= 〈d†−j c˜h,k,−j〉+ h(j+1/2)V˜k〈〈djn−j ; d†j〉〉
−
∑
h′
h′(j+1/2)
∫
dk′V˜k′〈〈c˜†h′,k′,−j c˜h,k,−jdj ; d†j〉〉
+
∑
h′
h
′(−j+1/2)
∫
dk′V˜k′〈〈d†−j c˜h,k,−j c˜h′,k′,j ; d†j〉〉
−∆δj,1/2
∑
h′
h′〈〈d†−j c˜†h′,−k,jdj ; d†j〉〉
+∆δ−j,1/2h
∑
h′
〈〈d†−j c˜†h′,−k,jdj ; d†j〉〉, (24)
and
(ω + εh,k − ε−j − εj − U) 〈〈c˜†h,k,−jd−jdj ; d†j〉〉
= 〈c˜†h,k,−jd−j〉 − V˜kh(j+1/2)〈〈djn−j ; d†j〉〉
+
∑
h′
h′(j+1/2)
∫
dk′V˜k′〈〈c˜†h,k,−j c˜h′,k′,−jdj ; d†j〉〉
+
∑
h′
h′(−j+1/2)
∫
dk′V˜k′〈〈c˜†h,k,−jd−j c˜h′,k′,j ; d†j〉〉
−∆δj,−1/2h
∑
h′
〈〈c˜h′,−k,jd−jdj ; d†j〉〉
+∆δj,1/2
∑
h′
h′〈〈c˜h′,−k,jd−jdj ; d†j〉〉. (25)
The Lacroix’s approximation can be reached by taking
the mean field in the higher order GFs produced in
Eq.(23)-Eq.(25), such as 〈〈c˜h,k,jd
†
−j c˜h′,k′,−j; d
†
j〉〉 ≈
〈d†−j c˜h′,k′,−j〉〈〈c˜h,k,j ; d
†
j〉〉 + 〈c˜h′,k′,−j c˜h,k,j〉〈〈d
†
−j ; d
†
j〉〉,
where the second term involving the superconducting
correlations (0(∆2)) can be neglected. Furthermore, we
neglect the higher GFs containing the superconducting
correlation on the impurity due to U ≫ ∆, such as
〈〈c˜†h′,−k,−jn−j ; d†j〉〉 and 〈〈c˜h′,−k,jd−jdj ; d†j〉〉. After some
straightforward algebraic operations, we gain the higher
order GF
〈〈djn−j ; d†j〉〉 = Oj (ω) +Qj (ω) 〈〈dj ; d†j〉〉+ Pj (ω) 〈〈d†−j ; d†j〉〉,
(26)
Then, we obtain the GF
〈〈dj ; d†j〉〉 =
1 + UOj (ω) + (1 + UPj (ω)) Σˆ
0
21 (ω) 〈〈d†−j ; d†j〉〉 (ω)
ω − εj − Σˆ011 (ω)− UQj (ω)
,
(27)
by substituting Eq.(26) into Eq.(15). The notations in-
troduced are
Oj (ω) =
〈n−j〉+ A1,j (ω)−A2,j (ω)
ω − εj − U − Ξ0 (ω)− Ξ1 (ω)− Ξ2 (ω) , (28)
Pj (ω) =
(A1,j (ω)− A2,j (ω)) Σˆ021 (ω)
ω − εj − U − Ξ0 (ω)− Ξ1 (ω)− Ξ2 (ω) , (29)
Qj (ω) =
(A1,j (ω)−A2,j (ω)) Σˆ011 (ω)− (B1,j (ω) +B2,j (ω))
ω − εj − U − Ξ0 (ω)− Ξ1 (ω)− Ξ2 (ω) .
(30)
where Ξ0 (ω) =
∑
h
∫
dk
|V˜k|2
ω−εh,k
, Ξ1 (ω) =
∑
h
∫
dk
|V˜k|2
ω−ε1,j,h,k
,
Ξ2 (ω) =
∑
h
∫
dk
|V˜k|2
ω+ε2,j,h,k
with ε1,j,h,k = −εh,k + ε−j − εj
and ε2,j,h,k = εh,k − ε−j − εj − U . By transfer the sum-
mation of k into integration, the notations Aη,j (ω) and
Bη,j (ω) (η = 1, 2) can be obtained by the spectral theo-
rem. Taking some simplification procedures, we obtain
Aη,j (ω) =
i
2pi2
∑
h
∫
dεh,k
Γh (εh,k)Θh (εh,k)
ω − εη,j,h,k (31)
and
Bη,j (ω) =
i
pi2
∑
h
∫
dεh,k
Γh (εh,k) Ξh (εh,k)
ω − εη,j,h,k , (32)
where Θh (εh,k) =
∫
f (ω) [(ω + εh,k)βh,k (ω) Gˆd,−j (ω)11 −
c.c]dω and Ξh (εh,k) =
∫
f (ω) (ω + εh,k)βh,k (ω) dω.
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