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Over the past decades, information retrieval has been widely studied due to its importance
in people’s everyday life. However, how to train students with assignments using large-
scale real-world datasets is a significant challenge. In this thesis, we address this challenge
by proposing CLAIRE, a novel cloud-based virtual lab which is beneficial to Information
Retrieval (IR) educators, learners and researchers. Following the common routine of learning
or conducting research on IR models, CLAIRE provides support in three key phases. In the
phase of implementation, CLAIRE provides an interactive way to create new IR models from
scratch as well as from existing parameterized models. It then offers the environment for
evaluating these IR models over real-world datasets without having to move around the large-
size datasets. With the tightly connected implementation and evaluation phases, CLAIRE
further enables the analysis of performances of different IR models, including parameter
sensitivity analysis and query-wise comparison. Models can also be instantly turned into a
search engine application. Leveraging the scaling power of CLaDS[1], CLAIRE is further
capable of supporting tasks that involve large datasets conducted by a large number of users
at a relatively low cost.
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Information retrieval focuses on the problem of computing the relevance score of a doc-
ument for a given query. With the rapid development of Internet, more and more people
are engaged in information retrieval in their daily lives when they use a search engine or
simply search among their personal emails. It is also studied by researchers how different
retrieval models perform under different circumstances[2]. Many retrieval models have also
been proposed to this end and have been studied extensively over the past decades. De-
spite much research, there has been so far no single winner but many models performing
almost equally well. Developing optimal IR models has thus been one of the most important
research problems in the field of information retrieval.
Industry has also actively responded to this rising importance of information retrieval
as well as other data science domains, including data mining (to extract knowledge from
unstructured data), machine learning (to train a model on some dataset and predict the new
data) and big data analytics (to uncover useful information from large-scale datasets for
organization to make more informed business decisions). Machine Learning Engineers, Data
Scientists, and Big Data Engineers rank among the top emerging jobs on LinkedIn according
to a yearly summary 1. In order to equip students with necessary skills to be qualified for
a data scientist, many institutions of higher education have made serious effort in providing
high-quality courses in data science, including particularly courses on information retrieval.
1.2 CHALLENGES
Despite the rising importance of information retrieval research and education, there are
many challenges that researchers, instructors and students are faced with.
For researchers, one of the most important tasks in information retrieval is to develop
and study IR models. While the development of new IR models is regarded as necessary
work within the scope of research, the process of evaluation can be deemed as extra work
which is surprisingly time consuming. It requires significant amount of resources, including
computing resources and data resources. This is natural because a new IR model has to
be evaluated and validated over as many data sets as possible to be regarded as practically
useful. The commonly used toolkits in IR research usually do not provide accessible datasets
1https://blog.linkedin.com/2017/december/7/the-fastest-growing-jobs-in-the-u-s-based-on-linkedin-data
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for researchers. Even if researchers have gained access to the dataset, it is very likely that
the data set has to be further processed and formatted into a form compatible with the
toolkit they are using, which is another extra effort.
The evaluation process also involves baseline implementation and experiments reproduc-
tion. Researchers want to compare the performance of their models with as many baselines
as possible but would also prefer less work in reproducing the experiments. There is no single
perfect solution to this situation currently. So researchers not only have to do exhaustive
search for appropriate datasets to experiment with, but also have to spend much time in
implementing the baseline models.
Researchers may further be faced with the problem of Reproducibility. It has been pointed
out that “More than 70% of researchers have tried and failed to reproduce another scientist’s
experiments, and more than half have failed to reproduce their own experiments”[3]. It is
thus not uncommon that researchers could fail to reproduce the performance of baseline IR
models due to various reasons.
When it comes to education, in information retrieval as well as other data science education
programs, a typical assignment is in the format of distributing a dataset and ask learners to
extract useful information from it. That is, the input is usually a dataset and the output is
structured information produced by related software or toolkits. The utility of this output
thus largely depends on the quality of the input data set and the amount of computational
resources. Considering the large scale nature of most of today’s applications, the most
important measure of the quality of a data set is in many cases the size of it, which is also
an important factor that scales the amount of required computational power.
Therefore, in the most ideal setting, learners should be able to work on real-world datasets
with tools that are designed to deal with large scale datasets. However, the traditional way
of distributing assignments is usually to offer the starter code and data sets for students to
download and work on. With this way of distributing assignments, it actually imposes an
implicit barrier that the involved dataset has to be stored and accessed locally from students’
own laptop. Instructors are thus forced to release assignments that only involve some toy
data sets. As a result, learners are not able to experience the challenging part of dealing
with large scale datasets and learn about the usefulness of extracted knowledge from these
real-world data sets.
Instead of being trained to work with large-scale datasets, however, students may also
have to deal with setting up the proper environment for using the involved toolkits which
are usually sophisticated. In general, while researchers may feel comfortable with them, the
toolkits involved in studying information retrieval will not make life much easier for students.
This is due to the fact that before being turned into products, these toolkits are mainly meant
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for academic research, which may implicitly impose a barrier to beginners in information
retrieval or learners with limited programming background. For example, if users want to
implement a retrieval model, they first have to read through the documentations and APIs
of the toolkit before they could get access to the statistic information of the corpus index,
which is essential to implementing an IR model. The next step will then be figuring out the
exact code to write in order to make the new model compatible with the whole toolkit, either
inheriting from a parent class or implement an interface. This kind of burden will naturally
discourage students from implementing more retrieval models or evaluate them over more
datasets.
1.3 CONTRIBUTIONS
To solve the challenges discussed above in information retrieval research, education and
professional training, we propose a novel system which is capable of solving the following
problems:
1. Instructors are unable to distribute tasks involving large-scale datasets.
2. Students and researchers have no access to large-scale data sets.
3. Students have difficulty in working with sophisticated academic toolkits.
4. A lot of time of researchers is wasted in implementing baseline models and reproducing
experiments.
Specifically, in the field of information retrieval, which is a key component of data science,
we propose CLAIRE, a novel cloud-based lab for promoting information retrieval education,
research and professional training. It combines a web-based interface with CLaDS[1]’s cloud-
based scalable architecture for running large-scale experiment. It has the following benefits
to multiple parties:
1. Help instructors to manage large class size and assignments using large-scale datasets.
2. Provide scalable environment for students to work on large-scale data science tasks.
3. Help researchers to easily implement, evaluate and analyze new IR models.
4. Help companies explore better models created from user implemented models.
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Our prototype system is available at timan.cs.uiuc.edu/proj/claire.
The rest of the thesis is organized as follows: In Chapter 2, we present related work in the
field of information retrieval toolkits and online virtual lab. We then talk about the overall
architecture, key components and design considerations of our system in Chapter 3. From
Chapter 4 to Chapter 6, we discuss the main functionalities that CLAIRE provides in detail.
Specifically, in Chapter 4, we list the existing IR models and a general template for IR model
that CLAIRE provides. We then introduce the philosophy and methodology of evaluating
a new IR model in Chapter 5. In Chapter 6, we present the visualization features and
applications that CLAIRE enables. Finally, we conclude in Chapter 7 and discuss possible
improvements to the current system.
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CHAPTER 2: RELATED WORK
There are many IR toolkits developed to facilitate IR research and applications, such
as Lemur1, Terrier2 and Lucene3. They usually provide the functionalities for users to
take advantage of the pre-implemented retrieval models or develop new retrieval models.
Specifically, users can use these tools to build an index, search over the index based on a
specified retrieval model and evaluate the retrieval results on a dataset with ground truth
relevance score.
However, the way of conducting these tasks with these toolkits is usually via command
line. For example, Figure 2.1, Figure 2.2 and Figure 2.3 shows the indexing, retrieval and
evaluation tool of Lemur. A typical work flow consists of three phases. First users need
to download the software and index their test collections using the command in 2.1. A
configuration file which fulfills Lemur requirement is needed here. Then users could run
queries with the command in Figure 2.2. Before users could do evaluation, both baseline
models and current models need to produce retrieval results. Finally the evaluation command
in Figure 2.3 is used, where a ground truth from test collections need to be put under the
same directory as the retrieval results from previous step. Finishing these three steps may
not be a great effort to researchers, but it could a great difficulty for beginner learners
considering the involved extra knowledge.
Figure 2.1: Screenshot of using Lemur IR index tool
Figure 2.2: Screenshot of using Lemur IR retrieval tool
Figure 2.3: Screenshot of using Lemur IR evaluation tool
The closest effort towards virtual information retrieval lab that we are aware of is the





of the size of dataset and number of students. And it also does not provide many visualiza-
tion features for students to interpret the performance of their retrieval models.Our system
improves VIRLab by integrating it with the scalability provided by ClaDs[1] and provides
more application and visualization features.
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CHAPTER 3: SYSTEM OVERVIEW
3.1 OVERVIEW
The proposed system, CLAIRE, provides the following major functionalities:
Implementation
• Configure existing retrieval function: The system would allow a user to set the param-
eters of an implemented retrieval function to specific values.
• Create retrieval functions from scratch: The system would allow a user to use an
editing window to edit a retrieval function and save it.
Evaluation
• Evaluate retrieval functions over multiple datasets: The system enables users to eval-
uate the retrieval performances of the previously saved retrieval functions.
Application and Visualization
• Real-time search engine demo of a retrieval function: The system allows users to use
their retrieval functions as search engine.
• Analysis of parameter sensitivity of a retrieval function on datasets: The system allows
users to analyze how sensitive the performance is to the parameter values.
• Query-wise comparison of two retrieval functions: The system allows users to inspect
the differences between two models by looking at the different retrieval results given a
certain query.
Figure 3.1 shows the interaction flow. Specifically, CLAIRE solves the challenges in Chap-
ter 1.2 as follows: Instructors or admins are able to choose any test collections they wish
to use, as large as the cloud space allows and upload it to the cloud. When the students
or researchers need to develop new IR models or examine existing models, they could easily
achieve it through a web interface and save the developed model to their own account space.
The evaluation process comes after the implementation. Users are able to inspect all the re-
trieval function they have created and choose to evaluate them on an available data sets one
at a time. The evaluated performance is also stored to their own account for further applica-
tions. The visualization features that CLAIRE provides use exactly the stored performance
7
Figure 3.1: User’s interaction flow with CLAIRE.
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to create a search engine demo on the fly, analyze parameter sensitivity of language model
based retrieval functions or do query-wise comparison between two retrieval functions.
Figure 3.2 further shows the system architecture of CLAIRE. The front end of CLAIRE
is a web interface that allows users to conveniently implement, evaluate and compare new
retrieval models. The major advantage of web interface over command line is that it brings
down the barrier to entry for learners with limited programming background. These users no
longer have to read over any set up tutorials to prepare a workable environment themselves.
This even has an advantage for researchers who are capable of utilizing command line tools
as they want to minimize the effort and avoid reinventing wheels. The implementation of
baseline models and reproducing experiments can be as simple as clicking on a button. They
do not even have to bother where to store the evaluation results for future reference.
The back end of CLAIRE is driven by Django framework and powered by MetaPy1, which
is a Python binding of MeTA [5]. We will detail these components in the rest of this Chapter.
3.2 DJANGO
Django2 is an open-source Python Web framework that comes with many features out of
box. There are also many other Python Web frameworks, such as Flask3 and Bootle4. We
chose to build CLAIRE based on Django for the following considerations:
1. Django is aimed at larger applications with support for extensibility and scalability,
which is exactly what we are looking for. Django uses a “shared-nothing” architecture,
which means we can add hardware at any level in the future-database servers, caching
servers or Web/application servers5.The other frameworks are more of “microframe-
work” primarily aimed at small applications with simpler requirements.
2. Django has the most active community with 80,000 StackOverflow questions and an
array of blogs from developers and power users. This guarantees future upgrades to
our system.
3. The out-of-box user authentication and admin tool have been proven useful for the







Figure 3.2: System architecture of CLAIRE
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3.3 METAPY
MeTA [5] is a modern C++ data sciences toolkit featuring a collection of ranking functions
for searching the indexes as well as many other text management and analysis tasks. We
are choosing MetaPy over other toolkits mentioned in Chapter 2 because of its seamless
integration with Django framework. Moreover, MetaPy and its source, MeTa, are highly
modularized and extensible. This opens the possibility for flexibly configure any sub modules
involved in future assignments or research experiments as the users of our system increase
in both scale and varieties.
3.4 DATABASE
CLAIRE is using Postgresql as its database. Postgrsql6 is an object-relational database
featuring the following:
1. Referential integrity. This is the requirement when multiple database tables share a
relationship based on the stored data, the relationship must remain consistent. It
is usually enforced with cascading actions of adding, deleting and updating. This is
useful to our system because there are foreign key relationships between the tables,
such as the performance table and retrieval function table.
2. Structured Querying Language. Complex queries are supported to query among mul-
tiple tables with foreign key relationships. This is also essential to our visualization
features which involve query over multiple tables.
The class diagram is demonstrated in 3.3.
However, we probably should switch to a non-relational database like MongoDB7 in the
future for the following reasons:
1. The schema for retrieval function should be quite flexible as different models usually
have various numbers of parameters. This imposes a burden when adopting relational
database because the schema in it is in most cases stable while it is possible to store
records in the same collection that have different fields or attributes with non-relational
database like MongoDB.
2. The performance of a model over a certain dataset tends to be stable across different




Figure 3.3: Class diagram of database schemas.
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of it. This naturally reduces ours needs in supporting cascade deleting and updating,
which is a key rule in relational database.
In a summary, there are trade-offs when adopting relational database like Postgresql and
we plan to improve this design of CLAIRE in the future.
3.5 AUTO-SCALING
The auto-scaling component of our system is one of the most novel component differenti-
ating it from other virtual labs as it helps to scale the size of both users and assignments.
It is not integrated into our prototype8 now but will step into it in the near future.
At a high level, we propose to leverage the methodology presented in CLaDS[1] which
adopts Gitlab CI software9. The auto-scaling feature10 of Gitlab CI works in a way that
new virtual machines are dynamically requested by users’ jobs. The requested machine
keeps being re-used until the demand decreases. They then stay idle for a certain period
of time before being decommissioned. This mechanism enables a highly flexible number
of working machines which is useful in our application because typically a system used for
educational purpose will experience higher demand before assignment deadlines and lower
demand beyond that.
From the measurement presented in CLaDS[1], it was efficient enough to manage two
different courses and seven different assignments, with the peak number of building jobs as
high as 1,200. All these is made possible with a cost as low as $7.40 per student[1],. It is thus
promising that with auto-scaling feature integrated, CLAIRE is capable of accommodate at





CHAPTER 4: IMPLEMENT RETRIEVAL FUNCTIONS
4.1 CONFIGURE EXISTING RETRIEVAL MODELS
In this section, we introduce the five specific retrieval models provided by CLAIRE, which
respectively represent the vector space model, the classical probabilistic retrieval model,
and the language modeling approach. By providing an interactive way of configuring the
parameters of these models, CLAIRE reduces the difficulties that users may have in reading
APIs and figuring out the necessary parameter list, thus enable users to experiment with
these existing models in an efficient way. Figure 4.1 and Figure 4.2 are the screenshots of
creating retrieval functions using CLAIRE.
The following notations will be used in this section:
c(w, d) is the count of word w in the document d.
c(w, q) is the count of word w in the query q.
N is the total number of documents in the collection.
df(w) is the number of documents that contain the term w.
|d| is the length of document d.
avdl is the average document length.
4.1.1 Okapi BM25
The Okapi BM25 formula is a highly effective retrieval formula that falls into the category




N − df (w) + 0 .5
df (w) + 0 .5
× (k1 + 1)× c(w , d)
k1× ((1− b) + b× |d|
avdl
)
× (k3 + 1)× c(w , q)
k3 + c(w , q)
) (4.1)
Parameters: k1, b, k3
where k1(between 1.0-2.0) is a positive tuning parameter that calibrates the document term
frequency scaling, b(usually 0.75) is another tuning parameter (0 ≤ b ≤ 1) which determines
the scaling by document length and k3(between 0-1000) is another positive tuning parameter
that calibrates term frequency scaling of the query.
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Figure 4.1: Screenshot of creating a Okapi BM25 retrieval function. The parameters need
to be input before the model could be saved.
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4.1.2 Pivoted Length Normalization
The pivoted length normalization retrieval model [7] is one of the best performing vector
space retrieval models. In the vector space model, text is represented with a vector of
predefined terms. Documents are thus ranked by the similarity between the query vector
and the document vector. According to [7] , the pivoted normalization retrieval formula is
∑
w∈q∩d
1 + ln(1 + ln(c(w , d)))
(1− s) + s |d|
avdl




Here s ∈ [0, 1] is the parameter for controlling the normalization effect of document length.
4.1.3 Dirichlet Prior Smoothing
The Dirichlet prior retrieval method is one of the best performing language modeling ap-
proaches [8]. This method uses the Dirichlet prior smoothing method to smooth a document
language model and then ranks documents according to the likelihood of the query according
to the estimated language model of each document. With a notation consistent with those




c(w , q) · ln(1 + c(w , d)
µ · p(w |C )
) + |q | · ln µ
|d |+ µ
(4.3)
where, |q| is the query length, and p(w|C) is the probability of a term w given by the
collection language model.
Parameters: µ
Here µ ∈ [0,+∞] controls the pseudo count from collection added to each word.
4.1.4 Jelinek-Mercer Smoothing
The Jelinek-Mercer Smoothing is also called “Fixed Coefficient Interpolation”. it inter-











Here λ ∈ [0, 1] controls linear interpolation of maximum likelihood estimation.
4.1.5 Absolute Discount Smoothing
The absolute discounting method is to lower the probability of words present in query
by subtracting a constant from their counts[8]. It differs from the Jelinek-Mercer method
only in that it discounts the probability of seen word by subtracting a constant instead of










+ σ P(w | C )) (4.5)
Parameters: δ,σ
Here σ controls the pseudo count added from the collection while δ sets the discount
threshold.
4.2 IMPLEMENT NEW RETRIEVAL MODELS
Besides creating retrieval function from existing prevailing retrieval models, CLARE also
provide an interface for creating retrieval functions from scratch, with the help of a Python
template provided by MetaPy [9]. In order to implement a retrieval model, the following
heuristics normally need to be captured for the retrieval model to be effective[2].
• TF(Term frequency): The weight of a term that occurs in a document is simply pro-
portional to the term frequency [10]. TF part thus should give a higher score to a
document which has more occurrences of terms in the query.
• IDF (Inverse document frequency): This is a measure of how informational the word
is, that is, whether the term is common or rare across all documents. It is defined as:
idf(t,D) = log
N
|{d ∈ D : t ∈ d}|
(4.6)
The IDF part is to penalize words that are generally popular among all the documents.
• Document length normalization: There are many ways to normalize document length.
They all intend to avoid favoring long documents because these documents are gener-
ally more likely to have more words present in the query.
17
Figure 4.2: Screenshot of CLAIRE’s retrieval model implementation template. Red rect-
angles mark the provided corpus statistics while the green rectangles mark the self defined
parameters of the new model.
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avg dl average document length
num docs total number of documents
total terms total number of terms in the index
query length the total length of the query (sum of all term weights)
query term weight query term count (or weight in case of feedback)
t id doc term id
doc count number of docs that t id appears in
corpus term count number of times t id appears in corpus
doc term count number of times the term appears in the current doc
doc unique terms number of unique terms in the doc
doc size total number of terms in the doc
Table 4.1: List of provided index statistics in MetaPy ranking function templates.
Since CLAIRE is powered by MetaPy, we naturally choose to provide users with the rank-
ing function template in MetaPy. It is a class template with corpus statistical information
injected, inheriting from a parent class of all retrieval models. The full list of MetaPy’s pro-
vided corpus statistics is shown in 4.1. it is thus possible for users to conveniently implement
a retrieval function from scratch through the interface of CLAIRE, capturing the essential
heuristics.
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CHAPTER 5: EVALUATE RETREIVAL FUNCTIONS
This chapter focuses on the evaluation of IR models. In the previous chapter, we talked
about the various retrieval models that CLAIRE is capable of implementing. In order to
answer which one of these models works the best under a certain circumstance, we need to
do evaluation. The evaluation of IR models is thus to demonstrate the superior performance
of novel IR models on representative document collections.
Figure 5.1: Screenshot of evaluating a retrieval function
5.1 TEST COLLECTIONS
To measure the effectiveness of IR models, we need a test collection consisting of the
following1:
• A document collection
• A test suite of information needs, expressible as queries
• A set of relevance judgments, standardly a binary assessment of either relevant or
nonrelevant for each query-document pair.
Once a such collection is created, it can be reused by different models. This methodology can
also provide fair and solid comparison between different models since all the settings are the
same. That is, the same criteria, same corpus, and same relevance judgements are involved.
This allows us to compare a new algorithm with an old algorithm that was invented many
years ago by using the same approach[11].
CLAIRE provides support for evaluating models with the following standard test collec-
tions, two of which are of real-world scale:
1https://nlp.stanford.edu/IR-book/html/htmledition/standard-test-collections-1.html
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5.1.1 The Cranfiled collection
The Cranfield collection. Collected in the United Kingdom starting in the late 1950s, it
contains 1398 abstracts of aerodynamics journal articles, a set of 225 queries, and exhaustive
relevance judgments of all (query, document) pairs[12]. This is nowadays too small for real-
world application but still the most elementary pilot experiments.
5.1.2 AP News from TREC
The AP news collection is taken from a TREC news dataset(1988)2. After being processed
as MeTa format, it is about 0.5 GB.
5.1.3 Robust Track from TREC
The TREC Robust Track3 is a dataset is designed to explore methods for improving the
consistency of retrieval technology by focusing on poorly performing topics. The retrieval
task in this track is a traditional ad hoc retrieval task where the evaluation methodology
emphasizes a systems least effective topics. After being processed as MeTa format, this
dataset is about 1.3 GB.
5.2 EVALUATION METRICS
As is shown in Figure 5.1, we adopted the following two most important measure of
performances:
• MAP : mean average precision.
• NDCG4: normalized discounted cumulative gain.
MeTa also supports the following measures which could be easily added to CLAIRE as
needed5:
Precision, Recall, F1, Average Precision, Geometric Mean Average Precision
Specifically, as the Robust dataset from TREC focuses on poorly performing topics, the




5https://meta-toolkit.org/doxygen/classmeta 1 1index 1 1ir eval.html
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vidual topic results, is able to give appropriate emphasis to poorly performing topics while
being more stable at equal topic set sizes.
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CHAPTER 6: APPLICATION AND VISUALIZATION
One of the advantages of CLAIRE over the current information retrieval toolkits is that it
provides on-the-fly result visualization for the implemented retrieval models. In this chapter,
we will talk about currently implemented visualization features in CLAIRE.
6.1 APPLICATION: REAL-TIME SEARCH ENGINE DEMONSTRATION
Once an IR model is evaluated on a standard test collection, we can have a sense of its
standard performance as compared to other retrieval models. But that kind of evaluation is
still abstract to learners and researchers.
For a more practical application, it would be useful to see how the retrieval model performs
with a specific query on a real-world data set. CLAIRE provides exactly this functionality.
Once a retrieval model is implemented, either configured from existing models, user can
create a search engine over our provided WIKIPEDIA dataset by simply clicking on a button.
This is made possible specifically by CLAIRE because a typical WIKIPEDIA corpus is about
20 GB, which is almost unrealistic or very slow to be deployed on a personal laptop. Once
directed to a search engine demo page, user can then input a query and inspect the returned
ranked document list with their computed scores with respect to the query, as is shown in
Figure 6.1.
6.2 VISUALIZATION: PAIR-WISE QUERY COMPARISON
As a further effort towards comparing ad hoc information retrieval performance of dif-
ferent retrieval models, CLAIRE also provides an interface for query-wise comparison be-
tween a pair of retrieval models as presented in Figure 6.2. For a particular query, it is
possible to see how the two retrieval models work as compared to each other. For ex-
ample, in Figure 6.2, when user input a query “Obama” like before, the IR model of
Dirichlet Prior Smoothing with smoothing parameter set to 2000 will rank a document
“Nationwide opinion polling for the United States” as the top while the other IR model
of Okapi BM25 with another parameter setting with rank another document ”Interna-
tional opinion polling for the United States” as the first document to return to users. While
the exact difference between the content of the two documents is out of the scope of this
thesis, we think it may be interesting for users to directly get a sense of how the two retrieval
function differs from each other by looking at the returned ranking documents in a pair-wise
23
Figure 6.1: Screenshot of CLAIRE’s search enginee demo
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fashion.
Figure 6.2: Screenshot of CLAIRE’s query-wise comparison.
6.3 VISUALIZATION: PARAMETER SENSITIVITY
As presented in chapter 4.1, there are two categories of retrieval models, probabilistic
retrieval model and language model based retrieval models. Specifically, in language model
based retrieval models, we estimate a language model for each document, and then rank
documents by the likelihood of the query according to the estimated language model. A core
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problem in language model estimation is smoothing, which adjusts the maximum likelihood
estimator so as to correct the inaccuracy due to data sparseness[8].
The question that motivates this functionality is how sensitive is retrieval performance to
the smoothing of a document language model? This helps us to select the parameter of a
retrieval model in order to achieve its best performance.
To this purpose, CLAIRE provides the analysis of parameter sensitivity of the most pop-
ular smoothing methods that have been developed in language model based retrieval models
via a simple visualization interface.
In Figure 6.3, we can see an example of the parameter sensitivity visualization of Dirichlet
Prior Smoothing retrieval model. By simply modifying the involved datasets and retrieval
models via the interface, it is possible to see how sensitive each method is to the variance of
their smoothing parameters.
6.4 VISUALIZATION: STATISTICAL SIGNIFICANCE TEST OF IR MODEL
PERFORMANCES
In Chapter 5, we discussed different evaluation metrics for evaluating the performance of
Information Retrieval models. Most of the discussed metrics demonstrate the performance
of IR models by aggregating the retrieval precision of these models on different queries. This
generally gives user a high-level understanding of how the current models or their customized
models work. Moreover, it is also interesting to dive into the details of the performance data,
which involves inspecting the retrieval accuracy of each individual query.
ClAIRE provides this feature as presented in Figure 6.4. Specifically, CLAIRE enables
users to investigate all the retrieval precision of a batch of evaluated queries and compare
these two batches of data across different models. In Figure 6.4, when user has selected two
previously saved evaluation epochs, CLAIRE will show all the query precision correspond-
ingly along with the paired t-test results. With the output p value of the paired t test, users
are able to consult the t test table and know whether the performance of the selected models
are significantly different from each other.
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Figure 6.3: Screenshot of CLAIRE’s parameter sensitivity plots
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Figure 6.4: Screenshot of CLAIRE’s feature of statistical significance testing of IR model
performances.
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CHAPTER 7: CONCLUSION AND FUTURE WORK
In this chapter, we will conclude this thesis with a summary and discuss the various
directions that CLAIRE can be further improved
7.1 CONCLUSION
We proposed CLAIRE, a novel cloud-based virtual lab, CLAIRE, which provides sup-
port for conducting IR education, research and learning. Specifically, CLAIRE provides an
interactive way to create IR models and the environment for evaluating these IR models
over large-scale datasets. With the produced performances of different IR model, CLAIRE
enables various visualization techniques. It is also possible to instantly turn a created model
into a search engine application. CLAIRE further differs itself from previous virtual labs
because of it high scalability in terms of user numbers and the size of involved dataset.
The developed CLAIRE system has addressed multiple challenges in IR education and
research. It can be immediately used by instructors of IR courses to deploy IR assignments
that potentially use very large real-world data sets. It can also be used by researchers to
experiment with various IR models with all the research results archived, thus ensuring re-
producibility of their experiments. Furthermore, the best methods developed by researchers
or students can be immediately used in a real-world search engine application, which could
in turn stimulates more innovation in the IR domain.
7.2 FUTURE WORK
Based on the foundation of CLAIRE, we have a broad blue print for an open information
retrieval ecosystem that can foster a sustainable and collaborative IR community in Figure
7.1.
With the aforementioned search engine demo application in chapter 6.1, it is possible to
integrate CLAIRE with another system that TIMAN group has recently developed, which
is an annotation tool for annotating the search results in a real-time fashion. The main
philosophy here is that when learners or researchers have created their own search engine
demo and try out queries on it, they get an immediate sense whether the documents in
the returned rank list make sense to them or not. By simply integrating an annotation
system which allows users to click simple judgments like “relevant” or “non-relevant”, we
will be able to get the feedback of that particular query with certain IR models and that
29
Figure 7.1: The future ecosystem built on CLAIRE.
involved data set. This is valuable to both researchers and companies to improve the model
or application.
Large companies are usually in possess of large data sets which are not publicly available
or hard to crawl. If companies could benefit from the improved models and user annotations
produced on CLAIRE, it is also promising for them to share the datasets for promoting this
collaborative community.
Another extension to CLAIRE is that it could be developed into a general data science
platform. As CLAIRE is the first attempt that integrated MeTaPy(python bindings of
MeTa) with a web interface, we only covered a limited sub-domain of all data science domains
and APIs of MeTa. We plan to extend CLAIRE to be able the educate learners and support
researchers in more data science domains in the future.
30
REFERENCES
[1] H. S. Chase Geigle, Ismini Lourentzou and C. Zhai, “Clads: A cloud-based virtual lab for
the delivery of scalable hands-on assignments for practical data science education.” In
Proceedings of the 23rd Annual Conference on Innovation and Technology in Computer
Science Education, forthcoming.
[2] H. Fang, T. Tao, and C. Zhai, “A formal study of information retrieval heuristics,” in
Proceedings of the 27th annual international ACM SIGIR conference on Research and
development in information retrieval. ACM, 2004, pp. 49–56.
[3] M. Baker, “1,500 scientists lift the lid on reproducibility,” Nature News, vol. 533, no.
7604, p. 452, 2016.
[4] H. Fang and C. Zhai, “Virlab: A platform for privacy-preserving evaluation for infor-
mation retrieval models.” in PIR@ SIGIR, 2014, pp. 37–38.
[5] S. Massung, C. Geigle, and C. Zhai, “MeTA: A Unified Toolkit for Text
Retrieval and Analysis,” in Proceedings of ACL-2016 System Demonstrations. Berlin,
Germany: Association for Computational Linguistics, August 2016. [Online]. Available:
http://anthology.aclweb.org/P16-4016 pp. 91–96.
[6] S. E. Robertson and S. Walker, “Some simple effective approximations to the 2-poisson
model for probabilistic weighted retrieval,” in Proceedings of the 17th annual interna-
tional ACM SIGIR conference on Research and development in information retrieval.
Springer-Verlag New York, Inc., 1994, pp. 232–241.
[7] A. Singhal et al., “Modern information retrieval: A brief overview,” IEEE Data Eng.
Bull., vol. 24, no. 4, pp. 35–43, 2001.
[8] C. Zhai and J. Lafferty, “A study of smoothing methods for language models applied
to ad hoc information retrieval,” in ACM SIGIR Forum, vol. 51, no. 2. ACM, 2017,
pp. 268–276.
[9] S. Massung, C. Geigle, and C. Zhai, “Meta: A unified toolkit for text retrieval and
analysis,” Proceedings of ACL-2016 System Demonstrations, pp. 91–96, 2016.
[10] H. P. Luhn, “A statistical approach to mechanized encoding and searching of literary
information,” IBM Journal of research and development, vol. 1, no. 4, pp. 309–317,
1957.
[11] C. Zhai and S. Massung, Text Data Management and Analysis: A Practical Introduction
to Information Retrieval and Text Mining. Morgan & Claypool, 2016.
[12] O. Vechtomova, Introduction to Information Retrieval Christopher D. Manning, Prab-
hakar Raghavan, and Hinrich Schütze. MIT Press, 2009.
31
