Abstract. It is shown to be consistent that there is a nontrivial autohomeomorphism of βN \ N, yet all such autohomeomorphisms are trivial on a dense P -ideal. Furthermore, the cardinality of the autohomeomorphism group of βN \ N can be any regular cardinal between 2 ℵ 0 and 2 2 ℵ 0 . The model used is one due to Velickovic in which, coincidentally, Martin's Axiom also holds.
Introduction

An automorphism of P(ω)/[ω]
<ℵ0 -or, equivalently, an autohomeomorphism of βN \ N-is said to be trivial if there is a bijection between co-finite subsets of the integers which induces it; an automorphism is said to be somewhere trivial if its restriction to P(A)/ [A] <ℵ0 is trivial for some A ∈ [ω] ℵ0 . It was shown by Shelah, [3, pp. 129-152] 
that it is consistent with ZFC that all automorphisms of P(ω)/[ω]
<ℵ0 are trivial; therefore, it is also consistent that the size of the autohomeomorphism group of βN \ N is 2 ℵ0 . This is in contrast to most other models of set theory where the size of the autohomeomorphism group of βN \ N is 2 2 ℵ 0 . This might lead one to ask whether there is a dichotomy similar to that for Borel sets, that is, the size of the autohomeomorphism group of βN \ N is either 2 ℵ0 or 2 2 ℵ 0 . The present paper will show that no such dichotomy exists, as well as providing some detailed information about the nature of automorphisms of P(ω)/ [ω] <ℵ0 in a certain class of models. In particular, it will be shown that in these models all automorphisms of P(ω)/ [ω] <ℵ0 are trivial on a dense P -ideal. The fact that they are trivial on a dense set was established in [5] .
In order to be more precise the following definitions will be introduced.
following partial order P, was introduced by Velickovic in [9] , following Baumgartner, to add a nontrivial automorphism of P(ω)/ [ω] <ℵ0 while doing as little else as possible-at least assuming PFA. The ordering on P is ⊆ * .
The terms 2 n are not crucial in the definition of P, since any sequence of intervals whose size tends to infinity could equally well have been used. Further modifications to the partial order are also possible (some can be found in [4] ) but will not be important in the present context. It is, however, useful to note the following observation from [5] .
Lemma 3.1. Assume MA η and that {f ξ } ξ∈η is an increasing sequence from P. Suppose further that there is f such that f ⊇ * f ξ for each ξ ∈ η. Then there is f ∈ P such that f ⊇ * f ξ for each ξ ∈ η.
Definition 3.2.
The countable support product of κ copies of P will be denoted by P(κ); in other words, if f ∈ P(κ), then f : κ → P and f (α) = ∅ for all but countably many α. The operations and relations ∪, ∩, \, ⊆, ⊇, ⊆ * and ⊇ * on elements of P(κ) will refer to the coordinatewise operations and relations; so, for example, (f \ g)(α) = f (α) \ g(α). The ordering on P(κ) is ⊆ * in the sense just defined; in other words, f ⊆ * f if and only if f (α) ⊆ * f (α) for each α ∈ κ.
The relation ⊆ * on P(κ) is not actually an ordering but only a pre-ordering. However, it can easily be made into an ordering by identifying f with g if f ⊆ * g ⊆ * f . If κ is finite, then the resulting equivalence classes are countable, but otherwise they are uncountable. However, to avoid having to deal with equivalence classes, the pre-ordering on P(κ) will be used in the sequel.
is a function for each α ∈ κ. Now apply Lemma 3.1 to each coordinate.
and, in the case that κ = 1, the superscript will be omitted.
For the purposes of this paper, P(F) and S(S) can be thought of as amoeba forcings for P(κ) and S in the sense that the generic objects they produce yield elements of P(κ) and S, respectively. The following two technical results contain the details of the fusion constructions on the amoeba partial orders that will be required in later arguments.
ℵ0 and a countable partial order Q, both belonging to a countable model M of some large fragment of set theory, there is an f ∈ P(κ) such that
Proof. The argument here is standard. Let {f n } n∈ω be a cofinal ≤ * κ -increasing sequence in P(F). Let D be the collection of all dense subsets of P(
<ℵ0 , and choose inductively a sequence of conditions (p n ,q n ) ∈ M ∩ (P(F) × Q), finite sets A * n and integers M n such that
Let f = n∈ω p n . It follows from Conditions (3.3), (3.4), (3.1) and (3.5) that f ∈ P(κ). From Condition (3.7), it follows that f ⊇ p n ≥ * κ f n , and so Condition (1) is satisfied. To see that Condition (2) is satisfied use Conditions (3.2) .
To see that the induction can be carried out, suppose that p n has been con- 
guarantees that Conditions (3.2) and (3.5) are also satisfied.
ℵ0 and a countable partial order Q, both belonging to a countable model M of some large fragment of set theory,
Proof. Let f be the element of P(κ) whose existence follows from Lemma 3.1, and
, it follows that (p,q) is compatible with (f , q).
ℵ0 and a countable partial order Q, both belonging to a countable model M of some large fragment of set theory, there is f ∈ P(κ) satisfying the conclusions of Lemma 3.4 and, moreover, for each P(F)-name,
Proof. The conclusion of Lemma 3.4 immediately yields a dominating function d from f . To see this, let D n be the set of conditions deciding the value of
and observe that the role of Q is irrelevant. The final sentence follows from Corollary 3.1.
Lemma 3.5. Given S ∈ [S]
ℵ0 and a countable partial order Q, both belonging to a countable model M of some large fragment of set theory, and U ⊆ ω such that U ∩ domain(s) is finite for each s ∈ S, there is a comeagre set of partitions
Proof. This is the argument used to establish (*1) on page 175 of [3] .
Notation 3.2.
For the rest of this section, if Φ :
is an automorphism, then Φ * will denote an arbitrarily chosen lifting of Φ. In other words, Φ * : 
Proof. Suppose that V is obtained by forcing with the countable partial order C and that ψ n are C-names for Borel functions such that for each
For each integer n, let G n be a co-meagre set such that ψ n G n is continuous. Define open set U ⊂ E p n such that the set of points in U to which ψ p n can be continuously extended is meagre in U . Since p "ψ p n ⊂
• ψ n " and because being a meagre Borel set is absolute, it must be that the set of points in U to which ψ n can be continuously extended is also meagre in U . The reason is that the domain of ψ p n is dense in E p n , and so it follows that the domain of ψ p n is dense in U and, moreover, not being a point to which a function can be continuously extended is an absolute property. This contradicts the fact that G n is co-meagre. Now let
and observe that M is meagre. By the hypothesis on V it follows that the set S =
is a second category set. Hence, S remains of second category after adding a Cohen real. Let N be a meagre set such that
, which is a contradiction.
is a partial Borel function and
and suppose that {A n } n∈ω are infinite pairwise disjoint sets. Without loss of generality,
<ℵ0 and (3.12) fails for {A n } n∈ω and
Let G be a V -generic filter on a countably closed partial order, D, which forces the existence of a ♦-sequence {M ξ } ξ∈ω1 .
As in [5] , let
is decided by some f η with respect to forcing by P(κ);
• the partial order P(F) is ccc;
• forcing with P(F) preserves dominating families in ω ω;
• for each A ∈ V such that A ⊇ * A n for each n, forcing with P(F) preserves that there do not exist Borel functions {ψ n : n ∈ ω} such that for all but a meagre set of C ∈ P(A) ∩ V there are n ∈ ω and k ∈ ω such that
The first requirement is easily accomplished at successor steps by using 2 ℵ0 = ℵ 1 and the fact that the forcing relation is not changed by modifying infinitely many coordinates of a condition by a finite amount. The second requirement is obtained by a standard ♦ argument, while the third is a consequence of Corollary 3.2. The last requirement is accomplished by appealing to the Omitting Type Theorem, Lemma 2.1 on page 153 of [3] , and applying it to the family of sentences σ C (x) parameterized by C ∈ P(A) which say that x = ({ψ n : n ∈ ω}, M) where each ψ n : P(A) → P(ω) is a Borel function, M is a meagre F σ subset of P(A), and either C ∈ M or there is some n ∈ ω and k ∈ ω such that Φ * (C) ψ n (C) ⊆ i∈k Φ * (A i ). Lemma 3.6 asserts that Cohen forcing preserves that there is no x such that σ C (x) holds for each C ∈ P(A). The Omitting Type Theorem allows the conclusion that there is an oracle N such that forcing with any partial order that satisfies the N− cc preserves that there is no x such that σ C (x) holds for all C ∈ P(A); so it suffices to construct F to satisfy the N − cc. So, it may be assumed that N = {M η } η∈ω1 .
Let {d ξ } ξ∈ω1 be a ≤ * -increasing, dominating family in
. It may, without loss of generality, be assumed that the sets A n form a partition of ω and
enumerate all possible names for reals with respect to hereditarily countable partial orders and let {M η [H]} η∈ω1 be an oracle given by ♦ (which exists since P(F) has the countable chain condition, is of size ℵ 1 and ♦ holds in V [G]). It may also be 
Furthermore, it will be required that, letting
for each µ ≤ η ∈ ζ and any k ∈ ω. In particular,
and so, if this induction can be carried out, then, using PFA, it is possible to argue just as in [5] . The main point is that the set H is generic for P(F), which is the amoeba forcing of P(κ), and produces a condition f * in P(κ) using Lemma 3. <ℵ0 in spite of the fact that ∅ forces this. Now, suppose that the induction has been completed for all ordinals less than η. Let α η ∈ ω 1 be so large that β ζ ∈ α η for each ζ ∈ η. Use Lemma 3.5, with Q being a trivial partial order, to find a co-meagre set E ⊆ P(W αη ,ω1 ) such that if W ∈ E, then all predense sets of S η belonging to M η [H] remain predense in 2 The argument is reproduced in more detail, but in a slightly different context, in the proof of Theorem 4.1. 
regardless of the choice of
and observe that the functions ψ p,q,k,ξ,ζ are all Borel. Hence there is some
for all p, q, k, ξ and ζ. It follows that there is some i ∈ 2 such that
for all p, k and ξ. Fix i ∈ 2 to be such that (3.16) is satisfied for all p, k and ξ. Let {(p j , ξ j )} j∈ω enumerate S η ×η infinitely often and let D j be the domain of p j . For each j there is some
. In the case that ψ i,pj ,j,ξj (C∩W i ) is defined, by appealing to (3.14) or (3.15), it is possible to find p ∈ S η such that 
as well. So there must bep 1 andp 2 such that
This makes it easy to once again find p ∈ S η satisfying conditions (3.17), (3.18) and (3.19).
Since no unbounded reals are added by H it is possible to find Z ∈ V such that Z ⊇ {m j } j∈ω and such that Z ∩ Φ * (A n ) is finite for each n. It follows that there is some β η such that Φ
To see that the pair (V η , W η ) satisfies the required conditions, let q ∈ S η+1 , k ∈ ω and ξ ∈ η + 1. It is possible to find p : D → 2 such that p ∈ S η and q = p∪0 Wη\(Vη ∪D) ∪1 Vη\D . Let j > k be such that (p, ξ) = (p j , ξ j ). By construction, there is some p ∈ S η such that conditions (3.17), (3.18) and (3.19) hold for the case j. In particular, by noting that
. Hence, (3.13) holds, as required.
Corollary 3.3. In the model V [F ], the ideal T (Φ) is a dense P -ideal for every automorphism Φ of P(ω)/[ω]
<ℵ0 .
Proof. Let {A i } i∈ω be disjoint sets in the ideal T (Φ) and let this fact be witnessed by g i : A i → ω. From Theorem 3.1 it follows that there is A such that A ⊇ * A n for each n and there are Borel functions ψ n such that for all but a meagre set of X ∈ P(A) there are m and k such that Φ
Lemma 2.1 applied to the Borel functions {ψ i,j } i,j∈ω yields that A ∈ T (Φ).
To see that T (Φ) is dense is immediate: given any set X ⊆ ω, let {A n } n∈ω be disjoint infinite subsets of X and apply Theorem 3.1 to find A such that A ⊇ * A n for each n and there are Borel functions ψ n such that for all Y ∈ P(A) there are m and k such that
Now choose an infinite A ⊆ A such that A ∩ A n is finite for all n. It follows that Φ * (Y ) ψ m (X) is finite for each Y ⊆ A and hence, from Lemma 2.1, it can be concluded that Φ is trivial on A .
Why there are few automorphisms
The next step is to establish the main result, which is that there are no more than κ ℵ0 automorphisms of P(ω)/[ω] <ℵ0 in the model obtained by forcing with P(κ) over a model of PFA. In order to prove this, one is tempted to proceed by asserting that every automorphism is definable from the generic set. To establish this, suppose that ∅ forces, with respect to P(κ), that for some automorphism Φ there is no Borel definition of Φ using the generic set as a parameter. Add a ♦ sequence to the initial model of PFA, and note that, since no new reals have been added, it is still forced, with respect to P(κ), that no Borel definition exists. The first difficulty is that it is no longer possible to iterate the two partial orders P(F) and S(S), since the first does add reals and so may add a Borel definition. Hence, the iteration must be replaced by a product. The induction involves simultaneously adding increasing conditions f η and almost disjoint sets W η such that f η P(κ) "W η ∈ T (Φ)". If the construction can be carried out, then, as usual, Φ cannot be extended. However, if the induction stops at stage ζ, then this means that for each set W ∈ T (Φ) that is almost disjoint from each W ξ for ξ ∈ ζ, and for every V ⊆ W there is some ξ ∈ ζ such that
is forced to be almost equal to g(V ) where g : W → ω is a
one-to-one function witnessing that W ∈ T (Φ). Now the name
• Y ξ can be used to determine g. Using that T (Φ) is a P -ideal it is possible to find a single ξ ∈ ζ that works for a dense set of W . Were it not for the fact that g(W ) needs to be known in order to use
• Y ξ to determine g, this would finish the argument. This difficulty needs to be dealt with by resorting to arguments from [6] .
In the following theorem, the term "Borel" is used in the context of subsets of P(κ) × P(ω); so its meaning should be explained. First, note that P is a G δ subset of ω ω; so it inherits a Polish topology in a natural way. This yields a natural Polish topology on P A × P(ω) for any countable set A. A function B from P(κ) × P(ω) to some Polish space will be said to be Borel if there is some countable set A ⊆ κ and a Borel function B * defined on
Theorem 4.1. If V is a model of PFA and F is P(κ) generic over V and Φ ∈ V [F ] is an automorphism of P(ω)/[ω] <ℵ0 , then there is a Borel function B belonging to V and mapping P(κ) × P(ω) to partial bijections of ω such that for all W ∈ [ω]
ℵ0 and f ∈ F there isW ∈ [W ]
ℵ0 andf ∈ F such thatf ⊇ f and
Moreover, 3 B(f, X) ⊆ B(f , X ) provided that B(f, X) and B(f , X ) are nonempty and X
Proof. Suppose that ∅ forces, with respect to P(κ), that for some automorphism Φ there is no B satisfying the requirements of the theorem. As in the proof of Theorem 3.1, let G ⊆ D and add a ♦ sequence {M ξ } ξ∈ω1 to V , the initial model of PFA, and note that, since no new reals have been added, it is still forced, with respect to P(κ), that no B exists. For notational purposes only, fix an enumeration In
, the following conditions hold:
The partial functions {f ξ } ξ∈ω1 are increasing with respect to ≤ * κ , while {W ξ } ξ∈ω1 form an almost-disjoint family.
(3) For each η ∈ ω 1 there are A η ⊆ ω and B η ⊆ ω such that
and for each ζ ∈ η,
Observe that since
follows that the dense sets required to decide membership in
• Y ζ all belong to M η . Since A η and B η belong to V , it follows that the dense subsets of P η required to guarantee condition (4.2) are subsets of M η , but not necessarily elements of M η . Nevertheless, since condition (4.2) only depends, in an absolute way, on the structure of the dense sets deciding membership in
follows from the last induction hypothesis that if P η satisfies condition (4.2), then so does P ζ for each ζ ≥ η. If this construction succeeds, then it is possible to proceed as in [4] to prove that forcing with P ω1 adds a set to which the partial automorphism Φ cannot be extended. In particular, if H 1 ×H 2 is P ω1 generic, then, setting
Just as in [4] , it is possible to define a relation R on ω 1 by letting R(ξ, η) hold if and only if
It is easy to see that this is a semi-open relation-as defined by Abraham, Rubin and Shelah in [1] (or open as defined by Todorcevic in [7] )-and that, moreover, there is no 
But then there would be an uncountable set S ⊆ S, as well as
The iteration D * P ω1 * K is proper, and only ℵ 1 dense sets in it need be met in order to obtain S and the set X such that Φ cannot be extended to include [X] in its domain. Using PFA, choose a filter Γ ⊆ D * P ω1 * K that meets all of the relevant dense sets and let f Γ be the element of P(κ) obtained by intersecting Γ with P({f ξ } ξ∈ω1 )-the first coordinate of P ω1 -and then appealing to Lemma 3.1. Let X Γ be obtained by intersecting Γ with S({s ξ } ξ∈ω1 ), the second coordinate of P ω1 . The intersection of Γ with K yields a set which witnesses that the fragment of Φ determined by f Γ cannot be extended to include [X Γ ] in its domain. It follows
<ℵ0 ". Hence, suppose that the induction stops at stage η and that M = M η is the countable model presented by the ♦ sequence at that stage. Using Corollary 3.1 applied to M, it is possible to find f * ∈ P(κ) such that f ζ ≤ * κ f * for each ζ ∈ η and for any f such that f * ≤ * f where every D ∈ M that is dense in P η remains dense in P({f }) × S({s ζ } ζ∈η ). Now apply Corollary 3.3 and the fact that P(κ) adds no new reals to findf η ⊇ f * , W and ϕ such that W ⊇ * W ζ for each ζ ∈ η
Recall that the requirementf η ⊇ f * poses no problem because forcing with P(κ) is stable under finite modification of finitely many coordinates. Next, use Lemma 3.5 to find a partition ω \ W = U 0 ∪ U 1 such that for any a ∈ 2 and any W ⊆ U a and any
Observe that the failure of the induction at stage η is absolute between models with the same reals; in particular, the construction fails in V at stage η if it fails in V [G] at that stage. So the remaining argument takes place in V . Now, for a ∈ 2, f ∈ P(κ), q ∈ S({s ζ } ζ∈η ) and β ∈ η, define a relation ρ
It should be stressed here that the definition of ρ a f,q,β depends only on those coordinates of P(κ) belonging to M because coordinates of f not belonging to M have no influence on membership in
• Y β . This remark will be crucial later when claiming that the function B, yet to be defined, is Borel.
Proof. This is essentially the argument from (*15) on page 189 of [6] . 
So assume the first possibility, the argument in the other case being similar. However, the dense sets in P η , that decide whether or not j / ∈
• Y β , remain dense in P({f η }) × S({s ζ } ζ∈η ) by the choice off η . Hence there is some (f , q ) ∈ P η such that
because f ⊆f and this contradicts that
, h : X → ω and f P(κ) "h induces 
X.
Proof. Let a ∈ 2 be given and let {(q n , β n )} n∈ω enumerate S({s ζ } ζ∈η ) × η infinitely often. Let f 0 = f and construct f n inductively as follows. Given f m ∈ P(κ) and a finite subset A m of the support of f m , choose an integer k m large enough that 
Notice that the last condition is easily satisfied, since forcing with P is stable under the finite modification of finitely many coordinates. <ℵ0 in the generic extension. Since no new reals are added, the continuum does not change and because the forcing has size ℵ 3 , ℵ 4 is not collapsed.
Comments
The automorphism of P(ω)/[ω]
<ℵ0 added by P is trivial not only on a dense P -ideal, but on a dense P ℵ1 -ideal. This raises the following question.
The next result is intended as motivation for the next question. Recall the definition of Φ G in Definition 3.3 where G is a filter on P. <ℵ0 is algebraically generated by the Ψ together with the trivial automorphisms? Proposition 5.1 shows that this is not so for the automorphisms and models discussed in this paper.
The gap between the two cardinals mentioned as possibilities in Corollary 4.1 points to the next question.
Question 5.3. Is it consistent that the cardinality of the automorphism group of P(ω)/[ω]
<ℵ0 has countable cofinality?
One might try to disprove this by assuming that the set of all automorphisms of P(ω)/ [ω] <ℵ0 has cardinality ℵ λ , where λ has countable cofinality, and then choosing a partition of the integers into infinite sets {A n } n∈ω and letting the set of all automorphisms of P(ω)/ [ω] <ℵ0 be expressed as n∈ω A n such that |A n | < ℵ λ . It is then possible to find automorphisms Φ n of P(A n )/[A n ] <ℵ0 that disagree with every member of A n . If these could be glued together somehow, a contradiction would soon be in hand. A solution of the "glueing" problem is likely to have other applications as well.
