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Изучается класс формальных языков (ЯАСМ), которые допускаются ав-
томатными счетчиковыми машинами. Показывается, что этот класс замкнут
относительно операций объединения, регулярного пересечения, конкатенации,
бесконечной итерации, гомоморфизма и обратного гомоморфизма. Отсюда сле-
дует, что он является полным абстрактным семейством языков со всеми выте-
кающими из этого свойствами. Более того, класс АСМ-языков замкнут относи-
тельно пересечения и полной подстановки, но незамкнут относительно обраще-
ния и дополнения. Для класса ЯАСМ разрешимы проблемы пустоты и распо-
знавания слова языка, заданного автоматной счетчиковой машиной, но нераз-
решимы проблемы включения и эквивалентности языков. Проводится срав-
нение с другими классами языков — регулярными, контекстно-свободными,
контекстно-зависимыми языками и языками сетей Петри.
1. Введение
Для моделирования и анализа параллельных и распределенных систем существует
большое количество формализмов, таких как магазинные автоматы, сети Петри (си-
стемы векторного сложения с состояниями), Basic Parallel Processes, Lossy Channel
Systems и др. Распределенные и параллельные системы обычно моделируются си-
стемами переходов с конечным числом управляющих состояний, которые снабжа-
ются структурами данных, такими как переменные, счетчики, стеки, очереди и т. д.
Модели в рамках перечисленных формализмов в общем смысле можно рассматри-
вать как системы помеченных переходов с бесконечным числом состояний. Системы
помеченных переходов — одна из наиболее распространенных моделей для описания
поведения различных систем. Для исследования свойств таких систем с бесконеч-
ным числом состояний применяются следующие методы и подходы. Для решения
1Работа проводилась при финансовой поддержке Федерального агентства по науке и иннова-
циям, ФЦП «Научные и научно-педагогические кадры инновационной России на 2009-2013 годы».
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задач анализа семантических свойств полезной оказывается теория вполне струк-
турированных систем переходов [1, 5]. Эта теория базируется на верхней (нижней)
совместимости квазипорядка и отношения переходов, заданных на множестве со-
стояний системы переходов. Для демонстрации алгоритмической неразрешимости
тех или иных проблем опираются на счетчиковые машины разных классов. Для
счетчиковых машин, которые легко моделируются некоторой формальной систе-
мой (формализмом), показывается неразрешимость заданной проблемы, а затем
естественным образом результат распространяется на весь формализм. Примером
могут служить счетчиковые машины с потерями (lossy counter machines) [13], ко-
торые были введены для исследования неразрешимых свойств систем с потерями
(lossy systems).
Ранее в работах [11, 17] был предложен и исследовался формализм взаимодей-
ствующих раскрашивающих процессов как средство моделирования перемещения
данных различного типа между компонентами распределенной системы, который
обладает одновременно свойствами совместимости по возрастанию и убыванию пра-
вильного квазипорядка на множестве состояний с отношением переходов. Неразре-
шимость ряда проблем для этого формализма доказывалась с помощью введенных
в работе [16] автоматных счетчиковых машин, которые легко моделируются вза-
имодействующими раскрашивающими процессами. Автоматные счетчиковые ма-
шины, в свою очередь, впоследствии превратились в отдельный объект исследо-
ваний [19, 12]. Основное отличие счетчиковых машин этого класса от машин дру-
гих классов заключается в переносе управления над данными на дуги переходов. В
автоматных счетчиковых машинах каждый переход определяется недетерминиро-
ванно в соответствии с локальными управляющими состояниями и независимо от
манипулируемых данных.
В данной статье мы изучаем класс языков, которые могут порождать автомат-
ные счетчиковые машины. Показывается, что этот класс замкнут относительно
операций объединения, регулярного пересечения, конкатенации, бесконечной ите-
рации, гомоморфизма и обратного гомоморфизма. Отсюда следует, что он является
полным абстрактным семейством языков [7] со всеми вытекающими из этого свой-
ствами. Более того, класс языков автоматных счетчиковых машин (ЯАСМ) замкнут
относительно пересечения и полной подстановки, но незамкнут относительно допол-
нения и операции обращения. Для класса ЯАСМ разрешимы проблемы пустоты и
распознавания слова языка, заданного автоматной счетчиковой машиной, но нераз-
решимы проблемы включения и эквивалентности языков. Проводится сравнение
с другими классами языков — регулярными, контекстно-свободными, контекстно-
зависимыми языками и языками сетей Петри.
2. Основные понятия и определения
Бинарное отношение 6 является отношением частичного порядка на множестве X,
если оно рефлексивно (x 6 x), транзитивно (x 6 y ∧ y 6 z ⇒ x 6 z) и антисиммет-
рично (x 6 y∧y 6 x⇒ x = y). Если отношение только рефлексивно и транзитивно,
то оно называется отношением квазипорядка или предпорядка.
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Квазипорядок 6 на множестве X называется вполне упорядочиваемым (wqo —
well-quasi-ordering) или правильным, если для любой бесконечной последовательно-
сти x0, x1, x2, . . . элементов из X существуют индексы i < j такие, что xi 6 xj.
Пусть отношение 6 является правильным квазипорядком (wqo) на множестве
X. Замкнутым кверху множеством (ucs — upward-closed set), называется подмно-
жество I ⊆ X, такое что для x ∈ I, y ∈ X и x 6 y, следует y ∈ I. Каждый элемент
x ∈ X порождает замкнутое кверху множество ↑ x def= {y | y > x}.
Базисом замкнутого кверху множества I называется множество min(I) такое,
что I = ∪x∈min(I) ↑ x.
Утверждение 1 ([10]). Если 6 — это правильный квазипорядок на множестве
X, то всякое замкнутое кверху множество I ⊆ X имеет конечный базис.
Далее предполагается, что каждое замкнутое кверху множество представлено
своим конечным базисом.
Утверждение 2 ([5]). Если отношение 6 — правильный квазипорядок на множе-
стве X, то любая бесконечно возрастающая по отношению вложения множеств
последовательность I0 ⊆ I1 ⊆ I2 ⊆ . . . верхних конусов стабилизируется, т. е.
найдется такое k ∈ N, что Ik = Ik+1 = Ik+2 = . . . .
Пусть 6 — некоторый квазипорядок на множестве X. Отношение 6n на мно-
жестве Xn векторов размерности n с элементами из X определим, полагая для
x¯, y¯ ∈ Xn, x¯ = (x1, x2, . . . , xn), y¯ = (y1, y2, . . . , yn), x¯ 6n y¯ в том и только том случае,
когда ∀i, 1 6 i 6 n : xi 6 yi.
Утверждение 3 ([3]). Пусть отношение 6 — правильный квазипорядок на мно-
жестве X. Тогда отношение 6n на множестве векторов размерности n из Xn
также является правильным квазипорядком.
Система помеченных переходов есть четверка LTS = (S, T,→, s0), где S — мно-
жество состояний, T – некоторый алфавит пометок (множество имен действий),
→⊆ (S × T × S) – отношение переходов, s0 ∈ S – начальное состояние системы.
Переход (s, t, s′) обычно обозначается как s t→ s′, что означает, что действие с
именем t переводит состояние s в состояние s′.
Через Succ(s) =
⋃
t∈T Succt(s), где Succt(s) = {s′ ∈ S | s t→ s′}, будем обозна-
чать множество последующих состояний для s, через Pred(s) =
⋃
t∈T Predt(s), где
Predt(s) = {s′ ∈ S | s′ t→ s}, — множество предыдущих состояний для s.
Последовательное исполнение для LTS есть конечная или бесконечная цепочка
переходов s0
t1→ s1 t2→ s2 → . . . , где s0 – начальное состояние системы. Запись s ∗→ s′
означает, что имеется (конечная) последовательность переходов, переводящая со-
стояние s в состояние s′.
Вполне структурированной системой переходов с совместимостью по возрас-
танию (соот. по убыванию) называется система переходов LTS = (S, T,→, s0),
дополненная отношением квазипорядка 6⊆ S × S, удовлетворяющая следующим
условиям: отношение 6 является правильным квазипорядком (wqo); квазипорядок
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6 совместим по возрастанию с отношением переходов →, а именно, для любых со-
стояний s1 6 s2 и перехода s1 t→ s′1 существует переход s2 t→ s′2, такой что s′1 6 s′2
(соот. квазипорядок 6 совместим по убыванию с отношением переходов →, а имен-
но, для любых состояний s1 6 s2 и перехода s2 t→ s′2 существует переход s1 t→ s′1,
такой что s′1 6 s′2) [5].
Обозначим Succ=(K) = K ∪ Succ(K). Напомним, ↑X = {y ∈ S | x ∈ X : y > x},
где X ⊆ S.
Утверждение 4 ([5]). Пусть K и K ′ — множества состояний вполне структу-
рированной системы переходов (LTS,6) с совместимостью по убыванию. Если для
множеств K и K ′ выполнено ↑K ⊆ ↑K ′, то ↑Succ=(K) ⊆ ↑Succ=(K ′).
Доказательство. Предположим, что s ∈ ↑Succ=(K), причем s /∈ ↑K, так как иначе
из s ∈ ↑K следовало бы s ∈ ↑Succ=(K ′). Тогда существуют s1 ∈ K и переход
s1
t→ s′1 такой, что s′1 6 s. Поскольку ↑K ⊆ ↑K ′, существует s2 ∈ K ′ такое, что
s2 6 s1. Так как LTS обладает свойством совместимости по убыванию, существует
переход s2
t→ s′2 такой, что s′2 6 s′1. Следовательно, s′2 6 s. Получили, что поскольку
s′2 ∈ Succ=(K ′), то и s ∈ ↑Succ=(K ′). 2
Пусть s — состояние вполне структурированной системы переходов (LTS,6)
с совместимостью по убыванию. Определим последовательность K0, K1, K2 . . . , где
K0 = {s}, Kn+1 = Kn ∪ Succ(Kn). Пусть m — первый индекс в этой последователь-
ности такой, что ↑Km = ↑Km+1. Такой индекс существует по утверждению 2. Тогда
справедливо следующее (Succ∗(s) — множество всех состояний, достижимых из s)
Утверждение 5 ([5]). ↑Km = ↑ ∪i∈N Ki = ↑Succ∗(s).
Доказательство. Первое равенство в выражении следует из утверждения 4, второе
— из определения Ki. 2
Утверждение 6 ([5]). Пусть (LTS,6) — это вполне структурированная система
переходов с совместимостью по убыванию с разрешимым отношением правильно-
го квазипорядка 6 и вычислимым Succ. Тогда для любого состояния s системы
переходов LTS возможно построить конечный базис множества ↑Succ∗(s).
Доказательство. Последовательность из множеств K0, K1, . . . Km, где K0 = {s},
Ki+1 = Ki ∪ Succ(Ki) и ↑Km = ↑Km+1, может быть эффективно построена, так как
каждое множество Ki конечно, а нахождение индекса m возможно из-за разреши-
мости отношения 6. Множество Km является конечным (но возможно избыточным)
базисом замкнутого кверху множества ↑Succ∗(s) = ↑Km. 2
Проблема субпокрытия для некоторого состояния s системы переходов LTS со-
стоит в проверке достижимости из заданного состояния s0 покрываемого состояния,
т. е. состояния s′ 6 s.
Утверждение 7 ([5]). Проблема субпокрытия является разрешимой для вполне
структурированных систем переходов с совместимостью по убыванию, имеющих
разрешимое отношение правильного квазипорядка 6, и вычислимым Succ.
52 Моделирование и анализ информационных систем Т.17, №2 (2010)
Доказательство. По утверждению 6 может быть построен конечный базис K мно-
жества ↑Succ∗(s0). Из состояния s0 существует исполнение в некоторое состояние
s′ 6 s тогда и только тогда, когда s ∈ ↑K. Поскольку отношение 6 разрешимо, то
возможно осуществить проверку s ∈ ↑K. 2
Для анализа некоторых свойств вполне структурированных систем переходов
используется конструкция покрывающего дерева [4].
Покрывающим деревом вполне структурированной системы переходов (LTS,6)
для состояния s0 ∈ S называется конечный ориентированный граф (дерево) такой,
что 1) вершины дерева помечены состояниями системы LTS; 2) каждая вершина
объявлена либо живой, либо мертвой; 3) корню дерева приписана пометка s0, и
эта вершина объявлена живой; 4) мертвые вершины не имеют потомков; 5) жи-
вая вершина с пометкой s имеет по одному потомку, помеченному s′, для каждого
состояния s′ ∈ Succ(s); 6) если на пути от корня дерева до некоторой вершины с
пометкой s′ встречается вершина с пометкой s такой, что s 6 s′, то говорят, что s′
покрывает s (или s покрывается s′), и вершина s′ объявляется мертвой; в против-
ном случае s′ — живая вершина.
Листья в покрывающем дереве помечены финальными или покрывающими со-
стояниями. Для вполне структурированных систем переходов частичный порядок 6
является правильным. Благодаря этому все пути в покрывающем дереве конечны,
так как всякий бесконечный путь должен был бы содержать покрывающую верши-
ну. В силу леммы Кёнига о конечных деревьях, если покрывающее дерево не имеет
бесконечных ветвлений, то оно конечно.
Более того, очевидно имеет место следующее утверждение.
Утверждение 8. Если отношение порядка 6 разрешимо и отображение Succ вы-
числимо, то покрывающее дерево для вполне структурированной системы перехо-
дов может быть эффективно построено.
Для построения дерева покрытия не требуется совместимости между отноше-
ниями упорядоченности 6 и перехода →. Однако именно при выполнении условия
совместимости покрывающее дерево содержит полезную информацию о свойствах
поведения системы.
3. Автоматный счетчиковый распознаватель
Автоматная счетчиковая машина АСM представляет собой набор из восьми эле-
ментов (c¯0, q0, qf , Q, X, →, T , E), где X = {x1, . . . , xm} — конечное множество
счетчиков, Q = {q0, . . . , qf} — конечное множество состояний, q0 — начальное со-
стояние, qf — финальное состояние, c¯0 — вектор начальных значений счетчиков,
T — конечное множество меток действий, соответствующих выражению (преобра-
зованию) над счетчиками, →⊆ Q \ {qf} × T × Q — отношение переходов, запись
q
t→ q′ используется для обозначения перехода (q, t, q′) ∈→. Каждой метке перехода
t сопоставлено некоторое выражение E(t) из множества E, представляющего собой
конечное множество выражений над счетчиками вида xi := xi (значение счетчика
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не меняется), xi := xi + 1, xi := xi ª 1 или xi := xi + min(xj, 1), где ª — операция
вычитания до нуля, i, j = 1 . . .m.
Для удобства обозначим Xi+, Xiª и Xi(Xj)+ выражения xi := xi+1, xi := xiª1
и xi := xi +min(xj, 1) соответственно. Выражение вида xi := xi будем опускать.
Конфигурация счетчиковой машины — это набор (qi, c1, . . . , cm), где qi — состоя-
ние машины, ci ∈ N — значение соответствующего счетчика (N — множество нату-
ральных чисел, включая ноль). Переход из одной конфигурации в другую имеет вид
(q, c¯)
t−−→
E(t)
(q′, c¯′), т. е. при переходе из конфигурации (q, c¯) в (q′, c¯′) происходит изме-
нение значения счетчика не более чем на единицу в соответствии с приписанным к
метке перехода t выражением-командой E(t):
если t соответствует выражению xi := xi + 1, тогда
(q, c1, . . . , ci, . . . , cm)
t−−→
Xi+
(q′, c1, . . . , ci + 1, . . . , cm);
если метка t соответствует выражению xi := xi ª 1, тогда
(q, c1, . . . , ci, . . . , cm)
t−−→
Xiª
(q′, c1, . . . , c′i, . . . , cm),
где c′i = 0 при ci = 0 и c′i = ci − 1 при ci > 0;
если метка t соответствует выражению xi := xi +min(xj, 1), тогда
(q, c1, . . . , ci, . . . , cm)
t−−−−−→
Xi(Xj)+
(q′, c1, . . . , c′i, . . . , cm),
где c′i = ci + 1 при cj > 1 и c′i = ci при cj = 0;
если t соответствует выражению xi := xi, тогда
(q, c1, . . . , ci, . . . , cm)
t→ (q′, c1, . . . , ci, . . . , cm).
Исполнение счетчиковой машины — это последовательность конфигураций s0 →
s1 → s2 → . . . с начальной конфигурацией s0 = (q0, c¯0), индуктивно определяемая
в соответствии с правилами переходов.
На множестве конфигураций счетчиковой машины естественным образом зада-
ется отношение 6 частичного порядка. Для двух конфигураций машины имеем:
(q, c1, . . . , cm) 6 (q′, c′1, . . . , c′m) ⇐⇒ q = q′ и ci 6 c′i, i = 1, . . . ,m. Это отношение яв-
ляется правильным квазипорядком (wqo) по лемме Диксона [3] (см. утверждение 3).
Нетрудно проверить, что любая автоматная счетчиковая машина (acM,6) од-
новременно обладает свойствами совместимости правильного квазипорядка 6 с от-
ношением переходов → и по убыванию, и по возрастанию [18, 11, 12, 19].
Отсюда следует, что для автоматных счетчиковых машин разрешима проблема
субпокрытия, которая в данном случае состоит в том, чтобы для конфигураций
(q, c¯) и (q′, c¯′) определить, возможно ли, начиная исполнение из (q, c¯), попасть в кон-
фигурацию (q′′, c¯′′) ¹ (q′, c¯′). Частным случаем этой проблемы является определение
достижимости из начальной конфигурации (q0, 0, . . . , 0) некоторой другой нулевой
конфигурации (q, 0, . . . , 0). Важно отметить, что достижимость ненулевой конфигу-
рации — неразрешимая проблема для автоматных счетчиковых машин [18, 12, 19].
Для удобства правила переходов будем представлять в виде q t−−→
E(t)
(q′, v¯), означа-
ющем, что существует переход t из состояния q в q′, при котором к вектору старых
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значений счетчиков прибавляется вектор v¯ в соответствии с выражением E(t). На-
пример, правила переходов, для xi := xi+min(xj, 1) и xi := xiª1 можно переписать
соответственно как
q
t−−−−−→
Xi(Xj)+
(q′, (0, . . . , 0,min(xj, 1), 0, . . . , 0))
(выражения min(xj, 1) и ª1 стоят в i-х позициях) и
q
t−−→
Xiª
(q′, (0, . . . , 0,ª1, 0, . . . , 0)),
где ª1 — вычитание единицы до нуля, а min(xj, 1) — функция, возвращающая ми-
нимум из единицы и значения счетчика xj.
Рассмотрим автоматную счетчиковую машину как устройство, распознающее
или отвергающее слова в некотором алфавите Σ, которые считываются машиной с
помощью специальной головки с входной ленты. Для этого каждой метке перехода
t машины сопоставим символ из множества Σ∪{ε}, где ε — «пустая» строка. Будем
считать, что Σ(t) = ε, если переходу t сопоставлена пустая строка, и Σ(t) = a, если
переходу t соответствует буква a ∈ Σ. Машина будет работать следующим образом.
Начав с крайнего слева символа на ленте, она на каждом шаге будет считывать
символ с ленты и 1) или совершать переход t из одной конфигурации в другую, ко-
торый соответствует символу на ленте, и передвигать считывающую головку вправо
на одну ячейку ленты, 2) или совершать переход t, соответствующий символу ε без
перемещения считывающей головки по ленте.
Таким образом, понятие конфигурации машины расширяется. Пусть aα— непро-
читанная часть входной строки (слова), q — текущее состояние машины, а c¯ — век-
тор текущих значений счетчиков. Тогда конфигурацией машины теперь будем на-
зывать упорядоченную тройку (q, aα, c¯). Переход из одной конфигурации в другую
может быть двух видов:
1) (q, aα, c¯) t−−→
E(t)
(q′, α, c¯+ v¯) при Σ(t) = a;
2) (q, aα, c¯) t−−→
E(t)
(q′, aα, c¯+ v¯) при Σ(t) = ε.
Обозначим ∗→ произвольное (включая нулевое) число переходов (шагов) авто-
матной счетчиковой машины.
Будем запускать машину в начальном состоянии q0 при нулевых значениях счет-
чиков. Если существует такая последовательность переходов машины, которая по-
сле полного прочтения слова приводит машину в заключительное состояние qf так-
же при нулевых значениях счетчиков, то такое слово допускается, или принимает-
ся, машиной. Во всех других случаях слово отвергается.
Более формально, язык, допускаемый (распознаваемый) автоматной счетчико-
вой машиной ACM , — это множество слов в алфавите Σ
L(ACM) = {α | α ∈ Σ∗; (q0, α, 0, . . . , 0) ∗→ (qf , ε, 0, . . . , 0)},
где Σ∗ — множество всех слов в алфавите Σ, q0 — начальное состояние, а qf —
финальное состояние.
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Далее мы будем называть счетчиковую машину, работающую как распознава-
тель некоторого формального языка, машиной-распознавателем.
На рис. 1 представлены примеры языков автоматных счетчиковых машин-распо-
знавателей. При построении автоматной счетчиковой машины-распознавателя для
языка L>n2 = {anbn2b∗ | n > 0} (на рис. слева) был использован тот факт, что
n2 = (2n − 1) + (2n − 3) + · · · + 3 + 1. Счетчик V играет роль «предохранителя»
от неверного перехода и разрешает переход только по нулевому значению опор-
ного счетчика. В случае когда счетчик X не является нулевым, команда V (X)+
увеличивает значение счетчика V на единицу. Далее никаких операций уменьше-
ния значения счетчика V не производится. Таким образом, все пути, проходящие
через команду V (X)+ с увеличением значения V , не приводят к принятию слова,
соответствующего этому пути.
4. Основные теоремы по проблемам пустоты
и распознавания слов
Лемма 1. Пусть (q, c¯) — конфигурация автоматной счетчиковой машины acM , а
w = t1t2 . . . tk — последовательность переходов acM , переводящая (q, c¯) в нулевую
финальную конфигурацию (qf , 0¯). Тогда последовательность переходов w также
переводит любую конфигурацию (q, c¯′) 6 (q, c¯) в (qf , 0¯).
Доказательство. Непосредственно следует из свойства совместимости по убыва-
нию правильного квазипорядка 6 с отношением переходов → автоматной счетчи-
ковой машины. 2
Теорема 1. Проблема определения пустоты языка, заданного автоматной счет-
чиковой машиной-распознавателем, является разрешимой.
Доказательство. Проблема пустоты (языка) для автоматной счетчиковой маши-
ны-распознавателя сводится к проблеме достижимости из начальной конфигура-
ции (q0, 0, . . . , 0) финальной нулевой конфигурации (qf , 0, . . . , 0) для исходной ав-
томатной счетчиковой машины, которая в свою очередь является частным случа-
ем проблемы субпокрытия. Действительно, нам достаточно построить множество
↑ Succ∗(q0, 0, . . . , 0) и проверить, входит ли в него финальная нулевая конфигурация
(qf , 0, . . . , 0). Поскольку любая автоматная счетчиковая машина является вполне
структурированной системой переходов с совместимостью по убыванию, рассмат-
риваемая проблема разрешима (см. утверждение 7).
Мы позволим себе лишь немного уточнить c целью оптимизации общую схему
построения множества ↑ Succ∗(s) из утверждения 7. Дело в том, что для автоматных
счетчиковых машин при порождении последовательности K0, K1, K2,. . . , Km, где
K0 = {s}, Ki+1 = Ki∪Succ(Ki) и ↑Km = ↑Km+1, каждое из Ki может быть избыточ-
ным базисом для замкнутого кверху множества ↑Ki. Если есть две конфигурации
s и s′, принадлежащие Ki, такие что s 6 s′, то бо´льшая конфигурация s′ не ока-
зывает никакого влияния на последовательность замкнутых кверху множеств ↑K0,
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Рис. 1. Автоматные счетчиковые машины, распознающие формальные языки
L>n2 = {anbn2b∗ | n > 0} (слева), L>2n = {anb2nb∗ | n > 0} (справа) и Lk6l6m =
{akblcm | k 6 l 6 m} (снизу); X+ обозначает команду X := X + 1, X(Y )+ —
X := X +min(Y, 1), Xª — X := X ª 1, где X и Y — счетчики
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↑K1, . . . , ↑Km, так как для конфигурации s′2 ∈ Ki+1, s′ → s′2, обязательно найдется
конфигурация s2 ∈ Ki+1, s2 6 s′2, s→ s2.
Поэтому целесообразно производить минимизацию множестваKi на каждом ша-
ге i, а точнее сразу строить множество Ki минимальным. В таком случае множество
Km будет минимальным конечным базисом для ↑ Succ∗(s).
Заметим также, из предыдущей леммы следует, что дерево покрытия автоматной
счетчиковой машины, распознающей непустой язык, с корнем в нулевой начальной
конфигурации должно содержать финальную нулевую конфигурацию. Дерево по-
крытия может быть эффективно построено. 2
Класс языков можно формально рассматривать как пару (Σ′,L) [2], где Σ′ —
счетное бесконечное множество символов, L — множество подмножеств в Σ′∗, для
каждого языка L ∈ L существует такое конечное подмножество Σ множества Σ′,
что L ⊆ Σ∗.
Утверждение 9 ([2]). Пусть L — класс языков, для которого проблема пустоты
разрешима. Если класс L эффективно замкнут относительно пересечения с регу-
лярными множествами, то для L проблема принадлежности слова языку также
разрешима.
Доказательство. Пусть L ⊆ Σ∗ — любой язык из L и w — произвольное слово
из Σ∗. Слово w принадлежит L тогда и только тогда, когда L ∩ {w} 6= ∅. 2
Теорема 2. Класс языков автоматных счетчиковых машин эффективно замкнут
относительно пересечения с регулярными множествами (языками).
Доказательство. Пусть L(DA) = {α | α ∈ Σ ∧ δ∗(q10, α) ∈ F1} — регулярный язык,
допускаемый детерминированным конечным автоматом DA = (Q1,Σ, δ, q10, F1), где
Σ — конечный алфавит, Q1 — конечное множество состояний автомата, q10 ∈ Q1 —
начальное состояние, F1 ⊆ Q1 — множество финальных состояний, а δ : Q×Σ→ Q
— всюду определенная функция переходов. Напомним, что δ∗(q, ε) = q, δ∗(q, αa) =
δ(δ∗(q, α), a) для всех q ∈ Q1, α ∈ Σ∗, a ∈ Σ.
Пусть L(ACM) = {α | α ∈ Σ∗ ∧ (q20, α, 0, . . . , 0) ∗→ (q2f , ε, 0, . . . , 0)} — язык ав-
томатной счетчиковой машины ACM = (0¯, q20, q2f , Q2, X,→, T, E,Σ), где (q20, 0¯) —
начальная конфигурация машины, (q2f , 0¯) — допускающая конфигурация.
Построим автоматную счетчиковую машину
ACM ′ = (0¯, q′0, q
′
f , Q
′, X,→′, T ′, E ′,Σ),
допускающую язык L(ACM) ∩ L(DA), следующим образом. Мы полагаем Q′ =
(Q1 × Q2) ∪ q′f , q′0 = (q10, q20). Переход t′ из одной конфигурации (новой машины) в
другую определим так:
1) ((q1, q2), aα, c¯)
t′−−−→
E′(t′)
((p1, p2), α, c¯+v¯), Σ(t′) = a⇐⇒ δ(q1, a) = p1, где q1, p1 ∈ Q1,
и (q2, aα, c¯)
t−−→
E(t)
(p2, α, c¯+ v¯), где t ∈ T , Σ(t) = a, E ′(t′) = E(t), q2, p2 ∈ Q2, и
2) ((q1, q2), aα, c¯)
t′−−−→
E′(t′)
((q1, p2), aα, c¯ + v¯), Σ(t′) = ε ⇐⇒ q1 ∈ Q1 и (q2, aα, c¯) t−−→
E(t)
(p2, aα, c¯+ v¯), где t ∈ T , Σ(t) = ε, E ′(t′) = E(t), q2, p2 ∈ Q2;
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3) ((q1, q2), aα, c¯)
t′−→ (q′f , aα, c¯), Σ(t′) = ε ⇐⇒ q1 ∈ F1 и q2 = q2f .
Простым рассуждением по индукции можно показать, что соотношение
((q10, q
2
0), α, 0, . . . , 0)
∗→ (q′f , ε, 0, . . . , 0)
выполняется тогда и только тогда, когда
δ∗(q10, α) ∈ F1 и (q20, α, 0, . . . , 0) ∗→ (q2f , ε, 0, . . . , 0).
Это означает, что строка допускается машиной ACM ′ тогда и только тогда, ко-
гда она допускается автоматом DA и машиной ACM одновременно, т. е. что она
принадлежит пересечению L(ACM) ∩ L(DA). 2
Итак, из замкнутости относительно регулярного пересечения (пересечения с ре-
гулярным языком) следует справедливость следующей теоремы.
Теорема 3. Проблема принадлежности слова языку, заданному автоматной сче-
тчиковой машиной-распознавателем, является разрешимой.
Доказательство. Алгоритм распознавания произвольного слова α с помощью ав-
томатной счетчиковой машины аналогичен алгоритму решения проблемы пустоты.
Отличие состоит в том, что порождение стабилизирующейся последовательности за-
мкнутых кверху множеств происходит в соответствии с расположением букв в рас-
познаваемом слове α.
Обозначим α(i) i-ю букву в слове α. Определим множество Succα(i)(s) как мно-
жество достижимых машиной конфигураций за один шаг из конфигурации s с по-
мощью тех переходов, которым соответствует буква α(i). Соответственно Succε(s)
— множество достижимых из s конфигураций за один шаг с помощью ε-переходов.
Напомним, что Succ∗(s) — множество достижимых из s конфигураций за ноль или
более шагов (множество достижимости). Тогда алгоритм распознавания слова α
можно описать следующим образом.
На первом шаге алгоритма по рассмотренной в предыдущей теореме схеме про-
исходит построение множества ↑A0 = ↑ Succ∗ε(q0, 0, . . . , 0), которое будет представ-
лено своим минимальным конечным базисом A0. На следующем шаге строим мно-
жество ↑A1 = ↑ Succα(1)(A0). Далее опять строим ε-замыкание ↑A′1 = ↑ Succ∗ε(A1).
Затем порождаем множество достижимых по следующей букве α(2) конфигура-
ций ↑A2 = ↑ Succα(2)(A′1) и т. д. На предпоследнем шаге мы получим множество
↑Ak = ↑ Succα(k)(A′k−1), где k = |α|. Последний шаг — это построение множества
↑A′k = ↑ Succ∗ε(Ak), представленного своим минимальным конечным базисом A′k.
Слово α принадлежит языку автоматной счетчиковой машины-распознавателя
тогда и только тогда, когда финальная нулевая конфигурация (qf , 0, . . . , 0) ∈ A′k. 2
5. Свойства замкнутости
Пусть L, L1 и L2 — языки в алфавите Σ. Тогда языки L1∪L2 = {w | w ∈ L1∨w ∈ L2},
L1 ∩ L2 = {w | w ∈ L1 ∧ w ∈ L2} и L1L2 = {w1w2 | w1 ∈ L1 ∧ w2 ∈ L2} — это
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Рис. 2. Схемы объединения (слева), конкатенации (снизу) автоматных счетчиковых
машин-распознавателей ACM1 и ACM2 и итерации (справа) автоматной счетчико-
вой машины-распознавателя ACM ; команда V (X)+ означает V := V + min(1, X);
X1, . . . , Xk — все счетчики автоматной машины ACM1 (ACM)
соответственно объединение, пересечение и конкатенация языков L1 и L2. Язык
L¯ = {w | w /∈ L ∧ w ∈ Σ∗} есть дополнение языка L, L∗ = {ε} ∪ L ∪ LL ∪ LLL ∪ . . .
— бесконечная итерация (или замыкание Клини) языка L (ε — пустое слово).
Теорема 4. Класс языков автоматных счетчиковых машин замкнут относи-
тельно операций объединения, конкатенации и бесконечной итерации.
Доказательство. Замкнутость относительно объединения очевидна. Идея постро-
ения автоматной счетчиковой машины, допускающей объединение языков двух дру-
гих автоматных счетчиковых машин, представлена на рис. 2 (слева).
Операции конкатенации и итерации для автоматных счетчиковых машин-рас-
познавателей (см. рис. 2 снизу и справа соответственно) проводятся с помощью
вспомогательного счетчика V , который «разрешает» следующей компоненте вклю-
читься в процесс распознавания строки только в случае нулевых значений счет-
чиков в финальном состоянии предыдущей компоненты-распознавателя. Машины-
распознаватели, находящиеся под действием операций конкатенации и итерации, не
содержат счетчик V и, следовательно, не оказывают влияние на его значение. Если
некоторая последовательность переходов приводит к ненулевому значению «разре-
шающего» счетчика V , то, поскольку в предложенной конструкции не существует
команд уменьшения значений счетчика V , никакая дальнейшая последовательность
переходов не может привести к нулевой финальной конфигурации автоматных счет-
чиковых машин ACM2 и ACM . 2
Теорема 5. Класс языков автоматных счетчиковых машин-распознавателей за-
мкнут относительно операции пересечения.
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Доказательство. Пусть L(ACM1) и L(ACM1) — соответственно языки автомат-
ных счетчиковых машин
ACM1 = (0¯, q
1
0, q
1
f , Q1, X1,→1, T1, E1,Σ) и ACM2 = (0¯, q20, q2f , Q2, X2,→2, T2, E2,Σ).
Построим автоматную счетчиковую машину ACM = (0¯, q0, qf , Q,X,→, T, E,Σ),
допускающую язык L(ACM1) ∩ L(ACM2), следующим образом. Мы полагаем Q =
Q1 × Q2, q0 = (q10, q20) и qf = (q1f , q2f ). Переименуем счетчики машин ACM1 и ACM2
таким образом, чтобы X1 ∩ X2 = ∅. Тогда X = X1 ∪ X2. Переход t ∈ T из одной
конфигурации (новой машины) в другую определим так:
1) ((q1, q2), aα, (c¯1, c¯2))
t−−→
E(t)
((p1, p2), α, (c¯1 + v¯1, c¯2 + v¯2)), Σ(t) = a ⇐⇒
(q1, aα, c¯1)
t1−−−→
E1(t1)
(p1, α, c¯1 + v¯1) и (q2, aα, c¯2)
t2−−−→
E2(t2)
(p2, α, c¯2 + v¯2), где q1, p1 ∈ Q1,
q2, p2 ∈ Q2, t1 ∈ T1, t2 ∈ T2, E(t) = {E1(t1), E2(t2)}, Σ(t1) = Σ(t2) = a;
2) ((q1, q2), aα, (c¯1, c¯2))
t−−→
E(t)
((q1, p2), aα, (c¯1, c¯2 + v¯2)), Σ(t) = ε ⇐⇒
(q2, aα, c¯2)
t2−−−→
E2(t2)
(p2, aα, c¯2 + v¯2), где q2, p2 ∈ Q2, t2 ∈ T2, E(t) = E2(t2), Σ(t2) = ε;
3) ((q1, q2), aα, (c¯1, c¯2))
t−−→
E(t)
((p1, q2), aα, (c¯1 + v¯1, c¯2)), Σ(t) = ε ⇐⇒
(q1, aα, c¯1)
t1−−−→
E1(t1)
(p1, aα, c¯1 + v¯1), где q1, p1 ∈ Q1, t1 ∈ T1, E(t) = E1(t1), Σ(t1) = ε;
Заметим, что построенный переход t под номером 1 не удовлетворяет определе-
нию автоматной счетчиковой машины, так как метке t соответствуют две команды
(но над разными счетчиками) одновременно. Чтобы привести этот переход к при-
вычному виду, разобьем его на два последовательных перехода (порядок следования
переходов не имеет значения), т. е. заменим
((q1, q2), aα, (c¯1, c¯2))
t−−−−−−−−→
E1(t1), E2(t2)
((p1, p2), α, (c¯1 + v¯1, c¯2 + v¯2)) на
((q1, q2), aα, (c¯1, c¯2))
t′−−−→
E1(t1)
(q′, α, (c¯1 + v¯1, c¯2))
t′′−−−→
E2(t2)
((p1, p2), α, (c¯1 + v¯1, c¯2 + v¯2)),
где Σ(t′) = a и Σ(t′′) = ε.
Рассуждением по индукции не трудно показать, что соотношение
((q10, q
2
0), α, (0¯, 0¯))
∗→ ((q1f , q2f ), ε, (0¯, 0¯))
выполняется тогда и только тогда, когда
(q10, α, 0¯)
∗→ (q1f , ε, 0¯) и (q20, α, 0¯) ∗→ (q2f , ε, 0¯).
Это означает, что строка допускается машиной ACM тогда и только тогда, когда
она допускается машинами ACM1 и машиной ACM2 одновременно, т. е. что она
принадлежит пересечению L(ACM1) ∩ L(ACM2). 2
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Рис. 3. Автоматная счетчиковая машина (снизу), допускающая {anb>n | n > 0} пе-
ресечение языков {anb>n | n > 0} и {anb>n−2 | n > 0} двух автоматных счетчиковых
машин (слева и справа)
На рис. 3 приведен пример построения автоматной счетчиковой машины, до-
пускающей пересечение языков двух автоматных счетчиковых машин. Состояния,
из которых недостижимо финальное состояние, не были включены в множество
состояний машины-пересечения (например, состояния (1, 2) и (2, 1)).
Гомоморфизм слов — функция на множестве слов, которая подставляет опреде-
ленную последовательность букв вместо каждой буквы данного слова. Формально,
если h есть некоторый гомоморфизм на алфавите Σ, а w = a1a2 . . . an — последо-
вательность символов в Σ, то h(w) = h(a1)h(a2) . . . h(an). Таким образом, сначала
h применяется к каждой букве слова w, а потом полученные последовательности
букв соединяются в соответствующем порядке.
Гомоморфизм языка определяется с помощью его применения к каждому слову
языка, т. е. если L — язык в алфавите Σ, а h — гомоморфизм на Σ, то h(L) =
{h(w) | w ∈ L}.
Пусть h : Σ∗ → ∆∗ — гомоморфизм, а L — язык в алфавите ∆. Тогда h−1(L) —
обратный гомоморфизм языка L, определяемый как множество слов w ∈ Σ∗, для
которых h(w) ∈ L.
Теорема 6. Класс языков автоматных счетчиковых машин замкнут относи-
тельно гомоморфизма.
Доказательство. Пусть L(ACM) — это язык автоматной счетчиковой машины
ACM = (0¯, q0, qf , Q,X,→, T, E,Σ), а h : Σ∗ → ∆∗ — гомоморфизм. На основе
ACM построим автоматную счетчиковую машину ACM ′ = (0¯, q0, qf , Q ∪ Q′, X,→′
, T ′, E ′,∆), допускающую язык h(L(ACM)). Для каждой буквы a ∈ Σ и отображе-
ния h(a) = w = a′1a′2 . . . a′n, где a′i ∈ ∆, преобразуем всякий переход машины ACM
вида
(q, aα, c¯)
t−−→
E(t)
(p, α, c¯+ v¯)
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в последовательность переходов
(q, a′1a
′
2 . . . a
′
nα, c¯)
t′1→ (q′1, a′2 . . . a′nα, c¯)
t′2→ · · · t
′
n−1→ (q′n−1, a′nα, c¯)
t′n−−−→
E′(t′n)
(p, α, c¯+ v¯),
где q, p ∈ Q, q′1, . . . , q′n−1 ∈ Q′, Σ(t′1) = a′1, . . . , Σ(t′n) = a′n, E ′(t′n) = E(t), t′1, . . . , t′n ∈ T ′.
Таким образом, каждому переходу машины ACM по букве a будет сопоставлена
последовательность переходов машины ACM ′ по буквам a′1a′2 . . . a′n при одинаковом
изменении значений соответствующих счетчиков. 2
Теорема 7. Класс языков автоматных счетчиковых машин замкнут относи-
тельно обратного гомоморфизма.
Доказательство.Пусть L(ACM)— язык автоматной счетчиковой машины ACM=
(0¯, q0, qf , Q,X,→, T, E,∆), а h : Σ∗ → ∆∗ — гомоморфизм. На основе ACM построим
автоматную счетчиковую машину ACM ′ = (0¯, q0, qf , Q ∪ Q′, X,→′, T ′, E ′,Σ), допус-
кающую язык h−1(L(ACM)). Для этого от ACM оставим только «каркас» из мно-
жества состояний Q. Одновременно формируя дополнительное множество состоя-
ний Q′, определим правила переходов новой машины ACM ′ следующим образом.
Для каждой буквы a ∈ Σ и отображения h(a) = w = a′1a′2 . . . a′n, где a′i ∈ ∆
построим детерминированный конечный автомат DAw, допускающий только одно
слово w = a′1a′2 . . . a′n, с начальным состоянием p0 и финальным состоянием pf . Для
каждого такого автомата DAw и каждого состояния q ∈ Q машины ACM постро-
им автоматную счетчиковую машину-произведение ACM ×DAw так, как это было
проделано в доказательстве теоремы о замкнутости относительного регулярного пе-
ресечения (теорема 2) с той лишь разницей, что в качестве начального состояния
для ACM каждый раз будем брать текущее состояние q, а также не будем обра-
щать внимание на финальное состояние qf , рассматривая его как обычное состоя-
ние. Полученная машина-произведение ACM × DAw будет иметь одно начальное
состояние (q, p0) и несколько финальных состояний (q1, pf ), . . . , (qk, pf ), где qi ∈ Q, с
помощью которых будет допускать (если пересечение не пусто) по-прежнему лишь
одно слово w. Объединение множеств состояний полученных машин-произведений
будет формировать множество Q′ машины ACM ′. Теперь всем переходам маши-
ны ACM × DAw сопоставим пустое слово ε, т. е. «обезличим» все переходы этой
машины. Далее построим переход машины ACM ′ из текущего состояния q ∈ Q в
начальное состояние (q, p0) машины ACM ×DAw с пометкой a ∈ Σ, т. е.
(q, aα, c¯)
t→ ((q, p0), α, c¯), Σ(t) = a,
а из всех финальных состояний машины ACM ×DAw вида (qi, pf ) построим ε-пере-
ходы в соответствующие состояния qi ∈ Q машины ACM ′. Таким образом, мы
надстроили машину ACM ′ с помощью машины ACM ×DAw присоединив послед-
нюю к первой. Как видно из построения, эта надстройка ACM × DAw для q и
h(a) = w = a′1a
′
2 . . . a
′
n играет роль всех возможных переходов из q в другие состо-
яния qi по слову w = a′1a′2 . . . a′n (если, конечно, это возможно), реализуя при этом
переход по букве a ∈ Σ. Проведя эту операцию для всех пар q и h(a), получим
автоматную счетчиковую машину ACM ′, распознающую язык h−1(L(ACM)). 2
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Рис. 4. Подстановка машины ACMa вместо буквы a для перехода q1
a−−−→
f(Xi)
q2;
Y1, . . . , Yk — все счетчики машины ACMa
Обобщим результаты замкнутости относительно операций объединения, конка-
тенации, итерации и гомоморфизма с помощью теоремы о замкнутости относитель-
но операции подстановки, поскольку все перечисленные операции могут быть реа-
лизованы соответствующей подстановкой [21].
Пусть для каждого символа a из алфавита Σ выбран язык La в произвольном
конечном алфавите. Выбор языков определяет функцию s на Σ, и La обозначается
как s(a) для каждого символа a. Если w = a1a2 . . . an — слово из Σ∗, то s(w) пред-
ставляет собой язык всех слов α1α2 . . . αn, у которых αi ∈ s(ai), т. е. s(w) является
конкатенацией языков s(a1)s(a2) . . . s(an). Распространим определение подстановки
на языки: s(L) = ∪w∈Ls(w).
Теорема 8. Если L — язык в алфавите Σ, допускаемый автоматной счетчиковой
машиной-распознавателем, а s — подстановка на Σ, при которой s(a) является
языком автоматной счетчиковой машины-распознавателя для каждого a ∈ Σ,
то s(L) также является языком некоторой автоматной счетчиковой машины-
распознавателя.
Доказательство. Пусть ACM — это автоматная машина-распознаватель со счет-
чиками X1, . . . , Xn , допускающая язык L, а ACMa — автоматная машина со
счетчиками Y1, . . . , Yk, допускающая язык s(a). Автоматная счетчиковая машина-
распознаватель ACM ′ для языка s(L) строится на основе машины ACM заменой
каждого перехода вида q1
a−−−→
f(Xi)
q2, где f(X) — некоторая операция над счетчиком
Xi, машиной ACMa с помощью специального «разрешающего» счетчика V так, как
это показано на рис. 4. 2
Очевидно, что класс языков автоматных счетчиковых машин-распознавателей
(АСМ) полностью включает в себя класс регулярных языков. Однако класс АСМ-
языков несравним по включению с классом контекстно-свободных языков. Действи-
тельно, автоматные счетчиковые машины-распознаватели допускают язык
{anbkcl | 0 6 n 6 k 6 l},
который не является контекстно-свободным. С другой стороны, машины АСМ не
способны распознавать нулевые значения счетчиков, возможна лишь проверка на
непустоту счетчиков. Поэтому контекстно-свободный язык {anbn | n > 0} не явля-
ется АСМ-языком. К тому же класс АСМ-языков является полным абстрактным
семейством языков (full-AFL), замкнутым по пересечению. Из теории формальных
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языков известен результат (см., например, [6]), что наименьшее замкнутое по пере-
сечению семейство языков full-AFL, содержащее язык {anbn | n > 0}, представляет
собой семейство рекурсивно-перечислимых языков, т. е. класс языков, допускаемых
машиной Тьюринга (или машиной Минского). Автоматные счетчиковые машины
слабее счетчиковых машин Минского и поэтому класс АСМ-языков не может со-
держать язык {anbn | n > 0}. В противном случае мы бы имели равномощность
счетчиковых машин Минского и автоматных счетчиковых машин, что, конечно же,
не так.
Языки автоматных счетчиковых машин являются контекстно-зависимыми язы-
ками. Для любой машины АСМ нетрудно построить контекстно-зависимую грам-
матику, порождающую язык этой машины, или промоделировать машину АСМ
линейно-ограниченным автоматом.
В качестве примера класса языков, который тоже является несравнимым с клас-
сом контекстно-свободных языков, но полностью входит в класс контекстно-зависи-
мых, можно привести класс языков сетей Петри. Однако класс языков сетей Петри
несравним по включению с классом языков автоматных счетчиковых машин, по-
скольку из-за незамкнутости относительно бесконечной итерации (замыкания Кли-
ни) сети Петри не распознают язык {(anbk)∗ | 0 6 n 6 k}, который допускается
машиной АСМ.
В дополнение к теме замкнутости относительно различных операций отметим,
что класс АСМ-языков не замкнут относительно обращения, т. е. для произвольного
языка L машины АСМ язык LR = {wR | w ∈ R}, где wR — слово w, буквы которого
расположены в обратном порядке, может не быть языком автоматных счетчиковых
машин. Например, язык {b>nan | 0 6 n}, обратный к языку {anb>n | 0 6 n}, не
является АСМ-языком. В противном случае, язык-пересечение
{bnan | 0 6 n} = {b>nan | 0 6 n} ∩ {bna>n | 0 6 n}
был бы АСМ-языком, что, как было показано выше, не верно. Также класс АСМ-
языков не замкнут относительно дополнения, так как
{anb>n | 0 6 n} ∩ {a∗b∗} = {a>nbn | 0 6 n}.
Таким образом, справедлива следующая теорема.
Теорема 9. Класс языков автоматных счетчиковых машин не замкнут относи-
тельно операций обращения и дополнения.
6. Проблемы включения и равенства языков
Проблема включения языков состоит в определении существования алгоритма, уста-
навливающего для любых двух счетчиковых машин-распознавателей acM1 и acM2,
имеет ли место соотношение
L(acM1) ⊆ L(acM2),
где L(acMi) — язык, распознаваемый машиной acMi, i = 1, 2.
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В случае проблемы равенства языков соотношение имеет вид
L(acM1) = L(acM2).
Далее мы покажем, что обе эти проблемы не являются разрешимыми для ав-
томатных счетчиковых машин-распознавателей. Доказательства проводятся сведе-
нием неразрешимой 10-й проблемы Гильберта к рассматриваемым проблемам (до-
казательства проводятся по аналогии с доказательствами неразрешимости проблем
включения и эквивалентности множеств достижимости (разметок) для сетей Петри,
которые были проведены Рабином и Хаком [8, 9]; содержание доказательств можно
также найти в [15, 14]).
Неразрешимость 10-й проблемы Гильберта была установлена Матиясевичем [20].
Эта проблема формулируется следующим образом: существует ли алгоритм, с по-
мощью которого можно выяснить, имеет ли полином P (x1, x2, . . . , xn) с целыми ко-
эффициентами целое решение, т. е. существует ли вектор целых чисел (c1, c2, . . . , cn)
такой, что P (c1, c2, . . . , cn) = 0? Уравнение P (x1, x2, . . . , xn) = 0 называется диофан-
товым. В общем оно представляет собой сумму членов:
P (x1, . . . , xn) =
∑
i
Pi(x1, . . . , xn),
где Pi(x1, x2, . . . , xn) = ai · xs1 · xs2 · · · · · xsh .
Доказательство неразрешимости задачи равенства языков для автоматных счет-
чиковых машин состоит из трех частей. Сначала 10-я проблема Гильберта сводит-
ся к задаче включения «надграфов» полиномов. Затем задача включения «надгра-
фов» полиномов сводится к задаче включения языков для автоматных счетчиковых
машин-распознавателей. Наконец, задача включения языков сводится к задаче ра-
венства языков для автоматных счетчиковых машин-распознавателей. Это показы-
вает, что 10-я проблема Гильберта, известная как неразрешимая, сводится к задаче
равенства, которая поэтому также должна быть неразрешимой.
Граф G(P ) диофантова полинома P (x1, . . . , xn) с неотрицательными коэффици-
ентами — это множество
G(P ) = {(x1, . . . , xn, y) | y 6 P (x1, . . . , xn) ∧ 0 6 x1, . . . , xn, y}.
Надграфом OG(P ) диофантова полинома P (x1, . . . , xn) с неотрицательными ко-
эффициентами назовем множество
OG(P ) = {(x1, . . . , xn, y) | y > P (x1, . . . , xn) ∧ 0 6 x1, . . . , xn, y}.
Задача включения надграфов полиномов заключается в определении для двух
диофантовых полиномов A и B, выполняется ли OG(A) ⊆ OG(B).
Лемма 2. Задача включения надграфов полиномов является неразрешимой.
Доказательство данного утверждения почти полностью повторяет рассуждения,
приведенные в доказательстве аналогичного утверждения о графах полиномов, взя-
того из [14], и проводится сведением 10-й проблемы Гильберта к данной задаче
включения надграфов полиномов.
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Ограничим доказательство задачами с целыми неотрицательными решениями.
Если вектор (x1, . . . , xn) — это решение для P (x1, . . . , xn) = 0 с xi < 0, то век-
тор (x1, . . . ,−xi, . . . , xn) — решение для P (x1, . . . ,−xi, . . . , xn) = 0. Следовательно,
для определения того, является ли (x1, . . . , xn) решением произвольного полинома,
необходимо только проверить каждый из 2n полиномов, получающихся в результа-
те изменения знака у некоторого подмножества переменных для неотрицательного
решения.
Аналогично, поскольку P 2(x1, . . . , xn) = 0 тогда и только тогда, когда выпол-
нено P (x1, . . . , xn) = 0, необходимо рассматривать только те полиномы, значения
которых неотрицательны.
Сейчас мы можем разбить любой полином P (x1, x2, . . . , xn) на два полинома
Q1(x1, . . . , xn) и Q2(x1, . . . , xn) такие, что
P (x1, . . . , xn) = Q1(x1, . . . , xn)−Q2(x1, . . . , xn),
помещая все члены с положительными коэффициентами в Q1, а все члены с от-
рицательными коэффициентами — в Q2. Так как P (x1, . . . , xn) > 0, имеем, что
Q1(x1, . . . , xn) > Q2(x1, . . . , xn) и P (x1, . . . , xn) = 0 тогда и только тогда, когда
Q1(x1, . . . , xn) = Q2(x1, . . . , xn).
Рассмотрим два надграфа полиномов:
OG(Q1) = {(x1, . . . , xn, y) | y > Q1(x1, . . . , xn)},
OG(Q2 + 1) = {(x1, . . . , xn, y) | y > 1 +Q2(x1, . . . , xn)}.
Теперь OG(Q1) ⊆ OG(Q2 + 1) тогда и только тогда, когда для всех неотрицатель-
ных x1, . . . , xn и y из y > Q1(x1, . . . , xn) следует, что y > 1 + Q2(x1, . . . , xn). Это
справедливо тогда и только тогда, когда не существует x1, . . . , xn и y таких, что
1 +Q2(x1, . . . , xn) > y > Q1(x1, . . . , xn).
Но, как указывалось ранее, Q1 > Q2, поэтому
1 +Q1(x1, . . . , xn) > 1 +Q2(x1, . . . , xn) > y > Q1(x1, . . . , xn),
а поскольку все величины целые, то
y = Q1(x1, . . . , xn) = Q2(x1, . . . , xn).
Таким образом, мы убедились в том, что OG(Q1) ⊆ OG(Q2 + 1) тогда и только
тогда, когда не существует таких x1, . . . , xn, для которых P (x1, . . . , xn) = 0.
Итак, для определения того, что уравнение P (x1, . . . , xn) = 0 имеет решение,
необходимо показать, что не выполняется OG(Q1) ⊆ OG(Q2 + 1). 2
Возьмем двухбуквенный алфавит Σ = {a, b}. Рассмотрим следующий язык в
этом алфавите:
LOG(P (x1,...,xn)) = {ax1bax2b . . . axnbay | y > P (x1, . . . , xn) ∧ 0 6 x1, . . . , xn, y}.
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Рис. 5. Автоматные счетчиковые машины, вычисляющие значения y = x1 ·x2 (слева)
и y = x1 + x2 (справа)
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Рис. 6. Автоматная счетчиковая машина, вычисляющая одночлен Pi = ai ·xs1 ·· · ··xsk
диофантова полинома. Каждый блок представляет собой автомат умножения
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Очевидно, что для двух полиномов P (x1, . . . , xn) и P ′(x1, . . . , xn) выполняется
OG(P ) ⊆ OG(P ′)⇐⇒ LOG(P ) ⊆ LOG(P ′).
Таким образом, для определения, имеет ли место включение OG(P ) ⊆ OG(P ′),
можно проверить выполнимость LOG(P ) ⊆ LOG(P ′). Но, как было только что пока-
зано, проблема включения надграфов полиномов неразрешима, и, следовательно
неразрешима проблема включения языков вида LOG(P ).
Теперь, если мы докажем (а точнее, приведем процедуру построения), что для
каждого полинома P (x1, . . . , xn)> 0 с целыми неотрицательными коэффициентами
может быть построена автоматная счетчиковая машина, распознающая язык LOG(P ),
это и будет означать неразрешимость проблемы включения языков для автоматных
счетчиковых машин-распознавателей.
Будем говорить, что автоматная счетчиковая машина вычисляет значение по-
линома P (x1, . . . , xn), если и только если она, начав работать в начальной конфи-
гурации (q0, x1, . . . , xn, 0, . . . , 0), завершает свою работу в финальной конфигурации
(qf , 0, . . . , 0, P (x1, . . . , xn), 0, . . . , 0).
Покажем, каким образом это может быть реализовано. Сначала мы построим ав-
томатную счетчиковую машину, вычисляющую функцию умножения (двух чисел).
На ее основе мы можем построить составную машину, которая вычисляет значе-
ние каждого члена путем последовательной композиции машин умножения и затем
суммирует результаты.
Автоматная счетчиковая машина, реализующая (в нашем смысле) функцию
умножения двух чисел, и автоматная счетчиковая машина сложения представле-
ны на рис. 5 (соответственно слева и справа).
Автоматная счетчиковая машина, вычисляющая некоторый одночлен
Pi = ai · xs1 · xs2 · · · · · xsh
диофантова полинома, показана на рис. 6 и представляет собой комбинацию машин
умножения.
Далее автоматная счетчиковая машина ACM , вычисляющая полином
P (x1, . . . , xn) = P1(xs1 , . . . , xsh) + P2(xw1 , . . . , xwl) + · · ·+ Pk(xt1 , . . . , xtg),
строится как комбинация машин M1, M2, . . . , Mk, слабо вычисляющих одночлены
y1 = P1, y2 = P2, . . . , yk = Pk, и машины сложения M ′(y1, y2, . . . , yk, y), которая
записывает результат в y.
Автоматная счетчиковая машина-распознаватель, допускающая язык надграфа
полинома P (x1, . . . , xn)
LOG(P (x1,...,xn)) = {ax1bax2b . . . axnbay | y > P (x1, . . . , xn) ∧ 0 6 x1, . . . , xn, y},
представлена на рис. 7. Необходимо отметить, что на этом рисунке блоки, помечен-
ные Y1 = a1 · X1s1 · . . . · X1sh , . . . , Yk = ak · Xkt1 · . . . · Xktg , построены таким образом,
чтобы счетчики, содержащие значения лишних для соответствующего одночлена
переменных, обнулялись (в этих блоках).
Таким образом, получили справедливость следующей теоремы.
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Рис. 7. Автоматная счетчиковая машина-распознаватель, допускающая язык
LOG(P (x1,...,xn)) = {ax1bax2b . . . axnbay | y > P (x1, . . . , xn) ∧ 0 6 x1, . . . , xn, y} надгра-
фа полинома P (x1, . . . , xn)
Теорема 10. Проблема включения языков неразрешима для автоматных счетчи-
ковых машин-распознавателей.
Для двух произвольных множеств A и B мы имеем
B ⊆ A⇐⇒ A = A ∪B.
Отсюда для демонстрации неразрешимости проблемы равенства языков двух ав-
томатных счетчиковых машин-распознавателей необходимо показать возможность
построения новой автоматной счетчиковой машины-распознавателя, допускающей
объединение языков исходных машин. Такая автоматная счетчиковая машина стро-
ится очевидным образом так, как это показано на рис. 2 (слева).
Теорема 11. Проблема равенства языков неразрешима для автоматных счетчи-
ковых машин-распознавателей.
Рассмотрим в качестве алфавита ∆ для автоматной счетчиковой машины конеч-
ное множество пар вида (буква в алфавите Σ или ε, команда машины). Определим
на множестве автоматных счетчиковых машин отношение регулярной эквивалент-
ности r∼ следующим образом.
Две автоматные счетчиковые машины регулярно эквиваленты тогда и только
тогда, когда эквивалентны (т. е. допускают один и тот же язык) недетерминиро-
ванные конечные автоматы над алфавитом ∆, лежащие в основе этих автоматных
счетчиковых машин. Тогда, очевидно, справедливо выражение
ACM1
r∼ ACM2 =⇒ L(ACM1) = L(ACM2).
Отношение r∼ разрешимо, поскольку разрешима проблема эквивалентности неде-
терминированных конечных автоматов. Импликация в обратную сторону не выпол-
няется. В противном случае мы имели бы разрешимость проблемы равенства языков
для автоматных счетчиковых машин, так как не сложно привести две автоматные
счетчиковые машины к одному алфавиту ∆, не оказывая влияния на допускаемые
ими языки.
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On languages of automaton counter machines
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Some properties of formal languages (ACML) of automaton counter machines are
investigated. We show that a class of these languages is closed with respect to the
following operations: union, intersection by regular sets, concatenation, infinite iteration
(Kleene star), homomorphism and inverse homomorphism. This means that the ACML-
class is full-AFL (Abstract Family of Languages). Moreover, the class of ACML is closed
with respect to intersection and substitution, but not closed with respect to conversion
and complementation. We prove that an empty language problem and a word recognition
problem are decidable for automaton counter machines, but inclusion and equivalence
problems are not decidable. We compare the class of ACML with other formal language
classes — regular, context-free, context-sensitive and Petri net languages.
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