Abstract-It is common for a designer to consider making several small changes to a power grid, corresponding to "what if" scenarios, in an attempt to improve its performance. To evaluate the effects of each incremental change, the circuit must go through incremental analysis. This paper presents a computationally efficient and accurate method for fast and accurate incremental analysis using random walks to identify a region of influence (RoI) of a change, so that this RoI can then be analyzed by any other solver. Our experimental results demonstrate the accuracy and computational efficiency of this method.
I. INTRODUCTION
The solution of systems of linear algebraic equations is an important subproblem in a number of areas of VLSI design, e.g., power grid analysis, thermal analysis under a finite difference discretization, and quadratic placement [1] . The linear equations in three problems, in fact, have very similar characteristics. In this paper, we will focus on power grid analysis, although our results are applicable to the other problems.
We represent the equations for the power grid as:
where G ∈ n×n is the left hand side matrix, V ∈ n is the vector of unknowns, and E ∈ n is the right hand side vector. Then G is symmetric and diagonally dominant, i.e., g ii ≥ j,j =i | g ij |. Mainstream methods for solving such systems include direct methods and iterative methods. Lately, there has been an interest in the use of random walk-based solvers for solving diagonally dominant systems. Recent work in [2] has developed methods that make these solvers competitive with direct and iterative solvers.
We address the problem of performing incremental analysis using random walks for the steady state case, and point out that the idea can be extended to transient analysis easily. Since the design process is inherently highly iterative, a designer may change a part of an otherwise complete design and wish to determine its effects. A large number of such changes may be tried out on the same topology to evaluate "what if" scenarios before one is accepted. Here, the original unperturbed system has already been solved, and the perturbed system satisfies the following properties:
• If the perturbation is small, the perturbed system has a solution that is close in value to the original solution; most variables remain unchanged, and many of those that change do so by small amounts. * This work was supported in part by the NSF under award CCR-0634802.
• A small perturbation has the property of locality, i.e., the nodes corresponding to the altered variables are in a region of the power grid that is close (in some physical or topological sense) to the perturbation [4] .
Both ideas lead to the notion that solving the entire system from scratch is wasteful.
Moving from intuition to a concrete solution strategy is a nontrivial task, and this is the subject of this work. One possible method would be to partition the network, create macromodels for each partition, and solve the problem hierarchically, as in [5] . However, this may require a large number of partitions, involving large amounts of computation. Other approaches may employ iterative solvers using the unperturbed solution as an initial guess, sensitivity methods [6] , and the fictitious domain method [7] . These methods suffer from the fact that they are required to solve the full system again, for the entire chip. An iterative solver is also described in [8] , but operates on smaller, denser systems. Figure 1 pictorially illustrates the intuitive idea of locality described in Section I. If the rectangle represents the entire chip, and the dark perturbed region shows the area where the circuit has been altered, there is a volume around the perturbed region where the original solution is significantly affected; beyond this lies the unaffected region where the change in the solution is sufficiently small. We refer to the altered region as the region of influence (RoI) of the perturbation. The idea of using random walks to solve this problem has great intuitive appeal. Random walk techniques are inherently good at performing local analyses; unlike direct or iterative methods, they can find the solution to one variable without solving the entire system. The on-demand random walk method [9] reuses the original set of random walks and running random walks from selected nodes. However, it does not identify an RoI, does not utilize bookkeeping information, and its accuracy is constrained by the limited accuracy of random walks. We present an approach that leverages the bookkeeping information [2] collected during the initial system solution. We introduce a novel incremental analysis method, using bookkeeping information. The method has two steps:
II. THE REGION OF INFLUENCE
• First, the RoI is estimated efficiently using random walks.
• Next, all variables outside the RoI are assumed unchanged, greatly reducing the large system of linear equations. The left portion of Figure 2 shows a schematic of the larger G matrix, containing a small submatrix corresponding to the RoI variables and equations. By setting all non-RoI variables to constants, we are left with a smaller linear system, shown at right in the figure; clearly, solving this is cheaper.
The second step can use any class of solver, including direct solvers, and can achieve arbitrarily good accuracy. The philosophy of this approach is that the random walk method has sufficient fidelity to encapsulate the nature of variations, but is perhaps not accurate enough to capture small variations. Therefore, it is an excellent choice for identifying the RoI, but a more accurate solver should be used to detect the changes that may be seen in incremental analysis.
III. THE RANDOM WALK METHOD
We briefly review the random walk method in the context of power network analysis. Consider a node i in a power network, connected by resistors to each neighboring node j = 1, · · · , degree(i) by a conductance γ ij , and with a grounded current source at i, I i (possibly of value 0). Let V k be the voltage at any node k in the network. The application of Kirchhoff's current law, Kirchhoff's voltage law, and the device equations implies:
The terms in this equation can be rearranged as:
where
γ ij . Equation (2) implies that the voltage of node i is a weighted sum of the voltages of its neighbors. Due to diagonal dominance, all weights lie between 0 and 1, and the sum of the weights is less than 1 (and equal to 1 if add in conductances to ground at i). For a power grid that has N non-VDD nodes, we may write N equations of this form, one for each node. The solution of this system of N equations provides the exact solution to Equation (1) .
The random walk framework is based on an analogy between this system of equations and a random walk game on a network of roads. The nodes in this network have a one-to-one correspondence with those in the power grid. Nodes that are connected by resistors in the power grid are connected by roads in this network. At a given node, the probability, p ij , of taking a specific road maps on to the corresponding weight, γ ij /Γ i , for the edge (Equation (2)). Each node has a motel that charges a cost of I i /Γ i when visited. The nodes that correspond to fixed voltages V i (e.g., V DD or ground nodes) provide a reward of V i , and are called home nodes.
A system of equations defined by Equation (2) , for all i, can be modeled as a random walk game on this network of roads, where the walker goes from node i to its adjacent node j with probability p ij and pays a motel cost, m i , at each visited node. The walk terminates when the walker arrives at a home node.
For a node of interest, i, a random walker starts with zero money and a credit card that allows motel costs to be charged until a reward is obtained for reaching a home node. Then the expected value of the amount of money, V i , that the walker possesses at the end of the walks is given by
It is easy to see that this equation and (2) correspond exactly. The notation, V i , is overloaded to denote both the result of the random walk and the voltage of the node precisely because the two are identical, i.e., the expected value of the money in the walker's pocket, given that the walk started from node i, maps directly to the voltage at node i.
The expected value of V i from the random walk can be estimated by running a sufficiently large number of random walks from i and calculating the average result. If the number of walks from i is M i , and if the number of visits to each motel node is J ij , and to each home node is H ik , then:
To reuse computations, the walks can be made shorter by converting a motel node to a home node once it is solved. Without loss of generality, assume that the nodes are solved in natural order, i = 1, 2, · · · , N, so that when solving node i, nodes 1, 2, · · · , i − 1 are previously solved and marked as home nodes. By rewriting Equation (3), we have:
Rewriting Equation (4) in matrix form, we have:
Here, Y, Z ∈ n×n and b ∈ n . The elements of Y and Z are defined as follows: z ij = J ij /M i is the average number of visits to motel node j, and y ij = H ij /M i is the average number of visits to home node j over all the walks started from node i. The elements of b ∈ n are given by b i = −I i /Γ i , and represent the cumulative motel costs at node i over the walks. Some observations about these matrices are:
• Matrix Z is an upper-triangular, and matrix Y is a lowertriangular matrix with zeroes on its diagonal.
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• All entries of the Y and Z matrices only depend on the LHS matrix and are independent of RHS.
These two matrices were introduced in [3] and constitute the bookkeeping information for the random walks. In particular, [3] showed that the matrices Y and Z are directly related to the LU factors of matrix G. The Y and Z matrices play a key role in our incremental solver. It can be shown that solving Equation (6) has a complexity of O(n 2 ). We present a more computationally efficient method.
IV. THE INCREMENTAL SOLVER
A. The Perturbed System
Our incremental solver proceeds under the reasonable assumption that the original system has already been solved, so that the initial solution to the system of equations, GV = E, is known. When the design is perturbed, it may result in a change in either G or E, resulting in the new relationship: (G + ΔG)(V + ΔV) = E + ΔE, where ΔG models the change in the left hand side (LHS), ΔE models the change in the right hand side (RHS), and ΔV is the change in the solution caused by the perturbation. Assuming that the perturbation is small, the product of the incremental terms can be ignored, giving us:
where ΔÊ Δ = ΔE − ΔGV. The significance of Equation (7) is that any perturbation in the design can be modeled as an equation with the same LHS and a new RHS, corresponding to new excitations. The circuit interpretation of this equation is that the network of conductances remains unchanged, but the excitations now correspond to the new right hand side.
Regardless of which perturbation is being examined, if the bookkeeping information for the random walks is available from an initial analysis, it can be used to perform incremental analysis. We define a new right hand side, Δb:
The result of incremental analysis can be obtained by substituting the new right hand side into Equation (5) . In case the original system was solved using random walks, the bookkeeping information is readily available; if not, by running a small set of random walks, a fast and less accurate approximation of the bookkeeping information, appropriate for the purposes of identifying the RoI, may be found. As mentioned earlier, the perturbation can result in a change in the solution of some nodes, and if this change exceeds a userspecified threshold, the nodes are said to lie in the RoI. The change may be estimated using the bookkeeping information: the level of accuracy of this information determines the accuracy of the RoI. If approximate bookkeeping information is used, a safety margin may be used to obtain a pessimistic RoI.
B. The Concept ofẐ
Since the perturbed system has the same left hand side matrix as the original system, it may use the same bookkeeping matrices, Y and Z. From Equations (5), (7), and (8):
Let us consider the case where we use the random walk method to solve for the first node in the power grid. Since the bookkeeping record maintains Y , Z andb, in case of an incremental change to the network, it is easy to infer that
Therefore, if there is a single perturbation in the circuit, its effect at any node can be computed in O(1) time. In the solution for node i, i ≥ 2, the previously solved nodes j < i are treated as home nodes. The advantage of this is that it allows information from previous walks to be reused. Performing a similar analysis, we find that:
The above procedure implies the need to find ΔV j ∀ j < i. This could be a very wasteful computation, especially for high values of i, since many of these nodes may lie outside the RoI, and may not need any computation. We can trace the origins of this problem to the fact that walks terminate on previously calculated vertices; if the walks could be made to continue until they reach the original home nodes of the circuit, i.e., the V DD nodes in a V DD network, the scenario would be similar to Equation (10). In such a case, Equation (5) would become:
ΔV =ẐΔb,
whereẐ is no longer a triangular matrix, and ΔV i =Ẑ i Δb ∀ i may be written for each node independently, whereẐ i is the i th row ofẐ. This is essentially the classical random walk solution, without bookkeeping. A random walk solver that works with thisẐ matrix can be very inefficient, and it has been shown in [2] that the reuse of prior computations, by terminating walks at previously computed nodes, provides a substantial speedup. Therefore, from a practical standpoint, for full analysis, it is important to stay with the Y and Z matrices, but for incremental analysis, it is useful to "expand" this representation to reconstruct the rows of theẐ matrix from the Y and Z matrices on demand.
C. The Incremental Solution
Before going into details of reconstructingẐ, let us interprete the information in the Y , Z, andẐ matrices:
• Entry y ij in the i th row of Y represents the number of walks started from node i that ended at node j < i, divided by the total number of walks started from node i. Entry y ij ≤ 1 and can be interpreted as the probability that a walk starting at i ends at j.
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• Entryẑ ij in the i th row ofẐ represents the fraction of walks started from i that pass through any node j.
From the above description, it is clear that the upper triangle and diagonal ofẐ and Z are identical. The lower triangle ofẐ is, in effect, an "expanded" version of the lower triangle of Y , where the walks that terminate at solved nodes are allowed to continue to the home nodes (this can also be proved formally using Equation (9)). Therefore, significant effort is required only to reconstruct the lower triangle ofẐ.
Given that Y is a probability matrix, it has a spectral radius of less than 1. Therefore, Equation (9) yields:
and a classical result shows that this infinite sum converges. This can also be inferred from the above interpretations of the entries of Y as probabilities that lie between 0 and 1, so that for large k, Y k → 0. Taking Equation (12) and comparing it with Equations (6) and (13), it is easily seen that:
Truncating this series at various points, each row, Z i , of Z is defined by the following recurrence relation:
. . .
As the number of levels of substitution increases, the truncation error becomes smaller. This is consistent with the idea that increasing the levels of substitution involves nodes that are farther away from the perturbation: intuitively, as we go away from the perturbed region, its effect grows smaller. Hence, for if the number of levels of substitution is sufficiently large, the last term can be truncated.
At each level of substitution q, we define the incremental change in ΔV k at that level to be, δV
A key result that enables the recursive computation of the circuit response is shown next.
Theorem 1 If V (l) i
is the voltage response at node i computed usingẐ (l) i , the l th -level-truncation ofẐ i , then
Truncating Equation (13) at the k th power of Y , we have:
Therefore, δV (l+1) = Y δV (l) , and the result follows from this.
This implies a simple approach for finding the incremental solution. Rewriting Equation (18) as:
we can see that the right hand side depends entirely on ΔV 
D. Efficient Computation Techniques
In the above recursive computation, the voltage value for some nodes may converge easily, using a small number of substitution levels, while for other nodes, it may be necessary to employ a much higher number of substitution levels. The above approach is thus constrained by the weakest link, i.e., the substitution will continue until all nodes are computed sufficiently accurately. Instead, we adaptively terminate this propagation when an error tolerance, , is met,
then we stop further substitutions into V i . In other words, we set ΔV
= 0 for l > l j , and the amount of computation is reduced since our data structure ignores any multiplications where one operand is zero.
We can rewrite Equation (22) as
< where S is the set of all the neighbors of node i that have previously converged, andS is the set of all other neighbors of node i. The first term evaluates to zero, and convergence criterion effectively becomes j∈S y ij δV
The error of each step of this approximation is upper-bounded by the accumulated errors in S, and can be written as j∈S y ij δV (l−1) j < The above inequality follows from the facts that (a) by construction, δV
E. Incremental Solver Algorithm
In practice, the random walk solver provides a reasonable trade-off between accuracy and speed [2] , but may not be accurate enough to capture small changes due to an incremental analysis exactly. We assume here that the initial solution that 9B-1 is provided does not come from a random walk solver. Therefore, we initially use the random walk solver with moderate accuracy to build the bookkeeping information; the typical accuracy used is empirically chosen to be one-third of V DD . Note that while this accuracy limit seems high, this is only an upper bound on the accuracy; the average error is much smaller. This is found to be sufficient for the purposes of identifying the RoI. This operation needs to be performed only once for a system, and any number of incremental changes can be made to the system using this bookkeeping information.
The high accuracy bound implies that the RoI is effective even under large approximations, e.g., after successive incremental changes.
The algorithm uses a node queue, Q, to keep track of all the potentially affected nodes. It first adds all the nodes in the perturbed region to Q and starts processing them using the first level of substitution in Equation (18). Next, it successively increases the levels of substitution, i.e., goes to successive levels of recursion, until the stopping criterion described above is met. As stated earlier, we account for approximate bookkeeping by allowing a pessimistic RoI, found by multiplying the tolerance in the stopping criterion by a safety factor s < 1.
The last step of refinement involves refining the solution using an exact solver. All nodes outside the RoI are kept at their previous values, and a smaller |RoI| × |RoI| system of equations, as illustrated in Figure 2 , is solved to obtain an accurate solution. Since this is a small system, any direct or iterative solver can be used; in this work we use LAPACK [10] for this purpose. A pessimistic RoI contains all the nodes with substantial change and the computational expense is passed on to the exact solver that operates on the small RoI region, whose size is n.
V. EXPERIMENTAL RESULTS
Our algorithm is tested and compared on a UNIX machine with 2GHz processor and 2GB RAM, and applied to 12 benchmarks summarized in Table I . This table represents the statistics of the LHS matrix of the DC analysis; the role of the RHS is much less significant for perturbation analysis. For each matrix, we list the size, i.e., the number of unknowns, the number of non-zeros in G, and the average number of non-zeros per row, as a sparsity metric. The value of V DD is 1.2V. To demonstrate the accuracy of the RoI found by the proposed algorithm, we insert various perturbations to the benchmarks and find the corresponding RoI using the proposed algorithm as well as an exact direct solver. The exact RoI is the set of nodes for which the exact solution is perturbed by more than a specified tolerance. The first measure of the quality of the RoI found by our approach is the number of undetected nodes: these are nodes that belong to the exact RoI, but are not listed in the RoI found by our method. The second measure is the exact amount of the change in the solution of the undetected nodes, as computed by the exact solver.
The circuits are perturbed in two ways: for a randomly selected node and a group of its neighbors, (i) the RHS vector, b, is multiplied by the given perturbation value to obtain Δb in Equation (8), and (ii) the conductances to its neighbors are multiplied by a perturbation: as shown earlier, this is used to obtain a perturbation to the RHS as Δb in Equation (8) . In either of these, the amount of perturbation is chosen randomly, with a uniform distribution between 0 and 0.1.
For the range of perturbation in our experiments, the size of the RoI is no more than about 2% of the total circuit size, and depending on the change, and is often less. The empiricallychosen safety factor parameter s in the algorithm is set to 0.1, to compensate for approximation error and to generate a pessimistic RoI. Approximation errors could arise from the approximate nature of the initial random walk solver used to obtain the bookkeeping information, or from the stopping criterion used to terminate the substitutions. Figure 3 (a) shows the number of undetected nodes, normalized to the exact RoI size, versus the size of the perturbed region. The numbers shown in all plots are averaged over 20 different sets of perturbations. This figure indicates that the number of undetected nodes is equal to zero for benchmarks c1 to c9, and c12, and it goes up as the size of the perturbation region is increased, which is consistent with the idea that this method is intended for small changes. The next natural issue to study is the error for these undetected nodes, and this is plotted in Figure 3(b) . It is found that this error is below 1% of V DD , indicating that even the nodes that lie within the RoI, but are not detected, see an insignificant degradation in accuracy.
Next, we examine the accuracy of the solution within the RoI. We see this in two steps: Figure 4(a) shows the normalized error of the nodes within the RoI for different perturbation region sizes, when the perturbation is applied to the RHS. These figures suggest that although the accuracy of the bookkeeping information used to find the estimated solution of the nodes, is not high (i.e. V DD /3), the amount of error in the To demonstrate the computational efficiency of the proposed algorithm, we compare it in Table II against a very efficient public-domain iterative solver that uses an approximate conditioner based on random walks [3] that has been shown to be up to nearly an order of magnitude faster than other comparable solvers, using identical solver tolerances. The first column shows the runtime of the solver in [3] , and the remaining columns are related to our incremental solver. The bookkeeping time is the time required for the initial approximate random walks used to find the bookkeeping information, and is a fixed expense that must be computed once for the unperturbed circuit, and can be used by all perturbations henceforth. The runtime of the substitution procedure used to find the RoI is listed next (RoI), followed by the runtime of the refinement phase, when the RoI is solved using an accurate solver. We expect this solver to be used to solve what-if scenarios; therefore, it is reasonable to report the runtime for multiple incremental analyses; note that all incremental analyses, anywhere in the circuit, use the same bookkeeping information. The last two columns report the run times for 10 and 20 incremental analyses, with the speedups in parentheses. For example, for 20 runs, the speedup over [3] for c1 is 20 × 0.29/2.75 = 2.1× (Note that [3] is reported to be 5 − 10× faster than a state of the art solver.). The runtime for k incremental analyses includes the bookkeeping time, plus k times the sum of times required to find the RoI and the time for the refinement phase. As the number of incremental analyses increases, the cost of bookkeeping is amortized. Alternatively, if the bookkeeping information is already available since the original solution used random walks (e.g., for the preconditioner in [3] ), this expense disappears; the speedups are correspondingly greater: e.g., they approach 20× for c12. Table II also shows that as the size of the benchmark increases, the amount of speedup increases, which is due to the fact that size of RoI is independent of the size of the circuit and only depends on its topology. Hence, as the size of benchmark increases the time for the solver in [3] increases accordingly while the time for the incremental solver remains the same.
