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Ljubljana, 2019
Copyright. Rezultati diplomske naloge so intelektualna lastnina avtorja in
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Povzetek
Naslov: Stalna dostava razvojnih okolij
Avtor: Gregor Sintič
Diplomsko delo zajema postopek implementacije postavitvenega cevovoda,
ki bo na realnem primeru podjetja podprl pristop stalne dostave programske
opreme skupaj z okoljem. Svoj delovni proces podjetje definira z uporabo
agilnega pristopa in ogrodja SCRUM. Tak način dela od razvojne ekipe zah-
teva, da v kratkih intervalih oziroma t.i. “sprintih“ izdaja nove različice
svojih izdelkov. Sledenje takemu načinu dela zahteva večjo porabo virov,
s čimer se pojavi potreba po avtomatizaciji razvojnih procesov. Konkre-
tno smo se posvetili konfiguraciji potrebne infrastrukture v povezano celoto
oziroma cevovod in razvoju HTTP strežnika, ki kot zadnji korak v procesu
omogoča postavitev celotne programske rešitve oziroma projekta v končno
okolje. Končno okolje bo zaenkrat le razvojno, bomo pa pokazali, zakaj pro-
dukt še ni popolnoma primeren za tak način postavitve v produkcijskih oko-
ljih. Cilj našega dela je omogočiti vsakemu od razvijalcev postavitev lastnega
lokalnega okolja projekta. Tako okolje mora biti ponovljivo ter enostavno za
reprodukcijo. Podpirati mora posodobitve in povrnitev v preǰsnje stanje ob
razvijalčevi prožitvi postopka. Za postavitev okolij smo uporabili tehnologiji
Docker in Kubernetes, ki zaradi svojih značilnosti dobro dopolnjujeta pristop
stalne dostave.
Ključne besede: stalna dostava, razvojna okolja, Docker, Kubernetes.

Abstract
Title: Continious delivery of development environments
Author: Gregor Sintič
This diploma thesis describes implementation of a deployment pipeline, which
will support Continuous delivery of testing environments approach on a con-
crete example. The company that we take into consideration defines its work
flow using agile approach and SCRUM framework. This type of work flow
requires the development team to produce new iterations of their products
in short intervals also known as sprints. Agile development requires more
resources than traditional approaches and thus calls for automation. Specifi-
cally, we focused on configuration of the necessary infrastructure and connect
it into a pipeline. We also developed a HTTP server, which, as the final step
in the process, enables the deployment of the entire software solution or
project into the final environment with the use of our client. Target environ-
ment will for now be a test environment and we will show why the product
is not ready yet to switch its deployment to production environments. The
goal of our work is to enable each developer to set up their own local project
environment. Such an environment should be easily reproducible. It must be
able to update or rollback accordingly when required by the developer. We
used Docker and Kubernetes to set up the environments, which, due to their
characteristics, optimally complement the Continuous Delivery approach.
Keywords: Continuous Delivery, developement environments, Docker, Ku-
bernetes.
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Uvod
Razvoj programske opreme je neprekinjen proces, ki se skozi tehnološki ra-
zvoj stalno spreminja. Podjetja sledijo tehnološkim trendom, metodam in
metodologijam, ki jih vodijo do bolǰsih in učinkoviteǰsih razvojnih proce-
sov. Definiranje teh procesov je ključnega pomena, saj zaradi urejenosti
dela omogoča njihovo bolǰse upravljanje in vodenje [12]. Dandanes imajo
podjetja na voljo široko izbiro metod, metodologij in principov upravljanja
razvoja programske opreme. V praksi podjetja sledijo tem načelom, vendar
ne popolnoma, saj je za določene standarde in metodologije potrebno imeti
dovolj virov in ustrezno kompetenten kader [26]. Način doseganja izgradnje
programskih rešitev ne temelji le na sami programski kodi, saj se ob komple-
ksnosti programske opreme, večanju števila projektov ter zaposlenih oziroma
sodelujočih na projektu, poveča tudi kompleksnost samega razvojnega pro-
cesa. Potrebno je biti pozoren na upravljanje s programsko kodo, njeno
izgradnjo, testiranje ter delovanje produkta v okolju oziroma računalnǐskem
stroju [29].
V tem diplomskem delu se bomo osredotočili na pristop stalne dostave pro-
gramske opreme (angl. Continuous Delivery) in njegovo implementacijo, ki
temelji predvsem na praktični uporabi. Zato bomo naše delo prikazali na
realnem primeru podjetja, ki se ukvarja z razvojem sistemov za upravljanje
skladǐsč (angl. Warehouse Management Systems), katerega projekti so med
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seboj precej različni. S porastom števila projektov se pojavijo številni iz-
zivi, ki predvsem zahtevajo agilnost. Glavni izziv je ustvarjanje efektivnega
razvojnega procesa produkta, s katerim lahko hitro in zanesljivo dostavimo
naš produkt v končno okolje na ponovljiv način. V realnosti je ta postopek
precej zahteven, saj ob večjem številu projektov brez ustreznega postopka
in avtomatizacije hitro nastane zmeda. Podjetje že rešuje ta problem z del-
nim sledenjem pristopoma stalna integracija in stalna dostava programske
opreme, vendar se pri implementaciji pojavljajo pomanjkljivosti. Naše delo
bo zajemalo analizo trenutnega stanja implementacije omenjenih pristopov v
podjetju. Izpostavili bomo pomanjkljivosti in jih z razvojem naše rešitve po-
skušali razrešiti. Glavni cilj našega dela bo povečati skladnost načina dela v
podjetju s pristopom stalna dostava programske opreme. Želimo si zmanǰsati
potrebo po ročnih posegih v operacije razvojnega cikla in povečati produk-
tivnost razvojne ekipe z avtomatizacijo dostave njihovega produkta skupaj z
že vnaprej definiranimi okolji. S tem želimo zagotoviti konsistentnost okolij
skozi celoten razvojni proces in v skladu z načeli pristopa dostavljati pri-
pravljene izdelke ob vsaki izdaji (angl. release) produkta. Tokrat se bomo
osredotočili na postavitev razvojnih oziroma testnih okolij, katerih posta-
vitev še vedno ročno opravljajo razvijalci sami. Postopek postavitve mora
biti popolnoma avtomatiziran, s čimer razbremenimo razvijalce in sistemske
inženirje v podjetju, hkrati pa zmanǰsamo tveganja v razvojnem procesu. Za
reševanje omenjenih problemov in dosego ciljev bomo uporabili in izpostavili
predvsem tehnologiji Docker in Kubernetes, ki odlično dopolnita omenjeni
pristop. Zakaj močno pridobivata na popularnosti predvsem iz praktičnega
vidika pa bomo pokazali v implementaciji našega dela.
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Stalna dostava programske
opreme
Da bomo lažje razumevali problematiko diplomskega dela najprej dobro spo-
znajmo omenjeni pristop. Potrebno je omeniti, da bomo predstavili le bi-
stvene komponente pristopa, saj je pojem stalne dostave programske opreme
širok in presega cilje pričujočega diplomskega dela. Pristop predstavlja način
dela v razvoju programske opreme, s katerim dosežemo vzpostavitev učinkovitega
procesa dostave programske opreme; od spremembe na programski kodi do
postavitve nove iteracije v končno okolje na zanesljiv način. Vzorec, ki se po-
javi ob implementaciji pristopa, je postavitveni cevovod. Cevovod povezuje
vse procese, ki sestavljajo razvojni cikel programske opreme na avtomatiziran
način. Proces razvoja programske opreme se sicer razlikuje od podjetja do
podjetja in temelji predvsem na prioritetah podjetja. Posplošimo pa vseeno
lahko, da cevovod povezuje posamezne faze v naslednjem zaporedju:
1. Oddaja sprememb ter gradnja,
2. testiranje,
3. izdaja produkta [17].
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2.1 Protivzorci
Izdaja programske opreme je lahko precej nevšečen proces, zlasti, če je posto-
pek izveden ročno. Produkcijska okolja, v katera bomo postavili naš produkt,
ponavadi ločeno pripravi eden od sistemskih inženirjev iz operativne ekipe.
Ta v okolja namesti potrebno programsko opremo, od katere je odvisna naša
rešitev. Nato v okolja skopiramo naš produkt in potrebne konfiguracijske
datoteke. Ko je vse nared, zaženemo aplikacijo. Razlog za nevšečnosti se
pojavi ob morebitnih težavah, ko se aplikacija ne zažene oziroma ne deluje
pravilno. V celotnem procesu je veliko elementov, ki so lahko razlog za ne-
pravilno delovanje. Če niso vsi koraki pravilno izvedeni, aplikacija ne bo
delovala pravilno. Ko se to zgodi, napaka ni nujno očitna, oziroma ni vedno
jasno, kateri korak je povzročil okvaro v delovanju [19]. Da bomo bolje ra-
zumeli, čemu se moramo izogibati, smo opisali nekaj pogostih protivzorcev
in kako se z njimi spopademo.
2.1.1 Ročna postavitev programske opreme
Postavitev programske opreme je sestavljena iz več korakov. Ročna izvedba
izdaje programske opreme pomeni, da je vsak korak obravnavan ločeno in ga
izvaja ena oseba ali pa ekipa. Ob izvedbi teh korakov je potrebno skleniti
določene odločitve, ki jih ob ročni izvedbi izpostavimo človeškim napakam.
Tudi če so koraki izvedeni pravilno, lahko časovne razlike v izvedbi teh kora-
kov vodijo do različnih rezultatov. Znaki takega protivzorca so:
• Izdelava ekstenzivne in detajlirane dokumentacije, ki opisuje katere ko-
rake izvesti in kje lahko gredo stvari narobe.
• Zanašanje na ročna testiranja.
• Pogosta poizvedovanja pri razvojni ekipi, zakaj postavitev ne deluje
pravilno na dan izdaje (angl. release day).
• Pogosti popravki na postopku izdaje med samim izvajanjem postopka.
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• Okolja, ki se razlikujejo v konfiguraciji.
• Izvedba postopka izdaje produkta traja več minut.
• Izdaje produkta so nepredvidljive in pogosto zahtevajo povrnitev v
preǰsnje stanje.
Tak protivzorec rešimo z avtomatizacijo. Oseba, ki bo izvedla izdajo pro-
gramske opreme v katerokoli okolje mora opraviti le dva koraka; izbrati ver-
zijo in okolje, v katero bo postavila produkt. Izdaja takega produkta mora
biti izvedena avtomatsko in enostavno kot je ”pritisniti gumb”. Razlogov za
vpeljavo avtomatizacije je več:
• Ko postavitev ni avtomatizirana, se ob vsaki izvedbi postavitve pojavi
možnost za napake. Napake je težko odkriti.
• Ročna postavitev ni ponovljiv in zanesljiv postopek. Tak način dela
vodi v dodatno porabo časa za odkrivanje napak.
• Ročni postopek postavitve mora biti dobro dokumentiran. Vzdrževanje
te dokumentacije je kompleksen in zamuden postopek, ki zahteva so-
delovanje med več posamezniki. Pogosto se zgodi, da je zaradi časovne
zahtevnosti dokumentacija zastarela in nepopolna. Avtomatizirana po-
stavitev se izvede na podlagi skript, ki nam služijo kot dokumentacija.
Ker so skripte ves čas v uporabi in so hranjene v sistemu za upravljanje
z različicami tudi “dokumentacija“ ostane posodobljena in dokončana,
saj drugače postavitev ne deluje pravilno.
• Ročna postavitev zahteva strokovnjaka. Če strokovnjak ni na voljo,
lahko to pomeni težave.
• Izvajanje ročnih postavitev je ponavljajoč ter dolgočasen postopek, ki
kljub temu zahteva določeno mero strokovnega znanja. Z avtomati-
zacijo tega postopka nudimo zaposlenim možnost, da opravljajo bolj
zanimive naloge, ki imajo hkrati tudi večjo dodano vrednost za podje-
tje.
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• Edini način za testiranje ročne postavitve je, da se prebijemo skozi
vse korake. Če je ta proces avtomatiziran, je izvedba postopka kratka
(poceni) in proces enostaven za testiranje [19].
Nasveti
Avtomatizirano postavitev mora uporabljati celotna ekipa; prav tako mora
biti edini način, preko katerega postavimo programsko opremo. Taka disci-
plina zagotovi, da bodo postavitvene skripte delovale, ko bo to potrebno.
Eno od načel je tudi, da uporabimo isto postavitveno skripto za vsa okolja
projekta. Če uporabimo isto skripto, ki smo jo uporabljali ves čas razvoja, bo
zagotovo delovala tudi ob izdaji produkta v produkcijsko okolje. V primeru
napak pa smo lahko prepričani, da je napaka v okoljski konfiguraciji in ne v
naši postavitveni skripti [19].
2.1.2 Postavitev programske opreme v produkcijo šele
potem, ko je razvoj zaključen
Izvajanje dela po tem vzorcu pomeni, da postavimo naš produkt v produk-
cijsko okolje šele potem, ko je večina razvoja opravljena. Znaki takega pro-
tivzorca so:
• Če je bila testna ekipa vključena do koraka, ko smo postavili produkt
v produkcijo, je bil produkt testiran le v razvojnem okolju.
• Zaposleni, ki izvajajo postavitve našega produkta se srečajo z novim
izvodom produkta šele, ko želimo izdati produkt v uprizoritveno (angl.
staging) okolje pri stranki.
• Okolje, v katero želimo postaviti naš produkt, ni pripravljeno pravočasno
oziroma si nihče še ni vzel časa, da bi ga pripravil.
• Razvojna ekipa pripravi pravilne instalacijske datoteke, konfiguracijske
datoteke in opravi migracijo podatkovne baze. Postavitvena dokumen-
tacija se preda operativni ekipi, ki je odgovorna za postavitev v okolje.
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Vse skupaj pa še ni bilo nikoli testirano v produkcijskem okolju oziroma
okolju, ki je podobno produkciji.
• Zelo malo sodelovanja med razvojno ekipo in ekipo, ki je odgovorna za
postavitev produkta.
Ob postavitvi produkta v uprizoritveno okolje ponavadi naletimo na vrsto
težav, saj naš produkt še ni bil nikoli testiran v takem okolju. Dokumentacija
in spisane skripte pogosto napačno predvidevajo konfiguracije ciljnega okolja,
kar postavitev posledično pokvari. Ekipa, odgovorna za postavitev, mora po-
gosto predvidevati namene razvojne ekipe. Značilnosti takega dela so slaba
komunikacija med ekipama in pogosti ad hoc telefonski klici, emaili ter na-
knadni popravki napak. Pogosto se tudi zgodi, da so napačne predpostavke
o produkcijskem okolju vpletene v samo implementacijo našega produkta in
tako program povsem pravilno deluje le v razvojnem okolju. Ko je aplika-
cija enkrat postavljena v uprizoritveno okolje pa običajno odkrijemo nove
napake. Na žalost pa nimamo dovolj časa, da bi opravili vse popravke do
dogovorjenega roka za izdajo produkta. V takem primeru so najhuǰse na-
pake na hitro popravljene, ostale pa zapǐsemo v seznam znanih napak, ki jih
kasneje razporedimo po prioritetah za naslednjo verzijo produkta. Včasih je
lahko tudi slabše. Naslednje lastnosti lahko še dodatno poslabšajo probleme,
povezane z izdajo produkta:
• Ko delamo na novem produktu, je prva postavitev v uprizoritveno oko-
lje najbolj problematična.
• Dalǰsi kot je cikel izdaje produkta, dlje razvojna ekipa razvija na pod-
lagi napačnih predpostavk in dlje traja, da jih odpravimo.
• V večjih organizacijah je proces postavitve porazdeljen med več skupin
(razvojna ekipa, bazna administracija, operativna ekipa, testna ekipa
ipd.). Stroški za koordinacijo dela med temi silosi so pogosto visoki
in časovno zahtevni. Potrebno je veliko komunikacije med njimi za iz-
vedbo posamezne postavitve, kaj šele odpravljanje napak, ki se zgodijo
med postavitvijo.
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• Večja kot je razlika med razvojnim in produkcijskim okoljem, manj so
realistične predpostavke med razvojem in večje so tudi možnosti za
težave [19].
Nasveti
Rešitev za take probleme je integracija testnih, razvojnih in izdajnih ak-
tivnosti v razvojni proces. Ko te aktivnosti postanejo del razvoja smo do
dneva izdaje produkta pripravljeni na postavitev z minimalnimi tveganji, saj
smo postopek že tolikokrat ponovili. Ekstenzivna uporaba stalne integracije
in stalne postavitve poveča stabilnost našega produkta, kot tudi stabilnost
postavitvenega procesa [19].
2.1.3 Ročno upravljanje s konfiguracijami
Veliko organizacij upravlja s konfiguracijami njihovih produkcijskih okolij
preko operativne ekipe. Če je potrebna sprememba v produkcijskem okolju
jo član ekipe ročno izvede in morebiti tudi zabeleži v dnevnik sprememb.
Znaki takega protivzorca so:
• Veliko uspešnih postavitev v uprizoritveno okolje, a postavitev v pro-
dukcijsko okolje ne uspe.
• Razlike v okoljih.
• Operativna ekipa potrebuje veliko časa, da pripravi okolje ob izdaji
produkta.
• Povrnitev v preǰsnje stanje okolja s preǰsnjo konfiguracijo je nemogoča.
• Konfiguracija produkta je izvedena z modificiranjem konfiguracijskih
datotek kar v produkcijskem okolju [19].
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Nasveti
Na vseh okoljih morajo biti vse spremembe aplicirane preko sistema za upra-
vljanje z različicami na avtomatiziran način. Eden glavnih principov upra-
vljanja s konfiguracijami je zmožnost repliciranja katerega koli okolja vključno
z vsemi konfiguracijami od potrebne programske opreme za poganjanje našega
produkta, operacijskega sistema, potrebne infrastrukture. Repliciranje oko-
lja naj - če je le možno - bo avtomatizirano, pri čemer je virtualizacija okolij
v veliko pomoč. Vedno moramo vedeti, kaj vsebuje produkcijsko okolje. To
pomeni, da moramo imeti pregled nad vsemi spremembami v okolju. Pogo-
sto postavitve produkta ne uspejo, saj se zgodi, da je nekdo naredil ročne
popravke na produkcijskem okolju ob zadnji postavitvi. Ker okolje ni za-
beležilo spremembe, se ta poslednično ni implementirala v novi postavitvi.
Ročna izvedba sprememb na testnih, uprizoritvenih ali produkcijskih okoljih
ne sme biti dovoljena. Namesto tega se spremembe morajo aplicirati preko
avtomatiziranega procesa, ki ga sproži sprememba v sistemu za upravljanje
z različicami. Dobra praksa je, da lahko z uporabo istega avtomatizira-
nega procesa povrnemo okolje v preǰsnje stanje v primeru, da postavitev ni
uspešna [19].
2.2 Načela stalne dostave
Ob vpeljavi pristopa stalne dostave programske opreme se je potrebno držati
določenih načel, ki nam bodo pomagala in ustvarila smernice za vzpostavitev
efektivnega dostavnega procesa.
2.2.1 Ustvari ponovljiv in zanesljiv proces za izdajo
programske opreme
Izdaja programske opreme mora biti preprost postopek, kot je pritisniti na
gumb. Ponovljivost in zanesljivost izhajata iz dveh principov: avtomatiziraj
vse, kar se da, in hrani vse potrebno za gradnjo, postavitev, testiranje in
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izdajo v sistemu za upravljanje z različicami. Postavitev programske opreme
dejansko vključuje tri stvari:
• Zagotavljanje in upravljanje okolja, v katerem bomo poganjali našo
aplikacijo (konfiguracije strojne opreme, programske opreme, infrastruk-
ture in zunanjih storitev).
• Instalacija pravilne verzije našega produkta oziroma aplikacije.
• Konfiguracija produkta, vključno z vsemi podatki in stanjem, ki ga
potrebuje.
Postavitev in konfiguracijo aplikacije lahko implementiramo z avtomatizi-
ranim postopkom, ki izhaja iz sistema za upravljanje z različicami. V sis-
temu moramo hraniti vse potrebne skripte ter stanja. Ker strojne opreme
ne moremo hraniti v sistemu za upravljanje z različicami, nam zelo koristi
virtualizacija, saj lahko stanje naprave shranimo v objekt (sliko), ki ga lahko
verzijoniramo [16].
2.2.2 Če je možno, avtomatiziraj
Seveda nekaterih stvari preprosto ni moč avtomatizirati. Tukaj imamo pred-
vsem v mislih postopke, ki zahtevajo človeško posredovanje. Stvari, ki pa jih
lahko avtomatiziramo, je precej več, kot si sprva predstavljamo. Avtoma-
tizirati je potrebno vse, razen postopkov, ki zahtevajo človeško interakcijo
oziroma sprejemanje odločitev. Prav tako to drži za proces postavitve pro-
gramske opreme oziroma celoten izdajni proces. Avtomatiziramo lahko spre-
jemne teste, posodobitve podatkovne baze, omrežja in podobno. Avtomati-
ziramo, kar je možno in seveda ni nujno, da avtomatiziramo vse naenkrat.
Začnemo s postopki, ki najbolj zavirajo naš razvojni cikel, nato postopoma
avtomatiziramo celoten proces [16].
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2.2.3 Vse hranimo v sistemu za upravljanje z različicami
Vse kar potrebujemo za gradnjo, postavitev, testiranje in izdajo našega pro-
dukta, moramo hraniti v sistemu za upravljanje z različicami. Vključno
z dokumenti, kjer imamo popisane zahteve produkta, skripte za testiranje,
avtomatizirani testni primeri, konfiguracijske skripte, skripte za kreiranje po-
datkovne baze, skripte za posodobitev ter inicializacijo aplikacije, knjižnice,
splošno dokumentacijo in tako naprej. Vse skupaj mora biti verzijonirano in
označeno, saj moramo točno vedeti, katere komponente sestavljajo določeno
verzijo produkta. Ob prihodu novega zaposlenega mora ta z izvedbo enega
ukaza zgraditi in postaviti določeno verzijo naše aplikacije v katerokoli do-
stopno okolje, vključno z svojim računalnikom. Prav tako moramo imeti nek
pregled nad verzijami produktov, ki jih hranimo v določenem okolju [16].
2.2.4 Problematične procese postavimo v ospredje
To načelo je bolj splošno kot ostala in je bolj hervistične narave. Govori
o tem, da najbolj zahtevne oziroma težavne procese postavimo v ospredje.
Integracija je pogosto težaven postopek, in če to velja za naš projekt, je smi-
selno, da integriramo vsakič, ko nekdo odda spremembo v sistem za upra-
vljanje z različicami. V primeru, da je testiranje problematičen proces, ki
se zgodi le tik pred izdajo produkta, ga raje stalno opravljamo med našim
razvojem. Tudi izdaja produkta je lahko težaven proces. Če ne moremo
izdati našega produkta k uporabnikom, pa vsaj izdajajmo produkt v okolje,
ki je podobno produkciji. Na vseh procesih, ki jih izvajamo med razvojem
programske opreme lahko uveljavimo tak način dela [16].
2.2.5 Opravljeno pomeni izdano
Pogosto med razvojem menimo, da smo nekaj opravili, vendar temu ni pov-
sem tako. Podobno velja za izraze, kot so skoraj opravljeno oziroma opra-
vljeno v procentih. Kljub vsemu so to le ocene opravljenega dela. Opra-
vljeno pomeni, da je produkt izdan in pripravljen na postavitev. Pravzaprav
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bi lahko govorili o tem, da je nekaj opravljeno šele, ko je to v produkcij-
skem okolju končni uporabnik dejansko uporabil. Ocene opravljenega dela se
pogosto izkažejo za napačne, kar lahko povzroči veliko slabe volje v ekipi [16].
2.2.6 Vsi smo odgovorni za proces dostave programske
opreme
Naslednje načelo je posvečeno izbolǰsanju sodelovanja med ekipami v pod-
jetju. V idealnih okolǐsčinah načela vseh članov organizacije sovpadajo s
cilji organizacije; prav tako člani en drugemu pomagajo pri doseganju ciljev.
Predvsem v večjih organizacijah pa se vse prepogosto dogaja, da ekipe svoje
delo predajo drugi ekipi brez medsebojnega sodelovanja. Tako lahko razvojna
ekipa preda svoje delo testni ekipi, ta svoje delo preda operativni ekipi, ta
pa izda aplikacijo. V primeru težav ekipe krivijo druge in tako še dodatno
zapravijo čas, namesto da bi se lotili odprave napak. V izogib takemu delu je
potrebno vključiti vse ekipe v dostavni proces že v samem začetku projekta.
Z odpravo barier omogočimo frekventno komunikacijo med ekipami. Najbolje
je, da vzpostavimo sistem, kjer ima vsak možnost pregleda nad produktom,
njegovim stanjem, gradnjam produkta, pregled nad tem, katere teste opravi
in stanjem okolij, v katera lahko produkt postavimo. Vpletenim prav tako
moramo omogočiti postavitev produkta v okolja, ki jih nadzirajo [16].
2.3 Upravljanje s konfiguracijami
Upravljanje s konfiguracijami se nanaša na proces, s katerim so vsi elementi,
pomembni za naš projekt in razmerja med njimi, shranjeni, pridobljeni, uni-
katno identificirani in modificirani. [13]Naša strategija z upravljanjem konfi-
guracij določa način, preko katerega upravljamo vse spremembe, ki se zgodijo
na našem projektu in določa način, preko katerega vpleteni na projektu med
seboj sodelujejo. Upravljanje s konfiguracijami pomeni predvsem uporabo
sistema za upravljanje z različicami, ki je ne glede na velikost ekipe postal
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nujen. Seveda pa je uspešnost našega upravljanja posledica načina uporabe
tega orodja. Z uspešno strategijo lahko pritrdimo na naslednje trditve:
• Lahko natančno reproduciram katerokoli okolje, skupaj z operacijskim
sistemom, konfiguracijami, naborom programskih orodij in aplikacijo,
ki je postavljena v tem okolju ter njenimi konfiguracijami.
• Vsako inkrementalno spremembo lahko apliciram in postavim v katero
koli okolje.
• Imam hiter pregled nad spremembami, ki so se pojavile v določenem
okolju iz katerih lahko vidim, kaj je bila sprememba, kdo jo je naredil
in kdaj je bila sprememba narejena.
• Za vsakega člana ekipe je enostavno pridobiti potrebne informacije in
naša strategija dostave programske opreme ne ovira njegovega dela.
Ker je pomembno, da naša strategija ni ovira, temveč korist, moramo po-
skrbeti, da bariere med sodelujočimi v projektu zmanǰsujemo in ne obratno.
Hitro se lahko zgodi, da s preveč restriktivnimi postopki začnemo ovirati
napredek razvoja oziroma ekipe [13].
2.3.1 Uporaba sistema za upravljanje z različicami
Sistem za upravljanje z različicami je orodje, s katerim omogočamo shranje-
vanje sprememb na objektih oziroma datotekah v obliki verzij. Omogoča
nam pregled nad spremembami, ki so se izvedle nad datoteko in pridobitev
določene verzije. Je tudi nepogrešljivo sredstvo za vzpostavitev učinkovitega
načina sodelovanja med sodelujočimi na projektu, saj lahko hkrati več ljudi
opravlja delo na isti datoteki. Vsak ima svojo različico datoteke in po
končanem delu - če se tako odločimo - lahko združimo različice v eno samo.
Prav tako omogoča tudi časovno sledenje spremembam in kdo je opravil
spremembe. S tem zagotovimo sledljivost delu in v primeru težav hitreje
najdemo napako. V primeru napak lahko tudi enostavno povrnemo stanje
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datoteke v preǰsnje (delujoče) stanje in odpravimo napake na novi (nede-
lujoči) različici [10].Sistem za upravljanje z različicami je ključen sestavni
del pri implementaciji pristopa stalna dostava programske opreme. Samo s
pravilno uporabo sistema lahko dosežemo pravi potencial pristopa.
2.3.2 Upravljanje z odvisnostmi
Najbolj pogoste zunanje odvisnosti naše aplikacije so programske knjižnice
zunanjih ponudnikov in razmerja med komponentami oziroma moduli, ki jih
razvijajo druge ekipe znotraj naše organizacije. Zunanje knjižnice hranimo
v obliki binarnih datotek; naša razvojna ekipa jih ne spreminja, posodobimo
jih bolj poredko. Komponente oziroma moduli pa so pogosto v aktivnem
razvoju znotraj naše organizacije.
V večini primerov zunanje knjižnice izhajajo v obliki binarnih datotek in jih
lahko dodamo preko graditvenih orodij (npr. Maven ali Gradle), ki lahko po
potrebi prenesejo zahtevane knjižnice iz njihovih uradnih spletnih repozito-
rijev. Knjižnic po navadi ne hranimo v sistemu za upravljanje z različicami,
saj lahko bistveno povečajo velikost posameznega projekta. Priporočljivo je
imeti interno zbirko knjižnic, ki jih potrebujemo, vendar to zahteva nekaj
upravljanja z distribucijo med ostale člane razvoja. Pri uporabi knjižnic,
ki jih naša aplikacija potrebuje za delovanje, je potrebno eksplicitno podati
verzijo posamezne knjižnice. V nasprotnem primeru je lahko pride do neu-
spešnih gradenj aplikacije zaradi rabe različnih verzij določene knjižnice med
člani razvoja ali pa na graditvenem strežniku [13].
2.3.3 Upravljanje konfiguracij programske opreme
Konfiguracija je poleg programske kode in podatkov eden od treh delov, ki
ogrožajo delovanje naše aplikacije. Konfiguracije lahko spremenijo obnašanje
aplikacije med gradnjo, postavitvijo ali pa ob zagonu. Zato moramo poskr-
beti, da so vse konfiguracije primerno upravljane in testirane. Poznamo več
tipov konfiguracij:
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• Graditvene skripte lahko prenesejo in aplicirajo konfiguracije ob gra-
dnji.
• Konfiguracije lahko vstavimo v našo aplikacijo ob pakiranju aplikacije
v programske pakete.
• Vstavitev konfiguracij ob postavitvi, oziroma ob instalaciji produkta.
• Aplikacija konfiguracij ob zagonu oziroma ob izvajanju aplikacije.
Splošno gledano je nepriporočljivo vstavljati konfiguracije ob gradnji ali pa
pakiranju naše aplikacije. To nam onemogoči uporabo istih binarnih datotek
ob postavitvi v različna okolja, prav tako pa moramo vsako različico binarne
datoteke testirati ločeno. Najbolj priporočljiva konfiguracija aplikacije je v
procesu postavitve, saj s tem omogočimo, da ob zagonu aplikacija dobi prave
parametre (npr. podatke za povezavo do podatkovne baze). Prav tako je
priporočljivo ločiti konfiguracijske datoteke glede na okolje, v katero bodo
aplicirane [13].
2.3.4 Upravljanje okolij
Konfiguracija okolij je prav tako pomembna kot konfiguracija aplikacije same.
Zagotoviti moramo predvideno okolje, kjer bo naša aplikacija lahko pravilno
delovala. V okviru upravljanja okolij, moramo zagotoviti sledenje spremem-
bam v okolju, saj v primeru nedelovanja naše aplikacije ob novih spremembah
moramo znati reproducirati zadnje delujoče okolje. Avtomatizacija postavi-
tve okolij je ključnega pomena. Vedno je ceneje ustvariti novo okolje, kot
pa iskati napako oziroma ročno modificirati obstoječe okolje. Reprodukcija
okolja prinaša naslednje prednosti:
• Odstrani problem, ko imamo več okolij, ki so bila postavljena ročno in
jih ponavadi zna reproducirati le ena oseba. Če je ta oseba trenutno
odsotna, se znajdemo v hudih težavah, kar lahko vodi do preceǰsnega
časa izpada storitve.
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• Vedno je bolje reproducirati okolje v predvidenem času, kot pa iskati
napake v okolju, kar lahko vzame več ur.
• Kreacija kopije produkcijskega okolja je bistvena pri uporabi takega
okolja za namene testiranja, saj tako lahko prej odkrijemo konfigura-
cijske napake.
Vsa okoljska konfiguracija je sestavljena iz konfiguracij operacijskega sistema,
dodatne programske opreme, konfiguracije omrežja, zunanjih storitev in po-
datkov, ki definirajo stanje okolja [13].
2.4 Stalna integracija
Stalna integracija je pristop, ki je pomemben pri implementaciji pristopa
stalne dostave. Programska integracija mogoče ni tako ključna na projektih,
kjer sodeluje samo ena oseba z malim številom sistemskih odvisnosti (angl.
dependencies), ampak ko se kompleksnost projekta poveča, se poveča potreba
po integraciji in zgodnji zagotovitvi skupnega delovanja programskih kompo-
nent. Opravljati proces integracije šele na koncu projekta vodi do številnih
problemov zagotavljanja programske kvalitete, kar podraži in zakasni izdajo
produkta. Omenjeni pristop naslavlja ta tveganja hitreje in v manǰsih in-
krementih. Je način razvoja programske opreme, kjer sodelujoči na projektu
integrirajo njihovo delo pogosto, ponavadi vsaka oseba integrira dnevno, kar
vodi do več integracij na dan. Vsako integracijo preveri avtomatska gra-
dnja (vključno s testiranjem), ki zaznava integracijske napake, kolikor hitro
je možno. Veliko ekip ugotavlja, da ta pristop vodi k občutnemu zmanǰsanju
integracijskih problemov in omogoča ekipam hitreje razvijati kohezivno pro-
gramsko opremo. Za uspešno implementacijo pristopa se je potrebno držati
nekaj načel. Med razvojem moramo omogočiti razvijalcem privatne gradnje
programske opreme na svojih delovnih strojih. V sistem za upravljanje z
različicami oddajamo le delujočo kodo in priporočljivo je, da vsak razvija-
lec odda svoje delo vsaj enkrat dnevno. Z več oddajami programske kode
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različnih razvijalcev se tako na centraliziranem sistemu oziroma stroju zgodi
več integracij produkta dnevno, kjer mora biti uspešnost testiranj 100%. Ob
neuspešnih gradnjah je odpravljanje težav naša najvǐsja prioriteta. Po vsaki
integraciji je priporočlivjo pregledati poročilo graditvenega sistema in aktivno
iskati možne izbolǰsave [9].
2.4.1 Prednosti stalne integracije
Na vǐsjem nivoju nam stalna integracija predstavlja naslednje prednosti:
• Zmanǰsanje tveganj.
• Zmanǰsanje števila ponavljajočih ročnih procesov.
• Izgradnja programske opreme, ki je pripravljena na postavitev kjer koli
in kadar koli.
• Omogoči bolǰsi pregled nad projektom.
• Pri razvijalski ekipi vzpostavi večje zaupanje v produkt.
Večkratna dnevna integracija zmanǰsa tveganja na projektu. Tak pristop
omogoča zaznavanje napak, ovrednoti zdravje projekta in zmanǰsuje pred-
videvanja o delovanju. Napake so zaznane hitreje, saj z vključitvijo vsako-
dnevnih testiranj zmanǰsamo verjetnost napak kasneje v življenju projekta.
Zmanǰsevanje ponavljajočih procesov prihrani čas, stroške in trud. Ti pro-
cesi se pojavijo v vseh aktivnostih projekta, vključno s kompilacijo kode,
integracijo baze, testiranjem, pregledom kode, postavitvijo in odzivom na
aktivnosti. Z avtomatizacijo stalne integracije zagotovimo, da se procesi iz-
vedejo vedno na isti način. Ena od dobrih praks je, da se se proži gradnja
produkta vsakič, ko sistem za upravljanje z različicami zazna spremembo
na repozitoriju. Stalna integracija omogoča, da izdamo programsko opremo,
ki je pripravljena na postavitev kjerkoli in kadarkoli. Z uporabo takega pri-
stopa delamo majhne spremembe na redni osnovi. Če se pojavijo problemi, so
sodelujoči na projektu obveščeni in popravki odpravljeni hitro. Projekti, na
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katerih ne upoštevajo takega načina dela, lahko čakajo do zadnjega z izvedbo
integracije in testiranjam, kar povzroči zamude, nezmožnost popravljanja ne-
katerih napak ali pa povzroči nove napake med hitenjem z zaključevanjem,
kar resno ogrozi projekt [9].
2.4.2 Kandidat za izdajo
Kandidat za izdajo (angl. Release Candidate) je opis stanja našega produkta.
Vsaka sprememba na programski kodi ima potencial za izdajo. Seveda vsaka
spremeba ni razvita do te mere, kar preverjamo z ekstenzivnim testiranjem.
Če sprememba prestane vsa testiranja jo lahko izdamo in postavimo v pro-
dukcijsko okolje. Hitrost nominacije kandidata je predvsem odvisna od kvali-
tete implementacije testiranj v naš dostavni proces. Če naše testiranje bazira
predvsem na ročnih testih je čas nominacije precej dalǰsi [18].
2.4.3 Stalna integracija podatkovne baze
Stalna integracija podatkovne baze je proces ponovne gradnje podatkovne
baze vsakič, ko je narejena sprememba na projektnem repozitoriju sistema
za upravljanje z različicami. Pristop stalne integracije podatkovne baze se
ne razlikuje bistveno od ostale programske opreme. Viri, ki so povezani z
integracijo podatkovne baze, naj bodo shranjeni v sistem za upravljanje z
različicami. Lahko jih testiramo in generiramo s pomočjo skript za gradnjo.
Tako lahko vključimo gradnjo podatkovne baze v sistem za stalno integracijo
in uživamo iste prednosti kot ostali del projekta. Tako se bo ob vsaki spre-
membi na datotekah, povezanih s podatkovno bazo, sprožila integracijska
izgradnja na zato namenjeni instanci podatkovne baze. Izvajanje sprememb
na strukturi podatkovne baze je velik izziv. Običajno ekipa razvijalcev upo-
rablja skupno podatkovno bazo. Kadar razvijalec naredi spremembo na sku-
pni razvojni podatkovni bazi obstaja možnost, da njegova sprememba vpliva
na delo ostalih razvijalcev. Ob avtomatizaciji integracije podatkovne baze
pridobimo še eno prednost, saj lahko razvijalec postavi podatkovno bazo lo-
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kalno z uporabo istih skript in testira ter spreminja podatkovno bazo, ne da
bi njegovo delo vplivalo na delo drugih [9].
2.5 Testiranje
V tem podpoglavju se bomo posvetili kategorijam testov, ki jih lahko imple-
mentiramo v našem procesu dostave programske opreme. Predstavili bomo
kategorije ter kakšne vrste testov spadajo pod posamezno kategorijo, ne bomo
pa se spuščali v podrobnosti oziroma implementacijo testov.
V mnogo podjetjih je testiranje ločena faza v razvoju, ki jo izpeljejo testni
specialisti. Če želimo razvijati vrhunsko programsko opremo, potem moramo
testiranje vključiti že ob samem začetku projekta. Testiranje je namenjeno
vračanju povratnih informacij, ki vodijo naše načrtovanje, razvoj in izdajo
produkta. Izvedba razvoja, ki testiranje vključi na koncu projekta odstrani
možnost vǐsje kvalitete ter povečane produktivnosti, hkrati pa ne moremo
pokazati, koliko dela je že opravljenega. [15] Z namenom vǐsanja kvalitete
našega produkta je potrebno uporabiti več različnih pristopov k testiranju.
Med razvojem tako uporabimo ročna in avtomatska testiranja. Slika 2.1 pred-
stavlja kvadrantni diagram Briana Maricka, ki naslavlja kategorije testiranj
glede na njihov namen [27].
Slika 2.1: Kategorije testiranj v kvadrantnem diagramu [27].
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Poslovno usmerjeni testi, ki podpirajo razvojni proces
Ti so bolj znani kot funkcionalni oziroma sprejemni testi in morajo zago-
tavljati, da so kriteriji testa enakovredni primeru uporabe. Smiselno jih je
spisati pred samim razvojem primera. Sprejemni testi lahko testirajo atri-
bute kot so funkcionalnost, kapacitete, uporabnost, varnost, dostopnost...
Delimo jih na funkcionalne in nefunkcionalne sprejemne teste. Sprejemni te-
sti v splošnem odgovorijo razvijalcem ali so delo opravili, uporabnikom pa,
ali so dobili to, kar želijo. Ko zadovoljimo sprejemne teste, lahko rečemo, da
je delo opravljeno [15].
Tehnološko usmerjeni testi, ki podpirajo razvojni proces
Te avtomatske teste spǐsejo in vzdržujejo samo razvijalci. V to kategorijo
testov spadajo enotski, komponentni in postavitveni testi. Enotski testi so
po navadi zelo hitri, saj ne vključujejo klicev na podatkovno bazo, ne upora-
bljajo datotečnega sistema ali pa komunikacije z zunanjimi storitvami. Po-
krivati morajo vsaj 80% programske kode, vendar niso najbolj zanesljivi,
saj imajo lahko različni objekti različne življenske cikle. Komponentni testi
preverjajo večje gruče funkcionalnosti in pokrivajo tudi ta del. So ponavadi
počasneǰsi, saj zahtevajo več vhodno/ izhodnih operacij, kot je pogovarjanje
s podatkovno bazo, datotečnim sistemom in ostalimi sistemi. Zato jih lahko
poimenujemo tudi integracijski testi. Postavitveni testi so izvedeni kadar
koli izvedemo postavitev aplikacije. Preverjajo, ali se je aplikacija pravilno
instalirala, konfigurirala in se je povezala na zahtevane storitve [15].
Poslovno usmerjeni testi, ki so kritični do projekta
Ti testi poskrbijo, da bomo zagotovili to, kar uporabniki pričakujejo, saj
lahko zagotovimo ustreznost aplikacije s spisano specifikacijo, kar pa ne po-
meni, da je specifikacija pravilna. Ko uporabniki prvič uporabijo naš pro-
dukt, pogosto najdejo pomanjkljivosti oziroma se pojavijo razlike v razume-
vanju dogovorjenih zahtev med uporabnikom in razvojno ekipo. Uporabniki
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pogosto najdejo načine za uporabo aplikacije na način, na katerega ni nihče
pomislil. Ker je razvoj aplikacije ponavadi iterativni postopek, lahko novo od-
krite pomanjkljivosti odpravimo in zagotovimo bolǰso uporabnǐsko izkušnjo.
Take teste opravljamo v obliki predstavitev po vsaki končani iteraciji, s čimer
zagotavljamo, da morebitne nesporazume odpravimo čim hitreje [15].
Tehnološko usmerjeni testi, ki so kritični do projekta
Sprejemni testi pokrivajo dve kategoriji: funkcionalnostni testi in nefunkcio-
nalnostni testi. Pri slednjih se osredotočamo predvsem na kvalitete sistema,
ki niso funkcionalnosti našega produkta (kapaciteta, dostopnost, varnost...).
Ti testi so pogosto zanemarjeni. Smiselno jih je uporabiti glede na naravo
naše aplikacije. Na primer, če naša aplikacija opravlja operacije z občutljivimi
podatki, je smiselno dobro testirati varnost našega produkta in podobno [15].
2.6 Postavitev in izdaja programske opreme
Med izdajo programske opreme v produkcijsko okolje ter postavitvijo v testno
okolje obstaja nekaj razlik. Glavna razlika je nabor konfiguracij, ki se uporabi
za postavitev v različna okolja. Postavitev oziroma izdaja aplikacije mora
biti izvedena preko istega procesa, ne glede na okolje. Postopek postavitve
mora biti preprost: izberemo verzijo naše aplikacije in okolje, v katero želimo
postaviti produkt, nato pa sprožimo proces s pritiskom na gumb. Isti proces
uporabimo za postavitev in izdajo programske opreme. Implementacija ta-
kega postavitvenega cevovoda mora omogočati smiseln način posodabljanja
aplikacije in tudi povrnitev v preǰsnje stanje [14].
2.6.1 Načrt izdaje programske opreme
Izdaja programske opreme zahteva previdno načrtovanje. Z izdajnim planom
definiramo korake, v katerih bomo izvedli postavitev. Načrtovati moramo te-
stiranja in kako jih bomo vključili v dostavni proces. Določiti moramo tudi,
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kaj se zgodi v primeru neuspešne postavitve. Naš postavitveni proces mora
vsebovati tudi korake, s katerimi naredimo kopijo trenutnega stanja in ko-
rake, s katerimi posodobimo aplikacijo, ne da bi poškodovali stanje aplikacije.
V primeru napake moramo nuditi možnost povrnitve v zadnje delujoče sta-
nje. Prva postavitev se mora zgoditi ob prvi iteraciji našega produkta, ki ga
predstavimo naši stranki. Ciljno okolje postavitve je uporabnǐsko sprejemno
okolje UAT (angl. User Acceptance Testing). Najprej moramo zadovoljiti
predvsem tehnični vidik postavitve, saj bo v kasneǰsih iteracijah temelj za
dostavo produkta, ki bo imel tudi poslovno vrednost. Pred postavitvijo mo-
ramo imeti tudi definirana vsa okolja ter kaj jih sestavlja. Poskrbeti moramo,
da so vsa okolja čimbolj enaka. S tem zagotovimo konsistentnost in odpra-
vimo možne nepričakovane napake. Pri tem nam lahko bistveno pomaga tudi
virtualizacija [14].
2.6.2 Postavitveni cevovod
Postavitveni cevovod je proces povezanih korakov, ki izvede operacije od
razvijalčeve oddaje programske kode do postavitve produkta v končno oko-
lje. Tipični postavitveni cevovod je sestavljen iz več faz prikazanih na sliki
Slika 2.2. Prva faza se začne ob oddaji spremembe na programski kodi v re-
pozitorij sistema za upravljanje z različicami. Nato sistem za integracijo(CI
strežnik) zazna spremembo in sproži nov proces integracije. Najprej se izvede
kompilacija kode, izvedba enotskih testov in analiza kode. Če se enotski testi
izvedejo uspešno, zgradimo kodo v binarne datoteke, ki jih hranimo v obliki
artifaktov. Artifakti so zgrajeni deli aplikacije in morajo biti dosegljivi v ka-
sneǰsih fazah našega cevovoda, kar nam sodobni CI strežniki tudi omogočajo
z repozitorijem artifaktov. Druga faza je sestavljena iz sprejemnih testov, ki
ponavadi trajajo dlje časa. Smiselno je take teste razdeliti v več paralelnih
testiranj, s čimer lahko bistveno skraǰsamo čas izvedbe našega procesa. Po
končani drugi fazi se naš cevovod lahko razveji na postavitve v različna oko-
lja. V primeru na sliki Slika 2.2 se razveji na uporabnǐsko sprejemno okolje
(UAT), okolje za testiranje kapacitet in produkcijsko okolje. Postavitve v
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ta okolja ponavadi ne želimo izvesti avtomatizirano po opravljenih uspešnih
fazah. Postavitev v določeno okolje izvedemo ob želenem času s pritiskom
na gumb.
Slika 2.2: Preprost postavitveni cevovod [14].
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Poglavje 3
Primer podjetja
V tem poglavju želimo bralcem bolj podrobno predstaviti razvojni proces
podjetja, ki ga bomo obravnavali. Kot smo omenili že v uvodu diplom-
skega dela, se podjetje ukvarja z razvojem sistemov za upravljanje skladǐsč
(WMS). Stranke prihajajo iz celega sveta in njihova skladǐsča se razlikujejo
v velikosti, notranjih delovnih procesih, kot tudi po samih materialih, ki jih
skladǐsčijo. Tako je vsak projekt, ki ga podjetje prejme, specifičen in narejen
po meri, kar še dodatno poveča potrebo po učinkovitem razvojnem procesu.
Njihov način dela bi lahko definirali z agilnim pristopom k razvoju, saj so
svoj razvojni proces definirali s sledenjem metodologiji SCRUM1. Podjetje
deloma že izvaja pristop stalne dostave, v večji meri pa so implementirali le
stalno integracijo. Najprej želimo predstaviti njihov produkt in način dela
ter prikazati, v kolikšni meri so podprli omenjena pristopa ter izpostaviti po-
manjkljivosti oziroma področja, katera bi bilo smiselno izbolǰsati. Potrebno
pa se je zavedati, da je razvojni proces del stalne izbolǰsave in da nekaterih
področij enostavno še ne gre implementirati.
1Več o metodologiji lahko izveste na https://www.scrum.org/resources/what-is-scrum
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3.1 Arhitektura produkta
Razvoj produkta poteka tako, da razvijajo glavno vejo (angl. Main branch),
ki vsebuje vse razvite splošne komponente produkta in povzema vse večji del
funkcionalnosti, ki jih podjetje ponuja oziroma se jih uporablja v skladǐsčih.
Ob prejetju novega projekta to vejo le ”razvejijo”v nov projekt in ga po po-
trebi prilagodijo zahtevam stranke. Produkt je sestavljen iz odjemalca (angl.
client) poimenovanega AtlasWMS, podpornih storitev (angl. services) in
podatkovne baze Oracle, kot je prikazano na sliki Slika 3.1. S storitvami
podpirajo nekatere bolj pogoste operacije v skladǐsču, vendar kljub temu
nabori modulov med projekti variirajo predvsem glede na vrsto skladǐsča.
Različni delovni procesi znotraj skladǐsč pa zahtevajo drugačne logične pro-
cese v odjemalcu. Sistem podpira komunikacijo z zunanjim ERP sistemom
in je centraliziran s podatkovno bazo, na kateri odjemalec in večina storitev z
zapisi v podatkovno bazo prožijo dogodke, kateri posledično prožijo dogodke
na drugih komponentah (najbolj pogosto na odjemalcu). Vse podporne sto-
ritve delujejo samostojno in niso specifične za posamezen projekt, zato se
ne spreminjajo veliko, razen na specifičnih projektih in v konfiguraciji. Ob
uporabi sistema uporabniku niso direktno dosegljive. Komponente med se-
boj komunicirajo preko protokola TCP. Sklepamo lahko, da je arhitektura
produkta zmes storitveno usmerjene arhitekture(SOA) [32] in dogodkovno
usmerjene arhitekture(EDA) [31].
3.1.1 Odjemalec
Odjemalec je osrednji del del sistema in služi kot grafični vmesnik, ki odraža
stanje in ponuja podporo pri operacijah, ki se izvajajo v skladǐsču. Preko
odjemalca uporabniki prožijo nove operacije v skladǐsču in prejemajo povra-
tne informacije. Odjemalec je zasnovan tako, da za svoje delovanje potrebuje
le povezavo do podatkovne baze, vendar za izvajanje nekaterih pomembnih
operacij potrebuje dostop do podpornih storitev. V primeru, da projekt
vključuje storitvi DEXC in AOP, je potrebno omeniti, da sta zgrajeni skupaj
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Slika 3.1: Arhitektura produkta.
z odjemalcem. Natančneje: ker je njuno delovanje neposredno povezano z
odjemalcem so skupaj grajeni, izdani in postavljeni. Gradnja odjemalca vse-
buje tudi komponente, kot sta namestitveni program in zaganjalnik aplikacije
(angl. launcher).
3.1.2 Storitve
Storitve v sistemu samostojno izvajajo določene operacije v skladǐsču oziroma
služijo kot podporne storitve glavnemu odjemalcu. Vsem storitvam je skupno
povezovanje na podatkovno bazo ter ostale komponente preko protokola TCP
z uporabo IP naslova in številke vrat (angl. port number).
AOP
AOP (angl. Auto Order Processor) je storitev, ki se izvaja v ozadju in
avtomatsko upravlja z skladǐsčnimi nalogi.
DEXC
DEXC (angl. Data Exchanger) je storitev, ki skrbi za komunikacijo med
zunanjimi storitvami, v večini pa z ERP sistemom.
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Sokoban
Sokoban je storitev, ki je namenjena pospeševanju interne logistike v avtoma-
tiziranih skladǐsčih z iskanjem optimalnih poti za premik objektov iz enega
dela skladǐsča v drugega.
Simaster
Storitev, ki je bila razvita za namene razvoja, saj je glavna funkcionalnost,
da simulira premike fizičnih naprav v skladǐsču, ki med razvojem razvijalcem
niso na voljo.
TIMI
TIMI je storitev za komunikacijo med našim sistemom in z fizičnimi napra-
vami (roboti) v avtomatiziranih skladǐsčih.
Logserver
Logserver, kot že samo ime pove, je storitev, ki je odgovorna za agregacijo
dnevnǐskih zapisov. Ta preko TCP protokola prejema logiranja od odjemalca
ali storitev in jih hrani, kot da so bile izvedene lokalno. S tem omogočamo,
da aplikacija hrani logiranja na ločeni napravi.
Printserver
Printserver je storitev, ki je namenjena ustvarjanju in izpisu nalepk, ki se
uporabijo za označevanje predmetov, ki jih stranka skladǐsči.
3.1.3 Sistemske zahteve
Vse komponente sistema so spisane v programskem jeziku Java. Za svoje
izvajanje potrebujejo verzije programskega jezika, ki od projekta do projekta
variirajo med 1.4. (stari projekti) in 1.8. (noveǰsi projekti). Za hranjenje
podatkov podjetje uporablja podatkovno bazo Oracle; za stareǰse projekte
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uporabljajo verzijo 11.2.0.4, za noveǰse pa 12.2.0.1. Podjetje za svoje okolje
zahteva kreacijo posebnega sistemskega uporabnika, preko katerega upra-
vljajo s produktom. Produkcijski sistemi imajo tri uporabnike:
• uporabnika za upravljanje z odjemalcem,
• uporabnika za upravljanje z storitvami,
• uporabnika za upravljanje z bazami.
Več uporabnikov uporabljajo zaradi varnostnih razlogov, saj tako omejijo
dostop uporabnikom do posameznih komponent sistema. S tem uporabnikom
omogočijo izvajanje operacij le na tistih komponentah, za katere je sistemski
uporabnik namenjen.
3.2 Obstoječa infrastruktura
Podjetje za podporo svojih storitev uporablja več orodij. Glavni dve, ki
sta za nas zanimivi, sta sistem za upravljanje z različicami Bitbucket in
CI strežnik Bamboo. Ker sta obe orodji produkta podjetja Atlassian, nam
omogočata zelo dobro integracijo obeh orodij. Skupaj pokrivata glavnino
razvojnega procesa in sta temelja implementacije pristopa stalne dostave v
podjetju. V svoj razvojni proces so vključili tudi razvojni strežnik, ki ga
uporabljajo predvsem za postavitev podatkovnih baz Oracle in posameznih
okolij projektov za morebitna skupna testiranja.
3.2.1 Sistem za upravljanje z različicami Bitbucket
Ker smo glavne namene sistema za upravljanje z različicami že opisali, se
bomo sedaj osredotočili predvsem na funkcionalnosti, ki jih ponuja Atlassia-
nova rešitev Bitbucket. Bitbucket uporablja odprtokodni sistem za upravlja-
nje z različicami Git [30], katerega nadgradi z dodatnimi funkcionalnostmi.
Našteli bomo le glavne:
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• Pregledi kode: izbolǰsevanje kvalitete programske kode s stalno kola-
boracijo med člani ekipe, združevanje kode, pregledi kode...
• Nadzor dostopa do datotek.
• Nadzor nad upravljanjem z repozitorijem(kreacija novih vej ipd.).
• Zahteve za združitev, kjer lahko komentiramo posamezne dele kode za
bolǰso komunikacijo ob pregledu kode.
• Omogoča sledljivost nad datotekami.
• Podprta integracija s CI strežniki.
Bitbucket ločuje svoje repozitorije po projektih. Vsak projekt ima svoje
nastavitve pravic dostopa in urejanja vsebine repozitorijev znotraj projekta.
Git na posameznem repozitoriju omogoča kreiranje vej (angl. branch), s
katerimi omogočimo nemoteno delo na različnih delih našega produkta, na
koncu pa veje združimo v enoten repozitorij. Vsak projekt je sestavljen iz
več repozitorijev, s katerimi na smiselen način ločujemo datoteke [2].
3.2.2 CI strežnik Bamboo
Bamboo je strežnik, namenjen stalni integraciji (CI), ki ga uporabljamo za
upravljanje izdaje programske opreme. S strežnikom lahko ustvarimo ce-
vovod stalne dostave za posamezen projekt. Podpira dve vrsti projektov:
graditvene oziroma integracijske projekte in postavitvene oziroma dostavne
projekte. Za podporo stalni integraciji vsakemu projektu običajno defini-
ramo več graditvenih planov, ki integrirajo željeno aplikacijo oziroma kompo-
nente produkta na podlagi naših graditvenih skript. Kot večina CI strežnikov
tudi Bamboo podpira povezavo med repozitorijem sistema za upravljanje z
različicami in projektom na strežniku. Za posamezen plan lahko definiramo
več repozitorijev in za vsakega nastavimo, kdaj se sproži gradnja plana. Če
definiramo plan za stalno gradnjo (angl. Continuous build), nastavimo, da
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se ob vsaki spremembi na izbranem repozitoriju povezani plan začne izva-
jati. Definicija plana je sestavljena iz stopenj (angl. stages); vsaka stopnja
je sestavljena iz ene ali več nalog (angl. job), vsaka naloga pa je sestavljena
iz enega ali več opravil (angl. tasks). Za lažjo predstavo anatomije inte-
gracijskih planov si oglejmo sliko Slika 3.2. Kot večina CI strežnikov, nam
tudi Bamboo omogoča pošiljanje povratnih informacij na željen elektron-
ski naslov, s katerimi lahko obveščamo želeno skupino vpletenih v projekt.
Sporočilo je poslano po končani izvedbi plana in nam pove, ali je bila izvedba
uspešna ali ne, ter kdo je izvedel spremembo in kdo je odgovoren za nastalo
napako. Bamboo deluje po principu zmožnosti (angl. capabilities), ki jih
sami dodajamo z instalacijo orodij na strežnik. [1] Privzeto nam Bamboo
ponuja vrsto orodij, ki jih lahko uporabimo v opravilu za doseganje zasta-
vljenih ciljev (npr. prenos vsebine repozitorija v delovni direktorij opravila,
Gradle 2 opravilo, izvedba skripte, ipd.).
Za implementacijo stalne dostave strežnik Bamboo ponuja drugačne vrste
projektov; t.i. postavitvene projekte. Struktura takega projekta je sesta-
vljena iz definiranih planov postavitve. Posamezen dostavni projekt mora
biti povezan s planom iz projekta stalne integracije, saj nam ta zgradi po-
trebne artefakte (zgrajene binarne datoteke projekta, konfiguracije ipd.), ki
jih želimo dostaviti. Struktura postavitve v posamezno okolje je sestavljena
iz opravil, s katerimi definiramo postopek postavitve. [3]
3.2.3 Razvojni strežnik
Razvojna ekipa v podjetju za namene razvoja uporablja skupni strežnik. Na
strežniku imajo nameščene podatkovne baze Oracle in verzije programskega
jezika Java. Strežnik uporabljajo predvsem za dostop do podatkovnih baz in
postavitev nekaterih storitev, ko jih potrebujejo dalj časa.
2Graditveno orodje. Več o orodju Gradle na https://gradle.org
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Slika 3.2: Anatomija Bamboo plana [3].
3.3 Stalna integracija in dostava programske
opreme v podjetju
Z uporabo CI strežnika je podjetje naredilo prve korake k uvedbi pristopov
stalne integracije in stalne dostave. V nadaljevanju bomo opisali implemen-
tacijo obeh pristopov v podjetju in izpostavili pomanjkljivosti. Najprej pa
bomo predstavili, kako so implementirali upravljanje s konfiguracijami, kar
je predpogoj za implementacijo obeh pristopov.
3.3.1 Upravljanje konfiguracij v podjetju
Podjetje s konfiguracijami upravlja z uporabo sistema za upravljanje z različicami
Bitbucket. Vsak projekt v podjetju ima svoj projekt v sistemu Bitbucket.
Glavna veja produkta je sestavljena iz repozitorijev:
• Odjemalec: izvorna koda odjemalca, izvorna koda za storitvi DEXC in
AOP, graditvena skripta, skripte za postavitev baze, bazne procedure
in paketi...
• Konfiguracije: za komponente glavne veje.
• Vse storitve, ki jih podjetje implementira v svoje projekte. Vsaka v
svojem repozitoriju, kjer ima svojo izvorno kodo in graditveno skripto.
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Vsebina projektnega Bitbucket projekta pa je sestavljena iz naslednjih repo-
zitorijev:
• Odjemalec: izvorna koda odjemalca (veja iz glavne veje), izvorna koda
za storitvi DEXC in AOP3, graditvena skripta, skripte za postavitev
baze, bazne procedure in paketi...
• Konfiguracije: za vse komponente projekta, ločene po direktorijih glede
na okolja.
• Repozitoriji za storitve, ki vsebujejo projektno specifične spremembe
(se razlikujejo od glavne veje produkta).
Za vsak repozitorij imajo definirani dve veji: glavno ali master vejo in ra-
zvojno ali develop vejo. Princip uporabe več vej za posamezen repozitorij
je, da med razvojem razvojniki razvijajo na razvojni veji, ko so zadovoljni
s spremembami, pa vejo združijo z glavno. Vsebina glavne veje je zadnja
izdaja v produkcijo. Vse revizije repozitorijev so ob izdaji komponente tudi
označene z Git oznako (angl. Git tag), kar nam omogoča rekreacijo kompo-
nente za določeno izdajo, nimajo pa nikakršnega sistema za vodenje evidence,
katere verzije komponent sestavljajo posamezno okolje. Tako ne moremo re-
kreirati celotnega okolja na način, kot je bilo postavljeno ob izdaji oziroma
na določeni točki razvoja. Operativna ekipa mora pogosto povpraševati ra-
zvojno ekipo, katero verzijo določene storitve morajo postaviti v produkcijsko
okolje. Drugi problem, ki ga opažamo je, da nimajo verzijoniranih nobenih
sistemskih konfiguracij, oziroma definicij okolja. Več o postavitvi okolij bomo
povedali kasneje.
3.3.2 Gradnja produkta
Za gradnjo svojih komponent, podjetje uporablja graditveno orodje Gra-
dle [11]. Za vsako komponento imajo svojo Gradle skripto, kjer imajo de-
finirane vse odvisnosti komponente (knjižnice, module ipd.) in posamezna
3V primeru, da sta vključena v projektu.
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Gradle opravila (angl. Gradle tasks). Spisali so Gradle skripte, ki se razli-
kujejo po nalogah glede na vrsto komponente sistema:
• Odjemalec:
– gradnjo binarnih datotek, instalacijskih datotek in zaganjalnika(angl.
launcher),
– izdajo komponente,
– postavitev v okolje.
• Moduli: gradnja binarnih datotek, izdaja komponente, postavitev.
• Podatkovna baza: gradnja vseh entitet v podatkovni bazi.
Izdaja komponente v tem kontekstu pomeni, da revizijo (trenutno stanje)
repozitorija označimo z Git oznako, katere tekst je spremenljivka, ki jo poda
razvijalec ob izdaji komponente. Tako lahko kasneje na podlagi Git oznake
pridobimo in rekonstruiramo komponento, ki je bila izdana na neki točki v
razvoju.
3.3.3 Stalna integracija
Uporaba CI strežnika Bamboo je omogočila implementacijo stalne integra-
cije v podjetju. Kot smo omenili, Bamboo ponuja dve vrsti projektov. V
tem podpoglavju se bomo osredotočili na graditvene (integracijske) projekte.
Vsak projekt ima svoj graditveni projekt na strežniku Bamboo. Projekt
je v tem primeru glavni del sistema, torej le odjemalec in storitvi DEXC in
AOP. Ostale podporne storitve imajo svoj graditveni projekt, saj se razvijajo
ločeno od odjemalca. Razvojna ekipa je za vsak projekt definirala več pla-
nov. Običajen projekt je sestavljen iz naslednjih planov, ki jih lahko vidimo
tudi na sliki Slika 3.3:
• Stalna gradnja (integracija) odjemalca.
• Kandidat za izdajo (angl. Deploy Candidate) odjemalca.
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• Stalna integracija podatkovne baze.
Slika 3.3: Prikaz planov običajnega projekta.
Vsakemu planu lahko dodamo več repozitorijev iz sistema za upravljanje z
različicami, katerih vsebino lahko prenesemo v delovni direktorij opravila. Pri
večini planov imamo definirano le eno stopnjo, ki je sestavljena iz ene naloge,
ta pa ima dva ali več opravil, ki se izvedejo ena za drugo, kot je prikazano
na sliki Slika 3.4. V večini primerov naloga vsebuje naslednja opravila:
1. Prenos vsebine repozitorija v delovni direktorij:
• izvorna koda
• graditvena skripta
2. Sprožitev skripte za gradnjo programske kode v delovnem direktoriju.
Potrebno je omeniti razliko med planom za stalno gradnjo in kandidatom za
izdajo. Stalna gradnja se zgodi ob vsaki spremembi na izbranem repozitoriju
v sistemu za upravljanje z različicami Bitbucket. Pri gradnji ne ohranjamo
zgrajene kode oziroma artefaktov, saj je smisel takega plana le integracija.
Kandidat za postavitev pa se izvede, kadar želimo izdati produkt, torej ga
sprožimo ročno. Gradnja kandidata za postavitev vsebuje dodatno Gradle
opravilo za izdajo verzije komponente, ki smo ga omenili v podpoglavju Gra-
dnja produkta. Druga razlika je tudi, da kandidatu definiramo artefakte, kot
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Slika 3.4: Prikaz opravil v nalogi kandidata za izdajo.
je prikazano na sliki Slika 3.5. Artefakte definiramo tako, da podamo vzorce
poti (angl. path), s katerimi določimo, katere datoteke sestavljajo določen
artefakt. Ti pa so potem na voljo za postavitev v postavitvenih projektih.
Slika 3.5: Prikaz definicije artefaktov.
3.3.4 Testiranje v podjetju
Največja pomanjkljivost, ki jo opažamo v podjetju je, da ne uporablja av-
tomatskih testiranj; vsa testiranja upravljajo ročno. Tako morajo razvijalci
vsakič, ko želijo preveriti svoje spremembe komponento zgraditi, pognati ter
se “preklikati“ skozi operacije, ki jih želijo preveriti. Tako testiranje je pre-
cej zamudno, saj si pred testom morajo razvijalci najprej ustvariti testne
podatke ter jih ročno vnesti v podatkovno bazo, da potem lahko pričnejo
s testom. V primeru, da njihove spremembe niso pravilne, morajo posto-
pek ponoviti. Tak način testiranja povzroča precej frustracij, hkrati pa je
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velika možnost, da razvijalec med testiranjem izpusti kakšen primer ali pa
napačno potrdi pravilnost. Enako velja za sprejemne teste. Te izvajajo v
UAT okolju, saj zaradi podobnosti s produkcijskim okoljem najbolj prime-
ren. Hkrati pa so glavni testerji uporabniki sami, kar je smiselno, saj bodo
oni končni uporabniki sistema. Morebitna integracijska testiranja razvojniki
izvedejo tudi na skupnem strežniku, ampak bolj poredko, saj večji del te-
stiranj opravijo kar v svojem lokalnem razvojnem okolju. Njihov pristop k
testiranju se predvsem zanaša na UAT okolje pri stranki, kjer usposobljeni
uporabniki testirajo in javljajo napake nazaj razvojni ekipi. Tak način dela
porabi veliko virov, saj zahteva visoko stopnjo medsebojne komunikacije in
stalno pripravljenost razvojne ekipe. Z uvedbo avtomatskih testov bi lahko
bistveno zmanǰsali verjetnost napak, kar bi vodilo k zmanǰsanju dodatnih
popravkov ter sprostitvi razvojne ekipe za delo na drugih projektih.
3.3.5 Okolja programske opreme v podjetju
Podjetje je za svoj razvojni proces definiralo tri okolja:
• razvojno okolje: lokalno pri razvijalcu in skupni strežnik,
• produkcijsko okolje,
• UAT okolje.
Privzeto podjetje za postavitev svojega produkta uporablja operacijski sis-
tem Linux, ker pa nekatere stranke zahtevajo postavitev v operacijski sistem
Windows Server, mora razvojna ekipa podpreti oba sistema. To se pozna
predvsem pri pripravi okolja in zagonskih skript. Idealno bi imeli na vseh
projektih v vseh okoljih isti operacijski sistem. S tem bi zmanǰsali delo in
konfiguracije, ki so potrebne za ohranjanje postavitve v obeh operacijskih
sistemih na en operacijski sistem. To bi lahko dosegli z uporabo virtualnih
okolij, na katerih bi vsak član ekipe imel svojo lokalno podatkovno bazo, po-
trebno verzijo programskega jezika in vse podporne storitve. Dodatno delo
imajo predvsem sistemski inženirji, saj morajo poskrbeti za enako delovanje
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v obeh operacijskih sistemih. Preden začnemo z opisom posameznega okolja,
je potrebno poudariti, da pristop stalne dostave priporoča čim večjo podob-
nost med okolji, s čimer zagotovimo manǰso verjetnost napak ob postavitvi
produkta v produkcijsko okolje.
Razvojno okolje
Razvojno okolje je v sestavljeno iz lokalnega okolja razvijalca, torej osebna
delovna postaja in skupnega razvojnega strežnika. Skupni razvojni strežnik
je nujno potreben zaradi postavljenih podatkovnih baz, za katere skrbi sis-
temski inženir iz operativne ekipe, saj je upravljanje s podatkovnimi bazami
Oracle precej specifično znanje in razvojniki niso v tem specializirani, niti ni
to njihovo delo. Podporne storitve si na strežnik za morebitna skupna testi-
ranja postavljajo razvijalci sami. Razvijalci skrbijo za svoje lokalno okolje,
kjer si sami ročno postavljajo potrebne storitve. Ker največ razvoja po-
teka na odjemalcu, tega gradijo kar znotraj IDE. Tak način gradnje ne pov-
zroča problemov, saj uporabljajo iste graditvene skripte kot za gradnjo na CI
strežniku. Med razvojem za izvajanje nekaterih operacij potrebujejo posta-
vljene tudi ostale komponente. Razvojniki pogosto ne želijo postavljati vseh
komponent, saj je to delo zamudno; komponente morajo zgraditi, konfiguri-
rati in pognati. V primeru menjave okolje na drug projekt se seveda postopek
ponovi. Kot smo omenili, projekti uporabljajo različne verzije programskega
jezika Java. To predstavlja še dodaten problem, saj morajo razvijalci ob
prehodu na drug projekt, ki uporablja drugo verzijo jezika, spremeniti tudi
lokalne sistemske nastavitve. Razvojno okolje je sestavljeno iz:
• Java SDK.
• Okoljske spremenljivke.
• Graditveno orodje Gradle.
• IDE.
• Skupna podatkovna baza Oracle, nameščena na strežniku.
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• Posamezne storitve glede na izražene potrebe.
• Storitev Simaster za simulacijo fizičnih naprav v skladǐsču. 4
Ker si razvijalci delijo razvojno okolje oziroma strežnik in uporabljajo skupno
podatkovno bazo tak pristop predstavlja možna tveganja in ovire. Tveganja
se pojavijo med izvajanjem večjih sprememb na shemi podatkovne baze, saj
ob napaki ostalim sodelujočim lahko onemogoči delo. Tak način dela ne
omogoča individualne suverenosti, oziroma upočasni sam razvoj. Dodatna
ovira se pojavi, če želi na skupnem strežniku nekdo postaviti okolje za pro-
jekt, ki potrebuje drugačne sistemske nastavitve. Lahko bi sicer našli način,
ki bi omogočal tak način dela, vendar tako povzročimo več problemov kot
koristi, saj tako okolje ni podobno oziroma enako produkcijskemu in zahteva
drugačne konfiguracije in več dodatnih nastavitev. Iz vidika sistemskih kon-
figuracij se pojavi nekonsistentnost v razvojnem okolju, saj delovne postaje
razvijalcev uporabljajo operacijski sistem Windows, strežnik pa distribucijo
sistema Linux. V idealnem primeru bi že v fazi razvoja imeli na voljo celotno
okolje, ki je enako produkcijskemu in bi ga lahko razvijalci sami na avtomati-
ziran način postavili v lokalno okolje ali pa na skupen strežnik. Način posta-
vitve okolja ne sme ustvariti konfliktov z obstoječimi nastavitvami sistema,
v katerem je postavljeno.
Produkcijsko okolje
Produkcijsko okolje je okolje, kjer končni produkt podjetja opravlja svoje
delo, vodenje skladǐsča. To okolje je najbolj pomembno in najbolj kritično
za delovanje našega produkta, saj je delovanje sistema ključno za poslovanje
skladǐsča, napake pa lahko povzročajo velike stroške. To okolje je posta-
vljeno na strežniku pri stranki v omrežju skladǐsča, preko katerega dostopa
do strankinega ERP sistema. WMS se preko istega omrežja povezuje in
upravlja naprave v skladǐsču, zato sistem vsebuje storitev TIMI, saj storitev
4V primeru, da gre za avtomatsko skladǐsče.
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Simaster ni potrebna. To okolje ne sme vsebovati nobenih razvojnih orodij,
vsebuje pa:
• Java JRE.
• Vse module(razen Simaster).
• Odjemalec (skupaj z instalacijskimi datotekami in zaganjalnikom).
• Podatkovna baza (z sistemi za kreiranje varnostnih kopij).
• Sistemske nastavitve:
– uporabnik za odjemalca,
– uporabnik za storitve,
– uporabnik za podatkovno bazo,
– okoljske spremenljivke, potrebne za delovanje sistema.
Ker je to okolje najbolj občutljivo na spremembe, moramo dobro testirati
naš razvoj na okolju, ki je čim bolj temu podobno.
Uporabnǐsko sprejemno okolje
Uporabnǐsko sprejemno okolje ali UAT okolje je prav tako postavljeno pri
stranki, in sicer na ločenem strežniku kot produkcijsko, saj je namenjeno
uporabnikom (zaposlenim v skladǐsču), da testirajo aplikacijo znotraj njiho-
vega okolja. To pomeni, da je naš sistem postavljen v okolju, ki je podobno
produkciji, kjer imamo postavljene vse komponente (odjemalec, podatkovna
baza, storitve) produkcijskega okolja, razen storitve TIMI. Na fizične na-
prave se naš sistem povezuje le v produkcijskem okolju, zato je v UAT okolju
še vedno prisotna storitev Simaster. To okolje je predvsem namenjeno, da
pokažemo stranki nove spremembe, in da uporabniki stestirajo vse operacije,
ki bi jih običajno izvajali v skladǐsču. Ker je podobno produkcijskemu, to
okolje prav tako ne vsebuje nobenih razvojnih orodij (IDE, Gradle), program-
ski jezik Java pa vsebuje samo JRE, ki pa je zapakiran že v samo instalacijo,
zato Jave ni potrebno dodatno naložiti v ciljno okolje.
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3.3.6 Ročna priprava okolij
Operativna ekipa v podjetju še vedno postavlja okolja ročno. Priprava okolja
je sklop ponavljajočih, časovno zahtevnih operacij, ki kljub ponavljanju še ve-
dno zahtevajo veliko specifičnega znanja. Sistemski inženir v podjetju lahko
porabi tudi do en dan, da pripravi novo produkcijsko okolje za stranko, kar je
nepotrebna poraba virov, če lahko ta postopek popolnoma avtomatiziramo.
Ročni način postavitve okolij predstavlja določeno stopnjo tveganja, saj se
lahko okolja istega projekta med seboj precej razlikujejo. Hkrati pa je težko
ohranjati nadzor nad spremembami in opravljenimi dodatnimi konfiguraci-
jami v razvojnem okolju, katere se lahko pozabijo prenesti in implementirati
tudi v ostala okolja. Posledično razvojna ekipa nikoli ni povsem prepričana v
pravilnost okolij, kar povzroča še dodaten stres, ko pride do zagona projekta
v produkciji. Ker podjetje še ni točno definiralo načina postavitve okolij
in nima nikakršnega pregleda in nadzora nad konfiguracijami okolij, je pra-
vilna postavitev v večini odvisna od kompetentnosti sistemskega inženirja in
urejenosti njegovega dela.
3.3.7 Stalna dostava
Tako kot stalna integracija je tudi stalna dostava implementirana z upo-
rabo strežnika Bamboo. Kot smo omenili že pri opisu CI strežnika, nam ta
omogoča definiranje postavitvenih projektov, ki so sestavljeni iz postavitve-
nih planov oziroma okolij. Primer postavitvenega projekta lahko vidimo na
sliki Slika 3.6. Postavitveni projekti so povezani z graditvenimi plani oziroma
kandidati za postavitev, ki nam zgradijo artefakte, ki jih želimo postaviti v
okolje. Kot smo že omenili, je glavni del produkta sestavljen iz odjemalca
in storitev AOP in DEXC. Ti so tesno povezani tako v gradnji, kot tudi pri
postavitvi, saj si delijo graditvene in postavitvene projekte. Za ostale pod-
porne storitve pa tako kot pri integraciji imajo definirane svoje postavitvene
projekte. Podjetje je za večino projektov definiralo postavitvene plane za
UAT in produkcijsko okolje. Vsaka komponenta znotraj postavitvenega pro-
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jekta pa ima svojo definicijo postavitve. Kar pomeni, da je potrebno vsako
komponento ločeno postaviti. Posamezno definicijo po istem principu kot
gradnjo definiramo z uporabo opravil. Postavitveni proces je vedno enak, in
sicer definiran z naslednjimi operacijami:
• Čǐsčenje delovnega direktorija, v primeru, da so tukaj ostale datoteke
preǰsnje postavitve.
• Prenos artefaktov, kjer definiramo, katere artefakte želimo postaviti.
• Prenos konfiguracij iz repozitorija s konfiguracijami.
• Skripta za dodajanje zagonskih pravic graditveni skripti, v primeru, da
jih nima nastavljenih.
• Opravilo, ki požene Gradle skripto, ki na podlagi podanih parametrov
izvede nalogo za postavitev. Ta naloga sprejme parameter s potjo do
datoteke z lastnostmi postavitve (angl. deployment properties):
– IP naslov ciljnega okolja ter številka vrat,
– ime uporabnika ter geslo za dostop do ciljnega okolja,
– ciljno lokacijo postavitve v okolju,
– pot do konfiguracij, potrebnih za komponento.
Definicijo postavitvenega procesa lahko vidimo tudi na sliki Slika 3.7. Opa-
Slika 3.6: Postavitveni projekt.
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Slika 3.7: Prikaz definicije postavitvenega plana.
zili smo, da za nekatere projekte razvojna ekipa nima definiranih vseh po-
stavitvenih planov. Pogosto se dogaja, da zaradi časovne stiske nekatere
komponente v produkcijsko okolje ročno postavijo kar razvijalci sami, saj po
zaključku projekta morajo hitro preusmeriti svojo pozornost na drug projekt,
s čimer pogosto za seboj pustijo nepopolno definirane postavitvene projekte.
Razlog za tak način dela je ročno definiranje dostavnih planov na strežniku
Bamboo, navkljub temu, da Bamboo omogoča skriptiranje svojih planov -
tako graditvenih, kot tudi postavitvenih. Stalno dostavo programske opreme
izvajajo zaenkrat le na okoljih pri stranki (produkcijsko in UAT), niso pa
vključili postavitve produktov v lokalna okolja pri razvijalcih. S tem bi pri-
dobili večjo konsistentnost okolij že v fazi razvoja. Postavitev produkta preko
CI sistema v lokalna okolja razvijalcev ni smiselna, saj hitro pride do konflik-
tov v sistemskih nastavitvah zaradi večje nepredvidljivosti okolja. Postavitev
preko CI strežnika je smiselna, ko je končno okolje strežnik. Razvojna ekipa
potrebuje način, s katerim bodo lahko razvijalci sami na preprost način pri
sebi lokalno postavili katerokoli okolje na avtomatiziran način, poleg tega pa
to okolje ne bo povzročalo konfliktov z ostalimi sistemskimi nastavitvami in
bo vsebovalo okolje, ki je enako produkcijskemu.
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3.4 Razvojni cikel produkta
Razvijalci razvijajo in gradijo programsko kodo na svojem razvojnem računalniku.
Vse vire, potrebne za razvoj sistema, prenesejo iz sistema za upravljanje z
različicami. Razvijalec opravlja spremembe na programski kodi, nato pa
kodo zgradi znotraj integriranega razvojnega okolja. Sledi izvajanje ročnega
testiranja in ko je zadovoljen s spremembami, jih odda v sistem za upra-
vljanje z različicami. Strežnik Bamboo preverja repozitorij za spremembe
in kjer je nastavljeno, sproži gradnjo komponente, pri kateri je bila opra-
vljena sprememba. To je lahko odjemalec, ena od podpornih storitev ali pa
podatkovna baza. V primeru, da smo zadovoljili dovolj zahtev stranke, se
projektni vodja dogovori za postavitev nove iteracije produkta v UAT oko-
lje, kjer ga bo stranka dodatno testirala še na fizičnih napravah v skladǐsču.
V primeru odkritih napak, jih razvojna ekipa začne odpravljati. Ko so vse
težave odpravljene in sistem deluje kot mora, se začne tudi izdaja ter posta-
vitev produkta v produkcijsko okolje. Prikaz razvojnega cikla lahko vidimo
na Sliki 3.8 označenega z številkami(1., 2., 3. in 4.).
Slika 3.8: Razvojni cikel produkta.
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3.5 Sklepi
Podjetje nujno potrebuje povečano stopnjo avtomatizacije razvojnih proce-
sov. Osredotočili se bomo predvsem na avtomatizacijo gradnje in postavitve
okolja, saj želimo zagotoviti konsistentnost, ne glede na to v kateri fazi ra-
zvojnega procesa je okolje uporabljeno. To bomo dosegli s pomočjo lahke
virtualizacije(kontejnerizacije), saj želimo, da lahko naša okolja postavljamo
tudi v že virtualizirana okolja; predvsem virtualizirane strežnike in oblačne
storitve. Definicije virtualnih okolij lahko verzijoniramo, kar nam omogoča
pregled nad strukturo okolij, opravljenimi spremembami in rekonstrukcijo
določene verzije okolja. Avtomatizacija gradnje okolja bo razbremenila pred-
vsem operativno ekipo, hkrati pa zagotovila, da bo produkt vedno pripravljen
na postavitev, ne glede na razpoložljivost sistemskih inženirjev v operativni
ekipi. Ena od večjih opaženih pomankljivosti je vpletenost razvijalcev v po-
stavljanje okolij. Razvijalcem moramo omogočiti nemoteno delo na logiki
programske kode, brez izgubljanja časa s postavitvijo entitet in konfiguracijo
okolja. S tem namenom bomo razvili rešitev, ki bo omogočala postavitev
razvojnega okolja v lokalno razvijalčevo okolje. Postavitev okolja mora biti
popolnoma avtomatizirana. Razvijalec bo moral le izbrati projekt, in ver-
zijo okolja, ki ga želi postaviti. Način postavitve bo omogočal avtomatsko
posodobitev na novo verzijo okolja ali pa povrnitev v preǰsnje stanje. Poso-
dobitve se bodo lahko izvedle na eni ali pa vseh storitvah v okolju. Poleg sto-
ritev bo naša rešitev omogočala avtomatizacijo postavitve podatkovne baze
v virtualiziranem okolju, kar pomeni, da bomo razvijalcem omogočili delo na
lastnih podatkovnih bazah, ki so prav tako postavljene v lokalnem okolju.
To bo omogočilo suveren pristop k delu na podatkovni bazi. Izpostavili smo
pomanjkljivosti na področju testiranja njihovega produkta. Ker še vedno
izvajajo ročna testiranja, bo avtomatizacija postavitve okolja z možnostjo
povrnitve preǰsnjega stanja pripomogla k pospešitvi in poenostavitvi izva-
janja testiranj. Razvijalci bodo z izvedbo le nekaj ukazov postavili celotno
okolje. V primeru težav lahko stanje okolja povrnejo ali pa v celoti zgradijo
na novo, ne da bi izgubljali čas z konfiguriranjem okolja. Avtomatizirali bomo
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tudi kreacijo graditvenih in postavitvenih projektov na strežniku Bamboo,
saj so njihovi postavitveni plani pomanjkljivi predvsem zaradi pomanjka-
nja časa za kreacijo le-teh. Zato bomo spremenili način kreacije graditvenih
in postavitvenih planov z uporabo programske kode Bamboo specs. Ta bo
standardizirala in pospešila kreacijo novih in posodobitve starih projektov.
Poglavje 4
Uporabljena orodja in
tehnologije
Za lažje razumevanje našega razvoja bomo najprej predstavili orodja oziroma
tehnologije, ki smo jih uporabili pri razvoju. Potrebno je poudariti, da orodja
oziroma tehnologije ponujajo veliko več, kot smo omenili. Opisi vsebujejo le
tista področja, ki so potrebna za razumevanje naše implementacije rešitve za
diplomsko delo.
4.1 Docker
Docker je odprtokodna rešitev namenjena razvoju, postavitvi in poganja-
nju programskih rešitev z uporabo vsebnikov (angl. containers). Uporabi
Linux vsebnikov za postavitev aplikacij pravimo kontejnerizacija. Z name-
nom hitreǰsega razvoja nam omogoča, da ločimo aplikacijo od infrastrukture.
Docker nam omogoča, da na enak način upravljamo z infrastrukturo, kot
upravljamo z aplikacijami. Ponuja moč pakiranja in poganjanja aplikacij v
izoliranem okolju, imenovanem vsebnik. Izolacija in varnost nam omogočata
poganjanje mnogih vsebnikov na določenem gostitelju. Vsebniki so lahki, ker
ne potrebujejo dodatne obremenitve hipervizorja, ampak tečejo neposredno
v jedru gostitelja. To pomeni, da lahko na določeni strojni opremi poganjamo
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več vsebnikov, enako, kot če uporabljamo klasične virtualne stroje. Docker
vsebnike lahko poganjamo na virtualnih strojih ali pa v storitvi za orkestra-
cijo, kot je Kubernetes. Narava platforme pa omogoča enako delovanje v
različnih okoljih [23].
4.1.1 Docker Engine
Docker Engine je programska rešitev, ki deluje po principu odjemalec -
strežnik in je sestavljena iz naslednjih glavnih komponent:
• Strežnik, ki je namenjen dolgotrajnemu delovanju oziroma deluje kot
prikriti proces oziroma dockerd daemon.
• REST API, ki določa vmesnike, ki jih programi lahko uporabljajo za
pogovor z daemonom in jim posreduje ukaze.
• Vmesnik z ukazno vrstico
Vmesnik z ukazno vrstico (CLI) uporablja Docker REST API za kontroli-
ranje in interakcijo z Docker daemonom z uporabo skriptiranja ali ukazov
izvršenih preko vmesnika CLI. Na ta način deluje tudi veliko ostalih Docker
aplikacij. Vloga daemona je kreiranje in upravljanje Docker objektov, kot so
slike vsebnikov, vsebniki, omrežja in nosilci datotek [23].
4.1.2 Docker arhitektura
Docker deluje po principu odjemalec - strežnik. Odjemalec komunicira z
Docker daemon procesom, ki opravlja gradnjo, poganjanje in distribucijo
Docker vsebnikov. Odjemalec lahko komunicira z omenjenim procesom, ki
deluje na odjemalčevemu sistemu ali pa se povezuje na zunanji sistem. Med
seboj komunicirata preko REST API vmesnika z uporabo UNIX vtičnikov
oziroma omrežnega vmesnika [23].
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Docker Daemon
Prikriti proces oziroma Docker daemon posluša in upravlja objekte kot so
Docker slike, vsebniki, omrežja in volumni. Prav tako pa lahko komunicira z
drugimi prikritimi procesi z namenom upravljanja Docker storitev [23].
Odjemalec
Odjemalec primarno komunicira s prikritim procesom Docker daemon s pošiljanjem
docker ukazov preko Docker API vmesnika, katere prikriti proces dockerd
izvrši. Odjemalec se lahko povezuje na več Docker daemon procesov [23].
Register
Register je namenjen shranjevanju Docker slik. Na voljo imamo več oblačnih
ponudnikov(npr. Amazon Web Services, Google Cloud...), ki vključujejo re-
gister kot eno izmed storitev. Privzeto pa Docker uporablja javni register
Docker Hub, kjer lahko hranimo javne repozitorije slik ali pa zakupimo za-
sebne. Tehnologija nam omogoča tudi lastno postavitev registra. Ob uporabi
ukazov docker pull ali pa docker run se zahtevane slike za izvedbo ukazov
prenesejo iz nastavljenega registra. Shranjevanje slik v register pa dosežemo
z ukazom docker push, ki shrani Docker sliko v nastavljeni register [23].
4.1.3 Objekti
Slike
Slika je sestavljena iz predloge napisanih ukazov za gradnjo Docker vsebnika.
Pogosto slika že temelji na neki sliki, katero lahko dodatno prilagodimo.
Slike lahko kreiramo sami ali pa uporabimo tiste, ki so jih pripravili in ob-
javili drugi v javnem registu(npr. Docker Hub). Sliko zgradimo tako, da
ustvarimo datoteko Dockerfile v kateri s preprosto sintakso definiramo ko-
rake potrebne za gradnjo in zagon vsebnika. Pri gradnji slike lahko vstavimo
binarne datoteke aplikacije in določimo, kateri ukaz naj se sproži kot začetni
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proces ob zagonu vsebnika. Vsak ukaz v Dockerfile datoteki ustvari svojo
plast v sliki. Ob spremembah in ponovni gradnji se ponovno zgradijo le pla-
sti, na katerih je bila narejena sprememba. Ta lastnost omogoča, da slike
porabijo veliko manj virov, predvsem prostora na pomnilniku v primerjavi z
drugimi tehnologijami virtualizacije [23].
Vsebniki
Vsebnik je izvajana instanca slike, katerega lahko ustvarimo, zaženemo, usta-
vimo, premaknemo ali pa izbrǐsemo z uporabo Docker API vmesnika ali pa
preko CLI vmesnika. Vsebnike lahko povezujemo v omrežja, jim dodelimo
nosilce datotek (angl.volume). Privzeto so vsebniki relativno dobro izolirani
od ostalih vsebnikov in od gostiteljskega stroja. Definicija vsebnika izvira
predvsem iz slike in nastavitev ob ustvaritvi oziroma zagonu vsebnika. Ob
odstranitvi izgubimo vse spremembe stanj, ki niso shranjene v trajen pomnil-
nik oziroma nosilca datotek [23].
Nosilci datotek
Nosilec datotek (angl. volume) je direktorij znotraj enega ali več vsebnikov,
ki obidejo datotečni sistem Union File System. Nosilci so oblikovani tako,
da ostanejo podatkovno neodvisni od življenskega cikla vsebnika. Docker
ob izbrisu vsebnika ne izbrǐse nosilcev avtomatsko, za to moramo poskrbeti
sami [20].
4.1.4 Docker Python SDK
Programska knjižnica za programski jezik Python omogoča izvajanje vseh
Docker operacij znotraj Python aplikacij, saj komunicira z Docker Engine
API vmesnikom. [24] Docker ponuja več programskih knjižnic za različne
programske jezike, lahko pa dostopamo do API vmesnika preko HTTP odje-
malca [21]. Mi smo izbrali programski jezik Python predvsem zaradi ostalih
orodij, ki smo jih uporabili pri razvoju naše rešitve.
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4.2 Kubernetes
Kubernetes je prenosna, razširljiva, odprtokodna platforma za upravljanje
kontejnerskih delovnih obremenitev in storitev, ki omogoča tako deklarativno
konfiguracijo, kot tudi avtomatizacijo. V produkcijskih okoljih moramo upra-
vljati z vsebniki, da zagotovimo delovanje brez izpada storitve. Kubernetes
nam nudi ogrodje (angl. framework) za poganjanje porazdeljenih sistemov na
odporen način, saj omogoča funkcionalnosti kot so: skaliranje, ponovni zagon
ob prekinitvi, postavitveni vzorci (npr. kanarska postavitev)... Kubernetes
omogoča:
• Odkrivanje storitev in porazdelitev bremen:
lahko izpostavimo vsebnik z uporabo DNS imena ali pa mu določimo
svoj IP naslov. V primeru visokega prometa, Kubernetes lahko poraz-
deli breme oziroma promet, da omogoči stabilno delovanje.
• Orkestracija pomnilnika:
avtomatično dodajanje pomnilnǐskih sistemov (lokalnih, oblačnih...).
• Samodejno uvajanje in odvajanje:
lahko opǐsemo željeno stanje postavitve vsebnikov, Kubernetes pa po-
skrbi za spremembo stanja na kontroliran način.
• Samodejno pakiranje v koše(angl. Automatic bin packing):
Kubernetes nam omogoča določiti, koliko procesorske moči in delovnega
pomnilnika potrebuje vsak vsebnik. Če so potrebe specificirane, lahko
Kubernetes bolje upravlja z viri.
• Samozdravljenje:
– znova zažene neuspele vsebnike,
– zamenja vsebnike,
– ustavi vsebnike, ki so neodzivni na naša definirana preverjanja
zdravja
52 Gregor Sintič
– uporabnikom ne ponudi vsebnikov, ki niso pripravljeni
• Upravljanje s konfiguracijami in skrivnostmi:
Kubernetes nam omogoča shranjevanje in upravljanje občutljivih infor-
macij, kot so gesla, avtentikacijski žetoni in ssh ključi. Omogoča nam
postavitev in posodabljanje skrivnosti in konfiguracije brez ponovne
gradnje vsebnǐskih slik, ne da bi izpostavili skrivnosti v konfiguraciji
postavitve [7].
4.2.1 Arhitektura
Da lažje razumemo, kako deluje tehnologija Kubernetes, si jo moramo pred-
stavljati kot sistem, ki je zgrajen iz plasti, kjer vsaka plast abstrahira komple-
ksnosti nižjih plasti. V samem jedru, Kubernetes združuje posamezne fizične
ali virtualne stroje v gručo (angl. cluster) z uporabo skupnega omrežja,
preko katerega naprave medseboj komunicirajo. Ta gruča je platforma, kjer
konfiguriramo vse Kubernetes komponente, zmožnosti in delovne obreme-
nitve. Vsak stroj v gruči ima svojo vlogo. Eden od strežnikov deluje kot
glavni (angl. master) strežnik, ki izpostavi API za uporabnike in odjemalce,
preverja zdravje ostalih strežnikov, porazdeljuje in dodeljuje delo (znano kot
scheduling) in orkestrira komunikacijo med ostalimi komponentami. Master
strežnik je glavna točka gruče in je odgovorna za večino centralizirane logike,
ki jo ponuja Kubernetes. Ostali stroji so vozlǐsča(strežniki), ki so odgo-
vorni za sprejemanje in poganjanje delovnih obremenitev (angl. workloads)
z uporabo lokalnih in zunanjih virov. Izolacijo, upravljanje in fleksibilnost
Kubernetes dosega s poganjanjem aplikacij in storitev znotraj vsebnikov.
Vsako vozlǐsče mora biti opremljeno z izvajalnikom vsebnikov (angl. con-
tainer runtime). Vozlǐsče prejema navodila za delo od master strežnika, ki
ustvari ali uniči vsebnike glede na navodila in nastavlja omrežna pravila, s
katerimi preusmerja promet. Podležne komponente poskrbijo, da se dejansko
stanje gruče ujema z željenim stanjem. Mi kot uporabniki direktno komu-
niciramo z glavnim API strežnikom direktno ali pa z uporabo odjemalcev
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in programskih knjižnic. Aplikacijo oziroma storitev zaženemo tako, da po-
damo deklaritivno datoteko JSON ali YAML, s katero definiramo, kaj naj se
ustvari in kako naj bo upravljano. Nato pa master strežnik preveri datoteko
in na podlagi trenutnega stanja in konfiguracije v datoteki ugotovi, kako bo
komponento postavil. Skupina uporabnǐsko definiranih aplikacij, ki delujejo
glede na podan plan, predstavlja zadnjo plast tehnologije Kubernetes [8].
4.2.2 Komponente master strežnika
Master strežnik je glavna krmilna enota za Kubernetes gruče. Služi nam
kot glavna vstopna točka za administratorje in uporabnike. Komponente
tega strežnika delujejo skupaj z namenom sprejemanja zahtev, določanja naj-
bolǰsih načinov vpeljave vsebnikov, avtentikacije odjemalcev in vozlǐsč, pri-
lagoditve omrežnih nastavitev, upravljanju skaliranja in preverjanja zdravja
vsebnikov. Te komponente so lahko postavljene na enem stroju ali pa so
porazdeljene preko več strežnikov [8].
Etcd
Je konsistentna in visoko razpoložljiva shramba rezervnih podatkov vseh
gruč, ki deluje po principu ključ-vrednost. [4] Kubernetes uporablja etcd za
shranjevanje konfiguracijskih podatkov, ki jih lahko dostopa vsako vozlǐsče v
gruči [8].
Kube API strežnik(kube-apiserver)
Je ena pomembneǰsih komponent na glavnem (angl. master) strežniku, ki
izpostavi Kubernetes API in je namenjena upravljanju celotne gruče, saj
nam omogoča konfiguracijo delovnih obremenitev in organizacijskih enot.
Prav tako poskrbi, da etcd shramba pravilno hrani informacije o storitvah
postavljenih vsebnikov. Kube API strežnik povezuje številne komponente,
ki skrbijo za pravilno delovanje gruče. API strežnik implementira REST
vmesnik, kar pomeni, da lahko komuniciramo z njim preko številnih orodij
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in knjižnic. Odjemalec kubectl je privzeta metoda interakcije z Kubernetes
gručo na lokalnih strojih [8].
Načrtovalec(kube-scheduler)
Načrtovalec je komponenta, ki preverja novo ustvarjene delovne obremenitve,
ki nimajo dodeljenega vozlǐsča, na katerem bi bile pognane in jim ga dodeli
na podlagi zahtevanih virov [4].
Upravljalec krmilnikov(kube-controller-manager)
Upravljalnik krmilnikov je komponenta, ki poganja krmilnike. Vsak krmilnik
je ločen proces, ki sestavlja upravljalnik. Upravlja naslednje krmilnike:
• Krmilnik vozlǐsča: odgovoren za opazovanje in odzivanje, ko se vozlǐsča
ugasnejo.
• Krmilnik replik: odgovoren za vzdrževanje pravilnega števila strokov
(angl. pod) za vse enote replikacijskih krmilnikov v sistemu.
• Krmilnik ciljnih točk (angl. Endpoints Controller): populira ciljne
točke oziroma združuje stroke in storitve.
• Storitveni račun in krmilnik žetonov: ustvari privzete račune in žetone
za dostop do API vmesnikov za nove imenske prostore (angl. name-
spaces) [4].
Upravljalec oblačnih krmilnikov (cloud-controller-manager)
Kubernetes je lahko postavljen v številnih različnih okoljih in lahko komu-
nicira z različnimi ponudniki infrastrukture z namenom upravljanja stanja
virov v gruči. Za upravljanje oblačnih virov Kubernetes uporablja upravljal-
nik oblačnih krminlnikov [8].
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4.2.3 Komponente vozlǐsča
Strežnike, ki poganjanjo vsebnike, imenujemo vozlǐsča. Za svoje delovanje
zahtevajo komponente za komunikacijo z master strežnikom, konfiguracijo
omrežij vsebnikov in poganjanje delovnih obremenitev, ki so dodeljeni vseb-
nikom [8].
Izvajalnik vsebnikov
Vsako vozlǐsče mora vsebovati izvajalnik vsebnikov. Ta zahteva je tipično
zadoščena z instalacijo in zagonom tehnologije Docker (podpira tudi druge
alternative). Izvajalnik je odgovoren za zagon in upravljanje vsebnikov [8].
kubelet
Glavna vstopna točka vsakega vozlǐsča je storitev kubelet. Ta je odgovorna
za prenašanje informacij do storitev na master strežniku in interakcijo z etcd
shrambo. Kontrolira izvajalnik vsebnikov z namenom zagona ali uničenja
vsebnikov po potrebi [8].
kube-proxy
Skrbi za omrežne nastavitve v povezavi z gostiteljskim okoljem in poskrbi, da
so storitve dosegljive drugim komponentam. Kube-proxy posreduje zahteve
do pravih vsebnikov [8].
4.2.4 Kubernetes objekti in delovne obremenitve
Kubernetes doda dodatne plasti abstrakcije za upravljanje z vsebniki, s kate-
rimi omogoča skalabilnost, odpornost in upravljanje življenskih ciklov. Ku-
bernetes ne upravlja direktno z vsebniki, zato uporablja svoje objekte, s
katerimi definiramo delovne obremenitve [8].
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Strok(angl. Pod)
Strok je najbolj osnovna enota, s katero upravlja Kubernetes. Ta je sestavljen
iz enega ali več tesno povezanih vsebnikov, ki so kontrolirani kot samostojna
aplikacija. Vsebniki znotraj stroka si delijo življenski cikel, okolje, volumne
in IP naslov in ostale vire [8].
Krmilnik replik in nabori replik
V primeru, da naša aplikacija potrebuje horizontalno skalabilnost, si poma-
gamo s krmilnikom replik in nabori replik. Krmilnik je objekt, ki definira
strok in upravlja parametre za skalacijo identičnih kopij oziroma repliciranih
strokov z vǐsanjem in zmanǰsevanjem števila kopij na podlagi dane definicije
stroka in zahtevanega števila replik. V primeru, da katera od replik neha de-
lovati, jo krmilnik uniči in ustvari novo. Nabori replik (angl. Replication sets)
so nadgradnja krmilnika, ki nam omogočajo večjo fleksibilnost in način, kako
krmilnik identificira stroke, ki jih upravlja. Ti sicer ne omogočajo vrtljivih
posodobitev, kot jih omogoča krmilnik, zato pa jih uporabimo v vǐsjenivoskih
enotah, ki nudijo tako funkcionalnost [8].
Postavitve
Postavitve (angl. deployments) so najbolj pogoste delovne obremenitve, ka-
terih glavni gradnik je nabor replik, ki pripomore upravljanju funkcionalnsti
življenskega cikla. Postavitev je visokonivojski objekt, ki nam olaǰsa upra-
vljanje življenskega cikla repliciranih strokov, katerim enostavno opravljamo
spremembe v konfiguraciji in Kubernetes sam prilagodi nabore replik, upra-
vlja prehode med različnimi verzijami aplikacije in ohranja zgodovino dogod-
kov z možnostjo razveljavitve [8].
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Opravila in Cron opravila
Opravila so namenjena izvajanju enokratnih operacij, ki opravijo dano nalogo
in se zaključijo. Lahko jim podamo interval izvajanja na podlagi Cron1
izraza [8].
Storitve
Storitve v Kubernetesu so objekti, ki se obnašajo kot osnovni porazdeljeval-
niki bremena in predstavniki stroka, ki nudijo abstrakcijo, da se strok obnaša
kot ena entiteta. Storitev je končna točka, na katero se uporabniki povezu-
jejo, ne glede na to, koliko strokov je postavljenih za storitvijo. Lahko jih
zamenjamo, skaliramo, točka dostopa oziroma IP naslov pa ostane nespre-
menjena. To velja samo za notranje omrežje. Če želimo izpostaviti storitev
zunanjemu svetu, moramo izbrati eno od strategij za izpostavitev:
• NodePort : izpostavi statična vrata(angl. port) na zunanji omrežni
vmesnik.
• LoadBalancer : ustvari zunanji porazdeljevalec bremena, ki ustvari pot
do storitve [8].
Nosilci datotek in obstojni (angl. persistent) nosilci datotek
Za deljenje podatkov in zagotavljanje dostopnosti le-teh po ponovni posta-
vitvi vsebnikov rešimo z nosilci datotek(angl. volumes). Nosilec datotek je
virtualen datotečni sistem, ki ga uporabljajo vsebniki. Tako kot Docker, jih
tudi Kubernetes uporablja, a se ti obnašajo malo drugače. Nosilec je v tem
primeru definiran na nivoju stroka in ne vsebnika, kar reši nekaj ključnih
problemov:
• Trajnost: Vsebniki so lahko kadarkoli izbrisani in na novo postavljeni.
Če je volumen navezan na vsebnik, ga izgubimo ob izbrisu vsebnika.
1Več o Cron izrazih na https://en.wikipedia.org/wiki/Cron
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Če pa ga vežemo na strok, bodo podatki ohranjeni kljub ponovnemu
zagonu vsebnikov znotraj stroka.
• Komunikacija: Ker lahko nosilce datotek vidi katerkoli vsebnik zno-
traj stroka to bistveno olaǰsa premik začasnih podatkov med vsebniki.
Običajni nosilci datotek v Kubernetesu, se po izbrisu stroka izbrǐsejo, kar ni
primerno za aplikacije, ki potrebujejo obstojen način shranjevanja podatkov.
Ta problem Kubernetes naslavlja z obstojnimi nosilci datotek(angl. persi-
stent volumes), ki predstavljajo bolj robusten način shranjevanja, saj se ne
izbrǐsejo po uničenju predpisanega stroka. Ker je nosilec datotek definiran na
nivoju stroka, posameznim vsebnikom dodelimo nosilca datotek z uporabo
zahtev(angl. claim, ki od nosilca datotek zahtevajo specificirano velikost po-
mnilnika, ki ga nudi nosilec in ga dodelimo vsebniku na nastavljeno lokacijo
znotraj vsebnika [8].
DNS
Vsaka gruča potrebuje svoj gručni DNS (angl. cluster DNS ), na katerega
se v veliko primerih zanašamo. Je eden od DNS strežnikov v našem oko-
lju, ki streže zapise Kubernetes storitev. Vsebniki zagnani z Kubernetesom
avtomatično vključujejo ta DNS strežnik v njihovih DNS poizvedbah [4].
4.2.5 Način označevanja infrastrukture
Labele
Labela je sestavljena iz para ključ/vrednost, ki ga dodelimo Kubernetes
objektu(npr. podu) [5].
Selektorji label
Labele so poizvedljive, zaradi česar so še posebej uporabne pri organizaciji.
Mehanizem za poizbedbno je selektor label (angl. label selector), ki primerja
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niz, ki identificira katero labelo želimo izbrati. Selektor ima tudi možnost
negiranja izbire [5].
4.2.6 Kubernetes Python SDK
Enako kot pri tehnologiji Docker, ima tudi Kubernetes svoj paket knjižnic za
programski jezik Python, ki komunicira z Kube API strežnikom za izvajanje
operacij [6].
4.3 Docker Desktop
Docker Desktop je aplikacija za osebne računalnike z operacijskimi sistemi
MacOS in Windows, ki ponuja najlažji in najhitreǰsi način za lokalno posta-
vitev Docker vsebnikov. Lahko jih postavljamo znotraj Docker okolja ali pa
z uporabo vgrajene Kubernetes gruče. Namenjen je predvsem razvijalskim
okoljem [22].
4.4 Flask
Flask je lahko(angl. lightweight) WSGI ogrodje namenjeno razvoju spletnih
aplikacij. WSGI (angl. Web Server Gateway Interface) je specifikacija, ki
opisuje način komunikacije spletnega strežnika z aplikacijo in je standard
za programski jezik Python. Preprosta zasnova omgoča hitro in lahko im-
plementacijo spletnih aplikacij. Ne vsiljuje nam nikakršnjih odvisnosti ali
strukture projekta, to prepuščajo razvijalcem [25].
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Poglavje 5
Implementacija cevovoda in
postavitve
V tem poglavju bomo pokazali, kako smo implementirali cevovod, ki avtoma-
tizira celoten postopek kontinuirane dostave programske opreme od oddaje
spremembe na programski kodi do postavitve zgrajene programske opreme
postavljene v naprej definiranem okolju s pomočjo tehnologij Docker in Ku-
bernetes. Najprej si bomo pogledali celotno strukturo rešitve, nato pa bomo
opisali posamezne komponente, kako delujejo in prispevajo k skupni rešitvi.
5.1 (Ne)Zrelost programske opreme podjetja
za postavitev v Docker vsebnikih
Preden začnemo z predstavitvijo implementacije, je potrebno omeniti v ka-
terih aspektih podjetje oziroma njihov produkt še ni pripravljen na po-
polno kontejnerizacijo. Glavni del njihovega produkta je javanski odjemalec,
ki grafično prikazuje stanje v skladǐsču in omogoča uporabnikom izvajanje
različnih operacij. Glavni problem pri vpeljavi odjemalca v postavitev zno-
traj vsebnika je grafični vmesnik. Vsebniki so namenjeni predvsem spletnim
aplikacijam, ki za grafični vmesnik uporabljajo spletne brskalnike oziroma
aplikacijam, ki ga ne potrebujejo. Obstaja sicer možnost vzpostavitve sis-
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tema za deljenje grafičnega vmesnika preko omrežja, vendar se za ta korak
nismo odločili. Odločili smo se, da bomo kontejnerizirali le podporne storitve
in razvojno podatkovno bazo. Zavedamo se, da tak način postavitve sistema
ni optimalen, zato vpeljavo kontejnerizacije lahko smatramo kot prehodno
obdobje, saj bo podjetje v bližnji prihodnosti predelalo glavnega odjemalca
v spletno aplikacijo, nakar bo postavitev celotnega sistema znotraj vsebni-
kov lahko v celoti zaživela. Zaradi teh razlogov smo se posvetili predvsem
razvojnim okoljem, saj je odjemalec zgrajen znotraj integriranega razvojnega
okolja, ostale komponente sistema pa so postavljene znotraj vsebnikov.
5.2 Zakaj Docker?
Orodje Docker omogoča učinkovit način distribucije programske opreme sku-
paj z vnaprej definiranim okoljem in omogoča dobro izolacijo okolja. To
pomeni, da lahko v eno okolje postavimo poljubno število vsebnikov z zelo
majhno verjetnostjo medsebojnih konfliktov in konfliktov z gostiteljskim oko-
ljem. Zaradi svojega načina gradnje nam omogoča dodajanje artefaktov že ob
sami gradnji slike. To je velika prednost, saj ob avtomatizaciji gradnje pro-
gramske opreme enostavno vključimo še gradnjo Docker slik. Docker gradi
slike na podlagi obstoječe slike, kateri le doda spremembe. Tako lahko v
naprej definiramo osnovno sliko, v kateri definiramo vse potrebne sistemske
konfiguracije, ki so potrebne za delovanje aplikacije. Ob gradnji nove slike
pa le kopiramo zgrajene artefakte na željeno lokacijo znotraj vsebnika in de-
finiramo začetni proces. Sliko potem shranimo v register slik, katera je na
voljo za nadaljno distribucijo v končna okolja. Tak način dela omogoča, da
je produkt kadar koli pripravljen na postavitev. Okolja nam ni potrebno
dodatno konfigurirati, moramo le poskrbeti za pravilno postavitev vsebnika
v končno okolje. To delo pa nam olaǰsa tehnologija Kubernetes.
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5.3 Zakaj Kubernetes?
Kot orkestracijsko orodje za postavitev Docker vsebnikov smo izbrali Kuber-
netes, saj ta omogoča učinkovito postavitev posameznih vsebnikov združenih
v strok, ki sestavlja posamezen projekt. Uporaba visoko nivojskih objekov
kot je postavitev nam omogoča učinkovito posodabljanje postavljenih pro-
jektov, upravljanje z viri, vzdrževanje željenega stanja ter v primeru težav
povrnitev okolja v preǰsnje stanje. S svojo programabilnostjo z uporabo
REST API vmesnika nam omogoča popolno avtomatizacijo, s čimer še doda-
tno olaǰsamo izvajanje potrebnih operacij za vzpostavitev postavitve okolja.
Kubernetes je postal de facto standard za postavitev vsebnikov v produk-
ciji, zato je smiselno, da se v obdobju, ko podjetje prehaja na nov način
postavitve z uporabo vsebnikov, dobro spozna tudi z orodjem Kubernetes.
5.4 Pregled cevovoda
Pri implementaciji naše rešitve oziroma cevovoda smo obstoječi infrastrukturi
dodali HTTP strežnik in register Docker slik AWS ECR. Slednji je posta-
vljen kot ena izmed storitev, ki jih ponuja oblačni ponudnik Amazon Web
Services, HTTP strežnik pa bo postavljen kot Docker vsebnik na razvojnem
strežniku. Obstoječi cevovod, ki ga podjetje uporablja smo tako razširili z
dodajanjem HTTP strežnika, ki je namenjen agregaciji in distribuciji posta-
vitvenih definicij, katere razvijalci prenesejo z orodjem za postavitev v svoje
lokalno okolje. Celoten pregled lahko vidmo na sliki Slika 5.1. Več o samem
delovanju in namembi novih entitet pa bomo povedali v nadaljevanju tega
poglavja.
5.5 Predpriprava
Način nove postavitve in s tem vpeljava novih tehnologij, kot sta Docker in
Kubernetes, zahteva nekaj predpriprav za vzpostavitev nove različice cevo-
voda, kjer moramo obstoječim projektom dodati nove zmožnosti.
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Slika 5.1: Prikaz implementacije naše rešitve.
5.5.1 Način združevanja posameznih storitev po ver-
zijah v projekt
Obstoječi način dostave programske opreme v podjetju je z uporabo po-
stavitvenih projektov na strežniku Bamboo omogočal posamično postavitev
komponent sistema. To pomeni, da ima vsaka komponenta svoj postavitveni
projekt. Za odjemalca in storitvi AOP in DEXC en postavitveni projekt, za
ostale podporne storitve pa ločene postavitvene projekte. Težava se pojavi,
ko želimo razbrati, katere verzije komponent so sestavljale končni sistem ozi-
roma okolje v dani točki v času. Če želimo rekonstruirati različico okolja,
moramo postavitve datumsko pregledovati in ugotoviti, katere komponente
so bile postavljene v končno okolje. Ta problem smo rešili s kreacijo datoteke
project.properties, v kateri po principu ključ=vrednost definiramo vse verzije
komponent za okolje projekta. Ta datoteka služi kot osnova za rekonstrukcijo
celotnega okolja, saj bomo na podlagi podanih vrednosti zgradili storitve in
jih shranili v Docker slike v graditvenem planu na strežniku Bamboo. V pri-
meru, da bodo razvijalci potrebovali najnoveǰso verzijo storitve bo podana
vrednost za dano storitev nastavljena na latest.
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5.5.2 Priprava postavitvene delovne obremenitve v Ku-
bernetes okolju
Za delovno obremenitev v okolju Kubernetes smo izbrali visokonivojski objekt
postavitev. Pripravili smo predlogo v formatu YAML 1, ki bo osnova za kre-
acijo nadaljnih definicij objekta. Objektu smo definirali naslednje metapo-
datke:
• Ime objekta: poimenovan po projektu, kateremu je namenjen.
• Labele:
– ime projekta,
– imena vseh komponent ter spremenljivke, katerih vrednosti bodo
verzije komponent.
Ti metapodatki imajo posebno vlogo, saj z njimi lahko hitro razberemo, ka-
tere komponente in katere verzije komponent ta postavitev vsebuje. Vsak
objekt potrebuje specifikacijo, s katero določimo funkcionalnosti objekta.
Specifikacija postavitve vsebuje več objektov:
• Krmilnik replik: ta je nastavljen na eno repliko, saj zaradi narave pro-
dukta, ki ga postavljamo, skalacija ni smiselna.
• Selektor, ki na podlagi labele, ki vsebuje ime projekta, dodeluje ustre-
zne objekte kot so stroki, nosilci datotek in storitve.
• Strategija posodabljanja: vrtljiva posodobitev (angl. Rolling Update),
kar pomeni, da bo Kubernetes ob posodobitvi počakal, da je nova
različica okolja delujoča, preden ugasne staro.
• Predlogo z definicijo stroka v kateri določimo:
– Nosilca datotek:
1Več o formatu lahko izveste na https://en.wikipedia.org/wiki/YAML
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∗ Ime nosilca datotek, namenjenega obstojni ohranitvi podat-
kov.
∗ Ime zahteve nosilca datotek, ki ga bomo uporabili za pri-
ključitev v vsebnik, kateremu želimo zagotoviti obstojnost po-
datkov.
– Definicije vsebnikov. Primer za storitev Logserver):
∗ Ime vsebnika.
∗ Ime Docker slike, ki ima namesto oznake spremenljivko. Ta
se bo ob gradnji zamenjala z verzijo izdaje storitve, katero
vsebuje.
∗ Politika prenosa Docker slike: nastavljena tako, da se ob vsaki
postavitvi ali posodobitvi postavitve prenese iz registra slik.
V primeru, da je bila slika v registru posodobljena in je ohra-
nila isto ime, se ta v vsakem primeru posodobi.
∗ Številko vrat (angl. port), preko katerih bo storitev prejemala
promet (v tem primeru zapise (angl.logs) ostalih komponent).
∗ Priklop zahteve nosilca datotek in točko priključitve v da-
totečni sistem znotraj vsebnika.
∗ Začetni proces: izvedba skripte, ki zažene storitev.
∗ Sonda za preverjanje delovanja glavnega procesa znotraj vseb-
nika. Ta zagotavlja, da v primeru, da se je proces nepravilno
zaključil, ponovno postavi vsebnik.
∗ Sonda za preverjanje ali je vsebnik pripravljen na posodobitev
(glavni proces se je začel izvajati).
∗ Ime skrivnosti, ki hrani žeton (angl. token), ki dovoli orodju
Kubernetes prenos slik iz željenega registra slik. Več o tej
skrivnosti bomo povedali v opisu registra slik AWS ECR.
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5.5.3 Spremembe na projektu v sistemu za upravljanje
z različicami Bitbucket
Za vzpostavitev novega načina dostave programske opreme smo obstoječim
projektom v sistemu Bitbucket definirati nov repozitorij, ki bo deloval kot
osnova za nadaljne delo. V repozitoriju hranimo vse Dockerfile datoteke, ki
so potrebne za gradnjo storitev projekta, predlogo za ustvarjanje Kuberne-
tes objekta postavitev in project.properties datoteko. Obstoječemu repozito-
riju, ki vsebuje konfiguracijske datoteke pa smo dodali konfiguracije, ki bodo
uporabljene v vsebnikih. Nove konfiguracijske datoteke vsebujejo predvsem
spremembe v konfiguraciji povezovanja storitve na podatkovno bazo. Več o
teh spremembah bomo povedali v podpoglavju ”Orodje za postavitev”.
5.5.4 Priprava Docker slik
Za gradnjo Docker slik, ki bodo vsebovale komponente produkta, smo naj-
prej pripravili osnovno Docker sliko, v kateri zadovoljimo sistemske zahteve
za postavitev storitve v vsebnik. Osnovna slika vsebuje operacijski sistem
Linux, izvajalno okolje programskega jezika Java (JRE) primerne verzije in
ustvarjenega sistemskega uporabnika, ki bo imel pravice nad upravljanjem
kasneje dodane storitve. Iz te osnovne slike smo zgradili vse ostale. Defini-
cija končne slike, ki je namenjena postavitvi storitve Logserver je zapisana v
Dockerfile datoteki, ki jo lahko vidimo spodaj:
FROM . . . / base : v1
COPY −−chown=uporabnik l o g s e r v e r / d i s t /home / . . / l o g s e r v e r /
COPY −−chown=uporabnik c o n f i g /k8s−l o g s e r v e r /home / . . / l o g s e r v e r /
USER uporabnik
ENV JAVA HOME=/opt / java \
PATH=$PATH:$JAVA HOME/ bin
WORKDIR /home / . . / l o g s e r v e r
Docker slika je z ukazom FROM zgrajena na podlagi osnovne slike, poime-
novane .../base:v1. Ukaza COPY sta sestavljena iz treh parametrov. Prvi
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–chown omogoči podanemu uporabniku lastnǐstvo nad kopiranimi datote-
kami. Drugi parameter določa pot do datotek (artefaktov), ki jih želimo
kopirati. Zadnji parameter je ciljna lokacija znotraj vsebnika, kamor ko-
piramo izbrane datoteke. Z ukazom USER povemo, da se naslednji ukazi
izvedejo iz strani podanega uporabnika. Ukaz ENV ustvari okoljsko spre-
menljivko JAVA HOME, ki jo storitev potrebuje za svoje delovanje in jo
doda v sistemsko spremenljivko PATH. Zadnji ukaz WORKDIR pa določa
lokacijo v datotečnem sistemu, na kateri se bodo izvedli nadaljni ukazi. Lo-
kacija je nastavljena na lokacijo, kamor smo kopirali artefakte. Ob zagonu
vsebnika bomo podali ukaz za izvedbo zagonske skripte na tej lokaciji. De-
finicije ostalih Docker slik so podobne, le da kopirajo drugačne artefakte. Z
hranjenjem vseh Dockerfile datotek v sistemu za upravljanje z različicami
Bitbucket omogočimo hiter pregled nad opravljenimi spremembami okolja.
5.5.5 AWS ECR
ECR je ena od spletnih storitev podjetja Amazon. Je okraǰsava za Elastic
Container Registry in predstavlja razširljiv (elastičen) register za shranjeva-
nje Docker slik. Uporaba tega registra je preprosta, saj preko grafičnega vme-
snika hitro kreiramo potrebne repozitorije, kamor shranjujemo slike. Vsak
repozitorij je poimenovan po ključu: projekt/storitev:oznaka. Oznaka posa-
mezne slike bo predstavljena kot verzija izdaje komponente,ki je shranjena v
sliki. Posebnost registra ECR je v varnostni politiki oziroma načinu uporabe.
Za uporabo registra moramo na delovno postajo, kamor bomo prenašali Doc-
ker slike, naložiti orodje AWS CLI, ki ga povežemo z žetonom (angl. token),
ustvarjenim v uporabnǐski konzoli. Orodje AWS CLI omogoča povezavo do
registra tako, da ustvari začasen žeton, s katerim se avtenticiramo v register.
Po avtentikaciji pa lahko normalno prenašamo in nalagamo Docker slike.
Začasen žeton je uporaben do 8 ur, nato je potrebna ponovna avtentikacija.
Kreacijo varnostnega žetona smo vključili v cevovod stalne dostave na dveh
točkah. Prva je na strežniku Bamboo in se sproži ob izvedbi graditvenega
plana, druga pa je na razvijalčevi delovni postaji znotraj okolja Kubernetes,
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saj ta poskrbi za prenos Docker slik.
5.6 Graditveni projekt na strežniku Bamboo
Implementacija novega dostavnega cevovoda se začne pri vstopni točki. Na
strežniku Bamboo smo obstoječe projekte dopolnili z novim graditvenim pla-
nom, ki bo naš kandidat za postavitev. Najprej pa je bilo potrebno strežniku
Bamboo dodati novi zmožnosti z instalacijo orodij Docker in AWS CLI, saj
ju bomo potrebovali v delovnem procesu našega plana.
5.6.1 Kandidat za postavitev
Naš novi kandidat za postavitev je sestavljen iz treh stopenj, skozi katere bo
zgradil vse komponente oziroma storitve, ki jih želimo postaviti.
Priprava na gradnjo
Prva stopnja je sestavljena iz ene naloge, ki pripravi potrebne podatke, na
podlagi katerih bomo v drugi stopnji gradili ustrezne komponente. To po-
meni, da iz pripravljenega novega repozitorija na sistemu Bitbucket prene-
semo datoteko project.properties, iz katere preberemo zapise verzij podanih
storitev, ki sestavljajo okolje projekta in ustvarimo globalne spremenljivke
za ta graditveni plan. Nato pa ustvarimo potreben žeton za uporabo registra
Docker slik AWS ECR in s tem je priprava graditvenega plana zaključena.
Gradnja
V drugi stopnji smo definirali več nalog, znotraj katerih bomo izvajali gradnjo
komponent. Gradnja storitev AOP in DEXC poteka znotraj ene naloge, za
ostale storitve pa smo definirali svoje naloge. Vse naloge opravljajo delo po
istem principu in so sestavljene iz naslednjih opravil:
• Na podlagi ustvarjenih spremenljivk v prvi stopnji, prenesemo repo-
zitorij iz orodja Bitbucket z uporabo Git oznake, katere vrednost je
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ustrezna spremenljivka z verzijo izdane storitve.
• Gradnja storitve.
• Prenos repozitorija z ustreznimi konfiguracijskimi datotekami za posta-
vitev v Kubernetes okolju.
• Gradnja Docker slike, v katero shranimo produkt gradnje in konfigu-
racijske datoteke. Tukaj uporabimo Dockerfile datoteke, ki smo jih
pripravili in so bile prenešene iz repozitorija v preǰsnejm opravilu. Zgra-
jena Docker slika je označena z isto spremenljivko, torej izdano verzijo
komponente. Na podlagi te oznake bo Kubernetes za postavitev vseb-
nika uporabil ustrezno Docker sliko.
• Objava zgrajene slike v register AWS ECR.
V primeru, da so vse naloge v tej stopnji uspešno končane, se postopek
izvajanja graditvenega plana nadaljuje v zadnjo stopnjo.
Gradnja definicije za postavitev v okolju Kubernetes
Zadnja stopnja kandidata za postavitev je sestavljena iz ene naloge. Ta
naloga je sestavljena iz naslednjih opravil:
• Prenos repozitorija s predlogo, ki smo jo ustvarili med pripravo posta-
vitvene delovne obremenitve za okolje Kubernetes.
• Zamenjava spremenljivk znotraj predloge z vrednostmi globalnih spre-
menljivk, ki so bile ustvarjene v prvi stopnji. V tem koraku postavitveni
skripti vnesemo vrednosti v metapodatke postavitve, kjer definiramo
vsebino postavitve in iste vrednosti zapǐsemo v specifikacijo stroka, kjer
podamo imena Docker slik za posamezne vsebnike.
• Preimenujemo predlogo tako, da ji v ime dodamo zaporedno številko
gradnje za kasneǰso identifikacijo.
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Artefakt tega graditvenega plana je YAML datoteka, ki vsebuje vse po-
trebno za postavitev delovne obremenitve tipa postavitev v okolje Kuber-
netes. Ostali artefakti te gradnje so zgrajene Docker slike, katere pa smo
že shranili v register AWS ECR. Ker je graditveni plan povezan z repozi-
torijem, ki smo ga ustvarili med pripravo, vsaka sprememba na katerikoli
datoteki sproži novo gradnjo. To pomeni, če želimo ustvariti novo posta-
vitev, je potrebno le spremeniti verzijo izdaje ene od komponent znotraj
datoteke project.properties na podlagi katere se bo izvedel kandidat za po-
stavitev.
5.7 Postavitveni projekt na strežniku Bam-
boo
Potem, ko smo ustvarili kandidata za postavitev, je bilo potrebno ustvariti še
postavitveni projekt. Ta je sestavljen iz enega postavitvenega plana oziroma
okolja in je sestavljen iz dveh opravil. Prvo opravilo prenese zgrajen artefakt
oziroma YAML datoteko. Drugo opravilo pa to datoteko z uporabo orodja
cURL2 preko HTTP protokola naloži na HTTP strežnik. Strežnik je name-
njen agregaciji teh skript glede na projekt, ki jih bomo kasneje uporabljali
za postavitev Kubernetes postavitev. Izvajanje postavitvenega projekta smo
avtomatizirali z uporabo prožilca (angl. trigger), ki sproži postavitev v pri-
meru, da se je povezani kandidat za postavitev uspešno zaključil. Tako avto-
matiziramo prenos postavitvenih skript do distribucijskega HTTP strežnika
in odstranimo potrebo po ročnem izvajanju postavitvenega plana.
2Več o orodju na spletni strani https://curl.haxx.se/
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5.8 Avtomatizacija konfiguracije Bamboo pro-
jektov
Strežnik Bamboo omogoča, da s pomočjo programske kode definiramo svoje
graditvene in postavitvene projekte skupaj z vsemi potrebnimi nastavitvami.
Temu principu pravimo “konfiguracija kot koda“(angl. Configuration as
code). Ker konfiguracijo projektov ustvarimo s programsko kodo, nam tak
način prinaša več prednosti:
• Konfiguracijo, tako kot vsako programsko kodo, lahko verzijoniramo.
• Onemogočimo ročne spremembe in tako prisilimo uporabnike, da opra-
vljajo spremembe izključno z uporabo programske kode in s tem omogočimo
popolno sledljivost spremembam.
• Kreacija graditvenega in postavitvenega projekta za nov projekt je hi-
tra in enostavna, saj potem, ko smo na tak način postavili prvi projekt,
za drugega le kopiramo programsko kodo in zamenjamo potrebne po-
datke.
5.9 HTTP strežnik
Za distribucijo postavitvenih datotek smo razvili preprost HTTP strežnik z
uporabo lahkega ogrodja za razvoj spletnih aplikacij Flask v programskem
jeziku Python. Strežnik podpira HTTP metodi:
• GET:
– Serviranje seznama projektov, ki imajo že naložene postavitvene
skripte.
– Serviranje seznama postavitvenih skript glede na projekt.
– Serviranje metapodatkov postavitvene skripte, torej katere kom-
ponente vsebuje ter njihove verzije izdaje.
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– Prenos postavitvene skripte.
• POST:
– Nalaganje novih YAML datotek.
Strežnik je spisan tako, da novo prejeto YAML datoteko shrani v lokalni
datotečni sistem. Vse datoteke so shranjene preko metode POST in so shra-
njene v direktorij, ki je namenjen projektu. Uporabnik z uporabo GET
zahtevkov lahko izve, kateri projekti vsebujejo postavitvene datoteke ter ka-
tere datoteke so na voljo za dan projekt. Uporabnik lahko za posamezno
datoteko izve, katere storitve vsebuje na podlagi metapodatkov, zapisanih v
datoteki. Ko uporabnik najde pravo skripto, jo lahko tudi prenese v svoje
okolje. Strežnik smo postavili kot Docker vsebnik, saj s tem dosežemo lažjo
prenosljivost in deluje neodvisno od okolja, v katerem je postavljen.
5.10 Docker in podatkovna baza Oracle
Podjetje Oracle je izdalo svojo uradno različico podatkovne baze v obliki
Docker vsebnika. [28] Pripravili so Docker sliko, ki je namenjena razvojnim
aktivnostim, zato za uporabo ne potrebujemo licence. Slika vsebuje posta-
vljeno podatkovno bazo, ki je pripravljena na uporabo. Spisali smo skripto
v programskem jeziku Python, ki uporabi programsko knjižnico Docker, s
katero preko vmesnika REST API pošiljamo ukaze prikritemu procesu doc-
ker daemon. Skripta za svoje delovanje potrebuje datoteko, ki vsebuje izvoz
celotne podatkovne baze in na podlagi vnešenih parametrov avtomatizirano
postavi vsebnik in uvozi podatkovno bazo. Izvoz podatkovne baze je izve-
den nad produkcijsko bazo in ga opravi operativna ekipa, ta pa izvoženo
datoteko posreduje razvijalcem. Razvijalec le zažene skripto in po končanem
uvozu lahko uporablja podatkovno bazo, ki vsebuje najnoveǰse podatke. Ker
je uvoz baze popolnoma avtomatiziran, lahko razvijalci brezskrbno izvajajo
rizične operacije, saj v primeru, da se podatkovna baza pokvari, le ponovno
poženejo skripto. Skripta omogoča uvoz podatkovne baze na samostojnem
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vsebniku ali pa vsebniku znotraj okolja Kubernetes. S tem omogočimo, da
razvijalci v primeru, da ne želijo postaviti Kubernetes gruče, še vedno uživajo
prednosti lastne podatkovne baze.
5.11 Orodje za postavitev
Ker razvijalci v podjetju še ne poznajo dobro orodja Kubernetes in je za upo-
rabo potrebno precej specifičnega znanja, smo delo olaǰsali z razvojem CLI
orodja, spisanega v programskem jeziku Python. Orodje predstavlja vmesnik
med razvijalcem in orodjem Kubernets. Namenjeno je avtomatizaciji posta-
vitve okolij. Za razvoj smo uporabili Kubernetes SDK, ki omogoča povezavo
s Kube API strežnikom, ter posledično ustvarjanje in manipulacijo Kuber-
netes objektov. Omogoča komunikacijo z distribucijskim HTTP strežnikom
z namenom, da razvijalci lahko poizvedujejo o razpoložljivih postavitvenih
datotekah. Ko najdejo željeno postavitveno datoteko jo prenesejo v lastno
okolje, ki jo naš program glede na projekt, za katerega je namenjena, ustre-
zno shrani v datotečni sistem. Lokalne postavitvene datoteke so kasneje na
voljo za ustvarjanje Kubernetes postavitev. Program omogoča postavitev
naslednjih Kubernetes objektov:
• postavitev (angl. Deployment),
• obstojen nosilec datotek (angl. Persistent volume),
• zahteva na obstojnega nosilca datotek (angl. Persistent volume claim),
• storitev (angl. Service),
• opravilo (angl. Job).
Predpogoji za uporabo orodja
Za delo z orodjem za postavitev mora vsak razvijalec v svoje delovno okolje
namestiti program Docker for Desktop. Ta združuje orodji Docker ter Ku-
bernetes in je namenjena predvsem razvijalcem. Ker bomo prenašali Docker
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slike iz registra slik AWS ECR, moramo namestiti in konfigurirati še orodje
AWS CLI.
5.11.1 Postopek postavitve projekta z lokalno podat-
kovno bazo
Preden postavimo glavno delovno obremenitev, torej postavitev, ki vsebuje
podporne storitve, mora uporabnik s pomočjo orodja ustvariti Kubernetes
postavitev, ki vsebuje podatkovno bazo.
Podatkovna baza
Kubernetes postavitev, ki bo postavila podatkovno bazo, je ustvarjena s
pomočjo programske knjižnice. Postavitev je v celoti avtomatizirana, saj
za svoje delovanje vedno potrebuje iste Kubernetes objekte. Ker podat-
kovna baza potrebuje obstojnost podatkov za postavitev orodje, ustvari dva
obstojna nosilca datotek. Ker so ustvarjeni nosilci datotek lokalni, orodje
ustvari potrebna direktorija v lokalnem datotečnem sistemu, od uporabnika
pa zahteva, da poda velikost pomnilnika, ki ga želi za postavitev nosilcev
datotek nameniti. Prvi vsebuje izvozno datoteko, ki jo bomo uvozili, ko se
vsebnik postavi. Drugi pa je namenjen obstojnosti podatkov oziroma vsebine
podatkovne baze po tem, ko je uvoz končan. Oba nosilca potrebujeta svojo
zahtevo na nosilca datotek, ki ju priključimo na ločenih točkah v datotečnem
sistemu vsebnika. Prva zahteva je priključena na nevtralni lokaciji, saj jo po-
trebujemo le za uvoz podatkov. Drugo zahtevo pa vsebniku priključimo na
lokaciji, kjer shranjuje vsebino podatkovne baze in tako dosežemo, da kljub
morebitnemu izbrisu stroka vsebina podatkovne baze ostane na varnem in je
ob ponovni postavitvi spet na voljo. Za dostop do podatkovne baze vsebniku
izpostavimo številko vrat(angl.port number. Ker želimo, da je podatkovna
baza na voljo drugemu stroku, ki vsebuje podporne storitve, tej postavitvi
dodelimo Kubernetes storitev. Storitev omogoča preusmeritev prometa iz
ostalih strokov do vsebnika s podatkovno bazo. Dostop do podatkovne baze
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moramo omogočiti tudi postavljenemu odjemalcu produkta podjetja, ki se
nahaja zunaj Kubernetes okolja. Zato ustvarimo storitev tipa NodePort, ki
odpre vrata med Kubernetes okoljem in gostiteljskim okoljem, preko kate-
rih se bo odjemalec lahko povezoval do storitve, ta pa promet preusmeri na
vrata vsebnika s podatkovno bazo znotraj postavitve. Ko se postavitev ozi-
roma strok s podatkovno bazo postavi se prične uvoz iz izvozne datoteke. Po
končanem uvozu je podatkovna baza pripravljena na uporabo.
Postavitev podpornih storitev
Po končani postavitvi stroka s podatkovno bazo lahko uporabnik postavi
tudi Kubernetes postavitev s podpornimi storitvami, ki je prav tako v ce-
loti avtomatizirana. Postavitev potrebuje obstojnega nosilca datotek, ki bo
namenjen shranjevanju zapisov, ki jih ustvari storitev Logserver. Uporab-
nik mora ponovno podati velikost pomnilnika, ki ga želi nameniti, nato pa
se ustvari tudi zahteva na nosilca datotek. Preden se izvede postavitev, se
sproži še Kubernetes opravilo (angl. Job, ki posodobi AWS ECR žeton, saj
moramo postavitvi omogočiti prenos Docker slik iz registra. Tako kot posta-
vitev podatkovne baze, tudi postavitev podpornih storitev zahteva Kuberne-
tes storitev tipa NodePort, ki odpre vrata preko katerih do storitve Logserver
dostopa odjemalec. Potem ko se postavi tudi Kubernetes storitev, pa lahko
izvedemo postavitev podpornih storitev. Od uporabnika orodje zahteva ime
projekta ter postavitveno datoteko, na podlagi katere se ustvari Kubernetes
objekt tipa postavitev. Nato se postavitev stroka s podpornimi storitvami
tudi izvede.
Posodobitve
Orodju smo dodali tudi možnost posodobitve stroka s podpornimi storitvami.
Uporabnik to doseže tako, da poda drugo postavitveno datoteko, posodobi-
tev pa se izvede avtomatsko, brez izpada storitve. V primeru težav lahko
uporabnik novo postavitev povrne v preǰsnje stanje.
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Kubernetes storitve
Kot smo že omenili, ima vsaka Kubernetes gruča svoj DNS strežnik, ki shra-
njuje imena Kubernetes storitev. Smiselno je, da Kubernetes storitev, ki
je namenjena povezovanju na podatkovno bazo, vedno poimenovana enako.
V konfiguracijskih datotekah, ki so namenjene povezavi podpornih storitev
do podatkovne baze, namesto točnega IP naslova oziroma DNS zapisa upo-
rabimo ime storitve. Kubernetes storitvi pa definiramo, kam naj ta zapis
kaže. To je lahko lokalna podatkovna bazo ali pa baza, ki je postavljena na
zunanjem strežniku.
5.11.2 Upravljanje logiranj
Podjetje je za spremljanje delovanja svojih komponent produkta razvilo sto-
ritev Logserver, preko katere vse komponente sistema zapisujejo stanja delo-
vanja. Te lahko razvijalci med uporabo pregledujejo kar v svojem lokalnem
okolju, saj smo postavitvi podpornih storitev dodelili lokalen obstojen nosilec
datotek, kamor se shranjujejo zapisi. Ta pa je v resnici le direktorij znotraj
lokalnega datotečnega sistema.
5.11.3 Ugotovitve
Po implementaciji našega cevovoda, smo nov način dela predstavili tudi raz-
vijalcem. Z novim cevovodom smo omogočili postavitev okolij tudi v raz-
vijalčevo lokalno okolje, kar je velika prednost za razvojno ekipo. Ker je
postavitev okolja avtomatizirana, razvijalci bistveno manj časa porabijo za
pripravo testnih okolij kot prej, s čimer so zelo zadovoljni. Z uporabo orodja
za postavitev imajo celotno okolje postavljeno zelo hitro. Pri razvoju so bolj
suvereni, saj s tem, ko smo jim omogočili uporabo lastne podatkovne baze,
svoje spremembe izvajajo veliko hitreje. V primeru težav pa lahko z le nekaj
ukazi svoje okolje ponovno postavijo oziroma povrnejo v preǰsnje stanje. Ker
svoj napredek razvijalci testirajo s celotnim okoljem, razvijalci že med samim
razvojem lahko opazijo morebitne integracijske napake. Nov način dostave
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programske opreme skupaj z vnaprej definiranim okoljem se je izkazal za
zelo koristnega, saj je programska oprema že konfigurirana in pripravljena
na postavitev. S tem smo odstranili potrebo po ročnem konfiguriranju ter
posledično bistveno zmanǰsali verjetnost konfiguracijskih napak, hkrati pa za-
gotovili konsistentnost okolij. Z uporabo virtualizacije in orodja Docker smo
podjetju omogočili pregled nad okolji, saj so vse definicije okolij shranjene v
obliki Dockerfile datotek. Te datoteke so shranjene v sistemu za upravljanje
z različicami, kar omogoča sledenje spremembam, operativni ekipi pa večjo
preglednost nad okolji. Z avtomatizacijo konfiguracij strežnika Bamboo smo
bistveno pohitrili vpeljavo novih ter posodabljanje starih projektov. S tem
smo dosegli, da ima razvojna ekipa za vsak projekt definirane vse potrebne
graditvene in postavitvene plane, hkrati pa počistili nedokončane oziroma ne-
pravilne projekte. Vpeljava novega orodja se je izkazala za zahtevneǰso kot
pričakovano. Razvijalci so z novim načinom sicer zadovoljni, vendar želijo,
da bi bilo orodje za postavitev nekoliko lažje za uporabo. Večina razvijalcev
je povdarila željo po grafičnem vmesniku, saj je za uporabo v ukazni vrstici
potrebno nekaj znanja, preobremenjeni razvijalci pa pogostno nimajo časa,
da bi se naučili vse potrebne ukaze.
Poglavje 6
Zaključek
V tem diplomskem delu smo se posvetili izbolǰsanju razvojnih procesov v
podjetju ter vzpostavitvi novega cevovoda, ki po pristopu stalna dostava
programske opreme omogoča postavitev produkta skupaj z vnaprej defini-
ranim okoljem. To smo dosegli z pravilno uporabo obstoječe infrastrukture
ter uporabo orodij Docker in Kubernetes. Orodje Docker je bistveno pripo-
moglo k avtomatizaciji gradnje posameznih komponent sistema v virtualno
okolje, medtem ko se je orkestracijsko orodje Kubernetes odlično izkazalo
pri upravljanju porazdeljenih okolij. Skupaj sta omogočila popolno avtoma-
tizacijo postavitve razvojnih okolij, s čimer smo bistveno razbremenili ope-
rativno ekipo ter pospešili delo razvojne ekipe. Velik del diplomskega dela
smo namenili analizi razvojnega procesa v podjetju. Ugotovili smo, da je
največja težava pomanjkanje avtomatskih testov. Podjetje je implementi-
ralo pristop stalne integracije, vendar ta brez avtomatskih testiranj ne more
doseči pravega pomena in potenciala. Ker izvajajo le ročna testiranja, smo te
vsaj pospešili tako, da razvijalci lahko sami na avtomatiziran način postavijo
razvojno oziroma testno okolje. Zavedamo se, da situacija tudi po naši im-
plementaciji ni popolna. Še vedno obstajajo aspekti, ki jih bi bilo potrebno
izbolǰsati - tukaj imamo v mislih predvsem predelavo glavnega odjemalca v
spletno aplikacijo - vendar se zaenkrat moramo zadovoljiti z nekakšnim hibri-
dnim načinom postavitve programske rešitve. Po izdelavi našega cevovoda
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in potrebnih orodij za postavitev smo začeli z vpeljavo uporabe tudi pri ra-
zvojnikih. Eden od izzivov, s katerimi smo se srečali je bil, kako pripraviti
razvijalce, da začnejo izvajati nov način dela. Iz povratnih informacij lahko
sklepamo, da orodje za postavitev nujno potrebuje tudi grafični vmesnik, saj
bomo s tem precej olaǰsali njegovo uporabo. Cilji za nadaljnje delo so jasni:
• vključitev avtomatskih testiranj v razvojni proces podjetja,
• popoln prehod na postavitev produkta z uporabo vsebnikov,
• izbolǰsanje postavitvenega orodja s tem, da mu dodamo grafični vme-
snik,
• prehod na postavitev produkcijskih sistemov z uporabo vsebnikov,
• postavitev okolij tudi v oblaku.
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