Abstract-A conventional active contour formulation suffers difficulty in appropriate choice of an initial contour and values of parameters. Recent approaches have aimed to resolve these problems but can compromise other performance aspects. To relieve the problem in initialization, we use a dual active contour, which is combined with a local shape model to improve the parameterization. One contour expands from inside the target feature, the other contracts from the outside. The two contours are interlinked to provide a balanced technique with an ability to reject "weak" local energy minima.
solution that is highly dependent on the initial contour due to many local minima within a typical external energy function. Use of simulated annealing for minimimtion ' [17] , and dynamic programming [5] have been proposed to reduce problems caused by local minima. However, these techniques are restricted by difficulty in choosing appropriate parameters due to scale variance and parameter interdependence. 'Furthermore, a conventional snake's inherent contraction force compounds the parameter problem and makes the generalization to open contours difficult. Alternative approaches to the problem of. initialization can use exhaustive initializations [19] , [21] , but their computationally expensive nature is not justified for many applications. The generalised Hough transform .has recently been used - [11] to provide-initial contours when substantial prior knowledge is available.
Here, we introduce a new dual active contour that confronts the two primary problems of initialization and parameterization. The technique uses two contours to search the image space: one which contracts from outside an initial estimate, and one which expands from inside. This reduces the sensitivity to initialization, by enabling a comparison between the co&o&s energj5'.wliich is used to objectively reject weak. minima, -as advocated-earlier 141. The scale-variance of the internal energy function in a conventional snake makes it difficult to compare the behaviour of contracting and expanding contours. This also illustrates the main difficulty in determinin g appropriate values for the parameters. To overcome difficulty in .this choice, and to enable )a comparison between contours, 'we develop a scale invariant internal energy function [6] , that retains the conventional continuity and smoothness constraints, but removes the unwanted contraction force. The new contour has no preference to expand or contract, other than to acquire its natural shape. This is similar to a recent approach which removed the contraction forceJ201, but it is more efficient by the use of a direct implementation, and moreover it enables prior shape information to be integrated within the contour. This is achieved by a simple relationship between the local geometry of the contour and its internal parameters. The contraction force is replaced with an adaptive driving force that allows the technique to search for a good minimum. The dual technique is controlled by two independent parameters: a regularization parameter which controls the trade-off between the internal energy and the external energy, and a resolution parameter which places a lower limit on the energy minimum at which evolution is halted.
First, we will introduce the original energy minimization technique, and then develop the dual minimization technique, showing how it overcomes the main problems. Finally we apply the technique to synthetic and real image data, using open and closed contour configurations.
ENERGY MINIMIZATION
To illustrate the problems associated with gradient descent minimization, combined with the contraction force, we consider the energy function shown in Fig. 1 , considering it to be a radial slice through a circularly symmetric image function. Using a concentric circular initialization, symmetry allows us to reduce the problem to one dimension, the contour retains its circularity and shrinks as it evolves. A non-trivial solution depends on whether the image forces can support the contracting internal forces. By symmetry, the internal force F acting on a point on the contour can be derived from the evolution equation in 1101 and is given by,
where R is the radius and r is the time step. It is evident that the internal force is not scale invariant: as the contour shrinks the force decreases. Furthermore the force is not linearly dependent upon the time step, and therefore the time step not only controls the stability of the evolution but also governs the solution. The contraction force will displace the solution from a minimum because it requires an image gradient to bring it into equilibrium. Therefore, depending on the choice of parameters it is possible to obtain any of the three solution regions shown in Fig. 1 (solutions in the range 2-3,4-5, and 6 inward). However, the shape of the energy function is not known a priori, and therefore it is impossible to determine a set of parameters to obtain a "good" solution, such as minimum four in Fig. 1.   contraction force Fig. 1 . Energy minimization.
To overcome this problem we remove the contraction term from the contour which removes any tendency to expand or contract. The corresponding solution in Fig. 1 is point 2, the nearest minimum. However the contour is now sensitive to local minima and consequently sensitive to initialization. A strategy which finds a "good" minimum is now required. Accordingly, we use two contours [7] , one inside and one outside the feature of interest. The two contours aim to find a local energy minimum according to a trade-off between the prior shape constraints and the image. When both contours become stationary, the contour with the highest energy is minimized with an additional force pushing it towards the other. The direction of this driving force is towards the point on the other contour, which is obtained using an arc length correspondence. This equips the contours with a hill climbing ability to escape from weak local minima. If the energy of the contour drops below the other we remove the driving force and let it find a better minimum. The driving force is now applied to the other contour and the process repeats until both contours have found the same solution. By using two contours approaching the feature from either side we provide a more balanced technique, whose ability to reject weak local minima increases its robustness. Accordingly the solution must he within the specified region of interest, but uncertainty in the initial estimate can be accommodated by varying the initialization region and hence the search space.
One difficulty with constant normal driven techniques [2],[20] is that the driving force increases difficulty in parameter determination. If the driving force is too high the contour will be driven over the feature of interest, if it is too low it may become entrapped in a weak local minimum. In order to avoid this, we advocate the use of an adaptive force that takes into account the energy of both contours and the rate at which the contour currently being minimized is moving. The new driving force pushes the contour with the highest energy into a lower energy state. We retain a global force for simplicity, but use its adaptive nature to move the parts of the contour in the weakest minimum first. The greedy nature of the minimiza tion technique implies that a global minimum is no longer guaranteed when the technique is generalised to the two dimensional case.
A steepest gradient descent method does not generally have a finite convergence. Consequently it is necessary to apply a criterion to terminate the evolution. A suitable criterion uses a termination parameter, 6 which is related to the rate of a snake's evolution mpxl"j+'-+s This controls the driving force adaptively. If the total energy of the currently selected contour is higher than the other, the force is increased until the contour passes the termination criterion. This guarantees that a part of the contour is moving at a rate controlled by 8. Meanwhile if <he energy begins to decrease, the driving force is removed and the contour is allowed to come into equilibrium. The process repeats until both contours have found the same equilibrium. The rate of evolution of the contour, which controls the spatial resolution of our technique, is determined by 6.
3 SNAKE FORMULATION AND IMPLEMENTATION n 1 I -_-I LIL_-_ .,-A_, J. I weal anape wtouet A single contour can be formulated to allow local shape information to be integrated within it 1111; two such contours are used within the dual technique. The internal energies of the two contours are required to be scale, rotation and translation invariant so that contours may be compared. This enforces a balanced evolution of the contracting outer contour and the expanding inner contour. The contour should have an equilibrium when it is similar to an estimated contour so that it has no preference to expand or contract, other than to acquire its natural shape. gent angle. The internal energy of the contour at vi is the energy associated with the force e, normalised by the average space step, h, rendering the energy scale invariant (Appendix: Lemma l), giving the local energy &,, as The internal energy term, (7), is locally isotropic which is desirable whereas the original snake's internal energy generally was not. The value of 0 is related to the internal angle rp by,
If there are N points then the discrete contour is an N-sided polygon. From (5) (9) will cause the contour to assume the shape of a (discrete) circle. This circle is a global solution to the internal energy. The contour will have a non-trivial equilibrium provided it does not expand (or contract) indefinitely, which is possible provided:
hl-1 gqi=(N-2)z and 0<rpi<2a
(10)
Including higher level shape information, [121, [161, other than low overall curvature can be advantageous. The local shape model allows such information to be integrated within the contour, by modifying the values of 0, to change the contour's natural shape. Hence our new formulation allows any estimate of shape to be included as an equilibrium state. Negative values of 8 can cause the contour to become concave. However, to fully exploit this additional shape information it is necessary to have an estimate of a feature's orientation. The complete contour energy equation is given by, The original technique implements the internal continuity and %zati(v) = $~&~~(vi) + (I-')Ed(vi) (11) smoothness constraints by two regularising functions 1181, which r=0 effectively low-pass filter-the contour. These result in contraction [81: Closed and open contours shrink to a point without the support of external forces. Modification of the continuity and curvature constraints to remove the unwanted contraction force, produces a solution that is insensitive to the internal parameters [201, and provides no prejudice towards expansion or contraction, as required. To implement these properties we impose two constraints. Using a discrete contour which is a set of points vi = (x~;Jv~) for ,i = 0 . . N -1; where N is the number of points, All subscript arithmetic is modulo N for closed contours, and contours are described in an anti-clockwise manner. To ensure that contour points are evenly spaced we impose the condition A second condition causes the contour to take a specified shape. In the case of a circle,
where rp is the internal angle, the tangent angle at the contour points. These two conditions are applied by a force that pulls vi towards its estimated position, Vi, Fig. 2 . This force, ei, is calculated from the neighboring points of vi by,
where R is a +90" rotation matrix and 8 is related to the local tanThis form emphasises the original paradigm of regularization [ill; the only parameter to be chosen is the regularization parameter, a, which lies between 0 and 1. If ;1 = 1 the contour is completely regularised and depends only on internal forces for its solution, in which case the contour will assume the local shape specified by the two conditions (4) and (5). If ,% = 0 then the contour is not regularised and no constraints on the contour's shape or continuity are applied, the contour terminates at a minimum associated _._zrl_ rL_ _L___-1 I__^ L._-L1__-1 Wll'l Llv2 c'103eIl unat;r ILu1CCl"'ldl.
Generalising the original technique to open contours is difficult since the elasticity constraint can shrink an open contour to a point. Our internal energy does not admit such problems and an open contour can be created by removing the internal energy from the two end points.
Minimization
The duai approach takes the inner and outer estimated contours and evolves them according to the following algorithm. Having selected the contour with the highest energy (ll), if its movement remains below the termination condition (3) the driving force is increased until it moves at a rate greater than the chosen threshold, 6. When the energy begins to decrease, the added driving force is removed and the contour is allowed to come into equilibrium. The procedure is then repeated until both contours have found the same equilibrium, which is guaranteed by the direction of the driving force.
Implementation
The minimization process is implemented by the method of gradient descent. The rate of evolution controls the stability and convergence of the minimization process 1151. The evolution must be controlled to ensure that a contour cannot move by more than one pixel, in one iteration, ensuring stability and consideration of all appropriate image data. The external forces, F, are derived from the external image energy E, .
(12) Bilinear interpolation [3] ensures that a stable convergence is attainable. The constant, k, is chosen to normalise the external forces so that they lie within the interval l-1, 11. Then the contour, v, is evolved according to, Vi" = v; + + A; + (l-A)q.
( 1
where u is the other contour and g(t) is the strength of the adaptive driving force, which is modified by the minimization algorithm. This evolution equation ensures the rate of evolution is scale invariant and lies within one pixel (Appendix: Lemma 2).
RESULTS
To demonstrate performance, the new technique is compared with a conventional single Kass snake [lOI and the robust snake of Xu [20] , using synthetic and real images. The image functionals used in the tests were the edge-based E,,(v) = -)Vl(v)l . To evaluate the performance in the presence of noise, a simulation used a circle with zero mean additive Gaussian noise using a unit image contrast. For the synthetic images, the contours are initialized at many randomly selected positions, within and without the target circle. The external contour for the dual snake was used as the initial contour for the techniques of Kass and Xu. The regularization parameter for the dual technique determines the trade-off between the prior shape information and the image data. A low regularization causes the image forces to dominate the shape constraints and the contour adheres to the image data well. However in the presence of noise we require a greater emphasis on the shape constraints and hence a greater regularization. In between these extrema, we require a trade-off between accurate representation to the data and accurate representation to the prior shape constraints.
For the dual technique h = 0.5 was used. The termination parameter is chosen to be a fraction of the pixel size and hence 6 = 0.05 was used. The local shape parameter, 0, was set to the circular case, (5). In order to find sets of parameters for the Xu and Kass techniques which gave good results, many trial runs were performed and a manually optimised set of parameters were determined. The approach of Xu was modified since the least squares fitting in the removal of the contraction 1201 can become unstable when the points are nearly collinear. A line was also fitted and if this was a better fit than a circle, the curvature was taken to be zero. To assess similarity between two contours u and v, we used the Euclidean feature distance d(u, v) of the contours' Fourier Descriptors [13], p and v,
which is equivalent to measuring the mean-square deviation between the contours. Example results are shown in Fig. 3 for the techniques applied to the cup image and in Fig. 4 applied to the simulation data. The aim was to extract the cup rim and the circle in the simulation data. The example results confirm that the dual contour can select the chosen target. The cup image illustrates the advantage of approaching a feature from both sides. As a consequence of the initialization, Fig. 3a and the parameters used, the Kass technique, Fig. 3c , and Xu technique, Fig. 3d , become snagged on complex image data, whereas the dual technique is able to reject such minima, Fig. 3b . This allows much greater freedom in deployment; the dual contour guarantees a good result within the region specified by the initial contours. Its formulation ensures that this is achieved without a lenfly manual optimization of its parameters.
For the synthetic data, for ten initializations for each image, the dual technique performed better, working well in up to a noise standard deviation of 1.2, Fig. 4b . In contrast, the techniques of Kass and Xu, (both initialized with the outer contour, Fig. 4a ) could and did select the target in some cases of the simulation data, but failed for cases of poor initialization and increased noise. The example shown in Fig. 4c demonstrates the problem associated with the scale variant internal forces for the Kass snake. To achieve good results in the presence of high noise requires a high regularization. The part of the initial contour that lies near the circle edge is driven over it, but the part which is farthest away stops at the circle. This is a consequence of the internal forces decreasing as the contour shrinks. The Xu technique is able to form comers, Fig. 4d , as a result of the removal of the contraction force, accounting for poorer overall performance for the synthetic data. The dual technique enforces the local shape regularization and avoids this problem. Table 1 gives an average measure of the mean square error against the noise standard deviation, for the three techniques. It can be seen that the performance of the dual technique is superior to the single snake approaches because the performance reduces less when the noise standard deviation increases. The threshold, at which performance deteriorates, is higher for the dual contour which demonstrates an ability to handle greater noise degradation. However, if the Kass and Xu snake parameters used here are now applied to other images, with different depths of minima, the single snake may fail to be attracted by them or be attracted to insignificant local minima. On the other hand, the dual technique-by virtue of its adaptive driving forceis sufficiently sensitive to extract different degrees of minima without the need to modify its parameters. 
CONCLUSIONS
In this paper, we have developed a comprehensive dual contour technique that overcomes the primary problems of sensitivity to initialization and parameters associated with the original techniques. This sensitivity is a consequence of the formulation of the original techniques in searching for a minimum. Typically, there are many local minima and consequently the solution is highly dependent upon the choice of parameters and initial contour. We have proposed a new criterion in searching for a good minimum within the region specified by two initial contours. This is made possible by a reformulated internal energy which renders the snake energy scale invariant and provides a basis for assessing the merits of solutions. The original technique used the internal forces to provide a contraction of the contour, to move it towards features. This increased the sensitivity to the parameters and therefore we removed the contraction force from the internal constraints. The contraction force is replaced with a new adaptive driving force which allows the contour to find minima, and to escape from them if a better solution has been found by the other contour. Furthermore if shape information and orientation are available, our technique is able to exploit this by integration within the internal energy function. The results demonstrate that the new technique can provide good performance over images from different sources, with the same parameters. Let h be the step size and it is assumed to be constant over one iteration. This is justified by the techniques promotion of an evenly spaced set of points. LEMMA 1. 7'he local shape energy, EIS,+, is scale, translation and rotation invariant.
APPENDIX-SNAKE PROPERTIES
PROOF. From (6 ) and (7), the local shape energy for a contour U is, 
Since A-IRA = R 1 (vi-l -2vi + 'i+* + eiR(Vi-I -vi+l)) = Vf+* _ v~ =-4 (vi -vi_l) ' '
Hence the evolution of the transformed contour equals the evolution of the original contour. 0
