ABSTRACT In this paper, a joint feature and similarity deep learning (JFSDL) method for vehicle reidentification is proposed. The proposed JFSDL method applies a siamese deep network to extract deep learning features for an input vehicle image pair simultaneously. The siamese deep network is learned under the joint identification and verification supervision. The joint identification and verification supervision is realized by linearly combining two softmax functions and one hybrid similarity learning function. Moreover, based on the hybrid similarity learning function, the similarity score between the input vehicle image pair is also obtained by simultaneously projecting the element-wise absolute difference and multiplication of the corresponding deep learning feature pair with a group of learned weight coefficients. Extensive experiments show that the proposed JFSDL method is superior to multiple state-of-the-art vehicle re-identification methods on both the VehicleID and VeRi data sets.
I. INTRODUCTION
Various vehicles (e.g., car, SUV and bus) become an important part of our lives. Similar to traditional person reidentification [16] , [21] , vehicle re-identification is also demanding in video surveillance for public security [1] . Specifically, vehicle re-identification aims to search a input query vehicle image in a gallery database and match the same vehicle captured by different cameras. In practical surveillance scenarios, the vehicle images are usually captured by various cameras with different environments, which thus contain illumination and viewpoint changes, low resolutions, blurs, occlusions, etc. (Referred to some examples of vehicle images in Figure 1 ). These make the vehicle re-identification become a very challenging and frontier topic [2] .
To address vehicle re-identification, two large scale vehicle re-identification databases captured under surveillance scenarios, namely VeRi [2] , [3] and VehicleID [4] , are established and some baseline vehicle re-identification methods are presented. Among them, as the feature representation methods, LOMO [5] and BOW-CN [6] features originally used in person re-identification are exploited for vehicle reidentification. In addition, some well known deep feature learning architectures, such as AlexNet [7] , VGGNet [8] and GoogLeNet [9] , are employed as feature extractors for vehicle re-identification. For example, FACT [2] , NuFACT [3] , and DRDL [4] utilize AlexNet [7] , GoogLeNet [9] , and VGGNet [8] to extract features of vehicles, respectively. As the similarity metric learning methods, FACT [2] explores the Euclidean or Cosine distance between a vehicle pair described by deep features to measure the similarity, in a similar manner to many face recognition algorithms [10] , [11] . NuFACT [3] calculates the similarity of query and gallery vehicles via the Euclidean distance in a discriminative null space [12] . DRDL [4] proposes a deep relative distance learning method. This method exploits a two-branch convolutional neural network to transform the raw vehicle images into an Euclidean space, in which the distance can be directly used to measure the similarity of arbitrary two vehicles. In addition to learn a similarity metric in the Euclidean space, the group sensitive triplet embedding (GSTE) [13] method is proposed to retrieve vehicle images, in which the intra-class variance is elegantly modeled by incorporating an intermediate representation ''group'' between samples and each individual vehicle in the triplet network learning.
Besides the above-mentioned vehicle re-identification methods, some multi-modal vehicle re-identification methods have been proposed. For example, the progressive and multi-modal vehicle re-identification (PROVID) [3] is presented to obtain a more accurate vehicle re-identification performance. The PROVID method firstly performs a coarse searching by the NuFACT [3] and then a fine searching by a vehicle license plate verification model to improve the re-identification accuracy. For another example, the spatialtemporal regularization method [14] is proposed to model the spatial-temporal constraints so as to refine the retrieval results. However, these methods require extra vehicle information, limiting the potential applications in real-world scenarios. Specifically, license plate information is required in the PROVID [3] , while the location and time information of a vehicle are demanded in the spatial-temporal regularization method [14] . Moreover, additional computational loads are also introduced for processing these extra vehicle information.
In order to improve the vehicle re-identification accuracy without using extra vehicle information, both identification and verification supervision are jointly used to train a stronger deep network, which has been successfully applied in face recognition [11] and person re-identification [25] . In both [11] and [25] , the identification supervision is conducted through a commonly-used softmax loss function. In the face recognition model [11] , the verification supervision is conducted through a contrastive loss function, which enlarges the Euclidean distance between a face pair with the same identification label while shrinks the Euclidean distance between a face image pair with different identification labels. However, the original contrastive loss cannot directly reflect the non-Euclidean manifold of data distribution. In the person re-identification model [25] , the verification supervision is conducted through a binary softmax function. It firstly projects the element-wise square difference of a person pair into a similarity score, and forces the similarity score between a person pair with the same identification label as large as possible while drives the similarity score between a person pair with different identification labels as small as possible. Although the verification supervision designed in [25] is able to directly predict the similarity between the input image pair, it still has the room for performance improvement. Because only the element-wise square difference of a person pair involved in the similarity calculation is insufficient, which has been demonstrated in the study of the deep hybrid similarity learning [16] .
Based on the above analysis, a joint feature and similarity deep learning (JFSDL) method for vehicle re-identification is proposed in this paper. The major contribution of this paper is to better explore the identification and verification supervision for training a deep learning based vehicle re-identification model so as to promote the vehicle reidentification accuracy. In our approach, a siamese deep network is trained under the joint identification and verification supervision to extract the deep features for an input vehicle image pair simultaneously. This joint identification and verification supervision is realized by linearly combining two softmax functions and one hybrid similarity learning function. In the hybrid similarity learning function, the similarity score between the input vehicle image pair is obtained by simultaneously projecting the element-wise absolute difference and multiplication of the corresponding deep feature pair with a group of learned weight coefficients. Consequently, the proposed JFSDL method is able to provide a stronger similarity measurement ability. Experimental results have shown the superiority of the proposed method to multiple state-of-the-art vehicle re-identification methods.
The rest of this paper is organized as follows. Section II introduces the proposed joint feature and similarity deep learning method for vehicle re-identification. Section III presents the experiments and analyses to validate the superiority of the proposed method. Section IV provides the conclusions.
II. JOINT FEATURE AND SIMILARITY DEEP LEARNING FOR VEHICLE RE-IDENTIFICATION
A. FRAMEWORK AND OVERVIEW Figure 2 shows the framework of the proposed joint feature and similarity deep learning (JFSDL) for vehicle reidentification. It mainly consists of two same basic deep networks and element-wise absolute difference (i.e., E-ABS) VOLUME 6, 2018 FIGURE 2. The framework of the proposed joint feature and similarity deep learning (JFSDL) method for vehicle re-identification, where E-ABS and E-MUL denote element-wise absolute and element-wise multiplication layers, respectively.
and element-wise multiplication (i.e., E-MUL) layers. Two basic deep networks hold the same architecture and parameters, called as siamese deep network [15] , [26] . On one hand, two basic deep networks are directly supervised with two same identification supervision. On the other hand, two basic deep networks are also indirectly supervised with the verification supervision, since E-ABS and E-MUL layers are placed between two basic deep networks and the verification supervision. The identification supervision is used to learn deep features for vehicle images, while the verification supervision is mainly applied to learn a similarity metric of the learned deep features. Therefore, the proposed JFSDL method is able to simultaneously learn feature representation and similarity metric for vehicle re-identification. The details of the proposed JFSDL method will be described in the following sub-sections.
B. JOINT IDENTIFICATION AND VERIFICATION SUPERVISION 1) IDENTIFICATION SUPERVISION
For constructing the identification supervision, similar to DeepID2 [11] , the softmax function is utilized to build the identification function, as follows:
where
∈ d×C is the projection matrix used to predict a vehicle's identification label; X (k) is the deep learning feature of k-th training sample and y (k) ∈ {1, 2, 3, . . . , C} is the corresponding identification label. α is a constant used to control 2 regularization item weight. K and C represent the numbers of the training samples and classes, respectively. (·) is an indicator function.
2) VERIFICATION SUPERVISION
Different from DeepID2 [11] , which exploits the Euclidean or cosine distance between a deep learning feature pair to measure the similarity of the corresponding vehicle feature pair, the hybrid similarity function proposed in our previous person re-identification work [16] is applied to measure the similarity in this paper. The hybrid similarity function is formulated as follows:
∈ d+d is the projection vector used to calculate the hybrid similarity s k between the deep learning feature pair X 1
.* denotes the element-wise multiplication operation between X 1 k and X 2 k . The element-wise absolute and element-wise multiplication calculations are individually implemented by the E-ABS and E-MUL layers, as illustrated in Figure 2 . It can be observed from Eq. (2) that the hybrid similarity function is realized by learning a group of weight coefficients to simultaneously project the element-wise absolute difference and multiplication of a deep learning feature pair into a similarity score. Note that the hybrid similarity function has obtained prominent performance improvements in our person re-identification work [16] , since there is a great complementarity between the similarity scores learned from elementwise differences of deep learning feature pairs and the similarity scores learned from element-wise multiplications of deep learning feature pairs.
By exploring the hybrid similarity function, the log-logistic function [20] is further used to build the verification supervision, which can be formulated as follows:
where t n ∈ {−1, 1}, specifically, t n = 1 means that the deep learning feature pair (i.e., X 1 n and X 2 n ) is with the same identification label; on the contrary, t n = −1 means that they are with different identification labels; N is the number of training pair samples; β is a constant to control the 2 regularization item weight. The 2 regularization item is applied to avoid over-fitting by following the common practices in many deep learning algorithms [7] - [9] , [15] , [17] .
3) JOINT IDENTIFICATION AND VERIFICATION SUPERVISION
Based on the above introduced identification and verification supervision, the joint identification and verification supervision is formulated as follows:
where J 1 (H ) and J 2 (H ) are two same softmax based identification supervision functions as described in Eq. (1). They are individually assigned to two same basic deep networks, as shown in Figure 2 . λ ≥ 0 is a constant applied to adjust the contribution of the verification supervision function V (W ).
Considering that there are two same identification supervision functions, i.e., J 1 (H ) and J 2 (H ), each of them is assigned with a weight parameter 0.5. 
C. BASIC DEEP NETWORK
In this work, a VGGNet [8] like deep network is deigned as the basic deep network of the proposed JFSDL method, which is shown in Figure 3 . For a convenient description, a convolutional layer, a batch normalization layer [17] and a Leaky ReLU [18] layer are sequently packaged together to construct a CBLR block, as shown in Figure 3 (a). Then, 16 CBLR blocks, 5 max pooling (MP) layers, an average pooling (AP) layer and a spatial local normalization (SLN) layer [19] are combined to build the basic deep network, as shown in Figure 3(b) . The parameter configuration of the basic deep network in the proposed JFSDL method is listed in Table 1 . The channel numbers of CBLR1-4, CBLR5-7, CBLR8-10, CBLR11-13 and CBLR14-16 are 64, 128, 192, 256 and 320, respectively. The scopes of Leaky ReLU layer of CBLR14-16 are 0, and that of the others are 0.15. The sub-window for convolutional layers represents a filter size. The sub-window for pooling layers (i.e., MP1-MP5 and AP) means a pooling window size, and that for the spatial local normalization (i.e., SLN) layer denotes a local normalization window size. As shown in Table 1 , all convolutional layers apply 3 × 3 filters. Four max pooling layers use 3 × 3 pooling windows, while the average pooling layer applies a 1 × 4 pooling window. The spatial local normalization layer utilizes a 4 × 1 sized normalization window. Moreover, only those strides worked on four MP layers are set as 2 pixels, the others are set as 1 pixel.
III. EXPERIMENT AND ANALYSIS
To validate the superiority of the proposed JFSDL method, extensive experiments are conducted to compare it with the state-of-the-art vehicle re-identification methods on two challenging datasets, VehicleID [4] and VeRi [3] . Note that the evaluation protocol, such as the partition training and testing subsets and the performance evaluation criterion, is provided in each dataset and is used in our experiments.
A. DATASET
VehicleID [4] is captured in daytime by multiple real-world surveillance cameras distributed in a small city in China. There are 221,763 images of 26,267 vehicles in the entire dataset. Each vehicle is captured from either a front viewpoint or a back viewpoint. The training subset consists of 110,178 images of 13,134 vehicles. In addition, VehicleID provides three testing subsets, Test800, Test1600 and Test2400, for evaluating the performance in different dataset scales. Specifically, Test800 includes 800 gallery images and 6,532 probe images. Test1600 contains 1600 gallery images and 11,395 probe images. Test2400 consists of 2400 gallery images and 17,638 probe images. According to the evaluation protocol of VehicleID, the cumulative match characteristic (CMC) curve [16] , [21] and mean average precision (MAP) [6] are applied to evaluate the vehicle re-identification performance.
VeRi [3] is captured by 20 cameras in unconstrained traffic scenarios and each vehicle is captured by 2-18 cameras under different viewpoints, illuminations, occlusions and resolutions. The VeRi dataset is divided into a training subset containing 37,781 images of 576 vehicles and a testing subset with 11,579 images of 200 vehicles. For the evaluation, one image of each vehicle captured from each camera is applied as a query and a query set containing 1,678 images is finally obtained. Furthermore, only the cross-camera vehicle re-identification is evaluated, which means that if a probe image and a gallery image are captured under the same camera viewpoint, the corresponding matching result will be excluded in the final performance evaluation. According to the evaluation protocol of VeRi [3] , the cumulative match characteristic (CMC) curve [16] , [21] is applied to evaluate the vehicle re-identification performance.
B. TRAINING CONFIGURATION
All images in the above-mentioned two datasets are scaled to 128 × 128 pixels. Each image is further augmented by VOLUME 6, 2018 
C. PERFORMANCE COMPARISON WITH STATE-OF-THE-ART METHODS

1) PERFORMANCE COMPARISON ON VEHICLEID
The performance comparison results on VehicleID are listed in Table 2. From Table 2 , one can find that deep learning based methods (i.e., DRDL [4] , FACT [2] , NuFACT [3] and GoogLeNet [23] ) obviously defeat non-deep learning based methods (i.e., LOMO [5] , BOW-CN [6] and BOW-SIFT [24] ) on this large scale dataset. Moreover, compared with those deep learning based methods (i.e., DRDL [4] , FACT [2] , NuFACT [3] and GoogLeNet [23] ), the proposed JFSDL method consistently achieves higher rank-1 and rank-5 identification rates on different test scales of the VehicleID dataset (i.e., Test800, Test1600 and Test2400), and consequently obtains the best average result.
2) PERFORMANCE COMPARISON ON VeRi
The performance comparison results on VeRi are shown in Table 3 . Firstly, from Table 3 , it can be found that the proposed JFSDL method acquires the highest MAP and rank-1 identification rate. Secondly, compared with three vehicle licence plate aided methods, PROVID [3] , NuFACT + Plate-SNN [3] and NuFACT + Plate-REC [3] , the proposed JFSDL method still defeats Plate-REC [3] , although it is beaten by PROVID [3] and NuFACT + Plate-SNN [3] with a lower rank-5 identification rate. However, as shown in Table 3 , without the help of plate information, both NuFACT [3] and FCAT [2] are outperformed by the proposed JFSDL method. Thirdly, compared with those very deep models, DenseNet121 [22] and GoogLeNet [23] , the proposed JFSDL method also obtains better results.
D. PERFORMANCE ANALYSIS OF THE PROPOSED JFSDL METHOD
Based on the above comparison results, the accuracy superiority of the proposed JFSDL method has been validated. In this section, we further analyze the the proposed JFSDL method by investigating the role of basic deep network, the inference of 2 regularization, the impact of jointing identification supervision with verification supervision and the performance comparison of using different verification supervisions.
In the following experiments, the architecture of the basic deep network is kept unchanged. The case that only using the Identification supervision (i.e., Eq. (1)) for the Deep Learning of the basic deep network is abbreviated as I-DL, while the case that only using the Verification supervision (i.e., Eq.(3)) for the Deep Learning is abbreviated as V-DL. I-DL is equal to special case of JFSDL whose λ (i.e., Eq. (4)) is set as 0. Moreover, since the verification supervision does not work in the I-DL case, the Euclidean distance is applied as the similarity measurement.
1) ROLE OF BASIC DEEP NETWORK
From Figure 4 , one can see that I-DL is better than V-DL, which demonstrates the identification supervision is stronger than the verification supervision. This is consistent with many other recognition tasks, such as DeepID2 [11] and TriNet [6] . Moreover, combining Table 3 and Figure 4 , I-DL is slightly better than some state-of-the-art methods, such as NuFACT + REC [3] and NuFACT [3] , which is able to show that the architecture of the proposed basic deep network is reasonable and effective.
2) INFERENCE OF 2 REGULARIZATION
The two 2 regularization weight parameters, i.e., α in Eq. (1) and β in Eq.(3), are set to the same value, to avoid an excessive parameter tuning. From Figure 5 , one can see that the highest rank-1 identification rate 82.90% is achieved when α and β are set as 0.005. If α and β are set as 0.05 or 0.5, the rank-1 identification rate dramatically decreases, which demonstrates that both 0.05 and 0.5 are too large to damage the discriminative ability of the proposed JFSDL method.
3) IMPACT OF JOINTING IDENTIFICATION SUPERVISION WITH VERIFICATION SUPERVISION
As shown in Figure 4 , one can find that JFSDL consistently outperforms I-DL and V-DL, with the help of jointing identification supervision with verification supervision. For MAPs, JFSDL beats I-DL and V-DL by 4.78% and 10.98%, respectively. Moreover, JFSDL defeats I-DL and V-DL by 1.43% and 11.80% rank-1 identification rates, respectively, and JFSDL outperforms I-DL and V-DL by 0.54% and 5.84% rank-5 identification rates, respectively. These results illustrate the proposed JFSDL method jointly using identification and verification supervision is helpful for improving the vehicle re-identification accuracy rate.
To more comprehensively investigate the role of joint identification supervision with verification supervision, the impact of the verification supervision weight parameter λ in Eq. (4) is evaluated and the result is shown in Figure 6 . From Figure 6 , one can see that when λ is ranging from 0.25 and 1.25, the rank-1 identification rate is varying between 80.93% and 82.90%, and the highest rank-1 identification rate 82.90% is achieved when λ is set as 1.
4) PERFORMANCE COMPARISON OF USING DIFFERENT VERIFICATION SUPERVISIONS
Keeping the same basic network and the same identification supervision, a performance comparison of using different verification supervisions (i.e., hybrid similarity learning function [16] , binary softmax loss function [25] and contrastive loss function [11] ) is implemented. We try our best to select the best parameters for binary softmax loss function [25] and contrastive loss function [11] cases. The performance comparison result is listed in Table 4 . From Table 4 , one can see that the binary softmax loss function [25] case is better than the contrastive loss function [25] case, and both of them are obviously defeated by the proposed JFSDL method that using the hybrid similarity learning function [16] on the VehicleID database. These results clearly illustrate that the hybrid similarity learning function [16] learning a similarity measurement from both element-wise absolute differences and element-wise multiplications of deep feature pairs is able to construct a better joint identification and verification supervision.
IV. CONCLUSION
In this paper, a joint feature and similarity deep learning (JFSDL) method is proposed for vehicle re-identification. The proposed JFSDL method simultaneously extracts deep learning features for an input vehicle image pair based on a siamese deep network. The joint identification and verification supervision is applied to supervise the siamese deep network, which is realized by linearly combining two softmax functions and one hybrid similarity learning functions. Moreover, based on the hybrid similarity learning function, the similarity score between an input vehicle image pair is also obtained. Extensive experiments show that the proposed JFSDL method is superior to multiple state-of-the-art vehicle re-identification methods on both the VehicleID and VeRi datasets, with the help of jointing identification supervision with verification supervision. Moreover, the experiments also illustrate that the hybrid similarity learning function is able to construct a better joint identification and verification supervision. 
