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A three-dimensional, near real-time data-assimilative modeling system for the California coastal ocean is
presented. The system consists of a Regional Ocean Modeling System (ROMS) forced by the North American
Mesoscale Forecast System (NAM). The ocean model has a horizontal resolution of approximately three
kilometers and utilizes a multi-scale three-dimensional variational (3DVAR) data assimilation methodology. The
system is run in near real-time to produce a nowcast every six hours and a 72-hour forecast every day. The
performance of this nowcast system is presented using results from a six-year period of 2009–2015.
The ROMS results are ﬁrst compared with the assimilated data as a consistency check. RMS diﬀerences in
observed satellite infrared sea surface temperatures (SST) and vertical proﬁles of temperature between
observations and ROMS nowcasts were found to be mostly less than 0.5 °C, while the RMS diﬀerences in
vertical proﬁles of salinity between observations and ROMS nowcasts were found to be 0.09 or less. The RMS
diﬀerences in SST show a distinct seasonal cycle that mirrors the number of observations available: the nowcast
is less skillful with larger RMS diﬀerences during the summer months when there are less infrared SST
observations due to the presence of low-level clouds. The larger diﬀerences during summer were found primarily
along the northern and central coasts in upwelling regions where strong gradients exist between colder upwelled
waters nearshore and warmer oﬀshore waters. RMS diﬀerences between HF radar surface current observations
and ROMS nowcasts were approximately 7–8 cm s−1, which is about 30% of the time mean current speeds in this
region. The RMS diﬀerences in sea surface height (SSH) between the AVISO (Archiving, Validation and
Interpretation of Satellite Oceanographic) altimetric satellite observations and ROMS nowcasts were about 2 cm.
In addition, the system realistically reproduces the interannual variability in temperatures at the M1 mooring
(122.03°W, 36.75°N) in Monterey Bay, including the strong warming of the California coastal ocean during
2014.
The ROMS nowcasts were then validated against independent observations. A comparison of the ROMS
nowcast with independent proﬁle observations of temperature and salinity shows RMS diﬀerences of 0.7 to
0.92 °C and 0.13 to 0.17, which are larger (by up to a factor of 2) than the diﬀerences found in the comparisons
with assimilated data. Validation of the depth-averaged currents derived from Spray gliders shows that the ﬂow
patterns associated with California Current and California Undercurrent/Davidson current systems and their
seasonal variations are qualitatively reproduced by the ROMS modeling system.
Lastly, the impact of two recent upgrades to the system is quantiﬁed. Switching the lateral boundary
conditions from a U.S. west coast regional model to the global HYCOM (HYbrid Coordinate Ocean Model) model
results in an improvement in the simulation of the seasonal and interannual variations in the SSH, especially
south of Pt. Conception (120.47°W, 34.45°N). The assimilation of altimetric satellite SSH data also results in an
improvement in the model surface currents when compared to independent surface drifter observations.
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1. Introduction
The California coastal ocean is one of the United States’ most
important resources, both economically for its ﬁsheries and ecologically
for its diversity. It is home to several National Marine Sanctuaries,
including the Monterey Bay National Marine Sanctuary (montereybay.
noaa.gov), a federally protected marine area oﬀshore of California's
central coast. Both ﬁsheries and ecosystems are quite sensitive to
changes in environmental conditions such as temperature, salinity,
and currents as evidenced by the impacts of the major warming event of
2014-15 (Whitney, 2015; Opar, 2015; NOAA, 2016a, b). The need to
understand and predict changes in these variables has been underscored recently by this unprecedented warming event in the region.
Beginning in 2014, exceptionally warm temperatures developed across
a wide area oﬀ the California coast (Bond et al., 2015; Zaba and
Rudnick, 2016). Near-surface positive temperature anomalies exceeded
4 °C in certain regions and persisted for much of the year and into 2015
(Zaba and Rudnick, 2016).
With the goal of characterizing and predicting environmental
conditions in California's coastal ocean in near real-time, we have
developed a three-dimensional data-assimilative modeling system
based on the Regional Ocean Modeling System (ROMS) code. This
system has been producing nowcasts (analyses of the current ocean
state) four times per day and a daily 72-hour forecast in near real-time
since 2009 to the present time. By near real-time we mean that model
nowcasts and forecasts are generally available about 9 h behind realtime; for example, the 03 UTC nowcast would be available at around 12
UTC. The ROMS modeling system is an integral part of the Central and
Northern California Ocean Observing System (CeNCOOS, http://www.
cencoos.org) and the Southern California Coastal Ocean Observing
System (SCCOOS, http://www.sccoos.org), two regional associations of
the national Integrated Ocean Observing System (https://ioos.noaa.
gov/).
To place this current modeling work in the context of some of our
previous California coastal ocean modeling work, we review here the
model conﬁguration used in Chao et al. (2009) and discuss some of the
diﬀerences between that system and the one presented here. The most
important thing to note is that these two modeling systems were
designed to achieve diﬀerent goals. The Chao et al. (2009) Monterey
Bay (MB) system was designed with the aim of simulating (and
forecasting) as realistically as possible the summer circulation within
and around Monterey Bay (MB) with an emphasis on coastal upwelling
and downwelling events and the transitions between them. In order to
do this, a relatively high horizontal resolution ocean model and
accurate, high-resolution wind forcing were necessary. A nested
modeling approach was chosen that was focused on an innermost nest
covering a relatively small area (MB and surroundings) at a relatively
high horizontal (1 km) resolution. The CA system described in the
current paper was designed to be much more comprehensive in terms of
the region covered and phenomena we aim to reproduce (see Section
2.1 for a complete description of these phenomena), as we attempt to
realistically simulate the environment further oﬀshore – for example,
the California current system and its associated mesoscale eddies - and
tides (and tidal currents), while still aiming to do reasonably well in
simulating nearshore phenomena such as upwelling.
These diﬀerences in goals are the reason behind many of the
diﬀerences between the two systems. For example, in the current CA
system we have chosen a uniform intermediate horizontal resolution
(3 km) and a few more vertical levels (40 versus 32) applied to a much
larger single domain compared to the 1 km resolution for the much
smaller innermost domain of the MB system. Also, while tides are not
essential for simulating coastal upwelling events and thus were not
included in the MB system, they are included in the CA system as they
are essential if we want to reproduce tidal phenomena. With the MB
system's focus on upwelling, high-resolution coastal winds were
essential and thus the COAMPS atmospheric model wind ﬁelds were

used for the MB system since they were the highest horizontal
resolution (3 km for the innermost nest) winds available during the
period simulated (summer 2003), while we use the NAM (either 12 or
5 km) winds for the CA system because the high resolution COAMPS
model domain does not cover our entire expanded CA domain. Similar
considerations apply to the data assimilation, we have switched to a
more comprehensive multi-scale 3DVAR methodology that assimilates
temperature, salinity, sea surface height, zonal and meridional current
data rather than only temperature and salinity (T, S) since while
assimilating (T, S) only was adequate (assuming accurate wind forcing)
for simulating the upwelling/downwelling events the MB system
focused on, the more comprehensive CA system clearly beneﬁts from
assimilating all available data types. The advantages of multi-scale
3DVAR used here compared to the single-scale 3DVAR used in MB
system will be outlined in Section 2.5 and the advantages of choosing
HYCOM output for the lateral boundary forcing in the CA system as
opposed to the Levitus climatology used for the outermost nest in the
MB system are discussed in Section 4.
We present here the ﬁrst comprehensive documentation of the
model, the data assimilation method, and the performance of six hourly
nowcasts. The performance of the ROMS forecasts will be reported in a
separate study. We begin with a detailed description of the ROMS-based
modeling system, including the external forcing and data assimilation
methodology used, in Section 2. In Section 3, we present a comparison
of the ROMS nowcasts with observations that are assimilated and a
validation of the ROMS results by comparing them with independent
(non-assimilated) observations. In Section 4, we explore the impact of
several recent upgrades to the system. Finally, a summary and some
concluding remarks are given in Section 5.
2. The ROMS-based California coastal modeling, data assimilation
and forecast system
2.1. Ocean model
The California (CA) coastal ocean modeling system is based on the
Regional Ocean Modeling System (ROMS) (Haidvogel et al., 2000). The
ROMS conﬁguration used consists of a single domain covering the
entire California coastal ocean from Ensenada, Mexico to north of
Crescent City, CA and extending approximately 1000 km oﬀshore at a
horizontal resolution of 3.3 km (see Fig. 1). This particular model
conﬁguration was chosen to achieve several objectives: 1) to simulate
the major ﬂow features that characterize the California coastal ocean
which include the near-surface equatorward California Current system
(CCS) that lies several hundred kilometers oﬀshore, the poleward
California Undercurrent (CU) that peaks in strength between 100 and
300 m below the surface and the wintertime inshore Davidson current;
2) to resolve the mesoscale eddies associated with the CCS that are
typically the ﬂow type with the largest kinetic energy in this region
(Capet et al., 2008a, 2008b); 3) to cover the entire area observed by the
California HF radar surface current mapping network as well as all
regions of interest for the Southern California and Central and Northern
California coastal ocean observing systems (SCCOOS and CeNCOOS).
Note that the system will not resolve the less energetic submesoscale
fronts and eddies in the region discussed by Capet et al. (2008a, 2008b)
and McWilliams (2016), nor the very small-scale circulations often
generated very near shore (for example, rip currents). Eddies associated
with the California Undercurrent (also known as Cuddies) are submesoscale coherent vortices of horizontal scale less than 10 km and so
are not represented in our system. Lastly, analyses are produced by the
system every 6 h (see Section 2.5) because we aim to describe not only
sub-tidal variabilities but also diurnal and semi-diurnal tidal currents
and near-coastal wind-driven diurnal variability.
ROMS is a free-surface, hydrostatic, three-dimensional primitive
equation regional ocean model (Shchepetkin and McWilliams, 2005,
2006; Marchesiello et al., 2001). The horizontal discretization uses a

diﬀers from the TPXO.6 bottom topography. The ROMS bottom
topography is based on the ETOPO1 dataset (Amante and Eakins,
2009) with some selected smoothing of the raw ETOPO1 data applied in
regions where the horizontal gradients in depth are very strong.
Speciﬁcally, the primary requirement we imposed when constructing
the bottom topography for our 3 km grid was that the Haney number,
rx1(h), be less than 5 (see Sikirić et al., 2009).
One motivation for using a tide-permitting circulation model is that
the temperature, salinity, and current data collected by moving platforms (e.g., gliders or other autonomous underwater vehicles) contain
both the tidal signal and non-tidal variability. Assimilating these data
into a non-tidal model could introduce additional errors.
2.3. Atmospheric forcing

Fig. 1. Daily mean ROMS sea surface temperatures for 28 September 2012 on the ROMS
CA-3km model domain (colored region). The yellow, purple and cyan lines show the
locations of the SIO glider lines 67, 80 and 90, respectively and the red and black triangles
the location of the M1 mooring and the Cal Poly San Luis Obispo Pier, respectively. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the
web version of this article).

boundary-ﬁtted, orthogonal curvilinear formulation. Coastal boundaries are speciﬁed as a ﬁnite-discretized grid via land/sea masking.
Lateral boundary conditions for the CA domain are provided from a
separate data-assimilating ROMS system that covers the entire U.S. west
coast and all of Baja California at a resolution of 15 km or, as in a recent
upgrade, global HYCOM [http://hycom.org]. The vertical discretization
uses a stretched terrain-following coordinate (S-coordinate) on a
staggered grid over variable topography (Song and Haidvogel, 1994).
The stretched coordinate allows increased resolution in areas of
interest, such as the thermocline and bottom boundary layers. ROMS
uses a sigma-type vertical coordinate characterized by coordinate
surfaces that follow the bottom topography. In the CA conﬁguration,
there are 40 unevenly-spaced sigma surfaces used with the majority of
these clustered near the surface to better resolve processes in the mixed
layer. Similar, though nested, ROMS conﬁgurations have been successfully applied in Monterey Bay, California (Chao et al., 2009) and Prince
William Sound, Alaska (Farrara et al., 2013). We comment on the
diﬀerences between the results presented here and those presented for
Monterey Bay by Chao et al. (2009) in the Summary section.
2.2. Tidal forcing
The tidal forcing is added through lateral boundary conditions that
are obtained from a global barotropic tidal model (TPXO.6) (Egbert and
Erofeeva, 2002; Egbert et al., 1994), that has a horizontal resolution of
0.25 degrees and uses an inverse modeling technique to assimilate
satellite altimetry cross-over observations. Eight major tide constituents
at the diurnal and semidiurnal frequencies (M2, K1, O1, S2, N2, P1, K2
and Q1) are used. The barotropic transport from the TPXO.6 solution is
adjusted using the ROMS bottom topography because this topography

The atmospheric forcing required by the ROMS model is derived from
hourly output of operational forecasts performed with the National
Centers for Environmental Prediction (NCEP) North American (NAM)
5 km (the 12 km resolution NAM is used prior to June 2013) model
[http://www.emc.ncep.noaa.gov/index.php?branch=NAM]. Daily 00
UTC forecasts are used. The surface latent and sensible heat ﬂuxes, as
well as surface evaporation rates, are derived from surface air temperatures, surface relative humidity, 10 m winds and ROMS sea surface
temperatures (SST) using the bulk formula proposed by (Kondo, 1975).
The fresh water ﬂux is computed as the calculated evaporation rate
minus the NAM precipitation rate (E-P). The wind stress is derived from
the 10 m winds using the formula of Large and Pond (1982). Net surface
solar and terrestrial radiative ﬂuxes are taken directly from the NAM
output. The variables used for computing the ocean model forcing have
been evaluated against buoy data (not shown). The surface winds are
satisfactorily accurate, with RMS errors of 1–2 m s−1 being the norm. The
surface air temperatures and relative humidity values also show quite
good accuracy with errors of less than 1 °C and 10%, respectively. On the
other hand, there are signiﬁcant uncertainties in the solar and terrestrial
radiation primarily related to deﬁciencies in the NAM simulation of
stratus clouds in the region [http://www.jcsda.noaa.gov/documents/
meetings/wkshp2009/Session-3/3.07.Poster-Zhanqing%20Li.pdf,
see
Fig. 4.].
2.4. Multi-scale 3DVAR data assimilation scheme
An essential component of this system is the data assimilation (DA)
scheme used to generate the nowcast estimates of the three-dimensional
ocean state. Data assimilation is a mathematical methodology for
optimally synthesizing diﬀerent types of observations with model ﬁrst
guesses (that is, forecasts). A new two-step multi-scale (MS) threedimensional variational (3DVAR) data assimilation algorithm is used
here. This MS-3DVAR scheme is a generalization of the 3DVAR
methodology of Li et al. (2008a, 2008b) and is described in detail in
Li et al. (2013, 2015a, 2015b). The MS-3DVAR data assimilation
methodology was selected because of its ability to propagate observational information, which is often sporadically and irregularly distributed, in both the horizontal and vertical directions through an
advanced error covariance formulation, as well as its computational
eﬃciency that enables real-time operational forecasting. The ROMS
MS-3DVAR is designed to assimilate all types of observations simultaneously and reliably, while incorporating both the large-scale and
small-scale impacts of the observations on the model ﬁelds, a distinct
advantage over single-scale 3DVAR systems (Muscarella et al., 2014).
This advantage is realized through the use of background error
covariances of multi-decorrelation length scales and by reducing
inherent observational representativeness errors. In the implementation
used here, the cost function set consists of two components for large and
small scales, each using its own set of error covariances with diﬀerent
decorrelation length scales. The scheme is implemented sequentially
from large to small scales. Of particular importance for applications

Fig. 2. (a) Root-mean square (RMS) diﬀerences (°C, blue) and spatial correlations (purple) between monthly mean sea surface temperatures observed by AVHRR and MODIS satellites and
the ROMS nowcast analyses. The RMS diﬀerences and correlations for the GOES IR satellite data are shown as dashed lines. The green bars indicate the number of observations available
each month (scale on right). (b) As above, except for the six-year climatological monthly time series for AVHRR plus MODIS versus ROMS. (For interpretation of the references to color in
this ﬁgure legend, the reader is referred to the web version of this article).

such as this one, MS-3DVAR is eﬀective in assimilating two of the most
common types of ocean observations in the CA coastal region - sparse
vertical proﬁles and high-resolution surface measurements - simultaneously.
A crucial component of 3DVAR-type assimilation schemes is the
speciﬁcation of the error covariances. For MS-3DVAR, the background
error covariance matrices are constructed using the Kronecker product
formulation given in Li et al. (2008a). In this formulation, a threedimensional error covariance matrix is generated using one- and/or
two-dimensional error covariance matrices, which are estimated from
perturbations derived from an ensemble of multiple long-time simulations of the model by removing the monthly means and ensemble
means (Li et al., 2008b). To apply this method to MS-3DVAR, an
additional partitioning of the perturbations into large and small
components is performed. The large and small-scale background error
covariances are then estimated from the corresponding perturbation
ﬁelds.
2.5. Operational implementation of the system
The ROMS nowcast-forecast system is run daily in near real-time. As
mentioned above, this means we aim to deliver the nowcasts and daily
forecast within nine hours after the time it is valid (that is, the 03 UTC
nowcast is to be delivered by 12 UTC). The system incorporates all
available real-time streams of data, gathered in-situ or remotely sensed
(see Section 2.6 for a complete list of the data assimilated). The system

is executed following the procedures of numerical weather prediction at
operational meteorological centers. An assimilation step is carried out
every 6 h. As mentioned above, a 6-hour window is used because MS3DVAR aims to describe not only sub-tidal variabilities but also tidal
currents and other strong high frequency variability. Speciﬁcally, the
cycle can be summarized as follows. A 6-hour ROMS forecast is
performed, using the analysis valid at 03 UTC as an initial condition.
Once the valid 09 UTC ROMS forecast is completed and all observations
in the time-window between 03 and 09 UTC are collected, MS-3DVAR
is executed and an analysis valid at 09 UTC is obtained. This completes
one cycle. The next cycle begins with a 6-hour ROMS forecast that uses
the 06 UTC analysis as its initial condition. The cycle is repeated four
times a day and produces analyses valid at 03, 09, 18 and 21 UTC. Once
each day at 03 UTC, a 72-hour forecast is performed using the analysis
(nowcast) as the initial condition. Archived nowcasts are available since
January 2009. In addition to the real-time nowcasts and forecasts, a
hindcast with data assimilation (and including the addition of the
assimilation of gridded altimetric satellite SSH data and use of a global
model output to generate the lateral boundary conditions) covering the
years 2009 to the present has recently been completed and provides the
primary output used in the analyses presented here.
2.6. Assimilated and independent observational datasets
The following observational data were routinely available in near
real-time and were assimilated by the ROMS MS-3DVAR system: 1) the

Fig. 3. Monthly mean SST diﬀerences (°C, ROMS minus observed MODIS) for March 2013 (a) and July 2012 (b). Note that only regions with diﬀerences greater than 0.25 °C are colored.

gridded 0.25° Archiving, Validation and Interpretation of Satellite
Oceanographic (AVISO) sea surface height data [ftp.aviso.oceanobs.
com] (in the upgraded version of the system); 2) gridded high frequency
(HF) radar surface current data [http://hfrnet.ucsd.edu], at 2 km and
6 km horizontal resolutions; 3) vertical proﬁles of temperature and
salinity from three Spray gliders traversing California Cooperative
Oceanic Fisheries Investigations (CalCOFI) lines 67, 80 and 90, respectively, and the Monterey Bay Aquarium Research Institute (MBARI)
mooring (122.03°W, 36.75°N, location shown by the red triangle in
Fig. 1; http://www.cencoos.org/data/buoys/mbari/m1tc_skyrocket); 4)
Advanced Very High Resolution Radiometer (AVHRR), Moderate Resolution Infrared Spectroradiometer (MODIS) and Geostationary Operational
Environmental Satellite (GOES) satellite SST and ship SST [ftp://

usgodae.org]. Note that the AVISO sea surface height data from locations
where the ocean depth (as determined from the ROMS model bathymetry) is less than 1000 m are not used in the assimilation or the
comparisons presented below, mostly because of the increase in retrieval
errors when approaching the coast in shallow waters.
The following observational datasets were not assimilated and are
used here as independent data for validation of the ROMS system
performance: 1) a large set of vertical proﬁles of temperature and
salinity from ship surveys funded by the CalCOFI program [http://
calcoﬁ.org/data.html] that were primarily in southern California; 2) a
smaller set of vertical proﬁles of temperature and salinity taken oﬀ the
central California coast by EM-Apex ﬂoats during an April 2015 ﬁeld
experiment; 3) vertical proﬁles of temperature collected intermittently

Fig. 4. (a) Root-mean square (RMS) diﬀerences in the monthly-mean zonal (blue) and meridional (purple) components of the surface velocity (cm/s) between the 6 km HF radar
observations and co-located ROMS nowcast analyses. The green bars indicate the number of observations available each month (scale on right). (b) As in (a), except for the 2 km HF radar
observations versus ROMS. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article).

Fig. 5. Root-mean square (RMS) diﬀerences (cm, blue solid) and spatial correlations (purple solid) between monthly mean AVISO sea surface heights and the ROMS nowcast analyses (the
number of observations is not shown as it does not vary). The dashed blue (purple) line depicts the corresponding RMS diﬀerences (correlations) obtained from a ROMS run that does not
include the assimilation of the AVISO SSH data. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article).

over more than a decade (from 2005 to 2015) in the nearshore coastal
environment of San Luis Obispo Bay located along the central coast of
California. Temperature measurements were obtained at the end of the
Cal Poly Pier (120.76°W, 35.15°N, location shown by the black triangle
in Fig. 1) using an automated proﬁling conductivity-temperature-depth
(CTD) system; 4) surface velocities derived from a number of Lagran-

gian Surface Velocity Program (SVP) drifters drogued at 15 m depth
(Niiler, 2001; Maximenko et al., 2013) obtained during the three-year
period 2010–2012 and compiled at the University of California, San
Diego; 5) depth-averaged velocities derived from the three Spray
gliders (Todd et al., 2011). Note that all salinities are reported here
in the practical salinity scale and thus have no units.

Fig. 6. Longitude-depth section of the temperatures (°C) for a transect during July 2014 along Spray glider line 80 as observed (a), from the ROMS modeling system (b) and (c) the
diﬀerence between the two (ROMS minus observed). Note that the location of line 80 is shown by the purple line on Fig. 1. (For interpretation of the references to color in this ﬁgure
legend, the reader is referred to the web version of this article).

3. Modeling system performance assessment
3.1. Comparison of the ROMS reanalysis with assimilated datasets – surface
We begin our assessment of the system performance with a
comparison of the 6-hourly analyses (nowcasts) produced with observational datasets that are assimilated. The primary purpose of these
comparisons is to provide a consistency check on the data assimilation
component of the system. The ﬁrst category of data we compare is the
satellite infrared (IR) SST (AVHRR and MODIS combined). Fig. 2a
shows the RMS diﬀerences (blue solid line) and spatial correlations
(purple solid line) between the monthly mean observed IR SST and
ROMS SST during the entire 6-year hindcast period (2009–2014). Also
shown as green bars is the number of IR SST observations each month
(right vertical scale). The RMS diﬀerences (blue solid line) range from
approximately 0.25 °C to 0.75 °C and show a distinct seasonal cycle that
mirrors the seasonal cycle in the number of observations. There is a
clear minimum in the number of observations (and a maximum in RMS
diﬀerences) during the summer months. The spatial correlations also
show the eﬀects of having fewer observations in summer as they dip
from values very close to 1.0 to around 0.9. Also shown in Fig. 2a (as

dashed lines) are the RMS and spatial correlations for the GOES IR
satellite data (which were included in the assimilation beginning in
2011). Note that the GOES data is somewhat lower resolution (5 km)
than the MODIS and AVHRR data. The RMS and correlations for the
GOES data show a similar evolution and seasonal cycle, though the
RMS values occasionally become somewhat larger than those of the
AVHRR/MODIS data during winter and spring. Fig. 2b clearly displays
the seasonal cycle by showing the 6-year mean seasonal cycle (for the
AVHRR/MODIS data) in the RMS, spatial correlation and number of
observations. The number of observations varies from approximately
0.5 million in July to between 1.5 and 2.5 million in the fall, winter and
spring. The corresponding values for the RMS (and spatial correlation)
range from approximately 0.75 °C (0.95) in July to 0.25–0.4 °C (0.99)
during fall, winter and spring.
Two example spatial maps of the model minus observed SST
diﬀerences, for March 2013 and July 2012, are shown in Fig. 3 (note
that only regions where the diﬀerences are larger than 0.25 °C are
colored). In March 2013, the few regions with diﬀerences greater than
0.5 °C are more or less randomly distributed, while in July 2012 the
regions with large diﬀerences are found primarily along the northern
and central coasts in the near-coastal upwelling regions where strong

Fig. 7. Longitude-depth section of the salinities for a transect during July 2014 along Spray glider line 80 as observed (a), from the ROMS modeling system (b) and (c) the diﬀerence
between the two (ROMS minus observed). Note that the location of line 80 is shown by the purple line on Fig. 1. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article).

gradients exist between colder upwelled waters near shore and warmer
oﬀshore waters (see Fig. 1 for a September example of the typical
summertime SST pattern). The upwelling regions are often covered
with low-level stratus clouds during summer and thus few IR satellites
SST observations are obtained in this region. Overall, given that
standard measures of the accuracy of monthly means of AVHRR
satellite SST data (May et al., 1998) against in-situ observations indicate
RMS diﬀerences of approximately 0.6 °C, we consider the above model
RMS values to be low enough to indicate that these data are being
successfully assimilated by the system. A validation of the modeled
daily mean SST (vs. observed satellite IR SST) using images similar to
those in Fig. 2a is available in near real-time [see http://west.rssoﬃce.
com/ca_roms_valid_other?variable=IRsst]. The RMS diﬀerences for
these daily means typically range from 0.75 to 1 °C. Note that typical
RMS values for SST from model runs without data assimilation (not
shown) are at least twice as large as those presented here from the run

with data assimilation.
Another major assimilated observational dataset used for comparison is the gridded HF radar surface current data. The RMS diﬀerences
(ROMS vs. observed) are shown in Fig. 4 for the zonal and meridional
components separately for the two diﬀerent horizontal observational
resolutions (two and six kilometers). Note that the two kilometer data
coverage is limited to several nearshore (< 100 km) regions that are
not contiguous, while the six kilometer data extend further oﬀshore (up
to 200 km) and cover nearly the entire California coastal ocean. Fig. 4
presents the monthly mean RMS diﬀerences for the period 2009–2014
between model and observed surface currents, separately for the zonal
(blue) and meridional (purple) components and for the 6 km (Fig. 4a)
and 2 km (Fig. 4b) data. Except for the ﬁrst few months of 2009 when
values are lower, the 6 km RMS values vary from 6 to 10 cm/s and the
2 km RMS values from 5 to 9 cm/s. Unlike the IR SST RMS values, there
is no discernible seasonal cycle in the RMS diﬀerences for HF radar

surface heights (SSH). Fig. 5 presents the monthly mean RMS diﬀerences and spatial correlations for the period 2012–2014 between model
and observed surface heights (solid lines). As noted above, we only
assimilate and compare AVISO SSHs to ROMS output in regions where
the ocean depth is greater than 1000 m. The RMS values and correlations are remarkably stable throughout the period with values staying
close to 2 cm and 0.98, respectively. As in the HF radar surface current
comparison, we ﬁnd no discernible seasonal cycle in the RMS diﬀerences or correlations for SSH. For this dataset the number of observations is not shown since these gridded ﬁelds are produced in such a way
that there are no gaps and thus the number of observations does not
change from month to month. Park et al. (2012) suggest errors in
AVISO gridded SSH of approximately 7 cm when compared to values
obtained from in-situ measurements by pressure-recording inverted
echo sounders. Therefore, we consider the results presented in Fig. 5
to indicate that the AVISO SSH data are being successfully assimilated
by the system. Note that the typical RMS values for SSH from model
runs without data assimilation (see the dashed lines in Fig. 5, which
show RMS and spatial correlations from a run that does not include the
AVISO SSH data in the assimilation) are typically substantially larger,
ranging from 6 to 10 cm, than those from runs with data assimilation.
3.2. Comparison of the ROMS reanalysis with assimilated datasets –
subsurface

Fig. 8. Scatter diagram of ROMS versus Spray glider temperatures (a, °C) and salinities
(b).

surface current data. The number of observations is also shown as green
bars. Note that there are signiﬁcant increases in the number of
observations towards the end of 2009 and a more modest increase (in
the 6 km data only) at the beginning of 2013. Neither of the changes is
accompanied by any meaningful changes in the RMS values. Concerning the accuracy of HF radar surface current data, a summary of a
number of studies presented in Emery et al. (2004) suggests an
envelope of RMS U, V diﬀerences between HF radar currents and
near-surface in-situ observed currents of 7–15 cm/s. Thus, we consider
the results presented in Fig. 4 to indicate that the HF radar data are
being successfully assimilated by the system. A near real-time validation of the modeled daily mean surface currents (vs. observed HF radar
surface currents) using images similar to those in Fig. 4 is available at
[http://west.rssoﬃce.com/ca_roms_valid_radar?variable=6]. The RMS
diﬀerences for these daily means typically range from 10 to 15 cm/s.
Note that typical RMS values for surface currents from model runs
without data assimilation (not shown) are about twice as large as those
presented here from the run with data assimilation.
The ﬁnal surface dataset we examine is the AVISO gridded 0.25° sea

We next examine two of the primary subsurface datasets that are
assimilated: vertical proﬁles of temperature and salinity from the three
Spray gliders and the MBARI M1 mooring. As an example, Fig. 6 shows
a longitude-time section of the temperature along a transect by the
glider undertaken in July 2014 along line 80 (see purple line in Fig. 1).
The observed (Fig. 6a) and co-located (in time and space) ROMS values
(Fig. 6b) as well as the diﬀerence (Fig. 6c) are shown. Aside from a
slightly shallower upper ocean mixed layer, the ROMS temperatures are
very similar to the observed glider temperatures. Fig. 6c shows that the
diﬀerences are greater than 0.5 °C only at some locations near the base
of the mixed layer. Overall, for this transect the mean temperature bias
and RMS diﬀerences are quite small (−0.05 °C and 0.44 °C). Fig. 7
shows the corresponding comparison for the salinity ﬁelds. In this case,
the largest diﬀerences appear near the top of the halocline at the
oﬀshore end of the line (Fig. 7c), where the diﬀerences exceed 0.15.
This reﬂects the fact that the top of the ROMS halocline is located at a
shallower depth than the observed. Overall, for this transect the mean
salinity bias is +0.005 and the RMS diﬀerence is 0.05.
A comparison of the ROMS proﬁles to the Spray glider observations
for the entire six-year period (2009–2014) is shown using the scatter
diagrams in Fig. 8. Note that the points on the diagrams are color-coded
according to their depth (see Fig. 8 color bar). Overall, the temperature
and salinity bias are very small (0.01 °C and +0.0001) and the RMS
values (0.51 °C and 0.086) are comparable to those shown for the July
2014 transect. Note that the model-observation diﬀerences tend to be
larger near the surface (dark blue and purple points) where the
variability in both temperature and salinity is larger. The validation
of vertical proﬁles of temperature and salinity between the ROMS
nowcasts against the Spray gliders is now being done in near real-time
with images similar to Fig. 8 posted online daily [http://west.rssoﬃce.
com/ca_roms_vaild_prof?variable=tscat; http://west.rssoﬃce.com/ca_
roms_vaild_prof?variable=sscat].
For the M1 mooring, we ﬁnd that the overall modeled versus
observed statistics in vertical proﬁles of temperature and salinity (not
shown) are very similar to those presented for the Spray gliders and so
here we take advantage of the ﬁxed location and relatively complete
time series of observations to focus on the interannual variability. For
further information on the observed ocean conditions at the M1 site,
please refer to Pennington and Chavez (2017). Fig. 9 presents a timedepth section of the temperature anomalies (anomalies computed as
deviations from the 2009–2014 six-year mean season cycle) as observed

Fig. 9. Time-depth section of M1 temperature anomalies (°C) as observed (a) and from the ROMS nowcasts (b). Anomalies are computed as deviations from the 2009–2014 six-year mean
season cycle. Note that the location of the M1 mooring is shown by the red triangle on Fig. 1.

(Fig. 9a) and the co-located ROMS values (Fig. 9b). There are notable
periods with cool anomalies in 2010 and 2012 as well as notable warm
periods very early in 2010 and especially the latter half of 2014 when
the anomalies approach 4 °C. For the most part the model realistically
reproduces the timing and vertical extent of these events, including, for
example, the deepening of the initially relatively shallow (< 50 m)
warming during late 2014. On the other hand, the model overestimates
the cool anomalies in late 2009 and underestimates a brief warming
event at the end of 2012.
3.3. Validation of the ROMS reanalysis with independent datasets
In this subsection, we validate the model nowcasts using independent data, that is, data that were not assimilated by the system. Similar
to Fig. 8, we present in Fig. 10 scatter diagrams of ROMS versus
observed CalCOFI ship CTD proﬁles of temperature and salinity. Note
that most of these CalCOFI observations were taken oﬀ the southern
California coast. The points on the diagrams are again color-coded
according to their depth. It can be seen that while the overall
temperature bias is small (+0.03 °C), there is a modest fresh bias in
the salinity (−0.05). In addition, the RMS values for both temperature
and salinity are approximately twice as large as the values for the
assimilated proﬁles (Spray gliders and M1 mooring), with values of
0.92 °C and 0.17, respectively.
Though a much smaller dataset, the sampling region for the EM
Apex ﬂoat data shown in the Fig. 11 scatter diagram is further north oﬀ
the central California coast. This comparison shows again a small
temperature bias (−0.06 °C) and a modest fresh bias (−0.03). The RMS
diﬀerences are both somewhat smaller than in the CalCOFI comparison
(0.72 °C for the temperature and 0.13 for the salinity) but still larger
than the values for the assimilated proﬁles. As for the comparisons with
Spray glider proﬁles, in both the CalCOFI and EM Apex ﬂoat comparisons the model-observation diﬀerences tend to be larger near the
surface than at depth.

For a nearshore location in central California, we use independent
observations consisting of vertical proﬁles of temperature that were
collected at the end of the Cal Poly Pier (for location see the black
triangle in Fig. 1). This comparison is particularly challenging since the
ROMS co-located values used are from the 3 km grid box closest to the
model coastal boundary and are thus representative of a much larger
region of the ocean than the single point observations very close to the
coast. Therefore, we chose to compare the average seasonal signal at
this location to the model results. The CTD was connected to an
automated winch station and recorded vertical proﬁles of temperature
to a depth of approximately 10 m roughly every 30 min. During each
vertical proﬁle, the CTD sampled at one second intervals and was
lowered at a rate of approximately 0.05 m/s. Temperature data for all
of the downcast proﬁles were bin-averaged into 0.5 m vertical bins. An
average annual time series for the downcast temperature data was
calculated by averaging all of the data over the period 2009–2015 (to
match the period when ROMS output is available) within the same 1day time window. The climatological mean seasonal cycle obtained is
compared to the ROMS seasonal cycle in Fig. 12. As can be seen in
Fig. 12, the seasonal cycle in temperatures at this location features a
peak in the late summer/early fall and a minimum during the spring,
consistent with wind-driven coastal upwelling. The vertical stratiﬁcation is relatively weak except during late spring and summer as
temperatures warm ﬁrst in the upper layers. During this time, temperature diﬀerences between the top and bottom of the water column
approach 5 °C.
The ROMS seasonal cycle in temperature is broadly similar showing
a peak in late summer and fall, minimum during spring, and vertical
stratiﬁcation that is relatively weak except during late spring and
summer. However, the ROMS seasonal cycle tends to be somewhat
weaker than the observed (summer temperatures tend to be a bit lower
and winter temperatures a bit higher). The summer vertical stratiﬁcation is also weaker than observed. All these shortcomings may be
attributed (at least in part) to the relatively coarse spatial resolution of

Fig. 10. Scatter diagram of ROMS versus CalCOFI ship CTD temperatures (a, °C) and
salinities (b).

Fig. 11. Scatter diagram of ROMS versus EMA ﬂoat temperatures (a, °C) and salinities (b).

3 km in ROMS that is representative of a much larger region of the
ocean than the single point observation very close to the coast.
Nonetheless, it is encouraging to see that the model is able to capture
similar seasonal variability at this shallow coastal embayment location.
We next compare depth-average currents derived from the Spray
gliders with the co-located ROMS depth-average current vectors
(Fig. 13). The depth range for the averaging is the surface to the ocean
bottom or 500 m, whichever is shallower. We present six-year seasonal
means of the data in order to focus on the large-scale annual cycle. With
this in mind, we examine the vectors (observed are red, ROMS are
black) along the three Spray lines shown in Fig. 1. During all seasons
the observed ﬂow at the oﬀshore ends of the lines tends to be
southward reﬂecting the broad equatorward California current (CC)
that dominates the ﬂow in this region for most of the year. The
southward currents are strongest during summer (JJA, Fig. 13c) when
they reach speeds greater than 15 cm/s at some locations. These
observations are consistent with the ﬁndings of previous observational

(Strub and James, 2000) and modeling (Di Lorenzo, 2003; Marchesiello
et al., 2003) studies that have suggested seasonal variations in the
California current are closely linked to those in surface winds with the
strongest ﬂows during the warmer months. Closer to the coast, the
observed depth averaged vectors predominantly reﬂect the poleward
California Undercurrent (CU) that peaks in strength between 100 and
300 m below the surface (Chelton, 1984; Garﬁeld et al., 1999; Pierce
et al., 2000). Observations indicate a semiannual seasonal cycle is the
dominant temporal variability of the CU at most locations, with a
maximum in poleward ﬂow in summer–fall and a secondary peak in
winter (Hickey, 1979; Chelton, 1984; Lynn and Simpson, 1987; Bray
et al., 1999). In Fig. 13, the strongest poleward currents are found
during JJA (Fig. 13c) and DJF (Fig. 13a) with average currents of up to
15 cm/s. During DJF, there is also likely a substantial contribution to
the depth-average vectors from the surface seasonal poleward ﬂow that
occurs near the coast during winter, known as the Inshore Countercurrent (ICC) or the Davidson Current (Hickey, 1979; Chelton, 1984;

Fig. 12. Time-depth section of the climatological seasonal cycle of temperature (°C) at the Cal Poly San Luis Obispo Pier as observed (a) and (b) co-located ROMS climatological
temperatures.

Lynn and Simpson, 1987). Generally speaking, the ROMS depth
averaged vectors (black) paint a similar picture of the CC and the CU
and their seasonal variations. There is some tendency for the ROMS
currents to be stronger than the observed. Occasionally there are
signiﬁcant diﬀerences between the two that require further investigation. One such diﬀerence is seen in the DJF panel (Fig. 13a) where the
ROMS nearshore currents along Line 80 (extending oﬀshore from Pt.
Conception) are more westward than northward as observed. Another
diﬀerence appears during SON (Fig. 13d) at a couple of places along
Line 90 where the ROMS currents are decidedly northward while the
observed currents are weak or even southward.
4. Impact of recent upgrades to the system
We next examine the impact of two recent upgrades to the modeling
system: 1) use of global HYCOM output to generate the lateral
boundary conditions (LBC), instead of using output from a separate
data-assimilating ROMS system that covered the U.S. west coast and
Baja California at a horizontal resolution of 15 km, and 2) assimilation
of the gridded 0.25° AVISO SSH data. Use of the HYCOM output for the
LBC resulted in a substantial positive impact on the seasonal and
interannual variability in SSH, especially in the southern portion of the
model domain. This impact is demonstrated clearly in Fig. 14, which
shows the monthly mean SSH anomalies for 2009–2014 at the La Jolla,
CA tide gauge (117.26°W, 32.87°N) as observed (thick solid line), from
the ROMS run using HYCOM output for the lateral boundary (dashed
line) and from the ROMS run using the 15 km U. S. west coast ROMS
(thin solid line). Note that the tide gauge data is independent data in
that it is not assimilated in either of the ROMS runs. The observed
values (thick solid line) show a clear seasonal cycle with peak values
during the fall. In addition, there are clear interannual variations
superimposed on this seasonal cycle. For example, the fall seasonal
peak in 2010 is much smaller than that in 2009, and the 2014 peak is

the largest of all, consistent with the unusually warm conditions along
the entire CA coast at that time. The run using LBCs from the 15 km
ROMS model (thin solid line) shows a much smaller amplitude seasonal
cycle and smaller interannual variations as well, having a standard
deviation of only 2.2 cm compared to the observed standard deviation
of 7.1 cm. The run using LBCs from HYCOM (dashed line) on the other
hand, shows more realistic amplitude for both the seasonal cycle and
interannual variability. The standard deviation for this run is 5.8 cm. In
addition, the interannual variability shows broad agreement with the
observations. For example, the fall peak in 2010 is smaller than that in
2009, and the 2014 peak is the largest.
To assess the impact of assimilating AVISO SSH data, we use the
three years of SVP drifter velocities (a total of 45,543 of the observations in this dataset were inside our ROMS model domain). Note that
this drifter velocity data is independent data in that it is not assimilated
in any of the ROMS runs. Fig. 15 summarizes the statistical comparison
of these drifter velocities with the co-located ROMS surface velocities in
a Taylor diagram. Zonal and meridional velocity statistics are shown
separately by the circles and triangles, respectively. The red symbols
show the values from the ROMS run without the assimilation of AVISO
SSH data and the cyan symbols the values from the run with the
assimilation of AVISO SSH data. In this diagram, it is clear that the
ROMS run with the assimilation of AVISO SSH data produces surface
velocities that compare better with these observed drifter velocities as
the red symbols lie in the region of the diagram representing relatively
low correlations (near zero) and high RMS values (20–25 cm/s), while
the cyan symbols reside closer to the reference ‘observed’ point (purple
square) on the x-axis in a region characterized by correlations near 0.5
and RMS values of about 15 cm/s. These two comparisons indicate the
clear beneﬁcial impacts of these two modeling system upgrades.

Fig. 13. Seasonal mean maps of ROMS (black) versus Spray glider derived (red) depth-averaged (the depth varies with location, please see text for details) velocities (cm/s) for (a) DJF,
(b) MAM, (c) JJA and (d) SON.

5. Summary and discussions
A comprehensive validation of a three-dimensional, near real-time
data-assimilative ocean modeling system for the California coastal
ocean was presented. The system consists of a data-assimilating
regional ocean model forced by the regional NAM operational weather
forecast output. The ocean model has a horizontal resolution of
approximately 3 km and utilizes a multi-scale 3DVAR data assimilation

methodology. The system is run in near real-time to produce a nowcast
every six hours and 72-hour forecast every day. An analysis of the
performance of the system was presented using results from a sevenyear period of 2009–2015. Model performance was evaluated against
assimilated and independent (non-assimilated) datasets.
The ROMS results were ﬁrst compared with the assimilated data as a
consistency check. RMS diﬀerences in satellite infrared sea surface
temperatures (SST) and vertical temperature proﬁles between observa-

Fig. 14. Monthly mean SSH anomalies (cm) as observed at the La Jolla, CA tide gauge station (thick solid line) and the co-located ROMS anomalies from a run using the global HYCOM
model output for the lateral boundary conditions (dashed line) and a run using output from a separate data-assimilating ROMS system that covers the entire U.S. west coast at a resolution
of 15 km (thin solid line).

Fig. 15. Taylor diagram comparing observed SVP drifter velocities (cm/s) to co-located
ROMS surface velocities. The blue lines and labels are for the correlation coeﬃcients and
the green dashed lines and labels for the RMS diﬀerences (cm/s). Zonal (triangles) and
meridional (circles) velocities are shown separately. The red symbols show the values
from a run of the ROMS-CA without the assimilation of AVISO SSH data and the cyan
symbols the values from a run with the assimilation of AVISO SSH data. The purple square
shows the reference (observational) value. (For interpretation of the references to color in
this ﬁgure legend, the reader is referred to the web version of this article).

tions and ROMS nowcasts were found to be mostly less than 0.5 °C,
while the RMS diﬀerences in vertical salinity proﬁles between observations and ROMS nowcasts were found to be 0.09 or less. The RMS
diﬀerences in SST show a distinct seasonal cycle that mirrors that in the
number of observations available: the nowcast is less skillful with larger
RMS diﬀerences during the summer months when there are less
infrared SST observations due to the presence of low-level clouds.
The larger diﬀerences during summer are found primarily along the
northern and central coasts in upwelling regions where strong gradients
exist between colder upwelled waters near shore and warmer oﬀshore
waters. RMS diﬀerences between HF radar surface current observations
and the ROMS nowcasts are approximately 7–8 cm s−1, which is about
30% of the time mean current speeds in the region. The RMS diﬀerences
of SSH between the AVISO altimetric satellite observations and ROMS
nowcasts are about 2 cm. The system is also found to realistically
reproduce the interannual variability in temperature at the M1 mooring

in Monterey Bay, including the very strong warming of the California
coastal ocean during 2014 including, for example, the deepening of the
initially relatively shallow (< 50 m) warming during late 2014.
The ROMS nowcasts were then validated against independent
observations. A comparison of the ROMS nowcast with independent
proﬁle observations of temperature and salinity showed RMS diﬀerences of 0.7 °C to 0.92 °C and 0.13 to 0.17, about twice as large as those
in the comparisons with assimilated data. Validation versus depthaveraged currents derived from Spray gliders showed that the ﬂow
patterns associated with the California Current and California
Undercurrent/Davidson Current systems and their seasonal variations
are qualitatively reproduced by the ROMS modeling system.
Lastly, the impact of several recent upgrades to the system was
quantiﬁed. Switching the lateral boundary conditions from a U.S. west
coast regional model to the global HYCOM model resulted in an
improvement in the simulation of the seasonal and interannual variations in the SSH, especially south of Pt. Conception. The assimilation of
altimetric satellite SSH data also resulted in an improvement in the
model surface currents when compared to independent surface drifter
observations.
It may be illuminating to compare the results presented here with
those of the MB system described above and presented in Chao et al.
(2009). In making these comparisons, it is important to keep in mind
that Chao et al. (2009) compared their model results with a fairly
limited amount of observational data gathered within a relatively small
area in and near Monterey Bay during a single month-long (August
2003) summer ﬁeld experiment focused on the simulation of upwelling
/ downwelling events, while here we use a much larger set of
observations that cover a much larger portion of the CA coast and
represent all seasons of the year for six years. With this in mind, we note
that the RMS diﬀerences in assimilated temperature and salinity
proﬁles presented in Chao et al. (2009) are comparable to those
obtained here (approximately 0.6 °C and 0.1). There was not enough
independent temperature and salinity data analyzed in Chao et al.
(2009) to allow us to compare with the RMS diﬀerences versus
independent temperature and salinity data presented here. For the
other variables, such as SSH and velocity, the Chao et al. (2009)
diﬀerences are similar to those obtained in runs without any data
assimilation as these variables were not assimilated at that time.
The ROMS nowcasts described in this paper are posted on the web
in near real-time for broader distributions to the public. Two particular
users worth mentioning here are the US Coast Guard (USCG) and NOAA
Oﬃce of Response and Restoration who are using the ROMS nowcasts
and forecasts on a routine basis to guide their decision-making in search
and rescue and oil spill response operations, respectively. The ROMS
nowcasts are also used as an input to a statistical model to detect toxic

blooms and HABs (Anderson et al., 2011). While this paper demonstrates a signiﬁcant skill in the ROMS nowcasts, the performance of the
ROMS forecasts up to 72 h into the future still remains to be quantiﬁed.
Coupling the coastal ROMS nowcast/forecast system with an unstructured grid and higher resolution model so as to extend the modeling
domain into the San Francisco Bay and Estuary, as well as a Carbon,
Silicate, and Nitrogen Ecosystem (CoSiNE) biogeochemical/ecosystem
model to enable ecological forecasting, are both currently underway.
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