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Introduzione
Nel ampo delle arhitetture di alolo ad alte prestazioni, il Grid Compu-
ting rappresenta ad oggi la frontiera delle attività di riera, ome è anhe
testimoniato dall'elevato numero di progetti dediati a tale tenologia.
Il onetto di Grid si è evoluto onsiderevolmente nel orso di questi anni.
La resente popolarità del Grid ha avuto ome risultato la nasita di vari
tipi di Grids: Grid di dati, Grid Computazionali, Grid di appliazioni e
servizi, Grid di strumentazione, Grid di sensori, . . . [22℄.
La tendenza attuale è far onvergere i onetti relativi alle arhitetture,
protoolli, e appliazioni di queste Grids allo sopo di formulare un unio
paradigma: il Grid.
Nel 1998, Ian Foster e Carl Kesselman formularono la seguente denizione
[24℄:
una griglia omputazionale è un'infrastruttura hardware e software he
fornise un aesso adabile, onsistente, pervasivo ed eonomio a risorse
high-end di alolo.
Suessivamente, nel 2000, gli stessi Kasselman e Foster, insieme a Steve
Tueke, rividero [25℄ tale denizione per porre l'aento sulle questioni rela-
tive alle politihe di aesso, aermando he il onetto di Grid si riferise
alla:
ondivisione oordinata di risorse e problem solving nell'ambito di
Organizzazioni Virtuali (Virtual Organizations) multi-istituzionali e
dinamihe.
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Tale ondivisione è altamente ontrollata: i fornitori delle risorse e gli
utenti si aordano per denire hiaramente e auratamente quali sono le
risorse ondivise, a hi è onsentito l'aesso e sotto quali ondizioni. Un
insieme di individui e/o istituzioni he rispettano tali regole di ondivisione
viene denominato Virtual Organization.
In [22℄ sono elenate le aratteristihe signiative he possono esse-
re adottate per determinare se un sistema di alolo distribuito soddisfa i
requisiti per essere una Grid.
Un tale sistema, si denise una Grid, se:
• oordina risorse he non sono soggette ad un ontrollo entralizzato -
una Grid aggrega e oordina risorse he provengono da domini ammi-
nistrativi diversi, e aronta le problematihe relative alla siurezza e
alle politihe di utilizzo.
• utilizza protoolli e interfae standard, aperti e universali - una Grid è
formata da protoolli e interfae universali per la gestione di questioni
fondamentali quali la siurezza, l'autorizzazione, la soperta delle risor-
se, l'aesso alle risorse; l'adozione di protoolli e interfae standard e
aperti onsente l'interoperabilità e la realizzazione di un'infrastruttura
omune.
• assiura la fornitura di qualità di servizio (Quality of Servie - QoS) non
omuni - una Grid onsente alle risorse he la ostituisono di essere
utilizzate in modo oordinato per fornire diverse qualità di servizio,
per esempio, in relazione al tempo di risposta
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, al throughput, alla
disponibilità e/o alla o-alloazione di molteplii tipi di risorse, per
inontrare le più omplesse rihieste degli utenti.
Gli esperimenti ondotti in diversi ampi sientii e tenologii, ome la
visualizzazione sientia, l'esplorazione spaziale, le simulazioni omputazio-
nali nei vari ampi delle sienze e dell'ingegneria, la riera media, generano
1
il tempo he trasorre tra la sottomissione del proesso e l'ottenimento della prima
risposta.
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immense quantità di dati, la ui analisi rihiede la disponibilità di un'enorme
potenza omputazionale.
Le tenologie Grid, onsentendo la ondivisione siura e l'utilizzo oor-
dinato di risorse distribuite geograamente, mettono a disposizione degli
utenti un'enorme potenza di alolo, attraverso l'aquisizione di un elevato
numero di risorse omputazionali diilmente disponibile loalmente. In par-
tiolare l'interonnessione dei superalolatori e dei luster disponibili presso i
diversi entri realizza una struttura globale he onsente l'eseuzione delle ap-
pliazioni andidate alla risoluzione di omplessi problemi omputationally
intensive e data intensive.
Più in generale l'aggregazione di risorse high-end (software, proessori,
memorie, sistemi di memorizzazione) resa possibile dalle tenologie Grid, è
nalizzata a fornire a un insieme di utenti una enorme potenza di alolo
on-demand.
Tuttavia lo sviluppo e la gestione dell'eseuzione di un'appliazione Grid
evidenzia alune problematihe legate all'eterogeneità e dinamiità dell'am-
biente.
Tra i requisiti dell'ambiente software neessari all'eseuzione di una om-
putazione in una Grid ostituita da risorse disloate geograamente, rive-
stono partiolare rilevanza:
• l'abilità di soprire, aquisire e gestire on adabilità le risorse om-
putazionali in maniera dinamia;
• la apaità di utilizzare le risorse
 ignorandone struttura e loalizzazione e ignorando i meanismi
dell'infrastruttura sottostante he ne onsentono l'utilizzo (traspa-
renza),
 senza perdere di vista lo stato dei task omputazionali distribuiti,
 evitando di intervenire direttamente in aso di fallimenti (fault-
tolerane).
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Il alolo su Grid impone quindi la realizzazione di strumenti di sviluppo
adeguati e di nuovi sistemi per la gestione dell'eseuzione delle appliazioni
in modo da soddisfare i requisiti suitati.
D'altra parte l'uso eiente di una Grid impone spesso la realizzazio-
ne di nuove appliazioni distribuite o modihe sostanziali alle appliazioni
parallele tradizionali.
Infatti, fondamentalmente, il modello omputazionale utilizzato per la
programmazione su Grid è il tradizionale modello a sambio di messaggi.
In partiolare le appliazioni parallele multi-sito onsistono di più om-
ponenti (subjob) eseguiti in parallelo su uno o più proessori di uno o più
luster o superalolatori presso dierenti siti. Tali appliazioni possono osì
aedere eaemente ad un numero di risorse omputazionali molto più am-
pio di quello a disposizione utilizzando un qualsiasi superalolatore o luster
singolo. Un'opportuna distribuzione dei subjob tra le risorse disponibili on-
sente a queste appliazioni di beneiare in termini di prestazioni di questa
potenza omputazionale aggregata nonostante l'overhead addizionale intro-
dotto dalle omuniazioni (tra i subjob) he utilizzano le reti più lente (per
esempio WAN).
In questo lavoro è stata realizzata un'implementazione parallela multi-
sito dell'algoritmo del Gradiente Coniugato a Blohi (BCG) (utilizzato ome
testbed di appliazioni parallele multi-sito) ed è stato progettato e realizzato
un sistema (denominato MPI jobs management system) per la gestione del-
l'eseuzione di appliazioni parallele (seondo le speihe MPI) multi-sito
sui luster distribuiti di una Grid.
È stata inoltre utilizzata una libreria denominata MGF (MPI Globus
Forwarder) [34, 32, 33℄, per la realizzazione di appliazioni per il alolo
distribuito ad elevate prestazioni seondo le speihe MPI.
L'algoritmo del BCG rispetto all'algoritmo standard del CG presenta a-
ratteristihe he lo rendono più onsono ad un'elaborazione in ambiente Grid.
La relativa implementazione parallela multi-sito fa uso di due livelli di paralle-
lismo: il primo riette la deomposizione in task dell'algoritmo a blohi (gra-
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na grossa), il seondo è realizzato suddividendo i task omputazionalmente
più onerosi tra proessi paralleli (grana ne) (Capitolo 1).
L'MPI jobs management system onsente di sottomettere le appliazioni
parallele multi-sito ad un sistema Grid, sollevando l'utente dall'individua-
zione e aquisizione simultanea delle risorse neessarie alla loro eseuzione.
Esso onsente di shedulare i subjob paralleli, eseguirli sui alolatori più
appropriati, tenendo onto sia dei requisiti e preferenze dei subjob, sia delle
aratteristihe delle risorse, e gestirne la sinronizzazione. Requisiti e prefe-
renze dovranno riettere le esigenze dei diversi subjob paralleli in termini di
omplessità omputazionale e omplessità delle omuniazioni, in modo da
ottimizzare il mapping on le risorse disponibili (Capitolo 2).
L'utilizzo della libreria MGF onsente di eseguire in modo trasparente ed
eiente le appliazioni multi-sito realizzate seondo le speihe MPI su più
alolatori paralleli di una Grid, ompresi i luster a rete privata (Capitolo
3).
L'MPI jobs management system e MGF ostituisono un ulteriore stra-
to middleware basato su strumenti presistenti e onsolidati quali il Globus
Toolkit, Condor-G e MPICH-G2 desritti brevemente nell'Appendie A.
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Capitolo 1
Implementazione parallela Grid
(multi-sito) dell'algoritmo del
Gradiente Coniugato a Blohi
L'algoritmo del Gradiente Coniugato [30, 50℄ è ampiamente utilizzato per la
risoluzione di sistemi lineari.
La sua struttura non risulta però onsona ad un'elaborazione in ambiente
di alolo parallelo e più in generale in ambiente Grid.
La formulazione standard (algoritmo 1) dell'algoritmo parallelo, omune
ad alune librerie di qualità ome Azte [56℄ e PETS [12℄, presenta infatti
numerosi punti di sinronizzazione e un numero elevato di messaggi di piole
dimensioni da sambiare.
In partiolare, distribuendo la matrie dei oeienti per blohi di righe
(gura 1.1), i nulei omputazionali eseguiti in parallelo per ogni iterazione
possono essere osì riassunti (algoritmo 1):
1. Prodotto matrie-vettore (eseguito una volta);
2. Aggiornamento di vettori mediante operazione di tipo AXPY (eseguito
tre volte);
8
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3
4
5
n-1
n
Processore i
Processor--e 1
1
2
n/p
(i-1)*n/p+1
(i-1)*n/p+2
i*n/p
Processore p
(p-1)*n/p+1
(p-1)*n/p+2
n
Matrice distribuita
tra p processori
Figura 1.1: Distribuzione Matrie per blohi di righe.
3. Prodotto salare (eseguito due volte).
I nulei omputazionali 1. e 3. rihiedono omuniazioni globali e quindi
sinronizzazioni tra i proessi.
I osti di sinronizzazione possono inidere maggiormente in sistemi Grid,
dove le risorse omputazionali hanno diverse tipologie di interonnessioni
(WAN, LAN, Reti ad elevate prestazioni, . . . ) aratterizzate da latenze e
ampiezze di banda estremamente variabili.
La versione a blohi dell'algoritmo del Gradiente Coniugato [44℄ onsente
di ridurre il numero dei punti di sinronizzazione e aumentare le dimensioni
dei messaggi da sambiare.
Eseguendo più operazioni oating-point tra i diversi punti di sinroniz-
zazione tale algoritmo risulta più tollerante alla latenza e pertanto si adatta
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Algoritmo 1 Formulazione standard dell'algoritmo parallelo del Gradiente
Coniugato
appliato al sistema Ax = b , on A matrie di dimensione n×n simmetria e
denita positiva, r = b - Ax residuo di x e {p1,. . . ,pn} vettori non nulli A-oniugati
(ioè soddisfaenti pi
T
Apj = 0, ∀i 6=j ).
k = 0; p0 = 0; β0 = 0; r0 = b; rrdot0 = <r0, r0>
while rk≥AZ_tol
k = k + 1
pk = rk−1 + βk−1pk−1
qk = Apk
pqdotk = pk
T
qk
αk = rrdotk−1 / pqdotk
xk = xk−1 + αkpk
rk = rk−1 - αkqk
rrdotk = rk
T
rk
βk = rrdotk / rrdotk−1
end
meglio ai sistemi distribuiti e ai sistemi Grid rispetto all'algoritmo standard
del Gradiente Coniugato.
L'algoritmo a blohi risulta deomposto in sottoproblemi (task) he pos-
sono essere risolti onorrentemente e he non hanno la stessa omplessità
omputazionale, pertanto si presta all'introduzione di due livelli di paralleli-
smo: a grana grossa e a grana ne.
Il primo livello riette la deomposizione in task, il seondo orrisponde
alla deomposizione dei task omputazionalmente più onerosi tra proessi
paralleli.
Nei paragra suessivi verranno desritti la versione a blohi dell'algo-
ritmo del Gradiente Coniugato e la relativa implementazione.
10
1.1 Versione a blohi dell'algoritmo del Gra-
diente Coniugato
La versione a blohi dell'algoritmo del Gradiente Coniugato può essere
onsiderata in due ontesti.
Se dobbiamo risolvere un sistema di equazioni lineari di ordine n on b
vettori dei termini noti dierenti, il Gradiente Coniugato a blohi produe
simultaneamente un vettore soluzione per ognuno di loro, in al più ⌈n/b⌉
passi e rihiedendo eventualmente meno operazioni di quelle he rihiederebbe
appliare l'algoritmo del Gradiente Coniugato b volte.
Consideriamo il problema di risolvere il sistema di equazioni lineari
AX = B (1.1)
dove A è una matrie simmetria di ordine n e B di dimensioni n× b.
1.1.1 Algoritmo di Lanzos a Blohi
L'algoritmo del Gradiente Coniugato a blohi sfrutta una trasformazione di
similitudine della matrie A. Il punto di partenza per la sua ostruzione è
l'algoritmo di Lanzos a Blohi [15, 31, 58℄.
Data la matrie B di dimensioni n× b, selto ν1 di dimensioni b× b tale
he Z1 = Bν1 soddisfa Z
T
1 Z1 = I(b×b) e dato Z0 = 0(n×b), l'iterazione di base
dell'algoritmo di Lanzos a Blohi è la seguente: per k = 1, 2, . . .
Zk+1 = (AZk − Zkρk − Zk−1ν−Tk )νk+1, (1.2)
dove
ρk = Z
T
k AZk
e νk+1 è selto in modo he Z
T
k+1Zk+1 = I(b×b).
Per alolare la 1.2 osserviamo he posto
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Z˜k+1 = AZk − Zkρk − Zk−1ν−Tk ⇒ Zk+1 = Z˜k+1νk+1,
le matrii (di Lanzos) Zk+1 possono essere generate tramite fattoriz-
zazione ortogonale delle matrii Z˜k+1 (utilizzando la fattorizzazione QR di
Householder o di Givens o l'algoritmo di Gram-Shmidt modiato):
Z˜k+1 = Zk+1ν
−1
k+1.
Ovvero le matrii Zk+1 e ν
−1
k+1 sono i fattori Q ed R di tale fattorizzazione;
le matrii Z1 e ν
−1
1 sono i fattori Q ed R della fattorizzazione:
B = Z1ν
−1
1 . (1.3)
Dopo
k ≤ k = ⌈n/b⌉
passi la 1.2 produe una deomposizione della matrie A ome:
AZk = ZkTk + Z˜k (1.4)
dove
Zk = [Z1, Z2, . . . , Zk],
Z˜k è una matrie di dimensioni n× kb
Z˜k = [0(n×(k−2)b), Z˜k−1]
e Tk è una matrie tridiagonale
Tk =


ρ1 ν
−T
2
ν−12 ρ2 ν
−T
3
.
.
.
.
.
. ν−Tk
ν−1k ρk


.
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Le olonne di Zk formano una base ortonormale per lo spazio dei vettori
n-dimensionali, osihè è possibile esprimere la soluzione X⋆ del sistema 1.1
ome
X⋆ = Zkψˆk, (1.5)
dove Ψk è un vettore n-dimensionale.
Il sistema 1.1 diventa
AZkψˆk
(1.1)
= B
(1.3)
= Z1ν
−1
1 ,
e, moltipliando per ZT
k
(essendo ZT
k
AZk = Tk per la 1.4),
Tkψˆk = ZTk B =


ν−11
0
.
.
.
0

 . (1.6)
Consideriamo la fattorizzazione QR di Tk
TkVTk = Lk, (1.7)
dove
VTk Vk = I e
Lk =


L1,1
L2,1 L2,2
L3,1 L3,2 L3,3
.
.
.
.
.
.
.
.
.
Lk−2,k−4 Lk−2,k−3 Lk−2,k−2
Lk−1,k−3 Lk−1,k−2 Lk−1,k−1
Lk,k−2 Lk,k−1 Lk,k


.
Le matrii Li,j hanno dimensioni b× b.
Introduendo le variabili
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Wk = ZkVTk , (1.8)
ψk = Vkψˆk, (1.9)
il sistema 1.6 diventa
Tkψˆk
(1.7)
= LkVkψˆk (1.9)= Lkψk =


ν−11
0
.
.
.
0


e
Xk
(1.5)
= Zkψˆk
(1.9)
= ZkVTk ψk
(1.8)
= Wkψk
fornise la soluzione al passo k.
1.1.2 Algoritmo del Gradiente Coniugato a Blohi (BCG)
Seguendo [45℄ l'algoritmo del BCG risulta deomposto in otto task he pos-
sono essere eseguiti onorrentemente (algoritmo 2).
• Fase di inizializzazione: dati B e X0 di dimensioni n× b, siano
R0 = B −AX0,
Xˆ0 = X0,
Z0 = 0(n×b)
e
Z1 = R0ν1,
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Algoritmo 2 Algoritmo del BCG
Fase di inizializzazione R0 = B − AX0
Xˆ0 = X0
Z0 = 0(n×b)
fattorizzazione QR di R0: R0 = Z1ν
−1
1
W 1 = Z1
ρ0 = 0(b×b)
ρ1 = Z
T
1 AZ1
L1,1 = ρ1
V1 = I(2b×2b)
do k = 1, 2, . . . , k = ⌈n/b⌉
Task 1 Z˜k+1 = AZk − Zkρk − Zk−1ν−Tk
fattorizzazione QR di Z˜k+1: Z˜k+1 = Zk+1ν
−1
k+1
Task 2 AZk+1
ρk+1 = Z
T
k+1AZk+1
Task 3 [Lk+1,k−1, Lk+1,k] = [0(b×b), ν
−1
k+1]V
T
k
Task 4 fatt. LQ di [Lk+1,k−1, ν
−T
k+1]: [Lk+1,k−1, ν
−T
k+1] = [Lk,k, 0(b×b)]Vk+1
Task 5 [Lk+1,k, Lk+1,k+1] = [Lk+1,k, ρk+1]V
T
k+1
Task 6 [Wk,W k+1] = [W k, Zk+1]V
T
k+1
Task 7 if (k = 1)
ψ1 = L
−1
1,1ν
−1
1
elseif (k > 1)
ψk = −L−1k,k(Lk,k−2ψk−2 + Lk,k−1ψk−1)
endif
Task 8 Xˆk = Xˆk−1 +Wkψk
enddo
Fase nale ψk+1 = −Lk+1,k+1(Lk+1,k−1ψk−1 + Lk+1,kψk)
Xk+1 = Xk +W k+1ψk+1
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dove ν1 è tale he Z
T
1 Z1 = I(b×b).
Z1 può essere alolato ome fattore Q della fattorizzazione QR di R0:
R0 = Z1ν
−1
1 .
Siano, inoltre,
W 1 = Z1,
ρ0 = 0(b×b),
ρ1 = Z
T
1 AZ1,
L1,1 = ρ1
e
V1 = I(2b×2b).
Al passo k (k = 1, 2, . . . , k = ⌈n/b⌉):
• Task 1 - si alola la matrie
Z˜k+1 = AZk − Zkρk − Zk−1ν−Tk
e la fattorizzazione QR di Z˜k+1:
Z˜k+1 = Zk+1ν
−1
k+1.
In questo modo si ottiene la matrie triangolare superiore ν−1k+1 e la
matrie di Lanzos Zk+1,
Zk+1 = (AZk − Zkρk − Zk−1ν−Tk )νk+1,
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tale he ZTk+1Zk+1 = I(b×b).
• Task 2 - si alolano:
AZk+1
e
ρk+1 = Z
T
k+1AZk+1.
• Task 3 - si alolano i due blohi di L
[Lk+1,k−1, Lk+1,k] = [0(b×b), ν
−1
k+1]V
T
k .
• Task 4 - si alola la fattorizzazione LQ di [Lk+1,k−1, ν−Tk+1] (di dimen-
sioni b× 2b):
[Lk+1,k−1, ν
−T
k+1] = [Lk,k, 0(b×b)]Vk+1.
In questo modo si ottiene la matrie triangolare inferiore Lk,k e la
matrie ortogonale Vk+1 tali he:
[Lk+1,k−1, ν
−T
k+1]V
T
k+1 = [Lk,k, 0(b×b)]
e
V Tk+1Vk+1 = I(2b×2b).
• Task 5 - si alolano i due blohi di L
[Lk+1,k, Lk+1,k+1] = [Lk+1,k, ρk+1]V
T
k+1.
• Task 6 - si alolano
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[Wk,W k+1] = [W k, Zk+1]V
T
k+1.
• Task 7 - si alola ψk in modo he sia soddisfatta
L1,1ψ1 = ν
−1
1 , se k = 1,
Lk,k−2ψk−2 + Lk,k−1ψk−1 + Lk,kψk = 0, se k > 1.
• Task 8 - si alola la soluzione al passo k
Xˆk = Xˆk−1 +Wkψk.
• Inne, al termine del passo k, si alolano ψk+1 e Xk+1 da
Lk+1,k−1ψk−1 + Lk+1,kψk + Lk+1,k+1ψk+1 = 0,
Xk+1 = Xk +W k+1ψk+1.
1.2 Implementazione: il parallelismo a 2 livelli
nel BCG
L'algoritmo del BCG suggerise l'introduzione di due livelli di parallelismo:
a grana grossa e a grana ne.
Il primo livello (grana grossa) riette la deomposizione in task 1-8 del-
l'algoritmo desritto nel paragrafo 1.1.2. Ogni task viene eseguito da uno o
più proessi indipendenti.
Il seondo livello (grana ne) orrisponde alla deomposizione dei task
omputazionalmente più onerosi tra proessi paralleli. In partiolare dalla
tabella 1.1, he mostra il numero di operazioni oating-point rihiesto da
iasun task, onsiderando he n ≫ b, risulta he i task 1, 2, 6 ed 8 hanno
una omplessità omputazionale molto maggiore rispetto agli altri.
Ai due livelli di parallelismo orrispondono due lassi di omuniazioni:
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Task Totale operazioni oating-point
1 4nb2 + k(4nb2) (1 ≤ k ≤ 2b)
2 4nb2
3 4b3
4 5.5b3 + 7b2 + 4.5b (∗, /) + 5.5b3 + 1.5b (+,−)
5 8b3
6 8nb2
7 6b3
8 2nb2
Tabella 1.1: Costo omputazionale rihiesto da iasun task.
• inter-task: tra proessi oinvolti in diversi task;
• intra-task: tra proessi oinvolti nello stesso task.
Nei paragra suessivi verranno desritti in dettaglio il parallelismo a
grana grossa e il parallelismo a grana ne.
1.2.1 Parallelismo a grana grossa
Il parallelismo a grana grossa riette la deomposizione in task dell'algoritmo
desritto nel paragrafo 1.1.2. Ogni task viene eseguito da uno o più proessi
indipendenti utilizzando le risorse Grid disponibili.
I task vengono assegnati alle risorse di alolo disponibili in base alla:
• omplessità omputazionale
 i task omputazionalmente più onerosi verranno assegnati alle ri-
sorse on maggiore potenza di alolo in modo da bilaniare il
ario omputazionale omplessivo;
• omplessità delle omuniazioni inter-task
 i task verranno assegnati alle risorse in base alla quantità di dati
sambiati tra gli stessi, tenendo onto del fatto he le omunia-
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zioni possono avvenire su diverse tipologie di reti (WAN, LAN,
Reti ad alte prestazioni).
Al ne di denire un'opportuna distribuzione dei task he tenga onto di
questi riteri, onsideriamo il grafo delle dipendenze tra i task rappresentato
in gura 1.2.
task 3
passo k
task 5
passo k
task 7
passo k
task 2
passo k
task 1
passo k
task 1
passo k+1
task 6
passo k
task 4
passo k+1
task 4
passo k
task 8
passo k
Figura 1.2: Grafo delle dipendenze dei task dell'algoritmo del BCG.
Nel grafo in questione (più preisamente un DAG), i nodi rappresentano
i task mentre gli arhi rappresentano le dipendenze tra i task.
Nella tabella 1.2 è invee rappresentato il usso dei dati in ingresso e in
usita per ognuno dei task. Se si attribuise ome peso ad ogni aro del grafo
la quantità di dati sambiati tra i task agli estremi, si ottiene il grafo pesato
rappresentato in gura 1.3.
La distribuzione dei task viene fatta in modo da bilaniare la omplessità
delle omuniazioni (inter-task) tenendo onto del peso degli arhi: i task
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2 (k-1)
2 (k-1)
ρk(b× b)→
AZk(n× b)→
1
(k)
νk+1(b× b)→
νk+1(b× b)→
Zk+1(n× b)→
Zk+1(n× b)→
3 (k)
4 (k)
2 (k)
6 (k)
1 (k)
Zk+1(n× b)→ 2 (k)
ρk+1(b× b)→
AZk+1(n× b)→
ρk+1(b× b)→
5 (k)
1 (k+1)
1 (k+1)
4 (k-1)
1 (k)
V Tk (2b× 2b)→
νk+1(b× b)→
3
(k)
Lk+1,k+1(b× b)→
Lk,k−2(b× b)→
5 (k)
7 (k)
1 (k)
5 (k-1)
νk+1(b× b)→
Lk,k(b× b)→ 4 (k)
V Tk+1(2b× 2b)→
V Tk+1(2b× 2b)→
L−1k,k(b× b)→
5 (k)
6 (k)
7 (k)
2 (k)
3 (k)
4 (k)
ρk+1(b× b)→
Lk+1,k(b× b)→
V Tk+1(2b× 2b)→
5 (k)
Lk,k−1(b× b)→
Lk+1,k+1(b× b)→
7 (k)
4 (k+1)
1 (k)
4 (k)
Zk+1(n× b)→
V Tk+1(2b× 2b)→
6
(k)
Wk(n× b)→ 8 (k)
3 (k-1)
5 (k-1)
4 (k)
Lk,k−2(b× b)→
Lk,k−1(b× b)→
L−1k,k(b× b)→
7 (k) ψk(b× b)→ 8 (k)
6 (k)
7 (k)
Wk(n× b)→
ψk(b× b)→
8
(k)
Tabella 1.2: Flusso dei dati per ogni task.
vengono distribuiti in modo tale he le omuniazioni orrispondenti ad arhi
di peso maggiore utilizzano reti on migliori prestazioni.
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task 3
passo k
task 5
passo k
task 7
passo k
task 2
passo k
task 1
passo k
task 6
passo k
task 4
passo k
task 8
passo k
task 1
passo k+1
nb b2 b
2
nb
task 3
passo k+1
b2
nb
b2
b2
task 4
passo k+1
nb+b 2 b
2 b2
4b 2
4b 2
b2
b2
b2
4b 2
Figura 1.3: Grafo pesato delle dipendenze dei task dell'algoritmo del BCG.
Ad esempio, onsiderando he la quantità di dati sambiati tra i task 1 e
2 ad ogni passo è maggiore rispetto a quella di qualsiasi altra oppia, i due
task verranno eseguiti su risorse omputazionali viine (appartenenti alla
stessa LAN o a diverse CPU di uno stesso alolatore).
1.2.2 Parallelismo a grana ne
Il parallelismo a grana ne si realizza distribuendo il alolo all'interno dei
singoli task tra più proessi.
I task più onerosi dal punto di vista omputazionale sono il task 1 (ag-
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giornamento delle matrii di Lanzos) e il il task 2 (prodotto tra la matrie
del sistema e la matrie di Lanzos).
Se b≪ n i suessivi due task he hanno una omplessità omputazionale
maggiore sono il task 6 (aggiornamento delle matrii ausiliarie W , W ) e il
task 8 (aggiornamento dell'approssimazione della soluzione).
In questo aso, poihè le matrii L e V sono rispettivamente di dimensioni
b × b ≪ n × b e 2b × 2b ≪ n × b, non eettuiamo ulteriori distribuzioni del
alolo all'interno dei task responsabili del loro aggiornamento (task 3, 4, 5,
7).
La distribuzione del alolo all'interno dei task 1, 2, 6 e 8 si può ottenere
attraverso la partizione delle matrii di Lanzos in blohi di righe o in blohi
di olonne.
Si è selto di utilizzare la partizione in blohi di righe in quanto, in questo
modo, solo la fattorizzazione QR all'interno del task 1 e il prodotto AZk e il
alolo di ρk+1 all'interno del task 2, rihiedono omuniazioni tra i proessi.
I proessi di uno stesso task vengono eseguiti sui nodi di uno stesso al-
olatore parallelo sfruttando per le omuniazioni (intra-task) reti di inter-
onnessione veloi.
Nei suessivi paragra verrà desritto il parallelismo a grana ne all'in-
terno dei task 1, 2, 6 e 8.
Task 1
Nel task 1 viene alolata la matrie
Z˜k+1 = AZk − Zkρk − Zk−1ν−Tk
e suessivamente viene eseguita la fattorizzazione QR di Z˜k+1
Z˜k+1 = Zk+1ν
−1
k+1.
Le matrii AZk, Zk e Zk−1 sono distribuite per blohi di righe tra i pro-
essi oinvolti nel task. Se P1 è il numero di proessi ed n è la dimensione del
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Algoritmo 3 Algoritmo di Gram-Shmidt modiato in parallelo on una
distribuzione dei dati per blohi di righe
do i = 1, b
Loale Z˜(:, i) · Z˜(:, i)
Somma Globale dotp = Z˜(:, i) · Z˜(:, i)
Loale ν(i, i) = 1/
√
dotp
Loale Z(:, i) = Z˜(:, i)/ν(i, i)
if (i < b)
Loale Z˜T (:, i+ 1 : b)Z(:, i)
Somma Globale ν(i, i+ 1 : b) = Z˜T (:, i+ 1 : b)Z(:, i)
Loale Z˜(:, i+ 1 : b) = Z˜(:, i+ 1 : b)− ν(i, i+ 1 : b)Z(:, i)
endif
enddo
problema (numero di righe di AZk, Zk e Zk−1), il proesso i, i = 0, . . . , P1−1,
memorizza le righe i ∗ n/P1, . . . , (i+ 1) ∗ n/P1− 1 delle suddette matrii. Le
matrii ρk e ν
−T
k sono invee memorizzate interamente in ognuno dei proessi.
Il proesso i alola le righe i ∗ n/P1, . . . , (i+ 1) ∗ n/P1 − 1 delle matrii
Z˜k+1 e Zk+1 e la matrie ν
−1
k+1.
Per la fattorizzazione QR è stato utilizzato l'algoritmo di Gram-Shmidt
modiato (algoritmo 3).
Nell'algoritmo 3 le operazioni on la notazione Loale vengono eseguite
dal proesso i utilizzando i dati loali (distribuiti): le righe i ∗n/P1, . . . , (i+
1) ∗ n/P1 − 1 delle matrii Z˜k+1 e Zk+1. La notazione Somma Globale
rappresenta l'operazione di omuniazione ollettiva he somma i dati distri-
buiti e distribuise il risultato a tutti i proessi. Al passo i, i = 1, . . . , b, la
dimensione del vettore oinvolto nell'operazione di Somma Globale è b− i.
Supponendo he l'operazione venga eseguita seondo uno shema di omu-
niazione ad albero la omplessità delle omuniazioni per ogni proesso è
O(b2log2p) [43℄.
In generale un'unia appliazione dell'algoritmo 3 può non bastare a pro-
durre una matrie Zk+1 suientemente ortogonale (
∥∥ZTk+1Zk+1 − I∥∥ trasu-
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rabile)
1
. Per questo motivo la fattorizzazione viene eseguita in modo iterativo
e ripetuta, se neessario, no a 2× b volte [27℄.
Task 2
Nel task 2 viene alolata la matrie
AZk+1
e suessivamente la matrie
ρk+1 = Z
T
k+1AZk+1.
Le matrii A e Zk+1 sono distribuite per blohi di righe tra i proessi
oinvolti nel task.
Se P2 è il numero di proessi, il proesso i alola le righe i∗n/P2, . . . , (i+
1) ∗ n/P2 − 1 della matrie AZk+1 e la matrie ρk+1, tramite operazione di
riduzione, ome somma dei prodotti loali ZTk+1AZk+1. La dimensione del
vettore oinvolto in questa Somma Globale è b× b.
Supponendo he le operazioni di omuniazione ollettive vengano esegui-
te seondo uno shema di omuniazione ad albero la omplessità delle omu-
niazioni per ogni proesso è O(nblog2p) per il alolo di AZk+1 e O(b
2log2p)
per il il alolo di ρk+1 [43℄.
Task 6
Nel task 6 viene alolata la matrie
Wk = [W k, Zk+1]V
T
k+1(1 : 2× b, 1 : b)
e suessivamente
W k+1 = [W k, Zk+1]V
T
k+1(1 : 2× b, b+ 1 : 2× b).
1
ausa errori di round-o.
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Le matrii W k e Zk+1 sono distribuite per blohi di righe tra i proessi
oinvolti nel task. La matrie Vk+1 è invee memorizzata interamente in
ognuno dei proessi.
Se P6 è il numero di proessi, il proesso i alola le righe i∗n/P6, . . . , (i+
1) ∗ n/P6 − 1 delle matrii Wk e W k+1.
Task 8
Nel task 8 viene alolata la soluzione al passo k
Xˆk = Xˆk−1 +Wkψk.
Le matrii Xˆk−1 e Wk sono distribuite per blohi di righe tra i proessi
oinvolti nel task. La matrie ψk è invee memorizzata interamente in ognuno
dei proessi.
Se P8 è il numero di proessi, Il proesso i alola le righe i∗n/P8, . . . , (i+
1) ∗ n/P8 − 1 della matrie Xˆk.
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Capitolo 2
Un sistema per la gestione
dell'eseuzione di appliazioni
MPI: MPI jobs management
system
I job
1
he eseguono le appliazioni parallele su Grid onsistono di più ompo-
nenti, denominati subjob, eseguiti in parallelo su uno o più proessori di uno
o più alolatori presso dierenti siti. Ci si può riferire a queste appliazioni
ome ad appliazioni parallele multi-sito.
L'eseuzione dei job (e quindi l'eseuzione onorrente dei subjob) dell'ap-
pliazione del BCG (Capitolo 1) e di una qualsiasi altra appliazione parallela
multi-sito, in ambiente Grid, rihiede essenzialmente la o-alloazione, ioè
l'alloazione simultanea di più risorse.
Inoltre è auspiabile l'esistenza di un sistema he onsenta la sottomissio-
ne di tali appliazioni, fornendo funzionalità di selezione delle risorse (broke-
ring) e di sheduling dei job, e he sia tollerante ai fallimenti (fault-tolerant).
MPICH-G2 (vedi paragrafo A.2) utilizza per la o-alloazione la ompo-
1
Uno o più proessi orrispondenti alla rihiesta di eseuzione di una omputazione.
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nente Globus hiamata Dynamially Updated Request Online Co-alloator
(DUROC) (vedi paragrafo A.1.4).
DUROC, pur asservendo allo sopo prinipale di onsentire la o-alloazione
per l'eseuzione di job paralleli multi-omponente, presenta alune limita-
zioni: non fornise strumenti per la selezione delle risorse al momento della
sottomissione dei job, rihiedendo he venga espliitamente speiata ogni
risorsa destinata all'eseuzione dei singoli subjob, nè è in grado di gestire
situazioni di fallimenti.
Ad esempio, se nel momento in ui vengono sottomessi i job le risorse
speiate non sono disponibili, DUROC, potrebbe attendere he le stesse
divengano di nuovo disponibili per un periodo di tempo impreisato. Oppu-
re, nell'eventualità in ui l'eseuzione del job fallisa è rihiesto l'intervento
diretto dell'utente.
Ad oggi non sono stati sviluppati e implementati molti sistemi di selezio-
ne, o-alloazione e monitoraggio delle risorse per l'eseuzione di job paralleli
in ambienti multi-luster e Grid.
La mananza di tali sistemi limita di fatto lo sviluppo di appliazioni
parallele multi-sito
2
.
Un sistema he è in grado di onsentire l'alloazione di risorse apparte-
nenti a dierenti domini amministrativi, per un singolo job, è Condor (vedi
paragrafo A.3.1) on il suo DAG Manager. Il DAG Manager di Condor
prende in input job desritti sotto forma di gra orientati ailii (Direted
Ayli Graphs, DAG), shedulando di volta in volta i task del grafo in fun-
zione delle dipendenze. Un nuovo task viene inserito nella oda dei job non
appena tutti i task da ui dipende sono stati eseguiti.
2
L'altro motivo per ui vengono sviluppate pohe appliazioni di questo tipo è da
rierarsi nel fatto he gli sviluppatori e utenti temono he il tempo di omputazione sia
notevolmente penalizzato dalle limitate ampiezza di banda e latenza delle reti WAN.
Questo overhead è tanto maggiore quanto maggiori sono le omuniazione su WAN tra
i subjob dell'appliazione multi-omponente. A questo punto è hiaro he al migliorare
delle prestazioni delle reti WAN, quell'overhead tenderà a ridursi e, onseguentemente,
verranno sviluppate più appliazioni parallele multi-sito.
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In ogni aso, in Condor, non è implementato nessun meanismo di o-
alloazione he onsenta l'aquisizione simultanea di più risorse per l'eseu-
zione di job paralleli multi-omponente; tuttavia Condor-G (vedi paragra-
fo A.3.2) presenta le funzionalità di sheduling e di tolleranza ai fallimenti
auspiate.
È possibile pertanto utilizzare servizi e sistemi Grid già esistenti (DUROC
per la o-alloazione delle risorse, Condor-G per lo sheduling dei job, il
Servizio di Informazioni di Globus per il monitoraggio delle risorse), e in-
tegrarli on nuove omponenti, progettate e sviluppate ex-novo per fornire
funzionalità supplementari.
Per onsentire la sottomissione dei job paralleli multi-omponente attra-
verso Condor-G è stato quindi realizzato il Coordinator. Tale servizio inte-
ragise on lo Sheduler di Condor-G, sfruttando le funzionalità del sistema
Condor-G, e utilizza i servizi forniti da DUROC, per gestire la sinronizza-
zione dei subjob.
La funzionalità di brokering è svolta dalla omponente he è stata hia-
mata GangMathMaker (un vero e proprio Resoure Broker) ombinando
informazioni ottenute dall'Advertiser attraverso interrogazioni al Servizio di
Informazioni (MDS) del Globus Toolkit (vedi paragrafo A.1.3). L'alloazione
presso le diverse risorse remote è gestita dai GateKeeper (del Globus Toolkit,
vedi paragrafo A.1.4) loali.
In denitiva è stato sviluppato un sistema per la gestione dell'eseuzione
di appliazioni parallele (seondo le speihe MPI) sui luster distribuiti di
un ambiente Grid (MPI jobs management system).
Questo sistema onsente di shedulare ed eseguire i subjob paralleli sui
alolatori più appropriati ad eseguirli, tenendo onto sia dei requisiti e pre-
ferenze dei job, sia delle aratteristihe, stato e preferenze delle risorse. Re-
quisiti e preferenze dovranno riettere tra l'altro le esigenze dei diversi su-
bjob paralleli in termini di omplessità omputazionale e omplessità delle
omuniazioni, in modo da ottimizzare il mapping on le risorse disponibili.
Problemi arontati nello sviluppo di questo sistema sono stati il brokering
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delle risorse, lo sheduling dei job e la o-alloazione delle risorse rihieste
per l'eseuzione.
L'arhitettura di tale sistema è rappresentata in gura 2.1.
Figura 2.1: MPI jobs management system - un job parallelo, desritto me-
diante un submit desription le, viene sottomesso al sistema Condor-G at-
traverso il Coordinator. Quest'ultimo interagise on lo Sheduler Condor-G
per la sottomissione del job e on il GangMathMaker per la selezione dei
alolatori più appropriati per l'eseuzione del job. L'Advertiser omunia le
risorse Grid disponibili sia al Colletor di Condor per la fase di sottomissione,
sia al GangMathMaker per essere prese in onsiderazione nell'operazione di
brokering.
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2.1 Il Coordinator
Il Coordinator onsente di sottomettere i job di un'appliazione paralle-
la (seondo le speihe MPI) attraverso Condor-G sulle risorse Grid più
appropriate ad eseguirli.
Esso onsente la o-alloazione dei subjob appartenenti all'appliazio-
ne parallela interagendo on Condor-G, l'Advertiser e il GangMathMaker,
seguendo la seguente proedura a sette passi:
• Nel primo passo sottomette tutti i subjob allo Sheduler Condor-G
posizionandoli nella oda in stato di hold. I job sottomessi in questo
stato rimangono nella oda nhè non vengono rilasiati attraverso il
omando ondor_release.
• Nel seondo passo fa partire e inizializza i servizi di DUROC.
• Nel terzo passo modia le variabili di ambiente dei subjob in modo
he DUROC possa gestirne la sinronizzazione: i subjob sono bloati
da una barriera DUROC.
• Nel quarto passo rea una ClassAd he rappresenta requisiti e preferen-
ze di tutti i subjob, sottomettendola al GangMathMaker, e rihiede
all'Advertiser l'aggiornamento delle ClassAd he desrivono le risorse.
Il GangMathMaker, implementando il modello del Gangmathing [49℄,
utilizza la ClassAd he desrive requisiti e preferenze dei subjob e le
ClassAd he desrivono le risorse per trovare i alolatori più appro-
priati ad eseguire i subjob. Il Coordinator rieve omuniazione di tali
alolatori.
• Nel quinto passo modia per ogni subjob l'attributo GlobusResour-
e assegnandogli l'URL del GateKeeper della risorsa individuata dal
GangMathMaker per quel subjob.
• Nel sesto passo rilasia i subjob dalla oda di Condor-G.
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• Nel settimo passo rilasia la barriera DUROC: questo avviene solo
quando tutti i subjob sono stati assegnati ad un risorsa.
Dopo questa sinronizzazione viene avviata l'eseuzione di tutti i subjob,
monitorata no al ompletamento.
Per ogni job parallelo (seondo le speihe MPI) multi-omponente sot-
tomesso al Coordinator è neessario speiare il numero dei subjob e la loro
dimensione, ioè il numero di proessori da utilizzare per ogni subjob.
La desrizione dei job avviene attraverso un submit desription le (vedi
paragrafo A.3.1) multi-omponente he ontiene un submit desription le
per ogni subjob.
Per avvalersi del servizio di brokering del GangMathMaker, e onsentire
l'alloazione dinamia dei subjob in base ai requisiti speiati, nei submit de-
sription le non va indiato nessun globusscheduler speio, mentre vanno
speiati i Requirements.
Se invee si vuole he per l'eseuzione di un determinato subjob ven-
ga utilizzata una risorsa speia allora per quel subjob andrà indiato un
globusscheduler speio inludendo la riga:
globussheduler = beoomp.dma.unina.it/jobmanager
2.2 Il GangMathMaker (Resoure Broker) e
l'Advertiser
Il GangMathMaker trova i alolatori he meglio orrispondono ai requisiti
e preferenze dei subjob.
Tale servizio di brokering è implementato utilizzando il modello del Gang-
mathing, un'estensione del modello del Mathmaking di Condor-G, e om-
binando le informazioni sulle aratteristihe e lo stato delle risorse.
Il modello del Gangmathing onsente di superare una pesante limita-
zione del modello del Mathmaking: tale modello si limita a individuare un
unio (possibile) mathing tra una singola rihiesta di eseuzione e le risorse
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disponibili; il risultato sarà un'unia risorsa onsiderata ompatibile on la
rihiesta di eseuzione. Il modello del Mathmaking è pertanto puramente
bilaterale.
Il Gangmathing onsente invee di trovare i mathing tra un insieme
di rihieste di eseuzione e le risorse disponibili, tenendo onto ontempo-
raneamente dei requisiti e preferenze di tutte le rihieste e onsentendo ad
ogni risorsa la apaità di mathing on una sola rihiesta. Il risultato sarà
rappresentato dalle diverse risorse ompatibili on i diversi subjob.
Per ogni subjob, identiato dal proprio ClusterID, il GangMathMaker
omunia al Coordinator il JobManager (gatekeeper_url) del alolatore
individuato per l'eseuzione.
Le informazioni sulle aratteristihe e sullo stato orrente delle risorse so-
no ottenute interrogando il Servizio di Informazioni del Globus Toolkit (vedi
paragrafo A.1.3). Allo sopo di fornire una rappresentazione delle risorse
adeguata alle neessità del sistema è stato progettato e implementato uno
shema ad ho per la pubbliazione delle informazioni relative ai alolatori
paralleli.
Requisiti e preferenze dei subjob sono espressi attraverso gli attributi
Requirements e Rank nel submit desription le utilizzato per la sottomis-
sione.
Anhè il sistema Condor sia a onosenza delle risorse disponibili per la
sottomissione e il GangMathMaker sia in grado di trovare le ompatibilità
tra rihieste di subjob e risorse oerte è neessario he i siti Grid disponibili
siano pubbliizzati.
L'Advertiser omunia le risorse disponibili sia al Colletor di Condor
per la fase di sottomissione, sia al GangMathMaker per essere prese in
onsiderazione nell'operazione di Gangmathing.
Le aratteristihe delle risorse sono espresse sotto forma di ClassAd. A
tale sopo l'Advertiser rea delle ClassAd per ogni risorsa utilizzando infor-
mazioni statihe e informazioni dinamihe, ottenute interrogando il Servizio
di Informazioni di Globus.
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2.2.1 Il linguaggio Classied Advertisements (ClassAds)
e il Mathmaking
Il linguaggio Classied Advertisements è un linguaggio semistrutturato he
onsente di rappresentare le aratteristihe di servizi arbitrari (nel aso spe-
io rihieste di job e alolatori) e di speiare i requisiti rihiesti per la
loro alloazione.
Una ClassAd è una lista di orrispondenze tra nomi di attributi e espres-
sioni.
Ad esempio in gura 2.2 è mostrata una ClassAd he rappresenta una
workstation, mentre in gura 2.3 è mostrata una ClassAd he desrive un
job.
[
MyType = ``Mahine'';
TargetType = ``Job'';
Name = ``lamu2-9.ps.na.nr.it'';
Mahine = ``lamu2-9.ps.na.nr.it'';
Rank = 0.000000;
VirtualMemory = 516492;
Disk = 252528;
KeyboardIdle = 8848;
Memory = 249;
Cpus = 1;
Arh = ``INTEL'';
OpSys = ``LINUX'';
TotalVirtualMemory = 516492;
TotalDisk = 252528;
KFlops = 82717;
Mips = 492;
State = ``Unlaimed'';
Ativity = ``Idle'';
Friends = {``oliva'', ``frangreg''};
Requirements = member(other.name, Friends);
℄
Figura 2.2: Esempio di ClassAd he desrive una workstation.
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[MyType = ``Job'';
TargetType = ``Mahine'';
QDate = 1123783047;
CompletionDate = 0;
Owner = ``gregoretti'';
Iwd = ``/home/gregoretti/'';
Cmd = ``/home/gregoretti/sim.g2'';
WantRemoteSysalls = FALSE;
WantChekpoint = FALSE
DiskUsage = 0;
Args = ``'';
Requirements =
(other.Type ==``Mahine'')
&& (other.Arh == ``INTEL'')
&& (other.OpSys == ``LINUX'')
&& (other.Disk >= DiskUsage)
&& (other.Memory > Memory);
℄
Figura 2.3: Esempio di ClassAd he desrive un job.
Le espressioni possono essere semplii valori ostanti ome numeri interi
o reali, valori booleani (true o false), date, stringhe di aratteri, i valori
speiali error e undened, oppure possono essere espressioni omposite
ostruite attraverso operatori appliati a uno o più operandi.
Tali operatori inludono gli usuali operatori aritmetii, logii e di onfron-
to (ome +, && e ≤), ostruttori di liste ( {espressione1, . . . , espressionen}
) e di reord ( [nome1 = espressione1, . . . , nomen = espressionen] ) e fun-
zioni integrate (ome member(constx, stringl) he ritorna un booleano: se
x non è un valore ostante o l non è una lista, allora il risultato è error;
altrimenti se uno degli elementi di l è uguale a x seondo l'operatore ==,
allora il risultato è true, altrimenti è false).
Per trovare i mathing tra le rihieste dei job e le oerte di risorse, il
modello del Mathmaking, opera in un ambiente di valutazione nel quale ogni
ClassAd può aedere agli attributi delle altre ClassAd. Il riferimento della
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forma self .attributo si riferise ad un attributo della ClassAd he ontiene
tale riferimento. Il riferimento other.attributo, invee, si riferise all'attributo
di un'altra ClassAd. Se non è speiato nè self nè other il meanismo di
valutazione assume il presso self .
Il protoollo e l'algoritmo di Mathmaking attribuisono un signiato
speiale alle parole hiave Requirements, Rank e other.
Se i Requirements di due ClassAd sono valutati entrambi true allora le
le due ClassAd sono onsiderate ompatibili (è stato trovato un math).
A questo punto viene utilizzato l'attributo Rank per eettuare una selta
all'interno di tutti i possibili math. Tra tutte le ClassAd di oerta di risorse
ompatibili on la ClassAd di rihiesta di un job, il Mathmaking seglie
quella on il più alto valore per l'attributoRank. Quest'ultimo viene valutato
ongiuntamente al valore di Rank della ClassAd di rihiesta.
Il riferimento ad un attributo inesistente viene valutato on la ostante
undened.
L'algoritmo di mathmaking tratta il valore undened ome false, in
altre parole il mathing fallise se l'attributo Requirements viene valutato
undened.
2.2.2 Shema per la denizione delle informazioni rela-
tive ai luster
In questo paragrafo viene desritta l'estensione realizzata a partire da uno
shema utilizzato dall'MDS per la pubbliazioni delle informazioni relative
ai luster.
In un'appliazione parallela multi-sito, i diversi subjob paralleli possono
avere un diverso osto delle omuniazioni e, pertanto, possono avere rihie-
ste diverse rispetto alle prestazioni della rete interna dei luster sui quali
dovranno essere eseguiti.
A tale sopo è auspiabile he il sistema informativo utilizzato dall'in-
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frastruttura Grid pubblihi, onsentendone l'aesso, le informazioni relative
alle prestazioni suitate.
Il GLUE shema è uno degli shemi adottati dal Servizio di Informazioni
di Globus per la pubbliazione delle informazioni (vedi paragrafo A.1.3). Le
omponenti fondamentali di tale shema sono:
• Computing Element he rappresentano le ode dei sistemi di sheduling;
• Cluster he rappresentano un raggruppamento di subluster o nodi;
• Subluster he rappresentano un gruppo di alolatori on aratteristi-
he di base omuni.
Uno shema alternativo utilizzato per la rappresentazione di informazioni
su alolatori di tipo luster deriva dal NorduGrid Information System [39℄
dove, a dierenza di quanto aade per il GLUE shema, le aratteristihe
delle ode del sistema di sottomissione sono attributi del luster.
Entrambi gli shemi suitati non prevedono la pubbliazioni di informa-
zioni sul sottosistema di rete mediante il quale sono interonnessi i nodi di un
luster on riferimento alle sue aratteristihe e prestazioni. Tali informazioni
risultano di notevole importanza nella selezione della risorsa più appropriata
per l'eseuzione di un'appliazione parallela o di un subjob parallelo.
Per superare questa limitazione si è selto di ampliare uno dei due shemi
on informazioni dettagliate sul sottosistema di rete. Si è utilizzato ome base
lo shema NorduGrid in quanto, a dierenza del GLUE Shema, esso fornise
eslusivamente una visione di insieme del luster, senza dettagli sui singoli
nodi. Tali dettagli infatti risultano maggiormente utili nella selezione di
risorse per l'eseuzione di appliazioni sequenziali. L'estensione dello shema
NorduGrid è mostrata in gura 2.4. In tale gura è rappresentato il reord
LDIF di un luster.
Gli attributi in orsivo sono quelli introdotti per il sistema proposto.
I valori per gli attributi
cluster-network-mpi-latency, cluster-network-mpi-bandwidth,
cluster-network-tcp-latency e cluster-network-tcp-bandwidth,
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dn: nordugrid-luster-name=beoomp.dma.unina.it,Mds-Vo-name=loal,o=grid
objetClass: nordugrid-luster
objetClass: Mds
nordugrid-luster-name: beoomp.dma.unina.it
nordugrid-luster-aliasname: Beoomp
nordugrid-luster-omment: Hello there!
nordugrid-luster-owner: ICAR CNR Sezione di Napoli
nordugrid-luster-loation: Dipartimento di Matematia e Appliazioni
nordugrid-luster-issuera: /O=ICAR-NA/CN=ICAR-NA Certifiation Authority
nordugrid-luster-ontatstring: beoomp.dma.unina.it:2122
luster-network-name: Fast Ethernet
luster-network-vendor: 3Com
luster-network-model: Super Stak
luster-network-version: II
luster-network-mpi-lateny: 65
luster-network-mpi-bandwidth: 82
luster-network-tp-lateny: 34
luster-network-tp-bandwidth: 90
luster-pus-speint: 17
luster-pus-spefloat: 13
nordugrid-luster-support: almerio.murlidma.unina.it
nordugrid-luster-lrms-type: OpenPBS
nordugrid-luster-lrms-version: 2.3
nordugrid-luster-lrms-onfig: FIFO sheduler, single job per proessor
nordugrid-luster-arhiteture: i686
nordugrid-luster-opsys: LINUX
nordugrid-luster-opsys-version: 2.4.20-20.7
nordugrid-luster-homogeneity: True
nordugrid-luster-nodepu: Pentium II (Deshutes)
nordugrid-luster-nodememory: 256
nordugrid-luster-nodeaess: inbound
nordugrid-luster-nodeaess: outbound
nordugrid-luster-totalpus: 14
nordugrid-luster-pudistribution: 1pu:14
nordugrid-luster-usedpus: 0
nordugrid-luster-queuedjobs: 0
nordugrid-luster-totaljobs: 0
nordugrid-luster-sessiondir-free: 0
nordugrid-luster-sessiondir-total: 0
Mds-validfrom: 20050916142756Z
Mds-validto: 20050916142826Z
Figura 2.4: Shema NorduGrid esteso.
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per i luster del sistema Grid di supporto (vedi appendie B), sono stati
ottenuti misurando le prestazioni delle reti interne on il programma di ben-
hmark NetPIPE [52℄. Tale programma è stato utilizzato per misurare le
prestazioni della sottostruttura di rete on riferimento al protoollo TCP e
all'implementazione MPI presente sul luster.
In gura 2.5 è mostrata la latenza unidirezionale (one-way) per MPI per
pahetti di piole dimensioni per i tre luster del sistema Grid di supporto,
denominati Beoomp, Altair e Vega.
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Figura 2.5: Latenza One-way MPI - La latenza one-way è metà del tempo
di round trip.
La latenza di startup per i suddetti luster è rispettivamente di 65, 117 e
38 µse.
In gura 2.6 è mostrata l'ampiezza di banda unidirezionale (one-way) per
MPI per gli stessi luster per dimensioni dei pahetti no a 8MB.
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Figura 2.6: Ampiezza di Banda One-Way MPI.
2.2.3 L'Advertiser
L'Advertiser (vedi gura 2.1) ha lo sopo di informare sulle risorse Grid
disponibili il Colletor di Condor (per la fase di sottomissione) ed il Gang-
MathMaker (per il mathing on le rihieste di job).
Periodiamente l'Advertiser omunia al Colletor e al GangMathMaker
una ClassAd per ogni risorsa Grid disponibile. Tale ClassAd è ostituita da
una lista minima di informazioni statihe omuni a tutte le risorse:
MyType = ``Mahine''
TargetType = ``Job''
Name = ``Nome_Gatekeeper''
gatekeeper_url = ``nome.dma.unina.it/jobmanager''
Rank = 0.000000
CurrentRank = 0.000000
UpdateSequeneNumber = 4
CurMathes = 0
UpdateSequencenumber è un intero positivo inrementato ogni volta he
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il sito viene pubbliizzato. Infatti il Colletor sarta la ClassAd di un sito
dopo un ben denito intervallo di tempo dall'ultimo aggiornamento. Tale
intervallo di tempo può essere speiato attraverso la maro
CLASSAD_LIFETIME
denita nel le di ongurazione di Condor. Il suo valore di default è
900 (quindii minuti). Alternativamente, l'intervallo di tempo dopo il qua-
le la ClassAd di un sito viene onsiderata saduta, può essere speiato
attraverso un attributo denito all'interno della ClassAd stessa.
La ClassAd viene ompletata on informazioni statihe e dinamihe più
dettagliate attraverso interrogazioni (LDAP query) al GIIS (vedi paragrafo
A.1.3) relativo ai siti he si intende pubbliizzare. Ad ogni interrogazione
l'Advertiser rieve dati dal GIIS in formato LDIF seondo gli shemi GLUE
e NorduGrid esteso e onverte tali informazioni in una lista di ClassAd.
La ClassAd viene aggiornata e omuniata al Colletor (tramite il o-
mando ondor_advertise) periodiamente e ogni volta he un job paral-
lelo multi-omponente è sottomesso, tramite il Coordinator, allo Sheduler
Condor-G.
La stessa ClassAd viene omuniata al GangMathMaker ad ogni sotto-
missione di un job parallelo.
2.2.4 Il Gangmathing
La o-alloazione in ambiente Grid impone la neessità di un modello di
mathmaking multilaterale in grado di trovare le ompatibilità, attraver-
so un'unia operazione atomia, all'interno di un'aggregazione di ClassAd
dipendenti tra loro.
Il modello del Gangmathing è una soluzione al problema del math-
making multilaterale he soddisfa il seguente requisito: le aratteristihe
dei andidati (rihieste e oerte) e le loro interdipendenze sono denite
eslusivamente dai andidati stessi.
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Mediante tale modello vengono reate gang di ClassAd unendo tra
loro ClassAd singole attraverso un'operazione di mathing.
Intuitivamente il Gangmathing estende il mathmaking bilaterale rim-
piazzando l'obbligo di un singolo (impliito) math bilaterale on la rihiesta
di un'espliita lista di math bilaterali, fornendo ad ogni ClassAd la apaità
supplementare di aedere alle informazioni relative ai math bilaterali he
oinvolgono ClassAd dierenti.
L'operazione di mathing avviene tra port di ClassAd dierenti. L'astra-
zione dei port ha dierenti funzioni:
I port fungono da interfaia di mathmaking onsentendo ai andidati di
aedere alle informazioni indipendentemente dal modo on ui sia-
no state generate (ome valori ostanti o informazioni provenienti da
aratteristihe di altri andidati nella gang).
L'astrazione dei port separa gli spazi dei nomi dei diversi tipi di andidati e
permette di aedere alle aratteristihe dei andidati da altri math.
L'astrazione dei port inne impone una struttura sulla gang aggregata he
semplia la denizione e l'implementazione degli algoritmi.
Viene ora presentato il modello del Gangmathing trattando il proble-
ma speio della o-alloazione dei subjob he ompongono un'appliazione
parallela.
In questo ontesto, è neessario trovare i mathing tra le rihieste di ese-
uzione dei singoli subjob e le oerte di risorse disponibili, tenendo onto
simultaneamente dei requisiti e preferenze di tutti i subjob e delle loro in-
terdipendenze, e onsentendo he ad ogni subjob possa essere assegnata una
risorsa dierente.
Rappresentazione delle ClassAd nel problema di o-alloazione di
un job multi-omponente
Un esempio di ClassAd he rappresenta la rihiesta di eseuzione di più
subjob faenti parte di un'appliazione parallela è illustrata in gura 2.7.
42
[ Type = ``Job'';
Ports = {
[ Label=``subjob1'';
Requirements = subjob1.type == ``Mahine'' &&
subjob1.Arh == ``i686'' &&
subjob1.OpSys == ``LINUX'' &&
subjob1.ClusterNodeCount >= 17;
Rank = 10000 / subjob1.ClusterNetMPILateny +
10 * subjob1.ClusterCPUsSpeFloat;
℄,
[ Label=``subjob2'';
Requirements = subjob2.type == ``Mahine'' &&
subjob2.Arh == ``i686'' &&
subjob2.OpSys == ``LINUX'' &&
subjob2.ClusterNodeCount >= 4;
℄,
[ Label=``subjob3'';
Subnet1 = subjob1.Subnet;
Requirements = subjob3.type == ``Mahine'' &&
subjob3.Arh == ``i686'' &&
subjob3.OpSys == ``LINUX'' &&
subjob3.ClusterNodeCount >= 14;
Rank = 10 * subjob3.ClusterCPUsSpeFloat;
℄
}
℄
Figura 2.7: Esempio di ClassAd he desrive un job parallelo
multi-omponente.
La aratteristia più rilevante di questo esempio è l'attributo Ports. I port
di una ClassAd denisono il numero e le aratteristihe delle rihieste per
le quali oorre trovare i mathing anhè l'intera ClassAd sia soddisfatta.
Nel modello del Gangmathing l'algoritmo bilaterale di Mathmaking viene
appliato tra i port di ClassAd diverse piuttosto he tra intere ClassAd.
Ogni port denise una Label he sostituise l'attributo other del Mat-
hmaking bilaterale. Il ampo di azione di una label si estende dal port in
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ui è denita no all'ultimo port della lista. In questo modo, le espressioni
denite nel port on label subjob2 possono fare riferimento alle espressioni
denite nel port on label subjob1, ma non vieversa.
Nell'esempio proposto i requisiti per i mathing di ogni port non dipendo-
no da nessun attributo denito in qualhe altro port. Potrebbe invee essere
rihiesto he i Requirements di qualhe port dipendano da qualhe attributo
denito in un altro port he lo preede nella lista. La relazione di dipendenza
tra port è infatti limitata dal fatto he ogni port non può dipendere da nessun
port he lo segue nella lista.
Nelle gure 2.8, 2.9, 2.10, sono illustrate tre ClassAd parziali he rappre-
sentanti i luster del sistema Grid di supporto.
[ MyType = ``Mahine'';
Name = ``vega.na.iar.nr.it'';
gatekeeper_url = ``vega.na.iar.nr.it:2122'';
Arh = ``i686'';
OpSys = ``LINUX'';
Subnet = ``140.164.14''
ClusterNodeCount = 17;
ClusterCPUType = ``Intel(R) Pentium(R) 4 CPU 1500MHz'';
ClusterNetMPIBandwidth = ``88'';
ClusterCPUsSpeFloat = ``558'';
ClusterCPUsSpeInt = ``535'';
ClusterNetiMPILateny = ``38'';
Ports = {
[ Label = ``subjob''
℄
}
℄
Figura 2.8: ClassAd parziale he desrive il luster Vega.
Le ClassAd he rappresentano le risorse dierisono dalla orrispondenti
ClassAd del modello bilaterale per la presenza dei port. Tale presenza impone
alla ClassAd della risorsa l'obbligo he il mathing possa avvenire on una
sola entità, ioè on un unio port della ClassAd di rihiesta di eseuzione.
Nelle ClassAd di esempio non sono deniti Requirements. Quest'ultimi
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[ MyType = ``Mahine'';
Name=``altair.dma.unina.it'';
gatekeeper_url=``altair.dma.unina.it:2122'';
Arh=``i686'';
OpSys=``LINUX'';
Subnet = ``192.167.11''
ClusterNodeCount=11;
ClusterCPUType=``Pentium Pro'';
ClusterNetMPIBandwidth=``74'';
ClusterCPUsSpeFloat=``6'';
ClusterCPUsSpeInt=``8'';
ClusterNetMPILateny=``117'';
Ports = {
[ Label = ``subjob''
℄
}
℄
Figura 2.9: ClassAd parziale he desrive il luster Altair.
[ MyType = ``Mahine'';
Name=``beoomp.dma.unina.it'';
gatekeeper_url=``beoomp.dma.unina.it:2122'';
Arh=``i686'';
OpSys=``LINUX'';
Subnet = ``192.167.11''
ClusterNodeCount=14;
ClusterCPUType=``Pentium II (Deshutes)'';
ClusterNetMPIBandwidth=``82'';
ClusterCPUsSpeFloat=``13'';
ClusterCPUsSpeInt=``17'';
ClusterNetMPILateny=``65'';
Ports = {
[ Label = ``subjob''
℄
}
℄
Figura 2.10: ClassAd parziale he desrive il luster Beoomp.
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possono essere deniti allo sopo di implementare sostiate politihe di ge-
stione delle risorse. Le espressioni denite nei Requirements delle ClassAd
dei alolatori possono fare riferimento ad attributi deniti nei port della
ClassAd del job (per i quali vanno trovati i mathing).
Il modello del Gangmathing onsente alla ClassAd del job di rendere
note alle ClassAd he rappresentano le risorse le informazioni su una risorsa
speia attraverso un appropriato port. Ogni ClassAd he rappresenta un
alolatore non può infatti aedere agli attributi deniti nelle ClassAd degli
altri alolatori.
Il port subjob3 dihiarato nella ClassAd del job funziona ome un'in-
terfaia astratta on le potenziali ClassAd dei alolatori. La ClassAd del
job implementa tale interfaia nel modo seguente: nel port subjob3 si può
fare riferimento ad un attributo della ClassAd di un alolatore ompatibi-
le on un altro port he lo preede nella lista; il port subjob3 rende noto
alle ClassAd dei alolatori il valore di tale attributo attraverso la sintassi
Ports[2].attributo. La ClassAd del job in gura 2.7 rende noto alle ClassAd
dei alolatori il valore dell'attributo Subnet della ClassAd ompatibile on
il port subjob1, attraverso la sintassi Ports[2].Subnet1.
Ad esempio potrebbe essere rihiesto he il subjob1 e il subjob3 vengano
eseguiti su alolatori della stessa LAN aggiungendo tra i Requirements per
il subjob3 l'espressione subjob3.Subnet == Subnet1.
L'algoritmo di Mathmaking nel modello del Gangmathing
La funzione dell'algoritmo di Mathmaking nel modello del Gangmathing è
quella di shierare, per ogni ClassAd di rihiesta di eseuzione di un job, una
gang onsistente di ClassAd.
La gang onsistente viene ostruita a partire da una gang degenere
ostituita da un'unia ClassAd radie. Suessivamente ogni port libero
della gang viene unito ad un port ompatibile. Quest'ultimo andrà rier-
ato tra i port delle ClassAd non anora shierate nella gang onsistente.
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Questa operazione viene ripetuta no a quando tutti i port non sono uniti
e la gang non è onsistente (ioè tutte i requisiti sono soddisfatti).
In generale un math onsiste di un tree di ClassAd. Ogni oppia di
ClassAd adiaenti è ollegata veriando he gli attributi di un port della
prima soddisno i Requirements di un port della seonda, e vieversa.
Nell'esempio del paragrafo preedente la gang onsistente è ostituita
da quattro ClassAd: un job e tre alolatori (vedi gura 2.11).
Beocomp
Job
Altair
Vega
Beocomp Altair Vega
Job
Gangmatching
ClassAd
port
port compatibili (match bilaterali)
gang
Figura 2.11: Operazione di Gangmathing.
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Capitolo 3
La libreria MGF (MPI Globus
Forwarder)
MGF (MPI Globus Forwarder) [34, 32, 33℄ è un'implementazione dello stan-
dard MPI-1 per Griglie Computazionali he estende MPICH-G2. Essa on-
sente agli utenti di eseguire in modo trasparente appliazioni MPI su più
alolatori paralleli di una Grid, ompresi i luster a rete privata.
Infatti l'implementazione delle routine di omuniazione di MPICH-G2
non ontempla il aso in ui i proessi oinvolti siano in eseuzione su nodi
interni di luster a rete privata. Questo rappresenta un limite, in quanto nei
luster utilizzati per il alolo ad alte prestazioni generalmente 'è un unio
nodo he ha aesso alle reti WAN e LAN, il front-end, sia per la sarsa
disponibilità di indirizzi IP pubblii, sia per sempliare l'amministrazione e
la gestione della siurezza del luster.
L'assenza di un meanismo di instradamento di messaggi tra le reti pri-
vate, limita di fatto il numero di appliazioni he possono essere portate da
un alolatore parallelo onvenzionale ad un sistema Grid ostituito da più
alolatori paralleli, senza apportare modihe al odie sorgente.
Per superare tale limitazione, MGF, utilizza proessi nasosti all'uten-
te, in eseuzione sui front-end dei luster a rete privata, per onsentire le
omuniazioni he oinvolgono proessi in eseuzione su nodi he non hanno
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aesso alla rete WAN.
In onlusione i prinipali obiettivi di MGF sono:
• onsentire l'eseuzione di appliazioni MPI su Grid senza apportare
modihe al odie sorgente;
• rendere aessibili all'utente informazioni dettagliate sulla topologia di
rete del sistema durante l'eseuzione;
• onsentire l'utilizzo del anale di omuniazione più eiente tra quelli
a disposizione per eseguire una qualsiasi omuniazione punto-punto;
• implementare omuniazioni ollettive eienti.
3.1 Canali di omuniazione
In questo ontesto si denise anale di omuniazione il perorso di rete he
un messaggio deve ompiere per arrivare da un proesso MPI ad un altro.
MGF distingue due lassi di anali di omuniazione:
• anali diretti - realizzati utilizzando eslusivamente dispositivi di rete;
• anali indiretti - realizzati utilizzando proessi intermedi.
I proessi in eseuzione su nodi he aedono alla stessa rete utilizzano per
omuniare i anali diretti; esempi sono: i nodi di uno stesso luster, he
omuniano attraverso la sua rete di interonnessione o i front-end di luster
dierenti, he omuniano attraverso Internet.
I anali indiretti sono neessari quando i proessi oinvolti nella omu-
niazione sono in eseuzione su nodi appartenenti a reti private dierenti.
In questo aso la omuniazione avviene mediante proessi intermedi he si
oupano di instradare i messaggi tra le reti. MGF utilizza MPICH-G2 nelle
omuniazioni sui anali diretti mentre gestise direttamente le omuniazioni
sui anali indiretti.
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3.2 Proessi Forwarder
Quando si utilizza la libreria MGF per eseguire appliazioni MPI su Grid,
oltre ai proessi di alolo possono essere alloati dei proessi aggiuntivi detti
Forwarder.
I Forwarder sono proessi di servizio in eseuzione, su rihiesta dell'utente,
sui nodi front-end dei luster a rete privata e gestisono le omuniazioni
indirette. Ogni omuniazione esterna he ha ome destinatario un proesso
in eseuzione su un nodo interno di un luster a rete privata viene gestita
dal Forwarder: quando un proesso in eseuzione su un altro alolatore
vuole omuniare on il proesso suddetto, le primitive di omuniazione
della libreria MGF fanno si he il messaggio venga spedito al Forwarder
he si oupa di reapitarlo al destinatario. Analogamente il Forwarder può
gestire le omuniazioni provenienti dai nodi interni del luster a rete privata
destinate a proessi in eseuzione su altri alolatori.
I Forwarder utilizzano l'implementazione MPI proprietaria (quando esi-
ste) nelle omuniazioni on i nodi del proprio luster ed il TCP nelle omu-
niazioni esterne.
L'utente abilita l'eseuzione del Forwarder denendo la variabile di am-
biente MGF_PRIVATE_SLAN nello sript RSL utilizzato per lo start-
up del job.
Quando si utilizzaMGF il omuniatoreMPI_COMM_WORLD rag-
gruppa proessi di alolo e Forwarder, anhe se questi ultimi non svolgo-
no attività di alolo. Per evitare he il progamma onteggi erroneamen-
te anhe i Forwarder ome proessi oinvolti nel alolo, MGF introdue
un nuovo omuniatore denominato MGF_COMM_WORLD a ui ap-
partengono soltanto i proessi di alolo. In fase di ompilazione il omu-
niatore MPI_COMM_WORLD viene sostituito automatiamente on
MGF_COMM_WORLD. In questo modo le routine MPI he aedono ai
omuniatori (ome MPI_Comm_Size() e MPI_Comm_Rank()), invoate
on l'argomento MPI_COMM_WORLD, restituisono le informazioni
relative a MGF_COMM_WORLD nasondendo all'utente la presenza
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dei Forwarder. Ad esempio rihiedendo il numero dei proessi in eseuzione,
si ottiene il numero dei proessi di alolo, esludendo dal onto eventua-
li Forwarder. Quindi tale sostituzione onsente all'utente di eettuare una
orretta suddivisione del ario senza dover neessariamente modiare il
proprio odie.
3.3 Gestione della topologia
L'eseuzione di un'appliazione MPI su un sistema omplesso ome quello
Grid oinvolge dierenti tipologie di interonnessioni.
La topologia desrive il tipo di interonnessione tra i nodi su ui sono
in eseuzione i proessi e onsente di riavare le informazioni sui anali di
omuniazione disponibili.
MPICH-G2 organizza proessi e onnessioni in una struttura multilivello
in ui ad ogni livello orrisponde un anale di omuniazione (vedi paragrafo
A.2.4). Il livello 0 è il TCP su WAN, il livello 1 è il TCP su rete LAN, il
livello 2 è il TCP sulla rete interna del alolatore e il livello 3 è la libreria
MPI proprietaria.
Per desrivere la topologia MPICH-G2 assegna a tutti i proessi un o-
lore (intero non negativo) per ogni livello. Due proessi he hanno lo stesso
olore ad un dato livello possono omuniare sul orrispondente anale di
omuniazione.
MPICH-G2 assume he tutti i proessi MPI siano in grado di omuniare
sulla rete WAN e quindi assegna loro lo stesso olore al livello 0. L'assegna-
zione del olore non tiene però onto dell'eventuale presenza di luster a rete
privata, nei quali solo il front-end aede alla reti WAN e LAN, mentre gli
altri nodi hanno aesso alla sola rete interna (vedi paragrafo A.2.4).
Per superare questa limitazione, MGF, nel aso in ui nella omputazione
siano onivolti luster a rete privata, integra le informazioni sulla topologia
riostruite da MPICH-G2 on nuove informazioni. In partiolare utilizza
una nuova struttura dati per desrivere la topologia di rete WAN. Questa
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struttura è un vettore di N interi, dove N è il numero dei proessi di alolo,
nel quale l'i-mo elemento desrive l'aesso dell'i-mo proesso alla rete WAN.
Se l'i-mo elemento ha valore 0, questo vuol dire he l'i-mo proesso è in
eseuzione su un nodo he ha aesso diretto alla rete WAN; se ha valore −1,
questo vuol dire he l'i-mo proesso è in eseuzione su un nodo interno di un
luster a rete privata.
3.4 Comuniazioni punto-punto
MGF gestise direttamente le omuniazioni punto-punto sui anali di omu-
niazione indiretti, mentre invoa le primitive di omuniazione di MPICH-G2
su quelli diretti.
In una omuniazione punto-punto MGF individua la disponibilità di a-
nali diretti analizzando le informazioni topologihe proprie di MPICH-G2 e
la struttura he desrive la topologia della rete WAN propria di MGF. Se
due proessi hanno lo stesso olore ai livelli 2 o 3 della struttura multilivello
di MPICH-G2, questo vuol dire he essi sono in eseuzione su nodi di uno
stesso luster e he quindi possono omuniare su un anale diretto. In aso
ontrario MGF aede alle informazioni sulla topologia della rete WAN: se
entrambi i proessi hanno valore 0 nel vettore he desrive tale topologia,
essi possono utilizzare un anale diretto poihè hanno entrambi aesso ad
Internet, altrimenti utilizzano un anale indiretto
Se i proessi possono omuniare attraverso un anale diretto, MGF invo-
a le orrispondenti routine MPICH-G2 he automatiamente selezionano il
anale di omuniazione più eiente: vMPI o TCP (vedi paragrafo A.2.5).
MGF gestise le omuniazioni punto-punto sui anali indiretti utilizzan-
do i proessi Forwarder. I Forwarder utilizzano la libreria MPI proprietaria
(se disponibile) per le omuniazioni on i nodi del proprio luster e il TCP
per le omuniazioni su LAN e WAN. Quando un proesso in eseuzione su
un nodo interno di un luster a rete privata deve inviare un messaggio ad
un proesso in eseuzione all'esterno del luster, esso invia il messaggio ed il
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rango del destinatario al Forwarder in eseuzione sul front-end dello stesso
luster. Il Forwarder si oupa di reapitare il messaggio al destinatario.
Analogamente, quando un proesso esterno al luster a rete privata deve
inviare un messaggio ad un proesso in eseuzione su un nodo interno, esso
invia il messaggio ed il rango del destinatario al Forwarder. Quest'ultimo si
oupa di reapitare il messaggio al destinatario.
L'utilizzo simultaneo di due Forwarder rende possibile le omuniazioni
punto-punto anhe tra nodi interni di luster a rete privata dierenti (en-
trambi hanno valore -1 nella struttura he desrive la topologia di rete WAN
di MGF).
L'operazione di forwarding è ompletamente trasparente all'utente.
3.5 Comuniazioni ollettive
MGF eredita l'implementazione delle omuniazioni ollettive di MPICH-G2.
Tale implementazione utilizza le informazioni sulla topologia per minimizza-
re le omuniazioni sui anali più lenti. MGF inoltre onsente la orretta
eseuzione delle omuniazioni ollettive nei asi nei quali iò non è possibile
on MPICH-G2 (vedi paragrafo A.2.5).
Si onsideri ad esempio la funzione di broadast. L'algoritmo di broadast
di MPICH-G2 è strutturato in tre fasi (vedi paragrafo A.2.5): nella prima
fase la radie invia il messaggio di broadast ai proessi master di ogni LAN;
nella seonda fase, presso ogni sito, il master invia il messaggio di broadast
a tutti i rappresentati dei alolatori della stessa LAN; nella terza ed ultima
fase i master dei alolatori inviano il messaggio a tutti i nodi dei rispettivi
alolatori.
La presenza di un luster a rete privata, può pregiudiare il orretto svol-
gimento dell'algoritmo: quando il proesso radie è in eseuzione su un nodo
interno (la prima fase non può essere eseguita orrettamente), oppure quando
il omuniatore del broadast ontiene tutti i nodi di un luster a rete privata
esluso il front-end (il master del luster è in eseuzione su un nodo interno
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e non può rievere il messaggio dal proesso master della orrispondente rete
LAN).
L'implementazione della routine di broadast della libreria MGF supera
queste limitazioni utilizzando i proessi Forwarder.
Se il proesso radie è in eseuzione su un nodo interno di un luster a
rete privata, esso spedise il messaggio di broadast e i ranghi dei proessi
master al livello 0 al proesso Forwarder in eseuzione sullo stesso luster. Il
Forwarder si oupa di spedire il messaggio ai proessi master di ogni LAN.
L'utilizzo del Forwarder onsente di memorizzare il messaggio sul front-end
e inviarlo ai vari proessi proessi master, evitando he il messaggio venga
omuniato dalla radie al front-end per ogni omuniazione on l'esterno del
luster.
Se un proesso master di una LAN è in eseuzione su un nodo interno
di un luster a rete privata, la seonda fase dell'algoritmo viene ompletata
dal Forwarder in eseuzione su quel luster, il quale si oupa di spedire il
messaggio agli altri proessi master della stessa LAN.
Nelle omuniazioni punto-punto vengono utilizzate le routine di MGF e
pertanto anhe se il proesso master di un luster a rete privata è in eseuzione
su un nodo interno, il messaggio gli viene reapitato tramite il Forwarder in
eseuzione sul front-end dello stesso luster.
3.6 Usare MGF
Per utilizzare la libreria MGF è suiente ompilare i programmi MPI on
il wrapper per la ompilazione di MPICH-G2 e linkare i le oggetto osì
ottenuti on la libreria MGF.
MGF utilizza gli strumenti del Globus Toolkit per avviare l'eseuzione
di un programma MPI su più alolatori. L'utente realizza uno sript RSL
he ontiene le informazioni sull'eseuzione allo stesso modo on ui fareb-
be utilizzando MPICH-G2 (vedi paragrafo A.2.2) e avvia la omputazione
attraverso il omando globusrun:
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% globusrun -w -f nomefile.rsl
Supponiamo di voler eseguire un programma MPI su tre luster (a rete
privata) del sistema Grid di supporto (vedi appendie B). In gura 3.1 è
mostrato un esempio di sript RSL per l'eseuzione del programma.
+
( &(resoureManagerContat=``vega.na.iar.nr.it:2122'')
(ount=17)
(label=``subjob 0'')
(jobtype=mpi)
(environment=(GLOBUS_DUROC_SUBJOB_INDEX 0)
(P4_SETS_ALL_ENVVARS 1)
(MGF_PRIVATE_SLAN 1)
(LD_LIBRARY_PATH /opt/globus-2.4.3/lib/))
(diretory=``/home/frangreg/'')
(exeutable=``gsiftp://beoomp.dma.unina.it/users/home3/frangreg/hostname.g2'')
( &(resoureManagerContat=``altair.dma.unina.it:2122'')
(ount=4)
(label=``subjob 17'')
(jobtype=mpi)
(environment=(GLOBUS_DUROC_SUBJOB_INDEX 1)
(P4_SETS_ALL_ENVVARS 1)
(MGF_PRIVATE_SLAN 1)
(LD_LIBRARY_PATH /opt/globus-2.4.3/lib/))
(diretory=``/users/home3/frangreg/'')
(exeutable=``gsiftp://beoomp.dma.unina.it/users/home3/frangreg/hostname.g2'')
( &(resoureManagerContat="beoomp.dma.unina.it:2122")
(ount=14)
(label="subjob 21")
(jobtype=mpi)
(environment=(GLOBUS_DUROC_SUBJOB_INDEX 2)
(P4_SETS_ALL_ENVVARS 1)
(MGF_PRIVATE_SLAN 1)
(LD_LIBRARY_PATH /opt/globus-2.4.3/lib/))
(diretory="/users/home3/frangreg")
(exeutable="/users/home3/frangreg/hostname.g2")
)
Figura 3.1: Esempio di sript RSL per l'eseuzione di un programma MPI
he utilizza la libreria MGF.
MGF attiva un proesso Forwarder su ogni luster per ui è stata dihia-
rata la variabile d'ambiente MGF_PRIVATE_SLAN.
Attraverso lo sript RSL in gura 3.1, su Vega viene rihiesta l'eseuzione
di 17 proessi, 16 proessi di alolo e un proesso Forwarder, su Altair
viene rihiesta l'eseuzione di 4 proessi, 3 proessi di alolo e un proesso
Forwarder, inne su Beoomp viene rihiesta l'eseuzione di 14 proessi, 13
proessi di alolo e un proesso Forwarder.
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Capitolo 4
Test preliminari
In questo apitolo sono desritti i risultati di aluni test di eseuzione del-
l'implementazione parallela multi-sito dell'algoritmo del BCG.
Tali test sono stati eettuati utilizzando un sistema Grid di supporto
(vedi appendie B) he omprende tre luster: Beoomp, ostituito da 15
proessori Pentium II 450MHz on 256MB di memoria onnessi tramite re-
te Ethernet, Altair, ostituito da 16 proessori Pentium Pro 200MHz on
128MB di memoria onnessi tramite due reti Ethernet e Vega, ostituito da
19 proessori Pentium 4 1500MHz on 512MB di memoria onnessi tramite
rete Ethernet. Vega è installato presso i loali dell'Istituto di Calolo e Reti
ad Alte Prestazioni (ICAR-CNR), mentre Beoomp ed Altair risiedono sulla
stessa LAN presso i loali del Dipartimento di Matematia e Appliazioni
R. Caioppoli dell'Università degli Studi di Napoli Federio II.
Per l'eseuzione su più luster (Grid) è stata utilizzata la libreria MGF
(vedi Capitolo 3) per onsentire la orretta eseuzione delle primitive di o-
muniazione punto-punto anhe nel aso in ui i proessi oinvolti fossero in
eseuzione su nodi interni on aesso alla sola rete privata. Per l'eseuzione
su un solo luster è stata utilizzata la libreria MPICH.
Per la sottomissione del job su più luster è stato utilizzato l'MPI jobs
management system (vedi Capitolo 2). Un esempio di submit desription le
utilizzato per la sottomissione è illustrato in gura 4.1.
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(subjob1)
universe = globus
exeutable = bg_dist
arguments = s3rmt3m3.mtx 3 bs3rmt3m3.mtx 7 15 16 17 18 24 25 31
mahine_ount = 17
should_transfer_files = YES
when_to_transfer_output = ON_EXIT
transfer_input_files = s3rmt3m3.mtx,s3rmt3m3_rhs.mtx
output = outfile.$(Cluster)
error = errfile.$(Cluster)
log = logfile.$(Cluster)
environment = P4_SETS_ALL_ENVVARS=1; MGF_PRIVATE_SLAN=1; LD_LIBRARY_PATH=/opt/globus-2.4.3/lib/
globusrsl = (jobtype=mpi) (ount=17) (label=subjob 0)
requirements = (OpSys == ``LINUX'' && Arh == ``i686'') && (ClusterNodeCount >= 17)
rank = 10000/ClusterNetLateny + 10*ClusterCPUsSpeFloat
queue
(subjob2)
universe = globus
exeutable = bg_dist
arguments = s3rmt3m3.mtx 3 bs3rmt3m3.mtx 7 15 16 17 18 24 25 31
mahine_ount = 4
should_transfer_files = YES
when_to_transfer_output = ON_EXIT
transfer_input_files = s3rmt3m3.mtx,s3rmt3m3_rhs.mtx
output = outfile.$(Cluster)
error = errfile.$(Cluster)
log = logfile.$(Cluster)
environment = P4_SETS_ALL_ENVVARS=1; MGF_PRIVATE_SLAN=1; LD_LIBRARY_PATH=/opt/globus-2.4.3/lib/
globusrsl = (jobtype=mpi) (ount=4) (label=subjob 17)
requirements = (OpSys == ``LINUX'' && Arh == ``i686'') && (ClusterNodeCount >= 4)
queue
(subjob3)
universe = globus
exeutable = bg_dist
arguments = s3rmt3m3.mtx 3 bs3rmt3m3.mtx 7 15 16 17 18 24 25 31
mahine_ount = 14
should_transfer_files = YES
when_to_transfer_output = ON_EXIT
transfer_input_files = s3rmt3m3.mtx,s3rmt3m3_rhs.mtx
output = outfile.$(Cluster)
error = errfile.$(Cluster)
log = logfile.$(Cluster)
environment = P4_SETS_ALL_ENVVARS=1; MGF_PRIVATE_SLAN=1; LD_LIBRARY_PATH=/opt/globus-2.4.3/lib/
globusrsl = (jobtype=mpi) (ount=14) (label=subjob 21)
requirements = (OpSys == ``LINUX'' && Arh == ``i686'') && (ClusterNodeCount >= 14)
rank = 10*ClusterCPUsSpeFloat
queue
Figura 4.1: Esempio di submit desription le per la sottossione del Gradiente
Coniugato a Blohi parallelo multi-omponente.
Il subjob1 rihiede l'eseuzione dei task 1 e 2. Quest'ultimi sono i più
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onerosi dal punto di vista omputazionale, sono suddivisi in proessi pa-
ralleli e rihiedono omuniazioni intra-task. Per questo subjob, quindi, le
preferenze sono per i alolatori paralleli on migliori prestazioni sia per la
rete di interonnessione sia per la potenza di alolo oating point (rank =
10000/ClusterNetLatency + 10 ∗ ClusterCPUsSpecF loat).
I due task verranno eseguiti da CPU dello stesso alolatore. In questo
modo, si è tenuto onto del fatto he la quantità di dati sambiati tra i task
1 e 2, ad ogni passo, è maggiore rispetto a quella sambiata da qualsiasi altra
oppia.
Il subjob3 rihiede l'eseuzione dei task 6, 7 e 8. I task 6 e 8 sono i
task, he al pari dell'1 e del 2, sono i più onerosi dal punto di vista om-
putazionale. Sono suddivisi tra proessi paralleli ma non rihiedono omu-
niazioni intra-task. Per questo subjob, quindi, le preferenze sono per i al-
olatori paralleli on migliori prestazioni per il alolo oating point, senza
esprimere preferenze in merito alle prestazioni della rete di interonnesione
(rank = 10 ∗ ClusterCPUsSpecF loat).
Il subjob 4 rihiede inne l'eseuzione dei task 3, 4 e 5. Quest'ultimi
hanno una omplessità omputazionale molto inferiore rispetto agli altri ed
ognuno viene eseguito da un singolo proesso. Per questo subjob non sono
espresse preferenze speihe.
A partire dal submit desription le di gura 4.1 il Coordinator rea
una ClassAd denendo un port per ogni subjob e i orrispondenti requisiti e
preferenze all'interno di ogni port. Tale ClassAd viene omuniata al Gang-
MathMaker. L'operazione di Gangmathing ha ome risultato il seguente
mapping on le risorse del sistema Grid di supporto (vedi appendie B): la
gang onsistente è ostituita dalla ClassAd suitata e le ClassAd di Vega,
Altair e Beoomp; in partiolare si stabilisono i mathing bilaterali tra il
subjob1 e Vega, il subjob2 e Altair, il subjob3 e Beoomp.
In questo modo l'appliazione viene eseguita su Vega utilizzando 16 pro-
essi di alolo, (8 per ognuno dei task 1 e 2) su Altair utilizzando 3 proessi
di alolo (1 per ognuno dei task 3, 4 e 5) e su Beoomp utilizzando 13 pro-
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essi di alolo (6 per ognuno dei task 6 e 8, 1 per il task 7), per un totale di
32 proessi di alolo (gura 4.2).
task 2
task 4 task 3task 5
task 1
task 7
task 6
task 8
Vega
Altair Beocomp
Figura 4.2: Mapping on le risorse del sistema Grid di supporto.
Per l'eseuzione su un solo luster, Vega, sono stati utilizzati invee 16
proessi di alolo.
Sono stati eettuati dei test di eseuzione dell'appliazione parallela multi-
sito del Gradiente Coniugato a Blohi per problemi di dimensioni variabili.
In gura 4.3 sono illustrati i tempi di eseuzione dell'appliazione per proble-
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mi di dimensione: (n = 5357, b = 3), (n = 10974, b = 3), (n = 13681, b = 3),
(n = 15439, b = 3).
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Esecuzione dell’implementazione parallela multi-sito del Gradiente Coniugato a Blocchi
Vega - 16 CPUs Vega, Altair, Beocomp - 32 CPUs
Figura 4.3: Eseuzione dell'implementazione parallela multi-sito del Gradien-
te Coniugato a Blohi: Il tempo di eseuzione dell'appliazione orrisponde
all'intervallo di tempo he interorre tra l'inizio della fase di inizializzazione
e il termine della omputazione (alolo della soluzione al passo k).
Dal grao appare evidente ome la potenza di alolo aggregata resa
possibile dalla disponibilità di più alolatori onsente di ottenere dei benei
rispetto all'utilizzo di un singolo luster (Vega
1
). Il tempo di eseuzione
dell'appliazione si ridue per dimensioni del problema superiori a n = 5000,
nonostante l'overhead introdotto dalle omuniazioni su WAN e LAN (gura
4.4), e tale riduzione aumenta onsiderevolmente all'aumentare delle stesse
dimensioni.
La tabella 4.1 mostra lo speedup del tempo di eseuzione sul sistema
1
È stato utilizzato ome onfronto Vega perhè è quello on le prestazioni migliori.
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Figura 4.4: Grafo pesato delle dipendenze dei task dell'algoritmo del BCG:
Indiazione delle omuniazioni he avvengono su WAN e LAN per eetto
del mapping on le risorse del sistema Grid di supporto ottenuto a partire
dal le di gura 4.1.
Grid di supporto rispetto al tempo di eseuzione sul singolo luster più
performante al variare di n.
In partiolare si noti he per n = 15439 il tempo di eseuzione sul sistema
Grid è poo più della metà di quello sul singolo luster Vega (speedup 1.95).
Il sistema Grid ha 32 CPU e una potenza omputazionale aggregata di
≈ 30000 Mop/s (5850 Mop/s on 13 CPU di Beoomp, 600 Mop/s on 3
CPU di Altair, 24000 Mop/s on 16 CPU di Vega) signiativamente infe-
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n speedup
5357 1.18
10974 1.61
13681 1.61
15439 1.95
Tabella 4.1: Speedup del tempo di eseuzione sul sistema Grid di supporto
rispetto al tempo di eseuzione sul singolo luster più performante.
riore a quella disponibile se Vega avesse avuto 32 CPU pari a 48000 Mop/s.
Pertanto, l'utilizzo del sistema Grid, grazie ad un miglior bilaniamento del
ario a livello delle risorse, onsente di dimezzare il tempo di eseuzione del-
l'appliazione (rispetto all'utilizzo del singolo luster Vega) senza raddoppiare
la potenza omputazionale.
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Appendie A
Grid Middleware
Il middleware è uno strato software atto a masherare l'eterogeneità delle ri-
sorse onsentendo all'utente di astrarsi dalla omplessità dell'ambiente Grid.
La sua funzione è agevolare la progettazione, la realizzazione e la gestione
dell'eseuzione di appliazioni distribuite, fornendo un ambiente di sviluppo
distribuito, integrato e onsistente.
In questo apitolo verranno desritti i seguenti software di middleware:
• Globus Toolkit [23, 28℄ - una ollezione di strumenti open-soure mo-
dulari, aermatosi ome standard de fato per il Grid Computing.
• MPICH-G2 [38℄ - implementazione grid-enabled dello standard MPI-1,
basata sulla libreria MPICH.
• Condor-G [26℄ - un agente per la gestione della omputazione in una
Grid, he integra le tenologie di Condor [14, 40, 21℄ e del Globus
Toolkit.
A.1 Il Globus Toolkit
Il Globus Toolkit è un software open soure he rappresenta uno standard de
fato per il Grid Computing [23, 28℄.
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Esso omprende un insieme di servizi e librerie sviluppati per realizzare
la tenologia Grid, onsentendo la ondivisione siura di risorse eterogenee
e distribuite geograamente, appartenenti a domini di siurezza e gestione
non omogenei.
È onfezionato sotto forma di un insieme di omponenti modulari he
possono essere utilizzati sia indipendentemente he in modo ongiunto per
sviluppare appliazioni e tool in ambiente Grid. In sostanza il Toolkit ore
una osiddetta bag of servies, da ui gli sviluppatori di appliazioni o stru-
menti he neessitano dell'infrastruttura Grid, possono attingere seondo le
proprie neessità.
Il Globus Toolkit è stato realizzato dalla Globus Alliane, una ollabora-
zione internazionale he omprende:
• Argonne National Laboratory, University of Chiago [1℄.
• Information Sienes Institute (University of Southern California) [9℄.
• EPCC, University of Edinburgh [2℄.
• National Center for Superomputing Appliations (NCSA) [4℄.
• Northern Illinois University, High Performane Computing Laboratory
[5℄.
• Royal Institute of Tehnology, Sweden [6℄.
• Univa Corporation [8℄.
• Swedish Center for Parallel Computers [7℄.
La ondivisione delle risorse viene realizzata senza apportare modihe
all'infrastruttura sottostante. Questo è di fondamentale importanza in una
realtà multi-istituzionale, poihè onsente ai possessori delle risorse di on-
servarne il ontrollo loale.
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I omponenti di Globus sono organizzati seondo la struttura a livelli
rappresentata in gura A.1. I omponenti di ogni livello ondividono arat-
teristihe e ompletano le funzionalità dei omponenti dei livelli inferiori, in
maniera del tutto analoga a quanto aade nel modello a livelli del TCP/IP
[51℄.
Applicazione
Collective
Resource
Connectivity
Fabric
Trasporto
Rete
Link
Applicazione
Architettura a livelli
TCP/IP
Architettura a livelli
GRID
Figura A.1: L'arhitettura a livelli del Grid e la sua orrelazione on il
modello TCP/IP.
Complessivamente si può individuare, nella sovrapposizione dei livelli,
una struttura a lessidra, nella quale la strozzatura entrale rappresenta
un piolo insieme di astrazioni e protoolli he onsentono un elevato livello
di onnettività fra le appliazioni e i servizi di più alto livello he aedono
alle risorse ondivise (alla sommità della lessidra) e le tenologie sottostanti
(alla base della lessidra).
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La strozzatura entrale onsiste dei protoolli di Resoure e di Conneti-
vity, he failitano la ondivisione delle singole risorse.
I protoolli a questi livelli sono progettati in modo he possono essere
implementati su un'ampia varietà di tipi di risorse, denite al livello Fabri.
I suddetti protoolli vengono a loro volta utilizzati per ostruire un'ampia
varietà di servizi globali e appliazioni posizionati al livello Colletive (osì
hiamato perhè oinvolge l'uso oordinato di più risorse).
Il punto di forza di questo modello arhitetturale onsiste nella possibilità
he molteplii appliazioni e servizi di gestione ollettivi (ai livelli più alti),
e molteplii servizi di gestione loali alle singole risorse (ai livelli più bassi),
siano onnettibili tramite pohi protoolli di trasporto.
L'importanza di denire un minimo insieme di protoolli intergrid sa-
turise dalla neessità di onsentire l'interoperabilità tra i diversi sistemi
Grid.
I servizi forniti dal Globus Toolkit si posizionano nella strozzatura entra-
le della lessidra, fornendo un'interfaia attraverso la quale le appliazioni
di alto livello utilizzano in modo trasparente i sistemi sottostanti.
Attraverso tali servizi un sistema distribuito di più alolatori funziona
ome se si trattasse di un unio metaalolatore
1
aessibile mediante un
minimo insieme ben denito di API (Appliation Programming Interfaes)
2
e SDK (Software Development Kit)
3
he rendono disponibile un ambiente di
runtime omune, favorendo la portabilità delle appliazioni.
I servizi forniti dal Toolkit possono essere raggruppati in quattro atego-
rie:
1
Sistema formato dall'aggregazione dinamia di nodi omputazionali non dediati
al metaalolatore, interonnessi attraverso una rete non dediata (anhe Internet) e
appartenenti a domini di siurezza e gestione non omogenei.
2
Speia di un insieme di routine per failitare lo sviluppo di appliazioni; si riferise
alla loro denizione e non ad una partiolare implementazione.
3
Consiste di librerie e strumenti he fornisono un'implementazione delle speihe di
un API e di programmi di base per il loro utilizzo.
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• Seurity: servizi di siurezza, autentiazione, autorizzazione e delega
delle redenziali all'interno delle Virtual Organizations.
• Data Management: servizi per la gestione dei dati.
• Exeution Management: servizi per l'alloazione delle risorse, per il
ontrollo, lo sheduling e la oordinazione delle omputazioni remote.
• Information Servies: servizi he fornisono informazioni sui om-
ponenti del sistema.
A.1.1 Seurity
Le appliazioni Grid, durante la loro eseuzione, possono aquisire, alloare
e rilasiare le risorse dinamiamente.
A tal ne, in questo ambiente è auspiabile l'esistenza di un sistema he
onsenta ai proessi reati dagli utenti di utilizzare risorse Grid, attaverso
meanismi di delega, senza rihiedere l'intervento dell'utente stesso.
Inoltre è auspiabile he i diversi possessori delle risorse, pur ondividen-
dole mediante la tenologia Grid, possano ontinuare ad adottare le proprie
politihe di siurezza.
Il Globus Toolkit fornise una serie di strumenti per onstatare l'identità
degli utenti e dei servizi (autentiazione), per garantire l'integrità dei dati e
la riservatezza nelle omuniazioni e per stabilire quali utenti sono abilitati
a eseguire quali azioni (autorizzazione).
Tali strumenti sono basati sulla rittograa a hiave pubblia ed il pro-
toollo SSL/TLS (Seure Sokets Layer/ Transport Layer Seurity)
4
, e sono
sotto la denominazione Grid Seurity Infrastruture (GSI) [55℄.
In denitiva GSI è stato sviluppato per soddisfare le seguenti esigenze:
4
Seure Sokets Layer (SSL) è un protoollo progettato per realizzare omuniazioni
ifrate su Internet; la versione 3.0, rilasiata nel 1996, è stata utilizzata ome base di
sviluppo per il protoollo Transport Layer Seurity (TLS) [20℄, standard IETF [36℄.
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• onsentire omuniazioni siure (autentiate e riservate) tra elementi
della Griglia Computazionale;
• onsentire ai proprietari delle risorse di adottare i propri meanismi
di siurezza e strumenti di autentiazione loale;
• onsentire on una singola operazione di autentiazione, single sign-on,
attraverso delega delle redenziali, di utilizzare tutti i servizi e le risorse
Grid per i quali si è autorizzati.
Nei suessivi paragra verranno desritti in breve alune aratteristihe
fondamentali della GSI:
• l'utilizzo di ertiati per l'autentiazione di utenti e risorse;
• il proesso di mutua autentiazione tra le parti;
• la delega delle redenziali e sign-on singolo.
I ertiati per l'autentiazione di utenti e servizi
GSI utilizza per autentiare utenti e servizi ertiati a hiave pubblia on-
formi allo standard X.509 [13℄, stabilito dall'Internet Engineering Task Fore
(IEFT).
I ertiati vengono rilasiati da autorità ertianti (Certiate Autho-
rity - CA) he veriano e registrano l'identità dell'entità da ertiare.
Essi ontengono quattro blohi prinipali di informazioni:
• un subjet name he identia l'entità ertiata;
• la hiave pubblia dell'entità ertiata;
• l'identità della Certiate Authority (CA) he ha rmato il ertia-
to (tramite rma digitale on la propria hiave privata) allo sopo di
garantire l'assoiazione tra la hiave pubblia e l'identità dell'entità
ertiata;
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• la rma digitale della CA designata.
Un'entità he rionose una CA deve essere in possesso della sua hia-
ve pubblia. In questo modo potrà veriare la rma digitale apposta sui
ertiati rilasiati dalla CA.
Mutua autentiazione
Se due entità sono in possesso di un ertiato e entrambe rionosono le
CA he hanno rmato i rispettivi ertiati, esse possono aertarsi delle
rispettive identità tramite il proesso di mutua autentiazione tra due parti.
GSI utilizza SSL (Seure Sokets Layer, anhe noto ome Transport Layer
Seurity, TLS) per implementare il proprio protoollo di mutua autentia-
zione alla base della delega e del single sign-on.
Si desrive brevemente il proesso di mutua autentiazione tra due parti
A e B.
A stabilise una onnessione on B inviando il proprio ertiato. Uti-
lizzando tale ertiato B risale all'identità di A, alla sua hiave pubblia e
alla CA designata per ertiarlo. B ontrolla la validità del ertiato di A,
ontrollando la rma digitale apposta su di esso dalla CA.
A questo punto B deve assiurarsi he A sia realmente l'entità identiata
dal ertiato. A tal ne B invia ad A un messaggio generato in maniera
asuale ed A restituise tale messaggio dopo averlo ifrato tramite la propria
hiave privata.
B deifra il messaggio utilizzando la hiave pubblia ontenuta nel er-
tiato di A e veria he il risultato oinida on il messaggio asuale
originario.
La stessa operazione viene ripetuta a parti invertite, dopodihè il proesso
di mutua autentiazione è onluso.
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Delega delle redenziali e sign-on singolo
GSI fornise funzionalità di delega delle redenziali: un'estensione del proto-
ollo standard SSL.
Esempi nei quali è rihiesta la delega delle redenziali inludono: il rilasio
delle redenziali a proessi inustoditi, da eseguire sulle risorse Grid, senza
intervento diretto dell'utente; la ondivisione di le per un periodo di tempo
limitato; l'impiego di servizi di brokering delle risorse he si preoupano di
aquisire risorse per onto dell'utente.
La delega delle redenziali avviene attraverso la reazione di un proxy.
Quest'ultimo onsiste di un nuovo ertiato (ertiato proxy X.509),
he ontiene una nuova hiave pubblia, e di una nuova hiave privata. Il nuo-
vo ertiato ontiene l'identità dell'utente, on l'indiazione he il ertiato
è un ertiato proxy, ed è rmato dall'utente stesso. Inoltre il ertiato
ontiene l'indiazione sul periodo di validità (limitato) del proxy.
Il proxy e la nuova hiave privata vengono memorizzati loalmente, in un
le nella diretory /tmp, protetto dall'aesso degli altri utenti mediante i
permessi del lesystem.
Una volta he il proxy è stato reato e memorizzato, il ertiato proxy e
la hiave privata vengono utilizzati per la mutua autentiazione sulle risorse
Grid, sollevando l'utente dalla pratia ripetuta dell'inserimento della pass
phrase (password utilizzata per ifrare la hiave privata).
I ertiati proxy onsentono quindi il sing-on singolo: l'utente si autenti-
a una sola volta, attraverso il omando grid-proxy-init e digitando la pass
phrase, allo sopo di reare il proxy. Quest'ultimo viene poi utilizzato per ri-
petute autentiazioni per un periodo di tempo limitato senza ompromettere
la protezione della hiave privata dell'utente.
In presenza del proxy, il proesso di mutua autentiazione dierise leg-
germente. La parte remota rieve sia il ertiato proxy (rmato dall'utente),
he il ertiato utente. La hiave pubblia del ertiato utente viene uti-
lizzata per veriare la validità della rma sul ertiato proxy, mentre la
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hiave pubblia della CA viene utilizzata per veriare la validità della rma
sul ertiato utente.
In questo modo si stabilise una atena di duia dalla CA al proxy,
attraverso l'utente.
Ogni proxy può essere delegato, a sua volta, a produrre un nuovo proxy
di livello inferiore on un sottoinsieme di privilegi.
A.1.2 Data Management
Le appliazioni di alolo ad alte prestazioni data-intensive utilizzano ol-
lezioni di dati, librerie digitali, e database distribuiti geograamente e ri-
hiedono la gestione eiente e il trasferimento su rete geograa di enormi
quantità di dati, dell'ordine dei terabyte o petabyte.
Esempi di appliazioni di questo tipo sono le analisi sperimentali e le
simulazioni in disipline sientihe ome la sia delle alte energie, la mo-
dellistia limatia e l'astronomia. Queste appliazioni utilizzano enormi
quantità di dati ondivise da entinaia o migliaia di rieratori distribuiti
geograamente.
Essi neessitano di trasferire grandi sottoinsieme di questi dati da risorse
loali a risorse omputazionali remote anhè vengano elaborati. Altre volte
possono reare opie loali (replihe) dei dati presso i propri siti o presso altre
risorse remote, per evitare he la latenza dei trasferimenti su rete geograa
rallenti l'elaborazione dei dati.
In denitiva, gli obiettivi prinipali del Data Management in Globus sono:
• onsentire l'aesso ai dati e il loro trasferimento in modo eiente e
siuro;
• gestire la replia dei dati all'interno dalla Grid.
L'aesso e traferimento di dati è implementato dal GridFTP e dal Globus
Aess to Seondary Storage (GASS), mentre la replia dei dati è implementa-
ta attraverso delle API ome globus_replia_manager() e globus_replia_atalog().
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GridFTP è un'estensione del protoollo File Transfer Protool (FTP). Il
protoollo FTP è un protoollo standard IETF, ampiamente utilizzato per
il trasferimento dei dati in Internet e implementato da numerosi software di
pubblio dominio. FTP fornise un'arhitettura ben denita he onsente
di supportare nuove estensioni e di rilevare le estensioni supportate da una
partiolare implementazione.
GridFTP onsiste di un lato lient e di un lato server. Il lato server è
implementato dal demone in.ftpd mentre il lato lient dal omando globus-
url-opy e altre API assoiate.
Estensioni del protoollo FTP supportate da GridFTP sono:
• Supporto per l'autentiazione GSI, e quindi per il sign-on singolo.
• Trasferimento dei dati ontrollato da una terza parte, he fornise la
possibilità di iniziare, ontrollare e monitorare il trasferimento dei dati
tra due server GridFTP remoti.
• Trasferimento parallelo di dati, he onsente il trasferimento di più
stream TCP di dati (anhe quando il trasferimento avviene da un sin-
golo server) in modo da aumentare la banda aggregata rispetto all'uso
di un singolo stream [47℄.
• Trasferimento parziale dei le, he onsente il trasferimento di una
parte arbitraria di dati presenti all'interno di un le, una aratteristia
neessaria quando si opera on le di grosse dimensioni.
• Supporto per un trasferimento dati adabile e riavviabile, he fornise
un meanismo di veria e di ripristino dei trasferimenti interrotti in
seguito a fallimenti: problemi di rete, server fuori servizio, e.
Il trasferimento di le tra server può avvenire anhe attraverso GASS.
A dierenza di GridFTP, usato per il trasferimento di le dati di grandi
dimensioni, GASS è utilizzato per trasferire gli eseguibili (assoiati ai job
utente), e i le di input, output e di errore a loro assoiati. Quindi l'utilizzo
di GASS è più strettamente ollegato alla fase di sottomissione dei job.
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Il trasferimento dei le gestito da GASS è anhe detto staging dei le.
Il proesso di trasferimento dell'eseguibile e dei le di input dall'host dove
sono memorizzati all'host dove l'eseguibile verrà eseguito (host di eseuzione),
prende il nome di staging-in. Dall'altra parte, il proesso di trasferimento
dei le di output dall'host di eseuzione all'host da ui è stato sottomesso il
job o all'host dove era inizialmente memorizzato l'eseguibile, prende il nome
di staging-out.
Anhe GASS, ome GridFTP, ha un lato server e un lato lient. Un lient
GASS verrà avviato automatiamente su ogni host di eseuzione ogniqual-
volta verrà sottomesso un job. Il GASS server và invee avviato manual-
mente, solo quando è rihiesto lo staging dei le, sul alolatore dove sono
memorizzati l'eseguibile e i le di input.
Un GASS server ha il proprio URL, di solito ol presso https:// per abili-
tare le proprietà di GSI, osihè i lient possano identiare la sua loazione.
L'eseguibile e i le dati verranno memorizzati sull'host di eseuzione in una
diretory, hiamata ahe storage, he verrà rimossa una volta ompletata
l'eseuzione dei job.
A.1.3 Information Servies
In ambiente Grid la soperta e il monitoraggio delle risorse e dei servizi
divengono problemi omplessi per la diversità, il omportamento dinamio il
vasto numero e la distribuzione geograa delle entità alle quali un utente
potrebbe essere interessato.
Di onseguenza, i Servizi di Informazioni, (Information Servies), fornen-
do gli strumenti per la soperta e il monitoraggio delle risorse, e quindi per la
progettazione e l'adattamento all'ambiente dell'appliazione, risultano essere
una parte fondamentale di qualsiasi software di infrastruttura Grid.
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Il servizio MDS
Il Globus Toolkit inlude un insieme di Information Servies he olletti-
vamente vanno sotto il nome di Monitoring and Disovery System (MDS)
[42℄.
MDS è stato progettato allo sopo di fornire uno standard per la pub-
bliazione e aesso alle informazioni relative allo stato e alla ongurazione
delle risorse dell'infrastruttura Grid [16℄.
Esso onsente di aggregare informazioni provenienti da più fonti, e di
renderle aessibili attraverso uno o più punti di aesso.
MDS è stato progettato per ottenere:
• un aesso eiente e salabile a dati dinamii;
• un aesso uniforme e essibile alle informazioni;
• buoni tempi di risposta a frequenti e omplessi aggiornamenti;
• un aesso a sorgenti di informazioni multiple;
• un mantenimento deentralizzato delle informazioni.
MDS rappresenta un'interfaia tra i programmi he fornisono le infor-
mazioni e le appliazioni o i servizi di più alto livello (quali servizi di broker,
monitoraggio, individuazione dei guasti) he ne fruisono.
MDS2, sviluppato on il Globus Toolkit 2.x, è un'implementazione del-
l'MDS he utilizza Lightweight Diretory Aess Protool (LDAP) [35℄ ome
bak-end per ottenere tutte le informazioni. Esso è presente anhe nelle ver-
sioni suessive del Globus Toolkit (3.0, 3.2 e 4.0) allo sopo di supportare
tutti i deployment esistenti.
MDS2 ha una struttura gerarhia (gura A.2) he si basa su tre ompo-
nenti prinipali:
• Information Provider (IP): è un servizio loale ad una singola risorsa
e fornise informazioni sulla risorsa stessa.
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• Grid Resoure Information Servie (GRIS): è un servizio distribuito he
può rispondere a rihieste di informazioni sullo stato e la ongurazione
di una partiolare risorsa.
• Grid Index Information Servie (GIIS): è un servizio he aggrega le
informazioni provenienti da un insieme di GRIS server per fornire in-
formazioni sullo stato delle risorse di un'intera organizzazione.
IP
GRIS
IPRisorsa A IP
GRIS
IPRisorsa B
GIIS
Contiene nella cache le 
informazioni della
risorsa A e della risorsa B
I GRIS si registrano al GIIS
Il GIIS richiede le informazioni
 dai GRIS
Client 1
Il Client 2 utilizza il 
GIIS per richiedere
informazioni aggregate
Client 2
Il Client 1 richiede le 
informazioni
direttamente dal GRIS
Figura A.2: Struttura gerarhia dell'MDS2: possono esseri più livelli di
GIIS e ogni GRIS può registrarsi a qualsiasi GIIS e a sua volta ogni GIIS
può registrarsi a qualsiasi altro GIIS reando un'arhitettura modulare ed
estensibile.
Le interazioni all'interno del sistema informativo sono denite in termini
di due protoolli base:
• IlGrid Information Protool (GRIP) attraverso il quale, un utente o più
frequentemente i omponenti del Servizio di Informazioni, reuperano
le informazioni dagli altri omponenti.
• Il Grid Registration Protool (GRRP) attraverso il quale un ompo-
nente del Servizio di Informazioni notia la sua esistenza agli altri
omponenti.
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MDS2 utilizza il protoollo LDAP per implementare il protoollo di in-
terrogazione (enquery) GRIP. LDAP, implementando il GRIP, denise un
modello per le informazioni, un linguaggio di interrogazione e il protoollo di
trasporto.
Il GRRP è un protoollo di registrazione soft-state, he, in questo on-
testo, si tradue nel fatto he le notihe vengono ripetute periodiamen-
te e quindi i riferimenti alle risorse possono essere sartati se non vengono
onfermati da notihe suessive.
Ogni messaggio GRRP ontiene il nome del servizio (ioè un URL al
quale vengono reindirizzati i messaggi GRIP), il tipo di messaggio di notia
e l'indiazione sull'intervallo di tempo per il quale la notia è onsiderata
valida. La denizione di GRRP non speia il mezzo di trasporto del
messaggio. In MDS2 è stato utilizzato LDAP per implementare il protoollo
di trasporto.
Nei paragra suessivi verranno desritti i omponenti del sistema in-
formativo MDS2, ome tali omponenti utilizzano i protoolli desritti per
interagire tra loro e il modello utilizzato per rappresentare i dati.
Information Provider (IP) Un Information Provider (IP) utilizza il pro-
toollo di registrazione (GRRP) per notiare i servizi di più alto livello della
sua esistenza; un servizio di più alto livello usa il protoollo di interrogazione
(GRIP) per reuperare le informazioni su una risorsa monitorata da un IP.
MDS2 fornise una serie di IP detti Core Information Provider he forni-
sono informazioni statihe (versione del sistema operativo, tipo di CPU,. . . )
e dinamihe (ario medio, oda dello sheduler,. . . ) relative gli host, infor-
mazioni sul sistema di memorizzazione (spazio disponibile sul lesystem, la
dimensione della memoria entrale e di quella virtuale,. . . ) e informazioni
sulla rete attraverso il Network Weather Servie (larghezza di banda e latenza
della rete, sia misurate he previste).
MDS2 onsente agli sviluppatori di implementare Information Provider
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personalizzati detti Custom Information Provider per il monitoraggio di
informazioni non ontemplate dai Core IP.
Grid Resoure Information Servie (GRIS) Il Grid Resoure Infor-
mation Servie (GRIS) è solitamente in eseuzione su ogni risorsa, fornendo
tutte le informazioni relative a quella risorsa.
A tal sopo utilizza il modello dei dati, il linguaggio di interrogazione e il
protoollo del GRIP per funzionare ome un IP he ontiene le informazioni
suddette.
Il GRIS autentia ed analizza ogni rihiesta di informazioni rievuta e poi
spedise le rihieste ad uno o più IP loali, a seonda del tipo di informazioni
presenti nella rihiesta. Per ridurre eientemente l'elaborazione della rier-
a, il GRIS ltra, prima di inviarli a un lient o a un GIIS, i risultati restituiti
da un IP, allo sopo di eliminare tutti gli oggetti he non orrispondono ai
ltri di riera.
Il GRIS utilizza un meanismo di salvataggio (ahing) per le infor-
mazioni rievute dagli IP in modo da ridurre il numero di interrogazioni.
L'intervallo di tempo di validità per le informazioni salvate, detta time-to-
live (TTL), viene omuniata al GRIS dagli IP e viene speiata attraverso
la ongurazione di questi ultimi. Il GRIS quando viene interrogato da un
lient, utilizza le informazioni salvate, a meno he il time-to-live non sia
terminato (ahe invalidata). In tal aso il GRIS interroga gli IP sottostanti.
Il protoollo GRRP viene invee usato da un GRIS per registrarsi ai
omponenti di più alto livello in modo da realizzare la struttura gerarhia.
Grid Index Information Servie (GIIS) MDS2 fornise un servizio per
la ostruzione di insiemi di informazioni aggregate (aggregate diretory) deno-
minato Grid Index Information Servie (GIIS). Un'istanza di questo servizio
fornise un insieme di informazioni aggregate più semplie he desrive la
struttura gerarhia dell'intera rete di informazioni aggregate. Il GIIS aet-
ta i messaggi di registrazione da un GRIS o altre istanze del GIIS e fonde le
informazioni rievute in modo da reare uno spazio di informazioni uniato.
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Quando un server GIIS viene interrogato per reuperare informazioni
su diverse risorse grid, questi a sua volta interroga i GRIS in eseuzio-
ne sulle risorse in questione, raoglie i risultati delle query e li restituise
all'appliazione.
Anhe il GIIS, adotta il meanismo di salvataggio delle informazioni
basato sui TTL: estrae le informazioni dalla ahe quando viene eettuata
una rihiesta da un lient. Se le informazioni non sono più valide, perhè il
time-to-live è terminato, invia la rihiesta ai GIIS o ai GRIS sottostanti.
Il modello di rappresentazione dei dati e gli shemi di MDS2 MDS2,
utilizzando la tenologia LDAP, adotta un modello per le informazioni he
deriva direttamente dal protoollo suitato [59℄.
Di onseguenza le informazioni sono organizzate in ollezioni he prendo-
no il nome di entry e he sono identiate da un proprio e unio Distinguished
Name (DN).
Ogni entry è un'istanza a un determinato tipo di oggetto (un alolatore,
una rete, un'organizzazione,. . . ). L'informazione riguardante una entry è
rappresentata da uno o più attributi, ognuno onsistente di un nome ed un
orrispondente valore. Ad ogni entry è assoiata una objet lass he denise
gli attributi ad esso assoiati ed i tipi di dato ed i valori he tali attributi
possono assumere.
Per sempliare il proesso di individuazione di una entry queste ultime
sono organizzate seondo un namespae gerarhio, strutturato ad albero,
hiamato Diretory Information Tree (DIT).
La denizione di una objet lass onsiste di tre parti: una lasse padre
(he permette una sorta di ereditarietà onsentendo la denizione di una
objet lass ome estensione di una esistente), una lista di attributi neessari
ed una lista di attributi opzionali.
Gli shemi ontengono le denizioni degli objet lass e dei tipi di attri-
buti.
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Shemi adottati da MDS2 sono l'MDS Core Shema [41℄ e il Grid Labo-
ratory Uniform Environment (GLUE) Shema [29℄.
Il GLUE Shema è nato dalla ollaborazione dei team dei progetti EU-
DataTAG [19℄ e US-iVDGL [37℄. Lo sopo era quello di produrre uno she-
ma per la rappresentazione delle informazioni sulle risorse he permettesse
l'interoperabilità tra dierenti middleware di Griglia.
Lo shema viene desritto on diagrammi di lassi UML [57℄ per favorire
una struttura di informazione omune, indipendente dalla speia tenologia
e dal modello dei dati.
A.1.4 Exeution Management
L'utilizzo remoto e onorrente di risorse omputazionali distribuite geogra-
amente, solleva alune problematihe, he possono essere osì sintetizzate:
• Autonomia del sito: le risorse appartengono a organizzazioni e domini
di gestione dierenti. In questo senario deve essere omunque onsenti-
to ai proprietari delle risorse di mantenerne il pieno ontrollo, gestendo
le politihe di utilizzo e di sheduling e i meanismi di siurezza.
• Eterogeneità dei sistemi di gestione loali: la gestione loale delle risorse
può essere eettuata attraverso i più diversi sistemi. Di qui la neessità
di onsentire l'interazione on i più diusi sistemi di gestione loale delle
risorse.
• Estensibilità delle politihe: le appliazioni Grid sono progettate da
un'ampia varietà di individui e/o organizzazioni e ognuna ha i pro-
pri requisiti. Una soluzione alla gestione delle risorse deve onsentire
lo sviluppo periodio di nuove strutture di gestione, speihe per il
dominio, senza rihiedere ambiamenti al odie delle appliazioni.
• Co-alloazione: molte appliazione rihiedono l'utilizzo ontemporaneo
di più risorse disloate in diversi siti. La temporanea indisponibli-
tà di alune di esse suggerise la neessità di meanismi per l'allo-
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azione ontemporanea di un insieme di risorse, he diano inizio alla
omputazione su quelle risorse, per il monitoraggio e la gestione delle
omputazioni.
• Controllo interattivo: le appliazioni possono prevedere un meanismo
di negoziazione he onsente di utilizzare nuove risorse he si rendono
disponibili nel orso dell'eseuzione. In partiolare, l'impiego di nuove
risorse può essere rihiesto per ambiamenti nei requisiti dell'applia-
zione o nelle aratteristihe delle risorse durante l'eseuzione.
Nel tentativo di realizzare una soluzione alla gestione delle risorse, he
fosse in grado di risolvere tutte le problematihe suitate, nell'ambito del
progetto Globus, è stata progettata l'arhitettura shematizzata in gura A.3
he supporta, ome meanismo base, l'interfaia Grid Resoure Alloation
and Management (GRAM).
In partiolare si farà riferimento alla prima implementazione di que-
sto servizio (nel Globus Toolkit 2.x) attualmente noto on il nome di Pre-
WebServie GRAM [17℄.
Più dettagliatamente l'arhitettura desritta risolve le problematihe le-
gate all'autonomia del sito e all'eterogeneità dei sistemi di gestione loale
delle risorse, introduendo delle entità hiamate resoure manager. Quest'ul-
time fornisono un'interfaia ben denita ai diversi strumenti per la gestione
loale delle risorse, politihe di sheduling e meanismi di siurezza. In pra-
tia permettono l'interazione on i sistemi suitati e ontrollano l'eseuzione
dei proessi sulle singole risorse.
Per le problematihe relative al ontrollo interattivo e l'estensibilità delle
politihe è stato denito il Resoure Speiation Language (RSL), utilizzato
dalle dierenti omponenti dell'arhitettura per omuniarsi i requisiti per le
risorse.
I resoure broker gestisono il mapping tra le rihieste di un'appliazio-
ne ad alto livello e le rihieste agli sheduler loali. In pratia il ruolo dei
resoure broker è quello di analizzare le speihe RSL di alto livello forni-
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Figura A.3: Esempio di arhitettura di un sistema di Exeution Management.
te dalle appliazioni e onvertirle in ground request : speihe più onrete
riguardanti le risorse da utilizzare.
Inne, la problematia della o-alloazione, è gestita attraverso i resour-
e o-alloator, he oordinano l'alloazione ontemporanea di più risorse e
l'eseuzione dei proessi su tali risorse. Tali o-alloator suddividono le ri-
hieste multiple, he prevedono l'utilizzo di più risorse, in rihieste singole
per i vari resoure manager he a loro volta interagisono on i sistemi di
gestione loali.
Nei suessivi paragra verranno desritti:
• il linguaggio RSL;
• la libreria di o-alloazione DUROC;
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• il Grid Resoure Alloation and Management (GRAM).
Resoure Speiation Language (RSL)
La sintassi di una speia RSL, desritta nella gura A.4, è basata sulla
sintassi dei ltri di riera LDAP.
speiation := request
request := multirequest
multirequest := + request-list
onjuntion := & request-list
disjuntion := | request-list
request-list := ( request ) request-list | ( request )
parameter := parameter-name op value
op := = | > | < | >= | <= | !=
value := ([a..Z℄[0..9℄[ ℄)+
Figura A.4: La sintassi RSL.
Una rihiesta di job onsiste di una speia semplie, un omponente
singolo (subjob) o diversi subjob.
Una speia semplie è rappresentata da una linea
parameter-name op value.
Il parameter-name è una stringa di aratteri (on o senza le virgolette),
op è uno degli operatori logii ome <, >, o =, value è una stringa di aratteri
alfanumerii (on o senza le virgolette).
Un subjob onsiste di diverse speihe semplii o di diversi ulterio-
ri subjob, onnessi mediante gli operatori & per la ongiunzione, | per la
disgiunzione e + per l'unione.
L'insieme dei simboli parameter-name è estensibile: resoure broker, o-
alloator e resoure manager possono denire un proprio insieme di nomi di
parametri.
I resoure manager, i omponenti responsabili dell'interazione on i siste-
mi di sheduling loali, aettano due tipologie di nomi di parametri:
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• I nomi degli attributi delle entry del Servizio di Informazioni: in questo
aso il nome del parametro si riferise al ampo denito nella entry del
sistema di informazioni. Vengono utilizzati per denire le speihe
sulle risorse he dovranno essere alloate (per esempio memory >= 64,
network = atm, . . . ).
• I parametri di eseuzione per lo sheduler: utilizzati per omuniare le
informazioni riguardanti il job allo sheduler, ome il numero di pro-
essi rihiesti, il tempo massimo di eseuzione rihiesto, l'eseguibile, gli
argomenti, la diretory di eseuzione e le variabili di ambiente.
Lamultirequest+, permette di speiare risorse multiple (o-alloazione).
L'RSL
+ (& (ount=5)(memory>=64)
(exeutable=sim.1))
(&(network=atm) (exeutable=sim.2))
esegue inque istanze di sim.1 su un alolatore on almeno 64M di RAM e,
ontemporaneamente, esegue sim.2 su un alolatore avente una onnessione
ATM.
I omandi globusrun e globus-job-* avviano la o-alloazione di una
multi-rihiesta usando la ompomente Globus hiamataDynamially Updated
Request Online Co-alloator (DUROC).
L'uso ombinato di resourse broker, Servizi di Informazione, e RSL ren-
dono possibile il ontrollo interattivo. Questi servizi, utilizzati insieme, on-
sentono di eettuare rihieste di risorse in modo dinamio, sulla base dello
stato del sistema e della negoziazione tra l'appliazione e le risorse stesse.
La libreria di o-alloazione DUROC
Quando si esegue un'appliazione su Grid può aadere he un singolo lu-
ster non sia suiente da solo a fornire tutte le risorse di ui l'appliazione
neessita. Periò è neessario suddividere il job assoiato all'appliazione
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in omponenti, subjob, he vanno alloati su luster dierenti ed eseguiti
ontemporaneamente.
La libreria di o-alloazione DUROC fornise un insieme di funzioni (API)
he onsentono di implementare il meanismo di o-alloazione speio
dell'infrastruttura Grid di Globus. Il o-alloator è un programma di più
alto livello he fa uso di queste API.
Il meanismo di o-alloazione onsiste nelle proedure tenihe he on-
sentono la o-alloazione, e quindi la suddivisione dei job, la distribuzione
dei subjob, il monitoraggio e la gestione della loro eseuzione.
Il meanismo di o-alloazione onsiste in tre fasi prinipali [18℄:
1. fase di alloazione in ui vengono aquisite le risorse omputazionali
rihieste;
2. fase di ongurazione in ui l'appliazione viene inizializzata;
3. fase di ontrollo/monitoraggio in ui l'appliazione viene eseguita.
In gura A.5, sono rappresentate le tre fasi prinipali del meanismo di
o-alloazione.
sottomissione job rilascio barriera
fase di allocazione
start-up phase
avvio dell’esecuzione
fase di 
configurazione
commit phase
fine dell’esecuzione
fase di controllo/monitoraggio
avvio del checkpoint
e decisione se cancellare
o proseguire
Figura A.5: Le tre fasi prinipali del meanismo di o-alloazione e il
meanismo di barriera di DUROC
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Fase di Alloazione Nella fase di alloazione, il o-alloator per prima o-
sa deompone la rihiesta di job in omponenti (subjob) attraverso un mea-
nismo di parsing. Estrae da ogni subjob gli attributi speii di DUROC, ioè
ResourceManagerContact, label, subjobCommsType e subjobStartType,
aggiungendo diverse variabili d'ambiente, utili per l'eseuzione di ogni subjob
sulla orrispondente risorsa.
Il o-alloator manda una rihiesta di eseuzione ai vari resoure manager
delle risorse oinvolte e garantise l'atomiità dell'avvio dell'eseuzione del
job: se non è stato possibile alloare la risorsa rihiesta per tutti i subjob,
l'intero job viene anellato. DUROC, allo sopo di garantire l'atomiità
dell'avvio dell'eseuzione del job, utilizza un meanismo di barriera he si
sviluppa attraverso due fasi.
Prima fase (start-up phase): il o-alloator, dopo aver fatto rihiesta di
eseuzione, attende di rievere da ogni resoure manager un messaggio di
onferma he ogni subjob è entrato nella sua barriera. Se un subjob è entrato
nella sua barriera vuol dire he per esso il resoure manager loale ha alloato
la risorsa rihiesta.
Tutti i subjob vengono rilasiati dalle loro barriere solo dopo he il o-
alloator ha rievuto messaggi da tutte le risorse rihieste. L'interò job può
osì passare alla fase suessiva.
Nel aso in ui qualhe subjob non ha raggiunto la sua barriera per qualhe
problema (risorse insuienti, guasti hardware, problemi di rete, . . . ), il o-
alloator rieve per quel subjob un messaggio di fallimento, e agirà nella fase
suessiva seguendo una determinata politia di transazione.
Seonda fase (ommit phase): se tutti i subjob sono stati rilasiati dalla lo-
ro barriera, allora vuol dire he l'intero job ha superato la fase di start-up on
suesso e può proedere alla fasi di ongurazione e ontrollo/monitoraggio.
Se il o-alloator individua un fallimento nello start-up di un partiolare
subjob, agise seondo una delle seguenti politihe di transazione:
• Atomi transation: il o-alloator anella l'intero job;
• Interative transation: il o-alloator non anella subito il job ma
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esamina il tipo di risorse rihieste dal subjob in errore. Tali risorse so-
no lassiate ome neessaria, interattiva o opzionale. Nel primo aso
viene anellato l'intero job; nel seondo aso, le risorse non disponi-
bili vengono rimpiazzate da altre risorse o rimosse dallo sript RSL
e viene proessata la rihiesta del job osì modiata; nel terzo aso,
il o-alloator ignora l'errore e la rihiesta di job ontinua ad essere
proessata, pena un'eventuale diminuzione delle prestazioni.
In gura A.5, sono mostrate le due fasi suitate.
Il tipo di risorsa, neessaria, interattiva o opzionale, può essere speiato
attraverso l'attributo RSL subjobStartType assegnandogli rispettivamente il
valore barrier, loose-barrier, o no-barrier.
Il meanismo di barriera di DUROC rihiede he ogni appliazione Grid
invohi la funzione barriera, ioè globus_duro_runtime_barrier(). Ciò in-
due ogni subjob generato dall'appliazione a entrare nella barriera.
Le appliazioni he utilizzano la libreria MPICH-G2 non devono invoare
tale funzione espliitamente poihè la hiamata a tale funzione è già inlusa
nella funzione MPI_Init().
Per rilasiare la barriera, una volta he tutti i subjob sono entrati nelle
rispettive barriere, DUROC rihiede he il o-alloator invohi la funzione di
rilasio barriera hiamata globus duro barrier release().
Fase di Congurazione Una volta ompletata on suesso la rihiesta
di o-alloazione i resoure manager loali reano, sulle risorse alloate, un
insieme di proessi per ogni subjob. Ogni proesso è in eseuzione su un
proessore (CPU).
La ongurazione o inizializzazione di questi proessi spesso rihiede he
essi si rivelino e omunihino l'un l'altro. Allo sopo di oniliare una va-
sta gamma di possibili ongurazioni è stato identiato un insieme base di
operazioni he inludono:
• determinazione del numero di subjob;
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• determinazione della dimensione (ioè il numero di proessori) di uno
speio subjob;
• apaità he almeno un proessore in ogni subjob omunihi on ogni
altro proessore nel subjob stesso;
• apaità he almeno un proessore in ogni subjob omunihi on almeno
un proessore di ogni altro subjob.
Fase di Controllo/Monitoraggio Dopo la fase di ongurazione tutti i
proessi dei subjob ominiano l'eseuzione sulle risorse alloate. L'intero
job non sarà ompleto nhe tutti i proessi non ompleteranno la loro ese-
uzione. Durante l'eseuzione è auspiabile poter monitorare e ontrollare
l'eseuzione dei proessi ome se si trattasse di un'unia unità ollettiva.
Quindi, le operazioni di ontrollo onsentono di agire su tutti i proes-
si dell'appliazione, ome ad esempio nel aso di rihiesta di interruzione
dell'eseuzione dell'appliazione da parte dell'utente.
Le operazioni di monitoraggio onsentono di onosere lo stato globale
dell'intero job e quello dei singoli proessi e di rievere notihe sulle loro
transizioni di stato.
Ad esempio, DUROC fornise le API globus_duro_ontrol_subjob_states(),
per monitorare i ambiamenti di stato di ogni subjob, e globus_duro_job_anel()
per anellare l'intero job.
Grid Resoure Alloation and Management (GRAM)
Nel livello più basso dell'arhitettura di gestione delle risorse troviamo i re-
soure manager loali la ui implementazione è hiamata Globus Resoure
Alloation and Management (GRAM). Il GRAM è responsabile per:
• l'elaborazione delle speihe RSL he rappresentano le rihieste di
risorse he si tradue in un riuto della rihiesta o nella reazione di
uno o più proessi (job) he soddisfano la rihiesta;
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• il monitoraggio e la gestione remota dei job reati;
• l'aggiornamento periodio del Servizio di Informazioni on informazio-
ni riguardanti la disponibilità e le proprietà delle risorse he vengono
gestite.
Inoltre risponde anhe ai seguenti obiettivi:
• eseguire lo staging dei le di input/output;
• notiare il ambiamento di stato di un job;
• onsentire il reupero dell'output prodotto dall'appliazione.
Il GRAM è stato progettato per fornire una interfaia tra un vasto am-
biente di metaomputing e una entità autonoma responsabile della reazione
dei proessi sulla singola risorsa. Questo signia he un resoure manager
non ha bisogno di oinidere on un singolo host, ma piuttosto on un servizio
he agise per onto di una o più risorse omputazionali.
Il GRAM attraverso la speia di una rihiesta di risorse può identiare
le risorse loali he la soddisfano senza ulteriori interazioni on l'entità he ha
generato la rihiesta. A tal sopo mappa la speia di rihiesta di risorse in
una rihiesta per aluni sistemi di alloazione loale delle risorse. In tal modo
l'utente, attraverso GRAM, può interagire on diversi sistemi di gestione
loale senza neessariamente onoserne il funzionamento.
I sistemi supportati sono Condor, NQE, CODINE, EASY, LSF, PBS, e
LoadLeveler, ma la realizzazione di interfae a nuovi sistemi di gestione è
un ompito semplie e ben doumentato [46℄.
Le API del GRAM fornisono funzionalità per la sottomissione e la an-
ellazione di rihieste di job, e per venire a onosenza del tempo di attesa
previsto prima dell'eseuzione di un job (già sottomesso o da sottomettere).
Una volta he è stato sottomesso un job, ad esso viene assoiato un job hand-
le unio e globale he può essere utilizzato per monitorare e ontrollare lo
stato del job.
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La struttura dell'implementazione onsiderata del GRAM è ostituita da
due omponenti prinipali: il GateKeeper e il JobManager. Il GateKeeper, in
eseuzione sulla risorsa ome utente root, rieve una rihiesta di eseuzione
di un job e svolge tre operazioni:
• esegue mutua autentiazione tra l'utente e la risorsa;
• identia l'utente remoto on un utente loale;
• avvia l'eseuzione ome utente loale di un JobManager he si oupa
di gestire la rihiesta sulla risorsa.
Le prime due operazioni vengono eseguite attraverso hiamate alla libreria
GSI.
Il JobManager si oupa di avviare l'eseuzione dei proessi rihiesti dal-
l'utente. Per onsentire l'eseuzione dei proessi, il JobManager si oupa
di reperire l'eseguibile, i le di input ed i le di dati speiati dall'utente.
Suessivamente sottomette la rihiesta di eseuzione allo sheduler loale.
Una volta he i proessi sono stati reati, il JobManager si oupa di
monitorarne lo stato, e di omuniarne su rihiesta la transizione degli stati.
Il JobManager implementa anhe operazioni di ontrollo, ome la termi-
nazione dei proessi, e si oupa dello staging dei le di output, onsentendo
il reupero dell'output prodotto dall'appliazione.
Riassumendo, l'eseuzione del job passa attraverso i seguenti stati:
• Unsubmitted: il job non è stato anora sottomesso allo sheduler.
• StageIn: il JobManager sta reperendo il le eseguibile, il le di input o
eventuali le di dati neessari per l'eseuzione del job.
• Pending: il job è stato sottomesso allo sheduler, ma questi non ha
anora alloato risorse per la sua eseuzione.
• Ative: il job è in eseuzione.
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• Suspended: lo sheduler ha temporaneamente sospeso l'eseuzione del
job.
• StageOut il JobManager sta restituendo i le di output all'utente.
• CleanUp il JobManager fa rihiesta di anellazione dei le/diretory
e del le proxy utente.
• Done: il job è stato ompletato.
• Failed: il job è terminato prima di essere stato ompletato.
A.2 MPICH-G2
MPICH-G2 è un'implementazione grid-enabled dello standard MPI-1 he
onsente agli utenti di eseguire programmi MPI su diversi alolatori, non
neessariamente loalizzati presso lo stesso sito, ome se stessero utilizzando
lo stesso alolatore parallelo.
MPICH-G2 estende l'implementazione MPICH [11℄ di MPI, sviluppata
in Argonne National Laboratory [1℄ in ollaborazione on Mississippi State
University [3℄, in modo da utilizzare i servizi forniti dal Globus Toolkit per
l'autentiazione degli utenti, l'alloazione delle risorse, lo staging dell'esegui-
bile, l'aesso remoto a le, la gestione dell'I/O e la reazione, monitoraggio
e ontrollo dei proessi.
MPICH-G2, attraverso i servizi del Globus Toolkit, rende trasparenti
all'utente le problematihe legate all'eterogeneità delle risorse e alla loro
disloazione in domini dierenti [38℄.
La libreria onsente di sfruttare i ostrutti MPI per gestire le prestazioni
della propria appliazione MPI.
Ad esempio il ostruttoMPI_Communiator può essere utilizzato per
organizzare i proessi in una struttura multilivello he rietta la loro posizione
rispetto alla topologia di rete dell'ambiente Grid. Adattando i proessi alla
topologia di rete multilivello dell'ambiente Grid, si onsente all'appliazione
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di segliere di volta in volta il anale di omuniazione più eiente tra quelli
disponibili.
Nei suessivi paragra verrà desritto ome MPICH-G2:
• estende l'implementazione MPICH utilizzando il Globus Toolkit;
• onsente l'eseuzione di programmi MPI;
• utilizza i servizi del Globus Toolkit, nelle fasi di startup e manage-
ment dei proessi, nasondendo le problematihe legate all'eterogeneità
e distribuzione geograa delle risorse;
• organizza e rende aessibile agli utenti le informazioni sulla topologia
di rete dell'ambiente Grid;
• gestise le omuniazioni tra i proessi.
A.2.1 MPICH-G2 estensione dell'implementazione
MPICH
MPI è lo standard di fatto più diuso tra le librerie di message passing per
il alolo sientio e l'HPC.
La sua implementazione più popolare è MPICH he deve il suo suesso
ad un'ampia portabilità e alla distribuzione gratuita.
L'ampia portabilità deriva dalle interfae e dall'arhitettura a livelli
(gura A.6).
All'estremità superiore di tale arhitettura 'è l'interfaia MPI osì ome
denita dallo standard MPI.
Immediatamente sotto 'è il livello MPICH he implementa l'interfaia
MPI. La maggior parte del odie in un'implementazione MPI è indipendente
dal dispositivo di rete o dal sistema di gestione dei proessi. Questo odie
he inlude il ontrollo degli errori e la manipolazione dei vari ostrutti ome
MPI_Communiator, MPI_Type, e. è implementato direttamente
nel livello MPICH.
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MPI API
Livello MPICH
Abstract Device
 Interface
Canale di Rete
ch_p4
ch_shmem
ch_p4mpd
globus2
Figura A.6: Arhitettura a livelli di MPICH.
Il resto delle funzionalità è delegato ai livelli più bassi.
L'Abstrat Devie Interfae (ADI) è un'interfaia più semplie rispetto
a quella MPI situata nell'arhitettura a livelli tra il livello MPICH e il sotto-
sistema di rete. Su tale interfaia sono ostruite tutte le funzioni al livello
MPICH indipendentemente dal sistema di rete sottostante. Tutte le inter-
fae ADI fornisono all'esterno le stesse funzionalità ma per implementarle
utilizzano un partiolare hardware o anale di omuniazione.
Quindi per ottenere un'implementazione ompleta di MPI su una parti-
olare piattaforma è suiente denire le routine nell'ADI.
Ad esempio il dispositivo h_p4 è l'implementazione dell'ADI per luster
di PC omogenei, LAN di workstation, workstation singole. Il dispositivo
h_shmem è quella per i proessori simmetrii a memoria ondivisa.
MPICH-G2, quindi, non è altro he una partiolare implementazione del-
l'ADI, hiamata globus2, della libreria MPICH, he utilizza il Globus Toolkit
ome anale di omuniazione in ambiente Grid.
A.2.2 Usare MPICH-G2
Una delle prinipali funzionalità di MPICH-G2 è quella di onsentire l'ese-
uzione di programmi MPI in ambiente Grid senza rihiedere aluna modi-
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a del odie attraverso omandi simili (ed in aluni asi identii) a quelli
utilizzati per un singolo alolatore parallelo.
MPICH-G2 fornise gli strumenti per la ompilazione e l'eseuzione propri
di MPICH, tra i quali il omando mpirun per l'eseuzione dei programmi
ed i wrapper per la ompilazione mpi, mpif77, mpif90, e.
Una volta ompilato il programma, esso può essere eseguito utilizzando il
omandompirun speiando il numero di proessi, il nome del mahinele,
il nome dell'eseguibile e gli argomenti. Il mahinele deve ontenere un
eleno degli host he si vogliono utilizzare per l'eseuzione del programma
on il numero di nodi he si intende utilizzare per ogni alolatore.
La sintassi del omando mpirun è la seguente:
% /usr/loal/mpih-g2/bin/mpirun -np <numero di proessi> \
-mahinefile <nome del mahinefile> <nome del programma> \
[argomenti℄
L'utilizzo del omando mpirun non rihiede nessuna onosenza di o-
mandi e protoolli del Globus Toolkit: tutto quello he è neessario per avvia-
re l'eseuzione in ambiente Grid avviene in maniera totalmente trasparente
all'utente.
Il omando mpirun eseguito on il dispositivo globus2 genera uno sript
in Resoure Speiation Language (RSL) (vedi paragrafo A.1.4) dove sono
indiate le risorse Grid utilizzate per l'eseuzione e per ognuna di esse viene
desritto un subjob he ontiene aluni parametri: il numero di proessi,
la diretory di lavoro, loazioni remote e nome degli eseguibili, variabili di
ambiente, argomenti di linea di omando.
Esistono due modalità per gestire lo sript RSL a livello utente: utilizzarlo
in maniera impliita attraverso il omandompirun; generare lo sript senza
proseguire on l'eseuzione del programma apportando delle modihe nelle
parti in ui è neessario per fornire ulteriori dettagli. La sintassi da utilizzare
in questo aso è:
% /usr/loal/mpih-g2/bin/mpirun -dumprsl -np <numero di proessi> \
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-mahinefile <nome del mahinefile> <nome del programma> \
[argomenti℄ > nomefile.rsl
Modiando lo sript RSL è possibile sfruttare alune funzionalità partiolari
di MPICH-G2. È possibile:
• Speiare un'interfaia di rete o un insieme di interfae on la va-
riabile di ambiente
MPICH_GLOBUS2_USE_NETWORK_INTERFACE.
• Speiare il range di porte TCP/IP da utilizzare per le omuniazioni
on la variabile di ambiente
GLOBUS_TCP_RANGE.
Questa funzionalità risulta partiolarmente utile in presenza di rewall
quando solo un erto range di porte è abilitato ad aettare onnessioni
dall'esterno.
• Regolare la dimensione del buer TCP attraverso la variabile di am-
biente
MPICH_GLOBUS2_TCP_BUFFER_SIZE.
• Speiare he aluni subjob vengono eseguiti su alolatori apparte-
nenti alla stessa LAN utilizzando la variabile di ambiente
GLOBUS_LAN_ID.
• Indiare il nome dell'host attraverso la variabile di ambiente
GLOBUS_HOSTNAME.
Una volta reato lo sript RSL è possibile laniare l'eseuzione on:
% /usr/loal/mpih-g2/bin/mpirun -globusrsl nomefile.rsl
oppure
% globusrun -w -f nomefile.rsl
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A.2.3 Startup e management dei proessi
In questo paragrafo verrà desritto ome MPICH-G2 nelle fasi di startup e
management dei proessi utilizza i servizi del Globus Toolkit per nasondere
le problematihe legate all'eterogeneità delle risorse e alla loro disloazione
in siti dierenti.
Come illustrato in gura A.7, MPICH-G2 utilizza vari servizi del Glo-
bus Toolkit per eseguire le omplesse operazioni neessarie all'eseuzione di
programmi MPI in ambiente Grid.
Operazioni ome l'autentiazione sui diversi siti, l'interfaiamento on
sistemi di sheduling dierenti on aratteristihe dierenti, la redirezione
dell'output, l'avvio oordinato dei proessi, il ontrollo dei proessi, le omu-
niazioni eterogenee tra i proessi, sono ompletamente trasparenti all'utente.
Per prima osa è neessario he l'utente ottenga un ertiato proxy he
gli onsentirà di essere autentiato su ogni alolatore di ogni sito. A tale
sopo l'utente utilizza il servizio Grid Seurity Infrastruture (GSI) attraverso
il omando grid-proxy-init. Questo passo fornise apaità di single sign-on
(vedi paragrafo A.1.1).
L'utente può anhe avvalersi del Monitoring and Disovery Servie (MDS)
per la selezione delle risorse da utilizzare (vedi paragrafo A.1.3).
Una volta autentiato, l'utente può laniare l'eseuzione del programma
MPI utilizzando il omando mpirun. L'implementazione in MPICH-G2 di
questo omando utilizza il Resoure Speiation Language (RSL) per de-
srivere il job da alloare. In sostanza l'utente utilizza uno sript RSL he
identia le risorse e speia i requisiti (numero di CPU, memoria, tempo di
eseuzione,. . . ) e i parametri (loazione degli eseguibili, variabili di ambiente,
argomenti di linea di omando,. . . ) del programma MPI.
Lo sript RSL viene utilizzato ome argomento del omando globusrun
attraverso il quale viene invoata la libreria di o-alloazione Dinamially-
Updated Request Online Coalloator (DUROC) (vedi paragrafo A.1.4) per
la sinronizzazione della fase di startup sui diversi alolatori speiati dal-
l'utente. La libreria DUROC a sua volta utilizza le API e il protoollo Grid
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P0 P1 P2 P3 P4 P5
fork LSF PBS
Comunicazione attraverso TCP/IP oppure vendor-MPI
Monitoraggio/controllo
GRAM GRAM GRAM
Inizializzazione processi Individuazione terminazione processi
DUROC
Avvio coordinato processi
Autenticazione
globurun
mpirun
Vengono sottomessi
 job multipli
Viene generata una
 specifica richiesta
di risorse (script RSL)
GASS
Redirezione
output
Localizzazione 
host
MDS
% grid-proxy-init
% mpirun -np 256 myprog
Figura A.7: MPICH-G2: utilizzo dei omponenti del Globus Toolkit, per
rendere trasparenti all'utente le problematihe onnesse all'eterogeneità delle
risorse nelle fasi di startup e gestione dei proessi. Fork, LSF e PBS sono
dierenti sheduler loali.
Resoure Alloation and Management (GRAM) (vedi paragrafo A.1.4) per
l'eseuzione dei proessi sui diversi alolatori tramite interazione on i si-
stemi di sheduling loali. In partiolare GRAM inizializza e gestise un
insieme di sotto-omputazioni, una per ogni alolatore. Per ognuna delle
sotto-omputazioni, DUROC genera delle rihieste per GRAM he, una vol-
ta autentiato l'utente, rea per esso delle redenziali loali temporanee e
interagise on lo sheduler loale per avviare la omputazione.
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Se speiato nello sript RSL, GRAM utilizzerà il Global Aess to Se-
ondary Storage (GASS) (vedi paragrafo A.1.2) per rendere disponibili ai
proessi gli eseguibili dalle loazioni remote in ui essi si trovano. Tali loa-
zioni sono indiate nello sript da indirizzi URL. GASS si fa ario, inoltre, di
reindirizzare gli stream di standard output e standard error verso il terminale
dell'utente.
Durante l'eseuzione MPICH-G2 seleziona il anale di omuniazione più
eiente tra ogni oppia di proessi in base alla topologia: il TCP utilizzando
i servizi del Globus Toolkit; oppure tramite un'eventuale implementazione
proprietaria di MPI fornita on il alolatore (vendor-MPI ) (vMPI).
DUROC e GRAM interagisono per ontrollare e gestire l'eseuzione dei
proessi sui vari alolatori.
Ogni server GRAM prima di avviare la omputazione attende un segnale
di sbloo da DUROC he si oupa di sinronizzare l'avvio: ogni proesso
viene bloato on una barriera DUROC attraverso l'eseuzione della funzio-
ne MPI_Init() (funzione di inizializzazione dell'ambiente MPI invoata da
ogni proesso) e verrà rilasiato solo quando tutti gli altri proessi avranno
raggiunto la stessa barriera.
I server GRAM, in eseuzione sulle varie risorse omputazionali, omuni-
ano le varie transizioni di stato dei proessi sotto il proprio ontrollo men-
tre la libreria DUROC gestise le interruzioni della omputazione rihieste
dall'utente.
A.2.4 Topologia
MPICH-G2 utilizza le informazioni dello sript RSL per organizzare i pro-
essi in una struttura multilivello he riette la topologia di rete sottostante
dell'ambiente Grid: ad ogni livello orrisponde un anale di omuniazione.
Il livello 0 è il TCP su WAN, il livello 1 è il TCP su LAN, il livello
2 è il TCP sulla rete interna dei alolatori, il livello 3 è la libreria MPI
proprietaria.
Ad ogni proesso inMPI_COMM_WORLD è assegnato un valore di
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profondità della topologia he orrisponde al numero di anali di omunia-
zione su ui il alolatore su ui è in eseuzione può omuniare. Ad esempio,
se un alolatore è dotato di un'implementazione MPI proprietaria i proessi
in eseuzione su di essi avranno profondità 4.
MPICH-G2 utilizza le profondità per raggruppare i proessi ad un de-
terminato livello assegnando loro un olore (un intero he ha sempre valore
maggiore o uguale a zero): due proessi hanno lo stesso olore ad un de-
terminato livello se possono omuniare tra di loro attraverso il anale di
omuniazione orrispondente.
MPICH-G2 assegna i olori a partire dalle informazioni speiate nel-
lo sript RSL utilizzando le seguenti regole: due proessi qualsiasi possono
sempre omuniare tra loro al livello 0 e quindi tutti i proessi hanno lo
stesso olore a quel livello, i proessi possono omuniare (hanno lo stesso
olore) al livello 1 se e solo se appartengono alla stessa LAN (hanno lo stesso
GLOBUS_LAN_ID nello sript RSL), i proessi hanno lo stesso olore
al livello 2 se e solo se sono nello stesso subjob nello sript RSL, i proessi
hanno lo stesso olore al livello 3 se e solo se sono nello stesso subjob nello
sript RSL e per quel subjob è speiato (jobtype = mpi).
L'assegnazione delle profondità e dei olori non tiene però onto dell'e-
ventuale presenza di alolatori nei quali non tutti i nodi hanno aesso agli
stessi anali di omuniazione. È questo il aso dei luster a rete privata nei
quali 'è generalmente un solo nodo he ha aesso alle reti WAN e LAN, il
front-end, mentre gli altri nodi hanno aesso alla sola rete privata del luster.
Solo i front-end pertanto hanno aesso a tutti e tre i anali TCP (WAN,
LAN, rete interna) e non anhe i nodi interni osì ome risulterebbe invee
dalle informazioni topologihe riostruite da MPICH-G2. I nodi interni dei
luster a rete privata hanno aesso al solo anale TCP sulla rete interna e
pertanto non dovrebbero avere profondità 3.
MPICH-G2 rende aessibile agli utenti le informazioni sulla topologia
attraverso gli attributi
MPICHX_TOPOLOGY_DEPTHS
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ed
MPICHX_TOPOLOGY_COLORS
assoiati ad ogni omuniatore.
L'attributoMPICHX_TOPOLOGY_DEPTHS è un vettore di inte-
ri in ui l'i-mo elemento è la profondità del proesso he ha rango i nel omu-
niatore. L'attributo MPICHX_TOPOLOGY_COLORS è un vettore
di puntatori ad interi nel quale l'i-mo elemento è a sua volta un puntatore ad
un vettore di interi (di lunghezza pari alla profondità del proesso di rango
i) e i ui elementi sono i olori del proesso di rango i ad ogni livello.
Tramite questo meanismo di soperta della topologia, l'utente ha la
possibilità di riostruire la struttura multilivello del sistema di rete dell'am-
biente Grid e organizzare le omuniazioni in modo da sfruttare maggior-
mente i anali di omuniazione più eienti.
A.2.5 Gestione delle Comuniazioni
MPICH-G2 utilizza due metodi per le omuniazioni: il protoollo TCP e la
libreria MPI (quando esiste) presente sui alolatori.
Se due proessi sono in eseuzione sullo stesso alolatore, dotato di una
propria libreria MPI, MPICH-G2 utilizzerà tale libreria per le omunia-
zioni tra i due proessi, in aso ontrario verrà utilizzato il TCP. Nel pri-
mo aso, MPICH-G2 mappa le funzioni di omuniazione (MPI_Send(),
MPI_Rev(),. . . ) su quelle della libreria vMPI. Questo onsente, quan-
do si eseguono programmi in loale sui singoli alolatori, di ottenere pre-
stazioni pratiamente identihe a quelle di un'implementazione non grid-
enabled (vMPI o MPICH ongurato on il dispositivo TCP h_p4), la-
siando omunque aperta la possibilità di aedere a risorse remote tramite
l'infrastruttura Grid.
La veria da parte di un proesso della presenza di messaggi TCP in
ingresso è un'operazione relativamente ostosa. MPICH-G2 minimizza il nu-
mero di queste operazioni utilizzando le informazioni relative al ontesto nel
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quale l'appliazione invoa le funzioni di omuniazioni (sorgente del mes-
saggio e stato del proesso he rieve). Tali informazioni inuenzano il modo
in ui MPICH-G2 implementa le funzioni stesse.
Speiatamente, per proessi in eseuzione sullo stesso alolatore paral-
lelo dotato di una propria libreria MPI, si distinguono tre modalità dierenti
per l'implementazione della funzione MPI_Rev().
• Speiato: il proesso he invia i dati è in eseuzione sullo stesso
alolatore parallelo del proesso he rieve (i due proessi apparten-
gono allo stesso job mpi) e onorrentemente non 'è nessuna omuni-
azione non bloante pendente (nessuna hiamata ad MPI_Irev() o
MPI_Isend() anora non ompletata). In questo aso viene invoata
direttamente la orrispondente routine vMPI.
• Speiato on pendenze: il proesso he invia i dati è in eseu-
zione sullo stesso alolatore parallelo ma i sono anhe una o più o-
muniazioni non bloanti pendenti da o verso proessi in eseuzione
sullo stesso alolatore. In questo aso viene invoato periodiamente
MPI_Iprobe() per la veria dei messaggi in ingresso sul anale vMPI.
• Metodo multiplo: il proesso he invia i dati non è speiato (viene
utilizzato MPI_ANY_SOURCE) o i sono una o più omunia-
zioni non bloanti pendenti da o verso proessi in eseuzione su altri
alolatori. In questo aso MPICH-G2 deve veriare periodiamente
la presenza di messaggi in ingresso sia sul anale TCP he su quello
vMPI.
L'implementazione delle funzioni di omuniazioni non ontempla omun-
que il aso in ui i proessi oinvolti siano in eseuzione su nodi di alolatori
he non hanno aesso alla rete pubblia.
L'assenza di un meanismo di smistamento di messaggi tra le reti pri-
vate, limita di fatto il numero di appliazione he possono essere portate da
un alolatore parallelo onvenzionale ad un sistema Grid ostituito da più
alolatori paralleli, senza modiare il odie sorgente.
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In MPICH le funzioni di omuniazione ollettive sono implementate sul-
la base dell'assunzione he i proessi siano equidistanti l'uno dall'altro.
Questa assunzione non è più ovviamente valida in ambiente Grid.
MPICH-G2 è in grado di riavare le informazioni sulla topologia del
sistema Grid dagli sript RSL e di utilizzare tali informazioni per imple-
mentare le funzioni di omuniazione ollettive allo sopo di minimizzare le
omuniazioni sui anali più lenti.
Oltre al olore, MPICH-G2 utilizza un'altra informazione per desrive-
re la topologia: l'identiativo di raggruppamento. Per raggruppamento si
intende l'insieme dei proessi he possono omuniare tra loro ad ogni li-
vello attraverso il anale di omuniazione orrispondente. All'interno di
ogni raggruppamento, ad ogni livello viene individuato un proesso master
(il rappresentante del raggruppamento per quel livello).
Si onsideri la funzione di broadast, nella quale un proesso (radie)
manda un messaggio a tutti i proessi ontenuti in un omuniatore.
L'implementazione di MPICH-G2 di tale funzione è strutturata in tre fasi:
nella prima fase la radie invia il messaggio di broadast ai rappresentati dei
vari siti; nella seonda fase, presso ogni sito, il master invia il messaggio di
broadast a tutti i rappresentati dei alolatori dello stesso sito; nella terza
ed ultima fase, i master dei vari alolatori inviano il messaggio a tutti i nodi
dei rispettivi alolatori.
Il vantaggio di questa strategia sta nella riduzione del numero di omu-
niazioni sui anali più lenti e nella possibilità di utilizzare diversi algoritmi
di broadast sui vari anali.
A.3 Condor e Condor-G
Per molti sienziati la qualità della riera dipende fortemente dalla potenza
di alolo loro oerta. Una hiave fondamentale per ottenere tale potenza è
l'utilizzo delle risorse disponibili.
A tale sopo il sistema Condor implementa due importanti funzionalità
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ome l'utilizzo di workstation inattive e l'organizzazione distribuita dei job
su diverse risorse dediate, ome luster o insiemi di luster.
Il software Condor è omposto da due parti. La prima parte si oupa
della gestione dei job: onsente la sottomissione di nuovi job, la rihiesta di
informazioni sullo stato dei job, la gestione dei le di input e output. La
seonda parte si oupa invee della gestione delle risorse: alloa le risorse
disponibili in funzione delle rihieste degli utenti.
Condor-G ontiene la prima parte di software per la gestione dei job di
Condor e utilizza il Globus Toolkit per la gestione delle risorse e per avviare
l'eseuzione dei job sulle risorse remote.
Nei suessivi paragra verranno desritti il sistema Condor e la sua
estensione Condor-G per la gestione dell'elaborazione di Condor alle Griglie
multi-istituzionali.
A.3.1 Condor
Condor è un partiolareggiato sistema di gestione del ario di lavoro per
appliazioni omputing-intensive in ambienti di alolo distribuito. Esso è il
frutto di più di diei anni di riera e sviluppo ondotti nell'ambito del Condor
Researh Projet [14℄ al Computer Sienes Department [10℄ dell'Università
del Wisonsin-Madison.
Il sistema Condor, al pari degli altri sistemi bath ompleti, ore mea-
nismi eienti per la gestione delle ode e politihe di sheduling, gestione
delle priorità, monitoraggio e gestione delle risorse.
Gli utenti sottomettono i propri job bath (paralleli o sequenziali) al si-
stema Condor il quale, li posiziona nella oda, si oupa di individuare e
alloare le risorse su ui vengono eseguiti, ne monitora l'andamento ed inne
notia l'utente sull'esito della loro eseuzione.
Aluni prinipi fondamentali alla base dello sviluppo del sistema Condor
sono:
• L'eseuzione del sistema bath Condor non ha nessuna forte inuenza
sulla disponibilità e la qualità del servizio delle risorse nei onfronti
102
dei proprietari delle risorse stesse: quest'ultimi hanno priorità assolu-
ta sui propri alolatori ottenendone l'uso eslusivo quando oorre.
Condor gestise questa priorità automatiamente ed in modo del tutto
trasparente sia agli utenti Condor, sia ai proprietari delle risorse.
• Non è rihiesta nessuna partiolare tenia di programmazione per l'u-
tilizzo di Condor, il quale preserva l'ambiente operativo della risorsa
sulla quale è stato sottomesso un job.
• Se una risorsa su ui è in eseuzione un job di un utente Condor non
è più disponibile (ad esempio il proprietario della workstation su ui
il job è in eseuzione ne relama l'uso dediato), Condor, in maniera
trasparente, salva lo stato orrente del job (hekpoint) e ne ripristina
l'eseuzione, appena possibile, su un'altra risorsa disponibile.
• Condor non rihiede la presenza di un lesystem ondiviso: se quest'ul-
timo non è presente, Condor può trasferire i le dati del job per onto
dell'utente, e/o può redirigere in maniera trasparente tutte le rihieste
di I/O del job da/verso il alolatore da ui il job è stato sottomesso.
Condor permette sia di gestire luster di omputer dediati (ome luster
Beowulf), sia di sfruttare la potenza omputazionale di workstation inatti-
ve. Come risultato, Condor permette di mettere insieme tutta la potenza
omputazionale di un'organizzazione in un'unia risorsa.
Il sistema Condor per espletare le proprie funzionalità si avvale dei se-
guenti proessi:
• Master daemon: demone prinipale he sovraintende tutti i demoni in
eseuzione sui alolatori del Condor pool (insieme di risorse/host usate
dal sistema Condor);
• Shedd (sheduler) daemon: in eseuzione su ogni alolatore del Con-
dor pool, gestise la oda permanente dei job; notia il sistema delle
rihieste di risorse dei job sottomessi; si oupa di ontattare le risorse
disponibili e di spedire loro i job.
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• Startd (starter) daemon: in eseuzione su ogni alolatore del Condor
pool, si prende ario dell'eseuzione, gestione e monitoraggio dei job
assegnati dal sistema a quel alolatore e notia periodiamente il
sistema sulle aratteristihe e disponibilità del alolatore stesso.
• Negotiator daemon: demone responsabile di tutte le negoziazioni fra la
rihiesta di risorse dei job e l'oerta del pool, alla riera dei possibili
mathing (ompatibilità tra rihieste e oerte), onsentendo la orretta
alloazione dei job.
• Colletor daemon: demone responsabile della raolta di tutte le in-
formazioni sulle aratteristihe e lo stato dei alolatori del Condor
pool.
Ci si riferise al Central Manager ome l'unio proesso logio he ra-
hiude il Negotiator e il Colletor.
Il meanismo denominato ClassAd (Classied Advertisements) [53℄ ore
uno strumento estremamente essibile e signiativo per rappresentare le
aratteristihe delle risorse disponibili e dei job. Tale meanismo onsente
a Condor di fare il mathmaking [48℄, ioè di eettuare i mathing fra le
rihieste di risorse (requisiti dei job Condor speiati dall'utente) e le risorse
oerte (attributi delle risorse del Condor pool, ome memoria disponibile,
tipo di CPU e veloità, ario medio orrente).
Attraverso le ClassAd è possibile speiare requisiti e preferenze sia per
i job da sottomettere, sia per i alolatori on riferimento ai job he possono
eseguire. In generale le ClassAd non sono vinolate ad uno shema speio.
Gli utenti possono estenderle ome vogliono per rappresentare le risorse e i
job. Come risultato, le informazioni riavabili dalle ClassAd possono essere
utilizzate per il brokering e il mathmaking dei job sottomessi alla Griglia.
Per sottomettere un job a Condor, si possono individuare i seguenti
quattro passi:
• Selta dell'universo: un universo in Condor denise un partiolare
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ambiente operativo nel quale saranno eseguiti i job. Gli universi di
Condor sono:
 Standard: onsente il hekpointing e onsente hiamate a sistema
remote; per preparare un programma he possa essere eseguito
in questo universo, si dovrà provvedere al re-link attraverso il
omando ondor_ompile (non è quindi neessario modiare
il odie sorgente).
 Vanilla: viene di solito utilizzato per programmi he non possono
essere re-linkati o per sript di shell; in questo universo non è
possibile eettuare hiamate a sistema remote e non è onsentito
il hekpointing.
 PVM: fornise il supporto per l'eseuzione di programmi PVM
(Parallel Virtual Mahine);
 MPI: fornise il supporto per l'eseuzione di programmi MPI (in
partiolare MPICH);
 Globus: fornise un'interfaia standard per eseguire job in un
sistema Globus attraverso Condor (Condor-G);
 Java: fornise il supporto per i programmi sritti per la Java
Virtual Mahine (JVM).
 Sheduler: onsente al job di essere eseguito immediatamente sul
alolatore sulla quale è stato sottomesso; il job non aspetta di
essere mathato ad una risorsa.
• Preparazione del job bath: un job sottomesso a Condor deve essere in
grado di girare in bakground senza input/output interattivo. Condor
può redirigere l'output della onsole (stdout e stderr) o l'input da ta-
stiera (stdin) verso le speiati. È quindi neessario preparare i le
dati he rappresentano l'input del programma e he verranno inviati al-
l'host he eseguirà il job dopo he questi è stato sottomesso al sistema
Condor.
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• Creazione del submit desription le: reazione di un le di testo nel
quale è possibile speiare tutte le informazioni neessarie per la sotto-
missione del job quali l'universo, il nome dell'eseguibile, i le assoiati
all'input/output, il le di log, i requisiti e le preferenze. In gura A.8
è mostrato un esempio di submit desription le.
universe = MPI
exeutable = myjob.mpi
output = myjob.out.$(Node)
error = myjob.err.$(Node)
log = myjob.log
mahine_ount = 12
requirements = (HasMPI == ``TRUE'') && (Arh == ``INTEL'') &&
(OpSys == ``LINUX'')
rank = 10*Mips + 2*KFlops + 100*Memory
queue
Figura A.8: Esempio di submit desription le.
• Sottomissione del job: il job viene sottomesso utilizzando il oman-
do ondor_submit e ome suo argomento il submit desription le
appena reato:
% ondor_submit my_job.des
Tale omando analizza il submit desription le, veria he non on-
tenga errori e rea una ClassAd he desrive il job.
A.3.2 Condor-G
Condor-G ore un potente strumento per interfaiare il sistema Condor on
risorse Grid, onsentendo quindi agli utenti di integrare risorse appartenenti
a più domini ome se appartenessero ad un unio dominio personale.
Condor-G ombina i protoolli (di seurity, omuniazioni, resoure di-
sovery, aesso a risorse in ambienti multi-dominio) implementati dal Glo-
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bus Toolkit e la gestione dell'elaborazione e l'organizzazione distribuita delle
risorse in un singolo dominio amministrativo, forniti da Condor.
Tutte le attività di sottomissione, gestione del job, gestione dell'I/O ed
argomenti vengono svolte attraverso i omandi standard di Condor quali ad
esempio ondor_submit.
In gura A.9, viene mostrato ome Condor-G interagise on i protoolli
Globus.
Globus
JobManager
Globus
JobManager
Globus GateKeeper
...
Fork Fork
Job X Job Y
Sito su cui viene eseguito il job
Scheduler del Sito
Sottomissione
...
(PBS, Condor, LSF,...)
Calcolatore da cui viene sottomesso il job
Condor-G
Scheduler
Condor-G
GridManager
GASS
server
Coda
permamente
dei job
Fork
Richieste
dell’utente
Sottomissione
Figura A.9: Eseuzione remota su risorse gestite da Globus attraverso
Condor-G.
Per l'aesso alle risorse remote vengono utilizzati i protoolli deniti dal
Globus Toolkit:
• GSI (vedi paragrafo A.1.1) per l'autentiazione/autorizzazione di tutte
le rihieste sui siti remoti;
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• GASS (vedi paragrafo A.1.2) utilizzato per trasferire l'eseguibile, lo
standard input, lo standard output e lo standard error da/verso il sito
di eseuzione remoto;
• GRAM utilizzato per ontattare il GateKeeper remoto (vedi paragrafo
A.1.4), rihiedendo la sottomissione d un nuovo job, e onseguentemen-
te per monitorarne e ontrollarne l'eseuzione.
Di seguito vengono shematizzati i punti fondamentali dell'implementa-
zione di Condor-G:
• Lo Sheduler risponde alla rihiesta di sottomissione di un job di un
utente.
• Crea un nuovo demone GridManager per eseguire e gestire il job. Ogni
proesso GridManager gestise tutti i job di un singolo utente e termina
quando tutti i job di quell'utente sono ompletati.
• Ogni rihiesta di eseuzione di job al GridManager rea un demone
Globus JobManager (vedi paragrafo A.1.4).
• I JobManager omuniano on il GridManager per trasferire gli esegui-
bili dei job e per i dati di I/O.
• Il JobManager sottomette i job per l'eseuzione allo sheduler loale
del sito.
• Il JobManager invia gli aggiornamenti sullo stato dei job al GridMana-
ger e quindi allo Sheduler Condor-G.
Condor-G è in grado di rilevare e gestire aluni fallimenti ome il rash del
Globus JobManager, del alolatore he gestise la risorsa remota (per esem-
pio il GateKeeper e/o il JobManager), del alolatore su ui è in eseuzione
il GridManager (o rash del GridManager), e i fallimenti nei ollegamenti di
rete tra i alolatori oinvolti.
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I guasti vengono rilevati dal GridManager he periodiamente ontrolla
tutti i JobManager. Se un JobManager non risponde, ontrolla il GateKeeper
in eseuzione sullo stesso sito: se il GateKeeper risponde, vorrà dire he il
JobManager è rashato, altrimenti, vorrà dire he il sito ha avuto un rash
oppure sono sopraggiunti dei problemi di rete.
Se il JobManager è rashato, il GridManager tenta di eseguire un nuovo
JobManager. Se non 'è ontatto on il sito remoto, il GridManager attende
no a quando non riese a stabilire il ontatto. Una volta stabilito il ontat-
to, tenta di onnettersi on il JobManager. In aso di onnessione riusita,
il JobManager ontrolla i job in eseuzione, omuniandone lo stato al Grid-
Manager. Se il GridManager non riese a onnettersi al JobManager, rea
un nuovo JobManager, he ontrolla i job in eseuzione.
Al ne di gestire i asi di rash loale, lo stato dei job è memorizzato
in modo persistente nella oda dei job dello Sheduler Condor-G. Dopo un
rash loale, il GridManager riparte, erando di rionnettersi a qualsiasi
JobManager in eseuzione al momento del rash.
Nel paragrafo suessivo verrà desritto ome sottomettere un job a Glo-
bus attraverso Condor-G.
Eseuzione dei job nell'universo Globus
Per sottomettere job a Globus attraverso Condor è neessario disporre delle
giuste redenziali: attraverso un ertiato X.509 viene reato un proxy he
fornirà l'autorizzazione all'uso delle risorse Globus (vedi paragrafo A.1.1).
Per sottomettere il job a Condor utilizzando l'universo Globus si utilizza il
omando ondor_submit on argomento un opportuno submit desription
le.
Un esempio di tale submit desription le è illustrato in gura A.10.
In questo esempio, l'eseguibile del programma (speiato dal omando
exeutable sarà trasferito dal alolatore loale al sito remoto; l'eseguibile
dovrà quindi essere ompilato per l'arhitettura di destinazione.
Speiando l'universo Globus il job sarà inviato al JobManager remo-
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exeutable = myjob
globussheduler = beoomp.dma.unina.it/jobmanager
universe = globus
output = myjob.out
error = myjob.err
log = myjob.log
Figura A.10: Esempio di submit desription le per l'universo Globus.
to speiato dal omando globussheduler. Condor trasferirà quindi il
risultato prodotto dall'eseuzione del job sul sito remoto, al le myjob.out
(speiato dal omando output) memorizzato sul alolatore loale, regi-
strando tutte le relative operazioni nel le myjob.log (speiato dal omando
log), anh'esso sul alolatore loale.
Altri omandi utili per l'eseuzione di job nell'universo Globus sono:
Transfer_Exeutable = <true|false>
per indiare se l'eseguibile andrà o meno trasferito sul sistema remoto;
environment = <par1=val1>; .. ; <parN=valN>
lista delle variabili d'ambiente da impostare sul sistema remoto prima dell'e-
seuzione del job;
globusrsl = (name1=value1) .. (nameN=valueN)
per impostare ulteriori attributi per il job seondo il Resoure Speiation
Language (vedi paragrafo A.1.4).
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Appendie B
Risorse hardware e ongurazioni
software di base del sistema Grid
di supporto
In questa appendie viene desritto il sistema Grid di supporto utilizzato per
i test di eseuzione dell'implementazione multi-sito del Gradiente Coniugato
a Blohi e i test per la sottomissione attraverso l'MPI jobs management
system.
Il sistema è omposto da 3 luster di lasse Beowulf [54℄ e da una work-
station (gura B.1).
I luster di lasse Beowulf sono denominati:
• Vega [vega.na.iar.nr.it℄
• Beoomp [beoomp.dma.unina.it℄
• Altair [altair.dma.unina.it℄
La workstation è denominata:
• Lamu2-9 [lamu2-9.na.iar.nr.it℄
Di seguito sono desritte le aratteristihe hardware e software di base
delle varie risorse della Griglia di supporto.
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Vega
Altair Beocomp
Lamu2-9
MPI jobs
management
system
GateKeeper
MDS (GRIS+IP)
GateKeeper
MDS (GRIS+IP)
GateKeeper
MDS (GRIS+IP)
Wide Area
Network 
Condor-G
GridManager
Figura B.1: Sistema Grid di supporto.
Vega Vega è un luster Beowulf di 19 nodi. La ongurazione hardware
dei nodi è la seguente:
• CPU Intel r© Pentium r© 4 (Soket 423)
• Veloità CPU 1500MHz
• Frontside Bus 400 MHz
• Chipset Intel 850
112
• Memoria 512MB non-ECC PC800 RAMBUS
• Hard disQuantum 40GB FireBall Plus AS Ultra ATA 100, 7200RPM,
ahe 2MB
• Sheda di rete 3Com 3C905
La rete di interonnessione è Fast Ethernet realizzata mediante uno swith
3om
r©
SuperStak
r©
II Swith 3900.
Il software di base installato su Vega è:
• Sistema operativo Red Hat Linux 7.2
• Kernel Linux 2.4.20
• Librerie C GNU lib 2.2.4
Il software di sviluppo installato su Vega è:
• Compilatore C/C++ g 2.96
• Ambiente di sviluppo Java Sun Java Development Kit 1.4.2
• Compilatore Fortran Intel ifort 8.0
• Librerie matematihe di base Intel Math Kernel Library 5.2
La versione loale di MPI è mpih 1.2.5.2.
Beoomp Beoomp è un luster Beowulf di 15 nodi. La ongurazione
hardware dei nodi è la seguente:
• CPU Intel r© Pentium r© II (Slot 1)
• Veloità CPU 450Mhz
• Frontside Bus 100 MHz
• Chipset Intel 440 BX
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• Memoria 256MB SDRAM
• Hard dis Fujitsu mp3102at 10GB Ultra ATA
• Sheda di rete Realtek RTL-8139
La rete di interonnessione è Fast Ethernet realizzata mediante uno swith
IBM 8271-F24 a 24 porte.
Il software di base installato su Beoomp è:
• Sistema operativo Red Hat Linux 7.1
• Kernel Linux 2.2.16
• Librerie C GNU lib 2.2.4
Il software di sviluppo installato su Beoomp è:
• Compilatore C/C++ g 2.96
• Ambiente di sviluppo Java Sun Java Development Kit 1.4.2
• Compilatore Fortran Intel if 8.0
• Librerie matematihe di base Intel Math Kernel Library 5.2
La versione loale di MPI è mpih 1.2.5.2.
Altair Altair è un luster Beowulf di 16 nodi. La ongurazione hardware
dei nodi è la seguente:
• CPU Intel r© Pentium r© Pro
• Veloità CPU 200Mhz
• Frontside Bus 66 MHz
• Chipset Intel 440 FX
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• Memoria 128MB DRAM
• Hard Dis Fujitsu mpa3026atu 2.6GB ATA
• Sheda di rete 3om 3905
• Sheda di rete 3om 3905B
La rete di interonnessione è una doppia rete Fast Ethernet realizzata me-
diante due swith Bay Networks BayStak 350T.
Il software di base installato su Altair è:
• Sistema operativo Red Hat Linux 7.2
• Kernel Linux 2.4.20
• Librerie C GNU lib 2.2.4
Il software di sviluppo installato su Altair è:
• Compilatore C/C++ g 2.96
• Ambiente di sviluppo Java Sun Java Development Kit 1.4.2
• Librerie matematihe di base Intel Math Kernel Library 5.2
Lamu2-9 Lamu2-9 è una workstation la ui ongurazione hardware è
identia a a quella di un nodo del luster Beoomp.
Il software di base installato su Lamu2-9 è:
• Sistema operativo Red Hat Linux 7.2
• Kernel Linux 2.4.20
• Librerie C GNU lib 2.2.4
Il software di sviluppo installato è:
• Compilatore C/C++ g 2.96
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B.1 Middleware per l'infrastruttura di Grid
Per la realizzazione dell'infrastruttura Grid è stato utilizzato ome midd-
leware il Globus Toolkit nella versione 2.4.3 e Condor/Condor-G nella ver-
sione 6.6.9.
Il software distribuito on il Globus Toolkit si suddivide in tre ompo-
nenti:
• Exeution Management he omprende gli strumenti per la gestione
dell'eseuzione delle appliazioni sulle risorse Grid.
• Information Servies he omprende gli strumenti per la gestione
delle informazioni sulle risorse Grid.
• Data Management he omprende gli strumenti per la gestione e
l'aesso ai dati sulla Griglia.
Il software relativo a ogni omponente è a sua volta suddiviso in tre ategorie:
• Client he omprende gli strumenti lient relativi alle singole ompo-
nenti.
• Server he omprende le appliazioni server relative alle singole om-
ponenti.
• SDK he omprende le librerie e gli header le neessari alla realizza-
zione di appliazioni basate sulle singole omponenti.
Ogni alolatore è dotato delle ategorie Client, Server, SDK delle tre om-
ponenti del Globus Toolkit.
Condor/Condor-G è installato sulla workstation Lamu2-9. In partiolare
su tale workstation sono in eseuzione i demoni: Master, Shedd, Startd,
Negotiator, Colletor.
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