Abstract-Two different Genetic Algorithm (GA) architectures recognition rate of the system is maximized. Two different GA are applied to a feature selection problem in on-line signature ver-have been implemented: ification. The standard GA with binary coding is first used to find a suboptimal subset of features that minimizes the verification * GA with biary codnlteg: t searches for a suboptlunal error rate of the system. The curse of dimensionality phenomenon solution in the complete space of 2100 possible solutions. is further investigated using a GA with integer coding. Results * GA with integer coding: it searches for a suboptimal are given on the MCYT signature database comprising 330 users solution of a specified dimension d. In this case the (16500 signatures). Signatures are represented by means of a set 100 of 100 features which can be divided into four different groups dimension of the search space is d10 according to the signature information they contain, namely: i) d time, ii) speed and acceleration, iii) direction, and iv) geometry.
* GA with biary codnlteg: t searches for a suboptlunal error rate of the system. The curse of dimensionality phenomenon solution in the complete space of 2100 possible solutions. is further investigated using a GA with integer coding. Results * GA with integer coding: it searches for a suboptimal are given on the MCYT signature database comprising 330 users solution of a specified dimension d. In this case the (16500 signatures). Signatures are represented by means of a set 100 of 100 features which can be divided into four different groups dimension of the search space is d10 according to the signature information they contain, namely: i) d time, ii) speed and acceleration, iii) direction, and iv) geometry.
Four different scenarios are onsidered: skilled and random
The GA indicates that features from subsets i and iv are the forgeries with 5 and 20 training signatures. The original most discriminative when dealing with random forgeries, while features are divided into four different groups according to the parameters from subsets ii and iv are the most appropriate to signature information they contain, namely: i) time, ii) speed maximize the recognition rate with skilled forLgeries. miehegireisl f i and acceleration, i) direction, and v) geometry. Comparative experiments are also given, resulting in some indications of I. INTRODUCTION the most discriminant information for the different scenarios considered. In many pattern classification tasks, patterns are represented
Results are given using all the 16500 signatures from the by a vector of feature values. This set of features does not 330 subjects of the publicly available MCYT signature dataalways form the optimal group of parameters for all problems base [5] . The optimization criteria used for the convergence of as they may be redundant, irrelevant, or dependent with each the GA is the minimization of the system EER which is comother depending on the scenario considered. puted according to the similarity scores calculated using the [1, 100] and selects the corresponding feature of the original set. As in sequential feature selection model. That is, 20 x 330, or 5 x 330 genuine scores for the methods [1] , in this case the dimension of the subset can cases of few/many training signatures, respectively. Impostor be specified. Again a rank-based selection strategy is used scores come from the comparison of the trained model with together with an order crossover operator [8] . Mutation the 25 forgeries of the donor (25 x 330 impostor scores). is carried out randomly changing an element value.
In the random forgeries scenario impostors claim the genCrossover and mutation probabilities, and population size uine user's identity using their own signature. Client scores were set to the same values as in the binary GA. The are obtained the same way as in the skilled forgeries case. number of generations was 350.
We compare one signature of each user with one signature of
In both cases the evaluation function that measures the every other donor of the database to generate the 329 x 330 fitness (goodness) of each individual is f 1/EER. The ob-impostor similarity scores.
jective of the GA is to find the solution among all possible that IV. RESULTS maximizes f. The EER of the system is computed according to the similarity scores calculated using the Mahalanobis distance A Experiment 1. Genetic Evolution ((x -_ )TE-(x -,))'/2, where x is the pattern being
In Fig. 1 (a) , the evolution of the best individual of the classified, Iti is the mean of class i, and E is the covariance binary GA for the case of skilled forgeries with 20 training matrix.
signatures is shown. The dashed line shows the EER of the system for the case of using the whole set of 100 parameters.
We can see that the GA converges in the iteration 100 (no real A. Data set description improvement is produced in the next generations) and that the Experiments were carried out on the MCYT Signature subset of features found clearly outperforms the case of using database which comprises 330 signers. Each user contributed all of the 100 parameters. with 25 original signatures and 5 forgeries of each of his 5
In Table lI the EER for the four scenarios considered and precedent donors. Thus, 25 original signatures and as many for the best subset of attributes found by the GA in each forgeries are available for each of the 330 subjects, to complete case is given in the first row. The dimension of the subspace the 16500 signatures that conform the database. All of them solution is shown in brackets. In the second row the EER of were used in the experiments. An in depth description of the the system when using 100 parameters is specified so that both database can be found in [5] .
EER values can be compared. The GA finds in all cases a subset of features that not only B. Features considered reduces the computation cost (it has about half number of The set of 100 global parameters considered to represent features), but also provides a better classification accuracy. each signature is described in [6] and given here in Table I . This fact shows the curse of dimensionality phenomenon that We have generated four different groups of features according will be further studied using the integer GA. to the signature information they contain, namely: i) time
In Fig. 1 (b) , the evolution of the integer GA is depicted (white cells in Table I ), i) speed and acceleration (light grey for the case of skilled forgeries with 20 training signatures and cells), iii) direction (dark grey cells), and iv) geometry (black VI = 20, being MI the fixed dimension of the subspace to be cells). The features assigned to each class are the following found. We see that the GA finds a subspace of dimension 20 (the numbering criterion followed is the same used in [6] ). where the system works better than in the 100 dimensional Comparison between the GA and the feature selection top ranked scheme proposed in [6] where is the feature subset size.
the system when adopting the top ranked individual feature of finding a near to optimal solution to the problem, with the selection strategy used in [6] . The GA clearly outperforms advantage that the dimension of the feature subset can be fixed. the other feature selection scheme. Interestingly, with the GA approach the curve drops faster for small Ml and the best EER C Discussion value reached is lower.
From the curves depicted in Fig. 2 we can observe that the most discriminant features have already been found for The curse of dimensionality phenomenon can be seen in MI = 20 as the improvement for bigger values of M is very Fig. 2 . We can observe how the EER of the system decreases small (6.8% and 8.3% for 5 and 20 training signatures reas additional features are considered, eventually reaching a spectively). Based on this result we compared the best feature minimum value and then starts to worsen with the introduction subsets of dimension 20 found by the GA for the skilled and of more features. Worth noting this minimum is reached for random forgeries scenarios with 5 training signatures. The two around 60 features, as previously predicted by the binary GA. feature subsets were analyzed and the results are summarized
We also compared the best EER values found by the binary in Table III . In each cell the number of features of each class GA anld those obtainred with the inLteger GA for the two skilled is shownr. forgeries scenlarios colnsidered anld for the same dimnensioln of From the results showln inl Table III we can see that the the subspace. As expected, both results are very similar (< 8% most discriminiralnt features for skilled forgeries are those of relative differelnce), thus, the integer codinlg GA is also capable groups regarding speed anld acceleration (ii) and geomnetry of 
