Introduction and Main Results
Let C denote the complex plane and let ( ) be a nonconstant meromorphic function on C. We assume the reader is familiar with the standard notion used in the Nevanlinna value distribution theory such as ( , ), ( , ), and ( , ) (see, e.g., [1] [2] [3] ), and ( , ) denotes any quantity that satisfies the condition ( , ) = ( ( , )) as → ∞ outside of a possible exceptional set of finite linear measure.
Let ( ) and ( ) be two nonconstant meromorphic functions. Let ∈ C ⋃{∞}; we say that ( ), ( ) share CM (counting multiplicities) if ( ) − , ( ) − have the same zeros with the same multiplicities and we say that ( ), ( ) share IM (ignoring multiplicities) if we do not consider the multiplicities. We denote by ( , 1/( − )) ( ( , 1/( − ))) the counting function of those -points of whose multiplicities are greater (less) than the multiplicities of the corresponding -points of , where each -point is counted only once. ( , 1/( − )) denotes the truncated counting function bounded by .
We say that a finite value 0 is called a fixed point of if ( 0 ) = 0 or 0 is a zero of ( ) − .
The following theorem in the value distribution theory is well-known [4, 5] . Related to Theorem A, Fang [6] proved that a meromorphic function has infinitely many fixed points when is transcendental and is a positive integer. Then Fang and Qiu [7] 
For more related results, see [8, 9] . Recently, Cao and Zhang [10] replaced with ( ) and obtained the following. 
, where 1 , 2 , and are constants such that 4( 1 2 ) +1 2 = −1.
One may ask whether the condition " > + 8" can be further reduced. We have proved the following. 
where , ( = 1, 2, 3), 1 , 2 are 8 distinct constants and , are two nonzero constants;
If and are two transcendental meromorphic functions, the lower bound of in Theorem 2 can be further reduced. We have the following. 
Preliminary Lemmas
where and are meromorphic functions.
Lemma 4 (see [11] ). Let ( ) be a nonconstant meromorphic function and let 0 ( ), 1 ( ), . . . , ( ) ( ̸ ≡ 0) be small functions with respect to . Then
Lemma 5 (see [2] ). Let ( ) be a nonconstant meromorphic function, and let be a positive integer. Suppose that
By using the similar method to Yang and Hua [12, Lemma 3], we can prove the following lemma. (2) . If and share 1 CM and ∞ IM, and ̸ ≡ 0, then ̸ ≡ , and
Lemma 6. Let , , and be defined as in
the same inequality holding for ( , ).
Lemma 7 (see [13] ). Let , , and be defined as in (3) . If and share ∞ IM, and ≡ 0, then ≡ . (3), where 
Lemma 8. Let , be two nonconstant meromorphic functions, defined as in
Proof. Note that ̸ ≡ 0, and share ∞ IM, suppose that 0 ̸ = 0 is a pole of ( ) with multiplicity ( ), then 0 is a pole of ( ) with multiplicity + + ( + + ). Thus 0 is a zero of /( −1)− / with multiplicity + + −1 (≥ + ), and a zero of /( − 1) − / with multiplicity + + − 1 (≥ + ). Hence 0 is a zero of with multiplicity at least + . Suppose that 1 = 0 is a pole of ( ) with multiplicity ( ), by the similar discussion as above, we get that 1 = 0 is a zero of with multiplicity at least + + 1. So we have
By the logarithmic derivative lemma, we have ( , ) = ( , ) + ( , ). Note that and share 1 CM, so we have
Obviously,
From (8)- (10) we get (7). This proves Lemma 8. Proof. Since and share ∞ IM, from
Lemma 9 (see [1, Theorem 3.10]). Suppose that is a nonconstant meromorphic function; ≥ 2 is an integer. If
we get that both and are entire functions. The case = 1 has been proved by Fang and Qiu [7, Propostion 2]; here we only need to consider the case ≥ 2.
We obtain from (13) that
Note that
We obtain from (15) that
Thus from (14) and (16) we have ( ) = ( ). Similarly we have ( ) = ( ). It follows from (12) that ( ) = ( ); we get ( ) = ( ).
Suppose that has a zero 0 , say multiplicity ; then 0 is a zero of with multiplicity ≥ 2. In view of (12), we get = 2 and 0 = 0. Moreover, has no zero. Therefore,
where 1 ( ), 1 ( ) are nonconstant entire functions. We deduce that either both and are transcendental functions or both 1 and 1 are polynomials. From (17) we have
Moreover, we have
Thus we get
If ≥ 2, suppose that is a transcendental entire function. We deduce from Lemma 9 and (17) and (18) that 1 is a polynomial, which is a contradiction. Thus 1 is a polynomial and so is 1 . So from (12) we get
where −1 ( 1 ),̃− 1 ( 1 ), and −1 ( 1 ) are differential polynomials in 1 and 1 of degree at most − 1, respectively. Since 1 ̸ ≡ 0, 1 ̸ ≡ 0, by (21) we immediately get a contradiction.
Thus has no zero; similarly, we get that has no zero. So we have
where ( ), ( ) are nonconstant entire functions. With similar discussion as above, we get that + ≡ , where is a constant and and are both polynomials.
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We deduce from (22) that
where −1 ( ) and −1 ( ) are differential polynomials in and of degree at most − 1, respectively. Thus from (12) we obtain
If ≥ 2, since is not a constant, deg( ) ≥ 1, by (24) we immediately get a contradiction.
This proves Lemma 10.
Proof of Theorems 1-3
Since the proof of Theorems 1 and 3 is quite similar to the proof of Theorem 2, here we only need to prove Theorem 2. 
( , 1 ) = ( + 1) ( , ) + ( , ) + ( , ) . (27)
We have 
Similarly we have 
Combining (29) and (30) gives 
By Lemma 10, we get conclusion (2) from ( ).
Case 2. Both and are rational functions.
If is a polynomial, so is . We get from (31) that
which implies = 1, ( , ) = log + (1), and ( , ) = log + (1). Set
where 1 , 2 , 1 , 2 are constants with 1 2 ̸ = 0. By our assumption, we have
where is a nonzero constant. By computation we have 
which implies = 1 and = ; thus +1 = +1 + 1 for a constant 1 . By the second fundamental theorem we get 1 = 0 and ≡ for a constant such that +1 = 1. If and are nonpolynomial rational functions, set
where ( ), ( ), ( ), and ( ) are polynomials. Now we discuss three cases as follows. 
which implies that both and have only simple poles; thus
From (31) we get
which is a contradiction since ( , ) ≥ 2 log + (1), ( , ) ≥ log + (1), ( , ) ≥ log + (1), and ( , ) ≥ log + (1).
a contradiction. 
If ≥ 2, then from (42) we get that both and have only simple poles; thus
which implies that = 2, ( , ) = 2 log + (1), ( , ) = log + (1), and ( , ) = log + (1). Set
where 2 , 1 , 0 , 1 , 0 , and 0 are constants with 2 1 ̸ = 0. Therefore, we have
Obviously, ( , ) = log + (1). If ( , ) = 3 log + (1), then ( , ) = log + (1). Set
where 3 , 2 , 1 , 0 , 1 , 0 , and 0 are constants with 3 1 ̸ = 0. Therefore, we have
where ( ) is a polynomial with deg = 3; ( ) is a nonzero constant. So 1 − has 3 + 3 zeros and 1 − has + 3 zeros, which is a contradiction. If ( , ) = 2 log + (1), then ( , ) = 2 log + (1). So we have ( , ) ≥ ( , ) > ( , ) = 2 log + (1), a contradiction.
If has a pole of order 2, then has only simple poles. With similar discussion as above, we get a contradiction.
Therefore, both and have only simple poles and we also get (47). Thus ( , ) = log + (1). If ( , ) = 3 log + (1), then ( , ) = log + (1); we have ( , ) = ( , ) + ( , ) = ( , ) + ( , ) = 2 log + (1), which is a contradiction. If ( , ) = 2 log + (1) and ( , ) = 2 log + (1), we also get a contradiction. If ( , ) = 2 log + (1) and ( , ) = log + (1), then we get (45), which leads to a contradiction.
Case 2.1 has been ruled out. 
which implies that both and only have simple poles. Moreover, we have ( , 1/ ) = log + (1), and ( , ) = ( , ) = 0. Again from (31) we obtain
which is a contradiction. Case 2.2 has been ruled out. 
Now we prove that and share ∞ CM. We discuss two cases below. 
We deduce from (53) that
where 1 ( ), 1 ( ) are polynomials with deg 1 ≤ (1 + )( + 1) − 2 − 1, deg 1 ≤ (1 + ) − 2 − 1. We get that 1 − has (1+ + )( +1)− +1 zeros while 1 − has (1+ + ) +1 zeros, which is a contradiction because 1 and 1 share CM. Thus has only simple poles. Similarly, has only simple poles; thus and share ∞ CM. 
If has poles of order ≥ 3, then from (56) we get = 1, ( , ) = 3 log + (1), and ( , ) = log + (1). Set ( ) = 
With the similar discussion in Case 2.3.1 we get a contradiction. If has poles of order 2, then from (56) we get ≤ 2. If = 2, then ( , ) = 4 log + (1) and ( , ) = 2 log + (1). Set ( ) = 
provided that = 9, where , ( = 1, 2, 3), 1 , 2 are 8 distinct constants and , are two nonzero constants. By our assumption, this case has been ruled out. So and share ∞ CM. We have 
