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Abstract
Large scale networked embedded systems are becoming increaingly popular with the technology advances
in wireless network, energy eﬃcient hardware, and cost eﬀective manufacturing. Parameter tuning of
such large scale systems has a significant eﬀect on the performance metrics such as reliability, availabil-
ity, longevity, and energy consumption. The parameter tuning should be based on a performance evaluation
which requires a model that closely represents the real system. In modeling a large scale system, an abstrac-
tion of the state space of the system is necessary in order to avoid the state explosion problem. Moreover,
users not only, need an expressive and accurate way to describe the performance criteria in terms of the
model, they also need a way to evaluate the performance criteria against the model. They can do such eval-
uation manually for certain well-known properties or they can explore unknown properties with the aid of
computers.
Many large scale systems have a stochastic behavior. Such stochastic behavior is the result of the ran-
domness in the systems’ operating environments. It can also be the result of the use of randomized protocols
that are used to reduce the need for costly synchronization. We abstract a system state as a probability mass
function (pmf); a pmf is succinct in representation and is informative enough to describe many useful ag-
gregate behaviors of the system. We model the dynamics of the state transitions as a Discrete Time Markov
Chain (DTMC) and develop an on-line model estimation method as well as a goodness of fit test that sta-
tistically validates the model. We develop a probabilistic temporal logic called iLTL in order to specify
aggregate behaviors of large scale systems. Many important performance criteria on DTMC models can
be accurately expressed in iLTL. For the iLTL specifications, performance evaluation is systematically per-
formed through a process of model checking. If a performance criterion is not satisfiable, the model checker
returns a sequence of computations that violates the specification in order to help users fix the problem. We
show the usefulness of our methodology through an experiment with a wireless sensor network of 90 nodes.
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Chapter 1
Introduction
1.1 Motivation
With advances in network and hardware technologies, networked embedded systems have become more
prevalent than ever before. The number of embedded systems outgrow that of personal computers and this
trend is projected to be continued in the future. Wireless sensor networks (WSNs) have recently emerged
as a cost eﬀective way of networking embedded nodes. In this thesis, we develop a method to abstractly
model such systems and a test method to statistically validate the models. We also develop a probabilistic
temporal logic called iLTL and its model checking algorithm. iLTL is used to evaluate the performances of
such system and provides a guideline to improve performance.
A WSN is made up of sensor nodes that collaborate with each other through wireless communication.
Each node has its own processor, volatile and nonvolatile memory, one or more sensors, a wireless communi-
cation channel, and an independent power source. Because of these unique characteristics, WSNs have been
used in many applications such as environmental monitoring [66, 28], structural health monitoring [72, 46],
target tracking [2, 45], and so on.
One of the distinguishing characteristics of typical WSNs is their scale. For example, a medium scale
application such as shooter localization [44] may involve 60 nodes. Without an appropriate abstraction,
it is hard to reason about the global behavior of a WSN, for example to compute its aggregate energy
consumption level or availability. If we were to model a system state as a cross-product of each node’s state,
the standard in concurrency theory, we would end up with the well-known state explosion problem: a WSN
of 100 nodes, each with three states, has 3100 states. Instead, we take a statistical approach: we abstract the
global state of a system as a vector of probabilities, where the size of the vector is the number of states the
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nodes may be in, and the ith element of the vector represents the probability that a randomly picked node is
in the ith state [35]. With this abstraction we can easily reason about certain expected aggregate properties
of the system. Such properties include availability, energy consumption, and throughput.
We model the transition dynamics between states as a Discrete Time Markov Chain (DTMC). This is
reasonable for many applications running on WSNs as their behavior corresponds to a probabilistic transition
systems: nodes go to a sleep mode to save energy with a certain probability and, in order to minimize
collisions, nodes send packets based on probabilistic choice. We choose a DTMC as our model instead of a
Continuous Time Markov Chain (CTMC) because the interpretation of time is discrete in our performance
evaluation logic (see Section 3). The choice of DTMC also enables our method for estimation of the model
(see Section 5.1).
A DTMC is defined by a set of states and transition probabilities between states. Identifying states
from a real system can be done rather straightforwardly: depending on the properties we want to evaluate
or monitor, we can define a necessary set of states. A developer can easily identify which behavior of an
application program belongs to which state. However, assigning transition probabilities between states is not
as immediate as defining and identifying states. For example, although a process may go to a sleep mode by
a pre-programmed probability, we generally do not know how often a process arrives at the relevant decision
point in the code. Thus, we develop a DTMC estimation algorithm based on a sequence of state estimations
of an application execution.
Recall that the current state of a Markov process depends only on its immediate past state. Thus, even
samples from a single execution have enough previous-next state relations to estimate the Markov transition
matrix. We also provide a statistical testing method that checks whether the sample is from the estimated
DTMC. This test is important because our estimation algorithm would always find optimal parameters that
best match with the samples, even if the system were not a Markov process. However, if the system is not a
Markov process or the parameters are poorly estimated, our test will give users a notification together with
any level of desired confidence.
Once we have a DTMC model of a WSN, we can check whether this model satisfies certain performance
criteria that should be met. For example, we can evaluate the expected number of message retransmissions
before a sender successfully receives an ack message, the expected amount of energy consumed to reliably
send a message, or how long it may take to recover from a current unacceptable availability level. The
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checking is easily and systematically done by checking the model against the specification written in a prob-
abilistic temporal logic called iLTL [33]. The logic is extended so that it can model check concurrent runs
of several independent processes [34]. Thus, for independent processes a user can evaluate performances
without exponentially blowing system size.
The methodology we are proposing is useful for establishing aggregate expected properties only of
sensor networks where the nodes have a suﬃcient degree of symmetry in the local states, for example, if
the nodes implement a randomized algorithm, or if the system is event-driven and the environment exhibits
probabilistic behavior over the time interval of interest. In a way, our approach is similar to statistical
physics, which allows aggregate properties of a system, such as the entropy or the average temperature, to
be estimated. The method described above has limitations when all nodes do not have a uniform probabilistic
representation. For example, our method would not be applicable if, for the property of interest, the behavior
of the nodes is represented as a tree of join continuations [1]. Note that the goodness of fit test for Markov
model estimation we propose should tell us when our method is inapplicable. If some parts of a WSN behave
diﬀerently than others, we can model them separately and combine them later. For example, nodes at the
edges of a WSN may behave diﬀerently than nodes in the middle. In this case modeling the entire system as
a single Markov process might cause inaccuracies. Instead, we propose to model boundary nodes and central
nodes separately and combine them as a Stochastic Automata Network (SAN) [53]. In case sub-processes
are independent, we can simplify the model greatly by keeping track of transitions of individual sub-system
states. We can reconstruct the whole system state using the individual states. Performance evaluation on
independent processes occurs commonly: the systems can be physically independent, comparison between
several processes requires concurrent and independent runs of those processes, and checking the eﬀect of
initial conditions also requires concurrent and independent runs of the same processes.
1.2 Contributions
The contributions of this thesis are as follows. First, we develop a probabilistic temporal logic called iLTL
that has diﬀerent interpretation of computational paths than existing probabilistic temporal logics. As a
result it can specify some aggregate properties of large-scale systems which cannot be expressed with con-
ventional logics. Second, we describe a novel way of modeling sensor networks as DTMCs and expressing
the aggregate properties of the network, both in its transient states and its steady-state. Third, we provide a
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way of estimating DTMCs and suggest a statistical test to ensure with high probability that the sensor net-
work obeys the Markov property and that the estimate is suﬃciently accurate. Fourth, we suggest a scheme
to improve the performance of a system based on probabilistic model checking. Transient and steady-state
performances of several systems can be systematically compared through the iLTL model checking process.
Finally, we show a novel method for model checking these properties. We use both simulations and experi-
mental results to illustrate and validate our method. Note that standard methods for solving Markov matrices
result in eﬃcient solutions for steady-state analysis. However, we capture both the transient behaviors and
the steady-state. Moreover, we express our properties in a formal logic and automate the process of checking
behaviors.
1.3 Thesis Outline
The thesis is organized as follows. The next chapter provides background materials on Markov processes,
probabilistic temporal logics, and motivates our choice of a probabilistic temporal logic. Chapter 3 explains
the syntax, the semantics, and a model checking algorithm of iLTL and its extension to multiple DTMC
model. In this chapter, we also discuss how the applicability of our method may be extended to some WSNs
where not all nodes have the same probabilities over the states of interest. In Chapter 4 we analyze a distance
measurement algorithm commonly used in WSN and discuss how to improve the performance of the method
through iLTL model checking. In Chapter 5 we propose a DTMC estimation method and a statistical testing
method. Chapter 6 experimentally demonstrates the eﬀectiveness of our proposed approaches on a WSN of
90 Mica2 nodes.
1.4 Related Work
In this section, we give a brief overview of related researches. The goal is to put our research in a broader
context. Specific details of related work are provided in the background chapter.
Temporal logics are logics on computations over time. Specifically, Linear Temporal Logic (LTL) [41]
specifies properties over each computational paths and Computation Tree Logic (CTL) [19] specifies prop-
erties about computation trees (unwound Kripke structures) using temporal operators preceded by universal
or existential path quantifiers. CTL* [20] is a CTL with the constraint about the path quantifiers relieved.
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Probabilistic temporal logics are temporal logics on probabilistic systems such as Markov chains. Prob-
abilistic CTL (PCTL) [25] and PCTL* [4] are probabilistic counterparts of CTL and CTL* where the path
quantifiers are replaced by the probabilities that certain properties hold in the sub-computation tree starting
from a state. The models of PCTL and PCTL* are Discrete Time Markov Chains (DTMCs), whereas the
models of Continuous Stochastic Logic (CSL) [5], a PCTL-like logic with a probability operator on steady
state, are Continuous Time Markov Chains (CTMCs).
Inferring the probabilities in the Markov matrix from samples is a problem in learning. A more general
form of this problem is inferring the structure of the Markov model itself, given traces from a black box
system. This latter problem is called stochastic grammatical inference. The most recent work on this is
an algorithm for stochastic grammatical inference is presented in [59, 13, 31, 55], where an algorithm and
tool is presented to learn Continuous Time Markov Chains. Note that the method does not provide any
semantic interpretation for the states inferred; this must be done separately. Because the problem addressed
by stochastic grammatical inference is more general, the algorithms are computationally expensive – in case
of [59], the running time is cubic. We address a simpler problem in our Markov model estimation method –
namely, estimating the probabilities given that the structure of the Markov model is assumed to be known.
Assuming a Gaussian distribution of errors, the accuracy of our estimate follows the Central Limit Theorem
[51] – it is reduced as a function of the square root of the sample size (where the sample is the number of
nodes times the number of runs).
When modeling a complex system and composing several systems as a Markov chain, the resulting state
space can be very large. Such large state space often makes checking these systems impractical. If some
states can be merged together and be treated as a single state, it would be computationally beneficial. A
state lumping technique is a method to partition the state space of a Markov chain and treat each partition
as a lumped state [12]. A lumpability condition is that for each state si in a partition Aj the probability of
moving from si to a partition Ak is the same for all states in the partition Aj [30].
For large Markov matrices generated from compositions of Markov processes, symbolic representations
have been used to store the matrices eﬃciently. Multi-valued Decision Diagram (MDD) [47], a generaliza-
tion of Binary Decision Diagrams (BDD), or Matrix Diagram (MD) [16] reduces space to store the Markov
matrix by removing redundancies in the structure.
Model checking is an automatic verification method that checks whether the behaviors of a model are
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within allowed behaviors of a specification usually expressed in a temporal logic. A model checker such
as SPIN [26] has been successfully used to check hardware designs, software testing, security protocol
checking, and other computer aidded checking areas.
When systems have probabilistic behaviors, we can quantitatively check the probability that the model
satisfies a specification written in a PCTL-like logic. PCTL-like logics build a probability space of paths,
and for each sub-formula they compute the probability of the event of satisfactory paths until the truth value
of the whole formula is determined. Many probabilistic model checking tools for these logics have been
implemented and are used for performance evaluation of probabilisitstic systems [6, 42, 17, 10, 32].
In order to reduce the gap between an analytical model and a real system, a statistical model checking
tool called VESTA has been proposed [60]. VESTA provides three interfaces to applications and if they
are implemented VESTA runs discrete event simulations until the number of runs meet given statistical
parameters. Probabilistic model checking is performed to statistically verify specifications on the recorded
runs. VESTA also checks properties expressed as PCTL or CSL.
Much of the material in this thesis has breviously been published in a series of papers. The use of pmf
abstraction, definition of iLTL and the basic model checking algorithm was described in [33]. The model
estimation method and its application to sensor networks was first described in [35]. The tool is described
in [34].
6
Chapter 2
Background
2.1 Discrete Time Markov Chains
A Markov process is a stochastic process whose past has no influence on the future if its present is speci-
fied [51]. Markov processes have been used in many application areas such as communications, computer
networks, and reliability theory. For example, many randomized communication protocols, such as Carrier
Sense Multiple Access (CSMA), are often modeled as a queuing system which is a Markov process [67].
Reliability of a software is also modeled as a probabilistic transition system among modules which also is a
Markov process [52, 24, 14]. Many distributed algorithms such as a distributed consensus algorithm can be
more practical by using randomized algorithms [9, 68]. A Markov chain is a Markov process with a count-
able number of states. Queuing system or reliability models are examples of Markov chains. A Markov
chain can also be classified as either a Continuous Time Markov Chain (CTMC) or a Discrete Time Markov
Chain (DTMC), depending on the interpretation of time. In this section we will describe properties about
DTMCs and in Section 2.3 we will explain CTMCs in detail.
We represent a Discrete Time Markov Chain (DTMC) X as a tuple (S ,M) where S is a finite set of states
S = {s1, s2, . . . , sn} that X can take, and M ∈ IRn×n is a Markov transition matrix that governs the transitions
of X’s probability mass function (pmf). With this representation, the Markov property can be written as
follows:
P[X(t) = si | X(t − 1), X(t − 2), . . . , X(0)] = P[X(t) = si | X(t − 1)].
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The elements of the Markov transition matrix M are conditional probabilities such that
Mi j = P[X(t) = si | X(t − 1) = s j].
So, the pmf of X at time t can be written as
P[X(t) = si] =
n∑
j=1
Mi j · P[X(t − 1) = s j].
Because Mi j is a conditional probability, it is a value in between one and zero, and because
n∑
i=1
P[X(t) = si | X(t − 1) = s j] = 1,
each column of M sums up to one.
In this paper, we represent the pmf as a column vector as follows:
x(t) = [x1(t), x2(t), . . . , xn(t)]T ,
xi(t) = P[X(t) = si].
With the vector representation of a pmf and the Markov transition matrix M, one step prediction of pmf can
be written as
x(t + 1) =M · x(t),
and by recursively applying the one step prediction equation, an n step prediction can be written as
x(t + n) =Mn · x(t).
In this thesis, we consider only those DTMCs which have a unique steady state pmf. The unique steady
state pmf is a scalar multiple of the the eigenvector corresponding to an eigenvalue one. Note that every
Markov matrix has the eigenvalue one. That is, there is a vector z ∈ IRn such that (M − I) · z = 0 where
I ∈ IRn×n. Because, each column of M − I sums up to zero, the rows of M − I are not independent and so
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are the columns of M − I. That is, there is a linear combination of the columns of M− I that makes the sum
the zero vector and the linear combination coeﬃcients are the elements of z [39]. Note that z is not unique.
That is, if z is an eigenvector of M then so is α · z for any α ∈ IC.
However, not every DTMC has a unique steady state. For example, let a Markov matrix M be an identity
matrix. Then, for any x(0), limt→∞ x(t) = x(0). A necessary and suﬃcient condition for a DTMC to have a
unique steady state is that the absolute values of all eigenvalues of M are strictly less than one, except for
the eigenvalue 1.
Other than the steady state condition, we require that all Markov matrices are diagonalizable. The diag-
onalizability condition is not an unrealistic assumption. In fact most matrices are diagonalizable, especially
if the matrices are estimated ones, and the diagonalizability condition will be gained by a slight perturbation
of any undiagonalizable matrix.
In summary, we assume the following two conditions in this thesis:
• Let λi for i = 1 . . . , n be the eigenvalues of M with λ1 = 1. Then, |λi| < 1, for i = 2, . . . , n.
• M is diagonalizable.
With the diagonalizability condition, the relation between the eigenvalue condition and the existence of
a unique steady condition can be easily shown as follows. Let
M = Z · Λ · Z−1,
where Λ = diag([λ1, . . . , λn]), and zi = [z1,i, . . . , zn,i]T is the ith column vector of Z such that M · zi = λi · zi.
Then,
lim
t→∞M
t · x(0) = lim
t→∞Z ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λt1 0
. . .
0 λtn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
· Z−1 · x(0).
• If the eigenvalue condition holds then,
lim
t→∞ x(t) = limt→∞M
t · x(0) =
⎛⎜⎜⎜⎜⎜⎝
n∑
i=1
Z−11,i · xi(0)
⎞⎟⎟⎟⎟⎟⎠ · z1.
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Note that the constant ∑ni=1 Z−11,i · xi(0) is determined regardless of x(0) because x(∞) is a pmf and it
sums up to 1.
• If there is a λi such that |λi| = 1 with i  1 and λi  1, then for some x(0) there is no steady state
because λti will oscillate forever.
• If there is a λi such that λi = 1 with i  1 then any pmf vector in the linear space spanned by zi’s can
be a steady state pmf.
As is shown above, the unique steady state pmf vector is a scalar multiple of the eigenvector corresponding
to the eigenvalue 1. The scalar value can be computed by the fact that pmf vectors sum up to one [65]. That
is, ∑ni=1 xi(∞) = 1. Since, x(∞) =
(∑n
i=1 Z
−1
1,i · xi(0)
)
· z1,
⎛⎜⎜⎜⎜⎜⎝
n∑
i=1
Z−11,i · xi(0)
⎞⎟⎟⎟⎟⎟⎠ = 1∑n
i=1 z1i
.
As an example of a DTMC that does not have a unique steady state pmf, let us consider the following
Markov matrix:
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1
1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
The eigenvalues of M are 1 and -1. Thus, it does not satisfy the eigenvalue condition. For any pmf vector
x(0) = [p, 1 − p]T , x(t) = Mt · x(0) is [p, 1 − p]T if t is even and [1 − p, p]T otherwise. Thus, there is no
steady state pmf.
2.2 Markov Reward Model
Many useful system properties can be expressed by associating a reward to each state of a DTMC. In this
model we assume that by visiting a state we earn the reward associated with the state. This extended model
can express many interesting features of a system in terms of instant or accumulated expected rewards.
Formally, a Markov Reward Model [15, 56] is a triple (S ,M, ρ) where S = {s1, . . . , sn} is a set of states,
M ∈ IRn×n is a Markov transition matrix, and ρ : S → IR is a reward function that maps each state of S to
the reward for that state. Note that the tuple (S ,M) is a DTMC. Since we consider only constant rewards we
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represent the reward function as a constant row vector r = [ρ(s1), . . . , ρ(sn)]. With this representation the
expected reward of a DTMC at time t is:
n∑
i=1
ρ(si) · P[X(t) = si] = r · x(t)
= r ·Mt · x(0).
An accumulated reward during a finite time span T can also be represented as a constant vector. That is,
the expected reward from time t to t + T is:
T∑
τ=0
r · x(t + τ) =
T∑
τ=0
r ·Mτ · x(t)
= r · Z ·
⎛⎜⎜⎜⎜⎜⎜⎝
T∑
τ=0
Λτ
⎞⎟⎟⎟⎟⎟⎟⎠ · Z−1 · x(t),
where M = Z ·Λ ·Z−1. Note that r ·Mτ is a constant row vector. So, the accumulated reward can be treated
as another instant reward. For large T the second line of the previous equations is useful:
T∑
τ=0
Λτ = diag([
T∑
τ=0
λτ1, . . . ,
T∑
τ=0
λτn]),
where
T∑
t=0
λi = λi ·
1 − λT+1i
1 − λi . Note also that if r is orthogonal to the eigenvector z1 (that is, r · z1 = 0) then
the expected accumulated reward is finite even though T is infinite.
Example 1 We give a simple example of a send/ack protocol to illustrate the use of a Markov reward model.
In this protocol, a sender sends a packet, on receiving the packet a receiver replies with an ack. If the
sender does not receive the ack during a certain period of time, it times out and retransmits the packet.
This protocol is represented by the state transition diagram of Figure 2.1, where the numbers at arrows are
transition probabilities and numbers in states indicate the reward of the state (energy consumption at that
state). The states s, ra, rX, XX and d stand for ‘sent’, ‘received and acked’, ‘received but not acked’,
‘not received’, and ‘done’. This state transition diagram can be represented by a DTMC P = (S ,M, L)
where
S = { s, ra, rx, XX, d },
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s:10
ra:2
rX:1
XX:0
1 1
1
1
.81
.1
.09
d:0
Figure 2.1: A simple send/ack protocol: numbers at arrows are transition probabilities, and numbers in states
are required energy at that state.
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 1 0
0.81 0 0 0 0
0.09 0 0 0 0
0.1 0 0 0 0
0 1 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and L will be obvious if AP is given. A reward function of expected energy consumption at each step can be
represented by a vector r = [10, 2, 1, 0, 0]. So, the expected energy consumption at time t given an initial pmf
x(0) is r ·Mt · x(0). Note that the reward vector r is orthogonal to the steady state pmf vector [0, 0, 0, 0, 1]T .
So, we can compute the accumulated reward for infinite period (the expected energy consumption to finish
this protocol):
r′ = r · Z ·
⎛⎜⎜⎜⎜⎜⎜⎝
∞∑
τ=0
Λτ
⎞⎟⎟⎟⎟⎟⎟⎠ · Z−1
= [14.457, 2.0, 15.457, 14.457, 0].
Hence, the expected energy consumption to finish the send/ack protocol given a current pmf vector x is r′ · x.
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2.3 Continuous-Time Markov Chains
Like a DTMC, a Continuous Time Markov Chain (CTMC) is a Markov chain. However a CTMC is defined
on continuous time. Thus, a CTMC is defined with a rate matrix instead of the probability transition matrix
of a DTMC.
Formally, a CTMC X is a tuple (S ,Q), where S = {s1, . . . , sn} is a finite set of states X can take, and Q
is a rate matrix such that Qi, j with i  j is the rate at which X in the sj state moves to the si state [49]. The
rate matrix Q should satisfy the following conditions:
• qi, j ≥ 0 for i  j
•
n∑
i=1
qi, j = 0 for j = 1, . . . , n
The probability transition matrix after time t can be computed by the matrix exponential. That is, let
P(t) = et·Q, then P[X(t) = si|X(0) = s j] = P(t)i, j. If Q is diagonalizable, then the matrix exponential et·Q can
be computed as follows:
et·Q =
∞∑
k=0
(t ·Q)k
k!
= Z ·
⎛⎜⎜⎜⎜⎜⎜⎝
∞∑
k=0
(t · Λ)k
k!
⎞⎟⎟⎟⎟⎟⎟⎠ · Z−1
= Z ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
et·λ1 0
. . .
0 et·λn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
· Z−1,
where Z ·Λ ·Z−1 is the diagonalizaion of the rate matrix Q. We can obtain a DTMC by periodically sampling
a CTMC. That is, let T be a sampling period, then
x(n · T ) = P(n · T ) · x(0)
= P(T )n · x(0).
Thus, if a sampling period is given, we can convert a CTMC into a DTMC and vice versa.
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From the matrix exponential we can derive the forward and backward equations
d
dtP(t) =
∞∑
k=0
tk−1 ·Qk
(k − 1)!
= P(t) ·Q
= Q · P(t).
The above equations show how the rate matrix, also called as a generator matrix, aﬀects the transitions of
pmfs.
2.4 Multiple Markov Process Model
The behaviors of nodes in a WSN may be diﬀerent depending on the applications parameters and the en-
vironments in which they are placed. For example, when flooding or aggregating messages in a WSN,
behaviors of nodes may diﬀer depending on their hop-distances to a base station. Also, we often noticed
that the nodes at the boundary of a WSN and the nodes in the middle have diﬀerent behaviors. In these
cases, estimating the whole system as a single DTMC can be inappropriate and would fail the goodness of
fit test. Instead, we can estimate the system as several separate Markov processes and combine them as a
single Markov process.
Kronecker product can be used to combine independent DTMCs [38]. With this operator one can build
a joint probability transition matrix when two processes are independent. Let A ∈ IRnA×mA and B ∈ IRnB×mB
then the Kronecker product A ⊗ B ∈ IRnA·nB×mA·mB is
A ⊗ B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a11 · B · · · a1mA · B
...
. . .
...
anA1 · B · · · anAmA · B
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where ai j is the (i, j)th element of A. The followings are useful properties of the Kronecker operators
(A ⊗ B) ⊗ C = A ⊗ (B ⊗ C),
A ⊗ (B + C) = A ⊗ B + A ⊗ C,
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Wait
Ready Run
Wait
Ready Run
λ
A B
Figure 2.2: Interacting Markov processes. A master process (A) sends a command to a slave process (B) at
a rate of λ. On sending the message A makes a transition from Run state to Wait state and on receiving the
message B makes a transition to Ready state if it is in Run state. Without the interaction, A and B are two
independent Markov processes.
(B + C) ⊗ A = B ⊗ A + C ⊗ A,
(A ⊗ B)T = AT ⊗ BT ,
(A ⊗ B) · (C ⊗ D) = (A · C) ⊗ (B · D).
Using the Kronecker product, two DTMCs can be combined as follows: let A = (S(A),M(A)) and B =
(S (B),M(B)) be two DTMCs, then the composite DTMC is
C = (S (A) × S (B),M(A) ⊗M(B)),
where the ith state of the set S (A) × S (B) is the tuple (S (A)q , S (B)r ), with q =
⌊
i/|S (A)|
⌋
and r = i mod |S (A)|.
Stochastic Automata Networks (SANs) can be used for combining interacting Markov processes [53,
37]. Specifically, SAN uses synchronized events to model interactions between systems. As an example,
Figure 2.2 shows a diagram of interacting processes. There are two types of nodes, A and B, which are both
modeled by the DTMC PS of Section 5.3. Suppose that A type nodes send commands to B type nodes at the
rate of λ. When sending the command, A changes its state from Run to Wait. On receiving the command, B
changes its state from Run to Ready. The thick arrows of Figure 2.2 show the synchronized event. Because
SAN composes CTMCs and generates a CTMC, in order to use SAN, we need to convert estimated DTMCs
of sub-systems into CTMCs by taking matrix logs. Then, we compute a composed system and convert it
back to a DTMC by taking a matrix exponential. The matrix exponential can be done easily after a matrix
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diagonalization as follows:
eM =
∞∑
n=0
Mn
n! =
∞∑
n=0
Z · Λn · Z−1
n!
= Z · eΛ · Z−1,
where Z · Λ · Z−1 is a diagonalization of M, and eΛ = diag([eλ1 , . . . , eλn ]).
The Kronecker product counterpart of CTMC is Kronecker sum. For matrices A ∈ IRnA×nA and B ∈
IRnB×nB the Kronecker sum A ⊕ B ∈ IRnA·nB×nA·nB is
A ⊕ B = A ⊗ InB + InA ⊗ B.
The following notations are used for a series of Kronecker products and a series of Kronecker sums
J⊗
j=1
A( j) = A(1) ⊗ A(2) ⊗ · · · ⊗ A(J),
J⊕
j=1
A( j) =
J∑
j=1
In1 ⊗ · · · ⊗ A( j) ⊗ · · · ⊗ InJ ,
where ni is the number of rows of a square matrix A(i). Let (S ( j),Q( j)) for j = 1, . . . , J be a set of CTMCs
and assume that there are K synchronized events. Then, their composite CTMC is
A = (S ,Q), (2.1)
where S = S (1) × · · · × S (J) and
Q =
J⊕
j=1
Q( j) +
K∑
k=1
λk ·
⎛⎜⎜⎜⎜⎜⎜⎜⎝
J⊗
j=1
E( j)k −
J⊗
j=1
D( j)k
⎞⎟⎟⎟⎟⎟⎟⎟⎠ , (2.2)
where λk is the rate of the kth event, and E( j)k ∈ IR|S
( j)|×|S ( j) | is:
• I|S ( j) |: if the jth component is neither a master nor a slave of the kth synchronized event.
• ( eab )1: if the jth component is a slave of the kth synchronized event, where eab ∈ IR+ is a weight such
1We use the notation ( ei j ) for a matrix whose (i, j)th element is ei j
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that the column sum of ( eab ) is one if there is a transition from S( j)b to S
( j)
a due to the kth event, and 0
otherwise.
• ( eab ): if the jth component is the master of the kth synchronized event, where eab is 1 if the transition
from S ( j)b to S
( j)
a is the synchronized event, and 0 otherwise.
The last element D( j)k ∈ IR|S
( j) |×|S ( j) | is diag(11×|S ( j) | · E( j)k ). That is, the diagonal matrix of the column sums of
E( j)k .
Example 2 As an example, let us build a composite DTMC of Figure 2.2. In this case, let us assume that the
DTMC PS is obtained at the sampling rate of 100/sec and the commands are sent at the rate of λ = 10/sec.
The generator matrices Q(A) and Q(B) can be computed from eQ
(A)
100 = e
Q(B)
100 = M. Sending the command
moves A from the Run state to the Wait state. Thus, E(A)3,2 = 1 and D(A)2,2 = 1. Similarly, because receiving the
command moves B from the Run state to the Ready state, E(B)3,1 = 1 and D(B)1,1 = 1. Thus, the generator matrix
of the composite system is
Q = Q(A) ⊕Q(B) + 10 ·
(
E(A) ⊗ E(B) − D(A) ⊗ D(B)
)
.
The resulting DTMC is (S × S , e Q100 ).
The stochastic model produced by composing components can be very large and often has redundant
states. This model can be represented more compactly by merging those redundant states. Kemeny and
Snell showed a condition when a DTMC can be lumped into another simpler DTMC [30].
Definition 1 Let (S ,P) be a DTMC with a set of states S = {s1, . . . , sn}, and with a probability transition
matrix P, and let C = {C1, . . . ,Ck} be a partition of S , and let PC ji =
∑
sk∈C j Pki. Then, the DTMC is
lumpable with respect to C if and only if for every Ci and C j in C, PC jk = PC jk′ for any sk, sk′ ∈ Ci.
Definition 2 Let (S ,P) be a DTMC with S = {s1, . . . , sn}, and let C = {C1, . . . ,Ck} be a partition of S .
VS ,C ∈ IRk×n is a matrix such that Vi j is 1 if s j ∈ Ci and 0 otherwise. An IRn×k matrix US ,C is
US ,C =
⎡⎢⎢⎢⎢⎣ V
T
1∗∑n
i=1 V1i
, . . . ,
VTk∗∑n
i=1 Vki
⎤⎥⎥⎥⎥⎦ ,
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where Vi∗ is the ith row of V.
Given definition 2, Kemeny and Snell showed that a DTMC (S ,P) is strongly lumpable2 with respect to
a partition C if and only if
V · P · U · V = V · P.
If a DTMC is lumpable then the lumped DTMC is (C,V · P · U).
A large Markov chain made up with many components such as SAN can be simplified by applying the
lumping technique. In this thesis we regard a large scale system as a composite system of independent
Markov chains. Using the state lumping condition we can reduce the composite system to an individual
Markov chain. We also found that a composite system of independent processes with a single leader process
can be lumped to the system of the leader process. Proofs for these lumping conditions can be found in
Appendix A.
2.5 Temporal Logics
Temporal logics are logics about computations over time. Because of their expressiveness and conciseness,
they have been widely used in hardware/software verification methods. The verification is performed in the
process model checking that checks whether the behaviors of a model is within the allowed behaviors of
specification.
Three logics called Linear Temporal Logic (LTL), Computation Tree Logic (CTL), and CTL* are the
most commonly used temporal logics. These logics have logical connectives such as not, and, and or as
well as temporal connectives such as next, eventually, always, until, and release, so that properties over time
can be precisely expressed. Model checking is a process that checks whether a computational model called
a Kripke structure [27] satisfies a specification expressed in these logics.
A Kripke structure K is a quadruple K = (S , S0,R, L), where S is a finite set of states, S0 ⊆ S is a set
of initial states, R ⊆ S × S is a total transition relation, and L : S → 2APis a labeling function that returns
the set of atomic propositions that are true in the given state, where AP is the set of atomic propositions. A
2Strongly lumpable means lumpable regardless of initial pmf. In this thesis we use the term ‘lumpable’ for ‘strongly lumpable’.
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K, s |= T
K, s |= F
K, s |= p ⇔ p ∈ L(s)
K, s |= ¬ f ⇔ K, s |= f
K, s |= f ∨ g ⇔ K, s |= f or K, s |= g
K, s |= f ∧ g ⇔ K, s |= f and K, s |= g
K, s |= Eψ ⇔ there is a path π with π[0] = s such that K, π |= ψ
K, s |= Aψ ⇔ for all path π such that π[0] = s, K, π |= ψ
K, π |= f ⇔ K, s |= ψ with π[0] = s
K, π |= ¬ψ ⇔ K, π |= ψ
K, π |= ψ ∨ φ ⇔ K, π |= ψ or K, π |= φ
K, π |= ψ ∧ φ ⇔ K, π |= ψ and K, π |= φ
K, π |= Xψ ⇔ K, π1 |= ψ
K, π |= ψUφ ⇔ there exists an i ≥ 0 such that K, πi |= φ and K, π j |= ψ for j = 0, . . . , i − 1
K, π |= ψRφ ⇔ for all j ≥ 0, if for every i < j K, πi |= ψ then K, π j |= φ.
Table 2.1: Semantics of CTL*: a ternary satisfaction relation |=.
computational path π of K is an infinite sequence of states π = s0s1s2 · · · such that s0 ∈ S 0 and (si, si+1) ∈ R
for all i ≥ 0. π[i] represents the ith state of π and πi is the suﬃx of π beginning from si.
The syntax of a CTL* is:
f ::= T | F | p ∈ AP |
¬ f | f ∨ g | f ∧ g |
Eψ | Aψ,
ψ ::= f |
¬ψ | ψ ∨ φ | ψ ∧ φ |
Xψ | ψUφ | ψRφ | ψ | ψ,
where f and g are state formula and ψ and φ are path formula. CTL is a restricted CTL* in which the E and A
path quantifiers are required to precede temporal operators. LTL is another restricted CTL* where formulas
are fof the form Aψ, where ψ is a path formula whose only state subformulas are atomic propositions.
The meaning of a CTL* formula with respect to a Kripke structure K = (S , S0,R, L) and an initial state
is defined by a ternary satisfaction relation |= defined in Table 2.1.
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The followings are commonly used equivalence relations:
ψ ≡ TUψ
ψ ≡ FRψ
ψUφ ≡ φ ∨ (ψ ∧ X (ψUφ))
ψRφ ≡ (ψ ∧ φ) ∨ (φ ∧ X (ψRφ)) .
Model checking a CTL formulae f can be done by labeling each state of S with subformula of f that is
true in that state. Because any CTL formula can be expressed in terms of ¬, ∨, EX, EU, and E, it is enough
to describe model checking algorithm for formulas built up this way.
• ¬ f : label(s) ← label(s) ∪ {¬ f } if f  label(s).
• f ∨ g: label(s) ← label(s) ∪ { f ∨ g} if f ∈ label(s) or g ∈ label(s).
• EXψ: label(s) ← label(s) ∪ {EXψ} if there is s′ such that (s, s′) ∈ R and ψ ∈ label(s′).
• EψUφ: label(s) ← label(s)∪{EψUφ} if φ ∈ label(s) or if ψ ∈ label(s) and there is s′ such that (s, s′) ∈ R
and EψUφ ∈ label(s′).
• Eψ: label(s) ← label(s) ∪ {Eψ} if there is a cycle in R such that for every state s′ in the cycle
ψ ∈ label(s′) and there is a path from s to a state in the cycle such that for every state s′ in the path
ψ ∈ label(s′).
An LTL formulae ψ can be model checked by building a Bu¨chi automaton A¬ψ that accepts only those
strings that satisfy ¬ψ and checking the emptiness of L¬ψ ∩ LK , where Lψ is the set of paths that A¬ψ
accepts and LK is the set of paths that K can generate.
A Bu¨chi automaton [11, 69] is a finite automaton that accepts infinite strings. Formally, a Bu¨chi au-
tomaton A is a quintuple A = (Σ,Q,Δ,Q0, F), where Σ is a finite alphabet, Q is a finite set of states,
Δ ⊆ Q×Σ×Q is a transition relation, Q0 ⊆ Q is a set of initial states, and F ⊆ Q is a set of accepting states.
Let v ∈ Σω be a string of length |IN|. Then, a run of A over v is a mapping r : IN → Q such that r(0) ∈ Q0
and (r(i), v[i], r(i + 1)) ∈ Δ for i ≥ 0. Let in f (r) be a set of states occurring infinitely often in r. Then, r is
accepting if and only if in f (r) ∩ F  ∅. The language LA ⊆ Σω of A consists of all paths accepted by A.
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A Kripke structure K = (S ,R, S0, L) where L : S → 2AP can be directly converted into a Bu¨chi
automaton
A = (2AP, S ∪ {i},Δ, {i}, S ∪ {i}),
where
• for all s, s′ ∈ S , (s, α, s′) ∈ Δ iﬀ (s, s′) ∈ R and α = L(s′).
• for all s ∈ S , (i, α, s) ∈ Δ iﬀ s ∈ S0 and α = L(s).
An LTL formulae can be converted into a Bu¨chi automaton by the expand algorithm of Table 2.2 [23].
The expand algorithm uses a structure called node: <id, I, O, N, X> where id is an identifier of this node, I
is a set of ids of predecessor nodes of this node, O is a set of LTL formulas that is true in this node, N is a
set of LTL formulas not yet processed, and X is a set of LTL formulas that should be true at the next step of
this node. Before applying the expand algorithm, an LTL formula is converted to a negation normal form so
that the ¬ operator appears only at atomic propositions. The conversion is done by recursively applying the
following transform:
ψ → TUψ
ψ → FRψ
¬¬ψ → ψ
¬(ψ ∨ φ) → ¬ψ ∧ ¬φ
¬(ψ ∧ φ) → ¬ψ ∨ ¬φ
¬Xψ → X¬ψ
¬(ψRφ) → ¬ψU¬φ
¬(ψUφ) → ¬ψR¬φ.
CTL* model checking can be done by recursively applying CTL or LTL model checking algorithms
depending on the type of subformula of CTL*: update the labeling function to include already checked state
formulae as a new atomic proposition.
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expand(n, nodes)
if n.N=∅
if ∃m∈nodes s.t. m.O=n.O and m.X=n.X
m.In = m.In ∪ n.In
else
expand(<newId(),{n.id},∅,n.X,∅>, nodes∪{n})
else
let η ∈n.N
n.N=n.N-{η}
if η ∈n.O
expand(n, nodes)
else
n.O=n.O∪{η}
if η = F or η ∈ AP and ¬η ∈n.O
return nodes
if η = T or η ∈ AP
expand(n, nodes)
if η = ψ ∧ φ
expand(<n.I,n.O,n.N,N.X∪{ψ, φ}>, nodes)
if η = ψ ∨ φ
expand(<newId(),n.I,n.O,n.N∪{ψ},n.X>,
expand(<newId(),n.I,n.O,n.N∪{φ},n.X>, nodes)
if η = ψUφ
expand(<newId(),n.I,n.O,n.N∪{ψ},n.X∪{ψUφ}>,
expand(<newId(),n.I,n.O,n.N∪{φ},n.X>, nodes)
if η = ψRφ
expand(<newId(),n.I,n.O,n.N∪{φ},n.X∪{ψRφ}>,
expand(<newId(),n.I,n.O,n.N∪{ψ, φ},n.X>, nodes)
if η = Xψ
expand(<n.I,n.O,n.N,N.X∪{ψ}>, nodes)
Table 2.2: Expand Algorithm
2.6 Probabilistic Temporal Logics
A number of probabilistic temporal logics such as PCTL, PCTL*, and CSL can be used to specify state
transitions of Markov chains [25, 4, 5, 3, 32, 71]. With these logics one can specify the probability that a
Markov process follows certain specified paths. For example, in a multi-path communication network, we
can express the property “with probability larger than 0.5 a packet will arrive at its destination with path
length less than 5.” These logics are described on a probability space built on a set of computational paths.
That is, in the multi-path example, the sample space is a set of all routing paths and the event is a set of paths
whose routing length is less than 5 starting from a certain state.
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2.6.1 PCTL* and PCTL
Probabilistic real time computational tree logic (PCTL) [25, 32] is a probabilistic computational tree logic
(CTL) [19] to model check a DTMC [64]. Diﬀerences between PCTL and CTL are: A (for all) and E (exists)
operators of CTL are replaced by probabilistic operators P<c and P>c and U operator of CTL is extended
to U≤t where t ∈ IR ∪ {∞}. If t = ∞, U≤t is equivalent to the U of CTL. PCTL has also been extended to
PCTL* [4]. The relation between PCTL* and PCTL is similar to that of CTL* and CTL [20]: as X and U
operators are immediately preceded by A or E operators in CTL, X and U operators should be immediately
preceded by probability operators in PCTL.
The syntax of PCTL* is:
f ::= a ∈ AP | ¬ f | f ∨ g | P<c(φ) | P>c(φ),
φ ::= f | ¬φ | φ ∨ ψ | Xφ | φU≤tψ,
where f and g are state formulas, AP is a finite set of atomic propositions, and φ and ψ are path formulas.
PCTL* is a set of state formulas.
PCTL can be defined by restricting the path formulas of PCTL* as follows:
f ::= a ∈ AP | ¬ f | f ∨ g | P<c(φ) | P>c(φ),
φ ::= X f | fU≤tg.
PCTL* model checks a DTMC structure X = (S , si,M, L)3, where S is a set of states, si ∈ S is an
initial state, M ∈ IR|S |×|S | is a probability transition function such that Mi, j = P[X(t + 1) = si|X(t) = s j], and
L : S → 2AP is a labeling function that returns the set of atomic propositions that are true in the given state.
For the DTMC structure we can define a probability space P = (Ω,Δ, μ) [64], where Ω = Sω is a set of all
infinite sequence of states, Δ is a Borel σ-field: a set of Δπ ⊆ Ω for all finite sequences π ∈ S∗ such that
Δπ = { σ ∈ Ω : σ[i] = π[i], for i = 1, . . . , |π| },
3Note that this definition of DTMC is used only in this section. For the other sections of this thesis we use the definition of
Section 2.1.
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where |π| is the length of π, and μ is a probability measure such that
μ(Δπ) =
|π|∏
i=2
T (π[i − 1], π[i]).
A key element of the model checking algorithm is to compute the probability that fU≤tg is satisfied from
each state. For this we assume that the labeling of subformulas f and g is already done. Let ˆS ⊆ S be the
set
ˆS = {s ∈ S : f ∈ label(s) and g  label(s)},
N ∈ IR|S |×|S | be a matrix
Ni, j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
M j,i if si ∈ ˆS
1 if si  ˆS and i = j
0 otherwise
,
and x(0) ∈ IR|S | be a column vector
xi(0) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if si ∈ label(g)
0 otherwise
then
P[X, si |= fU≤tg] = xi(t), where x(t) = Nt · x(0).
Bianco and de Alfaro [8] introduced nondeterminism to the interpretation of PCTL and PCTL*. The
nondeterminism captures the eﬀect of a scheduler: nondeterministic choices of a scheduler give diﬀerent
transition probabilities. For each element Δπ of a Borel σ-field, they associate two diﬀerent probabilities:
the maximal probability μ+(Δπ), when scheduling is most favorable, and the minimal probability μ−(Δπ),
when scheduling is most unfavorable. The meaning of probability operators becomes more conservative:
X, s |= P≥aφ ⇔ μ−({σ ∈ Ω : X, σ |= φ and σ[0] = s}) ≥ a
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X, s |= P≤aφ ⇔ μ+({σ ∈ Ω : X, σ |= φ and σ[0] = s}) ≤ a.
Probabilistic reward CTL (PRCTL) is an extension of PCTL so that it can specify properties about
Markov Reward Model [15]. PRCTL has operators on rewards such as EnJ(φ), EJ(φ), CnJ(φ), YnJ(φ) as well
as PCTL operators. Given a state s, the respective meaning of these operators is whether the expected reward
rate (E), the instantaneous reward (C), or the expected accumulated reward (Y) are within the interval J if
P[X(t) = s] = 1.
2.6.2 Continuous Stochastic Logic (CSL)
A continuous time Markov chain (CTMC) is a triple X = (S ,Q, L) 4, where S = {s1, . . . , sn} is a finite set of
states, Q ∈ IRn×n is a generator matrix, and L : S → 2AP is a labeling function. State transition probability
has exponential distribution with rates specified by Q. That is, the probability of moving from state sj to si
within t time-unit is 1 − e−Qi, j ·t.
Let a path be an infinite sequence of tuples (s, t), with s ∈ S and t ∈ IR+ such that
σ = s0
t0→ s1 t1→ s2 t2→ · · · ,
and for a path σ = (s0, t0)(s1, t2) · · ·, let σ[i] be si the ith state X visits in σ, and let δ(σ, i) be ti, the time X
remains in σ[i]. Let E j =
∑n
i=1 Qi, j be the rate at which X leaves from state sj, and let the embedded DTMC
P ∈ IRn×n be
Pi, j =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Qi, j/E j if E j  0
0 otherwise
.
Let C(s0, I0, . . . , Ik−1, sk) be a cylinder set consisting of all paths σ ∈ (S , IR)ω such that σ[i] = si for
i ≤ k and δ(σ, i) ∈ Ii for i < k. Then we can define a probability space P = (Ω, F, μ) where Ω is a set of
paths, the σ-field F is generated by sets of the form C(s0, I0, . . . , Ik−1, sk), and the probability measure is
defined as
μ(C(s0)) = 1
4We use this definition of CTMC in this section only. For the other sections we use the definition of Section 2.3.
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μ(C(s0, . . . , sk, Ik, sk+1)) = μ(C(s0, . . . , sk)) · Pi, j ·
(
e−E j·a − e−E j·b
)
,
where i and j are the indexes of sk+1 and sk in S respectively, a = inf(Ik), and b = sup(Ik).
Continuous stochastic logic (CSL) [5, 3, 32, 7] is a temporal logic to reason in the probability space
defined in the previous paragraph by a CTMC. The syntax of CSL is
f ::= T | a ∈ AP | f ∧ g | ¬ f | Sp f | Ppφ
φ ::= X f | fUg | fU≤tg,
where p ∈ [0, 1], ∈ {≤, <,≥, >}, f and g are state formula, and φ is a path formula. Note that t of U≤t is
a real number. The Sp f operator compares the constant p with the probability that f is true in the steady
state, and the Ppφ operator compares a constant p with the probability that φ is true in the probability space
defined in the previous paragraph.
The key elements of CSL model checking is to compute the probability measure of paths satisfying the
path formula. Let φ and ψ be state formulas such that labeling on them is already done, then
• P[X, s j |= Xφ] =
∑
si∈label(φ)
Pi, j.
• P[X, s j |= φUψ] is determined by computing the least fixed point of the operator Θ : (S → IR) →
(S → IR), where
Θ(F)(s j) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if s j ∈ label(φ)
∑
si∈S Pi, j · F(s j) if s j ∈ label(ψ) and sj  label(φ)
0 otherwise
.
• P[X, s j |= φU≤tψ] is determined by computing the least fixed point of the operator Ω : (S × IR+ →
IR)→ (S × IR+ → IR), where
Ω(F)(s j, t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if s j ∈ label(φ)
∑
si∈S Qi, j ·
∫ t
0 e
−E j ·τ · F(s j, t − τ)dτ if s j ∈ label(ψ) and sj  label(φ)
0 otherwise
.
For more information please see [5].
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Chapter 3
Specification Logic
In this chapter we explain the syntax and the semantics of the probabilistic temporal logic iLTL. We extend
iLTL so that it can specify concurrent runs of multiple Markov chains. We also explain the syntax and the
semantics of the extended iLTL. Finally, an iLTL model checking algorithm is present in the last section. We
show that with certain DTMCs the inequalities about expected rewards become constant and we compute an
upper-bound when all of them become constants. Explanations about how to convert iLTL model checking
problem into linear programming problem are present at the end.
3.1 Motivations for a New Logic
A model checking algorithm for the PCTL-like logics must repeatedly compute such probabilities from each
state for each sub-formulas beginning with the probability operator of a specification, until the probability
for the whole specification from the initial state is computed. Although these logics are good for reasoning
about transitions of a single process, they are not suitable for DTMCs as abstractions for large scale systems.
This is largely due to the fact that they are reasoning on the probability space of computational paths instead
of reasoning directly on transitions of the probability mass function (pmf).
We illustrate the problem with a DTMC (Figure 3.1). This DTMC has two states: Run (R) and Sleep (S).
The transition probabilities from R to S is 1 as well as from S to R. That is, a node always makes a transition
to the other state. Hence, from a single process point of view, there is no consecutive R or consecutive S
states in any computational paths. So, the probability that a specification “always R” is satisfied is 0 and
PCTL-like logics captures this properly. Now, suppose that there are 100 processes and initially 50 of them
are in state R and the others are in state S. Then, there are always 50 processes in one of the two states and
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Figure 3.1: An oscillating DTMC (left), and its two diﬀerent types of computational paths: the paths of
states, and the paths of pmfs. Note that there are only two paths of states, but there are uncountably many
number of paths of pmfs
a specification like “always P[R] ≥ 0.5” should be true. If all 100 processes are in state R or in state S
then the previous specification should be false by the same reason as “always R”. For this system, because
P[R] ≥ 0.5 is false in S state, PCTL-like logics compute the probability of satisfying the specification to
be 0, regardless of the initial condition. Thus, the semantics of PCTL-like logics is not suitable to express
properties on transitions of pmf. Furthermore, suppose that a node consumes 10 (mA) in state R and 1 (mA)
in state S. The expected energy consumption level at a certain moment is 10 · P[R]+ 1 · P[S ] (mA). Because,
PCTL-like logics do not work on the transitions of pmfs, they have limitations in specifying the expected
values of performance criteria.
In order to address this problem, we have designed a logic called iLTL and have implemented a model
checker iLTLChecker [33]. iLTL is a Linear Temporal Logic (LTL) [41] whose atomic propositions are linear
inequalities about pmfs. Those inequalities can be thought of as inequalities about expected “rewards”, such
as the expected energy consumption or the availability of a system. Instead of working on a probability
space of computational paths, iLTL specifies properties based on the pmf transitions. The model checker for
iLTL searches for an initial pmf for which trailing transitions of expected rewards violate the specification.
This addresses the problem described above. Furthermore, because the iLTL model checker looks for an
initial pmf that may lead to a violation of the specification, it can be used as a predictive monitoring tool.
For example we can specify the property (0.1 < P[Ready]∧P[Ready] < 0.2)→ X X X  (P[Ready] > 0.5):
if the current interval estimate of the availability of the system is 10% to 20%, three steps later (X X X) the
availability of the system always () becomes larger than 50%.
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3.2 iLTL
An abstraction mechanism is necessary to make the state representation of a large scale system useful. We
represent states of such system by pmf vectors because many useful performance metrics can be expressed in
terms of expected values. We have developed a linear temporal logic called iLTL focused on model checking
properties about pmf transitions. The model to be checked by iLTL is a DTMC: the atomic propositions of
iLTL are linear inequalities about pmf or expected rewards. A path of a DTMC is an infinite sequence of
pmf vectors. So, iLTL reasons about a sequence of expected rewards: looking for an initial pmf whose
trailing path violates the specification.
Other probabilistic temporal logics such as PCTL or CSL also model check discrete time or continuous
time Markov chains (Kripke structures with transition probabilities/rates attached to transition relations).
However their primary focus is not on the pmf itself: they define a probability space (Ω,F , P) [64] with
a set of paths of the Kripke structure as a sample space Ω, sets of paths with common finite prefixes as
σ-field F , and the probability measure of an event P is defined as the product of transition probabilities of
the common prefixes. So, it is not possible to reason about expected rewards or to compare two probabilities
possibly at diﬀerent times with these logics.
3.2.1 Syntax
The syntax of the probabilistic temporal logic iLTL is as follows:
ψ ::= T | F | ineq |
¬ψ | ψ ∨ φ | ψ ∧ φ |
X ψ | ψ U φ | ψ R φ
ineq ::=
∑n
i=1 ai · P[X = si]  b,
where X = ({s1, . . . , sn},M), ai ∈ , b ∈ , and ∈ {=,, <,≤, >,≥}. As usual,  and  are defined as
follows:
 ψ ≡ F R ψ,
 ψ ≡ T U ψ.
29
3.2.2 Semantics
In order to explain the semantics of an iLTL formula we first define a computational path of a DTMC
X = ({s1, . . . , sn},M) by a function σx : IN → IRn such that σx(t) = Mt · x. Note that σ(σx(t)) is the suﬃx of
σx starting from σx(t). The semantics of an iLTL formula should be interpreted over these paths. The atomic
propositions of iLTL have the form of linear inequalities (ineq) over a pmf. The linear inequalities can be
regarded as inequalities about expected rewards: we associate a constant reward with each state of a Markov
chain and when a process visits a state it earns the reward associated with that state. The expected reward
earned at a given point in time is the sum of the products of the rewards at each state and the probability
that a process is in that state. Formally, a Markov Reward Process (MRP) is a triple (S ,M, ρ) where (S ,M)
is a DTMC and ρ : S → IR is a reward function for each state [15]. Then the expected reward of a MRP
(S ,M, ρ) at time t is
∑
si∈S
ρ(si) · P[X(t) = si].
Thus, a linear inequality over a pmf is an inequality about expected reward: replace αi with ρ(si) and ignore
the time index t. The time index is implicitly given from the temporal operators of iLTL: the pmf of ineq is
replaced by σx(0).
Many useful properties of a system can be expressed as inequalities about expected rewards. For ex-
ample, a comparison between two probabilities “P[X = A] > P[X = B]” can be rewritten in a reward
form as “1 · P[X = A] − 1 · P[X = B] > 0”, where 1 and -1 are rewards in states A and B. An ex-
pected value of meaningful quantities such as expected queue length can also be expressed in reward form:
“1 · P[Q = Q1] + · · · + n · P[Q = Qn] < L” specifies that the expected queue length of a queuing system
of capacity n is less than L. We can also compare two probabilities at diﬀerent time in the reward form:
suppose that X = ({s1, . . . , sn},M) is a DTMC then
P[X(t) = si] > P[X(t + k) = s j] iﬀ
P[X(t) = si] −
n∑
j=1
m j · P[X(t) = s j] > 0,
where [m1, . . . ,mn] is the jth row of Mk. One of the reasons iLTL does not explicitly use time-indexes is
because it can be written in a reward form as above.
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The meaning of logical connectives ∧, ∨, and ¬ are as usual: ψ∧φ is true if and only if ψ and φ are both
true, ψ ∨ φ is true if and only if ψ or φ are true, and ¬ψ is true if and only if ψ is false.
The semantics of the temporal operators X, U, and R is explicitly related to a computational path σx.
X ψ in σx is true if and only if ψ is true in σ(σx(1)). ψ U φ in σx is true if and only if φ eventually becomes
true along the path of σx and while φ is false ψ is true in σx. In other words, ψ U φ in σx is true if and
only if there is t ≥ 0 such that φ is true in σ(σx(t)) and for all s ∈ [0, t − 1], ψ is true in σ(σx(s)). The until
operator (U) can be easily explained by an example: suppose that events are happening in a WSN and one
may want to keep the WSN in an alert mode until most of the nodes detect them. Then the specification:
(P[X = Ready] > 0.5) U (P[X = Detect] > 0.9) checks whether the event will be detected by more that 90%
of the nodes and until that moment more than 50% of the nodes are in ready state. The release operator R
is a dual of the U operator. ψ R φ in σx is true if and only if φ is true in σx while ψ is false. The eventually
operator  ψ ≡ T U ψ in σx is true if and only if ψ eventually become true in σx and the always operator
 ψ ≡ F R ψ in σx is true if and only if ψ is always true in σx.
Finally, we can define a satisfaction relation |= between an iLTL formula and a DTMC. We say that a
DTMC A is a model of an iLTL formula ψ and write A |= ψ if and only if for all pmf transitions σx of A ψ
is true in σx. Note that each initial pmf x determines a computational path σx. Thus, there are uncountably
many computational paths.
Our model checker iLTLChecker [34] looks for a computational path in which the negation of an original
specification is true. That is, given a specification ψ, iLTLChecker looks for an initial pmf x such that ¬ψ is
true in σx.
A ternary satisfaction relation |= over tuples consisting of a Markov matrix, a computational path, and an
iLTL formula is recursively defined in Table 3.1. A binary satisfaction relation |=, over tuples of a Markov
chain and an LTL formula is define as follows:
X |= ψ ⇔ for all initial pmfs x, M, x |= ψ,
where M is the Markov matrix of X.
The model checking problem is to determine whether a given pair (X, ψ) is in the binary relation |=
defined above.
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M, σx |= T
M, σx |= F
M, σx |= Σai · P[X = si]  b ⇔ Σai · xi  b
M, σx |= ¬φ ⇔ M, σx |= φ
M, σx |= φ ∨ ψ ⇔ M, σx |= φ or M, σx |= ψ
M, σx |= φ ∧ ψ ⇔ M, σx |= φ and M, σx |= ψ
M, σx |= Xφ ⇔ M, σ(σx(1)) |= φ
M, σx |= φUψ ⇔ there exists an i ≥ 0 such that
M, σ(σx(i)) |= ψ and for all 0 ≤ j < i,M, σ(σx( j)) |= φ
M, σx |= φRψ ⇔ for all j ≥ 0, if for every i < j
M, σ(σx(i)) |= φ then M, σ(σx( j)) |= ψ
,
where  is one of =, , <, ≤, >, ≥ with their usual meaning.
Table 3.1: Semantics of iLTL: a ternary satisfaction relation |=.
3.3 Extended iLTL
In Section 2.4 we have discussed the topics about multiple Markov processes. When these processes have
interactions, we can model them with SAN using synchronized events. When they are independent, a com-
posite model can be obtained from individual processes using Kronecker products. As we mentioned earlier,
the independent processes are common in performance evaluations, especially for comparisons between dif-
ferent systems and for comparisons between diﬀerent initial conditions. For example let A = (SA,A) and
B = (S B,B) be two independent DTMCs, where S A = {a1, a2} and S B = {b1, b2} are sets of states, and A
and B are probability transition matrices. As a performance comparison, we may want to check whether
eventually P[A = a1] becomes larger than P[B = b1] from any situations. For this, we first build a composite
system C = (S A × S B,A ⊗ B). Figure 3.2 shows the two DTMCs A, B and their combined DTMC C. The
performance specification eventually P[A = a1] > P[B = b1] can be written as
 (P[C = (a1, b1)] + P[C = (a1, b2)] > P[C = (a1, b1)] + P[C = (a2, b1)]) .
One diﬃculty in this representation is that the number of states grows as the product of the sizes of
component systems. Because of the exponential growth in terms of the number of component systems, this
method is not scalable. The interacting Markov processes of Figure 2.2 have 3×3 = 9 states. If we add
another process with 3 states, the number of states become 27. Instead, we have extended iLTL so that it
can specify performance criteria on concurrent runs of multiple Markov chains. With the extended logic, we
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a1 a2
b1 b2
(a1,b1) (a1,b2)
(a2,b1) (a2,b2)
A11 A22
B11 B22
A11*B11 A11*B22
A22*B11 A22*B22
A21
A12
B12
B21
A11*B21
A11*B12
A22*B21
A22*B12
A21*B22
A12*B22A21*B11
A12*B11
A21*B21
A12*B12
A21*B12
A12*B21
Figure 3.2: Two independent DTMCs A = ({a1, a2},A), B = ({b1, b2},B), and their combined DTMC
({a1, a2} × {b1, b2},A ⊗ B).
do not need to build a composite system: the model checker checks every combinations of pmf transitions.
Thus, the system size grows linearly as component systems are added. If the two processes of Figure 2.2 are
independent, the number of states required is 3+3 = 6. If we add another independent process with 3 states,
the necessary number of states becomes 9. In the extended iLTL, a system state is a set of each system’s
pmfs and the inequality is expanded to range over all system states. That is, for systems X( j) = (S ( j),M( j)),
for j = 1, . . . , J, let x( j) be a pmf vector such that x( j)i be the probability P[X( j) = S ( j)i ] then the extended
state is⋃Jj=1{x( j)}. Extended inequalities are of the form
∑J
j=1 a
( j) ·x( j) < b, where a( j) is a row vector of size
|S ( j)|. Now, the meaning of an iLTL formula is interpreted on a computational path of the extended states
σ∪Jj=1{x( j)}. With this extension the previous specification can be expressed much more simply as:
 (P[A = a1] > P[B = b1]) .
3.3.1 Multiple DTMC model
We represent a multiple DTMC model X as a set of DTMCs. That is,
X =
J⋃
j=1
{X( j)},
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where DTMC X( j) is (S ( j),M( j)), and S ( j) = {s( j)1 , . . . , s( j)nj }. For simplicity, from this section onwards we use⋃
jA for the set
⋃J
j=1{A( j)}.
iLTL [33] is a probabilistic temporal logic that can be used to specify pmf transitions of a DTMC. In
this paper we extend iLTL so that it can specify properties about multiple independent DTMCs together.
3.3.2 Syntax
The syntax of the extended iLTL is
ψ ::= T | F | ineq |
¬ψ | ψ ∨ φ | ψ ∧ φ | ψ→ φ |
X ψ | ψ U φ | ψ R φ |  ψ |  ψ,
ineq ::= a1 ∗ P[X1 = s1] + · · · + an ∗ P[Xn = sn]  b,
where ai, b ∈ IR, Xi ∈ X, si ∈ S (i), and ∈ {=,, <,≤, >,≥}.
3.3.3 Semantics
The semantics of extended iLTL is similar to the iLTL semantics defined in Section 3.2.2. However since ex-
tended iLTL is defined over concurrent runs of multiple DTMCs its computational paths should be redefined
as functions σ∪ jx( j) : IN→
⋃
jIRnj such that
σ∪ jx( j) (t) =
⋃
jM( j)
t · x( j).
Note that σ(
σ∪ jx( j) (t)
) is the suﬃx of σ∪ jx( j) starting from σ∪ jx( j) (t). We also extend the reward function so that
it can related the computations of diﬀerent Markov processes. Let the extended Markov Reward Process be
a set of Markov Reward Processes:
⋃
j(S ( j),M( j), ρ( j)).
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Then, an expected reward of the extended MRP at time t is
∑
j
∑
s∈S ( j)
ρ( j)(s) · P[X( j)(t) = s].
With the extended MRP we can relate concurrent runs of two Markov Processes. For example, let
A = ({Ready, Busy},M(A)) and B = ({Ready, Busy},M(B)) be two DTMCs. Then, a property “the availability
of system A is larger than that of system B” can be expressed as
P[A = Ready] > P[B = Ready].
Because the expression can be rewritten as
P[A = Ready] − P[B = Ready] > 0,
the property is whether the expected reward of the extended MRP
{(
{Ready, Busy},M(A), {(Ready, 1), (Busy, 0)}
)
,
(
{Ready, Busy},M(B), {(Ready,−1), (Busy, 0)}
)}
is larger than zero.
A ternary satisfaction relation |= over pairs consisting of a set of Markov matrices, a computational path,
and an extended iLTL formula is recursively defined in Table 3.2.
A binary satisfaction relation |= over a multiple DTMC model and an iLTL formula is define as follows.
X |= ψ ⇔ for all ⋃ jx( j), ⋃ jM( j), σ∪ jx( j) |= ψ. (3.1)
The model checking problem is to check whether a given pair (X, ψ) is in the binary satisfaction relation |=
defined above.
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⋃
jM( j), σ∪ jx( j) |= T⋃
jM( j), σ∪ jx( j) |= F⋃
jM( j), σ∪ jx( j) |= a1 ∗ P[X1 = s1] + · · · + an ∗ P[Xn = sn]  b
⇔ ∑ni=1 ai · x( j)k  b, where Xi = X( j) and si = sk ∈ S ( j)⋃
jM( j), σ∪ jx( j) |= ¬ψ ⇔
⋃
jM( j), σ∪ jx( j) |= ψ⋃
jM( j), σ∪ jx( j) |= ψ ∨ φ ⇔
⋃
jM( j), σ∪ jx( j) |= ψ or
⋃
jM( j), σ∪ jx( j) |= φ⋃
jM( j), σ∪ jx( j) |= ψ ∧ φ ⇔
⋃
jM( j), σ∪ jx( j) |= ψ and
⋃
jM( j), σ∪ jx( j) |= φ⋃
jM( j), σ∪ jx( j) |= X ψ ⇔
⋃
jM( j), σ(σ∪ jx( j) (1)
) |= ψ
⋃
jM( j), σ∪ jx( j) |= ψU φ ⇔ there exists an a ≥ 0 such that
⋃
jM( j), σ(σ∪ jx( j) (a)
) |= φ and
⋃
jM( j), σ(σ∪ jx( j) (b)
) |= ψ for b = 0, . . . , a
⋃
jM( j), σ∪ jx( j) |= ψR φ ⇔ for all b ≥ 0, if for every a < b
⋃
jM( j), σ(σ∪ jx( j) (a)
) |= ψ
then ⋃ jM( j), σ(σ∪ jx( j) (b)
) |= φ
where  is one of =, , <, ≤, >, ≥ with their usual meaning.
Table 3.2: Semantics of extended iLTL: a ternary satisfaction relation |=.
Markov model & iLTL specification
check feasibility through LP
YES
NO
with a counterexample
Markov model, inequalities iLTL
compute search depth build a Buchi automaton
Figure 3.3: A block diagram of iLTL model checking algorithm.
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3.4 Model Checking Algorithm
Figure 3.3 shows a block diagram of the iLTL model checking algorithm:
Given a multiple DTMC model X = ⋃ jX( j), where X( j) = (S ( j),M( j)), we build a big matrix M and a big
state vector x such that
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M(1) 0
. . .
0 M(J)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
x(∑ j−1i=1 ni)+k = P[X
( j) = s( j)k ],
where ni = |S (i)|. Because the column sums of M are one and all elements of M are non-negative, M is a
Markov transition matrix. However x is not a pmf vector; it is a concatenation of J pmf vectors. Given an
iLTL formula and a multiple DTMC model, an outline of an iLTL model checking algorithm is as follows.
1. Compute the search depth N.
2. Build a Bu¨chi automaton for the iLTL formula.
3. For the graph of the Bu¨chi automaton, search for a counter example by checking the feasibility of
linear constraints by linear programming.
We describe the first and the third steps in this section. The second step is a well-known expand algo-
rithm [18] described in Section 2.5.
Before we proceed to describe the whole verification algorithm, we first show a simple illustrative ex-
ample of a the extended iLTL model checking process.
Example 3 Let us consider the following multiple DTMC and an iLTL specification:
• X = {A, B}, where A = ({a1, a2},M(A)), and B = ({b1, b2},M(B)).
• A set of atomic propositions AP = {p : 2 · P[A = a1] > 3 · P[B = b1] + 2},
• An iLTL formula ψ : p ∨ Xp ∨ XXp
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We construct the big matrix and the big state vector as:
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M(A) 0
0 M(B)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ,
x = [P[A = a1], P[A = a2], P[B = b1], P[B = b2]]T .
Because X |= ψ if and only if LX ⊆ Lψ, we will check whether LX ∩ L¬ψ = ∅. Let q be the negation of the
inequality p. That is q: 2 · P[A = a1] ≤ 3 · P[B = b1]+ 2. Then the negation of the specification ¬ψ becomes
¬ψ : q ∧ Xq ∧ XXq.
If there is a pmf x that satisfies the following constraints, then X |= ψ and x is the counter example we seek.
Otherwise X |= ψ.
[2, 0, 3, 0] · σx(0) ≤ 2 ∧
[2, 0, 3, 0] · σx(1) ≤ 2 ∧
[2, 0, 3, 0] · σx(2) ≤ 2 ∧
[1, 1, 0, 0] · σx(0) = 1 ∧
[0, 0, 1, 1] · σx(0) = 1
The constraints can be rewritten as
[2, 0, 3, 0] ·M0 · x ≤ 2 ∧
[2, 0, 3, 0] ·M1 · x ≤ 2 ∧
[2, 0, 3, 0] ·M2 · x ≤ 2 ∧
[1, 1, 0, 0] · x = 1 ∧
[0, 0, 1, 1] · x = 1
Now, the formula is expressed in terms of a state vector x. The feasibility of this set of linear inequality
constraints can be checked by linear programming (LP).
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Figure 3.4: Monotonic bounds for expected rewards and a search depth.
3.4.1 Computation of Search Depth
Theorem 1 Let λ( j)1 = 1 be an eigenvalue of M( j) for j = 1, . . . , J. If the following three conditions are
satisfied then there is an integer N after which the truth values of all inequalities of ψ become constant.
1. |λ( j)i | < 1 for j = 1, . . . , J and i = 2, . . . , |S ( j)|,
2. M( j) is diagonalizable for j = 1, . . . , J, and
3. the right hand side (RHS) of each inequality of ψ is not equal to its left hand side (LHS) in the steady
state.
Proof We will show that for each inequality α of ψ, there is a bound Nα. Then the maximum of all Nα’s is
the bound N we are seeking. Let α be a · x < b, where a = [a(1), . . . , a(J)] and x = [x(1)T , . . . , x(J)T ]T .
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First, we will show the existence of Nα and then we will actually compute it. Because
Mt =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M(1)t 0
. . .
0 M(J)t
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
if each M( j) has a unique steady state value, M has a unique steady state value. Although, the first condition
of Theorem 1 is enough to guarantee the existence of the unique steady state value [29], together with the
second condition we can easily show it. Let M( j) = Z( j) · Λ( j) · Z( j)−1, where Λ( j) =diag([λ( j)1 , . . . , λ( j)nj ]) is
a diagonal matrix of eigenvalues, and Z( j) = [z( j)1 , . . . , z
( j)
nj ]) is a matrix of eigenvectors. Because M( j)
t
=
Z( j) · Λ( j)t · Z( j)−1, and Λ( j)∞ = diag([1, 0, . . . , 0]), for any initial pmf x( j), σx( j) (∞) = M( j)∞ · x( j) = z( j)1 /c,
where the normalizing constant c = [1, . . . , 1] · z( j)1 . Let b∞ be a · σx(∞), then
a ·Mt · x < b ⇔ a · (Mt · x − σx(∞)) < b − b∞.
Since the LHS of the second inequality tends to 0 as t → ∞ and b  b∞, for a given x there is a time n′ such
that
a · σx(t) < b ⇔ a · σx(n′) < b for t ≥ n′
Now we will compute a upper bound Nα after which the inequality α becomes a constant. As one can
see from Figure 3.4, the bound Nα, which may not be the least upper bound, is an integer t such that
∣∣∣∣a ·
(
Mt · x − σx(∞)
)∣∣∣∣ <
∣∣∣b − b∞∣∣∣ .
The fact that x is a concatenation of pmfs x( j) for j = 1, . . . , J leads to a monotonically decreasing function
which is larger than the LHS of the above inequality for all x.
∣∣∣∣a ·
(
Mt · x − σx(∞)
)∣∣∣∣
=
∣∣∣∣a ·
(
Z · Λt · Z−1 · x − σx(∞)
)∣∣∣∣
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=∣∣∣∣∣∣∣∣
J∑
j=1
a( j) ·
(
Z( j) ·Λ( j)t · Z( j)−1 · x( j) − σx( j) (∞)
)∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
J∑
j=1
⎛⎜⎜⎜⎜⎜⎜⎝
nj∑
i=1
c
( j)
i · λ( j)i
t ·
⎛⎜⎜⎜⎜⎜⎜⎝
nj∑
k=1
Z( j)ik
−1 · x( j)k
⎞⎟⎟⎟⎟⎟⎟⎠ − a( j)i ·
(
σx( j) (∞)
)
i
⎞⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
J∑
j=1
⎛⎜⎜⎜⎜⎜⎜⎝
nj∑
i=2
c
( j)
i · λ( j)i
t ·
⎛⎜⎜⎜⎜⎜⎜⎝
nj∑
k=1
Z( j)ik
−1 · x( j)k
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣∣∣∣
≤
J∑
j=1
⎛⎜⎜⎜⎜⎜⎜⎝
nj∑
i=2
|c( j)i | · |λ( j)i |t ·
⎛⎜⎜⎜⎜⎜⎜⎝
nj∑
k=1
|Z( j)ik
−1| · x( j)k
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≤
J∑
j=1
⎛⎜⎜⎜⎜⎜⎝
nj∑
i=2
|c( j)i | · |λ( j)i |t · maxk∈[1,nj] |Z
( j)
ik
−1|
⎞⎟⎟⎟⎟⎟⎠ ,
where c( j)i = a
( j) · z( j)i . The last inequality is derived from the facts that
∑nj
k=1 x
( j)
k (0) = 1 and x
( j)
k (0) ≥ 0 for
k = 1, . . . , nj.
Let u(t) be the right-hand side of the last inequality,
u(t) =
J∑
j=1
nj∑
i=2
c′i j · |λ( j)i |t, where c′i j = |c( j)i | · maxk∈[1,nj] |Z
( j)
ik
−1|.
Because |λ( j)i | < 1 for j = 1, . . . , J and i = 2, . . . , nj, u(t) is a monotonically decreasing function of t which is
larger than |a · (Mt · x − σx(∞))| and limt→0 u(t) = 0. The upper bound and the lower bound of the expected
reward a · σx(t) are σx(∞) + u(t) and σx(∞) − u(t) respectively.
Thus, Nα = t such that u(t) = |b − b∞|. The bound N after which all inequalities of an iLTL formula ψ
become constant is the maximum of the time bounds Nα of all inequalities of ψ.
3.4.2 Model Checking as Feasibility Checking
Let X = ({s1, . . . , sn},M) be the big DTMC made from a multiple DTMC model X = ⋃ j(S ( j),M( j)). In
order to check X against an iLTL specification ψ, we first build a Bu¨chi automaton A¬ψ by the expand
algorithm [23] as explained in section 2.5. One small extra thing to do that is not in the expand algorithm
is the negation of atomic propositions. Note that after converting an LTL formula to a negation normal
form, negation operators are only at the atomic propositions. For iLTL formulas this negation operators are
explicitly removed by changing the compare relation. We can further replace > and ≥ relations with < and
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≤ respectively by multiplying by −1 on both sides of the inequalities. The following equations summarize
the conversion.
¬ (r · x = b) ⇔ r · x  b
¬ (r · x  b) ⇔ r · x = b
¬ (r · x > b) ⇔ r · x ≤ b
¬ (r · x ≥ b) ⇔ r · x < b
¬ (r · x < b) ⇔ −r · x ≤ −b
¬ (r · x ≤ b) ⇔ −r · x < −b.
The compare relation  will be replaced by a disjunction of two inequalites as follows
r · x  b ⇔ (r · x < b) ∨ (−r · x < −b) .
Note that there are strict comparision relation < in the converted inequalities which cannot be used as a
constraint for linear programming directly. This constraint can be checked by doing a secondary linear
programming with a slack variable [43] for the inequality and associate a negative cost to the new variable.
The strict comparision relation is satisfiable if and only if the minimized cost is less than 0. For example, if
r · x < b is an inequality to check, then
• Check the feasibility of r · x ≤ b by a linear programming.
• If the inequality above is feasible then minimize the following cost function
c = minx,a − a
such that r · x + a = b,
a ≥ 0
possibly with other constraints. If the cost c is less than 0 than the strict comparision is satisfiable.
For convenience, we first define the following terms for an iLTL formula ψ and a DTMC X =
({s1, . . . , sn},M). Let AP be the set of atomic sub-formulas of ψ and let Aψ = (Σ,Q,Δ,Q0, F), where
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Σ = 2AP be the Bu¨chi automaton of ψ.
• L : (IN → IRn) → 2AP is a labeling function such that L(σx(t)) = {a ∈ AP : a(σx(t))}. We also write
L(σx) for the infinite string of Σ such that L(σx)(t) = L(σx(t)) for t ∈ IN.
• Gψ = (Q,ΔG) is a graph associated withAψ, where Q is a set of nodes and ΔG = {(qi, qj) : (qi, α, qj) ∈
Δ for any alpha ∈ Σ} is a set of edges.
• G∞ψ = (Q,Δ∞G ) is a final graph associated with Aψ, where Q is a set of nodes and Δ∞G = {(qi, qj) :
(qi, L(σx(∞)), qj) ∈ Δ} is a set of edges. Note that L(σx(∞)) is constant regardless of the choices of x.
• Let FS C ⊆ Q be the set of nodes of strongly connected components of G∞ψ , and let F+ ⊆ Q be a set of
nodes from which a node in FS C is reachable along the edges of G∞ψ .
• An inequality transform function τM : ineq → ineq such that τM(a1 · x1 + · · · + an · xn < b) =
a′1 · x1 + · · · + a′n · xn < b where [a′1, . . . , a′n] = [a1, . . . , an] ·M. With a little abuse of notion for any
I ⊆ AP, we define τM(I) = {τM(a) : a ∈ I}.
• Let π : IN→ Q be an infinite path of Gψ then a constraint set CNπ is
CNπ = D ∪
N⋃
t=0
τMt(It)
D =
J⋃
j=1
{
x(∑ j−1i=1 ni)+1 + · · · + x(∑ j−1i=1 ni)+nj = 1
}
∪
(∑J
j=1 nj
)
⋃
i=1
{xi ≥ 0} ,
where It =
⋂
(π(t),α,π(t+1))∈Δ
α1 and D is a necessary and suﬃcient condition for x to be a state of multiple
DTMC X.
Theorem 2 Let Aψ = (Σ,Q,Δ,Q0, F) be a Bu¨chi automaton of an iLTL ψ, X = ({s1, . . . , sn},M) be a
DTMC, and N be the search depth for X and ψ by the Theorem 1. Then, there is an initial state x such that
the string L(σx) is accepted by Aψ if and only if there is a feasible point y of the constraint set CNπ where
π : IN → Q is an infinite path of Gψ such that π(0) ∈ Q0, π(N) ∈ F+, and (π(t), L(Mt · y), π(t + 1)) ∈ Δ for
t ≥ 0.
1The transition label of the expand algorithm is exactly It. However its implicit meaning is a set of transition labels that satisfy
It.
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Proof ⇒: Let L(σx) be a string accepted by Aψ, then there is an accepting path π such that
(π(t), L(σx(t)), π(t + 1)) ∈ Δ. For the constraints D of CNπ , because x is an initial state x satisfies D. Be-
cause CNπ ⊆
⋃N
t=0 τMt (L(σx(t))) and x is a feasible point of τMt(L(σx(t))) for t = 0, . . . ,N, x is a feasible
point of CNπ .
Let inf(π) be the set of states that occur infinitely often in π, then because inf(π)∩F  ∅, there is a cycle
including at least one state in inf(π) ∩ F. Thus, inf(π) ∩ FS C  ∅. Because L(σx(n)) = L(σx(∞)) for n ≥ N,
there is a state in FS C reachable from π(N) along a path of G∞ψ . Thus, π(N) ∈ F+.
⇐: Let x be a feasible point of CNπ . Then x is a feasible point of τMt (It) for t = 0, . . . ,N, where It =
⋂
(π(t),α,π(t+1))∈Δ α. Because x is a feasible point of τMt (It), there is an αt ⊆ Σ such that (π(t), αt, π(t + 1)) ∈ Δ
and L(Mt · x) = αt. And because L(σx(t)) = L(σx(∞)) for t ≥ N and π(N) ∈ F+, L(σx) is accepted by Aψ.
Also, because x satisfies constraints D, x is a valid state of X.
By Theorem 2, the problem of checking X |= ψ is reduced to checking the feasibility of constraints CNπ
for paths π of the automatonA¬ψ. Note that each CNπ corresponds to a conjunctive subterm of the DNF form
of ψ. So, the number of constraint sets to be checked is still exponential in N. However, CNπ can be built
while doing depth first traversal (multiple visit of states is allowed) of the graph G¬ψ: Cnπ =
⋃n
t=0 τMt (αt)
where (π(t), αt, π(t + 1)) ∈ Δ. At every step of depth first traversal we check the feasibility of Cnπ, and if an
infeasibility is found early in the traversing process, we can skip checking the subtree. This is equivalent
to checking the common prefixes of conjunctive subterms of DNF form and discarding the subterms if the
prefixes are not satisfiable. The worst time complexity of the algorithm is O
(
(max out degree of G¬ψ)N
)
.
But in many cases the checking terminates in reasonable amount of time even for large N. The feasibility
can be checked by solving linear programming problem with artificial variables [43]. One small but very
eﬀective optimization is to check the feasibility of a new constraint set against the feasible point of the
previous step before doing an LP. Since we add just one inequality constraint at each step, in many cases,
we can skip the LP phase.
Example 4 Figure 3.5 shows a Bu¨chi automaton for the negation of a. Let us assume that ¬a is true for
the final pmf σx(∞). Then all three states are in F+ and after N transitions the model checker will announce
a as false. If ¬a is false by the final pmf then the only state in F+ is the final state with an empty set of
atomic propositions. So, if the F+ is reachable by N transitions then the answer is false, otherwise it is true.
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{T}
{−a}
{}
Figure 3.5: A Bu¨chi automaton for an LTL formula ¬a
Let us assume that N is 3 and ¬a is false by the final pmf σx(∞). Then F+ is the set of states {{¬a}, {}}.
All paths of length 3 that end with a state in F+ are:
(¬a, φ, φ), (T,¬a, φ), (T,T,¬a).
So, the set of inequalities to check is (let ¬a is c · x < b):
{c · x < b}, {c ·M · x < b}, {c ·M2 · x < b}.
If there is a feasible solution vector x that satisfies any of the three sets of inequalities and the constraints
D, then x is a counterexample that satisfies the negated specification ¬a. That is, the initial pmf x violates
the specification a.
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Chapter 4
Reliability Assessment
The goal of software reliability assessment is to quantify the robustness of software and to provide guidance
in testing the software. However, often the software can be so large that checking it as a whole is be imprac-
tical. In order to cope with this diﬃculty, a modular testing method has been proposed where the software
is divided into several modules and the reliability of the software is assessed based on each module’s relia-
bility and a program transition statistics between modules obtained from user profiles. This process can be
modeled as a DTMC whose states are the modules with two additional states representing the failure and
the success states, and whose transition probabilities between states are estimated from the user profiles.
The reliability of a software is the probability that the success state will eventually be arrived which can be
computed by a simple steady state analysis on the DTMC model is achieved [52, 54, 73].
There are many useful results about steady state analysis of a Markov process that can be applied di-
rectly. However, the standard analytical techniques do not address transient behaviors of a system. Thus,
without automated or semi-automated verification methods, a general purpose transient analysis of a system
is diﬃcult. Moreover, as before we want to understand if there are some inital conditions under which a
property may be violated. In this chapter, we analyze a Time Diﬀerence Of Arrival (TDOA) distance mea-
surement method commonly used in WSN [57] and assess the reliability of the method using iLTL model
checking. We build a probabilistic model of the method from our experience and we demonstrate how iLTL
model checking can be used to assess a protocol reliability and how it helps in designing the protocol.
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4.1 Probabilistic Model Of Time Diﬀerence Of Arrival Method
In Wireless Sensor Network each node’s position information is crucial for many applications such
as environmental monitoring, tracking, or location guided routing mechanism [66, 2, 40]. Most non-
GPS based localization algorithms compute each node’s position based on measured distances between
nodes [36, 62, 63, 48]. TDOA is an acoustic distance measurement method commonly used in WSNs. In
general, indoor localization methods suﬀer from echos, whereas outdoor methods suﬀer from environmen-
tal noise and signal attenuation due to large inter-node spacing. In this section, we decompose the outdoor
TDOA distance measurement method into multiple phases which have possible sources of errors. With the
multi-phase probabilistic model, we evaluate the performance of the method through iLTL model checking.
TDOA method uses the propagation speed diﬀerence between sound and radio: the time diﬀerence
between the arrivals of the two signals will be proportional to the distances between the sender of the signals
and the receiver of them. However, the signal attenuation in an outdoor environment and environmental
noise aﬀects the detection probability as well as the probability of wrong measurement. If the radio or
the sound signal is undetected, then the whole process can be repeated after timeout. However, a wrong
measurement due to noises cannot be undone. Thus, we put many integrity checking mechanisms for the
measured distances before we accepting the measurement.
Scheduling is also an important issue for medium to large scale localization to prevent interferences be-
tween diﬀerent measurements. For medium scale localization, centralized scheduling schemes often provide
enough reliability and eﬃciency. In the centralized scheme, a central server sends a start command to a node
to send the radio and the sound signals. If a node receives the two signals it reports the measured distance
back to the central server. Because many WSN communication protocols do not guarantee reliable message
delivery to save energy, there is a probability of message loss. The central server repeats this process until
all or a reasonable number of measurements are made.
Figure 4.1 shows a flow diagram of the TDOA distance measurement method. First, a central server
sends a start command to a sender node. This command usually follows along a pre-formed spanning tree
based routing path to the sender node. The probability that the sender node actually receives the command
is pStart. If the command fails to be delivered to the sender, the server will timeout and will try the mea-
surement later again with probability 1 - pStart. On receiving the command, the sender node sends the radio
and the sound signals —multiple sounds at pre-defined intervals are actually sent in order to increase the
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Start
Beep
Done
GoodReport
BadReport    Retry
pStart
1−pStart
1
pRadio
1−pRadio
1−pDetect
pDetect*(1−pNoise)
pDetect*pNoise
1
pReport*pFalsePositive1−pReport*pFalsePositive
1−pReport*(1−pFalseNegative)
pReport*(1−pFalseNegative)
Figure 4.1: A flow diagram of Time Diﬀerence Of Arrival (TDOA) distance measurement.
Transition probability Energy Consumption
Parameter Probability State Energy
pStart 0.9 Start 5
pRadio 0.95 Radio 1
pDetect 0.9 Beep 3
pNoise 0.3 GoodReport 5
pReport 0.9 BadReport 5
pFlaseNegative 0.2 Done 0
pFalsePositice 0.2 Retry 0
Table 4.1: Assumed transition probabilities and energy consumptions (e : S → IR) at each state of the
TDOA flow diagram of Figure 4.1.
detection probability. If any of the two signal is missed, the server will timeout and will repeat the process.
Another problem is that a detection in the receiver does not mean that the real signal is detected: it can be
due to environmental noise. Thus, we model the probability of good measurement as pDetect · (1− pNoise)
and the probability of bad measurement as pDetect · pNoise. In order to filter out noisy measurements,
each receiver checks the integrity of the received signal and discards suspicious measurements. Thus, for
the good measurements there is a probability pFlaseNegative of false negative from the integrity checking
method and there is pFlasePositive probability of false positive for the bad measurements. The result is also
reported back along the spanning tree routing path with the probability of success pReport. We assume that
each state of Figure 4.1 consumes the amount of energy shown in Table 4.1. We represent the table by a
reward function e : S → IR.
For the flow diagram of Figure 4.1 we can build a DTMC: A = (S ,M), where S={ Start, Radio, Beep,
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GoodReport, BadReport, Done, Retry}, and
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 1
pS ta 0 0 0 0 0 0
0 pRad 0 0 0 0 0
0 0 pDet · (1 − pNoi) 0 0 0 0
0 0 pDet · pNoi 0 0 0 0
0 0 0 pRep · (1 − pFN) pRep · pFP 1 0
1 − pS ta 1 − pRad 1 − pDet 1 − pRep · (1 − pFN) 1 − pRep · pFP 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Let the reliability of the TDOA method be the probability that a good measurement is reported1. Then
the reliability R from a pmf x(t) is:
R =
∑
s∈S
⎛⎜⎜⎜⎜⎜⎝
∞∑
τ=t
pRep · (1 − pFN) · P[A(τ) = GoodReport|A(t) = s]
⎞⎟⎟⎟⎟⎟⎠ · P[A(t) = s]
=
⎛⎜⎜⎜⎜⎜⎜⎝[0, 0, 0, pRep · (1 − pFN), 0, 0, 0] ·
∞∑
τ=0
Mτ
⎞⎟⎟⎟⎟⎟⎟⎠ · x(t).
Note that if the steady state pmf x(∞) is orthogonal to the reward vector [0, 0, 0, pRep · (1 − pFN), 0, 0, 0],
R is finite. Because the Done state is reachable from every state and it is the only sink state of the DTMC A,
the steady state pmf is
P[A(∞) = s)] =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if s = Done
0 Otherwise.
Thus, x(∞) is orthogonal to the reward vector and R has finite value.
Expected energy consumption level to finish the method is another important performance criterion in
energy limited computing environment. The expected energy consumption level at each moment is
ΔE(t) =
∑
s∈S
e(s) · P[A(t) = s],
1The reliability of software is the probability that a process of that software eventually terminates successfully [52, 54].
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and the expected energy to finish the whole process from a pmf x(t) is
E(t) =
∑
s∈S
⎛⎜⎜⎜⎜⎜⎝
∞∑
τ=t
∑
s′∈S
e(s′) · P[A(τ) = s′|A(t) = s]
⎞⎟⎟⎟⎟⎟⎠ · P[A(t) = s]
=
⎛⎜⎜⎜⎜⎜⎜⎝[5, 1, 3, 5, 5, 0, 0] ·
∞∑
τ=0
Mτ
⎞⎟⎟⎟⎟⎟⎟⎠ · x(t).
Again, because the reward vector [5, 1, 3, 5, 5, 0, 0] is orthogonal to the steady state pmf [0, 0, 0, 0, 0, 1, 0]T ,
E(t) has a finite value.
4.2 Reliability Assessment using iLTL Model Checking
In this example, we examine the eﬀect of parameter changes on the performance of the system. Fig-
ure 4.7 and Figure 4.8 show an iLTLChecker description for performance evaluation of the DTMC A.
The description begins with an optional variable declaration block. After the variable declaration, a block
for a list of DTMC definitions follows. Each DTMC definition has the name of the DTMC, a set of
states that the DTMC can be at, and a probability transition matrix. Finally, a specification block is de-
fined. The specification block begins with an optional inequality definition block followed by an iLTL
specification. Also, any line after a # mark is regarded as a comment. A complete description of the
iLTLChecker syntax is in Appendix B. Figure 4.2 is a snapshot of the model checker which is available
from http://osl.cs.uiuc.edu/˜ykwon4.
The inequalities a and b of Figure 4.8 restrict that the TDOA method begins from the Start state. The
inequality c specifies that the availability of A is less than that of B. Note that if the reliabilities of the two
systems are the same, then c from a state {x(A)(t), x(B)(t)} means that during time 0 to t − 1, the reliability
of A is larger than that of B because from time t the reliability of A is smaller than that of B. That is, up to
time t − 1 A has more possibility of correct measurements than B does. The inequality d is similar to the
inequality c, except that it uses a time index–6 in this example. In order to clarify the meaning of the time
index let Z · Λ · Z−1 be the diagonalization of M and let the matrices P(t) and Q(t) be
P(t) = Mt = Z · Λt · Z−1,
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Figure 4.2: A snapshot of iLTLChecker for M/M/1 queuing system.
Q(t) =
∞∑
τ=t
Z ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0
0 λτ2
. . .
0 λτn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
· Z−1 = Q(0) · P(t),
where λ1 = 1 of Λ is replaced by 0. Note that we assume that the reward vectors for accumulated rewards
are orthogonal to z1. With this assumption, we can safely replace the λ1 with 0. Then,
P[A(t) = si] =
n∑
j=1
P(t)i, j · P[A(0) = s j],
Q[A(t) = si] =
n∑
j=1
Q(t)i, j · P[A(0) = s j].
Thus, d compares the two reliabilities after 6 steps. The inequality e compares the expected energy (E(t))to
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Figure 4.3: The eﬀect of increased reliabilities in command sending module and result reporting module.
It does not increase an overall reliability of the TDOA operation. However, it speeds up the measurement
process. Furthermore, it reduces the expected energy to finish the measurement.
finish the TDOA operation in the two systems.
E(t) =
n∑
i=1
e(si) · Q[A(t) = si]
Inequalities i and j specify the probability that the TDOA operation is finished. That is, the inequality
i specifies that the probability that the operation is done is at least 10%.
The model checking result with Specification 1.1 with the modified parameters pSta2=0.95 and pRep2
= 0.95 is as follows:
Depth: 5646
Result: F
counterexample:
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pmf(A(0)): [ 1.0 0.0 0.0 0.0 0.0 0.0 0.0 ]
pmf(B(0)): [ 1.0 0.0 0.0 0.0 0.0 0.0 0.0 ]
The first line Depth: 5646 shows the required search depth to check the specification. The second line
Result: F means that the model does not satisfy the specification. That is, the increased reliabilities in
start command forwarding and result reporting mechanisms do not increase the reliability of the whole
operation. The last two lines are the counterexample: the initial pmfs such that the computational path
from them violates the specification. Specification 1.2 describes that the increased reliability on command
sending module decreases the whole system reliability. The result is false in this case also. From the model
checking results of 1.1 and 1.2, we can conclude that those module reliabilities do not aﬀect the overall
reliability of the system. Thus, we checked the transient reliabilities of the system. Specification 1.3 checks
whether in the early stages of the operation, the improved system has more possibility of correct result. In
other words, whether it speeds up the measurement process. The model checking result confirms it to be
true. The first graph of Figure 4.3 shows the result. The dashed line is above the solid line although they
overlap in the steady state. Specification 1.4 checks whether the improvement reduces the expected energy
consumption to finish the operation. Model checking result is true and the second graph of Figure 4.3, the
expected energy consumption level, shows it.
The model checking results of the previous experiments show that improving the module reliabilities of
sending command and of reporting results do not improve the overall reliability of the system. However,
they speed up the process and save energy. Now, we check improving which of the two modules is more
beneficial. For this experiment we use the module reliabilities of pSta=0.9, pRep=0.95 for system A and
pSta2=0.95, pRep2=0.2 for system B. After several trials of model checking, we found that from step 6 and
before the steady state, system A has slightly higher probability of getting the correct result than B. That is,
improving the result reporting module speeds up the process more than improving the command sending,
module. Specification 2.1 specifies this property and is model checked to be true. Specification 2.2 is a
simpler expression of Specification 2.1 and has the same result. The first graph of Figure 4.4 shows the
result. The reliabilities of the two systems are the same, but system A is faster than system B. Specification
2.3 checks whether system A saves more energy than system B. The model checker reports it to be true and
the second graph of Figure 4.4 shows the result.
We tested the eﬀect of integrity checking filter on the reliability. First, we compare the system with the
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Figure 4.4: Comparisons between increased reliability in command sending module versus increased reli-
ability in result reporting module. If they are both improved by the same amount (5.56%), improving the
reporting module speeds up and saves energy as well.
original filter and the system with a more optimistic filter. That is, the filter accepts more noisy measurement
and has more possibility of false positives and less possibility of false negatives. The formula 3.1 specifies
whether this change increases the reliability, and Formula 3.2 specifies whether it decreases the reliability.
The model checking results on the specification verify that the change reduces the reliability. iLTL formulas
3.3 and 3.4 specify whether the change increases or decreases the expected energy to finish the measure-
ment and the model checking result shows that the change saves the expected energy. We also tested the
eﬀect of pessimistic filter. That is a filter with higher possibility of false negatives and lower possibility of
false positives. iLTL formulas 4.1 and 4.2 specify whether the pessimistic filter increases or decreases the
reliability and the model checking results verify that the change increases the reliability. Formulas 4.3 and
4.4 are about the eﬀect on the expected energy consumption level and the model checking result verifies that
the pessimistic filter increases the expected energy consumption level.
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Figure 4.5: The eﬀect of the noisy measurement filter. Optimistic filter reduces the overall reliability.
However, it speeds up the measurement process and saves energy. Pessimistic filter increases the overall
reliability. However, it slows down the process and uses more energy.
Figure 4.5 shows the eﬀect of filter changes on the reliability of the system and on the expected energy
consumption level. The first graph of Figure 4.5 is about the reliability: the solid line shows the reliability
with the original filter, the dashed line shows the reliability with the optimistic filter, and the dot-dashed
line shows the reliability with the pessimistic filter. Although the optimistic filter is faster, it reduces the
reliability. The pessimistic filter is slower but it increases the reliability. The second graph of Figure 4.5
shows the expected energy consumption level: the optimistic filter saves energy and the pessimistic filter
consumes more energy.
Finally, we checked a system characteristics about the expected energy consumption level. The formulae
5.1 of Figure 4.8 specifies that five consecutive observations of expected energy consumption level less than
1.5 unit of energy is enough evidence that the expected energy consumption level of the system is always
less than 1.5 unit. The model checking result is true. The formulae 5.2 of Figure 4.8 specifies whether
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Figure 4.6: A counter example of Specification 5.2: a transition of expected energy consumption level.
four consecutive observation of expected energy consumption level less than 1.5 unit is suﬃcient evidence
for the same condition. For this specification the model checker returns false with a counter example of
x(A)(0) = [0, 0.186, 0, 0.220, 0.043, 0.357, 0.194 ]. Figure 4.6 shows how the expected energy changes from
the counter example. Note that from step zero to step three the expected energy consumption level was less
than 1.5. However, on step four, it becomes 1.5 again.
4.3 Discussion
The reliability of a system in an environment with randomness can be increased by adding redundancies
to the system such as repeated trials of a task. However, the increased reliability are achieved at the cost
of other performance metrics such as the longevity or the throughput of the system. In this section, we
demonstrated the usefulness of our methodology in tunning multiple parameters of a system through a case
study on TDoA distance measurement protocol. We evaluated the eﬀects of the parameter changes on
various system performance criteria. Our method is more useful than the traditional steady state analysis
based approaches in that it can systematically check transient as well as steady state behaviors of a system.
Furthermore, the specification logic is general enough to evaluate other system properties, such as energy
consumption level, than the reliability of a system.
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var:
eps = 0.0000001,
pSta = 0.9, pRep = 0.9,
pRad = 0.95, pDet = 0.9, pNoi = 0.3,
pFP = 0.2, pFN = 0.2,
pSta2 = pSta, pRep2 = pRep, pFP2 = pFP, pFN2 = pFN,
pSta2 = 0.95, pRep2 = 0.95
# pSta2 = 0.95, pRep = 0.95
# pFP2 = 0.3, pFN2 = 0.1
# pFP2 = 0.1, pFN2 = 0.3
model:
Markov chain A
has states :
{ Start, Radio, Beep, GoodReport, BadReport, Done, Retry },
transits by :
[ 0, 0, 0, 0, 0, 0, 1;
pSta, 0, 0, 0, 0, 0, 0;
0, pRad, 0, 0, 0, 0, 0;
0, 0, pDet*(1-pNoi), 0, 0, 0, 0;
0, 0, pDet*pNoi, 0, 0, 0, 0;
0, 0, 0, pRep*(1-pFN), pRep*pFP, 1, 0;
1-pSta, 1-pRad, 1-pDet, 1-pRep*(1-pFN), 1-pRep*pFP, 0, 0 ],
Markov chain B
has states :
{ Start, Radio, Beep, GoodReport, BadReport, Done, Retry },
transits by :
[ 0, 0, 0, 0, 0, 0, 1;
pSta2, 0, 0, 0, 0, 0, 0;
0, pRad, 0, 0, 0, 0, 0;
0, 0, pDet*(1-pNoi), 0, 0, 0, 0;
0, 0, pDet*pNoi, 0, 0, 0, 0;
0, 0, 0, pRep2*(1-pFN2), pRep2*pFP2, 1, 0;
1-pSta2, 1-pRad, 1-pDet, 1-pRep2*(1-pFN2), 1-pRep2*pFP2, 0, 0 ]
Figure 4.7: An iLTLChecker description: optional variable declaration block and Markov model definition
block. A specification will continue in Figure 4.8.
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specification:
a : P[A=Start] > 1-eps,
b : P[B=Start] > 1-eps,
c : pRep*(1-pFN)*Q[A =GoodReport] < pRep2*(1-pFN2)*Q[B =GoodReport],
d : pRep*(1-pFN)*Q[A(6)=GoodReport] < pRep2*(1-pFN2)*Q[B(6)=GoodReport],
e : 5*Q[A=Start]+1*Q[A=Radio]+3*Q[A=Beep]+5*Q[A=GoodReport]+5*Q[A=BadReport] >
5*Q[B=Start]+1*Q[B=Radio]+3*Q[B=Beep]+5*Q[B=GoodReport]+5*Q[B=BadReport],
f : 5*P[A=Start]+1*P[A=Radio]+3*P[A=Beep]+5*P[A=GoodReport]+5*P[A=BadReport] < 1.5,
i : P[A=Done] > .1,
j : P[A=Done] < .99
###################################################
# when pSta2 + and pRep2 +
###################################################
(a /\ b) -> c # 1.1) F: no reliability change
#(a /\ b) -> ˜ c # 1.2) F
#(a /\ b) -> [] ((i /\ j) -> ˜ c) # 1.3) T: more correct result in early stage
#(a /\ b) -> e # 1.4) T: less energy consumption
###################################################
# when pSta2 + and pRep + (not pRep2)
###################################################
#(a /\ b) -> X X X X X X [] (j -> c) # 2.1) T: less correct result in early stage
#(a /\ b) -> [] (j -> d) # 2.2) T: pRep + is better in transient reliability than pSta2 +
#(a /\ b) -> ˜e # 2.3) T: pRep + is better in energy consumption than pSta2 +
###################################################
# optimistic filter: pFP2 +, pFN -
###################################################
#(a /\ b) -> c # 3.1) F
#(a /\ b) -> ˜ c # 3.2) T: less reliable
#(a /\ b) -> e # 3.3) T: less energy consumption
#(a /\ b) -> ˜e # 3.4) F
###################################################
# pessimistic filter: pFP2 -, pFN +
###################################################
#(a /\ b) -> c # 4.1) T: more reliable
#(a /\ b) -> ˜ c # 4.2) F
#(a /\ b) -> e # 4.3) F
#(a /\ b) -> ˜e # 4.4) T: more energy consumption
###################################################
# instant expected energy consumption
###################################################
#(f /\ X f /\ X X f /\ X X X f /\ X X X X f) -> [] f # 5.1)
#(f /\ X f /\ X X f /\ X X X f ) -> [] f # 5.2)
Figure 4.8: An iLTLChecker description: specification block has optional inequality definitions followed by
an iLTL specification.
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Chapter 5
Markov Model Estimation
Recall that a DTMC is finite state automation with transition probabilities between the states. As discussed
earlier, we assume that identifying the states of interest from application programs is straightforward. In
this section, we propose a Markov transition matrix estimation method based on Quadratic Programming
(QP) [43]. We also provide a statistical test so that we can discard the estimated DTMC model if the real
system does not exhibit Markov behavior.
5.1 DTMC Model Estimation
Assume that the property of interest is over states satisfying the Markov property, and that every node of
the WSN is independent and identical. These assumptions are valid in many WSN applications: a class
of such applications is systems where each node makes a probabilistic choice to change its state and in
many cases this decision is made independent of the states of the other nodes. The ability to make such
independent decision saves large amounts of energy, because synchronization requires information exchange
among nodes. For example, in many applications a sensor node often goes into a sleep mode with certain
probability regardless the states of other nodes. However, we can expect with high confidence that at least
certain number of nodes are awake.
Even in a medium scale WSN, there are hundreds of nodes; this number provides a suﬃciently large
population for robust pmf estimation. If we estimate the pmfs periodically, we can estimate the underly-
ing Markov transition matrix by comparing two consecutive estimations. In the experimental case study
described in Section 6, each time-synchronized node periodically stores its state in its memory. We sub-
sequently collect these sequences from all nodes and estimate a sequence of pmfs. Note that this state
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sampling code can be used once for Markov chain estimation and then disabled so that it does not aﬀect the
performance of a system.
Let X = (S ,M) be the true Markov process of the system. We compute an estimated Markov chain
(S , ˆM) such that ˆM minimizes a squared sum of diﬀerences between a one step predicted pmf xˆ(t + 1) and
a sampled pmf x¯(t + 1). We estimate the probability xi(t) = P[X(t) = si] by the fraction of nodes in state
si over the whole population size. We describe this process in more detail in order to drive a goodness of
fit test. We first introduce a one-zero Random Variable (RV) Yi for each state si such that Yi(X(t)) = 1 if
X(t) = si and 0 otherwise. Let ns be the population size at each sample, and let an RV Ki(t) be
Ki(t) =
ns∑
t=1
Yi(X(t)).
Then Ki(t) has a binomial distribution: P[Ki(t) ≤ n] = Bin (n, ns, xi(t)), where
Bin (n,m, p) =
n∑
i=0
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m
i
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · p
i · (1 − p)m−i.
We use a normalized frequency x¯i(t) = Ki(t)/ns as our point estimator for xi(t). Since each sample at a given
point in time is independent, by the Central Limit Theorem (CLT) for large ns our point estimator x¯i(t) has
a normal distribution N(μ = xi(t), σ =
√
xi(t)·(1−xi(t))
ns
) [51].
Assume that we have m pmf samples of an n state Markov process and let P ∈ IRm×n be a matrix of these
point estimates: Pi j = x¯ j(i). We estimate a Markov matrix ˆM ∈ IRn×n such that it minimizes the diﬀerences
between a sampled pmf x¯(t + 1) and a one step predicted pmf xˆ(t + 1 | t) = ˆM · x¯(t):
E = min
ˆM
m−1∑
t=1
∣∣∣x¯(t + 1) − ˆM · x¯(t)∣∣∣2 .
Let Pc and P f be P’s sub-matrices of the first and the last m − 1 rows. Then the matrix ˆM that minimizes E
is:
ˆM = (PTc · Pc)−1 · PTc · P f .
However, since ˆM is an estimate of a Markov matrix, there are constraints on ˆM. These are 0 ≤ ˆMi j ≤ 1
for all 1 ≤ i, j ≤ n and ∑ni=1 ˆMi j = 1 for all 1 ≤ j ≤ n. We can minimize E subject to those constraints by
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Quadratic Programming [43].
Let z ∈ IRn2×1 =
[
ˆMT∗1, ˆM
T
∗2, . . . , ˆM
T∗n
]T
and
H ∈ IRn(m−1)×n2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Pc · · · 0
...
. . .
...
0 · · · Pc
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
f ∈ IRn(m−1)×1 =
[
PTf ∗1, . . . ,P
T
f ∗n
]T
,
A ∈ IR2n2×n2 = [In2 ,−In2]T ,
b ∈ IR2n2×1 =
[
11,n2 , 01,n2
]T
,
C ∈ IRn×n2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
11,n · · · 01,n
...
. . .
...
01,n · · · 11,n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
d ∈ IRn×1 = 1n,1,
In ∈ IRn×n =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · 0
...
. . .
...
0 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
1a,b ∈ IRa×b =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 · · · 1
...
. . .
...
1 · · · 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
0a,b ∈ IRa×b =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 · · · 0
...
. . .
...
0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where ˆM∗i and P f ∗i are the ith columns of ˆM and P f . Then ˆM can be obtained by
minz 0.5zT HT Hz − fT Hz
subject to
Az ≤ b,
Cz = d
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5.2 Goodness of Fit Test for Estimated DTMCs
Although we can always define a set of states and estimate transition probabilities between the states through
the estimation algorithm described in Section 5.1, we still do not know whether the real system has the
Markov property. In this section, we propose a goodness of fit test against the estimated model. This test
method statistically rejects the estimated model with a given level of confidence if the sequence of pmf
samples does not agree with the model.
For this test, we first build a null hypothesis and an alternative hypothesis:
H0: The actual process is a Markov chain whose transition matrix is the same as the estimated matrix.
Ha: The actual process is not a Markov chain or the Markov transition matrix is diﬀerent from the estimated
one.
Under the null hypothesis H0, we can compute one step predicted pmf using a current sampled pmf.
Using a χ2 test between the predicted pmf and a sampled next step pmf, we can compare how well they
fit together. More specifically, under the null hypothesis, the RV q(t), called Pearson’s test statistic, has χ2
distribution with n − 1 degrees of freedom:
q(t) =
n∑
i=1
(Ki(t) − ns · xˆi(t | t − 1))2
ns · xˆi(t | t − 1) ,
where Ki(t) is the RV we defined in Section 5.1 and xˆ(t | t−1) = ˆM · x¯(t−1) is a one step predicted pmf from
the previous sample x¯(t − 1). We omit the degrees of freedom in χ2 distribution for simplicity in notation.
Thus, unless otherwise specified, χ2 means χ2 with n − 1 degrees of freedom. We write χ2α for the value y
such that χ2(y) = α.
Now, we introduce a significance level γ, and a random variable Bγ such that
Bγ =
m∑
t=2
δχ21−γ
(q(t)),
where δθ(x) = 1 if x ≥ θ and 0 otherwise. Note that, under the null hypothesis H0, for the probability
estimation at time t, P[q(t) > χ21−γ] = γ and the one-zero random variable δχ21−γ (q(t)) has an expected
value γ which is the probability of bad sampling under H0. Since, there are m samples Bγ has a binomial
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distribution of order m − 1 and probability γ. Let nγ be a least integer such that Bin
(
nγ,m − 1, γ
)
≥ 1 − α.
We accept H0 if for all γ ∈ (0, 1), Bγ ≤ nγ. Otherwise we reject H0 with the probability of type I error α.
The problem is that γ is in IR, which we cannot enumerate. However, because Bγ takes finite number
of values, we can still perform the goodness of fit test. Let s be the index of q(t) when q(t)’s are sorted in
the increasing order and let γs be 1 − χ2(q(t)). Note that Bγs is equal to m − s. We divide the interval for γ
into several sub-intervals and do test on each of the m intervals: (1, γ1], (γs, γs+1] for 1 ≤ s ≤ m − 2, and
(γm−1, 0). Because nγ is m-1 and 0 for the intervals 1 < γ ≤ γ1 and γm−1 < γ < 0 respectively and so is
Bγ, the test is trivially true in these intervals. Thus, Bγ ≤ nγ for 0 < γ < 1 if and only if nγs < m − s for
1 ≤ s ≤ m − 1.
5.3 Simulation Study
We illustrate the accuracy and usefulness of our DTMC estimation algorithm and goodness of fit test by
means of a simulation study. Specifically, we model a set of processes running on WSN nodes by a three
state automaton with Ready, Run, Wait states. When a process is initiated, it is in a Ready state. It then
transitions to a Run state. If the process performs an I/O operation, it will transition to a Wait state, and after
the I/O operation is completed, it will return to the Ready state. A process in the Run state moves back to
the Ready state so that other processes running on the same node can proceed together. We assume that the
process does not terminate; this is usual in WSN applications–typically, a WSN application monitors the
environment and reports the result to a base station through the life of its platform. Assume that the system
is a DTMC PS = (S ,M) where S = {Ready, Run, Wait} and
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.95 0.07 0.05
0.05 0.90 0.0
0.0 0.03 0.95
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Figure 5.1 shows a block diagram of the DTMC PS ; the ellipses represent states and the numbers represent
transition probabilities.
We ran a simulation with 3000 independent and identical DTMC nodes of PS . Beginning from a state
S , each node changes its state based on the transition probability matrix M at each step. We measured the
frequencies of each state at each step and normalized these frequencies so that the sum of the fractions was
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Figure 5.1: A process state diagram: the ellipses are states and the numbers at arrows are transition proba-
bilities between states.
1. Recall that these normalized frequencies are the point estimates of the probabilities.
The first graph of Figure 5.2 shows the sampled pmf transitions of the 3000 nodes. Note that, there
are some jitters in the graph. These jitters are due to the small sample population size. Based on the CLT,
we hypothesize that the variance of the jitters will be inversely proportional to the number of nodes. The
number of states, which is the degrees of freedom of q(t) plus one, will relate inversely to the jitters in the
observations. In order to confirm the cause of the jitter, we ran the same simulation again with 105 nodes.
The second graph of Figure 5.2 shows the sampled pmf transitions. One can see that most of the jitters of
the first graph have been removed. The thick lines of the third graph are the computed pmf transitions of
the real system PS . We can see that the sampled pmf transitions of the 105 nodes looks very close to the
computed pmf transitions. In order to check the eﬀect of the number nodes on the sensitivity of the pmf
estimation, we run the simulation with diﬀerent numbers of nodes, varying from 10 to 100,000, and checked
the variances of the pmf samples. The first graph of Figure 5.3 shows the variances with diﬀerent numbers
of nodes. Note that x-axis and y-axis are both log scaled. As we had expected, the variances are inversely
proportional to the number of nodes.
In order to check the eﬀect of the number of states on the sensitivity of the estimation, we build M/M/1
queuing systems [64] of diﬀerent capacities and run several simulations with them. The reason we choose
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Figure 5.2: Top: pmf samples of 3000 node simulation. Middle: pmf samples of 105 node simulation.
Bottom: predicted pmf transitions of a real (thick lines) and those of an estimated Markov chains (thin
lines). The second graph shows that the cause of large jitters in the first graph is the small sample population
size. The last graph shows how well the process is estimated.
queuing systems is because the number of states we want to check can be directly interpreted as the capacity
of the queue. We set μ = 0.105/T , λ = 0.1/T , number of nodes to be 5000, and capacity of the queues to be
varying from 5 to 45 at a regular interval of 5, where T is the sampling period. We first checked the eﬀect of
the number of states on the Pearson’s test statistic q. The second graph of Figure 5.3 shows a histogram of
q with the number of states varying from 5 to 45. As we had expected, the histograms move toward larger
values and become flat as the number of states increases. However, the relation between the number of states
and the variance is not as significant as we had expected. We think that this is because the increase in the
number of states distributes the nodes over a larger space, and this may counteract the eﬀect of increased q
value.
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Figure 5.3: Top: Variance versus the number of nodes. As is expected from the CLT, the variance of sample
is inversely proportional to the number of nodes. Bottom: Histogram of q values (Pearson’s test statistic)
versus the number of states from simulations of M/M/1 queuing system of diﬀerent capacities. The q values
have χ2 distribution with the number of states minus 1 degrees of freedom.
From the simulation results of 3000 nodes, we estimate a DTMC ˆPS = (S , ˆM), where
ˆM =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9441 0.0823 0.0503
0.0532 0.8930 0.0000
0.0028 0.0246 0.9497
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
For simplicity, the numbers in ˆM are truncated to five decimal numbers. We present a computed pmf
transitions of ˆPS as thin lines of the last graph of Figure 5.2. We can roughly see how close the estimated
responses are to the real ones. The estimated model passes the goodness of fit test with a significance level
of 0.01.
In order to demonstrate the eﬀectiveness of our goodness of fit test, we modify M slightly (changing
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Figure 5.4: Top: pmf samples of 3000 node simulation with modified Markov chain PS′. Middle: diﬀerence
between expected pmf ( ˆPS ) and sampled pmf (PS ). Bottom: diﬀerence between expected pmf ( ˆPS ) and
sampled pmf (PS ′). The third graph shows larger error than the second graph: if the pmfs are sampled from
a diﬀerent Markov process then the diﬀerences between expected pmf and sampled pmf become large.
some of the entries by 0.05) to get M′ below:
M′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9 0.07 0.1
0.1 0.85 0.0
0.0 0.08 0.9
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We then ran the same simulation with 3000 nodes with a DTMC PS′ = (S ,M′). The first graph in
Figure 5.4 shows how the sampled pmf transits with the modified Markov transition matrix M′. Comparing
with the first graph of Figure 5.2, the probability P[PS = Ready] is decreased and the others are increased.
The second and the third graphs in Figure 5.4 show Euclidean distances between sampled pmfs and one
step prediction by ˆPS for the simulations of Figure 5.2 and Figure 5.4. That is, |¯x(t + 1) − xˆ(t + 1 | t)|
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Figure 5.5: Histograms of q values (Pearson’s test statistic). Top: samples from PS (real process), Bottom:
samples from PS’ (modified process). If samples are made from expected pmfs, the q values have a χ2
distribution (Top). Otherwise they do not show the χ2 distribution (Bottom).
and |x¯′(t + 1) − xˆ(t + 1 | t)| where, x¯(t) is a sampled pmf vector of PS at step t, x¯′(t) are that of PS ′ and
xˆ(t+1 | t) = ˆM · x¯(t). As expected, the prediction error of the second graph is less than that of the third graph.
Figure 5.5 shows histograms of Pearson’s test statistic, q values, for the samples from the original Markov
process PS and the samples from the modified Markov process PS’. The first graph shows much smaller q
values than the second graph.
We checked the estimated DTMC ˆPS against the simulation results of modified DTMC PS′. When
γ = 0.5099, there are 271 samples out of 499 that do not satisfy q < χ20.4901. With the significance level
of 0.01 and γ = 0.5099, the confidence interval is [0,335]. Thus, we reject the null hypothesis H0 with the
probability of type I error 0.01 and accept Ha.
Simulations suggest that the estimation error is reduced more significantly if we use a larger number of
nodes than if we increase the number of trials. However, we do not have a formal proof of this. For each
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χ2-test, one more observation should be made. We are testing our estimates against a sample that is included
in the overall estimation ( ˆM). This creates a bias in our test. However, this bias is slight, given that we are
using 500 samples – removing a single sample will not significantly change the result. Therefore, we avoid
the unncecessary recalculations.
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Chapter 6
Experiments
We now describe a case study on a WSN platform. This case study proceeds along the same steps in Sec-
tion 5.3: we estimate the Markov transition matrix, check it with the goodness of fit test of Section 5.2, and
evaluate several performance criteria by iLTL model checking. Our experimental platform comprises of 90
Mica-2 motes. Each mote has an ATmega128L low power 8 bit CPU working at 8MHz clock speed, 4Kbyte
of SRAM, 128Kbyte of program flash, and 512Kbyte of serial flash memory. Although, a mote has rela-
tively large serial flash memory, this memory is slow especially for write operation. Mica-2 is also equipped
with a CC1000 radio transceiver. At the lower level communication layer, the Manchester encoding is used,
and we can achieve a theoretical throughput of 38.4Kbps. In order to save energy, an application can go to
a sleep mode. The amount of energy spent in various modes is summarized in Table 6.1 [21].
TinyOS is an operating system running on Mica-2 nodes [70]. When developing an application, TinyOS
provides a programming framework and library functions to support I/O operations. TinyOS is linked with
application codes and loaded on Mica-2 nodes. TinyOS has three diﬀerent program blocks: I/O operations
are made by calling a command block, the result of an I/O operation can be passed to an application through
an event block in the form of a signal, and application programs that run a long time should be written in
a task block [22]. TinyOS schedules tasks by managing a queue of non-preemptable task blocks. Thus,
spin-looping in a task block will block the entire operations of TinyOS.
6.1 Application scenario and program
We implemented the program in Figure 6.1. This application program samples a microphone and stores the
result in a buﬀer (sampling code not shown). Whenever the run task is scheduled, it computes a Fourier
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Processor Radio
transmit receive
Active 8 mA 25 mA 8 mA
Sleep < 15 μA < 1 μA
Table 6.1: Energy consumption level of a Mica-2 mote.
task run() {
state=Run;
DFT(mic);
if(rand()%100<5)
call SendMsg.send(),
state=Wait;
else
post run(),
state=Ready;
}
task dummy() {
int i,n=rand()%4;
for(i=0;i<n;i++)
DFT(mic);
post dummy();
}
event SendMsg.sendDone(){
post run();
state=Ready;
}
double DFT(int* smp) {
s=c=0;
for(i=0;i<T;i++)
s+=sinV[i]*smp[i],
c+=cosV[i]*smp[i];
return sqrt(s*s+c*c);
}
Figure 6.1: Abbreviated experimental program. The state variable keeps track of the state of the system.
There is a timer interrupt routine that samples the state value at a regular interval.
transform coeﬃcient of the mic sample [50]. After the coeﬃcient is computed, in order to reduce collisions,
the application sends the result to a base station with a 5% probability. To make the experiment more
realistic, we created a dummy task which simulates other applications running on the same node. We track
the states of a process by recording them in the variable state. A timer interrupt routine is called at every
1/256 sec and samples the state variable. The state sample data is recorded on the SRAM because the
serial flash is too slow and would aﬀect the sampling. In view of the small SRAM, we compress the sample
data by a run length encoding algorithm [58].
As one can see from the ˆM matrix (Section 6.2), when a process is in the Wait state it remains in this
state with 95% probability which gives a high compression ratio to the encoding algorithm. Note that as
sampling speed increases so does the probability that a process remains in its current state. That means
that the run length encoding algorithm performs better at high frequency sampling. For this experiment
we configure every node within a radio communication range of a base station. Because we do not need
multi-hop message forwarding, we turn oﬀ the radio communication channel except when a node is sending
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Figure 6.2: Sampled pmf transitions from 90 nodes experiment (solid lines) and predicted pmf transitions
of an estimated Markov chain (dashed lines).
a message. This saves energy which might be consumed by unnecessary messages.
6.2 DTMC Estimation
The 90 nodes were programmed identically, except for their ids; the ids are used as seed values for a random
number generator. All nodes are initially time synchronized by a start message from a base station: on
receiving the start message, each node starts executing the code of Figure 6.1. A process state is sampled
and compressed at the rate of 256 times per sec. We connected the sampling routine directly to a timer
interrupt so that sampling accuracy is not compromised by the task scheduling of TinyOS. The sample data
is retrieved from each node one by one. We aligned the 90 sequences of samples so that they begin at the
same moment and compute a sequence of estimated pmfs.
The solid lines of Figure 6.2 show the transitions of sampled probability distribution. As we have seen
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model:
Markov chain A
has states:
{ Ready, Run, Wait},
transits by :
[ .4691, .7383, .0435;
.4827, .2455, .0000;
.0482, .0162, .9565 ],
Markov chain B
has states:
{ Ready, Run, Wait},
transits by :
[ .4691, .7383, .0435;
.4827, .2455, .0000;
.0482, .0162, .9565 ],
Markov chain C
has states:
{ Ready, Run, Wait},
transits by :
[ .4691, .7383, .0435;
.1827, .2455, .9000;
.3482, .0162, .0565 ]
specification:
a : P[A=Ready] > 0.5,
b : P[A=Ready] > 0.3,
c : P[A=Wait] > 0.27,
d : 8*P[A=Ready] + 8*P[A=Run] + 33*P[A=Wait] < 25,
e : 8*P[A=Ready] + 8*P[A=Run] + 33*P[A=Wait] > 15,
f : P[A=Run] > P[B=Run] + 0.3,
g : P[A=Ready] - P[B=Ready] < 0.05,
h : P[A=Ready] - P[B=Ready] > -0.05,
i : P[A=Ready] > P[B=Ready] > 0.1,
j : 8*P[A=Ready] + 8*P[A=Run] + 33*P[A=Wait] <
8*P[C=Ready] + 8*P[C=Run] + 33*P[C=Wait] + 5,
k : 8*P[A=Ready] + 8*P[A=Run] + 33*P[A=Wait] <
8*P[C=Ready] + 8*P[C=Run] + 33*P[C=Wait] + 1.3
a -> X X [] b # 1.
#<> [] (d /\ e) # 2.
#(˜e) U c # 3.
#(f /\ g /\ h) -> (X d /\ X X d /\ X X X d /\
# X X X X d) # 4.
#j -> X X X k # 5.
Figure 6.3: An iLTLChecker description of the estimated DTMC model and specifications.
in Figure 5.2, the jitters are due to small sample population size. From this sequence of pmf estimations, we
estimate a DTMC A = (S , ˆM), where S = {Ready,Run,Wait} and
ˆM =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.4691 0.7383 0.0435
0.4827 0.2455 0.0000
0.0482 0.0162 0.9565
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The dashed lines of Figure 6.2 show pmf transitions of the estimated DTMC A. We plotted the estimated
pmf transition graphs starting from the initial sample pmf. We applied the goodness of fit test of Section
5.2 to the estimated DTMC A and the pmf samples. Our estimated model passed the test with a significance
level of 0.05.
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6.3 Performance Evaluation
Figure 6.3 shows an iLTLChecker description of the estimated DTMC A and an iLTL specification. The
inequalities a and b in Figure 6.3 describe whether the availability of DTMC A is larger than 0.5 and 0.3
respectively. Similarly, the inequality c specifies that the probability that a process is in the Wait state is
larger than 0.27. Inequalities d and e are about expected energy consumption levels. From Table 6.1 we
know that if a process is in the Run state or in the Ready state it consumes 8 mA of energy and if it is in the
Wait state (sending messages) it consumes 33 mA (25 for radio + 8 for process) of energy. Thus, e specifies
that the expected energy consumption level of a node is larger than 15 mA.
The first iLTL formula a -> X X [] b specifies that if the availability of the system is larger than
50%, then from two steps onward the availability never goes below 30%. The model checking result is true:
iLTLChecker shows the following result.
Depth: 40
Result: T
The first line Depth:40 is the maximum number of time step iLTL needs to search in order to check the
specification. iLTLChecker shows the depth first before it begins search. This number gives a hint about the
model checking time: if it is too large, one may need to change the specification. The second line Result:T
means that the DTMC is a model of the specification. In other words, all pmf transitions of the DTMC A
satisfy the specification.
If we slightly modify the specification to a -> X [] b or replace the RHS of the inequality a with 0.45,
the DTMC A does not satisfy the specifications: availability of 50% now does not guarantee the minimum
availability of 30% from the next step, and an availability of 45% now does not guarantee a minimum
availability of 30% beginning from two steps later. The following is the output of iLTLChecker for the
specification “P[A = Ready] > 0.45→ X X  (P[A = ready] > 0.3)”:
Depth: 40
Result: F
counterexample:
pmf(A(0)): [ 0.461 0.000 0.539]
pmf(B(0)): [ 1.000 0.000 0.000]
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Figure 6.4: Top: Availability of system A. The dashed line shows that the availability become less that 30%
at step 3. Bottom: expected energy consumption level of system A. In the steady state it will be 19.2 (mA).
pmf(C(0)): [ 1.000 0.000 0.000]
The second line indicates that the DTMC does not satisfy the specification and the 4th line shows a coun-
terexample: an initial pmf for the DTMC A that leads to a violation of the specification.
We can check the result from the first graph of Figure 6.4. This graph shows how the availability
of the system is changing over time from two diﬀerent initial pmfs: [0.5, 0, 0.5]T for the solid graph and
[0.461, 0, 0.539]T for the dashed graph. From the dashed graph, we can see an example run that satisfies
a -> X X [] b but does not satisfy a -> X [] b: the availability is less than 30% at step 1 but it is
always larger than 30% from step 2. The dashed line shows a counterexample of the modified specification:
the availability is less than 30% at step 3 and step 4.
The second formula <> [] (d ∧ e) specifies that in the steady state the expected energy consumption
level is in between 15 mA and 25 mA. From an eigenvalue analysis, we can compute that the steady state
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Figure 6.5: Expected energy consumption level and P[A = Wait]. At step 2, P[A = Wait] is 0.28 and the ex-
pected energy consumption level is 15 (mA), which is a counterexample of the modified third specification.
pmf of A is x(∞) = [0.34, 0.21, 0.45]T and the expected energy consumption level in the steady state is
19.2 mA. Thus, we expect the model checking result to be true; indeed, iLTLChecker returns true. The
second graph of Figure 6.4 shows the transition of expected energy consumption level starting from the
counterexample of the previous paragraph.
The third specification (¬ e) U c describes that the probability P[A = Wait] eventually becomes
larger than 0.27 and while it is less than 0.27 the expected energy consumption level is less than 15 mA.
iLTLChecker returns true for this statement. However, if we change the RHS of the inequality c to 0.28 it
returns false with a counterexample of [0.72, 0, 0.28]T . We can immediately check the result at step 0: P[A =
Wait] > 0.28 is false and the expected energy consumption level is 15 mA. In order to check the transitions
over time we draw Figure 6.5 from an initial pmf [0.758, 0, 0.242]T . From the first graph of Figure 6.5, we
can see that P[A(t) = wait] > 0.27 is true from step 2 onward and the expected energy is less than 15 mA
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until step 1. Thus the original specification of Figure 6.3 is true. However since P[A(t) = wait] > 0.28 is
true from step 3 onward, the modified specification is false.
The fourth specification is about the eﬀect of diﬀerent initial conditions. The specification (a ∧ b ∧
c) → (X d ∧ X X d ∧ X X X d ∧ X X X X d) checks whether the availability of the system will be
improved by at least 10% during the next four steps if 30% more nodes are in the Run state than there are now.
The model checking result is true with the search depth 44. However, if we modify the specification as (a ∧
b ∧ c) → (X d ∧ X X d ∧ X X X d ∧ X X X X d ∧ X X X X X d), the model checker returns
false. That is, the 30% more nodes in the Run state do not guarantee a 10% increase in availability durning
the next five steps. The following is the output of the iLTLChecker:
Depth: 44
Result: F
counterexample:
pmf(A(0)): [ 0.698 0.302 0.000]
pmf(B(0)): [ 0.748 0.000 0.252]
pmf(C(0)): [ 1.000 0.000 0.000]
The last two lines of the output give a counterexample. That is, the computation σ{[0.698,0.302,0]T ,
[0.748,0,0.252]T , [1,0,0]T } violates the specification. The first graph of Figure 6.6 shows the transitions of the
availability from the counterexample. The solid line shows how the availability changes when 30% more
nodes are in the Run state, and the dashed line shows the original availability transitions. The second graph
of Figure 6.6 shows the diﬀerence between them. Note that at step 5 the diﬀerence becomes less than 10%,
which violates the specification. However, as is verified by the initial specification, the diﬀerence is larger
than 10% from the first step to the fourth step.
The last specification is about the performance comparisons between two systems. The formula i → X
X X j compares the energy consumption levels of two diﬀerent DTMCs A and C. The specification states
that if system A consumes at least 5 (mA) more energy than system B does now, then three steps later A will
consume at least 1.3 (mA) more energy than B will. The model checker proves this to be true. However, if
we modify the specification as i → X X j, the model surprisingly does not satisfy the specification: the
diﬀerence can be less than 1.3 (mA) at the second step, but it is always larger than 1.3 (mA) at the third
step. The counterexample from the model checker is: σ{[0.735,0,0.265]T ,[1,0,0]T ,[0.935,0,0.065]T }. The first graph
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Figure 6.6: Availability transitions from two diﬀerent initial conditions (top) and their diﬀerences (bottom).
From step 5 the diﬀerence becomes less than 10%, which violates the modified fourth specification.
of Figure 6.7 shows how the expected energy consumption level changes from the counterexample, and the
second graph shows the diﬀerence between them. At the second step of the second graph, the diﬀerence
becomes smaller than or equal to 1.3 (mA) and hence violates the specification. However, at step three the
diﬀerence again becomes larger than 1.3 (mA) as is checked by the original specification.
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Figure 6.7: Expected energy consumption levels of two diﬀerent systems (top) and their diﬀerences (bot-
tom). The diﬀerence becomes 1.3 (mA) at step 2, which violates the modified fifth specification.
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Chapter 7
Discussion
Our simulations and experimental case study suggest that model estimation based on statistical methods and
performance evaluation based on model checking methods, may be useful for establishing some aggregate
properties of certain large-scale sensor networks when a sensor network can be modeled as a DTMC. In
fact, given that many applications on sensor networks aim to localize sensing, computation and actuation in
order to reduce synchronization costs, we believe that many sensor networks will be appropriately modeled
as DTMCs.
It is possible that there are more than one DTMCs present in a WSN. For example, a node’s behavior
for broadcasting or aggregating messages may depend on its hop distance from the center of the network.
As another example, the nodes that are at the boundary of a sensor network may behave diﬀerently than
the nodes that are in the center. In these case, multiple DTMCs are present in a WSN. There are two cases
which arise in modeling a system with multiple DTMCS. The first case is one in which there are interactions
between the DTMCS. In this case, we have to combine the individual DTMCs into a single large DTMC.
The second case arises when the DTMCs are independent. This case can arise because of the structure of the
WSN. Moreover, if our goal is to compare the performance of diﬀerent Markov processes, we can consider
these processes as independent DTMCs. In case of independent DTMCs, we can execute concurrent runs of
the independent DTMCs in the model checker.
In some cases, the classification of nodes into DTMCs is obvious. For example, in the case of hop
distances, we can easily map the node to the DTMC to which it belongs. In other cases, the membership
may not be so clear. For example, the diﬀerent DTMCs may be the result of diﬀerences in the environment
in which the subsystems are laid out. We are currently working on an algorithm to classify nodes in such
cases. Another problem is that the Markov process may not be stationary, i.e., the DTMCs may be constantly
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changing. In this case, we can reuse our goodness of fit test to determine that the model is no longer valid.
It is also possible that a system swings between several modes of DTMCs. For example, a WSN in a
normal mode and the system in an alert mode may have diﬀerent behaviors. We are currently working on
the Bayesian estimation methods for this case. However, we need ways of telling if there is a trend in the
updates, and eﬃcient ways of updating the probabilities rather than re-estimating them from scratch.
Another open problem in using our method is determining the granularity of time steps. Note that
the time period corresponds to the sampling period. Although faster sampling will provide more accurate
estimation, it also results in a slow varying Markov matrix and such matrices are harder to model check: if
pmfs change slowly then there should be more steps before changes are detected. For purposes of our study,
we chose the time steps to be about 1/4th of the possible maximum sampling rate. This was based on the
need to do some computations between samples and not to allow the sampling to significantly modify the
behavior of the system. However, relevant research in control theory suggests a rule of thumb which would
have suggested an even lower sampling rate – the rule of thumb requires the sampling rate to be one tenth
the rising time (the time the system takes to respond to input or sensing change).
One concern with our approach is that we are using best estimates of probabilities. However, any
statistical method of estimating probabilities results in error bounds for the probabilities. Thus we really
need to work with the infinite family of Markov matrices defined by the error in estimates of the probabilities.
This problem has been addressed in [61]. While the precise complexity of this algorithm is not known, it has
been shown to be at least NP-hard. Moreover, the algorithm in [61] provides model checking for a PCTL
logic; checking iLTL specifications is computationally much more expensive. Given the locally continuous
nature of the behaviors we are interested in, we conjecture that working with best estimates is likely to be
suﬃcient for WSNs. However, further research will be needed to establish the limitations of our approach.
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Appendix A
Lumping Independent Systems
In this chapter we show that a state space of a SAN with independent components can be lumped into any
component’s state space and that of a SAN with a single leader component that generates all synchronized
events can be lumped into the leader’s state space. By repeatedly applying these facts, we can lump a
hierarchical system into its top-most leader process. With this simplification, one can reduce a million state
composite system down to a hundred state system that is tractable for our probabilistic model checker.
Since our model checking logic works for DTMCs and a SAN model is given as a CTMC, we build a
DTMC from the given CTMC and model check on the resulting DTMC. Let A = (S ,Q) be a CTMC and let
x(t) be a pmf vector at time t. Then x(t) = et·Q ·x(0). Suppose that we are sampling transitions of pmf vector
with a period T . Let P = eT ·Q, then x(n + 1) = P · x(n), where x(n) is the nth sample of x(t). Note that the
sampled process is a DTMC, (S ,P). Without loss of generality, we assume that the sampling period T is 1
unit time in this paper.
Proposition 1 Let (S ,Q) be a CTMC with a set of states S = {s1, . . . , sn}, and with a generator matrix Q,
and let C = {C1, . . . ,Ck} be a partition of S . Then a DTMC (S , eQ) is lumpable with respect to the partition
C if V ·Q · U · V = V ·Q, where V and U are matrices defined in definition 2.
Proof We first prove that V · Qn · U · V = V · Qn for any non-negative integer n by induction. Let
V ·Qi ·U ·V = V ·Qi be the induction hypothesis, and let V ·Q0 ·U ·V = V ·Q0 be the base case. The base
case is true because V · U is an identity matrix. If we multiply Q on both sides of the induction hypothesis
then
V ·Qi+1 = V ·Qi ·U · V ·Q
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= V ·Qi ·U · V ·Q · U · V
= V ·Qi ·Q · U · V
= V ·Qi+1 · U · V.
The third line is derived from the induction hypothesis. So, V · Qn · U · V = V · Qn for any non-negative
integer n.
Because eQ =
∑∞
k=0
Qk
k! , if V ·Q · U · V = V ·Q then
V · eQ = V · eQ · U · V.
Proposition 2 Let (S ,Q) be a CTMC and V,U be matrices as in Definition 2. If V ·Q · U · V = V ·Q then
V · eQ · U = eV·Q·U.
Proof Because (V ·Q · U) · (V ·Qk · U) = V ·Qk+1 · U, one can easily show that (V ·Q · U)k = V ·Qk · U
by induction on k. With this property, V · eQ ·U = ∑∞k=0 V · Q
k
k! · U =
∑∞
k=0
(V·Q·U)k
k! = e
V·Q·U
.
Let the matrix Q of Equation (2.1) be the generator matrix of a composite system of Equation (2.2). We
will show that if there are no synchronized events then the composite system state space can be lumped into
the state space of a single local component. If there is a single master of all synchronized events, then the
composite system state space can be lumped into the state space of the master component.
Definition 3 For simplicity, let nj = |S ( j)|. Then V and U matrices as in Definition 2 corresponding to the
partitions of the ith component’s state space are as follows:
Vi =
i−1⊗
j=1
11×nj ⊗ Ini ⊗
J⊗
j=i+1
11×nj ,
Ui =
i−1⊗
j=1
1nj×1
nj
⊗ Ini ⊗
J⊗
j=i+1
1nj×1
nj
.
Proposition 3 eQ is lumpable with respect to the partition associated with Vi for any i = 1, . . . , J if there
are no synchronized events.
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Proof Because of Proposition 1, we need only show that
Vi ·Q ·Ui · Vi = Vi ·Q.
Since there are no synchronized events, E( j)k and D
( j)
k are zero matrices. We check the lumpability by
checking the lumpability of sub-terms of the following summation:
J⊕
j=1
A j =
J∑
j=1
In1 ⊗ · · · ⊗ A j ⊗ · · · ⊗ InJ .
case 1: if i  j
Vi ·
⎛⎜⎜⎜⎜⎜⎜⎜⎝
j−1⊗
k=1
Ink ⊗Q( j) ⊗
J⊗
k= j+1
Ink
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
11×nk ⊗ Ini ⊗
J⊗
k=i+1
11×nk
⎞⎟⎟⎟⎟⎟⎟⎠ ·
⎛⎜⎜⎜⎜⎜⎜⎜⎝
j−1⊗
k=1
Ink ⊗Q( j) ⊗
J⊗
k= j+1
Ink
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎝
j−1⊗
k=1
11×nk · Ink
⎞⎟⎟⎟⎟⎟⎟⎠ ⊗ Ini ⊗
⎛⎜⎜⎜⎜⎜⎜⎝
j−1⊗
k=i+1
11×nk · Ink
⎞⎟⎟⎟⎟⎟⎟⎠ ⊗
(
11×nj ·Q( j)
)
⊗
⎛⎜⎜⎜⎜⎜⎜⎜⎝
J⊗
k= j+1
11×nk · Ink
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= 0.
The last equality is derived because the column sums of the generator matrix Q( j) are zero. Since V·Q( j) = 0,
the equality holds.
case 2: if i = j
The right hand side of the equality is:
Vi ·
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
Ink ⊗Q(i) ⊗
J⊗
k=i+1
Ink
⎞⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
11×nk ⊗ Ini ⊗
J⊗
k=i+1
11×nk
⎞⎟⎟⎟⎟⎟⎟⎠ ·
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
Ink ⊗Q(i) ⊗
J⊗
k=i+1
Ink
⎞⎟⎟⎟⎟⎟⎟⎠
=
i−1⊗
k=1
11×nk · Ink ⊗Q(i) ⊗
J⊗
k=i+1
11×nk · Ink
=
i−1⊗
k=1
11×nk ⊗Q(i) ⊗
J⊗
k=i+1
11×nk .
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The left hand side of the equality is:
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
11×nk ⊗Q(i) ⊗
J⊗
k=i+1
11×nk
⎞⎟⎟⎟⎟⎟⎟⎠ · Ui ·Vi
=
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
11×nk ⊗Q(i) ⊗
J⊗
k=i+1
11×nk
⎞⎟⎟⎟⎟⎟⎟⎠ ·
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
1nk×1
nk
⊗ Ini ⊗
J⊗
k=i+1
1nk×1
nk
⎞⎟⎟⎟⎟⎟⎟⎠ · Vi
=
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
1 ⊗Q(i) ⊗
J⊗
k=i+1
1
⎞⎟⎟⎟⎟⎟⎟⎠ ·Vi
=
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
1 ⊗Q(i) ⊗
J⊗
k=i+1
1
⎞⎟⎟⎟⎟⎟⎟⎠ ·
⎛⎜⎜⎜⎜⎜⎜⎝
i−1⊗
k=1
11×nk ⊗ Ini ⊗
J⊗
k=i+1
11×nk
⎞⎟⎟⎟⎟⎟⎟⎠
=
i−1⊗
k=1
11×nk ⊗Q(i) ⊗
J⊗
k=i+1
11×nk .
Because of Proposition 2, the probability transition matrix for the lumped state with respect to the partition
associated with Vi is P = e ˆQ, where
ˆQ = Vi ·
⎛⎜⎜⎜⎜⎜⎜⎜⎝
J⊕
j=1
Q( j)
⎞⎟⎟⎟⎟⎟⎟⎟⎠ · Ui = Q(i).
Proposition 4 eQ is lumpable with respect to the partition associated with Vm if the following conditions
hold:
1. A(m) is a single master of all synchronized events, and
2. for every component, if it is a slave of a synchronized event then it has transitions from every state in
response to that event.
Proof Again, because of Proposition 1, we need only show that
Vm ·Q · Um · Vm = Vm ·Q.
From the proof of Theorem 3, equality holds for the Kronecker summation term. What we need to show is
that equality holds for the summation of Kronecker product terms of Equation (2.1). Again, we check this
for each sub-term of the summation.
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The right hand side of the equality is
Vm ·
J⊗
j=1
E( j)k
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
m−1⊗
j=1
11×nj ⊗ Inm ⊗
J⊗
j=m+1
11×nj
⎞⎟⎟⎟⎟⎟⎟⎟⎠ ·
J⊗
j=1
E( j)k
=
m−1⊗
j=1
11×nj ⊗ E(m)k ⊗
J⊗
j=m+1
11×nj .
The last equality is derived because of the second condition: the column sums of E( j)k are one if j  m.
The left hand side of the equality is
⎛⎜⎜⎜⎜⎜⎜⎜⎝
m−1⊗
j=1
11×nj ⊗ E(m)k ⊗
J⊗
j=m+1
11×nj
⎞⎟⎟⎟⎟⎟⎟⎟⎠ · Um · Vm
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
m−1⊗
j=1
1 ⊗ E(m)k ⊗
J⊗
j=m+1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎠ · Vm
=
m−1⊗
j=1
11×nj ⊗ E(m)k ⊗
J⊗
j=m+1
11×nj .
Vm ·
⊗J
j=1 D
( j)
k = Vm ·
(⊗J
j=1 D j
)
· Um · Vm can be shown similarly.
The probability transition matrix for the lumped state with respect to the partition associated with
Vm is P = e ˆQ, where ˆQ is
Vm ·
⎛⎜⎜⎜⎜⎜⎜⎜⎝
J⊕
j=1
Q( j) +
K∑
k=1
λk ·
⎛⎜⎜⎜⎜⎜⎜⎜⎝
J⊗
j=1
E( j)k −
J⊗
j=1
D( j)k
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎠ · Um
= Q(m) +
K∑
k=1
λk ·
(
E(m)k − D(m)k
)
.
Suppose that a hierarchical system is built in such a way that the first-level leaders partition the nodes and
coordinate them independently. For the first-level leaders, there are the second-level leaders that partition
them and coordinate them independently and so on. For these systems by recursively applying Proposition 3
(think of leaders as independent systems) and Proposition 4 (higher level single leader coordinate systems),
we can lump the state space of the whole system into that of the top most leader’s.
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Appendix B
iLTLChecker Syntax
program
: opt-var-def-list
model : dtmc-decl-list
specification : inequality-list iltl
dtmc-decl-list
: dtmc-decl
| decl-list : dtmc-decl
dtmc-decl
: markov chain ID
has states : { id-list } ,
transits by : matrix
id-list
: ID
| id-list , ID
matrix
: [ num-list-list ]
num-list-list
: num-list
| num-list-list ; num-list
num-list
: add-expr
| num-list , add-expr
inequality-list
: inequality
| inequality-list , inequality
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inequality
: ID : term-list comp term-list
comp
: =
| ˜=
| <
| <=
| >
| >=
term-list
: term
| term-list + term
| term-list - term
term
: mul-expr
| probability
| mul-expr * probability
| accumulation
| mul-expr * accumulation
accumulation
: Q [ ID opt-time = ID ]
probability
: P [ ID opt-time = ID ]
opt-time
:
| ( add-expr )
iltl
: binary
binary
: unary
| binary /\ unary
| binary \/ unary
| binary -> unary
| binary U unary
| binary R unary
unary
: atomic
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| ˜ unary
| X unary
| [] unary
| <> unary
atomic
: T
| F
| ID
| ( iltl )
opt-var-def-list
:
| var : var-def-list
var-def-list
: var-def
| var-def-list , var-def
var-def
: ID = add-expr
add-expr
: mul-expr
| add-expr + mul-expr
| add-expr - mul-expr
mul-expr
: uni-expr
| mul-expr * uni-expr
| mul-expr / uni-expr
uni-expr
: term-expr
| - term-expr
| + term-expr
term-expr
: NUM
| ID
| ( add-expr )
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Appendix C
Notations
The notations used in this thesis are as follows
• IR, IN, IC: The set of real numbers, the set of natural numbers, and the set of complex numbers
• IRn: The set of n dimensional real vectors.
• M: A Markov transition matrix.
• ρ: A reward function of states.
• Q: A generator matrix of CTMC.
• eQ: A matrix exponential of Q. That is, eQ =
∞∑
n=0
Qn
n! .
• Q[X(t) = s]: An accumulated probability such that Q[X(t) = s] =
∞∑
τ=t
P[X(τ) = s].
• x: A probability mass function in a vector form.
• Z · Λ · Z−1: A diagonalization of a Markov matrix M.
• λi: The ith eigenvalue of M. We assume that λ1 = 1.
• zi: The ith eigenvector of M.
• X: A multiple DTMC model which is a set of independent DTMCs. That is, X =⋃Jj=1 X( j).
• M( j): The jth Markov matrix in a multiple DTMC model.
• x( j): The jth pmf in a multiple DTMC model.
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• π: A infinite path s0s1 · · · ∈ S ω such that π(t) = st, where S is a set of states of a DTMC.
• σx: A computational path of a DTMC such that σx(t) =Mt · x.
• σ∪ jx( j) : A computational path of a multiple DTMC such that σ∪ jx( j) (t) =
⋃J
j=1 M
( j)t · x( j).
• AP: A set of atomic propositions.
• L: A labeling function. L(σx)(t) is a set of atomic propositions that is true in time t in the computa-
tional path σx.
• ⊗: Kronecker product operator.
• ⊕: Kronecker sum operator.
• φ, ψ: iLTL formula.
• Aφ: A Bu¨chi automaton corresponding to φ.
• Lφ: A set of strings accepted by Aφ.
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