Two invertible dynamical systems (X, A, µ, T ) and (Y, B, ν, S), where X and Y are Polish spaces and Borel probability spaces and T , S are measure preserving homeomorphisms of X and Y , are said to be finitarily orbit equivalent if there exists an invertible measure preserving mapping φ from a subset X 0 of X of measure one onto a subset Y 0 of Y of full measure such that (1) φ| X 0 is continuous in the relative topology on X 0 and φ −1 | Y 0 is continuous in the relative topology on Y 0 , (2) φ(Orb T (x)) = Orb S (φ(x)) for µ-a.e. x ∈ X. (X, A, µ, T ) and (Y, B, ν, S) are said to be finitarily evenly Kakutani equivalent if they are finitarily orbit equivalent by a mapping φ for which there are measurable subsets A of X and B = φ(A) of Y with φ an isomorphism of T A and T B .
1. Introduction. Finitary or almost continuous dynamics lies at the interface of topological and measurable dynamics. Most naturally arising dynamical systems come endowed with both a topological and measure preserving structure. We begin by defining what it means for two spaces to be finitarily isomorphic.
Definition 1.1. Suppose (X, A, µ) and (Y, B, ν) are Borel probability spaces where X, Y are each Polish topological spaces. A map φ is called finitary or almost continuous from X to Y if there exist subsets X 0 ⊆ X and Y 0 ⊆ Y each of full measure and φ : X 0 → Y 0 is measure preserving and continuous in the relative topologies on these subsets.
If φ is one-to-one and φ −1 is also almost continuous, then φ is called an almost continuous or finitary isomorphism of these two spaces.
It is an exercise that all uncountable Polish spaces endowed with a nonatomic Borel probability measure are finitarily isomorphic. If one has dynamics on each of the spaces in the form of a measure preserving homeomorphism then one can seek to show these dynamical systems are finitarily equivalent in a variety of forms.
Definition 1.2. Two invertible dynamical systems (X, A, µ, T ) and (Y, B, ν, S) , where X and Y are Polish spaces and Borel probability spaces and T, S are measure preserving homeomorphisms of X and Y , are said to be finitarily orbit equivalent if there exists an invertible measure preserving mapping φ from a subset X 0 of X of measure one onto a subset of Y 0 of Y of full measure such that (1) φ| X 0 is continuous in the relative topology on X 0 and φ −1 | Y 0 is continuous in the relative topology on Y 0 , (2) φ(Orb T (x)) = Orb S (φ(x)) for µ-a.e. x ∈ X.
The finitary theory began in the study of isomorphism of Bernoulli shifts and Markov chains and this background can be found in [KS2] , [KS3] . More recently the broad study of finitary orbit equivalence was begun by Hamachi and Keane [HK] . They described how to construct a finitary orbit equivalence mapping between the binary odometer and the ternary odometer. For recent development of finitary theory see [HKR] , [R1] , [R2] , [RR1] , [RR2] . In this sense the work here sits between these two areas as even Kakutani equivalence is a natural equivalence relation stronger than orbit equivalence and weaker than isomorphism. Our work follows the basic schema laid down by Keane and Hamachi. Definition 1.3. (X, A, µ, T ) and (Y, B, ν, S) are said to be finitarily evenly Kakutani equivalent if they are finitarily orbit equivalent by a mapping φ for which there are measurable subsets A of X and B = φ(A) of Y and T A ∼ = T B by φ.
If φ is only an invertible measure preserving mapping then T and S are said to be evenly Kakutani equivalent. This is a much studied area (see [ORW] ). Previously we have shown that all uniform odometers are finitarily Kakutani equivalent. Here we show that the binary odometer and the Morse minimal system, with its unique invariant measure, are finitarily Kakutani equivalent. In the context of such homeomorphisms of Cantor sets the topological orbit equivalence theory of Giordano, Putnam and Skau applies and in fact the binary odometer and the Morse system are homeomorphically orbit equivalent. We ask whether this can be strengthened to a homeomorphic Kakutani equivalence and conjecture it cannot.
We remind the reader of the construction of the Morse system as we will need a basic understanding. One first constructs the classical Morse sequence w by iterating the substitution 0 → 01 and 1 → 10 on the symbol 0. This is a sequence in {0, 1} N . The Morse minimal set is the "orbit closure" of this sequence in {0, 1} Z by which we mean all doubly infinite sequences for which every finite subword occurs somewhere as a subword of w.
The Morse minimal set X is well known to be uniquely ergodic. The Morse minimal set together with its uniquely ergodic complete Borel probability measure µ and the shift map σ is called the Morse minimal system. The Morse minimal system and the binary odometer are very closely related. The former is in fact a two-point extension of the latter. This is enough to show that the two systems are measurably evenly Kakutani equivalent as it implies the Morse system is "loosely Bernoulli" in the sense of [ORW] . In this paper we show Main Theorem. The Morse minimal system and the binary odometer are finitarily evenly Kakutani equivalent.
2. Basic definitions, lemmas and propositions on the Morse minimal system. In this section we lay out the structure we will need in the Morse minimal system. Let B = b 1 · · · b n ⊆ {0, 1} n be an n-block. The block B = b 1 · · · b n is defined by setting b i = 0 if b i = 1 and b i = 1 if b i = 0, i = 1, . . . , n. We call B the flip of B.
Let ζ be the Morse substitution on {0, 1} defined by ζ(0) = 01 and ζ(1) = 10. Now define the sequence of blocks u k and u k such that u k = ζ k (0) and u k = ζ k (1), k ≥ 0. Thus u k+1 = u k u k and the Morse sequence is that sequence whose first 2 k symbols are the word u k .
Proposition 2.1. For each w ′ ∈ X there exists a unique partition of Z into intervals of length 2 k+1 so that the subword of w ′ on each interval of this partition is either u k u k or u k u k .
Proof. We are sure this is a known result. The existence of this partition is claimed without argument in [CKL] . We give a brief proof of existence as well as uniqueness. To begin, notice this is true of the Morse sequence w itself as on each interval [j2 k+1 + 1, (j + 1)2 k+1 ] one sees either the subword u k u k or u k u k . Let w ′ ∈ X and consider the subinterval [−n, n] in Z. Since the subword w ′ [−n,n] = w ′ −n w ′ −n+1 · · · w ′ n of w ′ occurs somewhere in w, the word w ′ [−n,n] can be partitioned into occurrences of such pairs, with of course possible partial subwords at the two ends. Index 0 of w ′ occurs at some position in some pair. Let t n be the distance of the 0th position of w ′ from the right end point of the pair containing it. Then 0 ≤ t n < 2 k+1 . As {t n : n ∈ N} is a bounded sequence of natural numbers, it has a constant subsequence {t n i } i≥1 , i.e. t n i = t (constant) for all i ≥ 1. For j ∈ Z let
It follows that the subword of w ′ on each block I j must be one of the two choices u k u k or u k u k . Now we show that the partition is unique.
If possible suppose w ′ ∈ X and there are two partitions
where each I k and J k is an interval of length 2 k+1 and
Each I j then intersects two sets of P ′ . Call them J j and J j+1 .
as the overlap of the two intervals I j and J j contains precisely the word u k , and w ′ J j+1 = u k u k as the overlap of w ′ I j and w ′ J j+1
contains precisely the word u k . But then w ′ I j+1 must be u k u k . This implies w ′ I j = u k u k for all j, so w ′ is a periodic point with period 2 k+1 , which is a contradiction as in X there are no periodic points.
are A. This implies the second ℓ symbols of I j are A and as #A < 1 2 (2 k+1 ), w ′ I j begins with AA, but this is not all of w ′ I j . The second ℓ symbols of w ′ J j+1 must also be A. This says the symbol following AA in w ′ I j is the first symbol of A, i.e. w ′ I j starts with AAa, and by Gottschalk and Hedlund [GH] this cannot happen in the Morse system. Hence if w ′
for all j, so σ −t (w ′ ) = w ′ , hence σ −2t (w ′ ) = w ′ , and consequently w ′ is a periodic point with period 2t, which is a contradiction.
Case 3: Suppose #(I j ∩ J j ) > #(I j ∩ J j+1 ), which implies #(I j ∩ J j+1 ) < 2 k . A completely symmetric argument to Case 2 holds and a contradiction arises.
Hence the partition is unique.
Corollary 2.2. For each w ′ ∈ X there exists a unique partition of Z into intervals of length 2 k so that the subword of w ′ on each interval of this partition is either u k or u k .
Proof. Just notice that u k+1 = u k u k and u k+1 = u k u k and so any partition into occurrences of u k u k or u k u k is a partition into occurrences of u k+1 and u k+1 and vice versa.
Proposition 2.3. For w ′ ∈ X, partition Z into intervals according to occurrences of the subwords u k and u k as described above and let t k (w ′ ) be the position occupied by 0 in its interval , 0 ≤ t k (w ′ ) < 2 k . The functions t k are continuous.
Proof. Suppose not, that is, suppose we have a value k and a sequence of points w i converging to some point w ′ but the values t k (w i ) do not converge to t k (w ′ ). Without loss of generality we can assume that t k (w i ) = t but t = t k (w ′ ). As i increases, more and more terms of w i and w ′ agree. It follows that w ′ must have two partitions into subwords u k and u k , one consisting of intervals with 0 at index t, and one with 0 at index t k (w ′ ) in its interval. This conflicts with the uniqueness of the partition and implies the result.
Then α k+1 (w ′ ) extends α k (w ′ ), agreeing with it on its first k digits. Let α(w ′ ) be the limit value in {0, 1} N . Let S be the adding machine acting on {0, 1} N . Then it is a simple observation that α(σ(w ′ )) = S(α(w ′ )). That is, the continuous map α factors the action of σ onto that of S. It is also clear that α is not 1-1 as α(w ′ ) = α(w ′ ). On the other hand, it is not difficult to see that α is everywhere 2-1 and that the two inverse images of any point form a pair consisting of w ′ and w ′ . This is the factor map we alluded to earlier.
We can now build the structures that Keane and Hamachi laid out to obtain a finitary orbit equivalence.
2.4. k-canonical cylinder sets. As we have seen, the 0th coordinate of the infinite sequence w ′ is at some position 0 ≤ t k (w ′ ) < 2 k in one of the words u k or u k . Define
The two sets u k (i) and u k (i) are obtained by taking the clopen set where t k (w ′ ) = i and splitting it according to whether the symbol at the origin is a 0 or a 1 (be careful here: which one is u k (i) and which is u k (i) depends on the symbols in u k and u k at index i), and hence these are clopen sets. These 2 k+1 sets, all of equal measure, are called the k-canonical cylinders in X. Note that
A finite or countable union of canonical cylinders is called a cylinder in X.
The canonical cylinders do not quite separate points in X. To see this, notice that if w ′ ∈ u k (i) then we know the symbolic name of w ′ for indices −i, −i + 1, . . . , −i + 2 k − 1, and so long as both t k (w ′ ) and 2 k − t k (w ′ ) go to infinity, knowing the sets u k (i) containing w ′ will determine w ′ uniquely. This covers all but four orbits in X. If we let m be w reflected, i.e. m −i = w 1−i for i ≥ 1, then we can give four unusual words in X, mw, mw, mw, mw. It is precisely on the orbits of these four words that one of t k (w ′ ) or 2 k − t k (w ′ ) remains bounded. From a finitary perspective this is not an issue as these four orbits are a set of measure zero.
Cylinder partition.
A cylinder partition of X is a set C of pairwise disjoint cylinders such that c∈C µ(c) = 1.
2.6. Canonical cylinder partition. The canonical cylinders {u k (i), u k (i) | 0 ≤ i < 2 k } form a cylinder partition of X, called the kth canonical cylinder partition of X.
Tower partitions.
A tower partition is a cylinder partition C endowed with an equivalence relation in which each equivalence class consists of canonical cylinders all either of the form u k (i) where k is fixed but i varies, or of the form u k (i) where again k is fixed but i varies, and in which the elements of each equivalence class are ordered by indexing them with some initial interval in N. That is, a column will look like {u k (i 0 ), u k (i 1 ), . . . , u k (i h−1 )}, or a similar list of u k (i j ) where these cylinders are ordered by the subscript on i. What this ordering does is give each element of a column except the first one a follower element in the column and each element except the last one a predecessor element in the column.
Each ordered equivalence class C of the tower partition C is called a tower or a column of C. The number of elements in C is called the height of the tower C.
By the support of C we mean
ordered by the index i is called the kth canonical tower partition of X and is denoted by P k . Notice that the order on the columns is simply the order induced by the action of σ.
2.9. Common extension. Let C = {c 0 , σ n 1 c 0 , σ n 2 c 0 , . . . , σ n k c 0 } be an ordered column of a tower partition C and c ′ 0 ⊆ c 0 be a canonical cylinder. Then we call the ordered set {c ′ 0 , σ n 1 c ′ 0 , σ n 2 c ′ 0 , . . . , σ n k c ′ 0 } a common extension of C by c ′ 0 . A tower partitionĈ is said to be a common extension of a tower partition C if each column ofĈ is a common extension of a column of C.
2.10. Tower refinement. Let C be a tower partition andĈ be a common extension of C. Then a tower partition C ′ is a tower refinement of C if each column of C ′ is a union of columns of C and the order on C ′ extends the order on C in that it preserves the follower and predecessor relations where they are defined and extends them by concatenating the columns in some order. Note that if C ′ is a tower refinement of C, then each c ′ ∈ C ′ is contained in a unique c ∈ C, yielding a map π : C ′ → C which preserves the measure µ in that the measure of the support of the pull back of a set in C is the same as its measure.
Remark. The canonical tower partition P k+1 is a tower refinement of the canonical tower partition P k .
For all l, k ∈ N the words u l+k and u l+k are concatenations of u l and u l and we can make the following observation.
Lemma 2.11. In u l+k = a 1 · · · a 2 k , where ℓ(a i ) = 2 l and a i = u l or u l , each pair (a 2j−1 , a 2j ) is either u l+1 or u l+1 .
We know u 0 = 0, u 0 = 1, u k+1 = u k u k , u k+1 = u k u k and for k ≥ 0, all u k = u k,1 · · · u k,2 k have length 2 k , half of symbols are 0 and half are 1. Let S(2 k ) be the symmetric group on {1, . . . , 2 k } and G k = {̺ ∈ S(2 k ) | u k,i = u k,̺(i) }. Then #G k = (2 k−1 !) 2 . Said more plainly, G k is the collection of all permutations of {1, . . . , 2 k } that rearrange u k into u k . Notice that by symmetry its elements also rearrange u k into u k . Our next goal, and the central construction needed for the proof, is to show how to construct elements of G k that are monotone on a large part of their domain. This construction, a "nesting argument", is a method that goes back to [ORW] . Set m(̺) = 1 2 k max{#S : S ⊆ {1, . . . , 2 k } and ̺ preserves order on S},
Proposition 2.12. lim k→∞ D k = 1.
Proof. First we show D k+1 ≥ D k . To see this just note that u k+1 = u k u k and u k+1 = u k u k . So if ̺ ∈ G k then ̺ ′ , the concatenation of ̺ with ̺ −1 (or ̺ for that matter) will be in G k+1 and m(̺ ′ ) ≥ m(̺). Thus it is enough to show this convergence to 1 along a subsequence.
We will now give an inductive "nesting" procedure that constructs a map ̺ in the symmetric group of {1, . . . , 2 k 1 +···k N }. Let k 1 , . . . , k N ∈ N and l 1 = k 1 + · · · + k N −1 . Then u k 1 +···+k N = u l 1 +k N = a l 1 1 · · · a l 1 2 k N . By Lemma 2.11 we have (a l 1 2j−1 , a l 1 2j ) = (u l 1 , u l 1 ) or (u l 1 , u l 1 ). Let (a l 1 2j−1 , a l 1 2j ) = (u l 1 , u l 1 ) and so (a l 1 2j−1 , a l 1 2j ) = (u l 1 , u l 1 ). Let us now define a mapping
2j−1 to a l 1 2j as a positive translation. Since a l 1 2j−1 = a l 1 2j , we say ̺ l 1 ,k N matches a l 1 2j−1 to a l 1 2j . Also ̺ l 1 ,k N matches a l 1 2j to a l 1 2j+1 if it happens that a l 1 2j = a l 1 2j+1 . Clearly ̺ l 1 ,k N is monotone on the indices where it is defined, and it is not defined on the last 2 l 1 = 2 k 1 +···+k N −1 symbols.
In the second stage we define ̺ l 2 ,k N −1 , where l 2 = k 1 + · · · + k N −2 , on the remaining indices in {1, . . . , 2 l 1 +k N } corresponding to the subwords a l 1 2j which were not matched by ̺ l 1 ,k N , i.e. if a l 1 2j and a l 1 2j+1 are flips of each other. Let a l 1 2j and a l 1 2j+1 be flips of each other for some j. Then a l 1 2j = u l 1 or u l 1 . Let a l 1 2j = u l 1 and then a l 1 2j+1 = u l 1 . Write a l 1 2j = u l 1 = a l 2 1 · · · a l 2 2 k N −1 , and hence a l 1 2j+1 = a l 2 1 · · · a l 2 2 k N −1 . Now define a mapping ̺ l 2 ,k N −1 on 2 k N −1 −1 j=1 [2(j−1)2 l 2 +1, . . . , 2j2 l 2 ] by ̺ l 2 ,k N −1 (t) = t + 2 l 2 (t > 0). Then ̺ l 2 ,k N −1 matches a l 2 2j−1 to a l 2 2j and matches a l 2 2j to a l 2 2j+1 if a l 2 2j = a l 2 2j+1 , and is monotone where it is defined. Now construct ̺ l 3 ,k N −2 on the remaining symbols corresponding to the subwords a l 2 2j which were not matched by ̺ l 2 ,k N −1 . Proceeding inductively in this way through N steps we construct the maps ̺ l 4 ,k N −3 , ̺ l 5 ,k N −4 , . . . , ̺ l N ,k 1 .
Clearly ̺ is monotone where it is defined.
We now estimate the number of symbols on which ̺ is not defined. Suppose at the first stage we remove z 1 symbols on which ̺ is not defined and match on M 1 ≥ 1 2 (L − z 1 ) symbols where L = 2 k 1 +···+k N . At the second stage from the remaining L − M 1 − z 1 symbols we remove z 2 symbols and match on M 2 ≥ 1 2 (L − M 1 − z 1 − z 2 ) symbols. At the kth stage we remove z k symbols and match on M k ≥ 1 2 (L−(M 1 +· · ·+M k−1 )−(z 1 +· · ·+z k )) symbols. Hence the number of symbols where ̺ is not defined is ≤ N i=1 z i + L/2 N . We back up now and set some parameters. For ε > 0, choose N so that 1/2 N < ε/2. For N and ε now fixed, choose k so that N/2 k < ε/2. Now let k 1 = · · · = k N = k. We have
Hence ̺ is defined and monotone on a subset of size ≥(1 − ε)L, and u L,̺ −1 (i) = u L,i where defined.
Since the numbers of 0's and 1's in u L and u L are identical, we can extend ̺ to all of {1, . . . , L} with u L,i = u L,̺ −1 (i) , i.e. ̺ ∈ G log 2 (L) and m(̺) ≥ (1 − ε)L/L = 1 − ε and hence
We know G k = {̺ ∈ S(2 k ) | ̺ carries u k to u k }. If k > k 0 then u k and u k split into 2 k−k 0 subwords, each of length 2 k 0 and each either u k 0 or u k 0 . Define G k,k 0 = {̺ ∈ G k | ̺ acts as a translation on [(i − 1)2 k 0 + 1, . . . , i2 k 0 ]}.
By this we mean that for each i there exists t i (t i = s i 2 k 0 for some
Proposition 2.13. For all k 0 ∈ N, lim k→∞ D k,k 0 = 1.
Proof. For k 0 < k, write u k as a concatenation of occurrences of u k 0 and u k 0 . If one replaces each occurrence of u k 0 by a 0 and each occurrence of u k 0 by a 1 one obtains the word u k−k 0 . (This is just moving backward through the substitution.) For any ̺ ∈ G k−k 0 we can define a ̺ ∈ G k,k 0 as follows. For j ∈ {(i − 1)2 k 0 + 1, . . . , i2 k 0 } set ̺(j) = 2 k 0 (̺(i) − 1) + (j − (i − 1)2 k 0 ).
Thus ̺ permutes consecutive blocks of length 2 k 0 in {1, . . . , 2 k } exactly as ̺ permutes elements of {1, . . . , 2 k−k 0 }. It follows that ̺ ∈ G k,k 0 and m( ̺) = m(̺), and the result follows.
3. Binary odometer. In this section we discuss the basic definitions in the case of binary odometer. For details see [HK] , [R1] .
3.1. Binary odometer and the canonical cylinders. The binary odometer or adding machine is well known but for completeness we give a brief description. Let Y = {0, 1} N . Then Y is a product topological space arising from the discrete topology on each of its coordinate space {0, 1}. It is metrizable. The metric d(y, y ′ ) = 2 −l where l = min{|i| : y i = y ′ i } generates the product topology on Y . The open balls in the product topology are
denote the set of all binary words. If d ∈ W then |d| denotes its length; the empty word ∅ has length 0. Each word d ∈ W gives rise to the subset {y ∈ Y | y begins with d} of Y , which we call a cylinder in Y and also denote by the same letter d. If y ∈ d then by (2) we have d = B(y, 2 −|d| ).
The clopen sets of Y are precisely the finite unions of cylinders. We now set B := the Borel σ-algebra of Y generated by the cylinders in Y , ν := (1/2, 1/2) N = the product measure on (Y, B) .
We define S acting on Y by addition with carry to the right. This map acts as a cyclic permutation on the 2 k cylinders of length k. This shows S is a homeomorphism and that it preserves the measure ν. We refer to such a cylinder as a dyadic interval, because if we consider a sequence in Y to be the binary expansion of a point in the unit interval, these sets correspond to dyadic intervals.
3.2.
Cylinder partition etc. The definitions of the cylinder partition, tower partition, common extension, tower refinement in the case of the binary odometer are exactly the same as for the Morse sequence, but in this case by the canonical tower partition D k we mean the tower partition of height 2 k consisting of all the k-canonical cylinders endowed with an increasing order up the tower as induced by the action of S.
Construction of the almost continuous Kakutani equivalence.
We follow the Keane-Hamachi format here, constructing two sequences of towers with a web of commuting tower maps between them. By Proposition 2.1, there exists a sequence {k n } n≥0 with 0 = k 0 < k 1 < · · · such that D k n+1 ,k n > 1 − 1 10 · 2 n (n ≥ 0). Let {P k n } be the corresponding sequence of the canonical tower partitions of X and {D k n } be that of Y .
We first define tower maps φ i that carry two levels in each P k i to each interval in D k i , one chosen from each column. Denote the two columns of P k i by C i,0 which has base J 0,0 k i and C i,1 which has base J 0,1 k i . Then φ i is completely defined by giving two permutations η i,0 , η i,1 of {1, . . . , 2 k i }, i.e. η i,0 , η i,1 ∈ S(2 k i ) that describe how the levels of each of these columns are reordered to be paired up with a single interval in D k i .
Level j in C i,0 is mapped by φ i to level η i,0 (j) in the single column of D k i , and level j in C i,1 is mapped to level η i,1 (j) in this single column. Select elements ̺ n+1 ∈ G k n+1 ,k n for n ≥ 0 that achieve D k n+1 ,k n . Let η 1,0 = Id and η 1,1 = η 1,0 ̺ −1 1 = ̺ −1 1 . Suppose η i,0 and η i,1 are defined. Take a level j in C i+1,0 and let j ′ = (j − 1) (mod 2 k i ) + 1. Then j ′ ∈ {1, . . . , 2 k i } and level j in P k i+1 is either in a common extension of C i,0 or of C i,1 . If it is in C i,t (t = 0, 1) then η i+1,0 (j) = η i,t (j ′ ) + j ′′ 2 k i where j ′′ = ⌊(j − 1)/2 k i ⌋. That is, η i+1,0 is the concatenation of copies of η i,0 and η i,1 in the order prescribed by the occurrences of extensions of C i,0 and C i,1 in C i+1,0 . Having defined η i+1,0 we set η i+1,1 = η i+1,0 ̺ −1 i+1 . Now we define maps ψ i+1 which carry each level in D k i+1 to a level of a column in P k i . Suppose we have a level at height j in D k i+1 . Then φ −1 i+1 of this level consists of two levels, one in each column of P k i+1 ; call them L 0 (j) and L 1 (j). Since ̺ i+1 works as a translation on intervals of length 2 k i , both L 0 (j) and L 1 (j) come from the same level of the same column of P k i , i.e. π(L 0 (j)) = π(L 1 (j)) ∈ P k i . Define ψ i+1 (j) = π(L 0 (j)) = π(L 1 (j)).
The permutations η i,0 and η i,1 are defined as they are so as to make the following result hold.
We now show that the inverse limits through these tower maps converge to the finitary Kakutani equivalence we seek. Consider a nested sequence of sets c n ∈ P k n , i.e. c n+1 ⊆ c n . The diagram implies that the sets φ n (c n ) ∈ D k n also form a nested sequence of sets. Symmetrically, if d n ∈ D k n are nested, then so will be their images ψ n (d n ) ∈ P k n−1 . In both X and Y we can define equivalence relations where two points are equivalent iff they always lie in the same element of P k n or D k n . The inverse limit of the maps φ n will be a map φ from the classes in X to those in Y . The inverse limit of the ψ n will be φ −1 . In Y all equivalence classes consist of single points. Not so in X. As described earlier, X possesses four rather special orbits given by placing the origin at an index in one of the four words mw, mw, mw and mw. Suppose x is such a point where the origin sits at a position l symbols into the m or m half of the word. This is equivalent to saying that for all n large enough, the x lies l levels from the top of the tower P n . In this case the equivalence class consists of two points, the other one being obtained by switching w and w on the second half of the word, leaving the origin where it sits. Symmetrically, if x is such a point but with the origin at a position l symbols into the w or w portion of the word. This is equivalent to saying that for all n large enough, x lies l levels from the bottom of the tower P n . Again the equivalence class consists of two points, the other one being obtained by switching m and m on the first half of the word.
We are going to remove from both X and Y subsets of measure zero consisting of those points which always remain within some bounded distance of the top or bottom of the towers. In both X and Y these are countable subsets and consist of full equivalence classes. Call them N and N ′ and now define
Both N X and N Y are countable sets and hence of measure zero. In X − N X every nested chain of sets c n intersects to a single point. For x ∈ X if we let c n (x) be that element of P k n that contains x, then we have n c n (x) = {x} for all x ∈ X − N X .
Similarly, if d n (y) is that element of D k n containing y, then n d n (y) = {y} for all y ∈ Y.
The maps φ and ψ were defined on equivalence classes and so as maps on X − N X and Y − N Y are carrying singleton sets to singleton sets. Let
Lemma 4.2. Both Φ and Ψ are continuous and hence Φ is an almost continuous isomorphism of the two measure spaces.
Proof. Notice that for x ∈ X − N X , Φ(c n (x)) ⊆ d n (Φ(x)), and for y ∈ Y − N Y , Ψ (d n+1 (y)) ⊆ c n (Ψ (y)). All the sets c n (x) and d n (y) are clopen. Along any chain that intersects to a single point, the diameters of the sets in the chain must decrease to 0. Continuity of Φ and Ψ follows.
Proposition 4.3. Φ is an orbit equivalence from σ to S.
Proof. First we show Φ carries orbits into orbits. Suppose x and x are two points in X −N X and on the same orbit. Assume x = σ l (x). As x ∈ X −N X , once n is large enough, the cylinder c n (x) in P k n containing x will lie more than l levels from both the top and bottom of the column. Let n 0 be the smallest choice for such an index n. It follows that c n ( x) = σ l (c n (x)) for all n ≥ n 0 . Suppose c n (x) is the level at height j n (x) in column t n ∈ {0, 1} in P k n and so c n ( x) will be level j n (x) + l also in the same column t n . The construction of Φ tells us that for n ≥ n 0 , d n (Φ( x)) = S η n,t n (j n +l)−η n,t n (j n ) (d n (Φ(x))).
As the permutations ̺ n act by translation on subblocks of integers of length 2 k n−1 , the values η n,t n (j n + l) − η n,t n (j n ) = l ′ are constant for all n ≥ n 0 and d n (Φ( x)) = S l ′ (d n (Φ(x))) for all n ≥ n 0 . Intersecting over n we obtain Φ( x) = S l ′ (Φ(x)) and these two points are on the same S-orbit.
We now show that so long as y / ∈ N ′ , Φ carries orbits onto orbits. For each x ∈ X − N X , suppose c n (x) is at height 1 ≤ j n (x) ≤ 2 k n in its column in P k n . Let s n (x) = {σ k (x) | −j n (x) + 1 ≤ k ≤ −j n (x) + 2 k n }. This is that part of the σ-orbit of x preceding and following x in one transit through the tower. Similarly we can construct such transits s ′ n (y) of a point y through the towers D k n . The proof that Φ carries a σ-orbit into an S-orbit tells us a bit more. The form of the construction of Φ gives Φ(s n (x)) = s ′ n (Φ(x)). Our proof that Φ carries an orbit into an orbit rested on the fact that for x / ∈ N the sets s n (x) increase to the full orbit of x. But for y / ∈ N ′ also s ′ n (y) increase to the full orbit of y and hence for x / ∈ N X , s ′ n (Φ(x)) increase to the full orbit of Φ(x), so that Φ carries an orbit onto an orbit.
Proposition 4.4. Φ is order preserving on a set of positive measure and hence is an almost continous Kakutani equivalence.
Proof. The permutation ̺ n was chosen so that D k n ,k n−1 was achieved on ̺ n , so ̺ n preserves order on all but 1/(10 · 2 n ) of its domain. Define G n to consist of the union of all the levels in column 1 of P k n combined with the union of all the levels in column 2 that correspond to indices on which ̺ n preserves order. Then µ(G n ) > 1 − 1/(10 · 2 n ). Let G = ∞ n=1 G n . Then
1 10 · 2 n = 1 10
, so µ(G) > 9 10 .
Suppose x, x ∈ G ∩ (X − N X ) where x = σ t x for some t > 0. Once n is large enough, as we are outside N X , the points x and x will lie in two levels c n (x) and c n ( x) = σ t (c n (x)) in the same column of P k n . Let n be the least value where this happens. This means x and x are in distinct blocks of levels of length 2 k n−1 in P k n , but for this and all successive towers P m with m > k n , they are always in the same subblock of intervals of length 2 m−1 . In the structure of φ n all rearrangements of levels that come from steps previous to step n fix the blocks of length 2 k n−1 and hence cannot move c n (x) above c n ( x). At step n, if the two levels are in the first column then φ n is simply this inherited map. If they are in the second column the levels are further rearranged by the map ̺ −1 n which moves each block of 2 k n−1 levels as a rigid unit, and as x, x ∈ G n , their order is not changed. From all successive steps, as these points will lie in the same subblock, their relative positions will no longer be changed. Hence on the set G, Φ is order preserving on orbits.
This completes the proof of our main theorem. We end with two questions. The Morse system is one of the most elementary minimal substitution systems. Can this argument be generalized to show that all minimal substitution systems are almost continuously Kakutani equivalent to an adding machine?
We suspect the answer here is yes. As a second and much more difficult question, all results to date in the study of almost continuous Kakutani equivalence have given positive results. That is, one demonstrates that two systems known to be measurably Kakutani equivalent are in fact almost continuously Kakutani equivalent. Is this a general theorem or are there natural examples where a measurable Kakutani equivalence cannot be obtained almost continuously? A recent preprint of del Junco and Sahin [JS] shows that for orbit equivalence there are no such examples. Very recent and as yet unwritten work of del Junco, Rudolph and Weiss would prove that indeed if two systems are measurably Kakutani equivalent, then they are almost continuously Kakutani equivalent in the sense defined here. If this is correct it indicates the definition of almost continuous Kakutani equivalence should be strengthened to require the subsets on which the induced maps are conjugate to be almost open. This stronger definition is used and verified in [RR1] for Markov chains.
It is an open question if this can be done for the Morse system and the binary odometer, the systems considered here.
