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第 1 章
序論
1.1 研究の背景
近年のインターネットの爆発的な成長により、ネットワークのトポロジが複雑さ
を増し、ネットワーク状態を把握することが難しい状況となりつつある。このよ
うな状況において、コンテンツサーバを用いた、大規模な音声／動画の配信や、
VoIPのような、クラアント間のP2P通信による、リアルタイム通信アプリケー
ションの需要が急速に伸びつつある。リアルタイム通信において、サーバあるい
はクライアントが通信を最適に制御するために、End-to-End (P2P)環境のトラ
フィックの挙動を正確に把握することが必要とされている。リアルタイム通信は、
他のトラフィックの挙動や、ネットワーク全体の特性に影響を受けやすく、品質
が変動しやすいため、End-to-End環境で得られた情報を用いて、ネットワーク
の内部の状態を把握することが必要不可欠である。
近年のインターネット測定に関する研究 [1] [2] [3]によると、インターネット上
を転送されるパケットは、バースト性の高いデータ転送によって占めているとさ
れる。Webが中心となるインターネットの利用形態を考えると、自然な結果で
あるが、リアルタイム通信に対しては好ましい状況ではない。バースト性の高い
TCPトラフィックが多数存在するネットワークの中に、散発的なUDP(User Data
Gram Protocol)[4]データグラムを入力すると、UDPパケットが損失しやすいと
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言う報告がある [5]。リアルタイム通信と、現在のネットワークの主要な利用形態
とは、反する性質を持っていると考えられる。しかしながら、昨今のリアルタイ
ム通信への期待が高まる背景により、ネットワーク上のトラフィック挙動を、注
意深く観測することが求められている。
一般に、実時間通信で重要となる性能上の指標は、遅延時間、パケット間のジッ
タ、および廃棄率である。いずれの特性も、ひとたびトリガとなる事象が発生す
ると、バースト的に現象が継続する。現在の事象が、先行するトラフィックたいし
て、時間的に長期に依存する性質があり、現在のインターネット上では、一般的
なモデルを示すことは難しい。特にこの性質が顕著に出現するのは、ネットワー
ク上で輻輳が発生したときである。その挙動が劇的に変化するため、特性の把握
がよりいっそう難しくなる。従来のから、ネットワーク測定に対する試みは多数
あるが、特に、輻輳したネットワーク対して主眼を置いたものは、まだ少ない。
従来の電気通信の理論では、ネットワーク上でパケットの振る舞いには、互い
に独立な挙動を持つマルコフモデルによりモデル化されていた。本モデルは、取
り扱いが容易であり、また適合する機会も多く有用である。したがって、今日で
も、ネットワークの設計のためにパケットの振る舞をランダム生起を仮定した、
マルコフモデルの利用がしばしば見受けられる。本研究が着目するインターネッ
トトラフィックに対しても、輻輳が生じていない場合においては、パケットがラ
ンダムな性質を持つモデルがよく適合し有用である。しかしながら、近年のイン
ターネットトラフィックに関する研究によると、実測データと、マルコフ性から
の乖離が指摘されており、必ずしも有意なモデルではない [1][2]。一般に、イン
ターネットは輻輳した箇所を多く抱えるネットワークであるため、輻輳を考慮し
たトラフィックのモデル化が必須とされる。しかしながら、輻輳時は、パケット
の挙動が相互にランダムに振舞わないことが知られているため、その特性の解析
が難しい。
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1.2 本研究の目的
本研究の目的は、輻輳したネットワークを対象として、そのトラフィック特性
の解明を試みることである。特に下記の 2点に着目して測定を行った。
1. 広域ネットワークの中を転送されるパケットに生じる遅延時間の特性
2. 輻輳したネットワークを通じて到着するパケットの到着特性
前者は、第 2章において詳しく述べている。End-to-End環境において、パケット
が、ルータを通過する際に発生する遅延時間を測定し、その遅延時間の分布を得
ている。ここで遅延時間とは片方向の通信を想定しており、送信者がパケットを
ネットワークに送出してから、受信者においてそのパケットを受信するまでの時
間である。実時間通信アプリケーションがストリーム受送信の最適制御を行うた
めに、通信相手との間のEnd-to-End (P2P)で特性を把握することは重要である。
本研究の採用したアプローチは、インターネットのリーフサイトの各点に、分散
して測定器を配置したことである。コアネットワークは、膨大なトラフィックが
流合し、測定さえも難しく、解析はきわめて困難である、したがって測定器の設
置対象は、実際にアプリケーションを利用するエンドユーザの近傍のネットワー
クとした。すなわち図 1.1に示すように、ネットワークを単純化して捉えて測定
を行っている。本手法では、ユーザの視点からネットワークを観測しており、ス
トリーミングアプリケーションがバッファ遅延を最適に制御する機構など、アプ
リケーションが直接利用可能なデータを収集可能である。また解析の結果、本研
究で得られた結果は、遅延時間の確率分布である。特に輻輳の状態と、遅延時間
分布の変動の様子を、柔軟に説明することが可能としている。
本研究と同様に、インターネット上の遅延時間特性に着目する、先行研究が存
在する。文献 [2][3]は、広域ネットワークを対象として FTP, TELNETプロトコ
ルにおける応答時間の測定を行っている。これらの結果によると、遅延時間はば
らつきが大きく、すそ野が広い分布なすことが報告されている。解析の結果、イ
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図 1.1: End-to-Endによるネットワーク測定
ンターネットトラフィックの特性はバースト性を有し、ランダムな挙動を示さな
いことが示されている。特にその傾向が顕著に出現していたのは、ネットワーク
の利用率が上昇した、輻輳状態にあるときであった。近年の研究では、インター
ネットトラフィックには時間的な長期依存性があることが確かめれている。特に
TCPにおいて、パケットの送信を制御するために、先行する他のパケットの挙動
から、フィードバックを受けている。したがってほとんどのパケットは、先行す
るパケットと相関を有するため、原理的に互いに独立な挙動ではない。
本研究は、文献 [1] [2]に示される手法を拡張するものであり、その手法の比較を
行う。文献では応答時間の分析が主眼となっており、これは往復のRTT (Round
Trip Time)の解析と等価であると考えられる。本研究の特徴は片道の経路につい
て着目しており、測定に必要な測定器を、インターネット上に分散配置している
ことが特徴である。また測定結果が示す分布に対して、モデルの適合性を判定す
るために、あらかじめ適合すると思われる分布の候補を、複数選定している。そ
の上で、各分布で近時を行い適合性を判定している [7]。
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その結果、ネットワークに利用率がある程度上昇し、軽微な輻輳が発生し始める
状態では、遅延時間分布はパレート分布を用いて近似できることを示している。
また非輻輳時は対数正規分布がよく適合することをあわせて示している。しかし
ながら、各く測定結果に対して、複数の候補から、最も適合する分布を選択する
手法を採用しているため、それぞれの測定結果の関係が示されていない。すなわ
ち各状況で得られた、分布が変化する様子が不明であり。インターネットの状態
は、常に変動を繰り返し、定常ではないそのため分布の変化の様子に着目するこ
とは重要である。本研究では、新たな解析方法を提案した。遅延時間の測定結果
が、ある特定の分布に適合することを示すだけでなく、状況に応じて遅延時間分
布が変化する様子を説明している。特にネットワークの輻輳状態を説明する指標
を導入し、輻輳状態（ネットワークに入力されるトラフィック量)と、遅延時間分
布の変化の関係を示した。インターネット上では、遅延時間分布に限らず、さま
ざまな特性がカタストロフィックに変化することが観測される。しかしながら、
ネットワークに入力されるトラフィック量は連続的に変化する量と考え、きわめ
て微小な輻輳度合いの変化に対して、遅延時間分布の変化も、微小であると考え
られる。本研究では輻輳の度合い（ネットワークに入力されるトラフィック量）
に対して、遅延時間分布の変化に着目した解析手法を提案している。
本論文の第 3章では、輻輳したネットワークを通じて到来するパケットの、到着
特性の解析を試みている。これは 8ページに示した、二番目の研究目的である。
パケットがランダムに到着する状況において、パケットの到着間隔の分布が、指
数分布に従うことが良く知られているが、第 2章の議論と同様に、これは非輻輳
下のネットワークにおいて満たされる事象である。しかしながらインターネット
トラフィックのモデル化においては、輻輳に着目することが重要となる。実際に
測定を行い、到着間隔の分布を求めたが、指数分布には従わないことが確認でき
ている。分布に影響を与える主要な要素を明らかにするために、到着するパケッ
トの大きさに着目した。その結果、輻輳していないネットワークではおおむねラ
ンダムにパケットが到着することがわかったが、パケットサイズが大きくなると
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バースト性が大きくなり、ランダム性からの適合が外れて行くことが確かめられ
た。到着の間隔とパケットサイズの関係を導いて、輻輳したネットワークではパ
ケットサイズが、重要なパラメータとなることを示している。
1.3 インターネット測定にかかわる最新動向
本論文で採用したアプローチとその改良点を明確化するため、インターネット
測定にかかわる研究の動向を述べる。本研究では、広域インターネット上で発生
する遅延時間を測定するために、ネットワーク上の各所に測定器を分散配置して
いる。同様な測定手法が各方面で盛んに議論されており、手法に対する標準化の
提案が行われる段階へ至っている。しかしながら測定結果に対する解析はまだ不
十分であり、トラフィック特性の一般的なモデルを示すに至っていない。すなわ
ち測定結果に対する議論が十分なされていないと考えられる。本研究では測定結
果に対する解析を重点項目としている。
インターネットの爆発的な成長により、ネットワークトポロジやトラフィック
の性質も複雑さを増している。ネットワーク状態の動的な把握は難しい状況とな
りつつある。pingやtraceroute、および SNMPを用いたネットワーク機器の状態
監視、またパケットをモニタリングするなどの従来の測定手法では、測定の中心
となる機能が、対象となるノードとその周辺に集中して配置されることになり、
ノード自身と、その周辺の状況を測定するに過ぎない。このような手法でも単一
の組織内を対象とした測定に限定すれば、有効性の高い手法も多く存在する。し
かしながら、いずれの方法を採用しても、広大に広がるインターネットの規模に
対するスケーラビリティが欠如している。そのため現状のインターネットの全体
像を明かすためには不十分な手法である。
1.3.1 IETF IPPMワーキンググループと Surveyor
特に国際的な大規模なネットワークに対応するために、分散化して組織的に測
定を行うことが主流となりつつある。測定方式や測定方法の標準化の提示が数多
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くなされている。特に米国の動向として IETFが注目されている。 IETFでは、
2000年に IPPM (IP Performance Metric) ワーキンググループ [8]が設立された。
このワーキンググループは、広域インターネット上に分散配置された測定ノード
で、互いに協調し広域ネットワークの特性を測ろうと試みている。主な議論は下
記のように集約される。
1. 広域インターネットに適した測定メトリックと測定方法の標準化。
2. 片道トラフィックを対象とした測定と、時計の同期問題。
3. ネットワークへ印加する試験パケットとして、ポアソン生起するUDPパケッ
トを推奨。
4. データリンク上のパケットを収集することにより、正確な到着時間を取得
する。
現在のインターネットでは、往路と経路が同一とは限らず、パケットが往復する
様子を観測するだけでは、測定として不十分である。この点を考慮して、 IPPM
ワーキンググループでは、ある拠点から目的の拠点へ至るまでの片道の経路の特
性に着目している。この測定のためにネットワーク上の各拠点に試験パケットの
送受信用計算機を配置することを提案している。片道の遅延時間を正確に測定す
るためには、送受信を行うそれぞれの計算機の間で時計を同期させている必要が
ある。時計の同期は、測定を行うノードが持つべき要求として、 IPPMでの議論
が進められている。また IPPMが提案する方式は、能動的な測定手法を採用して
いるため、発生させる試験トラフィックについての吟味を行っている。文献 [9][10]
では、試験パケットがネットワークに与える影響を極力小さくするため、ポアソ
ン過程による試験パケットの発生を推奨している。 IPPMでは、測定手法の議論
を進めると同時に、異機種の測定器が互いに相互接続できるような共通プロトコ
ルの策定にも重点を置いている。
12
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図 1.2: GPSによる時計同期
IPPMが提案する方式と類似するものとして、 Surveyor[11]システムが提案さ
れている。 Surveyorシステムにおいては、GPSデバイスを装備した測定専用の
計算機を用いて、正確な時計を参照できるようにしている（図 1.2）。この環境
のにおいて、相互に試験パケットの送受信を行い、ネットワーク上に分散配置さ
れた拠点間の遅延時間とパケット廃棄率を測定している。文献 [11]によると、北
米、欧州、南豪に 50箇所あまりに測定拠点を設け、 1000近い経路（そのうち 10
経路は大陸間の通信）について、遅延時間や廃棄率の測定を行っている。
これらの活動が活発化する以前には、 ICMP echo/replyパケットを用いた往復
時間に着目した測定が主流であった。 Surveyorシステムは、片道の経路に着目し
て遅延時間を測定しようと試みたものである。新しい測定パラダイムを導入する
上で重要な活動であったと考えられ、本研究でも広域網の特性を測定するために
測定器を分散配置する手法を採用している。
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図 1.3: NLANRが設置する測定拠点 (passive)
1.3.2 NLANRとCAIDAの活動
インターネット測定に取り組む先進的な 2つの組織として、NLANR (National
Laboratory for Applied Network Research)[12]とCAIDA (Cooperative Association
for Internet Data Analysis)[13]が存在する。NLANRが中心となって実施した方
法はトラフィックを捕捉する受動的な測定である。米国のネットワーク vBNSの
17箇所の各拠点上に、パケットキャプチャを行う測定器を配置した。この測定
範囲は全米をカバーする広範なものとなっている。また分散設置された測定器
は、OC3monおよびOC12mon[14]である。光スプリッタにより分光したした信
号から、パケットをコピーして測定用計算機で収集する。NLANRが提案したト
ラフィック収集方法の意義は、全米にわたる大規模な展開を試みたことである。
この結果、研究者にとっては、さまざま種別のトラフィックデータへアクセスが
可能となった。本研究でも、第 3章において、NLANRの取ったアプローチと同様
な受動的な測定手法により、輻輳した回線の特性を解明することを試みている。
NLANRは同時に能動的な測定手法も提案しており、図 1.4に示す拠点に測定用計
14
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図 1.4: NLANRが設置する測定拠点 (active)
算機を配置し、相互に遅延特性を測り合う試みを行っている。さらに、CAIDA
の活動は、能動的な測定を行うと共に測定結果の可視化に主眼を置いている。
skitter[15]と呼ばれるツールを、広域多地点に分散配置して、それぞれの拠点間の
パス、遅延の測定を行っている。図 1.5は skitterにより収集された結果を可視化
したものであり、インターネットのASの接続関係を示した結果となっている。
インターネット測定の動向が分散化に向かいつつあることを、 1.3.1節で述べ
た。NLANR、CAIDAもその傾向に沿っている。彼らの研究はトラフィックデー
タの収集技術と、可視化に対する研究をよりいっそう進めたものと位置づけるこ
とができる。
1.4 本研究が用いる測定手法
本研究では、 1.3.1, 1.3.2節で述べた測定手法を積極的に導入している。広域ネッ
トワークの一つとして、 IMnet[16]を実験対象としている。 IMnetに接続する 3つ
の組織に、測定器を分散配置している。広域ネットワークを測定する際、最も基
15
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図 1.5: Skitterによる広域分散化した測定結果
本的なアプローチである。本研究では、測定によって得られた結果に対する解析
を主眼としている。
1.5 本論文の構成
第 2章では、 1.3節で述べた手法を導入して、広域ネットワーク上に分散配置し
た計算機を用いて、End-to-End遅延時間の測定を行った。測定対象としたネット
ワーク (IMnet)上の各拠点に、測定用計算機を配置して、計算期間で相互にパケッ
トを送出し合うことにより、拠点間のパスで生じる遅延時間を測定している。イ
ンターネットでは経路の非対称性が認識されており、ある拠点から、別の拠点に
至る片道の経路の特性に着目した。測定器を分散配置することによりネットワー
クに対するスケーラビリティを確保し、広域網の特性を測ろうと試みた。
測定結果において特に着目した点は、ネットワークの輻輳状態と遅延時間の関
16
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係である。一般に、非輻輳状態においてはパケットの挙動はランダム性を示し、遅
延時間分布はM/M/S モデルの待ち時間分布（指数分布）に従うとされている。
現在のインターネットにおいて、ネットワークの状態は時間と共に刻一刻と変化
する。さらにインターネットは輻輳した点を数多く抱えるネットワークであり、
パケットの振る舞いがランダムであることを仮定するのは不自然である。本研究
は、さまざまな時間に対して測定を実施し、ネットワークの多様な状況に対して、
遅延時間の結果を収集している。収集されたデータを分析すると、ランダム性を
示す場合も観察された。しかしながら、ひとたびネットワークに輻輳が発生する
と、指数分布では適合しない。本研究では、輻輳下のネットワーク状態を説明す
る新しいモデルの導入を試みている。従来のM/M/Sモデルをインターネットに
適応しない原因として、パケットの廃棄が考えられる。インターネットではパケッ
ト廃棄がしばしば観測されており、ネットワークを構成するルータのキューがあふ
れた状態が発生している。これは系が処理することのできるトラフィック量を超
えてパケットが入力された時に起こる現象であり、無限のパケットをキューに収
容できるM/M/S モデルは適切な解を与えない。本研究では、非輻輳時の適合モ
デルであるM/M/Sの自然な拡張として、M/M/S(m)モデルを導入し、遅延時
間分布の変化の様子を説明した。M/M/S(m)モデルはM/M/Sモデルのキュー
長に制限を設けたもので、簡単な拡張になっている。またネットワークに対して
過度なトラフィックが入力されても、系が発散しない性質を持っている。インター
ネット上でパケット廃棄が生じている事象は、転送が可能なトラフィック量を超
えたパケットが流入しているからである。M/M/S(m)モデルの待ち時間の確率
分布関数は、下記の通りである。
F (t) = e−
S
h
t
m−1∑
k=0
1− ρm−k
1− ρm
1
k!
(
a
h
t
)k
ρ =
a
S
この式を測定によって得られた遅延時間分布に適応した結果、よい近似を与える
ことがわかった。なお、 hは遅延時間の平均値、 ρはネットワークに入力される
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トラフィック量を示している。またM/M/S(m)モデルは任意のトラフィック量 ρ
に対しても収束する系である。 ρは入力されるトラフィックの強さを示したもの
であり、測定対象とした IMnet上の輻輳状態を表す指標あると考えられる。一般
に、ネットワークトラフィックの増減は、日ごとに周期的な変化を見せている。
早朝から昼間にかけて増加傾向を示し、夕刻にかけて減少傾向を見せる。その後
夜半前に再度極大を向かえ、早朝にかけてトラフィック量が減少していく。ネッ
トワークのトラフィックは周期的な変動を見せる性質を持つが、本測定によって
観測されたトラフィック強度 ρもそれに準じて推移している。
遅延時間時間測定に関する先行研究では、測定を行うたびに、あらかじめ選定
されている分布の中から最も最適な近似を与える曲線を選び出し、分布の特性
を解明しようとするものであった。測定状況ごとに分布の形状が異なっており、
かつ分布の関係を示す根拠が存在しない。しかしながら本研究で提案するモデル
は、時間やトラヒック量に対して単一のモデルを示しており、トラフィック密度
ρの推移により、状況の変化を説明することが可能となっている。本研究の意義
は、トラフィックの変化の傾向を説明するモデルを得たことである。
さらに、第 3章では過度に輻輳したネットワークを通じて到来するパケットの
到着特性について論じている。早稲田大学はマルチホーム環境で接続されてお
り、 IMnet、WIDE[17]の 2つの対外接続点を有している。それぞれのリンクは
同等ではなく、 IMnetへは 100Mbpsの帯域幅を持った FDDI回線、WIDEへは
384Kbpsの帯域を持ったシリアル回線で接続している。これらの回線の特性は、
両者で劇的に異なっており、帯域に余裕がある FDDI回線と、非常に輻輳したシ
リアル回線の二者の回線を有していた。パケットの到着特性の測定においては、
輻輳の度合いの異なる両回線のパケットを取得し、比較を行っている。本研究で
の解析の結果、輻輳を起こしていない回線では、おおむねパケットがランダムに
到着することがわかった。本研究ではランダム到着をさらに詳細に解析するため
に、到着パケットのサイズに着目している。インターネットトラフィックの大部
分はTCPパケットで占められており、これはWebが主流な利用形態であること
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に起因している。よって、データ転送を中心としたバースト製の高いトラフィック
によって占められているが、一般に、データ転送を目的としたTCPセッションで
はスループットを高めるために、大きなサイズのパケットを用いることが多い。
TCPが自律的な制御を行うために、制御フラグが規定されている。 SYN, ACK,
FIN, RSTなどの種類をもち、それぞれに対してコネクションの開始、終了など
の意味を持たせている。これらの制御用フラグを持ったTCPパケットはTCPペ
イロードを持たないことも多く、大変小さなサイズのパケットで構成される。な
お、データを含むパケットにピギーバックされたACK情報は、ここでは除外し
て考えるものとする。
測定されたパケットの集合を、サイズ別に、「small-packet」グループ、「middle-
packet」グループ、「large-packet」グループの、 3つのグループに分割したとこ
ろ、 small-packetグループではランダムな挙動を示していたのに対して、middle-
packetグループ、 large-packetグループとサイズが大きくなるほどランダムな挙
動から外れることが観測された。例えば、 small-packetグループに着目し、さら
に 3つのサブグループに分類を行う。TCPコネクション制御用のパケットのグ
ループ、ピギーバックではないACKフラグを持ったパケットの集合、および小さ
なペイロードを持ったTCPパケットの 3グループである。それぞれに対してラン
ダム性の検定を行った。それぞれのトラフィック性質を考えると、コネクション
の生起と終了にかかわるトラフィック（SYN, FIN, RSTグループ）は、ブラウザ
の操作など、ユーザの挙動に強く依存するために、ランダムな挙動を示すと考え
られる。またピギーバックされていないACKパケットや、小さなペイロードを
含んだTCPパケットは、インタラクティブなセッションで用いられることが主
流であり、ユーザの操作が直接反映されるようなパケットであると考えられる。
よってサイズが小さいTCPパケットは、ポアソン挙動の合成であると考えられ
る。一方、middle-packet、 large-packetの 2つのグループは、ばらつきの大きな
分布を示しており、ランダム性を持たない。両者のトラフィックの性質を考えて
みるとmiddle-packetおよび large-packetグループは、TCPセッションの中でも
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データ転送のためのバルクフローを構成するパケットであると考えられ、パケッ
ト生起の確率過程に、先行するパケットに対する依存性がある考えられる。した
がってmiddle-packetおよび large-packetグループは、パケット間が相互に独立な
ランダムな挙動を示さないことが推測される。
本研究では、過度に輻輳した回線を通じて到着するパケットの到着特性につい
て着目し、その到着間隔の分布を解析した。WIDEプロジェクトへ接続される専
用線の帯域は 384Kbpsであるが、日中の時間帯は回線の使用率が、ほぼ 100%に
達しており過度の輻輳状態にある。この回線に対して、パケットアナライザを設
置して、早稲田大学に到着するすべてのパケットを取得した。その結果、 IMnet
から到来するパケットの到着分布とは全く異なる性質を示すことがわかり、パ
ケットサイズにより特性が分類できることが分かった。到着間隔の分布を観測す
ると、主に、 3つの到着間隔の値に対して、それぞれ際立ったピーク値が観測さ
れている。 IMnet回線の到着分布に用いた手法と同様に、パケットサイズごとの
グループに分割した。その結果、それぞれのピーク値はパケットサイズにより分
類できることが明らかとなった。極度に輻輳した回線では、その利用率が 100%で
あるた。すなわち先行するパケットとそれに続くパケットの間には、間隔が存在
しない。ここでパケット Pi−1と Piの到着間隔 Iiを次のように定める。測定点M
において、先行するパケット Pi−1の先頭ビットが到着してから、パケット Piの
先頭ビットが観測されるまでの時間が到着間隔を与える。このとき到着間隔 Iiは
先行するパケット Pi−1が測定点M を通過する時間に他ならない。本測定環境で
は、回線速度は一定値 384Kbpsであるので、到着間隔 Iiは、 Siを Pi−1のパケッ
トサイズとすると、
Ii =
Si−1
384 [Kbps]
で与えられる。すなわち過度に輻輳した回線では、到着間隔はパケットサイズに
比例することが分かった。
また、輻輳した専用線を通して到着するパケット個数の分布について着目して
解析を行った。ポアソン分布を用いて近似を行ったところ、分散が小さく、測定
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値が比較的集中して分布していることが分かる。この近似と実測値との相関を求
めた結果、 0.92131を得た。このように到着個数は、おおむねランダムな挙動を
示しているいると考えられるが、輻輳が生じていない IMnet回線に比べると、そ
の適合度が低い。到着個数の分布に着目すると、WIDEへの専用回線は過度な
輻輳状態にあるため、外部ネットワークから早稲田大学へ向けて送信されるトラ
フィックが増大しても、到着分布には影響を与えない。ここで、WIDEから早稲
田大学へ向けて送出されるパケットについて考える。WIDEが設置する収容拠
点において、早稲田大学からの接続を受容するルータR上では、常にキューイン
グ遅延が発生しており、パケットは必ずキュー上で待機状態となる。専用線上に
送出できるパケット数は、回線の帯域幅とパケットサイズのみによって決定され
る。輻輳が発生し、キューイング遅延が必ず発生する状況では、ルータRに更な
るトラフィックが入力されても、到着の特性は変わることがない。よって分散が
小さく、測定値が比較して集中して分布していると考えられる。この状況におい
て、単位時間当たりのパケットの到着数を nとしたとき、パケットは隙間なく到
着するので、パケットサイズと回線の帯域幅Bは次式で与えられる
B =
n∑
i=1
Si
このとき、平均のパケットサイズ Sは
S =
∑n
i=1 Si
n
=
B
n
上の式で与えられる。すなわちパケットの到着数が多くなると、平均パケットサ
イズは小さくなるので、 small-packetグループが目立つことになる。逆に nが小
さいところでは、middle-packet、 large-packetグループの分布率が大きくなる。
本研究では過度に輻輳を起こしたWIDE専用線において、パケットを取得して実
測し、平均到着数に対する、 small-packet、middle-packet、 large-packetの 3者の
出現比率を求めている。その結果、 large-packetは平均到着率の増加と共に急激
に減少する。一方、 small-packetグループの出現頻度は、ほぼ線形に増加してい
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た。middle-packetグループの出現頻度の変化は、なだらかな推移を見せており、
パケットの平均到着数が 40 [個 /秒]から 90 [個 /秒]付近までは、緩やかに増加傾
向を示し、 90 [個]以上の到着率に達すると、徐々に減少する様子が確かめられて
いる。すなわち、輻輳した回線について、 large-packetグループの頻度が大きい
ときは、到着数が小さく、また small-packetグループが頻繁に観測されると到着
率が増加する。したがって、輻輳した回線において、到着の主たる特性はパケッ
トサイズの影響を受けることがわかった。
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輻輳したネットワーク上において発生する遅延
時間分布の解析
2.1 本章の概要
2.1.1 遅延時間の定義
本章では広域インターネットにおいてパケットがルータを転送される際に生ず
る遅延時間に着目する。ネットワークに関する議論において、遅延時間は、さま
ざまな意味で用いられる語である。よって、厳密な議論を行うために、本論文で
取り扱う各種の遅延時間について、定義を与える。また、それぞれの遅延時間の
関係を下記のように整理する（図 2.1）。
(End-to-End遅延) = (Endノード上の処理遅延)
+ (伝送遅延)
+ (伝搬遅延)
+ (転送処理遅延)
+ (キューイング遅延)
• End-to-End遅延 (End-to-End delay)
23
第 2 章 輻輳したネットワーク上において発生する遅延時間分布の解析
送出側の計算機からパケットを送出して受信側の計算機で受信されるまで
の総時間である。本測定では、ユーザのアプリケーション間で受送信にかか
る時間とする。したがってカーネル内でデバイスからアプリケーションへパ
ケット引き渡すオーバヘッドを含む時間とする。
• Endノード上の処理遅延 (processing delay)
送出側の計算機において、アプリケーションレイヤから、カーネル内の処理
を通じて、物理層にパケット送信しようとするまでの時間。または受信側
計算機において、インターフェイスが受信したパケットをアプリケーション
へ引き渡すまでの時間である。
• 伝送遅延 (transmission delay)
データリンク層におけるパケットの先頭ビットから最終ビットまでを物理
回線上に送出するのに必要な時間を示す。
• 伝搬遅延 (propagation delay)
物理回線上にあるパケットの最終ビットが受信されるまでの時間を表す。
これはパケットが物理回線上に存在する時間であり、回線の距離に比例す
る。ファイバのコアに用いる素材の屈折率により、伝搬遅延時間は変化す
る。
• 処理遅延 (forwarding delay)
ルータにおいてパケットを転送するのに必要な時間である。ルータの転送
処理は受信パケットをキューから取り出し、パケットの行先アドレスに応じ
た出力インターフェイスを選択し、送出する手順である。
• キューイング遅延 (queueing delay)
ルータのキューにおいて、パケットが出力インターフェイスに送出可能にな
るまで待つ時間のことである。
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アプリケーション アプリケーション
ルータによる処理 回線遅延回線遅延送信ノード処理 受信ノード処理
キューイング遅延
Endノード遅延
伝送遅延
処理遅延 伝搬遅延
End-to-End遅延時間
図 2.1: 各ノードにおける遅延時間とEnd-to-End遅延時間の関係
2.1.2 本研究の成果とその概要
本論文では、輻輳下しているネットワークの特性に着目し、ルータで生じる
キューイング遅延の解析を試みる。理想的な通信において、パケットがすべての
ルータ上で、キューに留置されることがなければ、キューイング遅延の総和は 0と
なり、パケットの廃棄も生じない。現実のインターネットでは、キューでパケット
が留置されって遅延時間が増大したり、キューあふれによるパケットの廃棄が、
少なからず観測される。これはネットワーク上に輻輳が生じているからにほかな
らない。
本研究では、広域インターネット上でのリアルタイム通信に着目し、トラフィッ
クの特性の解析を行う。一般に、インターネット上でリアルタイム通信を行うため
には、UDPが用いられる。また、双方向リアルタイム通信において、各々の通信
はトラフィックの方向別に異なる特性を有する。すなわち、本質的には単方向の 2
つの通信が組み合わされて構成されたものと考えられる。したがって、リアルタ
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イム通信は、それぞれ通信の方向別に測定が行われるべきである。一般に、片方
向の通信の測定のためには、ネットワーク上に分散配置された測定器が必要であ
り、かつ、それらの測定器が持つ時計が、正確に同期している必要がある。本論文
では、広域ネットワーク（IMnet）上の各点に、測定用計算機を配置し、分散化し
た測定手法を用いる。本手法により、 IMnetの広い範囲を対象としている。この
とき、時計同期の問題の解決は、精緻な測定を行うために不可欠な問題である。
本実験の必要とする範囲で、取り扱う時計の精度を補正する考察は、 2.2.4節で詳
しく論じている。互いに分散して配置された測定ノード間の通信をEnd-to-End
通信と呼び、 2.1.1節で定義したとおり、ある測定ノードから対象の測定ノードへ
パケットが到着するまでの時間を、 End-to-End遅延時間とする。End-to-End遅
延時間に着目するのは、ユーザアプリケーションから見た特性を測定することを
目的としているためである。
本章の研究の成果は、測定器間で発生するEnd-to-End遅延時間分布の特性を
解析し、その特性がM/M/S(m)モデルで発生する待ち時間の分布で近似できる
事を示したことである。遅延時間に着目した背景として、リアルタイム通信にお
いて、トラフィックの方向による特性に着目したり、ネットワーク上で発生する
遅延時間分布に留意することは、重要である。これは、リアルタイム通信のQoS
はパケット間のジッターや到着間隔、ネットワーク上で発生する遅延時間の総和
（End-to-End遅延）に強く影響されるためである。
データ通信における遅延時間分布に関する先行研究によると、End-to-End遅
延時間の特性は指数分布に従うことが知られている。ところでインターネットが
急速に発達し、トラフィック量も加速度的に増大した結果、しばしばネットワー
ク上で輻輳が発生しており、必ずしも指数分布によるモデル化が適切でない事象
が生じている。本章の研究では、これまでに知られたトラフィックモデルの自然
な拡張を導入し、輻輳状態にあるネットワークの特性を説明する。
インターネットトラフィックは時間とともに変動しており、常に増減を繰り返
している。輻輳の状態も常に変動しており、その度合いを示す指標が必要であ
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る。本研究で導入したモデルM/M/S(m)は、入力トラフィックを示すパラメー
タ（トラフィック密度 ρ）を有しており、そのパラメータ値を推定することによ
り、輻輳の状態を判定することが可能である。以上の議論をまとめると、本論文
の主張は次の点である。
• End-to-End遅延時間分布は、待ち行列モデルM/M/S(m)における待ち時
間をあらわす分布関数を用いて近似することができる。
• トラフィック密度 ρをパラメータ推定することにより、輻輳の状態と遅延時
間分布の関係を判定することができる。
トラフィック密度を示す、パラメータ ρの動きを観察することにより、トラフィッ
クの変化の推移を観測することを可能としている。
2.2 広域インターネット上で遅延時間測定
2.2.1 測定対象とした IMnetの状況
本測定が対象としたネットワーク、 IMnetは平成 6年 12月に運用が開始され、
主として国公立試験研究機関・特殊法人等、並びにそれらの機関と共同で研究を
行う組織間を接続することが目的とされた。表 2.1は IMnetの成長の過程を示し
たものである。平成 9年にNSPIXP2および商用ネットワークとの接続が強化され
たことを契機に、 IMnetの利用は急増の一途をたどっている。特に着目すべき点
は、本測定を行った平成 11年近辺は、トラフィック量の急増により回線の増速が
たびたび行われ、ネットワークの規模が大きく成長を遂げた時期である。図 2.2,
2.3, 2.4は東京NOCを中心としてトランジットされる、トラフィック量の変化の
様子を記録したものである。それぞれ、
• 東京NOC ⇔ 国際NOC（図 2.2）
• 東京NOC ⇔ つくばNOC（図 2.3）
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NTT-KDD間回線利用状況および予測
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図 2.2: IMnet 東京NOCと国際NOC間のトラフィック推移
• 東京NOC ⇔ 大阪NOC（図 2.4）
上記の 3つのNOC間の関係を示している。図 2.2, 2.3, 2.4により同時期に稼動
する商用ネットワーク、および学術系ネットワークと比較しても十分な規模と成
長性を備えたネットワークである。特に平成 11年の前後はトラフィックが指数的
な増加を示している。このような背景から、十分な規模を持ちかつ輻輳が生じる
可能性が高いネットワーク環境である。
2.2.2 IMnetの測定ネットワーク環境
本節では、 End-to-End遅延時間の測定を行った環境について述べる。図 2.5は
測定環境と、そのネットワークトポロジを示している。測定対象とした 3つの組織
は、インターネット（IMnet）を通じて、互いに接続されている。また各組織の配
下には、それぞれ測定用計算機A, B, Cを配置している。表 2.2は測定拠点名と、
設置した計算機と、そのソフトウェア構成を示したものである。計算機AおよびB
はBSD/OS 3.1を搭載しており、カーネル内のタイマの分解能をHZ=1000と設定
している。BSD/OS 3.1の標準状態では、タイマーの精度が 10[ms]であり測定に
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東京NOC－筑波NOC間回線利用状況および予測
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図 2.3: IMnet 東京NOCとつくば間のトラフィック推移
東京－大阪間回線利用状況および予測
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図 2.4: IMnet 東京NOCと大阪NOC間のトラフィック推移
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表 2.1: IMnetの発展の経緯
平成 6年 12月 科学技術庁振興調整費による運用開始
ICMnet（米国）と接続開始
WIDE（東京）と接続開始
JOINと接続開始
平成 7年 1月 WIDE（大阪）と接続開始
2月 NASA（米国）と接続開始
8月 KREOnet（韓国）と接続開始
10月 APACと接続（開催期間中限定）
平成 8年 11月 Internet World Expo (IWE) ’95 と接続
12月 IWEを介した商用ネットとの接続
平成 9年 1月 JSTによる運用開始
インターネットKDDと接続開始
3月 NSPIXP2への接続開始
商用 ISPとの peer拡大
4月 インターネットKDDの増速（→ 3Mbps）
7月 IMIXPの設置
8月 KIIIS/NCAの接続開始
10月 インターネットKDDの増速（→ 6Mbps）
12月 SprintLinkとの接続解除
APANとの接続開始
平成 10年 2月 国内バックボーンへのATM回線使用開始
3月 KIIIS/NCAとの接続解除
9月 NSPIXP3への接続開始
10月 インターネットKDDの増速（→ 12Mbps）
11月 SINETとの接続強化（→ 100Mbps）
平成 11年 2月 国内バックボーンのフルATM化
3月 札幌、仙台、福岡NOCの開設
4月 キャッシュサーバーの運用開始
ATMインタフェースによる接続サービス開始
7月 NORTHとの接続開始
11月 NEWEBの増速（→ 18Mbps）
平成 12年 1月 TOPICとの接続開始
CICCとの接続解除
3月 KEKとの接続開始
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国際NOC
東京NOC
つくばNOC
早稲田大学
Waseda
IMnet
電子技術総合研究所
ETL
NTTソフトウェア研究所
NTT
専用線 T1
ATM 45Mbps
FDDI 100Mbps
測定用計算機Ａ
測定用計算機Ｃ
測定用計算機Ｂ
図 2.5: End-to-End遅延時間の測定環境
表 2.2: End-to-End遅延時間の測定のために用いた計算機
計算機名 設置場所 ソフトウェア種別
A Waseda PC (BSD/OS 3.1)
B NTT PC (BSD/OS 3.1)
C ETL Sun Ultra 1 (Solaris 2.5.1)
は十分な精度ではない。この設定により、カーネル内部の分解能が 1[ms]となり、
パケットのタイムスタンプの精度も向上する。計算機A, Bの両者は、同一のソフ
トウェア構成をとっている。さらに、計算機Cはワークステーション Sun Ultra 1
上に Solaris 2.5.1を導入したものである。 3つの組織は、いずれもバックボーン
ネットワークとして IMnetに接続されているが、それぞれの組織は IMnet内に設
置された相異なる収容拠点に接続されているため、必ず複数のNOC間を転送され
る。さらに、測定用計算機についての設置条件を述べると、計算機Aは早稲田大
学のネットワークに収容されている。早稲田大学 (Waseda)の収容拠点は、 IMnet
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struct timeval {
    long tv_sec;
    long tv_usec;
};
32bits
52  octets
Audio signal
Time stamp is stored.
UNIX time format
All Integers are stored
as network byte order
Seconds
Micro Seconds
Sequence
Number
図 2.6: 試験パケットのフォーマット
国際NOC (INOC)であり、回線の種別は 100Mbpsの帯域幅を持った FDDI回線
である。また計算機Bは、東京都武蔵野市のNTTソフトウェア研究所1(NTT)内
に設置され、バックボーンへの接続点は IMnet東京NOC (CNOC)である。NTT
と IMnet間の接続回線は、 1.5Mbpsの帯域を持つデジタル専用線 (T1)を用いて
いる。最後に計算機Cは茨城県つくば市の電子技術総合研究所2(ETL)内に配置
されており、 IMnetつくばNOCを介してバックボーンネットワークへ接続され
ている。測定用計算機A, B, Cはいずれも各組織内の配下のネットワークに接続
されているが、組織内のトラフィックの影響を最小化するために、バックボーン
へのアクセスルータの直近に設置している。よって、測定によって得られる特性
は、 IMnetへのアクセス回線と、 IMnet内部で生じたものである。さらに、ネッ
トワークへの完全なアクセスを有しており、ファイアウォールやプロキシーサー
バを介することなく、外部ネットワークに接続することができる。
32
第 2 章 輻輳したネットワーク上において発生する遅延時間分布の解析
表 2.3: 試験パケットの送出条件
パケットサイズ 送出間隔 送信パケット数
64[オクテット] 10[ms] 4096[個]
2.2.3 試験パケットを用いた遅延時間の測定
本実験で採用したEnd-to-End遅延時間の測定の手法を述べる。 2.2.2節で述べ
た試験環境おいて、 3つの拠点に設置された測定用計算機が互いに試験パケット
を送出し合うことで測定を行う。これにより各拠点間の遅延時間を相互に測る
ことができる。本手法は、広域ネットワークを対象とした分散型の測定手法であ
り、 1.3.1節で述べたとおり、 IPPMや Surveyorに準じた手法である。よってネッ
トワークトポロジに対するスケーラビリティがあり、 IMnet全体の特性を把握す
ることが可能である。
本研究では測定対象としてEnd-to-End遅延時間を対象としている。これは 2.1.1節
における定義のとおり、ある拠点に設置された測定用計算機が試験パケットの送
信を開始してから、受信用計算機のインターフェイス上で、パケットの最終ビッ
トが受信されるまでの時間である。試験パケットのフォーマットを図 2.6に示す。
本試験では 50Kbpsのリアルタイム音声信号を模倣して、パケットフォーマットが
設計されている。試験パケットの送出条件として、送出の間隔は 10[ms]であり、
パケット（UDPペイロード）サイズは、 64オクテットである（表 2.3）。この条
件により 50kbpsの音声信号が模倣される。多くの音声信号の符号化方式におい
て一定ビットレートで符号化が行われる。 ITU-T標準であるG.711, G.721, G.723
シリーズ [18][19][20]はビデオ／電話会議の音声通信で多く用いられる音声符号化
方式であるが、これらも一定のビットレートを持つ符号化方式である。一方、ビ
デオに関する符号化は時間とともに送信ビットレートが変化するものが主流であ
る。本研究の目的は広域インターネットを通過する際の、ルータのキュー上で発
1現在の組織名はNTT情報流通プラットフォーム研究所。 http://www2.pflab.ecl.ntt.co.jp/
2現在の組織名は産業技術総合研究所。 http://www.aist.go.jp/
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図 2.7: 片道遅延時間の測定方法
生する遅延時間の特性を解析することにある。遅延時間の測定を単純化するため
に、送出レートが時間とともに変化するビデオ信号の模倣は、本章の試験パケッ
トの構成からは除外している。
試験パケットの送信を行う測定用計算機は、パケット内に次の情報を付加する。
• 順序番号 (Sequence Number)
• 送信を行った時刻を示すタイムスタンプ情報 (Time Stamp)
パケット内における、「Sequence Number」フィールドおよび、「Time stamp」
フィードの位置とオフセットが、図 2.6に示されている。順序番号は 32ビットの符
号なし整数値とし、フォーマットはネットワークバイトオーダで格納される。また
タイムスタンプ情報は、UNIX時間フォーマットを用い、 1970年 1月 1日 (UTC)
からの経過時間を秒、およびマイクロ秒に分割し格納している。それぞれのフィー
ルド長は 4オクテットである。図 2.7に示すように、送信者は上記の 2つの情報を
34
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図 2.8: 2点間の時計のずれの様子
UDPペイロードの先頭部分に付加し、ネットワークに送出する、パケットを受信
した測定用計算機は、順序番号とタイムスタンプを試験パケットから取り出す。
このとき受信した時刻と、取り出されたタイムスタンプが示す時刻の差から、遅
延時間を算出する。これをEnd-to-End遅延時間の測定値として記録する。
2.2.4 遅延時間測定における時計の誤差の補正方法
図 2.8に示す 2つの計算機A, B間での片道の遅延時間を測定するためには、A,
Bの両者の時計が正確に同期していることが前提となる。一般に、インターネッ
ト上に分散配置された計算機の時計は同期していない。インターネット上では、
時計同期の機構として、NTP[21][22][23]が多く用いられているが、A, Bの時計
を 10[ms]程度の精度でしか同期することができない [24]。しかしながら本実験で
は、NTPを用いて時計同期を行い、さらに測定結果を用いて時計の誤差を補正
している。
図 2.8においてAの時計の時刻が tのとき、Bの時計の時刻は t+ rであるとす
る。すなわち、Bの時計はAにくらべて rだけ進んでいるとする。さらにBの時
計はAの時計に比べて単位時間当たり∆tだけ進むとする。つまりAの時計が t
の時から時間 kだけ経過した時の状態はAの時計は t+ kを指し、さらにBの時
計は t + r + k + k∆tを指している。
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図 2.9: 早稲田大学とETL間の遅延時間の差
この状況でAからBへの到達する遅延時間を測定するために、Aから送出さ
れるパケットに、Aでのタイムスタンプ TAを付加しBへ向けて送出する。それ
を受け取ったBは受信時間 Tbを記録する。次に、Aでパケットに埋め込まれた
タイムスタンプ TAを取り出す。このとき、実測値を、 α = TB − TAとする。と
ころで
α = (t + r + dA→B + dA→B∆t)− t
= r + dA→B + dA→B∆t
= r + (1 +∆t)dA→B
であるから、A から B への真の遅延時間 dA→B は実測値 αを用いて
dA→B =
α− r
1 +∆t
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と表すことができる。しかし A の時計が 24時間進んだ時Bの時計は 24時間 15
秒から 45秒進んでいた。したがって 1日に 1分誤差が生じると仮定しても、∆t
は次の値となる。
∆t = 60/(24 · 60 · 60) = 0.000694 [sec]
よって本実験の求める精度に対して、∆tは十分に小さいとみなせるので
dA→B = α− r
同様にBからAに対して送られたパケットの遅延時間 dB→Aは、同様の方法を用
いて測定した実測値 β を用いて
dB→A = β + r
と表すことができる。すなわち、測定で得られる遅延時間は、A, Bの時計の差
rだけずれていると考えられる。測定を何度か繰り返し得られた実測値の最小値
を、方向別に α, βとすれば誤差を補正することが可能である。図 2.9に示される
2つの遅延時間は、早稲田大学と電子技術総合研究所 (ETL)間で、同時刻に観測
された遅延時間を方向別にプロットしたものである。最小値だけを取り出したも
のは直線をなすことがわかる。この 2つの直線間の距離が誤差 rを表している。
A, Bの両者が相互に測定を行うことにより、誤差 rを推測することが可能であ
る。この手法が有効なのはA, B間の経路が対称である場合に限られる。本測定
においては経路が対称であることを確認しており、本節で述べた手法により誤差
を補正している。
一般にインターネットにおいて、片道の遅延時間を測定する場合には、経路の
対称性を仮定することができない。そのためインターネット上に分散されて配置
されている計算機の時計は、NTP以外の手法を用いて正確に同期させる必要が
ある。そのひとつの方法として、正確な外部クロックの供給を受けるハードウェ
アを装備することが考えられる。 1.3.1 節で述べたように、片道のEnd-to-End遅
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図 2.10: 時計同期の手法とその精度
表 2.4: End-to-End遅延時間の測定結果
送出計算機 受信計算機 送出時刻 (JST) 平均遅延時間 [ms] 図
NTT ETL 00:39 a.m. 0.31 図 2.11
Waseda NTT 08:47 a.m. 33.26 図 2.12
ETL Waseda 08:02 a.m. 48.5 図 2.13
Waseda NTT 17:01 p.m. 96.26 図 2.14
NTT Waseda 14:05 p.m. 94.1 図 2.15
延時間を測定する場合、GPS (Global Positioning System)受信機の装備により、
正確な時刻を保持する手法が提案されている [9][10]。また、 ISDN網から供給さ
れる同期信号を用いた方式も提案されており、計算機上に簡易なハードウェアを
装備させることで、年間の誤差が 500 [µs]以下の極めて精度の高い時計を参照す
ることが可能である [25]。図 2.10は、良く知られた時計動機の手法と精度の関係
を示しており、本測定では 100[ms]～ 10[ms]程度の精度を必要としている。
2.2.5 End-to-End遅延時間の測定結果
本節では、試験パケットを用いた実験の結果を示し、End-to-End遅延時間の
測定を行った詳細な条件を示す。表 2.4は、測定を行った拠点間と送受信の関係、
および測定時刻を示している。また図 2.11, 2.12, 2.13, 2.14, 2.15および表 2.4は
測定結果を示したものである。図 2.11を除き、図 2.12, 2.13, 2.14, 2.15では縦
軸に累積の遅延時間分布を示している。図 2.11だけは分布の特徴を見やすく表示
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図 2.11: NTT から ETL へ送出したときの遅延時間分布 (時刻午前 00:39)
するために縦軸に確率密度をとり、結果をプロットしている。
2.2.6 測定結果に対する解析と適合モデルの提案
図 2.11, 2.12, 2.13, 2.14, 2.15に示された 5つの測定結果に対して、適合モデ
ルの提案を行い。そのモデルを用いて実測値を近似することを試みる。
単位関数による近似
図 2.11では、ほとんどの測定結果が 0 [ms]の近傍に集中して分布している。な
お、縦軸が確率密度を示していることに留意する。このとき得られた End-to-End
遅延時間の平均値は 0.31 [ms]であり、ほとんどのパケットにキューイング遅延が発
生することなく転送された。なお、測定対象とした遅延時間は、ルーターのキュー
39
第 2 章 輻輳したネットワーク上において発生する遅延時間分布の解析
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0 50 100 150 200 250 300 350
Waseda -> NTT
Delay Time [ms]
Cu
m
ul
at
ive
 D
ist
rib
ut
io
n
図 2.12: Waseda から NTT へ送出したときの遅延時間分布 (時刻午前 08:47)
に留置された時間であるので、理想的な通信においては 0となることを付してお
く。
本結果を得た時刻は 00:39amであり、ネットワーク上に存在するトラフィック
量が十分に小さかったことが予想される。このとき、測定結果は 0 [ms]付近の一
点に集中することになり、単位関数を用いて、特性を表すことができる。このよ
うな理想的な通信状態においては、キューイング遅延が限りなく小さく、ジッター
も発生しない。本研究では輻輳時のネットワーク特性に焦点を当てている。その
ため本結果に対するこれ以上の議論は行わない。
測定結果に対する近似の試み
一般に、輻輳が生じていないネットワークにおいて、 End-to-End遅延時間分
布は指数分布に従うことが知られている。指数分布で示される特性は、パケット
40
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図 2.13: ETL からWaseda へ送出したときの遅延時間分布 (時刻午前 08:02)
の到着がランダムかつ転送時間が指数分布に従うという仮定により導き出され
る。これはネットワークを構成するルータを、キューイングシステムM/M/S と
みなしてモデル化を行った場合に、系内でパケットがキューに留置される時間の
分布に等しい。このモデルは非輻輳時のネットワークに対してはよく適合する。
しかし、現実のネットワーク上で得られた、実測値の多くは、指数分布で近似す
ることができない。特に、図 2.13, 2.14, 2.15に示す状況ではEnd-to-End遅延時
間が、大きく増大している。これはネットワーク上で輻輳が発生し、キューイン
グ遅延が生じている事を示す測定結果である。本節では、広域インターネットを
パケットが通過する際に生じる遅延時間特性を表現するために、新しいモデルを
導入を試みる。
待ち行列を用いてパケットネットワークをモデル化する場合に、鍵となるパラ
メータはネットワークの有するキューの最大長である。輻輳が発生していないネッ
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図 2.14: Waseda から NTT へ送出したときの遅延時間分布 (時刻午後 17:01)
トワークでは、系内が有するキューのサイズに比して、ネットワーク上に存在する
トラフィック量が十分に小さいと考えられる。キューにおいて、すべてのパケット
が受容されるため、パケットの廃棄が発生しない。しかしながらインターネット
上において、パケットの廃棄が観測されることは周知に事実であり、経路上のい
ずれかの箇所において輻輳が発生している。つまり、キューあふれによるパケッ
ト廃棄が生じていると考えられる。したがってネットワークが系内に保持するト
ラフィック量に対して、十分に大きなキューサイズを持つ仮定は現実的ではない。
待ち行列モデルM/M/S は無限長のキューサイズを持つが、本モデルの待ち時間
分布を用いることは、現在のインターネットには適さないと考えられる。本章の
研究では待ち行列のキュー長の最大値に制限を設けた、キューの最大長がmであ
る。M/M/S(m)モデルを導入する。もしmが無限大に向かえば、M/M/S(m)
モデルはM/M/Sモデルと一致する。
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図 2.15: NTT からWaseda へ送出したときの遅延時間分布 (時刻午後 14:05)
パケットの遅延および廃棄が発生する箇所について考察すると、ルータ内もし
くは回線上のいずれかの可能性が考えられる。しかしながらパケットがいったん
光ファイバで構成された物理リンクに送出されれば、パケットが回線内で先行す
るパケットを追い越したり、損失する確率は十分に小さいと考えてよい。したがっ
てインターネット上で発生するパケットの廃棄や遅延の原因は、ルータ内で発生
すと考えられる。特に遅延の発生についてはルータのキューイング処理が大きな
要因となっている。本研究では、End-to-End遅延時間を測定対象としている。送
信者から受信者までパケットが到達するまでには複数のルータを通過する。ルー
タを通過するたびにキュー待ちによる遅延時間が蓄積していく、広域インターネッ
トのトポロジは複雑であり、またトポロジや機器構成も頻繁に変更される。この
場合、系内に保持できるトラフィック量（キューサイズの合計）が常に変動する
ため定量的な解析が困難となる。そのため本研究では中間ルータの特性を単純化
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図 2.16: M/M/Sモデルとの比較 (Waseda → NTT, 時刻午後 14:05)
し、ネットワークを送信側計算機を入力、受信用計算機を出力とみなした単一の
系として捉えている（図 1.1）。本研究では、インターネットを構成するルータ
のそれぞれを個別に待ち行列として考え、それらが相互に連結したシステムとは
捉えていない。このようにトポロジや機器構成を反映した解析は、インターネッ
トの規模からシミュレーションを視野に入れても現実的には不可能である。そこ
でネットワークを単一に単純化し、測定対象をEnd-to-Endの遅延時間の特性の
みに着目している。測定結果に適合するパラメータの推定値と、ネットワークト
ポロジや機器構成との詳細な関係はまだ十分に解明していない。本研究の提唱
は、ネットワークの輻輳状態と遅延時間分布の変化の基本的な関係を示すことで
ある。
待ち行列モデルM/M/S(m)の、待ち時間の確率分布関数 F (t)は、次の式 (2.1),(2.2)
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図 2.17: M/M/S モデルとの比較 (ETL → Waseda, 時刻午前 08:02)
で示される。
F (t) = e−
S
h
t
m−1∑
k=0
1− ρm−k
1− ρm
1
k!
(
a
h
t
)k
(2.1)
ρ =
a
S
(2.2)
ここで hはパケットが系内のキューで待たされる時間の平均値であり、 S は出力
のポートの数である。またmはキューの最大長を示している。 aは系に入力され
るトラフィック量であり、 ρはトラフィック密度を示している。 ρ = a/Sなる関
係がある。このモデルの特徴を与えるパラメータは S, m, ρの 3つである。これ
らの 3つのパラメータを用いて、測定結果からパラメータ推定を行ったものが、
図 2.16, 2.17, 2.18, 2.19である。このときに得られた推定パラメータ値を表 2.5に
示している。表 2.5において注目すべき項目は、トラフィック密度 ρの変化であ
る。図 2.17において、トラフィック密度はは ρ = 0.75であり、系内のキューにあ
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図 2.18: M/M/S モデルとの比較 (Waseda→ NTT, 時刻午後 17:01)
ふれが生じていない状態を示している。 ρが小さい条件の下では、キューにあふ
れが生じていないので、M/M/S(m)モデルの待ち時間分布は、M/M/Sモデル
の待ち時間分布で特性で近似される。一方、図 2.17, 2.18, 2.19において、近似の
結果、得られたトラフィック密度 ρはいずれも 1を超えている。この測定結果で
はサンプル値が広い範囲に分布する傾向を示しており、すそ野が広い分布を持つ
特性を示している。特に着目すべき点はトラフィック密度の増大と同時に、指数
分布による適合性が顕著に低下していく事象である。過大なトラフィックが入力
された輻輳状態のネットワークでは、指数分布を用いた近似が全く不適切である
ことがわかる。
ここでトラフィック密度 ρの変化について考える。一般に、日ごとにインター
ネットトラフィックは周期的な変動を示すことが知られている。本実験における
測定結果では、早朝から昼間にかけてトラフィックが増大し、昼間に極大を迎え
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図 2.19: M/M/Sモデルとの比較 (NTT → Waseda, 時刻午後 14:05)
る。その後、いったん夜半前にピークを迎えた後、夜半から早朝にかけて再度ト
ラフィックが減少する。人間の行動パタンがインターネットのトラフィックの傾向
にも現れるとされるが、本測定の結果である ρの変化も、よく知られたトラフィッ
ク性質と合致しており、合理的な値であると推測される。
2.2.7 提案するモデルM/M/S(m)とM/M/S モデルの比較
ネットワークの性質を扱う研究において、輻輳を考慮しない場合にはM/M/S
モデルが多く用いられてきた。遅延時間を論ずる際に、さまざまな場面で指数分
布が出現するのは、M/M/S モデルの遅延時間分布が指数分布となることに起因
している。M/M/S モデルにおいて、遅延時間 γが tよりも大きくなる確率は次
式で与えられる。
P (γ > t) = e−
(1−ρ)S
h
t
47
第 2 章 輻輳したネットワーク上において発生する遅延時間分布の解析
表 2.5: 測定結果に最も適合するパラメータ (M/M/S(m)モデル)
送出計算機 受信計算機 測定時刻 (JST) m S ρ
Waseda NTT 08:47 a.m. 10 2 0.75
ETL Waseda 08:02 a.m. 10 2 1.05
Waseda NTT 17:01 p.m. 10 2 2.0
NTT Waseda 14:05 p.m. 10 2 3.0
これは遅延時間の分布が平均値 h/((1− ρ0)S)の指数分布にしたがうことを表し
ている。測定結果を元に、M/M/S(m)とM/M/Sモデルの比較を行う。
図 2.16, 2.17, 2.18, 2.19には 3つの曲線が描かれている。実験による実測値が実線
で示されており、またM/M/S(m)モデルによる近似、M/M/S(m)モデルによる
近似を、それぞれ破線で示している。ここでは実測値から求められる End-to-End
遅延時間の平均値を用いて、マルカート・レーベンベルグアルゴリズム [26][27][28]
によりパラメータの推定を行った。非線形最小二乗推定により求められた最適ト
ラフィック密度 ρ0とする。なお、推定に際して本モデルの自由度は S,m, ρの 3つ
のを持つパラメータを有する。本測定における推定では次の 3つの制約条件を課
している。
1. S,mは整数、かつm < 300
2. S,mは測定の試行によらない固定値
3. 0 < ρ < 10
パラメータmは、ネットワークが持つキューの最大長である。今回の測定の対象
とした経路において、最長のホップ数は 6であった。測定に用いたBSD/OSの実
装によると、これをルータとして用いた場合のキューの大きさは 50パケットで
あった。したがって 50× 6 = 300パケットが測定パス上にキューの長さの総和と
なることを仮定した。また、mが大きくなると、mが∞の状態に高速に収束す
る。またパラメータ S,mはネットワークの物理的な構成から定まる値であると考
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えられるため、トポロジが変動しない限り、 S,mの値も変化しないと仮定する。
一般に、End-to-End測定において、トポロジの変更を動的に把握することは困難
であるが、測定を行った期間においてはトポロジに変化がないことを仮定した。
さらにトラフィック密度 ρについて、トラフィック量が大きくなるとパケットの
廃棄率が著しく大きくなる特性がある。 ρ > 5程度でパケットの廃棄率が 0.2を
超えるが、これはインターネット上で観測されるパケットロス率に照らすと、著
しく大きな値である。すなわち、大きな ρを値を仮定することは、実用上、現実
的ではない。以上の 3つの理由により、上記の制約条件を設定している。
表 2.5にその結果を示している。図 2.16, 2.17に示される状態では、M/M/S,
M/M/S(m)いずれの特性でも、比較的よい近似を与えている。この状態ではネッ
トワークは著しい輻輳状態ではなく、入力されるトラフィック密度 ρが 1の近傍
の値を取っている。しかしながら、図 2.17では ρ = 1.05を取っており、M/M/S
モデルによる誤差が、M/M/S(m)モデルに比して大きくなっているのがわかる。
ネットワークに輻輳が生じていない、またはネットワークが処理できる適切なトラ
フィック量の入力がなされる状態においては、遅延時間の分布が指数分布で近似で
きることを示している。しかしながら ρの値が大きくなり、ネットワークに過大な
輻輳が生じたとき、図 2.18, 2.19に示す状態では、指数分布による近似はまったく
適合できないことがわかる。一方、本論文で提案するM/M/S(m)モデルの遅延時
間特性は、実測値によく合致していることがわかる。モデルM/M/S(m)は、遅延
時間分布に対して良い近似を与えることができ、パラメータ推定を用いて輻輳状
態のネットワークの特性を表現するのに適したモデルである。M/M/S モデルと
M/M/S(m)モデルの決定的な違いはキューの最大長にある。M/M/Sモデルは
キュー長が無限であるため、系が処理できるトラフィック量より大きな入力 (ρ > 1)
があると、キュー長が無限に伸びモデルは発散してしまう。一方M/M/S(m)モデ
ルでは、キュー長に制限があるために過大なトラフィックが入力されても、キュー
で受容できないパケットは廃棄される。図 2.22はM/M/S(m)モデルの特性を示
しており、横軸にはトラフィック密度 ρ、縦軸は平均の待ち率M(0)、待ち時間
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図 2.20: トラフィック密度 ρと遅延時間分布の変化の様子
W/h、損失率Bを取り、 4つの曲線をプロットしている。m =∞の場合は平均
の待ち時間が ρ = 1近傍で発散することがわかるが、 ρが大きくなると、損失率
も大きくなる。そこで平均待ち時間W/hと待ち率M(0)が山型をなして減少して
くる。図 2.21はトラフィック密度 ρと、平均待ち時間の関係を、キューの長さm
を用いて表現したものである。mが 10を超えると、事実上無限長と同等とみな
すことができる。
すなわちM/M/Sモデルと、M/M/S(m)モデルは ρが小さく (ρ < 1)、mが大
きなところでは類似した性質を持つ。これは図 2.16に示した測定結果において、
両者のモデルがいずれも良い近似を与えている事を示している。
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図 2.21: トラフィック密度 ρと平均待ち時間W/hの関係
2.3 ルータのモデル
ルータの構造について考察すると、図 2.23に示されるように、主要な構成要素
は次の 4点である。
1. 入力回線を収容するインターフェイス
2. 入力パケットを留置するキュー（キューの最大値は有限）
3. パケットのフォワード機能
4. 出力回線を収容するインターフェイス
ルータの基本的な動作は、入力の回線から流入したパケットを一度、キューに
入力する。パケットは行き先を示す IPアドレス (destination address)を有してお
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図 2.22: トラフィック密度が 1より大きい場合（ρ > 1）の特性
り、パケットのフォワード機構はこれを参照して、ルータ内部で保持しているルー
ティングテーブルから出力インターフェイスを選択する。もし出力回線が輻輳状
態にあり、パケットを送出することができない場合には、いったんキューに留置
し、輻輳状態が解消されるまで待つ。これがキューイング遅延であり、インター
ネットにおける遅延時間の主要部分となっている。すでに、すでにキューが溢れ
ている状態で、パケットが到着すると、それは廃棄される。フォワード機能の処
理の主なコストはルーティングテーブルの検索であるが、これはキューにパケッ
トが留置される時間と比較して十分に小さい。また、インターネットを構成する
物理的な回線には、様々なリンクが用いられるが、特にトラフィックの集中する
コアネットワークにおいては光ファイバ網による構成が主流である。ひとたびパ
ケットを示す光信号が物理回線上に送出されれば、回線上において先行するパケッ
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図 2.23: ルータにおける遅延と廃棄の発生モデル
トを追い越すことはなく、また遅延時間が延びることもない。したがって、現在
のルータベースで構成されたインターネットにおいて、遅延時間とパケットロス
が発生する主な原因は、ルータ内部におけるキューでの留置時間と、キュー溢れ
によって生じるパケット廃棄である。
2.4 第 2章のまとめ
本章では、 IMnetを実験プラットフォームとし、広域インターネット上で発生
する遅延時間の測定を行い、その分布の解析を試みた。広域ネットワークに対応す
るために適した測定手法を導入し、分散配置型のアプローチを採用して、 IMnet
の広い範囲を測定対象とすることが可能とした。
一般的に知られた事実として、非輻輳状態においてはパケット遅延時間の分布
は指数分布をなすとされる。ところが、現在のインターネットにおいては、ネット
ワークの輻輳状態は時間と共に変化する。常に遅延時間分布が指数分布に従うこ
とは仮定できない。本章では、ネットワークの多様な状況に対して、 End-to-End
遅延時間分布を収集し解析を行った。ネットワークに入力されるトラフィック量
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が小さい場合、すなわち輻輳が生じていない状態においては、遅延時間分布が指
数分布に従うことが観察された。しかしながら、ひとたびネットワークに輻輳が
発生すると、指数分布が適合しない現象が確認され、新たなモデルの導入が必要
となった。
本章では、M/M/S(m)モデルをインターネットの遅延時間分布を与えるモデ
ルとして提案を行った。遅延時間が指数分布をなすのは、ネットワークをキュー
長に制限のないM/M/S を用いてモデル化した際に導かれる特性である。イン
ターネットにおいては、パケット廃棄がしばしば観測されている。これはルータ
のキューがあふれに起因するものだと考えられる。このときネットワークが転送
することができるトラフィック量を超えて、パケットが入力されており、輻輳が生
じていることがキューあふれの原因である。すなわちM/M/Sモデルの仮定は、
無限個のパケットをキューに収容できることである。このモデルでは、インター
ネットの遅延時間分布に対する適切な解を与えない。本研究では、非輻輳時には
適合するモデル /M/Sの自然な拡張として、キュー長に制限を設けたM/M/S(m)
モデルを導入し、遅延時間分布の変化を説明している。入力トラフィックが小さ
い状況において、M/M/S(m)モデルはM/M/S モデルに近い特性を示す。非輻
輳下における遅延時間分布の近似を与えることができる。また、ネットワークに
対して過大なトラフィックが入力されても、系が発散しない性質を持つ。パケッ
ト廃棄が観測される事象は、ネットワークが転送が可能なトラフィック量を超え
たパケットが流入しているからと考えられる。M/M/S(m)モデルのキューにお
ける待ち時間の確率分布関数を、測定によって得られた遅延時間分布に適応した
結果、よい近似値を与えることがわかった。遅延時間分布を与えるパラメータの
ひとつに、トラフィック密度 ρが存在する。これは入力されるトラフィックの強
さを示したものであり、 ρ > 1という条件の下では、パケットの廃棄が発生する。
M/M/S(m)は前述した通り、任意のトラフィック入力に対しても、収束する系で
ある。近似の結果得られたトラフィック密度 ρの値は、測定を行った IMnet上の
輻輳状態を表す指標である。ネットワークトラフィックの増減は、時間ごとに周期
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的な変化を見せている。早朝から昼間にかけて増加傾向を示し、夕刻にかけて減
少傾向を見せる。その後、夜半前に再度極大を向かえ、早朝にかけてトラフィッ
ク量が減少する。ネットワークのトラフィックは周期的に変動する性質を有する
が、本解析によるトラフィック密度 ρもそれに準じて推移しており、合理的な値
を示していると考えられる。トラフィック密度 ρの推移により、輻輳状況の変化
を説明することが可能となった。
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輻輳したネットワークを通じて到着するパケッ
トの到着特性の解析
3.1 本章の概要
本章では、輻輳下のネットワークにおいてパケットの到着特性に着目して解析
を行う。第 2章における議論では、試験パケットをネットワーク上に送出して挙
動を観測した。すなわち能動的な測定手法を採用した。それに対して本章では、
輻輳したネットワークを通して到着するパケットを受動的な手法により捕捉し、
パケットダンプに対する解析を試みている。
従来の研究によりパケットの到着はランダムであることが知られているが、本
測定で観測したパケットの挙動も、非輻輳下のネットワークでは、おおむねラン
ダムな特性を持つことがわかった。しかし、いったん輻輳が発生するとポアソン
分布に従わない。本論文はパケットサイズが影響を与える主要な要因であること
を明らかにした。実際に早稲田大学のネットワークにおいて測定を行い、結果を
解析した。
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図 3.1: 早稲田大学における到着パケットの取得環境
3.2 到着分布の解析のためのネットワークの環境
本測定では早稲田大学のネットワークを測定対象として輻輳したネットワーク
でトラフィックを収集を行った。図 3.1は、パケットを取得を行ったネットワーク
環境を示したものである。到着分布の測定を行った際の、早稲田大学のネットワー
クトポロジは、 IMnetとWIDEプロジェクトという 2つのネットワークへのマル
チホーム環境で接続される構成であった。早稲田大学は IMnet、WIDE両組織の
AS配下に所属するリーフ組織であり、トラフィックをトランジットしない。した
がって、 IMnet、WIDEいずれに接続される回線においても、外部ネットワーク
から流入するトラフィックは、早稲田大学内に向けて送信されたものである。ま
たエクスターナル接続を受容するルータは、図 3.1に示されるRouter Aであり、
IMnet、WIDEのいずれに向けた対外接続も、Router Aが装備するインターフェ
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イスを通じて接続されている。
早稲田大学が収容される IMnetの接続拠点は大手町にある IMnet国際NOCと
呼ばれる接続点である。大手町の収容点へは FDDIリンクによる接続サービスを
介して接続されており、 FDDI回線の帯域幅は 100Mbpsである。一方、WIDEプ
ロジェクトの収容拠点は、岩波ビル内に存在する、WIDE東京NOCであり、デ
ジタル専用線（シリアル回線）を用いて接続されている。このリンクの帯域幅は
384Kbpsである。
早稲田大学内のネットワークトポロジは、キャンパスネットワークのコアルータ
となるRouter Bを中心に構成されている。対外接続ゲートウェイであるRouter
AとRouter Bは、互いに、リピータを用いた共有メディアによる FastEthernetで
直接接続され、早稲田大学キャンパス内からインターネットへ向かうトラフィッ
ク、およびインターネットからキャンパス内へ向かうトラフィックのすべてが、
ネットワーク Sを通過する構成となっている。
本研究ではネットワーク S上にパケットモニタMを設置して、すべての対外ト
ラフィックを収集した。またWIDEプロジェクトと接続されるデジタル専用線
上にも、ネットワーク測定器Domino[29]を配置している。ネットワーク S上では
FDDI回線、デジタル専用線いずれかを通過したパケットが混在してい る。そ
のため、いずれの回線を通過したパケットであるか区別することが必要である。
Dominoにより、ネットワーク S上で補足されたパケットが、どちらの経路を介し
て到着したか判別することが可能となる。ネットワーク S上に配置したパケット
モニタは、 40GBのディスクを装備したPCを用いており、OSにはBSD/OS 3.1
を稼動させている。さらに、ネットワーク Sはリピータを用いて構成されている
ため、tcpdumpプログラム [30][31]により、リンク上のすべてのパケット収集する
ことが可能である。
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図 3.2: IMnetへ接続する FDDIリンク上の回線利用率
図 3.3: WIDEへ接続するデジタル専用線上の回線利用率
3.3 測定環境における対外トラフィックの状況
3.2節において、ネットワークトポロジを示したが、本節では、その環境で定常
的に観測されるトラフィックの概要を述べる。図 3.2, 3.3は、それぞれ FDDI回
線とデジタル専用線の利用率をプロットしたものである。本データは、 SNMPと
MRTG[32]を用いて、Router Aのインターフェイスから利用率を取得したもので
ある。
図 3.2, 3.3において、実線で描かれたグラフとグレーで描かれた領域が存在し
ている。それぞれの項目にトラフィックの方向が反映されており、実線で示され
る値は、早稲田大学キャンパス内から外部ネットワークに対して送信されるトラ
フィック量を示しており、逆に領域で囲まれた部分は、早稲田大学に向かって、
外部のネットワークから到着するトラフィック量を表している。これらの 2つの
図 3.2、図 3.3からわかることは、 FDDI回線で消費される帯域は昼間の 14:30前後
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図 3.4: IMnetから飛来するパケットの到着間隔分布
に極大を迎えるが、リンク帯域の 100Mbpsに対して、高々 10Mbpsに満たない。
これに比してデジタル専用線の利用率は、特に昼間はどの時間帯も非常に高いも
のになっていることである。すなわち早稲田大学と IMnet間のリンクでは輻輳は
発生していないが、デジタル専用線上では、過大な輻輳が生じていることが容易
に観測される。この時、WIDE東京NOCに設置された、早稲田大学を収容する
ルータ上では、ネットワークを飽和させるに十分なトラフィックが流入している
と考えられる。
3.4 非輻輳リンクから到来するパケット到着分布
本節では、早稲田大学と IMnet間の FDDIリンクを通じて到着するパケットの
特性について論じる。 FDDIリンクを通過して、早稲田大学内部へ向かうパケッ
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図 3.5: IMnetから飛来するパケット数の分布
トを、ネットワーク S上に接続される測定用 PCで捕捉する。測定時刻は 17:00～
19:00の 2時間である。この時間内に 5,275,237個のパケットを収集した。パケッ
トの単位時間当たりの到着率は 732.7 [個 /秒]であった。表 3.1にはWIDE回線か
らのパケットの到着状況もあわせて表示している。
図 3.4は、パケットの到着間隔の分布を示したものである。なお横軸には到着
間隔を示しているが、 100マイクロ秒を単位として表示している。図 3.4により、
本測定結果が指数分布により近似ができることがわかる。確率密度関数の近似式
表 3.1: IMnet, WIDE各回線上で収集したパケット数
回線種別 測定時刻 収集パケット数 平均到着率
IMnet (100Mbps FDDI) 17:00～ 19:00 5,275,237[個] 732.7[個 /秒]
WIDE (384Kbps 専用線) 14:00～ 15:00 314,337[個] 78.5[個 /秒]
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図 3.6: 測定されたパケットの、レイヤ４プロトコル別の分布
は
f(t) = 0.0732e−0.0732t
で与えられる。なお到着間隔が指数分布にしたがうことは、パケットの到着分布
がポアソンモデルに従うことに他ならない。図 3.5はパケットの到着数の分布を示
しており、概ねポアソンモデルで近似されることが示されている。なお、図 3.5に
示される 2つのグラフの相関係数を求めたところ、 0.97615であり、強い相関を
持つことがわかる。
ポアソンモデルによる生起において、パケットはランダムに発生する。このと
きパケットは互いに相関をもたず、独立に到着することを示している。ここで、
測定により得られたパケットのプロトコル別の内訳をみると 95%はTCPパケッ
トによる占められていることがわかる。図 3.6は、補足したパケットのレイヤ 4に
おけるプロトコル別の分布を円グラフに示したものである。
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表 3.2: パケットサイズとグループ名の対応関係（IMnet回線）
パケットサイズ S と条件 グループ名
0 ≤ S < 500 small-packet
500 ≤ S < 1500 middle-packet
1500 ≤ S largel-packet
TCPは応答確認であるACKパケットを用いて、通信対象のホストまでの往復
の遅延時間を推測している。この結果を用いて、TCPの輻輳回避アルゴリズム
の作動させたり、またパケットのロスが発生した場合の再送機構の動作に寄与し
ている。すなわちTCPは、自分自身が生成したパケットにより、常時ネットワー
クの状態を測定しており、自律的な制御を行う。したがって、あるTCPパケッ
トが、他のトラフィック（自分自身のセッションを含む）のパケットと完全に独
立して挙動すると仮定するのは不自然である。
パケットの到着数の分布について、さらに詳細な解析を試みる。収集したパ
ケットに対して、そのサイズごとにグループ化し、それぞれの挙動を観測する。
ここでは、パケットサイズにより 3つのグループに分類する。パケットサイズが、
0 [オクテット]以上、 500 [オクテット]未満のパケットの集合を「small-packet」グ
ループと名づける。また、同様に、 500 [オクテット]以上、 1500 [オクテット]未
満のパケットの集合を「middle-packet」グループと名づける。さらに、サイズが
1500 [オクテット]以上のパケットの集合を「large-packet」グループとする。なお、
本測定では、MTUが 1500 [オクテット]であるFastEthernetリンク上でパケット
を収集しているので、 large-packetグループは 1500 [オクテット]のパケットから
構成される集合である（表 3.2）。
図 3.7は、単位時間当たりのパケットの到着個数を示したものである。図 3.7で
示されるグラフには 4つの曲線が描かれている。ひとつはパケットサイズ別にグ
ループ化していない、すべてのパケットを対象とした、全体の状態に対する到着個
数分布であり、図 3.5で示した曲線と同一である。その他の 3つの曲線は、 small-
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図 3.7: IMnet回線から到着する到着布をグループごとに表示した結果
packet、middle-packet、 large-packetのそれぞれのグループごとに、パケット到
着分布をプロットしたものある。また表 3.3は各サイズ毎のグループに対して、
到着パケットの平均到着率、分散、ポアソン分布による近似式、および近似式と
実測値間の相関係数を示している。 small-packetグループでは、実測値と近似値
との相関係数が 0.9975であり、非常に高い相関を示している。これはポアソン
分布と適合性が十分に大きいことを示している。しかしながら、middle-packet、
表 3.3: ポアソンモデルと測定結果の相関、および到着個数の平均値
グループ 平均到着率 [個 /秒] 分散 近似式 相関係数
small-packet 237.5 0.2978 23.75
10x
(10x)!
e−23.75 0.9975
middle-packet 231.9 0.9697 23.19
10x
(10x)!
e−23.19 0.7939
large-packet 263.2 1.0520 26.32
10x
(10x)!
e−26.32 0.8238
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図 3.8: IMnetから到着する small-packetグループのパケット数の分布
large-packetの各グループは、 small-packetグループと比較して相関係数が小さく
なっている。分布もすそ野が広い形状を示しており、幅広い分布になっている。
ポアソン分布への適合性は、 small-packetグループにおいては低い。
ここで、各グループの特徴について考える。すなわちインターネットトラフィッ
クが、パケットのサイズに対してどのような特性を持つかを論じる。 small-packet
グループのほとんどの要素は、TCPのコネクション制御のためのパケットであ
る。たとえば、これは SYN, FIN, RSTそしてACKなどの制御フラグを持った
TCPパケットである。TCPにおいてコネクションの生起および終了時には、こ
れらの制御フラグがついたパケットが送信されるが、通常、TCPペイロードに
はデータが付与されない。すなわちパケットサイズは小さくなる。ACKについ
ては、TCPペイロード（データ）と同時ピギーバックされるパケットは含まない
ものとし、ACKのみを送信するパケットを対象としている。以上では制御フラ
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グのみのパケットについて述べた。
さらに制御フラグを含まず、TCPペイロードサイズが小さいサイズのパケッ
トの発生を考察する。TELNET/SSHのようなインタラクティブセッションにお
いては、パケットが離散的に発生する。このようなインタラクティブセッション
を構成するパケットは、 small-packetグループに分類され、これらが small-packet
グループの主要な部分を構成している。
現状のインターネットの状況は、Webを中心としたデータの転送が主流あり、大
きなサイズのパケットがバースト的な性質を持ち、データフローを構成している。
パケット間の相関が仮定できない、バースト性を持ったトラフィックがインター
ネットの大部分を占めているのは事実である。ところで、 small-packetグループ
は、ポアソン分布により精度の高い近似が与えられている。本研究では、 small-
packetグループをさらに分割して考察する。すなわち、「SYN, FIN, RST」グ
ループ、他のデータと同時に搬送されないACK、すなわち「ビギーバッグではな
いACKパケット」グループ、および、その他の小さなサイズのデータグラムに
分割し、 3つの観点から整理を試みる。
これまでの議論と同様な手法により、各グループのポアソン分布への適合度を
相関係数の算出により求めたものが表 3.4である。表 3.4は分類されたグループ
と、その到着分布に対する近似式、実測値と近似式の相関係数を示したものであ
る。なお、 small-packetグループの内訳は、全体の 60%がACK, SYN, FIN, RST
フラグが付与されたTCPパケットであり。多くの場合はペイロードにデータを
含まない制御用パケットである。残りの 40%はTCPペイロード部分にデータ含
むパケットである。
small-packetグループにおいて、 SYN, FIN, RSTの制御フラグを持ったTCPパ
ケットの生起は、コネクションの生起および、終了をトリガとして生成される。
特にコネクションの生起は、ネットワーク上のトラフィック状況にかかわらず、
ユーザの意思で生成されるものであるため、他のパケットに対する相関を持たず、
独立な挙動を示すと考えることができる。インターネットトラフィックの大部分
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表 3.4: small-packetグループにおける種類別の近似式と相関係数
グループ名 近似式 相関係数
SYN, FIN, RST 13.52
2x
(2x)!
e−13.52 0.9841
ピギーバックされていないACK 17.93
2x
(2x)!
e−23.19 0.9960
その他の小さなデータグラム 16.63
2x
(2x)!
e−16.63 0.9726
がWebによって占められているのは周知の事実であり、多くのコネクションの生
起は、Webクライアント（すなわちWebブラウザ）から生成されると考えられ
る。
またペイロードを持たないACKパケットや、サイズの小さなデータグラムは、
TELNET/SSHなどのインタラクティブセッションで多く用いられる傾向がある。
すなわちバースト性の小さいトラフィックであり、またユーザの挙動がトリガー
となり発生するため、前後のパケットとの相関が小さく独立に振舞うことが予測
される。
図 3.7, 3.8に示す実測結果において、それぞれ表 3.4に示したポアソン分布と
の相関係数を求めると、 SYN, FIN, RSTグループの相関係数は 0.9841、ACKパ
ケットの相関係数は 0.9660, その他のデータグラムの分布は 0.9726であり、いず
れも高い相関係数を示した。すなわち、それぞれ性質の異なるポアソン分布で近
似ができることがわかる。いずれの生起においても、ランダム性や他グループと
の独立性を有していることがわかる。この結果が示すことは small-packetグルー
プの全体の特性は、表 3.4 に示されるポアソン分布の合成であることがわかる。
次に、middle-packetグループと large-packetグループについて分析する。近年
のインターネットトラフィックの大部分は、HTTP/FTPプロトコルのような、
データ転送を中心としたバーストトラフィックにより占められている。測定を
行った環境においても、Webトラフィックの比重は非常に大きいものであった
（表 3.6）。Webトラフィックは、middle-packetグループおよび large-packetグ
ループの主要な構成要素となっており、パケット間の独立性が、 small-packetに
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比べて明らかに低下している。近年の研究でも、バースト性のあるトラフィック
は先行するパケットに対して時間的に長い期間で、相関が継続する。すなわち長
期依存性があることが示されており、単純なランダムな到着を仮定しただけで
は、解析できないことがわかっている。
本節の測定により解析された到着特性を示すと、パケットの到着分布は、その
パケットサイズに依存することがわかる。パケットサイズが小さなトラフィック
の集合に対しては、ポアソン分布にによる近似が有効であり、パケットそれぞれ
の相関は小さく、ランダムに到着することがわかる。これは、これまでに報告さ
れた研究結果と一致するものである。ところで、本研究で着目する点は、バース
ト性を示す傾向を持った、パケットサイズの大きなトラフィックである。その到
着分布も、すそ野が広い分布を示しており、他のトラフィックとの強い相関が考
えられ、独立な到着事象から外れた特性を持つことがわかる。
3.5 輻輳した専用線上における到着特性の解析
3.5.1 パケットの到着分布の解析
ここでは、過度に輻輳している早稲田大学とWIDE間のデジタル専用回線につ
いて分析した。すなわちWIDEプロジェクトから到着するパケットを取得し、そ
の特性の解析を試みた。図 3.1に示した測定器Dominoにより、早稲田大学に対
してデジタル専用線を通過して到着する、 314, 337 [個]のパケットを取得した。
平均パケット到着率は 78.5[個 /秒]である。これを表 3.1に示した。
図 3.9は、専用線上のパケットに対して到着間隔の分布を求めてプロットしたも
のである。図 3.9では 3つの突出したピーク値を持っており、それぞれ、 1.5[ms]、
11.5[ms]、 31.5[ms]の近傍に集中して分布している。到着間隔の分布を、指数分
布で近似することができないのは自明である。
3.3節で展開した議論により、到着特性はパケットサイズに依存することがわ
かった。同様の手法により、専用線上で取得したパケットを、 3つのグループに
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図 3.9: WIDEからの専用線を通して到着するパケットの到着間隔の分布
分割することを試みる。パケットサイズを S としたとき、 0[オクテット] ≤ S <
100[オクテット]を満たすパケットの集合を「small-packet」グループとする。ま
た、同様に 100 ≤ S < 750、および 750 ≤ S を満たすパケットの集合を、それぞ
れ「middle-packet」、「large-packet」グループと呼ぶ（表 3.5）。
図 3.10は、 3つのグループ別に、到着間隔の分布をプロットしたものである。
図 3.9および、図 3.10を比較すると、グラフの形状がほとんど変わらないことがわ
かる。 small-packetグループは、左側の 1.5[ms]近傍に分布するピークを成してお
り、またmiddle-packcetグループは、中間の 11.5[ms]近傍に形成されるピークに
集中して分布している。同様に最右にある 31.5[ms]の付近に分布するピーク値は、
large-packetグループのパケットが形成したものである。図 3.10から large-packet
グループの到着間隔は、他のグループの到着間隔と比較して大きいものになって
いることがわかる。すなわちパケットのサイズにより到着間隔の分布が明確にグ
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図 3.10: WIDEから到着するパケットのサイズごとの到着間隔の分布
ループ化されることがわかる。
ここで、過度に輻輳した回線ではリンクの利用率がほぼ 100%に達している。し
たがって、この回線上では 2つのパケットが隙間なく近接して転送される状態で
ある。すなわち、先行するパケットの最終ビットと追従するパケットの先頭ビッ
トの間に間隔が存在しない。図 3.11はパケットが流入する様子を示している。
利用率がほぼ 100%の輻輳したリンクを通過したパケットの到着間隔は、測定
点をパケットの先頭のビットから末尾のビットまでが通過するのに要する時間で
あると考えることができる。本測定を行った時間は、早稲田大学とWIDE間のデ
ジタル専用線の利用率は、図 3.3からほぼ 100%であることがわかる。図 3.11は 2
つのパケットが近接した状態で測定点を通過しようとする様子を示していが、パ
ケットが進行する速度は、回線の速度に等しく、一定である。すなわち、パケット
の先頭ビットから、最終ビットまでが測定点を通過するのに要する時間は、パケッ
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表 3.5: パケットサイズとグループ名の対応関係（WIDE回線）
パケットサイズ S と条件 グループ名
0 ≤ S < 100 small-packet
100 ≤ S < 750 middle-packet
750 ≤ S largel-packet
t=0
Measuring Point
WasedaWIDE
t=T
1500bytes
1500bytes
1500bytes
Ti
m
e
Traffic direction
図 3.11: 輻輳リンクにおいてパケットが到着する様子
トの大きさに比例すると考えられる。本測定において、回線の速度は 384 [Kbps]
である。この輻輳下の専用回線では、パケットサイズを S [オクテット]としたと
き、パケット到着間隔 I は、次の式で表現される。
I =
1
384 [Kbps]
× S = 0.021 [秒 /オクテット] × S (3.1)
図 3.12は式 (3.1)により求められた到着間隔と、測定によって得られた実測値
の 2つのデータを同時にプロットしている。図 3.12からわかることは、輻輳した
リンクを通じて到着するパケット到着間隔は、そのパケットサイズに比例し、ま
た直線の傾きは、回線速度により定まることである。
71
第 3 章 輻輳したネットワークを通じて到着するパケットの到着特性の解析
0
5
10
15
20
25
30
35
0 200 400 600 800 1000 1200 1400 1600
Ar
riv
al
 In
te
rv
al
packet size (bytes)
WIDE
theory
図 3.12: 輻輳した専用線上の、パケットの到着間隔と、サイズの関係
3.5.2 パケットの到着数の分布
さらに、WIDEプロジェクトへの専用線上において観測されたパケットの到着
個数の分布について考察を行う。ポアソン分布による近似を行ったものを図 3.13に
示した。なお表 3.1によると、平均到着率 λ = 78.5 [個 /秒]であったが、図 3.13は
到着個数を 5個ごとに分類しており、横軸方向に 5倍に引き伸ばしたものとなっ
ている。よって平均到着率 λ5は、 λ5 = 15.7(5個 /秒)と考える。このときのポア
ソン分布による近似式は
f(x) =
15.7
x
5
(x
5
)!
e−15.7
となった。
WIDEへの専用回線からの到着個数の分布は図 3.13に示すようにポアソン分
布より狭く、比較的集中して分布している。輻輳した回線では、すそ野が広い
“wide-tailed”な分布を示すことが知られているが、著しく輻輳の度合いが強まる
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図 3.13: WIDEへの専用線上におけるパケットの到着個数の分布
と集中して分布する傾向が見られる。実測値とポアソン分布の間の相関係数は、
0.92131と比較的高い値を示している。 IMnetからの FDDI回線を通じて到着す
るパケットの到着間隔ほど相関は高くはなく、ポアソン分布からは外れている。
さらにWIDEへの専用回線は、回線使用率がほぼ 100%であるため過度の輻輳
状態である。WIDE東京NOCに設置されているこの回線への入り口のルータで
は多くのパケットが早稲田方向に流入しようとしている。このとき、WIDE東京
NOCのルータ上では、キューを十分に満たすだけの長い待ちが絶えず発生してい
る。ところで、インターネット上に存在する他の組織が、さらに多くのパケット
を早稲田大学に向けて送信しようとしても、この回線を通るパケットはルーティ
ングメカニズムが専用線のインターフェイスを選択された時点で、必ずキューの
最後尾に留置することになる。さらに、過度に輻輳した状況においては、ルータ
のキューは、すでにあふれている可能性が高い。すなわちバックボーン側で、早
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稲田大学に向けて送信されたパケットが増大しても、専用線の持つ帯域幅以上の
パケットは廃棄される。よって、早稲田大学に専用線を通じて到着するパケット
数は、バックボーンに存在するトラフィック量には左右されない。輻輳下の状態
にあっても、到着間隔の分布が、すそ野が広い部分を示さず、さらにポアソン分
布よりもさらに集中して分布していた理由であると考えられる。
ここで、到着パケット数と到着間隔の関係について考察を行う。単位時間におい
て、到着するパケットの到着率 nとし、到着したパケットのうち i番目 (1 ≤ i ≤ n)
のパケットのサイズを Si([オクテット])とする。 3.5.1節の議論と、図 3.11により、
過度に輻輳したリンクにおいては、パケットは隙間なく、連続して到着するので、
帯域幅 384 [Kbps] = 48000 [オクテット /秒]と、パケットサイズ Siの総和には
n∑
i=1
Si = 48000 [オクテット]
なる関係がある。したがって、単位時間において到着した全パケットの平均サイ
ズ S を求めると、
S =
48000 [オクテット]
n [パケット]
となる。上記の式において、 nと S は反比例の関係にある。パケットの到着個数が
多くなるほど、平均パケットサイズは小さくなる。すなわち小さいパケットの割合
が増えることがわかる。図 3.13はパケットの平均到着率と、サイズ別に分割された
グループの出現比率を示したものである。平均到着率が大きなところでは、 small-
packetグループの占める割合が多く、到着率の小さいところでは、 large-packetグ
ループの占める割合が多くなることを上式は示している。図 3.14に、横軸に平均到
着率をとり、パケットサイズごとにグループ化した出現比率を縦軸にとっている。
到着個数が全体で nのときの、 small-packetグループ、middle-packetグループ、
large-packetグループのそれぞれの割合であり、 3者の和は 1になる。図 3.14で
は、到着パケット数の増加とともに small-packetグループの占める割合は増加し
ており、 large-packetグループの占める割合は減少していることがわかる。到着
個数と small-packetの占める割合との相関係数は 0.99561、 large-packetとの相関
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図 3.14: WIDEへの専用線上におけるパケット到着個数とその内訳
係数は -0.49375 である。つまりその 1秒間に large-packetが多く到着すれば到着
個数は少なく、 small-packetが多く到着すれば、到着個数は増加する。
3.6 まとめ
本章は輻輳したリンクにおけるパケットの到着特性に着目し解析を行った。
一般にパケットの到着はランダムであることが知られているが、本研究の結果
では、 IMnet回線を対象として測定を行ったところ、非輻輳下のネットワークに
おいては概ねランダム性を有していることが確認された。トラフィックのバー
スト性に着目し、測定パケットをサイズ毎にクラス分けを行った。パケットサイ
ズ S が 0 ≤ S < 500を満たすパケットの集合を small-packetとした。同様に、
500 ≤ S < 1500, S ≤ 1500のそれぞれを満たす集合をmiddle-packet、 large-
packetとしている。このとき small-packetグループはポアソン分布への適合性が
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高いことが観測された。一方、middle-packet、 large-packetグループはパケット
サイズ大きくなるにつれてすそ野が広い分布を示し、ポアソン分布からの適合
性を失う傾向が観測された。サイズの小さなパケットは、TCPにおける制御用
パケットやインタラクティブなセッションで用いられることが多い。特にWebの
比重が非常に大きいインターネットでは、コネクションの生起や終了などの制御
はブラウザを通して行われることが主であり、ユーザの挙動が直接的に反映され
る。またTELNET/SSHのようなインタラクティブなセッションではネットワー
クに存在する他のトラフィックに依存性が低く、むしろユーザの意思によりトラ
フィックが生成される。したがって、 small-packetグループはランダムな挙動を
示すと考えられる。一方、middle-packet、 large-packetはデータ転送用のバース
ト性の高いトラフィックにより構成れるため、パケット間に相関が生じる。その
ためすそ野が広い分布を示し、ポアソン分布の適合性が失われる。
また、昼間において回線の利用率がほぼ 100%である輻輳したWIDE回線に対
して測定と解析を行った。このときパケットの到着間隔はサイズに比例するこ
とが観測された。十分に輻輳した回線では到着するパケットの間に間隔が存在
しない。すなわちパケットが隙間なく次々と到着すると考えられる。このとき、
パケットが測定地点に到着する速度は、回線の帯域幅に他ならない。あるパケッ
トの先頭ビットが測定地点に到着し、最終ビットが観測されるまでの時間は、
(パケットサイズ)/(回線の帯域幅)で求められる。パケットが隙間なく到着する条
件の下では、これは到着間隔を表している。よってパケットの到着間隔は、パケッ
トサイズ自身に依存する。
WIDE回線上において到着個数の分布についても解析を行ったところ、すそ野
が広く分布する様子が観測されず、平均値付近に集中して分布する様子が観測さ
れた。ネットワーク上のトラフィックが増大するほど、分散が増大すると考えら
れているが、本測定が対象としたデジタル専用回線はすでに十分な輻輳が生じて
おりインターネットのバックボーン上で早稲田大学に向けて送信されるトラフィッ
クが増加しても、デジタル専用回線の特性が変わることはない。
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単位時間当たりのパケットの到着数を nとしたとき、パケットは隙間なく到着
するので、帯域幅Bはパケットサイズと nを用いて
B =
n∑
i=1
Si
このとき、平均のパケットサイズ Sは
S =
∑n
i=1 Si
n
=
B
n
上の式で与えられる。すなわちパケットの到着数が多くなると、平均パケットサ
イズは小さくなるので、 small-packetグループが目立つことになる。逆に nが小
さいところでは、middle-packet、 large-packetグループの分布率が大きくなる。
本研究では過度に輻輳を起こしたWIDE専用線において、パケットを取得して実
測し、平均到着数に対する、 small-packet、middle-packet、 large-packetの 3者の
出現比率を求めている。その結果、 large-packetは平均到着率の増加と共に急激
に減少する。一方、 small-packetグループの出現頻度は、ほぼ線形に増加してい
た。middle-packetグループの出現頻度の変化は、なだらかな推移を見せており、
パケットの平均到着数が 40 [個 /秒]から 90 [個 /秒]付近までは、緩やかに増加傾
向を示し、 90 [個]以上の到着率に達すると、徐々に減少する様子が確かめられて
いる。すなわち、輻輳した回線について、 large-packetグループの頻度が大きい
ときは、到着数が小さく、また small-packetグループが頻繁に観測されると到着
率が増加することが観測された。
本章で観測したトラフィックの到着特性は、非輻輳下のネットワークではおお
むねランダム特性で近似することが可能であった。しかしながらいったん輻輳が
発生するとパケットサイズに依存することを明らかにした。
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4.1 広域インターネット上で発生する遅延時間の特性
本研究では遅延時間の分布に適合するモデルがM/M/S(m)モデルであること
が明らかにした。ここで採用した測定手法は、インターネット上に測定器を分散
配置するものであり、ネットワーク規模に対するスケーラビリティーを確保して
いる。本測定は IMnetを対象として行われたものであるが、他のネットワーク、
特に規模の大きなネットワークに対しても適応可能である。また、本研究で得ら
れたモデルに対して考察を行うと、ネットワークの利用状況が輻輳状態でないと
きは、遅延時間分布が指数分布にしたがう性質を持つ。これは古くから知られて
いる遅延時間のモデルと合致するものである。このとき各パケットは独立かつラ
ンダムに振舞う。インターネットトラフィックの大部分はTCPパケットにより占
められているが、TCPでは先行するパケットの挙動がフィードバックされ、自律
的な制御が行われる。この条件を考えると、それぞれのパケットが完全に独立し
た挙動を示すことは、原理上不自然である。しかしながらネットワークが輻輳し
ていない場合は、ランダム性を持ち、遅延時間の分布がM/M/S モデルの待ち時
間分布（指数分布）にしたがっていることが確かめられた。一方、ネットワーク
の使用率が大きく、輻輳状態にある場合には、遅延時間分布は指数分布にしたが
わない。
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本研究では輻輳時の遅延時間特性を説明するために、新たなモデルを導入してい
る。非輻輳時のネットワークの適合モデルとしてM/M/Sモデルを用いたが、そ
の拡張としてキューの最大長に制限を設けたM/M/S(m)モデルを提案している。
これはインターネット上ではしばしばパケットの損失が観測されており、無限個の
パケットをネットワーク内に抱えられるM/M/S モデルの採用は不自然であるた
めである。M/M/S(m)モデルを用いて測定結果を近似した結果、M/M/S モデ
ルに比してよい近似を与えることが分かった。本モデルの主要な点は、トラフィッ
ク密度 ρを用いて輻輳と遅延時間分布の変化を表現することができる点である。
ρが小さいとき、すなわちネットワークが輻輳していないときには、M/M/S(m)
モデルの特性はM/M/S と近い。すなわち非輻輳時の遅延時間特性もM/M/S(m)
モデルで近似できることが分かる。トラフィック密度 ρが大きくなったときに、
本モデルの特徴が顕著になる。トラフィック密度 ρが 1より大きくなったとき、
ネットワークが処理できるトラフィック量を超えるパケットが流入していると考
えられ、輻輳が発生すると考えられる。このとき従来知られてたM/M/S モデル
では遅延時間が無限大に伸び、系が発散してしまう。しかしながら本研究で提案
するM/M/S(m)モデルはいかなる入力に対しても系が安定である。 ρが 1より
も大きな状態に対して、測定結果に対して本手法を適用したところ、良い近似結
果を与えることが分かった。すなわち、提案するモデルはトラフィック密度 ρの
変化に対する遅延時間分布の変動を与えるものと考えられる。
トラフィック密度 ρの変動は、ネットワークの周期的な変動の特性に合致してい
る。一般的な傾向としてネットワークの利用が活発ではないと思われる深夜から
早朝にかけて ρの値は低く推移し、早朝からピーク時の昼間まではインターネット
トラヒックは増加傾向にある。夕刻から夜にかけて増加傾向がいったん収束する。
そして一旦深夜帯にトラフィックが伸びるが、深夜から早朝にかけてトラフィッ
クが小さくなる。 ρの変化もほぼこの傾向に沿ったものであり、合理的な変化を
見せていると考えられる。すなわち ρの変化は遅延時間の分布とネットワーク状
況を説明する指標となっている。広域ネットワーク上で発生する遅延時間分布を
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表現する上で、輻輳時にネットワークに良く適合するモデルとして、本研究では
M/M/S(m)モデルが適切であると結論付ける。
4.2 過度に輻輳した回線から到着するパケットの特性
第 3章では、輻輳下のネットワークから到着するパケットについて着目し、測定
を行った。非輻輳リンクと輻輳リンクの双方を比較するために、両者に対して測
定を行った。回線利用率が低く、帯域幅も大きい回線から到着するパケットは、
おおむねポアソン分布に従うことが分かった。より詳細にパケットサイズ別に、
測定結果を 3つのグループに分割して到着の挙動を観測すると、ランダム性を示
すのは small-packetsグループであり、サイズが大きくなるにつれてポアソン分布
が適合しないことがわかった。さらに small-packetsグループに対して詳しく分析
した。このグループはTCPの制御用フラグを有したパケットと分割した結果、
ユーザの操作が直接反映されるパケットで構成されると考えられる。サイズが大
きいパケットは、主にバルクデータフローで用いられると考えられ、バースト的
な挙動を見せる。通常、TCPコネクションにおいて、あるパケッ トの挙動は、
先行するパケットの挙動に依存する。バースト的なトラフィックでは先行する複
数のパケットの影響を強く受けるため、パケットが独立にランダムな挙動を示さ
ない。測定結果により、この特性を確かめた。
4.3 今後の研究課題
4.3.1 実時間アプリケーションのための再生可能化時間の推定
本研究を、実時間ストリーミングアプリケーションへの応用することを検討し
ている。一般に、ストリーミングアプリケーションにおいては、パケットの遅延
を吸収し、ジッタを補正するために、いったんパケットをバッファ領域に留置す
る。特に配信サーバを用いた放送型のコンテンツ配信システムにおいては、この
仕組みが頻繁に用いられる。受信クライアントは、さまざまなバッファリングア
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ルゴリズムが備えたものが存在する。通常、受信クライアントはユーザがあらか
じめ与えたネットワーク情報や、動的に測定を行った情報をもとにバッファ量を
設定する。このときストリーム配信を行う経路上の遅延時間分布が既知のもので
あるならば、バッファ量を最小化し、クライアントで再生可能化状態になる時間
を推定することが可能である。今後、本論文で推定した遅延時間分布を用いて再
生可能化時間の推定を行い、ストリーミングアプリケーションへの応用を目指し
たい。
4.3.2 M/M/S(m)モデルの適合性の検証
本研究ではインターネットにおける遅延時間がM/M/S(m)モデルにしたがう
ことを明らかにした。ただし、M/M/S(m)モデルの特徴を与えるパラメータに
対して定量的な意味を与えていない問題が残されている。したがって、さらなる
M/M/S(m)モデルを妥当性を検証しなければならない。このモデルを特徴付ける
パラメータとして出力回線の数があるが、現在のインターネットでは、一台のルー
タに複数の帯域速度が異なる回線が接続されている。しかしながらM/M/S(m)
モデルでは、出力回線についてはいずれも等しいものとする仮定が置かれてい
る。回線の帯域の偏りについて考慮に入れた解析を今後行う予定である。
またパケットが実際にネットワーク中で失われる廃棄特性に着目しなければな
らない。本研究ではストリーミングアプリケーションへの応用のため、遅延時間
の分布を測定した。実時間アプリケーションにおいては、定められた閾値を超え
て到着するパケットと実際にネットワークにおいて損失したパケットは、等価であ
るため、遅延時間 T がある閾値 γをより大きくなる場合（T > γ)をもってパケッ
ト損失とみなした。すなわちパケットがネットワーク上で、実際に損失した場合
は T =∞と考える。したがって今回の測定において、実際にパケットが損失した
事象の、確率分布は解析の対象とはしなかった。ところで、M/M/S(m)モデルで
はトラフィック密度がいかなる値をとっても安定な系である。これはキューが溢
れた状態でパケットが到着しても、単に廃棄されるためである。これはM/M/S
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モデルに対する、もっとも肝要な差異である。この点のさらなる解析を必要があ
ると考える。なお、本論文で提案した、M/M/S(m)の、キューがあふれている
確率（パケットの実際の廃棄率）B は次式で表される。
B =
aS
S!
(
a
S
)m
P0
=
aS
S!
(
a
S
)m
S−1∑
r=0
ar
r!
+
aS
S!
S
S − a
{
1−
(
a
S
)m+1}
パケット廃棄特性の観点からも、さらに測定を行い、本研究で提案したモデルの
適応性を確認する。
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付録 A
M/M/S(m)モデルの待ち時間の分布の導出
A.1 M/M/S モデルの待ち時間特性
M/M/Sモデルは、待ち行列モデルの中でも基本的なモデルである。単純であ
りながら応用範囲が広く有用なモデルとされている。パケットの到着間隔の分布
および転送処理時間の分布がともに指数分布したがい、出力リンクの数が S 本の
ネットワークを構成する。パケットを留置させるキューサイズが無限大であるた
め、原理上無限個のパケットを待たせることができる。
このネットワークにおいて、系内のパケットの数に対する状態遷移について解
析する。系内にパケットが n個存在する確率をPnとする。ある時刻 tから微少時
間∆tだけ経過するとき、発生する事象は以下のいずれかである。
• パケットの到着に関する事象
– パケットが 1つ到着する
– パケットが到着しない
• サービスの完了に関する事象
– パケット 1つの転送処理が完了する
– パケットの転送処理が完了しない
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∆tは微少な時間であるので同時に 2つのパケットが到着したり、転送処理を完
了することはないものとする。ここでパケットが 1つ到着する確率は平均到着率
λを用いると λ∆tと表され、パケットが到着しない確率は 1− λ∆tである。また
あるパケットの転送処理が完了する確率は、平均転送処理率を用いて µ∆tと表さ
れる。あるパケットの転送処理が完了しない確率は 1− µ∆tである。したがって
次の式が得られる。
P0 = (1− λ∆t)P0 + µ∆tP1
これを整理し、 a = λ/µとおくと
P1 = aP0 (A.1)
が得られる。次に n < S の場合と S ≤ nの場合に分けて考える。 n < S の場合、
系内に存在するパケットの数より出力回線の数の方が大きいので、系内のすべて
のパケットは転送処理を受けていることになる。よって転送処理の終了率は nµ
となる。また S ≤ nの場合、すべての回線の転送処理が動作していることになる
ので、その終了率は Sµである。時刻 t+∆tにおいて系内に n人のパケットが存
在する事象は、以下の 3通りのいずれかである。
1. 時刻 tにおいてパケットが n− 1個存在し、かつパケットが１つだけ到着す
る場合。
2. 時刻 tにおいてパケットが n個存在し、かつパケットの到着もサービスの完
了もない場合。
3. 時刻 tにおいてパケットが n+ 1個存在し、パケットの 1つの転送処理が完
了する場合。
これらの 3つの事象より、次の式を得る。

Pn = λ∆tPn−1 + (1− λ∆t− nµ∆t)Pn + (n + 1)µ∆tPn+1 (n < S)
Pn = λ∆tPn−1 + (1− λ∆t− Sµ∆t)Pn + Sµ∆tPn+1 (S ≤ n)
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これを整理し、式 (A.1)と合わせて表記すると

µP1 = λP0
(λ + µ)Pn = λPn−1 + (n + 1)Pn+1 (n < S)
(λ + Sµ)Pn = λPn−1 + SµPn+1 (S ≤ n)
両辺を µで割り、各 nについて書き下せば

aP0 = P1
(a + 1)P1 = aP0 + 2P2
(a + 2)P2 = aP1 + 3P3
...
(a + S − 1)PS−1 = aPS−2 + SPS
(ここまでの項がn < S)
Sµ(PS+1 − PS) = λ(PS − PS−1)
Sµ(PS+2 − PS+1) = λ(PS+1 − PS)
Sµ(PS+3 − PS+2) = λ(PS+2 − PS+1)
...
Sµ(PS+r+1 − PS+r) = λ(PS+r − PS+r−1)
(ここまでの項がS ≤ n)
第 2式に第 1式を加え、さらに第 3式に加える操作を行うと順次、以下の式が得
られる。 

P1 = aP0
2P2 = aP1
3P3 = aP2
...
SPS = aPS−1
(ここまでの項がn < S)
SPS+1 = aPS
...
SPS+l = aPS+l−1
(ここまでの項が0 ≤ l)
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したがって、第 1式から代入すれば順次

Pn =
an
n!
P0 (n < S)
PS+l =
aS
S!
(
a
S
)l
P0 (0 ≤ l)
(A.2)
を得る。ここで Pnは確率であるから次の式をみたす。
∞∑
r=0
Pr =
S−1∑
r=0
Pr +
∞∑
r=0
PS+r
=
{
S−1∑
r=0
ar
r!
+
aS
S!
∞∑
r=0
(
a
S
)r}
P0
= 1
ここで一般項が等比数列 (a/S)nの nが無限大までの和は a/S < 1なるとき収束
する。このとき
∞∑
r=0
(
a
S
)r
=
S
S − a
であるから、これより P0は求められ
P0 =
1
S−1∑
r=0
ar
r!
+
aS
S!
S
S − a
を得る。ここまでの議論により、M/M/Sモデルの状態遷移は解かれた。ここで
a/S < 1を仮定したが、この条件を満たさない場合は P0 = 1/∞ = 0となりこの
モデルは収束しないことを示している。これはこのネットワークにおいて、転送
処理の終了率 λ/µが出力回線の容量を超えた場合に発生し、キューの長さが無限
大に延びることを示している。 a/Sは転送処理の稼働率であり、転送処理が行わ
れている確率と考えることができる。これを文字 ρを用いて表す。
A.2 M/M/S(m)モデルの特性
M/M/Sモデルでは出力回線に対する転送処理を受けられずに、キューで待つ
パケットの数は無限大であることが許容された。本節で対象とする、M/M/S(m)
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モデルはキューの大きさに制限を設け、転送処理を待つパケットの最大数をm人
に制限したネットワークである。ネットワーク内に存在するパケットの数が S+m
以下の場合はM/M/S モデルと全く同じ性質を持つ。したがってネットワーク内
にパケットが n個存在する確率は式 (A.2)より


Pn =
an
n!
P0 (n < S)
PS+l =
aS
S!
(
a
S
)l
P0 (0 ≤ l ≤ m)
を得る。また初期値 P0はM/M/S モデルにおける議論と同様に求められ、 Pnは
次の関係を満たす。
∞∑
r=0
Pr =
S−1∑
r=0
Pr +
∞∑
r=0
PS+r
=
{
S−1∑
r=0
ar
r!
+
aS
S!
m∑
r=0
(
a
S
)r}
P0
= 1
ここで一般項が等比数列 (a/S)nの第m項までの和により次式が成立する。
m∑
r=0
(
a
S
)r
=
S
S − a
{
1−
(
a
S
)m+1}
したがって次の式が成り立つ。
P0 =
1
S−1∑
r=0
ar
r!
+
aS
S!
S
S − a
{
1−
(
a
S
)m+1}
M/M/S(m)モデルは a/S < 1になる条件において、キューの長さをmを無限大
にしたときにM/M/S モデルと一致することがわかる。
lim
m→∞P0 = limm→∞
1
S−1∑
r=0
ar
r!
+
aS
S!
S
S − a
{
1−
(
a
S
)m+1}
=
1
S−1∑
r=0
ar
r!
+
aS
S!
S
S − a
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これはM/M/Sモデルにおける P0と一致している。本節とA.1節で導いたように
M/M/SモデルとM/M/S(m)モデルの両者は、 a/S が小さくmが大きい場合に
は類似した性質を有している。しかしながら両者のモデルは、重要な差異を持っ
ており、M/M/S(m)モデルはいかなる a/S の値においても系が収束する。これ
はキューの大きさに制限があるため、系の容量m+S より多くパケットが到着し
ても、単に廃棄されるためである。
A.3 M/M/S(m)において生じる待ち時間の分布
M/M/S(m)モデルにおけるパケットの数に関する状態遷移はA.2 節により解
かれた。本節では系内のキューで転送を待つパケットの待ち時間の確率分布につ
いて考察する。
ネットワークにパケットが到着したとき、転送待ち状態になる確率を待ち率と
呼び、M(0)と表す。これは系内のすべての回線上で、転送処理が行われており、
輻輳が発生している状態である。回線の利用率を ρとおくと ρ = a/S であり、次
の式を得る。
M(0) =
S+m−1∑
r=S
Pr
=
aS
S!
1− ρm
1− ρ P0
ここでパケットがキューにおいて待たされる時間 γが、 tよりも大きくなる確率
をM(t)とすると、M(t)が待ち時間の確率分布を与える。
P (γ > t) = M(t)
このとき任意のパケットの到着に注目し、それが転送待ち状態となった条件のも
とで、転送を待つパケットの数が j 個である確率 qj は次の式で表される。
qj =
PS+j
M(0)
=
(1− ρ)ρj
1− ρm
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ここで時間区間 (0, t]において k個のパケットの転送処理が終了する事象は、ラ
ンダムであることが仮定されているので、その確率は平均値 Sµtのポアソン分布
にしたがう。 j 個の待ちパケットがあるとき、着目したパケットが、時間 tより
長く待つ確率Qj(t)は次のようになる。
Qj(t) = e
−Sµt
j∑
k=0
(Sµt)k
k!
よってパケットの待ち時間が tより大きくなる確率は次式で与えられる。
M(t) =
m−1∑
j=0
Qj(t)qj
=
1− ρ
1− ρm e
−Sµt
m−1∑
j=0
ρj
j∑
k=0
(Sµt)k
k!
=
1− ρ
1− ρm e
−Sµt
m−1∑
k=0
1
k!
(
S
h
t
)k m−1∑
j=k
ρj (A.3)
= e−Sµt
m−1∑
k=0
1− ρm−k
1− ρm
1
k!
(
a
h
t
)k
(A.4)
この式を得るために恒等式
m−1∑
l=0
xl
l∑
k=0
yk =
m−1∑
k=0
yl
m−1∑
l=k
xl
を用いた。これによりM/M/S(m)モデルの待ち時間分布が求められた。ここで
ρ = a/S < 1なる条件のもとでm →∞とすると、
MMMS(t) = lim
m→∞
1− ρ
1− ρme
−Sµt
m−1∑
k=0
1
k!
(
S
h
t
)k m−1∑
j=k
ρj
= (1− ρ)e−Sµt
∞∑
k=0
1
k!
(
S
h
t
)k ∞∑
j=k
ρj
= (1− ρ)e−Sµt
∞∑
k=0
1
k!
(
S
h
t
)k ρk
1− ρ
= e−Sµt
∞∑
k=0
(λt)k
k!
= e−Sµt+λt
= e−
(1−ρ)S
h
t
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以上の結果から、M/M/S モデルのキューで発生する待ち時間の確率分布が得ら
れ、指数分布をなすことがわかる。
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