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RESUMO
Neste trabalho tratamos de famı´lias a um-paraˆmetro de campos vetoriais R-revers´ıveis
definidos em uma vizinhanc¸a de um ponto de equil´ıbrio ressonante em R2n. Focalizamos a
atenc¸a˜o a`s 0:p:q-ressonaˆncias.
Inicialmente estudamos a existeˆncia/bifurcac¸a˜o de o´rbitas perio´dicas sime´tricas para tais
sistemas.
A existeˆncia e rigidez de famı´lias de o´rbitas homocl´ınicas tambe´m sa˜o discutidas. Ale´m
disso, tambe´m analisamos, para n = 3, a rigidez de “famı´lias de Cantor” de dois-toros
invariantes por meio da Teoria KAM.
ii
ABSTRACT
In this work we deal with one parameter families of R-reversible vector fields defined
around a resonant equilibrium point in R2n. We focus our attention to 0:p:q resonances.
First of all we study the existence/bifurcation of symmetric periodic orbits for such
systems.
The existence and rigidity of families of homoclinic orbits are also discussed. We also
analyze for n = 3 the rigidity of “Cantor families” of invariant two-torus by means of KAM
Theory.
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INTRODUC¸A˜O
Na teoria de sistemas dinaˆmicos e´ grande o interesse no estudo de objetos minimais
tais como o´rbitas perio´dicas, o´rbitas homocl´ınicas e toros invariantes. Existe, portanto, na
literatura, uma exaustiva bibliografia tratando desses assuntos. Esses objetos sa˜o, em geral,
tratados em famı´lias de campos vetoriais que podem ou na˜o preservar alguma estrutura.
Grandes contribuic¸o˜es foram dadas em va´rios contextos, tais como sistemas Hamiltonianos,
sistemas equivariantes ou revers´ıveis e tambe´m para sistemas onde nenhuma estrutura, a
priori, e´ preservada.
A existeˆncia de paraˆmetros e´ importante para detectar tipos de bifurcac¸o˜es que ocorrem
em famı´lias de campos vetoriais e, no que tange a existeˆncia de toros invariantes, a presenc¸a
de tais paraˆmetros se faz necessa´ria ja´ que o uso da teoria KAM exige essa dependeˆncia.
Algumas boas refereˆncias nesta direc¸a˜o sa˜o [3],[4],[7],[12],[14] e [19] entre outros. Nosso ob-
jetivo nesta tese sera´ abordar esses assuntos em famı´lias de campos vetoriais que apresentam
certos tipos de ressonaˆncia.
Em se tratando de bifurcac¸o˜es de soluc¸o˜es perio´dicas existem te´cnicas frequ¨entemente
utilizadas na literatura, a saber, a Reduc¸a˜o de Lyapunov-Schmidt [14], [25] e a Teoria de
Formas Normais, onde nesta u´ltima ferramenta a Forma Normal de Belitskii se mostra
bastante adequada.
A Reduc¸a˜o de Lyapunov-Schmidt aborda exclusivamente o estudo local de soluc¸o˜es
perio´dicas, ignorando demais comportamentos dinaˆmicos. O objetivo dessa teoria e´ reduzir
o problema de existeˆncia local de soluc¸o˜es perio´dicas de um dado sistema a resolver um
sistema de equac¸o˜es alge´bricas num espac¸o de dimensa˜o finita, cuja dimensa˜o depende do
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vtipo de ressonaˆncia que o campo vetorial em questa˜o satisfaz.
Por outro lado, a Teoria de Formas Normais consiste em encontrar mudanc¸as de coorde-
nadas pro´ximas a` identidade, que levam o campo vetorial a uma forma mais “simples”.
Neste contexto, resultados relativos a existeˆncia e bifurcac¸a˜o de soluc¸o˜es perio´dicas
sime´tricas sera˜o abordados em diversas situac¸o˜es para famı´lias de campos vetoriais em espac¸o
de dimensa˜o arbitra´ria e onde o campo na˜o bifurcado tem um equil´ıbrio ressonante na origem.
Nas situac¸o˜es tratadas nesta tese o equil´ıbrio na origem possui 0 (zero) como autovalor
com multiplicidade alge´brica dois. Nesse contexto, bifurcac¸o˜es do equil´ıbrio tambe´m sera˜o
consideradas.
Podemos citar va´rias refereˆncias onde ferramentas como as utilizadas aqui tambe´m sa˜o
utilizadas tais como [14],[23] e [25]. Nestes casos o equil´ıbrio na origem na˜o admite autovalor
zero e portanto bifurcac¸o˜es do equil´ıbrio na origem na˜o se fazem presentes.
Um outro caminho seguido nesta tese quando tratamos de existeˆncia/persisteˆncia de
soluc¸o˜es homocl´ınicas para soluc¸o˜es perio´dicas, e´ a utilizac¸a˜o de ferramentas de ana´lise
funcional, como o conhecido Teorema do Ponto Fixo de Banach. O principal objetivo e´
estabelecer a persisteˆncia de soluc¸o˜es homocl´ınicas para famı´lias de soluc¸o˜es perio´dicas que
sabemos existir para o campo truncado nos termos de ordem dois (ou superior) que esta˜o
na forma normal. Neste contexto, te´cnicas utilizadas em [18] e [19] foram adaptadas para o
nosso caso.
Em [18] e [19] a existeˆncia de um equil´ıbrio tipo sela-centro para uma famı´lia de campos
vetoriais em R4 e R6 e´ considerada onde, para a forma normal truncada, tal equil´ıbrio admite
uma soluc¸a˜o homocl´ınica. Ale´m disso, famı´lias de soluc¸o˜es perio´dicas sime´tricas convergindo
para o equil´ıbrio admitem soluc¸o˜es homocl´ınicas quando considerado o campo truncado.
Neste caso, utilizando a soluc¸a˜o homocl´ınica associada ao equil´ıbrio, Lombardi estabelece a
persisteˆncia de soluc¸o˜es homocl´ınicas para soluc¸o˜es perio´dicas pro´ximas do equil´ıbrio. Em
[19] o contexto anal´ıtico em R4 e R6 e´ considerado e em [18] o contexto C∞ em R4 e´ abordado.
A principal diferenc¸a do nosso caso para os encontrados em [18] e [19] e´ o fato de que
no nosso problema o equil´ıbrio na origem na˜o admite soluc¸a˜o homocl´ınica. Por isso, nosso
me´todo de perturbac¸a˜o utiliza as soluc¸o˜es homocl´ınicas associadas a`s soluc¸o˜es perio´dicas a
fim de garantir a persisteˆncia das mesmas para o campo geral, diferentemente do que ocorre
em [18] e [19].
Finalmente, consideraremos uma famı´lia de campos vetoriais em R6 onde a persisteˆncia
de toros 2-dimensionais sera´ estudada a` luz de resultados provenientes da teoria KAM es-
SEC¸A˜O 0.1 • ESTRUTURA DOS TO´PICOS APRESENTADOS/ COMENTA´RIO
SOBRE OS PRINCIPAIS RESULTADOS vi
tabelecidos por Broer em [3] para campos vetoriais revers´ıveis e em [4] para campos mais
gerais.
Durante todo o trabalho, estaremos restritos a uma classe extremamente importante de
campos vetoriais, a saber, campos vetoriais que anticomutam com difeomorfismos involutivos
usualmente chamados de Campos Vetoriais Revers´ıveis.
0.1 Estrutura dos To´picos Apresentados/ Comenta´rio
sobre os Principais Resultados
O presente trabalho esta´ dividido da seguinte forma:
• No cap´ıtulo 1, apresentamos uma s´ıntese de algumas propriedades importantes dos
campos vetoriais revers´ıveis que sera˜o relevantes no decorrer de todo o trabalho. Algu-
mas proposic¸o˜es sera˜o enunciadas sem demonstrac¸a˜o. O leitor interessado na demon-
strac¸a˜o desses resultados podera´ encontra´-las em [15]. Ale´m disso, apresentamos algu-
mas definic¸o˜es relativas a toros invariantes que sera˜o necessa´rias no cap´ıtulo 6. Enun-
ciaremos tambe´m um resultado importante sobre persisteˆncia de toros invariantes. A
demonstrac¸a˜o de tal resultado sera´ omitida e pode ser encontrada em [3].
• No cap´ıtulo 2, formas normais para os campos vetoriais tratados nesta tese sera˜o
estabelecidas. Essas formas normais sera˜o importantes nos estudos realizados em todos
os outros cap´ıtulos desta tese. As formas normais aqui encontradas sera˜o as formas
normais de Belitskii, as quais se mostram u´teis para os nossos objetivos.
Neste contexto, estabeleceremos o primeiro resultado principal (Teorema A) onde uma
forma normal formal para campos vetoriais revers´ıveis em R2n que teˆm singularidade
na origem 0-na˜o-ressonante sera´ obtida. A partir da´ı, estenderemos esse resultado para
campos em R6 que teˆm singularidade na origem 0:p:q-ressonante.
• No cap´ıtulo 3, apresentamos o me´todo da Reduc¸a˜o de Lyapunov-Schmidt adaptado a
cada caso tratado nesta tese.
• No cap´ıtulo 4, utilizaremos as Reduc¸o˜es obtidas no cap´ıtulo anterior, juntamente com
as formas normais do cap´ıtulo 2, a fim de estabelecer condic¸o˜es nos termos de or-
dem dois da forma normal para a existeˆncia de soluc¸o˜es perio´dicas de famı´lias a
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um-paraˆmetro de campos vetoriais revers´ıveis. Neste contexto, estabeleceremos um
dos teoremas principais do texto (Teorema B). Neste teorema veremos que dada uma
famı´lia de campos vetoriais em R2n X(x, λ), com uma singularidade 0-na˜o-ressonante
na origem para λ = 0, atrave´s de condic¸o˜es gene´ricas sobre os coeficientes do 2-jato
em λ = 0 obtemos a existeˆncia de famı´lias de soluc¸o˜es perio´dicas sime´tricas numa
vizinhanc¸a da origem. Ale´m disso, bifurcac¸o˜es de Hopf podem surgir dependendo de
´propriedades do 2-jato. Mostramos tambe´m que todas as soluc¸o˜es perio´dicas numa
vizinhanc¸a suficientemente pequena da origem resulta ser sime´trica.
• No cap´ıtulo 5, a persisteˆncia de soluc¸o˜es homocl´ınicas para soluc¸o˜es perio´dicas e´ es-
tudada em va´rias situac¸o˜es. Neste cap´ıtulo estabelecemos a persisteˆncia de soluc¸o˜es
homocl´ınicas sime´tricas associadas a soluc¸o˜es perio´dicas sime´tricas numa vizinhanc¸a
da origem para campos R-revers´ıveis em R4. Essa e´ o conteu´do do Teorema C. Esse
resultado e´ uma extensa˜o dos resultados de Lombardi [18] e Iooss [11]. Ale´m disso,
esse resultado sera´ estendido para campos vetoriais em R6 sob hipo´teses adicionais as
consideradas no caso 4-dimensional.
A ide´ia principal aqui e´ reduzir o problema da persisteˆncia de soluc¸o˜es homocl´ınicas
a encontrar um ponto fixo de uma equac¸a˜o funcional utilizando o Teorema do Ponto
Fixo de Banach.
• No cap´ıtulo 6, abordamos a existeˆncia/persisteˆncia de toros invariantes com dinaˆmica
paralela para famı´lias de campos vetoriais revers´ıveis em R6.
Estabeleceremos a persisteˆncia de famı´lias de 2-toros invariantes para uma famı´lia de
campos vetoriais em R6 (Teorema D) utilizando, para isso, resultados da Teoria KAM.
De fato, adaptamos nossa famı´lia de forma que um resultado devido a Broer em [3]
possa ser aplicado a` nossa situac¸a˜o.
SEC¸A˜O 0.2 • RESULTADOS PRINCIPAIS viii
0.2 Resultados Principais
Nesta sec¸a˜o enunciaremos os resultados principais contidos nessa tese.
Teorema A. Seja X ∈ XR (R2n) 0-na˜o ressonante em x = 0 tal que X(0) = 0. Enta˜o X e´
formalmente conjugado, numa vizinhanc¸a de 0, a⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ϕ2(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
x˙3 = −x4ϕ3(x1, x23 + x24, . . . , x22n−1 + x22n)
x˙4 = x3ϕ3(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
...
˙x2n−1 = −x2nϕn+1(x1, x23 + x24, . . . , x22n−1 + x22n)
˙x2n = x2n−1ϕn+1(x1, x23 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
Teorema B: Existe um subconjunto aberto U = {(U1 ∪ U2)× (−λo, λo)} em X 2nλ tal que:
(I) os elementos de {U1 ∪ U2} sa˜o determinados pelos 2-jatos dos campos vetoriais.
(II) se X(x, 0) ∈ U1 enta˜o:
(i) para λ = 0 existem 2(n-1) famı´lias de o´rbitas perio´dicas R-sime´tricas convergindo para
o equil´ıbrio x = 0.
(ii) para λ < 0 existem dois equil´ıbrios sime´tricos (uma sela-centro e um ponto el´ıtico) e
(n-1)-famı´lias de o´rbitas perio´dicas sime´tricas convergindo para cada um desses pontos.
(iii) para λ > 0 na˜o existem pontos de equil´ıbrio numa vizinhanc¸a suficientemente pequena
de x = 0 e apenas (n-1)-famı´lias de o´rbitas per´ıodicas sime´tricas persistem numa vizinhanc¸a
da origem.
(III) Se X(x, 0) ∈ U2 enta˜o em λ = 0 ocorre uma bifurcac¸a˜o de Hopf subcr´ıtica. Enta˜o, em
λ = 0 na˜o existem o´rbitas perio´dicas e para λ < 0 surgem (n-1)-famı´lias de o´rbitas perio´dicas
sime´tricas, convergindo para cada um dos equil´ıbrios (sela-centro e el´ıtico).
Mais ainda, todas as soluc¸o˜es perio´dicas numa vizinhanc¸a da origem resultam ser sime´tricas.
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Teorema C: Existe um aberto U ⊂ XR(R4) tal que para cada X ∈ U existe um ε-re-
escalonamento nas varia´veis dado por (y1, y2, r, θ, ε), com ε > 0 tal que nestas novas coorde-
nadas o campo e´ expresso por Yε e para cada ε > 0 suficientemente pro´ximo de zero, existe
kε > 0 tal que para k ≥ kε existem duas soluc¸o˜es homocl´ınicas sime´tricas associadas a uma
soluc¸a˜o perio´dicas sime´trica Yˆk(t, ε).
Teorema D: Seja X˜λ(x) = X˜(x, λ) uma famı´lia anal´ıtica de campos vetoriais R-revers´ıveis
em R6 tal que X˜o tem um equil´ıbrio na origem 0-na˜o-ressonante ou 0:p:q-ressonante com
p+ q > 3. Enta˜o, numa vizinhanc¸a suficientemente pro´xima da origem, existe um “conjunto
de Cantor” X˜-invariante V˜ ⊂ R6×P difeomorfo por um difeomorfismo C∞-pro´ximo a iden-
tidade a T2×{0}×Γγ ⊂ R6×P. Em cada toro Vλ×{λ}, λ ∈ Γγ, uma equivaleˆncia topolo´gica
de X a X˜ e´ induzida e tal equivaleˆncia Φ preserva a projec¸a˜o em P e o comportamento
linear normal onde X e´ dado pelo truncamento do campo original nos termos de ordem dois
dados na forma normal.
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CAPI´TULO 1
Preliminares
Este cap´ıtulo e´ dedicado a` introduc¸a˜o dos conceitos referentes a Sistemas Equivariantes
e Revers´ıveis, ale´m de uma descric¸a˜o de algumas propriedades importantes do fluxo para
tais sistemas. Ale´m disso, algumas definic¸o˜es acerca de toros invariantes sera˜o dadas e um
resultado abordando a persisteˆncia de tais toros sera´ enunciado.
1.1 Introduc¸a˜o
Sejam
x˙ = X(x), x ∈ RN (1.1)
um campo de vetores C∞ e
S : RN → RN (1.2)
um difeomorfismo involutivo, isto e´, S2 = Id.
Definic¸a˜o 1.1. Dizemos que (1.1) e´ equivariante com relac¸a˜o a S (ou S-equivariante) se
X satisfaz:
DS(x).X(x) = X (Sx) . (1.3)
Neste caso diremos que S e´ uma simetria para o campo X ou uma simetria associada a X.
Por outro lado, dizemos que (1.1) e´ revers´ıvel com relac¸a˜o a S (ou S-revers´ıvel) se X
satisfaz:
DS(x).X(x) = −X (Sx) . (1.4)
1
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Neste caso diremos que S e´ uma anti-simetria para o campo X ou uma anti-simetria
associada a X.
Vale observar que essas definic¸o˜es podem ser estendidas a contextos mais gerais como,
por exemplo, quando o espac¸o de fase e´ uma variedade diferencia´vel M . Ainda pode-se
definir campos vetoriais fracamente equivariantes/revers´ıveis onde na˜o se exige que S seja
uma involuc¸a˜o. No entanto, para nossos propo´sitos a aplicac¸a˜o S sera´ sempre considerada
involutiva.
Uma consequ¨eˆncia direta da definic¸a˜o acima e´ a seguinte:
se X e´ S-equivariante, enta˜o uma o´rbita de X e´ aplicada por S em uma outra o´rbita de X
preservando o sentido do tempo.
Por outro lado, se X e´ S-revers´ıvel, enta˜o o´rbitas de X sa˜o aplicadas por S em o´rbitas
de X revertendo o sentido do tempo.
De fato, as seguintes relac¸o˜es sa˜o va´lidas:
se ϕt : R
N → RN e´ o fluxo associado ao campo vetorial X, enta˜o:
S (ϕt(x)) = ϕt(Sx)
se X e´ S-equivariante, e
S (ϕt(x)) = ϕ−t(Sx)
se X e´ S-revers´ıvel.
Se um campo vetorial tem alguma propriedade de simetria ou anti-simetria, enta˜o pode-
mos construir, a partir das simetrias (anti-simetrias) conhecidas, outras por composic¸a˜o.
Podemos ver facilmente que as seguintes afirmac¸o˜es sa˜o va´lidas:
• Se S1 e S2 sa˜o duas simetrias para X, enta˜o a composic¸a˜o S1 ◦ S2 tambe´m e´ uma
simetria para X.
• Se S1 e S2 sa˜o duas anti-simetrias para X, enta˜o a composic¸a˜o S1 ◦ S2 e´ uma simetria
para X.
• Se S1 e S2 sa˜o tais que S1 e´ uma simetria para X e S2 e´ uma anti-simetria para X,
enta˜o S1 ◦ S2 e´ uma anti-simetria para X.
CAP. 1 • PRELIMINARES 3
Exemplo 1.2. Seja XH(q, p) um sistema Hamiltoniano com func¸a˜o Hamiltoniana H(q, p)
satisfazendo H(q,−p) = H(q, p), isto e´,
XH :
⎧⎪⎨
⎪⎩
q˙ =
∂H
∂p
(q, p)
p˙ = −∂H
∂q
(q, p)
.
Enta˜o XH e´ revers´ıvel segundo a involuc¸a˜o linear S(q, p) = (q,−p).
Na realidade, as estruturas Hamiltoniana e Revers´ıvel possuem muitas propriedades em
comum.
Na pra´tica, muitos sistemas Hamiltonianos sa˜o revers´ıveis e vice-versa ver [17] como
exemplo. Uma linha de estudo bastante abordada e´ aquela onde o contexto Revers´ıvel e´
associado ao Hamiltoniano.
Nosso interesse nesta tese esta´ voltado principalmente para a propriedade de anti-simetria.
Os resultados aqui estabelecidos sa˜o obtidos considerando apenas propriedades de anti-
simetria, o que e´ interessante por abordar uma classe maior de sistemas.
Em [21] encontramos va´rios exemplos que mostram que, de fato, estas duas classes de
sistemas na˜o coincidem.
Considere o seguinte exemplo:
x1
x2
Figura 1.1: Reves´ıvel na˜o Hamiltoniano
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Esse sistema planar resulta ser S-revers´ıvel, onde S(x1, x2) = (x1,−x2). No entanto, na˜o
e´ Hamiltoniano ja´ que, claramente, na˜o preserva volume.
1.2 O´rbitas Sime´tricas
Definic¸a˜o 1.3. Para cada xo ∈ RN definimos a o´rbita por xo como:
O(xo) = {x ∈ RN / x = ϕt(xo); t ∈ R},
onde ϕt e´ o fluxo de X.
Definic¸a˜o 1.4. : Dizemos que uma o´rbita de um campo vetorial e´ sime´trica com relac¸a˜o a
uma simetria (ou anti-simetria) S se S aplica a o´rbita nela mesma, isto e´, O(xo) e´ sime´trica
se S(O(xo)) = O(xo).
Segue da definic¸a˜o que se uma o´rbita e´ sime´trica com relac¸a˜o a uma simetria (ou anti-
simetria) S, enta˜o todo ponto dessa o´rbita e´ aplicado por S na mesma o´rbita, isto e´, S(x) =
ϕτ (x) para algum τ ∈ R.
Da´ı segue que x ∈ Fix [(ϕ−1τ ) ◦ S] , onde
Fix(A) = {x ∈ RN /Ax = x}
e´ o conjunto dos pontos fixados por A.
Definic¸a˜o 1.5. (Ponto de equil´ıbrio Sime´trico): Dizemos que um ponto de equil´ıbrio para
um campo vetorial e´ sime´trico se ele pertence ao conjunto Fix(S) onde S e´ a simetria (ou
anti-simetria) para o referido campo.
Para os objetos descritos ate´ aqui temos o seguinte resultado:
Proposic¸a˜o 1.6. Quanto a posic¸a˜o de uma o´rbita de um campo vetorial S-revers´ıvel com
relac¸a˜o a variedade Fix(S) treˆs situac¸o˜es sa˜o poss´ıveis:
(i) O(xo) na˜o encontra Fix(S) e neste caso O(xo) e S (O(xo)) sa˜o duas o´rbitas distintas de
X.
(ii) O(xo) encontra Fix(S) em apenas um ponto e, neste caso, O(xo) e´ sime´trica e portanto
O(xo) e S (O(xo)) representam a mesma o´rbita.
(iii) O(xo) encontra Fix(S) em exatamente dois pontos e, neste caso, O(xo) e´ uma o´rbita
perio´dica sime´trica e se T e´ o per´ıodo de O(xo) e x ∈ O(xo)∩Fix(S) enta˜o ϕT
2
(x) ∈ Fix(S).
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Note que para o´rbitas sime´tricas, a propriedade de simetria (anti-simetria) e´ extrema-
mente importante. Ela nos diz muito sobre as o´rbitas que interceptam Fix(S).
Por outro lado, para o´rbitas que teˆm intersecc¸a˜o vazia com Fix(S), a u´nica informac¸a˜o
que podemos obter da propriedade sime´trica (anti-sime´trica) e´ que tais o´rbitas ocorrem em
pares, a saber, O(xo) e S (O(xo)) .
Ou seja, para cada equil´ıbrio na˜o sime´trico x ∈ RN outro equil´ıbrio S(x) esta´ associado.
Mais ainda, se x ∈ RN e´ um atrator, enta˜o S(x) tambe´m e´ um atrator se X e´ S-equivariante
e e´ um repulsor se X e´ S-revers´ıvel.
Tambe´m, para cada o´rbita perio´dica na˜o sime´trica, uma outra o´rbita perio´dica na˜o
sime´trica esta´ associada.
1.3 O´rbitas Homocl´ınicas Sime´tricas
Seja xo ∈ RN um ponto de equil´ıbrio de X e sejam
W s(xo) = {x ∈ RN / lim
t→∞
ϕt(x) = xo}
e
W u(xo) = {x ∈ RN / lim
t→−∞
ϕt(x) = xo}
as variedades esta´vel e insta´vel, respectivamente, em xo, onde t ∈ R.
Um ponto x ∈W s(xo)∩W u(xo) e´ chamado um ponto homocl´ınico para xo e a o´rbita por
x e´ chamada de o´rbita homocl´ınica associada ao equil´ıbrio xo.
Proposic¸a˜o 1.7. Seja S uma simetria de um campo vetorial tendo xo como ponto de
equil´ıbrio, enta˜o
S(W s(u)(xo)) = W
s(u)(xo)⇔ xo ∈ Fix(S).
Proposic¸a˜o 1.8. Seja S uma anti-simetria para um campo vetorial que tem xo como ponto
de equil´ıbrio, enta˜o
W s(xo) ∩ Fix(S) ⊂ W u(S(xo)),
W u(xo) ∩ Fix(S) ⊂ W s(S(xo)).
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Proposic¸a˜o 1.9. Seja S uma anti-simetria para um campo vetorial que tem xo como ponto
de equil´ıbrio, enta˜o
S(W s(u)(xo)) = W
u(s)(xo)⇔ xo ∈ Fix(S).
Observac¸a˜o 1.3.1. Se S e´ uma anti-simetria para um campo vetorial e xo ∈ Fix(S) e´
um ponto de equil´ıbrio para o sistema, enta˜o intersec¸o˜es de variedades esta´vel (insta´vel)
com Fix(S) implicam na existeˆncia de o´rbitas homocl´ınicas sime´tricas com relac¸a˜o a` anti-
simetria S. Assim, a proposic¸a˜o (1.8) fornece um crite´rio para persisteˆncia de o´rbitas ho-
mocl´ınicas que sa˜o sime´tricas com relac¸a˜o a` anti-simetria reversa.
Em se tratando de sistemas equivariantes/revers´ıveis a aplicac¸a˜o S pode, localmente,
sempre ser considerada linear. De fato, dado o difeomorfismo involutivo S considere a
seguinte mudanc¸a de coordenadas:
φ = I + DS(0)S.
Note que,
(φS) (x) = φ (S(x)) = S(x) + DS(0)S (S(x)) = S(x) + DS(0)x =
= DS(0) (x + DS(0)S(x)) = DS(0) (I + DS(0)S) x =
= (DS(0)φ) (x),
ou seja,
φSφ−1 = DS(0)
e portanto S e´ conjugada por φ a sua parte linear.
De fato um resultado mais geral para grupos de transformac¸o˜es compactos e´ va´lido devido
a Bochner em [1].
1.4 Toros Invariantes
Seja X um campo vetorial em uma variedade M com um toro n-dimensional X-invariante
T , isto e´, se ϕt e´ o fluxo associado a X, enta˜o
ϕt(T ) ⊂ T, ∀t ∈ R.
Definic¸a˜o 1.10. (Dinaˆmica Paralela): Dizemos que X induz no toro T uma dinaˆmica
paralela (ou condicionalmente perio´dica), se existe um difeomorfismo T → Tn que leva a
restric¸a˜o X|T a um campo vetorial constante
∑n
i=1 ωi
∂
∂θi
no toro canoˆnico Tn := (S1)
n
=
(R/2πZ)n com coordenadas θ1, .., θn mod 2π.
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Desta forma o campo vetorial determina um sistema linear θ˙i = ωi, 1 ≤ i ≤ n de equac¸o˜es
diferenciais.
Os nu´meros ω1, ..., ωn sa˜o chamados frequ¨eˆncias (internas) da dinaˆmica em T .
Desta forma, a dinaˆmica de X|T , fica totalmente caracterizada pelas frequ¨eˆncias internas.
Definic¸a˜o 1.11. (Toro quasi-perio´dico): Uma dinaˆmica paralela em um n-toro invariante
T com vetor frequ¨eˆncia ω e´ chamada quasi-perio´dica ou na˜o-ressonante se as frequ¨eˆncias
ω1, ..., ωn sa˜o racionalmente independentes, isto e´, se temos 〈ω, k〉 :=
∑n
i=1 ωiki = 0 para
todo k ∈ Zn  {0}. Nesse caso, o toro T e´ chamado de toro quasi-perio´dico.
Caso contra´rio, o toro invariante T com dinaˆmica paralela e´ chamado ressonante.
E´ fato que, para toros quasi-perio´dicos, a o´rbita por cada ponto de T e´ densa em T .
Por outro lado, toros ressonantes sa˜o folheados por subtoros invariantes de dimensa˜o
menor.
Como exemplo disso, consideremos um campo vetorial X que tem um toro 2-dimensional
T invariante com dinaˆmica paralela. Assim, a restric¸a˜o X|T e´ conjugada ao campo{
θ˙1 = ω1
θ˙2 = ω2
em T2.
Aqui a dinaˆmica em T2 pode ser de dois tipos:
(i) Dinaˆmica quasi-perio´dica:
Neste caso ω1 e ω2 sa˜o racionalmente independentes e a o´rbita por cada ponto x ∈ T2 e´
densa em T2.
(ii) Dinaˆmica perio´dicas:
Neste caso ω1 e ω2 sa˜o racionalmente dependentes, digamos
ω1
ω2
=
p
q
com p, q ∈ Z e
mdc(p,q)=1.
Assim, a o´rbita por cada ponto x ∈ T2 resulta ser perio´dicas de per´ıodo q. Cada uma
dessas o´rbitas perio´dicas e´ homeomorfa a um toro T1.
Portanto, neste caso, o toro T2 e´ folheado por subtoros invariantes de dimensa˜o 1.
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Definic¸a˜o 1.12. (Toros Diofantinos): Diz-se que um n-toro T com dinaˆmica paralela e´
Diofantino se para constantes τ > 0 e γ > 0 o correspondente vetor frequ¨eˆncia ω satisfaz o
seguinte sistema infinito de inequac¸o˜es:
|〈ω, k〉| ≥ γ|k|−τ
para todo k ∈ Zn  {0}, onde |k| :=∑ni=1 |ki|.
E´ claro que toros Diofantinos sa˜o quasi-perio´dicos, no entanto, a rec´ıproca e´ falsa.
Para τ > n− 1 o conjunto de todos os vetores frequ¨eˆncia ω ∈ Rn que sa˜o Diofantinos no
sentido acima tem medida de Lebesgue positiva [4].
1.5 Topologia Compacto-aberta
Nesta sec¸a˜o definiremos a topologia compacto-aberta no conjunto das famı´lias de campos
vetoriais anal´ıticos.
Sejam M = Tn × Rm e P ⊂ Rk um espac¸o de paraˆmetros.
Considere X uma famı´lia de campos vetoriais anal´ıtica em M parametrizada sob P .
Para I ⊂ Rk e ρ > 0 dados defina:
I + ρ :=
⋃
x∈I
{
z ∈ Ck / para 1 ≤ j ≤ k, |zj − xj| ≤ ρ
}
.
Suponha que X tem uma extensa˜o anal´ıtica complexa a domı´nios compactos da forma
O := (Tn + k)×∆× (Γ + ρ) , k > 0 e 0 < ρ ≤ 1
onde ∆ ⊂ Cn e´ uma vizinhanc¸a compacta de 0 e onde Γ ⊂ Rk e´ um conjunto compacto.
Escrevendo
X(x, y, λ) = ω(λ)
∂
∂x
+ Ω(λ)y
∂
∂y
,
uma vizinhanc¸a compacta-aberta V de X e´ formada pelos
X˜ = X + f(x, y, λ)
∂
∂x
+ g(x, y, λ)
∂
∂y
tal que f e g teˆm extensa˜o anal´ıtica a O e |f |O < δ e |g|O < δ2 onde |.|O denota a norma do
supremo em O.
Essa topologia sera´ chamada topologia real anal´ıtica.
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1.6 KAM teorema
No contexto de dinaˆmica quasi-perio´dica o nosso objetivo e´ aplicar parte da teoria
KAM que, genericamente, estabelece a existeˆncia e persisteˆncia de toros quasi-perio´dicos em
sistemas dinaˆmicos, a` nossa famı´lia de campos vetoriais em R6 a fim de detectar a persisteˆncia
de toros 2-dimensionais.
Na teoria KAM, as frequ¨eˆncias dos toros quasi-perio´dicos, ale´m de racionalmente indepen-
dentes, satisfazem a condic¸o˜es na˜o-ressonantes mais fortes, a saber, a de serem Diofantinos.
O seguinte resultado devido a Broer e Huitema [3] estabelece a persisteˆncia de toros
invariantes para o caso especial de quando a famı´lia de campos vetoriais e´ G-revers´ıvel. Esse
resultado sera´ aplicado ao nosso caso em famı´lias de campos vetoriais em R6 no cap´ıtulo 6
desta tese.
Teorema 1.13. Seja Y (x, y, z, µ), (x, y, z) ∈ Tn × Rn × R2p = M uma famı´lia anal´ıtica de
campos vetoriais G-revers´ıveis parametrizada sob um subconjunto aberto P de RN , onde Y e´
dado por Y (x, y, z, µ) = ω(µ)
∂
∂x
+ Ω(µ)z
∂
∂z
e G(x, y, z) = (−x, y, Sz) com dimFix(S) = p.
Desta forma, para cada µo ∈ P fixado, Y possui um toro invariante n-dimensional com
dinaˆmica paralela dada por ω(µo). Suponha que a matriz Ω(µo) tenha apenas autovalores
simples e que a aplicac¸a˜o F : ω × spec : P → Rn × Rq seja uma submersa˜o em µo ∈ P.
Enta˜o, para γ > 0 suficientemente pequeno, existe uma vizinhanc¸a Γ de µo em P e uma
vizinhanc¸a U de Y na topologia anal´ıtica real de campos vetoriais G-revers´ıveis em M tal
que para todo Y˜ ∈ U existe uma aplicac¸a˜o Φ : M × P → M × P tal que:
(i) A restric¸a˜o de Φ a µ ∈ Γ e´ um difeomorfismo C∞ em sua imagem, C∞-pro´ximo a
aplicac¸a˜o identidade. Ale´m disso, Φ preserva a projec¸a˜o em P e Φ e´ real anal´ıtica em x e
afim nas varia´veis y e z.
(ii) Uma outra restric¸a˜o de Φ a µ ∈ Γγ define uma conjugac¸a˜o entre todos os Y˜ ∈ U e Y no
conjunto To × Γγ.
Este teorema garante a persisteˆncia de uma famı´lia de toros invariantes de Y , a saber,
To × Γγ, onde Γγ e´ um conjunto de Cantor. Mais ainda, tal persisteˆncia e´ estabelecida por
conjugac¸a˜o C∞.
A aplicac¸a˜o F e´ definida da seguinte forma:
Como Ω(µ) e´ G-revers´ıvel seus autovalores sa˜o sime´tricos com relac¸a˜o a origem. Desta forma,
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sejam
±δ1, ...,±δN1 ;±iε1, ...,±iεN2 ;±α1 ± iβ1, ...,±αN3 ± iβN3
autovalores de Ω(µ), onde p = N1 + N2 + 2N3. Como para µo supomos que Ω(µo) so´ possui
autovalores simples a matriz Ω(µo) na˜o tem zero como autovalor o que vale obviamente numa
vizinhanc¸a de µo suficientemente pequena. Desta forma, tomamos os δj, εj, αj e βj positivos.
Assim, definimos a aplicac¸a˜o
spec : P → Rq
por spec(µ) = (δn1(µ), εn2(µ), αn3(µ), βn3(µ)), onde 1 ≤ nj ≤ Nj, j = 1, 2, 3.
Ale´m disso, definimos Γγ como
Γγ := {ω ∈ Rn; |〈ω, k〉+ 〈ωN , l〉| ≥ γ|k|−τ}
onde ωN e´ um vetor formado com os valores positivos das partes imagina´rias dos autovalores
de Ω(µ), isto e´, pelos εj e βj.
CAPI´TULO 2
Forma Normal de Belitskii
2.1 Introduc¸a˜o
Neste cap´ıtulo encontraremos a forma normal de Belitskii para as diversas situac¸o˜es
tratadas nesta tese. O principal resultado utilizado neste cap´ıtulo e´ o Teorema da Forma
Normal. O mesmo sera´ enunciado sem demonstrac¸a˜o e pode ser encontrado em [23].
Desta forma, encontraremos uma forma normal de qualquer ordem para um campo ve-
torial em R2n que possui na origem um equil´ıbrio 0-na˜o-ressonante.
Nos casos onde ressonaˆncias do tipo 0:p:q esta˜o presentes, formas normais de ordem 2
sa˜o encontradas. Veremos que, para o nosso objetivo, a determinac¸a˜o de uma forma normal
de ordem 2 sera´ suficiente.
Seja
x˙ = X(x), x ∈ RN (2.1)
um campo vetorial C∞ S-revers´ıvel, onde S e´ um difeomorfismo involutivo em RN , isto e´,
S2 = Id e tal que X(0) = 0. Seja A = DX(0).
Para X ∈ C∞ (RN) denote por TmX o polinoˆmio de Taylor de grau m em x = 0 e T˜mX(x)
sua parte homogeˆnea de grau m, isto e´,
TmX(x) =
m∑
l=0
1
l!
Dl X(0)x(l), ∀x ∈ RN
11
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e
T˜mX(x) =
1
m!
Dm X(0)x(m), ∀x ∈ RN
onde x(l) denota a l-upla (x, . . . , x).
Diremos que o campo vetorial (2.1) esta´ na forma normal de Belitskii (com respeito a A)
ate´ ordem m (m ≥ 2) se
A∗ T˜l X(x) = D T˜l X(x)A∗x, ∀ l ∈ {2, . . . ,m},
isto e´,
T˜lX, l = 2, . . . ,m, comutam com a matriz A
∗, onde A∗ e´ a matriz adjunta de A.
Um fato importante a se observar e´ o seguinte:
Se A = S + N onde S e´ semi-simples e N e´ nilpotente com SN = NS enta˜o pode-se
mostrar que X esta´ na forma normal de Belitskii com respeito a A se, e somente se, X esta´
na forma normal de Belitskii com respeito a S e N simultaneamente, isto e´, se, e somente
se,
S∗ T˜l X(x) = D T˜l X(x)S∗x, ∀ l ∈ {2, . . . ,m}
e
N∗ T˜l X(x) = D T˜l X(x)N∗x, ∀ l ∈ {2, . . . ,m}.
A demonstrac¸a˜o deste fato pode ser encontrada em [23].
Considere agora
Φ : RN → RN
y → x = Φ(y) = y + h(y)
um difeomorfismo, com h(y) = o(|y|2).
Aplicando a transformac¸a˜o x = Φ(y) a (2.1) obtemos
y˙ = Φ∗X(y) := DΦ(y)−1 X(Φ(y)) = Y (y).
O teorema seguinte garante que sempre podemos colocar (2.1) na forma normal por uma
mudanc¸a de coordenadas da forma de Φ.
Teorema 2.1. (Teorema da Forma Normal [23]): Seja X ∈ C∞ (RN) . Para cada m ≥ 2,
existe uma vizinhanc¸a Um da origem em RN e uma aplicac¸a˜o Φ ∈ C∞ (Um) tal que Φ∗X(y) =
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Ay + g(y), onde Dg(0) = 0 e
A∗ T˜l g(y) = D T˜l g(y)A∗x, ∀ l ∈ {2, . . . ,m}.
Lembre que estamos supondo X um campo vetorial S-revers´ıvel. E´ claro que uma mu-
danc¸a de coordenadas como Φ pode alterar esta propriedade. De fato, temos o seguinte
resultado:
Fixaremos, a partir daqui, os seguintes conjuntos:
XS
(
RN
)
= {espac¸o de germes de campos vetoriais C∞ em 0 ∈ RN ; X e´ S − revers´ıvel}
e
X λS
(
RN
)
= XS
(
RN
)× (−λo, λo)
conjunto de famı´lias a um-paraˆmetro de germes em XS munidos com a topologia C∞.
Proposic¸a˜o 2.2. Seja X ∈ XS
(
RN
)
. Enta˜o o campo vetorial Y (y) = Φ∗X(y) ∈ XS∗
(
RN
)
onde S∗ = Φ−1 ◦ S ◦ Φ.
Dem: Aplicac¸a˜o direta da definic¸a˜o.
A fim de que na˜o percamos a S-reversibilidade, podemos tomar a transformac¸a˜o Φ como
no teorema seguinte:
Teorema 2.3. [13] A aplicac¸a˜o Φ do teorema 2.1 pode ser escolhida de forma que Φ (Sy) =
S (Φ(y)) . Assim, se Y (y) = Φ∗X(y), temos que DS(y)Y (y) = −Y (Sy).
Em outras palavras, e´ poss´ıvel encontrar uma aplicac¸a˜o Φ tal que o campo vetorial na
forma normal Y ainda seja S-revers´ıvel.
Um outro resultado que sera´ u´til nos pro´ximos cap´ıtulos e´ o seguinte:
Proposic¸a˜o 2.4. Para um campo vetorial X ∈ C∞ (RN) , com X(0) = 0 e A = DX(0) sa˜o
equivalentes:
(i) A∗ Tm X(x) = DTm X(x)A∗x;
(ii) TmX exp (tA
∗) = exp (tA∗)TmX, ∀ t ∈ R.
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2.2 Caso 0-na˜o-ressonante
Nesta sec¸a˜o encontraremos a forma normal de Belitskii ate´ ordem m (m ≥ 2) onde
m pode ser escolhido ta˜o grande quanto se queira. O resultado disto e´ uma forma normal
formal, ou seja, uma forma normal de ordem infinita, onde todo o campo vetorial esta´ na
forma normal. No entanto, na˜o sabemos se a mesma e´ convergente. Lembre que estamos
tratando de campos C∞. Ela e´ interessante pelo fato de que nos serve de inspirac¸a˜o para
o estudo de objetos que sa˜o de nosso interesse, a saber, soluc¸o˜es perio´dicas e homocl´ınicas
ale´m de toros invariantes.
Seja x˙ = X(x), x ∈ R2n um campo vetorial tal que X(0) = 0 e
A = DX(0) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −α1
α1 0
. . .
0 −αn−1
αn−1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
e tal que X e´ R-revers´ıvel onde R e´ a involuc¸a˜o linear em R2n dada por
R(x1, x2, ..., x2n) = (x1,−x2, ..., x2n−1,−x2n).
Definic¸a˜o 2.5. (i) Dizemos que os autovalores ±iαj, j = 1, ..., n− 1 sa˜o na˜o ressonantes
se eles satisfazem:
n−1∑
j=1
kjαj = 0, kj ∈ Z ⇒ kj = 0 j = 1, ..., n− 1,
ou seja, sa˜o linearmente independentes sob os inteiros (racionalmente independentes).
(ii) O campo vetorial X, com X(0) = 0 e´ dito 0-na˜o-ressonante se A = DX(0), escrita
como acima, e´ tal que os autovalores imagina´rios puros sa˜o na˜o ressonantes como em (i).
Como x˙ = X(x) e´ tal que X(0) = 0 e A = DX(0) podemos escrever:
x˙ = Ax + h(x) + o(|x|m+1)
onde h e´ formado por monoˆmios homogeˆneos de grau menor que m + 1 e maior que 1.
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Como queremos achar a forma normal de Belitskii, devemos encontrar uma base para os
elementos do nu´cleo do operador homolo´gico
LA∗ := A
∗h(x)−Dh(x)A∗x.
Em [11] encontramos uma te´cnica para detectar uma forma normal para um campo em
R4. O objetivo desta sec¸a˜o e´ estender e generalizar esta te´cnica para obtermos os resultados
seguintes.
Teorema A. Seja X ∈ XR (R2n) 0-na˜o ressonante em x = 0 tal que X(0) = 0 com
A = DX(0) e R dados pelas condic¸o˜es acima. Enta˜o X e´ formalmente conjugado, numa
vizinhanc¸a de 0, a
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ϕ2(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
x˙3 = −x4ϕ3(x1, x23 + x24, . . . , x22n−1 + x22n)
x˙4 = x3ϕ3(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
...
˙x2n−1 = −x2nϕn+1(x1, x23 + x24, . . . , x22n−1 + x22n)
˙x2n = x2n−1ϕn+1(x1, x23 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
.
Dem: Considere inicialmente o campo em coordenadas complexas. Enta˜o sua parte linear
e´ dada por
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
iα1
−iα1
. . .
iαn−1
−iαn−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Se h(x) = (h1(x), ..., h2n(x)) a condic¸a˜o
A∗h(x) = Dh(x)A∗x,
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com x = (x1, x2, z1, z¯1, ..., zn−1, z¯n−1), implica em
Dh1(x) = 0
Dh2(x) = h1
Dh3(x) = −iα1h3
Dh4(x) = iα1h4
...
Dh2n−1(x) = −iαn−1h2n−1
Dh2n = iαn−1h2n
onde
D := x1
∂
∂x2
− iα1z1 ∂
∂z1
+ iα1z¯1
∂
∂z¯1
− · · · − iαn−1zn−1 ∂
∂zn−1
+ iαn−1z¯n−1
∂
∂z¯n−1
.
Segue que
Dh1(x) = 0⇒ h1(x) = ϕ1(x1, |z1|2, . . . , |zn−1|2)
se as condic¸o˜es de na˜o-ressonaˆncia sa˜o satisfeitas, isto e´,
k1α1 + . . . + kn−1αn−1 = 0, kj ∈ Z ⇒ k1 = . . . = kn−1 = 0.
Mas, devido a R-reversibilidade, temos que:
h1(x1, |z1|2, . . . , |zn−1|2) = −h1(x1, |z1|2, . . . , |zn−1|2).
Assim
h1 = 0.
Da´ı,
Dh2 = h1 = 0⇒ h2 = ϕ2(x1, |z1|2, . . . , |zn−1|2).
Considere agora g2j+1 = z¯jh2j+1, j = 1, . . . , n− 1.
Enta˜o, g2j+1 satisfaz Dg2j+1 = 0⇒ g2j+1 = g2j+1(x1, |z1|2, . . . , |zn−1|2).
Mas como g2j+1 = 0 para zj = 0, j = 1, . . . , n−1 temos: g2j+1 = |zj|2ϕ˜2j+1(x1, |z1|2, . . . , |zn−1|2)
e assim h2j+1 = zjϕ˜3(x1, |z1|2, . . . , |zn−1|2).
Similarmente, segue que h2j+2 = z¯jϕ˜2j+2(x1, |z1|2, . . . , |zn−1|2))
Mas ¯˜ϕ2j+2 = ϕ˜2j+1 e a condic¸a˜o de reversibilidade implicam ϕ˜2j+1 = −ϕ˜2j+2.
E portanto ϕ˜2j+1 = iϕ2j+1, com ϕ2j+1, j = 1, . . . , n− 1 real.
Logo,
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h2j+1 = izjϕ2j+1(x1, |z1|2, . . . , |zn−1|2) e
h2j+2 = −iz¯jϕ2j+j(x1, |z1|2, . . . , |zn−1|2)
para todo j = 1, . . . , n− 1.
Desta forma, chegamos que a seguinte forma normal R-reversivel:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ϕ2(x1, |z1|2, . . . , |zn−1|2)
z˙1 = iz1ϕ3(x1, |z1|2, . . . , |zn−1|2)
˙¯z1 = −iz¯1ϕ3(x1, |z1|2, . . . , |zn−1|2)
...
z˙n−1 = izn−1ϕn+1(x1, |z1|2, . . . , |zn−1|2)
˙¯zn−1 = −iz¯n−1ϕn+1(x1, |z1|2, . . . , |zn−1|2)
que escrito nas coordenadas (x1, x2, . . . , x2n−1, x2n) e´ dado por:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ϕ2(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
x˙3 = −x4ϕ3(x1, x23 + x24, . . . , x22n−1 + x22n)
x˙4 = x3ϕ3(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
...
˙x2n−1 = −x2nϕn+1(x1, x23 + x24, . . . , x22n−1 + x22n)
˙x2n = x2n−1ϕn+1(x1, x23 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
.
2.3 Caso 0:p:q-ressonante com p + q > 3
Definic¸a˜o 2.6. Seja x˙ = X(x), X(0) = 0, A = DX(0) um campo vetorial em R6 R-
revers´ıvel, onde R(x1, x2, x3, x4, x5, x6) = (x1,−x2, x3,−x4, x5,−x6) e tal que
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −α1
α1 0
0 −α2
α1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Dizemos que X e´ 0:p:q-ressonante se A e´ da forma acima e α1, α2 esta˜o em p : q
ressonaˆncia, isto e´, qα1 − pα2 = 0.
Veremos nesta sec¸a˜o que a forma normal de Belitskii ate´ ordem 2 para um campo sa-
tisfazendo a condic¸a˜o de 0 : p : q-ressonaˆncia, com p + q > 3 em R6 coincide com a forma
normal para o caso 0-na˜o-ressonante.
De fato, queremos estabelecer o seguinte resultado:
Proposic¸a˜o 2.7. Seja X ∈ XR (R6) 0:p:q-ressonante em x = 0 tal que X(0) = 0 com
A = DX(0) e R dados como acima e p + q > 3. Enta˜o a forma normal ate´ a ordem 2,
coincide com a forma normal para o caso 0-na˜o-ressonante.
Dem: Note que o operador D e´ o mesmo do caso 0-na˜o-ressonante.
Para resolver
Dh1 = 0 (2.2)
considere o seguinte monoˆmio:
v = xk11 z
k2
1 z¯
k3
1 z
k4
2 z¯
k5
2 .
Ele satisfaz (2.2) se, e somente se,
(k2 − k3)α + (k4 − k5)β = 0⇒
{
k2 = k3 + kq
k5 = k4 + kp
ou
{
k3 = k2 + kq
k4 = k5 + kp
.
Enta˜o
v = xk11 z
k3+kqz¯k3ωk4ω¯k4+kp = xk11 (zz¯)
k3(ωω¯)k4(zqω¯p)k
ou
v = xk11 z
k3
1 z¯
k2+kq
1 z
k5+kp
2 z¯
k5
2 = x
k1
1 (z1z¯1)
k2(z2z¯2)
k5(zq1 z¯2
p)k,
isto e´,
h1 = h1(x1, |z1|2, |z2|2, zq1 z¯p2).
Como estamos interessados em termos de ordem dois, temos:
h
(2)
1 = h1(x1, |z1|2, |z2|2)
e, pela condic¸a˜o de R-reversibilidade, segue que h
(2)
1 = 0.
Agora,
Dh2 = h1
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implica para termos de ordem dois que Dh
(2)
2 = 0. Enta˜o
h
(2)
2 (x) = h2(x1, |z1|2, |z2|2).
O mesmo racioc´ınio feito no Teorema A vale para h3, ....h6 e assim obtemos, ate´ ordem
2, a mesma forma normal do caso 0-na˜o-ressonante.
2.4 Caso 0 : 1 : 2− ressonante
O caso 0 : 1 : 2 − ressonante na˜o esta´ obviamente inclu´ıdo no anterior. Nesta sec¸a˜o
estabeleceremos a forma normal de Belitskii ate´ ordem 2 para esta situac¸a˜o. Veremos que,
neste caso, a forma normal resulta ser diferente dos casos tratados anteriormente.
Para isso, considere x˙ = X(x), x ∈ R6 um campo vetorial R-revers´ıvel que tem x = 0
como um equil´ıbrio 0 : 1 : 2− ressonante. Podemos supor, sem perda de generalidade, que
a matriz A = DX(0) tem a forma:
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −1
1 0
0 −2
2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Com base nisso, temos o seguinte resultado:
Teorema 2.8. Seja X ∈ XR (R6) tal que X(0) = 0 com A = DX(0) e R dados pelas
condic¸o˜es acima. Enta˜o X e´ conjugado, numa vizinhanc¸a de 0, a seguinte forma normal:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = b1x
2
1 + b2(x
2
3 + x
2
4) + b3(x
2
5 + x
2
6) + o(3)
x˙3 = −x4 − a1x1x4 − a2(x3x6 − x4x5) + o(3)
x˙4 = x3 + a1x1x3 + a2(x3x5 + x4x6) + o(3)
x˙5 = −2x6 − c2x1x6 − 2c1x3x4 + o(3)
x˙6 = 2x5 + c2x1x5 + c1(x
2
3 − x24) + o(3)
onde o(3) indica os termos de ordem superior ≥ 3.
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Dem: Considere inicialmente o campo em coordenadas (x1, x2, z1, z2) onde z1 = x3 +
ix4, z2 = x5 + ix6 sa˜o coordenadas complexas. Enta˜o, nestas coordenadas, sua parte linear
e´ dada por
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
i
−i
2i
−2i
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Escrevendo x˙ = Ax + h(2)(x) + o(3) temos que a condic¸a˜o
A∗h(2)(x) = Dh(2)(x)A∗x,
com x = (x1, x2, z1, z¯1, z2, z¯2), implica em
Dh
(2)
1 (x) = 0
Dh
(2)
2 (x) = h1
Dh
(2)
3 (x) = −ih3
Dh
(2)
4 (x) = ih4
Dh
(2)
5 (x) = −2ih5
Dh
(2)
6 (x) = 2ih6
onde
h(2)(x) = (h
(2)
1 , h
(2)
2 , h
(2)
3 , h
(2)
4 , h
(2)
5 , h
(2)
6 )
e
D := x1
∂
∂x2
− iz1 ∂
∂z1
+ iz¯1
∂
∂z¯1
− 2iz2 ∂
∂z2
+ 2iz¯2
∂
∂z¯2
.
Da mesma forma que nos outros casos, devido a forma de D, temos que quando um
monoˆmio esta´ na forma normal o mesmo independe de x2.
Vejamos enta˜o quais monoˆmios da forma u = xk11 z
k2
1 z¯
k3
1 z
k4
2 z¯
k5
2 esta˜o na forma normal
ate´ ordem dois. Note que nesse caso estamos supondo |k| = ∑5j=1 kj = 2 onde k =
(k1, k2, k3, k4, k5).
Ana´lise de h
(2)
1 :
Du = 0⇒ (−ik2 + ik3 − 2ik4 + 2ik5)u = 0⇒ (k2 − k3) + 2(k4 − k5) = 0.
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Os elementos k que satisfazem a condic¸a˜o acima e ainda |k| = 2 sa˜o dados por:
(0, 1, 1, 0, 0); (0, 0, 0, 1, 1); (2, 0, 0, 0, 0)
que equivalem respectivamente aos monoˆnios
|z1|2, |z2|2 e x21.
Da´ı, Dh
(2)
1 = 0⇒ h(2)1 = h(2)1 (x1, |z1|2, |z2|2).
Da R-reversibilidade devemos ainda ter
Rh(x) = −h(Rx) ⇒ h(2)1 (x1, |z1|2, |z2|2) = −h(2)1 (x1, |z1|2, |z2|2) ⇒ h(2)1 ≡ 0.
Portanto,
Dh
(2)
2 = h
(2)
1 = 0 ⇒ h(2)2 = ϕ(x1, |z1|2, |z2|2) = b1x22 + b2|z1|2 + b3|z2|2.
que ja´ satisfaz a condic¸a˜o de R-revesibilidade.
Ana´lise de h
(2)
3 :
Du = −iu ⇒ (k2 − k3 − 1) + 2(k4 − k5) = 0.
Os elementos que satisfazem tal condic¸a˜o e |k| = 2 sa˜o:
(1, 1, 0, 0, 0); (0, 0, 1, 1, 0)
que representam respectivamente
x1z1 e z¯1z2.
Logo,
h
(2)
3 = a˜1x1z1 + a˜2z¯1z2.
Analogamente, para h
(2)
4 obtemos
h
(2)
4 = b˜1x1z¯1 + b˜2z1z¯2.
Agora, sabemos que h¯3 = h4. Enta˜o
{
¯˜a1 = b˜1
¯˜a2 = b˜2
(a) .
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Por outro lado, da R-reversibilidade, onde R(x1, x2, z1, z¯1, z2, z¯2) = (x1,−x2, z¯1, z1, z¯2, z2)
temos
{
b˜1 = −a˜1
b˜2 = −a˜2
(b).
De (a) e (b) segue que
{
a˜1 = ia1
a˜2 = ia2
, a1, a2 ∈ R.
Da´ı,
h
(2)
3 = i[a1x1 + a2z¯1z2],
h
(2)
4 = −i[a1x1z1 + a2z1z¯2].
Ca´lculos ana´logos seguem para h
(2)
5 e h
(2)
6 .
Obtemos, desta forma, a forma normal⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = b1x
2
1 + b2|z1|2 + b3|z2|2 + o(3)
z˙1 = iz1 + i[a1x1z1 + a2z¯1z2] + o(3)
z˙2 = 2iz2 + i[c1z
2
1 + c2x1z2] + o(3)
,
ou ainda, em coordenadas (x1, x2, x3, x4, x5, x6) :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = b1x
2
1 + b2(x
2
3 + x
2
4) + b3(x
2
5 + x
2
6) + o(3)
x˙3 = −x4 − a1x1x4 − a2(x3x6 − x4x5) + o(3)
x˙4 = x3 + a1x1x3 + a2(x3x5 + x4x6) + o(3)
x˙5 = −2x6 − c2x1x6 − 2c1x3x4 + o(3)
x˙6 = 2x5 + c2x1x5 + c1(x
2
3 − x24) + o(3)
.
2.5 Caso 0 : 1 : 1− ressonante
Neste caso, duas situac¸o˜es sera˜o abordadas.
Suponha que x˙ = X(x), x ∈ R6 e´ um campo vetorial R1-revers´ıvel, onde
R1(x1, x2, x3, x4, x5, x6) = (x1,−x2, x3,−x4,−x5, x6),
com um equil´ıbrio 0 : 1 : 1− ressonante na origem, ou seja, X(0) = 0 e A = DX(0) e´ uma
matriz tal que spec(A) = {0, ±i} todos com multiplicidade alge´brica 2. Iremos supor que
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0 tem multiplicidade geome´trica 1 e que ±i teˆm multiplicidade geome´trica 1 (no caso (i)) e
multiplicidade geome´trica 2 (no caso (ii)).
Assim escrevemos:
(i)
Aµ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −1 µ 0
1 0 0 µ
0 −1
1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, µ ∈ (0,1].
(ii)
Ao =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −1
1 0
0 −1
1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Nosso objetivo aqui e´ encontrar as formas normais de ordem 2 em ambos os casos.
Veremos tambe´m que a forma normal no caso (i), quando µ = 0, na˜o converge para qualquer
forma normal do caso (ii), quando µ = 0, embora a parte linear Aµ convirja para Ao quando
µ→ 0.
De maneira geral, temos os seguintes resultados:
Teorema 2.9. Seja Xµ ∈ XR1 (R6) tal que Xµ(0) = 0, onde Aµ = DXµ(0) e´ dada em (i).
Enta˜o, a forma normal de Belitskii, ate´ ordem 2, e´ dada por:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = a1x
2
1 + b2 (x
2
3 + x
2
4)− b3x3x6 + b3x4x5 + o(3)
x˙3 = −x4 + µx5 − c3x1x4 + o(3)
x˙4 = x3 + µx6 + c3x1x3 + o(3)
x˙5 = −x6 + c4x1x3 + c7x1x6 − µ (c7 + c3)x2x4 + o(3)
x˙6 = x5 + c4x1x4 − c7x1x5µ (c7 + c3)x2x3 + o(3)
. (2.3)
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Teorema 2.10. Seja Xo ∈ XR1 (R2n) tal que Xo(0) = 0, onde Ao = DXµ(0) e´ dada em (ii).
Enta˜o, a forma normal de Belitskii, ate´ ordem 2, e´ dada por:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = a1x
2
1 + b1 (x
2
3 + x
2
4) + b3 (x3x5 + x4x6) + b2 (x4x5 − x3x6) + b4 (x25 + x26) + o(3)
x˙3 = −x4 − c2x1x4 − c5x1x5 + o(3)
x˙4 = x3 + c2x1x3 + c5x1x6 + o(3)
x˙5 = −x6 + c7x1x3 − c8x1x6 + o(3)
x˙6 = x5 + c7x1x4 + c8x1x5 + o(3)
.
(2.4)
Dem: Encontramos os termos quadra´ticos na forma normal resolvendo um sistema linear
num espac¸o de dimensa˜o finita. Observe que existem n2 = 6 × 21 monoˆmios vetoriais[
δ(i, j)x
ki,1
1 x
ki,2
2 ...x
ki,6
6 , i = 1, ..., 6
]
(onde δ e´ o s´ımbolo de Kronecker) de grau total igual a
2 que podem aparecer na parte quadra´tica. Denote por {m1, i = 1, ..., n2} o conjunto de
todos esses monoˆmios. Considere a soma formal S =
∑n2
i=1 θi m1 de todos esses monoˆmios
onde θi, i = 1, ..., n2 sa˜o reais desconhecidos.
Computamos a imagem de S pelo operador homolo´gico LS := LA∗λ(S). Os coeficientes de
LS considerados como varia´veis indeterminadas (θi, i = 1, ..., n2) devem se anular. Isso nos
fornece um sistema linear E de equac¸o˜es envolvendo as inco´gnitas θi, i = 1, ..., n2. Enta˜o,
resolvemos o sistema Er reduzido das equac¸o˜es na˜o-nulas com respeito a θi, i = 1, ..., n2.
Todos os θi, i = 1, ..., n2 sa˜o expressos com respeito a um sistema de varia´veis indeterminadas
primitivas θi, i ∈ P, onde P e´ um conjunto de inteiros. Os coeficientes θi, i ∈ P sa˜o
exatamente os coeficientes no 2-jato da forma normal. Por exemplo, no caso do Teorema
2.9, o sistema linear Er consiste de 125 equac¸o˜es, e e´ resolvido com respeito as 125 varia´veis
indeterminadas presentes. A soluc¸a˜o e´ parametrizada por 11 coeficientes, como aparece no
teorema 2.9.
Esse procedimento fora realizado utilizando ferramentas do maple.
O algoritmo utilizado nesta demonstrac¸a˜o pode ser encontrado no apeˆndice 2 no final
desta tese.
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2.6 Dinaˆmica e Propriedades do Campo na Forma
Normal
Nesta sec¸a˜o faremos uma ana´lise do campo vetorial de classe C∞ 0-na˜o ressonante
quando o mesmo esta´ na forma normal dada pelo teorema A. Veremos ao longo do texto,
que esta ana´lise sera´ bastante u´til, no sentido de que nos serve de inspirac¸a˜o para estabelecer
a persisteˆncia para o sistema original, de objetos que sera˜o aqui formalmente encontrados.
Desta forma, considere x˙ = X(x) um campo vetorial C∞ em R2n dado pela forma normal⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ϕ2(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
x˙3 = −x4ϕ3(x1, x23 + x24, . . . , x22n−1 + x22n)
x˙4 = x3ϕ3(x1, x
2
3 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
...
x˙2n−1 = −x2nϕn+1(x1, x23 + x24, . . . , x22n−1 + x22n)
x˙2n = x2n−1ϕn+1(x1, x23 + x
2
4, . . . , x
2
2n−1 + x
2
2n)
.
Podemos notar que esse sistema e´ integra´vel com integrais primeiras dadas pelas func¸o˜es
H1 = x
2
3 + x
2
4
H2 = x
2
5 + x
2
6
...
Hn−1 = x22n−1 + x
2
2n
Hn = x
2
2 −
∫
ϕ2(x1, H1, . . . , Hn−1)dx1
.
Fac¸amos uma ana´lise local para alguns casos particulares.
Caso n=2:
Suponha que os autovalores de A sa˜o 0 (duplo) e ±i.
Em R4 temos duas integrais primeiras, a saber:
H1 = x
2
3 + x
2
4
H2 = x
2
2 −
∫
ϕ2(x1, H1)dx1.
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Note que se escrevemos tal sistema nas coordenadas (x1, x2, r, θ) onde
{
x3 = rcosθ
x4 = rsenθ
temos
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ϕ2(x1, r
2)
r˙ = 0
θ˙ = ϕ3(x1, r
2)
,
onde ϕ3(x1, r
2) = 1 + ϕ˜3(x1, r
2).
Logo podemos considerar θ como o tempo e analisar o sistema auxiliar
{
x˙1 = x2
x˙2 = ϕ2(x1, r
2)
para cada r2 = c (constante).
Se ϕ2(x1, r
2) = a1x
2
1 + b1r
2 + O(3) enta˜o, para a1.b1 < 0 e r
2 = c > 0 temos
Figura 2.1: Soluc¸a˜o Homocl´ınica
onde cada equil´ıbrio no sistema auxiliar corresponde a uma o´rbita perio´dica sime´trica para
o sistema original.
Para r = 0 temos:
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Figura 2.2: Cu´spide
Logo, numa vizinhanc¸a da origem, temos a seguinte configurac¸a˜o:
Equilíbrio
Fam. de Órb.
Per. Simétricas
Figura 2.3: Situac¸a˜o Geral
Caso n=3:
Como no caso anterior temos em coordenadas (x1, x2, r, θ, ρ, ψ) o seguinte sistema:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ϕ2(x1, r
2, ρ2)
r˙ = 0
θ˙ = ϕ3(x1, r
2, ρ2)
ρ˙ = 0
ψ˙ = ϕ4(x1, r
2, ρ2)
.
Da´ı, para cada r2 = c1, ρ
2 = c2, c1, c2 > 0 temos um toro invariante com uma o´rbita
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bi-assinto´tica para ele se considerarmos condic¸o˜es equivalentes ao caso n=2.
Se r2 = c1, ρ = 0 ou r = 0, ρ
2 = c2 temos uma configurac¸a˜o tipo caso n=2.
Mais geralmente, o seguinte resultado segue:
Defina o seguinte conjunto:
XR,N
(
R2n
)
:=
{
espac¸o de germes de campos vetoriais C∞ em R2n;
X e´ R− revers´ıvel e e´ dado pela forma normal do Teorema A
}
.
Proposic¸a˜o 2.11. Existe um conjunto aberto U em XR,N (R2n) determinado pelo 2-jato do
campo vetorial X tal que cada X ∈ U satisfaz:
(i) X e´ completamente integra´vel;
(ii) Existem duas famı´lias a um-paraˆmetro de (n-1)-toros T n−1µ e K
n−1
µ terminando na
origem;
(iii) Existe uma famı´lia de n-toros topolo´gicos T nµ contendo T
n−1
µ terminando na origem;
(iv)Existe uma famı´lia a dois-paraˆmetros de n-toros T nµ,ν terminando na origem quando
µ → 0, e para cada µo, a famı´lia T nµo,ν comec¸a em T nµo e termina em Kn−1µo , quando ν tende
a ±∞;
(v)Existe um inteiro k < n, dependendo do s-jato do campo tal que X tem:
(a) 2k famı´lias a um-paraˆmetro de o´rbitas perio´dicas terminando na origem (com per´ıodos
limitados) γiµ e δ
n
µ ;
(b) k o´rbitas homocl´ınicas T iµ terminando em 0.
Consideraremos a partir daqui, campos vetoriais X ∈ XR (R2n) como os anteriormente
descritos e iremos supor que os seus 2-jatos esta˜o na forma normal de Belitskii.
A partir da´ı, inserimos os mesmos numa famı´lia gene´rica a um paraˆmetro de campos
vetoriais revers´ıveis em XR (R2n) , n ≥ 2.
Tais desdobramentos sa˜o dados por:
X(x, λ) = λe2 + X(x), (2.5)
onde os coeficientes em X(x) dependem de λ de modo C∞.
CAPI´TULO 3
Reduc¸a˜o de Lyapunov-Schmidt
Com o objetivo de reduzir o problema de encontrar soluc¸o˜es perio´dicas para um sistema
de equac¸o˜es R-revers´ıvel a resolver um sistema de equac¸o˜es alge´bricas, desenvolveremos
aqui um me´todo alternativo eficiente, que e´ uma variac¸a˜o da reduc¸a˜o de Lyapunov-Schmidt
encontrada em [8]. Este me´todo fora inspirado em trabalhos como [14],[25] e [23], onde a
existeˆncia de soluc¸o˜es perio´dicas e´ abordada. Desta forma, faremos aqui uma adaptac¸a˜o do
me´todo de tal modo que ele se aplique a todos os casos abordados nesta tese.
3.1 Introduc¸a˜o
Considere uma famı´lia de EDOs R-revers´ıveis dada por
x˙ = X(x, λ), x ∈ R2n, λ ∈ R (3.1)
onde R e´ uma involuc¸a˜o linear fixada anteriormente.
Neste contexto, va´rios cena´rios sera˜o abordados, a saber:
29
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(1) X e´ um campo vetorial em R2n onde X(0, 0) = 0 e
Ao = DX(0, 0) :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −α1
α1 0
. . .
0 −αn−1
αn−1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
e tal que o conjunto {α1, . . . , αn−1} e´ racionalmente independente. Neste caso diremos que
o campo X(x, 0) tem um equil´ıbrio 0-na˜o-ressonante na origem.
(2) X e´ um campo vetorial em R6 onde X(0, 0) = 0 e
Ao = DX(0, 0) :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −α1
α1 0
0 −α2
α2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
e tal que α1 e α2 esta˜o em ressonaˆncia p : q com p, q > 1, isto e´,
α1
α2
=
p
q
. Neste caso diremos
que o campo X(x, 0) tem um equil´ıbrio 0:p:q-ressonante na origem.
(3) X e´ um campo vetorial em R6 onde X(0, 0) = 0 e
Ao = DX(0, 0) :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −α1
α1 0
0 −α2
α2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
e tal que α1 e α2 esta˜o em ressonaˆncia 1 : 2, isto e´,
α1
α2
=
1
2
. Neste caso diremos que o campo
X(x, 0) tem um equil´ıbrio 0:1:2-ressonante na origem.
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Note que neste caso, podemos supor sem perda de generalidade, que α1 = 1 e α2 = 2.
(4) Xµ e´ um campo vetorial em R
6 onde Xµ(0, 0) = 0 e
Aµo = DXµ(0, 0) :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −1 µ 0
1 0 0 µ
0 −1
1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
ou seja, o equil´ıbrio, para λ = 0, tem autovalores 0 e ±i (todos com multiplicidade alge´brica
2) e quando µ = 0 ±i tem multiplicidade geome´trica 1 e multiplicidade geome´trica 2 caso
contra´rio, onde µ ∈[0,1]. Neste caso diremos que o campo X(x, 0) tem um equil´ıbrio 0:1:1-
ressonante na origem.
Cada um dos casos acima sera´ tratado separadamente ja´ que, para cada caso, uma reduc¸a˜o
diferente e´ encontrada, exceto os casos (1) e (2) os quais teˆm reduc¸o˜es similares.
Em cada situac¸a˜o, inspirados no campo vetorial dado pela parte linear, que tem o´rbitas
perio´dicas R-sime´tricas (R1-sime´tricas para o caso (4)) de per´ıodos
2π
αj
, j = 1, . . . , n−1 para
o caso (1), ou j = 1, 2 para o caso (2), 2π e π para o caso (3) e 2π para o caso (4), queremos
encontrar condic¸o˜es gene´ricas para a existeˆncia de o´rbitas perio´dicas com per´ıodos pro´ximos
daqueles detectados no caso linear para os campos vetoriais R-revers´ıvel (R1-revers´ıvel) que
teˆm como parte linear as matrizes acima descritas. Veremos que estas condic¸o˜es gene´ricas
sera˜o dadas com respeito aos 2-jatos das famı´lias de campos vetoriais envolvidos, os quais
iremos supor estar na forma normal de Belitskii.
Nota: Como ficara´ claro no decorrer deste cap´ıtulo, situac¸o˜es mais gerais envolvendo campos
com parte linear que na˜o satisfazem necessariamente as condic¸o˜es acima, mas que satisfazem
relac¸o˜es que envolvem mais de uma das situac¸o˜es anteriores tambe´m podera˜o ser considera-
das, com pequenas alterac¸o˜es na reduc¸a˜o. De fato, a u´nica coisa que se altera e´ a dimensa˜o
final da reduc¸a˜o, ou seja, o nu´mero de equac¸o˜es que o nosso sistema de equac¸o˜es alge´bricas
tera´.
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3.2 Caso 0-na˜o-ressonante em R2n
Denote C02π como o espac¸o de Banach de func¸o˜es cont´ınuas 2π-perio´dicas x : R →
R2n, n ≥ 2; e por C12π o correspondente C1-subespac¸o.
Definimos um produto interno em C02π por
(x1, x2) =
1
2π
∫ 2π
0
〈x1(t), x2(t)〉dt
onde 〈., .〉 denota um produto interno em R2n.
Agora considere as aplicac¸o˜es Fj : C
1
2π × R× R → C02π definidas por
Fj(x, σ, λ)(t) = (1 + σ)αj x˙(t)−X(x(t), λ), j = 1, . . . , n− 1
Note que se (xo, σo, λo) ∈ C12π × R× R e´ tal que
Fj(xo, σo, λo) = 0 (3.2)
enta˜o x˜(t) := xo((1 + σo)αj t) e´ uma soluc¸a˜o
2π
(1 + σo)αj
-perio´dica de (3.1) para λ = λo.
Assim, o problema de encontrar soluc¸o˜es perio´dicas de (3.1) com per´ıodos pro´ximos de
um dado per´ıodo, no caso
2π
αj
, se reduz a encontrar os zeros de Fj.
Para cada aplicac¸a˜o Fj associamos os seus zeros a soluc¸o˜es perio´dicas de per´ıodo pro´ximo
a
2π
αj
do campo vetorial original (3.1).
Nosso objetivo agora e´ reduzir esses problemas, inicialmente definidos em espac¸os de
dimensa˜o infinita, para outros equivalentes em espac¸os de dimensa˜o finita. Para isso, uti-
lizaremos o Teorema das Func¸o˜es Impl´ıcitas (TFI) [8].
Observe que (0, 0, 0) e´ uma soluc¸a˜o de (3.2) para qualquer j.
Isto segue diretamente da hipo´tese de que X(0, 0) = 0.
Sejam
Lj := D1Fj(0, 0, 0) : C
1
2π → C02π
dadas por
Lj x(t) = x˙(t)− 1
αj
Aox(t).
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Considere Ao = So +No como a u´nica decomposic¸a˜o de Ao em parte semi-simples (So) e
nilpotente (No) com SoNo = NoSo.
Fixemos os seguintes subespac¸os:
Vj := ger{e1, e2, e2j+1, e2j+2}, j = 1, . . . , n− 1,
onde os ek
′s sa˜o os vetores da base canoˆnica do R2n.
Agora defina os subespac¸os de C12π:
Nj := {q; q(t) = exp(tSo/αj)vj, vj ∈ Vj}, j = 1, . . . , n− 1.
A ide´ia para a construc¸a˜o desses subespac¸os e´ a seguinte:
Se olharmos para as aplicac¸o˜es Lj := D1Fj(0, 0, 0), os subespac¸os Nj sa˜o escolhidos de
forma que o nu´cleo desses operadores (ker(Lj)) estejam contidos nos Nj.
De fato, note que para j = 1 temos:
L1 x(t) = x˙(t)− 1
α1
Aox(t).
Queremos analisar a equac¸a˜o L1 x(t) = 0 ou, de maneira equivalente:
x˙(t) =
1
α1
Aox(t)
que tem soluc¸a˜o em C12π contida em N1.
O objetivo a partir daqui e´ colocar, em cada caso, as soluc¸o˜es de (3.2) em correspondeˆncia
um a um com as soluc¸o˜es de uma equac¸a˜o em Nj. Desta forma, para cada j, defina os
seguintes subespac¸os:
Xj = {x ∈ C12π; (x,Nj) = 0}
e j = 1, . . . , n− 1
Yj = {y ∈ C02π; (y,Nj) = 0}
como os complementos ortogonais de Nj em C12π e C02π, respectivamente.
Seja (qj,1, qj,2, qj,3, qj,4) com qj,i = exp(tSo/αj)vj,i onde
{vj,1 = e1, vj,2 = e2, vj,3 = e2j+1, vj,4 = e2j+2}
SEC¸A˜O 3.2 • CASO 0-NA˜O-RESSONANTE EM R2N 34
e´ uma base de Vj.
Agora defina as projec¸o˜es
Pj : C02π → C02π
por
Pj(.) =
4∑
i=1
(qj,i)
∗ (.)qj,i ∈ L(Co2π) (3.3)
onde (qj,i)
∗ (x) = (qj,i , x).
Temos que:
Im(Pj) = Nj e Ker(Pj) = Yj,
C12π = Xj ⊕Nj, C02π = Yj ⊕Nj.
Finalmente definimos
Fj(x, σ, λ) = Fj(qj + xj, σ, λ) =: Fˆj(qj, xj, σ, λ), qj ∈ Nj, xj ∈ Xj.
Lembremos aqui que Nj, j = 1, . . . , n− 1 sa˜o subespac¸os de dimensa˜o quatro em C12π.
O lema seguinte e´ um resultado cla´ssico da teoria de Equac¸o˜es Diferenciais e cuja de-
monstrac¸a˜o pode ser encontrada em [9].
Lema 3.1. (Alternativa de Fredholm): Sejam A(t) uma matriz em C0T e g em CT , enta˜o a
equac¸a˜o
x˙ = A(t)x + g(t)
tem uma soluc¸a˜o em CT se e somente se∫ T
0
〈y(t), g(t)〉dt = 0
para toda soluc¸a˜o y da equac¸a˜o adjunta
y˙ = −A∗(t)y
tal que y esta´ em CT .
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O lema anterior sera´ importante para estabelecer o seguinte lema:
Lema 3.2. As aplicac¸o˜es Lˆj := Lj |Xj : Xj → Yj sa˜o injetoras e sobre para todo j =
1, . . . , n− 1.
Dem: Inicialmente note que, para cada j ∈ {1, . . . , n− 1} fixado temos:
Ker Lj = ger{v1, v2, v3},
onde v1 = e1 (primeiro vetor da base canoˆnica de R
2n), v2 = (0, 0, . . . , 0, cos(t), sen(t), 0, . . . , 0)
e v3 = (0, 0, . . . , 0,−sen(t), cos(t), 0, . . . , 0), onde as entradas na˜o nulas sa˜o as entradas 2j+1
e 2j + 2.
Assim, ker Lj  Nj para todo j e portanto Lˆj e´ 1-1.
Por outro lado, seja yj ∈ Yj.
Por definic¸a˜o, (yj,Nj) = 0.
Agora, as soluc¸o˜es 2π-perio´dicas da equac¸a˜o adjunta
y˙ = − 1
αj
A∗y
esta˜o contidas em Nj.
De fato, essas soluc¸o˜es sa˜o geradas pelos vetores u1 = e2, v2 e v3 que esta˜o contidos em
Nj.
Portanto, pelo lema anterior, existe x1 ∈ C12π que e´ soluc¸a˜o de x˙ =
1
αj
Ax + y1 e como
Lj (Nj) ⊂ Nj segue que x1 ∈ X1 e assim segue que Lj e´ sobre.
Agora observe que
Fˆj(qj, xj, σ, λ) = 0⇔ (I − Pj) ◦ Fˆj(qj, xj, σ, λ) = 0
Pj ◦ Fˆj(qj, xj, σ, λ) = 0
e pelo TFI e lema 3.2 a primeira equac¸a˜o pode ser localmente resolvida para xj = x
∗
j(qj, σ, λ).
Assim (3.2) e´ reduzida a
F˜j(qj, σ, λ) := Pj ◦ Fˆj(qj, xj ∗(qj, σ, λ), σ, λ) = 0.
Por outro lado, segue de (3.3) que esta equac¸a˜o e´ satisfeita se, e somente se,
qj,i
∗
(
Fˆj(qj, xj
∗(qj, σ, λ), σ, λ
)
= 0, i = 1, ..., 4. (3.4)
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Logo, (vj, σ, λ), vj = (x1, x2, x2j+1, x2j+2) e´ uma soluc¸a˜o de (3.2) desde que:
Bj(vj, σ, λ) = 0
com Bj : R
4 × R× R → R4 definidas por
Bj(vj, σ, λ) :=
1
2π
∫ 2π
0
exp(−tSo,j/αj)ΠjFˆj(xj ∗(vj, σ, λ), σ, λ)dt,
onde
Πj(x1, x2, . . . , x2j+1, x2j+1, . . . , x2n) = (x1, x2, x2j+1, x2j+2)
e
xj
∗(vj, σ, λ) := exp(tSo,j/αj)vj + xj ∗ (exp(tSo,j/αj)vj, σ, λ) .
com
So,j :=
⎛
⎜⎜⎜⎜⎝
0 0
0 0
0 −αj
αj 0
,
⎞
⎟⎟⎟⎟⎠ , j = 1 . . . , n− 1.
A forma acima para a equac¸a˜o Bj segue diretamente das equac¸o˜es em (3.4), da definic¸a˜o
de q∗j,i(.) que e´ dada pelo produto interno (. , .) e do fato de que S
T
o = −So.
Propriedades das reduc¸o˜es Bj
Lema 3.3. [25],[23]: As aplicac¸o˜es Bj teˆm as seguintes propriedades:
(i) R′Bj(vj, σ, λ) = −Bj(R′vj, σ, λ),
(ii) sφBj(vj, σ, λ) = Bj(sφvj, σ, λ),
onde sφvj = exp(−φSo,j/αj)vj. e R′(x1, x2, x2j+1, x2j+2) = (x1,−x2, x2j+1,−x2j+2)
A condic¸a˜o (i) afirma que as aplicac¸o˜es Bj herdam as propriedades anti-sime´tricas do
campo X enquanto que (ii) diz que as aplicac¸o˜es Bj sa˜o rotacionalmente equivariantes.
Assumiremos aqui que (3.1) esta´ na forma normal de Belitskii ate´ ordem m. Assim, seja
o campo vetorial X(x, λ) = λe2 + Aox + X˜(x, λ) + rm(x, λ), onde x ∈ R2n, TmX(x, λ) =
λe2+Aox+X˜(x, λ) esta´ na forma normal e rm(x, λ) = o(|x|m+1). Com essas hipo´teses temos
o seguinte resultado:
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Teorema 3.4. As seguintes propriedades sa˜o va´lidas:
(i) xj
∗(vj, σ, λ) = exp(tSo,j/αj)vj + o(‖vj‖m+1)
(ii)Bj(vj, σ, λ) = (1 + σ)So,j vj − Ao,j vj − λ e2,j − X˜j(vj, λ) + o(‖vj‖m+1),
onde
So,j =
⎛
⎜⎜⎜⎜⎝
0 0
0 0
0 −αj
αj 0
⎞
⎟⎟⎟⎟⎠ , Ao,j =
⎛
⎜⎜⎜⎜⎝
0 1
0 0
0 −αj
αj 0
⎞
⎟⎟⎟⎟⎠ , e2,j =
⎛
⎜⎜⎜⎜⎝
0
1
0
0
⎞
⎟⎟⎟⎟⎠ e X˜j =
⎛
⎜⎜⎜⎜⎝
x˜1
x˜2
x˜2j+1
x˜2j+2
⎞
⎟⎟⎟⎟⎠ .
Dem: A demonstrac¸a˜o deste resultado segue com pequenas modificac¸o˜es da encontrada em
[25] e [23] e portanto sera´ omitida aqui.
3.3 Caso 0 : p : q − ressonante em R6 com p, q > 1
Este caso esta´ inclu´ıdo no anterior ja´ que na˜o ha´ alterac¸a˜o nas dimenso˜es dos subespac¸os
N1 e N2 associados a`s aplicac¸o˜es F1 e F2.
E´ necessa´rio apenas lembrar que todos os objetos que dependem de n (metade da dimensa˜o
do espac¸o de fase) devem ser considerados com n = 3.
3.4 Caso 0 : 1 : 2− ressonante em R6
Neste caso, podemos escrever a matriz da parte linear na forma:
Ao = D1X(0, 0) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −1
1 0
0 −2
2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Nosso objetivo aqui e´ encontrar equac¸o˜es que associam aos seus zeros soluc¸o˜es perio´dicas
de per´ıodo pro´ximo a π e 2π para o campo vetorial.
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Para encontrarmos as soluc¸o˜es perio´dicas com per´ıodo pro´ximo de π, o estudo realizado
na sec¸a˜o 3.2 pode ser utilizado para obter uma reduc¸a˜o
B2 : R
4 × R× R → R4
dada por:
B2(u2, σ, λ) = (1 + σ)So,2 u2 − Ao,2 u2 − λ e2,2 − X˜2(u2, λ) + o(‖u2‖m+1)
onde
So,2 =
⎛
⎜⎜⎜⎜⎝
0 0
0 0
0 −2
2 0
⎞
⎟⎟⎟⎟⎠ , Ao,2 =
⎛
⎜⎜⎜⎜⎝
0 1
0 0
0 −2
2 0
⎞
⎟⎟⎟⎟⎠ , e2,2 =
⎛
⎜⎜⎜⎜⎝
0
1
0
0
⎞
⎟⎟⎟⎟⎠ , X˜2 =
⎛
⎜⎜⎜⎜⎝
x˜1
x˜2
x˜5
x˜6
⎞
⎟⎟⎟⎟⎠
e u2 = (x1, x2, x5, x6).
Vejamos agora o que ocorre quando estamos interessados em detectar soluc¸o˜es perio´dicas
de per´ıodo pro´ximo a 2π.
Para tanto, considere a aplicac¸a˜o F1 : C
1
2π × R× R → C02π definida por
F1(x, σ, λ)(t) = (1 + σ) x˙(t)−X(x(t), λ).
Como antes, seja
L1 := D1F1(0, 0, 0) : C
1
2π → C02π
dada por
L1 x(t) = x˙(t)− Aox(t)
e defina um subespac¸o de C12π por:
N1 := {q; q(t) = exp(tSo)u, u ∈ R6}
e associado a ele defina
X1 = {x ∈ C12π; (x,N1) = 0}
e
Y1 = {y ∈ C02π; (y,N1) = 0}.
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Novamente, seja (q1,1, q1,2 , q1,3 , q1,4 , q1,5 , q1,6) com q1,i = exp(tSo)ei, onde
{ei, i = 1, . . . , 6}
e´ a base canoˆnica de R6.
Agora defina a projec¸a˜o
P1 : C02π → C02π
como na sec¸a˜o 3.2 e utilizando o lema 3.2 com as devidas alterac¸o˜es obtemos uma reduc¸a˜o
B1 : R
6 × R× R → R6 definida por
B1(u1, σ, λ) :=
1
2π
∫ 2π
0
exp(−tSo)F1(x1 ∗(u1, σ, λ), σ, λ)dt
e
x1
∗(u1, σ, λ) = esp(tSo)u1 + x1 ∗(exp(tSo)u1, σ, λ).
De forma ana´loga a sec¸a˜o 3.2 temos os seguintes resultados:
Lema 3.5. A aplicac¸a˜o B1 satisfaz:
(i) RB1(u1, σ, λ) = −B1 (Ru1, σ, λ) ,
(ii) sφ B1(u1, σ, λ) = B1(sφ u1, σ, λ),
onde sφ u1 = exp (−φSo)u11.
Teorema 3.6. A aplicac¸a˜o B1 tem a forma
B1(u1, σ, λ) = (1 + σ)So u1 − Ao u1 − λ e2 − X˜(u1, λ) + o(|u1|m+1)
se o campo vetorial X esta´ na forma normal de Belitskii ate´ ordem m e u1 = (x1, x2, x3, x4, x5, x6).
3.5 Caso 0 : 1 : 1− ressonante em R6
Neste caso, utilizando o me´todo como na sec¸a˜o 3.4 para encontrar B1, obtemos uma u´nica
reduc¸a˜o de Lyapunov-Schmidt B1 : R
6 × R × R → R6 cuja forma e´ dada como no teorema
3.6.
Lembre-se, no entanto, que para este caso consideramos uma outra involuc¸a˜o linear dada
por R1 e assim, no lema 3.5 devemos substituir R por R1.
CAPI´TULO 4
Existeˆncia e Bifurcac¸a˜o de Soluc¸o˜es
Perio´dicas
O objetivo deste cap´ıtulo e´ aplicar o me´todo desenvolvido no cap´ıtulo anterior (reduc¸a˜o
de Lyapunov-Schmidt) para as famı´lias de campos vetoriais revers´ıveis em estudo, a fim de
encontrar condic¸o˜es para a existeˆncia e bifurcac¸a˜o de famı´lias de o´rbitas perio´dicas numa
vizinhanc¸a da origem, com eˆnfase nas famı´lias de o´rbitas perio´dicas sime´tricas.
Faremos aqui as demonstrac¸o˜es para os quatro casos ba´sicos em estudo. No entanto,
vale ressaltar que pequenas adaptac¸o˜es nos me´todos estabelecidos anteriormente para esses
casos podem ser feitas a fim de aplica´-los a situac¸o˜es mais gerais como casos que englobam
mais de um dos casos ba´sicos simultaneamente. A u´nica poss´ıvel alterac¸a˜o e´ na dimensa˜o
da reduc¸a˜o, dependendo de que tipo de o´rbita perio´dica estamos procurando.
4.1 Caso 0-na˜o-ressonante
Para este caso, consideraremos o campo vetorial dado na forma normal de Belitskii ate´
a ordem dois, cuja forma fora obtida no teorema A. Consideremos uma bifurcac¸a˜o gene´rica
deste campo vetorial, no mundo revers´ıvel, da forma (2.5).
A partir da´ı, utilizaremos a reduc¸a˜o de Lyapunov-Schmidt obtida no teorema 3.4 (ii),
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para garantir a existeˆncia de soluc¸o˜es para o sistema de equac¸o˜es alge´bricas dado por
B(v, λ, σ) = 0.
Ao final desta sec¸a˜o queremos estabelecer o seguinte resultado:
Teorema B: Existe um subconjunto aberto U = {(U1 ∪ U2)× (−λo, λo)} em X 2nλ tal que:
(I) os elementos de {U1 ∪ U2} sa˜o determinados pelos 2-jatos dos campos vetoriais.
(II) se X(x, 0) ∈ U1 enta˜o:
(i) para λ = 0 existem 2(n-1) famı´lias de o´rbitas perio´dicas R-sime´tricas convergindo para
o equil´ıbrio x = 0.
(ii) para λ < 0 existem dois equil´ıbrios sime´tricos (uma sela-centro e um ponto el´ıtico) e
(n-1)-famı´lias de o´rbitas perio´dicas sime´tricas convergindo para cada um desses pontos.
(iii) para λ > 0 na˜o existem pontos de equil´ıbrio numa vizinhanc¸a suficientemente pequena
de x = 0 e apenas (n-1)-famı´lias de o´rbitas per´ıodicas sime´tricas persistem numa vizinhanc¸a
da origem.
(III) Se X(x, 0) ∈ U2 enta˜o em λ = 0 ocorre uma bifurcac¸a˜o de Hopf subcr´ıtica. Enta˜o, em
λ = 0 na˜o existem o´rbitas perio´dicas e para λ < 0 surgem (n-1)-famı´lias de o´rbitas perio´dicas
sime´tricas, convergindo para cada um dos equil´ıbrios (sela-centro e el´ıtico).
Mais ainda, todas as soluc¸o˜es perio´dicas numa vizinhanc¸a da origem resultam ser sime´tricas.
Dem: Procederemos da seguinte forma: consideraremos inicialmente o caso n = 2, de-
pois o caso n = 3 e finalmente estenderemos o resultado para n qualquer.
(a) n = 2 :
Neste caso, a famı´lia X(x, λ) tem forma normal de Belitskii ate´ ordem dois dada por:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = λ + a2(λ)x
2
1 + b2(λ)(x
2
3 + x
2
4) + o(3)
x˙3 = −x4 − c1(λ)x1x4 + o(3)
x˙4 = x3 + c1(λ)x1x3 + o(3)
.
Agora, dada a forma normal, queremos encontrar soluc¸o˜es na˜o triviais para o sistema
B(v, σ, λ) que e´ dada pelo teorema 3.4 (ii). O objetivo aqui e´ encontrar soluc¸o˜es perio´dicas
com per´ıodo pro´ximo a 2π.
Note que estamos supondo que o campo vetorial X(x, 0) tem equil´ıbrio na origem x = 0
com autovalores 0 (duplo) e ±i. O que na˜o e´ uma restric¸a˜o. Uma reparametrizac¸a˜o do tempo
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nos leva a esta situac¸a˜o.
Assim, sejam
So =
⎛
⎜⎜⎜⎜⎝
0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
⎞
⎟⎟⎟⎟⎠ e Ao =
⎛
⎜⎜⎜⎜⎝
0 1 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
⎞
⎟⎟⎟⎟⎠ .
Da forma de B(v, σ, λ) = 0 temos o seguinte sistema:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−x2 + o(3) = 0 (a)
−λ− a2(λ)x21 − b2(λ)(x23 + x24) + o(3) = 0 (b)
−σx4 + c1(λ)x1x4 + o(3) = 0 (c)
σx3 − c1(λ)x1x3 + o(3) = 0 (d)
. (4.1)
Iremos considerar aqui duas situac¸o˜es, a saber:
Caso 1: O´rbitas perio´dicas sime´tricas: neste caso restringimos o estudo ao conjunto
Fix(R) = {x2 = x4 = 0}.
Caso 2: Caso geral onde o´rbitas perio´dicas na˜o sime´tricas podem ocorrer. Na realidade
mostraremos que todas as o´rbitas perio´dicas numa vizinhanc¸a do equil´ıbrio resultam ser
R-sime´tricas.
Caso 1: Aqui restringimos o sistema (4.1) a x2 = x4 = 0. Pela propriedade deR-reversibilidade
de B dada pelo lema (3.3) (i) obtemos o seguinte sistema:
{
−λ− a2(λ)x21 − b2(λ)x23 + o(3) = 0
σx3 − c1(λ)x1x3 + o(3) = 0
.
Considere o sistema auxiliar:
{
−λ− a2(λ)x21 − b2(λ)x23 = 0
σx3 − c1(λ)x1x3 = 0
. (4.2)
A primeira equac¸a˜o tem as seguintes formas para diferentes valores do paraˆmetro λ:
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x1
x3
x1
x3
x1
x3
λ<0 λ>0λ=0
Figura 4.1:
Desde que a2(0).b2(0) < 0. Sem perda de generalidade supomos a1(0) > 0, b2(0) < 0.
Quanto a segunda equac¸a˜o temos a seguinte forma:
x1
x3
Figura 4.2:
se c1(0) = 0.
Logo, a intersecc¸a˜o desses dois sistemas nos fornece o seguinte cena´rio:
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x1
x3
x1
x3
x1
x3
λ<0 λ=0 λ>0
Figura 4.3:
Agora lembre que estamos supondo que a2(0) > 0 e b2(0) < 0. Neste caso, para λ < 0
o nosso sistema em R4 admite dois equil´ıbrios numa vizinhanc¸a da origem e para λ > 0
nenhum equil´ıbrio e´ encontrado.
Da´ı, neste contexto, obtemos para λ = 0, duas famı´lias de o´rbitas perio´dicas sime´tricas.
Os dois pontos do lado direito na figura 4.3 para λ = 0 equivalem a` mesma o´rbita pois B
e´ sϕ-equivariante. Na realidade, esses dois pontos equivalem aos dois pontos onde a o´rbita
perio´dica intercepta o conjunto Fix(R).
Se, por exemplo, c1(0) > 0, enta˜o pontos do lado direito equivalem a o´rbitas perio´dicas
de per´ıodo pro´ximo a 2π que teˆm per´ıodo < 2π
(
o per´ıodo e´ dado por 2π
1+σ
)
e, neste caso,
σ > 0.
O resultado para o sistema geral (4.1) segue por transversalidade.
Finalmente temos o seguinte:
• para λ = 0, duas famı´lias de o´rbitas perio´dicas sime´tricas convergindo para o equil´ıbrio
cujo per´ıodo converge para 2π.
• para λ < 0, duas famı´lias de o´rbitas perio´dicas sime´tricas sendo uma para cada
equil´ıbrio.
• para λ > 0, uma famı´lia de o´rbitas perio´dicas sime´tricas na vizinhanc¸a da origem.
Agora, caso tenhamos a2(0), b2(0) com o mesmo sinal, por exemplo, se a2(0), b2(0) > 0
segue que a intersecc¸a˜o das duas equac¸o˜es de (4.2), nos fornece o seguinte cena´rio:
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λ<0 λ=0 λ>0
Figura 4.4:
onde obtemos, desta forma, uma bifurcac¸a˜o de Hopf subcr´ıtica.
Caso 2: Voltemos agora ao caso geral. Aqui na˜o fazemos nenhuma restric¸a˜o ao conjunto
Fix(R) como antes.
Consideremos enta˜o o sistema auxiliar a (4.1):
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x2 = 0 (a)
−λ− a2(λ)x21 − b2(λ)(x23 + x24) = 0 (b)
−σx4 + c1(λ)x1x4 = 0 (c)
σx3 − c1(λ)x1x3 = 0 (d)
.
De (c) e (d) obtemos:
x3 = 0 ou x1 =
σ
c1(λ)
x4 = 0 ou x1 =
σ
c1(λ)
Como x3 = x4 = 0 conduzem a soluc¸o˜es triviais devemos ter
x1 =
σ
c1(λ)
.
E, da equac¸a˜o (b) obtemos o seguinte cena´rio:
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x3
x4
x1
x3
x4
x1
x3
x4
λ<  0 λ=  0 λ>  0
x1
Figura 4.5:
cuja intersecc¸a˜o com x1 =
σ
c1(λ)
e´ dada por:
x3
x4
x1
x3
x4
x1
x3
x4
λ<  0 λ=  0 λ>  0
x1
Figura 4.6:
Agora note que, como no caso 1, todos os pontos do mesmo lado, em cada figura, equiva-
lem a` mesma o´rbita (pela sϕ-equivariaˆncia). Como para cada conjunto de pontos, obtemos
um ponto com x2 = x4 = 0 que pertence a Fix(R) segue que essas o´rbitas sa˜o as mesmas
detectadas no caso 1.
Portanto, temos que:
Todas as o´rbitas perio´dicas numa vizinhanc¸a do equil´ıbrio para a famı´lia de campos vetoriais
X(x, λ) sa˜o R-sime´tricas.
O resultado como enunciado no teorema segue, para o caso n = 2, considerando
U1 = {Xλ ∈ X 4λ ; X4λ esta´ na forma normal ate´ ordem 2 e tal que a2(0).b2(0) < 0, c1(0) = 0}
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e
U2 = {Xλ ∈ X 4λ ; X4λ esta´ na forma normal ate´ ordem 2 e tal que a2(0), b2(0) > 0, c1(0) = 0}
Se definirmos um conjunto U˜2 substituindo em U2 a2(0), b2(0) > 0 por a2(0), b2(0) < 0 obte-
mos uma bifurcac¸a˜o de Hopf supercr´ıtica.
(b) Caso n = 3 :
Neste caso temos uma matriz da parte linear de X(x, λ), para λ = 0 dada por
Ao =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 −α1 0 0
0 0 α1 0 0 0
0 0 0 0 0 −α2
0 0 0 0 α2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Queremos, desta forma, utilizar a reduc¸a˜o de Lyapunov-Schmidt para encontrar famı´lias
de o´rbitas perio´dicas com per´ıodos pro´ximos a
2π
α1
e
2π
α2
.
Um fato importante aqui e´ que α1 e α2 sa˜o racionalmente independentes e assim, as
reduc¸o˜es de Lyapunov-Schmidt para os dois casos teˆm dimensa˜o 4, como vimos no teorema
3.4.
Encontremos as soluc¸o˜es perio´dicas, com per´ıodo pro´ximo a
2π
α1
.
A forma normal de Belitskii, ate´ ordem 2, para a famı´lia X(x, λ) e´ dada por:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = λ + a
ϕ
2 (λ)x
2
1 + b
ϕ
2 (λ)(x
2
3 + x
2
4) + c
ϕ
2 (λ)(x
2
5 + x
2
6) + o(3)
x˙3 = −x4[α1 + aψ1 (λ)x1] + o(3)
x˙4 = x3[α1 + a
ψ
1 (λ)x1] + o(3)
x˙5 = −x6[α2 + aφ1(λ)x1] + o(3)
x˙6 = x5[α2 + a
φ
1(λ)x1] + o(3)
.
Assim, utilizando a reduc¸a˜o de Lyapunov-Schmidt do teorema 3.4, devemos encontrar
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soluc¸o˜es na˜o triviais para o sistema⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x2 + o(3) = 0
λ + aϕ2 (λ)x
2
1 + b
ϕ
2 (λ)(x
2
3 + x
2
4) + o(3) = 0
−σα1x4 + aψ1 (λ)x1x4 + o(3) = 0
σα1x3 − aψ1 (λ)x1x3 + o(3) = 0
.
Observe que este sistema e´ similar ao do caso n = 2. Portanto, condic¸o˜es sobre os
coeficientes aϕ2 (0), b
ϕ
2 (0) e a
ψ
1 (0) como as dadas respectivamente para a2(0), b2(0) e c1(0) no
caso n = 2 nos fornecem o mesmo resultado obtido anteriormente a cerca da existeˆncia e
bifurcac¸a˜o de soluc¸o˜es perio´dicas.
Para encontrarmos as soluc¸o˜es perio´dicas de per´ıodo pro´ximo a
2π
α1
o sistema de equac¸o˜es
obtido a partir do teorema 3.4 e´ o seguinte:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x2 + o(3) = 0
λ + aϕ2 (λ)x
2
1 + c
ϕ
2 (λ)(x
2
5 + x
2
6) + o(3) = 0
−σα2x6 + aφ1(λ)x1x6 + o(3)
σα2x5 − aφ1(λ)x1x5 + o(3) = 0
que obviamente pode ser resolvido como antes.
Desta forma, segue que todas as soluc¸o˜es perio´dicas numa vizinhanc¸a de x = 0 sa˜o
R-sime´tricas e as famı´lias sa˜o obtidas como no enunciado do teorema, onde
U1 =
{
Xλ ∈ X 6λ ; X6λ esta´ na forma normal ate´ ordem 2 e tal que
aϕ2 (0).b
ϕ
2 (0) < 0, a
ϕ
2 (0).c
ϕ
2 (0) < 0, a
φ
1(0), a
ψ
1 (0) = 0
}
e
U2 =
{
Xλ ∈ X 6λ ; X6λ esta´ na forma normal ate´ ordem 2 e tal que
aϕ2 (0), b
ϕ
2 (0), c
ϕ
2 (0) > 0, a
φ
1(0), a
ψ
1 (0) = 0
}
.
(c) Caso n > 3 :
Para concluir a demonstrac¸a˜o, observamos que podemos proceder exatamente como feito
para n = 3 onde a ana´lise foi reduzida a resolver dois sistemas de quatro equac¸o˜es alge´bricas
da forma dada para n = 2.
Aqui obtemos (n-1) sistemas de equac¸o˜es onde, em cada um deles, condic¸o˜es como as
dadas nos casos n = 2 e 3 permitem estabelecer o resultado pretendido.
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4.2 Caso 0:p:q-ressonante com p,q>1
Mostramos que, nesta situac¸a˜o, a forma normal de Belitskii ate´ ordem 2 coincide com a
forma normal do caso 0-na˜o-ressonante (proposic¸a˜o 2.7).
Pelo tipo de ressonaˆncia (p,q>1) as dimenso˜es das reduc¸o˜es de Lyapunov-Schmidt sa˜o
iguais a 4 tanto para o´rbitas com per´ıodo pro´ximo a
2π
α1
quanto para aquelas com per´ıodo
pro´ximo a
2π
α2
.
Assim, como na sec¸a˜o anterior, onde condic¸o˜es nos termos de grau dois foram feitas
para obter o resultado, segue que condic¸o˜es ana´logas podem ser feitas aqui a fim de que o
mesmo resultado da sec¸a˜o anterior se aplique a este caso, ou seja, o Teorema B e´ va´lido nesta
situac¸a˜o. Para isso, basta tomar n = 3 no enunciado do mesmo.
4.3 Caso 0:1:2-ressonante
Este caso e´ um dos que na˜o esta´ inclu´ıdo nas situac¸o˜es anteriores. Aqui, pelo fato
da forma normal de ordem dois na˜o coincidir com a dos dois casos anteriores, a ana´lise da
reduc¸a˜o e´ um pouco diferente. Ale´m disso, pela forma da parte linear uma reduc¸a˜o de ordem
seis e´ poss´ıvel quando estamos procurando soluc¸o˜es perio´dicas de per´ıodo pro´ximo a 2π.
Pelas propriedades da matriz A, podemos supor, sem perda de generalidade, que ela e´
dada por
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −1
1 0
0 −2
2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Desta forma, vemos que, utilizando a reduc¸a˜o de Lyapunov-Schmidt, podemos procurar
soluc¸o˜es perio´dicas com per´ıodo pro´ximo a 2π e π.
No primeiro caso, uma reduc¸a˜o de ordem 6 e´ obtida como no teorema 3.6. Por outro
lado, para obtermos soluc¸o˜es perio´dicas com per´ıodo pro´ximo a π uma reduc¸a˜o de ordem 4
envolvendo as varia´veis (x1, x2, x5, x6) esta´ estabelecida assim como no caso 0-na˜o-ressonante.
O objetivo desta sec¸a˜o e´ obter o seguinte resultado:
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Teorema 4.1. Para as o´rbitas perio´dicas com per´ıodo pro´ximo a 2π temos que: existe um
subconjunto aberto U = {(U1 ∪ U2)× (−λo, λo)} em X 6λ tal que:
(I) os elementos de {U1 ∪ U2} sa˜o determinados pelos 2-jatos dos campos vetoriais.
(II) se X(x, 0) ∈ U1 enta˜o:
para λ = 0 na˜o existem soluc¸o˜es perio´dicas R-sime´tricas convergindo para o equil´ıbrio em
x = 0 e, nesse ponto, ocorre uma bifurcac¸a˜o de Hopf onde para λ < 0 e λ > 0 famı´lias de
soluc¸o˜es perio´dicas sime´tricas surgem numa vizinhanc¸a do equil´ıbrio (o nu´mero de famı´lias,
que pode ser duas ou quatro, depende de relac¸o˜es entre os coeficientes do 2-jato).
(III) Se X(x, 0) ∈ U2 enta˜o em λ = 0 tambe´m ocorre uma bifurcac¸a˜o de Hopf onde o nu´mero
de famı´lias soluc¸o˜es perio´dicas sime´tricas existentes para λ = 0 pode diminuir ou aumentar
dependendo de relac¸o˜es entre os coeficientes do 2-jato.
Para as o´rbitas perio´dicas com per´ıodo pro´ximo a π um resultado similar ao do caso
0-na˜o-ressonante tambe´m e´ obtido.
Dem: Consideremos a princ´ıpio as o´rbitas perio´dicas de per´ıodo pro´ximo a 2π.
Neste caso, dada a famı´lia de campos vetoriais X(x, λ)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2 + o(3)
x˙2 = λ + b1(λ)x
2
1 + b2(λ)(x
2
3 + x
2
4) + b3(λ)(x
2
5 + x
2
6) + o(3)
x˙3 = −x4 − a1(λ)x1x4 − a2(λ)(x3x6 − x4x5) + o(3)
x˙4 = x3 + a1(λ)x1x3 + a2(λ)(x3x5 + x4x6) + o(3)
x˙5 = −2x6 − c2(λ)x1x6 − 2c1(λ)x3x4 + o(3)
x˙6 = 2x5 + c2(λ)x1x5 + c1(λ)(x
2
3 − x24) + o(3)
devemos estudar o seguinte sistema de equac¸o˜es dado pelo teorema 3.6.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x2 + o(3) = 0 (a)
−λ− b1(λ)x21 − b2(λ)(x23 + x24)− b3(λ)(x25 + x26) + o(3) = 0 (b)
−σx4 + a1(λ)x1x4 + a2(λ)(x3x6 − x4x5) + o(3) = 0 (c)
σx3 − a1(λ)x1x3 − a2(λ)(x3x5 − x4x6) + o(3) = 0 (d)
−2σx6 + c2(λ)x1x6 + 2c1(λ)x3x4 + o(3) = 0 (e)
2σx5 − c2(λ)x1x5 − c1(λ)(x23 −−x24) + o(3) = 0 (f)
.
Suponha que −2σ+c2(λ)x1 = 0. Enta˜o, das equac¸o˜es (e) e (f) obtemos, respectivamente:
x6 = −2c1(λ)x3x4 + o(3)−2σ + c2(λ)x1 x5 =
c1(λ)(x
2
3 − x24 + o(3))
−2σ + c2(λ)x1
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que, substitu´ıdo nas outras equac¸o˜es, nos fornece o seguinte sistema:⎧⎪⎪⎨
⎪⎪⎩
−4λσ2 + 4λσx1 − (λc22(λ) + 4σ2b1(λ))x21 − 4b2(λ)σ2(x23 + x24) + ϕ˜1(x1, x3, x4, σ) = 0
2σ2x4 − c2(λ)σx1x4 − 2a1(λ)σx1x4 + a1(λ)c2(λ)x21x4 + ϕ˜2(x1, x3, x4) = 0
−2σ2x3 + c2(λ)σx1x3 + 2a1(λ)σx1x3 − a1(λ)c2(λ)x21x3 + ϕ˜3(x1, x3, x4) = 0
(4.3)
onde ϕ˜i(x1, x3, x4) = o(3).
DaR-revesibilidade deB segue que ϕ˜2 = x4Θ(x1, x3, x4), onde Θ(x1, x3,−x4) = Θ(x1, x3, x4).
Note que R fixa x1, x3 e troca o sinal de x4. Da´ı, a forma de ϕ˜2.
Lembremos ainda que, pelo lema 3.5 (ii) sφB(u, σ, λ) = B(sφu, σ, λ), onde neste caso,
u = (x1, x2, x3, x4, x5, x6) e sφu = exp (−φSo)u.
Da´ı, se B = (f1, f2, f3, f4, f5, f6) temos que, tomando φ =
π
2
vale:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f1(u)
f2(u)
−f4(u)
f3(u)
−f6(u)
f5(u)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f1(x1, x2, x4,−x3, x6,−x5)
f2(x1, x2, x4,−x3, x6,−x5)
f3(x1, x2, x4,−x3, x6,−x5)
f4(x1, x2, x4,−x3, x6,−x5)
f5(x1, x2, x4,−x3, x6,−x5)
f6(x1, x2, x4,−x3, x6,−x5)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Assim, a igualdade
f3(x1, x2, x4,−x3, x6,−x5) = −f4(x1, x2, x3, x4, x5, x6)
tem a seguinte consequ¨eˆncia no sistema 4.3:
ϕ˜3(x1, x3, x4) = −ϕ˜2(x1, x4,−x3) = −x3Θ(x1, x4,−x3) = −x3Θ1(x1, x3, x4).
Portanto, o sistema 4.3 pode ser escrito na forma:⎧⎪⎪⎨
⎪⎪⎩
−4λσ2 + 4λσx1 − (λc22(λ) + 4σ2b1(λ))x21 − 4b2(λ)σ2(x23 + x24) + ϕ˜1(x1, x3, x4) = 0 (1)
x4 (2σ
2 − c2(λ)σx1 − 2a1(λ)σx1 + a1(λ)c2(λ)x21 +Θ(x1, x3, x4)) = 0 (2)
−x3 (2σ2 − c2(λ)σx1 − 2a1(λ)σx1 + a1(λ)c2(λ)x21 +Θ1(x1, x3, x4)) = 0 (3)
.
A fim de obter soluc¸o˜es R-sime´tricas tomamos x4 = 0. Ale´m disso, para que as soluc¸o˜es
encontradas estejam associadas a soluc¸o˜es na˜o triviais devemos ter x3 = 0. Portanto,
2σ2 − c2(λ)σx1 − 2a1(λ)σx1 + a1(λ)c2(λ)x21 + a2(λ)c1(λ)x23 +Θ1(x1, x3) = 0.
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Assim, reduzimos o problema a resolver o seguinte sistema de duas equac¸o˜es:
{
2σ2 − c2(λ)σx1 − 2a1(λ)σx1 + a1(λ)c2(λ)x21 + a2(λ)c1(λ)x23 +Θ1(x1, x3) = 0 (I)
−4λσ2 + 4λσx1 − (λc22(λ) + 4σ2b1(λ))x21 − 4b2(λ)σ2x23 + ϕ˜1(x1, x3) = 0 (II)
onde Θ1(x1, x3) = o(3) e ϕ1(x1, x3) = o(3).
Lembre que estamos restritos a x4 = 0.
O nosso objetivo agora e´ encontrar soluc¸o˜es na˜o triviais do sistema formada pelas equac¸o˜es
(I) e (II).
Para isso, considere o sistema auxiliar dado por:
{
2σ2 − c2(λ)σx1 − 2a1(λ)σx1 + a1(λ)c2(λ)x21 + a2(λ)c1(λ)x23 = 0 (I.1)
−4λσ2 + 4λσx1 − λc22(λ)x21 + 4σ2b1(λ)x21 − 4b2(λ)σ2x23 = 0 (II.1)
.
A equac¸a˜o (I.1) pode ser escrita na forma:
a2(λ)c1(λ)x
2
3 + a1(λ)c2(λ)
(
x1 − σ (c2(λ) + 2a1(λ))
2a1(λ)c2(λ)
)2
= σ2
(
(c2(λ) + 2a1(λ))
2
4a1(λ)c2(λ)
− 2
)
ou, de forma mais resumida,
a(λ)x23 + b(λ) (x1 − σc(λ))2 = σ2d(λ) (4.4)
onde
a = a2c1, b = a1c2, c =
c2 + 2a1
2a1c2
d =
(c2 + 2a1)
2
4a1c2
− 2.
A equac¸a˜o (4.4) pode ter va´rias formas dependendo dos sinais de a, b e d. As poss´ıveis
situac¸o˜es sa˜o dadas pelas figuras abaixo:
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x3
x1σc+σ(d/b)(1/2)σc−σ(d/b)(1/2)
σc
Figura 4.7: (i) a > 0; b, d < 0.
x3
x1
σc
σc+σ(d/b)(1/2)σc−σ(d/b)(1/2)
Figura 4.8: (ii) a, b, d < 0.
x3
x1
σc
σc+σ(d/b)(1/2)σc−σ(d/b)(1/2)
Figura 4.9: (iii) a, b, d > 0.
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x3
x1
σc
Figura 4.10: (iv) a < 0; b > 0; d < 0.
x3
x1
σc
σc+σ(d/b)(1/2)σc−σ(d/b)(1/2)
Figura 4.11: (v) a < 0; b, d > 0.
Por outro lado, a equac¸a˜o (II.1) pode ser escrita na forma:
4b2(λ)σ
2x23+
(
λc2(λ)− 4σ2b1(λ)
)(
x1 − 2λσ
λc2(λ)− 4σ2b1(λ)
)2
= 4λσ2
(
λ
λc2(λ)− 4σ2b1(λ) − 1
)
ou ainda de forma mais concisa
α(λ)x23 + β(λ) (x1 − σγ(λ))2 = σ2ω(λ) (4.5)
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onde
α(λ) = 4b2(λ)σ
2; β(λ) =
(
λc2(λ)− 4σ2b1(λ)
)
; γ(λ) =
2λ
λc2(λ)− 4σ2b1(λ)
e
ω(λ) = 4λ
(
λ
λc2(λ)− 4σ2b1(λ) − 1
)
.
As poss´ıveis formas da equac¸a˜o (4.5) sa˜o dadas nas figuras abaixo, onde consideramos
para cada caso, os poss´ıveis valores de λ.
σγ
x3
x1
x1*=σγ−σ(ω/β)(1/2)
x3
x1
x3
x1x1∗ x1
∗∗
x1**=σγ+σ(ω/β)(1/2)
λ=0 λ>0
σ(ω/α)1/2
σ(ω/α)1/2
σγ
α, β, ω<0 α,ω<0, β>0
Figura 4.12: Se b1(0)b2(0) < 0 e 0 < c2(0) < 1
onde supomos, sem perda de generalidade, b1(0) > 0 e b2(0) < 0.
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x3
x1
σγ
x3
x1
x1∗ x1∗∗
λ=0 λ>0
σγ
α, β, ω>0
x3
x1
λ<0
α>0,  β, ω<0
Figura 4.13: Se b1(0)b2(0) > 0 e 0 < c2(0) < 1
onde supomos b1(0), b2(0) > 0.
A prova, neste caso, e´ direta atrave´s da Teoria Elementar das Coˆnicas e as figuras ante-
riores expressam fielmente o fenoˆmeno.
De fato, inicialmente note que para cada uma das figuras acima, temos uma outra figura
associada dada pela reflexa˜o em torno do eixo x3 pois σ e´ tomado numa vizinhanc¸a de 0.
Considerando as poss´ıveis intersec¸o˜es transversais de (I.1) com (II.1) podemos encontrar
uma ou duas famı´lias de soluc¸o˜es perio´dicas sime´tricas. Isso implica em duas ou quatro
famı´lias de soluc¸o˜es perio´dicas sime´tricas quando consideramos o sinal de σ.
Assim, se X(x, 0) satisfaz as condic¸o˜es da figura 4.12 enta˜o ocorre uma bifurcac¸a˜o de
Hopf com o aparecimento de famı´lias de soluc¸o˜es perio´dicas numa vizinhanc¸a da origem
para λ = 0.
Por outro lado, se X(x, 0) satisfaz as condic¸o˜es da figura 4.13 enta˜o ocorre uma bifurcac¸a˜o
de Hopf, onde para λ = 0 o nu´mero de famı´lias de soluc¸o˜es perio´dicas varia no ponto de
bifurcac¸a˜o λ = 0.
Consideremos agora as soluc¸o˜es perio´dicas de per´ıodo pro´ximo a π.
Neste caso, temos um sistema de quatro equac¸o˜es nas varia´veis (x1, x2, x5, x6) que quando
restrito ao conjunto Fix(R) se reduz a um sistema de duas equac¸o˜es nas varia´veis (x1, x5)
dado por: {
λ + aϕ2 (λ)x
2
1 + c
ϕ
2 (λ)x
2
5 + o(3) = 0
2σx5 − aφ1(λ)x1x5 + o(3) = 0
A ana´lise deste sistema e´ a mesma feita no caso 0-na˜o-ressonante em R4. Logo, para
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aφ1(0) = 0 temos o seguinte:
Se aϕ2 (0).c
ϕ
2 (0) < 0 temos, para λ = 0 duas famı´lias de soluc¸o˜es perio´dicas sime´tricas con-
vergindo para o equil´ıbrio x = 0. Para λ > 0 temos uma famı´lia de soluc¸o˜es perio´dicas numa
vizinhanc¸a da origem e para λ < 0 temos duas famı´lias de soluc¸o˜es perio´dicas cada uma
convergindo para um equil´ıbrio diferente.
Se aϕ2 (0), c
ϕ
2 (0) > 0 temos uma bifurcac¸a˜o de Hopf subcr´ıtica.
4.4 Caso 0:1:1-ressonante
Nesta situac¸a˜o temos dois casos a analisar, a saber:
(i) quando os autovalores ±i teˆm multiplicidade geome´trica 1 (caso µ = 0).
(ii) quando os autovalores ±i teˆm multiplicidade geome´trica 2 (caso µ = 0).
O objetivo desta sec¸a˜o e´ estabelecer o seguinte resultado:
Teorema 4.2. Seja Xµ(x, λ) ∈ X 6λ uma famı´lia de campos vetoriais R1-revers´ıveis em R6
onde x = 0 e´ um equil´ıbrio 0:1:1-ressonante para Xµ(x, 0) e tal que, para µ = 0 os autovalores
±i teˆm multipliciadade geometrica 1 e, para µ = 0, teˆm multiplicidade geome´trica 2. Enta˜o
existe um subconjunto aberto U = {(U1 ∪ U2)× (−λo, λo)} em X 6λ tal que:
(I) os elementos de {U1 ∪ U2} sa˜o determinados pelos 2-jatos dos campos vetoriais escritos
na forma normal.
(II) se Xµ(x, 0) ∈ U1 enta˜o:
(i) para λ = 0 existe(m) uma (resp. duas) famı´lia(s) de o´rbitas perio´dicas R1-sime´tricas
convergindo para o equil´ıbrio x = 0 se µ = 0 (resp. µ = 0).
(ii) para λ < 0 existem dois equil´ıbrios sime´tricos e uma (resp. duas) famı´lia(s) de o´rbitas
perio´dicas sime´tricas convergindo para um desses pontos (resp. convergindo para cada um
desses equil´ıbrios).
(iii) para λ > 0 na˜o existem pontos de equil´ıbrio numa vizinhanc¸a suficientemente pequena
de x = 0 e apenas uma famı´lia de o´rbitas perio´dicas sime´tricas persiste numa vizinhanc¸a da
origem para µ = 0 e µ = 0.
(III) Se Xµ(x, 0) ∈ U2 enta˜o em λ = 0 ocorre uma bifurcac¸a˜o de Hopf subcr´ıtica. Enta˜o,
em λ = 0 na˜o existem o´rbitas perio´dicas e para λ < 0 surge(m) uma (resp. duas) famı´lia(s)
de o´rbitas perio´dicas sime´tricas convergindo para um dos equil´ıbrios se µ = 0 e, para o caso
µ = 0, cada famı´lia converge para um dos equil´ıbrios.
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Dem: Iniciemos a demonstrac¸a˜o com o caso µ = 0, µ ∈(0,1].
Seja Xµ(x, λ) ∈ X 6λ onde Xµ(0, 0) = 0 e Aµ = DXµ(0, 0) e´ dada por
Aµ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 µ 0
0 0 1 0 0 µ
0 0 0 0 0 −1
0 0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
O teorema 2.9 nos fornece a forma normal de Belitskii ate´ ordem 2 neste caso. Com
esta forma normal em ma˜os consideramos a bifurcac¸a˜o do campo obtendo assim o campo
Xλ. Devemos enta˜o utilizar a forma de B(x, σ, λ) a fim de encontrar soluc¸o˜es perio´dicas com
per´ıodo pro´ximo a 2π. Consideremos inicialmente µ = 1.
Obtemos um sistema de seis equac¸o˜es da forma⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−x2 + o(3) = 0 (1)
−λ− a1(λ)x21 − b2(λ)(x23 + x24) + b3(λ)(x3x6 − x4x5) + o(3) = 0 (2)
−σx4 − x5 + c3(λ)x1x4 + o(3) = 0 (3)
σx3 − x6 − c3(λ)x1x3 + o(3) = 0 (4)
−σx6 − c4(λ)x1x3 − c7(λ)x1x6 + (c3(λ) + c7(λ))x2x4 + o(3) = 0 (5)
σx5 − c4(λ)x1x4 + c7(λ)x1x5 − (c3(λ) + c7(λ))x2x3 + o(3) = 0 (6)
.
Note que, como dissemos no caso 0-na˜o-ressonante, podemos supor, sem perda de gene-
ralidade que a equac¸a˜o (1) acima e´ dada por x2 = 0.
Agora, de (3) e (4) temos:
x5 = −σx4 + c3x1x4 + o(3)
x6 = σx3 − c3x1x3 + o(3)
que substituindo nas outras equac¸o˜es nos da´ um sistema nas varia´veis (x1, x3, x4) da forma:⎧⎪⎪⎨
⎪⎪⎩
−λ− a1(λ)x21 − b2(λ)(x23 + x24) + b3(λ)σ(x23 + x24)− b3(λ)c3(λ)x1(x23 + x24) + o(3) = 0
x3 (−σ2 + σc3(λ)x1 − c4(λ)x1 − c7(λ)σx1 + c3(λ)c7(λ)x21) + ϕ2(x1, x3, x4) = 0
x4 (−σ2 + σc3(λ)x1 − c4(λ)x1 − c7(λ)σx1 + c3(λ)c7(λ)x21) + ϕ3(x1, x3, x4) = 0
.
Lembre que a involuc¸a˜o R1 anticomuta com B. Assim, como B fixa x1, x3 e troca o sinal
de x4, segue que a u´ltima equac¸a˜o do sistema 3-dimensional anterior pode ser escrita na
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forma:
x4fσ(x1) + x4Θ(x1, x3, x4), Θ(x1, x3,−x4) = Θ(x1, x3, x4).
Por outro lado, pela sφ-simetria, com φ =
π
2
temos que
ϕ2(x1, x3, x4) = −x3Θ(x1, x4,−x3) = −x3Θ1(x1, x3, x4).
Note que este argumento fora usado na demostrac¸a˜o do caso 0:1:2-ressonante.
Com essas informac¸o˜es, podemos reescrever o sistema na forma:⎧⎪⎪⎨
⎪⎪⎩
−λ− a1(λ)x21 − b2(λ)(x23 + x24) + b3(λ)σ(x23 + x24)− b3(λ)c3(λ)x1(x23 + x24) + o(3) = 0
−x3 (fσ(x1) + Θ1(x1, x3, x4)) = 0
x4 (fσ(x1) + Θ(x1, x3, x4)) = 0
onde
fσ(x1) = −σ2 + c3(λ)σx1 − c4(λ)x1 − c7(λ)σx1 + c3(λ)c7(λ)x21.
A fim de obtermos soluc¸o˜es sime´tricas tomamos x4 = 0 e para que as soluc¸o˜es obtidas
sejam na˜o triviais tomamos x3 = 0 o que nos fornece
fσ(x1) + Θ1(x1, x3) = 0
que pode ser resolvida para x1 desde que c4 = 0 da seguinte forma:
x1 = − 1
c4
σ2 + o(3).
A primeira equac¸a˜o toma a forma:
−λ− a1(λ)x21 − b2(λ)x23 + o(3) = 0.
Supondo a1(0) > 0 b2(0) < 0 temos um cena´rio como abaixo:
x1
x3
x1
x3
x1
x3
λ<0 λ>0λ=0
Figura 4.14:
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que tem intersecc¸a˜o com x1 = − 1
c4
σ2 + o(3) na forma:
x1
x3
x1
x3
x1
x3
λ<0 λ>0λ=0
Figura 4.15:
para c2(0) < 0.
O caso onde a1(0), b2(0) > 0 se comporta como o caso 0-na˜o-ressonante onde uma bi-
furcac¸a˜o de Hopf subcr´ıtica aparece com o surgimento de uma famı´lia de soluc¸o˜es perio´dicas
sime´tricas.
Note que, neste caso, temos um cena´rio como no caso 0-na˜o-ressonante em R4 com metade
das o´rbitas perio´dicas detectadas naquele caso. Isso se deve ao fato de que a forma de x1 e´
dada por o(σ2).
Quando consideramos o caso µ = 0 arbitra´rio, temos o mesmo resultado. Basta, para
isso, substituir c4 por µc4 na expressa˜o acima para x1 e obter as soluc¸o˜es desejadas.
Caso µ = 0 :
Neste caso, obtemos o seguinte sistema:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x2 + o(2) = 0 (1)
−λ− a1(λ)x21 − b1(λ)(x23 + x24) + b2(λ)(x3x6 − x4x5)− b4(λ)(x25 + x26) + o(3) = 0 (2)
−σx4 + c2(λ)x1x4 − c5(λ)x1x5 + ϕ1(x1, x2, x3, x4, x5, x6) = 0 (3)
σx3 − c2(λ)x1x3 − c5(λ)x1x6 + ϕ2(x1, x2, x3, x4, x5, x6) = 0 (4)
−σx6 − c7(λ)x1x3 + c8(λ)x1x6 + ϕ3(x1, x2, x3, x4, x5, x6) = 0 (5)
σx5 − c7(λ)x1x4 − c8(λ)x1x5 + ϕ4(x1, x2, x3, x4, x5, x6) = 0 (6)
com ϕi(x1, x2, x3, x4, x5, x6) = o(3).
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Suponha que −σ + c8(λ)x1 = 0. Enta˜o considerando as duas u´ltimas equac¸o˜es obtemos
x6 =
c7(λ)x1x3 + o(3)
−σ + c8(λ)x1 x5 = −
c7(λ)x1x4 + o(3)
−σ + c8x1 .
Substituindo estas duas igualdades nas equac¸o˜es (3) e (4) temos:
σ2 − c8(λ)σx1 − c2(λ)σx1 + c2(λ)c8(λ)x21 + c5(λ)c7(λ)x21 + o(3) = 0.
Genericamente, (para c2(λ)c8(λ) + c7(λ)c5(λ) = 0) e desde que c28(λ) − 2c2(λ)c8(λ) +
c22(λ)− 4c5(λ)c7(λ) > 0, a equac¸a˜o acima nos fornece duas soluc¸o˜es reais da forma
x1 = k
±σ + o(2)
onde k± sa˜o ra´ızes de uma equac¸a˜o quadra´tica
k± =
1
2
c8(λ) + c2(λ)±
√
c28(λ)− 2c2(λ)c8(λ) + c22(λ)− 4c5(λ)c7(λ)
c2(λ)c8(λ) + c5(λ)c7(λ)
.
Substituindo as expresso˜es para x1 na equac¸a˜o (2) restrita a
Fix(R) = {x2 = x4 = x5 = 0}
temos:
λ
(−1 + 2c8(λ)k −−c28(λ)k2)+ σ2 (−a1(λ)k2(−1 + c8(λ)k)2)+
+
(
b1(λ) + 2b1(λ)c8(λ)k − b1(λ)c28(λ)k2 − b2(λ)c7(λ)k + b2(λ)c8(λ)k2 − b4(λ)c27(λ)k2
)
x23+o(3) = 0
ou de forma mais compacta:
λγ + ασ2 + βx23 + o(3) = 0.
Note que desta forma temos:
x23 = −
α
β
(
λ
a1(λ)k2
+ σ2
)
que tem soluc¸a˜o para α.β < 0 da seguinte forma:
(i) Se
λ
a1
> 0 duas soluc¸o˜es que equivalem a uma soluc¸a˜o perio´dica. Isso conduz a duas
soluc¸o˜es perio´dicas se considerarmos os dois valores de x1.
(ii) Se λ = 0 duas soluc¸o˜es que, como acima, conduzem a duas soluc¸o˜es perio´dicas sime´tricas
convergindo para a origem. Note que aqui σ → 0.
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(iii) Se
λ
a1
< 0 (onde temos dois equil´ıbrios sime´tricos para o sistema) obtemos duas soluc¸o˜es
perio´dicas. Cada uma convergindo para cada um dos equil´ıbrios. De fato, neste caso σ2 >
− λ
a1k2
.
Assim, temos um cena´rio como no caso 0-na˜o-ressonante
Por outro lado, se α.β > 0 enta˜o temos uma bifurcac¸a˜o de Hopf subcr´ıtica, pois a equac¸a˜o
x23 = −
α
β
(
λ
a1(λ)k2
+ σ2
)
so´ tem soluc¸a˜o para
λ
a1
< 0 o que implica σ2 < − λ
a1k2
.
Novamente o mesmo cena´rio do caso 0-na˜o-ressonante e´ encontrado.
CAPI´TULO 5
Persisteˆncia de Soluc¸o˜es Homocl´ınicas
Neste cap´ıtulo apresentaremos a demonstrac¸a˜o da persisteˆncia de soluc¸o˜es homocl´ınicas
associadas a soluc¸o˜es perio´dicas sime´tricas para campos vetoriais em R4, com equil´ıbrio na
origem onde a parte linear tem autovalores como fixado anteriormente.
Ale´m disso, condic¸o˜es sera˜o estabelecidas para que este resultado possa ser aplicado a
campos em R6 com singularidade na origem 0-na˜o-ressonante ou 0 : p : q-ressonante com
p + q > 3.
A principal ferramenta utilizada aqui e´ o Teorema do Ponto Fixo de Banach [2]. O
objetivo e´ reduzir o problema a encontrar o ponto fixo de uma equac¸a˜o funcional definida
em um espac¸o de Banach apropriado.
5.1 Caso 4-Dimensional
Neste caso, consideraremos um campo vetorial R-revers´ıvel que tem um equil´ıbrio na
origem e cuja matriz da parte linear tenha autovalores 0 (duplo) e ±αi. Podemos supor,
sem perda de generalidade, que α = 1. Suponha que o campo, como acima e´ dado na forma
normal de Belitskii ate´ ordem dois, cuja forma fora obtida no teorema A.
A te´cnica a ser utilizada aqui segue as ide´ias desenvolvidas por Lombardi em [18] e
[19]. Nesses casos uma o´rbita homocl´ınica para um equil´ıbrio sela-centro e´ encontrada para
a forma normal truncada e esta serve de base para encontrar soluc¸o˜es homocl´ınicas para
soluc¸o˜es perio´dicas do campo vetorial geral. No nosso caso, tal o´rbita homocl´ınica para
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o equil´ıbrio na˜o existe e, desta forma, as o´rbitas homocl´ınicas para as soluc¸o˜es perio´dicas
do sistema truncado na forma normal sera˜o utilizadas a fim de garantir a persisteˆncia das
mesmas para o campo geral.
Como supomos que o campo vetorial tem seu 2-jato na forma normal de Belitskii, pode-
mos escreveˆ-lo na forma:
X :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = a2x
2
1 + b2(x
2
3 + x
2
4) + o(3)
x˙3 = −x4 − c1x1x4 + o(3)
x˙4 = x3 + c1x1x3 + o(3)
. (5.1)
Note que, na primeira equac¸a˜o, estamos desconsiderando os termos de ordem superior.
Isso pode ser feito por uma mudanc¸a de coordenadas da forma
yj = xj, j = 1, 3, 4 e y2 = x2 + o(3).
De fato, com isso obtemos uma famı´lia como acima, onde a primeira equac¸a˜o e´ dada por
y˙1 = y2. Em resumo, podemos considerar a forma normal de Belitskii acima onde a primeira
equac¸a˜o (x2 + o(3)) seja dada apenas por x2 nas novas coordenadas.
Para que soluc¸o˜es perio´dicas e homocl´ınicas sejam poss´ıveis para a forma normal truncada
nos termos de ordem dois, iremos supor as seguinte condic¸o˜es gene´ricas sob as constantes:
H1 : {a2 > 0, b2 < 0, c1 = 0}.
Com isso, por uma mudanc¸a de varia´veis, podemos tomar a2 = 1, b2 = −1. Assim
escrevendo o sistema nas coordenadas (x1, x2, Z), onde Z = x3 + ix4, temos:
X :
⎧⎪⎪⎨
⎪⎪⎩
x˙1 = x2
x˙2 = x
2
1 − |Z|2 + R1(x1, x2, Z, Z¯)
Z˙ = iZ(1 + c1x1) + R2(x1, x2, Z, Z¯)
onde R1, R2 indicam termos de ordem superior (≥ 3).
Considere agora a seguinte mudanc¸a de varia´veis:
x1 = εy1, x2 = ε
3/2y2, Z = εz, τ = ε
1/2 t para ε > 0. (5.2)
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Nas novas coordenadas, o sistema e´ dado por:
Yε :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dy1
dτ
= y2
dy2
dτ
= y21 − |z|2 + R1(y1, y2, z, z¯, ε)
dz
dτ
= iz
(
1
ε1/2
+ c1ε
1/2y1
)
+ R2(y1, y2, z, z¯, µ)
onde
R1 = O
(
ε (|y1|+ |y2|+ |z|)3
)
,
R2 = O
(
ε3/2 (|y1|+ |y2|+ |z|)3
)
.
Ainda,
R1(Y
′, ε)−R1(Y, ε) = O (ε|Y ′ − Y |) ,
R2(Y
′, ε)−R2(Y, ε) = O
(
ε3/2|Y ′ − Y |)
onde Y = (y1, y2, z, z¯).
Escrevendo o sistema em coordenadas y1, y2, z = re
iθ temos:
Yε :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
dY
dτ
= f1(Y, θ) =
⎛
⎜⎜⎝
y2
y21 − r2 + R˜1(y1, y2, r, θ, ε)
R˜r(y1, y2, r, θ, ε)
⎞
⎟⎟⎠
dθ
dτ
= f2(Y, θ) =
1
ε1/2
+ Rθ(y1, y2, r, θ, ε)
(5.3)
onde consideramos aqui Y (τ) = (y1(τ), y2(τ), r(τ)).
Nessas novas coordenadas a reversibilidade R agora toma a forma:
R′f1(Y, θ) = −f1(R′Y,−θ), onde R′(y1, y2, r) = (y1,−y2, r)
e θ e´ uma func¸a˜o ı´mpar.
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Temos ainda:
R˜1 = O (ε|Y |) ,
R˜1(Y
′, θ, ε)− R˜1(Y, θ, ε) = O (ε|Y ′ − Y |) ,
R˜r = O
(
ε3/2|Y |) ,
R˜r(Y
′, θ, ε)− R˜r(Y, θ, ε) = O
(
ε3/2|Y ′ − Y |) ,
R˜θ = O
(
ε1/2 +
ε3/2
r
|Y |
)
,
R˜θ(Y
′, θ, ε)− R˜θ(Y, θ, ε) = O
(
ε1/2 + ε3/2
[
1
r′
+
|Y |
rr′
]
|Y ′ − Y |
)
.
Queremos associar ao sistema (5.3), um sistema auxiliar onde consideramos o θ como o
tempo. Para isso, precisamos considerar o campo
dY
dθ
. Neste sentido, a func¸a˜o θ deve ser
um difeomorfismo. Para isso, consideremos uma restric¸a˜o ao conjunto
Eα = {(Y, θ)/ supτ∈R|Y | ≤M, r ≥ ε
α
2
}, com α < 1
2
.
Assim, para (Y, θ) ∈ Eα temos:
Rθ = O(ε1/2),
Rθ(Y
′, θ, ε)−Rθ(Y, θ, ε) = O(ε1/2|Y ′ − Y |)
o que garante que θ e´ um difeomorfismo local.
A partir daqui, reduzimos o estudo ao subsistema f1 tomando θ como o tempo. Para
isso, consideremos o sistema na forma:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dY
dθ
= Fε(Y ) + T˜ (Y, θ, ε)
dθ
dτ
=
1
ε1/2
+ Rθ(Y, θ, ε)
onde Fε = ε
1/2 F , F =
⎛
⎜⎜⎝
y2
y21 − r2
0
⎞
⎟⎟⎠ e Y = (y1, y2, r).
Analisemos enta˜o o sistema
Y˜θ,ε :
dY
dθ
= Fε(Y ) + T˜ (Y, θ, ε).
Por uma reparametrizac¸a˜o de θ podemos considera´-lo na forma
Yθ,ε :
dY
dθ
= F (Y ) + T (Y, θ, ε) (5.4)
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com
T =
⎛
⎜⎜⎝
s1(Y, θ, ε) = O (ε|Y |)
s2(Y, θ, ε) = O (ε|Y |)
Rr(Y, θ, ε) = O
(
ε3/2|Y |)
⎞
⎟⎟⎠ . (5.5)
Desta forma, T (Y, θ, 0) ≡ 0 e assim podemos escrever
dY
dθ
= F (Y ) + εTˆ (Y, θ, ε).
Para ε = 0 temos o sistema truncado
dY
dθ
= F (Y ) (5.6)
o qual satisfaz:
Esse sistema tem H2 = r
2 como integral primeira e para cada r = k > 0 existe uma
o´rbita homocl´ınica Hk(θ) para o equil´ıbrio Yk = (k, 0, k) onde
Hk(θ) = (y1(θ), y2(θ), k)
com
y1(θ) = k − 3k
cosh2
(√
2k
2
θ
) , y2(θ) = 3k
√
2ktgh
(√
2k
2
θ
)
cosh2
(√
2k
2
θ
) .
Note que, para o sistema original, o equil´ıbrio Yk corresponde a uma o´rbita perio´dica
sime´trica Yk(t) e Hk(θ) a uma o´rbita homocl´ınica sime´trica Hk(t) associada a Yk(t).
Observe ainda que a forma normal truncada em R4 e´ invariante por
Sϕ(y1, y2, z) =
(
y1, y2, ze
iϕ
)
.
Assim, a existeˆncia da o´rbita homocl´ınica sime´trica Hk(t) para Yk(t) implica na existeˆncia
de outra o´rbita homocl´ınica sime´trica para Yk(t), a saber, SπHk(t).
Logo, cada o´rbita perio´dica tem duas o´rbitas homocl´ınicas sime´tricas associadas a ela.
No cap´ıtulo anterior mostramos que as o´rbitas perio´dicas sa˜o persistentes para ε > 0.
Nosso objetivo agora e´ verificar a persisteˆncia das homocl´ınicas.
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Note que toda a ana´lise pode ser resumida a estudar o sistema auxiliar
dY
dθ
.
Lema Fundamental 1: Seja Yθ,ε um campo vetorial dado por (5.4). Enta˜o, dado ε > 0
suficientemente pequeno existe kε > 0 tal que, para k ≥ kε, a continuac¸a˜o de Yk de (5.6)
para (5.4) dada por Yˆk(θ, ε) admite duas soluc¸o˜es homocl´ınicas sime´tricas associadas a ela.
Dem: Vimos que o problema de estabelecer a persisteˆncia de soluc¸o˜es homocl´ınicas para o
campo vetorial em R4, se reduz a estudar a persisteˆncia das soluc¸o˜es homocl´ınicas para o
sistema
dY
dθ
= F (Y ) + ε Tˆ (Y, θ, ε) (5.7)
que existem quando consideramos o sistema truncado na forma normal, isto e´, o sistema
acima quando ε = 0.
Suponha que exista uma o´rbita de (5.7) da forma
Y (θ, ε) = Hk(θ)− Yk + U(θ, ε) + Yˆk(θ, ε) (5.8)
onde Yˆk(θ, ε) a´ a continuac¸a˜o de Yk para (5.7) detectada pela reduc¸a˜o de Lyapunov-Schimidt.
A fim de garantir que Y (θ, ε) seja uma o´rbita homocl´ınica para Yˆk(θ, ε) vamos restringir
U ao conjunto
Eβ = {U = (y1, y2, r)/ U ∈ Co(R), U e´ revers´ıvel e ‖U‖β <∞}
onde
‖U‖β = supθ∈R
(|U(θ, ε)|eβ|θ|) e 0 < β < √2k.
Eβ e´ um espac¸o de Banach com a norma ‖.‖β.
Ainda, para garantir que Y (θ, ε) ∈ Eα, vamos restringir U ao subconjunto convexo de Eβ
dado por:
Eβ,d =
{
U ∈ Eβ/ ‖U‖β ≤ d, |Πr (U) | ≤ ε
α
2
}
(5.9)
onde Πr(.) e´ a projec¸a˜o na r-e´sima coordenada, isto e´,
Πr : R
3 → R
(y1, y2, r) → r
.
De fato, note que, neste caso,
|Πr(Y )| = |Πr(Hk(θ)− Yk + U(θ, ε) + Yˆ (θ, ε))| ≥ εα − ε
α
2
=
εα
2
.
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Agora, se Y (θ, ε) e´ soluc¸a˜o de (5.7), enta˜o U(θ, ε) satisfaz:
dU
dθ
−DF (Hk(θ))U = Nˆ (U(θ, ε), θ) + ε Rˆ (U(θ, ε), θ, ε) (5.10)
onde
Nˆ(U(θ, ε), θ, ε) = F
(
Hk(θ)− Yk + U(θ, ε) + Yˆk(θ)
)
− F (Hk(θ))
−F
(
Yˆk(θ, ε)
)
−DF (Hk(θ))U
Rˆ(U(θ, ε), θ, ε) = Tˆ
(
Hk(θ)− Yk + U(θ, ε) + Yˆk(θ, ε), θ, ε
)
− Tˆ
(
Yˆk(θ, ε), θ, ε
)
Segue da desigualdade do valor me´dio que existe M > 0 tal que:
‖Nˆ(U(θ, ε), θ, ε)‖ ≤M
(
εe−
√
2kθ + ε |U(θ, ε)|+ |U(θ, ε)|2
)
‖Rˆ(U(θ, ε), θ, ε)‖ ≤M
(
e−
√
2kθ + |U(θ, ε)|
)
‖Nˆ(U ′(θ, ε), θ, ε)− Nˆ(U(θ, ε), θ, ε)‖ ≤M (|U(θ, ε)|+ |U ′(θ, ε)|+ ε) |(U ′ − U)(θ, ε)|
‖Rˆ(U ′(θ, ε), θ, ε)− Rˆ(U(θ, ε), θ, ε)‖ ≤M |(U − U ′)(θ, ε)|
(5.11)
Note que, as duas primeiras desigualdades implicam que Nˆ e Rˆ aplicam Eβ em Eβ ja´ que
β <
√
2k.
A fim de que a restric¸a˜o de Eβ a Eβ,d tambe´m satisfac¸a a condic¸a˜o acima faremos algumas
restric¸o˜es nos valores de ε e d como veremos adiante.
Estudemos agora o campo linear
dU
dθ
= DF (Hk(θ))U. (5.12)
Nosso objetivo agora e´ encontrar uma base de soluc¸o˜es de (5.12).
Em geral, isso na˜o e´ sempre poss´ıvel. No entanto usaremos as propriedades de R′-
reversibilidade para obter tal base.
Sabemos que,
p(θ) =
∂Hk
∂θ
(θ) =
(
y2(θ),
∂y2
∂θ
, 0
)
e´ sempre uma soluc¸a˜o de (5.12).
Ale´m disso, p(θ) satisfaz:
R′p(θ) = −p(−θ), isto e´, p e´ R′-antirevers´ıvel e p(θ) = O
(
e−
√
2kθ
)
quando |θ| → ∞.
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Ainda,
r(θ) =
∂Hk
∂k
(θ) = (r1(θ), r2(θ), 1)
e´ uma outra soluc¸a˜o de (5.12). Essa soluc¸a˜o tem as seguintes propriedades:
R′r(θ) = r(−θ), isto e´, r e´ R′-revers´ıvel e r(θ) e´ limitada.
Finalmente, pela R′-reversibilidade de (5.12) segue que, associada a` soluc¸a˜o p(θ), existe
uma outra soluc¸a˜o q(θ) com as seguintes propriedades:
R′q(θ) = q(−θ), isto e´, q e´ R′-revers´ıvel e q(θ) = O
(
e
√
2kθ
)
quando |θ| → ∞.
Logo, como as soluc¸o˜es p(θ), r(θ) e q(θ) sa˜o treˆs soluc¸o˜es linearmente independentes de
(5.12) segue que
{p(θ), r(θ), q(θ)}
e´ uma base de soluc¸a˜o de (5.12).
Assim, temos que:
Φ(θ) =
⎛
⎜⎜⎝ p(θ) ... r(θ) ... q(θ)
⎞
⎟⎟⎠
e´ uma matriz fundamental de (5.12).
Considerando T (θ, φ) = Φ(θ)Φ−1(φ), a soluc¸a˜o de (5.10) e´ dada por
U(θ) = T (θ, 0)U(0) +
∫ θ
0
T (θ, φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ. (5.13)
Seja P (θ) a projec¸a˜o na direc¸a˜o p(θ) ao longo das direc¸o˜es {r(θ), q(θ)} e Q(θ) = Id−P (θ).
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Desdobrando a equac¸a˜o (5.13) para θ > 0 temos:
∫ θ
0
T (θ, φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ =
=
∫ θ
0
T (θ, φ)P (φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ+
+
∫ θ
0
T (θ, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ =
=
∫ θ
0
T (θ, φ)P (φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ+
+
∫ θ
∞
T (θ, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ+
+
∫ ∞
0
T (θ, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ,
desde que as integrais impro´prias convirjam.
Da´ı, podemos escrever a soluc¸a˜o (5.13) na forma:
U(θ) = T (θ, 0)
(
U(0) +
∫ ∞
0
T (0, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ
)
+
+
∫ θ
0
T (θ, φ)P (φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ+
+
∫ θ
∞
T (θ, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ
Agora sabemos por [10] que essa soluc¸a˜o e´ limitada em R+, se e somente se,
Q(0)
(
U(0) +
∫ ∞
0
T (0, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ
)
= 0,
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isto e´,
0 = Q(0)U(0) +
∫ ∞
0
Q(0)T (0, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ =
= Q(0)U(0) +
∫ ∞
0
T (0, φ)Q(φ)2
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ =
= U(0)− P (0)U(0) +
∫ ∞
0
T (0, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ.
Aqui, usamos na segunda igualdade, o fato de que Q(0)T (0, φ) = T (0, φ)Q(φ) (lema 5.1) e,
na terceira igualdade, o fato de que Q = Id− P e Q2 = Q (pois Q e´ uma projec¸a˜o).
Assim temos:
U(0) +
∫ ∞
0
T (0, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ = P (0)U(0).
Logo, a soluc¸a˜o (5.13) pode ser escrita na forma:
U(θ) = T (θ, 0)P (0)U(0) +
∫ θ
0
T (θ, φ)P (φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ−
−
∫ ∞
θ
T (θ, φ)Q(φ)
[
Nˆ(U(φ, ε), φ, ε) + εRˆ(U(φ, ε), φ, ε)
]
dφ
(5.14)
Agora, seja {p∗(θ), r∗(θ), q∗(θ)} uma base adjunta de {p(θ), r(θ), q(θ)}, enta˜o {p∗(θ), r∗(θ),
q∗(θ)} e´ uma famı´lia de soluc¸o˜es da equac¸a˜o adjunta
dU
dθ
= −DF (Hk(θ))TU (5.15)
que tem
Ψ(θ) =
⎛
⎜⎜⎝ p∗(θ) ... r∗(θ) ... q∗(θ)
⎞
⎟⎟⎠
como uma matriz fundamental.
Note que, como {p∗(φ), r∗(φ), q∗(φ)} e´ base adjunta de {p(φ), r(φ), q(φ)} segue que
ΨT (φ) = Φ−1(φ). Logo
T (θ, φ) = Φ(θ)Φ−1(φ) = Φ(θ)ΨT (φ)
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e assim podemos escrever (5.14) na forma:
U(θ) = ηp(θ) +
∫ θ
0
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), p∗(φ)
〉
dφ p(θ)−
−
∫ ∞
θ
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), r∗(φ)
〉
dφ r(θ)−
−
∫ ∞
θ
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), q∗(φ)
〉
dφ q(θ)
onde η = 〈U(0), p∗(0)〉 ∈ R e 〈., .〉 e´ o produto interno canoˆnico de R3.
De fato, note que:
T (θ, 0)P (0)U(0) = T (θ, 0) 〈U(0), p∗(0)〉 p(0)
= 〈U(0), p∗(0)〉Φ(θ)Ψ(0)Tp(0)
= ηΦ(θ)e1
= ηp(θ)
onde η = 〈U(0), p∗(0)〉 e e1 = (1, 0, 0)T .
Agora, pela R′-reversibilidade de U devemos ter:
R′U(0) = U(0)
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e assim, substituindo na expressa˜o de U acima temos:
0 = R′U(0)− U(0) = R′
[
ηp(0)−
∫ ∞
0
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), r∗(φ)
〉
dφ r(0)
]
−R′
[∫ ∞
0
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), q∗(φ)
〉
dφ q(0)
]
= η [R′p(0)− p(0)]−
−
∫ ∞
0
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), r∗(φ)
〉
dφ [R′r(0)− r(0)]
−
∫ ∞
0
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), q∗(φ)
〉
dφ [R′q(0)− q(0)]
= −2ηp(0)
pela R′-antireversibilidade de p e pela R′-reversibilidade de r e q.
A igualdade
2ηp(0) = 0
implica η = 0 e portanto,
U(θ) =
∫ θ
0
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), p∗(φ)
〉
dφ p(θ)−
−
∫ ∞
θ
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), r∗(φ)
〉
dφ r(θ)−
−
∫ ∞
θ
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), q∗(φ)
〉
dφ q(θ).
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Considere a seguinte func¸a˜o:
G (U(θ)) =
∫ θ
0
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), p∗(φ)
〉
dφ p(θ)−
−
∫ ∞
θ
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), r∗(φ)
〉
dφ r(θ)−
−
∫ ∞
θ
〈
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), q∗(φ)
〉
dφ q(θ).
Nosso objetivo e´ mostrar que G define uma aplicac¸a˜o de Eβ,d em Eβ,d e que tem um
ponto fixo nesse conjunto. Mostrando isso, teremos mostrado que uma soluc¸a˜o de (5.7) da
forma (5.8) existe e, desta forma, conclu´ımos a demonstrac¸a˜o.
Mostremos inicialmente que |Πr (G(U)) | ≤ ε
α
2
.
Note que, como Πr (p(θ)) = 0 e Πr (q(θ)) = 0, o nosso problema se reduz a` segunda
integral na expressa˜o de G(U).
Lembre que
DF (y1, y2, r) =
⎛
⎜⎜⎝
0 1 0
2y1 0 −2r
0 0 0
⎞
⎟⎟⎠ .
Da´ı, a equac¸a˜o adjunta e´ dada por:
dU
dθ
= −DF (Hk(θ))T U, onde DF (Hk(θ)) =
⎛
⎜⎜⎝
0 2y1(θ) 0
1 0 0
0 −2k 0
⎞
⎟⎟⎠ .
Ou, de outra forma: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
du1
dθ
= −2y1(θ)u2
du2
dθ
= −u1
du3
dθ
= 2ku2
.
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Assim, vemos que (0, 0, α) e´ uma soluc¸a˜o da equac¸a˜o adjunta. Da´ı, podemos tomar, na
base adjunta {p∗(θ), r∗(θ), q∗(θ)}, r∗(θ) = (0, 0, 1).
Desta forma, como Πr (r(θ)) = 1 e r
∗(θ) = (0, 0, 1) segue que
Πr (G(U(θ, ε))) = −
∫ ∞
θ
Πr
[
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε)
]
dφ.
Por outro lado,
Πr(F ) = 0.
Assim,
Πr
[
Nˆ(U(φ, ε), φ, ε)
]
= 0
e da´ı,
Πr
[
Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε)
]
=
= Πr
[
ε Rˆ(U(φ, ε), φ, ε)
]
= εΠr
[
Tˆ
(
Hk(φ)− Yk + U(φ, ε) + Yˆk(φ, ε), φ, ε
)
− Tˆ
(
Yˆk(φ, ε), φ, ε
)]
= Πr
[
T
(
Hk(φ)− Yk + U(φ, ε) + Yˆk(φ, ε), φ, ε
)
− T
(
Yˆk(φ, ε), φ, ε
)]
= Rr
(
Hk(φ)− Yk + U(φ, ε) + Yˆk(φ, ε), φ, ε
)
−Rr
(
Yˆk(φ, ε), φ, ε
)
.
Agora lembre que, segundo (5.5),
Rr(Y, θ, ε)−Rr(Y ′, θ, ε) = O
(
ε3/2|Y − Y ′|) .
Da´ı,
|Πr (G(U)) | =
∣∣∣∣
∫ ∞
θ
Rr
(
Hk(φ)− Yk + U(φ, ε) + Yˆk(φ, ε), φ, ε
)
−Rr
(
Yˆk(φ, ε), φ, ε
)
dφ
∣∣∣∣
≤
∫ ∞
θ
∣∣∣Rr (Hk(φ)− Yk + U(φ, ε) + Yˆk(φ, ε), φ, ε)−Rr (Yˆk(φ, ε), φ, ε)∣∣∣ dφ
≤M1ε3/2
∫ ∞
θ
(|Hk(φ)− Yk|+ |U(φ, ε)|) dφ
≤∗ M2 ε
3/2
β
(
‖U‖β + e−
√
2kθ
)
.
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Verifiquemos a desigualdade (*):
∫ ∞
θ
|U(φ, ε)|dφ =
∫ ∞
θ
|U(φ, ε)|eβφe−βφdφ
≤
∫ ∞
θ
‖U‖βe−βφdφ
=
‖U‖β
β
.
∫ ∞
θ
|Hk(φ)− Yk|dφ ≤M2
∫ ∞
θ
e−
√
2kφdφ
= M2
e−
√
2kθ
√
2k
< M2
e−
√
2kθ
β
.
Como k ≥ ε
α
2
, tomando β ≥
√
2k
2
, segue que
1
β
≤ 2
εα/2
.
Da´ı,
|Πr (G(U))| ≤M3ε3/2−α/2
(
‖U‖β + e−
√
2kθ
)
o que implica, pelo fato de α < 1/2, que
|Πr (G(U))| ≤ ε
α
2
.
Por outro lado, segue da definic¸a˜o de G (U(θ)) que G e´ R′-revers´ıvel.
Falta agora mostrar que ‖G(U)‖β ≤ d.
Para isso, devemos estimar
|G (U(θ)) |eβθ.
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Podemos assim escrever:
|G (U(θ)) |eβθ ≤
∫ θ
0
∣∣∣〈Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), p∗(φ)〉∣∣∣ dφ |p(θ)|eβθ
+
∫ ∞
θ
∣∣∣〈Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), r∗(φ)〉∣∣∣ dφ |r(θ)|eβθ
+
∫ ∞
θ
∣∣∣〈Nˆ(U(φ, ε), φ, ε) + ε Rˆ(U(φ, ε), φ, ε), q∗(φ)〉∣∣∣ dφ |q(θ)|eβθ.
Vamos analisar cada uma das integrais acima separadamente. Faremos as estimativas
para a parte que depende de Nˆ , pois a parte em εRˆ tem estimativas semelhantes. De fato,
isso segue de (5.11).
Estimativas para a primeira integral:
Estimaremos inicialmente o integrando e depois aplicaremos a integral.
|Nˆ (U(φ, ε), φ, ε)) |.|p∗(φ)| ≤M
(
εe−
√
2kφ + ε|U(φ, ε)|+ |U(φ, ε)|2
)
e
√
2kφ
(
eβφ
eβφ
)
= M
(
εe−(
√
2k−β)φ + ε|U(φ, ε)|eβφ + |U(φ, ε)|2eβφ
)
e(
√
2k−β)φ
≤M
(
ε +
ε2
2
+
|U(φ, ε)|2
2
e2βφ + |U(φ, ε)|2eβφ
)
e(
√
2k−β)φ
≤M ′ (ε + ‖U‖2β) e(√2k−β)φ.
Da´ı,
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∫ θ
0
∣∣∣〈Nˆ(U(φ, ε), φ, ε), p∗(φ)〉∣∣∣ dφ |p(θ)|
≤M ′
∫ θ
0
(
ε + ‖U‖2β
)
e(
√
2k−β)φdφ e−
√
2kθ
= M ′
[
ε√
2k − β
(
e(
√
2k−β)θ − 1
)
+
‖U‖2β√
2k − β
(
e(
√
2k−β)θ − 1
)]
e
√
2kθ
≤M ′
(
ε√
2k − β +
‖U‖2β√
2k − β
)
e−βθ
Estimativas para a segunda integral:
|Nˆ (U(φ, ε), φ, ε)) |.|r∗(φ)| ≤M
(
εe−
√
2kφ + ε|U(φ, ε)|+ |U(φ, ε)|2
)(eβφ
eβφ
)
= M
(
εe−(
√
2k−β)φ + ε|U(φ, ε)|eβφ + |U(φ, ε)|2eβφ
)
e−βφ
≤M
(
ε +
ε2
2
+
|U(φ, ε)|2
2
e2βφ + |U(φ, ε)|2eβφ
)
e−βφ
≤M ′ (ε + ‖U‖2β) e−βφ.
Da´ı,
∫ ∞
θ
∣∣∣〈Nˆ(U(φ, ε), φ, ε), r∗(φ)〉∣∣∣ dφ |r(θ)| ≤M ′ ∫ ∞
θ
(
ε + ‖U‖2β
)
e−βφdφ|r(θ)|
≤ M˜ ′
∫ ∞
θ
(
ε + ‖U‖2β
)
e−βφdφ
= M ′
(
ε
β
+
‖U‖2β
β
)
e−βθ.
Estimativas para a terceira integral:
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|Nˆ (U(φ, ε), φ, ε)) |.|q∗(φ)| ≤M
(
εe−
√
2kφ + ε|U(φ, ε)|+ |U(φ, ε)|2
)
e−
√
2kφ
(
eβφ
eβφ
)
= M
(
εe−(
√
2k−β)φ + ε|U(φ, ε)|eβφ + |U(φ, ε)|2eβφ
)
e−(
√
2k−β)φ
≤M
(
ε +
ε2
2
+
|U(φ, ε)|2
2
e2βφ + |U(φ, ε)|2eβφ
)
e−(
√
2k−β)φ
≤M ′ (ε + ‖U‖2β) e−(√2k−β)φ.
Da´ı,
∫ ∞
θ
∣∣∣〈Nˆ(U(φ, ε), φ, ε), q∗(φ)〉∣∣∣ dφ |q(θ)|
≤M ′
∫ ∞
θ
(
ε + ‖U‖2β
)
e−(
√
2k−β)φdφ e
√
2kθ
= M ′
[
ε√
2k + β
(
e−(
√
2k+β)θ − 1
)
+
‖U‖2β√
2k + β
(
e−(
√
2k+β)θ − 1
)]
e
√
2kθ
≤M ′
(
ε√
2k − β +
‖U‖2β√
2k − β
)
e−βθ.
Relembremos que estimativas semelhantes sa˜o va´lidas para os termos em Rˆ.
Assim, conclu´ımos que
‖G (U) ‖β ≤M ′
[(
ε + ‖U‖2β
) √2k
(
√
2k − β)β
]
(5.16)
Ca´lculos semelhantes utilizando as duas u´ltimas estimativas em (5.11) mostram que:
‖G (U)−G (U ′) ‖β ≤M ′
[(
ε + ‖U‖2β + ‖U ′‖2β
) √2k
(
√
2k − β)β
]
‖U − U ′‖β. (5.17)
Assim, para cada k > 0, podemos tomar εk > 0 e d suficientemente pequenos, tais que,
para 0 < ε < εk, G aplica Eβ,d em Eβ,d (por (5.16)) e e´ uma contrac¸a˜o (por (5.17)). Da´ı,
pelo Teorema do Ponto Fixo de Banach, G tem um u´nico ponto fixo em Eβ,d.
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Ainda, trocando (5.8) por
Y (θ, ε) = Hk(θ)− Yk + U(θ, ε) + Yˆk(θ + π, ε) (5.18)
e repetindo os ca´lculos a partir de (5.8) chegamos ao mesmo resultado.
Lembre que Yˆk(θ, ε) e´ sime´trica e atinge Fix(R
′) para θ = 0 e θ = π.
Portanto, temos que dado ε > 0 suficientemente pequeno, existe kε > 0 tal que: se k ≥ kε
enta˜o Yˆk(θ, ε) admite duas soluc¸o˜es homocl´ınicas sime´tricas associadas a ela.
Lema 5.1. Com as notac¸o˜es do lema anterior, vale:
Q(θ)T (θ, φ) = T (θ, φ)Q(φ), para θ, φ ∈ R.
Dem: Seja v ∈ R3 fixado. Temos que v pode ser escrito na forma:
v = 〈v, p∗(φ)〉p(φ) + 〈v, r∗(φ)〉r(φ) + 〈v, q∗(φ)〉q(φ).
Assim, como Q(φ) e´ a projec¸a˜o na direc¸a˜o de r(φ), q(φ) segue que:
T (θ, φ)Q(φ)v = T (θ, φ) (〈v, r∗(φ)〉r(φ) + 〈v, q∗(φ)〉q(φ))
= 〈v, r∗(φ)〉Φ(θ)e2 + 〈v, q∗(φ)〉Φ(θ)e3
= 〈v, r∗(φ)〉r(θ) + 〈v, q∗(φ)〉q(θ).
Por outro lado,
Q(θ)T (θ, φ)v = Q(θ)Φ(θ)Ψ(φ) (〈v, p∗(φ)〉p(φ) + 〈v, r∗(φ)〉r(φ) + 〈v, q∗(φ)〉q(φ))
= Q(θ)Φ(θ) (〈v, p∗(φ)〉e1 + 〈v, r∗(φ)〉e2 + 〈v, q∗(φ)〉e3)
= Q(θ) (〈v, p∗(φ)〉p(θ) + 〈v, r∗(φ)〉r(θ) + 〈v, q∗(φ)〉q(θ))
= 〈v, r∗(φ)〉r(θ) + 〈v, q∗(φ)〉q(θ)
onde e1 = (1, 0, 0)
T , e2 = (0, 1, 0)
T e e3 = (0, 0, 1)
T .
Assim conclu´ımos a demonstrac¸a˜o do lema.
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Teorema C: Existe um aberto U ⊂ XR(R4) tal que para cada X ∈ U existe um ε-re-
escalonamento nas varia´veis dado por (y1, y2, r, θ, ε), com ε > 0 tal que nestas novas coorde-
nadas o campo e´ expresso por Yε e para cada ε > 0 suficientemente pro´ximo de zero, existe
kε > 0 tal que para k ≥ kε existem duas soluc¸o˜es homocl´ınicas sime´tricas associadas a uma
soluc¸a˜o perio´dicas sime´trica Yˆk(t, ε).
Dem: Imediata a partir do lema fundamental 1.
5.2 Caso 6-Dimensional
Aqui, consideraremos um campo vetorial R-revers´ıvel, com um equil´ıbrio na origem, e
tal que a matriz da parte linear tem como autovalores 0 (duplo), ±αi e ±βi onde α, β ou
sa˜o na˜o ressonantes ou esta˜o em ressonaˆncia p : q com p + q > 3.
Sem perda de generalidade, vamos supor que o campo esteja na forma normal de Belitskii
ate´ a ordem dois, como dadas no teorema A e proposic¸a˜o 2.7. Note que nos dois casos, as
formas normais ate´ ordem dois coincidem.
Va´rios passos utilizados aqui sera˜o similares ao do caso anterior e, desta forma, nestes
casos os detalhes sera˜o omitidos.
Podemos escrever o campo vetorial na forma:
X :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = ax
2
1 + b(x
2
3 + x
2
4) + c(x
2
5 + x
2
6) + o(3)
x˙3 = −αx4 − a1x1x4 + o(3)
x˙4 = αx3 + a1x1x3 + o(3)
x˙5 = −βx6 + a2x1x6 + o(3)
x˙6 = βx5 + a2x1x5 + o(3)
. (5.19)
Como antes, vamos supor que X satisfaz a condic¸a˜o gene´rica
H ′1 : {a > 0, b, c < 0 e a1, a2 = 0}.
Essa condic¸a˜o nos fornece para a forma normal truncada, soluc¸o˜es perio´dicas sime´tricas e
soluc¸o˜es homocl´ınicas sime´tricas associadas a elas.
Sem perda de generalidade, suponha que a = 1, b, c = −1. Isso pode ser feito por uma
mudanc¸a de coordenadas.
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Escrevendo o sistema em coordenadas (x1, x2, Z1, x5, x6) onde Z1 = x3 + ix4 temos:
X :
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = x
2
1 − |Z1|2 − (x25 + x26) + R1(x1, x2, Z1, Z¯1, x5, x6)
Z˙1 = iZ1(α + a1x1) + R2(x1, x2, Z1, Z¯1, x5, x6)
x˙5 = −x6(β + a2x1) + R3(x1, x2, Z1, Z¯1, x5, x6)
x˙6 = x5(β + a2x1) + R4(x1, x2, Z1, Z¯1, x5, x6)
.
Considere a seguinte mudanc¸a de varia´vel:
x1 = εy1, x2 = ε
3/2y2, Z1 = εz1, x5 = εy5 x6 = εy6, τ = ε
1/2 t para ε > 0.
(5.20)
Da´ı obtemos:
Yε :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
y˙1 = y2
y˙2 = y
2
1 − |z1|2 − (y25 + y26) + R1(y1, y2, z1, z¯1, y5, y6, ε)
z˙1 = iz1
( α
ε1/2
+ a1ε
1/2y1
)
+ R2(y1, y2, z1, z¯1, y5, y6, ε)
y˙5 = −y6
(
β
ε1/2
+ a2ε
1/2y1
)
+ R3(y1, y2, z1, z¯1, y5, y6, ε)
y˙6 = y5
(
β
ε1/2
+ a2ε
1/2y1
)
+ R4(y1, y2, z1, z¯1, y5, y6, ε)
onde
R1 = O(ε (|y1|+ |z1|+ |y5|+ |y6|)3),
R2 = O(ε3/2 (|y1|+ |z1|+ |y5|+ |y6|)3),
R3, R4 = O(ε3/2 (|y1|+ |z1|+ |y5|+ |y6|)3)
Ainda,
R1(Y
′, ε)−R1(Y, ε) = O (ε|Y ′ − Y |) ,
R2(Y
′, ε)−R2(Y, ε) = O
(
ε3/2|Y ′ − Y |) ,
R3(Y
′, ε)−R3(Y, ε) = O
(
ε3/2|Y ′ − Y |)
onde Y (τ) = (y1(τ), y2(τ), z1(τ), z¯1(τ), y5(τ), y6(τ)).
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Escrevendo o sistema em coordenadas y1, y2 z1 = r1e
iθ1 , y5, y6 temos:
Yε :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dY
dτ
= f1(Y, θ1) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y2
y21 − r21 − (y25 + y26) + R˜1(y1, y2, r1, y5, y6, θ1, ε)
R˜r1(y1, y2, r1, y5, y6, θ1, ε)
−y6
(
β
ε1/2
+ a2ε
1/2y1
)
+ R˜3(y1, y2, r1, y5, y6, θ1, ε)
y5
(
β
ε1/2
+ a2ε
1/2y1
)
+ R˜4(y1, y2, r1, y5, y6, θ1, ε)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
dθ1
dτ
= f2(Y, θ1) =
α
ε1/2
+ Rθ1(y1, y2, r1, y5, y6, θ1, ε)
.
Aqui, Y (τ) = (y1(τ), y2(τ), r1(τ), y5(τ), y6(τ)).
Nas novas coordenadas, a reversibilidade R e´ dada por:
R′f1(Y, θ1) = −f1(R′Y,−θ1) onde R′(y1, y2, r1, y5, y6) = (y1,−y2, r1, y5,−y6)
e θ1 e´ uma func¸a˜o ı´mpar.
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R˜1 = O (ε|Y |) ,
R˜1(Y
′, θ1, ε)− R˜1(Y, θ1, ε) = O (ε|Y ′ − Y |) ,
R˜r1 = O
(
ε3/2|Y |) ,
R˜r1(Y
′, θ1, ε)− R˜r1(Y, θ1, ε) = O
(
ε3/2|Y ′ − Y |) ,
R˜3(4) = O
(
ε3/2|Y |) ,
R˜3(4)(Y
′, θ1, ε)− R˜3(4)(Y, θ1, ε) = O
(
ε3/2|Y ′ − Y |) ,
R˜θ1 = O
(
ε1/2 +
ε3/2
r1
|Y |
)
,
R˜θ1(Y
′, θ1, ε)− R˜θ1(Y, θ1, ε) = O
(
ε1/2 + ε3/2
[
1
r′1
+
|Y |
r1r′1
]
|Y ′ − Y |
)
.
Como antes, vamos restringir ao conjunto
Eη =
{
(Y, θ1) / supt∈R ≤M1, r1 ≥ ε
η
2
}
com η <
1
2
.
Assim, para (Y, θ1) ∈ Eη temos:
Rθ1 = O(ε1/2), Rθ1(Y ′, θ1, ε)−Rθ1(Y, θ1, ε) = O(ε1/2|Y ′ − Y |).
Reduzindo o estudo ao subsistema f1 considerando θ1 como o tempo, obtemos um sistema
na forma: ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dY
dθ1
= Nε(Y, ε) + R¯(Y, θ1, ε)
dθ1
dτ
=
α
ε1/2
+Rθ1(Y, θ1, ε)
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onde Nε =
√
ε
α
N , N =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y2
y21 − r21 − (y25 + y26)
0
−y6
(
β
ε1/2
+ b2ε
1/2y1
)
y5
(
β
ε1/2
+ b2ε
1/2y1
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
e´ a forma normal truncada na ordem
2 e b2 = a2
(
1− β
α
)
.
Analisemos agora o sistema:
dY
dθ1
= Nε(Y, ε) + R¯(Y, θ1, ε).
Por uma reparametrizac¸a˜o de θ1 podemos considera´-lo na forma
Yθ1,ε :
dY
dθ1
= N (Y, ε) +R(Y, θ1, ε) (5.21)
com
R =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
r1(Y, θ1, ε) = O (ε|Y |)
r2(Y, θ1, ε) = O (ε|Y |)
Rr1(Y, θ1, ε) = O
(
ε3/2|Y |)
r5(Y, θ1, ε) = O
(
ε3/2|Y |)
r6(Y, θ1, ε) = O
(
ε3/2|Y |)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Assim podemos escrever
R(Y, θ1, ε) = εRˆ(Y, θ1, ε)
e com isso o sistema (5.21) fica na forma:
dY
dθ1
= N (Y, ε) + εRˆ(Y, θ1, ε). (5.22)
Analisemos agora o sistema truncado
dY
dθ1
= N (Y, ε). (5.23)
Esse sistema possui como integrais primeiras
H1 = r
2
1, H2 = y
2
5 + y
2
6, H3 =
y22
2
−
∫ y1
0
(s2 −H1 −H2)ds.
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Restringindo o estudo ao n´ıvel H2 = 0 temos um subsistema em R
3 com as mesmas
caracter´ısticas do sistema do caso R4, isto e´, para cada r1 = k > 0 existe uma o´rbita
homocl´ınica R′-me´trica Hk(θ1) para o equil´ıbrio R′-sime´trico Yk = (k, 0, k, 0, 0), onde
Hk(θ1) = (y1(θ1), y2(θ1), k, 0, 0)
com
y1(θ1) = k − 3k
cosh2
(√
2k
2
θ1
) , y2(θ1) = 3k
√
2ktanh
(√
2k
2
θ1
)
cosh2
(√
2k
2
θ1
) .
Para o sistema original (truncado) o equil´ıbrio Yk corresponde a uma o´rbita perio´dica
sime´trica, e Hk(θ1) a uma o´rbita homocl´ınica sime´trica para a o´rbita perio´dica correspon-
dente.
Note ainda que a forma normal truncada em R6 e´ invariante por
Sϕα(y1, y2, z1, y5, y6) = (y1, y2, z1e
iϕ, y5, y6)
e
Sϕβ (y1, y2, y3, y4, z2) = (y1, y2, y3, y4, z2e
iϕ).
Assim, da Sϕα -equivariaˆncia, a existeˆncia da o´rbita Hk(t) para Yk(t) implica na existeˆncia
de outra o´rbita homocl´ınica sime´trica para Yk(t), a saber, S
π
αHk(t).
Logo, cada o´rbita perio´dica tem duas o´rbitas homocl´ınicas sime´tricas associadas a ela.
Dado que as o´rbitas perio´dicas sa˜o persistentes para o sistema geral (Lyapunov-Schmidt)
queremos saber se as o´rbitas homocl´ınicas acima detectadas tambe´m sa˜o persistentes.
Consideremos assim o sistema (5.22) e suponha que exista uma o´rbita de (5.22) da forma
Y (θ1, ε) = Hk(θ1)− Yk + U(θ1, ε) + Yˆk(θ1, ε) (5.24)
onde Yˆk(θ1, ε) e´ a continuac¸a˜o de Yk para (5.22) detectada pela reduc¸a˜o de Lyapunov-
Schmidt.
Como antes, a fim de que (5.24) seja uma soluc¸a˜o homocl´ınica para Yˆk(θ1, ε), vamos
restringir U ao conjunto
Eγ = {U = (y1, y2, r1, y5, y6)/ U ∈ Co(R), U e´ R′-revers´ıvel e ‖U‖γ <∞}
onde
‖U‖γ = supθ1∈R
(|U(θ1, ε)|eγ|θ1|) e γ = √2k δ, 0 < δ < 1.
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Novamente, Eγ e´ um espac¸o de Banach com a norma ‖.‖γ .
Ale´m disso, uma restric¸a˜o de Eγ como em (5.9) e´ necessa´ria para garantir que Y ∈ Eη.
Chamaremos tal restric¸a˜o de Eγ,d.
A fim de que Y (θ1, ε) seja uma soluc¸a˜o de (5.22), U(θ1, ε) deve ser uma soluc¸a˜o do
seguinte sistema:
dU
dθ1
−DN (Hk(θ1, ε))U = Nˆ (U(θ1, ε), θ1, ε) + εRˆ (U(θ1, ε), θ1, ε) (5.25)
onde
Nˆ(U(θ1, ε), θ1, ε) = N
(
Hk(θ1)− Yk + U(θ1, ε) + Yˆk(θ1, ε)
)
−N (Hk(θ1))
−N
(
Yˆk(θ1, ε)
)
−DN (Hk(θ1))U
Rˆ(U(θ1), θ1, ε) = Rˆ
(
Hk(θ1)− Yk + U(θ1, ε) + Yˆk(θ1, ε), θ1, , ε
)
− Rˆ
(
Yˆk(θ1, ε), θ1, , ε
)
Assim como no caso 4-dimensional, existe M > 0 tal que:
‖Nˆ(U(θ1), θ1, ε)‖ ≤M
(
εe−
√
2kθ1 + ε |U(θ1, ε)|+ |U(θ1, ε)|2
)
‖Rˆ(U(θ1, ε), θ1, ε)‖ ≤M
(
e−
√
2kθ1 + |U(θ1, ε)|
)
‖Nˆ(U ′, θ1, ε)− Nˆ(U, θ1, ε)‖ ≤M (ε + |U(θ1, ε)|+ |U ′(θ1, ε)|) |(U ′ − U)(θ1, ε)|
‖Rˆ(U ′, θ1, ε)− Rˆ(U, θ1, ε)‖ ≤M |(U − U ′)(θ1, ε)|
(5.26)
Estudemos agora a linearizac¸a˜o de (5.25) dada por:
dU
dθ1
= DN (Hk(θ1), ε)U. (5.27)
Lembre que
N (Y, ε) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
y2
y21 − r21 − (y25 + y26)
0
−y6
(
β
ε1/2
+ b2ε
1/2y1
)
y5
(
β
ε1/2
+ b2ε
1/2y1
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
e
Hk(θ1) = (y1(θ1), y2(θ1), k, 0, 0).
CAP. 5 • PERSISTEˆNCIA DE SOLUC¸O˜ES HOMOCLI´NICAS 89
Da´ı,
DN (Hk(θ1), ε) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0
2y1(θ1) 0 −2k
0 0 0
0 −
(
β
ε1/2
+ b2ε
1/2y1(θ1)
)
(
β
ε1/2
+ b2ε
1/2y1(θ1)
)
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
ou seja, a matriz DN (Hk(θ1)) e´ da forma bloco diagonal com dois blocos sendo um 3 × 3
e outro 2 × 2. Logo, podemos analisar separadamente cada bloco, para obter uma base de
soluc¸o˜es para (5.27).
Quando restringimos ao bloco 3×3 temos uma base de soluc¸o˜es, como no caso 4-dimensional,
dada por {p(θ1), r(θ1), q(θ1)} onde:
p(θ1) =
∂Hk
∂θ1
(θ1) =
(
y2(θ1),
∂y2
∂θ1
(θ1), 0, 0, 0
)
que satisfaz:
R′p(θ1) = −p(−θ1), p(θ1) = O
(
e−
√
2kθ1
)
para |θ1| → ∞.
r(θ1) =
∂Hk
∂k
(θ1) =
(
∂y1
∂k
(θ1),
∂y2
∂k
(θ1), 1, 0, 0
)
que e´ limitada e
R′r(θ1) = r(−θ1).
q(θ) segue da R′-reversibilidade do sistema restrito a R3 e portanto e´ da forma
q(θ1) = (q1(θ1), q2(θ1), 0, 0, 0), R
′q(θ1) = q(−θ1)
e
q(θ1) = O
(
e
√
2kθ1
)
para |θ1| → ∞.
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Para o bloco 2 × 2, como os autovalores dessa matriz sa˜o imagina´rios puros, segue que
uma base de soluc¸o˜es e´ dada por:
r+(θ1, ε) = (0, 0, 0, cos(h(θ1, ε)), sen(h(θ1, ε)))
e
r−(θ1, ε) = (0, 0, 0,−sen(h(θ1, ε)), cos(h(θ1, ε))),
onde
h(θ1, ε) =
β
ε1/2
θ1 + b2ε
1/2
∫ θ1
0
y1(s)ds.
Note ainda que r+, r− sa˜o limitadas e que
R′r+(θ1, ε) = r+(−θ1, ε)
R′r−(θ1, ε) = −r−(−θ1, ε).
Segue imediatamente das formas de p, r, q, r+ e r− que o conjunto
{p(θ1), r(θ1), q(θ1), r+(θ1, ε), r−(θ1, ε)}
e´ linearmente independente e portanto forma uma base de soluc¸o˜es de (5.27).
Como fizemos no caso 4-dimensional, seja {p∗(θ1), r∗(θ1), q∗(θ1), r∗+(θ1, ε), r∗−(θ1, ε)} a
respectiva base adjunta, a qual e´ uma base de soluc¸o˜es da equac¸a˜o adjunta
dU
dθ1
= −DN (Hk(θ1), ε)T U
e tal que:
p∗(θ1) = O
(
e
√
2kθ1
)
quando |θ1| → ∞ R′p∗(θ1) = −p∗(−θ1)
r∗(θ1) e´ limitada R′r∗(θ1) = r∗(−θ1)
q∗(θ1) = O
(
e−
√
2kθ1
)
quando |θ1| → ∞ R′q∗(θ1) = q∗(−θ1)
r∗±(θ1, ε) sa˜o limitadas R
′r∗±(θ1, ε) = ±r∗±(−θ1, ε)
Com isso, podemos escrever a soluc¸a˜o de (5.25) na forma:
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U(θ1, ε) =
(
ao +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), p∗(s)
〉
ds
)
p(θ1)
+
(
bo +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), q∗(s)
〉
ds
)
q(θ1)
+
(
co +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗(s)
〉
ds
)
r(θ1)
+
(
do +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗+(s, ε)
〉
ds
)
r+(θ1, ε)
+
(
eo +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗−(s, ε)
〉
ds
)
r−(θ1, ε).
Como supomos U → 0 quando θ1 →∞ devemos ter:
〈q∗(θ1), U(θ1, ε)〉 = bo +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), q∗(s)
〉
ds→ 0 quando θ1 →∞
〈r∗(θ1), U(θ1, ε)〉 = co +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗(s)
〉
ds→ 0 quando θ1 →∞
〈
r∗+(θ1), U(θ1, ε)
〉
= do +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗+(s)
〉
ds→ 0 quando θ1 →∞
〈
r∗−(θ1), U(θ1, ε)
〉
= eo +
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗−(s)
〉
ds→ 0 quando θ1 →∞.
Da´ı,
bo = −
∫ ∞
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), q∗(s)
〉
ds
co = −
∫ ∞
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗(s)
〉
ds
do = −
∫ ∞
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗+(s, ε)
〉
ds
eo = −
∫ ∞
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗−(s)
〉
ds.
(5.28)
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Ainda, a fim de que U seja R′-revers´ıvel devemos ter:
0 = R′U(0, ε)− U(0, ε) = 2a0p(0) + 2eor−(0, ε) (5.29)
e da´ı
ao = 0 = eo.
Logo, de (5.28) e (5.29) temos:
ao = 0
e ∫ ∞
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗−(s, ε)
〉
ds = 0. (5.30)
Desta forma, podemos escrever:
U(θ1, ε) =
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), p∗(s)
〉
ds p(θ1)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), q∗(s)
〉
ds q(θ1)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗(s)
〉
ds r(θ1)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗+(s, ε)
〉
ds r+(θ1, ε)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗−(s, ε)
〉
ds r−(θ1, ε).
Suponha que a condic¸a˜o (5.30) seja satisfeita.
Com isso, para mostrar a existeˆncia de uma soluc¸a˜o limitada U(θ1, ε) de (5.25) devemos
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encontrar um ponto fixo para o funcional
G (U(θ1, ε)) =
∫ θ1
0
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), p∗(s)
〉
ds p(θ1)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), q∗(s)
〉
ds q(θ1)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗(s)
〉
ds r(θ1)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗+(s, ε)
〉
ds r+(θ1, ε)
−
∫ ∞
θ1
〈
Nˆ(U(s), s, ε) + εRˆ(U(s), s, ε), r∗−(s, ε)
〉
ds r−(θ1, ε).
Isso pode ser feito como no caso 4-dimensinal, considerando a func¸a˜o G(U) restrita ao
conjunto:
Eγ,d =
{
U ∈ Eγ; ‖U‖γ ≤ d, |Πr1(U)| ≤
εη
2
}
para d suficientemente pequeno.
O objetivo e´ encontrar tal ponto fixo em Eγ,d.
Note que as estimativas feitas no caso 4-dimensional foram obtidas utilizando os seguintes
fatos:
• p(θ) = O
(
e−
√
2kθ
)
e p∗(θ) = O
(
e
√
2kθ
)
;
• r(θ), r∗(θ) sa˜o limitados;
• q(θ) = O
(
e
√
2kθ
)
e q∗(θ) = O
(
e−
√
2kθ
)
;
• As desigualdades (5.11).
Como todas essas propriedades tambe´m sa˜o va´lidas aqui, conclu´ımos que tais estimativas
tambe´m se aplicam neste caso, isto e´,
‖G(U)‖γ ≤M ′
[(
ε + ‖U‖2γ
) √2k
(
√
2k − γ)γ
]
‖G(U ′)−G(U)‖γ ≤M ′
[
(ε + (‖U‖γ + ‖U ′‖γ))
√
2k
(
√
2k − γ)γ
]
‖U − U ′‖γ .
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Ale´m disso, segue que G(U) e´ R′-revers´ıvel.
Com isso, obtemos o mesmo resultado que no caso 4-dimensional.
Lembre ainda que podemos considerar ao inve´s de (5.24) uma soluc¸a˜o alternativa dada
por
Y (θ1, ε) = Hk(θ1)− Yk + U(θ1, ε) + Yˆk(θ1 + π, ε) (5.31)
e, desta forma, obter duas soluc¸o˜es homocl´ınicas associadas a Yˆk(θ1, ε).
Assim, podemos estabelecer o seguinte resultado:
Lema Fundamental 2: Dado ε > 0 suficientemente pequeno, existe kε > 0 tal que se
k ≥ kε > 0 enta˜o Yˆk(θ1, ε) admite duas o´rbitas homocl´ınicas sime´tricas desde que a condic¸a˜o
(5.30) seja satisfeita.
O resultado seguinte, assim como no caso 4-dimensional, segue do lema anterior:
Teorema 5.2. Existe um aberto U ⊂ XR(R6) tal que para cada X ∈ U existe um ε-re-
escalonamento nas varia´veis dado por (y1, y2, r1, θ1, y5, y6ε), com ε > 0 tal que nestas novas
coordenadas o campo e´ expresso por Yε e para cada ε > 0 suficientemente pro´ximo de zero,
existe kε > 0 tal que para k ≥ kε existem duas soluc¸o˜es homocl´ınicas sime´tricas associadas
a uma soluc¸a˜o perio´dicas sime´trica Yˆk(t, ε) desde que a condic¸a˜o (5.30) seja satisfeita.
Como consequ¨eˆncia os seguintes corola´rios seguem:
Corola´rio 5.3. Se Y em (5.22) admite H2 = y
2
5 + y
2
6 como integral primeira, enta˜o Y
satisfaz (5.30) e assim o teorema 5.2 e´ aplica´vel.
Note que o nosso campo vetorial (5.19) quando truncado nos termos de ordem dois,
admite outras reversibilidades ate´m da R fixada inicialmente como:
S1(y1, y2, y3, y4, y5, y6) = (y1,−y2, y3,−y4,−y5, y6)
S2(y1, y2, y3, y4, y5, y6) = (y1,−y2,−y3, y4, y5,−y6)
entre outras.
Com isso podemos estabelecer o seguinte:
Corola´rio 5.4. Se Y em (5.22) e´ S ′1-revers´ıvel, onde S
′
1(y1, y2, r1, y5, y6) = (y1,−y2, r1,−y5, y6)
enta˜o Y satisfaz (5.30) e assim o teorema 5.2 e´ aplica´vel.
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Nota: A demonstrac¸a˜o dos corola´rios anteriores segue do fato de que, em ambos os casos,
a sub-variedade {x5 = x6 = 0} e´ invariantes e, desta forma, a condic¸a˜o (5.30) e´ trivialmente
satisfeita.
Finalmente, podemos ver que o mesmo racioc´ınio feito para as soluc¸o˜es perio´dicas de
per´ıodo pro´ximo a
2π
α
, tambe´m se aplica a`s soluc¸o˜es perio´dicas de per´ıodo pro´ximo a
2π
β
.
CAPI´TULO 6
Persisteˆncia de Toros Invariantes
O objetivo deste cap´ıtulo e´ estabelecer, atrave´s de resultados provenientes da Teoria
KAM, mais especificamente do teorema 1.13, a persisteˆncia de famı´lias de toros T 2 invari-
antes para famı´lias de campos vetoriais em R6 X(x, λ) tal que X(0, 0) = 0 e´ um equil´ıbrio
0-na˜o-ressonante ou 0 : p : q-ressonante com p+ q > 3. Lembremos que, em ambos os casos,
as formas normais de Belitskii de ordem dois coincidem.
Consideremos aqui um campo vetorial
x˙ = X(x), x ∈ R6
com uma singularidade isolada na origem, onde A = DX(0) tem autovalores satisfazendo as
condic¸o˜es de 0-na˜o-ressonaˆncia ou 0 : p : q-ressonaˆncia. Desta forma, temos
spec(A) = {0(2), ±iα, ±iβ}
onde 0(2) indica que 0 e´ um autovalor com multiplicidade alge´brica 2. Como antes, iremos
supor que a respectiva multiplicidade geome´trica e´ 1. Ale´m disso, supomos que X e´ R-
revers´ıvel, onde
R(x1, x2, x3, x4, x5, x6) = (x1,−x2, x3,−x4, x5,−x6)
e que X e´ um campo real anal´ıtico. Broer estabeleceu em [4] que isso, de fato, na˜o e´ uma
restric¸a˜o ja´ que adaptac¸o˜es podem ser feitas para o caso C∞ ou mesmo Ck com k < ∞. A
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demonstrac¸a˜o inicial fora feita para o caso em que a famı´lia X e´ anal´ıtica. No entanto, se
X e´ de classe C∞ na˜o anal´ıtica pode-se considerar na demonstrac¸a˜o original uma sequ¨eˆncia
de campos anal´ıticos convergindo para o campo X e a partir da´ı aplicar o resultado obtido
para campos anal´ıticos. Para mais detalhes ver Apeˆndice do cap´ıtulo 1 em [4].
Como sabemos, e´ poss´ıvel obter uma mudanc¸a de coordenadas h = Id+o(2), comutando
com a involuc¸a˜o R, de forma que o campo X e´ levado por h na forma normal de Belitskii de
uma dada ordem m com m arbitra´rio.
Segue do teorema A e da Proposic¸a˜o 2.7 que, para m = 2, a seguinte forma de X e´
atingida: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = b1x
2
1 + c1(x
2
3 + x
2
4) + d1(x
2
5 + x
2
6) + o(3)
x˙3 = −x4(α + a1x1) + o(3)
x˙4 = x3(α + a1x1) + o(3)
x˙5 = −x6(β + a2x1) + o(3)
x˙6 = x5(β + a2x1) + o(3)
A fim de que toros 2-dimensionais sejam poss´ıveis as seguintes condic¸o˜es gene´ricas sera˜o
impostas:
H2 : {b1c1 < 0, b1d1 < 0} .
Sem perda de generalidade iremos supor b1 > 0, c1 < 0, d1 < 0.
Ale´m disso, inserimos o campo vetorial acima numa famı´lia gene´rica a um-paraˆmetro de
campos vetoriais em R6 dada por:
X˜λ :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2
x˙2 = λ + b1(λ)x
2
1 + c1(λ)(x
2
3 + x
2
4) + d1(λ)(x
2
5 + x
2
6) + o(3)
x˙3 = −x4(α + λ + a1(λ)x1) + o(3)
x˙4 = x3(α + λ + a1(λ)x1) + o(3)
x˙5 = −x6(β + λ + a2(λ)x1) + o(3)
x˙6 = x5(β + λ + a2(λ)x1) + o(3)
, (6.1)
onde λ ∈ (−a, a), 0 < a 1.
Nosso objetivo e´ estabelecer o seguinte resultado:
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Teorema D: Seja X˜λ(x) = X˜(x, λ) uma famı´lia anal´ıtica de campos vetoriais R-revers´ıveis
em R6 como em (6.1) onde Xo tem um equil´ıbrio na origem 0-na˜o-ressonante ou 0:p:q-
ressonante com p + q > 3. Enta˜o, numa vizinhanc¸a suficientemente pro´xima da origem,
existe um “conjunto de Cantor” X˜-invariante V˜ ⊂ R6 × P difeomorfo por um difeomor-
fismo C∞-pro´ximo a identidade a T2 × {0} × Γγ ⊂ R6 × P. Em cada toro Vλ × {λ}, λ ∈ Γγ,
uma equivaleˆncia topolo´gica de X a X˜ e´ induzida e tal equivaleˆncia Φ preserva a projec¸a˜o em
P e o comportamento linear normal onde X e´ dado pelo truncamento de (6.1) nos termos
de ordem dois.
Nota: A famı´lia de Cantor de toros invariantes persistentes, como no teorema acima, e´
dada pelo conjunto Γγ dos paraˆmetros associados a frequ¨eˆncias internas que satisfazem as
condic¸o˜es Diofantinas dadas pelas desigualdades |〈ω, k〉| ≥ γ|k|−τ , k ∈ Z, ou seja,
µ ∈ Γγ ⇔ |〈ω(µ), k〉| ≥ γ|k|−τ , k ∈ Z.
Demonstrac¸a˜o do Teorema D: Consideremos inicialmente o campo vetorial (6.1) nas
varia´veis (θ1, θ2, r1, r2, x1, x2) ∈ T2 × R2 × R2 = M. Assim podemos escrever:
X˜λ :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ˙1 = (α + λ) + a1(λ)x1 + o(3)
θ˙2 = (β + λ) + a2(λ)x1 + o(3)
r˙1 = o(3)
r˙2 = o(3)
x˙1 = x2
x˙2 = λ + b1(λ)x
2
1 + c1(λ)r
2
1 + d1(λ)r
2
2 + o(3)
(6.2)
Esta famı´lia de campos vetoriais sera´ vista como uma perturbac¸a˜o anal´ıtica da famı´lia
de campos vetoriais dada pelo truncamento nos termos de ordem dois do campo acima, ou
seja, do campo polinomial de ordem dois que e´ dado na forma normal, o qual e´ escrito na
forma:
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Xλ :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ˙1 = (α + λ) + a1(λ)x1
θ˙2 = (β + λ) + a2(λ)x1
r˙1 = 0
r˙2 = 0
x˙1 = x2
x˙2 = λ + b1(λ)x
2
1 + c1(λ)r
2
1 + d1(λ)r
2
2
para (θ1, θ2, r1, r2, x1, x2) ∈ T2 × R2 × R2, ja´ que (θ1, θ2) sa˜o dados mod 2π.
Note que X˜λ e´ um campo pro´ximo a Xλ para x numa vizinhanc¸a da origem.
Por simplicidade, considerando a hipo´tese H2, suponha b1 = 1, c1 = d1 = −1.
A famı´lia Xλ possui como integrais primeiras as func¸o˜es
H1 = r
2
1
H2 = r
2
2
H3 =
x22
2
−
∫ x1
0
(
λ + s2 −H1 −H2
)
ds
Fixados r1, r2 > 0 temos que, para cada equil´ıbrio do subsistema{
x˙1 = x2
x˙2 = λ + x
2
1 − (r21 + r22)
,
temos associado um 2-toro T 2, invariante pelo fluxo.
Os equil´ıbrios do sistema acima sa˜o dados por:(
±
√
r21 + r
2
2 − λ, 0
)
desde que r21 + r
2
2 − λ > 0. Desta forma, temos dois 2-toros invariantes para o nosso campo
polinomial de ordem dois.
Analisemos o 2-toro obtido a partir do equil´ıbrio
(√
r21 + r
2
2 − λ, 0
)
.
A fim de que o mesmo seja associado a um equil´ıbrio na origem, consideremos a seguinte
mudanc¸a de coordenadas:
y1 = x1 −
√
r21 + r
2
2 − λ
y2 = x2
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Desta forma obtemos um novo sistema dependendo do paraˆmetro λ como abaixo:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ˙1 =
(
α + λ + a1(λ)
√
r21 + r
2
2 − λ
)
+ a1(λ)y1
θ˙2 =
(
β + λ + a2(λ)
√
r21 + r
2
2 − λ
)
+ a2(λ)y1
r˙1 = 0
r˙2 = 0
y˙1 = y2
y˙2 = 2
√
r21 + r
2
2 − λy1 + y21
Nosso objetivo a partir daqui e´ estabelecer condic¸o˜es para a persisteˆncia dos dois toros in-
variantes detectados no campo acima para o nosso campo geral, o qual na˜o e´ necessariamente
integra´vel.
Note que o campo na˜o truncado pode ser visto como uma perturbac¸a˜o de um campo
vetorial integra´vel numa vizinhanc¸a da origem.
A partir daqui sera´ conveniente considerar o problema localizado. Isso consiste no
seguinte: cada par (r1, r2) = (k1, k2) e´ visto como um par de paraˆmetros adicionais, obtendo
assim uma famı´lia a treˆs paraˆmetros onde, para cada valor dos paraˆmetros (k1, k2, λ) ∈ P,
P = R+ × R+ × (−a, a) 0 < a  1, temos associado um 2-toro invariante que corresponde
ao equil´ıbrio na origem do subsistema (y˙1, y˙2).
Note que, neste novo contexto localizado, cada campo vetorial tem associado a ele um
u´nico toro 2-dimensional, visto que, para cada conjunto de n´ıvel das integrais primeiras H1
e H2, associamos um campo vetorial espec´ıfico na famı´lia Xk1,k2,λ.
Formalmente, podemos fazer essa localizac¸a˜o tomando
r = k + rloc e Xloc(θ, rloc, y; k, λ) := X(θ, k + rloc, y, λ).
onde r = (r1, r2), k = (k1, k2) e rloc = (r1,loc, r2,loc) ∼ (0, 0).
Desta forma, obtemos uma famı´lia parametrizada de campos vetoriais R-revers´ıveis.
Neste novo contexto, estamos interessados na persisteˆncia do toro invariante To, correspon-
dendo a (rloc, y) = (0, 0). Em outras palavras, para quais valores dos paraˆmetros (k1, k2, λ)
o toro Xk1,k2,λ-invariante e´ persistente.
Por simplicidade, na˜o escreveremos a partir daqui, o subescrito ”loc”.
Neste novo contexto podemos escrever nossa famı´lia de campos vetoriais na seguinte
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forma:
XN(x, k, λ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ˙1 =
(
α + λ + a1(λ)
√
k21 + k
2
2 − λ
)
+ a1(λ)y1
θ˙2 =
(
β + λ + a2(λ)
√
k21 + k
2
2 − λ
)
+ a2(λ)y1
r˙1 = 0
r˙2 = 0
y˙1 = y2
y˙2 = 2
√
k21 + k
2
2 − λy1 + y21
(6.3)
x = (θ1, θ2, r1, r2, y1, y2) ∈ T2 × R2 × R2.
Note que a famı´lia (6.2) e´ uma perturbac¸a˜o da famı´lia (6.3) agora no contexto localizado.
Nosso objetivo, a partir daqui, e´ aplicar o teorema 1.13 a fim de estabelecer a persisteˆncia
do toro To para a famı´lia (6.2) no contexto localizado.
Para o campo vetorial, como definido em (6.3), a aplicac¸a˜o F associada dada no teorema
1.13 na˜o e´ uma submersa˜o. Por isso, a fim de que esta hipo´tese seja satisfeita, consideremos
um paraˆmetro adicional obtido atrave´s de uma reparametrizac¸a˜o do tempo, isto e´,
t = ητ, η > 0
obtendo, desta forma, o campo
ηXN(x, k, λ) := XN(x, k, λ, η).
Esta famı´lia e´ topologicamente (orbitalmente) equivalente a` famı´lia (6.3).
Considera agora, para cada  > 0, o seguinte operador:
D : M → M
(θ, r, y) → D(θ, r, y) =
(
θ,
r

,
y
2
)
.
Esse operador comuta com a involuc¸a˜o G e portanto preserva a reversibilidade.
Note que, para nosso caso, a involuc¸a˜o G e´ dada por
G(θ, r, x) = (−θ, r, Sx), onde S(x1, x2) = (x1,−x2).
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Pela linearidade de D temos:
(D)∗XN(x, k, λ, η) = D (XN (D
−1
 (θ, r, y), k, λ, η))
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
η
(
α + λ + a1(λ)
√
k21 + k
2
2 − λ
)
+ ηa1(λ)
2y1
η
(
β + λ + a2(λ)
√
k21 + k
2
2 − λ
)
+ ηa2(λ)
2y1
0
0
ηy2
2η
√
k21 + k
2
2 − λy1 + 2y21
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Fazendo → 0 temos o seguinte campo vetorial:
Y (θ, r, y) = (ω(k, λ, η), 0,Ω(k, λ, η)y)
onde
θ = (θ1, θ2),
ω(k, λ, η) = η
(
α + λ + a1(λ)
√
k21 + k
2
2 − λ, β + λ + a2(λ)
√
k21 + k
2
2 − λ
)
e
Ω(k, λ, η) =
(
0 η
2η
√
k21 + k
2
2 − λ 0
)
Agora note que
spec (Ω(k, λ, η)) =
{
±
√
2η
(
k21 + k
2
2 − λ
)1/4}
que e´ formado por autovalores simples para todo η > 0, (k1, k2) ∈ (0, 1)2 e λ ∼ 0. (lembre-se
que consideramos paraˆmetros tais que k21 + k
2
2 − λ > 0.)
Ale´m disso, a aplicac¸a˜o
F : Ploc × P × (0, 2)→ R2 × R
dada por
F(k, λ, η) =
(
ω(k, λ, η),
√
2η(k21 + k
2
2 − λ)1/4
)
e´ tal que DF(k, λ, η) tem, genericamente, posto 3 sendo assim uma submersa˜o.
Portanto, pelo teorema 1.13, podemos encontrar uma vizinhanc¸a U de Y onde todo
campo vetorial Y˜ ∈ U e´ conjugado a Y no conjunto To × Γγ, ou seja, a famı´lia de toros
To × Γγ persiste numa vizinhanc¸a de Y .
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Para obter o resultado para o campo vetorial XN(x, k, λ, η) tome  > 0 suficientemente
pequeno, tal que (D)∗XN ∈ U . Seja U ′ ⊂ U uma vizinhanc¸a aberta de (D)∗XN . Enta˜o
podemos encontrar uma conjugac¸a˜o no conjunto To × Γγ entre (D)∗XN e todos os campos
vetoriais em U ′.
Aplicando o “pull-back” (D)
∗ a U ′ conclu´ımos que todos os campos vetoriais na viz-
inhanc¸a U ′ = (D)∗ (U ′) de XN(x, k, λ, η) sa˜o conjugados quando restritos ao conjunto de
Cantor de toros XN -invariantes To × Γγ.
Como a famı´lia XN(x, k, λ) e´ equivalente a XN(x, k, λ, η) segue que o mesmo e´ va´lido
para XN(x, k, λ) por equivaleˆncia topolo´gica.
Apeˆndice 1
Nesta sec¸a˜o apresentaremos alguns problemas onde pretendemos trabalhar, com o obje-
tivo de estender e melhorar alguns resultados obtidos nesta tese.
Seja
x˙ = X(x)
um campo vetorial C∞ em R6 com um equil´ıbrio na origem. Denotemos o conjunto de tais
campos por Φo (R
6) .
Suponha que existam duas involuc¸o˜es lineares R1 e R2 em R
6 tais que X e´ Ri-revers´ıvel
para i = 1, 2 e dimFix(R1) = 3.
Enta˜o, como vimos anteriormente, segue que X e´ S-equivariante, onde S = R1 ◦R2.
Neste caso diremos que X e´ um campo revers´ıvel-equivariante.
Suponha ainda que R1 e R2 esta˜o em posic¸a˜o gene´rica em R
6 no sentido de que Fix(R1)
e Fix(R2) sa˜o transversais em R
6.
Nosso objetivo aqui e´ estender, para campos vetoriais revers´ıveis-equivariantes mais gerais
o resultado obtido no corola´rio 5.4, isto e´, estabelecer a persisteˆncia de soluc¸o˜es homocl´ınicas
para famı´lias de soluc¸o˜es perio´dicas que convergem para um equil´ıbrio (fixado, sem perda de
generalidade, na origem).
A presenc¸a de simetrias adicionais e´ importante pelo fato de que, com isso, e´ poss´ıvel
encontrar variedades invariantes de dimensa˜o menor que 6.
De fato, para sistemas S-equivariantes a variedade Fix(S) resulta ser X-invariante.
Com essa reduc¸a˜o de dimensa˜o, condic¸o˜es de transversalidade que eventualmente na˜o
ocorrem quando consideramos o campo em R6, podem ser poss´ıveis quando restringimos o
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campo a` variedade invariantes Fix(S).
Note que quando consideramos o problema da persisteˆncia de soluc¸o˜es homocl´ınicas para
o caso 4-dimensional t´ınhamos por um lado,
dimFix(R) = 2
e, por outro lado, as variedades esta´veis das soluc¸o˜es perio´dicas eram dois dimensionais e,
que em R4 esta˜o em posic¸a˜o gene´rica. Da´ı fora poss´ıvel obter o resultado sem restric¸o˜es
adicionais.
Por outro lado, o caso R6 estudado satisfaz as seguintes propriedades:
dimFix(R) = 3
e
dimW s (γk(t)) = 2
onde γk(t) e´ a famı´lia a um-paraˆmetro de soluc¸o˜es perio´dicas para o campo truncado.
Desta forma, na˜o podemos ter transversalidade em R6 entre Fix(R) e W s (γk(t)) neste
caso.
No entanto, quando consideramos a reversibilidade adicional, tal transversalidade ocorre
quando restrito a Fix(S).
Dentro deste mesmo mundo (revers´ıvel-equivariante) pretendemos encontrar formas nor-
mais a fim de aplicar a reduc¸a˜o de Lyapunov-Schmidt para obter famı´lias de soluc¸o˜es
perio´dicas Ri-sime´tricas.
Um artigo que trata de campos revers´ıveis-equivariantes como descritos acima e´ a re-
fereˆncia [6].
Ainda no mundo revers´ıvel-equivariante temos interesse no seguinte problema:
Suponha que um elemento Xo ∈ Φo (R2n) satisfac¸a:
(i) X(0) = 0 e os autovalores de DX(0) sa˜o λ1 = 0 (duplo), λ2 = ±ip, λ3 = ±iq,
λ4 = ±iα4, . . . , λn = ±iαn.
(ii) no par {λ2, λ3} e´ permitido ocorrer a u´nica ressonaˆncia sobre o conjunto Λ = {λj, j =
1, . . . , n}.
(iii) X e´ um campo vetorial revers´ıvel e equivariante segundo involuc¸o˜es lineares R1 e R2,
onde R1 e R2 esta˜o em posic¸a˜o gene´rica.
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(iv) Caso n = 3, isto e´, campos vetoriais em R6 : seja ε = 0 ou 1.
Consideraremos dois casos distintos: onde a matriz DXo(0) tem as seguintes formas:
DXo(0) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 0
0 −1 ε 0
1 0 0 ε
0 −1
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Neste caso, para ε = 0 os autovalores ±i teˆm multiplicidade geome´trica 1 e para ε = 0
multiplicidade geome´trica 2.
(v) Considere Φλ,µ o espac¸o das famı´lias Xλ,µ a dois-paraˆmetros de campos vetoriais equiva-
riantes e revers´ıveis tais que X0,0 ∈ Φo e tal que
Xλ,µ(x1, x2, y1, y2, z1, z2) = X0,0(x1, x2, y1, y2, z1, z2) + (0.λ, µy1, µy2, 0, 0) + o(no)
com λ, µ pro´ximos de 0 e no > 1.
As seguintes questo˜es sera˜o objeto de estudo:
1. Encontrar a forma normal (formal) de Belistkii X˜ para os elementos X ∈ Φo. Estudar
as propriedades que possui um elemento expresso pela forma normal acima determinada.
Esperamos encontrar enta˜o condic¸o˜es para a existeˆncia de famı´lias de o´rbitas perio´dicas,
toros invariantes e o´rbitas homocl´ınicas convergindo para a origem para tais X˜.
2. Verificar quais destas propriedades (acima citadas) persistem quando o sistema original
X e´ considerado.
3. Estudar as propriedades do campo bifurcado Xλ,µ.
Um outro ponto de nosso interesse e´ extender os resultados estabelecidos no cap´ıtulo
5 para campos em R6 com equil´ıbrios na origem it 0:1:2-ressonantes e it 0:1:1-ressonantes.
Note que, para esses campos, a forma normal truncada na˜o e´ integra´vel. Da´ı, um estudo
mais cuidadoso dessa forma normal se faz necessa´rio a fim de detectar famı´lias de soluc¸o˜es
homocl´ınicas para a forma normal.
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Uma outra linha de estudos do nosso interesse refere-se a` existeˆncia de famı´lias de 3-toros
invariantes para famı´lias de campos vetoriais revers´ıveis como os abordados no cap´ıtulo 6
desta tese.
E´ poss´ıvel mostrar que tais famı´lias de toros invariantes existem quando consideramos
a famı´lia truncada. No entanto, quando escrevemos essa famı´lia na forma (6.2), agora nas
coordenadas (θ1, θ2, θ3, r1, r2, r3) ∈ T3×R3, sua expressa˜o e´ dada por func¸o˜es que dependem
das varia´veis θi, i = 1, 2, 3. Neste caso o teorema 1.13 na˜o pode ser aplicado.
Assim, nosso objetivo e´ encontrar um sistema de coordenadas tal que o campo possa ser
escrito de forma a independer das varia´veis θi (Forma Floquet).
O mesmo argumento e´ va´lido para as famı´lias em R4 com respeito a existeˆncia de 2-toros.
Apeˆndice 2
Nesta sec¸a˜o apresentamos o algor´ıtmo utilizado para obter as formas normais dadas nos
Teoremas 2.9 e 2.10 do cap´ıtulo 2.
> restart;with(Groebner):with(linalg):
Entre com a matriz:
> Nbre:=6:A:=matrix([[0,1,0,0,0,0],[0,0,0,0,0,0],[0,0,0,-1,1,0],[0,0,1,0,0,1],
[0,0,0,0,0,-1],[0,0,0,0,1,0]]);
ou
> Nbre:=6:A:=matrix([[0,1,0,0,0,0],[0,0,0,0,0,0],[0,0,0,-1,0,0],[0,0,1,0,0,0],
[0,0,0,0,0,-1],[0,0,0,0,1,0]]);
A func¸a˜o degreFormelMon computa o grau de um monoˆmio x1k1x2k2 ...x6k6 , isto e´,
[k1, k2, ..., k6] Os ki’s sa˜o inteiros formais.
> capturerMonomes:=proc(Polynome)
local ZEROMONO, ListeMon;
ListeMon:=remove(x− >(x=ZEROMONO),[op(Polynome+ZEROMONO)]);
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ListeMon;
end:
> degreFormelMon:=proc(m)
local mm;
mm:=combine(m,power);
[seq(logFormel(mm,var),var=[seq(x[i],i=1..Nbre)])];
end:
> logFormel:=proc(Monome,Var)
if diff(Monome,Var) = 0 then 0 else
simplify(eval(diff(Monome,Var)/Monome,[seq(x[i]=1,i=1..Nbre)])) fi;
end:
> degreFormelPol:=proc(Polynome)
[seq(degreFormelMon(m),m=capturerMonomes(Polynome))];
end:
> coeffFormelsNuls:=proc(Polynome)
? on calcule les coeffs en e´valuant a` 1 chaque variable.
local mm,m,cm,SetCoeffNul;
if Polynome=0 then RETURN() fi;
SetCoeffNul:=;
for m in capturerMonomes(Polynome) do
cm:=eval(m,[seq(x[i]=1,i=1..Nbre)]);
SetCoeffNul:=cm,op(SetCoeffNul);
od;
seq(cm=0,cm=SetCoeffNul);
end:
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> TesterMonomeR:=proc(H,A)
local Hv,AH,X,AX,DH,DHAX,DIF,Residu;
Hv:=transpose(matrix([[op(H)]]));
AH:=multiply(transpose(A),Hv);
X:=transpose(matrix([[seq(x[i],i=1..Nbre)]]));
AX:=multiply(transpose(A),X);
DH:=jacobian(H,[seq(x[i],i=1..Nbre)]);
DHAX:=multiply(DH,AX);
DIF:=evalm(AH-DHAX);
map(x− >simplify(expand(x,power)),[seq(DIF[i,1],i=1..Nbre)]);
end:
> construitMonomeScalaire:=proc(Coefficient,Indice,LettreExpo)
local i,a,k;
a:=Coefficient;i:=Indice;k:=LettreExpo;
foldl( ‘*‘, a, op([seq(x[j]k[i, j],j=1..Nbre)]));
end:
> VectMonoGene:=[seq(construitMonomeScalaire(a[i],i,k),i=1..Nbre)];
> VecPolCond:=(TesterMonomeR(VectMonoGene,A)):
> homog:=proc(Nbre,d)
local liste;
liste:=[op(expand((foldl(‘+‘,0,seq(x[j],j=1..Nbre)))d))];
liste:=[seq(simplify(i/eval(i,[seq(x[j]=1,j=1..Nbre)])),i=liste)];end;
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> kroneck:=proc(i,j)
if i=j then RETURN(1) else RETURN(0) fi; end:
> h:=homog(6,2);
> TousLesMon:=[seq(seq([seq(expand(kroneck(i,j)*m),j=1..6)],m=h),i=1..6)];
> TesterMonomeR:=proc(H,A)
local Hv,AH,X,AX,DH,DHAX,DIF,Residu;
Hv:=transpose(matrix([[op(H)]]));
AH:=multiply(transpose(A),Hv);
X:=transpose(matrix([[seq(x[i],i=1..Nbre)]]));
AX:=multiply(transpose(A),X);
DH:=jacobian(H,[seq(x[i],i=1..Nbre)]);
DHAX:=multiply(DH,AX);
DIF:=evalm(AH-DHAX);
map(x− >simplify(expand(x,power)),[seq(DIF[i,1],i=1..Nbre)]);
end:
> CombLin:=[seq(foldl(‘+‘,0,seq(a[i,op(j)]*op(j,homog(Nbre,2)),
j=1..nops(homog(Nbre,2)))),i=1..Nbre)];
> TM:=TesterMonomeR(CombLin,A);
> SysLinFinal:=remove(x− >x=0,[seq(coeffs(TM[j],[seq(x[i],i=1..Nbre)]),j=1..Nbre)]);
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> RelationsCoeffsFN2:=solve(op(SysLinFinal),indets(SysLinFinal));
o 2-jato da forma normal tem a forma:
> FormeNormale2:=eval(CombLin,RelationsCoeffsFN2);
> TesterMonomeR(FormeNormale2,A); ? verification
na sequ¨eˆncia a forma normal e´ reescrita, reenumerando os coeficientes.
> Symboles:=[op(seq(op(indets(FormeNormale2[i])),i=1..Nbre))]:
> for i from 1 to Nbre do Symboles:=remove(t− >t=x[i],Symboles) od:
> ForNorRed2:=eval(FormeNormale2,[seq(Symboles[i]=c[i],i=1..nops(Symboles)),
seq(x[i]=X[i],i=1..Nbre)]):
> multiply(A,matrix([seq([X[i]],i=1..Nbre)]))+
matrix([seq([collect (ForNorRed2[i],[seq(X[v],v=1..Nbre)],distributed)],
i=1..Nbre)]);
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