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Abstract
Let Cp denote the cyclic group of order p where p  3 is prime. We denote by V3 the inde-
composable three-dimensional representation of Cp over a field F of characteristic p. We compute
a set of generators, in fact a SAGBI basis, for the ring of invariants F[V3 ⊕ V3]Cp . Our main
result confirms the conjecture of Shank [R.J. Shank, Classical covariants and modular invariants, in:
H.E.A. Campbell, D.L. Wehlau (Eds.), Invariant Theory in All Characteristics, CRM Proc. Lecture
Notes, vol. 35, Amer. Math. Soc., 2004, pp. 241–249], for this example, that all modular rings of
invariants of Cp are generated by rational invariants, norms and transfers.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let Cm denote the cyclic group of order m. Let F be a field of characteristic p  3.
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induces an action on W ∗ which extends naturally to an action by algebra automorphisms
on F[W ], the symmetric algebra of W ∗. Specifically, for g ∈ Cp , f ∈ F[W ] and v ∈ W ,
(g · f )(v) = f (g−1 · v). The ring of invariants of Cp is the subring of F[W ] given by
F[W ]Cp := {f ∈ S | g · f = f for all g ∈ Cp}.
For an introduction to the invariant theory of finite groups see Benson [2] or Smith [17].
Suppose ρn :Cp → GL(Vn) is an n-dimensional indecomposable representation of Cp .
Choose a basis for Vn such that the matrix of ρn(σ ) is in Jordan normal form. Since ρn
is indecomposable, ρn(σ ) consists of a single Jordan block. Since ρn(σ ) has order p, the
eigenvalues of ρn(σ ) are pth roots of unity and thus must be 1 since 1 is the only pth root
of unity in F. Therefore
ρn(σ ) =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 1 0 . . . 0 0
0 1 1 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 1
0 0 0 . . . 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠ .
It is easy to verify that this matrix has order p if and only if n  p. Since ρn is a
representation of Cp we must therefore have n  p. Furthermore, the above discussion
shows that Vn yields the unique indecomposable representation of Cp for each 1 n p.
Consider a finite-dimensional representation ρ : Cp → GL(W) of Cp . We are interested
in the ring of invariants F[W ]Cp . Since F[V1 ⊕W ]Cp ∼= F[V1]⊗F F[W ]Cp , we will suppose
that W does not contain V1 as a summand. Up until now, the only such representations of
Cp for which corresponding rings of invariants are known (for all p) are precisely the
representations
mV2 = V2 ⊕ V2 ⊕ · · · ⊕ V2︸ ︷︷ ︸
m copies
for all m ∈ N,
V3, V4, V5 and V2 ⊕V3. In 1913, Dickson [6] described the two rings of invariants F[V2]Cp
and F[V3]Cp . In 1990, Richman [11] conjectured that a certain set of invariants were gener-
ators for F[mV2]Cp where m ∈ N. In 1997, Campbell and Hughes [4] proved this conjecture
for all p and all m ∈ N. In 1998, Shank [13] gave generating sets for the both the rings of
invariants F[V4]Cp and F[V5]Cp . In 2002, Shank and Wehlau [15] gave a list of generators
for F[V3 ⊕ V2]Cp . Here we will give generators for F[V3 ⊕ V3]Cp .
Consider then the 6-dimensional representation of Cp given by
ρ = ρ3 ⊕ ρ3 :Cp → GL(V ),
where V = V3 ⊕ V3. Let {x1, y1, z1, x2, y2, z2} be a basis of V ∗. We choose this basis so
that the representation of σ on V ∗ is in Jordan normal form, i.e., σ(xi) = xi , σ(yi) =
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an action by algebra automorphisms on the symmetric algebra of V ∗, S = F[V3 ⊕ V3] =
F[x1, y1, z1, x2, y2, z2].
An important set of invariants are the so-called rational invariants. Intuitively, these
are invariants which are “independent” of the prime, p. More precisely, if we view Cp
as a quotient of Z and consider the matrix of σ as an element of GL(6,Z) then it gen-
erates an infinite cyclic group, that is to say, a copy of Z. Reduction modulo p gives a
map from Z[x1, y1, z1, x2, y2, z2]Z to Z/pZ[x1, y1, z1, x2, y2, z2]Cp . Elements in the im-
age of this map are called rational invariants. Applying the functor · ⊗Z C gives a map
from Z[x1, y1, z1, x2, y2, z2]Z to C[x1, y1, z1, x2, y2, z2]Z. This latter ring is an example of
an invariant ring considered by classical invariant theorists in the later half of the 1900’s.
Shank [14] contains a discussion of this point and rational invariants in general. Further-
more, [14] includes a discussion of the difficulties involved in trying to compute F[V6]Cp .
In addition to rational invariants we consider two other types of invariants. Firstly, we
can construct invariants using the transfer (also called the trace) homomorphism which is
defined by
Tr : F[V ] −→ F[V ]Cp ,
f −→
∑
g∈Cp
g · f.
Secondly we may construct norms as follows. If x ∈ V ∗ then the norm of x is the invariant
N(x) =
∏
g∈Cp
g(x).
In [14], Shank conjectured that for any representation W of Cp , the ring of invariants,
F[W ]Cp , is generated by a combination of rational invariants, norms of linear forms and
transfers. Our results here conform this conjecture for the representation W = V3 ⊕ V3.
Note, that for p = 2 the matrix ρ(σ ) ∈ GL(V3 ⊕ V3) has order 4 and thus yields a rep-
resentation of C4. We do not consider the case p = 2 here although it is a relatively simple
matter, using a computer algebra system, to compute the ring of invariants, F[V3 ⊕ V3]C4 ,
when F has characteristic 2. This ring has a minimal system of eighteen generators of
degrees 1, 1, 2, 2, 2, 2, 3, 3, 3, 3, 4, 4, 4, 4, 4, 5, 5, 6.
A SAGBI basis for a subalgebra of S is the analog of a Gröbner basis for an ideal of S
and as such is a generating set which is particularly useful for computations. SAGBI bases
were introduced independently by Robbiano and Sweedler [12] and Kapur and Madlener
[10]. In general the ring of invariants of a finite group may fail to have a finite SAGBI basis
(see Göbel [7, Lemma 2.1], Göbel [8] or Sturmfels [18, Example 11.2]). However, it was
shown by Shank and Wehlau in [16, Corollary 3.3] that the ring of invariants of a p-group
in characteristic p always has a finite SAGBI basis.
The computations by Shank of F[V4]Cp and F[V5]Cp and by Shank and Wehlau of
F[V3 ⊕V2]Cp exploited SAGBI bases. We will extend the method used there and compute
a SAGBI basis for F[V3 ⊕ V3]Cp .
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of the computations are omitted here. Most readers will not gain any further insights by
being exposed to these details but the interested reader may find these details online as
Appendix A.
2. Preliminaries
We use the convention that a monomial is a product of variables (a power product)
and a term is a monomial multiplied by a scalar coefficient. We refer the reader to Cox
et al. [5, Chapter 2] for a detailed discussion of monomial orders. Here we will use
the graded reverse lexicographic monomial order on S = F[V ] = F[x1, y1, z1, x2, y2, z2]
with x1 < y1 < z1 < x2 < y2 < z2. For f ∈ S, we denote by LT(f ) the leading term
of f and LM(f ) the leading monomial of f . For example, LT(2x1z1 + 3y21) = 3y21 and
LM(2x1z1 + 3y21) = y21 .
For w = (a1, b1, c1, a2, b2, c2) ∈ N6 we denote by xw the monomial xa11 yb11 zc11 xa22 yb22 zc22 .
Given a non-empty finite subset {w1,w2, . . . ,wm} ⊂ N6 we define LCM({w1,w2, . . . ,wm})
by requiring that the following equation hold:
LCM
{
xw1,xw2 , . . . ,xwm
}= xLCM(w1,w2,...,wm).
Thus, for example,
LCM
{
(2,2,0,1,2,0), (1,7,1,2,1,0), (1,3,3,5,1,0)
}= (2,7,3,5,2,0).
For w = (a1, b1, c1, a2, b2, c2) ∈ N6 we define deg(w) := deg(xw) = a1 + b1 + · · · + c2.
If Q is a graded subspace of S, we denote by LT(Q), the subspace spanned by the
leading monomials of elements of Q:
LT(Q) := spanF
{
LM(f ) | f ∈ Q}.
If Q is also an algebra then so is LT(Q), called the lead term algebra of Q. Notice that
the lead term algebra depends on the monomial order chosen as well the choice of linear
variables which determine what is a monomial.
If Q is a graded subalgebra and B is a subset of Q such that the algebra generated by
{LM(f ) | f ∈ B} equals LT(Q), then B is called a SAGBI basis for Q.
For a graded F-vector space, Q =⊕∞i=0 Qi , we denote by H(Q,λ) the Hilbert series
of Q:
H(Q,λ) :=
∞∑
i=0
dimF Qiλi.
Given two Hilbert series H =∑∞i=0 diλi and H ′ =∑∞i=0 d ′iλi we write H H ′ to indicate
that di  d ′ for all i = 0,1, . . . .i
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H(LT(Q),λ). In particular, this property shows that a SAGBI basis for Q is a generat-
ing set for Q.
3. The method in general
We describe a set of invariants which we will show is a SAGBI basis for F[V3 ⊕V3]Cp .
The method used to prove that this set is indeed a SAGBI basis is based upon the method
introduced by Shank [13] and also used by Shank and Wehlau [15, Section 5].
We will find a finite set B ⊂ SG of invariants and consider the following two rings:
T := the algebra generated by B,
R := the algebra generated by {LM(f ): f ∈ B}.
By definition, B is a SAGBI basis for T if R = LT(T ). Since R ⊆ LT(T ) and T ⊆ SG,
H(R,λ)H(LT(T ), λ) =H(T ,λ)H(SG,λ) and thus B is a SAGBI basis of SG if and
only if H(R,λ) =H(SG,λ).
In order to study R let us choose h1, h2, . . . , hn ∈ T such that LM(h1),LM(h2), . . . ,
LM(hn) is a homogeneous system of parameters of S, hence also for R. We consider R as
an A-module where A is the polynomial algebra A = F[LM(h1),LM(h2), . . . ,LM(hn)].
Since LM(h1),LM(h2), . . . ,LM(hn) is a homogeneous system of parameters, R is a fi-
nitely generated A-module. Therefore we may write
R =
∑
f∈Cˆ
A · LM(f )
for some finite subset Cˆ of T .
We choose a finite subset C of B ∪ {1} and consider the A-module, M , generated by
{LM(f ) | f ∈ C}:
M =
∑
f∈C
A · LM(f ).
Clearly M ⊂ R and thus H(M,λ)H(R,λ). Finally, if H(M,λ) =H(SG,λ) then M =
R = LT(SG) and C ∪ {h1, h2, . . . , hn} and B are both SAGBI bases for SG.
In [1], Almkvist and Fossum gave a formula for H(F[W ]Cp ,λ) for any finite-
dimensional representation W of Cp . In [9], Hughes and Kemper generalized this for-
mula. Kemper has written a MAGMA script which computes a closed expression for
H(F[W ]Cp ,λ). Using this script we obtained the following which expresses the Hilbert
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(3.1)λ
2p+2 + 2pλp+2 − λ2 + λ2p − 2pλp − 1⎛
⎝ λ2p+8 − 2λp+8 + λ8 − 2λ2p+7 + 4λp+7 − 2λ7 − 2λ2p+6 + 4λp+6 − 2λ6+ 6λ2p+5 − 12λp+5 + 6λ5 − 6λ2p+3 + 12λp+3 − 6λ3
+ 2λ2p+2 − 4λp+2 + 2λ2 + 2λ2p+1 − 4λp+1 + 2λ− λ2p + 2λp − 1
⎞
⎠
.
Thus our main tasks are to find the sets B and C and to compute H(M,λ).
4. A SAGBI basis for F[V3 ⊕ V3]Cp
Dickson [6] showed that F[V3]Cp = F[x, y, z]Cp is the hypersurface ring generated by
the four functions x, d = y2 − 2xz− xy, Tr(yzp−1) and N(z) =∏g∈Cp g(z).
We can use knowledge of F[V3]Cp to construct six invariants in F[V3 ⊕ V3]Cp . These
are the six invariants x1, x2, d1, d2,N1,N2 where di = y2i −2xizi −xiyi and Ni = N(zi) =
z
p
i + · · · for i = 1,2. Although we will not use this, it is not hard to show these invariants
are a homogeneous system of parameters for SG. What we will use is that their lead terms,
(x1, x2, y
2
1 , y
2
2 , z
p
1 , z
p
2 ) are a homogeneous system of parameters for LT(S
G).
The invariants x1, x2, d1 and d2 are rational invariants. In addition to x1, x2, d1, d2,
there are two other generating rational invariants: u = x2y1 − x1y2 and w = z1x2 − y1y2 +
x1z2 + x1y2.
Theorem 4.1. The following eight families of invariants form a SAGBI basis for the ring
of invariants F[V3 ⊕ V3]:
(0) x1, x2, d1, d2,N1,N2;
(1) ws for 1 s  (p − 3)/2;
(2) uws for 0 s  (p − 1)/2;
(3) Tr(y1zp−11 zs2) for 0 s  p − 1;
(4) Tr(zs1y2z
p−1
2 ) for 0 s  p − 1;
(5) Tr(zt1zs2) for 1 t, s  p − 1 and p  t + s;
(6) Tr(y1zt1zs2) for 0 t  p − 2,1 s  p − 1 and p − 1 t + s;
(7) Tr(y1zs1y2zp−12 ) for 0 s  p − 1.
The proof of Theorem 4.1 is given in the remainder of the paper.
Remark 4.2. Of course, it would be sufficient to include only w and u in place of ws
for 1  s  (p − 3)/2 and uws for 0  s  (p − 1)/2 in the SAGBI basis. We find it
convenient to explicitly include the extra invariants since their lead terms are required as
module generators below.
Let B denote the set of invariants listed in Theorem 4.1.
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set for F[V3 ⊕ V3]Cp . This family of invariants is included because their lead terms are
required in order that B be a SAGBI basis. However, it can be shown that if 0 s  p − 2
then
LM
(
Tr
(
y1z
s
1y2z
p−1
2
))= LM(x2 Tr(zs+11 zp−12 )+ d2 Tr(zs+11 zp−22 )
− cx22 Tr
(
zs+11 z
p−2
2
)+ws+1xp−s−12 )= y1zs1yp2
where
c =
{
p−1
4 if p ≡ 1 (mod 4),
3p−1
4 if p ≡ 3 (mod 4).
Similarly for s = p − 1 it can be shown that
LM
(
Tr
(
y1z
p−1
1 y2z
p−1
2
))= LM(wTr(zp−12 zp−11 )− x2N1 Tr(zp−12 ))= y1zp−11 yp2 .
5. Computing the Hilbert series
We define the algebra
A := F[x1, x2,LM(d1),LM(d2),LM(N1),LM(N2)]= F[x1, x2, y21 , y22 , zp1 , zp2 ].
Clearly x1, x2, y21 , y
2
2 , z
p
1 , z
p
2 is a homogeneous system of parameters in F[V3 ⊕ V3]. In
particular, this implies that LT(F[V3 ⊕ V3]Cp) is a finitely generated A-module.
We take M to be the A-module generated by the lead monomials of the elements of
C := {1} ∪ (B \ {x1, x2, d1, d2,N1,N2}).
In order to study M , and in particular to compute its Hilbert series, we need to explicitly
find all of its generators. That is, we need to compute the lead monomial of each of the
invariants in C. To do this we use simple generalizations of [13, Theorems 3.3, 3.6]. As
well, we need the following lemma which may be proved by methods similar to those used
to prove [13, Theorems 3.3, 3.6].
Lemma 5.1. Suppose 0 t, s  p − 1 and 2s + t  p − 1. Then
LM
(
Tr
(
zt1z
s
2
))=
{
zt1x
p−1−s
2 y
2s−(p−1)
2 if s  (p − 1)/2,
y
p−1−2s
1 z
t+2s−(p−1)
1 x
s
2 if s  (p − 1)/2.
In order to compute the Hilbert series of M , we define the group
H := C2 ×C2 ×Cp =
{
(i, j, k) | 0 i  1, 0 j  1, 0 k  p − 1}.
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(1,0,0) ∈ H , that y2 has multi-degree (0,1,0) ∈ H , that z1 has multi-degree (0,0,1) ∈ H
and that x1, x2 and z2 have multi-degree (0,0,0) ∈ H . Thus, for example, the monomial
x21x2y
3
1y
4
2z
p+5
1 z
2
2 has multi-degree (1,0,5) ∈ C2 ×C2 ×Cp .
Decompose M by multi-degree as follows:
M =
⊕
ω∈C2×C2×Cp
Mω =
1⊕
i=0
1⊕
j=0
p−1⊕
k=0
M(i,j,k).
Notice that the lead monomial of each of the six functions x1, x2, d1, d2, N1, N2 has
multi-degree (0,0,0). Thus every monomial, m ∈ A has multi-degree (0,0,0) and so mul-
tiplication by m preserves multi-degree. Since M is a finitely generated A-module, each
homogeneous component M(i,j,k) is itself a finitely generated A-module.
By the above direct sum decomposition,
H(M,λ) =
1∑
i=0
1∑
j=0
p−1∑
k=0
H(M(i,j,k), λ)
and we compute H(M,λ) by computing each of the individual H(M(i,j,k), λ).
To do this we take our explicit descriptions of the generators of M and sort them ac-
cording to their H -degree. This yields the following.
For i = 0 and all 0  j  1 and 0  k  p − 1, if k + j  (p − 1)/2 we have the
following (minimal) generators of M(0,j,k):
• yp−1+j−2t1 zk1xt2 for k/2 t  k + j − 1;
• yj1 zk1xk+j2 ;
• yj1 zk1xp−1−t2 y2t−(p−1)2 for p − j − k  t  p − 1.
For i = 0 and all 0  j  1 and 0  k  p − 1 if k + j > (p − 1)/2 we have the
following (minimal) generators of M(0,j,k):
• yp−1+j−2t1 zk1xt2 for k/2 t  (p − 1)/2;
• yj1 zk1xp−1−t2 y2t−(p−1)2 for (p + 1)/2 t  p − 1.
For i = 1, and all 0  j  1 and 0  k  p − 1 we have the following generator of
M(1,j,k):
• yj zkyp .1 1 2
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one A-module. Therefore
(5.1)H(M(1,j,k), λ) =H(A,λ) · λp+k+j
for all 0 j  1 and 0 k  p − 1.
To computeH(M(0,j,k), λ) we will construct a resolution of M(0,j,k) by free A-modules.
Let V(0,j,k) denote the set of exponent sequences of the minimal generators of M(0,j,k)
listed above:
V(0,j,k) :=
{
w ∈ N6 | xw is a minimal generator of M(0,j,k)
}
.
Notice that in all cases, all but at most one point of V(0,j,k), lie on two distinct lines of
R6 = N6 ⊗N R. These two lines intersect at the point w0 = (0, j, k, (p − 1)/2,0,0). We
denote by u1, u2, . . . , ur the points of V(0,j,k) of the form (0,p− j − 2t, k, t,0,0) ordered
so that um is closer than un to w0 if and only if m< n. Similarly, we denote the points of
V(0,j,k) of the form (0, j, k,p − 1 − t,2t − (p − 1),0) by v1, v2, . . . , vs also ordered so
that vm is closer than vn to w0 if and only if m < n. Finally we denote (0, j, k,0,0,0) by
both u0 and by v0.
We consider the two-dimensional cell complex X with vertices V(0,j,k), and whose
1-cells E(0,j,k), and 2-cells, F(0,j,k), are described as follows.
If j + k  (p − 1)/2 we define E(0,j,k) to be the following line segments and F(0,j,k),
to be the following trapezoids and single triangle:
E(0,j,k) :=
{〈ut−1, ut 〉 | 1 t  r} unionsq {〈vt−1, vt 〉 | 1 t  s}
unionsq {〈ut , vt 〉 | 1 t min{r, s}},
F(0,j,k) :=
{〈ut−1, vt−1, ut , vt 〉 | 2 t min{r, s}} unionsq {〈u0, u1, v1〉}.
Conversely if j + k  (p + 1)/2, we define E(0,j,k) to be the following line segments
and F(0,j,k), to be the following trapezoids:
E(0,j,k) :=
{〈ut−1, ut 〉 | 2 t  r} unionsq {〈vt−1, vt 〉 | 2 t  s}
unionsq {〈ut , vt 〉 | 1 t min{r, s}},
F(0,j,k) :=
{〈ut−1, vt−1, ut , vt 〉 | 2 t min{r, s}}.
A drawing of a typical situation showing the cellular complex X (with a chosen orien-
tation) is shown in Fig. 1. Note that all the vertices lie in a two-dimensional plane, except
the vertex u0 = v0, if it occurs.
For an edge Δ1 = 〈w1,w2〉 ∈ E(0,j,k) we define LCM(Δ1) := LCM(w1,w2). Sim-
ilarly for a two-dimensional face Δ2 ∈ F(0,j,k), we define LCM(Δ2) := LCM(w |
w is a vertex of Δ2).
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Define
K0 :=
⊕
w∈V(0,j,k)
A(−w),
K1 :=
⊕
Δ1∈E(0,j,k)
A
(−LCM(Δ1)), and
K2 :=
⊕
Δ2∈F(0,j,k)
A
(−LCM(Δ2)).
We choose an orientation of X and consider the following complex:
(†)0 −→ K2 ∂2−→ K1 ∂1−→ K0 ∂0−→ M(0,j,k) −→ 0.
Here we have shifted the N6 grading on the summands of the K0, K1 and K2 to arrange
that the boundary maps are degree 0 maps. The boundary map ∂0 is given by ∂0(w) = xw .
The boundary maps ∂2 and ∂1 are the usual cellular complex boundary maps. That is to
say ∂1(〈w1,w2〉) = ±(w1 − w2) and ∂2(〈w1,w2,w3,w4〉) = ±(〈w1,w2〉 + 〈w2,w3〉 +
〈w3,w4〉 + 〈w4,w2〉) and ∂2(〈u0, u1, v1〉) = ±(〈u0, u1〉 + 〈u1, v1〉 + 〈v1, u0〉). The signs
in these boundary maps are determined by the orientation of X.
The homology of the complex (†) computes the reduced cellular homology of the con-
tractible cell complex X. Therefore the complex (†) is exact and thus gives a resolution of
M(0,j,k) by free A-modules.
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(5.2)H(M(0,j,k), λ)=H(K0, λ)−H(K1, λ)+H(K2, λ).
From the definition of the free modules K0, K1 and K2 we see that
H(K0, λ) =
∑
w∈V(0,j,k)
λdeg(w)H(A,λ),
H(K1, λ) =
∑
Δ1∈E(0,j,k)
λdeg(LCM(Δ1))H(A,λ),
H(K2, λ) =
∑
Δ2∈F(0,j,k)
λdeg(LCM(Δ2))H(A,λ).
It is a straightforward (but tedious) task to compute the two sets {LCM(Δ1) | Δ1 ∈
E(0,j,k)} and {LCM(Δ2) | Δ2 ∈ F(0,j,k)} for each M(0,j,k). From these we immediately
obtain expressions for each H(K,λ) for  = 0,1,2 for each summand, M(0,j,k).
Using Eq. (5.2) together with the formula for the sum of a geometric series, we find the
expressions for the H(K,λ) combine to form telescoping sums and we get the following
expressions for H(M(0,j,k), λ):
• if j + k  (p − 1)/2 then
H(M(0,j,k), λ) =
(
2λp − λp+j+k/2 − λp+j+k + λ2j+2k
(5.3)+
j+k−1∑
t=k/2
(
λ2p+j+k−3t−1 − λ2p+j+k−3t−2)
)
H(A,λ);
• if j + k  (p + 1)/2 then
H(M(0,j,k), λ) =
(
λ(p−1)/2+j+k + 2λ(p+1)/2+j+k − λp+j+k/2 − λp+j+k
(5.4)+
(p−2)/2∑
t=k/2
(
λ2p+j+k−3t−1 − λ2p+j+k−3t−2)
)
H(A,λ).
It is clear that
H(A,λ) = (λ− 1)−2(λ2 − 1)−2(λp − 1)−2.
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H(M(1,j,k), λ) over all the homogeneous components of M , i.e., over i = 0,1, j = 0,1
and k = 0,1, . . . , p − 1 we get a huge expression for H(M,λ).
We simplify this expression using mainly the formula for the sum of a geometric series.
Doing this carefully shows that H(M,λ) is equal to the following rational function:
H(M,λ) = 2pλ
p + 1 + 2λ2 + 2λ4 + · · · + 2λ2p−4 + 2λ2p−2 + λ2p
(λ− 1)2(λ2 − 1)2(λp − 1)2 .
Conversely, factoring the numerator and denominator in (3.1) gives the following ex-
pression for H(F[V3 ⊕ V3]Cp ,λ):
(2pλp + 1 + 2λ2 + 2λ4 + · · · + 2λ2p−4 + 2λ2p−2 + λ2p)(λ2 − 1)
(λ− 1)2(λ2 − 1)3(λp − 1)2 .
Therefore, H(F[V3 ⊕ V3]Cp ,λ) =H(M,λ) and this proves that the set B comprised of
the eight families of invariants listed at the beginning of Section 4 is indeed a SAGBI basis
for F[V3 ⊕ V3]Cp .
Acknowledgments
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Appendix A. Additional details
The online version of this article contains additional details.
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