his article evaluates architectural alternatives for the transport of voice traffic plus the associated signaling, over an ATM network and over the interfaces to non-ATM networks. "Voice over ATM" refers to the transport of voice and voiceband data over asynchronous transfer mode (ATM). In this context, "voice" refers to human speech, fax, and modem data. It includes all traffic that is currently sent over a voice circuit in a conventional telephony network and does not include high-quality audio coded at speeds greater than 64 kb/s. The coding used can include any of the following: When speech activity drops, voice samples are not generated or are generated with a small number of bits per sample [6] . This takes account of pauses between phrases in human speech as well as silences while one person is listening to another speaking. It is sometimes referred to as gap mode CBR (GMCBR). A voice quality of 3.1 kHz is obtained.
his article evaluates architectural alternatives for the transport of voice traffic plus the associated signaling, over an ATM network and over the interfaces to non-ATM networks. "Voice over ATM" refers to the transport of voice and voiceband data over asynchronous transfer mode (ATM). In this context, "voice" refers to human speech, fax, and modem data. It includes all traffic that is currently sent over a voice circuit in a conventional telephony network and does not include high-quality audio coded at speeds greater than 64 kb/s. The coding used can include any of the following:
Constant Bit Rate (CBR) -
• 64 kb/s pulse code modulation (PCM), using International
Telecommunications Union (ITU) standard G.711 [1] to obtain a voice quality of 3.1 kHz • 40/32/24/16 kb/s adaptive differential PCM (ADPCM), using ITU standard G.726 [2] • 16/12.8/9.6 kb/s linear prediction using ITU standard G.728
[3] • 1-8 kb/s voice in 20 ms packets for IS-54 and IS-95 wireless voice communications • 64 kb/s ADPCM, using ITU standards G.722 [4] and G.725 [5] to obtain a voice quality of 7 kHz • Fax modulation • Modem modulation Variable Bit Rate (VBR) -ADPCM with silence detection. When speech activity drops, voice samples are not generated or are generated with a small number of bits per sample [6] . This takes account of pauses between phrases in human speech as well as silences while one person is listening to another speaking. It is sometimes referred to as gap mode CBR (GMCBR). A voice quality of 3.1 kHz is obtained.
This article analyses alternative ATM architectures for transporting voice, and is organized as follows. The next section motivates the need for voice over ATM by describing eight application areas together with business and technology drivers. The third section gives details on the alternative ATM adaptation types for voice traffic, used in the fourth section to analyze the architectural alternatives and associated processing requirements.
Applications of Voice over ATM
In this section we identify key application areas requiring voice over ATM and their business and technology drivers.
ATM to the Desktop
ATM to the desktop today is largely for data-only applications. Voice is required in two situations:
• Multimedia applications in which a single desktop workstation is used as the interface for applications involving several media including voice [7] . The driver in this case is the demand for multimedia applications such as medical imaging, insurance claims processing, publishing, distance education, and stockbroker discussion. • Regular telephony applications in which a single desktop workstation (broadband terminal equipment, B-TE) is used as the interface for both voice-only connections and dataonly applications. The current driver is cost savings from integrated wiring and terminal equipment.
Distributed PBX
The conventional private branch exchange (PBX) architecture of a single piece of equipment with star-configured wiring to telephones, fax machines, and modems is evolving to a distributed architecture with PBX modules located strategically at a customer site. Each module provides a certain mix of PBX features and is connected to terminating equipment for telephony and data applications. High-bandwidth interconnection among modules is required for both voice and signaling traffic. ATM is a natural choice for PBX vendors since it provides high-bandwidth connectivity, multimedia capability, plus a standard interface to the public network. PBX modules in this distributed architecture therefore incorporate ATM switching capability. The driving force behind the distribution of PBX functionality is the same cost effectiveness reasoning that has resulted in mainframe computers evolving to networks of workstations, plus the flexibility provided in an ATM environment by intelligent B-TEs.
Broadband Computer Telephony Integration
Narrowband computer-telephony integration (CTI) allows a computer to manage telephone calls (e.g., setting up outgoing calls in telemarketing applications). A standard interface is used between the PBX and the computer to control the call.
Broadband CTI (B-CTI) is associated with the trends toward ATM to the desktop and the distributed PBX. Instead of a central computer and central PBX, the computing functionality is distributed to the B-TE, and the PBX functionality is also distributed to interconnected PBX modules. B-CTI allows the B-TE to control the switching of calls so as to flexibly manage multimedia, multiconnection calls.
The drivers for B-CTI are the user requirement for sophisticated call control and customized functionality in the B-TE and the integration of voice with other media in the desktop B-TE and in the transport network.
Cable Company Telephony Service
The cable company provision of interactive services such as video on demand, home banking, home shopping, and telephony requires the replacement of the current unidirectional distribution network with a bidirectional one. This is normally implemented by the installation of fiber from the cable company headend at least partway to the residence. ATM is suited to this application since it is standardized on fiber and can provide the interactivity and multimedia capabilities required by the service mix.
The business driver for voice over ATM for cable companies is to offset infrastructure costs over as broad a service mix as possible in order to compete effectively with the telephone companies.
Telephone Company Access Network
The current access architecture from a business customer to a telephone company involves multiple access lines for voice, video, leased line, and packet-switched data services. ATM is a technology that enables all these traffic types to be transported over a single access line.
The driver for ATM in the telephone company access network is cost saving by reducing the number of access lines. The voice calls are not necessarily switched across an ATM network. They may use ATM transport on the access line only and in the central office (CO) be routed to the regular circuitswitched network for transport to their destinations, thus allowing them to take full advantage of the features available on today's circuit-switched voice network.
Cellular Company Access Network
The current cellular company access network takes calls from a mobile unit over a wireless interface to a base station and from there over a wired interface, typically T1/E1, to the mobile switching center (MSC). The MSC is linked to the public telephone network over another wired interface, typically T1/E1 or T3/E3. The cellular company can therefore use ATM to transport voice between the base stations and the MSC as part of its internal network. From the MSC to the public telephone network ATM can also be used, provided the telephone company has an ATM interface in the CO. On digital wireless interfaces the voice traffic is already packetized, using, for instance, IS-54 and IS-95, making it particularly suited for ATM transport on the wired portion of the cellular company network. In addition, ATM has been proposed as the transport technology for the wireless interface [8] in order to provide multimedia portable communications service.
The rapid growth in the cellular market means that many cellular access networks are being installed in greenfield situations. The cost point at which a technology such as ATM can prove viable is therefore more favorable than when ATM is used to replace an existing technology.
Long Distance Terrestrial Transport
The short cell length used in ATM gives performance advantages for data and multimedia transport. For this reason, proprietary cell-based technologies have been used for long haul transport of frame relay traffic ever since the initial introduction of frame relay. ATM provides the advantages of a standardized interface to perform the same function plus the capability to transport voice as well as data. It is therefore a natural choice for the public network backbone.
The business driver for the public carrier using ATM on the network backbone is cost savings resulting from having to operate and maintain a single network as opposed to multiple overlay networks for voice, X.25, frame relay, and switched multimegabit data service (SMDS) [9] . Voice features and SMDS switching can be provided in switching equipment specific to those services, with ATM providing the long distance transport of aggregated traffic.
ATM over Satellite
ATM deployment in the terrestrial network is conducted in phases, with certain parts of the network being selected for initial deployment and other parts later. Geostationary satellite has been used to interconnect the resulting "islands" of ATM deployment, linking both local area and wide area networks (LANs and WANs). In Europe, the Catalyst Project, which is part of the RACE program, deals with the interconnection of terrestrial ATM islands [10, 11] . Protocol parameters are adjusted to take into account the increased delay and error rate resulting from the use of the satellite channel [12] . Low and mid earth orbit satellites (LEOs and MEOs) may also use ATM for intersatellite communications as well as on the up and down links to the ground. In this case the end-to- end delay is actually reduced compared to terrestrial transmission because the speed of light is faster in a vacuum than in optical fiber.
The business driver for geostationary satellite links between ATM islands is cost-effective wide area networking plus the extension of communication links to geographic areas without long distance terrestrial communications infrastructure. The major requirement is to transport voice traffic multiplexed with video and data [13] .
The business driver for ATM in LEO/MEO applications is the provision of a high performance switched network in the sky. Current estimates of tariffs for using such a network imply usage in high-end applications with an emphasis on multimedia and less of a requirement for voice-only traffic.
This section has described a broad range of applications for voice over ATM and their business drivers. We now analyze alternative ATM adaptation options and architectures for providing that capability.
Adaptation Types
T he ATM adaptation layer (AAL) is divided into five different "types." A complete description of the adaptation layer types is given in [14] ; in Table 1 the functionality provided by the types relevant to voice transport, including voice traffic itself, plus the associated signaling is summarized. Reference [9] analyses which adaptation options are suited to which types of voice traffic, and a summary is presented in Table 2 .
Evaluation of Architectural Alternatives
I n this section we evaluate ATM architectural alternatives in so far as they are related specifically to voice. There are two such areas: transport of voice traffic itself and interworking of signaling.
Voice Traffic
Single Voice Calls -When single voice calls are transported between ATM users across an ATM network on individual virtual circuits, the adaptation functions for AAL0, AAL1, or AAL2 and the associated processing are performed at the network edge. The switches internal to the network switch the cells using a hardware-based design (e.g., shared backplane, shared memory, or crosspoint buffered).
Multiple Voice CallsCase 1 -The first case of multiple voice calls is where the calls are already in T1/E1 format and the T1/E1 needs to be transported intact across an ATM network. The simplicity of this case comes from the fact that the ATM equipment does not need DS0 visibility since it is transporting an entire multiplex of calls. AAL1/UDT allows a direct mapping of bits from the T1/E1 into the AAL1 payload with minimal processing overhead.
Case 2 -The second case is when a single end customer has multiple calls, but they are not in T1/E1 format, or when only part of a T1/E1 is utilized. AAL1/SDT can be used to structure the traffic in order to maintain DS0 visibility. When AAL1/SDT is used from one edge of an ATM network to another, the intermediate switches need take no action other than the regular switching of the cells. The AAL1/SDT functions apply at the ATM network edge only. A public carrier could, for instance, use this method to provide a customer with a fractional T1/E1 emulation between two corporate sites, using an ATM permanent virtual circuit (PVC).
Case 3 -The third case is when a carrier is offering switched voice service to customers who have individual voice calls, and the carrier aggregates some of those calls into a single ATM PVC for transport. The difference between this situation and Case 2 (above) is that the PVC may not go right across the ATM network from one edge to the other, but is terminated at a "remap" interface within the network. This facilitates network management by eliminating the need for PVCs between every possible source-destination combination. The remap interface acts as a staging post within the network at which voice calls arriving on one PVC are remapped onto a new PVC for the next stage in their transport to another remap node or to their final destination. Figure 1 illustrates the situation in which a telephone company may aggregate individual voice calls into n x 64 kb/s blocks for transport to an intermediate point in the network. At that point, the individual calls need to be remapped into new m x 64 kb/s blocks for the next stage of their transport. Remapping can be performed at interfaces on ATM switches [16] , which take voice samples from incoming AAL1/SDT cells and map them into new structure positions in outgoing AAL1/SDT cells. Figure 2 illustrates remapping on two input and two output ports to achieve the functionality required in Fig. 1 . The samples from an individual voice call may be in one n x 64 kb/s block on input to a switch, another block for switching to the correct output port, and a third block for transmission from the output port. Out of the n voice calls entering the switch on port A, x of them need to be output on port B. On output they are combined with (N -y) of the calls entering on port C. The remainder of the traffic is output on port D. For simplicity, Fig. 2 illustrates only one virtual circuit on each switch port. In practice, more complex combinations of voice samples drawn from multiple virtual circuits can be used to further improve network efficiency. A further simplification in Figs. 1 and 2 is that no calls are shown terminating on the ATM switch with the remap capability. In practice, individual calls or groups of calls may be added/dropped at the remap node on interfaces to non-ATM equipment.
At the time an individual voice connection is established, signaling is required to specify which structure positions are to be used on each interface. After call setup, the remapping of traffic between structure positions can be performed in hardware [17] .
Remapping allows for efficient management of AAL1/SDT in which the capacities of n x 64 kb/s virtual circuits can be tailored to the amount of traffic on the corresponding connections within the network. This contrasts significantly with circuit-based networks such as the synchronous optical network/digital hierarchy (SONET/SDH), in which the granularity of the virtual tributary structure allows far less flexibility than the ATM AAL1/SDT alternative, which permits a broad range of values of n.
However, according to today's standards, the value of n in an n x 64 kb/s virtual circuit is determined for the duration of the virtual circuit and cannot vary dynamically as individual voice circuits are set up and torn down. The value of n is therefore generally provisioned by the network operator to allow for busy hour traffic, and bandwidth is underutilized at other times. There may be other traffic in the network whose daily variation has a different profile than the voice traffic, which could utilize the unused voice bandwidth. There is therefore potential to improve network efficiency even further by allowing dynamic change in the value of n, and standards would be required to signal those changes. The signaling options are analyzed in the following section.
The benefit of aggregating traffic onto n x 64 kb/s virtual circuits is simplified network management, since only one virtual circuit needs managing instead of n. Processing overhead is incurred to establish the connections both inside the network and at the network edge, and an evaluation of the alternatives presented in this section is summarized in Table 3 .
Interworking of Signaling
Interworking is of two types: network and service interworking [18] . Figure 3 illustrates network interworking, in which the end users are connected to non-ATM networks and an ATM network is used for backbone transport. Figure 4 illustrates service interworking, in which an ATM user is connected to a non-ATM user.
Network Interworking - Figure 3 illustrates two options for network interworking. The first uses a preestablished PVC to transport n x 64 kb/s voice across the ATM network. In this case no Q.2931 or broadband integrated services digital network (B-ISDN) user part (B-ISUP) ATM signaling is required; however, it is necessary to transport the non-ATM signaling across the ATM network. Narrowband integrated services digital network (N-ISDN) D-channel signaling can be transported by using an ATM CBR capability to transport the entire D-channel over AAL1. Signaling System No. 7 (SS7) Message Transfer Part 2 (MTP2) can be transported using AAL5 with the Q.2130 [19] and Q.2110 [20] sublayers specific to signaling, also referred to as the signaling ATM adaptation layer (SAAL) [21] . The adaptation functions are illustrated in Fig. 5 . s The second alternative for network interworking requires the content of the SS7 messages to be interpreted by the ATM network in order to set up an ATM SVC for each voice call. In this case, interworking between SS7 N-ISUP and ATM B-ISUP signaling is required, as illustrated in Fig. 6 .
The use of PVCs for network interworking requires the PVC to be provisioned for busy hour traffic with underutilized bandwidth at other times. The SVC strategy is more efficient in terms of bandwidth utilization but requires the processing overhead associated with signaling and signaling interworking.
Another way of comparing these two alternatives is in terms of network management. A single PVC involves less network management than multiple SVCs. The SVC strategy can be modified to facilitate network management by aggregating multiple SVC virtual channels (VCs) into a single virtual path (VP). This can be done whenever the source-destination pairs of the virtual channels are identical and effectively reduces the management requirement for the network.
A third option is a combination of the first two in which standards are developed to dynamically vary the value of n in the n x 64 kb/s virtual circuit, as described previously. The advantage of this option is simplified network management since only one PVC needs to be managed instead of multiple SVCs. One way of signaling a change in the value of n is to change the value of the AAL1/SDT pointer that indicates the position of the start of the structure block. This pointer is included in only one out of every eight cells on the virtual circuit, which could cause a problem if the cell containing the new pointer value was lost or there was an error in the pointer value. To cater for these eventualities, [22] proposes that a change in the pointer value be accompanied by a change in the sense of parity in the AAL1 overhead byte which is sent in every ATM payload, thus reliably signaling the change in n. Since this adds processing overhead to the AAL1 interface, [23] proposes an alternative in which n is kept constant at some reasonable value and any additional voice connections are set up on additional SVCs. This is analogous to the way in which T1/E1s are used to interconnect PBXs, with overflow traffic going through the regular circuit-switched network.
An evaluation of the network interworking alternatives described in this section is summarized in Table 4 .
Service Interworking -In service interworking, individual voice calls from non-ATM users need to be delivered to individual ATM destinations. It can be seen from Figs. 3b and 4 that the signaling interworking requirements for service interworking are the same as for the SVC option in network interworking, and are therefore as shown in Fig. 6 . Only one architectural option is possible, and it incurs a high processing requirement for the signaling interworking.
Conclusions and Architecture Rollout
T his article has presented eight application areas for voice over ATM together with business drivers for each application. These applications include LANs, campus networks, cable, telephone company, and cellular networks, plus ATM over satellite.
The article analyzes network architecture alternatives for transport of the voice traffic itself, summarized in Table 3 , plus the associated signaling and its interworking with non-ATM signaling, summarized in Table 4 . From these analyses we now derive a rollout plan for an evolving voice-over-ATM network architecture.
Today public carriers are providing DS1/E1 circuit emulation using AAL1/UDT, with minimal processing requirements.
A short-term strategy for voice transport over an ATM network is the use of end-to-end n x 64 In the medium term, as ATM signaling and its interworking with SS7 signaling become widely available, individual SVCs can be set up on demand for each voice call, incurring a processing overhead for connection establishment.
Also in the medium term, as cell remap interfaces are installed on ATM switches, n x 64 kb/s PVCs can be designed to and from intermediate network nodes, resulting in more efficient network management than with individual SVCs. The call processing requirement is increased to cope with remap requirements.
In the longer term, dynamically varying n x 64 kb/s virtual circuits may be used to achieve highly efficient network management.
