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The properties of a dissipative system depend on the spectral density of the coupling to the
environment. Mostly, the dependence on the low-frequency behavior is in the focus of interest.
However, in order to avoid divergencies, it is also necessary to suppress the spectral density of
the coupling at high frequencies. Interestingly, the very existence of this cutoff may lead to a
mass renormalization which can have drastic consequences for the thermodynamic properties of the
dissipative system. Here, we explore the role which the cutoff in the spectral density of the coupling
plays for a free damped particle and we compare the effect of an algebraic cutoff with that of a
sharp cutoff.
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I. INTRODUCTION
In the study of dissipative systems the case of strictly
Ohmic damping plays a prominent role because it implies
memoryless damping. However, this model is the result
of an idealization which assumes that the density of the
environmental modes weighted by the coupling strength
increases proportional to the frequency even for arbitrar-
ily large frequencies. In realistic scenarios, this will not
be the case and, on a more formal level, it can give rise
to divergencies. Therefore, one is usually obliged to in-
troduce a high-frequency cutoff in the spectral density
of the coupling. Often one can assume that the cutoff
represents the largest frequency scale in the problem and
that the resulting memory time of the damping is shorter
than any time scale of interest.
While the cutoff in the spectral density of the coupling
usually only leads to quantitative changes of relatively lit-
tle physical interest, occasionally the presence of a cutoff
can make a qualitative difference. Here, we will consider
such a situation. The thermodynamic properties of a free
damped particle at low temperatures depend significantly
on an environment-induced renormalization of the parti-
cle’s mass. In particular, there exists a regime, where the
mass renormalization can be negative and thus reduces
the mass of the particle. When the renormalized mass
becomes negative, one observes anomalies like a negative
specific heat [1]. Such anomalies in the specific heat and
in the entropy are of interest in various contexts [2–8].
The mass renormalization alluded to here is due to the
suppression of the density of high-frequency environmen-
tal modes and thus is a direct consequence of the very
existence of a cutoff in the spectral density of the cou-
pling.
We will consider in this paper the specific heat of a free
Brownian particle subject to a linear environment where
the spectral density of the coupling at low frequencies
∗ gert.ingold@physik.uni-augsburg.de
follows a general power law. At high frequencies we allow
either for an algebraic cutoff which in the simplest case
will take the form of a Drude cutoff or for a sharp cutoff
where no environmental modes are assumed to be present
above a certain cutoff frequency. It will become clear
that these two cutoff functions can lead to quantitatively
quite different results. In particular, we will find that
for a sharp cutoff the appearance of a negative specific
heat cannot be inferred from the leading low-temperature
behavior.
Before embarking on our study, we need to say a few
words about the meaning of a negative specific heat which
usually should provoke worries about thermodynamic in-
stability. However, here we are referring to the specific
heat of a system degree of freedom coupled to an environ-
ment. It turns out that beyond weak coupling, the spe-
cific heat of a dissipative quantum system is not uniquely
defined [9]. Here, we will base our considerations on the
reduced partition function
Z = ZS+BZB (1)
where ZS+B is the partition function of the coupled en-
semble of system and bath while ZB refers to the par-
tition function of the bath alone. In the absence of any
coupling between system and bath, the reduced partition
function clearly agrees with the partition function of the
system alone.
We can now employ standard relations of thermody-
namics to obtain any thermodynamic quantity from the
reduced partition function (1). The resulting quantities
have a clear physical significance as the difference be-
tween the quantity of system and bath and the same
quantity determined for the bath alone. For the specific
heat, we have [10]
C = CS+B − CB . (2)
While each of the terms, CS+B and CB, has to be positive,
their difference can very well become negative and in fact
it does under appropriate circumstances. The physical
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2reason is the suppression of the bath density of states
at low frequencies when the system degree of freedom is
coupled to it [11]. How strongly the bath density of states
will be suppressed depends directly on the high-frequency
cutoff of the spectral density of the coupling.
We start in Sect. II by introducing general concepts
needed to describe the damped free particle. In particu-
lar, we will introduce the spectral density of the coupling
for the two models with, on the one hand, an algebraic
cutoff and, on the other hand, a sharp cutoff. The cor-
responding spectral damping functions will be deduced
and their properties will be presented. The section closes
with a discussion of the mass renormalization associated
with the two models. This quantity will play an impor-
tant role for the thermodynamic anomalies in the spe-
cific heat. Sect. III is devoted to the change of the bath
density of states when the free particle is coupled to it.
Special attention will be paid to the differences between
the two models for the cutoff. In Sect. IV we introduce
the reduced partition function of the damped free par-
ticle which will constitute the basis of the calculation
of the specific heat. We will demonstrate how the spe-
cific heat can be expressed either in terms of the spectral
damping function or the change in the bath density of
states obtained in Sect. III. Sections V and VI are de-
voted to the behavior of the specific heat at high and low
temperatures, respectively. We close by presenting our
conclusions in Sect. VII.
II. FREE BROWNIAN PARTICLE SUBJECT TO
GENERAL LINEAR DAMPING
A. Spectral density of the coupling
We assume that the free Brownian particle is mov-
ing in one spatial dimension and is subject to a linear
but otherwise general damping mechanism. Its classical
or quantum average velocity then obeys the equation of
motion
〈v˙〉(t) +
∫ t
−∞
ds γ(t− s)〈v〉(s) = 0 . (3)
Here, γ(t) is the damping kernel which in the following
will mostly appear in the form of its Laplace transform,
the spectral damping function γˆ(z). All properties of
the damped free particle can be expressed in terms of
the causal velocity response function R(t) whose Laplace
transform can immediately be read off from (3) as
Rˆ(z) = 1
z + γˆ(z)
. (4)
The two terms in the denominator are associated with
the inertia term and the damping term, respectively.
Although in principle it is sufficient to specify the spec-
tral damping function γˆ(z), it is useful to consider an
explicit model leading to (3). Doing so will allow to
more systematically define the damping mechanism and
to give a more physical interpretation of the results. A
free damped particle subject to linear damping can al-
ways be modelled by a Hamiltonian in which the particle
described by its position Q and momentum P is coupled
bilinearly to a set of harmonic oscillators with masses
mn and frequencies ωn described by their positions qn
and momenta pn [12],
H =
P 2
2M
+
∞∑
n=1
[
p2n
2mn
+
mnω
2
n
2
(qn −Q)2
]
. (5)
In general, the coupling of a system to an environment
will lead to a potential renormalization for which we have
accounted here by choosing a translationally invariant
Hamiltonian. Although the masses mn and frequencies
ωn give large freedom to choose a Hamiltonian, it turns
out that the only quantity of relevance for the properties
of the free damped particle is the spectral density of the
coupling [13, 14]
J(ω) =
pi
2
∞∑
n=1
mnω
3
nδ(ω − ωn) . (6)
In particular, the spectral damping function can be ob-
tained from it according to
γˆ(z) =
2
piM
∫ ∞
0
dω
J(ω)
ω
z
ω2 + z2
. (7)
A property of the bath which will be of relevance later
on is its total mass
Mbath ≡
∞∑
n=1
mn =
2
pi
∫ ∞
0
dω
J(ω)
ω3
. (8)
In the following, we will specify the damping mecha-
nism through its spectral density. We assume the spectral
distribution of bath oscillators to be continuous and to
follow a power law at low frequencies,
J0(ω) = Mγω
(
ω
ωc
)s−1
. (9)
The exponent s thus specifies the low-frequency behavior.
The regimes s < 1 and s > 1 correspond to sub-Ohmic
and super-Ohmic damping, respectively, and s = 1 is the
special case of Ohmic damping.
To obviate divergences of spectral integrals for observ-
ables, the actual spectral density must fall off sufficiently
strong in the limit ω → ∞. This may be taken into ac-
count by equipping J0(ω) with a cutoff function f(ω/ωc)
which approaches unity in the limit ω/ωc → 0, and drops
to zero sufficiently fast as ω/ωc goes to infinity. Hence
we put
J(ω) = J0(ω)f(ω/ωc) . (10)
Without restriction of generality, the reference frequency
ωc in J0(ω) is identified with the cutoff frequency in
3f(ω/ωc). In the sequel, we consider both a smooth and
a sharp cutoff of the spectral bath coupling at high fre-
quencies. For the sake of simplicity, we use from now on
units where ωc = kB = ~ = 1.
B. Spectral density with algebraic cutoff (model I)
To be specific, we choose for the case of a smooth cutoff
the algebraic function f(x) = 1/(1 + x2)p, yielding
Jac(ω) =
J0(ω)
[1 + (ω/ωc)2]p
. (11)
We will use the subscript ‘ac’ to indicate that a quantity
is taken for the algebraic cutoff. Occasionally, we omit
the subscript when the context permits it.
The frequency integral (7) with (11) is convergent for
s in the range
0 < s < 2p+ 2 (12)
and can be expressed in terms of hypergeometric func-
tions. The resulting expression with a convergent hyper-
geometric series in the regime |z| > 1 is
γˆ(z) =
γ
sin(pis2 )
zs−1
(1− z2)p
+
γ
piz
B(p− s2 , s2 ) 2F1(1, s2 ; 1− p+ s2 , z−2) .
(13)
Here, 2F1 denotes the hypergeometric function and the
function B(x, y) is Euler’s beta function [15].
By use of a linear transformation, the second term in
eq. (13) can be rewritten as a hypergeometric series which
is convergent in the regime |z| < 1,
γˆ(z) =
γ
(1− z2)p
[ zs−1
sin(pis2 )
+
2p
pi
B(p+ 1− s2 , s2 )
s− 2
× z 2F1(1− p, 1− s2 ; 2− s2 ; z2)
]
.
(14)
For integer p, the 2F1 function in (14) is a terminating
hypergeometric series
γˆ(z) =
γ
(1− z2)p
[
zs−1
sin(pis2 )
+
1
pi
p−1∑
n=0
(−1)n−1
n+ 1− s2
B( s2 , p+ 1− s2 )
B(n+ 1, p− n) z
2n+1
]
.
(15)
The forms (13) and (14) or (15) allow us to easily read
off the behaviors of γˆ(z) for large and small arguments.
These will be needed in Sects. V and VI to determine the
specific heat at high and low temperatures, respectively.
Under the tighter constraint
0 < s < 2p , (16)
the integral
∫∞
0
dω J(ω)/ω is consistently ultraviolet-
convergent. As a result, the leading contribution to γˆ(z)
at high frequencies, z  1, is proportional to 1/z,
γˆ(z) =
2
piM
∫ ∞
0
dω
J(ω)
ω
1
z
=
a
z
, (17)
where for model I
aac(s, p) = γ
B(p− s2 , s2 )
pi
. (18)
The 1/z-term of γˆ(z) determines the high-temperature
behavior of the damped particle, as we shall see in
Sect. V.
On the other hand, the low-temperature properties
of the free damped particle are determined by the low-
frequency characteristics of γˆ(z). We obtain for |z|  1
γˆac(z) =
γzs−1
sin(pis2 )
(1 + pz2) + µacz + λacz
3 , (19)
where the orders zs+3, z5, and higher are disregarded.
We have
µac(s, p) =
2γ
pi
pB( s2 , 1 + p− s2 )
s− 2 , (20)
and
λac(s, p) = −µac(s− 2, p)
=
2γ
pi
pB( s2 − 1, 2 + p− s2 )
4− s .
(21)
The first term in (19), in which we have included
the leading cutoff dependence, describes frequency-
dependent damping. The second term adds to the in-
ertial term z in the denominator of Rˆ(z). Its prefactor
µ = ∆M/M can therefore be interpreted as an effective
change ∆M of the particle’s mass relative to the bare
mass M due to the coupling to the environment. This
mass renormalization term will be discussed in more de-
tail in Sect. II D. Finally, the last term becomes relevant
for low temperatures in the regime 0 < s < 2 at the par-
ticular damping strength for which µ = −1, as we shall
see.
In the limit s→ 2m, wherem is a positive integer, both
the first term and the term of order z2m−1 in the square
bracket of (15) become singular. The singularities cancel
each other, however, and a logarithmic term accrues. For
the particular cases s = 2 and s = 4 we have
γˆ(z) =
γ
pi
z
(1− z2)p
[
ψ(1)− ψ(p)− 2 ln(z)
+ (p− 1)z2 3F2(1, 1, 2− p; 2, 2; z2)
] (22)
and
γˆ(z) =
γ
pi
z
(1− z2)p
{ 1
p− 1
+ z2[2 ln(z) + ψ(p− 1)− ψ(1)− 1]
+
(
1− p2
)
z4 3F2(1, 1, 3− p; 2, 3; z2)
}
,
(23)
respectively, where ψ(z) is the digamma function [15].
4C. Spectral density with sharp cutoff (model II)
Concerning our study to which extent thermodynamic
properties depend on the particular form chosen for the
cutoff in the spectral coupling, we contrast the smooth
cutoff function discussed in the previous section with a
sharp cutoff function f(x) = Θ(1 − x), where Θ(x) de-
notes the Heaviside step function. Together with the
spectral coupling (9) we have
Jsc(ω) = J0(ω)Θ(1− ω/ωc) , (24)
where the subscript ‘sc’ indicates the sharp cutoff. From
now on we set again ωc = 1. The sharp cutoff in the
spectral density (24) is in striking contrast to the smooth
cutoff in eq. (11).
For the spectral density (24), the frequency integral
in the expression (7) for the spectral damping function
γˆ(z) can again be expressed in terms of hypergeometric
functions. In the frequency regime |z| > 1 one finds
γˆ(z) =
2γ
pi
2F1(1,
s
2 ; 1 +
s
2 ;−z−2)
sz
. (25)
Convergence of the hypergeometric series in the comple-
mentary regime |z| < 1 is obtained by virtue of a linear
transformation of the 2F1 function in eq. (25), yielding
γˆ(z) =
γzs−1
sin(pis2 )
+
2γ
pi
z
2F1(1, 1− s2 ; 2− s2 ;−z2)
s− 2 . (26)
In the particular cases s = 1 and s = 3, the spectral
damping function reads
γˆ(z, s = 1) = γ − 2γ
pi
arctan(z) ,
γˆ(z, s = 3) =
2γ
pi
[
z − z2
(pi
2
− arctan(z)
)]
,
(27)
respectively.
The asymptotic high-frequency expression of γˆ(z) may
be written in the form (17) with the coefficient
asc(s) =
2γ
pis
. (28)
Similar to eq. (19), the low-frequency expansion may
be expressed as
γˆsc(z) =
γzs−1
sin(pis2 )
+ µscz + λscz
3 , (29)
where terms of order z5 are disregarded. For model II,
the relative mass contribution µ and the prefactor of the
z3-term are
µsc(s) =
2γ
pi(s− 2) , (30)
and
λsc(s) = −µsc(s− 2) = 2γ
pi(4− s) . (31)
D. Mass renormalization
The linear term in z in eqs. (19) and (29) contributes
to the inertial term in the Laplace transform (4) of the
velocity response function. It thus leads to a mass renor-
malization which will turn out to be of relevance for the
thermodynamic properties of the free damped particle.
We distinguish the regimes s < 2 and s > 2 and start
our discussion with the latter. Before, we remark though
that the motion of a free damped particle in the regime
s > 2 is non-ergodic so that thermodynamic equilibrium
is not necessarily being reached in the long-time limit
[16, 17].
In the parameter regime s > 2 the linear term in z
of γˆ(z) is the leading one in (19) and (29) for z  1.
Together with (7) and (8) one generally finds
γˆ′(0) = µ =
Mbath
M
, (32)
where the prime denotes the derivative with respect to
the argument. The results (20) and (30) are special cases
of the general expression (32). For s > 2, the dressed
mass M(1 + µ) is larger than the particle’s bare mass
M , since µ is always positive. The free particle can thus
be viewed as dressed by the bath oscillators. For s > 2,
the appearance of an effective mass is also known for the
ballistic long-time dynamics of the free damped particle
[18].
The relative mass renormalization µ is depicted in
Fig. 1 as a function of the exponent s both for an al-
gebraic cutoff with p = 1 (solid line) and a sharp cutoff
(dashed line). For s > 2, i.e. in the right half of the dia-
gram, we notice a significant difference between the alge-
braic and the sharp cutoff. In the first case, with increas-
ing exponent s, the mass renormalization goes through a
minimum and diverges at the upper limit of the allowed
range (12) at 2p+ 2. For the case p = 1 presented in the
figure, the divergence lies at s = 4. In contrast, the mass
renormalization for the sharp cutoff decreases monoton-
ically as s increases. We remark that although for p = 1
the mass renormalization for an algebraic cutoff always
exceeds the one for the sharp cutoff, this is generally not
true for larger values of p.
For s ≤ 2, the integral (8) is infrared-divergent so that
the total mass of the bath oscillators is infinite. Hence
the interpretation just given for the relative mass con-
tribution µ ceases to hold. Nevertheless, the expres-
sions (20), (30), and (32) can be analytically contin-
ued to the regime 0 < s < 2. To show this, we write
J(ω) = J0(ω) − [J0(ω) − J(ω)]. For s < 2, substitution
of the expression (9) for J0(ω) in (7) results in the first
term appearing in the series expressions (19) and (29).
With the residual contribution of J(ω), the integral ex-
pression (7) is regular in linear order of z and yields µz in
this order. Importantly, the mass contribution µ emerges
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FIG. 1. Mass renormalization µ as a function of the exponent
s of the spectral density of the coupling J(ω). The solid curve
depicts µ/γ for an algebraic cutoff with p = 1 according to
(20) while the dashed curve refers to the sharp cutoff, i.e. the
expression (30). The two small circles indicate how the critical
value of the damping strength γ? can be read off for s = 1.
For the algebraic cutoff with p = 1 one finds γ?ac(1, 1) = ωc,
while for the sharp cutoff γ?sc(1) = (pi/2)ωc.
negative,
µ =
2
piM
∫ ∞
0
dω
J(ω)− J0(ω)
ω3
=
Mbath −Mbath,0
M
< 0 .
(33)
The relation (33) unveils that −µM represents the total
mass of oscillators which is missing in the actual bath
relative to the reference bath without spectral cutoff [11,
19]. Hence µ is negative in the range 0 < s < 2, as
can also be seen from the left half of Fig. 1. Again, we
note significant differences between the algebraic cutoff
and the sharp cutoff. While the first one goes through
a minimum in the absolute value of µ, for the latter the
mass renormalization becomes the smallest for s→ 0.
As can be expected, the situation where the particle’s
mass is renormalized to zero, i.e. where µ = −1, is of
special physical significance. It is therefore convenient,
to introduce the critical damping strength γ?, where this
point is reached, as
1 + µ = 1− γ
γ?
, (34)
and thus
γ? = −γ
µ
. (35)
The two circles and the arrows pointing to the vertical
axis in Fig. 1 indicate, how the inverse of the critical
value γ? can be read off for s = 1. The comparison
of the algebraic cutoff with p = 1 (solid curve) and the
sharp cutoff (dashed curve) indicates that for the lat-
ter, a larger damping strength is required to drive the
renormalized mass to zero. Explicit expressions for the
critical damping strength can be obtained for our two
0
1
2
3
0 0.5 1 1.5 2
γ
?
/
ω
c
s
p = 1
p = 2
FIG. 2. Critical damping strength γ? as a function of the
exponent s in the regime 0 < s < 2. The two solid curves
show γ?ac (model I) for p = 1 (upper curve) and p = 2 (lower
curve) while the dashed line depicts γ?sc (model II).
models from the expressions (20) and (30) for the rela-
tive mass contribution. For an algebraic cutoff (model
I), one obtains
γ?ac(s, p) = pi(1− s2 )
Γ(p)
Γ(1 + p− s2 )Γ( s2 )
. (36)
while for the sharp cutoff (model II) the critical damping
strength follows as
γ?sc(s) = pi(1− s2 ) . (37)
The critical damping strength γ? is plotted in Fig. 2
both for model I with cutoff parameters p = 1 and p = 2
(solid curves) and for model II (dashed curve). We see
that indeed the critical damping strength for model II is
generally larger than for model I. For Ohmic damping,
the critical damping strength is typically of the order of
the cutoff frequency and it is therefore not surprising,
that the cutoff influences the thermodynamic quantities
in a significant way. However, when the exponent s ap-
proaches a value of 2 or, in the case of an algebraic cut-
off, approaches zero, the critical damping strength can
be much smaller than the cutoff frequency.
We finally allude again that the notion of a critical
damping strength γ? becomes meaningless in the regime
s ≥ 2, since there the analytical continuation, inter alia
of (36) or (37), yields a negative value for γ?.
III. CHANGE OF BATH DENSITY OF STATES
A. General considerations
There are two different views about the specific heat of
an open quantum system: (i) It can be viewed as specific
heat of the system modified by the coupling to the heat
bath. (ii) It can be regarded as the change in the specific
heat of the bath when the system degree of freedom is
coupled to it as represented in eq. (2). In the latter view
6which will be discussed in more detail in Sect. IV, the
specific heat of the damped free particle can be expressed
in terms of the change of the density of states of the bath
oscillators together with the well-known expression for
the specific heat of a harmonic oscillator. The change in
the oscillator density of states (CODS) is defined as
ξ(ω) =
∞∑
n′=0
δ(ω − ω¯n′)−
∞∑
n=1
δ(ω − ωn) , (38)
where ω¯n′ are the eigenvalues of the coupled system-plus-
bath complex (5), while ωn are the eigenfrequencies of the
bath oscillators in the absence of the system-bath cou-
pling, i.e. the frequencies appearing in the second term
of the Hamiltonian (5). In the absence of the system-
reservoir coupling, the CODS reduces for the model (5)
to ξ(ω) = δ(ω). In the continuum limit of the bath, the
density ξ(ω) becomes a continuous function of the fre-
quency ω.
The change of the oscillator density of states can be
expressed in terms of the velocity response function (4)
as
ξ(ω) =
1
pi
Im
∂ ln[Rˆ(−iω)]
∂ω
, (39)
where Im denotes the imaginary part. In terms of the
function
g(ω) =
ω − Imγ˜(ω)
Reγ˜(ω)
, (40)
where γ˜(ω) = γˆ(−iω) is the spectral damping function in
Fourier space, the CODS ξ(ω) takes the form
ξ(ω) =
1
pi
g′(ω)
1 + g(ω)2
=
1
pi
d
dω
arctan[g(ω)] . (41)
With the second form, we directly see that the sum rule
for the change of the oscillator density of states reads
Σ ≡
∫ ∞
0
dω ξ(ω) =
1
pi
(
arctan[g(∞)]− arctan[g(0)]) .
(42)
In Sect. IV we will see that this sum rule relates the spe-
cific heat in the classical limit with its zero-temperature
value.
We will now give expressions for the low-frequency be-
havior of the change of the oscillator density of states
which pertain to both cutoffs discussed in the present
paper. In the subsequent two subsections, we will take a
more detailed look at each of the two models.
The leading terms of the low frequency series of g(ω)
are found from its definition (40) together with eq. (19)
for model I and eq. (29) for model II as
g(ω) = − cot
(pis
2
)
+
1 + µ
γ
ω2−s − Λ
γ
ω4−s . (43)
For the models I and II we have, respectively,
Λac = λac − p(1 + µac) ,
Λsc = λsc .
(44)
In the regime 0 < s < 2, the leading terms of the low-
frequency series of ξ(ω) up to and including ω3−s are
found from (41) with (43) as
ξ(ω) = ω1−s
[
2− s
pi
N1∑
n=0
bn
( 1
γ
− 1
γ?
)n+1
ω(2−s)n + c ω2
]
.
(45)
Here, the upper limit of summation N1 is given by the
largest integer smaller than 1+1/(2−s). Thus, the closer
to 2 the parameter s is, the more terms of the sum must
be taken into account.
The first three coefficients of the first term are
b0 = sin
2(pis2 ) ,
b1 = sin
2(pis2 ) sin(pis) ,
b2 = [1 + 2 cos(pis)] sin
4(pis2 ) ,
(46)
and the coefficient c is
c = − (4− s) sin
2(pis2 )
pi
Λ
γ
. (47)
For the models I and II, Λ is given by (44).
The leading term proportional to ω1−s of the series
(45) is positive for γ < γ? and negative for γ > γ?. At
critical damping, γ = γ?, the first term in the square
brackets in (45) vanishes, so that the leading term for
critical damping is given by
ξ(ω) = c?ω3−s (48)
with
c? = − (4− s) sin
2(pis2 )
pi
λ
γ
. (49)
The ratio λ/γ in c? does not depend on the damping
strength for both models, as we can see from (21) and
(31).
In the Ohmic case, the n = 2 term merges with the
last term in the series (45) for ξ(ω) to the curvature con-
tribution at ω = 0. With (46) and (47), we find
ξ(ω) =
1
pi
(
1
γ
− 1
γ?
)
− 1
pi
[
3Λ
γ
+
(
1
γ
− 1
γ?
)3]
ω2 . (50)
Consider finally the regime s > 2. Now, the low-
frequency expression analogous to (45) with terms of or-
der up to and including ωs−1 reads
ξ(ω) = ωs−3
[
−s− 2
pi
N2∑
n=0
dn
( γ
1 + µ
)n+1
ω(s−2)n + fω2
]
.
(51)
The upper limit of summation is given by the largest
integer smaller than 2/(s− 2) and the coefficients read
d0 = 1
d1 = 2 cot(
pis
2 )
d2 = 3 cot
2(pis2 )− 1 ,
(52)
7and
f = − s
pi
γΛ
(1 + µ)2
. (53)
For super-Ohmic damping with s = 3, the n = 2 term
in (51) again merges with the last term to the curvature
contribution at ω = 0. With the expressions (52) and
(53) we then find
ξ(ω) = − γ
pi(1 + µ)
+
γ
pi
γ2 − 3Λ(1 + µ)
(1 + µ)3
ω2 . (54)
B. Model I
We now turn to a more specific discussion of the change
of the oscillator density of states for the case of an al-
gebraic cutoff. With the expression (14) for γˆ(z), the
function g(ω) for model I is found to read
g(ω) = − cot
(pis
2
)
+
1
γ
ω2−s(1 + ω2)p
− 2p
pi(2− s)B(p+ 1−
s
2 ,
s
2 )
× ω2−s 2F1(1− p, 1− s2 ; 2− s2 ;−ω2) .
(55)
The function g(ω) is a smooth function of ω in the range
0 ≤ ω <∞. It goes to infinity both in the limit ω →∞
for all s > 0, and in the limit ω → 0 for s ≥ 2, whereas
g(ω = 0) = cot(pi s2 ) for s < 2. Hence the sum rule (42)
reads
Σ(s) =
(
1− s
2
)
Θ(2− s) . (56)
The low-frequency expansion of the CODS ξ(ω) in the
regime 0 < s < 2 follows from the expressions (45), (46),
and (47) together with (44), (20) and (21). In the first
term in (45), the form of the cutoff enters only through
the critical damping strength γ?ac. The leading term n =
0 in the sum is positive for γ < γ?ac and changes its sign
at the critical damping strength γ?ac. The coupling of
the system degree of freedom to the heat bath thus leads
to a suppression of the oscillator density if the damping
exceeds γ?ac. The coefficient c in the second term in (45)
takes the form
cac =
sin2(pis2 )
pi
[
p(4− s)
( 1
γ
− 1
γ?ac
)
+
2 + 2p− s
γ?ac
]
.
(57)
It is positive for γ < γ¯ and negative for γ > γ¯, where
γ¯ = p(4− s)/[(p− 1)(2− s)]γ?ac.
For critical damping, γ = γ?ac, the coefficient c
? in the
expression (48) follows from (57) as
c?ac(s, p) =
sin2(pis2 )
pi
2 + 2p− s
γ?ac(s, p)
. (58)
This coefficient is always positive since the parameters s
and p have to satisfy the condition (12). In particular,
−1
−0.5
0
0.5
1
0 0.5 1 1.5 2 2.5 3
ω
c
ξ
ω/ωc
−0.5
0
0.5
1
1.5
ω
c
ξ
(a)
(b)
FIG. 3. The change of the oscillator density of states is shown
for an Ohmic environment (a) with an algebraic cutoff with
p = 1 and (b) with a sharp cutoff. The dashed, solid, and
dash-dotted curves correspond to γ/γ? = 0.2, 1, and 5, re-
spectively. In panel (b), the arrows indicate the positions of
the delta function in (62).
for Ohmic damping with a Drude cutoff, s = 1 and p = 1,
we have
c?ac(1, 1) =
3
pi
. (59)
The CODS ξ(ω) is shown for s = 1 and p = 1 in Fig. 3(a).
In this particular case, in which γ?ac = 1, the low fre-
quency expression (50) takes the form
ξ(ω) =
1
pi
[
1− γ
γ
+
γ3 + 3γ − 1
γ3
ω2
]
. (60)
This expression describes the low-frequency behavior of
the curves in Fig. 3(a). While ξ(0) changes its sign at the
critical damping strength, the curvature at ω = 0 changes
already at the smaller value γ ≈ 0.322 . . . Correspond-
ingly, the curve for γ = 0.2 has a negative curvature at
ω = 0 while the curves for γ = 1 and 5 have positive
curvature.
For later reference, we note that at low frequencies the
change of the oscillator density of states for super-Ohmic
damping with s = 3 and an algebraic cutoff with p = 2
follows from (54) as
ξac(ω) = − 2γ
pi(2 + γ)
+
48γ + 12γ2 + 2γ3
pi(2 + γ)3
ω2 . (61)
8C. Model II
For the spectral density of the coupling with a sharp
cutoff (24), the CODS ξ(ω) is a continuous function of
ω in the range 0 ≤ ω < 1. For ω > 1, the real part of
the spectral damping function γ˜(ω) vanishes. Hence the
density ξ(ω) is zero in this frequency range, except at a
particular frequency ω = Ω, where the density ξ(ω) is
singular. We thus have
ξ(ω) = ξ1(ω) + δ(ω − Ω) , (62)
where ξ1(ω) is the smooth change of the oscillator density
of states in the frequency range 0 ≤ ω < 1,
ξ1(ω) =
1
pi
g′(ω)
1 + g(ω)2
Θ(1− ω) . (63)
Employing the expression (26) for γˆ(z), the function g(ω)
for 0 ≤ ω < 1 reads
g(ω) = − cot
(pis
2
)
+
1
γ
ω2−s
− 2
pi(2− s)ω
2−s
2F1(1, 1− s2 ; 2− s2 ;ω2) .
(64)
With this particular form, the sum rule for the partial
density ξ1(ω) is found as
Σ1(s) = −s
2
Θ(2− s)−Θ(s− 2) . (65)
We see from the general expression (41) with (40) that
the frequency Ω > 1, at which the function ξ(ω) is sin-
gular, is a zero of the function
N(ω, s) ≡ ω − Im γ˜(ω)
= ω − 2γ
pis
2F1(1,
s
2 , 1 +
s
2 ,
1
ω2 )
ω
.
(66)
In the particular cases s = 1 and s = 3 there holds
N(ω, 1) = ω − 2γ
pi
arcoth(ω) ,
N(ω, 3) = ω
(
1 +
2γ
pi
)
− 2γ
pi
ω2arcoth(ω) .
(67)
The singular term in (62) contributes unity to the in-
tegrated change of the oscillator density of states. Hence
the sum rule for the total change of the density of bath
oscillators (62) is
Σ(s) = Σ1(s) + 1 =
(
1− s
2
)
Θ(2− s) , (68)
which is in full agreement with the corresponding expres-
sion (56) of model I.
The explicit expression for the low-frequency expan-
sion of the change of the oscillator density (45) for
model II follows from (46) and (47) together with (44),
(30) and (31). As for model I, the leading term n = 0
in the expression (45) is positive for γ < γ? and negative
for γ > γ?. The coefficient c does not depend on γ at all
and is found to read
csc(s) = c
?
sc(s) = −
2
pi2
sin2(pis2 ) . (69)
While the first term in (45) for both models depends
only on the form of the cutoff through the critical damp-
ing strength γ?, the coefficient c? in the expression (48)
behaves qualitatively different for the two models. The
coefficient c?ac of model I given in (58) is generally pos-
itive, whereas the coefficient c?sc of model II is generally
negative.
The CODS ξ(ω) for model II is shown in Fig. 3(b) for
Ohmic damping, s = 1. In this case, the critical damping
strength is γ?sc = pi/2, and the expression (50) takes the
form
ξ(ω) =
1
pi
( 1
γ
− 1
γ?sc
)
− 1
pi
[
1
γ∗sc
+
( 1
γ
− 1
γ?sc
)3]
ω2 . (70)
In contrast to the expression (60) for the algebraic cutoff,
the curvature at small frequencies is negative for arbi-
trary damping strength γ. The different characteristics
of ξ(ω) at low frequencies displayed in Figs. 3(a) and (b)
are reproduced by the expressions (60) and (70).
The difference in curvature of the function ξ(ω) at zero
frequency in models I and II also prevails for super-Ohmic
damping with s = 3, as is clearly visible in Fig. 4. The
qualitative difference between model I (solid curve) and
model II (dashed curve) in Fig. 4 can be understood from
the leading terms of the low-frequency series of ξ(ω) for
s = 3 given in (54). The low-frequency expansion of the
change of the oscillator density of states for model I is
given in (61). For model II, we obtain from (54) together
with (30), (31) and (44)
ξsc(ω) = − γ
pi + 2γ
− γ2 6pi + (12− pi
2)γ
(pi + 2γ)3
ω2 . (71)
Importantly, the different sign of the curvature in mod-
els I and II displayed in (61) and (71), respectively, holds
for general damping strength γ.
IV. REDUCED PARTITION FUNCTION AND
SPECIFIC HEAT
Within the present paper, we determine thermody-
namic quantities of open systems on the basis of the
reduced partition function (1). For a free particle, the
partition function is only well defined if the particle is
confined to a finite region.
In the absence of an environmental coupling, we can
evaluate the partition function of a particle confined to
a one-dimensional infinite square well of width L and
inner potential V0 = 0. The corresponding eigenenergies
are given by En = Egn
2 with Eg = pi
2/2ML2 so that the
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FIG. 4. The change of the oscillator density of states is shown
for a super-Ohmic environment with s = 3 and γ = ωc with
an algebraic cutoff with p = 2 (solid curve) and with a sharp
cutoff (dashed curve). The arrow indicates the position of the
delta function in (62).
partition function reads
Z0 =
∞∑
n=1
exp
(
−Eg
T
n2
)
=
1
2
[
ϑ3
(
0, e−Eg/T
)− 1] .
(72)
Here, ϑ3(0, x) is a Jacobi theta function [15]. In the tem-
perature regime
T > E0 = cEg , (73)
where c is a positive number sufficiently large so that for
T above E0 the discreteness of the energy eigenstates may
be disregarded, the sum in the partition function can be
turned into an integral. We thus arrive at the classical
partition function of the undamped free particle,
Z0,cl =
√
T
Eg
∫ ∞
0
dx exp(−x2) =
√
piT
4Eg
. (74)
This result depends only on the combination TL2 and
therefore is valid even for very low temperatures pro-
vided the particle is constrained to a sufficiently large
region. How the confinement to a finite region influences
the thermodynamic properties at very low temperatures,
can for example be seen by studying a damped particle
in a weakly confining harmonic potential [20].
For a damped particle, the partition function is aug-
mented by quantum fluctuations due to the bath cou-
pling. The accessory part may be written as an infinite
Matsubara product [12] which, under the condition (73),
does not depend on the width L of the square well. The
resulting reduced partition function reads
Z =
√
pi T
4Eg
∞∏
n=1
νn
νn + γˆ(νn)
, T > E0 , (75)
in which νn = 2piTn is a bosonic Matsubara frequency.
The subsequent thermodynamic analysis is based on the
expression (75).
The specific heat follows from the reduced partition
function by
C =
∂
∂T
(
T 2
∂ ln(Z)
∂T
)
. (76)
Based on the Matsubara representation (75), one finds
C =
1
2
+
∞∑
n=1
y(νn) (77)
with the function [19]
y(ν) =
(
γˆ(ν)− νγˆ′(ν)
ν + γˆ(ν)
)2
− ν
2γˆ′′(ν)
ν + γˆ(ν)
, (78)
where the prime denotes again the derivative.
The Matsubara series (77) is advantageous for
moderate-to-high temperatures. From it we can immedi-
ately infer that C tends to 1/2 as T → ∞. Regrettably,
it is badly converging at low temperatures. In the latter
regime, it is pertinent to perform a Poisson resummation
of the series (77) by virtue of the periodically continued
δ-function
:δ(τ): = T
∞∑
n=−∞
exp(iνnτ) (79)
into the form
C =
1
2
− y(0)
2
+
1
2piT
∫ ∞
0
dν y(ν)
+
1
piT
∞∑
n=1
∫ ∞
0
dν cos
(
n
ν
T
)
y(ν) .
(80)
Since the antiderivative
Y (ν) =
ν[γˆ(ν)− νγˆ′(ν)]
ν + γˆ(ν)
. (81)
of the function y(ν) vanishes at the boundaries ν = 0
and ν = ∞, the first integral in (80) is strictly zero. In
addition, the trigonometric function in the second inte-
gral of (80) is increasingly oscillating as T → 0. Hence
the second integral approaches zero in this limit. Thus
the specific heat (80) can be expressed in the form
C = C0 +
1
piT
∞∑
n=1
∫ ∞
0
dν cos
(
n
ν
T
)
y(ν) , (82)
where
C0 =
1
2
− y(0)
2
(83)
is the specific heat at zero temperature. We find from
(78) both with the form (19) and the form (29) for the
spectral damping function the limiting expression
y(0) = (2− s)Θ(2− s) . (84)
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The second term in (82) describes the temperature de-
pendence of the specific heat and can serve to obtain
low-temperature expansions.
A more physical interpretation of the specific heat for a
damped system can be given in terms of the change ξ(ω)
of the oscillator density of states caused by the coupling
of the system to the heat bath [11], which has been dis-
cussed in Sect. III. Under the condition (16) the Matsub-
ara sum (77) can be rewritten as the frequency integral
C =
1
2
+
∫ ∞
0
dω ξ(ω) [Cho(ω)− 1] ,
= C0 +
∫ ∞
0
dω ξ(ω)Cho(ω) .
(85)
Here,
Cho(ω) =
(
ω
2T sinh(ω/2T )
)2
(86)
is the specific heat of a single harmonic oscillator with
frequency ω. Since in the high-temperature limit, Cho
tends to one, the first term on the right-hand side of
the first line of (85) represents the classical value of the
specific heat. On the other hand, in the low-temperature
limit, Cho tends to zero, thus confirming that C0 is the
specific heat at zero temperature. By comparing the first
and the second line, we find that the specific heat in the
zero-temperature limit
C0 =
1
2
− Σ (87)
is related to its classical value by the integrated CODS
Σ introduced in (42).
With the explicit form (56) for the sum rule Σ, the
expression (87) in fact coincides with the former result
(83) with (84). In any event, the resulting expression for
the specific heat at zero temperature is
C0 =

s− 1
2
for s ≤ 2 ,
1
2
for s > 2 .
(88)
In the regime s ≤ 2, C0 increases linearly with the expo-
nent s from a value of −1/2 in the extreme sub-Ohmic
regime to the classical value of 1/2 which is reached for
s = 2.
The expressions for the specific heat given in (85) differ
from the expression which can be derived from the for-
mula for the free energy given by Ford et al. [21, 22] for
the damped harmonic oscillator. The reason lies in the
nonvanishing specific heat of the free damped particle at
zero temperature.
Figure 5 gives an overview of typical variations of the
specific heat of a damped free particle as a function of
temperature. In order to emphasize that the represented
data are only valid as long as the condition (73) is satis-
fied, i.e. provided that TL2 is sufficiently large, we denote
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FIG. 5. The specific heat (77) of a free damped particle is
displayed as a function of temperature for spectral densities
of the coupling (24) with a sharp cutoff. The label 0+ on the
temperature axis indicates that the curves are only valid for
kBT > E0. The exponent s increases from the lower to the
upper curve as s = 0.3, 1, and 3. For the two smaller values
of s, the critical damping strength γ = γ?sc is chosen while for
s = 3 the damping strength is set to γ = 1.
the leftmost value on the temperature axis by 0+. The
three curves represent a sub-Ohmic case (s = 0.3), the
Ohmic case (s = 1) and a super-Ohmic case (s = 3) from
the lower to the upper curve. In all cases, a sharp cutoff
(model II) has been employed.
As our previous analysis has shown, all three curves
lead from a zero-temperature value of the specific heat
given by (88) to the classical value kB/2. The Ohmic
case is a particular case because it leads to a vanishing
specific heat in the zero-temperature limit independently
of any confinement condition for the particle. In the sub-
Ohmic case, the specific heat at low temperatures tends
towards a negative value.
In contrast, for super-Ohmic damping with s > 2,
which includes the case s = 3 represented in Fig. 5, at
low temperatures the classical value of the specific heat
is approached again. This phenomenon of reentrant clas-
sicality is due to the small density of bath oscillators at
low frequencies [19]. In Fig. 6 the reentrant classicality
for the super-Ohmic case s = 3 is shown both for model I
and model II. The dip in the specific heat due to quantum
effects is considerably larger in the dashed curve belong-
ing to model II compared with the solid curve pertaining
to model I. The discriminative characteristics in Fig. 6
is due to the drastically different behaviors of the CODS
ξ(ω) of these models shown in Fig. 4. It should be re-
marked, that the dip for both models gets deeper, as
the parameter γ is increased, while the characteristics of
reentrant classicality is preserved.
As far as the two lower curves in Fig. 5 belonging to
the range 0 < s < 2 are concerned, their dips get pro-
gressively deeper, as the damping strength γ is increased
beyond γ? [19]. This feature is due to the negative sign
of the leading term in the expansion (45) in the regime
γ > γ?.
The overall structure discussed so far only depends on
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FIG. 6. The specific heat is shown for super-Ohmic damping
s = 3 with an algebraic cutoff with p = 2 (solid curve) and a
sharp cutoff (dashed curve). The damping strength for both
curves is γ = 1. The dashed curve is a magnified form of the
topmost curve in Fig. 5. We see that the dip in the specific
heat is notably larger for model II compared with model I.
the exponent s of the spectral density of the coupling and
is thus independent of the cutoff. The cutoff becomes
relevant though at finite temperatures. Accessible to a
analytical analysis are the leading quantum corrections
at high temperatures which we will discuss in Sect. V and
the low-temperature expansion which will be the subject
of Sect. VI. The low-temperature behavior is particularly
interesting because for sufficiently strong coupling of the
free particle to its environment, the specific heat at finite
temperatures can fall even below its zero-temperature
value.
V. QUANTUM CORRECTIONS AT HIGH
TEMPERATURES
The specific heat at temperatures T  γ, ωc is de-
termined by the behavior of the Laplace transform γˆ(z)
of the damping kernel in the regime |z|  1, which is
given in eq. (17). In the high-temperature regime, the
Matsubara sum (77) is dominated by the second term
in (78). As the damping kernel decays like 1/z for all
exponents s in the range (16), the leading quantum cor-
rection at high temperatures then goes like the square of
the inverse temperature.
C =
1
2
− a
12
1
T 2
. (89)
The coefficient a is given in (18) for model I and in (28)
for model II.
The universal 1/T 2 tail is proportional to the damping
strength γ and, after reinserting the constants previously
set to one, the cutoff frequency ωc. The amplitude func-
tions aac(s, p)/γ for model I and asc(s)/γ for model II
are plotted in Fig. 7. The U-shaped form for model I
(displayed for p = 1 and p = 2) possesses a minimum at
s = p and divergencies at the edges s = 0 and s = 2p.
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FIG. 7. The amplitude functions aac(s, p) for algebraic cutoffs
characterized by exponents p = 1 and p = 2 (solid curves) and
the amplitude function asc(s) for sharp cutoff (dashed curve)
appearing in the high-temperature formula (89) are shown as
a function of the exponent s.
For a given algebraic cutoff function characterized by p,
quantum effects can depend significantly on the value of
the exponent s. They are weakest for s = p.
When, on the other hand, s is kept fixed, the function
aac(s, p) decreases with increasing parameter p. Thus,
sharpening the cutoff function in the spectral density of
the coupling (6) in model I reduces the quantum effects
while the temperature is kept fixed at a large value.
For the sharpest possible cutoff function, i.e. our
model II, the amplitude asc decreases monotonically as
1/s with increasing exponent s. Although, the sharp
cutoff does in general not lead to the smallest high-
temperature quantum corrections, it nevertheless fits the
general picture that sharper cutoffs in the spectral den-
sity of the coupling tend to lead to weaker quantum cor-
rections.
VI. LOW-TEMPERATURE BEHAVIOR
We finally study the low temperature regime where T
provides the smallest frequency scale, i.e. T  γ, ωc. As
mentioned before, for a particle confined to a finite spatial
region, our results are constrained by the condition (73)
and are thus not valid down to zero temperature. How-
ever, by choosing the confining region sufficiently large,
the domain of validity can be extended down to any arbi-
trarily low non-zero temperature. The low-temperature
expansions for the specific heat given in this section have
to be understood in this sense.
The leading low-temperature correction to the specific
heat is obtained from the leading low-frequency term in
the change of the oscillator density of states ξ(ω) dis-
cussed in Subsection III A. In the regime 0 < s < 2, the
leading contribution to the CODS ξ(ω) is found to be
proportional to ω1−s. From the expression for the spe-
cific heat in the second line of (85), we obtain the leading
12
low-temperature behavior of the specific heat as
C =
s− 1
2
+
2− s
pi
( 1
γ
− 1
γ?
)
sin2(pis2 )Γ(4− s)ζ(3− s)T 2−s .
(90)
Here, ζ denotes the Riemann zeta function [15]. The
expansion (90) depends mainly on the low-frequency de-
pendence of the spectral density of the coupling. Its de-
pendence on the form of the cutoff enters only via the
critical damping strength γ?.
The leading low-temperature correction to the spe-
cific heat increases with decreasing damping strength γ.
Consequently, a reduction of the environmental coupling
leads to a more rapid approach to the classical regime
as temperature is increased. This behavior is consis-
tent with the fact that in the absence of any spatial
confinement, the environmental coupling provides the
mechanism to render a free particle quantum mechani-
cal [1, 9, 19].
With increasing damping strength, eventually the crit-
ical damping strength γ? will be reached where the
dressed mass M(1 + µ) vanishes. According to (45), the
leading term of ξ(ω) then changes sign and the leading
low-temperature correction results in a decrease of the
specific heat with increasing temperature. In Fig. 8(a),
we show the low-temperature behavior of the specific
heat for Ohmic dissipation with an algebraic cutoff with
p = 1. The damping strength in Fig. 8(a) increases from
the upper to the lower curve, clearly demonstrating the
change in the sign of the leading term in the CODS ξ(ω)
at the critical damping strength represented by the sec-
ond curve from the top.
Interestingly, the low-temperature behavior for a sharp
cutoff shown in Fig. 8(b) is qualitatively different. While
we see again how the leading term in (45) changes its
sign when the critical damping strength is reached at the
lowest curve, a negative specific heat can be obtained
even for damping strengths below the critical damping
strength. However, the specific heat falls below its zero-
temperature value only above a certain finite tempera-
ture.
This difference in behavior of the specific heat for al-
gebraic and sharp cutoff can be traced back to the coeffi-
cient c in the expansion (45). This coefficient dominates
the low-temperature behavior of the specific heat at the
critical damping strength γ = γ? where the first term in
(45) vanishes. The specific heat then reads
C =
s− 1
2
+ c? Γ(6− s)ζ(5− s)T 4−s , (91)
where the coefficient c? is given in (58) for model I and
in (69) for model II. Recalling the discussion at the end
of Subsection III C, the leading thermal contribution for
critical damping γ = γ? is generally positive for model I
and generally negative for model II. For a sharp cutoff,
the absolute value of the coefficient c can be large enough,
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FIG. 8. The specific heat at low temperatures where negative
values can occur is shown for Ohmic damping with (a) an
algebraic cutoff with p = 1 and (b) a sharp cutoff. In the
upper panel, the damping strength γ/ωc = 0.9, 1, 1.1, and
1.2 increases from the upper to the lower curve. The second
value represents the critical damping strength γ = γ?ac. In the
lower panel, the damping strength takes the values γ/ωc =
1.2, 1.3, 1.4, and pi/2 from the upper to the lower curve. The
last choice corresponds to γ = γ?sc. We see that already for
values γ < γ?sc the specific heat can become negative at finite
temperatures.
even for undercritical damping γ < γ?, to force the spe-
cific heat below zero as can be seen in Fig. 8(b).
In the regime s > 2, we had seen from (88) that at
zero temperature, the specific heat takes it classical value.
Upon using the expression (51) for the change of the os-
cillator density of states ξ(ω), we find that the leading
contribution to the specific heat at low temperatures is
C =
1
2
− (s− 2) γ
pi(1 + µ)
Γ(s)ζ(s− 1)T s−2 . (92)
Interestingly, details of the cutoff in the spectral density
of the coupling J(ω) only enter via the mass renormal-
ization µ. The leading thermal contribution in (92) is
always negative, thereby ensuring that the specific heat
never exceeds its classical value.
VII. CONCLUSIONS
The thermodynamic properties of a damped quantum
system depend on the spectral density of the coupling,
in particular its low-frequency behavior and the high-
frequency cutoff. Choosing a rather general spectral den-
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sity of the form (10), we have seen for the specific heat of
the free damped particle, that the exponent s character-
izing the low-frequency properties of the environmental
coupling is omnipresent. Nevertheless, also the existence
of the high-frequency cutoff and its detailed form are of
relevance.
First of all, the negative mass renormalization in the
regime 0 < s < 2 is a consequence of the mere existence
of a high-frequency cutoff. In this sense, the possibility
for the specific heat to fall below its zero-temperature
value constitutes an effect of the cutoff. Typically, this
requires that damping strength and cutoff frequency are
of the same order which makes the appearance of cut-
off effects likely. However, as we have seen in Fig. 2,
there exist parameter ranges where even relatively weak
damping can lead to a decrease of the specific heat at low
temperatures.
A qualitative difference between the two types of cut-
offs considered here, i.e. the algebraic cutoff (11) and the
sharp cutoff (24), can be found in the change of the oscil-
lator density of states when the system degree of freedom
is coupled to the bath. At low frequencies, the curvature
of the CODS is always negative for a sharp cutoff while
it is positive for an algebraic cutoff in the regime where
the specific heat becomes negative.
Quantitative differences appear in the details of the rel-
evant quantities, e.g. the expressions for the mass renor-
malization or the critical damping strength. While the
general form of the expressions for the two types of cutoff
are similar, important differences are due to the fact that
for a given algebraic cutoff, the allowed values of the low-
frequency exponent s are limited by the conditions (12)
or (16). As a consequence, the mass renormalization and
the amplitude of the high-temperature quantum correc-
tions for the algebraic cutoff are nonmonotonic and diver-
gent at s = 2p. In contrast, the sharp cutoff is sufficiently
strong to allow for arbitrary values of s. The correspond-
ing mass renormalization and the quantum corrections of
order 1/T 2 vanish in the limit of large exponents s.
Finally, we have seen in the discussion of the lead-
ing low-temperature corrections that while the critical
damping strength typically determines whether the spe-
cific heat can fall below its zero-temperature value, this
is not always the case. For the sharp cutoff, the results
shown in Fig. 8(b) demonstrate that a negative specific
heat in the Ohmic case can appear even before the critical
damping strength is reached.
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