Abstract: This paper describes an ultrasonic sensor localization system for autonomous mobile robot navigation in an indoor semi-structured environment. The proposed algorithm is based upon an iterative extended Kalman filter, which utilizes matches between observed geometric beacons and an a priori map of beacon locations, to correct the position and orientation of the vehicle. We present a non-linear filter based on a genetic algorithm as an emerging optimization method to search for optimal positions. Experiments demonstrate its effectiveness in real world applications.
INTRODUCTION
A prerequisite for geometric navigation of a mobile robot is a position-finding method. A rough estimation of the robot location (position and orientation) is possible with odometry data. To reduce the uncertainty and the error of the estimated location, relocalization techniques have been developed. Two approaches are used: the matching between the sensorial information and a map of the environment, or the detection of natural or artificial landmarks. The first approach is the one used in this paper.
A landmark is a localized physical feature that the robot can sense and use to estimate its own position in relation to a map that contains the landmark's absolute position. D 'Orazio et al. (1994) use a landmark that consists of panels on which two groups of four LEDs were fixed. The camera can see the confidence points at any moment and they can be located easily in the image plane because of their brightness and arrangement. In (Betke and Gurvist, 1997) , an efficient method for localizing a mobile robot in a indoor environment is described. The robot can identify the landmarks and measure their bearings relative to each other. Ricotti and Liotta (1995) have used a guide mark (two circles and identification codes), they are designing a landmark that can be easily characterized by geometric features invariant in respect of scale factors and perspective views. Han and Rhee (1994) use a solid circle in black with two interior white dots to obtain the position of the mobile robot.
In (Escalera et al., 1996) , a combination of a laser diode and a CCD camera is used; the sensorial information is modelled as straight lines that will be matched with a prior map of the environment, the matching process is accomplished within an extended Kalman filter. In (Triggs, 1994) , a sonar localization system for mobile robot navigation in a known environment is described, state corrections are applied through a standard Kalman filter. In (Leonard and Durrant-White, 1992) , an application of the EKF to the problem of mobile robot navigation in a known environment is presented. This navigation algorithm is based around an EKF, which utilizes matches between observed geometric beacons and an a priori map of beacons locations.
ULTRASONIC SENSOR LOCALIZATION
Ultrasonic sensor has unique properties which make it very useful for mobile robot work. The transducers are cheap, reliable and physically robust. Ultrasonic sensor systems generally calculate distance using the time of flight (TOF) method. The distance d to a reflected object is calculated by:
where c is the speed of the sound and t is the round trip time of flight. The mobile robot is equipped with a peripheral ring of 24 ultrasonic sensors which has a reliable measurement for angles less than 20º from the surface normal. 
The map of the environment.
The map of the environment is based on segments. Segments of the environment (walls, doors, etc.) are lines in 2-D (Fig. 1 (Fig.2) .
The implementation.
The principal stages in the processing of an ultrasonic sensor event are as follows:
-Sensor preprocessing. This convert the sensor output to an estimate of apparent range and its expected uncertainty, using sensor calibration and noise models. The odometry measurement is used to provide a prediction of the vehicle's location at which these sonar range readings were acquired. -Probabilistic modelling of ultrasonic sensor event.
A detail a priori model of the sensor event is built using the current world model (Fig. 3) , vehicle state estimate and sensor model. This process is independent of the sensor observation.
D e is the estimated distance between the sonar and the segment, where (X r , Y r , θ r ) is the position and heading of the vehicle, (X s , Y s , θ s ) the position and heading of the observed segment and θ a the sensor angle.
-Data fusion. This compares the observed ultrasonic sensor data with the model based predictions to produce a probabilistic state update, using the Mahalanobis distance. 
THE EXTENDED KALMAN FILTER
An Extended Kalman Filter is used to correct the position and orientation of the vehicle (Leonard and Durrant-White, 1992) , using the error between the observed and estimated distances between the robot
and the segments of the environment (walls, doors, etc.). The Kalman filter is a linear, discrete-time system. The covariance matrix P k+1|k is a conditional error covariance matrix associated with the state estimate. The filter has the same structure as a class of deterministic estimators.
The Kalman filter equations define the evolution of the gaussian conditional probability density of the state. The extended Kalman filter was obtained using a Taylor series expansion up to first-order or second order terms. This filter introduces errors in the equations where the higher order terms are neglected.
There are several ways of compensating for these errors:
• Compensation of errors in the state prediction:
• Multiplication of the state covariance by a scalar φ>1 at every sampling time:
The Iterated Extended Kalman Filter.
A modified state updating approach can be obtained by an iterative procedure. The measurement prediction is:
One approach to alleviate the additional errors due to the measurement nonlineality, is to compute the updated state not as an approximate conditional mean, but as a maximum a posteriori estimate. An approximate estimate can be obtained by an iteration that amounts to relinearization of the measurement equation. The conditional probability density function of x(k+1) given z(k+1) is:
Maximizing this expression with respect x(k+1) is equivalent to minimizing the innovation error:
The iterative minimization of this expression is usually done by a Newton-Raphson algorithm, expanding it in a Taylor series up to second order about the i-th iterated value of the estimate of x(k+1).
This paper presents a genetic algorithm to generate an optimal position for the mobile robot, minimizing the above expression. Genetic algorithms (GAs) are different from more normal optimization and search procedures in four ways:
• it works with a coding of the parameter set.
• it searches from a population of points instead of a single point.
• it uses objective function information, not derivates.
• it uses probabilistic operation rules, not deterministic rules.
GENETIC ALGORITHM
The Genetic Algorithm is a searching process based on the laws of natural selection and genetics (Goldberg, 1989) . GAs are typically black-box methods that uses fitness information exclusively, that is, they are not require gradient information or other internal knowledge of the problem. GAs are population-based search techniques that maintain populations of potential solutions during searches.
In order to apply a genetic algorithm to a given problem, solutions to this problem must first be encoded as chromosomes (typically, bit strings). The population comprises a group of chromosomes from which candidates can be selected for the solution of the problem. Each chromosome is a concatenation of a number of subcomponents called genes. Initially, a population is generated randomly. In order to evaluate each potential solution, GAs need an objective function that assigns a scalar payoff to any particular solution. A particular group of chromosomes is selected from the population to generate the offspring by the defined genetic operations. The fitness of the offspring is evaluated in a similar fashion to their parents. The chromosomes in the current population are then replaced by their offspring.
Usually, a simple GA consists of three operations: reproduction or selection, genetic operation and replacement. -Reproduction. Select two parents chromosomes from the current population. The selection process is a stochastic and a chromosome with a high fitness is more likely to be selected -Crossover is a recombination operator that combines subparts of two parents chromosomes to produces offspring that contain some parts of both parent's genetic material.
-Mutation is an operator that introduces variations into the chromosome. The mutation phase is aimed at maintaining a minimum level of diversity in the population via random modifications to the bit values.
A GA cycle is repeated for a fixed number of generations, or until no more improvement is observed. The best chromosome generated during the search is the final result of the genetic algorithm.
The objective function is a main source to providing the mechanism for evaluating the status of each chromosome. This is an important link between the GAs and the system.
A GENETIC ALGORITHM FOR MOBILE ROBOT LOCALIZATION
GA have proven to be effective in a number of applications, in (Chen and Zalzala, 1995) a genetic approach to mobile robot motion with a distancesafety criterion is presented. Hein and Meystel (1994) have developed a GA that finds admissible control trajectories that tend to minimize the vehicle's transit time through the obstacle field. Other applications include the planning of control and trajectories for automated delivery vehicles and the optimization of control for racing vehicles. In (Potvin et al., (1996) a route construction heuristic for a vehicle routing problem is described. Kang et al. (1995) present an GA for global path planning to a goal for a mobile robot in an known environment.
The genetic structure.
To solve the mobile robot localization problem by a genetic algorithm, we need a coding scheme to encode the parameters of the problem into genetic strings. Here, robot position is coded as a string by their Cartesian coordinates as:
with all the values stored in decimal form. A set of valid random positions are generated as the initial generation around the Extended Kalman Filter solution. In order to solve the problem, we define a chromosome with 11 bits length and populations of size 250 elements.
After a new population of strings have been generated, we should compute the fitness of each position.
Definition of fitness.
To optimize a structure using GA, one must be able to assign some measure of quality to each structure in the search space. The fitness function is responsible for this task. In GA, the fitness function determines the productivity of individuals in a population. In general, a fitness function can be described as:
where f is the objective function and u(x) is a nonnegative number.
Hence it is essential to define a fitness function which characterize the problem in a perfect way. The generalized objective function can be defined as follows:
where k l g is the cost of the position corresponding to the lst string in the kth generation,
is the estimated distance between the sonar and the segment of the lst position in the population in the kth generation, respectively. In this application, solution quality is based on total distance error.
Generational-Replacement.
If the size of the population is n, then n parents are selected and n offspring are created. Then, the next generation is composed of the n best chromosomes among the pool of 2n chromosomes. Due this conservative replacement scheme, the best chromosome at generation m+1 is always better than or equal to the best chromosome at generation m.
This procedure is repeated for a fixed number of generations. The best chromosome generated during the search is the final result of the genetic search. Through this process, it is expected that an initial population of randomly generated chromosomes with low fitness values will improve as parents are replaced by better offspring.
EXPERIMENTAL RESULTS
All experiments have been conducted on a B21-RWI mobile vehicle (Fig. 4) , equipped with a peripheral ring of 24 ultrasonic sensors. The computational time for the algorithm with a population of size 250 elements is 5.2 s for 10 generations and 2.9s for 5 generations, on a Intel 486 processor, and 1.1 s for 10 generations and 0.6 s for 5 generations, on a Pentium processor. To test the localization method we made the mobile robot to move along different ways. To obtain the real position of the robot, we use a Geodimeter 600. The accuracy of distance measurement is ±5mm. The maximum velocity of the robot was set at 30 cm/s. Table2. List of errors at each relocalization point (path 2).
CONCLUSIONS
We have described an ultrasonic sensor localization system for autonomous mobile robot navigation in a semi-structured indoor environment, based on the modelling of the ultrasonic sensor sensing process and a genetic iterative refinement method. The proposed algorithm is based upon an iterative extended Kalman filter, which utilizes matches between observed geometric beacons and an a priori map of beacon locations, to correct the position and orientation of the vehicle. This method is applicable to mobile robot localization and proved to achieve solutions with computational time less than those search methods which provide precision of the same order.
