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In this paper, we propose a symbolic control synthesis method for nonlinear sampled switched sys-
tems whose vector fields are one-sided Lipschitz. The main idea is to use an approximate model
obtained from the forward Euler method to build a guaranteed control. The benefit of this method
is that the error introduced by symbolic modeling is bounded by choosing suitable time and space
discretizations. The method is implemented in the interpreted language Octave. Several examples
of the literature are performed and the results are compared with results obtained with a previous
method based on the Runge-Kutta integration method.
1 Introduction
As said in [10], in the methods of symbolic analysis and control of hybrid systems, the way of repre-
senting sets of state values and computing reachable sets for systems defined by ordinary differential
equations (ODEs) is fundamental (see, e.g., [2, 14]). An interesting approach appeared recently, based
on the propagation of reachable sets using guaranteed Runge-Kutta methods with adaptive step size con-
trol (see [6, 17]). In [10] such guaranteed integration methods are used in the framework of sampled
switched systems.
Given an ODE of the form x˙(t) = f (t,x(t)), and a set of initial values X0, a symbolic (or “set-valued”)
integration method consists in computing a sequence of approximations (tn, x˜n) of the solution x(t;x0) of
the ODE with x0 ∈X0 such that x˜n≈ x(tn;xn−1). Symbolic integration methods extend classical numerical
integration methods which correspond to the case where X0 is just a singleton {x0}. The simplest nu-
merical method is Euler’s method in which tn+1 = tn+h for some step-size h and x˜n+1 = x˜n+h f (tn, x˜n);
so the derivative of x at time tn, f (tn,xn), is used as an approximation of the derivative on the whole
time interval. This method is very simple and fast, but requires small step-sizes h. More advanced
methods coming from the Runge-Kutta family use a few intermediate computations to improve the ap-
proximation of the derivative. The general form of an explicit s-stage Runge-Kutta formula of the form
x˜n+1 = x˜n + hΣsi=1biki where ki = f (tn + cih, x˜n + hΣ
i−1
j=1ai jk j) for i = 2,3, ...,s. A challenging question
is then to compute a bound on the distance between the true solution and the numerical solution, i.e.:
‖x(tn;xn−1)− xn‖. This distance is associated to the local truncation error of the numerical method.
In [10], such a bound is computed using the Lagrange remainders of Taylor expansions. This is achieved
using affine arithmetic [27] (by application of the Banach’s fixpoint theorem and Picard-Lindelöf oper-
ator, see [23]). In the end, the Runge-Kutta based method of [10] is an elaborated method that requires
the use of affine arithmetic, Picard iteration and computation of Lagrange remainder.
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In contrast, in this paper, we use ordinary arithmetic (instead of affine arithmetic) and a basic Euler
scheme (instead of Runge-Kutta schemes). We need neither estimate Lagrange remainders nor perform
Picard iteration in combination with Taylor series. Our simple Euler-based approach is made possible
by having recourse to the notion of one-sided Lipschitz (OSL) function [12]. This allows us to bound
directly the global error, i.e. the distance between the approximate point x˜(t) computed by the Euler
scheme and the exact solution x(t) for all t ≥ 0 (see Theorem 1).
Plan. In Section 2, we give details on related work. In Section 3, we state our main result that bounds
the global error introduced by the Euler scheme in the context of systems with OSL flows. In Section 4,
we explain how to apply this result to the synthesis of symbolic control of sampled switched systems.
We give numerical experiments and results in Section 5 for five exampes of the literature, and compare
them with results obtained with the method of [10]. We give final remarks in Section 6.
2 Related work
Most of the recent work on the symbolic (or set-valued) integration of nonlinear ODEs is based on
the upper bounding of the Lagrange remainders either in the framework of Taylor series or Runge-
Kutta schemes [2, 5, 6, 8, 9, 10, 20, 24, 26]. Sets of states are generally represented as vectors of
intervals (or “rectangles”) and are manipulated through interval arithmetic [22] or affine arithmetic [27].
Taylor expansions with Lagrange remainders are also used in the work of [2], which uses “polynomial
zonotopes” for representing sets of states in addition to interval vectors. None of these works uses the
Euler scheme nor the notion of one-sided Lipschitz constant.
In the literature on symbolic integration, the Euler scheme with OSL conditions is explored in [12,
18]. Our approach is similar but establishes an analytical result for the global error of Euler’s estimate
(see Theorem 1) rather than analyzing, in terms of complexity, the speed of convergence to zero, the
accuracy and the stability of Euler’s method.
In the control literature, OSL conditions have been recently applied to control and stabilization [1, 7],
but do not make use of Euler’s method. To our knowledge, our work applies for the first time Euler’s
scheme with OSL conditions to the symbolic control of hybrid systems.
3 Sampled switched systems with OSL conditions
3.1 Control of switched systems
Let us consider the nonlinear switched system
x˙(t) = fσ(t)(x(t)) (1)
defined for all t ≥ 0, where x(t) ∈ Rn is the state of the system, σ(·) : R+ −→U is the switching rule.
The finite set U = {1, . . . ,N} is the set of switching modes of the system. We focus on sampled switched
systems: given a sampling period τ > 0, switchings will occur at times τ , 2τ , . . . The switching rule σ(·)
is thus constant on the time interval [(k−1)τ,kτ) for k≥ 1. For all j ∈U , f j is a function from Rn to Rn.
We make the following hypothesis:
(H0) For all j ∈U , f j is a locally Lipschitz continuous map.
20 Control synthesis of switched systems using Euler method
As in [15], we make the assumption that the vector field f j is such that the solutions of the differential
equation (1) are defined, e.g. by assuming that the support of the vector field f j is compact. We will
denote by φσ (t;x0) the solution at time t of the system:
x˙(t) = fσ(t)(x(t)),
x(0) = x0.
(2)
Often, we will consider φσ (t;x0) on the interval 0 ≤ t < τ for which σ(t) is equal to a constant,
say j ∈ U . In this case, we will abbreviate φσ (t;x0) as φ j(t;x0). We will also consider φσ (t;x0) on
the interval 0 ≤ t < kτ where k is a positive integer, and σ(t) is equal to a constant, say jk′ , on each
interval [(k′−1)τ,k′τ) with 1≤ k′ ≤ k; in this case, we will abbreviate φσ (t;x0) as φpi(t;x0), where pi is
a sequence of k modes (or “pattern”) of the form pi = j1 · j2 · · · · · jk.
We will assume that φσ is continuous at time kτ for all positive integer k. This means that there is no
“reset” at time k′τ (1≤ k′ ≤ k); the value of φσ (t,x0) for t ∈ [(k′−1)τ,kτ] corresponds to the solution of
x˙(u) = f jk′ (x(u)) for u ∈ [0,τ] with initial value φσ ((k′−1)τ;x0).
Given a “recurrence set” R⊂Rn and a “safety set” S⊂Rn which contains R (R⊆ S), we are interested
in the synthesis of a control such that: starting from any initial point x ∈ R, the controlled trajectory
always returns to R within a bounded time while never leaving S. We suppose that sets R and S are
compact. Furthermore, we suppose that S is convex.
We denote by T a compact overapproximation of the image by φ j of S for 0≤ t ≤ τ and j ∈U , i.e. T
is such that
T ⊇ {φ j(t;x0) | j ∈U,0≤ t ≤ τ,x0 ∈ S}.
The existence of T is guaranteed by assumption (H0). We know furthermore by (H0) that, for all j ∈U ,
there exists a constant L j > 0 such that:
‖ f j(y)− f j(x)‖ ≤ L j ‖y− x‖ ∀x,y ∈ S. (3)
Let us define C j for all j ∈U :
C j = sup
x∈S
L j‖ f j(x)‖ for all j ∈U. (4)
We make the additional hypothesis that the mappings f j are one-sided Lipschitz (OSL) [12]. Formally:
(H1) For all j ∈U , there exists a constant λ j ∈ R such that
〈 f j(y)− f j(x),y− x〉 ≤ λ j ‖y− x‖2 ∀x,y ∈ T,
where 〈·, ·〉 denotes the scalar product of two vectors of Rn.
Remark 1. Constants λ j, L j and C j ( j ∈U) can be computed using (constrained) optimization algo-
rithms. See Section 5 for details.
3.2 Euler approximate solutions
Given an initial point x˜0 ∈ S and a mode j ∈ U , we define the following “linear approximate solu-
tion” φ˜ j(t; x˜0) for t on [0,τ] by:
φ˜ j(t; x˜0) = x˜0+ t f j(x˜0). (5)
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Note that formula (5) is nothing else but the explicit forward Euler scheme with “time step” t. It is thus
a consistent approximation of order 1 in t of the exact solution of (1) under the hypothesis x˜0 = x0.
More generally, given an initial point x˜0 ∈ S and pattern pi of Uk, we can define a “(piecewise linear)
approximate solution” φ˜pi(t; x˜0) of φpi at time t ∈ [0,kτ] as follows:
• φ˜pi(t; x˜0) = t f j(x˜0)+ x˜0 if pi = j ∈U , k = 1 and t ∈ [0,τ], and
• φ˜pi(kτ+ t; x˜0) = t f j(z˜)+ z˜ with z˜ = φ˜pi ′((k−1)τ; x˜0), if k ≥ 2, t ∈ [0,τ], pi = j ·pi ′ for some j ∈U
and pi ′ ∈Uk−1.
We wish to synthesize a guaranteed control σ for φσ using the approximate functions φ˜pi .We define
the closed ball of center x ∈ Rn and radius r > 0, denoted B(x,r), as the set {x′ ∈ Rn | ‖x′− x‖ ≤ r}.
Given a positive real δ , we now define the expression δ j(t) which, as we will see in Theorem 1,
represents (an upper bound on) the error associated to φ˜ j(t; x˜0) (i.e. ‖φ˜ j(t; x˜0)−φ j(t;x0)‖).
Definition 1. Let δ be a positive constant. Let us define, for all 0≤ t ≤ τ , δ j(t) as follows:
• if λ j < 0:
δ j(t) =
(
δ 2eλ jt +
C2j
λ 2j
(
t2+
2t
λ j
+
2
λ 2j
(
1− eλ jt
))) 12
• if λ j = 0 :
δ j(t) =
(
δ 2et +C2j (−t2−2t+2(et −1))
) 1
2
• if λ j > 0 :
δ j(t) =
(
δ 2e3λ jt +
C2j
3λ 2j
(
−t2− 2t
3λ j
+
2
9λ 2j
(
e3λ jt −1
))) 12
Note that δ j(t) = δ for t = 0. The function δ j(·) depends implicitly on two parameters: δ ∈ R and
j ∈U . In Section 4, we will use the notation δ ′j(·) where the parameters are denoted by δ ′ and j.
Theorem 1. Given a sampled switched system satisfying (H0-H1), consider a point x˜0 and a positive
real δ . We have, for all x0 ∈ B(x˜0,δ ), t ∈ [0,τ] and j ∈U:
φ j(t;x0) ∈ B(φ˜ j(t; x˜0),δ j(t)).
Proof. Consider on t ∈ [0,τ] the differential equations
dx(t)
dt
= f j(x(t))
and
dx˜(t)
dt
= f j(x˜0).
with initial points x0 ∈ S, x˜0 ∈ S respectively. We will abbreviate φ j(t;x0) (resp. φ˜ j(t; x˜0)) as x(t)
(resp. x˜(t)). We have
d
dt
(x(t)− x˜(t)) = ( f j(x(t))− f j(x˜0)) ,
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then
1
2
d
dt
(‖x(t)− x˜(t)‖2) = 〈 f j(x(t))− f j(x˜0),x(t)− x˜(t)〉
=
〈
f j(x(t))− f j(x˜(t))+ f j(x˜(t))− f j(x˜0),x(t)− x˜(t)
〉
=
〈
f j(x(t))− f j(x˜(t)),x(t)− x˜(t)
〉
+
〈
f j(x˜(t))− f j(x˜0),x(t)− x˜(t)
〉
≤ 〈 f j(x(t))− f j(x˜(t)),x(t)− x˜(t)〉+‖ f j(x˜(t))− f j(x˜0)‖‖x(t)− x˜(t)‖.
The last expression has been obtained using the Cauchy-Schwarz inequality. Using (H1) and (3), we
have
1
2
d
dt
(‖x(t)− x˜(t)‖2) ≤ λ j‖x(t)− x˜(t)‖2+ ‖ f j(x˜(t))− f j(x˜0)‖‖x(t)− x˜(t)‖
≤ λ j‖x(t)− x˜(t)‖2+L j ‖x˜(t)− x˜0‖‖x(t)− x˜(t)‖
≤ λ j‖x(t)− x˜(t)‖2+L jt ‖ f j(x˜0)‖‖x(t)− x˜(t)‖.
Using (4) and a Young inequality, we then have
1
2
d
dt
(‖x(t)− x˜(t)‖2) ≤ λ j‖x(t)− x˜(t)‖2+C j t ‖x(t)− x˜(t)‖
≤ λ j‖x(t)− x˜(t)‖2+C j t 12
(
α‖x(t)− x˜(t)‖2+ 1
α
)
for all α > 0.
• In the case λ j < 0:
For t > 0, we choose α > 0 such that C jtα =−λ j, i.e. α =− λ jC j t . It follows, for all t ∈ [0,τ]:
1
2
d
dt
(‖x(t)− x˜(t)‖2)≤ λ j
2
‖x(t)− x˜(t)‖2−C jt
2α
=
λ j
2
‖x(t)− x˜(t)‖2− (C jt)
2
2λ j
.
We thus get:
‖x(t)− x˜(t)‖2 ≤ ‖x0− x˜0‖2 eλ jt + C
2
j
λ 2j
(
t2+
2t
λ j
+
2
λ 2j
(
1− eλ jt
))
.
• In the case λ j > 0:
For t > 0, we choose α > 0 such that C jtα = λ j, i.e. α =
λ j
C j t
. It follows, for all t ∈ [0,τ]:
1
2
d
dt
(‖x(t)− x˜(t)‖2)≤ 3λ j
2
‖x(t)− x˜(t)‖2+C jt
2α
=
3λ j
2
‖x(t)− x˜(t)‖2+ (C jt)
2
2λ j
.
We thus get:
‖x(t)− x˜(t)‖2 ≤ ‖x0− x˜0‖2 e3λ jt + C
2
j
3λ 2j
(
−t2− 2t
3λ j
+
2
9λ 2j
(
e3λ jt −1
))
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• In the case λ j = 0:
For t > 0, we choose α = 1C jt . It follows:
d
dt
(‖x(t)− x˜(t)‖2)≤ ‖x(t)− x˜(t)‖2+C jt2
We thus get:
‖x(t)− x˜(t)‖2 ≤ ‖x0− x˜0‖2et +C2j (−t2−2t+2(et −1))
In every case, since by hypothesis x0 ∈ B(x˜0,δ ) (i.e. ‖x0− x˜0‖2 ≤ δ 2), we have, for all t ∈ [0,τ]:
‖x(t)− x˜(t)‖ ≤ δ j(t).
It follows: φ j(t;x0) ∈ B(φ˜ j(t; x˜0),δ ) for t ∈ [0,τ].
Remark 2. In Theorem 1, we have supposed that the step size h used in Euler’s method was equal to the
sampling period τ of the switching system. Actually, in order to have better approximations, it is often
convenient to take a fraction of τ as for h (e.g., h = τ10 ). Such a splitting is called “sub-sampling” in
numerical methods. See Section 5 for details.
Corollary 1. Given a sampled switched system satisfying (H0-H1), consider a point x˜0 ∈ S, a real δ > 0
and a mode j ∈U such that:
1. B(x˜0,δ )⊆ S,
2. B(φ˜ j(τ; x˜0),δ j(τ))⊆ S, and
3. d
2(δ j(t))
dt2 > 0 for all t ∈ [0,τ].
Then we have, for all x0 ∈ B(x˜0,δ ) and t ∈ [0,τ]: φ j(t;x0) ∈ S.
Proof. By items 1 and 2, B(φ˜ j(t; x˜0),δ j(t)) for t = 0 and t = τ . Since δ j(·) is convex on [0,τ] by
item 3, and S is convex, we have B(φ˜ j(t; x˜0),δ j(t))⊆ S for all t ∈ [0,τ]. It follows from Theorem 1 that
φ j(t;x0) ∈ B(φ˜ j(t; x˜0),δ j(t))⊆ S for all 1≤ t ≤ τ .
Remark 3. Condition 3 of Corollary 1 on the convexity of δ j(·) on [0,τ] can be established again using
an optimization function (see Section 5).
4 Application to control synthesis
Consider a point x˜0 ∈ S, a positive real δ and a pattern pi of length k. Let pi(k′) denote the k′-th element
(mode) of pi for 1≤ k′≤ k. Let us abbreviate the k′-th approximate point φ˜pi(k′τ; x˜0) as x˜k′pi for k′= 1, ...,k,
and let x˜k
′
pi = x˜
0 for k′ = 0. It is easy to show that x˜k′pi can be defined recursively for k′ = 1, ...,k, by:
x˜k
′
pi = x˜
k′−1
pi + τ f j(x˜k
′−1
pi ) with j = pi(k′).
Let us now denote by δ k′pi (an upper bound on) the error associated to x˜k
′
pi , i.e. ‖x˜k
′
pi − φpi(k′τ;x0)‖.
Using repeatedly Theorem 1, δ k′pi can be defined recursively as follows:
For k′ = 0: δ k′pi = δ , and for 1≤ k′ ≤ k: δ k
′
pi = δ ′j(τ) where δ ′ denotes δ k
′−1
pi , and j denotes pi(k′).
Likewise, for 0 ≤ t ≤ kτ , let us denote by δpi(t) (an upper bound on) the global error associated to
φ˜pi(t; x˜0) (i.e. ‖φ˜pi(t; x˜0)−φpi(t;x0)‖). Using Theorem 1, δpi(t) can be defined itself as follows:
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• for t = 0: δpi(t) = δ ,
• for 0< t ≤ kτ: δpi(t) = δ ′j(t ′) with δ ′ = δ `−1pi , j = pi(`), t ′ = t− (`−1)τ and `= d tτ e.
Note that, for 0≤ k′ ≤ k, we have: δpi(k′τ) = δ k′pi . We have:
Theorem 2. Given a sampled switched system satisfying (H0-H1), consider a point x˜0 ∈ S, a positive
real δ and a pattern pi of length k such that, for all 1≤ k′ ≤ k:
1. B(x˜k
′
pi ,δ k
′
pi )⊆ S and
2.
d2(δ ′j(t))
dt2 > 0 for all t ∈ [0,τ], with j = pi(k′) and δ ′ = δ k
′−1
pi .
Then we have, for all x0 ∈ B(x˜0,δ ) and t ∈ [0,kτ]: φpi(t;x0) ∈ S.
Proof. By induction on k using Corollary 1.
The statement of Theorem 2 is illustrated in Figure 1 for k = 2. From Theorem 2, it easily follows:
  
~x0
B(~x 0 ,δ )
S
x0
x1
x2
~x1
~x2
B(~x1 ,δπ
1 )
B(~x 2 ,δ π
2 )
Figure 1: Illustration of Theorem 2.
Corollary 2. Given a switched system satisfying (H0-H1), consider a positive real δ and a finite set
of points x˜1, . . . x˜m of S such that all the balls B(x˜i,δ ) cover R and are included into S (i.e. R ⊆⋃m
i=1 B(x˜i,δ ) ⊆ S). Suppose furthermore that, for all 1 ≤ i ≤ m, there exists a pattern pii of length ki
such that:
1. B((x˜i)k
′
pii ,δ
k′
pii )⊆ S, for all k′ = 1, . . . ,ki−1
2. B((x˜i)
ki
pii ,δ
ki
pii )⊆ R.
3.
d2(δ ′j(t))
dt2 > 0 with j = pii(k
′) and δ ′ = δ k′−1pii , for all k
′ ∈ {1, ...,ki} and t ∈ [0,τ].
These properties induce a control σ1 which guarantees
1Given an initial point x ∈ R, the induced control σ corresponds to a sequence of patterns pii1 ,pii2 , . . . defined as follows:
Since x ∈ R, there exists a a point x˜i1 with 1≤ i1 ≤ m such that x ∈ B(x˜i1 ,δ ); then using pattern pii1 , one has: φpii1 (ki1τ;x) ∈ R.
Let x′ = φpii1 (ki1τ;x); there exists a point x˜i2 with 1≤ i2 ≤ m such that x′ ∈ B(x˜i2 ,δ ), etc.
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• (safety): if x ∈ R, then φσ (t;x) ∈ S for all t ≥ 0, and
• (recurrence): if x ∈ R then φσ (kτ;x) ∈ R for some k ∈ {k1, . . . ,km}.
Corollary 2 gives the theoretical foundations of the following method for synthesizing σ ensuring
recurrence in R and safety in S:
• we (pre-)compute λ j,L j,C j for all j ∈U ;
• we find m points x˜1, . . . x˜m of S and δ > 0 such that R⊆⋃mi=1 B(x˜i,δ )⊆ S;
• we find m patterns pii (i = 1, ...,m) such that conditions 1-2-3 of Corollary 2 are satisfied.
A covering of R with balls as stated in Corollary 2 is illustrated in Figure 2. The control synthesis method
based on Corollary 2 is illustrated in Figure 3 (left) together with an illustration of method of [10] (right).
  
R
S
~x1 ~x2 ~x3
~x4 ~x5 ~x6
~x7 ~x8 ~x9
Figure 2: A set of balls covering R and contained in S.
5 Numerical experiments and results
This method has been implemented in the interpreted language Octave, and the experiments performed
on a 2.80 GHz Intel Core i7-4810MQ CPU with 8 GB of memory.
The computation of constants L j, C j, λ j ( j ∈U) are realized with a constrained optimization algo-
rithm. They are performed using the “sqp” function of Octave, applied on the following optimization
problems:
• Constant L j:
L j = max
x,y∈S, x 6=y
‖ f j(y)− f j(x)‖
‖y− x‖
• Constant C j:
C j = max
x∈S
L j‖ f j(x)‖
• Constant λ j:
λ j = max
x,y∈T, x 6=y
〈 f j(y)− f j(x),y− x〉
‖y− x‖2
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R
S
δ
B(~x 3
1 ,δ π3
1 )
~x3
B(~x 3
2 ,δ π3
2 )
  
Z 3
Z1
Z 4
Z 2
R
S
Z2 '=Post i1(Z2)
Post i2(Z2')
Tube i1(Z2)
Tube i2(Z2')
Figure 3: Control of ball B(x˜3,δ )with our method (left); control of tile Z2 with the method of [10] (right).
Likewise, the convexity test
d2(δ ′j(t))
dt2 > 0 can be performed similarly.
Note that in some cases, it is advantageous to use a time sub-sampling to compute the image of a
ball. Indeed, because of the exponential growth of the radius δ j(t) within time, computing a sequence of
balls can lead to smaller ball images. It is particularly advantageous when a constant λ j is negative. We
illustrate this with the example of the DC-DC converter. It has two switched modes, for which we have
λ1 =−0.014215 and λ2 = 0.142474. In the case λ j < 0, the associated formula δ j(t) has the behavior of
Figure 4 (a). In the case λ j > 0, the associated formula δ j(t) has the behavior of Figure 4 (b). In the case
λ j < 0, if the time sub-sampling is small enough, one can compute a sequence of balls with reducing
radius, which makes the synthesis easier.
(a) (b)
Figure 4: Behavior of δ j(t) for the DC-DC converter with δ j(0) = 0.045. (a) Evolution of δ1(t) (with
λ1 < 0); (b) Evolution of δ2(t) (with λ2 > 0).
In the following, we give the results obtained with our Octave implementation of this Euler-based
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method on 5 examples, and compare them with those given by the C++ implementation DynIBEX [25]
of the Runge-Kutta based method used in [10].
5.1 Four-room apartment
We describe a first application on a 4-room 16-switch building ventilation case study adapted from [21].
The model has been simplified in order to get constant parameters. The system is a four room apartment
subject to heat transfer between the rooms, with the external environment, the underfloor, and human
beings. The dynamics of the system is given by the following equation:
dTi
dt
= ∑
j∈N *\{i}
ai j(Tj−Ti)+δsibi(T 4si −T 4i )+ ci max
(
0,
Vi−V *i
V¯i−V *i
)
(Tu−Ti), for i = 1, ...,4.
The state of the system is given by the temperatures in the rooms Ti, for i ∈N = {1, . . . ,4}. Room i
is subject to heat exchange with different entities stated by the indices N * = {1,2,3,4,u,o,c}. We
have T0 = 30,Tc = 30,Tu = 17, δsi = 1 for i ∈ N . The (constant) parameters Tsi , V *i , V¯i, ai j, bi, ci
are given in [21]. The control input is Vi (i ∈ N ). In the experiment, V1 and V4 can take the values
0V or 3.5V, and V2 and V3 can take the values 0V or 3V. This leads to a system of the form (1) with
σ(t) ∈U = {1, . . . ,16}, the 16 switching modes corresponding to the different possible combinations
of voltages Vi. The sampling period is τ = 30s. Compared simulations are given in Figure 5. On this
example, the Euler-based method works better than DynIBEX in terms of CPU time.
Euler DynIBEX
R [20,22]2× [22,24]2
S [19,23]2× [21,25]2
τ 30
Time subsampling No
Complete control Yes Yes
max j=1,...,16λ j −6.30×10−3
max j=1,...,16C j 4.18×10−6
Number of balls/tiles 4096 252
Pattern length 1 1
CPU time 63 seconds 249 seconds
Table 1: Numerical results for the four-room example.
5.2 DC-DC converter
This linear example is taken from [3] and has already been treated with the state-space bisection method
in a linear framework in [13].
The system is a boost DC-DC converter with one switching cell. There are two switching modes
depending on the position of the switching cell. The dynamics is given by the equation x˙(t) = Aσ(t)x(t)+
Bσ(t) with σ(t) ∈U = {1,2}. The two modes are given by the matrices:
A1 =
(
− rlxl 0
0 − 1xc 1r0+rc
)
B1 =
( vs
xl
0
)
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Figure 5: Simulation of the four-room case study with our synthesis method (left) and with the synthesis
method of [10] (right).
A2 =
(
− 1xl (rl +
r0.rc
r0+rc
) − 1xl
r0
r0+rc
1
xc
r0
r0+rc
− 1xc
r0
r0+rc
)
B2 =
( vs
xl
0
)
with xc = 70, xl = 3, rc = 0.005, rl = 0.05, r0 = 1, vs = 1. The sampling period is τ = 0.5. The
parameters are exact and there is no perturbation. We want the state to return infinitely often to the
region R, set here to [1.55,2.15]× [1.0,1.4], while never going out of the safety set S = [1.54,2.16]×
[0.99,1.41]. On this example, the Euler-based method fails while DynIBEX succeeds rapidly.
Euler DynIBEX
R [1.55,2.15]× [1.0,1.4]
S [1.54,2.16]× [0.99,1.41]
τ 0.5
Complete control No Yes
λ1 −0.014215
λ2 0.142474
C1 6.7126×10−5
C2 2.6229×10−2
Number of balls/tiles x 48
Pattern length x 6
CPU time x < 1 second
Table 2: Numerical results for the DC-DC converter example.
5.3 Polynomial example
We consider the polynomial system taken from [19]:[
x˙1
x˙2
]
=
[−x2−1.5x1−0.5x31+u1
x1+u2
]
. (6)
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The control inputs are given by u = (u1,u2) = Kσ(t)(x1,x2), σ(t) ∈U = {1,2,3,4}, which correspond to
four different state feedback controllers K1(x) = (0,−x22+2), K2(x) = (0,−x2), K3(x) = (2,10), K4(x) =
(−1.5,10). We thus have four switching modes. The disturbances are not taken into account. The
objective is to visit infinitely often two zones R1 and R2, without going out of a safety zone S.
Euler DynIBEX
R1 [−1,0.65]× [0.75,1.75]
R2 [−0.5,0.5]× [−0.75,0.0]
S [−2.0,2.0]× [−1.5,3.0]
τ 0.15
Time subsampling τ/20
Complete control Yes Yes
λ1 −1.5
λ2 −1.0
λ3 −1.1992×10−8
λ4 −5.7336×10−6
C1 641.37
C2 138.49
C3 204.50
C4 198.64
Number of balls/tiles 16 & 16 1 & 1
Pattern length 8 7
CPU time 29 & 4203 seconds <0.1 & 329 seconds
Table 3: Numerical results for the polynomial example example.
For Euler and DynIBEX, the table indicates two CPU times corresponding to the reachability from
R1 to R2 and vice versa. On this example, the Euler-based method is much slower than DynIBEX.
5.4 Two-tank system
The two-tank system is a linear example taken from [16]. The system consists of two tanks and two
valves. The first valve adds to the inflow of tank 1 and the second valve is a drain valve for tank 2. There
is also a constant outflow from tank 2 caused by a pump. The system is linearized at a desired operating
point. The objective is to keep the water level in both tanks within limits using a discrete open/close
switching strategy for the valves. Let the water level of tanks 1 and 2 be given by x1 and x2 respectively.
The behavior of x1 is given by x˙1 = −x1−2 when the tank 1 valve is closed, and x˙1 = −x1 +3 when it
is open. Likewise, x2 is driven by x˙2 = x1 when the tank 2 valve is closed and x˙2 = x1− x2−5 when it is
open. On this example, the Euler-based method works better than DynIBEX in terms of CPU time.
5.5 Helicopter
The helicopter is a linear example taken from [11]. The problem is to control a quadrotor helicopter
toward a particular position on top of a stationary ground vehicle, while satisfying constraints on the
relative velocity. Let g be the gravitational constant, x (reps. y) the position according to x-axis (resp.
y-axis), x˙ (resp. y˙) the velocity according to x-axis (resp. y-axis), φ the pitch command and ψ the roll
command. The possible commands for the pitch and the roll are the following: φ ,ψ ∈ {−10,0,10}.
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Euler DynIBEX
R [−1.5,2.5]× [−0.5,1.5]
S [−3,3]× [−3,3]
τ 0.2
Time subsampling τ/10
Complete control Yes Yes
λ1 0.20711
λ2 -0.50000
λ3 0.20711
λ4 -0.50000
C1 11.662
C2 28.917
C3 13.416
C4 32.804
Number of balls/tiles 64 10
Pattern length 6 6
CPU time 58 seconds 246 seconds
Table 4: Numerical results for the two-tank example.
Since each mode corresponds to a pair (φ ,ψ), there are nine switched modes. The dynamics of the
system is given by the equation:
X˙ =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
X +

0
gsin(−φ)
0
gsin(ψ)

where X = (x x˙ y y˙)>. Since the variables x and y are decoupled in the equations and follow the same
equations (up to the sign of the command), it suffices to study the control for x (the control for y is the
opposite). On this example again, the Euler-based method works better than DynIBEX in terms of CPU
time.
5.6 Analysis and comparison of results
Our method presents the advantage over the work of [10] that no numerical integration is required for the
control synthesis. The computations just require the evaluation of given functions f j and (global error)
functions δ j at sampling times. The synthesis is thus a priori cheap compared to the use of numerical
integration schemes (and even compared to exact integration for linear systems). However, most of the
computation time is actually taken by the search for an appropriate radius δ of the balls Bi (1 ≤ i ≤ m)
that cover R, and the search for appropriate patterns pii that make the trajectories issued from Bi return
to R.
We observe on the examples that the resulting control strategies synthesized by our method are quite
different from those obtained by the Runge-Kutta method of [10] (which uses in particular rectangular
tiles instead of balls). This may explain why the experimental results are here contrasted: Euler’s method
works better on 3 examples and worse on the 2 others. Besides the Euler method fails on one example
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Euler DynIBEX
R [−0.3,0.3]× [−0.5,0.5]
S [−0.4,0.4]× [−0.7,0.7]
τ 0.1
Time subsampling τ/10
Complete control Yes Yes
λ1 0.5
λ2 0.5
λ3 0.5
C1 1.77535
C2 0.5
C3 1.77535
Number of balls/tiles 256 35
Pattern length 7 7
CPU time 539 seconds 1412 seconds
Table 5: Numerical results for the helicopter motion example.
(DC-DC converter) while DynIBEX succeeds on all of them. Note however that our Euler-based imple-
mentation is made of a few hundreds lines of interpreted code Octave while DynIBEX is made of around
five thousands of compiled code C++.
6 Final Remarks
We have given a new Euler-based method for controlling sampled switched systems, and compared it
with the Runge-Kutta method of [10]. The method is remarkably simple and gives already promising
results. In future work, we plan to explore the use of the backward Euler method instead of the forward
Euler method used here (cf: [4]). We plan also to give general sufficient conditions ensuring the convexity
of the error function δ j(·); this would allow us to get rid of the convexity tests that we perform so far
numerically for each pattern.
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