Abstract. Horizontal gene transfer (HGT) is believed to be ubiquitous among bacteria, and plays a major role in their genome diversification as well as their ability to develop resistance to antibiotics. In light of its evolutionary significance and implications in human health, developing accurate and efficient methods for detecting and reconstructing HGT is imperative. In this paper we provide a first likelihood framework for phylogeny-based HGT detection and reconstruction. Beside the formulation of various likelihood criteria, we offer novel hardness results and heuristics for efficient and accurate reconstruction of HGT under these criteria. We implemented our heuristics and used them to analyze biological as well as synthetic data. Our methods exhibited very good performance on the biological data, and preliminary results on the synthetic data show a similar trend. Further, preliminary results on synthetic data show good promise for detecting chimeric (partial) HGT, which has been mostly ignored by existing computational methods. Implementation of the criteria as well as heuristics is available from the authors upon request.
Introduction
Unlike eukaryotes, which evolve largely through vertical lineal descent, bacteria acquire genetic material through the transfer of DNA segments across species boundaries-a process known as horizontal gene transfer (HGT). This process plays a major role in bacterial genome diversification [10, 11, 26, 25, 5, 22] , and is a significant mechanism by which bacteria develop resistance to antibiotics [12] . In the presence of HGT, the evolutionary history of a set of organisms is modeled by a phylogenetic network, which is a directed acyclic graph obtained by positing a set of edges between pairs of the branches of an organismal tree to model the horizontal transfer of genetic material [29] .
Therefore, to reconstruct an accurate Tree (or Network) of Life and to unravel bacterial genomic complexities, developing accurate criteria and efficient methods for reconstructing and assessing the quality of phylogenetic networks is imperative. A large body of work has been introduced in recent years to address phylogenetic network reconstruction and evaluation. In general, three categories of non-treelike models have been addressed, all of which have been introduced under the umbrella concept of phylogenetic networks. However, major differences exist among the three categories. Splits networks are graphical models that capture incompatibilities in the data due to various factors, not necessarily HGT or hybrid speciation; examples of methods that address these networks are given in [38, 6, 21] . The second category is that of recombination networks, which are used to model the evolution of haplotypes and genes at the population level; see [2, 19] for examples. Phylogenetic networks are the extension of phylogenetic trees to enable the modeling of reticulation events, such as HGT and hybrid speciation (these are also called reticulate networks in [21] ); examples of methods that address these networks are given in [20, 29, 33, 28, 30] . See [27, 28] for detailed surveys of the various phylogenetic network models and methodologies.
One of the most accurate and commonly used criteria for reconstructing phylogenetic trees is maximum likelihood (ML) [14] . Roughly speaking, this criterion considers a phylogenetic tree from a probabilistic perspective as a generative model, and seeks the model (i.e., tree) that maximizes the likelihood of observing a given set of sequences at the leaves of the tree. Likelihood in the general network setting has been investigated in the past by various works. However, no HGT-specific likelihood framework has ever been suggested. von Haeseler and Churchill [39] provided a framework for evaluating likelihoods on networks and subsequently [38] provided an approach to assess this likelihood. These works consider a network as an arbitrary set of splits and therefore fall into the first category. They are characterized by the combined analysis approach, which entails combining all gene datasets first (by sequence concatenation), and then analyze the combined data set. A serious drawback of the latter approach is that when individual genes are governed by different evolutionary mechanisms and models (a scenario that is very common in reticulate evolution), combining multiple data sets is problematic [32] . Likelihood on networks has also been considered in the setting of recombination networks (see e.g. [18, 8] ). These methods, similarly to ours, are indeed tailored to identify breakpoints along the given sequences, however, their underlying model is different from ours as they model a different process.
In this work, we extend the ML criterion to handle specifically HGT-oriented (i.e. phylogenetic) networks, and propose a set of criteria and efficient heuristics for computing them. Our extension is based on the fundamental observation that, barring recombination, the evolutionary history of a gene is modeled by a tree, such that a phylogenetic network can be modeled by its constituent trees [31] . We propose a set of ML criteria for phylogenetic networks; these criteria differ in how the tree information is used, which variant of the ML criterion is used, and finally what input is provided. Further, we investigate the computational complexity of some of these criteria and devise a set of efficient heuristics for reconstructing and evaluating phylogenetic networks based on them. In particular, we prove that scoring the likelihood of a phylogenetic network is NP-hard in general, and provide an empirically efficient exact algorithm for the problem, relying on the notion of bi-connected components. Further, we devise an efficient branch-and-bound heuristic for the problem of adding a number of HGT edges to a tree to obtain an optimal phylogenetic network. Finally, we make very preliminary progress on the consistency of the ML criterion for phylogenetic networks, and show that, given long enough sequences, ML outperforms the parsimony criterion for networks [30] .
We have implemented our criteria and heuristics and studied their performance on biological as well as synthetic data. For the biological data, we analyzed the Rubisco gene in eubacteria and plastids, which was previously analyzed by Delwiche and Palmer, who postulated a set of HGT events for it [9] . For the synthetic data, we simulated multiple data sets with various HGT events and applied our techniques to the data. In the case of the biological data, our criteria and heuristics performed very well with respect to the identification of the correct number of HGT events as well as their placements on the organismal trees. In preliminary results that we have obtained on the synthetic data, our ML criteria have shown similar trends in detecting the correct number and placement of the HGT edges, and exhibited very good performance in identifying HGT breakpoints within genes, contributing towards addressing chimeric HGT [3] . models the evolution of all genetic material that is vertically inherited from the ancestral organism, whereas the tree in Fig. 1 (c) models the evolution of horizontally transferred genetic material. We denote by T(N ) the set of all trees contained inside network N . Each such tree is obtained by the following two steps: (1) for each node of in-degree 2, remove one of the incoming edges, and then (2) for every node x of in-degree and out-degree 1, whose parent is u and child is v, remove node x and its two adjacent edges, and add a new edge from u to v. For example, the set T (N ) of the network N in Fig. 1(a) contains only the two trees which are shown in Fig. 1 (b) and 1(c).
Likelihood of Phylogenetic Networks
Under the ML criterion, a phylogenetic tree is viewed as a probabilistic model from which input sequences S are assumed to be sampled. For given input sequences S the ith site, S i , is the set of values at the ith position for every sequence in S 4 . In this work we assume that sites evolve Independently and Identically Distributed (iid). Since the parameters of the phylogenetic tree, M , are unknown, they are usually estimated from the observed sequences by maximizing the likelihood function P (S|M ) [14] . In general, the overall likelihood of the aligned sequences S given the model M is obtained by the product of the likelihood of every site i given M as follows:
where k is the sequence length. Therefore, we will consider the likelihood of a single site henceforth.The most likely model is the one maximizing Equation 1. When calculating the likelihood of a tree per a given site, two variants are considered: average likelihood [37] and ancestral likelihood [36] (the former is the more popular of the two). The ML criterion assumes a model of evolution. We consider here the Jukes-Cantor model of sequence evolution [24] . However, all the results here can be generalized to any other model of sequence evolution. Given a set of aligned sequences S ∈ Σ n×k , a tree T with I(T ) internal nodes (|I(T )| ≤ n − 2), and the edge transition probabilities p, L av (S i |T, p), the average likelihood of obtaining site
where a ranges over all combinations of assigning labels to the I(T ) internal nodes of T . Each term m(p e , S i , a) is either p e /(|Σ|−1) or (1−p e ), depending on whether in the i-th site of S and a, the two endpoints of e are assigned different character states (and then m(p e , S i , a) = p e /(|Σ| − 1)) or the same character state (and then m(p e , S i , a) = 1−p e ). In the other variant of likelihood for phylogenetic trees, the ancestral likelihood, we replace the summation in Equation 2 with maximization as follows:
That is, we seek the unique labeling to internal nodes to maximize the expression. The ML solution (or solutions) for a specific tree T is the point (or points) in the edge space p = [p e ] e∈E(T ) that maximizes the expression L(S|T, p) of Equations 2 and 3, where M = (T, p). We will refer to both criteria when evaluating the likelihood of a network. The natural way for generalizing this setting to networks is as follows. The topology of a phylogenetic network is defined as above, however in this case since tree edges have transition probabilities, when adding a reticulation edge between the edges e, e ∈ E we should mention where along the edges e, and e we add the two new vertices. The transition probability of the reticulation edge is always 0, meaning there are no substitutions along it (the reason being that HGT is instantaneous at the scale of evolution). However each reticulation edge r = (e, e ) has reticulation probability b r associated with it. This probability denotes the probability of a DNA segment being transferred along that edge. Fig. 2 describes a simple phylogenetic network.
Let re(T ) denote the set of reticulation edges used to obtain tree T in the network N , and let H(N ) denote the set of all reticulation edges in N . Let where b denotes the reticulation edge probabilities. The likelihood of a network is obtained as a function of the likelihoods of the trees contained in it. Here again we consider two variants. In the first, the likelihood is the sum of the likelihood of all the trees of the network, where for each tree T we also need to multiply the resultant likelihood by P (T ). Again, we can choose between the two tree likelihood functions described above (Equations 2 and 3). Thus we get the following equation:
In the other variant we want to reconstruct the sequence of reticulation events. Thus we want to find for each site one tree such that the likelihood of the leaf labels is maximized; we get the following equation:
We stress that a tree likelihood can be computed only once the network is given as it is a component in the network. In order to complete the definition of the maximum likelihood of phylogenetic networks, we add the last criterion which is the type of the input provided. Therefore, we can define multiple ML criteria, depending on three issues:
1. Likelihood criterion for the trees: Is ancestral likelihood or average likelihood used to assess each tree likelihood in the network? 2. Tree criterion: At each site, is the best tree likelihood or the sum of the likelihoods over all trees taken? 3. Input data: Which of the network's parameters (topology and/or probabilities) are given? We consider three possibilities: (a) The tiny problem: The network topology, transition probabilities and reticulation probabilities are given. (b) The small problem: The initial tree and reticulation edges (i.e. network topology) are given but not the transition or reticulation probabilities. (c) The big problem: An initial tree is given and we want to add reticulation edges.
The above gives rise to 12 variants of the network maximum likelihood problem. We will refer to each of these variants by a triplet X-Y -Z, where X ∈ {ancestral, average}, Y ∈ {all, best}, and Z ∈ {tiny, small, big}.
Properties of the ML Criterion
In this section we provide consistency and hardness results to some of the problems we formulated above. For simplicity we assume here the Neyman 2-state model of sequence evolution [34] ; however all the results here can be easily generalized to more complex models. For lack of space all the proofs are deferred to the appendix.
Optimality and Identifiability
A reconstruction method is said to be consistent if the probability that it reconstructs the true tree tends to 1 as the sequence length tends to infinity. A model (tree or network) generating some data D is said to be identifiable by D if D has enough information to identify the model uniquely. Consistency and identifiability in phylogenetics are very topical issues, sparked by Felsenstein's seminal observation that MP is not consistent.
Here we address two related aspects of these issues for the best-tiny (ancestral and average) versions of the problem. We define a reconstruction method for the best-tiny problem to be deterministic if for the given network N , and a specific character λ 0 , the method will always return the same tree T 0 ∈ T (N ).
It is easy to see that both ML (average and ancestral) and MP are deterministic under the the best-tiny problem. It is also easy to see that when the length of the sequences generated by the network tends to infinity, all network's probabilities are greater than zero, and the network is not a tree, the probability of a deterministic method to reconstruct correctly all sites tends to a number strictly less than 1. Therefore, the notion of consistency does not apply to the best-tiny problem. Nevertheless, we can aim at reconstructing correctly the maximum number of sites and we say that a method µ is optimal if when the number of sites (sequence lengths) tends to infinity, there is no other deterministic method µ that reconstructs more sites than µ. In the appendix we prove that ML is optimal under average-best-tiny problem while MP is not.
ML on Networks is NP-hard
Finding a phylogenetic networks when only the sequences are given is naturally hard as the big average and ancestral problems are hard for trees [1, 7] . However in our case we assume an initial phylogenetic tree and seek to improve the likelihood by adding reticulation edges. We conjecture that these variants of the problems are hard. For a first step we prove the hardness of the following versions of the problem (the proofs are in the appendix): Tiny best tree ancestral, tiny best tree average, tiny all tree ancestral, tiny all tree average, and small best ancestral tree. The results are established by a reduction from the 3SAT problem and the max-2-sat problem [16] .
Algorithms for the Tiny Versions
The algorithms we describe in this section handle the tiny versions of the ML problem. As we showed, a polynomial time algorithm is unlikely to be found. Therefore we here devise algorithms that are not polynomial but may have good empirical performance.
The Naive Algorithm
As is well-known, the tiny versions of ML problem on trees can be solved by the simple dynamic programming algorithm of Felsenstein [14] for average ML and by the algorithm of Pupko et al. [36] for the ancestral ML. Therefore the most naive solution is to search over all the network's trees separately and either sum their likelihood or select the optimal. The complexity of such an approach is O(n)2 r for each site where r is the number of reticulation edges in the network and n is the size of the tree. As can be easily seen, this approach is fairly naive and can result in a large unnecessary computations.
The Component-Wise Naive Algorithm
We now describe a more efficient algorithm that takes into consideration independent components in the network. For a network N and a node v ∈ V (N ), let N v denote the graph induced by the nodes reachable from v. Let u, v be two nodes in N . We say that u and v are unrelated if u / ∈ N v and v / ∈ N u . In order to compute likelihood in a bottomup fashion, we need the following property to hold: for every two internal nodes u, v,
Indeed, this is the underlying principle in Felsenstein pruning algorithm to compute likelihood on a tree [14] .
Definition 1. A biconnected component (bi-component) [17] is a subgraph induced by a maximal set of vertices W , such that in the underlying graph, there are two vertex disjoint paths between any two vertices in W (we assume all the edges are undirected).
A node in a bi-component B is a leaf in B if it has no children in (the directed graph of) B. Otherwise it is internal in B. Also, a node is a root in B if it has no ancestor in B. It is easy to see that every bi-component has at least one leaf and exactly one root. Also, every two bi-components are internal-vertex-disjoint.
Observation 1 Let B be a bi-component with a root r. Then for every internal node
In particular, every leaf in a bi-component has at least two parents.
The above observation yields that in a bi-component, we cannot run the simple dynamic programming algorithm. On the other hand, applying the naive algorithm is costly and unnecessary as it can be avoided between different bi-components. Based on the above observation, a better solution is to decompose the network into bi-components, run the naive exhaustive algorithm inside every bi-component and the tree algorithm in the bi-component. Let r(B) be the number of reticulation edges in a bi-component B, B * the largest bi-component in N and r * the maximum of r(B) over all bi-components of N . Then, the above improvement reduces the complexity of the algorithm to O(|B(N )|2 r * |B * |). This improvement can be quite important as the bi-components can be sparse in a network with few reticulation edges.
Heuristics for the Small and the big Versions
In contrast to the tiny problem, in the small versions the network topology is given without the probabilities. In this case we have used the standard hill climbing technique to assess the optimal parameters the given topology.
For accelerating the running time for the big problems, we use a branch and bound (B&B) heuristic [35, 15] . In general, the B&B technique is based on the decreasing monotonicity of the objective function with respect to partial inputs. In other words, the value of the objective function for a certain input is not greater than any valid part of that input. The B&B principal asserts that if the value of the objective function for some partial input is smaller than some known value on the total input, it is worthless to explore all inputs extending this partial input. B&B is normally applied to NP-hard problem and can lead to very efficient running times. In our case, the input is a phylogenetic network and a set of characters and the objective function is the likelihood of the network WRT the character set.
Let Based on these observations, we propose the following heuristic: (1) Optimize the likelihood of sub-networks; if a candidate network contains an edge separated sub-network with low likelihood score, it is not the network with the ML score; (2) Optimize the likelihood of a network on part of the sites; if a candidate network has low likelihood score for these sites, it is not the network with the ML score.
Observation 3 If a network N is a valid phylogenetic network and is an edge separated subnetwork of phylogenetic network N , then P (S|N ) > P (S|N ).

Empirical Performance
We implemented our ML criteria and algorithms and tested them on both biological as well as synthetic data. For the biological data, we considered a 15-taxon dataset of plastids, cyanobacteria, and proteobacteria, which is a subset of the dataset considered by Delwiche and Palmer [9] and for which multiple HGT events were conjectured by the authors. Due to space limitations and given that our results on synthetic data are very preliminary, we omit these results; nonetheless, complete experimental results on the synthetic data will be available for the final version of the paper. Details about the biological dataset are in Section B in the appendix.
Data Analysis
Since the organismal tree and sequence alignment are given for both the biological and synthetic datasets, our analysis amounted to solving the big version of ML on the datasets. In other words, for each dataset (biological and synthetic), we sought edges whose addition to the organismal trees gave optimal solutions to the big version of ML. Our goal was to verify whether solving this problem would identify the HGT events that Delwiche and Palmer conjectured for the biological data [9] . We also compared our results to the results of [4] . We assessed the quality of our method with respect to the number of HGT events it identified, and the actual placement of the HGT events themselves on the organismal trees. To estimate the mutation and reticulation probabilities, we used the heuristic described in Section 5, where we obtained internal sequences using ancestral ML, and then used normalized Hamming distances as probabilities.
Results and Discussion
We implemented a heuristic for solving the big ML problem with ancestral and average likelihood, considering all trees inside a network as well as the best tree. Due to space limitations, we show only the results of the version that uses ancestral likelihood and sums over all trees. Results are shown in Fig. 3 . We investigated the performance of ML with respect to two main questions: (1) Does the ML criterion infer the correct number From the definition of the ML criterion for networks it follows that as more edges are added to the network, the likelihood score either remains the same or improves, but never becomes worse. Therefore, a significant question to investigate was whether the improvement becomes relatively negligible at some point so that the addition of edges could be stopped (stopping rule). To answer this question, we plotted the improvement in the likelihood score as a function of the number of HGT edges added; the results are shown in Fig. 3(b) . The figure shows that while adding the first five edges achieves drastic improvements in the likelihood score, adding the sixth edge results in a much lower improvement, which is indicated by the slow decrease in the likelihood score. appendix.
Conclusions and Future Research
Phylogenetic networks model evolutionary histories of sets of organisms in the presence of non-treelike evolutionary events such as HGT and hybrid speciation. In this paper, we introduced a first maximum likelihood framework for reconstructing and evaluating phylogenetic networks. This framework gave rise to an array of computational problems. In this paper, we addressed some of these problems, namely proving the NP-hardness of the "tiny" variants, established mathematical properties of several variants, and devised efficient heuristics and algorithms. We implemented our criteria and methods and analyzed a biological dataset of eubacteria and plastids [9] , and a large set of simulated data. We have obtained very good results on the biological dataset, and preliminary results on the synthetic data have shown very good promise as well. Many issues related to statistical analysis have not been addressed such as the existence of multiple maxima or the relaxation of the i.i.d. assumption. However, as this is the first paper to define this ML approach, we believe the most important points, such as rigorous definitions, hardness of computations, preliminary heuristics and biological relevance, have been addressed.
Naturally, there are still many open questions. Given the large size of the prokaryotic branch of the Tree of Life, and the estimated high rates of HGT in this branch, developing more computationally efficient algorithms and heuristics is imperative. Since horizontal transfer involves large segments of DNA, it is clear that the neighboring sites are not independent. In the future we intend to model this phenomena by using HMMs. In this work we assume each reticulation edge has a reticulation probability associated with it. We assume that the probabilities of different edges are independent. We intend to explore models with distributions of reticulation probabilities where different reticulation edges are dependent. The empirical analysis done here was aimed to demonstrate the viability of the ML criterion. In the future, we intend to use our method for analyzing new and larger biological datasets.
by T 0 . Since the above arguments are true for every state assignment λ 0 , we obtain the first part of the proposition.
It remains to show that MP fails to maximize the correct number of reconstructed sites for even a single character. Consider a quartet tree ((1, 2), (3, 4) ) with the pendant edges leading to taxa 1 and 4 having probability 1 2 − ε and the pendant edges leading to 2 and 3 and the internal edge having probability ε. We now add a reticulation edge from the pendant edge leading to 4 to the pendant edge leading to 1, whose two endpoints coincide with the endpoints of the tree edges (i.e., between the taxa 4 and 1. See Fig. 4) . We denote the underlying tree by T and the tree obtained by the reticulation event by T . The proof proceeds along lines similar to the classical result of Felsenstein [13] . The probability of obtaining a character on T is a sum of four expressions depending on the internal assignment at the internal nodes. In particular, for the character ((0, 1), (1, 0) ) we have at every such expression either the factor ( 1 2 − ε) or ( 1 2 + ε) for the pendant edge leading to 1. This factor is absent in the ML expressions for T . Therefore, we can bound the ratio between the likelihood of obtaining ((0, 1), (1, 0)) on both trees by a function of ε alone. Now, for every such ε we can find a reticulation event probability ε 2 such that the overall probability of obtaining ((0, 1), (1, 0)) on T is bigger than on T . Specifically, let P 0 and P 0 be the probabilities of obtaining λ 0 given the trees T and T , respectively. Then we observe
, where t i is the product of the appropriate probabilities on the tree edges (other than the pendant edge to 1), which stems from the internal assignment a ∈ {0, 1}
Therefore,
Now, the probability of obtaining λ 0 on T and T given the network N is (1 − ε 2 )P 0 and ε 2 P 0 respectively, where ε 2 is the reticulation edge probability. We require (1 − ε 2 )P 0 > ε 2 P 0 ; however, by Equation 7 it suffices to require
A simple calculation leads to the conclusion that for every
the requirement holds. We end by commenting that MP will always choose the reticulation edge and return the tree ((1, 4), (3, 2) ) (regardless of the probability ε 2 ). Although most ((0, 1), (1, 0) ) characters will be produced on the underlying tree, MP will choose the tree containing the reticulation edge.
Eventually, it can be shown that for any other location of the reticulation edge along these two pendant edges, an even larger ε 2 suffices. In order to show that MP fails to satisfy network identifiability, we use the same network as in Fig. 4 .
Observation 5
Let N be the network in Fig. 4 and let N be the network obtained from N by swapping taxa 2 and 4. Then for every character λ 0 , the parsimony score on N and N is the same.
The above observation yields that MP cannot distinguish between N and N even when the number of sites is very large.
A.2 ML on Networks is NP-hard
Problem 1. 3-Satisfiability (3SAT) [16]
Input: A formula F over a set U of variables, collection C of clauses over U such that each clause c ∈ C has |c| = 3. Question: Is there a truth assignment for U that simultaneously satisfies all clauses in C?
Given such a formula F we construct a network N (F ) as follows. In the sequel, we use x is connected to y to indicate that x is a child of y.
1.
A root R with a 1-leaf child. 2. For every variable we crate a node connected to a diamond loop as depicted in Fig. 5 . 3. For every clause c i = (i∨j∨k) we generate a 1-leaf, called clause leaf, and connect it by a tree edge to variable node i and by a reticulation edge to an intermediate node c i . Intermediate node c i is connected by a tree edge to variable node j and by a reticulation edge to an intermediate node c i . Finally, intermediate node c i is connected by a tree edge to variable node k (see Fig. 6 ). The length of a (tree) edge emanating from a variable node is 1 if the literal is negated and 0 otherwise. 4. Finally, we create a complementing 1-leaf child connected by a 0 long edge to every internal node with out-degree 1.
A complete network representing the formula (x ∨ y ∨ z) ∧ (x ∨ȳ ∨w) (without the complementing 1-leaves) is shown in Fig. 7 . 
Observation 6 The network N (F ) is a valid phylogenetic network.
Proof. We observe the following:
-There is a single internal node with in-degree 0.
-Every internal node has in-degree > 1.
-Every node with in-degree > 1 has exactly one entering tree edge and the rest are 0-length reticulation edges. -The temporal constraint property holds.
Let S denote the leaf assignment under the reduction. Then we get the following claim:
Claim. F has a satisfying assignment if and only if there is a tree T ∈ T(N ) and internal assignment a ∈ {0, 1} r s.t. L(S|T, a, p) > 0.
Proof. We begin with some auxiliary observations. We first show that if F has a satisfying assignment, then there is a tree T ∈ T(N ) and internal assignment a ∈ {0, 1} r s.t. L(S|T, p) > 0. For every variable we assign its value from the satisfying assignment. For every clause c i , we choose the path from the 1-leaf representing c i to the literal satisfying it. Note that if that literal is negated, then the edge emanating from it has substitution probability 1. Now, every variable is connected to the root by either the 0 − 0 path in the diamond if the variable is assigned 1 or the 1 − 0 path otherwise. Finally, if we set the probability of every reticulation edge to be positive, we get the desired result. To prove the other direction, assume there exists a tree T ∈ T(N ) and internal assignment a ∈ {0, 1} r s.t. L(S|T, p) > 0. Then by Observation 7, all non-variable internal nodes are forced to the value 1.
Observation 8
For every variable v in T , all emanating edges from v in T have the same probability which is either 0 if v has assignment 1 or 1 otherwise.
Since every leaf must be connected to the root we get that every clause is satisfied.
We comment that in the final tree, few internal nodes may remain with out-degree 0 and hence disappear in the resulting tree. In addition, other internal nodes can remain with out-degree 1 and contracted with the resulting obvious probability on the new edge.
Theorem 9. The tiny best tree ancestral sequences of phylogenetic networks is NPhard.
Proof. It is easy to see that the problem is in NP, since given a tree T it is easy to check if T ∈ T(N ) and subsequently calculate its likelihood. Additionally, the reduction of Claim A.2 is performed in time polynomial in the size of F .
Corollary 1. The tiny best tree average likelihood of phylogenetic networks is NP-hard.
Proof. Using the same reduction as in Claim A.2, and Observation 7, we see that for a tree to obtain likelihood greater than zero, all internal nodes are forced to 1. Therefore, the only freedom is in the variable nodes and by Observation 8 each such assignment defines a truth assignment to the variables in F .
By using similar arguments to Corollary 1 we also obtain the two following hardness results:
Corollary 2. The tiny all trees ancestral likelihood and the tiny all trees average likelihood of phylogenetic networks are NP-hard.
All the above results set the complexity of the tiny versions of the network likelihood problems. The next reduction deals with the "small" problem where the network is given but we seek to find the tree and the edge probabilities that maximize the likelihood over the whole trees of the network. For the reduction we use the same construct we used in [23] . We also restrict the edge probabilities to some interval [0, p] for p < 1.
We prove the hardness of the small best tree ancestral ML problem by a reduction from the Maximum 2-Satisfiability (max-2-sat) problem [16] , which is formally defined as follows.
Problem 2. Maximum 2-Satisfiability (max-2-sat)
Input: Set U of variables, collection C of clauses over U such that each clause c ∈ C has |c| = 2, and a positive integer K ≤ |C|. Question: Is there a truth assignment for U that simultaneously satisfies at least K of the clauses in C?
We start with a lemma which will be used in our main proof. Let a "True-True" denote a clause that has no negated literals, "True-False" denote a clause that has exactly one negated literal, and "False-False" denote a clause in which both literals are negated. For the "True-True" clause we generate the subnetwork shown in Fig. 8 on the right, For the "True-False" clause we generate the subnetwork shown in Fig. 8 on the left and for the "False-False" we generate the same network as for "True-True" but flip the value of the leaves. Given a formula F as input to max-2-sat, we create a node for every variable and connect every variables to two ancestral nodes and these two to the root. In addition, for every clause c i we generate the appropriate subnetwork as in Fig. 8 and connect it to the variables involved. Fig. 9 shows a complete network generated for a specific clause.
Since this version of problem deals with the ancestral version where every internal node is assigned a value of either 0 or 1, we get the following observation: 
Observation 10
At any optimal tree, the probability of every edge will be set to either zero or p.
Observation 11 Unless all variables have the same value (0 or 1) there is exactly one substitution on the subnetwork above the variable nodes.
Therefore, WLOG, we will assume the optimal assignment has both values.
Claim. Given a set of clauses C over variables X, as input to max-2-Sat, X has an assignment which k clauses are satisfied, if and only if the network constructed has a tree with likelihood p 4|C|−k+1 .
Proof. ⇒ By Lemma 1 there are 4|C| − k substitutions at the networks below the variable nodes and by Observation 11 exactly one more above the variable nodes. Now, by Observation 10 the edges on which a substitution occurs get probability p and the others 0. This yields the desired result. The proof of the other direction proceeds similarly.
Theorem 12.
The small best ancestral tree is NP-hard.
B Empirical Performance: Further Analysis
B.1 Data: further details
The 15-taxon rbcL dataset of [9] consists of two Form I sequences from the α, β, and γ-proteobacteria groups, two from cyanobacteria, one from green plastids, one from red plastids, one cyanophora, and four Form II rubisco sequences. For this dataset, we obtained the species (organismal) tree which was reported in [9, 4] . The species tree is based 16S rRNA and other evidence. We analyzed the rubisco gene rbcL of these 15 organisms. The gene dataset consists of 15 aligned amino acid sequences, each of length 532 (the alignment is available from http://www.life.umd.edu/labs/delwiche/alignments/rbcLgb7-95.distrib.txt). Fig. 3 (1) The two most significant HGT edges are H1 and H2 in Fig. 3(a) , and they group the form II rubisco (Thiobacillus denitrificans II and Hydrogenovibrio II) of the β and γ proteobacteria, respectively, together with the form II rubisco (Rhodobacter capsulatus) of the α proteobacteria. This result agrees with the grouping of these three organisms, based on the form II rubisco, into one clade, as shown in Fig. 2 of [9] . (2) The third most significant HGT edge is H3 in Fig. 3(a) , and it indicates an HGT of the red type form I rubisco from the α proteobacteria (Rhodobacter sphaeroides I) to the β proteobacteria (Alcaligenes H16 plasmid). This result agrees with the grouping of all red type form I rubisco genes in one clade in Fig. 2 of [9] . (3) The fourth most significant HGT edge is H4 in Fig. 3(a) , which completes the grouping of the form II rubisco genes, along with H1 and H2, by indicating an HGT of the form II rubisco from Rhodobacter capsulatus to Gonyaulax (an α proteobacteria and plastid, respectively). This result is also supported by the single clade of all form II rubisco in Fig. 2 of [9] . (4) The fifth most significant HGT edge is H5 in Fig. 3(a) , which indicates an HGT of the the form I rubisco from the the red and brown plastids (Cyanidium) to the α proteobacteria (Rhodobacter sphaeroides I). This HGT event is in agreement with the grouping of the red type form I rubisco in Fig. 2 of [9] . (5) The last HGT edge is H6 in Fig. 3(a) which groups the red and brown plastids with the α, β, and γ proteobacteria. Such grouping is supported by the red type form I rubisco group in Fig. 2 of [9] . To summarize, the HGT edges computed by our heuristic agree with the grouping of the organisms based on the forms I and II rubisco, as hypothesized by Delwiche and Palmer.
B.2 Analysis of the results in
We also compared our results to the results reported by Boc and Makarenkov [4] , they used a distance method for discovering HGT and analyzed a dataset similar to ours. Three of our edges (H 1 , H 3 , H 4 ) appeared in [4] . Two other edges (H 2 , H 5 ) appeared also in [4] , but in the opposite direction. One edge, H 6 , appeared in our results but didn't appear in the results of [4] . In general, our results are similar to the result reported by Boc and Makarenkov, but simpler. Our results included 6 HGTs, while the solution of Boc and Makarenkov included 8 HGTs.
