Abstract. Adaptive and interactive mental engagement combined with positive emotional state are requirements for an optimal outcome of the neuro-rehabilitation process for patients with brain damage usually caused by TBI (traumatic brain injury), stroke or brain disease such as cancer, epilepsy, and Alzheimer's disease. We propose a method for automatic pain recognition in video sequences using the landmarks data from Supervised Descent Method and applying Support Vector Machine (SVM) for data classification. This method is suitable for being part of assistive medical system for neuro-rehabilitation of patients with TBI. The experiments with a video dataset with patients with shoulder pain show very good recognition rate (95,7%) for recognizing the painful facial states of the subjects.
Introduction
Brain damage in humans can have multiple causes such as brain injuries as a result of motor vehicle crashes, sports injuries, or simple falls on the playground, at work or in the home or diseases such stroke, cancer, epilepsy, Alzheimer's disease, Parkinson's disease, multiple sclerosis and others. According to [1] there are 2 million TBI cases each year. 70,000 -90,000 of those who survive will have lifelong disabilities and will require 5 to 10 years of intensive services such as vocational rehabilitation and physical therapy. TBI is an enormous burden for the public health services and has an important socio-economic weight throughout the world.
Standard rehabilitation methods for patients with different disabilities or injuries currently used are struggling to provide consistently meaningful improvements to patient abilities. To improve the chances of the patient's recovery new methodologies and technologies from different fields of medicine, psychology and engineering must be incorporated in the rehabilitation process. Manual monitoring of patients' pain makes it difficult for the medical personnel or rehabilitators to respond quickly in critical situations when using a remote assistive system. Thus, it is desirable to design such a system that can automate this task.
The use of emerging technologies such as robotics, virtual reality, brain-computer interfaces etc. for enhancing their user's independence will lead to better living by allowing remote assistance from the medical personnel, which in turn may reduce the stress of a visit to the hospital [2] or the pain in patients with mobility impairments [3] . The patients will benefit from the possibility of remote interaction with their doctors without going outside their comfort zone, and also carry out the training from their home, under remote supervision, reducing the cost to the health care system. For doctors, these types of assistive rehabilitation systems provide online remote monitoring of both the rehabilitation process and the physiological state of the patient [4] . So for an intelligent medical system being able to recognize that the patient suffers and feels in pain is of essence.
In recent years significant progress has been made in machine learning to automatically recognize facial expressions related to emotion, more specifically painful expressions [5, 6] . But many of the proposed algorithms require manual labeling of facial action units or other observational measurements by highly trained observers. Most must be performed offline, which makes them ill-suited for real time applications in clinical settings. Different authors present different methods to better detect painful expressions and both appearance and shape representations have been investigated. Examples of appearance based representations are raw pixels and Gabor filters [7] . Shape-based representations, which include Active Shape Models [8] and Active Appearance Models (AAM) [5, 6] are very popular methods for facial expression recognition. In this paper we offer a new algorithm for facial pain detection that is a good alternative to those that use AAM and has comparable performance in terms of recognition rate.
The rest of the paper is organized as follows: In the next section we present a brief overview of UNBC-McMaster Shoulder Pain Expression Archive Database [9] that we used to conduct our experiments. In Section 3 we will describe the proposed algorithm. In Section 4 we will illustrate the experimental results. Finally section 5 will conclude the paper.
Database
To test the performance of the proposed algorithm we have used the standard database, UNBC McMaster Shoulder Pain Archive database [9] . It contains 200 video sequences across 25 subjects suffering from shoulder pain (see Fig. 1 ). The ground truth also provides a pain score for every frame using the PSPI (Prkachin and Solomon Pain Intensity) [10, 11] scale which defines 16 levels of pain with the help of FACS. According to PSPI scale the pain level is the sum of intensities of several action units related to cheek raiser, lip raiser, eye brow lowering, nose wrinkles, and eye closure. Since our goal is to distinguish pain and no pain frames we separated the database in two parts based on a given threshold. More details can be found in section 4 Experiments. Fig. 2 depicts the main steps of the training process for the proposed algorithm. Each image/frame from the database is given to the face detection stage. For this purpose we use ViolaJones approach [12] , because it is one of the most popular face detectors and it provides object detection rates in real-time. Once face location is found, the algorithm proceeds with Supervised Descent Method (SDM) face alignment strategy [13] . The presence of pain produces changes in facial muscle or facial muscle combinations. These changes cause variations in local gradient directions of image intensities. SDM is a very recent work and its authors have shown that it outperforms state-of-the-
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Applied Electromagnetic Engineering for Advanced Materials from Macro-to Nanoscale art approaches in facial feature detection and tracking in challenging databases. The main idea behind this method is to predict the shape increment utilizing SIFT features extracted in current iteration by linear regression. For the first iteration, the mean landmarks x 0 are placed over the detected face (previously scaled to a fixed size 250 x 250 pixels). During the training process of SDM, the shape increment ∆x 1 can be described as a generic linear combination of feature vector φ 0 (local feature vectors extracted by SIFT [14] method for all landmarks) plus a bias term b 0 :
where R 0 represents matrix of regression coefficients (referred as descent direction in [13] ). Because of the large variations of face, the alignment process can't be accomplished in one step. The authors of SDM state that the algorithm converges in 4 or 5 steps [13] . For each k-th training step, R k and b k are learned from a distinct linear regressor, minimizing the following equation:
where
is the desired increment of shape x can be computed using the data available from the previous step:
By using SDM we detect specific facial landmarks from which we further extract local features (employing SIFT) to describe facial muscle deformation. The SIFT implementation as well as the face alignment algorithm are provided by the authors of SDM [15] . It detects 49 landmarks and 128 bins histogram is computed for local window (32 by 32 pixels) around each landmark. In the next step our algorithm concatenates all 49 histograms in one which generates 49*128 = 6272 dimensional feature vector. Further we used Principal Component Analysis (PCA) to reduce the vector' size preserving 90% of the energy resulting in 270 components. The reduced vector (along with image/frame annotation -i.e. pain/no pain label) for the current frame is then used to train Support Vector Machine (SVM) classifier with linear kernel with the help of LibSVM [16] . Once after all frames from the database are processed using the aforementioned steps an SVM model is built and stored for test/classification purposes (as shown in Fig. 3 ). 
Experiments
The performance of the proposed algorithm was evaluated on the images form the database [9] for which face can be found. The face detection rate is 97.3% (47 089 from 48 398 frames in total). The presence of images for which face was not found can be explained with the large head position variations for some patients in the time of frames shooting. The PSPI score was used to divide the database in two parts. Following the experimental setup in [17] , the first part contains frames with pain score lower than or equal to a predefined threshold (PSPI ≤ threshold) i.e. no pain, while the other part contains frames that show patients feeling pain (PSPI > threshold). In some recent works (like in [17] ) a fixed threshold of 0 is used. In our setup, in addition, we calculated the accuracy rates for different thresholds: 0, 1 and 2. In this way we can examine the ability of our algorithm to distinguish pain/no pain cases depending on different conditions for particular clinical purposes where the threshold of pain should be set explicitly. Table 1 shows the distribution of the percentage of pain and no pain frames considering different threshold values. Since we want to use the whole database for which face can be found, it is inappropriate to assign threshold of more than 2 because SVM can be sensitive to class imbalance. It can be seen that if threshold value is set to 3 the subset of only 3,4% of the available data will belong to the class of pain cases. Furthermore the experiments are conducted using k-fold cross validation, where the number of folds varies from 2 to 10 (by step of 2), compared to the experiments in [18] where a fixed value k = 5 is used. The obtained results are presented in Fig. 4 . It can be seen that the suggested algorithm achieves high recognition rate (> 95.6%) among the three thresholds even with relatively small training set (2-folds). This indicates the strength of the discriminative ability of the used features. It is also observable that the highest cross-validation accuracies (> 98.7%) are reached for the highest threshold value (i.e. thr. = 2). The Fig. 4 illustrates that decreasing threshold decreases recognition rate. The results may be explained by the worse balance between the two classes (pain/no pain) as long as the threshold increases. One significant contribution of the proposed algorithm is that we have achieved higher accuracy rate than some of the state-of-the-art schemes. For example the algorithms proposed in [5, 19] achieve hit rate of respectively 84.7% and 81.2%. As mentioned in the worst case of our algorithm we got 95.6 % recognition accuracy. In [17] Khan et al. developed a hybrid framework that combines two features (Pyramid Histogram of Orientation Gradients -PHOG and Pyramid Local Binary Pattern -PLBP). They have investigated the performance for each feature separately as well as for the combined approach. The experiments are conducted considering 10-fold cross validation
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Applied Electromagnetic Engineering for Advanced Materials from Macro-to Nanoscale strategy for the whole database, classification task pain/no pain utilizing threshold value of 0 (according to PSPI). In our work we used only single feature (i.e. SIFT) and our hit rate is ~96% in comparison to their rate of ~90% (the best result in case of single feature evaluation -PLBP). For the hybrid approach their best rate is 96.9% which is less than 1% higher. This shows the potential of our work to be further developed as the suggested algorithm can be included as a part of combination technique where the fusion process is expected to improve the results. Another significant contribution of the proposed method is that it can work in real time (~ 10 fps) and the aforementioned results are obtained using relatively small feature vector (270 components).
Conclusion
In this paper we have presented a system for automatic recognition of pain presence utilizing facial characteristic points with the help of face alignment algorithm (based on SDM), SIFT descriptors, PCA and SVM. The proposed algorithm can work in real time and differentiates pain against no pain cases using predefined threshold according to PSPI scale. All studies are performed on the publically available UNBC McMaster Shoulder Pain Archive Database. The experimental results report higher than 95.6% cross-validation accuracy which results in more than 10% improvement compared to the frameworks suggested by some other authors [5, 19] . In our future research we consider developing fusion approach by adding appropriate features to get higher recognition rates. We also plan to extend our algorithm so that it can also recognize various intensities of pain.
