Abstract. In the present paper, we study a family of specifically defined two-dimensional random walks {S t , A}, where a ∈ A is an infinite sequence of values. For a ∈ A, a random walk is denoted
(1) t (a), S (2) t (a)). Let θ denote the infinite sequence of zeros. For a = θ the components |S (1) t (a)| and |S (2) t (a)| are assumed to be correlated in the specified way that is defined exactly in the paper, while for a = θ, the random walk S t (θ) is simple. We derive the conditions on a under which a random walk S t (a) is recurrent or transient. In addition, we introduce new classes of random walks, ψ-random walks, and derive conditions under which a subfamily of random walks {S t , A ψ }, A ψ ⊂ A belongs to the class of ψ-random walks.
Introduction and formulation of the main results
The random walks S t (a), a ∈ A, studied in the present paper are two-dimensional and assumed to be recurrently defined as S 0 (a) = 0, (1.1) S t (a) = S t−1 (a) + e t (a), t ≥ 1, (1.2) where the vector e t (a) takes the only values {±1 i , i = 1, 2}. In this system of the equations 0 = (0, 0), and the vector 1 i is the two-dimensional vector, the ith component of which is 1 and the remaining component is 0. The additional properties of the vector e t (a) are discussed later. The elements a ∈ A are infinite sequences of values. The special element θ ∈ A denotes the infinite sequence of zeros. The further information about the family of random walks {S t , A} is given later.
Conservative random walks have been introduced in [1] . The known family of conservative random walks considered in [1] is symmetric. If the symmetric family is two-dimensional, then the set A of that family is the set of positive vectors {α 1 , α 2 }, α 1 + α 2 = 1/2, and for all a ∈ A the family of symmetric random walks is recurrent. Unfortunately, the family of conservative random walks is narrow and seems cannot be used for the models considered in this paper. Therefore, we provide another classification of random walks that is closely related to one given in [1] . For any vector n = (n (1) , n (2) , . . . , n (d) ), let n denote its l 1 -norm. That is, n = |n (1) P{ S t (a) = n + 1 S t−1 (a) = n} P{ S t (a) = n − 1 S t−1 (a) = n} n = e ψ .
For simplicity, a family of random walks having index ψ will be called ψ-random walks.
Following this definition, the family of d-dimensional symmetric random walks is on the one hand {A, d}-conservative and, on the other hand, represents (d − 1)-random walks (see Theorem 2.1 and relation (4.6) of Lemma 4.2 in [1] ).
In the present paper, we study the following new family of twodimensional random walks. The set A is the set of infinite sequences, the elements a of which are specified as indexed sequences {α n }, where n = {n (1) , n (2) } is the set of ordered pairs of nonnegative integers, n (1) ≤ n (2) . So, α n = α (n (1) ,n (2) ) , and in the rest of the paper each of the notation α n or α (n (1) ,n (2) ) can be used interchangeably.
For the following specification of a random walk S t (a) denote:
I t (a) = min{|S (1) t (a)|, |S (2) t (a)|}, J t (a) = max{|S (1) t (a)|, |S (2) t (a)|}, N t (a) = S t (a) = I t (a) + J t (a).
For the sake of simplicity, we use the notation J t = J t (a), I t = I t (a) and N t = N t (a) omitting the argument a in all places where it is possible. Then, the definition of the random walk follows from the following conditions. If I t > 0 and I t < J t , then
If I t > 0 and I t = J t , then
If I t = 0 and J t > 0, then
Finally, if I t = J t = 0, then (1.12) P{J t+1 = 1} = 1, and (1.13) P{I t+1 = 0} = 1.
To be in an agreement with (1.4) -(1.7), the values α n are assumed to obey the inequality (1.14)
where C is some positive constant. Note, that the quantities α (0,n) and α (i,i) for n = 0, 1, . . . and i = 0, 1, . . . are not used in the definition of the family of random walks and, hence, can be equated to zero. As well, assume that for all n with n (1) ≥ 2 satisfying the inequality n > n 0 , where n 0 is some value,
where 1 = (1, 1) and 0 < γ < 1. Assumption (1.15) is technically used in Section 4.1. Together with (1.14) it implies the convergence of the coefficients α (n (1) ,n (2) ) as n → ∞, in which the differences n (2) − n (1) are kept fixed, to the limits. Namely, we denote
In addition to (1.14) and (1.15), assume that there exists the limit (1.16)
Notice that if the sequence of products
The basic results of the paper are as follows.
Theorem 1.2. If κ(a) ≤ 1, then the random walk S t (a) is recurrent. Otherwise, the random walk S t (a) is transient. Theorem 1.3. Let ψ be a fixed value, and let A ψ ⊂ A be a subset of sequences, such that for all elements a of which κ(a) = ψ. Then, {S t , A ψ } is a family of ψ-random walks.
The evident particular case of Theorem 1.2 is the case where a = {α, α, . . .} is the sequence of same value α. In this case, if α > 0, then the random walk is transient, while in the opposite case, α ≤ 0, the random walk is recurrent. Following Definition 1.1, this random walk falls into the category of e 8α -random walks, since according to (1.17)
For our knowledge, even for this simple case the results of the paper are new. For similarly defined one-dimensional random walks we have as follows. Let a = (α 1 , α 2 , . . .), and let S 0 (a) = 0, S 1 (a) = ±1 each with probability half, S t (a) = S t−1 (a) + e t (a), t ≥ 2, where e t (a) takes values ±1, and the distribution of |S t (a)| is defined by the following conditions.
Otherwise if S t (a) = 0, then P{|S t+1 (a)| = 1} = 1. The values α n satisfy the condition
Then, the behaviour of this one-dimensional random walk is associated with the behaviour of the birth-and-death process with the birth rates λ n = 1/2 + α n /n (n ≥ 1) and death rates µ n = 1/2 − α n /n. Assume that there is the limit α * = lim n→∞ α n . Then, based on Lemma 4.1 in [1] (see Lemma 4.4 of the present paper), the aforementioned one-dimensional random walk is null-recurrent if 
Hence, for α * ≤ 1/4 the random walk is recurrent and for α * > 1/4 transient. In [2] this result was established by another way based on the theory of difference equations.
The paper is organized as follows. In Section 2, we provide theoretical grounds for modelling the family of random walks. That is, we construct a queueing network that models the family of random walks. In Section 3, we write Chapman-Kolmogorov system of equations describing the dynamics of queue-length processes in the network. In Section 4, we provide asymptotic study of queue-length processes and on its basis prove the basic result of the paper. In Section 5, we conclude the paper with a possible future research.
Theoretical grounds for modelling the family of random walks
Without lost of generality, we assume that a random walk of the family stays an exponentially distributed random time in any of its state prior moving to another state, and all exponentially distributed times are independent and identically distributed. Then, the meaning of time parameter t is the tth event in a Poisson process. The reflected random walkS t (a) = (S (1) t (a),S (2) t (a)) is defined as
where r t (a) = e t (a), ifS
t (a) ≥ 0 for both i = 1, 2, −e t (a), ifS
t (a)) is defined in (1.2). It can be modelled as a state-dependent network of two M/M/1 queueing systems.
To give more details, consider first the queueing model of the reflected simple two-dimensional random walkS t (θ). The reflected simple random walk is particular with respect to a reflected symmetric random walk, the queueing model of which has been described in [1] . Here we recall this construction for the reflected simple two-dimensional random walkS t (θ). The random walkS t (θ) is modelled with the aid of two independent and identical M/M/1 queueing systems with same arrival and service rates. If a system is free, then the server switches on negative service having the exponential distribution with the same mean as interarrival or service time. A negative service results a new customer in the system. If during a negative service a new customer arrives, then the negative service is interrupted and not resumed. In other words, the negative service is equivalent to the doubled arrival rate when a system is empty, which is the result of a reflection at zero. Analysis of this queueing system led to the following results. Let n = (n (1) , n (2) ) denote a vector with integer nonnegative components, and let P τ (n) denote the probability that at time τ there are n
(1) customers in the first system and n (2) customers in the second one (the time parameter τ is assumed to be a continuous variable). As an exception, here we do not assume that n (1) ≤ n (2) , since in paper [1] referred below no relation between n (1) and n (2) was assumed. A result obtained in [1] (see the proof of Theorem 2.1 in [1] ) for these queues is convenient to reformulate as follows
Now, let N + (n) denote the set of nonnegative vectors n, the sum of components which is equal to n. Then, from (2.1) we have
In turn, based on (2.2) we then arrived at the conclusion, that
and µ(n) = 1 − λ(n) are, respectively, the rates that are proportional to the birth and death rates of BD(2, 2), which is the birth-and-death process introduced in [1] . The birth and death rates of BD(2, 2) are given by
that constitutes null-recurrence of BD(2, 2) (see Lemmas 4.1 and 4.2 in [1] ) and, hence, recurrence of the simple random walk S t (0).
In turn, the reflected random walkS t (a) is modelled as the network of two dependent and, in addition, state-dependent M/M/1 queueing systems as described below. As in the case considered above, each of these system, being free, switches to negative service having the exponential distribution with mean 1, and if during the negative service an arrival of a customer in the empty system occurs, the negative service is interrupted. The means of customer interarrival and service times depend on the network state as follows. Let Q (1) τ and Q (2) τ denote the number of customers in the first and, respectively, second queueing systems at time τ and let N τ = Q 
/N τ , respectively, and the mean service times are
τ , then the mean interarrival times in the first and second systems are 1/(1 + 4α (Q
/N τ ), respectively, while the mean service times are
/N τ , respectively. In the cases where Q (1) τ and Q (2) τ are positive and equal, the mean interarrival and service times of both systems is 1. If one system is empty, then the means of interarrival and service times in another system are equal to 1, and in the first system the mean interarrival time and mean negative service time both are equal to 1 as well.
When a = θ, the network of queueing systems (which will be called later a-network) has a complicated structure. The system of the equations for queue-length probabilities cannot be presented in product form, and the arguments that were earlier used for symmetric family of independent random walks and leading to exact representations become disable. So, the aim is to study structural properties of the distributions, and on the basis of them to arrive at the correct conclusions on the family of random walks.
Note that typical queueing networks, including those state-dependent, suppose the presence of routing mechanism between the queueing systems connected into the network. In [3] a large number of different examples of application of state-dependent queueing networks have been considered. The state-dependent network of two queueing systems that models the random walks considered in the present paper does not contain an explicit connection between the queues via the routing mechanism. The connection between the queues is implicitly provided via the dependence of arrival and service rates in both queueing systems upon the total number of customers presenting in two queues.
The system of equations for the state probabilities
In this section, we derive equations for state probabilities of the anetwork. We say that a-network is in state n = (n
(1) customers in the smallest queue and n (2) customers and in the largest one. This definition of the a-network state is used in order to diminish the number of equations that describe the state probabilities, compared to that might be written in the case of traditional description of the system state. This, however, requires to use a specified algebra rule in derivation of the Chapman-Kolmogorov system of equations for the state probabilities that is explained in the case studies below.
Denote by P τ a, n the probability that at time τ the a-network is in state n = (n (1) , n (2) ). Then, the Chapman-Kolmogorov system of equations is as follows.
(1) Case n (1) > 1 and n (2) > n (1) + 1:
Recall that 1 1 = (1, 0) and
The terms 2P τ (a, n − 1 2 ) and 2P τ (a, n + 1 1 ) both enter with coefficient 2, since each of the vectors n−1 2 and n+1 1 have the first and second coordinates equal. This algebraic rule is used since in the cases where the coordinates n (1) and n (2) of the vector n are distinct, the number of possible cases are duplicated compared to that where n (1) and n (2) would be equal.
The term 2P τ (a, n − 1 1 ) enters with coefficient 2 since the first coordinate of the vector n − 1 1 is zero, and, according to convention, the rate of arrival and negative service together make the total rate doubled. (4) Case n = (1, 2):
The term 2P τ (a, n − 1 1 ) enters with coefficient 2 for the reason indicated for Case (3). The terms 2P τ (a, n − 1 2 ) and 2P τ (a, n + 1 1 ) enter with coefficient 2 for the reason indicated for Case (2).
(6) Case n = (1, 1):
The term 2P τ (a, n − 1 1 ) enters with coefficient 2 for the reason indicated for Case (3). (7) Case n = (0, n) for n ≥ 2:
The term 8P τ (a, 0) enters with coefficient 8 since in state 0 two arrival processes and two negative services together result in rate 4, and, in addition the two coordinates of vector 0 are equal. The term 2P τ (a, n + 1 1 ) enters with coefficient 2 for the reason indicated for Case (2). (9) Case n = 0:
Our next step is the steady-state solution as τ increases to infinity. As τ → ∞, all the terms dP τ (a, n)/dτ and P τ (a, n) vanish, but, according to the definition of the terms, dP τ (a, n)/dτ = o(P τ (a, n)) and
.
Then, correspondingly to the above Cases (1) -(9) equations we obtain the following system of equations.
(2) Case n (1) > 1 and n (2) = n (1) + 1:
(3) Case n (1) = 1 and n (2) > 2:
(4) Case n = (1, 2):
(7) Case n = (0, n) for n ≥ 2:
(8) Case n = (0, 1):
(9) Case n = 0:
In the particular case a = θ, the representation for p[θ, (i, j)] has been derived explicitly in [1] . Specifically,S τ (θ) denote a continuous time version of the reflected simple random walk that is understood as follows. According to the convention, a discrete time t in the notation S t (θ) denote the tth event of a Poisson process. Then, in the new time scale a simple random walkS t (θ) can be extended to a continuous time processS τ (θ), where τ is a continuous time. Let n 1 = n
be two states (recall that n
2 ), and let n (1) 1 > 0 and n
Then, following the results of [1] ,
2 > 0 and n
2 , 2, if n 4. Asymptotic analysis as n increases to infinity and the proof of Theorem 1.2 4.1. Preliminaries. As n → ∞, from the explicit representations for p(a, n) we will derive asymptotic expansions. For this purpose, we use the notation p(a, n) = p[a, (n (1) , n (2) )], n (1) + n (2) = n = n. If n is large, and i and j are integer numbers, i + j = n, 1 < i < j − 1, then the basic asymptotic properties that are essentially used below are as follows:
where n in (4.2) is assumed to be equal to 2i + 1, and
where n in (4.3) is assumed to be equal to 2i. Asymptotic relations (4.1), (4.2) and (4.3) follow directly from (3.1), (3.2) and (3.4), respectively. It will be shown below that under conditions (1.14) and (1.15), these asymptotic relations can be respectively presented as follows:
where in all these asymptotic relations α * j−i = lim k→∞ α (k+i,k+j) . For justification of these asymptotic expansions and other properties, it is convenient to change the measure p as follows:
We demonstrate first that the values q[a, n] can be recurrently estimated from the system of recurrence relations. For this purpose, we need to order the vectors n = (n (1) , n (2) ) in the way establishing these recurrence relations for q[a, n]. First, we rank vectors n as follows: That is,
Using mathematical induction, we then assume that for ranks n − 2 and n − 1 we have i+j=n−2,i≤j q[θ, (i, j)] = 8(1 + ⌊(n − 2)/2⌋) and, respectively, i+j=n−1,i≤j q[θ, (i, j)] = 8(1 + ⌊(n − 1)/2⌋), and using the relations that connect the elements of rank n with the elements of rank n − 1 and n − 2 we arrive at the required result by counting the number of elements of rank n − 1 and n − 2 in the relations and multiplying by factor 8.
Using the same approach, we are able to derive relationship between i+j=n,i≤j q[a, (i, j)] and the sums i+j=n−1,i≤j q[a, (i, j)] and i+j=n−2,i≤j q[a, (i, j)]. To obtain the stronger results in the form of recurrence relations for q[a, (i, j)] that are needed for the purpose of the present paper, we are to establish the order between the pairs (i, j). Specifically, the ranked elements can be ordered as follows. If n = i + j is even, then the suggested order of elements is
That is, the last element has the two equal index components (i + j)/2. If n is odd, then the suggested order is
where the last element has the two index components (i + j − 1)/2 and (i + j + 1)/2 that are distinguished by a unit. Then, all the elements q[a, (i, j)] with i + j = n can be presented in the form of recurrence relation except the marginal element q[a, (0, i + j)]. For instance, for the presentation of the element q[a, (i, i)] we use the relation Thus, for all elements of rank i + j except the element q[a, (0, i + j)], we can derive the system of recurrence relations expressing all elements q[a, (i, j)] via the preceding elements. Then, to resolve the problem for q[a, (0, i + j)], the additional equation for i+j,i≤j q[a, (i, j)] is used, and hence, all the elements q[a, (i, j)] can be uniquely determined from the recursion in the combination with the normalization condition. For instance, using mathematical induction, we now can prove that q[θ, (i, j)] ≡ 8 for all i ≤ j, confirming thus (3.9) (or (3.8)) obtained by the other way in [1] .
Assumption (1.15) enables us to prove that, as k → ∞, the quantities q[a, (k−l, k+l)] (if n = k−l+k+l = 2k is even) and q[a, (k−l+1, k+l) (if n = k − l + 1 + k + l = 2k + 1 is odd) converge to the limits. Indeed,
According to assumption (1.15), the differences between the coefficients
in (4.9) and the corresponding coefficients
α (k−l+1,k+l) in (4.10) vanishes, and
and
As well, there is the recurrence relation connecting q[a, (k −l +1, k +l + 1)] and q[a, (k − l, k + l)]. Although the recurrence relation is indirect, it satisfies the required properties that enable us to use the fixed point solution. The fixed point solution enables us to justify the inequality
and, hence, the convergence of q[a, (k − l, k + l)] to the limit as k → ∞. Moreover, owing to monotonicity (4.11), together with the convergence of q[a, (k − l, k + l)] as k → ∞ we also arrive at the estimate
which justifies asymptotic expansion (4.4). Asymptotic expansions (4.5) and (4.6) are established similarly.
4.2.
Lemmas. Let (i, j) be a pair of integers, i ≤ j and i + j = n. If n is even (n = 2k, where k is a positive integer), then i and j can be presented as i = k − l + 1 and j = k + l − 1. If n is odd (n = 2k + 1), then i and j can be presented as i = k − l + 1 and j = k + l. (In both of the cases l is assumed to be a positive integer.) In the lemma below we derive the asymptotic representations for q[a,
Lemma 4.1. As k → ∞, we have the following asymptotic expansions.
and for 2 ≤ l ≤ k,
Proof. The proofs of (4.19), (4.20) are based on mathematical induction. Hence, the first task is to prove the result for the initial value l = 1 for (4.12) and for the initial value l = 2 for (4.13).
Using the measure q we have as follows. From (4.6) we have the expansion
and from (4.5) we have the expansion
From (4.14) and (4.15) we obtain
So, (4.12) for l = 1 follows. The proof of (4.13) for l = 2 follows by a similar way using expansion (4.4), and we do not present the details. Assume that it is shown the justice of expansions (4.12) and (4.13) for a specific value of l = l 0 . That is,
Prove these expansions for l = l 0 + 1. We have
Taking into account that (4.17) can be rewritten in the form
and substituting it into (4.18) we obtain the asymptotic expression between the terms q[a, (k − l 0 , k + l 0 + 1)] and q[a, (k − l 0 , k + l 0 )], which after algebra can be presented as
So, (4.13) is proved. The proof of (4.12) is similar.
Corollary 4.2. As k → ∞, we have the following asymptotic expan-
Proof. The proof of Corollary 4.2 follows immediately from Lemma 4.1.
The next corollary provides estimates for q[a, (0, 2k)] and q[a, (0, 2k+ 1)] as k → ∞. The estimates are rough, but they are even stronger than that are required for the purpose of this paper. From Lemma 4.1 and Corollary 4.2 we have the following estimates:
Substitution of these estimates into (4.23) and rearranging the terms yields (4.21). The proof of (4.22) is similar.
The following lemma is a corrected version Lemma 4.1 in [1] .
Lemma 4.4. Let the birth and death rates λ n and µ n , respectively, of a birth-and-death process satisfy the inequality λ n > µ n , and let there exists the limit lim n→∞ (λ n /µ n ) n . Then the birth-and-death process is transient if and only if Proof. The proof of this lemma is given in [1] .
4.3. Proof of Theorem 1.2. To prove the theorem, we are to derive the expression for
to find then the limit
Note, that the number of possible cases when the total number of customers in the network of two queueing systems is equal to n is n+ 1. The two of these cases correspond to the situation when the number of customers in one of the systems is n, and another system is empty. The rest n − 1 cases correspond to the situation when each of the queues contains at least one customer. Assume that n is large and even. (The assumption that n is even is technical. For odd n the arguments are similar.) Then, the corresponding states of the system are presented as
The relative frequencies of the states in the order of their appearance in (4.25) are proportional to
The first and the last terms in (4.26) enter with coefficient 1/2, since for the q-measures of their states we have the relationship q[a, (0,
The first and last terms in (4.26) are marginal terms, the other terms are expressed via recurrence relations (4.19) given in Corollary 4.2. Let us set the relative frequency of state (1, 2k − 1) in (4.25) to a 2. Then, according to the estimate in Corollary 4.3, the relative frequency of state (0, 2k) may be set to equal to 1 + c/k with some constant c, and the relative frequency of state (2, 2k − 2), according to asymptotic expansion (4.19), is approximately equal to
k .
Here and later the word approximately means that the term o(1/k) of the asymptotic expansion is ignored. Then, according to same expansion (4.19), the relative frequency of state (3, 2k − 3) is approximately equal to
Then, the general formula for the approximate relative frequency of state (l, 2k .
Note that following (1.4) -(1.7) and (1.8) for all t > 1, we obtain (4.28) P{ S t (a) = n + 1 S t−1 (a) = n, R t−1 } = P{ S t (a) = n − 1 S t−1 (a) = n, R t−1 } = 1 2 ,
where R t = {I t > 0} ∩ {I t ≤ J t }. Then the terms λ n (a) and µ n (a) = λ n (a) for large n are evaluated as follows. If both of queues are not empty, then according to (4.28), the probability of incrementing of the total number of customers is equal to the probability of its decrementing. Specifically, the possible number of incrementing or decrementing given R t−1 , which are equal because of the symmetry, are measured by .
Expression (4.29) is obtained by eliminating the term for relative frequency of (0, 2k). If one of the queues is empty, then incrementing occurs in the case of arrival of a customer in one of two queues, while decrementing occurs at the moment of a service completion in the queue containing a customer in service. In this case, the number of additionally possible incrementing is measured by Note, that (1.3) is associated with asymptotic behavior of a birthand-death process, where the numerator of (1.3) represents the birth rate λ n (a), denominator represents the death rate µ n (a), and according to (4.29), (4.30) and (4.31) we have λ n (a) > µ n (a). It follows from Lemma 4.4 that if under these conditions ln ℓ(a) ≤ 1, then the birthand-death process is null-recurrent. Otherwise, it is transient. Hence, according to Lemma 4.4, the limit in (4.33) implies that the random walk S t (a) is recurrent if κ(a) ≤ 1, and it is transient if κ(a) > 1. The theorem is proved.
4.4. Proof of Theorem 1.3. The proof of this theorem is derivative from the proof of Theorem 1.2. Let A ψ be the set of values a for which κ(a) = ψ. Then, the statement of the theorem follows from (4.33).
Future research
In the present paper we provided a complete study of a new family of random walks. The interesting extension of the present study seems to be in the case where the elements a of the set A are infinite-dimensional random vectors. That is, α n are random variables taking the values in bounded areas that are defined by condition (1.14). Then, assumption (1.15) should be replaced by |Eα n+1 − Eα n | ≤ γ|Eα n − Eα n−1 |, 0 < γ < 1, or another similar assumption.
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