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ABSTRACT
In the emerging world of human-robot interaction, social robotics has become ever
more important. Social robotics is a fundamental area in such domains as healthcare
and medical robotics, consumer robotics or service robotics. Social robots working
among humans should be able to communicate naturally with people using not only
verbal but also non-verbal signals. Some cues of non-verbal body language, associated
with affect and emotions, have an evolutionary root in humans that allows them to
signal their unobservable internal state and intentions to others around them. An
ability to interpret an internal state and intentions of team-members or counterparts is
important not only in human-human but also in human-robot teams. One possible way
to contribute to understandability is for robots to make their otherwise unobservable
internal state interpretable to people through the use of emotionally expressive body
language. This makes robots more predictable, acceptable and likeable, thus, in the
end, having a potential to make them more effective team-players.
This thesis addresses the problem of enabling humans to better understand ma-
chines by examining the role of artificial emotions synthesized and expressed by robots
in the process of human-robot interaction. In our first study, we probe whether it is
possible to signal a wanted emotional meaning through bodily expressions of a non-
humanoid robot. The results provide strong support for the potential utility of bodily
expressions in robots for communicating emotional meaning to people. A set of design
parameters was developed from an analysis of research on non-verbal expression of
emotion in the animal world. In the next two studies, we explore how this set of design
parameters impacts how people perceive the emotional meaning of a robot expression,
and investigate the nature and dynamics of peoples’ perception of emotion expressed
in a robot through its bodily movements. The results provide the basis for a mapping
between the different design parameters of a robot’s bodily expression and emotional
interpretations. In addition, the results of the study show that people perceive emo-
tionally expressive robots as more anthropomorphic, more animate, more likeable, more
responsible and even more intelligent. In two next studies we investigate two major
factors that may have influence on the perception of robot emotions. In one study, we
investigate how the particular situational context in which expressions are used by the
robot influences how they are perceived and interpreted by people. Another major fac-
tor to investigate is how the morphology of a robot performing emotional expressions
influences how these expressions are interpreted and whether people are consistent in
the emotional meaning they perceive. Finally, having a coherent design scheme to
produce meaningful emotional expressions through robot body movements, we investi-
gate in our last study the impact of such expressions on people’s attitudes towards a
robot. The results of the work provide evidence of the impact of the robot’s emotional
expressiveness on the perception of their anthropomorphism, animacy, likeability and
intelligence.
Results of our work are discussed in terms of the utility of expressive behaviour for
facilitating human understanding of robot intentions and the directions for the future
development in the design of cues for emotionally expressive robot behaviour.
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In the last several decades between 1990s and 2015 most of the robotics research and
development has been conducted with industrial robots having a purpose to automate
manufacturing. However, robots started to appear in the early 2000s with design in-
tended for use in everyday life in the roles of vacuum cleaners, museum guides or
artificial pets. It is most likely that in the future more robots will be introduced to
work in our houses and offices rather than as industrial robots working in factories
[162]. Many authors have discussed both technical and non-technical challenges and
gaps considering potential advancements in the field of robotics. The U.S. robotics
roadmap [149], for example, considers progress in the field of robotics in several spe-
cific technology areas that depend upon advances in human-robot interaction (HRI).
The roadmap includes description of robotics challenges and gaps, and five, ten, and fif-
teen year goals for advancement possible with research and development. The Strategic
Research Agenda (SRA) for robotics in Europe [170] additionally includes an overview
of the robotics market in Europe and discussion of underlying technologies used in
robotics, with description of the state of the art and 2020 target. Both these organiza-
tions emphasize the importance of social robotics and human-robot interaction in daily
life, considering such domains as healthcare and medical robotics, consumer robotics
or service robotics.
The environment in which an industrial robot is working completely differs from
the type of environment in which humans are working and interacting in the daily life.
As a result, robots working among humans should also differ from the industrial ones.
A factory is an organized environment with predefined tasks and the industrial robots
working there are usually physically separated from humans for the purpose of human
safety. Working in close collaboration with humans, on another hand, requires more
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advanced skills from robots. Collaboration involves the coordination of effort between
all the agents which are engaged in a joint activity. In addition to the necessary
functions of sensing, orienting in the environment and moving, the robot may benefit
from exhibiting a social behaviour and being able to communicate with humans at the
appropriate level of abstraction according to situational context. For the purposes of
this thesis social behaviours will be treated as any aspect of an agent’s behaviour from
which an observer might draw inferences about their internal state with respect to
the progress of their joint activity. Social robots will need to be able to communicate
naturally with people using not only verbal but also non-verbal signals. They will need
to engage us not only on the cognitive level, but on an emotional level as well [163].
The social communication, however, is not only important for the purpose of en-
gaging humans into interaction with a robot. Most social interactions depend on one
participant’s perceptions of specific social dimensions of the other participant. For ex-
ample, a museum visitor must trust the museum’s guides before he will follow their
suggestions. An astronaut cannot effectively contribute to a team unless her team–
mates both respect her competency and trust that her intentions align with the team’s.
Ten challenges were proposed by [89] for making automation a “team player” in joint
human–agent activity. The one which is addressed throughout this thesis is stated
as: To be an effective team player, intelligent “agents must be able to make pertinent
aspects of their status and intentions obvious to their teammates”. [89, p. 93]
Status here is understood as an internal state of an agent, which is normally hidden
from the observer, the same as intentions. To make their actions sufficiently predictable,
agents must make aspects of their own targets, states, capacities, intentions, changes,
and upcoming actions obvious to the people and other agents that supervise and co-
ordinate with them. This means signalling relevant aspects of their internal state to a
collaborator.
Humans and animals have evolutionarily developed tools and methods that make
their otherwise unobservable internal state and intention interpretable to others around
them. Many of these tools are related to non-verbal bodily communication as explained
by [3], e.g. when an animal intends to submit to another it may make appeasement
signals by cowering, curling up, holding out a hand, facing away or lowering the eyes.
Posture is a good example of signalling an internal state: the way an animal sits, stands,
or walks reflects and communicates its emotional state and its attitude to the others
present. Moreover, changes in bodily appearance usually signal information about an
animal’s internal state. For instance, some fish and birds can change their colour and
size under the influence of temporary emotional states. Human psychology research also
clearly indicates that much information about a person’s affective states, status and
attitude, cooperative and competitive nature of social interaction, and interpersonal




An internal state in humans and animals is inseparable from affect or emotions
[25, 115], that are also often expressed using non-verbal behaviour. Numerous demon-
strations have shown that people can voluntarily express various emotions with their
vocal and/or facial expressive behaviour in such a way that their expressive behaviour
can be accurately interpreted by observers [168, 48]. Some social observers [66] have
proposed that the ability to manage expressive presentation is a prerequisite to effec-
tive social and interpersonal functioning. Amongst the range of expressive behaviours,
body language is the focus of this thesis.
An ability to interpret the internal state and intentions of team-members or coun-
terparts is important not only in human-human but also in human-robot teams. On the
one hand, some recent experiments in HRI show that people feel more anxiety toward
a robot if the robot does not make itself transparent in terms of explaining its state
[117]. On another hand, robots that are able to express their status and intentions
often positively influence humans attitude towards them [116], [117].
Furthermore, given the prominent tendency for humans to treat machines as social
agents and apply human-social models to these in order to understand their behaviour,
and the important role that emotions play in living creatures, the modelling of emotion
at both a computational/cognitive levels, as well as at a behavioural level has been
deemed to be vital for establishing effective and engaging human-computer interaction
(HCI) and HRI [135, 24]. The work in this thesis is concerned with this issue as well
as with the [89] “team player” challenge stated previously. We address the challenge
primarily in terms of a scheme for a robot’s control system to maintain a model of its
own goal-related internal state. Thus, this thesis is formulated as follows:
In order to be understandable, robots must be able to make their otherwise
unobservable internal state interpretable to people through the use of emo-
tionally expressive body language. This could make robots more predictable,
acceptable and likeable, thus, in the end, making them more effective team-
players.
1.2 Objectives and Research Questions
The main objective of this work is to address the problem of enabling humans to
better understand machines by examining the role of artificial emotions synthesized
and expressed by robots in the process of human-robot interaction.
The following general questions are formulated and addressed in this thesis:
RQ1: Do people perceive robotic bodily expressions as having different emotional mean-
ings, and if so, are people consistent in the meaning they perceive?
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RQ2: Can emotionally-charged robotic bodily expressions be designed and generated in
a systematic pre-structured manner to evoke a desired emotional interpretation?
RQ3: What factors impact how people interpret the emotionally-charged bodily expres-
sions of a robot?
RQ4: What are the effects of robotic emotional bodily expressions on people’s attitude
towards a robot?
These questions are addressed as follows through the thesis. Firstly, the concept
of emotion is discussed in the literature review in Chapter 2 and the formal definition
of the term is given, together with a brief review of the existing psychological theories
of emotion and their role in nature. The purpose of such a review is to distinguish
emotions from other affective terms often used in psychology research and to prepare a
background for linking natural emotions to artificially synthesized ones. The previous
work on emotions and emotional expressions in robots is then presented, emphasizing
the lack of research investigating the link between robot body movements and emotional
meaning people perceive in such robots, especially in non-humanoid ones. Also, related
work regarding people’s attitude towards and behaviour with emotionally expressive
robots is reviewed as this likely has some useful insights regarding how different bodily
expressions of robots can make them more effective in interacting with humans.
Next, a review of the experimental tools that have been used in this research are
presented and detailed in Chapter 3. Firstly, we give the review of three approaches
to present emotional expressions of robotic agents: interaction with a physical robot,
video recordings of a robot, and a simulated computer-based robotic agent. The issues
surrounding these approaches are discussed in order to highlight the limitations and
benefits of each of them. This is followed by a description of two non-humanoid robots
and one humanoid simulated robotic agent used as the platform for the experimental
studies. Finally, we review the two main approaches to representing and recognizing
emotion, discrete categories and emotional dimensions, and explain why both of these
were drawn upon to inform the data collection activities in the following experimental
studies. All these issues hold great relevance when it comes to the study of emotion in
general, and specifically here, through robot bodily expressions.
Having non-humanoid robotic platforms to use in this research, first it is important
to probe whether it is possible to signal the wanted emotional meaning through bodily
expressions. This is the focus of two studies presented in Chapter 4. The results
provide strong support for the potential utility of bodily expressions in robots for
communicating emotional meaning to people.
Having developed a means to create and manipulate the various features of bodily
expressions, it is important to provide a systematic approach to developing emotions
in robots in terms of a computational model of emotion that links robot actions to
4
Chapter 1. Introduction
emotional expressions. It is also important to develop a more general design scheme
that is capable of mapping different features of bodily expressions to a desired emo-
tional interpretation. Having developed such a scheme, it is necessary to perform
an exploration into how the different design parameters impact how people perceive
the emotional meaning of a robot expression, and into understanding the nature and
dynamics of peoples’ perception of emotion expressed in a robot through its bodily
movements. This work is presented in chapters 5 and 6. These explorations provide
data that reveals the underlying relationships between the different design parameters
of a robot bodily expression and how these relate to different emotional interpretations
and provide the basis for a mapping between them.
Having established the impact that a robot’s bodily movements have upon how peo-
ple perceive robot emotions, and how the different design parameters of an expression
influence the emotional meaning that is conveyed, the next major factor to investigate
is how the particular situational context in which expressions are used by the robot
influences how they are perceived and interpreted by people. Another major factor to
investigate is how the morphology of a robot performing emotional expressions influ-
ences how these expressions are interpreted and whether people are consistent in the
emotional meaning they perceive. This is reported in chapters 7 and 8.
Finally, having a coherent design scheme to produce meaningful emotional expres-
sions through robot body movements, it is important to investigate the impact of such
expressions on people’s attitudes towards a robot. People’s attitudes towards an emo-
tionally expressive robot are explored and analysed in Chapter 6 with a non-humanoid
robot signalling different emotions to human observers. The findings of this explo-
ration are later validated using a robot of a different morphology expressing the same
emotions in Chapter 8.
1.3 Structure of the Thesis and Contributions
The structure of the rest of this thesis is outlined below, giving a brief description of
the theme and context for each chapter.
Chapter 2. Emotions in Nature and in Robotics
In Chapter two we present the concept of emotion and provide a formal definition
of the term for use in HRI research. We distinguish emotions from such terms as af-
fect, mood or attitude that are sometimes used interchangeably in the human-robot
interaction research, to focus on the temporal characteristics of affective response to
task-relevant events in joint activity. Next, we review the existing literature on psycho-
logical theories of emotion, such as discrete, dimensional and appraisal theories, thus
preparing a base for linking natural emotions to artificially synthesized ones. Later in
the chapter we provide a deeper and extensive background regarding emotional body
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language as it appears in animals and humans, introducing the state of the art research
on emotionally expressive body movements in humanoid and non-humanoid robots.
We highlight some gaps in research investigating the link between robot dynamic body
movements and the emotional meaning people perceive in it. There are very few stud-
ies on the design of robotic emotions expressed through body language, especially for
non-humanoid forms of robots. There is also a gap in the literature between high-level
design guidelines for robotic emotional expression using a body language and the im-
plementation of expressive movements into specific robots. Finally, we review prior
work on people’s attitudes towards social robots as these are likely to play a role in
determining the effectiveness of robot bodily expressions in interactions with humans.
Chapter 3. Method
The methods that have been used in this theses are detailed in Chapter three. It
begins with an overview of three commonly used approaches to presenting emotional
expressions of robots to observers: using physical robots, using video recordings and
robotic simulations. The pros and cons of each approach are discussed with respect
to the four research questions to be addressed. A description of the three robotic
platforms and the manner in which they have been used in this work follows this.
Finally a discussion regarding the tools for measuring emotion is presented, and the
measuring tool of choice - Self Assessment Manikin - and its use is detailed.
Chapter 4. Towards Emotional Expressivity in Robots: Preliminary
Exploratory Studies
Chapter four presents two studies aiming to understand whether a non-humanoid
robot can express artificial emotions in a manner that is meaningful to a human ob-
server. The first study is based on judgements of static images and suggests that they
can convey emotional meaning of the presented robot’s state. However, static images
fail to convey this consistently. Consequently, the second study focuses on the dynamic
production of embodied robot expressions. Mixed-methods approach to the problem
is presented, combining statistical treatment of ratings data and thematic analysis of
qualitative data. The findings from these two studies demonstrate that even very sim-
ple movements of a non-humanoid robot can convey emotional meaning. In particular,
this suggests that when people attribute emotional states to a robot, they typically
apply an event-based frame to make sense of the robotic expressions they have seen.
Artificial emotions with high arousal level and negative valence are relatively easy for
people to recognise compared to expressions with positive valence. In this chapter, the
potential for using motion in different parts of a non-humanoid robot body is discussed
to support the attribution of emotion in HRI, towards the design of artificial emotions
that could contribute to the efficacy of joint human-robot activities.




Chapter 5. Emotionally Driven Robot Control Architecture for Human-
Robot Interaction
The preliminary studies depend on individually crafted expressive behaviours. Chap-
ter five focuses on the value of an underlying model as an artificial analogue of natural
emotion to ground the meaning of an expressive behaviour in the live state of an agent.
It presents an emotionally-based computational model of action selection to control
robot behaviour in human-robot interaction scenarios. We have implemented the de-
scribed model as a proof of concept. The physical robot with an implemented model
has successfully interacted with the environment and was able to express its internal
emotional state and to change its behaviour dynamically according to the implemented
actions’ interruptions scheme. However, the presented model of emotional action selec-
tion raises several design-related concerns: 1) it is not clear what should be the relation
between the discrete emotional state and the emotional dimensions of valence, arousal
and dominance, 2) it still is an open question how to design the emotional expressions
in robots that would be understandable by human observers.
The explorations presented in this chapter resulted in the conference publication
[118].
Chapter 6. Design Scheme for Modelling Emotionally Expressive Robot
Body Movements
Chapter six builds on Chapter five by presenting a design framework for mod-
elling emotionally expressive robotic movements. The framework combines approach-
avoidance with Shape and Effort dimensions, derived from Laban [93], and makes use
of anatomical body planes that are general to both humanoid and non-humanoid body
forms. An experimental study is reported in this chapter with 34 participants rating
an implementation of five expressive behaviours on a non-humanoid robotic platform.
The results demonstrate that such expressions can encode basic emotional informa-
tion, in that the set of Design Parameters (DPs) of the proposed design model can
convey the meaning of emotional dimensions of valence, arousal and dominance. The
framework thus creates a basis for implementing a set of emotional expressions that
are appropriately adapted to contexts of human-robot joint activity.
The explorations and analysis presented in this chapter resulted in the conference
publication [120].
Chapter 7. Effect of Context on Interpreting Emotional Robot Body
Movements
Chapter seven presents a further analysis of the study reported in chapter six and
focuses on the interaction between situational context and emotional body language in
robots. The effect of such contextual information on interpreting emotional robot body
movements is presented in comparison to the effect of the emotional signals. The results
of the study partly support the hypothesis that the emotional signal expressed through
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bodily movements of a robot overrides the one produced by a situational context.
Chapter 8. Validating the Design Scheme on Robots of Different Ex-
pressivities
Chapter eight presents and discusses the idea of using a predefined and universally
applicable set of capabilities to assess the expressivity of robot designs. Additionally,
this idea is extended to characterize new expressions by combining these capabilities
on a timeline. An experimental study reported in this chapter aims to validate on
robots of different morphologies and different levels of expressivity the general scheme
for creating emotionally expressive behaviours, which was earlier presented in chapter
six. The results of the validation study show both the similarities and differences in
the perception of valence, arousal and dominance after applying the design scheme to
non-humanoid robots of different expressivity. The Energy and Approach/Avoidance
group of DPs were robust across the two robot forms. However, our data suggest a need
for a more considered mechanism for describing combinations of parameters, especially
in terms of the frequency and intensity of expressive behaviours.
The explorations and analysis presented in this chapter resulted in the conference
publication [1].
Chapter 9. Discussion
Chapter ten discusses the key findings and contributions of this research with re-
gards to the four research questions addressed in this thesis. The primary original
contributions of this work are summarised as follows:
• The development of a new scheme for designing emotionally expressive body
movements in robots of different body forms.
• Original findings on the insignificant role of the context as a factor that may
impact people’s interpretations of the emotionally charged bodily expressions of
a robot.
• Original findings on the effects robotic emotional bodily expressions have on
people’s attitudes towards a robot. People’s judgements on emotionally expressive
robots are significantly higher on the measurements of four key concepts in HRI:
robot’s anthropomorphism, animacy, likeability and perceived intelligence.
The chapter also reflects upon the aspects that are related to the limitations of the
thesis, as well as in the broader sense. Finally, this chapter describes further work that




EMOTIONS IN NATURE AND IN ROBOTICS
Everyone knows what an emotion is,
until asked to give a definition.
Then, it seems, no one knows.
Fehr and Russell, 1984
2.1 Introduction
This thesis addresses the potential for an artificial embodied system to generate emo-
tionally expressive behaviours, such that they may be understood by a human observer.
This chapter serves to sketch a theoretical and practical background of the concept of
emotion and how it may be represented through bodily movements. It begins with
a brief definition and formalisation of what emotions are and are not, and what dis-
tinguishes them from other affective states, particularly with respect to psychological
theories of emotion in people and animals. This is followed by a discussion of how emo-
tions are expressed in humans, especially using bodily movements and gestures. The
Laban movement analysis system is presented at this point as an illustration of how
specific features of bodily movements provide emotionally-rich background to human
body language. Although the Laban system was created for dance, it helps provide
more tangible and concrete examples of the type of emotional expressions that are the
focus of this research. Following this, the general motivations and potential applications
of emotions in social agents are then outlined.
A review of research on emotional expression in robots through different modalities
is then presented, drawing particular attention to a great variance of robotic forms
and expressive abilities. Furthermore, in this review, certain links between methods
developed to facilitate the design of emotional expression and the methods used to
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present a specific emotional state to an observer are highlighted, as some of these have
been overlooked in previous works. The role of environmental context, in which the
emotional state of a robot is being expressed, is also discussed in this review as a
potential constraint on the universal intelligibility of emotionally expressive behaviour.
The review then moves on to consider previous work on the use of emotions in
social robots, charting the developments that have already been made. This work
is then discussed and important gaps in the research are highlighted, as these have
influenced the manner in which the work informing this thesis has been conducted.
Finally, a note on the ethical implications of using artificial emotions in social robots
is presented and discussed, as this justifies the use of emotions with respect to this thesis
as an attempt to develop more intuitively understandable and more attractive robotic
agents.
2.2 Concept of Emotion
This section reviews the main theories of emotion to try to understand which phenom-
ena are covered by the term emotion and what the links between emotions and bodily
expressions are.
2.2.1 Definition of Emotion: What It Is and What It Is Not
There are many terms in the research literature on affect describing what we generally
refer to as emotions. Kleinginna [139] considers 92 different definitions given by re-
searchers organized to different categories, ranging from their relation to physiological
components or emotional behaviours to definitions based upon motivational and adap-
tive views. The concept of affect and emotion is so broad that it allows researchers
to develop definitions on different levels of abstraction and describe the phenomena
through many different perspectives. This is why it is difficult to reach consensus in
the characterization of affect in general and emotion in particular [?].
Many researchers stress the episodic nature of emotion [52], [61], [155] that last
from under a minute to a few minutes. The episodic character of emotion is in contrast
to other affective terms like mood or feeling, that have a longer duration and last for
hours, days or even longer [122], [167], [53], [175]. However, there exist more differences
between emotion and other affective phenomena, such as higher level of intensity, more
specified focus on events, higher rapidity of change and stronger behavioural impact
[62]. Table 2.1 presents an overview of an up-to-date research that contrasts emotions
to other affective states based on a set of these characteristics. As Table 2.1 shows,
when comparing emotion with mood, attitude or personality, emotion is the most
intense affective state having the shortest duration. At the same time, emotion has
the highest focus on a corresponding event, while e.g. attitude and personality are not
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Emotion ++ → +++ + +++ +++ +++
Mood + → ++ ++ + ++ +
Attitude 0 → ++ ++ → +++ 0 0 → + +
Personality 0 → + +++ 0 0 +
Table 2.1: Comparison of emotions and other affective states. Symbols indicate the degree to
which the features are present, with 0 indicating the lowest (absence) and +++ indicating the
highest. Arrows → indicate hypothetical ranges. Partly adapted from [156].
event-focused at all. In terms of rapidity of change and behavioural impact, emotion is
a leader among other affective states, as it is the most rapidly changing state having the
highest impact on the behaviour associated with this emotion. In general, emotion can
be defined as a relatively brief episode of responses by many organismic subsystems to
the evaluation of external or internal event as being of major significance [156]. That
is to say, emotional state is more likely to influence the next action an agent may take
than any other affective state. In HRI, then, it may serve as a helpful cue for a person
to predict the likely behaviour of a robot with which they are interacting.
2.2.2 Theories of Emotion
Theorists of affect attempt to describe the irreducible elements of emotion. The most
important approaches are presented by two schools of thought: those that view the
range of emotional phenomena as a set of discrete emotions, and those which take on
the perspective that emotions can be further reduced to unique combinations of a small
number of orthogonal dimensions [177]. Next, we will discuss each of these schools in
more details.
Categorical Theories and Basic Emotions
Some theoreticians with an evolutionary perspective believe that evolution and adapta-
tion have played a central role in shaping the emotions’ characteristics and functions.
This theoretical approach is based on the key discoveries of Darwin in terms of the
facial expression of emotions [45]. In his book, The Expression of Emotions in Man
and Animals, Darwin describes emotional facial expressions as innate and universal and
emphasized not only their communicative function, but also their evolution in relation
to the direct environment. The majority of authors who adopt the evolutionary ap-
proach consider anger, fear, joy, sadness and disgust to be basic emotions, although this
is a contentious subject, in particular with regard to surprise. More complex emotions
would therefore originate as a mixture of these basic emotions [126].
There exist many different theories of Basic Emotions. Each of them selects a dif-
ferent set of fundamental emotions and provide a specific reason of why the selected
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Reference Set of Fundamental Emotions Basis for inclusion
Arnold (1960)
anger, aversion, courage,
dejection, desire, despair, fear,














Gray (2009) rage and terror, anxiety, joy Hard-wired
Izard (1977)
anger, contempt, disgust,
distress, fear, guilt, interest,
joy, shame, surprise
Hard-wired
James (1884) fear, grief, love, rage Bodily involvement



























Table 2.2: A list of theories on Basic Emotions, sorted alphabetically by the first author’s
name. Adapted from [126].
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emotions should be considered to be basic. An overview of these theories, sorted al-
phabetically by the first author’s name, is presented in the Table 2.2. The table shows
that there are three main ways in which the notion of basic emotions has been used
in the literature [177]: evolutionary evolved responses to fundamental survival tasks
[52, 4], biologically determined (hard-wired) basic emotions [69, 83, 130], and emotions
that are basic in their descriptive terms [137].
Ekman [52] suggests that there are a number of discrete emotions that differ one
from another in important ways. For instance, fear, anger, and joy differ in their elic-
iting conditions, as well as in their usually associated behavioural and physiological
characteristics. However, basic emotions, according to Ekman [52] are also character-
ized by a set of common properties. As such, a basic emotion would be present in
non-human species, be triggered rapidly and automatically in response to an event,
and appear spontaneously and for a short duration. Furthermore, it has specific trig-
ger conditions. If, according to this approach, emotions are considered to have evolved
to respond to fundamental tasks for survival that present a phylogenetic adaptive ad-
vantage, then it is logical to believe that there are distinct universal trigger events for
basic emotions (e.g. the loss of a loved one would be a universal condition triggering
intense sadness).
Izard [83] suggests that these discrete emotions have a biological basis, and they
are basic for the organism. They evolved due to their adaptive value in helping or-
ganisms deal with recurrent, fundamental life and survival related tasks. Thus, the
characteristics shared by these emotions are largely biologically determined [177].
Plutchick [137] argues that these emotions are fundamental and sufficient elements
to describe all emotional phenomena. The term basic applies to them in the sense that
they are descriptive of the most common pan-species emotional phenomena, and when
combined, they can produce other more complex emotions [177].
It is important to note that the focus of biological and evolutionary theories does not
extend to emotions in sophisticated social relations, as are common for human beings.
Social emotions, such as guilt and pride, depend on self-reflection and an understanding
of networks of social relations. However, the meaning of sophisticated social emotions
in HRI is both unclear and likely to be problematic (see Section 4.8.4).
Dimensional Theories
A different research tradition is a dimensional approach, in which the affect is described
in relation to independent elementary dimensions that can be combined.
According to the model proposed by Russell [150], it is possible to represent emo-
tions using a circle in which two axes alone are necessary: the dimension of valence
indicating pleasure/displeasure and the arousal dimension (weak/strong), which rep-
resent the affect as a subjective experience on a continuum [9], see Figure 2-1. This
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Figure 2-1: A circumplex model of affect. Adapted from [151].
circular model is called circumplex because it postulates meaningful regions of sub-
spaces within the overall scheme. For example, a high degree of activation coupled
with moderate displeasure corresponds to a condition that is tense or jittery. Cur-
rently this approach is probably the most commonly used for measuring subjective
emotional experience [58]. This representation is found in different cultures and is po-
tentially universal, although this is not always confirmed by empirical data [174]. The
two-dimensional models are appealing in that they allow one to graphically illustrate
similarities and differences between emotions in terms of neighbourhood in space [156].
However, it is still an open question what number of dimensions is necessary and
sufficient to properly represent and differentiate between emotions [133]. For example,
fear and anger are found in the same place in the valence-arousal circumplex because
both of these emotions are particularly negative and intense. However, on a subjec-
tive, expressive and behavioural levels, these two emotions are very different. Thus,
emotions are sometimes conceptualized on other psychological models that incorporate
three dimensions, such as a model of Pleasure-Arousal-Dominance (PAD) which has
been used to research head and body movements [94]. In the PAD model, the Pleasure-
Displeasure scale measures how pleasant an emotion is, the Arousal-Nonarousal scale
measures the intensity of the emotion, and the Dominance-Submissiveness scale repre-
sents the controlling and dominant nature of the emotion [109]. Pleasure and Arousal in
this model are equivalents of Valence and Arousal of the previously described Russel’s
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circumplex. Dominance represents the amount of influence an agent feels the environ-
ment has upon them and vice versa [127]. More specifically, in a self-reporting context,
dominance refers to whether one feels in control or not, whether one feels powerful
or not, and whether one feels overwhelmed or not [108, 110]. If one feels dominant,
this means one feels in control and/or powerful and/or not overwhelmed and able to
influence the environment. If one feels submissive it is the other way around. When
rating scales of this kind are used by observers, they denote beliefs about the emotional
state of another agent. For example, in the case of dominance, the extent to which an
observer believes an observed agent is in control of its actions and environment.
The dimension of Dominance is considered to be a useful factor when modelling
synthetic affect or measuring emotions [26]. An immediate value of Dominance in
computational modelling of emotion is recognized when considering it as a factor to
differentiate between the emotional states of anger and fear. However, some researchers
state that affect measurement does benefit from including dominance, and that domi-
nance cannot be discarded as a redundant factor [26]. Whether it should be included
is largely a matter that concerns the objective of the researcher. In human-computer
interaction, for example, feelings of being in control are fundamental to designing pos-
itive user experiences. It is difficult to conceive of a case in HRI where this would not
also be true.
Appraisal Theories
An alternative representation of emotion is based on appraisal theory. This theory
states that emotions derive from our evaluations/appraisals of events that cause spe-
cific reactions in different people. This theory provides more flexibility than discrete
and dimensional models, accounting for differences among individuals and different
responses to the same stimulus by the same individual at different times. The most
frequently implemented model of appraisal is the OCC model [125], where OCC stands
for Ortony, Clore, and Collins. The OCC model categorizes 22 emotions based on the
positive or negative reactions to events, actions and objects. It states that a given
emotional strength/intensity depends primarily on the events, agents, or objects in the
environment of the agent exhibiting the emotion. Therefore, OCC requires an account
of relevant context in order to derive an interpretation of an agent’s state.
2.2.3 Emotional Expressions in Humans and Animals
Emotional expressions are those potentially observable changes in face, voice, body,
and activity level. Emotional expressions are seen by some as the manifestations of
internal emotional states [54, 99]. Although the relationship between expressions and
states remains somewhat vague [101], no single measure of emotional states or action
patterns is more differentiating than emotional expressions.
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There has been intensive research in the field of emotion recognition using various
modalities where the analysis of facial expressions and voice are the most popular
techniques. 95% of the literature on human emotions has been dedicated to using face
stimuli, majority of the the remaining 5% - on audio-based research [46]. However,
there are emerging modalities related to body that have been considered to have a
potential value for the recognition of emotions [185]. Furthermore, whereas all robots
should have a body, the presence of face is an extra that may not make sense. So bodily
movements have special potential in HRI.
Emotion communication through bodily expressions has been a neglected area for
much of the emotion research history [46]. Nevertheless, body language and other
non-verbal cues play an important role in the process of revealing unspoken intentions
and feelings in human communication. Some researchers [19] claim that 93% of a
human-human communication is based on non-verbal cues, such as body language and
paralinguistic features.
Changes in a person’s affective state are reflected by changes in their body posture
[71]. To date, the bodily cues that have been more extensively considered for affect
recognition are static postural configurations of head, arms, and legs [41, 90], dynamic
hand/arm movements [180], head movements using its position and rotation [39], and
head gestures such as head nods and shakes [70].
Human recognition of emotions from body movements and postures is still an un-
resolved area of research in psychology and non-verbal communication [71], although
a series of studies has been performed to date investigating the relation between static
non-verbal bodily cues and perceived emotional states. In general, recognition of affect
from bodily expressions is mainly based on categorical representation of affect. The
categories of fear, happiness, sadness, anger and surprise appear to be more distinc-
tive in bodily motion than categories such as pride and disgust [71]. The emotional
expression of fear is associated with a backward transfer of a body weight [41], step-
ping backwards or even moving the whole body backwards [41]. The same attribute
of body movements are associated by [41] with the expression of surprise. Fear, in
addition, makes the body contract as an attempt to appear as small as possible, while
joy may lead to movements of openness and acceleration of forearms upwards [185].
The expression of anger, contrary to the expression of fear, is associated with a forward
transfer of a body weight [41], moving limbs away from body [44], stepping forwards
or moving the upper body part forwards [41]. The expression of joy is associated with
moving limbs away from body [44] and raising head and shoulders [180]. The emotional
bodily expression of sadness is associated by researchers with moving limbs close to a
body and making the body contract [44].
All the described cues are static postural configurations of various positions of heads,
arms and legs. An important outcome of the studies is the finding that combinations
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of expressive characteristics are associated with specific emotions [180, 47]. Therefore,
emotional bodily expressions may need to be described by a set of features to uniquely
associate an emotion with bodily expressions. In addition, emotional states in real life
are expressed not only in a static way, but also using dynamic aspects and abilities
of a body. Robots behave dynamically in the environment with types and ranges of
movement that are appropriate to their role. Consequently, it is vital to conceive of a
scheme for entering and changing a posture, not merely defining a set of static poses
without consideration of how they are to be produced.
Movement Quality and Laban Movement Analysis
In general, two approaches can be distinguished to understanding emotional expres-
sions: one approach focuses on movement type, the other on movement quality. The
first approach, presented in the previous section 2.2.3, focuses on the way in which
movements are executed with respect to the dimensions of space and time.
In the second approach, researchers focus on the qualitative characteristics of move-
ments. They define movement quality descriptors such as speed, smoothness, tension,
and force. In the study of dance, this approach is best exemplified by the Laban Move-
ment Analysis (LMA) [93]. Modelled after musical notation systems, it uses symbols
to represent the actions or positions of the body. The qualitative aspects of body
movement are represented by the general components of Effort and Shape. Effort in
LMA describes the inner attitude towards the use of energy along four bipolar com-
ponents: Space, Weight, Time, and Flow, with their extremes being Indirect/Direct,
Light/Strong, Sustained/Sudden, and Free/Bound, respectively [85]. Shape consists of
Shape Flow, Directional, and Shaping/Carving, all of which describe dynamic changes
in the movement form [85]. Laban Effort and Shape components provide a compre-
hensive set of descriptors, which seem closely related to emotion as shown in several
perception studies [47, 44].
LMA, although initially created as a model to analyse human expressive movements
in the study of dance, is now used for other research purposes, such as automatic
recognition of emotional expressions in affective computing [44] or in psychological
research on human personality [100]. Moreover, LMA has a potential to enhance a
research on non-verbal human-robot interaction [114]. LMA is not adequate by itself
to describe robotic movements, mostly because robots can vary dramatically in form
and expressivity. In this thesis, we define expressivity as a property that refers to
aspects of the construction of a robot that constrain the robot’s ability to perform
expressive movements.
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2.2.4 The Role of Emotions in Nature
In two previous sections of this Chapter we have presented a brief overview of prior
research showing that certain human emotional expressions are consistently recognized
by people. Evolutionary psychologists [45, 83, 53] claim that these emotions evolved
during evolution to serve certain functions [160]. Darwin (1872) proposed that there
are two main classes of such functions:
• Preparing the organism to respond adaptively to environmentally recurrent stim-
uli, and
• Communicating critical social information.
Subsequent researchers [136, 79] further developed the idea of adaptive response
and social communication and provided more detailed lists for each class of functions.
Specifically, [79] pointed out the following functions critical for adaptive purposes of
human organisms:
• Regulative function. Emotions provide a signal of any abnormal external or
internal values perceived. In such a way, they can protect the organism from
injuries.
• Selective function. Emotions influence the perception of the environment as well
as the perception of internal stimuli.
• Motivational function. Emotions activate and control the behaviour of humans.
Humans try to experience comfortable rated emotions more often and avoid un-
comfortable emotions.
• Rating function. Emotions can be used to evaluate situations and differentiate
between those that are comfortable and uncomfortable.
• Expressive function. Emotional expressions are used to conduct non-verbal in-
formation using faces, gestures, body postures and the tone of the voice.
In terms of social communication, [136] specified the following problems directly
associated with emotions:
• Territoriality. The basic emotions related to territoriality are exploration and its
opposite, surprise (or in other words, control or dyscontrol). They are developed
through exploration of the environment.
• Temporality. This allows to take into consideration the limited duration of an
individual’s life. Distress or sadness signals for social support, nurturing responses
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in other members of the social group are also considered. Joy, being an opposite
of sadness, is produced to experience a possession or rejoining and signals that
everything works well.
Not surprisingly, the functional role of emotions are mostly investigated by psychol-
ogists and sociologists. However, researchers of such areas as artificial intelligence and
robotics see potential benefits of using artificial emotions in both autonomous robotic
agents for responding emotionally to situations experienced in the world [111] and in
social robots to communicate successfully with people [129]. It would be a mistake to
dissociate the adaptive and the social functions of emotional state: emotions can only
be expressed if they have first been generated. Social communication requires to detect
the emotional state of a peer and then to make sense of it in terms of their relationship.
2.3 Emotions and Emotional Expressions in Robots
Research on the recognition of emotion in human-human interaction has inspired the
creation of artificial emotional expressions in virtual agents [2, 128, 102] and robots
[107, 6, 49].
However, it is important to remember that robots do not always have a humanoid
or human-like body, thus the direct transfer of human emotional body language to a
robot is not always easy or straightforward. Non-humanoid robots form an extremely
large class in the whole range of different robotic forms. The map presented in Figure
2-2 shows different robotic embodiments ranging from highly expressive robots towards
low expressive ones, to illustrate the importance of non-humanoid forms in the space
of possible designs.
Low and semi-expressive non-humanoid robots can be used more often for home-
working tasks (e.g. a robotic vacuum cleaner Roomba), search-and-rescue [17], domestic
assistance [184] and other tasks. The design of such robots is intended to match their
purpose, e.g. designed to move across disaster zones to find and reach victims, or to
be steady and move safely in order to help elderly or disabled people get out of bed
and move around. Thus it is not always useful or possible for such robots to have
human-like bodies. However, as social agents, it is still useful for robots to be able
to generate cues that are capable of expressing aspects of their state that are relevant
for social coordination. And although most studies on the expression of emotions
in robots make use of humanoid robots, it is well known that humans can perceive
affective states from non-anthropomorphic demonstrators [86] and even from abstract
geometrical shapes [78].
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Figure 2-2: Multitude of robotic embodiments along a dimension of Expressiveness. Robots
on the left contain more degrees of freedom available for expressivity.
2.3.1 Computational Models of Artificial Emotions in HRI
Recent years have seen a significant expansion in research on computational models of
human emotional processes, driven both by their potential for basic research on emotion
and cognition as well as their promise for an ever increasing range of applications,
including autonomous robotics and human-robot interaction.
In general, emotional architectures for robots or virtual agents are based on our
understanding of how humans and other species perceive, reason, learn and act upon
the world. It is possible to distinguish different types of architectures according to
the affective states they try to model (e.g., emotions, moods, personality); the types
of processes captured (e.g., appraisal, coping); the integration with other cognitive
capabilities; and the expressive power they possess.
One of the first emotional models of robot control developed by [23] used emotional
dimensions of arousal, valence, and stance to categorize a set of emotions that were
generated as facial expressions of the Kismet robot (Figure 2-3). The computational
model of Kismet’s emotions represents robot’s behaviour as a set of drives with an
internal intensity of each. The emotions are triggered by specific antecedent conditions,
such as presence of an undesired stimulus, praise or prohibition. The emotional states
are categorized using three dimensions of valence, arousal and stance. Stance in this
work specifies how approachable the percept is to the robot. Positive values correspond
to advance whereas negative values correspond to retreat. The dimension of stance is
very research-focused in the work of [23]. However, it is possible to say that this
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Figure 2-3: Left: social robot Kismet developed by Breazeal. Right: categorizing emotions in
Kismet. Adapted from [23].
dimension could be generalized to a wider concept of dominance, so that the situation
when an object is easily approachable by a robot corresponds to a high dominance and
vice versa.
Another computational model of emotion, used to develop the social robot Probo
[154] (Figure 2-4), uses two dimensions of valence and arousal to construct an emotion
space, based on the circumplex model of affect defined by Russell [150]. In the emotion
space a Cartesian coordinate system is used, where the x coordinate represents the va-
lence and the y-coordinate the arousal, consequently each emotion e (v, a) corresponds
to a point in the valence-arousal plane (Figure 2-4 right). This way, the basic emotions
can be specified on a unit circle, placing the neutral emotion e (0, 0) in the origin of the
coordinate system. Thus, each emotion can also be represented as a vector with the
origin of the coordinate system as initial point and the corresponding valence-arousal
values as the terminal point. The direction α of each vector defines the specific emotion,
whereas the magnitude defines the intensity of the emotion. The intensity i can vary
from 0 to 1, interpolating the existing emotion i = 1 with the neutral emotion i = 0.
Each Degree Of Freedom (DOF) that influences the facial expression of Probo is related
to the current angle α of the emotion vector. Probo, the same as Kismet, is a robot
that expresses emotions using only its face. Moreover, it lacks an underlying model
of emotional state to drive the coordinate system of pleasure and activation. It is im-
portant to create a convincing system that integrates the trigger against a background
cognitive process, appraising events to generate an external emotional representation.
There also exist emotion architectures for robots that use the process of appraising
the situation in their computational model. For example, in the iCat chess player [97], a
robot that provides affective feedback to the user, emotions result from affective signals
that emerge from an anticipatory system containing a predictive model of itself and/or
of its environment. This anticipatory system generates an affective signal resulting from
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Figure 2-4: Left: social robot Probo. Right: emotional dimensions in Probo. Adapted from
[154].
the mismatch between what is expected and what the robot senses. If the robot expects
the user to perform well in the game and the user makes a mistake, it is an unexpected
and positive situation for the robot, leading to the generation of a positive valence
affective signal and an associated positive facial expression (Figure 2-5). In addition to
commonly used emotional states described with a help of emotional dimensions, such
as valence, iCat’s model additionally uses an affective state of mood. Mood works like
a background affective state, when other emotions are not occurring.
To summarise, the majority of computational emotional models, used to control so-
cial robots, include some discrete emotional states. These discrete emotions are usually
mapped on a space of two or more emotional dimensions, where valence and arousal
are the most popular ones. Discrete emotions are usually triggered by some changes
in the robot’s environment and then generate specific responses that are transferred to
specific facial expressions of a robot.
We see several limitations in the existing models. One of the limitations is a lack
of interaction between either the emotional states or emotional dimensions. In real
life, people often experience several different emotions at the same time, feeling some
of them more and others less strongly. It is important for a computational robot con-
trol model to include a mechanism that would be able to swap between emotional
states properly or interrupt the current emotional behaviour if necessary. Another
limitation of the discussed models is that all of them execute the actions associated
with a specific emotional state immediately after the trigger was activated. We believe
there should be a time gap between an emotional activation and an execution of the
specified behaviour. Such a time gap can provides additional useful information to a
robot’s observer about the potential intention of a robot. Finally, the current compu-
tational models of robot emotions do not use the emotional dimension of Dominance
and thus miss some important information (the value of Dominance was discussed in
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Figure 2-5: Social robot iCat.
Section 2.2.2).
2.3.2 Emotional Expressions of Robots in HRI
There is a growing body of research on techniques for expressing artificial emotions
via facial expression, in both human-like and non-humanoid robots. The work of [36]
explored interaction with the Lego-based 70cm-tall ’humanoid’ Feelix robot through
tactile stimulation so that various kinds of stimulation elicited the robot’s emotional
responses. Observation of spontaneous interactions with Feelix showed that humans
anthropomorphize a lot when interacting with objects with human-like features, so
only a few of human-like emotion-related features are needed to make the interaction
believable.
Eddie [169] is another low-cost emotional robot developed in Germany. The 23
degrees of freedom (DoF) and actuators assigned to particular action units of the facial
action coding system allow it to express emotions using eyes, eyebrows, ears, mouth
and jaw, and the crown. This robot uses animal-like features (crown of a cockatoo and
ears of a dragon lizard) to display basic human emotions, which are recognized well by
users.
Emotional expressions of a non-humanoid robot are presented in the work of [154]
with a huggable animal-like robot Probo, shown in Figure 2-4. Probo has a fully actu-
ated head, with 20 degrees of freedom, capable of showing facial expressions and making
eye contact. The Probo robot is focused on interaction with hospitalized children.
It is perhaps unsurprising that the majority of prior work on emotional signalling
focuses on facial expression. People typically identify sadness, for example, with a
frown. However, the influence of affective states in humans and in animals is experi-
enced throughout the whole biological system. Sadness may also be accompanied by
lowering of shoulders, slumping, a reduced pulse and slowing of bodily movements. As
we shall discuss next, faces may not always be appropriate for robots.
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2.3.3 Emotional Body Language in Robots
Non-verbal communication through body movements plays an important role in human
communication. Expressing emotions is one of the main functions of bodily communi-
cation [3]. But people and animals do not only express emotional feelings, they also
communicate certain information through their emotional postures and gestures. That
is, expressions can be directed at peers or co-workers for the benefit of their mutual
understanding. Thus expressive behaviours can serve as a rich source of information in
inter human communication.
Heider and Simmel [78] demonstrated in 1944 already that people are biased to
interpret moving figures and motion patterns in social or emotional terms. Their
experiment showed that it is possible to communicate contextual or even emotional
meaning to people through very basic forms and thus created the base for future work
on emotionally expressive robots.
As we have already discussed in Section 2.2.3, there exists scepticism among re-
searchers about the ability to reliably identify emotions from the body. The scepticism
has its roots in very early empirical results [51]. So why use bodies and not faces for
expressing emotions in robots? Reasons could be numerous [46] based both on a human
psychology research and on the specifics of a robotics area.
1. First of all, in spite of the scepticism of recent decades, a number of behavioural
experiments showed that recognition performance for bodily expressions is very
similar for face and body stimuli [41].
2. Second, a major difference between facial and bodily expressions is that the latter
can be recognized from a much greater distance [179]. This potentially influences
the communicative role of facial and bodily expressions, as for example facial
expressions could give more information on an internal state of a person while
bodily expressions direct attention to a person’s actions.
3. Some emotions are more powerfully expressed and easier conveyed using a body
than using a face [5]. Some previous studies showed that e.g. when viewing
aggressive body pictures, observers spend the most of time looking at hands not
faces [85].
4. Finally, it is not clear that robots could or even should have expressive human-
like faces. Low and semi-expressive non-humanoid robots can be used more often
for home-working tasks (e.g. a robotic vacuum cleaner Roomba), search-and-
rescue [17], domestic assistance [184] and other tasks. The design of such robots
is intended to match their purpose, e.g. designed to move across disaster zones
to find and reach victims, or to be steady and move safely in order to help elderly
or disabled people get out of bed and move around. Thus it is not always useful
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or possible for such robots to have human-like faces. However, it is still useful for
them to be able to show expressive cues, as it is a fundamental social signal.
For designing expressive and communicative robot movements it is important to
know which features cause the interpretation of intentions and emotions [63]. To date,
research has mostly focused on the identification of features related to animacy [157].
However, there exist a small number of studies investigating the relation between robot
movements and perceived emotion. The biggest part of these studies use humanoid
robots as examples and almost directly transfer human emotive gestures to humanoid
robot bodies [14, 183].
Bodily expression can be generated by directly simulating human static postures
and movements as done in, e.g., [186], [15]. A more generic approach for generating
expressive behaviours, however, is to modify the appearance of a behaviour via the
modulation of parameters, such as speed and scale, associated with that behaviour.
Wallbott [180] investigated whether body movements, body posture, gestures, or the
quantity and quality of movement in general allow us to differentiate between emotions.
This study found that qualities of movement (movement activity, spatial extension, and
movement dynamics) and other features of body motion can indicate both the quality
of an emotion as well as its intensity. Laban movement analysis (LMA) [93] models
body movements using four major components: body, space, effort, and shape, charac-
terized by a broad range of parameters. Based on LMA, Chi et al. [38] developed the
EMOTE framework that uses post-processing of pre-generated behaviours to generate
expressive gestures for virtual agents. The model developed by Pelachaud et al. [132]
modifies gestures before generating actual movements. This model distinguishes spa-
tial, temporal, fluidity, power, overall activation, and repetition aspects of behaviour.
It has been applied to the GRETA virtual agent [105] and the NAO humanoid robot
[96] for communicating intentions and emotions. These methods can be applied to
functional behaviours in order to express affect in a robot while it is performing a task.
Karg et al. [86] analysed if a hexapod robot can express emotion in the way it
walks and if these expressions are recognizable. The authors mapped human emotive
gait parameters to a hexapod by changing a step length, height and time for one step
depending on the emotion. The results of the study revealed that different levels of
pleasure, arousal and dominance were recognizable in the way the hexapod walked.
Furthermore, higher velocity of a gait resulted in a higher level of perceived arousal,
while lower velocity resulted in lower pleasure and lower dominance.
Saerbeck and Bartneck [153] also analysed the relationship between the motion
characteristics of a robot and perceived affect. They systematically varied two motion
characteristics, acceleration and curvature, and found a strong relation between these
parameters and attribution of affect, e.g. they found that the level of acceleration
is correlated with perceived arousal. They did not find a direct relationship between
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acceleration or curvature and perceived valence. Two robotic embodiments - the iCat
robot shaped as a cat with an animated mechanical face and the Roomba robot of
a circular shape - were used in this experiment. The authors did not find significant
differences between the embodiments, thus suggesting that motion design tools can be
used across embodiments.
In a recent study, [166] investigated how a dog-inspired tail interface can be applied
to utility robots and communicate high-level robotic states through affect. The study
indicated that people were able to interpret a range of affective states from various
tail configurations and gestures. As a result, the authors presented a set of guidelines
for mapping tail parameters to intended perceived robotic state, e.g. a higher speed
projects a higher valence and arousal while a lower speed projects a lower valence and
lower arousal, a large horizontal wag results in a higher valence.
It is common for non-humanoid robots to vary greatly in the number of embodied
degrees of freedom, and the maximum amplitude, velocity and frequency of motions
they are able to perform. This means they vary in their capacity for expressive be-
haviour or expressivity as it is treated in this thesis. However, there are some similarities
in the influence of the parameter on perceived dimensions of emotional meaning, e.g.
higher speed of expressive movement often increases perceived level of arousal, or that
reduction of size can reduce the perceived level of dominance. Thus, it may be that all
robots are capable of expressing basic emotional states, regardless of their form factor,
as long as their behavioural capabilities are mobilised appropriately. However, this is
still an open question in robotics and represents a central concern of this thesis.
2.4 Role of Emotions in Robots
Emotional expressions of robots have many positive impacts on human–robot interac-
tions including the following aspects: the way of interacting with a robot, the attitude
towards a robot, the effectiveness of joint tasks.
Emotional interactions play different roles and have various purposes in the context
of HRI. Among others, we can distinguish the following:
• The illusion of life. The design of adaptive emotional behaviour must use particu-
lar caution to avoid unexpected or unintelligible behaviour. This problem can be
solved by following a number of guidelines on the methods for creating expressive
behaviour in robots, which provide the robots with the “illusion of life” [143].
This illusion will lead to the user’s “suspension of disbelief”, which increases the
perception of social presence, thus rendering the robot as a believable character
[13].
• Improved engagement and more efficient behaviour with robots. Emotions con-
tribute to engagement in a social interaction context. Engagement, in this con-
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text, is defined as “the process by which two (or more) participants establish,
maintain and end their perceived connection” [164] and has received ever in-
creasing attention by the HRI community [144].
• Improved attitude towards an emotional robot. The lack of adaptive emotional
behaviour decreases the user’s perception of social presence, especially during
long-term interactions [98], which in turn renders the robots to be non-believable
characters [13]. To be perceived as socially present, social robots must not only
convey believable affective expressions, but also be able to do so in an intelli-
gent and personalised manner, for example, by gradually adapting their affective
behaviour to the particular needs and/or preferences of the users.
2.4.1 People’s Attitude towards Robots
Although computers are not similar to people at all, several studies have suggested that
we treat computers as social actors [142]. Thus we could make an assumption that it is
possible we may treat artificially synthesized emotional expressions as real emotional
expressions. In fact, several studies suggest that this is indeed the case, including
[22, 18, 103], who all found that a computer agent which was empathetic toward the
user (through the use of facial expressions and textual content) was generally rated
more positively by subjects when compared with an agent which was not empathetic
toward them.
Emotional behaviours made elderly participants perceive a robot as more empathic
during their conversation [30]. Emotional gestures improved participants’ perception of
expressivity of a NAO robot during a story-telling scenario [31]. In another study [33],
this robot responded empathetically to children’s affective states. Results suggested
that the robot’s empathic behaviours enhanced children’s attitude towards the robot.
Most of these studies use humanoid robots as social actors, so there is a gap in
the literature analysing people’s attitude towards non-humanoid robots. Moreover,
it is usually difficult to compare the results of various studies as each of them use a
different tool for evaluating people’s attitudes, depending on the attitudes that concern
the researchers.
There exists a standard validated measurement instrument, called the Godspeed
Questionnaire Series [12], for evaluating how people perceive the robot according to
five HRI concepts: anthropomorphism, animacy, likeability, perceived intelligence, and
perceived safety. It uses for each concept several semantic variables graded from 1 to
5. The Anthropomorphism concept describes the attribution of human-like features
and behaviour to non-human things (variables: naturalness, consciousness, life, elegant
movements). The Animacy represents the concept of being alive (variables: alive, lively,
organic, lifelike, interactive, and responsive). The Likeability depicts the positive im-
pression about others people might have (variables: like, friendly, kind, pleasant, nice).
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The Perceived Intelligence represents the expected capabilities the robot has (variables:
competent, knowledgeable, responsible, intelligent and sensible). The Perceived Safety
illustrates the comfort level the people might have with the robot (variables: relaxed,
calm and quiescent). These five HRI concepts have an uncertain relationship with the
more fundamental matter of emotional state.
There are many HRI studies that use this tool to evaluate robots in different in-
teractive situations and tasks [172, 11, 176, 50, 92]. Only few of them use the tool
for evaluating how people perceive emotionally expressive robots. For instance, [50]
study the effects of emotional gaits from the biped humanoid robot WABIAN-2R on
the subjects’ perception of the robot in terms of animacy, likeability, anthropomor-
phism, perceived intelligence and perceived safety. Another recent study [92] utilized
an emotionally expressive robot head to evaluate people’s attitude towards it. Giuliani
et al [65] compared task-based and socially intelligent behaviour of a cat-like robot
bartender, that used facial expression of its face to enrich its social behaviour.
However, all these studies were either focused on humanoid robots or used only
facial expression of emotions in the robots. Thus there is a gap in the literature for the
attitude towards non-humanoid robots using emotionally expressive body language.
2.4.2 Predictability of Robots in Human-Robot Teams
Robots are used as interactive systems in human-robot teams. People tend to treat all
interactive systems as if they are social agents [142]. When treated as social agents,
interactive systems are additionally attributed with social qualities, such as helpful-
ness or obstinacy, which can influence a person’s readiness or ability to make use of
them. If these qualities are appropriately ascribed to interactive systems, they promise
to facilitate social coordination. From a design perspective, this depends upon creat-
ing situationally appropriate cues that can effectively encode relevant social qualities.
Moreover, this predictability should be beneficial for a robot in a human-agent team
in order to satisfy the definition of collaboration. Further research in HRI is needed
to provide experimental evidence of whether predictability of robots is improved when
they are designed to use non-verbal emotional cues for interaction with people.
2.4.3 People’s Behaviour with Embodied Artificial Agents
A long-term field study showed that facial expression of robot mood influenced the
way and the amount of time that people interact with a robot [29]. Several studies
also reported effects of affective virtual agents on performance. In Klein’s study [40],
participants who interacted with the affective support agent played the game signifi-
cantly longer. Maldonado et al. [43] found that participants who interacted with the
emotional agent performed better in a test in a language learning context. Berry et al.
[44] studied the effects of the consistency between emotion expressions and persuasive
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messages about healthy diet using the GRETA virtual agent. Results showed that
GRETA with consistent emotion expression resulted in better performance of memory
recall. Emotion expression was reported to have effects on users’ affective states and
behaviours. All these studies suggested that emotional expressions of virtual agents
have effects on the users during interaction. However, there is still a gap in the lit-
erature on what is the effect of the artificial emotions in physically embodied robotic
agents, especially those interacting with people on some joint tasks.
2.5 Summary and Discussions
In this Chapter, we present the concept of emotion and provide a formal definition of the
term for use in HRI research. We review the existing literature on psychological theories
of emotion, preparing a base for linking natural emotions to artificially synthesized ones.
Later we provide a deeper background regarding emotional body language as it appears
in humans, introducing the state of the art research on emotionally expressive body
movements in humanoid and non-humanoid robots. Finally, we review prior work on
people’s attitudes towards social robots as these are likely to play a role in determining
the effectiveness of robot bodily expressions in interactions with humans.
There is a growing body of HRI research on techniques for modelling emotional
states and expressing artificial emotions in robots. However, this research has several
limitations. First of all, the existing computational models of emotions used in social
robots lack the mechanism for arbitration and interruption of a specific emotional
action. In addition, these models do not usually use a dimension of Dominance and
do not allow for the time course between triggering an emotional state and executing
a corresponding emotional reaction. Furthermore, the majority of prior research has
focused on techniques for expressing emotions in robots via facial expressions, ignoring
the potentially more far-reaching value of bodily movements for robots to signal and
communicate emotional information. Another limitation of the previous HRI research
in artificial robotic emotions, which is closely related to the first one, is that the majority
of prior studies are focused on the humanoid robots only and do not consider other
non-humanoid robotic forms. There is a considerable gap in the current literature
between high-level design guidelines for bodily expression of robotic emotion and the
implementation of a specific robot with expressive movements. Finally, it is still an
open question in the HRI research what is the value of robot emotions in the interaction
between people and robots, and especially in human-robot collaboration.
This thesis addresses challenges in modelling the affective condition of an artificial
agent so that it is possible for a robot of arbitrary form to express its emotional state
systematically in a manner that a human collaborator can reliably interpret. In the next
chapter we give an overview of a methodological approach and some techniques used to
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inform the research for this thesis. We will overview three commonly used approaches
to presenting emotional expressions of robots to observers, give a description of the






In this chapter, we present a review of the experimental tools that have been used in the
research presented throughout this thesis with respect to the four research questions to
be addressed. Specifically, we overview four commonly used approaches to presenting
emotional expressions of robots to observers: using physical robots, video recordings,
robotic simulations and a Wizard of Oz technique. Based on the discussed advantages
of each method, two approaches are selected to be used in the studies addressing this
thesis: real world observations of a robot and video recordings of a robot behaviours.
Then we describe two robotic platforms used in this work: a non-humanoid physical
robot E4 and a non-humanoid physical robot Sphero. Finally, following a brief descrip-
tion and discussion regarding the two main schools of thought regarding representations
of emotional categories and emotional dimensions, issues surrounding the measurement
of emotion and tools developed to do this are presented. This chapter ends with a de-
tailed description of the affective measuring tool of choice, the Self Assessment Manikin,
and how it is used in this work.
3.2 Approaches to Presenting Emotional Expressions
The researchers in robotics and HRI do not have a unified opinion towards the use
of real physical robots, video recordings of the robots, simulated robotic agents and
Wizard of Oz (WoZ) method in experimental studies. The use of a specific approach
is often motivated by the research question to address and the specifics of the study.
We will present the brief overview of each approach in this section and will discuss the
benefits and limitations of each. It is out of the scope of this thesis to compare the
effectiveness and usefulness of physical robots vs video-recorded or simulated ones. We
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use different methods in the different studies throughout our work in such a way that
allows us to benefit from the advantages of the specific approach and avoid as much as
possible the disadvantages and limitations of the selected method.
3.2.1 Real World Observations
The role of embodiment within social robot interactions with people was questioned
several times in HRI research, as a good understanding of the social implications of
embodiment clearly informs design of social robots. There are domains where physical
interaction between robots and people is unavoidable, such as transportation of things
etc. Only real physical robots are suitable for experiments aiming to investigate people’s
behaviour while interacting with robots in such domains. However, there are other
domains where social interaction between robots and people is possible and highly
desirable. These are the domains where robots take the role of a servant, caregiver,
health advisor, or companion.
Although, as it will be mentioned in the next two subsections, there exist a lot
of dispute regarding the use of video recordings of robots, simulated robot avatars
and teleoperated robots, the majority of researchers agree that HRI studies with real
physical robots are either more advantageous for the human subjects in a variety of
ways or at least not less advantageous than virtual and teleoperated robots. According
to the literature, the real robots improve the sense of social presence [77], enjoyment
and entertainment. It is a widely accepted fact that a robot’s physical presence affects
human judgements of the robot as a social partner.
The improved sense of social presence, enjoyment and entertainment are the reasons
why we have used real world observations of a robot in the study presented in Chapter 4.
3.2.2 Video Recordings
For several studies discussed in this thesis we used video recordings instead of real
robot observations in order to overcome the limitations of live trials. The method of
using a real robot has several important limitations:
• The beginning and end times of an interaction trial are not clearly defined.
• The context is not clearly defined.
• And finally, while using a real robot its movements are not exactly the same from
trial to trial due to the noise in motor accuracy.
Thus, live HRI trials would make it very difficult to control the conditions and to
ensure that statistically valid results are obtained. Videotaped HRI trials, on the other
hand, overcome these limitations: the movements of the robot are observed as exactly
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the same by each participant, there is no ambiguity about the duration of interaction,
its beginning and end. There is also no ambiguity about the presented situational
context in which the robot operates. Woods et al. verified in their study [182] whether
videotaped HRI trials for various scenarios could be used in certain situations instead
of live HRI trials and concluded that for certain HRI scenarios including the issues
of speed, space and distance videotaped trials are representative and realistic, and do
have potential as a technique for prototyping, testing and developing HRI scenarios
and methodologies. These are the issues that play a crucial role in the context of robot
affective expressions, thus the conclusions of the Woods et al. study [182] justify the
choice of videos over the real robot for several of our studies.
We have used video recordings of a robot in the studies presented in Chapter 6,
Chapter 7 and Chapter 8. In chapters 6 and 8, we present two experimental studies
with participants rating an implementation of several expressive behaviours on two non-
humanoid robotic platforms. For the purpose of these studies, it is important to make
robots’ observed movements exactly the same for each participant and to eliminate any
ambiguity about the beginning and the end of each robot behaviour. This is why the
method of video recordings is an optimal choice for these studies. Chapter 7 focuses
on the interaction between situational context and emotional body language in robots.
For the purpose of this study it is important to clearly define the context, which is
achieved by using the method of video recordings.
3.2.3 Wizard-of-Oz
One commonly employed technique in HRI research is the Wizard-of-Oz (WoZ) tech-
nique [87]. WoZ refers to a person, usually the experimenter or a confederate, remotely
operating a robot, controlling its movement, navigation, speech, gestures, etc. [146]
Researchers who employ WoZ argue that because robots are not sufficiently ad-
vanced to interact autonomously with people in socially-appropriate or physically-safe
ways, this method allows participants to envision what future interaction could be like.
However, some researchers have raised methodological concerns regarding the use of
this technique. For social interaction, Weiss [181] suggests that a WoZ controlled robot
is serving more as a proxy for a human and less as an independent entity. Thus, it is
not really human-robot interaction so much as human-human interaction via a robot.
Others have raised ethical concerns about the use of WoZ and social deception.
Fraser and Gilbert [60] discusses participant gullibility, and subsequent embarrassment,
over finding out they have been deceived. They discuss ethical conundrums faced by
the experimenter in terms of how to mitigate the necessity of deceiving a participant to
keep the simulation realistic against the act of deception. Other researchers [147, 112]
also suggest ethical problems when participants cannot tell with whom or what they




In our work, the main objective is to address the problem of enabling humans to
better understand machines. The use of Woz would weaken the results of our studies
and could introduce additional ethical constraints. Due to these reasons, the Woz
technique has not been used in our work.
3.2.4 Human-Robot Interaction in a Simulated Environment
There is an ongoing discussion on the subject whether using computer simulations in
human-robot interaction research is acceptable or not. Many researchers state that sim-
ulated environment is too limited for studying interaction between people and robots.
For example, [88] reported that individuals felt more engaged during a block stacking
task when their counterpart was a robot than when it was a virtual character. More-
over, [138] also detected a higher degree of engagement when participants had a health
interview with a robot compared to a virtual character. Besides engagement measures,
robots and virtual characters have been compared with respect to other factors such
as entertainment. Pereira et al. [134] observed that individuals felt more entertained
during a game of chess with the iCat robot than with a virtual version of the robot.
However, other findings are less conclusive: the study with the monocular robot
eMuu [10] found no differences with regard to how entertaining participants evaluated
the interaction to be. In addition, in another study reported by [88], where participants
interacted with a robot or its simulation in either a desert survival task or a teaching
task scenario, it was found that the evaluation (in terms of informativeness, reliability,
and trust) did not significantly differ between the experimental conditions. The recent
study of [80] compared a physically embodied robot with a virtual representation of this
robot in a task-oriented or a persuasive–conversational scenario. The results revealed
that participants perceived the robot as more competent than the virtual character in
the task-oriented scenario, but the opposite was true for the persuasive-conversational
scenario. No statistically significant differences between the experimental conditions
emerged with respect to objective measures, such as persuasion and task performance.
Although simulated settings cannot substitute for the genuine interaction with a
real robot, they can provide useful complementary approaches to experimental research
in social human-robot interaction. HRI is an excellent candidate for simulator-based re-
search because of the relative simplicity of the systems being modelled, the behavioural
fidelity possible with current physics engines, and the capability of modern graphics
cards to approximate camera video. Many of the HRI studies recently reported have re-
lied on simulation, e.g. [37, 145, 124]. The simulators have many inevitable advantages
comparing to the real physical robots when used for HRI research:




• The cost of a simulated robot and HRI study, both financial and time related, is
significantly lower when using a simulation.
• It is possible to run experiments in parallel with many participants.
• Simulator accurately reflects the range of available information, behaviour, and
user experience controlled by the program.
Figure 3-1: Left: SIGVerse simulator’s viewer showing the process of a collaborative task
between a person and a simulated robot. Right: A haptic interface used in the HRI scenario in
SIGVerse.
The critical feature for HRI-oriented simulation is that it accurately reflects the
range of available information, behaviour, and user experience encountered in actual
robot operation. The enhanced human-robot interaction simulator SIGVerse [81] is a
good example of such a simulator that enables users to join the virtual world occupied
by simulated robots through an immersive user interface. The simulator SIGVerse has a
capability to facilitate HRI scenarios making advantage of the following characteristics:
• Robot design: This is a general development platform that offers physics simula-
tion, realistic perception and robot modelling.
• Communication: Verbal and non-verbal communication is available in the simu-
lator.
• Multi-agent and multi-user: Social interaction that involves both multi-agent and
multi-user capabilities is available in the simulator.
• Human-agent interface: SIGVerse has a highly customized interface to suit ap-
plication’s needs.
The left part of Figure 3-1 presents a screenshot of a collaborative HRI task as it
is displayed on the computer’s screen. Here, the simulator’s viewer shows the avatar
of the person operated by a human user and an avatar of a robot controlled by a
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behavioural program. It has a graphical user interface for operating the avatar and a
window showing the result of robot’s visual perception. The right part of the Figure 3-1
presents the capability of the simulator to use a haptic interface during a human-robot
interaction task.
The use of simulators as an environment for a collaborative human-robot interaction
study is a promising technique because of the following major reasons: lower time
related and financial cost, absence of problems with batteries and sensors, and the ease
to run experiments with participants. However, collaborative human-robot interaction
exceeds the scope of this thesis, this is why we do not use the simulator in our work.
3.3 The Robots
We have used two different robotic platforms in our studies, both of them were real
physical robots. In this section we describe each platform in more details.
3.3.1 Physical Robot E4
The robot named E4 we have been experimenting with is shown in Figure 3-2. It was
implemented using Lego Mindstorms NXT and was based on a Phobot robot design
[43].
Figure 3-2: Lego robot E4 used in the studies.
It includes a head element, with articulated ‘eyebrows’, that is mounted on a
‘neck’ element, and two limbs (‘hands’) attached to its control module. The robot
was equipped with three motors that allowed it:
• to move forwards and/or backwards on a flat surface, and
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• to move its upper body part. The upper body part was constructed in such a
way that the robot’s hands were connected and moved together with the robot’s
neck and eyebrows.
The robot’s neck section could move forward and backwards, its hands could move
up and down, and its eyebrows could also rise and fall. Figure 3-3 presents three design
sketches to illustrate the range of movement available for presenting emotional signals
[119].
Figure 3-3: A sketch of Lego robot’s expressive movements (left - neck, middle - hands, right
- eyebrows).
For programming robot’s behaviours the RWTH – Mindstorms NXT Toolbox for
MATLAB [123] was used. This software is a free open source product and is subject
to GPL. The RWTH toolbox was developed to control Lego Mindstorms NXT robots
with Matlab via a wireless Bluetooth connection or via USB.
3.3.2 Physical Robot Sphero
As the name suggests, Sphero is a robot of spherical shape of the size of a baseball, as
shown in Figure 3-4.
It can be wirelessly controlled using smartphone applications. It is a commercial
Product by Orbotix 1. Although contained in a very durable polycarbonate spherical
shell, it is not omnidirectional. When sending a drive command into a certain direction,
it often has to reorient first before it can drive off. This reorientation is however
relatively fast and comes with nearly no lateral displacement. Generally Sphero is very
agile and it can achieve speeds up to 2 m/s which is already a quick walking pace. The
battery lasts for about one hour and can be recharged using an inductive charging unit
which allows the hull to remain without any gateways. According to the development




Figure 3-4: Sphero 2.0 robot used in the studies.
Figure 3-5: Sphero 2.0 robot’s internal configuration. Adapted from [56].
same time lightweight and strong. They seem to have overcome this issue very well,
the shell is even strong enough to withstand an adult person standing on it.
Internally, Sphero uses the concept of a moving cart with a sprung central member
[56]. This can be seen in Figure 3-6. All relevant components are packed together
and contribute to the mass of the robot. This includes for instance the two motors,
battery, computation and communication unit and sensors. Sphero has a three axis
accelerometer and a gyroscope to sense movement. Two small wheels with rubber
tyres roll along the inside of the shell and can be controlled independently. The normal
contact force is provided by an arm that is extending in the opposite direction and
slides (slip bearing) against the inner shell, as shown in the Figure 3-6. This way, the
wheels never lose contact even in positions where most mass is above the geometric
centre of the ball.
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3.4 Measuring Perceived Emotions
Much of the work presented for this thesis is concerned with identifying how a robot’s
body movements are able to convey emotions to people. As such, it is important to
outline the approach that has been adopted to facilitate the capture subjects’ emotional
interpretations, as there are many ways through which this can be done. For this
purpose, this section gives a brief overview of the two schools of thought that surround
how emotions may be represented. This is followed by an overview of a collection
of measuring tools that were considered for use in this research, with a discussion
regarding their pros and cons. Finally, the measuring tool that has been adopted - the
Self Assessment Manikin - is described in more details, as the underlying design of the
tool has impacts upon how the results of experiments presented in the later chapters
have been performed and presented.
3.4.1 Representation of Emotion
When it comes to representing emotions or emotional states in artificial systems/agents,
there are generally two schools of thought that have been informed by the various
theories on emotions: discrete categorical labels, and continuous dimensional emotion
spaces. The first school is inspired by the previously discussed Categorical theories of
emotion and the theory of Basic emotions (for more details see Chapter 2, section 2.2.2).
The second school is inspired by the Dimensional theories of emotion (see Chapter 2,
section 2.2.2).
Categorical Labels
Categorical labels, such as “excited”, “angry”, “sad” or “surprised”, are the most
familiar way in which people relate and refer to different emotional states, mostly
because they are used in everyday natural language. These labels are self-evident,
assumed to have a coherent understanding between people and are thus the easiest
ways in which to describe different emotions and states [42], and reflect the natural
tendency for people to discretise their sensory input from the surrounding world into
manageable chunks [84].
Measuring emotion from humans and representing emotions in affective systems
have a number of drawbacks and benefits. There is the issue of the number of labels
that is to be used during measurement. If there are only a few labels, which has been
a common practice in a number of fields, the rating can become more a classification
or discrimination task rather than an identification task, so subjects are more likely to
provide ratings based on what the expression is not, rather than focusing on what it is,
as Banse and Scherer [7] have highlighted. This can be overcome by introducing many
more emotional labels [158], however this can make the experimental process longer and
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the analysis more complicated. On the positive side, this lets assess how many different
emotional labels can be broken down into more fundamental underlying emotional
dimensions, as demonstrated by Russell with the Circumplex model of emotions [150].
With respect to their representation in artificial systems, the benefit of emotional
labels is that each modelled emotional state can have an activation level, which allows
multiple emotional categories to be active at the same time. This proved to be useful
in the design of systems that recognises and represent multiple complex mental states
from the human face [55], and this has been used in our research presented in this
thesis for developing an underlying model of emotionally-based robot control.
Dimensional Emotional Spaces
Dimensional representations seek to identify ways in which emotional/affective states
may be represented in continuous manner in spaces that have a small number of dimen-
sions. This approach is appealing to fields concerned with creating synthetic systems
that deal with emotions, such as Affective Computing [135] and HRI [23]. One of the
main attractions of this approach is that dimensions provide a way in which emotional
states can be described in a more controllable manner, but can also be translated into
and out of common verbal descriptions commonly used by people [59]. This translation
is possible as emotion related words can be mapped to different emotional dimensions
[150], and thus refer to specific locations within these dimensions [42]. Thus, dimen-
sions are able to not only capture subtle differences in emotion, but it is also possible
to interpret the dimensions into more coarse regions which can form the basis of a
categorical representation [159], making them useful when investigating what effects
subtle changes to a stimulus (e.g. an emotional face, or a body posture) has upon
how people emotionally interpret these [42]. Furthermore, given that dimensions pro-
vide a numeric representation, they allow researchers analyse them using statistics and
machine learning methods.
Dimensional approach however is not without problems and shortcomings. Firstly,
and perhaps more importantly, is that as with the basic emotion theories, there are dis-
agreements with respect to both the number of dimensions an emotional space should
consist of, but also what the different dimensions represent. This is a practical problem
in that in situations where there are only two dimensions of e.g. valence and arousal,
certain states such as Fear and Anger are difficult to differentiate [59, 187]. As such,
this has resulted in a large number of different emotional spaces, with ongoing debate
as to which spaces are most optimal. This issue was discussed in more details in the
Chapter 2, section 2.2.2, and it still remains very much open [42]. For the purpose
of these thesis we use the emotional dimensions of Valence and Arousal as they allow
differentiation between the basic emotions of Happiness, Sadness and Surprise. Addi-
tionally, we use a third dimension of Dominance to be able to differentiate between the
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emotions of Fear and Anger.
3.4.2 Capturing Emotion from People
Capturing emotion from human subjects is possible in two ways: using implicit and
explicit methods [28, 82]. Implicit methods measure behavioural characteristics of a
person (heart rate, skin resistance, respiration rate, and others, see Zeng et al. [187]
for overviews), while explicit methods require that subjects self report and input data
directly, suggesting or choosing emotional labels or adjectives, selecting an emotional
face, etc. The work presented in this thesis has only employed the latter, as the use
of implicit measures limits the amount of comparison that may be made with the
related prior studies on emotional expressions and behaviours in social agents. The
previous section outlined the two main approaches that have been established with
respect to how emotions can be represented in artificial systems that have an emotional
component: categorical labels and emotional dimensions, and discussed their respective
benefits and limitations.
There are a number of different tools that have been developed for emotional mea-
surement based around emotional dimensions, namely the Self Assessment Manikin
(SAM) [20], EMuJoy [113] and the AffectButton [27].
EMuJoy is a tool that has been developed for capturing peoples’ emotional ratings
of musical pieces. With EMuJoy, two dimensions are shown on screen, Arousal and
Valence, with a cursor that shows the current position in the two-dimensional affect
space. The cursor takes the form of a small expressive face that dynamically changes
as the cursor is moved around the input space, to represent the general affect of the
current location. This tool also facilitates a history of affective measurements in the
form of a worm tail which shows the previous inputs by the user in their chronological
order.
The AffectButton is a tool that shows only an expressive face that changes dy-
namically as the mouse cursor is moved around the input space. Each face is also
encoded into a three-dimensional coordinate where the dimensions correspond to Plea-
sure, Arousal and Dominance. What is unique about this tool compared to the others
outlined above is that the underlying affective dimensions are completely hidden from
the subject, and thus there is no need to even mention the notion of affective dimensions
to users.
3.4.3 Self Assessment Manikin
The SAM is a picture-orientated tool that is designed to assess the Pleasure, Arousal
and Dominance dimensions independently. Graphical images are shown to depict major
points along each dimension. For the pleasure dimension, the images shown an agent
(similar to a humanoid robot) with differing facial gestures ranging from a large happy
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Figure 3-6: Self Assessment Manikin. The top row presents the dimension of Plea-
sure/Valence. The middle row presents the dimension of Arousal. The bottom row presents
the dimension of Dominance.
smile to an unhappy frown. Arousal is depicted with a figure with a wide-eyed excited
face to a sleepily and relaxed face. Dominance is shown with the figure with varying
physical size, which relate to the amount of control that the figure has with respect
to the surrounding environment (the surrounding box in this case): a large figure
translates to high control and thus dominance, while a small figure translates to the
figure having little control.
One of the benefits of this tool is its independence from the language the human
subjects speak. This makes SAM convenient to use with the international students,
who are the majority of this work’s subjects. What is unique about the SAM tool
compared to the others outlined above is that the visual representation of emotion is
produced with the figure of an agent, not the face. This creates a link with the bodily
expression of a robot presented to the subjects in our studies, and this is why this
tool was selected as the emotional measuring tool of choice during the experiments
presented in this thesis.
3.5 Summary
This chapter has provided details regarding methodological tools that have been em-
ployed in during the work informing this thesis. Firstly, the review of four approaches
to present emotional expressions of robotic agents was presented, that included inter-
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action with a physical robot, video recordings of a robot, Wizard of Oz and simulated
computer-based robotic agent. Based on the discussed advantages of each method, two
approaches were selected to be used in the studies addressing this thesis: real world
observations of a robot for the study presented in Chapter 4 and video recordings of a
robot behaviours in the studies presented in Chapters 6, 7 and 8. Next, a description
of two non-humanoid robots used as the platform for the experimental studies was
presented. Finally, following a brief description and discussion regarding the two main
schools of thought regarding representations of emotional categories and emotional di-
mensions, issues surrounding the measurement of emotion and tools developed to do
this were presented. This chapter ended with a detailed description of the affective





TOWARDS EMOTIONAL EXPRESSIVITY IN ROBOTS:
PRELIMINARY EXPLORATORY STUDIES
4.1 Introduction
In order to benefit human-robot interaction, robot emotional signals should first of all
be clearly expressed in a way comprehensible for humans. For robot emotional signals
to function effectively in human interactions, it is necessary to consider the robot’s
internal state with respect to its ongoing activities, so that human collaborators can
create relevant mappings from the set of signals it produces. In other words, artificial
emotions are a necessary prerequisite for generating intelligible robot emotional signals.
Without this step, robot emotional signals are unlikely to serve interactions well.
In this chapter we consider the potential of artificial robot emotions to serve as
coordination devices in human-robot teams. We report an investigation of the potential
for simple features of robotic embodiment to facilitate dynamic emotional signalling in
a manner that allows interpretation by human observers. In such a way this chapter
addresses the first research question RQ1 of the thesis formulated as follows: “RQ1:
Do people perceive robotic bodily expressions as having different emotional meanings,
and if so, are people consistent in the meaning they perceive?” The broad aim of
this work is to try to find a general scheme for communicating task-relevant internal
states of a robot in a way which is both meaningful and intuitive for humans, with the
ultimate aim of supporting successful social coordination between human and robot
collaborators.
The chapter is organized as follows. We begin by setting out our methodological
approach, defining the main research questions of this study and the measures we
selected for addressing the problem. We then present two exploratory studies, the
first based on still images of robot poses and the second based on live episodes of
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embodied robot emotional signalling. Details of each study are given together with
its results. The results of the two studies reveal the tendency of people to assign an
emotional meaning to the observed robot expressions, given a simple context. Both a
qualitative and quantitative analysis of the data collected through the studies shows
that the majority of participants interpret robot expressions in an emotional way. The
differences between emotional and non-emotional interpretations of robot’s behaviours
are statistically significant for all the presented expressions that were designed to be
emotionally charged. Besides, the qualitative thematic analysis reveals that in addition
to assigning an emotional interpretation to the robot’s expressions, people tend to relate
robot emotional state to a predicted future or previous interaction. The results also
imply that people can consistently recognize the emotional meaning they perceive in
observed a robot’s bodily expressions. The values of recognition ratio detected through
two reported studies exceed the chance level for each recognized emotion of the robot.
We conclude the chapter with a discussion of the results and suggest both implica-
tions for HRI and directions for further work.
4.2 Method
A series of studies was conducted in order to better understand whether a non-humanoid
robot can express artificial emotions in a manner that is understandable for human.
The studies have been conducted to examine three questions:
1. What meaning do people assign to the observed non-humanoid robot expressions?
2. Can people consistently recognize as emotional non-humanoid robot expressions
presented to observers in a static or dynamic manner?
3. Can people consistently recognize robot intentions based on observed robot ex-
pressions?
In the first study participants were presented with static pictures of different robot
expressions and asked to guess the observed robot emotion. In the second study,
participants viewed dynamic expressions of the robot in a real time and were asked 1)
to describe what the robot was doing in their own words (deliberately without asking
participants to use emotional terms); 2) to guess the meaning of the observed expression
by choosing from a controlled list of emotional terms, and 3) to guess the possible future
robot actions, based on their beliefs about the meaning of the expression they had just
seen. We have been experimenting with the robot E4, which was described in more
details in Chapter 3, section 3.3.1.
We prepared a controlled list of emotional terms which was presented to the par-
ticipants as a list of possible options to choose from when characterizing the robot
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Figure 4-1: Proposed emotional terms in a valence-arousal circumplex model. A1, A2 and
A3 sections correspond to high, average-to-none and low arousal respectively. V1, V2 and V3
sections correspond to negative, neutral and positive valence respectively.
expressions. The list was created with an intention to balance proposed options in
term of both valence and arousal. The main list consisted of seven emotional terms
- scared, surprised, excited, angry, neutral, happy and sad. Later we have included
additional terms other and don’t know to the main list in order to provide the partic-
ipants with additional options to express their opinions. The emotions from the main
list were balanced in the valence-arousal circumplex model [150] over the dimensions of
both valence and arousal, as shown in Figure 4-1. Three options i.e. scared, angry and
sad, belonged to a negative valence section V1; two options i.e. surprised and neutral,
belonged to a no-valence section V2; and two more options i.e. happy and excited,
belonged to a positive valence section V3. On the arousal dimensional area the sad
option belonged to a low arousal section A3; scared, surprised and excited belonged to
a high arousal section A1; and angry, neutral and happy were in the middle section
that corresponds to an average-to-none arousal level in the section A2.
4.3 Measures
Two statistical measures were used to estimate the extent to which the robot emotional
signals were interpreted consistently by our participants. These measures were used
in both study 1 and study 2. However, we adopted a mixed-methods approach to
our exploration of human responses to robot emotional signalling in study two by
conducting a thematic analysis of the qualitative data provided by our participants.
The additional qualitative data was of great importance in providing meaning to the
statistical results we found, given that we are committed to relating inferences about
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emotional signals to socially coordinated patterns of action from the perspective of
human collaborators.
The first statistical measure represented the frequency of the term most often se-
lected by participants, without regard to any initially intended emotion, and was based
on the recognition ratio for each expression. The recognition ratio r(pi, ej) for each





where pi = picture or expression number i , ej = selected emotional code number
j; Nij = number of responses (pi, ej); N = total number of responses.
The second measure was used to estimate consensus of judgement among partici-
pants: the Fleiss’ Kappa (κ) value [57]. The Fleiss’ kappa value was used for measuring
the agreement between the users regarding the observed robot emotion, as well as an
expected robot’s intention. The kappa value is a statistical measure for assessing the

















The factor 1 - P¯e gives the degree of agreement that is attainable above chance,
and, P¯ − P¯e gives the degree of agreement actually achieved above chance. If the raters
are in complete agreement then κ = 1 . If there is no agreement among the raters
(other than what would be expected by chance) then κ ≤ 0.
In our studies: i = 1, . . . , N represents the participants, n is the number of
pictures of Lego robot in the first study and the number of dynamic real-time robot
expressions in the second study (with nij the number of ratings per picture/expression)
and j = 1, . . . , k represents the possible answers (given in questionnaires). An
interpretation of the κ values has been suggested by [95], and is presented in Table 4.1.
This table is however not universally accepted, and can only be used as an indication
[72].
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Table 4.1: Benchmark for strength of agreement indicated by κ value. Adapted from [95]
4.4 Study 1
4.4.1 Study 1 Apparatus
We programmed six combinations of robot movements based on a basic arousal-valence
underlying model [150], with approach and avoidance of the robot’s neck and its whole
body as a metaphor for valence and reflecting the arousal concept by raising its eye-
brows. Then we photographed each combination from two angles – front and 3/4 views.
These two views were selected for presenting the robot’s expressions as these views are
considered to be canonical for a large number of objects [178]. Moreover, the combina-
tion of the two views has been proven to produce better face recognition performance
[91]. The six pairs of pictures were used to construct a questionnaire provided to
participants.
4.4.2 Study 1 Participants
27 people (14 females and 13 males) agreed to participate in a study to determine
whether our simple set of valence-arousal robotic gestures could be interpreted as emo-
tional signals. 18 had no previous experience with any kind of robots, 4 considered
themselves as roboticists, and the rest had some previous interaction experience with
robots. 18 were over 40 years old, 3 were between 30 and 39 years old, and six were
between 20 and 29 years old.
4.4.3 Study 1 Procedure
For each pair of images, participants were asked to select the most appropriate emo-
tional term from a set of possible responses: sadness, happiness, anger, surprise, ex-
citement, fear, other, no specific emotion and don’t know. They were also asked to use
a five-point Likert scale to rate their degree of confidence making that judgement.
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Expression 1 Expression 2 Expression 3 Expression 4 Expression 5 Expression 6
Surprised 29.6% 3.7% 51.9% 33.3% 3.8% 16.0%
Scared 3.7% 11.1% 22.2% 22.2% 42.3% 4.0%
Excited 14.8% 11.1% 18.5% 18.5% 0.0% 36.0%
Sad 11.1% 40.7% 0.0% 0.0% 30.8% 0.0%
Neutral 22.2% 14.8% 0.0% 3.7% 11.5% 0.0%
Happy 11.1% 0.0% 7.4% 14.8% 0.0% 12.0%
Angry 3.7% 14.8% 0.0% 3.7% 3.8% 12.0%
Other positive 3.7% 0.0% 0.0% 3.7% 0.0% 8.0%
Other negative 0.0% 3.7% 0.0% 0.0% 7.7% 0.0%
Don’t know 0.0% 0.0% 0.0% 0.0% 0.0% 12.0%
Table 4.2: Recognition ratio for the expressions observed in Study 1. The highest recognition
ratio for each expression is presented in bold.
Emotional Description Fleiss’ κ value Interpretation of κ value
Scared 0.08 Slight agreement
Not emotional at all 0.05 Slight agreement
Surprised 0.14 Slight agreement
Angry 0.01 Slight agreement
Excited 0.05 Slight agreement
Sad 0.19 Slight agreement
Happy 0.01 Slight agreement
Table 4.3: Participants’ agreement regarding the robot’s emotions in Study 1
4.5 Results of Study 1
The most frequently selected codes for these expressions were surprised, sad, scared
and excited. The values of recognition ratio for each presented expression are given in
the Table 4.2. The recognition ratio for such emotions as surprise, fear, excitement
and sadness were the highest (52%, 42%, 36% and 41% respectively). The lowest
recognition ratio was for the emotion of anger, as shown in the Table 4.2.
The values of participants’ confidence of the observed robot’s emotion, on average,
were quite similar for each emotional expression and differed in the range between 3.29
(SD = 0.80) and 3.79 (SD = 1.15), where ’1’ was the least confident and ’5’ was equal
to the most confident, as presented in Table 4.5. The confidence levels for the options
don’t know were ignored because this option does not represent any specific emotion.
The recognition ratio for each expression observed by the participants was higher
than the recognition ratio expected by chance (the chance level was calculated as 10%).
However, the Fleiss’ κ value calculated for each expression only showed a slight agree-
ment between participants for each of recognized emotions, as shown in Table 4.3.
Reflection on study 1 identified three major methodological limitations: 1) an im-
age of the end point of an expressive state may not convey the same meaning as the
experience of seeing it performed in real time; 2) although it is assumed that people
will naturally use anthropomorphic terms to describe non-human agents, forcing par-
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ticipants to use emotional labels undermines the validity of claims that emotional terms
are spontaneously appropriate for robot signals, and 3) there was no context given to
participants within which to interpret the signals.
4.6 Study 2
4.6.1 Study 2 Apparatus
The second study was designed to address the limitations discussed above. In the second
study we programmed five dynamic expressions, each intended as an emotional signal
behaviour based on the combinations of the two movements of the same Lego robot and
presented them to the participants in real-time, providing them with an emotionally
neutral statement of the context in which the robot was acting. We also give our
participants the opportunity to describe the robot‘s behaviour in their own words
before asking them specific questions about emotional expression (see Appendix A). A
paper form was provided to the participants for them to describe the robot behaviour
in their own words. A Matlab programmed questionnaire was presented to participants
for selecting Likert scale responses to a set of questions (see Procedure below).
4.6.2 Study 2 Participants
The second study was conducted during a Bath University Open Day. 28 people (6
females and 22 males) agreed to participate in a study, ranging in age from 17 to 53
(M = 17.8, SD = 0.99), interested in human-robot interaction.
4.6.3 Study 2 Procedure
In the second study, conditions 1 and 2 were examined by presenting the five dynamic
signal behaviours to participants successively in real-time. Each condition took ap-
proximately five minutes to complete. By way of context, participants were asked to
consider that the robot was exploring an unfamiliar space when it noticed something.
The language used to state context was deliberately intended to avoid leading partici-
pants to use emotional terminology rather than any other form of description.
Condition 1 required the participants first to explain in their own words what the
dynamic expressions meant to them by writing whatever they liked on a paper form.
Condition 2 repeated the same presentation of dynamic expressions but this time asked
them to select a term of best fit from a fixed list of emotional terms. The participants
were also asked to use a five-point Likert scale to rate their degree of confidence (1 -
least confident, 5 - most confident) making that judgement. Finally, the participants
were asked to choose the most likely “what happens next” option from another prepared
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Figure 4-2: Initial thematic map, showing five main themes that became apparent from the
thematic analysis. Main themes are presented as ovals.
list. All the questionnaires provided to the participants were in an electronic form in a
Matlab environment.
4.6.4 The Thematic Analysis
The thematic analysis [152] was conducted for analysing qualitative data collected un-
der the Condition 1 of the second study. Thematic analysis was advantageous for this
purpose as it could offer an accessible and theoretically flexible approach to analysing
qualitative data, produce a useful summary of key features, patterns and themes of a
body of data, highlight similarities and differences across the data set and allow for
social interpretations of data [21]. As a result of thematic analysis we produced an
initial thematic map of five main themes shown in Figure 4-2. The main themes devel-
oped at this stage of the analysis were: 1) emotional robot’s state, 2) emotional robot’s
behaviour, 3) non-emotional robot’s behaviour, 4) mental maps, and 5) interaction.
From this early stage thematic map we realized the relationship between themes
(presented as circles in the Figure 4-2) and different levels of sub-themes. A number
of participants described the robot’s expressions as an internal robot’s emotional state
emerged as a consequence of previous robot’s interaction with its environment. The
same explanation was very often seen in the descriptions of robot’s behaviour, both
when explained in an emotional and non-emotional tone. It is likely that people as-
sociated the changes of internal state with a previous interactional experience of the
robot and made assumptions regarding that interaction. In the same way, many par-
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Figure 4-3: Final thematic map, showing three final main themes, presented as ovals.
ticipants made associations between the emotional state of the robot and its behaviour
they observe. For some of the participants, the behaviour was a predecessor of a fu-
ture interactive act, for others it was a consequence or an accompanier. We explain
such assumptions as a process when participants were creating mental maps about the
presented robot and its surroundings in both place and time.
The interaction itself was described by participants in several different ways. The
majority of participants described the object of the imagined interaction, which was a
person himself, other unspecified people, non-human actors like pets and cats, different
objects like table legs, parts of the environment like walls and floor. However, several
participants were more specific about the type of the interaction rather than the object
the robot interacted with. In the description of robot’s expressions they mentioned
the words “investigating” and “investigate”, thus defining the type of interaction they
imagine. One person mentioned that the robot “was ignored” previously thus sug-
gesting the previous unsuccessful interaction between the robot and some actor. The
importance the concept of interaction had in the descriptions of participants means
that people tend to directly relate emotional states and emotional behaviour with in-
teractive acts, either previous, current or future. If such an interaction wasn’t observed
people just created it in their mind and related to the future or the past.
At the final stage we developed the final thematic map showing three main themes -
internal robot’s state, observed robot’s behaviour and interaction, as shown in Figure 4-
3. These three main themes were developed by combining the different sub-themes of
similar types into more general groups. The more general themes of the final map were
produced by refining all the themes in the initial map, identifying the ‘essence’ of what
each theme was about and reducing the complexity. For example, several sub-themes
of the main Interaction theme in the initial thematic map, such as “Interaction with
me”, “Interaction with the environment”, “Interaction with other actors”, “Interaction
with smth in the imagined environment” and “Interaction with objects”, were all com-
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Expression 1 Expression 2 Expression 3 Expression 4 Expression 5
Surprised 57.1% 21.4% 0.0% 3.6% 14.3%
Scared 7.1% 67.9% 0.0% 0.0% 3.6%
Excited 7.1% 7.1% 0.0% 0.0% 32.1%
Sad 10.7% 0.0% 14.3% 14.3% 3.6%
Neutral 0.0% 0.0% 57.1% 0.0% 0.0%
Pleased 3.6% 0.0% 0.0% 3.6% 0.0%
Angry 3.6% 0.0% 0.0% 3.6% 35.7%
Curious 3.6% 0.0% 28.6% 67.9% 3.6%
Other emotion 7.1% 3.6% 0.0% 7.1% 7.1%
Table 4.4: Recognition ratio for the robot’s expressions observed in Study 2. The highest
recognition ratio for each expression is presented in bold.
bined into one more general sub-theme in the final map called “Interaction with actors,
environment”. We decided to exclude the Mental maps theme from the diagram, be-
cause as we have explained earlier the creation of mental maps is a consistent process
consisting of investigating robot’s internal state, the meaning of its behaviour and its
interaction with the environment. Thus, creating mental maps is an overwhelming
continuous process covering both understanding robot’s internal state and behaviour
and actually interacting with a robot. The remaining three themes nicely represent
the famous “sense-act” reactive robotic paradigm [29], where changes in the internal
robot’s state represent the sense part of the loop, and the theme represents the act,
i.e. reactive response. The interaction theme here represents the loop itself.
4.7 Results of Study 2
For the dynamic robot expressions presented to the participants in the second study
the recognition ratios were allocated as in the Table 4.4, with the highest recognition
ratio for the expressions 2 and 4 recognized as scared and curious respectively.
The values of participants’ confidence of the observed robot’s emotion, on average,
were spread more widely compared to Study 1 and differed in the range between 1.50
(SD = .50) for happiness and 3.93 (SD = 0.81) for surprise, where ’1’ was the least
confident and ’5’ was equal to the most confident, as presented in Table 4.5.
The Fleiss’ κ value calculated for each expression showed moderate agreement for
the emotion considered to be scared and for a non-emotional robot’s expression. Cu-
rious, surprised and angry robot’s emotions were interpreted with a fair agreement.
Emotions interpreted as excited and sad had only a slight agreement, and for pleased
participants did not manage to agree, having a Fleiss’ κ value smaller than 0, as shown
in Table 4.6.
There was a slight agreement between participants on the expectations of what
the robot was going to do next – moving forwards/backwards, staying still, turning or
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Study 1 Study 2
Mean St.Dev. Mean St.Dev.
angry 3.40 1.07 2.92 0.86
excited 3.48 0.70 3.54 0.63
happy/pleased 3.55 0.50 1.50 0.50
neutral 3.79 1.15 3.69 1.04
sad 3.57 0.66 3.08 0.95
scared 3.42 0.57 3.86 1.18
surprised 3.47 0.60 3.93 0.81
curious - - 3.69 1.18
other 3.29 0.80 3.69 1.04
Table 4.5: Mean values and standard deviation values for the confidence of the observed robot’s
emotion in Study 1 and Study 2.
Emotional Description Fleiss’ κ value Interpretation of κ value
Scared 0.50 Moderate agreement
Not emotional at all 0.50 Moderate agreement
Curious 0.38 Fair agreement
Surprised 0.24 Fair agreement
Angry 0.24 Fair agreement
Excited 0.14 Slight agreement
Sad 0.01 Slight agreement
Pleased -0.01 Poor agreement
Table 4.6: Participants’ agreement regarding the robot’s emotions in Study 2.
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Robot’s intention Fleiss’ κ value Interpretation of κ value
Move forward 0.132 Slight agreement
Turn 0.028 Slight agreement
Stay still 0.033 Slight agreement
Move backwards 0.108 Slight agreement
Something else 0.028 Slight agreement
Don’t know 0.070 Slight agreement
Table 4.7: Participants’ agreement regarding the robot’s intentions in Study 2.
doing something else. The highest values of agreement were presented for the choices
move forward (κ = 0.1322) and move backwards (κ = 0.1078). However, none of the
options exceeded the boundaries of only a slight agreement, as shown in Table 4.7.
4.8 Discussion
Let us examine how the two studies presented in this chapter answered our different
research questions.
4.8.1 What meaning do people assign to the observed non-humanoid
robot expressions?
According to the results of the second study we can state that the majority of people
assign emotional meaning to the observed robot expressions, given a simple context.
Table 4.8 shows that the majority of participants interpret robot expressions in an
emotional way. Chi-squared test shows that the differences between emotional and
non-emotional interpretations are significant for all the expressions except one: there
is the only expression where the non-emotional interpretation exceeds the emotional
one, although the difference is not significant (χ2(1, N = 28) = 1.27, p = .26), and it
is the neutral expression where the robot is not moving its hands, neck and eyebrows
at all. For all the other expressions an emotional interpretation is selected significantly
more often than non-emotional.
The tendency to assign emotions to robot expressions repeats in the other condition
of the second study. The results of the qualitative data analysis show that 46% (13 out
of 28) of participants describe the observed expressions as emotional behaviour, and
another 46% (13 out of 28) – as an emotion itself. Less than 1% (2 out of 28) describe
observed robotic expressions as a non-emotional behaviour.
The thematic analysis shows that in addition to assigning an emotional interpreta-
tion to robot expressions, people tend to relate robot emotional state to the predicted
future or previous interaction. 63% of those explain the observed robot emotional state
as a consequence of a previous interaction, the rest of the answers distributes between
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Expression Emotional Non- Chi-squared statistics
emotional
1 22 5 χ2(1, N = 27) = 10.70,
p = .001
2 21 6 χ2(1, N = 27) = 8.33,
p < .005
3 11 17 χ2(1, N = 28) = 1.27,
ns
4 19 9 χ2(1, N = 28) = 3.57,
p = .05
5 20 8 χ2(1, N = 28) = 5.14,
p < .05
Table 4.8: Emotional and non-emotional interpretation of robot’s expressions in Study 2.
explaining the meaning of the observed emotion as 1) a reason for observed behaviour,
2) a tool for interacting with people and 3) a predecessor of a future interaction.
4.8.2 Can people consistently recognise as emotional non - humanoid
robot expressions presented to observers in a static or dynamic
manner?
The values of recognition ratio exceed the chance level for each recognized emotion but
the recognition ratios in our studies are not very high, compared to similar previous
experiments completed by [154] [36] and [169], as presented in the Table 4.9. However,
comparing the ability to represent emotional states of our robot that has only three
DoF with other robots presented in the table, we consider the given results as very
satisfactory. The possible explanations for lower recognition levels could be 1) in our
first study the participants viewed only the static pictures of the expressions and this
decreased the recognition rate, 2) in our studies we used the movements of the whole
robot body together with the only one ‘facial’ feature - eyebrow, while in the previous
mentioned studies the emotions were represented by facial expressions only.
The results show a significant difference between an average recognition ratio for
positive ( section V3 in Figure 4-1) and neutral (section V2 in Figure 4-1) emotions,
t(6) = 2.25, p < 0.05 (one-tail), as well as between an average recognition ratio for
positive (section V3 in Figure 4-1) and non-positive (sections V1+V2 in Figure 4-1)
emotions, t(12) = 1.78, p < 0.05 (one-tail), with a lower recognition ratio for positive
emotions in both cases.
The results also show a significant difference between an average recognition ratio
for high arousal ( section A1 in Figure 4-1) and average arousal (section A2 in Figure 4-
1) emotions, t(10) = 2.43, p < .05, as well as between an average recognition ratio for
high arousal (section A1 in Figure 4-1) and other arousal (sections A2+A3 in Figure 4-
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Our Our Feelix Probo Eddie
study 1 study 2
surprise 52 57 37 70 75
fear 42 68 16 65 42
sad 41 14 70 87 58
happy/excited 36 32 60 100 58
disgust - - - 87 58
anger 15 36 40 96 54
Table 4.9: Comparison of the emotion recognition results in the rpesented Studies 1 and 2,
and the prior studies with the robots Feelix, Probo and Eddie, partly adapted from [154]
1) emotions, t(12) = 2.59, p < 0.05, with a higher recognition ratio for high arousal
emotions in both cases.
The participants observing dynamic emotions have in general a significantly higher
level of confidence (M = 3.52, SD = 1.03) over those observing static emotions (M
= 3.49, SD = 0.74), t(251) = -0.265, p < 0.001. However, having in mind specific
emotional expressions only for the emotion of scare there is a significant difference in
a confidence level between the participants observing static images (M = 3.40, SD =
0.57) and those observing dynamic real-time expressions (M = 3.86, SD = 1.21), t(45)
= -1.71, p < 0.05.
4.8.3 Can people consistently recognise robot intentions based on ob-
served robot expressions?
The results of our qualitative analysis show that the participants relate their obser-
vations of the robot’s emotional signals to its interaction with the environment, and
some sense of its previous experience. They thus set their interpretation into an event
timeframe, whether as a matter of feelings attributed to the robot at that moment, as a
result of a recent activity, or in anticipation of the robot’s next action. Based on these
statements, it is clear that our participants were making systematic attempts to inter-
pret the robot’s state given its behaviour. We expected the observers to have at least
a moderate agreement about robot’s immediate intention to act, based on the emotion
attributed to it. However, the results of the inter-rater agreement analysis show that
the low overall agreement between participants regarding the robot’s expected action,
with a highest Fleiss’ κ value of 0.132 for the agreement regarding robot’s intention to
moving forward. Thus, the results of the studies we have reported here cannot support
the statement that people can consistently recognise robot intentions based solely on
the set of robot expressions we designed. The question of robot’s intention recognition
from its behaviour raises interesting issues and should be explored in future research.
Although it is not possible to draw definitive conclusions from this study, it underlines
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the importance of setting any expressive behaviour into a context of action. In our
work, the context of action will be set by joint work and so inferences about artificial
emotion must also include ethical considerations.
4.8.4 Responsible Design of Artificial Emotions for Social Coordina-
tion
We introduced our work with a focus on non-humanoid robots as potential members
of human-robot teams. The decision to operate outside of the constraints imposed
by humanoid forms have a number of advantages. It is possible to explore a very
wide range of forms and scales, primarily driven by a concern to create robots whose
form fits their functional purpose. At the same time, we have arguably created a
more difficult interpretative problem for the human team member, who will perhaps
be more ready to consistently attribute emotional expressions to humanoids than to
the expressive behaviours enacted by robots that are transparently mechanical. In
other words, the work of working together creates a requirement for collaborators to
infer one another’s concerns and attitudes and so there could be a strong social function
afforded by adopting humanoid forms. Humanoid forms may promote anthropomorphic
attributions of thoughts and desires.
Our treatment of affect has been deliberately framed in terms of task-related re-
sponses to events in the context of collaboration: we have not attempted to promote
a model that could support the attribution of more durative moods (e.g. ‘the robot
is annoyed’) or sentiments (e.g. ‘the robot thinks I am unkind’). In our introduction,
we refer to ‘empathic competence’, in part to suggest the ethical uncertainty of work
in this research area. Researchers who are working towards the construction of emo-
tional robots must consider the potential risk of creating a mechanism that fools human
collaborators into believing robots are capable of moral agency and moral reflection.
Although we are working towards the possibility of robots becoming team members, we
are not attempting to create a framework for people to put themselves at risk in order
to believe that robots are capable of intervening to protect them when such action is
simply not possible within their programming. We believe that maintaining a strong
task focus for the interpretation of emotion signals will help to confront this ethical
problem. It has been argued that the machine-nature of a robot should be made ap-
parent to people who encounter it, in part to guard against inappropriate or dangerous
attributions [33]. Creating an emotional signalling system for non-humanoid robots
should retain their value as social coordination mechanisms whilst at the same time
preserving their transparently mechanical nature.
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4.9 Conclusion
This chapter has presented research concerning expression of artificial emotions in
human-robot interaction. As in human non-verbal communication, expressive move-
ments of the body and the face play an important role in HRI.
The goal of this research was to explore the relatively new research topic of facial
and bodily gestures communication in social robots using a simple Lego robot as a case
study and thus find a way of communicating internal robot state to humans in a both
meaningful and intuitive way. We posed three main research questions: What meaning
do people assign to the observed non-humanoid robot expressions? Can people consis-
tently recognise as emotional non-humanoid robot expressions presented to observers
in a static or dynamic manner? Can people consistently recognise robot intentions
based on observed robot expressions?
We investigated these questions using two paired studies. Studies 1 and 2 were
exploratory in that they tested perception of artificial emotions in robot expressive
movements of its body and one facial feature in a simple situational context.
The results from this study demonstrate that even very simple movements of a
social robot with only three DoF can convey emotional meaning, showing promise for
designing non-humanoid robots that could serve as socially coordinated members of
human-robot teams. In particular, this suggests that when people attribute emotional
states to a robot, they typically apply an event-based frame to make sense of the robotic
expressions they have seen. This suggests that it is possible to create effective robot
collaborators without an expressive human-like face, legs, moveable fingers or wrists.
We have further argued that such an approach could help researchers and designers to
contain the risk of inappropriate attributing robots with durative affective states, and
moral agency, by emphasising their machine-like nature.
The results of this research provide a reason to believe that, in a context of a joint
human-robot activity, it should still be possible for interaction designers to use interface
elements such as body movements or extremely simple facial expressions to increase
the expressive power of robots and thus increase a social coordination between human
and robot in a human-robot team.
In the next chapter we will present an effort to provide a systematic approach to
developing emotions in robots in terms of a computational model of emotion that links
robot actions to emotional expressions. Further work in Chapter 6 will explore the





EMOTIONALLY DRIVEN ROBOT CONTROL
ARCHITECTURE FOR HUMAN-ROBOT INTERACTION
5.1 Introduction
In the previous chapter, the concept of emotion in an embodied agent was discussed as
a highly transient affective reaction. As such, emotions are triggered in response to an
agent’s perception of its dynamic operational environment. An agent’s emotional reac-
tions thus depend on how the state of the environment is consistent with or obstructive
towards its interests or goals. Some stimuli are desirable and some are undesirable
with respect to task progress. That is, where conditions cause a change to an agent’s
computation of task progress, it could register a state that is positive or negative with
respect to the attainment of a goal. We also found that the human observers can con-
sistently recognize as emotional non-humanoid robot expressions designed in a specific
way, and they can distinguish between the emotions represented on distant point of a
valence-arousal circumplex area.
This chapter presents a computational robot control architecture that incorporates
artificially generated robot emotions and corresponds to the previous findings. Thus
it partly addresses the second research question outline in the Chapter 1 and formu-
lated as “RQ2. Can emotionally charged robotic bodily expressions be generated in a
systematic pre-structured manner to evoke a desired emotional interpretation?” This
chapter focuses on presenting an emotionally-driven computational model of action
selection to control robot behaviours and its implementation as a proof of concept.
Inspired by previous research in cognitive robot architectures and human-robot
interaction, we introduce a general framework for modelling artificial emotions in robots
and present a model for incorporating emotions and emotional expressions into dynamic
plans [31] based on Behaviour Oriented Design (BOD) [30, 34, 32].
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This chapter is organised as follows. First, we summarise current computational
models of emotion based on modern research in the psychology, cognitive science and
neuroscience. There are currently two dominating schools of thought, appraisal and
dimensional theories of emotion, both having specific advantages and disadvantages.
Computational appraisal models provide a good ground for relating robot’s emotional
reactions to the changes in the environment with respect to the attainment of a robot’s
goal. However, appraisal models are limited as they do not pay appropriate atten-
tion to the structural characteristics of emotion. Dimensional theories foreground the
structural and temporal dynamics of emotion but they lack the advantages of appraisal
models. In our work, we consider it to be important to incorporate both a dimensional
and an appraisal view of emotion into a computational model of robot control. This
is why the approach of Behaviour Oriented Design is selected as a base for our work.
Later in the chapter, we discuss in more details our model, explaining how it is built on
BOD and clarifying each phase of emotional action selection. We then implement the
described model as a proof of concept on the physical non-humanoid Lego robot E4.
The results show that the robot with an implemented model is able to successfully in-
teract with the environment and is also able both to express its internal emotional state
and to change its behaviour dynamically according to the implemented action inter-
ruption scheme. The chapter ends with a general discussion of system’s characteristics
and limitations.
5.2 Approach
Modern research in emotion is inter-disciplinary in its nature. Modern research in
the psychology, cognitive science and neuroscience highlighted the functional role that
emotions play in human behaviour, as it was discussed in Chapter 2, section 2.2.2.
This motivated AI and robotics research to explore computer analogues of human
emotion. Computational models of emotion are based in one way or another on the
main psychological theories of emotion, such as appraisal or dimensional theories that
were discussed in Chapter 2, section 2.2.4.
Currently, appraisal theory dominates the work on computational models of emo-
tion. There exists a great variety of computational models derived from appraisal
theories of emotion, such as EMA [68], TABASCO [171] or PEACTIDM [106]. These
models, not surprisingly, emphasize appraisal as the central process to be modelled.
Computational appraisal models often encode elaborate mechanisms for deriving ap-
praisal variables, such as decision plans [68], reactive plans [171], or detailed cognitive
models [106]. Emotion itself is often less elaborately modelled in such models. Com-
putational appraisal models have some advantages for an emotionally-driven robotic
agent, as they provide a good ground for relating robot’s emotional reactions to the
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changes in the environment with respect to the attainment of a robot’s goal. However,
appraisal models are limited as they do not pay appropriate attention to the structural
characteristics of emotion. Moreover, appraisal models usually consider arousal as emo-
tion’s intensity. In our work, we distinguish these two concepts and define arousal as a
strength of a stimulus triggering a specific emotional state, while intensity is a strength
of emotion itself.
Dimensional theories emphasize different components of emotion than appraisal
theories and link these components quite differently. Dimensional theories foreground
the structural and temporal dynamics of core affect and often do not address emotion’s
antecedents in detail. Most significantly, dimensional theorists question the tight causal
linkage between appraisal and emotion that is central to appraisal accounts. Dimen-
sional theorists consider emotion as a “non-intentional” state, meaning that emotion
is not about some object. Computational models influenced by dimensional theories,
such as e.g. ALMA [64] or Wasabi [16], emphasize processes associated with core emo-
tion and pay less attention to other components, such as appraisal. Core emotion is
typically represented as a time-varying process that is represented at a given period of
time by a point in 3-dimensional space. Computational dimensional models are most
often used for animated character behaviour generation, because it translates emotion
into a small number of continuous dimensions that can be readily mapped to contin-
uous features of behaviour such as the spatial extent of a gesture. The connection
between emotion-eliciting events and current emotional state is usually not maintained
in dimensionally-oriented computational models of emotion. Computational dimen-
sional models have obvious advantages for an emotionally-driven robot, as they create
a feasible approximation of a natural biological system state that could fit into an
explanatory model for a human collaborator. However, dimensional models lack the
advantages of appraisal models and thus are not suitable for the purpose of our work.
In our work, we consider it to be important to incorporate both a dimensional
and an appraisal view of emotion into a computational model of robot control. We
view appraisal as the mechanism that initiates changes to the emotional state ex-
pressed using three emotional dimensions of valence, arousal and dominance. There
currently exist only few computational models of emotion that are able to incorporate
both appraisal and dimensional view of emotion. One of them is ALMA (A Layered
Model of Affect) [64], which provides temporal characteristics of affect modelled in a
three-dimensional space of pleasure, arousal and dominance. In ALMA, each temporal
characteristic of affect is related to specific tasks or functions which influence the agent
behaviour. Another approach, that is able to incorporate dimensional and an appraisal
view of emotion, is Behaviour-Oriented Design (BOD) [30, 34, 32]. BOD is an AI de-
velopment methodology that combines an iterative development process based around
variable state for learning and planning with the modular, responsive behaviour-based
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Figure 5-1: The framework for modelling artificial emotions in robot.
architecture. Although otherwise suitable for the purpose of our work, ALMA was
originally designed for use with interactive virtual human-like conversational charac-
ters. Moreover, the emotional states of the characters in ALMA are expressed using
facial expressions and conversational patterns. BOD, on the other hand, although not
initially developed as an emotionally-oriented architecture, is flexible enough to incor-
porate a concept of emotion. Moreover, this architecture was designed to be used with
cognitive mobile robots, which makes it very suitable for our purposes.
There are two parts to the BOD architecture: behavioural libraries and action
selection plans. Behavioural libraries consist of actions and senses that can be called
by the action selection mechanism, and any associated state or memory required to
support these. Action selection plans specify the particular priorities of a given agent.
The action selection mechanism consists of plans which are a hierarchy of actions with
associated triggers that determine when to perform an action. Each plan is split up
into a drive collection, competences and action patterns. Further details on BOD are
given in its initial introduction [34] and the papers on its implementation [131].
For the purpose of our work, the robot control architecture, based on BOD, in-
corporates the concept of emotion by using it as a drive collection of a BOD action
selection plan. Thus, the architecture integrates emotional responses and keeps track
of emotion intensities changing over time. Emotions here are represented as a factor
for dynamic action selection. Emotional expressions are used in conjunction as a visual
cue for communicating the current emotional state to a human before the execution of
an intended robot action, and are represented in the architecture as actions of a BOD
action selection plan.
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The more specific view of the computational model, that explains the mechanism of
BOD action selection with regards to our emotionally-based architecture, is presented
in Figure 5-1. The first phase of emotional action selection includes detecting specific
internal and/or external conditions in the environment (C1 ... Cn in Figure 5-1).
Following the appraisal view of emotion [23], the conditions are specified according to
their correspondence to the following groups:
• presence of an undesired stimulus,
• presence of a desired stimulus,
• a sudden stimulus,
• presence of a threatening, overwhelming stimulus,
• delay in achieving goal.
As well as type (positive or negative), we also allow for conditions to have degree.
That is, stimuli can be moderately or highly desirable, or moderately or highly un-
desirable. Following a dimensional view of emotion, for determining an appropriate
emotional state we use a Valence-Arousal-Dominance (VAD) representation (for more
detailed discussion on the emotional dimensions of valence, arousal and dominance see
Chapter 2, section 2.2.2) to model basic emotional states, in a manner analogous to
Russell’s approach [150]. The purpose of using Russell’s ideas is to create an integrated
scheme for internal and external representation of robot’s transient affective states that
have a reasonable chance of being understood by a human observer. In the presented
computational model we use emotions in a robot not for their own sake, it is a matter
of creating an approximation of a natural biological system state that could fit into an
explanatory model for a human collaborator. Thus, in the presented computational
model arousal (A in Figure 5-1) represents the strength of a stimulus, the valence (V
in Figure 5-1) shows a positive/negative value of a stimulus, and the dominance (D in
Figure 5-1) shows the level of control a robot has on its current environment.
All the detected conditions influence valence, arousal and dominance values and
thereby a robot’s emotional state (ES1 ... ESn in Figure 5-1). For example, detect-
ing presence of a desired stimulus generates positive valence of the emotion in the
VAD module, a sudden stimulus generates positive / high arousal of the emotion, and
presence of a threatening stimulus generates negative / low dominance.
Following a dimensional view of emotion, we also use intensity (EI1 ... EIn in
Figure 5-1), as an additional property of an emotion. Initially, BOD architecture does
not include the property of intensity. However, this concept is important for our model
as it allows implementing temporal characteristics of emotion. Emotional intensity in
our model is an internal state of an agent, which is changed dynamically while robot is
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Figure 5-2: A condensed view of a drive collection. It specifies the behaviour of the robot agent
and contains four behaviour drives, prioritized top to bottom. In our model, drives correspond
to emotional states.
experiencing an emotion. Intensity depends on time, number of detected stimuli, and
an impact factor of an executed behaviour.
Each emotional state relates to a specific behavioural drive of a dynamic action plan,
as specified in Figure 5-2. The plan follows the characteristics of BOD action selection
plan. It consists of drives (D1 ... Dn in Figure 5-2) which are prioritized based on each
drive’s position in the action plan. The higher the drive in the plan the higher is its
priority. Each drive is designed to represent a specific emotional state earlier triggered
in the robot, for example drive D1 represents the state of fear. There is a special
case which is the lowest-priority drive Dn. The lowest drive should always be able to
execute as it is also treated as a fallback. The primary action of each drive is always an
emotional expression of the specific emotional state. It is followed by a secondary set
of actions that correspond to a behaviour associated with the selected emotional drive.
We use an impact factor as a property of a behaviour that depresses the intensity of
the emotion this behaviour was triggered by. While the selected behaviour is being
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Figure 5-3: Latched process of ’feeling’ an emotion.
executed it inhibits the intensity of the emotion it was triggered by, i.e. intensity of an
emotion is a function of a behavioural impact over time.
‘Feeling’ an emotion or emotional arbitration is modelled as a latched process [35].
The original BOD architecture does not contain this option. We implemented it as
an addition to our model in order to improve the process of emotional arbitration
and dithering between different emotional states in real-life human-robot interaction
situations. While ‘feeling’ an emotion an intensity of the emotion is increasing over time
from zero value until the maximum threshold of 100 (percent), and is reducing back to
zero after the executing behaviour inhibits it. The expression of an emotional signal
behaviour starts after an increasing intensity of the emotion reaches the specified level
threshold1 and stops when the specified level threshold2 is reached while the intensity
is decreasing, as shown in Figure 5-3. The red line over the time axis shows the time
period while the emotion is being expressed. The execution of the selected signal
behaviour starts when the intensity of an emotion reaches threshold3. The execution
of behaviour, if not interrupted, stops when intensity of the emotion is zero. The green
line below the time axis in Figure 5-3 indicates the period of time while the selected
behaviour is being executed. The execution of the selected behaviour starts when the
intensity of an emotion reaches a specific level which is above the level of the start of
expressing the emotion and below the maximal intensity level. The execution of signal
behaviour, if not interrupted, stops when intensity of the emotion is zero.
The only way to interrupt the behaviour associated with the selected emotional
drive is by having a higher activation due to an environmental interrupt which disturbs
the current behaviour and either resets or memorizes the current activation. This
phenomena was modelled inspired by nature. For example, an animal is calmly feeding
and a predator jumps out of cover. If the current behaviour associated with a calm
emotional state is not instantly interrupted the animal would simply die. The same
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applies to the behaviour of the robot agent based on our emotional control model. For
managing interruptions, the following rules are used in our model: if an interruption
happens when emotion intensity is below the threshold3 level the behaviour stops,
otherwise the behaviour is resumed.
A latched process of emotional intensity helps the system not to get ‘stuck’ swapping
rapidly back and forth between two emotions, thus solving a common problem in other
behaviour-based architectures. There is always a delay between the expression of an
artificial emotion and the initiation of a behaviour it selects. Such a delay serves two
important purposes: 1) this presents a co-worker with the opportunity to infer its state
and potential next action in relation to their own actions, and to adjust their work
accordingly, 2) it has a role of an emotional ’memory’ and makes the system more
robust.
5.3 Proof of Concept
We have implemented the described emotionally-driven robot control architecture in
the physical mobile robot E4, described in Chapter 3, section 3.3.1. This robot has a
set of tools for sensing its environment and detecting the conditions that could trigger
specific emotional states. These are the following sensors:
• Light Sensor. It outputs the intensity of detected light. This sensor is used
to detect how dark is the environment. It can also be used to detect obstacles
occurring in front of the sensor.
• Ultrasonic Sensor. This sensor generates sound waves and reads their echoes to
detect and measure distance from objects in inches or centimetres.
• Sound Sensor. This sensor is able to measure noise levels in decibels.
• Touch Sensor. The sensor reacts to touch and release and can detect single or
multiple button presses.
5.3.1 Design of Emotional States and Their Correspondence to the
Environment
We have designed four emotional states: fear (ES1), surprise (ES2), happiness (ES3)
and sadness (ES4). These states are associated with three emotional dimensions of
valence, arousal and dominance in the way described in the Table 5.1. Mapping between
dimensions of VAD and emotional states was done based on previous research discussed
in Chapter 2. Each of designed emotional states was associated with an emotional
intensity variable EI that could change in the range from 0 to 100. For the sake
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of simplicity we associated each emotional intensity variable with the same value of
increase/decrease rate.
Emotional State Valence Arousal Dominance
fear -1 +1 -2
happiness +2 +1 +1
sadness -2 -2 -1
surprise 0 +2 0
Table 5.1: Mapping between four designed emotional states and three emotional dimensions
of valence, arousal and dominance.
Each designed emotional state was triggered by a specific condition that could be
detected by the robot in its environment.
• Condition C1: the emotional state of fear was triggered by the presence of a
close obstacle in front of the robot. The robot was programmed to react to either
any obstacle detected by its ultrasonic sensor in the distance smaller than 10
cm or an obstacle detected by its touch sensor. Such a combination of trigger
and a reaction corresponds to a possible real life scenario when it should react
to somebody or something that either approaches or unexpectedly appears too
close to it.
• Condition C2: the emotional state of surprise was triggered by a sound louder or
equal to 65 dB detected with its sound sensor. This is a simplification of a real
life scenario when a robot should react to a sudden loud noise.
• Condition C3: the emotional state of happiness was triggered by the light inten-
sity value higher than 60 on a normalized scale from 0 to 100. The light intensity
was programmed to be detected with a robot’s light sensor. This condition was
inspired by a possible search-and-rescue scenario when a robot should find the
way out of the debris.
• Condition C4: the emotional state of sadness was triggered by the light intensity
value lower than 30 on a normalized scale from 0 to 100. The light intensity was
programmed to be detected with a robot’s light sensor. This was a condition
opposite to the previous C3 condition and also inspired by a possible search-and-
rescue scenario where a robot should avoid very dark areas.
5.3.2 Design of Emotional Expressions
As discussed earlier, each emotional state of a robot in our model should be mapped
to a specific emotional expression EE and an emotionally triggered behaviour EB. We
have programmed the following expressions and behaviours for the designed emotional
states:
71
Chapter 5. Emotionally Driven Robot Control Architecture for Human-Robot Interaction
• When the emotional state of fear was activated the robot was programmed to
immediately stop and move 5cm back. At the same time it raised its hands. Such
an expression was designed based on the previous research discussed in the chapter
2. The whole chain of actions containing a stop, moving back and raising hands
was called the emotional expression EE1. The emotionally triggered behaviour
EB1 was inspired by a “run away” behaviour and consisted of the following robot’s
actions: turning 180 degree and moving forward with a high speed for 2 sec. We
designed such a behaviour as a response to a fear state because it could reduce
the risk of a possible damage in a real life situation and thus it logically could
reduce the level of emotional intensity associated with a fear state.
• When the emotional state of surprise was activated the robot was programmed
to immediately stop and raise its hands. Such an expression was designed based
on the previous research discussed in the chapter 2. The combination of actions
containing a stop and raising hands was called the emotional expression EE2.
The emotionally triggered behaviour EB2 consisted of the following robot actions:
turn left 90 degree, turn right 180 degree, turn back left 90 degree. We designed
such a behaviour as a response to a surprise state because in a real life situation
it could help a robot to collect more information about the current environment
and thus reduce the risk of experiencing further unpredicted distractions.
• When the emotional state of happiness was activated the robot was programmed
to raise its hands two times. Such an expression was designed based on the previ-
ous research discussed in the chapter 2. These actions were called the emotional
expression EE3. The emotionally triggered behaviour EB3 consisted of the fol-
lowing robot’s actions: go forward with a 1.5 times higher speed. We designed
such a behaviour as a response to a happiness state because in a real life situation
it could help a robot to faster reach the way out of the debris.
• When the emotional state of sadness was activated the robot was programmed to
lower its hands. Such an expression was designed based on the previous research
discussed in the chapter 2. This action was called the emotional expression EE4.
The emotionally triggered behaviour EB4 consisted of the following robot’s ac-
tions: go forward with a 1.5 times lower speed. We designed such a behaviour as
a response to a sadness state because in a real life situation it could help a robot
to approach more dangerous areas with a less risk of damage for its body.
5.3.3 The Rules of Emotional Arbitration
The rules for the emotional arbitration were the same for each emotional state / drive
and were programmed as following:
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Figure 5-4: Interruptions in emotional action selection.
• The emotional expression EE for any emotional state ES starts when its emotional
intensity EI reaches the threshold1 level that is equal to 1.
• The emotional expression EE for any emotional state ES stops when its emotional
intensity EI reaches the threshold1 level that is equal to 100.
• The execution of the emotionally triggered behaviour EB starts when the intensity
of an emotion EI reaches the threshold3 level that is equal to 100.
• The execution of behaviour EB if not interrupted stops when intensity of the
emotion EI is equal to 0.
• The interruption means that at any time moment the intensity level for the
emotional state x becomes greater than the intensity level for another emotional
state y, i.e. EIx > EIy.
• If an interruption happens when emotionally intensity EI for the emotional state
ES is below the threshold3 the behaviour EB stops and the intensity EI is initial-
ized to 0, otherwise the behaviour and the intensity value are paused and resumed
after the interruption finishes.
The implementation of the described emotionally driven robot control model in
the physical robot E4 was successful. The robot was able to detect the designed trig-
gers. It correctly calculated in real time its internal emotional state based on the
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pre-programmed rules mapping the environmental triggers to the VAD values. It asso-
ciated the combinations of VAD values with one of four designed emotional states or
the neutral state in case no trigger was detected. The robot was able to activate the de-
signed emotional expressions and corresponding emotionally triggered behaviours based
on the calculated emotional state. It was also able to deal with the changing environ-
ment in terms of arbitrating emotional interruptions according to the pre-programmed
rules discussed previously.
Figure 5-4 shows the representation of the robot’s dynamically changing internal
states and their intensity during the experimental test. As shown, the robot first detects
the environmental change EC1 that triggers the drive of fear. According to the model
rules, the robot performs the emotional expression EE1. While the robot is doing this,
the intensity of this emotional state EI1 increases until it reaches the value of 100.
After that the robot stops performing the expression EE1 and activates the behaviour
EB1. The emotional intensity starts decreasing. When being at the level of 47, the
robot’s sensors detect another environmental change EC2 that triggers the drive of
surprise. The robot pauses the execution of the behaviour EB1 and memorizes the EI1
value. It then increases the value of emotional intensity EI2 and performs the emotional
expression EE2 until the EI2 value reaches 100. Afterwards, the robot activates the
behaviour EB2 and decreases EI2 until 0. When the surprise interruption is over,
the robot resumes the previously paused behaviour EB1 and continues to decrease the
intensity EI1 from the memorized value of 47 until 0.
5.4 Discussion and Conclusion
In this chapter we presented an emotionally based computational model of action se-
lection to control robot behaviour in human-robot interaction scenarios. We have
implemented the described model as a proof of concept. The physical robot E4 with an
implemented model has successfully interacted with the environment and was able to
express its internal emotional state and to change its behaviour dynamically according
to the implemented actions’ interruptions scheme.
However, the presented model of emotional action selection raises several design-
related concerns that need more research. First, it is not clear what should be the
relation between the discrete emotional state and the emotional dimensions of valence,
arousal and dominance. When designing the robot’s behaviour it could be obvious for
the designer that the robot’s expression should be e.g. highly positive or the robot
should be highly aroused in response to some conditions. But it is not always obvious
what emotional state should be associated with the desired dimensional value. Further
research is needed to understand and clarify the relation between the three emotional
dimensions and the discrete emotions.
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Secondly, it still is an open question in the up-to-date HRI research how to design
the emotional expressions in robots that would be understandable by human observers.
There exist many studies that focus on human-like facial expressions that help represent
various emotional states in robots but more research is needed in the area of emotionally
expressive body language in robots, especially non-humanoid.
It is also important to understand what effect could the situational context have on
the perception of robot behaviour. When designing robot emotional expressions and
actions, it is important to know whether its behaviour could override the impression
brought by environmental context or not.
In further chapters we will investigate and discuss in more details the design and
implementation issues associated with the model of emotional action selection in robots
for the purpose of human-robot interaction. In Chapter 6 we will present a design
scheme for modelling emotionally expressive robot body movements. It will inspect
the relation between several discrete basic emotions and the emotional dimensions of
valence, arousal and dominance. In addition, we will present and study a set of design
parameters that enable the creation of emotionally expressive behaviours.
In Chapter 7 we will investigate and discuss the effect of situational context on
interpreting emotional robot body movements from the human observer’s point of view.
In Chapter 8 we present the concept of emotional expressivity in robots and validate the
previously presented design scheme for modelling emotionally expressive robot body




DESIGN SCHEME FOR MODELING EMOTIONALLY
EXPRESSIVE ROBOT BODY MOVEMENTS
6.1 Introduction
In the previous chapter we presented a plausible emotionally-based computational
model of action selection to control robot behaviour in human-robot interaction scenar-
ios. The physical robot with the implemented model has successfully interacted with
the environment and performed the programmed actions and expressions. In the real
life human-robot interaction scenarios robots not only interact with the environment
but also with the surrounding people. Robots are going to work together with people in
human-robot teams in the future. In order to work successfully as a team, the members
of that team should have a certain level of mutual understanding. Each team member
should be able to understand the current status of the other team members: is (s)he
successful in what (s)he is doing, does (s)he need help, what his/her intentions are.
In human teams, this knowledge often comes from social communication and specific
non-verbal behavioural cues, such as emotional expressions. However, in human-robot
teams there is a lack of such a communication.
This chapter presents a design scheme for expressing artificial emotional states in
non-humanoid robots and thus addresses the second research question outlined in the
Chapter 1 and formulated as “RQ2. Can robotic bodily expressions be generated and
emotionally charged in a systematic pre-structured manner to evoke a desired emotional
interpretation?” This chapter focuses on creating a system for designing a specific
robotic body language that could help humans to better understand robot states and
intentions in different situations that could occur in a simple working environment.
Previous studies have shown that people can understand emotional states expressed
by robots using facial expressions [76, 154]. Less research has been conducted on the
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possibility of expressing robotic emotions with sounds [140] and body language [15, 74]
in humanoid robots. However, very little prior work has addressed the opportunities
and challenges of creating an emotionally expressive body language for non-humanoid
robots [165], as discussed in Chapter 2, section 2.3.3.
In this chapter we focus on emotional body language for non-humanoid robots. We
propose a design scheme for modelling emotionally expressive robotic movements. We
hypothesize that expressions designed according to the scheme help people recognize
five basic emotions implemented in a non-humanoid robot with a better-than-chance
recognition level. Previous psychological studies have suggested that the discrete model
of basic emotions is not always enough to explain all the complicated nature of an
emotional experience [40]. The dimensional approach has been argued to encompass a
greater degree of subtlety that supports interpretation of emotional states [40]. In HRI
research, a dimensional approach is often used as well for mapping emotional robot
expressions to a specific internal state [153], as discussed in more detail in Chapter 3,
section 3.4.1. In our study we also assume that basic emotions could not explain the
whole image of how people see and understand robots. Thus we decided to addition-
ally analyse whether our proposed scheme shows any relation between the parameters
implemented in a robot and perceived emotional dimensions of valence, arousal and
dominance. In order to investigate whether robotic bodily expressions generated using
the proposed design scheme evoke a desired emotional interpretation, we implement
the dynamic expressions of five basic emotions of fear, anger, happiness, sadness and
surprise into a non-humanoid robot E4 and ask people to recognize the implemented
expressions in our study. The results of the study show that the accuracy of recognition
is high for all the emotions, mostly due to a high level of recognition specificity and a
high number of true negatives. The values of recognition ratio exceed the chance level
for four recognized emotions of fear, anger, happiness and surprise. The recognition
ratio of sadness is below the chance level in this study, which suggest that the static
posture may represent sadness better than a dynamic expression. The robot expres-
sions of anger and fear are sometimes misclassified as surprise, while the expression
of surprise is most often misclassified as fear and the expression of happiness is some-
times misclassified as anger. Such errors suggest that some design parameters do not
communicate the full emotional information a specific discrete emotion includes, but
rather provide observers with the information useful to better detect one emotional
dimension and give less information about another dimension. In general, the results
show that the parameters of our suggested model are related to the perceived level of
valence, arousal and dominance. Thus, our model can be used by HRI researchers as a
basis for implementing a set of emotions in non-humanoid robots.
As a second focus of the study we present the analysis of the human observers’
perception of a robot performing emotionally charged movements according to the pre-
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sented scheme. Human perception is measured using a part of the Godspeed question-
naire that consists of perceived anthropomorphism, animacy, likeability and perceived
intelligence of a robot. This addresses the fourth research question formulated as “RQ4:
What are the effects of robotic emotional bodily expressions on people’s attitude to-
wards a robot?” The results of the study presented in this chapter demonstrate that
people perceive emotionally expressive robots as more anthropomorphic, more animate
and even more likeable. Specifically, in terms of Anthropomorphism, emotional robots
expressing any of five basic emotions of fear, anger, happiness, sadness or surprise are
perceived as being more natural, more humanlike and more conscious. In terms of
perceived Animacy of the robots expressing these five emotions, emotional robots are
rated as more organic, lifelike and responsive comparing to non-emotional. In terms of
Likeability, emotional robots expressing fear, happiness, sadness or surprise are per-
ceived as more pleasant and being liked more than non-emotional. In addition, the
results of the study reveal that robots are perceived as more responsible when they
express the emotions of anger or surprise. And finally, emotional robots expressing
any of five basic emotions of fear, anger, happiness, sadness or surprise are perceived
as being more intelligent. The results of this research suggest that, in a context of a
joint human-robot activity, emotionally expressive robots will be able to better engage
people in interaction. The enhanced attitude towards emotionally expressive robots
could create a higher level of empathy between people and robots and thus improve
social coordination between them for the purpose of a better collaboration.
The scheme presented in our study is an important step in HRI research as it is
expected to give other researchers a general design system for fast and easy creation of
recognizable emotional expressions in different types of non-humanoid robots.
6.2 Approach
The expressive behaviours that have been programmed into the robot have been com-
putationally modelled as a simplification of what is known about behaviours that are
associated with human and animal emotions. The critical aspect of a robotic emotional
signalling system is that the behaviours it generates must be well matched to what is
familiar to people. This approach is intended to make a robot’s behaviour accessible
to the intuitions of a person who observes it. Thus our study focused on perhaps
the most fundamental behavioural form of approach-avoidance, which is considered
to be a set of universal movements of all animals [8]. Numerous studies have linked
approach-avoidance motivations to emotional characteristics [75].
In our study, both approach and avoidance behaviours were analysed from the
perspective of robot observer. In addition, we employed Laban’s body expression theory
[93]. Labanian theory, also used in HRI studies [161], classifies elements of expression
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contained in a body movement into two categories named Shape and Effort, where
Shape is a feature that concerns overall posture and movement, while Effort is defined
as a quality of the movement.
In order to define the Shape of emotional robot movements, we linked the emotional
expression to a more general ‘goal’ of the expressive robot of either becoming closer to
an observer by moving closer or becoming bigger without moving closer, as presented in
the Figure 6-1. These two groups of movements although very different by their nature
could both fulfil the purpose of a perspective approach from the observer’s point of view
and thus communicate a certain emotional cue. In order to generalize the framework
of emotional expressions to different types of robots, we linked each possible movement
to a specific part of a body in accordance with anatomical body planes that could be
applied to both humanoid and non-humanoid bodies. Different features of Shape are
organized hierarchically in Figure 6-1, with the highest level of abstraction on the left
and the lowest - on the right. The lowest level of abstraction is a specific emotion
associated with higher levels. The emotions are linked to higher level parameters based
on previous research in human body language [15, 44, 85, 41, 180].
Although Laban’s theory describes quality of movement as a matter of dance effort,
in the context of HRI the term Quality is used to capture dynamics of an expressive
movement. Quality is divided into three subcategories: energy (strength of the move-
ment), intensity (suddenness), and a flow/regularity category, which is itself subdivided
into the duration of the movement, changes in tempo, frequency and trajectory of the
movement. Figure 6-2 presents these subcategories as a part of the whole modelling
system. Different features representing Quality of the movement are organized in the
same hierarchical nature in Figure 6-2, as Shape categories. The emotions on the lowest
level are linked to higher level parameters based on previous research in human body
language [74, 44, 85].
6.3 Method
We have been experimenting with the same E4 robot that was presented in Chapter 3,
section 3.3.1. The following robot’s construction features were important for the study
described in this chapter: the robot had two motors that allowed it 1) to move forward
and/or backwards on the surface, 2) to move its upper body part. The upper body
part was constructed in such a way that the robot’s hands were connected and moved
together with robot’s neck and eyebrows. Neck could move forward / backwards, hands
could move up and down, and eyebrows could also rise up and down. These features
allowed us to experiment with alternative values for parameters of Shape and Quality.
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Figure 6-1: Shape as a category of the emotional modelling system.
81
Chapter 6. Design Scheme for Modeling Emotionally Expressive Robot Body Movements
Figure 6-2: Quality as a category of the emotional modelling system.
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6.3.1 Use of the Scheme for Expressing Basic Emotions
In the study we designed five emotional expressions of fear, anger, happiness, sadness
and surprise. Figure 6-3 presents several screenshots of the expression of fear, which
was designed as follows: 1) The robot suddenly stops in front of the obstacle. This
corresponds to the design parameter of high Intensity (suddenness of the movement).
2) The robot moves its upper body backward. This movement corresponds to both
a parameter of Avoidance (transfer weight backward) and high Frequency. 3) The
robot moves backwards away from the obstacle with a high speed. This movements
is associated with the parameters of Avoidance (move the body backward)and high
Energy (tempo), as described in Section 2.2.3.
Figure 6-3: Emotion of fear expressed by the robot E-4
Figure 6-4 presents several screenshots of the expression of anger, which was de-
signed as follows: 1) The robot stops in front of the obstacle and suddenly moves its
head forward towards it. Such a movement is associated with both high Intensity (sud-
denness of the movement) and Approach (move upper body forward). 2) The robot
moves closer to the obstacle with the higher than normal speed. These correspond to
Approach (move towards the object) and high Energy (tempo). 3) The robot suddenly
stops close to the obstacle and again moves its head forward towards it. These corre-
spond to high Intensity (suddenness) and Approach again, as described in Section 2.2.3.
Figure 6-4: Emotion of anger expressed by the robot E-4
Figure 6-5 presents several screenshots of the expression of happiness, which was
designed as follows: 1) after finishing its task the robot shortly raises its hands and its
eyebrows once, 2) the robot moves forward towards the observer and stops after some
time, 3) then it shortly raises its hands and eyebrows one more time. The expressed
movements correspond to the parameters of Approach, such as Moving limbs away
from the body and high Frequency, as described in Section 2.2.3.
83
Chapter 6. Design Scheme for Modeling Emotionally Expressive Robot Body Movements
Figure 6-5: Emotion of happiness expressed by the robot E-4
Figure 6-6 presents several screenshots of the expression of sadness, which was
designed as follows: 1) the robot smoothly stops in front of the obstacle, 2) it slowly
turns towards the observer, 3) it slowly moves towards the observer with its eyebrows
down. The expressed movements correspond to the Quality parameters only, such as
low Intensity (not sudden movements), low Frequency, and low Energy resulting from
light Strength of the movement and slow Tempo, as described in Section 2.2.3.
Figure 6-6: Emotion of sadness expressed by the robot E-4
Figure 6-7 presents several screenshots of the expression of surprise, which was
designed as follows: 1) the robots suddenly stops after the obstacle falls down in front
of it, 2) immediately after, the robot moves its upper body backward. The expressed
movements correspond to the parameters of high Intensity (sudden stop) and Avoidance
(upper body backward) as described in Section 2.2.3.
Figure 6-7: Emotion of surprise expressed by the robot E-4
The movement features used to create five emotional expressions of the E4 robot
inform our design scheme compounding twenty-three design parameters of expressive
Shape and Quality, that will be presented later in Chapter 8, Table 8.1. In the up-
dated and improved design scheme, presented in Table 8.1, all the movement features
that define how the overall posture of a robot changes in terms of its physical form,
correspond to the design parameters of expressive Shape. All the performative char-
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acteristics of robot movement, such as strength or frequency, correspond there to the
design parameters of expressive Quality.
6.3.2 Measures to Evaluate Recognition of Emotional Expressions
The independent variable of this study is the emotional expression presented by the
robot. In our study we used five emotional expressions: afraid, angry, happy, sad and
surprised. We also implemented a control expression with no emotion when a robot
does not react affectively to a change of the environment. The dependent variable
was an emotional term, selected by participants and based on their recognition of the
expressed emotion. We offered participants seven terms to select from: afraid, angry,
happy, sad, surprised, not emotional, other. The measure used to obtain results for
this research question was the recognition ratio r(pi, ej) for each expression, which was






pi = expression number i ,
ej = selected emotional code number j;
Nij = number of responses (pi, ej);
N = total number of responses.
In order to evaluate in more details the results of expressions recognition by par-
ticipants, we additionally calculated the values of true positives, true negatives, false
positives, false negatives, Accuracy, Recall, Precision, Specificity and F-score for each
expression. True positives (TP) are cases in which the participants recognized the pre-
sented robot’s emotional expression with the same label as the expression was designed
to present, e.g. the expression of fear was recognized as fear. True negatives (TN)
were calculated as the number of cases when the robot was not expressing a particular
emotion and the participants did not recognize it as that particular emotion, e.g. any
expression of the robot which was not fear was recognized as not fear. False positives
(FP or Type I error) are the cases when participants recognized as a particular emotion
the one which was not actually presented to them, e.g. the expression of not fear was
recognized as fear. False negatives (FN or Type II error) are the cases when the par-
ticipants were presented with a particular emotion but did not recognize it correctly,
e.g. the robot’s expression of fear was recognized as not fear.
The four values of TP, TN, FP and FN let calculate several rates that are often used
for evaluating the ability to correctly recognize presented input, in our case - presented
emotional expression of the robot. Accuracy is the term most often used for evaluating
the correctness of classification. It shows how often, overall, participants were correct in
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Table 6.1: Calculating Specificity, Recall, Precision and Accuracy using true positives (TP),
true negatives (TN), false positives (FP) and false negatives (FN).
recognizing robot’s emotional expressions. Accuracy is often associated with systematic
errors, while Precision is associated with random errors. Precision shows how often a
specific emotion was correctly recognized when presented to participants through a
robot’s expression. Recall, otherwise called True Positive Rate or Sensitivity, relates
to the ability of participants to correctly detect emotions expressed by the robot. In
other words, Recall shows how often the emotion is recognized correctly when presented
through the robot’s expression. Specificity relates to the ability of participants to
correctly detect that the particular emotion was not presented to them through a
robot’s expression. Specificity is a proportion of cases when participants recognized
the particular emotion as not present and it was not actually presented. The Table 6.1
presents an overview of how all the terms are calculated and related to one another.
The final value used to measure the accuracy of recognition is the F-score (F1).
It considers both the precision and the recall to compute the score and is called a
harmonic mean of them both. F-score is useful as it is a single measure that allow
comparing the results of different tests. F-score is calculated as defined by Eq. 6.2.
F1 = 2 ∗ Precision ∗Recall
Precision+Recall
(6.2)
6.3.3 Model’s Parameters and Emotional Dimensions
We used an experimental study to investigate the causal relations between the param-
eters of affective robotic expressions and a perceived emotional dimension. We focused
on a subset of the parameters of the model were implemented in our experiment. We
implemented the following parameters in five affective expressions and one neutral:
1. Approach/avoidance parameter. This parameter was not used for the expression
of sadness.
2. Energy/speed parameter, defined as an average power of robot’s motors per ex-
pression, where 100 (%) is a maximum.
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EmotionID Approach / Avoidance Energy Intensity Duration, sec Frequency
1 (fear) Avoidance 100 1 0.63 1.59
2 (anger) Approach 75 1 2.58 0.78
3 (happiness) Approach 67 1 3.33 0.60
4 (sadness) mixed (not used) 27 0 12.0 0.17
5 (surprise) Avoidance 75 1 1.0 1.00
6 (not emotional) Neither 0 0 0.0 0.00
Table 6.2: Defining the main parameters of the framework.
EmotionID Description Valence /
Pleasure
Arousal Dominance
1 afraid -1 +1 -2
2 angry -1 +1 +2
3 happy +2 +1 +1
4 sad -2 -2 -1
5 surprised 0 +2 0
6 not emotional 0 0 0
Table 6.3: Mapping between discrete emotions and three emotional dimensions.
3. Time/intensity parameter, defined as +1 when robot’s expressive movements were
programmed as sudden (Motors.SmoothStart = false) , and as 0 when the move-
ments were programmed as smooth (Motors.SmoothStart = true).
4. Flow/regularity parameter, consisted of two sub-parameters:
(a) Duration of the expression
(b) Frequency of movement, defined as Number of hands’ movements / Duration
For each of the expressions the values of parameters presented in Table 6.2 were
used as independent variables.
The values of recognized valence, arousal and dominance were used as dependent
variables in our study. We used a Mehrabian model of emotions [108] to present
five basic discrete emotions used in our study to a three-dimensional pleasure-arousal-
dominance (PAD) space. We decided to use the PAD model firstly because it is often
used to measure the affective value of facial expressions, and second because there was
a validated questionnaire available.
The mapping between discrete emotions and the three dimensions was conducted
based on previous studies in behavioural and experimental psychology [27, 73] and is
presented in the Table 6.3. We scaled the values of all three dimensions to a 5-point
scale [-2, 2] in order to proportion it to a 5-step Self-Assessment Manikin tool [20] we
used for measuring participants’ perception.
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finishes its task suc-
cessfully.
Something negative
happens due to e.g.
robot’s fault.
Nothing happens.
Arousal Something sudden hap-
pens in the environ-
ment.




Dominance Robot has no power
to handle a situation
as something danger-
ous prevents it from
completing a task, e.g.
a big obstacle.
Robot has a power
to handle a situation
as something harmless
prevents it from com-
pleting a task, e.g. a
small obstacle.
Nothing happens.
Table 6.4: Dimensional approach for creating a context for robot emotional expressions.
Context Recorded emotional expression
Valence positive / negative Happy, angry, neutral
Arousal positive / negative Sad, surprised, neutral
Dominance positive / negative Angry, afraid, neutral
Neutral Afraid, angry, happy, sad, surprised
Table 6.5: A list of emotional expressions, presented to participants.
6.3.4 Creating Context
In order to analyse the effect of presented situational context on participants’ percep-
tion of emotions we created several contexts for each expression. We used the same
three-dimensional approach for creating a context for robot emotional expressions, as
described in Table 6.4 .
As a result, we recorded a set of videos where each context was combined with
a specific emotional expression of the same and the opposite level of the appropriate
dimension. As a consequence, we got a list of twenty three emotional expressions of
the robot in different contexts, as described in Table 6.5, each of the duration of about
5 sec.
In this chapter, we only discuss the results of the emotional expressions performed
within an appropriate context, e.g. expression of happiness performed in the context of
positive valence or expression of sadness performed in the context of low arousal. All
the details about other combinations of context and expression, as well as the impact of
the context on the perception of expressed emotions, will be discussed in the Chapter 7.
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6.3.5 Measuring the Attitudes Towards the Robot
In order to measure the observers’ attitudes towards the robot we used the Godspeed
Questionnaire Series [12], which consists of a series of 5-point Likert scales. We used
this tool in our study because first of all, it lets perform the measurements of several
key concepts in HRI, such as anthropomorphism, animacy, likeability and perceived
intelligence. These concepts are both a good general indicator of human attitudes
towards an emotional robot and also are capable of providing more detailed view on
the attitudes by e.g. going deeper from the concept of likeability to being friendly or
pleasant. Another important reason for using this questionnaire was its reliability and
validity [12]. Last but not the least was the fact that this questionnaire is widely used
in HRI research [50, 65, 92] and thus it allows to compare the results of our study with
the work of others.
The four concepts included in the part of the questionnaire we are using in our
study, are: Anthropomorphism, Animacy, Likeability and Perceived Intelligence.
Anthropomorphism refers to the attribution of a human form, human characteris-
tics, or human behaviour to non-human things such as robots. The scales included into
this part of the questionnaire are the following:
• Fake - Natural
• Machinelike - Humanlike
• Unconscious - Conscious
Animacy refers to the concept of making the robots lifelike and “sort of alive” [173].
The scales included into this part of the questionnaire are the following:
• Mechanical - Organic
• Artificial - Lifelike
• Apathetic - Responsive
Likeability refers to the level of a positive impression made by the robot. It has
been reported that positive first impressions of a person often lead to more positive
evaluations of that person [148], thus the positive impression of the robot may lead to
a more effective teamwork between the robot and the human. The scales included into
this part of the questionnaire are the following:
• Dislike - Like
• Unpleasant - Pleasant
Finally, the Perceived Intelligence concept is coping with the ability of the robot to
produce a behaviour which is perceived as intelligent to human observers. The scales
included into this part of the questionnaire are the following:
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• Irresponsible - Responsible
• Unintelligent - Intelligent
• Foolish - Sensible
6.3.6 Procedure
A within-subject design was used to assign participants to a specific task condition, i.e.
each participant was exposed to all the experimental conditions. In order to overcome
limitations of a within-subject design and decrease the impact of a learning effect, the
videos presented to each participant were randomized. We randomized the conditions
and ensured the two expressions of the same emotion were never presented one after
another.
Participants were initially given a questionnaire containing demographic questions
about age and gender. The participants were asked to sit on a chair at the table in
a quiet room, watch the recorded videos and after each of them answer the questions
from the prepared paper-based questionnaire (see Appendix C). The questionnaire
contained a Self-Assessment Manikin tool [20] and a forced-choice question regarding
the perceived emotion of the robot. In order to produce reliable results we tried to
eliminate control biases that could appear during the experiment. In order to control
biases, we prepared a written document with detailed instructions for participants (see
Appendix B) and ran a pilot study before actual data collection to identify potential
biases. In order to control biases caused by participants, we reassured the participants
that we were testing the robot’s behaviour, not them.
The experimenter stayed neutral while supervising experiments thus reducing the
chance to intentionally or unintentionally influence the experiment results. We con-
trolled environment-introduced biases by making the experimental room without no-
table distractions. The participant was seated alone at the table and the experimenter
was seating in another corner of the room in case the participant would need any help.
The duration of the experiment did not exceed thirty minutes.
One-way repeated measures ANOVA was used as a statistical test for evaluating the
relation between each parameter and a perceived emotional dimension. The G*Power
tool 1 was used to compute statistical power analyses for this test and an a priori
calculation of a required sample size showed the need of 33 participants for our within-
subject study in order to have an Effect size f= 0.3 ( where α err prob=0.05, Power
(1-β err prob)=0.95, Number of groups = 3).
1http://www.gpower.hhu.de/en.html
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6.4 Results
34 people (10 females and 24 males) agreed to participate in a study, ranging in age
from 18 to 46 (M=23.21, SD=7.42).
6.4.1 Correctness and Consistency of Recognition
In this section, we are going to present the recognition results for the expressions pre-
sented by the robot within an appropriate situational context. The results demonstrate
that the emotions of fear, anger, happiness and surprise are recognized on a better-
than-chance level when implemented according to the proposed framework.
The tabular presentation of true positives, true negatives, false positives, false neg-
atives, Accuracy, Recall, Precision, Specificity and F-score values for each presented
emotional expression are given in the Table 6.6.
TP TN FP FN Accuracy Recall Precision Specificity F-score
fear 19 160 9 15 0.88 0.56 0.68 0.95 0.61
anger 35 132 3 33 0.82 0.51 0.92 0.98 0.66
happiness 32 160 9 2 0.95 0.94 0.78 0.95 0.85
sadness 4 163 7 29 0.82 0.12 0.36 0.96 0.18
surprise 29 127 42 5 0.77 0.85 0.41 0.75 0.55
Table 6.6: The tabular presentation of true positives, true negatives, false positives, false
negatives, Accuracy, Recall, Precision, Specificity and F-score values for each presented robot
emotional expression.
Overall, the Accuracy of recognition was high for all the emotions, ranging between
the lowest 77% value for surprise and the highest 95% value for happiness. According
to the results, such a high Accuracy was mostly due to a high level of recognition’s
Specificity. The table shows that the number of true negatives for all the presented
expressions was high and this resulted in high levels of Specificity that reached 75%
for surprise and ranged between 95-98% for other emotions. Other measures, such
as Recall and precision are more varied comparing to Accuracy and Specificity. The
highest Recall rates were detected for happiness as 94% and for surprise as 85%,
showing the ability of participants to correctly recognize these two emotions presented
to them through emotional expressions of the robot. Fear and anger both had very
similar Recall rates of 56% and 51% respectively. The lowest recall rate was detected
for sadness and was as low as 12%. The Precision values were spread similarly to Recall
rates. The highest Precision was detected for anger (92%) and happiness (78%), while
the lowest values decreased to 41% for surprise and 36% for sadness.
The combination of Precision and Recall is another important measure that charac-
terizes how correctly participants were recognizing emotional expressions of the robot
presented to them. The diagram on the left part of Figure 6-8 shows that happiness and
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fear are the two most balanced emotions in terms of the values of Recall and Precision
detected when recognized them by participants. Both sadness and anger have higher
Precision than Recall. In case of surprise, Recall rate was higher than Precision. The
combination of these two values, calculated as F-score, are presented on the right part
of the Figure 6-8, showing the highest F-score value for happiness and the lowest score
for sadness.
Figure 6-8: Left: the combination of Precision and Recall for each presented emotion. Right:
the F-score values for each presented emotion.
The confusion matrix given in Figure 6-9 presents the percentages of recognition
ratio for each robot emotional expression shown to participants. Each row of the matrix
represents the shown emotional expression of a robot, while each column represents the
emotion as it was recognized by participants. The cells of the matrix are coloured so
that the greener cells show the higher percent of recognition, while the grey cells show
the lower percent of recognition. The cells with a red border represent the correctly
recognized emotions. This confusion matrix shows that the recognition ratio for such
emotions as surprise and happiness were the highest and reached 85.3% and 94.1%
respectively. The expressions of anger and fear have very similar recognition ratios
of 51.5% and 55.9% respectively. The lowest recognition ratio was for the emotion of
sadness, 12.1% only.
The confusion matrix shows that although the expression of surprise has a high
recognition ratio of 85%, other expressions, such as sadness, anger or fear were also
quite often recognized as surprise. This results in a lower F-score of surprise, as pre-
viously discussed. The expression of sadness that had the lowest recognition ratio of
12% was very often misclassified. The most common misclassification for sadness was
surprise (42.4%). However, sadness was also misclassified as fear (6.1%), anger (3%)
and other emotions, even happiness (9.1%).
To measure a certain level of agreement between the users the Fleiss’ κ statistical
measure was used. The Fleiss’ κ value calculated based on the results of expressions’
recognition showed the substantial agreement for the emotion recognized as happiness
92
Chapter 6. Design Scheme for Modeling Emotionally Expressive Robot Body Movements
Figure 6-9: Confusion matrix
and the moderate agreement for the emotion recognized as surprise. Robot emotions
of fear and anger were interpreted with a fair agreement. And finally, the emotion
interpreted as sadness had only a slight agreement, as shown in Table 6.7.
Emotional Description Fleiss’ κ value Interpretation of κ value
Fear 0.33 Fair agreement
Anger 0.37 Fair agreement
Happiness 0.79 Substantial agreement
Sadness 0.04 Slight agreement
Surprise 0.42 Moderate agreement
Table 6.7: Participants’ agreement regarding the E4 robot’s emotional bodily expressions.
The overall agreement between the participants on the four emotions of fear, anger,
happiness and surprise was on the moderate level, with overall the κ value of 0.47 and
p < 0.0001.
6.4.2 Modelling Parameters: Approach and Avoidance
In order to get more insights of why one emotions were misclassified as others, we
investigated a relation between different design parameters and values of perceived
valence, arousal and dominance. In this section, we present a relation between the
parameters of Approach and Avoidance and the three perceived emotional dimensions.
When designing emotional expressions, we used the parameter of Avoidance for the
expressions of fear and surprise and the parameter of Approach for the expressions of
anger and happiness. It may be possible that the design parameters do not directly
encode an emotional state but rather influence the perception of specific emotional
dimensions, such as dominance or arousal. For example, the use of both Approach and
Avoidance may influence a high perceived arousal and thus explain misclassification
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Valence Arousal Dominance
Mean StDev. Mean StDev. Mean StDev.
Approach 0.15 0.52 0.65 0.51 0.05 0.41
Avoidance -0.59 0.56 0.84 0.61 -0.22 0.47
neither Approach nor Avoidance -0.08 0.20 -1.10 0.69 -0.11 0.58
low Energy -0.44 0.50 -0.07 0.66 -0.26 0.62
medium Energy 0.03 0.67 0.66 0.52 0.09 0.42
high Energy -0.22 0.61 0.99 0.67 -0.63 0.76
low Intensity -0.13 0.23 -0.77 0.52 -0.16 0.42
high Intensity -0.17 0.49 0.73 0.50 -0.07 0.35
short Duration -0.44 0.50 0.72 0.62 -0.47 0.52
medium Duration 0.03 0.67 0.74 0.57 0.22 0.51
long Duration -0.22 0.61 -0.07 0.66 -0.26 0.62
low Frequency -0.22 0.61 -0.07 0.66 -0.26 0.62
medium Frequency -0.01 0.56 0.66 0.52 0.09 0.42
high Frequency -0.75 0.69 0.99 0.67 -0.63 0.76
Table 6.8: Mean values and standard deviation values of perceived valence, arousal and dom-
inance for different parameters of emotional robot expressions.
between certain emotional expressions. On the other hand, the use of Approach may
result in a high perceived dominance, while the use of Avoidance may result in a
low perceived dominance. Thus, this design parameter may help differentiate between
certain emotional expressions. The results presented in this section explain that there
are very few misclassification between the emotions of happiness or anger because both
of them include the design parameter of Approach. The same is true for the emotions
of fear and surprise as they both include Avoidance.
We used a repeated measures ANOVA test for investigating a relation between
different parameters of emotional robot expressions and a value of perceived valence,
arousal and dominance. The results of the test for all the tested design parameters are
presented in the Table 6.8.
The repeated measures ANOVA test with a Greenhouse-Geisser correction did not
reveal any significant difference between the perception of arousal, although both ap-
proach and avoidance significantly (p < 0.0005) raised the perceived level of arousal
comparing to a neutral robot expression. Mean scores of valence differed significantly
between a neutral expression, approach and avoidance (F(1.74,57.49) = 32.399, p <
0.0005). The mean score of valence for the expression of avoidance was negative and
was significantly lower (p < 0.0005) comparing it to a positive mean of valence for
approach or to a neutral expression. Mean scores of dominance also differed signifi-
cantly between a neutral expression, approach and avoidance (F(1.75,57.68) = 3.76,
p = 0.035). Approach expressions determined a significantly higher positive value of
a perception of dominance, while avoidance resulted in a significantly lower negative
value of dominance (p = 0.011).
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Figure 6-10: Plots of the Mean values and Standard Deviation of the ratings for the emotional
expressions containing approach, avoidance and neither approach, nor avoidance
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These findings help explain why there was very few misclassification between the
emotions of happiness or anger, both of which included the design parameter of Ap-
proach, and the emotions of fear and surprise both including Avoidance. For example,
happiness was never misclassified as fear or surprise. On another hand, happiness was
recognized as anger in 6% of cases, and both these emotions were designed using an
Approach parameter.
6.4.3 Modelling Parameters: Energy
We used high Energy for designing the expressions of fear, surprise and anger, and low
Energy for the expressions of sadness. In this section, we present a relation between the
design parameter of Energy and the three perceived emotional dimensions of valence,
arousal and dominance, in order to understand how this design parameter influence the
recognition of the designed emotional expressions. The findings explain a small number
of misclassifications between the emotions of fear or anger, both of which represent high
Energy, and the emotion of sadness representing low Energy.
A repeated measures ANOVA with a Greenhouse-Geisser correction revealed that
the mean scores of valence for different energy levels differed statistically significantly
(F(2.73,90.16) = 16.02, p < 0.0005), the same as the mean scores of dominance
(F(2.19,72.58) = 9.94, p < 0.0005) and arousal (F(2.31,76.25) = 80.45, p < 0.0005).
Expressions implemented with a high energy statistically significantly reduced the va-
lence and dominance perception comparing to both a medium energy (p < 0.0005), low
energy (p = 0.002 for valence and p = 0.038 for dominance) and a neutral expression (p
< 0.0005 for valence and p = 0.022 for dominance). Therefore, we can conclude that a
high energy of expression elicits a statistically significant reduction in the perception of
valence and dominance. At the same time, higher speed representing higher energy of
expressions significantly raised perceived arousal when changing from low to medium
(p < 0.0005) and from medium to high level (p = 0.014). The mean values of the
ratings of valence, arousal and dominance for all the robot emotional expressions of
low, medium and high energy are presented in Figure 6-11.
These findings help explain a little number of misclassification between the emotions
of fear or anger, both of which represent high Energy, and the emotion of sadness
representing low Energy. For example, fear was never misclassified as sadness and
anger was misclassified as sadness in only 9% of cases. At the same time anger was
misclassified as surprise, designed with the same level of Energy, in 21% of cases.
6.4.4 Modelling Parameters: Intensity
We used high Intensity to design the expressions of fear, happiness, surprise and anger,
and low Intensity for the expressions of sadness. In this section, we present a relation
between the design parameter of Intensity and the three perceived emotional dimensions
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Figure 6-11: Plots of the Mean values and Standard Deviation of the ratings for the emotional
exressions of low, medium and high energy.
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of valence, arousal and dominance, in order to find the relation between this design
parameter and the recognition of the designed expressions. The findings presented
in this section do not provide enough evidence to claim that the design parameter of
Intensity helps in recognizing any specific emotion.
A repeated measures ANOVA test with a Greenhouse-Geisser correction did not
find any statistically significant difference of perceived valence (F(1.00,33.00) = 0.28,
p = 0.60) or dominance (F(1.00,33.00) = 2.07, p = 0.16) between different intensity
levels. However, higher intensity determined a significant increase in arousal perception
of expression (F(1.00,33.00) = 154.94, p < 0.0005).
These findings do not provide enough evidence to claim that the design parameter
of Intensity helped recognizing any specific emotion. Based on this parameter, the
emotional expression of sadness was designed exploring low intensity, while all the
other emotional expressions of robot were designed using high Intensity of movements.
The recognition ratio of sadness was as low as 12% and it was misclassified as other
emotions regularly.
6.4.5 Modelling Parameters: Duration
We used short Duration to design the expressions of fear and surprise, medium Dura-
tion for the expressions of happiness and anger, and long Duration for the expressions
of sadness. In this section, we present a relation between the design parameter of
Duration and the three perceived emotional dimensions of valence, arousal and dom-
inance, in order to understand how this design parameter influence the recognition of
the designed emotional expressions. The findings show that short and medium Dura-
tion of expression influence a significantly different perception of valence and thus help
successfully discriminate between happiness and fear. At the same time, this design
parameter helps to separate fear from anger.
Regarding a duration of robot expressions, a repeated measures ANOVA with a
Greenhouse-Geisser correction revealed a statistically significant difference in percep-
tion of both valence (F(2.72,89.74) = 6.4, p < 0.005), arousal (F(2.54,83.87) = 72.893,
p < 0.0005) and dominance (F(2.23,73.51) = 11.0,p < 0.0005). Valence perceived for
the expression with a short duration (up to 1 sec) was significantly lower (p = 0.003)
than valence of the expressions of a longer duration (2 to 3.3 sec). Low and medium
duration of expressions (positive up to 3.3 sec) was perceived with a significantly (p <
0.0005) higher arousal level than a long duration of an expression (12 sec), thus making
long duration a good indicator of negative arousal.
Medium duration of expression resulted in a significantly (p< 0.05) higher perceived
dominance level than low or high levels of expression’s duration. The mean values of
the rating of valence, arousal and dominance for all the robot’s emotional expressions
of short, medium and long duration are presented in Figure 6-12.
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Figure 6-12: Plots of the Mean values and Standard Deviation of the ratings for the emotional
expressions of short, medium and long duration.
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Based on these findings, short and medium Duration of expression influence a signif-
icantly different perception of valence and thus help successfully discriminate between
such emotions as e.g. happiness and fear. At the same time, this design parameter
helps to separate e.g. fear from anger, as short Duration indicates significantly lower
perceived dominance comparing to medium Duration.
6.4.6 Modelling Parameters: Frequency
We used high Frequency to design the expressions of fear and surprise, medium Fre-
quency for the expressions of happiness and anger, and low Frequency for the expres-
sions of sadness. In this section, we present a relation between the design parameter
of Frequency and the three perceived emotional dimensions of valence, arousal and
dominance, in order to understand how this design parameter influence the recognition
of the designed emotional expressions. The parameter of Frequency is applicable to
signal different levels of arousal whose perceived level raises together with the level of
Frequency. It is also good for emphasizing dominance. Low Frequency results in neg-
ative dominance, while medium Frequency indicates positive dominance. The findings
presented in this section explain the small number of misclassifications between the
emotions of fear and anger.
A repeated measures ANOVA with a Greenhouse-Geisser correction revealed a sta-
tistically significant difference in perception of both valence (F(2.73,90.16) = 16.02, p
< 0.005), arousal (F(2.31,76.25) = 80.45, p < 0.0005) and dominance (F(2.20,72.58) =
9.94, p < 0.0005) for different frequency levels.
Valence perceived for the expression with a high frequency (1.6 movement/sec) was
significantly lower (p < 0.005) than any other level of frequency (0-1 movement/sec).
Any increase in frequency rate significantly increases (p < 0.05) a perception of ex-
pression’s arousal. Both low and high frequency of emotional expressions corresponds
to a negative dominance, which is significantly different (p < 0.05) from a positive
perceived dominance of an expression of a medium frequency. The mean values of the
rating of valence, arousal and dominance for all the robot’s emotional expressions of
low, medium and high frequency are presented in Figure 6-13.
The parameter of Frequency is not only applicable to signal different levels of arousal
which perceived level raises together with the level of Frequency, but it is also good for
emphasizing dominance. Low Frequency results in negative dominance, while medium
Frequency indicates positive dominance. These findings help explain the small number
of misclassification between the emotions of fear and anger in our study. The expression
of anger was recognized as fear in only 4% of cases, while fear was never recognized
as anger at all.
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Figure 6-13: Plots of the Mean values and Standard Deviation of the ratings for the emotional
expressions of low, medium and high frequency.
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6.4.7 Attitudes Towards the Robot
We used a paired samples t-test to investigate whether emotional robot behaviour
impacts the attitudes of a human observers towards the robot. We compared two
conditions: 1) the condition, where the robot was performing emotional expressions
of fear, anger, happiness, sadness and surprise within an appropriate context, 2) the
condition, where the robot was not performing any emotional expression within the
same context. The observers’ attitudes were rated on a 5-point Likert scales, with the
minimal value of 1 and the maximum value of 5.
The results reported in this section demonstrate that people perceive emotionally
expressive robots as more anthropomorphic, more animate and even more likeable.
Specifically, in terms of Anthropomorphism, emotional robots expressing any of five
basic emotions of fear, anger, happiness, sadness or surprise were perceived as being
more natural, more humanlike and more conscious. The same was the case with per-
ceived Animacy of the robots expressing these five emotions, when emotional robots
were rated as more organic, lifelike and responsive comparing to non-emotional. In
terms of Likeability, emotional robots expressing fear, happiness, sadness or surprise
were perceived as more pleasant and being liked more than non-emotional.
Perceived Anthropomorphism
In this section, in order to asses the effect of robotic emotional body expressions on
people’s attitude towards the robot, we show the difference in perceived Anthropomor-
phism between the emotionally expressive robot and the non-emotional robot.
The statistical results of the mean and standard deviation values of perceived An-
thropomorphism of the E4 robot in two conditions are presented in the Table 6.9 and
graphically in the Figure 6-14.
The Anthropomorphism was evaluated using three scales: 1) Fake / Natural, 2)
Machinelike / Humanlike, and 3) Unconscious / Conscious. Higher values mean that
the observers were rating the robot as more natural, humanlike and conscious. Lower
values mean that the robot was rated as more fake, machinelike and unconscious.
The robot performing an emotional expression of fear was rated as the most natural
(Mean = 3.97, SD = 0.93), while the robot performing the expression of surprise was
evaluated as the least natural (Mean = 3.38, SD = 1.18) amongst the emotionally
expressive robots. However, when the robot was not expressing emotions, its highest
average rate on the Fake / Natural scale was 2.58 only (SD = 1.20), which is much
lower than the lowest value for the emotionally expressive robot. The lowest value on
this scale for not emotional robot behaviours was as low as 1.94 (SD = 1.05).
The robot performing an emotional expression of happiness was rated as the most
humanlike (Mean = 3.73, SD = 1.13), while the robot performing the expression of
anger was evaluated as the least humanlike (Mean = 3.09, SD = 1.03) amongst the
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Figure 6-14: Plot of mean and standard deviation values of perceived Anthropomorphism of
emotional and note emotional behaviours of the E4 robot on the scales Fake/Natural, Machine-
/Humanlike and Un-/Conscious.
emotionally expressive robots. However, when the robot was not expressing emotions,
its highest average rate on the Machinelike / Humanlike scale was 2.03 only (SD =
1.33), which is much lower than the lowest value for the emotionally expressive robot.
The lowest value on this scale for not emotional robot behaviours was as low as 1.47 (SD
= 0.86), which means that the robot was perceived as almost completely machinelike.
The robot performing an emotional expression of happiness was rated as the most
conscious (Mean = 4.03, SD = 0.95), while the robot performing the expression of
anger was evaluated as the least conscious (Mean = 3.56, SD = 1.01) amongst the
emotionally expressive robots. However, when the robot was not expressing emotions,
its highest average rate on the Unconscious / Conscious scale was 2.75 (SD = 1.55),
which is much lower than the lowest value for the emotionally expressive robot. The
lowest value on this scale for not emotional robot behaviours was as low as 1.97 (SD =
1.20).
In general, the emotionally expressive robot was rated significantly higher when
evaluating perceived Anthropomorphism, than the non-emotional robot. The summary
of the t-test results for each emotional expression are presented in the Table 6.10, in
the Anthropomorphism section. As the Table shows, the t-test revealed a significant
difference with p < 0.0005 in the observers’ ratings for all the five emotional expressions
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Fake / Natural Machine- / Humanlike Un- / Conscious
Mean StDev. Mean StDev. Mean StDev.
fear emotional 3.97 0.93 3.52 1.15 3.91 0.89
not emotional 2.19 1.12 2.03 1.19 2.25 1.34
anger emotional 3.38 0.91 3.09 1.03 3.56 1.01
not emotional 1.97 1.06 1.62 0.92 1.97 1.20
happiness emotional 3.81 1.08 3.73 1.13 4.03 0.95
not emotional 2.58 1.20 2.03 1.33 2.61 1.41
sadness emotional 3.47 1.11 3.15 1.35 3.75 1.14
not emotional 2.22 1.13 1.70 0.95 2.75 1.55
surprise emotional 3.38 1.18 3.26 1.26 3.72 1.20
not emotional 1.94 1.05 1.47 0.86 2.13 1.26
Table 6.9: Mean and standard deviation values of perceived Anthropomorphism of emotional
and note emotional behaviours of the E4 robot.
on the scales Fake / Natural and Machine- / Humanlike. On the scale Unconscious /
Conscious, the t-test revealed a significant difference with p < 0.0005 for the emotional
expressions of fear, anger, happiness and surprise, and the significant difference on the
level p < 0.05 for the emotional expression of anger.
Perceived Animacy
In this section, in order to asses the effect of robotic emotional body expressions on peo-
ple’s attitude towards the robot, we show the difference in perceived Animacy between
the emotionally expressive robot and the non-emotional robot.
The statistical results of the mean and standard deviation values of perceived Ani-
macy of the E4 robot in two conditions are presented in the Table 6.11 and graphically
in the Figure 6-15.
The Animacy was evaluated using three scales: 1) Mechanical / Organic, 2) Artifi-
cial / Lifelike, and 3) Apathetic / Responsive. Higher values mean that the observers
were rating the robot as more organic, lifelike and responsive. Lower values mean that
the robot was rated as more mechanical, artificial and apathetic.
The robot performing an emotional expression of fear was rated as the most organic
(Mean = 3.16, SD = 1.08), while the robot performing the expression of anger was
evaluated as the least organic (Mean = 2.65, SD = 1.04) amongst the emotionally
expressive robots. However, when the robot was not expressing emotions, its ratings
on the Mechanical / Organic scale ranged between 1.59 and 1.97. The lowest value
on this scale for not emotional robot behaviours was as low as 1.59(SD = 0.92), which
means that the robot was perceived as almost completely mechanical.
The robot performing an emotional expression of fear was rated as the most lifelike
(Mean = 3.78, SD = 0.97), while the robot performing the expression of anger was
evaluated as the least lifelike (Mean = 2.75, SD = 1.05) amongst the emotionally
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Figure 6-15: Plot of mean and standard deviation values of perceived Animacy of emo-
tional and note emotional behaviours of the E4 robot on the scales Mechanical/Organic, Arti-
ficial/Lifelike and Apathetic/Responsive.
expressive robots. However, when the robot was not expressing emotions, its highest
average rate on the Artificial / Lifelike scale was 2.10 only (SD = 1.22), which is lower
than the lowest value for the emotionally expressive robot. The lowest value on this
scale for not emotional robot behaviours was as low as 1.81 (SD = 1.09).
The robot performing an emotional expression of fear was rated as the most respon-
sive (Mean = 4.41, SD = 0.67), while the robot performing the expression of anger was
evaluated as the least responsive (Mean = 3.53, SD = 1.05) amongst the emotionally
expressive robots. However, when the robot was not expressing emotions, its highest
average rate on the Apathetic / Responsive scale was 3.03 (SD = 1.49), which is lower
than the lowest value for the emotionally expressive robot. The lowest value on this
scale for not emotional robot behaviours was as low as 1.84 (SD = 0.99).
In general, the emotionally expressive robot was rated significantly higher when
evaluating perceived Animacy than the non-emotional robot, as presented in the Ta-
ble 6.10, in the Animacy section. As the Table shows, the t-test revealed a significant
difference with p < 0.0005 in the observers’ ratings on all three scales for the emotional
expressions of fear, happiness and surprise. The t-test revealed a significant difference
between emotional and not emotional robots with p < 0.0005 in the observers’ ratings
on the scale Mechanical/Organic for the expression of anger. On the two other Ani-
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Table 6.10: The results of a paired samples t-test for each presented robot emotional expression.
The non-significant results are marked in bold.
Mechanical / Organic Artificial / Lifelike Apathetic / Responsive
Mean StDev. Mean StDev. Mean StDev.
fear emotional 3.16 1.08 3.78 0.97 4.41 0.67
not emotional 1.88 1.04 1.97 1.15 2.38 1.36
anger emotional 2.65 1.04 2.75 1.05 3.53 1.05
not emotional 1.59 0.92 1.81 1.09 1.84 0.99
happiness emotional 3.13 1.10 3.52 0.96 4.19 0.75
not emotional 1.69 1.06 2.10 1.22 2.74 1.46
sadness emotional 2.94 1.22 3.41 1.07 3.72 1.25
not emotional 1.97 1.07 2.09 1.23 3.03 1.49
surprise emotional 2.85 1.16 3.44 1.24 4.22 0.79
not emotional 1.62 0.95 1.88 1.16 2.22 1.31
Table 6.11: Mean and standard deviation values of perceived Animacy of emotional and note
emotional behaviours of the E4 robot.
macy scales the emotional robot expressing anger was rated significantly higher than
not emotional, with p < 0.005. The emotional robot expressing sadness was rated
significantly higher than not emotional on the scales Mechanical/Organic and Artifi-
cial/Lifelike, with p < 0.005. However, the emotional robot expressing sadness was not
rated significantly differently from a not emotional on the scale Apathetic/Responsive.
Likeability
In this section, in order to asses the effect of robotic emotional body expressions on
people’s attitude towards the robot, we show the difference in Likeability between the
emotionally expressive robot and the non-emotional robot.
The statistical results of the mean and standard deviation values of Likeability for
the E4 robot in two conditions are presented in the Table 6.12 and graphically in the
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Figure 6-16.
Figure 6-16: Plot of mean and standard deviation values of detected Likeability of emotional
and note emotional behaviours of the E4 robot on the scales Dislike/Like and Un-/Pleasant.
The Likeability was evaluated using two scales: 1) Dislike / Like, and 2) Unpleasant
/ Pleasant. Higher values mean that the observers were rating the robot as more
pleasant and demonstrated they liked it more. Lower values mean that the robot was
rated as more unpleasant and was disliked more.
The robot performing an emotional expression of happiness was rated as the most
liked (Mean = 4.16, SD = 0.90), while the robot performing the expression of anger
was evaluated as the least liked (Mean = 3.16, SD = 1.08) amongst the emotionally
expressive robots. However, when the robot was not expressing emotions, its highest
average rate on the Dislike / Like scale was 3.23 (SD = 0.76). The lowest value on this
scale for not emotional robot behaviours was as low as 2.59 (SD = 0.91).
The robot performing an emotional expression of happiness was rated as the most
pleasant (Mean = 4.26, SD = 0.89), while the robot performing the expression of anger
was evaluated as the least pleasant (Mean = 2.94, SD = 0.98) amongst the emotionally
expressive robots. However, when the robot was not expressing emotions, its highest
average rate on the Unpleasant / Pleasant scale was 3.13 (SD = 0.96). The lowest
value on this scale for not emotional robot behaviours was as low as 2.78 (SD = 0.97).
In general, the emotionally expressive robot was rated significantly higher when
evaluating Likeability than the non-emotional robot, as presented in the Table 6.10, in
the Likeability section. As the Table shows, the t-test revealed a significant difference in
the observers’ ratings on all three scales for the emotional expressions of fear, happiness,
sadness and surprise. However, the emotional robot expressing anger was not rated
significantly differently from a not emotional one on any of Likeability scales.
Perceived Intelligence
In this section, in order to asses the effect of robotic emotional body expressions on
people’s attitude towards the robot, we show the difference in perceived Intelligence
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Dislike / Like Un- / Pleasant
Mean StDev. Mean StDev.
fear emotional 3.38 0.98 3.38 0.91
not emotional 2.59 0.91 2.81 0.82
anger emotional 3.16 1.08 2.94 0.98
not emotional 2.84 0.77 2.97 0.65
happiness emotional 4.16 0.90 4.26 0.89
not emotional 3.23 0.76 3.13 0.96
sadness emotional 3.59 1.10 3.75 0.92
not emotional 3.00 1.02 2.78 0.97
surprise emotional 3.50 0.92 3.47 0.80
not emotional 2.78 1.01 3.09 0.69
Table 6.12: Mean and standard deviation values of detected Likeability for emotional and note
emotional behaviours of the E4 robot.
Ir- / Responsible Un- / Intelligent Foolish / Sensible
Mean StDev. Mean StDev. Mean StDev.
fear emotional 3.28 0.92 3.63 0.83 3.34 0.97
not emotional 3.06 1.08 2.44 1.13 3.16 0.92
anger emotional 2.72 1.11 2.88 0.95 2.38 1.07
not emotional 2.16 1.05 2.03 0.97 2.28 1.05
happiness emotional 3.97 0.82 3.90 0.79 3.72 0.96
not emotional 3.59 1.01 3.26 1.12 3.41 0.76
sadness emotional 3.47 0.95 3.56 0.91 3.53 0.95
not emotional 3.28 1.28 2.84 1.17 3.16 1.22
surprise emotional 3.55 0.83 3.47 0.88 3.41 0.87
not emotional 2.97 1.05 2.50 1.19 3.13 0.83
Table 6.13: Mean and standard deviation values of perceived Intelligence of emotional and
note emotional behaviours of the E4 robot.
between the emotionally expressive robot and the non-emotional robot.
The statistical results of the mean and standard deviation values of perceived Intelli-
gence for the E4 robot in two conditions are presented in the Table 6.13 and graphically
in the Figure 6-17.
The perceived Intelligence was evaluated using three scales: 1) Irresponsible / Re-
sponsible, 2) Unintelligent / Intelligent, and 3) Foolish / Sensible. Higher values mean
that the observers were rating the robot as more responsible, intelligent and sensible.
Lower values mean that the robot was rated as more irresponsible, unintelligent and
foolish.
The robot performing an emotional expression of happiness was rated as the most
responsible (Mean = 3.97, SD = 0.82), while the robot performing the expression of
anger was evaluated as the least responsible (Mean = 2.72, SD = 1.11) amongst the
emotionally expressive robots. When the robot was not expressing emotions, its highest
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Figure 6-17: Plot of mean and standard deviation values of perceived Intelligence of emotional
and note emotional behaviours of the E4 robot on the scales Ir-/Responsible, Un-/Intelligent
and Foolish/Sensible.
average rate on the Irresponsible / Responsible scale was 3.59 (SD = 1.01). The lowest
value on this scale for not emotional robot behaviours was as low as 2.16 (SD = 1.05).
The robot performing an emotional expression of happiness was rated as the most
intelligent (Mean = 3.90, SD = 0.79), while the robot performing the expression of
anger was evaluated as the least intelligent (Mean = 2.88, SD = 0.95) amongst the
emotionally expressive robots. When the robot was not expressing emotions, its highest
average rate on the Unintelligent / Intelligent scale was 3.26 (SD = 1.12). The lowest
value on this scale for not emotional robot behaviours was as low as 2.03 (SD = 0.97).
The robot performing an emotional expression of happiness was rated as the most
sensible (Mean = 3.72, SD = 0.96), while the robot performing the expression of anger
was evaluated as the least sensible (Mean = 2.38, SD = 1.07) amongst the emotionally
expressive robots. When the robot was not expressing emotions, its highest average
rate on the Unintelligent / Intelligent scale was 3.41 (SD = 0.76). The lowest value on
this scale for not emotional robot behaviours was as low as 2.28 (SD = 1.05).
The situation with perceived Intelligence of the emotional and not emotional robot
is quite different from other perceived attitudes towards the robot. In many cases, the
emotional robot was not rated in a significantly different way than the non-emotional,
e.g. there was no statistically significant difference between the emotional robot ex-
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pressing fear, happiness or sadness and the non-emotional robot on the scales Irre-
sponsible/Responsible and Foolish/Sensible. However, the t-test revealed a significant
difference in the observers’ ratings on the scale Unintelligent/Intelligent for all the five
emotional expressions of the robot.
6.5 Discussion
We proposed a design scheme for expressing and interpreting emotional movements
in non-humanoid robots that is based on a behavioural form of approach-avoidance
analysed from an observer’s point of view and the Labanian theory of movement anal-
ysis. We implemented the expressions of five basic emotions into a non-humanoid Lego
robot. Let us examine how the study answered our research questions.
a) Do expressions designed according to the framework help people to understand five
basic emotions implemented in a non-humanoid robot with a better than chance
recognition level?
The results of the performed study showed that the values of recognition ratio
exceeded the chance level for four recognized emotions: fear, anger, happiness and
surprise. The recognition ratio for the emotion of sadness was lower than a chance
level, so we can conclude that this specific emotional expression was not recognized
correctly by the subjects. The reasons could be explained by comparing the current
results with the results of several previous studies.
Table 6.14 compares the results of a recognition ratio within an appropriate context
with the results of the similar previous experiments, where a) the same robot expressed
emotions in a dynamic way without a context, as discussed through the second study in
Chapter 4, b) the same robot expressed emotions in a static way without a context, as
discussed through the first study in Chapter 4, c) 70-cm tall Lego robot Feelix expressed
emotions using facial features [36], d) 23 DoF robot EDDIE expressed emotions using
facial features and some animal-inspired attributes [169].
The recognition ratio for anger, happiness and surprise in our study were higher
comparing to all previous experiments, as presented in the Table 6.14. The recognition
ratio of fear in our study was higher than that of the studies with Feelix, Eddie and
static pictures of the same robot, although lower than our previous study with dynamic
robot expressions. The only difference in the current expression of fear with the previous
study is the existence of a context. Thus we could suggest that either a context for
this expression was not chosen correctly, or the expression of fear is better recognized
without any specific context. More experiments should be performed with this robotic
expression in different contexts and without it in order to prove any of these hypotheses.
The recognition ratio of sadness was extremely low in our current study and has
not even reached the chance level. However, a comparison with previous experiments
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afraid 56% 68% 42% 16% 42%
angry 52% 36% 15% 40% 54%
happy 94% 32% 36% 60% 58%
surprised 85% 57% 52% 37% 75%
sad 12% 14% 41% 70% 58%
Table 6.14: Comparison of our results with the results of the similar previous experiments.
suggests that the emotion of sadness is much better recognized from facial cues, as
with Eddie and Feelix robots. On the other hand, a static picture of the expression
of sadness is recognized with a significantly higher ratio than a dynamic expression.
Earlier in this chapter we have mentioned that some emotions are easier conveyed using
a body than using a face [5]. Our results suggest that the emotion of sadness is the
one which is expressed more powerfully using static facial feature and not the dynamic
body language. If we focus on the specific features of the expression of sadness, we can
notice that it is often described as slow, long movements of a low frequency, when limbs
and head are kept close to the body, not moving. All this shows the intention to be as
non-dynamic as possible during the expression of sadness. That’s why, probably, the
static picture represents sadness much better than any dynamic expression. However,
more experiments need to be performed in order to support this hypothesis.
In general, the results show that for such an emotional state as sadness a static
facial expression fits more than dynamic bodily emotional expressions. Other emotions,
especially surprise and happiness, can be expressed in robots using a body language at
least as successfully as facial features, and often even more successfully.
b) What is the relation between our framework’s parameters and the recognized di-
mensions of valence, arousal and dominance?
The results of the study support our basic claim: the parameters of the design
framework can be used as a model for implementation in a non-humanoid robot so that
they can be related to perceived levels of valence, arousal and dominance. The design
framework is conceptual tool that combines three dimensions of approach-avoidance,
Shape and Effort. The model defines an architectural relationship between these ideas,
bridging the framework and the implementation.
Arousal, according to the result of the study, was increased by both approach and
avoidance behaviours, high intensity or an increase of speed of an expression, as well as
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an increase of frequency of limbs’ movements. Decreased arousal, on the other hand,
was related to a short or medium duration of an expression, low intensity and a context
of a negative arousal.
The results show that it is easier to decrease a perceived valence of an expression
by making it of a short duration or high speed, by increasing the frequency of limb
movements to a high level, or by expressing avoidance. All the parameters mentioned
make valence negative. In order to increase a perceived valence, an expression needs to
be tied to a context of positive valence. An expression of approach increases a perceived
valence and makes it positive.
Changing a perception of dominance by controlling parameters of our design model
is similar to changing the perception of valence. As with valence, high speed of ex-
pression, high frequency of limb movements and avoidance all decrease the level of
perceived dominance and make it negative (i.e. subjugated). Also as with valence,
a context of positive valence tied to an expression increases the level of perceived
dominance. However, the situation is different with a parameter of a duration of an
expression: a medium duration of an expression increases the level of dominance and
makes it positive, contrasting with duration’s influence on valence.
In general, these results conform to a certain degree to what was shown by previous
research that linked e.g. strong, jerk and intensive approaching movements to anger
[44, 85, 41, 180], or linked a short and fast movements together with an avoidance
behaviour to fear [74, 41]. Such a correspondence is suggested by making one more step
and associating e.g. anger with a negative valence, high arousal and high dominance,
while fear can be associated with a negative valence, high arousal and low dominance.
However, such a link is not straightforward and is sometimes arguable. Our results
however expand previous work by showing a direct link between the parameters of
our suggested design framework and all three emotional dimensions. Such a broader
and more detailed model can help the researchers in implementing a broad range of
emotions into non-humanoid robots.
Finally, the results of the study reported in this chapter demonstrate that people
perceive emotionally expressive robots as more anthropomorphic, more animate and
even more likeable. Specifically, in terms of anthropomorphism, emotional robots ex-
pressing any of five basic emotions of fear, anger, happiness, sadness or surprise were
perceived as being more natural, more humanlike and more conscious. The same was
the case with perceived animacy of the robots expressing these five emotions, when
emotional robots were rated as more organic, lifelike and responsive comparing to non-
emotional. In terms of likeability, emotional robots expressing fear, happiness, sadness
or surprise were perceived as more pleasant and being liked more than non-emotional.
In addition, the results of the study reported in Chapter 6 revealed that robots were
perceived as more responsible when they expressed the emotions of anger or surprise.
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Interestingly, emotional robots expressing any of five basic emotions of fear, anger,
happiness, sadness or surprise were perceived as being more intelligent.
The results of this research suggest that, in a context of a joint human-robot activity,
emotionally expressive robots will be able to better engage people in interaction. The
enhanced attitude towards emotionally expressive robots could create a higher level of
empathy between people and robots and thus improve social coordination between them
for the purpose of a better collaboration. Moreover, the results provide the evidence
to think that in the context of human-robot teamwork an emotionally expressive robot
would be a more preferred team member, trusted more by its human collaborator.
Obviously, the functional behaviour of a robot should not contradict this assumption,
otherwise the process of a human-robot collaboration would not be efficient.
6.5.1 Limitations
Not all the parameters of Shape and Quality were explored in this study. The robotic
platform made it difficult to experiment with some parameters, for example, Changes
in tempo associated with anger or Indirect trajectory of the movement associated with
happiness. These could be seen as redundant with regards to affective interpretations.
However, we see these features as important because they reflect a richer palette of
opportunities for designers to work with. Robot platforms and form factors vary hugely
in the degree of expressiveness that they offer to designers. Consequently, our design
scheme should attempt maximize the range of body movements which could represent
any given emotional state.
6.6 Conclusion
This chapter has presented research concerning the capacity for creating behavioural
expressions of artificial emotions in human-robot interaction. As in human-human non-
verbal social communication, expressive movements of the body play an important role
in HRI. The goal of this study was to present and validate a general design scheme for
expressing artificial emotional states in non-humanoid robots. We proposed a design
scheme for modelling emotionally expressive robotic movements.
We posed two main research questions: Do expressions designed according to the
proposed framework help people to understand five basic emotions implemented in
a non-humanoid robot? What is the relation between our framework’s parameters
and the emotional dimensions recognized by human observers? We investigated these
questions using an exploratory study, where participants observed different expressions
implemented in a non-humanoid robot according to the proposed design framework.
The results from this study demonstrate that the emotions of fear, anger, happiness
and surprise are recognized on a better-than-chance level when implemented according
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to our proposed framework and expressed by a non-humanoid robot within an appro-
priate context. The results suggest that the emotion of sadness is more powerfully
expressed using static facial features, not by dynamic body language. In addition,
our results show that the parameters of our suggested model are related to the per-
ceived level of valence, arousal and dominance. Thus, our model can be used by HRI
researchers as a basis for implementing a set of emotions in non-humanoid robots.
It is important to consider the context of joint human-robot activity when deciding
how to map from the VAD dimensional space into the behavioural space. The activity
context will condition a person’s ability to infer the meaning of a robot’s behaviour:
it cannot be understood in isolation from the task it is performing, or the human-
robot joint activity in which it is engaged. In the next Chapter we will focus on and
investigate in more details the effect of environmental context on interpreting robot




EFFECT OF CONTEXT ON INTERPRETING EMOTIONAL
ROBOT BODY MOVEMENTS
7.1 Introduction
In the previous chapter, we presented research concerning the capacity for creating
behavioural expressions of artificial emotions in robots using expressive movements
of the body. We demonstrated through the results of the study that the emotions
of fear, anger, happiness and surprise were recognized on a better-than-chance level
when implemented according to the proposed design scheme and expressed by a non-
humanoid robot within an appropriate context. However, in real-world HRI scenarios,
situational context could be ambiguous and difficult to interpret. For our purposes,
situational context is treated as the robot’s environment that has the potential to
facilitate or inhibit its ability to carry out its work. This conceptualism of context
is consistent with our focus on the immediate time frame of a robot’s actions and
corresponding expressive behaviours. Thus, it is important to understand the impact
of the context on the interpretation of robot’s expressive behaviour.
This chapter presents a further analysis of the study reported in Chapter 6 and
focuses on the interaction between situational context and emotional body language
in robots. The effect of such a contextual information on interpreting emotional robot
body movements is presented in comparison to the effect of the emotional signals.
Context is presented in this chapter as one of the factors influencing people’s interpre-
tation of robot expressions, and in such a way this chapter addresses the third research
question of this thesis formulated as follows: “RQ3: What factors impact how people
interpret the emotionally charged bodily expressions of a robot?”
There exist very few studies analysing the role of situational context in the inter-
pretation of robot emotions and in the area of human-robot emotional interaction in
116
Chapter 7. Effect of Context on Interpreting Emotional Robot Body Movements
general. One of them is a pilot study conducted and reported by [14], which revealed
that the context of a human-robot interaction had a significant impact on the interpre-
tation of robot’s body postures. Another recent study was conducted by [141]. Their
paper presented an experimental investigation of the influence a situational context
had on people’s affective interpretation of Non-Linguistic Utterances performed by a
social robot. Participants judged the emotional valence of the robot’s state when it was
being slapped compared to when it was being kissed. Despite the fact that the robot’s
utterances were always identical, the valence of judgement were consistently lower for
“slap” than “kiss” conditions. The results indicate that the interpretation of affective
context overrides that of an affective utterance.
The findings of the study presented in this chapter support our hypothesis that an
emotional expression overrides the interpretation of a situational context in signalling
emotional information. More specifically, they reveal that the perception of arousal
for the expressions of anger, happiness, sadness and surprise is biased by the bodily
expressions of the robot and not by the situational context. The findings also show that
the perception of anger dominance is also biased by the robot’s bodily expression and
not by the context in which this expression was performed. In addition, the analysis
reveal that alignment of a robot’s emotionally expressive action and a context enhanced
the affective interpretation. Such results suggest that, in a context of a joint human-
robot activity, it is possible to use simple emotionally charged movements of a robot to
either enhance people’s interpretation of a robot’s internal status or to provide some
additional information that is not obvious from (or may even be contradicting) the
situational context.
7.2 Experimental Setup
In this section the independent and dependent variables will be listed and described,
as well as the test conditions and the method to analyse the collected data.
The data presented and analysed in this chapter was collected during the experi-
mental study described in the previous Chapter 6.3.6. In this Chapter we will test the
hypothesis whether an emotional expression overrides the interpretation of a situational
context. We are going to test this on each emotional dimension of valence, arousal and
dominance, thus we formulated the three following hypotheses:
• HV : An emotional expression overrides/biases the interpretation of valence of a
situational context.
• HA: An emotional expression overrides/biases the interpretation of arousal of a
situational context.
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• HD: An emotional expression overrides/biases the interpretation of dominance
of a situational context.
7.2.1 Experimental Procedure and Participants
This chapter presents the analysis and discussion of the results of the study described
in the Chapter 6. The experimental procedure of the study and demographic data of
participants were also described in the previous Chapter 6, section 6.3.6.
7.2.2 Independent Variables
The main independent variables in our experiment were Emotional Expressions (fear,
anger, happiness, sadness and surprise), Contextual Factor (only situational context
is presented, only emotion is presented, both context and emotion are presented) and
Type of Context (Appropriate vs Inappropriate). We discuss each of these variables in
details below.
Emotional Expressions
We designed and created five emotional expressions for a robot, namely being (1)
fearful, (2) angry, (3) happy, (4) sad and (5) surprised. The emotions were selected as
a subset of commonly known discrete or basic emotions, as they were defined by [52].
We used a set of design parameters and their sequences described in the Chapter 6 for
creating five emotional expressions in the robot E4. More detailed description of how
the expressions were designed are presented in Chapter 6. As a control case, we used
in our study a neutral emotion when the robot just performed the actions related to
its task in different situational contexts and did not perform any additional emotional
expression.
For each emotion, we identified one emotional dimension in accordance with a three-
dimensional valence-arousal-dominance space proposed by [108] that characterized the
chosen emotion the best. This was in order to ensure that the potential effect of
context would be examined across all three dimensions. The pilot study was used to
identify the most descriptive dimension for each emotion. The associations between
each emotion and a corresponding most descriptive emotional dimension are presented
in the Table 7.1.
Type of Context
We linked a situational context in which the robot was acting to the three emotional
dimensions of valence, arousal and dominance. For each emotional dimension, we cre-
ated a positive, negative and neutral context. For creating the context of a positive
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Expressed Emotion Descriptive Dimension
fear Dominance / Negative (D-)
anger Dominance / Positive (D+)
happiness Valence / Positive (V+)
sadness Arousal / Negative (A-)
surprise Arousal / Positive (A+)
Table 7.1: Five emotions with the associated most descriptive emotional dimension.
valence something positive happened in the robot’s environment, e.g. the robot man-
aged to finish its task successfully. For the context of a negative valence, something
negative happened in the environment after one of the robot’s actions, as presented in
the Table 7.2. In this thesis, dominance is conceptualized as the degree of control an
agent has in order to carry out desired actions. Consequently, a dominance condition is
achieved by changing the degree of control. For the study, we mapped this idea to the
arrival of an object in the robot’s environment over which it would have either great
control (positive dominance) or little control (negative dominance) in carrying out its
work. Similarly, context was linked to both positive and negative arousal, where the
context of positive arousal was associated with a sudden change in the robot’s environ-
ment and negative arousal of the context was associated with a situation, where the
robot does not need to perform any task-related actions.
Emotional Dimension Associated Situational Context
Positive Valence (V+) Robot finishes its task successfully.
Negative Valence (V-) All the blocks fall and scatter immedi-
ately after the robot has performed a task-
relevant behaviour in the environment.
Positive Arousal (A+) A block suddenly falls down from above in
front of a robot.
Negative Arousal (A-) The task is already finished, robot’s help is
not needed.
Positive Dominance (D+) A dangerous big obstacle prevents a robot
from completing a task.
Negative Dominance (D-) A harmless small obstacle prevents a robot
from completing a task.
Table 7.2: Designed situational contexts with the associated most descriptive emotional di-
mension.
The neutral context was used as a control case and was the same for all the dimen-
sions: it meant that nothing had happened in the robot’s environment.
In our study, we combined each situational context with a specific emotional expres-
sion of the same and the opposite level of the appropriate dimension, e.g. the context
of a positive valence was combined with the robot emotional expression of a positive
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fear D+ D- 0
anger V- V+ 0
happiness V+ V- 0
sadness A- A+ 0
surprise A+ A- 0
Table 7.3: The combination of each emotion expressed by a robot and an appropri-
ate/inappropriate/neutral context. Here, A+,V+,D+ means a context of a positive arousal,
valence, dominance, A-,V-,D- means a context of a negative Arousal, Valence, Dominance.
valence and a negative valence. If the sign of the context emotional dimension matches
the sign of the robot expressed emotion, we called such a context an appropriate con-
text for this specific emotion, e.g. the context of a positive valence is an appropriate
context for the expression of happiness or the context of a positive arousal is an ap-
propriate context for the expression of surprise. If the sign of the context was opposite
to the sign of a presented robot’s emotional expression, we called such a context inap-
propriate, e.g. the context of a negative valence was inappropriate to the expression
of happiness. Table 7.3 presents a combination of each emotional expression and an
appropriate/inappropriate/neutral context.
Contextual Factor
We controlled a presence of situational context and each emotional expression of the
robot in the videos provided to the observer, thus contextual factor is another indepen-
dent variable in our study. We had three levels of this variable: (1) only a situational
context is presented to an observer, later in this chapter named ‘Context only’, (2)
only an emotional expression is presented to an observer, context is not present, later
in this chapter named ‘Emotion only’ (3) both a situational context and an emotional
expression are presented to an observer, later in this chapter named ‘Context + Emo-
tion’.
7.2.3 Test Conditions
To test our hypotheses, participants were asked to rate videos of a robot across twenty
one conditions:
• C{Afraid,Angry,Happy,Sad,Surprised}NeutralContext : five conditions of each expression presented in
a neutral context .
• CNeutralExpression{V+,V−,A+,A−,D+,D−} : six conditions of each context presented with a neutral
expression.
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• CAfraid{D+,D−} : two conditions of an expression of fear in an appropriate and inap-
propriate context.
• CAngry{V+,V−} : two conditions of an expression of anger in an appropriate and inap-
propriate context.
• CHappy{V+,V−} : two conditions of an expression of happiness in an appropriate and
inappropriate context.
• CSad{A+,A−} : two conditions of an expression of sadness in an appropriate and
inappropriate context.
• CSurprised{A+,A−} : two conditions of an expression of surprise in an appropriate and
inappropriate context.
7.2.4 Dependent Variables
Our dependent variables included emotional ratings of robot expressive behaviours
based on perceived emotional dimensions of Valence, Arousal and Dominance.
Perceived Valence, Arousal and Dominance
Participants rated a perceived valence, arousal and dominance of robot expressive be-
haviours with a validated questionnaire called the Self Assessment Manikin (SAM).
More information about this tool appears in Chapter 3, section 3.4.3, explaining that
SAM is commonly used to rate the affective dimensions of valence, arousal and dom-
inance associated with a person’s affective reaction to a wide variety of stimuli. The
advantage of a SAM tool is that it is fast to administer and is not subject to language
misinterpretations.
Recognition Ratio
Participants were asked to select an emotional term based on their recognition of the
emotion expressed by a robot. We offered participants seven terms to select from:
afraid, angry, happy, sad, surprised, not emotional, other. The measure used to obtain
results for this research question was the recognition ratio r(pi, ej) for each expression,





where pi = expression number i , ej = emotional code number for the specific
emotion j; Nij = number of responses (pi, ej); N = total number of respondents.
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NeutralContext listed in the Section 7.2.3 provide the
base interpretation for the respective emotional expressions without any situational
context. Similarly, conditions CNeutralExpression{V+,V−,A+,A−,D+,D−} obtain the base interpretation for
the situational contexts, which is neccesary before we can measure the relative influ-







{A+,A−} assess the interaction between the emo-
tional expression and the context when combined.
Relating these conditions to the hypotheses, if hypotheses are rejected, it would
be expected that, for example, the ratings for CAngerNeutralContext and C
Anger
V− would be
significantly different while CAngerV− and C
NeutralExpression
V− would have similar ratings.
It would mean the situational context has been able to pull the rating of the emotion
away from the original interpretation. Conversely, if hypotheses are supported, the
opposite would be expected: the ratings for CAngerV− and C
NeutralExpression
V− would be
significantly different while CAngerNeutralContext and C
Anger
V− would have similar ratings. In
this case the emotional expression has been able to pull the rating of the context
away from its original interpretation. These two examples are shown graphically in the
Figure 7-1. The ratings here are the scores of perceived Valence, Arousal or Dominance.
Figure 7-1: Example of how the video conditions CAngerNeutralContext, C
Anger
V− and
CNeutralExpressionV− may hypothetically be rated, for each of the two hypotheses.
Cronbach’s α is used as a measure of internal agreement between subjects. For
the videos showing only the context the α value for the ratings was 0.835, and for the
videos showing only the emotional expressions the α value was 0.607. The ratings for
the videos showing the combinations of the context and emotional expressions, the α
value for the ratings was 0.708. All these α values are acceptable, indicating a good
level of internal agreement between all subjects across all the scenarios and respective
video conditions.
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Repeated measures ANOVA was used as a statistical test for evaluating an influence
of a contextual presence and a type of context on subjects’ perception of a robot
expressing each of five emotions. We also analysed how the appropriateness of a context
influenced the recognition ratio of each presented emotional expression.
7.3 Results
We conducted several tests of repeated measures ANOVA with a factor of Contex-
tual Presence (Context Only, Emotion Only, Context+Emotion) for both appropriate
and inappropriate contexts to analyse an influence of of a contextual presence on he
perception of robot’s expressed Valence, Arousal and Dominance.
7.3.1 Emotion Only Videos
In this section, we present the statistics on perceived valence, arousal and dominance for
the emotion-only videos. If the values of perceived emotional dimensions differ signifi-
cantly, this shows participants are able to recognize and distinguish between different
expressive behaviours. The results show that participants recognize the expressive
behaviours of the robot in the way they were designed to be interpreted.
The repeated measures ANOVA identified a significant difference between the va-
lence ratings of emotional expressions performed by the robot without any situational
context (F(4, 124) = 9.13, MSE = 7.69, p<0.001). This confirms that emotional ex-
pressions are interpreted differently in terms of valence, which is a prerequisite for
further experiments. The post-hoc tests using the Bonferroni correction revealed that
the expression of happiness (mean = 0.56, SD = 1.27) was rated significantly higher on
the Valence scale than any other emotional expression (p<0.005 for comparison with
sadness, anger and fear, p<0.05 for comparison with surprise), as shown in upper left
part of the Figure 7-2.
Valence Arousal Dominance
Mean StDev. Mean StDev. Mean StDev.
fear -0.75 0.88 0.87 0.81 -0.63 1.19
anger -0.38 1.07 0.74 0.73 -0.13 1.01
happiness 0.56 1.27 0.87 0.92 0.20 1.32
sadness -0.44 0.91 -0.48 1.00 -0.70 1.02
surprise -0.25 0.80 0.16 1.00 -0.53 0.90
Table 7.4: Table showing the mean and standard deviation for the perceived Valence, Arousal
and Dominance ratings for each of five emotional expressions.
The ANOVA tests identified a significant difference between both the arousal rat-
ings (F(4, 120) = 917.61, MSE = 10.8, p<0.001) and the dominance ratings (F(4, 116)
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= 4.23, MSE = 4.39, p<0.005) of emotional expressions performed by the robot with-
out any situational context. This confirms that emotional expressions are interpreted
differently in terms of arousal and dominance which is a prerequisite for further exper-
iments. The post-hoc tests showed that in case of arousal, the expression of sadness
received the lowest ratings (mean = -0.48, SD = 1.00) which was significantly lower
than for any other emotional expression (p<0.001 for comparison with fear, anger and
happiness, p<0.05 for comparison with surprise), as shown in upper right part of the
Figure 7-2. In case of dominance, the post-hoc tests only showed a significant differ-
ence (p<0.05) between the higher ratings of happiness (mean=0.20, SD = 1.32) and
the lower ratings of sadness (mean = -0.70, SD = 1.02), as shown in bottom part of
the Figure 7-2. All the mean ratings of valence, arousal and dominance for each of five
emotional expressions are presented in the Table 7.4.
Figure 7-2: Emotion only manipulations: bar graph showing the mean and standard deviation
for the perceived Valence, Arousal and Dominance ratings for each of five emotional expres-
sions.The *** symbol represents p<0.001, ** represents p<0.005, * represents p<0.5
So, in line with the results of Chapter 6, participants recognized the expressive
behaviours in the way they were designed to be interpreted. The fact that there were
a more nuanced set of dominance ratings, comparing to valence and arousal ratings,
will be considered in Section 7.4.1.
7.3.2 Context Only Videos
In this section, we present the statistics on perceived valence, arousal and dominance
for the context-only videos. If the values of perceived emotional dimensions differ
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significantly, this shows participants are able to recognize and distinguish between
different contexts. The results demonstrate that context only videos are entirely neutral
in valence, and consistently non-arousing. The ratings of dominance, however, are more
nuanced for the context only videos.
The repeated measures ANOVA did not identify a significant difference between
the valence ratings of six different situational contexts (F(5, 155) = 0.86, MSE = 0.18,
p=0.51). This implies that situational contexts were not interpreted differently in terms
of valence. As such, perceived valence will not be used in further experiments. The
plot diagram of perceived valence for the six contexts is presented in the bottom part
of the Figure 7-3.
Figure 7-3: Context only manipulations: bar graph showing the mean and standard deviation
for the perceived Valence, Arousal and Dominance ratings for each of six situational contexts.
The ANOVA tests with Greenhouse-Geisser corrections identified a significant dif-
ference between both the arousal ratings (F(3.49, 108.04) = 2.52, MSE = 1.45, p<0.05)
and the dominance ratings (F(3.81, 106.64) = 9.50, MSE = 10.47, p<0.001) of different
situational contexts. This confirms that situational contexts are interpreted differently
in terms of perceived arousal and perceived dominance which is a prerequisite for fur-
ther experiments. The results showed that in case of perceived arousal, the contexts
representing a positive dominance (mean = -1.25, SD = 0.76) and a negative arousal
(mean = -1.25, SD = 0.88) both received the lowest ratings. The post-hoc tests re-
vealed a significant difference (p<0.05) between the ratings of perceived arousal for
the context representing a positive dominance and the context of a positive arousal, as
shown in the upper left part of the Figure 7-3.
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In case of perceived dominance, the post-hoc tests showed a significant difference
(p<0.005) between the highest rating of the context representing a positive valence
(mean=0.90, SD = 1.01) and all the other situational contexts, as shown in the upper
right part of the Figure 7-3. . All the mean ratings of valence, arousal and dominance
for each of six situational contexts are presented in the Table 7.5.
Valence Arousal Dominance
Mean StDev. Mean StDev. Mean StDev.
CNeutrExprA+ -0.09 0.30 -0.78 0.94 -0.38 1.05
CNeutrExprA− 0.00 0.44 -1.25 0.88 0.00 1.13
CNeutrExprD+ -0.13 0.42 -1.25 0.76 -0.55 0.95
CNeutrExprD− -0.03 0.47 -1.16 0.95 -0.34 0.94
CNeutrExprV+ 0.00 0.62 -1.03 1.06 0.90 1.01
CNeutrExprV− -0.19 0.47 -1.16 0.81 -0.28 1.13
Table 7.5: Table showing the mean and standard deviation for the perceived Valence, Arousal
and Dominance ratings for each of six situational contexts.
So, as a baseline test, context only videos are entirely neutral in valence, and
consistently non-arousing. The ratings of dominance, however, were more nuanced
for both the emotion only and context only videos. For the context only videos, the
dominance ratings were moderately positive for the context that was intended to convey
positive valence. This difference will be considered in Section 7.4.1.
7.3.3 Emotion/Context combination Videos
This section presents the results of the ANOVA analysis for each of the five emotional
expressions individually. The repeated measures ANOVA tests were performed in order
to analyse whether contextual information, either appropriate or inappropriate, over-
rides emotional signal of an expression. As it was explained previously in this chapter,
Section 7.2.5, the context overrides emotional signal of an expression if Context-only
videos are perceived significantly different from Emotion-only videos, while being per-
ceived similarly to the Emotion+Context videos. Emotional signal of an expression, on
the other hand, overrides context if there is a significant difference between the percep-
tion of Context-only videos and other two types of videos, while there is no significant
difference between Emotion-only and Emotion+Context videos.
The tests were performed for each of five emotional expressions, analysing their
perceived arousal and perceived dominance in the case of appropriate and in the case
of inappropriate context. The ratings of perceived valence were not analysed, because
these ratings were not significantly different in the Context only condition.
The findings of this study supported the hypothesis that an emotional expression
overrides the interpretation of a situational context in signalling emotional information.
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More specifically, the perception of arousal for the expressions of anger, happiness,
sadness and surprise was biased by the bodily expressions of the robot and not by the
situational context. The findings also showed that the perception of anger dominance
was also biased by the robot’s bodily expression and not by the context in which this
expression was performed.
Expression of Happiness
The expression of happiness was contrasted with the situational contexts of a positive
valence (as appropriate) and negative valence (as inappropriate). For this expression,
the ANOVA found a difference in the perceived arousal between the Emotion only,
Emotion+Context and the Context only conditions, which was significant both for
the appropriate (F(2, 64) = 44.19, MSE = 38.86, p<0.001) and inappropriate context
(F(2, 66) = 75.69, MSE = 43.18, p < 0.001). In case of the appropriate context,
the Bonferonni post-hoc tests resulted in a significant difference between two pairs of
conditions: 1) between the Emotion only condition and the Context only condition (p
< 0.001), and 2) between the conditions of Emotion+Context and Context only (p <
0.001). However, there was no significant difference between the Emotion only condition
and the Emotion+Context conditions, as shown in the left part of the Figure 7-4.
Figure 7-4: Bar graph showing the mean and standard deviation for the perceived Arousal for
the expression of Happiness in three conditions: Emotion only, Emotion+Context and Context
only. Left - the case of appropriate context. Right - the case of inappropriate context.
In case of the inappropriate context, the Bonferonni post-hoc tests also resulted
in a significant difference between two pairs of conditions: 1) between the Emotion
only condition and the Context only condition (p < 0.001), and 2) between the condi-
tions of Emotion+Context and Context only (p < 0.001). However, there also was no
significant difference between the Emotion only condition and the Emotion+Context
conditions, as shown in the right part of the Figure 7-4. Thus, both cases support the
HA hypothesis, stating that the emotional expression of happiness overrides the in-
terpretation of both appropriate and inappropriate situational context when speaking
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about perceived arousal.
The ANOVA found a significant difference in the perceived dominance ratings be-
tween the Emotion only, Emotion+Context and the Context only conditions within
the appropriate context (F(1.4, 44.79) = 12.69, MSE = 17.45, p < 0.001). However,
the results of the post-hoc Bonferroni tests revealed there was no significant difference
between the condition of Emotion only and Context only (p = 0.07), thus the results
were not used in the analysis. In the case of the inappropriate context, the ANOVA
did not find a significant difference between the Emotion only, Emotion+Context and
the Context only conditions within the appropriate context (F(1.6, 51.19) = 2.97, MSE
= 4.71, p = 0.07).
Expression of Anger
The expression of anger was contrasted with the situational contexts of a positive
valence (as inappropriate) and negative valence (as appropriate). For this expression,
the ANOVA found a difference in the perceived arousal between the Emotion only,
Emotion+Context and the Context only conditions, which was significant both for
the appropriate (F(2, 64) = 56.27, MSE = 40.37, p<0.001) and inappropriate context
(F(2, 64) = 34.49, MSE = 36.49, p < 0.001). In case of the appropriate context,
the Bonferonni post-hoc tests resulted in a significant difference between two pairs of
conditions: 1) between the Emotion only condition and the Context only condition (p
< 0.001), and 2) between the conditions of Emotion+Context and Context only (p <
0.001). However, there was no significant difference between the Emotion only condition
and the Emotion+Context conditions, as shown in the left part of the Figure 7-5.
Figure 7-5: Bar graph showing the mean and standard deviation for the perceived Arousal
for the expression of Anger in three conditions: Emotion only, Emotion+Context and Context
only. Left - the case of appropriate context. Right - the case of inappropriate context.
In case of the inappropriate context, the Bonferonni post-hoc tests also resulted
in a significant difference between two pairs of conditions: 1) between the Emotion
only condition and the Context only condition (p < 0.001), and 2) between the condi-
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tions of Emotion+Context and Context only (p < 0.001). However, there also was no
significant difference between the Emotion only condition and the Emotion+Context
conditions, as shown in the right part of the Figure 7-5. Thus, both cases support the
HA hypothesis, stating that the emotional expression of anger overrides the interpre-
tation of both appropriate and inappropriate situational context when speaking about
perceived arousal.
The ANOVA did not find a significant difference in the perceived dominance ratings
between the Emotion only, Emotion+Context and the Context only conditions within
the appropriate context (F(2,60) = 0.44, MSE = 0.53, p = 0.65).
Expression of Sadness
The expression of sadness was contrasted with the situational contexts of a negative
arousal (as appropriate) and positive arousal (as inappropriate). For this expression,
the ANOVA found a difference in the perceived arousal between the Emotion only,
Emotion+Context and the Context only conditions, which was significant both for
the appropriate (F(2, 62) = 14.70, MSE = 12.01, p<0.001) and inappropriate context
(F(2, 64) = 13.69, MSE = 11.49, p < 0.001). In case of the appropriate context,
the Bonferonni post-hoc tests resulted in a significant difference between two pairs of
conditions: 1) between the Emotion only condition and the Context only condition
(p < 0.05), and 2) between the conditions of Emotion+Context and Context only
(p < 0.001). However, there was no significant difference between the Emotion only
condition and the Emotion+Context conditions, as shown in the Figure 7-6. Thus,
this case supports the HA hypothesis, stating that the emotional expression of sadness
overrides the interpretation of both appropriate and inappropriate situational context
when speaking about perceived arousal.
Figure 7-6: Bar graph showing the mean and standard deviation for the perceived Arousal for
the expression of Sadness in three conditions: Emotion only, Emotion+Context and Context
only. The plot presents the case of the appropriate context.
In case of the inappropriate context, the Bonferonni post-hoc tests revealed there
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was no significant difference between the arousal ratings for the condition of Emotion
only and Context only (p = 0.99), thus the results were not used in the analysis.
The ANOVA found a significant difference in the perceived dominance ratings be-
tween the Emotion only, Emotion+Context and the Context only conditions within
the appropriate context (F(2, 60) = 3.90, MSE = 4.29, p < 0.05). However, the results
of the post-hoc Bonferroni tests revealed there was no significant difference between
the condition of Emotion only and Context only (p = 0.14), thus the results were not
used in the analysis. In the case of the inappropriate context, the ANOVA did not find
a significant difference between the Emotion only, Emotion+Context and the Context
only conditions within the appropriate context (F(2, 60) = 2.16, MSE = 1.97, p =
0.13).
Expression of Surprise
The expression of surprise was contrasted with the situational contexts of a negative
arousal (as inappropriate) and positive arousal (as appropriate). For this expression,
the ANOVA found a difference in the perceived arousal between the Emotion only,
Emotion+Context and the Context only conditions, which was significant both for
the appropriate (F(2, 60) = 28.49, MSE = 21.43, p<0.001) and inappropriate context
(F(2, 60) = 35.26, MSE = 22.33, p < 0.001). In case of the inappropriate context,
the Bonferonni post-hoc tests resulted in a significant difference between two pairs of
conditions: 1) between the Emotion only condition and the Context only condition
(p < 0.001), and 2) between the conditions of Emotion+Context and Context only
(p < 0.001). However, there was no significant difference between the Emotion only
condition and the Emotion+Context conditions, as shown in the Figure 7-7.
Figure 7-7: Bar graph showing the mean and standard deviation for the perceived Arousal for
the expression of Surprise in three conditions: Emotion only, Emotion+Context and Context
only. The plot presents the case of the inappropriate context.
Thus, this case supports the HA hypothesis, stating that the emotional expression of
sadness overrides the interpretation of both appropriate and inappropriate situational
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context when speaking about perceived arousal.
In case of the appropriate context, the Bonferonni post-hoc tests revealed a sig-
nificant difference between all three conditions, thus the results were not used in the
further analysis.
The ANOVA did not found a significant difference in the perceived dominance
ratings between the Emotion only, Emotion+Context and the Context only conditions
within either the appropriate context (F(2, 58) = 0.50, MSE = 0.04, p = 0.95) or
inappropriate context ((F(2, 56) = 0.95, MSE = 0.93, p = 0.39).
Expression of Fear
The expression of fear was contrasted with the situational contexts of a negative domi-
nance (as inappropriate) and positive dominance (as appropriate). For this expression,
the ANOVA found a difference in the perceived arousal between the Emotion only,
Emotion+Context and the Context only conditions, which was significant both for the
appropriate (F(2, 64) = 81.05, MSE = 49.71, p<0.001) and inappropriate context (F(2,
62) = 97.31, MSE = 60.17, p < 0.001). However, the Bonferonni post-hoc tests revealed
there was no significant difference between the the arousal ratings for the condition of
Emotion only and Context only in either the case of the appropriate context (p =
0.31) or inappropriate context (p = 1.00), thus the results were not used in the further
analysis.
The ANOVA did not found a significant difference in the perceived dominance
ratings between the Emotion only, Emotion+Context and the Context only conditions
within either the appropriate context (F(2, 62) = 1.16, MSE = 1.16, p = 0.32) or
inappropriate context ((F(2, 62) = 1.76, MSE = 1.22, p = 0.18).
7.3.4 Effect of the Context Type on Recognition Ratio
In our study, participants were asked to select an emotional term based on their inter-
pretation of the emotion expressed by the robot. Participants were given seven terms
to select from, so the level of a random choice was 0.14. We found that the recognition
ratio of the emotions of fear, anger, happiness and surprise was higher than the level
of a random choice in both the ‘Emotion only’ and ‘Context + Emotion’ scenarios.
When only the context was presented to the participants, the recognition ratio did
not usually exceed the random choice level. The only exception was the context of a
positive arousal, when a block suddenly fell down in front of the robot and the robot
didn’t react to this event in any way. In this case, 18% of participants selected surprise
as an interpretation of a robot’s emotion, as shown in Figure 7-8.
The recognition ratio of the expression of sadness did not exceed the random level
in any of tested scenarios, as presented in the left bottom part of the Figure 7-8, so it
will not be further analysed.
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Figure 7-8: Bar graphs showing the recognition ratio of the emotions of Fear, Anger, Happi-
ness, Sadness and Surprise expressed by the robot in an appropriate and inappropriate context,
under different scenarios of contextual presence.
The results showed that in an appropriate context scenario, the presentation of a
context in addition to the emotional expression only increased the recognition ratio of
all the tested emotional expressions. The increase was the highest for the expressions of
happiness, where the recognition ratio increased by 0.41 comparing an ‘Emotion only’
scenario (r=0.53) and ‘Context + Emotion’ scenario (r = 0.94), and for the expression
of surprise, where the recognition ratio increased by 0.35 comparing an ‘Emotion only’
scenario (r=0.5) and ‘Context + Emotion’ scenario (r = 0.85). For the emotional
expressions of fear and anger, the increase was respectively 0.12 and 0.09.
Within an inappropriate context, the recognition ratio decreased for the emotional
expressions of fear, happiness and surprise. The decrease was the biggest for the
expressions of happiness, where the recognition ratio decreased by 0.18 comparing an
‘Emotion only’ scenario (r=0.53) and ‘Context + Emotion’ scenario (r = 0.35). For
the emotional expressions of fear and surprise, the decrease was respectively 0.08 and
0.03. For the emotional expression of anger, adding inappropriate context increased
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the recognition ratio from 0.38 in the ‘Emotion only’ scenario to 0.53 in the ‘Context
+ Emotion’ scenario.
All the results of recognition ratios for each emotional expression are presented in
the Figure 7-8.
7.4 Discussion
This section provides a discussion of the study and obtained results from several per-
spectives, such as with regard to our hypotheses outlined in the beginning of this
Chapter and the implications of how a robot’s emotional expressions should be de-
signed within different contexts.
We implemented the expressions of five basic emotions in combination with different
types of context. Let us examine whether the results of the study supported our
hypotheses.
7.4.1 Main Effects
The acceptable values of Cronbach’s α provide confidence regarding the validity of the
results of perceived valence, arousal and dominance, obtained via the SAM question-
naire.
The findings of our study reveal that the interpretation of dominance in the emotion
only and context only conditions differed from the interpretation of valence and arousal.
In the emotion only condition, the ratings of valence and arousal were different across
different emotional states expressed by the robot. The difference between the ratings of
dominance, although significant in some cases, was smaller. In the context only videos,
the ratings of dominance for the context representing positive valence, was moderately
positive, compared to neutral ratings of dominance collected for other contexts. We
tried to explain these nuances by analysing how the dispersion of the ratings of valence,
arousal and dominance in both emotional only and context only conditions. The results
of such analysis showed that the dispersion of the ratings of all three dimensions were in
the range between 0.5 and 0.6 for the emotion only videos, while this range was smaller
(from 0.1 to 0.4) for the context only videos. This lets suggest that the significantly
higher ratings of perceived dominance in the context of positive valence do not change
the general suggestion that the ratings of context only videos were all on a similar level,
differently from the emotion only videos.
The findings of our study supported the second hypothesis stating that “an emo-
tional expression overrides/biases the interpretation of a situational context”. This
hypothesis was supported by the results of ANOVA tests for the expressions of anger,
happiness, sadness and surprise. The findings showed that the perception of these
emotions’ arousal was biased by the bodily expressions of the robot and not by the
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situational context. This was true for the appropriate situational context in cases of
anger, happiness and sadness. In cases of surprise, anger and happiness, this hypothesis
was also supported in the case of inappropriate situational context. In addition, the
findings showed that the perception of anger’s dominance was also biased by the robot’s
bodily expression and not by the context in which this expression was performed.
The interpretation of the ‘Context + Emotion’ conditions was significantly different
from the interpretation of the ‘Context only’ conditions when interpreting valence and
arousal of the emotional robot expressions of fear, anger, happiness and surprise. Thus,
the results of our study did not provide evidence supporting the potential assumption
that the situational context overrides the interpretation of emotional expression of a
robot, in contrast to some previous research [141]. We assume that such a contradiction
in results could be due to very different modalities of emotional expressions used in our
study and in the study of [141]. Further research is required to test this assumption.
However, our findings do correspond to the results of [141] in the part stating that
alignment of robot’s action and affective context enhanced the affective interpretation.
Our findings revealed that adding an appropriate context to the robot’s emotional
expression increases the recognition ratio of all the designed emotions, some of them
notably, e.g. the recognition of happiness increased from 53% to 94% with an addition
of an appropriate context. These findings also correspond to the preliminary results of
[14].
7.4.2 The Definition of Context
In this study, situational context was treated as the robot’s environment that has the
potential to facilitate or inhibit its ability to carry out its work. One could argue
this means that situational context does not have any emotional colouring by itself
and this is the reason why it does not influence the interpretation of robot emotional
expressions. We do not agree with such an interpretation and provide two reasons for
this.
First, we argue that the experimental briefing was designed to set expectations
about the meaning of the environment for robot action. So any interpretation of the
state of the environment would have been in terms of an observer’s beliefs about what
would be obstructive or helpful for the robot. More importantly still, the meaning of
situation in this research is inextricably linked to the progress of a robot’s work. So the
environment sets the context for the physical tasks the robot will attempt to carry out
and the concept of situation is clarified this way. Thus, even when the robot does not
react in any way to the situation of a brick falling suddenly in front of it, this does not
mean that the observer interprets the situation as neutral. The results, presented in
section 7.3.2, support our argument by showing significant difference between observers
perception of context-only videos in terms of arousal and dominance.
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Second, we argue that robot inaction in the situations when it does not react to
the changes in its environment, is not meaningful for an observer. In contrast with
the other actions an observer has seen the robot carry out, inaction could be seen as
the result of a robot’s internal state, i.e. a decision not to act, rather than the failure
to take a decision. So, we reject the assertion that an observer must necessarily see
nothing of emotional significance if they observe a robot in a passive state. Judgements
are never made in a vacuum. The fact that observers were required to make a series of
judgements would mean that they could attribute an emotional state to a robot that
has not enacted an expressive behaviour, by contrast with other matters.
To summarise, the definition of situational context may be interpreted in several
different ways that may potentially generate methodological problems in human-robot
interaction studies. However, the potential methodological problems can be overcome
by an appropriate study design, as done in the study presented in this chapter.
7.4.3 Design Recommendations
The results of our study provide specific design recommendations and insights as to
how emotional robot expressions may be used practically in both real-world settings
and future experimental scenarios.
Perceived valence, according to the findings of our study, is not induced by context
but by a robot emotional expression. The study results showed that no matter what
context was presented to observers they tended to score it with a neutral valence.
With an addition of an emotional expression, the scores of perceived valence changed
in accordance to the expressed emotion. The perception of valence was not changed
significantly by adding a context to an emotional bodily expression. Thus we would
recommend to control the perception of valence in human-robot interactions by positive
and negative bodily expressions of a robot.
As a general “rule of thumb”, it is likely that a robot acting in a neutral way will
induce a perception of negative arousal in observers even when something unexpected,
sudden or uncontrolled is happening. In order to change it to a positive level, robot
should visually react to the changes in the environment. Our findings showed that
emotional bodily expressions are a good way to react to different stimuli and thus
convince observers of a higher level of robot arousal. Adding a situational context to
the emotional expression of a robot does not change significantly the proper perception
of arousal, and can even confuse observers if the context is not selected carefully.
The findings of our study reveal that people tend to assess robot dominance as
negative both when it is expressing emotions with its body in a context-free situations
and when acting in a neutral way in context-specific scenario. However, with an appro-
priate context the perceived dominance increases in (1) the positive scenarios, and (2)
the scenarios where robot body language expresses a high level of control over the sit-
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uation. Thus, in experimental settings we would recommend to design an appropriate
contextual information when a robot is supposed to communicate higher dominance
to a person. In real-world settings, we would recommend to carefully align the stimuli
triggering robot emotions with appropriate emotional expressions that are supposed to
communicate higher dominance.
Our findings show that most emotional dimensions can be communicated by a
robot and properly interpreted by observers without the help of additional appropriate
context, even in the situation of an inappropriate context. As we discussed earlier, the
findings of our study clearly showed that context did not override the emotional signal
sent by a robot’s bodily expression. However, when trying to convey a specific basic
emotion using robot’s body language, we would recommend to present an emotional
expression in a situation of appropriate context. The results of our study show that
adding an appropriate context helps increase the recognition ratio of all the five tested
basic emotions.
7.5 Conclusions
We attempted to address a gap in the literature and presented a study on interaction
between situational context and emotional body language in robotics.
In our experimental study, participants were shown 21 video conditions, showing
a robot expressing five basic emotions in different contexts. For each video, the par-
ticipants rated their perception of robot’s valence, arousal and dominance and guessed
the emotion expressed by a robot. In general, the findings of this study supported the
hypothesis that an emotional expression overrides the interpretation of a situational
context in signalling emotional information. The results suggest that emotional bodily
expressions of a robot influence observers’ perception of its valence and increase the
perception of arousal. Together with appropriate contextual information, emotional
bodily expressions of a robot change the perception of its dominance in observers. In
addition, appropriate contextual information helps to increase the recognition ratio for
five tested basic emotions of fear, anger, happiness, sadness and surprise.
We also have discussed design guidelines regarding how emotional body language
of a robot can be used in different contexts by roboticists developing social robots.
For example, we recommend to use emotional bodily expressions to induce a required
valence of a robot, as otherwise it is very likely for the robot to be perceived as neither
positive or negative independent of the context.
In this chapter, we have discussed how the particular situational context in which
emotional expressions are used by a robot influence how they are perceived and inter-
preted by people. Another major factor to investigate is how the morphology of a robot
performing emotional expressions influences how these expressions are interpreted. The
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next chapter will focus on the impact of robot body form in interpreting its emotional
bodily expressions thus validating the design scheme presented earlier in Chapter 6 on
different robot form factors.
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CHAPTER 8
VALIDATING THE DESIGN SCHEME ON ROBOTS OF
DIFFERENT EXPRESSIVITIES
8.1 Introduction
In Chapter 6 we presented an integrated account of the effect of a range of charac-
teristics of robot movement on human perception of affect. We used anatomical body
planes as a reference for combining research on animal social behaviour with Shape and
Effort dimensions derived from the Laban theory of movements to present a scheme for
designing emotionally expressive robotic behaviours. The scheme includes two concepts
to define emotionally expressive behaviours for robots: Expressive Shape and Expres-
sive Quality. Expressive Shape defines how the overall posture of a robot should change
in terms of its physical form, and relates this change to the emotional significance of
approach and avoidance in the animal world. The scheme is presented in Table 8.1
and it is associated with ten distinct parameters of body motion. Expressive Quality
defines the performative characteristics of robot movement, i.e. strength or frequency,
again grounding the meaning of these characteristics in prior work on signals of affec-
tive state in animals and people, as discussed previously in Chapter 2, section 2.2.3.
It is associated with a further thirteen parameters of motion. The general grounding
of the scheme is intended to reflect its generality in application for different types of
non-humanoid robots. In the previous Chapter 7 the scheme has been validated in a
design context. However, it does not explain how this design scheme might be imple-
mented with different forms of non-humanoid robots. Thus in this current Chapter we
introduce a new concept of a robot expressivity that allows us to further generalize the
earlier proposed scheme for designing expressive behaviour and validate it with two
very different types of robots.
It is common for non-humanoid robots to vary greatly in terms of the number of
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embodied degrees of freedom, and the maximum amplitude, velocity and frequency of
motions they are able to perform. However, there are some similarities in the influence
of the parameter on perceived dimensions of emotional meaning, e.g. higher speed of
expressive movement often increases perceived level of arousal, or that reduction of
size (shrinking) can reduce the perceived level of dominance. Thus, it may be that all
robots are capable of expressing basic emotional states, regardless of their form factor,
as long as their behavioural capabilities are mobilised appropriately.
In this Chapter, we investigate the form of the robot as a potential factor that
could influence how people interpret the emotionally charged bodily expressions of a
robot. Thus we are addressing the third research question of this thesis, formulated
as follows: “RQ3: What factors impact how people interpret the emotionally charged
bodily expressions of a robot?”. From a design perspective, we propose that all robots
can be described in terms of their general expressivity, whilst still being able to convey
emotional meaning through their movement. As a property, we argue that expressivity
refers to aspects of the construction of a robot that constrain the robot’s ability to
vary in terms of Expressive Shape and Expressive Quality. This leads us to our first
hypothesis:
H1. Perceptions of emotionally expressive movements do not vary as a function of
the degree of a non-humanoid robot’s expressivity.
We provide a detailed description of expressivity as it applies to this study in the
method section, so that its treatment as an independent variable is clear. The second
hypothesis analysed in this chapter is formulated as follows:
H2: An observer’s beliefs about the successfulness of robot’s actions varies consis-
tently with the nature of the robot’s expressive behaviour.
In this chapter, we treat beliefs about successfulness through the two complemen-
tary observer ratings: judgement of whether the robot successfully completed its task,
and judgement of the robot’s intention to continue or abandon its current activity.
The results of the study reported in this chapter show both the similarities and
differences in the perception of valence, arousal and dominance after applying the design
scheme to non-humanoid robots of different expressivity. In terms of similarities, some
design parameters, such as high energy level or avoidance, have a similar influence on
observer perceptions of valence, arousal and dominance for both forms of robot i.e.
regardless of robot expressivity. Some other design parameters, such as intensity, have
a different influence on perceived emotional dimensions. For example, low intensity
increases the level of perceived valence in the robot of low expressivity and decreases
it in the robot of high expressivity. The findings of the study also reveal that both
the rating of robot successfulness and the ratings of robot intention vary significantly
depending on its expressive movements.
The results of this work suggest that in many cases the form factor of a robot does
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Figure 8-1: The combination of design parameters for the emotional expressions of fear,
anger, happiness, sadness and surprise, as implemented in a more expressive E4 robot (top)
and a less expressive Sphero robot (bottom).
not impact the people’s interpretations of robot expressive behaviour, although the
HRI designers should be aware of some potential differences.
8.2 Method
We designed a mixed-model experiment, in which participants observed and rated
video clips of a robot in action. We used a between-subject design for presenting clips
of two different robots - a more expressive non-humanoid robot E4 (for more details
on the robot, see Chapter 3, section 3.3.1) with several limbs for the first group of
participants and a less expressive abstract robotic ball Sphero (for more details on the
robot, see Chapter 3, section 3.3.2) for the second group. Within each group, we used a
within-subject design for presenting subjects with a sequence of expressive behaviours
performed by their respective robot.
8.2.1 Classifying Robot Expressivity
We refined and generalized the scheme proposed in the Chapter 6 for designing emo-
tional body language in our robots. The scheme is shown in Table 8.1 and it presents a
hierarchical system of design characteristics combined into two large movement groups:
Shape and Quality. The lowest level of the scheme consists of 23 parameters. We link
each parameter of the Shape group to the capability of a robot to move its body in
a specific way, depending on its construction. We also linked each parameter of the
Quality group to an ability to control robot actions in a specific way. The list of Shape
and Quality design parameters (DPs) with an associated ability to program robot
movements are listed in the right-hand part of Table 8.1.
The list of expressive parameters allows us to define the level of expressivity for any
type of robot simply by summing the parameters that can be activated in a specific
robot. Thus, the maximum expressivity level for any type of robot is determined by
its ability to make use of all 23 parameters. This is a simplistic method for contrasting
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the base expressivity of any form of robot since it does not privilege any particular
parameter. It may be that specific parameters of Expressive Quality or Expressive
Shape, or combinations thereof, invoke higher emotional significance. We shall return
to this point in our general discussion.
Each design parameter is associated with one or several emotions, as we have dis-
cussed previously in the Chapter 6, section 6.2. Thus, the higher a robot’s expressivity,
the greater its potential ability to express emotion through body language.
8.2.2 Emotional Expressions
We created five emotional expressions for the robots, namely: (1) fearful, (2) angry, (3)
happy, (4) sad and (5) surprised. The emotions were selected as a subset of commonly
known discrete or basic emotions, as defined by [52]. We used design parameters shown
in Table 8.1 to create emotional expressions in robots, based on the mapping from an-
imal behaviours to general parameters of body movement. We were able to make use
of more design parameters for creating expressions in the high expressivity robot E4
than in the less expressive Sphero because of differences in their construction. One of
the contributions of this chapter is to demonstrate how a general scheme for designing
robot emotional expressions can be mapped to non-humanoid robots with very different
expressive possibilities. The precise mappings require the designer to exercise judge-
ment, as it true of all design, but the general scheme does not privilege any particular
parameter. Thus, design freedom is preserved for at least basic emotions. Figure 8-1
presents the combinations of design parameters used for creating each emotional ex-
pression in both robots, where block numbers correspond to the ID numbers allocated
to design parameters and the horizontal axis represents time of onset and offset in sec-
onds. For example, to create an expression of happiness in the Sphero robot, we used
a parameter No. 19 (vibration at a high level) at two seconds, parameters No. 3 and
23 at three seconds (moving forward in a curved trajectory), and parameter No. 19
(fast vibration) at four seconds, creating an expressive behaviour that lasted for three
seconds in total. As seen from the Figure 8-1, both robots use the same initial DPs for
expressing each of five basic emotions e.g. parameters No. 8, 11 and 22 for expressing
Fear; 3, 11 and 13 for expressing Anger etc. Such a similarity in designing emotional
expressions makes the comparison of the movements valid although the capabilities of
the actuators are very different in two presented robots.
8.2.3 Independent Variables
The two main independent variables in our experiment were expressivity of robot
(high expressivity vs. low expressivity), Design Parameter group (approach/avoidance;
high/low energy; high/low intensity; high/medium/low frequency). We also varied the
influence the occurrence of positive and negative events in the robot’s environment
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SHAPE:
Group ID Parameter Name Body Part or Ability
Approach 1 Transfer weight forward ability to bend or bow forward
Approach 2 Move limbs forward movable limbs
Approach 3 Move its body forward wheels, tracks, legs. Roll, fly, swim,
drive, go, move the body forward
Approach 4 Move visible ap-
pendage(s) away from the
body
movable limbs, visible movable ap-
pendage(s) not used for moving for-
ward/backward, movable head
Approach 5 Extend or expand its
body
ability to extend or expand itself
Avoidance 6 Transfer weight backward ability to bend or bow backward
Avoidance 7 Move limbs backward movable limbs
Avoidance 8 Move its body backward wheels, tracks, legs. Roll backward, fly
backward, swim backward, drive back-
ward, go backward, move the body
backward
Avoidance 9 Attract limbs close to the
body
movable limbs, visible movable
appendage(-s) not used for moving
forward/backward, movable head
Avoidance 10 Reduce its body ability to reduce itself
QUALITY:
Group ID Parameter Name Ability to Program
Energy 11 High strength motor’s speed at high level
Energy 12 Low strength motor’s speed at low level
Intensity 13 Sudden sudden start/finish
Intensity 14 Not sudden smooth start/finish
Flow 15 Short duration movement able to finish in a short
time
Flow 16 Medium duration movement able to finish in a medium
time
Flow 17 Long duration movement able to finish in a long
time
Flow 18 High change in tempo motor’s speed change
Flow 19 High frequency high level of vibration, spinning or
frequent movements of the limbs
Flow 20 Medium frequency medium level of vibration, spin-
ning or frequent movements of the
limbs
Flow 21 Low frequency low level of vibration, spinning or
frequent movements of the limbs
Flow 22 Direct trajectory straight, linear, direct movement
of the whole body
Flow 23 Indirect trajectory curved movement of the whole
body
Table 8.1: Parameters of a Shape (top) and Quality (bottom) group with associated robot’s
programming abilities.
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to examine the consistency of emotional ratings as an indication of the robustness of
expressive behaviours (consistent; inconsistent; not emotional).
Robots We used two robots in our experiment: E4 and Sphero (see Chapter 3,
Figures 3-2 and 3-4).
Robot with Higher Level of Expressivity . The more expressive robot, E4, was
implemented with Lego Mindstorms NXT (for more details on the robot, see Chapter 3,
section 3.3.1). The robot had two motors which allowed it (1) to move forwards and
backwards on a surface, (2) to move the upper part of its body. The upper body part
was constructed such that the robot’s hands moved together with its neck and eyebrows.
Its neck could move forwards and backwards, and its hands and eyebrows could move up
and down. The overall expressivity level of the E4 robot is 19. The RWTH Mindstorms
NXT Toolbox for MATLAB 1 was used to program E4’s behaviours.
Robot with Lower Level of Expressivity . The less expressive robot, Sphero
(for more details on the robot, see Chapter 3, section 3.3.2), is a robotic ball 2 with a
ARM Cortex M4 processor, two RGB LEDs and two internal motors that allowed it (1)
to roll on a surface at different speeds and directions, (2) to spin or vibrate at different
frequencies. Although it is also possible to change Sphero’s colour, we did not use this
function in our study. The overall expressivity of the Sphero robot was 12.5. We used
the Android SDK provided by Sphero3 to program Sphero’s rolling direction, speed
and directional pattern. We used a Samsung TabPRO 8.4 tablet to control Sphero via
Bluetooth for creating the video clips.
Design Parameters (DPs)
Four groups of design parameters (DPs) were used as independent variables in our
study. For the high-level group of Shape, we used Approach and Avoidance DPs. For
the high-level group of Quality, we used low and high Energy, low and high Intensity
and low, medium and high Frequency, which is a sub-level of the Flow group.
Consistency of Emotional Ratings We recorded a set of videos where an event
in the robot’s task environment was combined with a specific emotional expression
of the same and the opposite level of the appropriate dimension, e.g. an event of
a positive valence was recorded with the robot expressing an emotion of a positive
valence, of negative valence and a neutral one. If the sign of context’s emotional
dimension matched the sign of a robot’s expressed emotion on the same dimension, we
treated the emotion as consistent. If a sign of the context was opposite to the sign of
a presented robot’s emotional expression, we treated it as inconsistent. If robot only
performed the actions related to its task and didn’t perform any emotional expression
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8.2.4 Test Conditions
We recorded five emotional expressions performed by each robot in a neutral environ-
mental context. In addition, we recorded eighteen combinations of each context and
a consistent, inconsistent and neutral emotion. Five emotional expressions without
context plus eighteen combinations of a context and a consistent/inconsistent/neutral
emotional expressions resulted in a list of twenty three emotional expressions of each
robot in different contexts, each of the duration of 3-13 sec.
8.2.5 Dependent Variables
Our dependent variables included emotional ratings of robot expressive behaviours;
ratings of robot task intention, and ratings of robot task success. We also collected
demographic information on age and gender.
Perceived Emotional Dimensions Participants rated valence, arousal and dom-
inance of robot expressive behaviours with a validated questionnaire called the ’Self
assessment manikin’ (SAM) [20]. SAM has been used to rate the affective dimensions
of valence, arousal and dominance in a wide variety of settings [20].
Judgement of Robot Intentions Judgements of robot intentions were scored on
a 5-point Likert scale, in response to the question Do you think the robot is going to
continue its task? The score 1 means ’Definitely not going to continue’ and score 5
means ’Definitely going to continue’.
Judgement of Robot Task Success Judgement of task success was again scored
on a five-point Likert scale, in response to the question Do you think the robot’s task
was completed successfully? The scale ranged from Definitely No, which was equal to
the rating of 1, to Definitely Yes, equal to the rating of 5.
8.2.6 Experimental Procedure and Participants
We used a between-subject design for the robot expressivity variable. 34 participants
(9 females and 25 males; age from 18 to 46, M=23.21, SD=7.42) rated video clips of
the high-expressivity E4 robot. 20 participants (7 females and 13 males; age from 23
to 38, M=29.25, SD=3.60) were assigned to the low-expressivity Sphero robot .
A within-subject design was used to assign participants to a specific task condition,
i.e. each participant was exposed to all the twenty-three experimental conditions with
one of the robots. In order to overcome limitations of a within-subject design and
decrease the impact of a learning effect, the videos presented to each participant in
pseudo-random order, but also ensuring that two expressions of the same type were
never presented one after another.
Participants watched the video clips whilst seated in a quiet room, completing rat-
ings after each separate clip. They were recorded the whole way through the experiment
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and at the end of the experiment participants were invited for a 5-10 minute recorded
interview, after which they were debriefed. The duration of the experiment did not
exceed thirty-five minutes and though participants were informed that they could leave
at any time, none decided to do so.
8.2.7 Data Analysis
Cronbach’s α was used as a measure of internal agreement between subjects. For the
videos showing only the context the α value for the ratings was 0.835, and for the
videos showing only the emotional expressions the α value was 0.607. The ratings for
the videos showing the combinations of the context and emotional expressions, the α
value for the ratings was 0.708. All these α values are acceptable, indicating a good
level of internal agreement between all subjects across all the scenarios and respective
video conditions.
Mixed measures ANOVA was used to examine the relation between each design
parameter and the SAM ratings for the two robots. The same test with different
factors was used to evaluate the potential influence of context consistency.
8.3 Results
We compared the recognition results for the two types of robots used in the experimen-
tal study. In addition, we conducted several tests of two factor mixed measures ANOVA
to analyse an influence of different design parameters on the perception of robot’s va-
lence, arousal and dominance. We also analysed the influence of both between- and
within-subject factors on the perceived level of a robot’s intention to continue its job.
8.3.1 Correctness and Consistency of Recognition
In this section, we present the recognition results for the expressions presented by both
robots within an appropriate situational context.
The tabular presentation of Accuracy, Recall and F-score values for each emotional
expression of the two robots are given in the Table 8.2.
Overall, the Accuracy of recognition was high for all the emotions in both robots.
For the robot of higher expressivity E4, Accuracy was ranging between the lowest 77%
value for surprise and the highest 95% value for happiness. For the robot of lower
expressivity Sphero, Accuracy was ranging between the lowest 0.80% value for anger
and the highest 87% value for happiness. For both robots,the Accuracy values were
quite similar for each presented emotional expression and all the values were higher
than the chance level, as shown in the Figure 8-2.
Other measures, such as Recall and F-scores were more varied compared to Accu-
racy. The highest Recall rates were detected for happiness and were as high as 94%
145
Chapter 8. Validating the Design Scheme on Robots of Different Expressivities
Accuracy Recall F-score
E4 Sphero E4 Sphero E4 Sphero
fear 0.88 0.85 0.56 0.80 0.61 0.68
anger 0.82 0.80 0.51 0.05 0.66 0.09
happiness 0.95 0.87 0.94 0.53 0.85 0.61
sadness 0.82 0.81 0.12 0.15 0.18 0.24
surprise 0.77 0.86 0.85 0.50 0.55 0.59
Table 8.2: The tabular presentation of Accuracy, Recall and F-score values for each presented
robot emotional expression in two robots, E4 and Sphero. These data are plotted in Figure 8-2
and 8-3.
Figure 8-2: Accuracy of recognition for the five presented emotional expressions in the E4 and
Sphero robots.
for the E4 robot and 53% for Sphero. Another high value of Recall was detected for
fear and was as high as 56% for E4 and 80% for the Sphero robot. High Recall values
showed the ability of participants to correctly recognize these two emotions presented
to them through emotional expressions of the robot. The lowest recall rate was de-
tected for sadness in case of the E4 robot and was as low as 12%. In case of the Sphero
robot the Recall value for sadness was very similar - 15%. The lowest Recall in the
case of Sphero, however, was detected for the emotional expression of anger and was
as low as 5%.
The combination of Precision and Recall are another important measure that char-
acterizes how correctly participants were recognizing emotional expressions of the robot
presented to them. The combination of these two values, calculated as F-score, are pre-
sented in the Figure 8-3, showing that the values were very similar between two robots
for the emotional expressions of fear, happiness, sadness and surprise. Also, for both
robot the F-score was very low for the expression of sadness. However, there was a big
difference between the F-scores calculated for the expression of anger : it was as high as
66% in the case of E4 robot with higher expressivity and as low as 9% for the Sphero
robot with lower expressivity.
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Figure 8-3: F-scores for the five presented emotional expressions in the E4 and Sphero robots.
The differences in F-scores were directly related to the differences in recognition
rates, as presented in Figure 8-4. Overall, the recognition rates of the expressions
of fear, happiness and surprise were all higher than a chance level. The recognition
of the emotional expression of sadness was very low for both the E4 robot of higher
expressivity and for the Sphero robot of lower expressivity.
Figure 8-4: Recognition rates for the five presented emotional expressions in the E4 and Sphero
robots.
The emotional expression of anger was the only one which was different for two
robots: the recognition rate in the case of E4 robot was as high as 51% and in the case
of Sphero robot it was only 5%, which was lower than a chance level.
8.3.2 Perceived Emotional Dimensions
In this section we describe both the commonalities and the differences of the effect
of earlier mentioned between- and within-subject factors on the perception of robot’s
valence, arousal and dominance. As discussed previously, a relation between different
design parameters and values of perceived valence, arousal and dominance provide
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insights of why one emotions are more often or less often misclassified as others. In this
section we present how different is this relation for the robots of different expressivity.
Overall, there were no significant differences between the two robots in terms of per-
ceived valence, arousal or dominance for emotional expressions of fear, anger, happiness
and surprise, as presented in Figure 8-5.
Figure 8-5: Perceived vaeence, arousal and dominance for the five presented emotional ex-
pressions in the E4 and Sphero robots. Symbol * represents p < 0.05.
Perceived valence and perceived dominance were both significantly different for the
emotional expression of sadness, with the significantly higher values in the case of the
Sphero robot. However, as it was discussed in the previous section, the recognition
rate of sadness for both robots was lower than a chance level, so it is possible to say
that for the recognized emotions the perceived valence, arousal and dominance was not
significantly different.
In order to understand in more detail how the specific design parameters influenced
the observers’ emotional perception, we performed analysis on the impact of design
parameters on the perceived valence, arousal and dominance.
The overview of all the ANOVA tests results showing the effect of different DPs on
a perceived valence, arousal and dominance are shown in the Table 8.3.
We found a significant difference in the SAM ratings of the effect of Approach and
Avoidance design parameters. The first column of the left part of the Figure 8-6 shows
that the mean valence rating for the avoidance behaviours for both robots (mean=-0.43,
95% CI=[-0.54, -0.31]) was lower than approach behaviours (mean=-0.22, CI%=[-0.36,
0.08]). The mean dominance rating for avoidance behaviours (mean=-0.49, 95% CI=[-
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Table 8.3: ANOVA results, showing the effect of different design parameters (DPs) on per-
ceived Valence, Arousal and Dominance, using the more expressive E4 and less expressive
Sphero robots.
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Figure 8-6: Plot of the mean values of perceived Valence (top left), Arousal (top right)
and Dominance (bottom left) for the expressions with implemented parameters of approach-
avoidance, energy, intensity and frequency, using the more expressive E4 and less expressive
Sphero robots.
0.61, -0.37]) was lower than for approach (mean=-0.20, 95% CI=[-0.33, -0.07]), as
shown in the first column of the right part of the Figure 8-6. The effect of interaction
between a robot and DP was significant for the perception of arousal and dominance,
although the interaction only influenced the observers’ ratings when the design factor
changed from neutral to not neutral. While changing from approach to avoidance, the
interaction effect did not differ significantly.
We found a significant difference in the effect of high and low Energy DP on valence,
arousal and dominance ratings. The mean valence rating for high-energy behaviours
(mean=-0.77, 95% CI=[-0.93, -0.60]) was lower than that of a low energy expression
(mean=-0.09, 95% CI=[-0.24, 0.05]). The mean score of arousal for the expression of
a low energy (mean=-0.19, 95% CI=[-0.37, -0.02]) was significantly lower than that
of a high energy expression (mean=0.88, 95% CI=[0.74, 1.02]). The mean score of
dominance for the expression of a low energy (mean=-0.13, 95% CI=[-0.31, 0.05]) was
significantly higher than that of a high energy expression (mean=-0.75, 95% CI=[-
0.92, -0.58]). The mean scores are presented in the second columns of each plot in the
Figure 8-6. The effect of interaction between a robot and DPs was significant for the
perception of dominance: for the more expressive E4 robot the effect of a high-energy
DP was stronger than for the less expressive Sphero.
We found a significant difference in the effect of high and low Intensity DP on ratings
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of arousal. The mean arousal rating for the behaviours of low intensity (averaged for
both robots; mean=-0.54, 95% CI=[-0.64, -0.43]) was significantly lower (p<0.001)
than for those with high intensity (mean=0.51, 95% CI=[0.42, 0.61]). The interaction
between Robot and DP was significant for dominance: for E4 robot, the mean rating of
valence for low-intensity expressions (mean=-0.13) was lower than that of high-intensity
expressions (mean=0.05) although the difference between these two values was not
significant. For Sphero, mean valence rating for low-intensity (mean=0.06) was higher
than that of high-intensity behaviours (mean=0.03) although this difference was either
not significant (see third columns of each plot in Figure 8-6.
Finally, we found a main effect for the Frequency DP on ratings of valence and
arousal. Expressive behaviours of medium frequency received the highest valence rat-
ings (mean=0.44, 95% CI=[0.23,0.65]) comparing to those of low (mean=-0.09, 95%
CI=[-0.23,0.05]) and high frequency (mean=-0.22, 95% CI=[-0.40, -0.04]). Medium fre-
quency behaviours also received the highest arousal ratings (mean=0.85, 95% CI=[0.69,
1.01]) comparing to those of low- (mean=-0.20, 95% CI=[-0.38, -0.03]) and high-
frequency (mean=0.53, 95% CI=[0.39, 0.66]) (see last columns of each plot in Fig-
ure 8-6.
With respect to Consistency, our data suggest that valence, arousal and dominance
of a robot’s expression are not strongly influenced by positive and negative events
in the robot’s operational context. However, we found positive context to significantly
(p<0.001) increase the mean ratings of both valence (mean=0.58, 95% CI=[0.41, 0.75])
and dominance (mean=0.93, 95% CI=[0.75, 1.10]) when compared to negative contexts.
Additionally, the context of a negative arousal significantly (p<0.005) decreased the
mean arousal rating (mean=-0.42, 95% CI=[-0.60, -0.25]).
8.3.3 Value of Emotional Expressions
We treated the value of emotional expressions primarily in terms of their ability to
support inferences about a robot’s intentions to continue cleaning the room, and the
successfulness of its cleaning actions.
Observer Judgement of Robot Intentions
In order to asses how different design parameters influence participants’ judgments of
a robot’s intentions and how these differ between two robots of different expressivity
levels, we conducted several ANOVA tests. The findings reveal that the ratings of
robot intention vary significantly depending on its expressive movements.
Row four of Table 8.3 presents ANOVA results for the four types of DP on perceived
Intention. We only discuss contrasts that reached statistical significance.
We found a significant difference main effect of Approach and Avoidance on judge-
ment of robot intention. The mean score of intention for the approach expression (mean
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= 2.81, 95% CI=[2.67, 2.95]) was significantly higher than either neutral (mean=2.54,
95% CI=[2.40, 2.68]) or avoidance expression (mean=2.59, 95% CI=[2.46, 2.72]). We
also found that ratings of intention for differed by Energy levels. The mean score of in-
tention for the expression of a low energy (mean=2.81, 95% CI=[2.60, 3.01]) was higher
than that of a high energy expression (mean=2.46, 95% CI=[2.28, 2.63]). Although
the size of effect is small in both cases, our participants were highly consistent in their
ratings on these two measures so confidence in these results is high. The main effect of
type of robot did not reach significance for Energy or Approach/Avoidance, but robot
type did interact with the Energy DP.
There was a main effect of Intensity for judgements of robot intention, with a mean
score for low-intensity expressions (mean=2.63, 95% CI=[2.52, 2.75]) significantly lower
than that for high-intensity expressions (mean=2.82, 95% CI=[2.71, 2.92]). In this
case, scores also varied by type of robot, with both high- and low-intensity behaviours
of Sphero rated higher overall than their equivalents for E4.
Figure 8-7: Left: Plot of the mean values of perceived robot’s Intention and standard errors
for the expressions of Low, Medium and High Frequency, using the more expressive E4 and less
expressive Sphero robots. Right: Plot of the mean values of Success and standard errors for
robot expressing emotion consistently, inconsistently and not expressing them, using the E4 and
Sphero robots. Based on videos where task was completed successfully.
Observer Judgement of Robot Task Success
Judgement of task success differs from robot intention, as it depends on the interplay
between changes in the task environment (its operational context) and the expressive
behaviour of the robot. We assume that a person would jointly assess the robot’s
behaviour and its operational context to decide whether or not its task was completed
successfully. If behavioural and operational context both suggest a positive outcome,
they are consistent and thus should present a clear signal of success. Similarly, if
both are negative, they should clearly signal failure. This is why, in order to assess
participants’ judgments on robot task success, we use a consistency of emotion factor
to analyse the data using ANOVA test. The findings reveal that consistent emotional
expressiveness increases the rating of a task success and it is significantly different from
152
Chapter 8. Validating the Design Scheme on Robots of Different Expressivities
the cases when a robot completing the task is inconsistently expressive.
A two- (E4 vs. Sphero) x three- (Not emotional, Consistent emotion, Inconsis-
tent emotion) mixed measures ANOVA was used to analyse the influence of expressive
behaviour on judgements of task success. In this chapter, we limit our analysis to
video clips that objectively show that the block-moving task was in fact completed
successfully (see Figure 8-7 Right). The mean rating of success was significantly dif-
ferent for each robot (F(1.76, 182.98)=3.67, p=0.03, observed power=0.63). Post-
hoc tests revealed that observers judge successfulness significantly higher (p<0.05) for
robots with context-consistent emotional expressions (mean=4.20, 95% CI=[3.95, 4.44])
than for neutral (mean=3.82, 95% CI=[3.54, 4.11]) or context-inconsistent expressions
(mean=3.81, 95% CI=[3.54, 4.07]). The difference between two types of robots (F(1,
104)=4.29, p=0.04) does not interact with this result.
8.4 Discussion
This chapter has reported the implementation of the five basic emotions as robot ex-
pressive behaviours in two forms of robot, based on a design scheme for expressing
and interpreting emotional body language. The use of two very different robots was
intended illustrate the general utility of the design scheme, accompanied by empirical
data on human interpretation of the emotional content of these expressive behaviours.
Our findings partially support the first hypothesis:
H1. Perceptions of emotionally expressive movements do not vary as a function of
the degree of a non-humanoid robot’s expressivity.
We found that some design parameters, such as high energy level or avoidance,
have a similar influence on observer perceptions of valence, arousal and dominance for
both forms of robot i.e. regardless of robot expressivity. These results are consistent
with the findings of [166], who showed that (a) high speed of tail movements increased
perceived arousal of a robot, and (b) low tail height decreased perceived valence. The
latter could be mapped to the Reduce Yourself parameter of the Avoidance DP group.
Our findings also suggest that some parameters, e.g. approach, high and low in-
tensity or medium and high frequency of movements when implemented in robots of
different expressivity level, exert a similar influence on perceptions of a subset of emo-
tional dimensions. For example, high frequency consistently increased ratings of arousal
for both types of robots, although its influence on valence differed by robot type. Ta-
ble 8.4 presents all the similarities between a more expressive and a less expressive
robot revealed by our study. These findings partially support our first hypothesis.
However, our study also suggests that there are some significant differences in how
some parameters influence perceptions of emotion in robot as a function of expressivity,
contrary to our expectations:
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Approach ↓ ”− ” ↑ ” + ”
Avoidance ↓ ”− ” ↑ ” + ” ↓ ”− ”
Low intensity ↓ ”− ”
High intensity ↑ ” + ”
High energy ↓ ”− ” ↑ ” + ” ↓ ”− ”
Medium frequency ↑ ” + ”
High frequency ↑ ” + ”
Table 8.4: Similarities in parameters’ influence on valence, arousal and dominance between a
more expressive robot E4 and a less expressive robot Sphero. Arrows ↑ and ↓ show whether the
parameter increased or decreased a perceived value of valence, arousal and dominance. Signs
”− ” and ” + ” show whether the value is negative or positive.
• Both types of robots showed that avoidance behaviours were rated as low domi-
nance. However, for the low-expressivity robot, the ratings was significantly lower
than for the highly expressive robot.
• Only the high-expressivity robot is rated with a lower level of dominance for low-
frequency expressive behaviours than for high-frequency expressions. In addition,
the value of dominance ratings in this case was positive for the low-expressivity
robot but negative for the high-expressivity robot.
• The high intensity DP increased the level of perceived valence for the highly
expressive robot and made it positive, while for the low-expressivity robot the
level of perceived valence was decreased and negative.
Table 8.5 presents all the differences between a more expressive and a less expressive
robot revealed by our study. These findings did not support our first hypothesis. They
also add to the current knowledge of the design of emotional expressions in robots, as
no previous studies suggested that there could be different consequences of applying
expressive movements to different types of robots.
In addition to the current knowledge, the Consistency findings of our study revealed
that the context of positive valence specifically has a significant effect on perceived
valence and dominance of an expressive robot. With respect to perceived arousal, our
findings reveal that the context of a negative arousal decreases it significantly. Other
contexts, i.e of a positive or negative dominance, positive arousal or negative valence
do not have a significant effect on interpretation of an expressive robot.
In contrast to [141], the results of our study do not provide any evidence that
the consistency of context can override the interpretation of emotional expression of a
robot. Our findings show that inappropriate emotional context is not different to the
neutral context cases in interpretation of valence, arousal, dominance and robot inten-
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Perceived Valence Perceived Arousal Perceived Dominance
Group of design parame-
ters
E4 Sphero E4 Sphero E4 Sphero
Approach NA ↓
Avoidance ↓ ⇓
Low intensity ↓ ”-” ↑ ”+” ↓ ”-” ↑ ”+”
High intensity ↑ ”+” ↓ ”-” ↑ ”+” ↓ ”-”
Low frequency ↓ ”-” NA ”+” NA ↓ ↓ ”-” NA ”+”
Medium frequency ↑ NA ↑ ”+” NA ”-”
High frequency ↓ NA ⇑ ↑
Table 8.5: Differences in parameters’ influence on perceived valence, arousal and dominance
between a more expressive robot E4 and a less expressive robot Sphero. Arrows ↑ and ↓ show
whether the parameter increased or decreased a perceived value of valence, arousal and domi-
nance. Wider arrows ⇓ and ⇑ show a stronger decrease/increase effect. Signs ”− ” and ” + ”
show whether the value is negative or positive.
tion. However, our findings correspond to the results of [141] in the part stating that
alignment of robot’s action and affective context enhanced the affective interpretation.
H2. An observer’s beliefs about the success of a robot’s actions varies consistently
with the nature of the robot’s expressive behaviour.
The findings of the study reveal that consistent emotional expressiveness increases
the rating of a task success and it is significantly different from the cases when a
robot completing the task is inconsistently expressive, e.g. expressed sadness after
successfully completing the task, or not expressive, e.g. just completed the task and
did not follow it with any emotional expression. Such a result shows that participants’
awareness of a situation they observed improved when robot behaved in a consistently
emotional way thus supporting our second hypothesis. Our findings conform to those
of [97] and [104] by showing an additional value of expressive robot on a neutral one.
However, our study also resulted in additional finding that extends the state-of-the-art
of HRI and shows that an inconsistently expressive robot does not create an additional
situational understanding in human observers although it does not reduce a situational
awareness either.
The ratings of robot intention varied significantly depending on its expressive move-
ments. This means that emotional expressions of a robot can not only communicate
emotional signal but also let people draw additional inferences about that robot. These
findings support the second hypothesis and they are consistent with [67] who stated
people may presume other things about affective agents based on their expressiveness,
in addition to how he or she is feeling. However, the study of [67] only made this
statement about human agents. Our findings make a first step to generalize this idea
to a broader set of agents, including robots.
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8.5 Conclusions
We attempt to address a gap in the literature between high-level design guidelines for
robotic emotional expression using a body language and the implementation of expres-
sive movements in specific non-humanoid robots. We have presented a refinement of
the general design scheme proposed in the Chapter 6. We made this design scheme
usable for HRI researchers working with different types of non-humanoid robots in
two ways. We presented a new technique for classifying non-humanoid robots based
on their expressivity. We also demonstrated representations of five basic emotions of
fear, anger, happiness, sadness and surprise as sequence of parameters in accordance
with the general design scheme. The results of our validation study show both the
similarities and differences in the perception of valence, arousal and dominance after
applying the design scheme to non-humanoid robots of different expressivity. The En-
ergy and Approach/Avoidance group of DPs were robust across the two robot forms.
However, our data suggest a need for a more considered mechanism for describing com-
binations of parameters, especially in terms of the frequency and intensity of expressive
behaviours. There is also a need to create a more sophisticated statistical model in-
stead of performing a series of ANOVA calculations, thus reducing the risk of Type I
errors.
Although we adopted a very simple model for estimating the general expressivity
of any robot, it proved adequate for the questions we posed. Simple summative mod-
els are attractive from a design viewpoint, since they create opportunities for creating
equally expressive robots with rather different form factors. They reflect a crude as-
sumption that interpretations depend only on the total number of available cues - a
basic bandwidth argument - rather than their choreography. Further work is required
to probe the limits of our main finding: interpretations of robot expressive behaviours
are consistent, regardless of salient differences in their expressive possibilities. It is
hard to imagine non-humanoid form factors of robots that would differ much more
than Sphero and E4 but, as we have consistently argued in this chapter, it is not the
way they look, it is the way they move that counts from the viewpoint of the observer.
We have deliberately limited our enquiry to basic emotional states. Were a designer
to explore sophisticated robot emotional expressions, such as guilt, regret or schaden-
freude, a different picture may emerge. However, there are also ethical considerations
which have directed our work away from matters such as these.
In the next Chapter we will summarise the work presented in this thesis and discuss
it with regards to the four main research questions addressed in the thesis. We will
overview the main contributions of this work, reflect upon the aspects related to the
limitations of the thesis and finalize by providing an overview of the further work that






In this chapter, we bring together the work that has been reported within this thesis
to show how the main findings relate to the four research questions it has addressed.
We thus discuss the key contributions of this research to HRI. The chapter will also
reflect upon the aspects that are related to the limitations of the thesis, as well as in
the broader sense. Finally, we will outline a collection of suggestions of future avenues
of research.
9.1 Summary and Discussion with Regards to Research
Questions
This thesis has addressed the problem of enabling humans to better understand ma-
chines by examining the role of artificial emotions synthesized and expressed by robots
in the process of human-robot interaction.
The previous research suggests that people and animals benefit from non-verbal
communication and use of emotional expressions that make their otherwise unobserv-
able internal states and intentions interpretable to others around them [3, 168]. The
same could also be true for robots, as they need to be able to communicate with people
using both verbal and non-verbal artificial signals in order to engage humans in inter-
action [163]. An artificial analogue of natural emotional expressions could make robots
more predictable and acceptable, thus making them more effective team-players.
There is a growing body of HRI research on techniques for expressing artificial
emotions in robots [107, 6, 49]. However, this research has several limitations that are
addressed in this thesis. First of all, the majority of prior research focuses on techniques
for expressing artificial emotions via facial expressions [23, 169, 154]. Although such
techniques can directly relate human facial expressions to robot emotions, and the
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results of this research look promising, such an approach limits itself to experimenting
with either humanoid robots or robots with a highly expressive human-like faces. In
addition, the interaction between people and robots with expressive faces should happen
in close proximity in order for the person to see the robot’s face clearly, which is not
always possible in real-life situations. In this thesis we address this limitation by
investigating techniques for expressing emotions via bodily movements of a robot.
Another limitation of previous HRI research in artificial robotic emotions, which
is closely related to the first, is that the majority of prior studies are focused on the
humanoid robots [86]. The possible reason for such a focused approach could be the
popularity of the NAO humanoid robot1, which is easily accessible for HRI research
groups. However, robots do not always have, or may in fact be hampered by, a hu-
manoid or human-like body. Low and semi-expressive non-humanoid robots can be
used more often for home-working tasks (e.g. a robotic vacuum cleaner Roomba),
search-and-rescue [17], domestic assistance [184] and other tasks. The design of such
robots is intended to match their purpose, e.g. designed to move across disaster zones
to find and reach victims, or to be steady and move safely in order to help elderly or
disabled people get out of bed and move around. Thus it is not always useful or possible
for such robots to have human-like bodies. However, as social agents, it is still useful
for non-humanoid robots to be able to generate cues that are capable of expressing
aspects of their state that are relevant for social coordination. In the natural world,
animals must frequently occupy the same space or otherwise need to coordinate their
actions, roles and responsibilities. Research on animal emotion, and in the wider field
of affect, have shown that non-verbal displays of emotional state play a critical role in
this regard: social communication directly assists in the social coordination of action.
In this thesis, we sought to address the limitations of prior work on bodily emotional
expression in HRI. We have reported a series of investigations on techniques for gen-
erating non-verbal expressions of emotion in non-humanoid robots and analyses of the
impact of expressive form on the way people interpret emotionally charged robotic ex-
pressions. The generation and interpretation of the emotional content of robotic bodily
expression must be understood as steps along the way towards realising the potential
benefit of emotional expression in human-robot social coordination. In this thesis we
sought to address the limited prior work on bodily emotional expressions. We have
reported investigations of techniques for generating and expressing emotions in non-
humanoid robots and analysed the impact of the form factor on people’s interpretation
of emotionally charged robotic bodily expressions. These are necessary steps towards
realising the potential of human-robot social coordination.
Another limitation of the prior HRI research is that there is a considerable gap




mentation of a specific robot with expressive movements. In this thesis, we attempted
to address this gap by presenting a new technique for classifying non-humanoid robots
based on their expressivity and developing a design scheme, which could be usable for
HRI researchers working with different types of non-humanoid robots.
Finally, there is still an open question in HRI research about the value of robot
emotions in the interaction between people and robots, and especially in human-robot
collaboration. In this thesis, we made an attempt to investigate the effects of robotic
emotional bodily expressions on people’s attitudes towards a robot and on people’s
behaviour with a robot in a collaborative environment.
9.1.1 RQ1: Do people perceive robotic bodily expressions as having
different emotional meanings, and if so, are people consistent
in the meaning they perceive?
We addressed the first research question in Chapter 4, in which we reported two ex-
ploratory studies, each designed to test human perception of artificial emotions in robot
expressive movements of its body and one facial feature in a simple situational context.
We investigated the potential for simple features of robotic embodiment to facilitate
dynamic emotional signalling in a manner that allows for emotional interpretation by
human observers, first with static poses and then with dynamic expressions. The lan-
guage used to instruct participants was deliberately intended to avoid leading them to
use emotional terminology in evaluating robot behaviours.
The results of the two studies revealed the tendency of people to assign an emotional
meaning to the observed robot expressions, given a simple context. Both a qualitative
and quantitative analysis of the data collected through the studies showed that the
majority of participants interpreted robot expressions in an emotional way. We further
wished to understand whether the emotional interpretations were simply due to a gen-
eral human tendency to anthropomorphise, or if they could be subject to a designer’s
intent. The differences between emotional and non-emotional interpretations of robot’s
behaviours were statistically significant for all the presented expressions that were de-
signed to be emotionally charged. Besides, the qualitative thematic analysis revealed
that in addition to assigning an emotional interpretation to the robot’s expressions,
people tend to relate robot emotional state to a predicted future or previous interac-
tion. The majority of participants explained the observed robot emotional state as a
consequence of a previous interaction, the rest of the answers distributed between ex-
plaining the meaning of the observed emotion as 1) a reason for observed behaviour, 2)
a tool for interacting with people and 3) a predecessor of a future interaction. The data
imply that in general people perceive robotic bodily expressions as having emotional
meanings, even when such a meaning is not deliberately provided. However, when a
principled approach to design is taken, emotional interpretations are stronger.
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The results of the studies reported in the Chapter 4 also imply that people can
consistently recognize the emotional meaning they perceive in observed a robot’s bodily
expressions. The values of recognition ratio detected through two reported studies
exceeded the chance level for each recognized emotion of the robot. The results showed
a significant difference between an average recognition ratio for positive emotions, such
as happiness and excitement, and non-positive emotions, such as surprise, anger or
sadness, with a lower recognition ratio for positive emotions. The results also showed
a significant difference between an average recognition ratio for the emotions of high
arousal, such as surprise and excitement, and the emotions of lower arousal, such as
sadness or anger, with a higher recognition ratio for high arousal emotions in both
cases. Not surprisingly, the participants observing dynamic emotions expressed by a
real physical robot had in general a significantly higher level of confidence over those
observing emotions from static pictures of the robot.
The results of the reported work demonstrate that even very simple movements of
a social robot with up to three DoF can convey emotional meanings, showing promise
for designing non-humanoid robots that could serve as socially coordinated members of
human-robot teams. In particular, this suggests that when people attribute emotional
states to a robot, they typically apply an event-based frame to make sense of the
robotic expressions they have seen. This suggests that it is possible to create effective
robot collaborators without an expressive human-like face, legs, moveable fingers or
wrists. The results of this research provide a reason to believe that, in a context of a
joint human-robot activity, it should still be possible for interaction designers to use
interface elements such as body movements to increase the expressive power of robots
and thus increase a social coordination between human and robot in a human-robot
team.
9.1.2 RQ2: Can emotionally charged robotic bodily expressions be
designed and generated in a systematic pre-structured manner
to evoke a desired emotional interpretation?
The second research question was addressed progressively through the work presented
for this thesis, but it is the main concern of Chapter 5, Chapter 6 and Chapter 8.
In Chapter 5 we presented an emotionally-based computational model of action
selection to control robot behaviours in HRI scenarios. We have implemented the
described model as a proof of concept on the physical robot E4. The robot with an
implemented model was able to successfully interact with the environment and was
also able both to express its internal emotional state and to change its behaviour
dynamically according to the implemented action interruption scheme.
However, the presented model of emotional action selection raises several design-
related concerns with regards to the addressed research question, that were further
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investigated in the later chapters. Specifically, it was not clear how to design the
emotional expressions in robots in a systematic pre-structured manner that would be
understandable by human observers. Thus, in Chapter 6 we presented a design scheme
for modelling emotionally expressive robot body movements with a set of design pa-
rameters that enabled the creation of emotionally expressive behaviours. This design
scheme was further refined and generalized in the Chapter 8.
In Chapter 6 we proposed a design scheme for expressing and interpreting emotional
movements in non-humanoid robots that is based on a behavioural form of approach-
avoidance analysed from an observer’s point of view and the Labanian theory of move-
ment analysis. The scheme includes two concepts to define emotionally expressive
behaviours for robots: Expressive Shape and Expressive Quality. Expressive Shape
defines how the overall posture of a robot should change in terms of its physical form,
and relates this change to the emotional significance of approach and avoidance in the
animal world. In order to define the Shape of emotional robot movements, we linked
the emotional expression to a more general ‘goal’ of the expressive robot of either be-
coming closer to an observer by moving closer or becoming bigger without moving
closer. These two groups of movements although very different by their nature could
both cue the idea of approach from the observer’s point of view and thus communicate
a certain emotional meaning. In contrast, Avoidance is designed by either becoming
further away from an observer by moving away or becoming smaller without moving
away. The Shape group is associated with ten distinct parameters of body motion, such
as transfer weight forward / backwards or attract limbs close to the body. The design
group of expressive Quality captures dynamics of an expressive movement and thus
defines the performative characteristics of robot movement, i.e. strength or frequency,
grounding the meaning of these characteristics in prior work on signals of affective state
in animals and people. It is associated with a further thirteen parameters of motion,
such as strength or frequency. In order to investigate whether robotic bodily expressions
designed and generated using the proposed scheme evoke a desired emotional interpre-
tation, we implemented the dynamic expressions of five basic emotions of fear, anger,
happiness, sadness and surprise into a non-humanoid robot E4. We asked people to
recognize the implemented expressions.
The results of the study showed that the accuracy of recognition was high for all
the emotions, mostly due to a high level of recognition specificity and a high number of
true negatives. The values of recognition ratio were also high enough and exceeded the
chance level for four recognized emotions of fear, anger, happiness and surprise. The
recognition ratio of sadness was below the chance level in this study, which suggest
that the static posture may represent sadness better than a dynamic expression. The
robot expressions of anger and fear were sometimes misclassified as surprise, while
the expression of surprise was most often misclassified as fear and the expression
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of happiness was sometimes misclassified as anger. Such errors suggest that some
design parameters do not communicate the full emotional information a specific discrete
emotion includes, but rather provide observers with the information useful to better
detect one emotional dimension and give less information about another dimension.
In Chapter 8 we presented a refinement of this design scheme in order to generalize
it to some extent. We made this design scheme usable for HRI researchers working
with different types of non-humanoid robots in two ways. First, we presented a new
technique for classifying non-humanoid robots based on their expressivity. Second, we
demonstrated representations of five basic emotions of fear, anger, happiness, sadness
and surprise as a sequence of parameters on a time scale in accordance with the gener-
alized design scheme. In addition, we validated a refined design scheme on two robots of
different form. The results of the study revealed that the values of recognition accuracy
were similarly high, and higher than a chance level, for all the five presented emotional
expressions in both robots. The recognition ratio in this study was below a chance
level for the emotional expressions of sadness in both robots, and for the expression of
anger for a robot with less design parameters available to program and implement.
The results from this study demonstrate that it is possible to design and generate
robotic bodily expressions of the emotions of fear, anger, happiness and surprise in
a systematic pre-structured manner using the design scheme proposed in this work
and these emotions not only evoke a desired emotional interpretation, but are also
recognized on a better-than-chance level when implemented and expressed by a non-
humanoid robot having a sufficient expressive ability.
The results of the reported research provide a reason to believe that it is possi-
ble to design and generate in a systematic pre-structured manner both the internal
emotional state of a robot and its external expression so that they evoke an emotional
interpretations intended by a designer.
9.1.3 RQ3: What factors impact how people interpret the emotion-
ally charged bodily expressions of a robot?
We have addressed the third research question in two chapters, Chapter 7 and Chap-
ter 8. In Chapter 7 we focus on the effect of a situational context on interpreting
emotional robot body movements. We presented a detailed analysis of the study where
people tried to recognize robotic emotions observing the recording of the robot ex-
pressing emotions in either contextual scenarios or in a situation with no additional
contextual information. In Chapter 8, in contrast, we focused on the effect of a robotic
body form and investigated what influence this factor had on how people perceived and
interpreted the bodily expressions of two different robots.
The question of the impact of a context on how people interpret the emotion-
ally charged bodily expressions of a robot is still open as there exist very few studies
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analysing the role of situational context in the interpretation of robot emotions and
in the area of human-robot emotional interaction in general. Specifically, there is very
little experimental evidence of what biases human interpretations of robot emotions -
emotionally charged expressions or contextual information. In Chapter 7 we attempted
to address a gap in the literature and presented a study on interaction between situ-
ational context and emotional body language in robotics. In the study, participants
were rating the videos, showing a robot expressing five basic emotions in different con-
texts, in terms of their perception of robot’s valence, arousal an dominance and they
also guessed the emotion expressed by a robot. In general, the findings of this study
supported the hypothesis that an emotional expression overrides the interpretation of
a situational context in signalling emotional information. More specifically, the percep-
tion of arousal for the expressions of anger, happiness, sadness and surprise was biased
by the bodily expressions of the robot and not by the situational context. The findings
also showed that the perception of anger dominance was also biased by the robot’s
bodily expression and not by the context in which this expression was performed. In
addition, the analysis revealed that alignment of a robot’s emotionally expressive action
and a context enhanced the affective interpretation.
Such results suggest that, in a context of a joint human-robot activity, it is possible
to use simple emotionally charged movements of a robot to either enhance people’s
interpretation of a robot’s internal status or to provide some additional information
that is not obvious from (or may even be contradicting) the situational context. The
findings are also useful to provide some specific design recommendations and insights
as to how emotional robot expressions may be used practically in both real-world
settings and future experimental scenarios. For example, it is likely that a robot acting
in a neutral way will induce a perception of negative arousal in observers even when
something unexpected, sudden or uncontrolled is happening. In order to change arousal
to a positive level, robot should visually react to the changes in the environment. Our
findings show that emotional bodily expressions are a good way to react to different
stimuli and thus convince observers of a higher level of robot’s arousal.
Another major factor to investigate is how the morphology of a robot performing
emotional expressions influences how these expressions are interpreted. On the one
hand, it is common for non-humanoid robots to vary greatly in terms of the number of
embodied degrees of freedom, and the maximum amplitude, velocity and frequency of
motions they are able to perform. On the other hand, there exists a gap in the literature
between high-level design guidelines for robotic emotional expression using a body
language and the implementation of expressive movements into specific non-humanoid
robots. In the Chapter 8 we addressed the gap by presenting a new technique for
classifying non-humanoid robots based on their expressivity and these grounds focused
on the impact of robot body form in interpreting its emotional bodily expressions. In
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this Chapter, we designed an experimental study, in which participants observed and
rated video clips of a robot in action. We used a between-subject design for presenting
clips of two different robots - a more expressive non-humanoid robot E4 with several
limbs to the first group of participants, and a less expressive abstract robotic ball
Sphero to the second group. Within each group, we used a within-subject design
for presenting subjects with a sequence of expressive behaviours performed by their
respective robot. The results of the study showed both the similarities and differences
in the perception of valence, arousal and dominance after applying the design scheme
to non-humanoid robots of different expressivity. In terms of similarities, we found that
some design parameters, such as high energy level or avoidance, have a similar influence
on observer perceptions of valence, arousal and dominance for both forms of robot i.e.
regardless of robot expressivity. Other design parameters, e.g. approach, high and low
intensity or medium and high frequency of movements when implemented into robots
of different expressivity level, exert a similar influence on perceptions of a subset of
emotional dimensions. For example, high frequency consistently increased ratings of
arousal for both types of robots, although its influence on valence differed by robot
type.
The results of this work suggest that in many cases the form factor of a robot does
not impact the people’s interpretations of robot expressive behaviour, although the
HRI designers should be aware of some potential differences. However, further work is
required to probe the limits of this finding.
9.1.4 RQ4: What are the effects of robotic emotional bodily expres-
sions on people’s attitude towards a robot?
We have addressed the last research question in Chapter 6. Here, we presented a
design scheme for expressing artificial emotional states in non-humanoid robots and
reported the analysis of the human observers’ perception of a robot performing emo-
tionally charged movements according to the presented scheme. Human perception
was measured using a part of the Godspeed questionnaire that consists of perceived
anthropomorphism, animacy, likeability and perceived intelligence of a robot. Thus we
addressed the first part of the research question and investigated the effects of robotic
emotional bodily expressions on people’s attitudes towards robots. In Chapter ?? we
reported an experimental study we conducted where human subjects worked alongside
a robot on a collaborative table setting task in a simulated environment. The robot
behaviour was either emotionally expressive or not emotionally expressive depending
on a test condition. In such a way we addressed the second part of the research ques-
tion and investigated the effects of robotic emotional bodily expressions on people’s
behaviour with robots during human-robot collaboration.
The results of the work reported in Chapter 6 demonstrate that people perceive
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emotionally expressive robots as more anthropomorphic, more animate and even more
likeable. Specifically, in terms of Anthropomorphism, emotional robots expressing any
of five basic emotions of fear, anger, happiness, sadness or surprise were perceived
as being more natural, more humanlike and more conscious. The same was the case
with perceived Animacy of the robots expressing these five emotions, when emotional
robots were rated as more organic, lifelike and responsive comparing to non-emotional.
In terms of Likeability, emotional robots expressing fear, happiness, sadness or surprise
were perceived as more pleasant and being liked more than non-emotional. The results
of this research suggest that, in a context of a joint human-robot activity, emotionally
expressive robots will be able to better engage people into interaction. The enhanced
attitude towards emotionally expressive robots could create a higher level of empathy
between people and robots and thus improve the social coordination between them for
the purpose of a better collaboration.
In addition, the results of the study reported in Chapter 6 revealed that robots were
perceived as more responsible when they expressed the emotions of anger or surprise.
And surprisingly, emotional robots expressing any of five basic emotions of fear, anger,
happiness, sadness or surprise were perceived as being more intelligent. These results
provide the evidence to think that in the context of human-robot teamwork an emo-
tionally expressive robot would be a more preferred team member, trusted more by its
human collaborator. Obviously, the functional behaviour of a robot should not contra-
dict this assumption, otherwise the process of a human-robot collaboration would not
be efficient.
9.2 Summary of the Main Contributions
Overall, this thesis has presented a dense volume of information and data regarding six
experimental studies designed to gain deeper insights into the use of artificial emotions
during HRI and factors that impact how emotional expressions of robots are perceived
by people. The primary original contributions of this work are summarised as follows:
• The development of a new scheme for designing emotionally expres-
sive body movements in robots of different body forms. We proposed a
computational model for emotionally-based robot control and the design scheme
for creating robot emotional expressions based on the previous research on hu-
man body language and robot expressive movements. In order to generalize the
scheme for different types of non-humanoid robot forms, we explored the concept
of a robot expressivity. The design scheme was validated on two different types
of non-humanoid robots.
• Original findings on the role of the context as a factor that may impact
people’s interpretations of the emotionally charged bodily expressions
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of a robot. The data collected during the performed experimental study showed
that the interpretation of robot emotional expressions designed according to the
proposed scheme override the interpretation of a situational context.
• Original findings on the effects robotic emotional bodily expressions
have on people’s attitudes towards a robot. The data collected during the
performed experimental studies showed that people’s judgements on emotion-
ally expressive robots are significantly higher on the measurements of four key
concepts in HRI: robot anthropomorphism, animacy, likeability and perceived
intelligence.
9.3 Limitations of Studies and Suggestions for Future Re-
search
This section serves out as an outline of some possible future directions of research that
are considered as valuable to further understanding of how robotic emotions may be
applied to HRI research.
9.3.1 Validating the Design Scheme on Other Robotic Forms
Part of the research in this thesis has touched upon the fact that different morphologies
and embodiments are an important factor that impacts how people perceive and inter-
pret bodily expressions of robotic emotions. We have experimented with two different
forms of non-humanoid robots. However, neither of these two robots made use of all
the possible design parameters described in our proposed design scheme. As a conse-
quence, none of the two robots used was able to fully employ the potential expressive
abilities of the developed design scheme. This may be considered as a limitation of our
work and thus provide grounds for possible future research, consistently investigating
non-humanoid robots of each level of expressivity.
Moreover, the research in this thesis was specifically focused on non-humanoid
robot forms. Although non-humanoid robots vary a lot in their expressive abilities and
aesthetics, it is also important to validate the proposed design guidelines on humanoid
or human-like robotic forms. In our work, we assumed that it should be easy to transfer
emotional expressions from humans to humanoid robots, however, there may be both
technical and design limitations that require more research in this area.
9.3.2 Improving the Design Scheme by Weighting the Value of DPs
In our work we adopted a very simple summative model for estimating the general
expressivity of any robot, although it proved adequate for the questions we posed.
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Summative models are attractive from a design viewpoint, since they create opportu-
nities for creating equally expressive robots with rather different form factors. They
reflect a crude assumption that interpretations depend only on the total number of
available cues - a basic bandwidth argument - rather than their choreography. How-
ever, further work is required to probe the limits of such a model, and this is closely
related to the potential design scheme validation on different forms and shapes of non-
humanoid robots. It is important to understand whether each design parameter adds
the same value to the interpretation of a specific emotional expression or some of the
parameters have more weight over others.
9.3.3 Investigating the Value of Emotions in Collaborative HRI Sce-
narios
The work reported in this thesis focused on human observations of robot actions. Hav-
ing a coherent design scheme to produce meaningful emotional expressions through
robot body movements, it is important to investigate the impact of such expressions
on people’s behaviour with a robot.
In human-human teamwork, team members routinely monitor their collaborators’
attitudes to their individual and joint activity through the interpretation of their emo-
tional signals. As collaborators, it is important for team members to maintain mutual
appreciation of attitudes towards the progress of both individual and collective ele-
ments of joint work. Dynamic human coordination depends on inferences drawn from
evidence about such attitudes during the production of joint work. These inferences
combine evidence in the form of events people perceive in the shared space, and in the
form of the expressions produced by their collaborators, allowing people to form beliefs
about the challenges currently facing collaborators, and about their intended actions.
For people, affective expressions are an important part of a successful collaboration.
Affective expressions of robots could also aid to a success and efficiency of human-robot
collaboration and this may be a fruitful theme for the future research.
9.3.4 Including People’s Emotional Reactions into the Loop
The majority of the research in this thesis was focused on how people interpret emo-
tionally expressions performed by robots. However, from an interaction perspective,
understanding of social cues and a social context should not be considered as a one-
sided process. In human-robot interaction, people not only interpret the emotional
signals of others around them but also intuitively signal their emotional state. For
robot emotional signals to function effectively in human-robot interactions, it is also
necessary to consider the dynamic nature of social interaction and to adapt robot’s
behaviours to the human’s emotional reactions. If such developments were to begin
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successfully emerging it would paint a bright future for the long-term emotionally en-
riched communication in real social HRI.
9.3.5 Long-Term Human-Robot Interaction
Establishing and maintaining Long-Term HRI is a very current goal of the field of
HRI, and is something that is now beginning to be tackled head on. It is not clear
exactly how people will respond to robots, generally, after long periods of time, and
this applies to a very large number of different aspects of HRI. As such, it is likely
that many findings that have already been reported are likely to require validation and
replication with respect to their validity during Long-Term HRI.
This is also true for the use of emotional expressions in robots. However, if emotional
expressions indeed can be used in a robot for longer term interactions, a great number
of interesting questions emerge from this. For example, use of emotions through long
term interactions may also be a way of solving the lack of consistency that people
exhibit. It can be argued that an important factor that leads to this inconsistency is
that lack of prior experience that can be drawn upon in order to decode the affective
meaning that different expressions can have. Through having increased experience
with the expressions a robot makes in different situations, it is likely that people will
begin to form associations between the expressive features and the perceived affective
meanings. Most of this is of course highly speculative, but if such developments were
to begin emerging it would paint a very bright future for the use of emotions in real




The following document presents a documentation for the reported exploratory study.
First, it presents an Ethics check list, completed for the study. Next, it presents a
briefing script. And finally, it presents a response form provided to the participants to
fill in during the study.
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Department of Computer Science 
 
13-POINT ETHICS CHECK LIST: Robot Reactions Study 
 
1. Have you prepared a briefing script for volunteers? 
 Yes. See Appendix A.  
  
2. Will the participants be using any non-standard hardware?  
  No. Participants will be observing a custom-build Lego robot.  
 
3. Is there any intentional deception of the participants?   
 Not attempt will be made to mislead participants in this study. 
 
4. How will participants voluntarily give consent?                        
 Participants will consent to take part verbally and demonstrate their consent by 
filling in a response form on which it will be clearly marked that so doing indicates 
consent. See Appendix B 
 
5. Will the participants be exposed to any risks greater than those 
 encountered in their normal work life?  
 No.  
 
6. Are you offering any incentive to the participants?  
No incentive is offered.  
 
7. Are any of your participants under the age of 16?              
The study is to take place at a public open day and will be open to all visitors, 
regardless of age. Minors will only be allowed to take part if their parent or guardian 
is present.  
 
8. Do any of your participants have an impairment that will limit 
 their understanding or communication?   
All participants will be asked to assert that they understand what the study requires 
them to do before commencing. If they do not understand, they will be asked to watch 
other people participating rather than to participate themselves. Questions posed by 
visitors about the study procedure, robot construction, study purpose or data analysis 
will be answered as they are raised. 
 
9. Are you in a position of authority or influence over any of your 
 participants?                                                                                
It is possible that visitors will feel that they must comply with requests to take part in 
the study. The briefing document clearly states that participation in this study is not a 
condition of their visit to the University of Bath in general, or to the Computer 
Science demonstrations in particular (See Appendix A).  
 
10. Will the participants be informed that they could withdraw at any 
 time? 
 Participants will be informed that they can withdraw from the study at any 
time. This is clearly indicated on the Response Form (Appendix B).  
                                                                                  
11.  Will the participants be informed of your contact details?        
 The supervisor’s contact details are included on the Briefing Script (See 
Appendix A). 
 
12. Will participants be de-briefed?                                                
A verbal debriefing will be given following the study, stating that the research aims at 
improving human-robot coordination and teamwork, and participants will be shown 
summary statistics of responses so far gathered.  
 
13. Will the data collected from the participants be stored in an 
 anonymous form?                                                                        
Personal data will not be retained in this study.  





NAME: _____Jekaterina Novikova__________ 
 
 
SUPERVISOR (IF APPLICABLE): ____Dr Leon Watts______ 
 
 
SECOND READER (IF APPLICABLE): ___ n/a ______ 
 
 





 of September 2013________ 
 
Appendix A: Robot Reactions Study Briefing Script 
 
Imagine you are watching a small robot exploring a room. It notices something, 
stops and reacts. What does its reaction mean? 
 
We are investigating how people interpret robot behaviours. Robots can move 
around from place to place and move their bodies to inspect things. It is important 
to design robots so that people can understand what they are doing.  
 
First, we would like you to watch a simple Lego robot reacts to something and to 
describe the robot’s reaction in your own words. Then we’ll show you the same 
robot’s reactions one more time and ask you to choose the best description from a 
list we have thought up. 
 
Afterwards, we would like you to choose the most likely ‘what happens next’ 
from another list. 
 
We shall not use your name in our analysis or in any of our reports. This is an 
exploratory study: that means there are no right or wrong answers. We shall use 
the things you write and the choices you have made to help guide our research on 
robot behaviour. You are not required to participate in this study in order to see 
the Computer Science demonstrations today, or for any other reason connected 
with your visit to the University of Bath. 
 
If you are happy to do the things described above and would like to take part in 
our study, please collect a form in EB0.8 and wait to be shown what to do next.  
 
If you have any questions about this research,  
please contact Jekaterina Novikova (j.novikova@bath.ac.uk) or my supervisor Dr 
Leon Watts by email: l.watts@bath.ac.uk 
 
 
Appendix B: Robot Reactions Study Response Form 
 
Completing this form indicates that you have read the Briefing Script and on that 
basis you consent to taking part in this study. You are free to stop at any time, 
should you change your mind.  
 
Your age:  ………………………………………………… 
 
Your gender:   Female    Male  
 
 
Imagine you are watching a small robot exploring a room. It notices something, 
stops and reacts. What does its reaction mean? 
 
Please write in your own words how you would describe each of the robot’s 
reactions: 
 
REACTION 1 The robot was:  
 
REACTION 2 The robot was: 
 
REACTION 3 The robot was: 
 
REACTION 4 The robot was: 
 








Thank you for taking part!  
 
If you have any questions about this research, please contact Jekaterina Novikova 





The following document presents a briefing script for the reported study.
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Human-Robot Interaction Study Briefing Script 
 
We are investigating how people interpret robot behaviours. Robots can move around from place 
to place and move their bodies to inspect things. It is important to design robots so that people can 
understand what they are doing.  
 
We shall not use your name in our analysis or in any of our reports. This is an exploratory study: 
that means there are no right or wrong answers. We shall use the things you write and the choices 
you have made to help guide our research on robot behaviour. All the data provided by you will be 
used for scientific purposes only and will be treated confidentially. Any identifying information of 
your identity will be removed. 
 
Participation in the project is voluntary, and we highly appreciate your participation. 
 
 
First, we would like you to fill in a questionnaire.  
 
Afterwards, we would like you to watch twenty three short videos 5-10 sec each. After each video 




This scale describes the positive or 
negative feeling caused by a situation, an 
object or an event. E.g. anger and anxiety 
are supposed to be negative, joy is 
supposed to be positive. 
 
 
This scale describes the perceived 
vigilance as a physiological and 
psychological condition. The range 




This scale describes how much a robot 
feels in control of a situation. A small 
figure  means that the it  has no power to 
handle the situation. 
 
 
Imagine the robot’s job is to clean a room. Its current task is to move a green block to an 














1 Please select the image in each of three sets that best represents the robot in this video:








3 Please rate your impression of the robot on these scales:
Fake ⃝ ⃝ ⃝ ⃝ ⃝ Natural
Machinelike ⃝ ⃝ ⃝ ⃝ ⃝ Humanlike
Unconscious ⃝ ⃝ ⃝ ⃝ ⃝ Conscious
Mechanical ⃝ ⃝ ⃝ ⃝ ⃝ Organic
Artificial ⃝ ⃝ ⃝ ⃝ ⃝ Lifelike
Apathetic ⃝ ⃝ ⃝ ⃝ ⃝ Responsive
Dislike ⃝ ⃝ ⃝ ⃝ ⃝ Like
Unpleasant ⃝ ⃝ ⃝ ⃝ ⃝ Pleasant
Irresponsible ⃝ ⃝ ⃝ ⃝ ⃝ Responsible
Unintelligent ⃝ ⃝ ⃝ ⃝ ⃝ Intelligent
Foolish ⃝ ⃝ ⃝ ⃝ ⃝ Sensible
4 Do you think the robot's task was completed successfully?
Definitely No ⃝ ⃝ ⃝ ⃝ ⃝ Definitely Yes
5 Do you think the robot is going to continue its job?
Definitely No ⃝ ⃝ ⃝ ⃝ ⃝ Definitely Yes
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