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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность темы диссертации. Настоя1цая диссс~>пщия 1ю<:вя111~ 
на специальным вопµосам \ШТ<~ма.тич~ской теории обратных зада•~ н :1адач 
оптималыюго восстановления. Существенная часть прикладных физиче­
ских :шда•1 сводится к решР.нию ,1иней11ых обратных зада•~. Ра:3витис теории 
обратных з;щач началось &ысс века назад. Hil данный момент разработа­
ны многочисленные методы их исслfщонапия , и 11остросно :-.шого методов 
решения. 
Все прикладные задачи имеют нР.'!'очные входные данные. В связи с 
этим необходимо классифицировать обратные задачи по тому, как влия­
ет погрешностh входных данных на отвМ' задачи и на его погрешность. К 
при~1еру, Ж. Адамар 1шё.л классификацию обратных задач по так нюыва­
емому свойсrву корректности [ЗJ . Koppt'.1mmoi1 (корректно поставленной) 
зада•н:~й он называл любую задачу, у которой решение 
1) сущестnует, 
2) единственно и 
З) непрерывно зависит от входных данных. 
Вес остальные задачи Ж. Адамар нюывал некорректн'Ь~ми (некорректно 
поставленн'ЬLМU ). Т.е. иекоррект:н.ой аада'Чеu считалась задача, у которой 
нарушается хотя бы одно из трёх свойств корректной :-задачи. 
Оказывается, что абсолютное большинство обратных задач, к которым 
сводятся прикладные задачи, яnляются некорректно поставленными. В свя­
зи с этим в середине ХХ века начала развиваться тсоµия некорректных 
задач, и начали разрабатываться методы их решения. Приближение для 
точтюrо решения можно 11аходит1> разными методами. Но в большинстnе 
rJiyчaeв сами некорректные задачи решат~, нс имеет смысла. Именнu на 
это обратил внимание Ж. Адамар. 011нако, необходимость решать эти за­
дачи осталась. Основные Рf>.-~ультаты исследоnаний можно найти в работах 
[17, 12, 13, 2, 9, 19, 20, 1, 14] и в библиографии к ним. 
Линейную обратную задачу можно представить в виде следующей :-за­
/1.ачи поиска элемента z: 
Az = и, z ЕМ. (1) 
Здесь z - "неизвестная характеристика" рассматриваемой задачи, ·и - "и~i­
всстная характеристика", А : Z ---+ И -- "ювестный" линейный Н<"прерыв­
ный оператор и:1 нормированного пространства Z в нормированное про­
странство И, ЛJ С Z - "известное" .шт:ж:ество априорных ограни'lений. 
Д,1я обратной Jадачи очень часто не1ю3:-vюж1ю оценить погрешность ре­
шения. Это свя:~ано с тем , что информации о решР.нии слишком мало. Но 
в ряде случаев DОЗМ()ЖН() введение такого МН()жества априорных ()Грани­
чсний, что существует конечная оценка ппгртшюсти решения. Основные 
ре:{ую-.таты об исследовании апри()рной информации в обратных 3ада.чах 
можно найти в работах [13, 18, 9, 10]. 
Если множество априорных ограничений позволяет восстанавливать ре­
шение с конечной П()Грешностью, то в этом случае мпжно искать метод 
решения задачи, который имеет наимет.шую погрешность среди всех воз­
можных методов решения. Для этого обратной задаче сопоставляется за­
дача оптимального восстановления. Основные результаты исследований 
задач ()ПТимального восстановления можно найти в работах \6, 5, 21, 8, 4] и 
в библиографии к ним. Применение задачи оптимального восстановления 
даёт "наилучшее" приближение к решению, т.е. приближение с минимально 
возможной anpuopнnu погрешностью. 
Пусть в рассматриваемой задаче (1) требут-ся найти приближение для 
точного решения и погрешность этого приближения. А точнее, требуется 
найти приближение для ш1,фпр.мации о то•~но.м решении и погрешность 
этого приближения по информации о данных и, А, М. Смысл здесь сле­
дУющий. В большинстве задач линейные пространства Z и И являются 
бесконечномерными. В связи с этим принципиально невозможно полу•шть 
в качестве входной информации сами объекты и, А, М. Возможно лишь 
задание некоторой конечной информа~1ии о них. Таким же образом обсто­
ит дело с бесконечномерным вектором z, который мы рассматриваем как 
решение задачи . 
В большинстве прикладных работ по задачам оптимального восстанов­
ления рассматриваР.Тся ситуа.ция, когда мппжсство Jvf является бесконеч­
номерным подмножеством линейного пространства Z. В связи с этим уда­
валось находить метод и погрешность оптимального оосстанооления лишь 
11,ля конкретных задач. Более того, во многих публикациях рассматривает­
ся ситуация, когда область :шачений оператора А также бесконечномерна, 
т.е. пространство span Im А бесконечномерно, а элемент и является беско­
нечномерным осктором. Заметим, что в прикладных задачах область зна­
чений оператора А всегда конечномерна. 
Развитие теории задач оптимального восстановления длится около по­
луоека, однако, лишь недавно были пплучсны результаты, позволяющие 
эффективно решать линейные задачи оптима.лыюгп nпсстаноnления по ин­
формации опре;1елё11но1·0 типа. В теории экстрсма.льных задач давно был 
изнестен Пршщип Лагранжа. Но лиш~, недавн() была дока:~ана свя:-~ь мно­
.жшnР..11ей Лаграп:жа, фигурирующих в Принципе Лагранжа, с алгоритмом 
решения :-~а.дачи оптимального nосстановления [16]. 
- J \.' 
Каз:знС1Мй rосудзрстееинс.1и 
умимрситет 
ЗСnАЛЬНАЯ НАУ'IШ БИ!}ЛИО,:ЕХд 
~м. н.и.лс:•.uеескоrо 
В() МН()Гl!Х ЛрИК.lаД!IЫХ :la)\<1 11'1X НРТ В<НМ()ЖНОСТИ Н3ЙТИ приближеНИf' 
,·ря решения с конf'ЧН()Й nогр<' lllНО< :тью. Эта ситуация характr>рна. еслн 
известное множеrттю априорных оrрюшчР11ий rл11шком ш11р()КО, а инфор­
мация об :~лементе и достаточно скудна. В этом с.1учае можно применят~.,, 
например, регуляризацию А. Н . Тихонова, т.е. строить так нп.:~ываемый 
рсгуляриаирующий алr.оритм. На данный момент построено большое мно­
жество регу.:rяризирующих алгоритмов, Fшfщсно много их классификаций, 
дока.:'!аны многочисленные теоремы об их свойствах. 
Основной целью теории регуляризации некорректных задач яв.1яется 
построение и исследование регулярюирующих алгоритмов . В этой теории 
известно, что в любой обратной за.даче регуляризирующий алгоритм пе 
е,т~,инственный (если он сущестuует). В (:вязи с этим возникает проблема. 
выбора того или иного алгоритма и проблема сравнения алгоритмов. Уже 
построено много так на:'!ываемых оптима.11.11ных по пор.ядку регу.л..яри.тру­
ющих ал?.оритмов. Но наиболее интересна эадача построения оптu . ма . .л.ъ-
1юr.о рсгул.яризирующего алr.оритма. и его :-1ффективная реали:1ация в ком­
пьютерной программе. 
Понятийный аппарат и методы исследования. Работа опирается 
на терминологию и результаты из работ по теории множеств, по топологии, 
функциональному анализу, теории линейных опера.торов , по теории диф­
ференциальных и интегральных уравнений, по теори11 обратных и некор­
ректных :1а}1.ач , по выпуклому а.нали:~у и теории экстремальных за.да.•1, по 
теории оптимального восста.поnления, по линейному программированию, 
по численным а.пгоритмам решения математических 1аf\ач и их реали::~а­
ции в компыотсрных программах, по языкам программирования, по клас­
сической теории электромагнитного поля . 
В качестве осноrшого инструмента исследования обратных задач авто­
ром диссертации были выбраны методы теории оптимального восстановле­
ния и теория регуляризации J1.ЛЯ некорректных задач. Принцип Лагранж:а 
дл.я зада-ч, опти.мал.ъноr.о восстановлен.и.я исполь.1уется автором на.стоящей 
диссертации в качестве фунда.мента.rr~.,ной теоремы, на основе которой до­
казываются многие теоремы и строятся алгоритмы решения зма.ч. 
Цели диссертации. Для настоящей работы ставилась задача ,пости­
жения слеJ1Ующих целей . 
1. Построение и обоснование алгоритма решения линейной задачи оnти­
ма.лыюго восстанов.1ения с множеством априорных огранич(~ннй. яn­
ляющимся множеством непрерывных функций на отрезкf'. с и1вестной 
константой Липшица и ограниченных по модУлю извеr.тным чис,1ом. 
2. Построение и математи•1еское обос11щ1ание оптимальн01·0 рс1·уляризи-
з 
рующег() алг()ритма для "1инейных обратных задач с ист()К()Предста­
вимым решением . Также ставилась нет, нахождения o.nor.mepuopu.ou 
оцен~иt погрешноr.тпи l\ЛЯ искомого алгоритма. 
З. Применение ра:.!работанной теории и построенных алгоритмов к реше-
11ию ::~алач с линейными интегра.;~ытыми уравнениями первого и вто­
рого рода. В ;\анном случае рассматриваются тол~..ко те задачи , в по­
становке которых присутствует выпуклое уравновешенное множество 
априорных ограничений. 
4. Применение разработанной теории и построенных алгоритмов к реше­
нию прикладной физическ()й :>а,1\ачи . 
Среди ЦРJJей имеются как чисто теоретические направления исследования, 
так и прикладные задачи. 
Научная новизна. В настоящей работе представлено несколько ре­
зультатов, К()Т()рые впервые были получены автором. Их краткая характе­
ристика приведена в слемющих двух списках . Первый список посвящён 
теоретическим рР.>ультатам, второй nосnящён результатам, относящимся к 
непосредстве111юму применению теории для решения задач. 
Теорети•rеские рР,зулыаты представлены в следующем списке. 
1. И:>вестн() много форм постан()nки обратной за.дачи, таких что в зада­
че учитывается и используется то , ЧТ() инфпрмация об операторе А 
и о правой части и уравнения в задаче (1) задана с погрешностью. 
Считается, что погрешности задания правой части и оператора из­
вестш:,1 . Ранее было известно, как сводить обратную задачу с Т()Ч­
но известным оператором А к задаче оптималыюrо восстановления. 
Для случая неточного задания операт()ра таких результатов не бы­
ло . Для этого r.лучая автором впервые найдена такая форма поста-
1ювки обратной за.дачи, что её можно свести к за.даче оптималыюго 
восстановления. Эта форма постановки обратной задачи была назва­
на сэт-постаховкоu. Автору удалось объединить всю информацию 
о погрешностях задачи в один объект, ко'ГОрый был назван окрест­
хостъю погрешхости, и свести обратную задачу в сэт-постановке к 
за.даче оптимал~..ного восстановления . Сформулирована связь задачи 
оптимального восстановления и обратной задачи в сэт-постановке . 
2. Сформулированы и доказаны достаточные у<.:Ловия существования ре­
шения так называемой ассоциировтшоu :-~адачи. Ассоциированная за­
дача -· важная с исследовательской то•1ки эрения задача; она при~е­
няетС}I 11 Принпипе Лагранжа, о К()тором было упомянуто nыше. 
4 
:-\ . JЗnPJ>RЬ!f' П()('Tj)()f'H , описан. обоспотш и pPit.l ll·ГIOB<l.H в КОМПЬЮТf'j)НОЙ 
програ.ммf' :-.шогоэтапный алгоритм рсшс1шя л~111ей11ой 1nлачи опти­
мального восст<~новлf'1111я с ограни•1енным. вьшук.1ым , уравновешен­
ным множ1·спю:v1 априорных ограничений. Автору уда.лось nостrюить 
та.кой алгоритм, который применим к широкому классу 1адач. Сутr, 
алгоµитма состоит в 
а) применении ко11еч1юмсрной аппроксимации , 
Ь) исследовании связи исходной задачи и её конечномерного ан а.лога и 
с) µешении задачи оптима.льного восстановления в конечномерном про­
странстве (в работе полностью иссJiедованы случаи, КОГ/\а в :за,'\аче 
присутствуют ограничения линейного или квадратичного вида) . 
На всех трёх этапах фундамента.льную роль играет Принцип Лагран­
жа. На нём основываются все теоремы, на которые опирается а.лго­
ритм . 
Рюул1,таты применения теории пре/~,ставлены в следующем списке. 
1. Разработанная теория и построенные а.лгоритмы применены для по­
строения оптима.л:ыю20 регу.л..яризирующего алгоритма для линей­
ных обратных задач с истокопредr:т.авимь1.м решением. Аnтором не 
только построен оптима.льный регуляризирующий а.лrоритм , но и до­
казаны его оптима.лыюсть и регуляризирующее свойство, а также най­
дена апоr:териориая оценка погреwноr:ти. Построе1111ый а.лгоритм ба­
зируется на результатах работ по оптимальному восстановж~нию и no 
построению регуляризируюп\их алгоритмов [16, 7J . 
2. Рюработанная теория применена к решению задач с линейными ин­
тегральными уравнениями , n постановке которых присутствует вы­
пуклое уравновешенное множество априорных ограничений. Автором 
описаны оптима.льные а.лгоритмы решения 
а) интегральных уравнений Фредгольма первого и второго рода с нс11ре­
рывным ядром , 
Ь) интегра.льного уравнения Абеля. 
Работа алгоритмов проиллюстрироnана на примере решения обратной 
:1а11,ачи для уравнения теплопроводности . 
3. Построенные а.лrоритмы применены к решению прикладной задачи 
нахождения вектора намаrниченности (плотности магнитного момен­
та) тела 110 информации о магнитном поле вне тела. 
Основные положения диссертации, выносимые на защиту. На 
защиту выносятся положения теоретического 11 nрикла,;~.1юго характера. 
Теоретические положения приведены н сле;~,ующсм с11искР . 
1. Для сл_vчая, ког;~,а пnератор А и правая часть и :Jадачи ( 1) заданы с по­
грешностью, .1инейная обратная задача. (1) с выпуклым ура.nптюшсн­
ным множеством Лf свелена к :sадаче оптимального восстановления. 
Для этого понадобилось ввести сэт--nостаноnку обратной задачи. 
2. Покаэана связь обратной за.;~,ачи в сэт-nостановке и задачи оптималь­
ного восста~ювления. 
З. Най,л;ены достаточные условия существования решения ассоциирован­
ной задачи, которые широко применимы в решении практических за­
дач. 
4. Построен, обоснован и реали:sован в виде компьютерной программы 
алгоритм решения залачи оптимального восстановления, применимый 
в большинстnе прикладных задач. 
5. Покаэана униnерсальность Принципа Лагранжа для рассматриваемых 
:sа.11.ач: он используется при докюательстве большого числа теорем. 
Положения прикладного значения приведены в следующем списке . 
1. Разработан оптимальный регуляризирующий алгоритм для задачи (1) 
с множеством априорных ограничений вида М = Im V , где V - линей­
ный инъективный компактный оператор, действующий из некоторого 
гильбертова nроегранства в пространство Z. Алгоритм rюзволяет ро­
шать за11.ачи из рассмотренного семсйсrва, не используя конечномер­
ную аппроксимацию. 
2. Многоэтапный алrоритм решения задачи 011тимал1>ноm nоссrано1тс­
ния примепён для задач с интеrралы1ыми уравнениями и для приклад­
ной обратной задачи поиска намагниченности тела по информации о 
магнитном поле вне тела. 
Теоретическая и практическая значимость. Полу•1енные в работе 
ре:~ультаты актуальны для матсмати•1еских исс"тщований , :sа,л:ач физики и 
за,цач обработки результатов физического эксперимента. 
Среди напраnлений математическоm исследования выделяются теория 
обратных за.дач, теория некорректных задач, теория задач оптимально­
го восстаноnления , теория задач математической физики. Доказанные в 
работе теоремы и построенные аJlГОритмы вносят существенный вклад в 
развитие перечисленных математических направлений. 
Среди физических задач отметим обратные задачи механики , задачи то­
мографии, обратные задачи астрофи :шки, обратные зада•ш геофизики , за­
/\ачи спектроскопии. обратные задачи линейной оптики , обратные задачи 
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линейной акустики, обратные задачи радиофизики, задачи и(:слелт~ания 
матерюuюв и ;\ефектов в них , зада•1и по обработке изображ('НИй . Описан­
НЫf:' в работе методы решения применимы к линей11ым обратным :1а;~,ачам , 
встречающимся n псре•rис:ленных облас;тях. 
Апробация работы. Результаты работы докла11ывалис:ь на научном 
семинаре "Обратные задачи математической физики" под руководством 
А. Б. Бакушинског(), А. В. Тихонравова и А. Г. Яголы, проводящемся в 
Научно-исследоватеш,ском вычис.лительном центре МГУ (28 февраля 2007 
г" 3 октября 2007 г.); на научном семинаре кафедры общих проблем управ­
ления механико-мате:v~атичсского факультета МГУ им. М . В. Ломоносова 
(23 марта 2007 г.). Результаты работы докладывались на r.ледующих кон­
ференциях . 
• XIV-aя Международная конференция студентов, аспирантов и моло­
дых учёных по фунламентальным наукам "Ломоносов-2007'', секция 
"Физика" (Россия, Москва , МГУ им. М. 13. Ломоносоnа, физический 
факультет, 12 апреля 2007 г.) . 
• Междунар()дпая конференция "Обратные и некорректные задачи ма­
тематической физики", посвящённая 75-лстию академика М. М. Лав­
рентьева (Россия , Новосибирск , Дом Учёных СО ГАН, 22 августа 2007 
г.) . 
Публикации. По теме диссертации опубликовано 7 работ (2 статьи в 
электронном нау•шом журнале, 3 статьи в печатных научных жур11а.пах 
и 2 тезиса конференций). В журналах из перечня ВАК опубликовано 2 
r.татьи. Е111,ё 1 статья принята к публикации в печатном научном журнале 
из перечня ВАК. 
Структура и объём диссертации. Диссертация состоит из титуль­
ного листа, оглавления, нведения, шести глав, заключения и списка ли­
тературы. Объём диссертации составляет 140 страниц. В ней имеется 15 
рисунков. В списке литературы 133 наименования. 
Ключевые слова. Обратные задачи, некорректные зада'IИ, оптималь­
ное nосr.тановлснис, априорная информация о решении :3адачи, Принцип 
Лагранжа, конечномерная аппроксимация , линейные интегральные урав­
нения Фредгольма первого и второго рода, интегральное урашrе11ие Абеля, 
истокопредставимое решение обратной залачи, оптимальный регуляри:ш­
рующий алгоритм, апостериорная т~енка погрешности , ~алача рюмагни­
чиnания кораблей. 
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КРАТКОЕ СОДЕРЖАНИЕ ДИССЕРТАЦИИ 
Во введении кратко описаны основные моменты истории развития тео­
рии обратных задач и теории задач оптимального восстановления . Акцент 
в изложении делается на нсрсшённыс вощюсы, причём те, которые иссле­
J\ОАа.лись автором . Отмечены основные пути развития теорий, а также по­
следние результаты . Даются многочисленные ссылки на литературу, где 
можно найти описание теорий, их применение и теоремы. Описываются це­
ли диссертации , её основные научные результаты и области их применения . 
Рассказывается о докладах и публика~~иях автора, посвящё1111ых вопросам, 
исследуемым в диссертации. Приводится краткое содержание диссертации 
по главам. 
В первой главе приводятся различные варианты постановок обратных 
:шдач и задач оптимального восстановления. Рассматривается линейная 
обратная задача, и ей сопоставляются задачи оптимального восстановле­
ния линейного функционала, которые в ра.1ной степени учитывают погреш-
1юсть данных n обратной задаче. Проделаны предварительные построения , 
приведены примеры и указаны соображения, приводящие к постановке за­
дач в наиболее общей форме. Окончательная чётка.я формулировка задач 
и их исследование отложены до r,леюющей главы . 
130 второй главе приведены е,'Эт-постановка обратной зада•1и, форму­
лировка задачи оптимального восстановле;шя и формулировка ассоцииро­
ванной задачи. Приведём эти формулировки [29] . 
Пусть Z и И - действительные линейные пространства, А : Z -+ И -
линейный оператор . Рассмотрим множество М с Z и элемент z Е М . 
Обозначим й := Az и рассмотрим задачу поиска элемента z из уравнения : 
Az = й, z ЕМ. (2) 
Многие фи::~ические задачи могут приводит~, к обратным задачам такого 
вида. Но на практике не всегда точно извее,-гны элемент il и оператор А. 
Для решения конкретных прикладных заJ1.ач необходимо модифициро­
вать постановку задачи (2) . Одной из особенностей практического решения 
этой задачи является то, что вне зависимости от размерности простран­
ства И об элементе il известна лишь конечная информа1~ия, и она является 
неточной, т.е. задана с погрешностью. Пусть информация об элементе il 
задаётся набором из т. действительных чисел. Далее всюду будем пользо­
ваться обозначением У := Rm. Введём линейный оператор Qт : И -+ У . 
Пустh n :щJl.аче приближённо известен m-м()рпый вектор Qтй, а. именно, 
точно зaJl.a.H элемент v Е У и известно nыпуклос уратюве111е111юе мно­
жество П С У , такие что v - Qтй Е 11. Это вклю•1енис экн.ина.тн~нтно 
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нсрапс11стnу Jlv - Q,.,йll ~ ;:; , если S1 является замкнутым ш&ро~1 радиу­
са t с 11снт1юм в нул1-~. Также бyil('M считать, что ю1есто оператора А мы 
умее:v1 точно nычислять лишь линейный оператор F : Z -> У , нu;rяющий­
ся пр116,1ижением д.ля оператора QтА. Пусть в задаче известно выпуклпе 
урашюоеше111юе подмножеr.тво () С У, такое что 
() :::> П + (QтпА - F)(M). 
Легко проверить, что v - F z Е С). Это можно интерпретировать r.леду­
ющим образом: сштаем, •~то оператор QтА известен точно и равен F , а 
правая часть обратной задачи изnестна r. погрешностью, задаnаемой уже не 
множеством П, а множеством с:> . Всю информацию о поrрешноf:'l'и с~адания 
оператора А и правой части й объединим в множество(). 
Итак, считаем, что в обратной задаче поиска элеме11та z известны мно­
жество .М С Z , опера'l'ор F : Z -> У, вектор 11 Е У и множество <9 С У , 
такие что 
zE М, v-FzE() (3) 
Эту постановку обратной задачи будем па.>ывап, r,.~т-постановкоu обрат­
ной задачи. 
В качестве отпета задачи имеет смысл требовать лишь конечный 11ооор 
•шсел. Разобьём задачу их поиска на несколько задач поиска одного числа. 
Эти задачи сформулируем n nидс с:Jю,дующей задачи: найти приближение 
для чиrJia e(z), где е - линейный функционал на Z. Вместо поиска эле­
мента i из условий (3) будем решать задачу опт.11.малън.020 восстановления 
функционала е по 1т.формачии (М, F, ()), а именно, пусть известны функ­
т1ио11ал f, множество М, оператор F и множество <9, а требуется найти 
решение такой экстремальной задачи: 
sup j(f, z) - <р(у) \ _, min, <р Е У*. (4) 
zEM, 'Р 
уЕ!': y-FzEб 
Множество М называется М'Н.ожr.ством априорнъ~х огра'Н.ичен.иu, оператор 
F наэьшается информачионны.м оператором, множестnо () 11а.1овём окрест­
н.остъю погрешности. Элемент !р, на котором достигается минимум в :~а­
даче (4) на.1ьтается методом оптимал1,ноr.о аоссто:н.овлен.v.я, а значение 
минимума. в этой задаче называется погрr.wностъю оптималыш?.о rтп:то.­
но(Jлr.иv.я и обозначается Е(е , М , F, <9) . Любое отображение <р У --> IR 
называется методом восстановления в задаче (4). Выражение, минимизи­
руе:>.fое в задаче (4), называется о.nрuорн.ой nогреwн.остыо МР.m.ода восста­
новлеиия <р и обозначае'!'ся Е(е, М, F, ('), <р). Если f. и F линейны, а А! и (') 
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выпуклы и уµавновсшсны, то 
E(P,M,F,CJ) = iпf,Цf,M, F, CJ , ip), 
<pEIR 
Это следует, например, из [15]. В качестве приближения для числа f(i) 
возьмём число i/)(v) . Тогда погрешностью зтого приближения будет чисJю 
E(f, М, F, CJ) . 
Задачей, ассоциирован:ной к задаче (4), называется следующая задача: 
{f, z) -+ max, (z, у) Е Z х У, z Е М, у - Fz Е ('), у= О. (5) 
(z,y) 
В диссертации дока.>ана теорема существования решения ассоциированной 
змачи. Сформулируем её. 
Теорема. Пусть Z - нормированное nространство, У = Rm, f Е Z*, 
мно::J/сестао М С Z слабо секвенциально компактно а Z, линейн-ый опе­
ратор F : Z -+ У непрерыве11, множество () С У въ~nукло и замкнуто. 
Тогда существует. решение зада'Ч.u (5) . 
Сформулируем Принцип Лагранжа, доказанный в [16}. 
Теорема (Прющип Лагранжа для задачи оптимального свосстановле­
пия ). Пуr:тъ М и (') въ~nукл-ы и уравновеw.е11'Ь1., фущсцv.она.л. е и ош-,ра­
тор F линейшх. Оnределuм функцшо Лагранжа [., : (Z х У) х У* -+ IR, 
Ц(z, у), Л) ~ -(f, z) + (Л, у). Если элемент (z, О) Е Z х У является до­
пустимоu то'Ч.КОй в зада'Ч.е {5) {т..е. zE Ми -FZE CJ), тогда 
1. следующие два уrловv..я эквивалентн-ы: 
а) (z, О) .наляется решением зада'Ч.и {5}; 
6):3~ЕУ*: Ц(z,0) , -.Х)= inf Ц(z , у))); 
zEM, 
уЕУ : y-FzEO 
2. при выполнении этих двух эквивалентнит. уrловий линейный функци-
т~ал <р = -.Х является методом оnтuмального восстановления в зада'Ч.е 
(4), и его погрешность такова: Е( е, М, F, CJ) = (f, z). 
Аргумент ,\ функции Лагранжа называется множuтР-'1.1'..М. Лагранжа. 
В третьей главе предложен алгоритм решения линейных обратных за­
дач с выпуклыми и уравновешенными множеством априорных ограниче­
ний и окрестностью погрешности. Обратная задача (3) сводится к задаче 
оптимального восстановления ( 4), для исследования которой применяются 
теоремы , приведёппыс в предыдущих главах. Основную роль в исследова­
нии задач играет Принцип Лагранжа. 
Пространс-rво Z в :-~адаче (2) во множестве случаев бывает бесконечно­
мер11ым. Для реализации численных алгоритмов исходную задачу можно 
свести к задаче, где вместо пространстnа Z и его подмножества М лрисут­
стr1уют их коне•шомерные аналоги. Это направление было принято автором 
10 
1а основное направление поиска алгоритмов решения зада'IИ оптимально­
го nосстановлепия. В результате удалось построить алгоритм на.хождения 
метода и погрешности оптимального восстановления для вес1,ма широкого 
класса линейных задач . К тому же этот к.аасс задач охватывает абсолют­
ное бол1.шинстnо практи•1еских задач математической фи1ики . Если быть 
то•1ным , то были найдены не метод и погрешность оптимального восстанов­
ления , а метод, погрешность которого сколr. угодно близка к погрешности 
оптимального nосстановлсния. Для решения задачи по пути конечномер­
ной аппроксимации желательно установить связь решений исходной задачи 
и её конечномерного аналога. Аналю этой связи впервые проnедён n [29]. 
Варианты алгоритмов решения за.дачи оптимального восстановления в ко­
нечномерных пространствах были предложены в [29, 28J . РРАзультаты этих 
работ представлены в третьей главе. 
Опишем испот~1уемую схему конечномерной алпроксимации. Если про­
странство Z конечномерно, то никакого сведения к задаче в конечномерном 
пространстве не требуется. Далее в описЭJши содержания третьей главы бу­
дем считать, что пространство Z бесконечномерно. Замена пространства 
Z на некторый конечномерный аналог может быть представлена в виде 
действия линейного оператора. Рассмотрим пару линейных пространств Z 
и !Rn, где n Е N, и пару линейных опера.торов Pn: Z-> !Rn и Ln: !Rn--> Z . 
Оператор Pn сопоставляет элементу из Z его конечномерный а.налог, а 
оператор Ln по конечномерному вектору строит бесконечномерный вектор 
пространства Z . Рассмотрение произвольных операторов Pn и Ln является 
бессмыс.ленным, поэтому введём условия, сnязывающие эти операторы с 
другими параметрами задачи : 
LnPп(M) с М, 
PnLn = lRn, 
где lR• - единичный оператор в IR" . 
(6) 
(7) 
(8) 
Предположим, что мы умеем вычис.лять линейный оператор А0 : Z --> 
И, являющийся приближением для оператора А из задачи (2). Обо:шачим 
В~ QmAoLn и Мп ~ Рп(М), т.е. В: !Rn--> !Rm и Мп С IR". Это конечно­
мерные а.налоги оператора F и множества М. Рассмотрим вспомогатель­
ную задачу оптимального восстановления функционала на коне11номерном 
пространстве JRn: 
sнр 1 (х", х) - (({?,у) 1 --> min, <р Е .IR"'. (9) 
хЕМ,н r.p 
уЕУ:у-ВхЕО 
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Это :шдача оптимального воrстанuвленин функционала х" по информации 
(.Wп , В , О ) . Ассоциированной fiудет задача 
(х" . х ) --+ шаJс , ( х, '!J ) Е JR" х JR rn , х Е Мп, у - B :r. Е 0 , у = rJ. (lrJ) 
(х,у) 
Функция Лагранжа задачи (9) такова: 
J:..": (JR" х JR"') х JR111 --+ JR, .t:..п((х,у),Л) = -(х",х) + (Л,у) . 
Автором в диссерта1\ИИ докюа1ю множ~тrю тоорем о связи задач оп­
тимального восстановления в бесконечномерном пространстве и n конеч­
номерном . Сформулируем две из этих тоо~м. Сначала сформулируем до­
казанную в дисссvrации теорему о сведении к коне•1номерной :iaJl.aчe . Её 
доказательство опирается на Принцип Лагранжа.. 
Теорема (О сведении к конечномерной задаче). Положи.м 
F := QтAoLnPn 
в задачах (4) и (5). Пусть вьтолнено ус.лавы. (6). 
1} Еrли (z, О) Е Z х JR"' - решен.1Lе аада'Ч.V. (5) , а>: - .м:нож1Lm.мь Лагран­
:жа, при котором мшtимум функции Лагранжа для задачи (4) доr.т.шо.­
ется на (z,0), т.е . 
-(e, z) = 
тогда (Рпz,О) Е JRn х Rm является решением зада•tu (10}, >: являР.тся. 
методом опт.ималъного восстановления задачи (9) , и его погрешностъ 
равна (е, z). 
2) Еrли (х,О) Е JRn х Rm - решение зада-ч.и (10) , а >:" - .м.ножит.с.л:ь 
Ло.?.ранжа, пр1L котором мшщ.м.у.м. функции Лагран:жа для задачи (9) до­
сm.и?.ает.r.я на (х, О), т . е. 
тогда при любом z Е М, таком что Рпz = х, то-ч.ка (z, О) Е Z х JR"' 
являете.я решением зада-ч.и ( 5}, >: n .явл.яеrпr:я мР.m.одом опти.малъ11020 вос­
становления зада'Ч.и (4) , 1L r.?.n nо?.решност.ъ равна (х", х) . Если при этом 
аыпол~и:ны уе.110011.я (7) 1l (8) , то элемент Lnx удовлетворяет ус.лови.ям 
1Ш Z. 
Эта теорема. nо:~воляе'Г решать вместо исход1юi\ :>f\/\аЧИ поиска метода 
и nоrрешности оптимального восстановления :~а.,т\ачу оптимального восста­
новления в конечномерном лространстnе . 
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Сформулируем докюанную в диr.сертации теорему о свя:ш погрешно­
стей и ММ'одов оптим11.ш,ноrо восстановления ,для задач в конечномерном и 
бесконе•-хномерном пространстве . Для этого на.и.о модифицировать окрсст­
ност1, nС>rрешности. Будем считать, что в :щл,аче известен вектор Л n Е JRm, 
удовлетворяющий условиям 
д'j = (Л")1 ~ sup l(QтAo(z - L"Pnz))J I Vj Е {1; . . . ; m} . (11) 
zE M 
Введём 'Невозмущё'Н'НУЮ и воамуще:'Н'Ную окрестности погрешности . Пуr.'Гь 
0 0 С У - выпуклое уравновешенное множество, такое что 
Оо ~ r.! + Qт(А - Ао)(М); 
О":= Оо +{у Е JRm 1 Jy1 1 ~ дj' Vj Е {1; .. . ;m} }. 
Пусть Л11 Е у• - решение задачи (9) при О = Оп, пайдепнпе из Принци­
на Лагранжа, т.с. Лn является тем множителем Лагранжа, существование 
которого утверждает Принцип Лагранжа. Введём обозначение для погреш­
ности этого метода. 
Еп := E(xn, Мп, В, Оп)= E(xn, Мп, В, Оп, Лn)-
Рассмотрим невозмущённую бесконечномерную зада•~у ( 4) при F = QтAu 
и О = 0 0. Пусть Л Е у• - её решение, найденное из Принципа Лагранжа, 
а Е и Ёn - погрешности методов Ли Лn в этой задаче, т.с. 
Ё := E(f, М, QтАо, Оо, Л) = E(f, М, QтАо, Оо), 
Ёn := E(f, М, QтАо , <9u, Л") . 
Автором доказана следующая 
Теорема. [29, 25] Пусть Z .явл.яет.r..я 'Нормирован.ным проr.транством. 
линейний фун:к:v,иоиал f непрсрuвен, вътуклое уравнпвешсю~ос мпо:ж:е­
r.тво М с.лабп r.r.квснv,иалъно компактно в Z , .л.инейнЪLй оператор QтAu 
непреръ~ве'Н, <90 за.мКttуто, вътукло и уравновешено. Рассмотрим после­
дователъностъ векторов {Лn}~=I и nоrледоаате.л.ьности линейнЪLХ опе­
раторов {Ln}~=I и {Р"}~= 1 , такие что дм любого n Е N Pn : Z--+ IR", 
Ln : JRn --> Z , Pn неnреривен, дп Е JRm, аът.о.1те110 {11) и \im дn = О. 
11-ос 
Пустъ дл.я любого п Е N вы11,плпен'Ы услови.я {б}, (7) и {8). Тогда Ё ~ 
Ёп ~ Е11 дм любого п Е N, и lim En = lim Ё11 = Ё. 
п-оо n---.oo 
После того, как сформулирован конечномерный аналог задачи опти-
малыюго nосстановления, оr.таётr.я решить эту конечномерную задачу. Ан­
тором приведены и обоснованы алгоритмы решения коне•1номерной :щл,а­
чи оптимального восстановления (9) для входных данных различного вида 
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[28]. Эти алгорит:v1ы опираются на Принr\ИП Лагранжа. Была по,1ностью 
иссл<>лоuана :ш,'1,ача ()nтимального Rосстановления R конечн():vtерrюм про­
странстве iн;n. если МН()ЖРСТВа А!" и ~ задн.ются линt>йныыи и квадратич­
ными ограничениями: 
М11 = {.i: Е iн;n 1 !(aa,x)I ~с" Va Е I:o, 
llG,xll ~ р, 'ir::; Е I:1 }, 
~ = {w Е IRm 1 !(a",w)I ~Са Va Е f:o , 
\\6,w\\ ~ р, Vr::; Е Е1 }, 
где I:o и I:1 - конечные множе<:тва индексов (возможно пустые), при любом 
а Е l:;o Са ~ О, аа Е IRn и аа f О, при любом r::; Е I:1 р, > О, d, Е N 
и G, : IR" --+ JRd, - линейный оператор. Апа.тюгичные определения мы 
ППРЛИ для ООЪРКТ()В Ео, Е1, Са, аа, р,, d,, 6,. Для таких MH()Жf'CTR Л1n 
и ~ был построен и ОО()СНован алгоритм решения задачи оптимального 
восстановления (9). 
В четвёртой главе приведены примеры применения опис:анпых алго­
ритмов для обратных задач решения линейных интегральных уравнений. 
Впервые они были опубликованы в [22]. Рассмагрим отрезки из множе­
ства действительных чисел: Т = [а; Ь] и S = [с; d]. Z := С(Т), И := C(S) -
пространства действительных непрерывных функций с suр-норм()Й. Исслс­
дут'ся :щ11,ача (2) с множеством априорных ограничений 
М = {z Е С(Т) 1 !z(t) - z(t')I ~ N !t - t'!, 
lz(t)I ~'У 'it, t' Е Т}. 
и раз:шчными интегральными операторами А : Z -+ И. Здесь N и r -
фиксированные положительные числа. Рассмотрены 3 случая для опера­
Т()ров. 
1) Уравнение Фредгольма первого рода. А : Z -+ И - линейный инте-
( ) 
def гральный оператор с непрерывным ядром К : S х Т -+ IR, т.е. Az s = 
J K(s, t)z(t) dt и функция К непрерывна. 
т 
def ". 2) Уравнение Абеля. Z =И= С([О; Ь]), А: Z-+ И, Az(s) = J (s~t)пz(t) dt, 
о 
/3 Е (О; 1). 
3) Уравнение Фре;\rольма второго рода. Z = U = С(Т), А : Z ---> И, 
Az(s) ~ z(s) + J K(s, t)z(t) dt , функция К: Т х Т--+ ~ непрсрыrша. 
']' 
I3 П()Стююnкс зада'! с•шта.ется. чтп ядро К и правая часть интеграль-
ного уравнения (2) заданы с погрешностыо. Аt!тором описаны схемы при-
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ме11е11ия :1.nгоритма ~шения залач , nостр()f'НН()ГО в nрРдыдущих глав<tх. 
ПриnР,'\Р!IЫ р('зульта.ты pa.cчh()R М()!\РЛJ,Н()Г() примР.ра. 
В пятой главе построенныР. а.1горитмы и сформулир()nаr111ые теоремы 
применяются для исследования линейных обратных зада•~ с истокопрсл­
стаnимым решением. 
Сна•1ала, в разделе 5.1, строится мРТод оптима.1ьног() восстан()n.1е11ия 
для задачи с ограниченным множеством априорных ограни•1ений вида М = 
V(Sт), где V: W-+ Z - линР.йпый нспрерывный оператор из гильбертова 
простране,-тва W в нормированное пространство Z, а Sт - шар в простран­
стве W известного радиуса r > О с центром в нуле. Эта задача интересна 
сама по себе и пригодится для построения оптимального регуляризирую­
щего алгоритма в дальнейшем. Алгоритм ~шения задачи оптимальном 
восстановления с множеством априорных ограничений М = V ( Sт) строит­
ся на основе Принципа Лагранжа. Для обоснования построенного алгорит­
ма /l,Оказыnаются соответствующие теоремы . Особенностью прелложенного 
алгоритма является то, что в нём не применяР.Тся конечномерная аппрок­
симация. 
Затем, в разделе 5.2, рассматривается задача (2) с действитР.льными 
нормированными пространствами Z и И, с линейным инъективным непре­
рывным оператором А : Z -> И, с множеством априорных ограничений 
М = Im V, где V : W -> Z - линейный инъективный компактный ()Пf!­
рат()р и:-1 гильбертова пространства W в пространство Z. Для зада•ш (2) с 
этими данными строится метод нахождения приближения для чис.ла e(z), 
который назван методом расширяющихся комnактов для оnтимо..лъного 
восстановления зна'iения функционала [26]. Этот метод опираР.Тся на ре­
зультаты предыдущсг() рюлела и работ [11 , 7]. Доказывается, что построен­
ный метод ~шения задаёт оптимальный регуляризирующий алгоритмом в 
задаче RОСстановления функционала. Автором были найдены условия, при 
которых выполнено это утверждение. В качес-гnе i\()П()лнительного резуль­
тата алгоритм на.ходит так 11а.1ы11аемую аnостериорну10 оценку 11.02peumo-
cmu для получаем()ГО приближённого решения. 
Дадим определения введённым терминам. Обозначим 1R+ := {х Е JR 1 
х > О}. Пусть вместо одноrо множества n имеется семейств() множеств 
{Пr}rER.,. , такое что для любого Е Е 1R+ множество Пr с У облалает слf!­
дующим СВ()ЙС'Гfl()М: sup llYll ::,;; Е:. Пусть также вместо оператора А мы 
уЕП, 
умеем точ1ю вычислять лишь его приближение - линейный непрерывный 
оператор А, : Z -> И, такой что llAr - All ::,;; /i(c). Здес1.> отображение 
h : 1R+ -+ IR+ таково, что lim0 h(t:) = О. Для ис(:л<щовшшя регуляризиру10-, _ 
щих свойств а.пrорит:\!а вместо объектов т, Q т и 1: 11('()()ходи мо ввести зави-
1:-i 
симост~-. от параметра Е ра:'!мерности пространства У (т.1' . <liш )' = mk)), 
параметрическое ссмсйстnо операторов {Qт(f)},EIR, и семейство векторов 
{ v" },EIR+· удовлетворяющих условию v, · -Qm\c) fL Е \1 0 . По.1ожительное чис­
Jю t: Е IR+ я вляется OI\t'HKOЙ поr])f'шности правой части обратной з11,ца­
чи , поскольку llvE - Qm(e)ul l ::::; Е . Далее будем пользоваться обо:шачением 
У, := !Rm(e) _ 
Обозначения. Множество всех линейных непрерывных операторов из 
нормированного пространства Z в нормированное пространство И обозна­
чим Нош( Z, И). Множество всех линейных инъективных непрерывных опе­
раторов из нормированного пространства Z в нормированное пространство 
И обо:тачим 23:J(Z, И). 
Определение. Семейство отображений R" : Hom(Z, И) х У" _, IR , па.­
раметризуемое числом t: Е IR+, назовём регуляризирующим алгоритмом 
восстановления функционала f Е z· в зада•~е (2) с М = Im V (или просто 
рсгу.л.яризирующим алгоритмом), если для любого z Е Iш V выполнено 
условие 
sнр IR( z) - JЦA,,y)I ~О. 
A'E:'В1(Z,U): llA' - A,11"h(t), Е ->0 
(12) 
уЕУ, : y-Q.,.(<)A'zEf'I , 
Этот регуляризирующий алгоритм будем обозначать R. 
Определение. Пусть с Е 1R+, Мс Z и (.'), с У,., такие что О, ::> r!, + 
Qm(E)(A - A. )(М). Для этих объектов определим обобщённу10 nогрr:шностъ 
регуляризv.рующего алгоритма R на множестве М: 
Л0 ( t:, R,, M,(.'),)~~up( _ sup _ IR(z)-R.(A, , y) \)-
"e:м уЕУ, . y- Q.,(, )A,.EO, 
Определение. Регуляризирующий алгоритм R называется пnтималъ­
нъw на множестве М С Z для уровня погрешности t: Е 1R+ и окрестности 
погрешности (.'), с У,, если 
Anor.rnepщJpнnu оцеикоu nогрешиости называется оценка погрешности, 
которая справедлива при достаточно малом значении погрешности t:. 
В шестой главе построснные алгоритмы применяются для решения 
11рикладной обратной зада•ш восстановления вектора плотности магнит­
ного момента у намаrни•1енного тела. В качестве информации о распре­
делении намаrни•1енности выступает магнитное поле, создаваемое телом. 
Магнитное поле :,~еряется вне тела. В качестве результата расчётов пред­
ставлены графики одномерного распре,rl,еления намагниченности вытяну­
того те.ла. 
16 
В заключении перечисляются основные результаты диссерт<щии . При­
ведём их. 
n диссертации рассмотрена линейная обратная задача, в которой извест­
но множество априорных ограни•1ений и в которой входные l\а1111ые заl\а­
ны неточно. Этой задаче сопоставляется задача оптимального восстановле­
ния, и обосновывается связь этих задач. Диссертация посвящена исследо­
ванию задач оптималhного носс-rанонления и их применению к линейным 
обратным задачам . В работе получено много новых результатов различного 
плана: от фу11l\аменталыrых теорем J\O алгоритмов решения частных, мо­
дельных зада'\. Главными результатами диссертации являются построение 
оптимального регуляризирующего алгоритма решения линейной обратной 
заj\ачи с истокоnрсдставимым решением и применение теории задач оnти­
малыюго nоссrа.новления к решению прикладной зада'IИ математической 
физики . Для достижения этих результатов потребовалось глубокое иссле­
дование теории и развитие алгоритмов решения задач , поскольку теория 
и мгоритмы не были достаточно развиты. 
Продемонсrрирована универсальность Принципа Лагранжа для :~мач 
оптимального восстановления. Он иеполr,:-1уется n J\ОКа.1атЕ'.льстве большин­
ства теорем n таких аспектах, как конечномерная аппроксимация задачи 
оптимального восстановления, исследование связи исходной задачи (т.е . за­
дачи в бесконечномерном пространстве) с сё конечномерным аналогом, по­
строение численных алгоритмов решения конечномерных задач и задач в 
гильбсртовых пространствах. Задачу оптимального восстановления в ГИЛh­
бертоном пространстве Принцип Лагранжа позволяет решать &>з исполь­
зования конечномерной аппроксимации . 
Также были получены такие результаты , как 
1) дос'Таточные условия существования решения ассоциированной зада­
чи, 
2) апостериорная оценка погрешности для оптималыюго регуляри:~иру­
ющего алгоритма, 
3) ~ОС'Гаточно универсальный алгоритм решения задачи оптимального 
восстановления линейного функционала. 
Построенные алгоритмы применены к практи'!еским задачам, что явля­
ете.я конечной 1\елью любой теории. 
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