We study the expressivity of deep neural networks with random weights. We provide several results, both theoretical and experimental, precisely characterizing their functional properties in terms of the depth and width of the network. In doing so, we illustrate inherent connections between the length of a latent trajectory, local neuron transitions, and network activation patterns. The latter, a notion defined in this paper, is further studied using properties of hyperplane arrangements, which also help precisely characterize the action of the neural network on the input space. We further show dualities between changes to the latent state and changes to the network weights, and between the number of achievable activation patterns and the number of achievable labelings over input data. We see that the depth of the network affects all of these quantities exponentially, while the width appears at most as a base. These results also suggest that the remaining depth of a neural network is an important determinant of expressivity, supported by experiments on MNIST and CIFAR-10. arXiv:1606.05336v2 [stat.ML] 24 Jun 2016 has been studied for neural networks [13, 14, 15] . In model distillation, more efficient models are trained to emulate costly models which possess better generalization error [16] .
Introduction
Neural network architectures have proven "unreasonably effective" [1, 2] on many tasks, including image classification [3] , identifying particles in high energy physics [4] , playing Go [5] , and modeling human student learning [6] . Despite their power, we have limited understanding of how and why neural networks work, and much of this understanding is qualitative and heuristic rather than precise and quantitative. While even qualitative knowledge is helpful, a more formal and fundamental framework is desperately needed to ease the laborious process of designing and training these networks, as well as to enable us to to better predict and protect against their failures.
In order to develop theoretical underpinnings for deep networks, it is first necessary to disentangle the many factors that influence their effectiveness. The effectiveness of deep neural networks on real tasks can be interpreted in terms of three broad properties: their trainability, or how well they can be fit to data; their generalizability, or how well they perform on novel examples; and their expressivity, or the set of functions they can compute.
All three of these properties are crucial for understanding the performance of neural networks. First, neural networks are useful only to the extent they can be sucessfully trained. Previous work has explored the objective function landscape of neural networks [7, 8, 9] , designed optimization procedures specifically suited to neural networks [10] , and proposed architectural components such as ReLUs [11] , which we analyze in this paper, specifically designed to make them more trainable.
Neural network models are also useful only to the degree they can generalize beyond their training set. A bound on generalization error in terms of the number of stochastic gradient descent steps performed is developed in [12] . VC dimension provides an upper bound on generalization error, and (a) 0 2 4 6 8 10 12 14 Figure 1 : The number of functions achievable in a deep hard-tanh network by sweeping a single layer's weights along a one dimensional trajectory is exponential in the remaining depth, but increases only slowly with network width. Here we plot the number of classification dichotomies over s = 15 input vectors achieved by sweeping the first layer weights in a hard-tanh network along a onedimensional great circle trajectory. We show this (a) as a function of remaining depth for several widths, and (b) as a function of width for several remaining depths. All networks were generated with weight variance σ 2 w = 8.
a linear relationship between trajectory length and the number of neuron transitions observed for random networks, both experimentally and theoretically in the limit of large network weights. Finally we experimentally demonstrate a connection between the number of neuron transitions and the number of achievable dichotomies (labelings over inputs).
Activation patterns We further support the relationship between neuron transitions and achievable dichotomies by a novel analysis of deep networks in terms of hyperplane arrangements. We show that the global activation patterns of a deep network partition input space into convex polytopes, such that the same network activation pattern cannot occur more than once along a straight line in input space. We additionally develop a tight upper bound on the number of achievable activation patterns in a deep network.
Remaining depth All of these results suggest that the importance of a layer in a network is related to the remaining depth of the network after that layer. We support this observation by training single layers in isolation in a random deep network, for classification tasks on MNIST and CIFAR-10. We observe monotonically decreasing performance with decreasing remaining depth -i.e. the layers with the greatest expressive power are those which occur earliest in the network (Section 4 and Figures 7, 8, 9) .
In a companion paper [31] we explore closely related questions by using dynamical mean field theory to explore the propagation of Riemannian curvature through deep networks.
Exponential Expressivity
In this section, we start by deriving bounds on how the length of a one dimensional trajectory changes as it propagates through a deep network. We establish a fundamental relation between this length and a local notion of expressivity, the number of transitions neurons undergo along an input trajectory. We then link these properties to a global notion of expressivity, the number of activation patterns of the entire network, studied through a novel link to the theory of hyperplane arrangements. These quantities are brought together in Section 3, where we study dichotomies -labelings over inputs. The theoretical and experimental measurements for all of these properties exhibit an exponential dependence on depth but not width. This is illustrated in Figure 1 , which shows how the number of dichotomies grows with both depth and width.
Studying dichotomies in this setting, where we sweep weights in a single layer through a trajectory, leads to the supposition that the expressive power of a particular layer is related to the remaining depth of the network after that layer. This is supported by experiments on networks trained on MNIST and CIFAR-10 (Section 4).
Notation and Definitions
Let F W denote a neural network. In this section, we consider architectures with input dimension m, n hidden layers all of width k, and a scalar readout layer. (So, F W : R m → R.)
to denote the i th neuron in hidden layer d. We also let x = z (0) be an input, h (d) be the hidden representation at layer d, and φ the non-linearity. The weights and bias are called W (d) and b (d) respectively. So we have the relations
Our results mostly examine the cases where φ is a hard-tanh [32] or ReLU nonlinearity. All hard-tanh results carry over to tanh with additional technical steps.
We list some important definitions below:
(1) A neuron transitions when it switches linear region in its activation function (i.e. for ReLU, switching between zero and linear regimes, for hard-tanh, switching between negative saturation, unsaturated and positive saturation). (2) For hard-tanh, we refer to a sign transition as the neuron switching sign, and a saturation transition as switching from being saturated between ±1. (3) The Activation Pattern of the entire network is defined by the output regions of every neuron.
More precisely, given an input x, we let A(F W , x) be a vector representing the activation region of every hidden neuron in the network. So for a ReLU network F W , we can take A(F W , x) ∈ {−1, 1} nk with −1 meaning the neuron is in the zero regime, and 1 meaning it is in the linear regime. For hard-tanh network F W , we can (overloading notation slightly) take A(F W , x) ∈ {−1, 0, 1} nk . The use of this notation will be clear by context. (4) Sign Pattern For a hard-tanh network, we also find it useful to consider the sign pattern of the network, SGN (F W , x) ∈ {−1, 1} nk (5) Given a set of inputs S, we say a dichotomy over S is a labeling of each point in S as ±1.
Random networks:
We assume the weight matrices of our neural networks are initialized as random Gaussian matrices, with appropriate variance scaling to account for width, i.e. W (d) ij ∼ N (0, σ 2 w /k). We draw biases b
Sweeping Input: In the analysis below, we sweep through a one dimensional input trajectory x(t).
The results hold for almost any such smooth x(t), provided that at any point x(t), the trajectory direction has some non-zero magnitude perpendicular to x(t).
Neuron transitions and trajectory length
In this section, we analyze the number of sign transitions of F W , a random hard-tanh neural network, as the input x(t) is swept through a one dimensional trajectory. We rigorously derive how the length of the input curve x(t) changes as it propagates through F W , and then verify experimentally, and derive theoretically for the large weight limit, a linear relation between trajectory length and number of transitions.
Bound on trajectory length growth
We would like to understand how the arc length of a one dimensional trajectory x(t) changes as it is pushed through a network F W . We prove: (with a more exact lower bound in the Appendix) Theorem 1. Bound on Growth of Trajectory Length Let F W be a hard tanh random neural network and x(t) a one dimensional trajectory in input space. Define z (d) (x(t)) = z (d) (t) to be the image of the trajectory in layer d of F W , and let l(z (d) (t)) = t dz (d) (t) dt dt be the arc length of z (d) (t). Then An immediate Corollary for σ b = 0, i.e. no bias, is Theorem 2. Bound on Growth of Trajectory Length Without Bias For F W with zero bias, we have
The theorem shows that the image of a trajectory in layer d has grown exponentially in d, with the scaling σ w and width of the network k determining the base. We additionally state and prove a simple O(σ d w ) growth upper bound in the Appendix. Figure 2 demonstrates this behavior in simulation, and compares against the bounds. Note also that if the variance of the bias is comparatively too large i.e. σ b >> σ w , then we no longer see exponential growth. This phase transition behavior is explored further in our companion paper [31] .
The proof can be found in the Appendix. A rough outline is as follows: to prove this growth rate, instead of working with the integral form, we look at the expected growth of the difference between a point z (d) (t) on the curve and a small perturbation z (d) (t + dt), from layer d to layer d + 1. Denoting this quantity δz (d) (t) , we derive a recurrence relating δz (d+1) (t) and δz (d) (t) which can be composed to give the desired growth rate. Note this growth rate is tight in the limits of large σ w and k.
The analysis contains an additional layer of complexity, as for tractability we need statistical independence from the image of the input z (d+1) (t). So we instead form a recursion by looking at the component of the difference perpendicular to the image of the input in that layer, i.e. δz length, and our derived growth rate thus provides a close lower bound, as demonstrated in Figure  2 (c).
We further discuss the properties of this growth rate in several regimes of interest in Section 2.2.3.
Relation to number of transitions
To understand the relation to the number of sign transitions, observe the following: for F W with n hidden layers as above, the linear, one dimensional, readout layer outputs a value by computing the inner product W (n) z (n) . The sign of the output is then determined by whether this quantity is ≥ 0 or not. In particular, the decision boundary is a hyperplane, with equation
The number of transitions we see the output neuron make as x(t) is traced in the input is then exactly the number of times z (n) (t) crosses the decision boundary. As F W is a random neural network, with signs of weight entries split purely randomly between ±1, we expect to see a direct proportionality between the length of the curve z (n) (t), and the number of times it crosses the decision boundary. This is unequivocally demonstrated by our experimental results in Figure 3 . In Theorem 3 we prove this relationship for the large σ w limit. We state it as a conjecture for the general case: Conjecture 1. In a random neural network F W with hard-tanh activations, the expected number of sign transitions induced by a one dimensional curve x(t) in the input is directly proportional to the length of the latent image of the curve, z (n) (t).
In Section 3 we discuss the implications of this result for the number of unique dichotomies on inputs we see arising from a class of functions {F W }.
Trajectory length growth in different regimes
Returning to the statement of Theorem 2, we can consider what the trajectory length growth (and therefore number of transitions) looks like for different choices of k and σ w . We see that for very large k, the trajectory length is exponential in the depth with base only dependent on σ w . This appears intuitively correct, as for very large k, we expect to see a normalizing effect caused by the Central Limit Theorem -we sum together a very large number of independent random variables (for each neuron), and perform an implicit averaging through setting the variance of each weight coordinate to be σ 2 w /k. For very large σ w , we see that the base of exponential growth is now √ k. This 'large weight limit' results in very tractable behavior, because:
(1) For any input (bounded away from zero) almost all neurons are saturated (2) Any neuron transitioning from 1 to −1 or vice versa over an interval x(t), x(t + ∆t) does so almost instantaneously. As a consequence, can assume that at most one neuron within a layer is transitioning at any point. Under these two assumptions, we prove: Theorem 3. Number of transitions in large weight limit Given F W , a random neural network with hard-tanh activations, in the very large σ w regime, the number of sign transitions of the network as an input x(t) is swept is:
which is a specific case of Conjecture 1. The full proof is in the Appendix, and reduces the problem to one of the relative magnitudes of independent Gaussians.
A Global Perspective: Transitions and Activation Patterns
Previously, we related input trajectory growth to a 'local' notion of expressivity, sign transitions of a single neuron. In fact, this local measure of expressivity has an elegant connection to the 'global' notion of expressivity of the number of activation patterns of a network. We can show, that for many well-behaved trajectories, the number of transitions (which is directly proportional to trajectory length) is exactly equal to the number of unique activation patterns.
A helpful mental picture is obtained through the language of hyperplane arrangements. A hyperplane arrangement consists of a set of hyperplanes in an ambient space, in our case the input space R m . An arrangement of this fashion divides up R m into regions.
Hyperplanes relate to neural networks in the following way: consider a ReLU random neural network. Given a particular neuron in the first layer, we can ask for which inputs it is 'on' (the linear regime), and for which inputs it is 'off' (the zero regime). This 'boundary' in the input space is a hyperplane defined by the points x for which the inner product of x with the weights into the neuron (plus a bias term) are zero. Drawing a hyperplane for every neuron in the first layer then gives a hyperplane arrangement, with every region of this arrangement in one-to-one correspondence with a particular subset of neurons being active.
The next crucial insight is realizing we can apply a similar analysis to the second layer: in particular, inside a particular region of the hyperplane arrangement defined by the first layer, a linear function of the input passes into the second layer. This means we can consider the on/off patterns of the second layer within this region, which defines another hyperplane arrangement subdividing this particular region into sub-regions. Applying this over all regions gives convex sub-divisions of the input space which are in one to one correspondence with the neuron activation patterns in the first and second layers. Figure 4 illustrates this subdivision of input space into convex polytopes. We make this precise in the theorem below, establishing a bijection between activation patterns of F W (for hard tanh and ReLU activations) and regions in input space. Proof. We show inductively that F W partitions the input space into convex polytopes via hyperplanes.
Consider the image of the input space under the first hidden layer. Each neuron v
Considering all such hyperplanes over neurons in the first layer, we get a hyperplane arrangement in the input space, each polytope corresponding to a specific activation pattern in the first hidden layer. Now, assume we have partitioned our input space into convex polytopes with hyperplanes from layers
and a specific polytope R i . Then the activation pattern on layers ≤ d − 1 is constant on R i , and so the input to v This implies that any one dimensional trajectory x(t), that does not 'double back' on itself (i.e. reenter a polytope it has previously passed through), will not repeat activation patterns. In particular, after seeing a transition (crossing a hyperplane to a different region in input space) we will never return to the region we left. A simple example of such a trajectory is an affine trajectory: Corollary 1. Transitions and Output Patterns in an Affine Trajectory For any affine one dimensional trajectory x(t) = x 0 + t(x 1 − x 0 ) input into a neural network F W , we partition R t into intervals every time a neuron transitions. No two partitions have the same neuron output pattern on F W .
With the picture of the input space split into regions, the next natural question is to ask how many regions we can achieve. In other words, how many neuron output patterns (activation/saturation) can we see over the entire input? Considering a region R in the input space as in the proof of Theorem 4, we see that we have at most k (for ReLUs) or 2k (for hard-tanh) hyperplanes, in R ⊂ R m . So a first step is determining how many regions we get when we have k hyperplanes in R m . The question of the number of regions for a specific hyperplane arrangement is well studied [33] , with many beautiful abstract constructions, such as intersection posets. Here we prove an upper bound on the number of regions induced by a hyperplane arrangement: With this result, we conclude that when considering the effect of layer d on the existing regions, each existing region can be partitioned into at most r(k, m) subregions (or for hard-tanh, r(2k, m).) So an 
All dichotomies Random walk Figure 5 : As the network width k increases, moving along a trajectory in the first layer weights increasingly resembles a random walk over dichotomies. Here we plot the number of unique dichotomies that have been observed as a function of the number of transitions the network has undergone. Each datapoint corresponds to the number of transitions and dichotomies for a hard-tanh network of a different depth, with the weights in the first layer undergoing interpolation along a great circle trajectory W (0) (t). We compare these plots to a random walk simulation, where at each transition a single class label is flipped uniformly at random. Dichotomies are measured over a dataset consisting of s = 15 random samples, and all networks had weight variance σ 2 w = 16. The blue dashed line indicates all 2 s possible dichotomies.
upper bound on the number of regions (and therefore, activation patterns) achievable through this is given by (r(k, m)) n , i.e. we have proved: In [26] , it is observed that a (trivial) upper bound is given by 2 kmn (all possible subsets of all possible neurons), and a construction is given for which the number of linear regions increases exponentially with depth. The upper bound we give in Theorem 6 is exponentially smaller, and is shown to be asymptotically tight by the construction in [26] .
Function Space

The Dual Perspective
In the previous sections, we have examined the effect of depth and width on the expressivity of a neural network when varying an input x along a one dimensional trajectory in input space. The supporting experiments show that even for simple trajectories, e.g. interpolating a line or circular arc, we observe the characteristic properties of exponential increase of curve length, transitions, and output patterns with depth.
A dual perspective to sweeping the inputs over a trajectory x(t) while holding the weights W (0) fixed, is to instead view the trajectory as sweeping the first layer weights along some trajectory W (0) (t) while holding the inputs x fixed. More formally, if we pick two random inputs, x, x , and consider the arc x cos(t) + x sin(t), our first layer input is W x cos(t) + W x sin(t). Instead, we could view a rotation as picking two random matrices, W, W , and doing a circular interpolation W cos(t)+W sin(t) over weight matrices. Our different inputs are then W x and W x. This is not an exact duality -there is a trajectory in weight space corresponding to any great circle interpolation in input space, but there is not a trajectory in input space corresponding to any great circle interpolation in weight space. However, it provides a natural dual analogue for random inputs, changing an analysis over sweeping inputs, to a function class F produced by sweeping over weights.
Having shifted perspective to consider function classes, a natural question is understanding how heterogeneous this they are. One way to measure this is to consider the set of dichotomies this function class gives over a set of (random) inputs. More precisely, given a set of inputs, S = {x 1 , .., x s } ⊂ R m , how many of the 2 s possible dichotomies does this function class produce on S? For non-random inputs and non-random functions, this is a well known question closely related to the VC dimension of the function class, and upper bounded by the Sauer-Shelah lemma [34] . We discuss this further in Appendix D.1.
Previously we've seen, theoretically and experimentally, that growth in trajectory length (influenced by depth and width) is linearly related to the number of transitions. Also, if the x i ∈ S are sufficiently uncorrelated (e.g. random) class label transitions should occur independently for each x i . Together, this would suggest Observation 1. Depth and Expressivity in a Function Class. Given the function class F as above, the number of dichotomies expressible by F over a set of random inputs S by sweeping the first layer weights along a one dimensional trajectory W (0) (t) is exponential in the network depth n. This is unambiguously supported by the growth in the number of dichotomies with depth in Figure  1 . This is further supported by an exponential decrease in autocorrelation length in function space, which we derive in the Supplemental Material of our companion paper [31] .
Our results further suggest the following conjectures: Conjecture 2. As network width k increases, the exploration of the space of dichotomies increasingly resembles a simple random walk on a hypercube with dimension equal to the number of inputs |S|. This conjecture is supported by Figure 5 , which compares the number of unique dichotomies achieved by networks of various widths to the number of unique dichotomies achieved by a random walk. ij at layer d in a random network F , and for a set of random inputs S, is exponential in the remaining network depth d r = (n − d). Here expressive power is the number of dichotomies achievable by adjusting only that weight.
That is, the expressive power of weights in early layers in a deep hard-tanh network is exponentially greater than the expressive power of weights in later layers. This is supported by the invariance to layer number in the recurrence relations used in all proofs directly involving depth. It is also directly supported by simulation, as illustrated in Figure 6 , and by experiments on MNIST and CIFAR10 as illustrated in Figures 7, 8 , and 9.
Experiments
We implemented the random network architecture described in Section 2.1. In separate experiments we then swept an input vector along a great circle trajectory for fixed weights, and swept weights along a great circle trajectory for a fixed set of inputs, as described in Section 3.1. In both cases, the trajectory was subdivided into 10 6 segments. We repeated this for a grid of network widths k, Figure 7 : Demonstration of expressive power of remaining depth on MNIST. Here we plot train and test accuracy achieved by training exactly one layer of a fully connected neural net on MNIST. The different lines are generated by varying the hidden layer chosen to train. All other layers are kept frozen after random initialization. We see that training lower hidden layers leads to better performance. The networks had width k = 100, weight variance σ 2 w = 1, and hard-tanh nonlinearities. Note that we only train from the second hidden layer (weights W (1) ) onwards, so that the number of parameters trained remains fixed. While the theory addresses training accuracy and not generalization accuracy, the same monotonic pattern is seen for both. Figure 8 : We repeat the experiment in Figure 7 with a fully connected network on CIFAR-10, and mostly observe that training lower layers again leads to better performance. The networks had width k = 200, weight variance σ 2 w = 1, and hard-tanh nonlinearities. We again only train from the second hidden layer on so that the number of parameters remains fixed.
weight variances σ 2 w , and number of inputs s. Unless otherwise noted, σ b = 0 for all experiments. We repeated each experiment 10 times and averaged over the results. The simulation results are discussed and plotted throughout the text.
We also studied the implications of these results for trained networks. In the experiments related to Figures 7, 8, 9 we randomly initialized a neural network, and froze all the layers except for one, which we trained (on MNIST and CIFAR-10). The results show that better performance results from training lower layers than from training higher layers, which supports the results on the expressive importance of remaining depth (Figure 6 .) The networks were implemented using Keras, and trained for a fixed number of epochs using the ADAM optimizer. To ensure fair comparisons could be made across layers, no Dropout or other regularization techniques were used. In our companion paper [31] , we explore the effect of width and total depth when training only the final layer in the network.
Conclusion
In this paper, we studied the expressivity of neural networks with random weights. This framework enabled an average case analysis, and illustrated the relation between trajectory length, neuron transitions, activation patterns, and achievable classification dichotomies (see Table 1 ). Our analysis also provided precise theoretical and experimental results on the impact of depth and width on neural networks. In particular, greater depth results in an exponential increase of these values. Test Accuracy Against Epoch lay 2 lay 3 lay 4 lay 5 lay 6 lay 7 lay 8 Figure 9 : We repeat the experiment in Figure 7 for a convolutional network trained on CIFAR-10. The network has eight convolutional hidden layers, with three by three filters and 64 filters in each layer, all with ReLU activations. The final layer is a fully connected softmax, and is trained in addition to the single convolutional layer being trained. The results again support greater expressive power with remaining depth. Note the final three convolutional layers failed to effectively train, and performed at chance level.
Property
Architecture That exponentially large changes in output can be induced by small changes in the input may help explain the prevalence of adversarial examples [35] in deep networks. Additionally, understanding this structure may inspire new optimization schemes that account for the differing leverage of weights at different layers. The greater leverage stemming from training earlier weights may also motivate novel ways to adapt pre-trained networks to new tasks, beyond simply retraining the top layer (least expressive) weights.
We believe further 'average case' study of neural networks will continue to improve our understanding, and inspire practical algorithms and architectures.
Parallel and Perpendicular Components: Given vectors x, y, we can write y = y ⊥ + y where y ⊥ is the component of y perpendicular to x, and y is the component parallel to x. (Strictly speaking, these components should also have a subscript x, but we suppress it as the direction with respect to which parallel and perpendicular components are being taken will be explicitly stated.)
This notation can also be used with a matrix W , see Lemma 1.
Before stating and proving the main theorem, we need a few preliminary results. Lemma 1. Matrix Decomposition Let x, y ∈ R k be fixed non-zero vectors, and let W be a (full rank) matrix. Then, we can write
i.e. the row space of W is decomposed to perpendicular and parallel components with respect to x (subscript on right), and the column space is decomposed to perpendicular and parallel components of y (superscript on left).
Proof. Let V, U be rotations such that V x = (||x|| , 0..., 0) T and U y = (||y|| , 0...0) T . Now let W = U W V T , and letW = W + W ⊥ + ⊥W + ⊥W ⊥ , with W having non-zero term exactlỹ W 11 , W ⊥ having non-zero entries exactlyW 1i for 2 ≤ i ≤ k. Finally, we let ⊥W have non-zero entries exactlyW i1 , with 2 ≤ i ≤ k and ⊥W ⊥ have the remaining entries non-zero. If we definex = V x andỹ = U y, then we see that
asx,ỹ have only one non-zero term, which does not correspond to a non-zero term in the components ofW in the equations.
Then, defining W = U T W V , and the other components analogously, we get equations of the form
Observation 2. Given W, x as before, and considering W , W ⊥ with respect to x (wlog a unit vector) we can express them directly in terms of W as follows: Letting W (i) be the ith row of W , we have
i.e. the projection of each row in the direction of x. And of course
The motivation to consider such a decomposition of W is for the resulting independence between different components, as shown in the following lemma. Lemma 2. Independence of Projections Let x be a given vector (wlog of unit norm.) If W is a random matrix with W ij ∼ N (0, σ 2 ), then W and W ⊥ with respect to x are independent random variables.
Proof. There are two possible proof methods:
(a) We use the rotational invariance of random Gaussian matrices, i.e. if W is a Gaussian matrix, iid entries N (0, σ 2 ), and R is a rotation, then RW is also iid Gaussian, entries N (0, σ 2 ).
(This follows easily from affine transformation rules for multivariate Gaussians.)
Let V be a rotation as in Lemma 1. ThenW = W V T is also iid Gaussian, and furthermore, W andW ⊥ partition the entries ofW , so are evidently independent. But then W =W V T and W ⊥ =W ⊥ V T are also independent.
(b) From the observation note that W and W ⊥ have a centered multivariate joint Gaussian distribution (both consist of linear combinations of the entries W ij in W .) So it suffices to show that W and W ⊥ have covariance 0. Because both are centered Gaussians, this is equivalent to showing E(< W , W ⊥ >) = 0. We have that
As any two rows of W are independent, we see from the observation that E(W W T ) is a diagonal matrix, with the ith diagonal entry just ((W (0) ) T · x) 2 . But similarly, E(W W T ) is also a diagonal matrix, with the same diagonal entries -so the claim follows.
In the following two lemmas, we use the rotational invariance of Gaussians as well as the chi distribution to prove results about the expected norm of a random Gaussian vector. Lemma 3. Norm of a Gaussian vector Let X ∈ R k be a random Gaussian vector, with X i iid, ∼ N (0, σ 2 ). Then
Proof. We use the fact that if Y is a random Gaussian, and Y i ∼ N (0, 1) then ||Y || follows a chi distribution. This means that E(||X/σ||) = √ 2Γ((k + 1)/2)/Γ(k/2), the mean of a chi distribution with k degrees of freedom, and the result follows by noting that the expectation in the lemma is σ multiplied by the above expectation.
We will find it useful to bound ratios of the Gamma function (as appear in Lemma 3) and so introduce the following inequality, from [36] that provides an extension of Gautschi's Inequality. 
Proof.
(a) Let U, V,W be as in Lemma 1. As U, V are rotations,W is also iid Gaussian. Furthermore for any fixed W , withã = V a, by taking inner products, and square-rooting, we see that Wã = ||W a||. So in particular
But from the definition of non-zero entries of ⊥W ⊥ , and the form ofx ⊥ (a zero entry in the first coordinate), it follows that ⊥W ⊥x⊥ has exactly k − 1 non zero entries, each a centered Gaussian with variance (k − 1)σ 2 ||x ⊥ || 2 . By Lemma 3, the expected norm is as in the statement. We then apply Theorem 7 to get the lower bound.
(b) First note we can view 1 A ⊥ W ⊥ = ⊥ 1 A W ⊥ . (Projecting down to a random (as W is random) subspace of fixed size |A| = m and then making perpendicular commutes with making perpendicular and then projecting everything down to the subspace.)
So we can view W as a random m by k matrix, and for x, y as in Lemma 1 (with y projected down onto m dimensions), we can again define U, V as k by k and m by m rotation matrices respectively, andW = U W V T , with analogous properties to Lemma 1. Now we can finish as in part (a), except that ⊥W ⊥x may have only m − 1 entries, (depending on whether y is annihilated by projecting down by1 A ) each of variance (k − 1)σ 2 ||x ⊥ || 2 .
Lemma 5. Norm and Translation Let X be a centered multivariate Gaussian, with diagonal covariance matrix, and µ a constant vector.
Proof. The inequality can be seen intuitively geometrically: as X has diagonal covariance matrix, the contours of the pdf of ||X|| are circular centered at 0, decreasing radially. However, the contours of the pdf of ||X − µ|| are shifted to be centered around ||µ||, and so shifting back µ to 0 reduces the norm.
A more formal proof can be seen as follows: let the pdf of X be f X (·). Then we wish to show
Now we can pair points x, −x, using the fact that f X (x) = f X (−x) and the triangle inequality on the integrand to get
A.2 Proof of Theorem
Proof. We first prove the zero bias case, Theorem 2. To do so, it is sufficient to prove that
as integrating over t gives us the statement of the theorem.
For ease of notation, we will suppress the t in z (d) (t).
We first write
where the division is done with respect to z (d) . Note that this means h (d+1) = W (d) z (d) as the other component annihilates (maps to 0) z (d) .
We can also define
e. the set of indices for which the hidden representation is not saturated. Letting W i denote the ith row of matrix W , we now claim that:
Indeed, by Lemma 2 we first split the expectation over W (d) into a tower of expectations over the two independent parts of W to get
But conditioning on W (d) in the inner expectation gives us h (d+1) and A W (d) , allowing us to replace the norm over φ(W (d) δz (d) ) with the sum in the term on the right hand side of the claim.
Till now, we have mostly focused on partitioning the matrix W (d) . But we can also set δz
⊥ where the perpendicular and parallel are with respect to z (d) . In fact, to get the expression in (**), we derive a recurrence as below:
To get this, we first need to definez (d+1) = 1 A W (d) h (d+1) -the latent vector h (d+1) with all saturated units zeroed out.
We then split the column space of
where the split is with respect toz (d+1) . Letting δz (d+1) ⊥ be the part perpendicular to z (d+1) , and A the set of units that are unsaturated, we have an important relation:
(where the indicator in the right hand side zeros out coordinates not in the active set.)
To see this, first note, by definition,
where the· indicates a unit vector.
Now note that for any index i ∈ A, the right hand sides of (1) and (2) are identical, and so the vectors on the left hand side agree for all i ∈ A. In particular,
Now the claim follows easily by noting that δz
Returning to (*), we split δz (d) = δz
and after some cancellation, we have
We would like a recurrence in terms of only perpendicular components however, so we first drop the W (d) ⊥ , W (d) (which can be done without decreasing the norm as they are perpendicular to the remaining terms) and using the above claim, have
But in the inner expectation, the term ⊥ W (d) δz (d) is just a constant, as we are conditioning on W (d) .
So using Lemma 5 we have
We can then apply Lemma 4 to get
The outer expectation on the right hand side only affects the term in the expectation through the size of the non-saturated set of units. Letting p = P(|h (d+1) i | < 1), and noting that we get a non-zero norm only if |A W (d) | ≥ 2 (else we cannot project down a dimension), and for |A W (d) | ≥ 2,
we get
We use the fact that we have the probability mass function for an (k, p) binomial random variable to bound the √ j term:
But by using Jensen's inequality with 1/ √ x, we get
where the last equality follows by recognising the expectation of a binomial(k −1, p) random variable. So putting together, we get
To lower bound p, we first note that as h
where the last inequality holds for σ ≥ 1 and follows by Taylor expanding e −x 2 /2 around 0. Similarly, we can also show that p ≤ 1 σ . So this becomes
Finally, we can compose this, to get
with the constant c being the ratio of ||δx(t) ⊥ || to ||δx(t)||. So if our trajectory direction is almost orthogonal to x(t) (which will be the case for e.g. random circular arcs, c can be seen to be ≈ 1 by splitting into components as in Lemma 1, and using Lemmas 3, 4.)
Result for non-zero bias In fact, we can easily extend the above result to the case of non-zero bias.
The insight is to note that because δz (d+1) involves taking a difference between z (d+1) (t + dt) and z (d+1) (t), the bias term does not enter at all into the expression for δz (d+1) . So the computations above hold, and equation (a) becomes
We also now have that h (d+1) i is a normal random variable with variance ≤ σ 2 w + σ 2 b (as the bias is drawn from N (0, σ 2 b )). So equation (b) becomes
This gives Theorem 1 
where the second step follows from [37] , and holds for k > 1. 
where 1 (1,i) is the indicator function of neuron 1 in layer d + 1 being sensitive to neuron i in layer d. Using linearity of expectation and the result from above, we get E T (d+1) 1 ≥ t (d) / √ k. And so, using the fact that all transitions happen at distinct points almost surely, E T (d+1) ≥ √ kt (d) .
For σ b > 0:
We replace The Vapnik-Chervonenkis (VC) dimension of a function class is the cardinality of the largest set of points that it can shatter. The VC dimension provides an upper (worst case) bound on the generalization error for a function class [38] . Motivated by generalization error, VC dimension has been studied for neural networks [13, 14] . In [15] an upper bound on the VC dimension v of a neural network with piecewise polynomial activation function and binary output is derived. For hard-tanh units, this bound is v = 2 |W | n log (4e |W | nk) + 2 |W | n 2 log 2 + 2n,
where |W | is the total number of weights, n is the depth, and k is the width of the network. The VC dimension provides an upper bound on the number of achievable dichotomies |F| by way of the Sauer-Shelah lemma [34] ,
By combining Equations 4 and 5 an upper bound on the number of dichotomies is found, with a growth rate which is exponential in a low order polynomial of the network size.
