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Abstract. Accelerometers are become ubiquitous and available in sev-
eral devices such as smartphones, smartwaches, fitness trackers, and
wearable devices. Accelerometers are increasingly used to monitor hu-
man activities of daily living in different contexts such as monitoring
activities of persons with cognitive deficits in smart homes, and mon-
itoring physical and fitness activities. Activity recognition is the most
important core component in monitoring applications. Activity recogni-
tion algorithms require substantial amount of labeled data to produce
satisfactory results under diverse circumstances. Several methods have
been proposed for activity recognition from accelerometer data. However,
very little work has been done on identifying connections and relation-
ships between existing labeled datasets to perform transfer learning for
new datasets. In this paper, we investigate deep learning based transfer
learning algorithm based on convolutional neural networks (CNNs) that
takes advantage of learned representations of activities of daily living
from one dataset to recognize these activities in different other datasets
characterized by different features including sensor modality, sampling
rate, activity duration and environment. We experimentally validated
our proposed algorithm on several existing datasets and demonstrated
its performance and suitability for activity recognition.
Transfer learning, deep learning, accelerometer data, activity recognition,
CNN.
1 Introduction
Human activity recognition is a challenging and well-researched problem [1].
With the emergence of wearable devices and accelerometers, activity recogni-
tion is applied in different domains including assisted living, healthcare, sport,
human-computer interaction, smart cities, and security [2, 3]. Most researchers
use machine learning algorithms for activity recognition, which require substan-
tial amount of labeled data to produce satisfactory results under diverse cir-
cumstances, and significant efforts are required to apply the learned models to
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different environments [3]. Besides, collecting real labeled data in new environ-
ments is costly, time consuming and error prone process.
Transfer learning is a challenging research problem that consists in designing
systems which can leverage experience from previous tasks into improved perfor-
mance in a new task which has not been encountered before [1]. Transfer learning
has several potential benefits which can be summarized as follows: 1) learning
new tasks requires less time, 2) less information is required from experts, 3) less
labeled data is required for activity recognition, and 4) more situations in differ-
ent environments can be handled effectively. These benefits have led researchers
to deeply investigate and apply transfer learning techniques with varying degrees
of success [4, 1]. However, most past research on transfer learning assumed that
the distribution of the data in the new environment is the same as that used in
the learning process (old environment), which may not hold and can be difficult
to satisfy in many real-world applications [3].
With the emergence and successful deployment of deep learning techniques
for activity recognition, more research is directed from traditional machine learn-
ing techniques to deep learning techniques in different applications such as activ-
ity recognition [5], speech recognition [6], health monitoring [7], home automa-
tion [8], and automatic security surveillance [9]. Deep learning techniques such as
Convolutional Neural Networks (CNNs) have the potential to automatically ex-
tract features by stacking several convolutional operators to create a hierarchy of
progressively more abstract features [10]. CNNs are well suited for classification
problems and very often outperforming existing approaches [11]. For example, in
computer vision, features learned by CNNs in the first layers represent low level
representations of the input data, and can be potentially applicable to different
datasets and domains [12]. The rational of using CNNs is that features learned
by CNNs represent invariant factors underlying the input data, which have great
potential to be generalized through transfer learning. Therefore, kernels in the
lower layers of the CNN architecture are rather generic such as edge detectors in
image recognition, while kernels in upper layers are more specialized and specific
that represent higher level features [10, 12]. Besides, CNN is suitable for infer-
ring long term repetitive activities given its capability to learn deep features
contained in recursive patterns [13, 14].
In this paper, we are interested in investigating whether the representations
learned by CNNs are transferable in accelerometer activity recognition. Activity
recognition from accelerometer sensors poses several challenges such as 1) sensor
modality, 2) sensor placement, 3) sensor sampling rate, 4) environment, and 5)
users types i.e. young, older adults, male, and female. To overcome these chal-
lenges, and in order to characterize the feasibility and benefits of transfer learning
using CNNs, we deeply analyze kernel transfer between users, applications, en-
vironments, and accelerometer modalities, sampling rate and placements. The
contributions of this paper are as follows:
– Investigate the specialization of features transfer learning in CNNs layer-by-
layer.
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– Identify the best number of layers and CNN parameters to be retained for
successful transfer learning for activity recognition.
– Evaluate the benefits of transfer learning for activity recognition from ac-
celerometer data under different scenarios.
– Conduct extensive experiments over a variety of publicly available datasets
to validate the transfer learning using CNNs.
The rest of the paper is organized as follows. First, we give an overview of related
work in Section 2. Section 3 describes the CNN model for automatic feature
extraction and analyzes the specialization of features for transfer learning. The
results of our experiments on real datasets with different scenarios are presented
in Section 4. Finally, Section 5 presents our conclusions and highlights future
work directions.
2 Related Work
Transfer learning is an emerging topic in different domains and applications
such as computer vision [15], speech recognition [16] and more specifically in
human activity recognition [10]. Researchers applied transfer learning to tackle
different challenges categorized as follows: 1) sensor modalities, 2) environments,
3) availability of labeled datasets, and 4) knowledge representation [1]. Several
models have been proposed on transferring knowledge representation such as
data instances [17], feature representations [18, 19], or model parameters [10,
20]. Despite the scarcity of transfer learning models for activity recognition from
accelerometers, research has demonstrated its feasibility using conventional ma-
chine learning techniques [21, 22]. Recent progress in transfer learning has been
analyzed in [23, 4] and a survey on transfer learning for activity recognition using
conventional methods can be found in [1]. Conventional transfer learning tech-
niques for activity recognition present several limitations such as 1) feature space
in the different domains must be the same, 2) user intervention for parameter
setting, 3) the number of sensors in source and target domain must be the same,
and 4) the distribution of the sensor data in the target domain must be the same
as the source domain. These limitations pushed researchers to investigate other
directions such as deep learning techniques for transfer learning.
Very little work has been done on transfer learning for activity recognition
from accelerometer data using deep learning techniques. For example, Morales
et al. [10] studied feature transfer using CNNs across mobile activity recognition
domains. The authors found than kernels in the first layers tend to be more
generic in the same application domain. However, the authors did not inves-
tigate different sensor modalities such as different sampling rates. To the best
of our knowledge, the work of [10] is the only the work that studies CNNs for
transfer learning for activity recognition from wearable devices. In consequence,
our work represents an exhaustive investigation of CNNs for transfer learning for
activity recognition from accelerometer data in different scenarios. Generic rep-
resentations using sparse coding have been used for transfer learning [24]. Sparse
coding allows to model sensor signals from a set of basic vectors capturing latent
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structures in the data [24, 10]. sparse coding makes it possible to understand the
variability of input data by visualizing and analyzing the signals representations.
It has been demonstrated that sparse coding is suitable to overcome the problem
of different sensor modalities [24].
This paper represents the first exhaustive investigation of transfer learning
with CNNs for activity recognition from accelerometer sensors. Our goal is to
understand, through several scenarios related to challenging problems, the char-
acteristics and conditions of CNNS features to ensure successful transfer learning.
Furthermore, we will experimentally show how the number of hidden layers and
epochs could affect the transfer learning performance.
3 Transfer Learning with CNNs
This section presents how transfer learning is performed using CNNs. We define
first transfer learning, and then we present the CNN architecture for transfer
learning.
According to [4], transfer learning can be formally defined as follows: given
a source domain Ds and learning task Ts, a target domain Dt and learning task
Tt, transfer learning aims to help improve the learning of the target predictive
function ft(.) in Dt using the knowledge in Ds and Ts where Ds 6= Dt, or Ts 6= Tt.
When source and target domains are the same i.e., Ds = Dt, and their learning
tasks are the same i.e., Ts = Tt, the learning problem becomes a traditional
machine learning problem [4].
The CNN architecture comprises usually convolutional, pooling, and fully-
connected layers to perform classification or regression tasks as shown in Figure
1. According to [13], CNN has two advantages over other models: local depen-
dency and scale invariance. Local dependency means the nearby signals in ac-
tivity recognition are likely to be correlated, while scale invariance refers to the
scale-invariant for different frequencies. Two important aspects to be considered
when applying CNNs to activity recognition from sensors: 1) input adaptation,
and 2) pooling. Input adaptation consists in adapting the input data to create
virtual images given that sensors produce time series readings such as accel-
eration signal, which is temporal multidimensional 1D readings. To do so, we
treat each dimension as a channel, and perform a 1D convolution on them. After
convolution and pooling, the outputs of each channel are flattened as shown in
Figure 1 to prepare the input for the dense layers. The advantage of this approach
is that we treat the 1D sensor reading as a 1D image, which is simple and easy
to implement. The convolution-pooling is very common in CNNs, and most ap-
proaches performed max or average pooling functions after convolution [25, 26].
In this paper, we performed max pooling after convolution as shown in Figure 1.
Before the softmax classification layer, we make use of dense (fully-connected)
layers in which every input is connected to every output by a weight.
To perform transfer learning, we train a CNN model using a source dataset.
Then, we transfer the learned features (kernels) at each layer to train a target
dataset by freezing their weights, i.e. transferring kernels without changing their
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weights and without backpropagating errors during the training. The number
of kernels to be transferred is determined empirically based on the recognition
accuracy in the target dataset. We performed experiments with a number of
hidden layers ranging from one (1) to eight (8) layers. Note that the purpose
of transferring learned features is to avoid training a new model on the target
dataset. Therefore, the task will consist in fine-tuning the trained model using
the target dataset.
Fig. 1. CNN architecture with convolution layers, max pooling layer, flatten layer,
dense layers and softmax classifier layer.
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4 Experimental Setup
We evaluate our transfer learning model using three publicly available datasets
as described in the Datsets section. We evaluate the performance of our tranfer
leanring model using the F-score measure. We used four (4) seconds non over-
lapping segments as input to our model for all datasets independently of the
sampling rate. We always train the source model using 100 epochs. Target mod-
els are fine-tuned with 50 epochs, which is determined empirically as shown in
the following sections. All experiments were run on a GPU GeForce GTX 1080
Ti with 3584 cores, 1582 MHz boost clock and 11 GB GDDR5X RAM. The CNN
models are developed under the Tensorflow library. Datasets and experimental
results are presented in the following sections.
4.1 Datasets
To experimentally evaluate the transfer learning with CNNs, we selected three
publicly available wearable sensor datasets with different characteristics as shown
in Table 1. These datasets contain multimodal activities such as walking, sitting,
standing, ascending and descending stairs, jumping, jogging, and biking, with dif-
ferent timescales and multiple sensor modalities, placements and sampling rates.
These datasets make a real testbed for the transfer learning activity recognition
scenarios. We used six features: three accelerometer features and three gyroscope
features. Table 1 summarizes the three datasets with their characteristics.
Table 1. Datasets used in our experiments.
Datasets
Characteristics Heterogeneity HAR [27] RealWorld (HAR) [28] MobiAct [29]
Sensor modality 2 embedded sensors Smart phone + smart watch One smartphone
8 smartphones
4 smart watches
Sensor placement Waist (smartphone) Head, chest, upper arm, waist, Trousers’ pocket
Arm (smart watch) forearm, thigh, and shin
Sampling rate 200 Hz, 150 Hz, 100 Hz 50Hz 20Hz
Number of activities 6 8 9
Number of subjects 9 15 57
Environment Indoor and outdoor Indoor and outdoor Indoor
Males - 8 42
Females - 7 15
Age 25-30 16-62 20-47
These datasets gather the overall challenges we discussed before, which will
help experimentally evaluate different scenarios of transfer learning using CNNs.
To find the optimal number of epochs for training our models, we performed
transfer learning experiments with different number of epochs ranging from 5 to
100 epochs to find the optimal number of epochs for our experiments. Table 2
shows transfer learning results between the three datasets by varying the number
of epochs.
As shown in Table 2, with 50 epochs we get the best transfer learning results.
Despite the fact that with 20 epochs the results do not change significantly,
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Table 2. Transfer learning results between all datasets with different number of epochs.
Number of MobiAct → RealWorld MobiAct → Heterogeneity
epochs F-Measure F-Measure
5 0.745 0.778
10 0.755 0.803
15 0.776 0.815
20 0.792 0.836
30 0.792 0.856
50 0.803 0.862
100 0.752 0.842
more specifically for the RealWorld dataset, we take 50 as the optimal number of
epochs in our experiments to fine tune our transferred models on target datasets.
4.2 Transfer learning across users
In this section we evaluate the CNN transfer learning among users in different
datasets. The goal is to determine if the CNN learned features are able to be
generalized across users with different ages and genders. This is a challenging
problem in activity recognition as usually young people perform activities with
daily living faster than older people for example. To do so, we do a learning on
the heterogeneity dataset (Ds) that comprises mainly young users where ages
range from 25 to 30, and then we perform a transfer learning using the Real-
World dataset (Dt) as target as this dataset comprises different user ages ranging
from 16 to 62 years. We then switch both datasets to evaluate transfer learning
from RealWorld dataset to heterogeneity dataset. We perform experiments by
varying the number of hidden layers transferred from 1 to 8 layers. The results
obtained as shown in Table 3. We used only the forearm sensor placement for
these experiments. Experiments with other sensor placements are presented in
Section 4.3.
Table 3. Transfer learning results between Heterogeneity and RealWorld datasets with
different number of layers.
Number of Heterogeneity → RealWorld RealWorld → Heterogeneity
F-Measure F-Measure
1 0.8 0.917
2 0.562 0.9
3 0.8 0.873
4 0.83 0.867
5 0.645 0.893
6 0.654 0.866
7 0.66 0.681
8 0.678 0.521
As shown in Table 3, transfer learning from RealWorld dataset to hetero-
geneity dataset shows good recognition results compared to the transfer learn-
ing from heterogeneity dataset to RealWorld dataset. This can be explained by
the fact that RealWorld dataset contains a variety of users including youn and
older adults, whereas the heterogeneity dataset is composed mainly of young
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users. Therefore, we have more variability in RealWold dataset compared to the
heterogeneity dataset. We observe also that the transfer learning results using
the first four to five layers are better compared to those obtained with more
that five layers. Consequently, the first four to five layers represent the generic
features extracted by the CNN model that can be transferred to other datasets.
The remaining layers are more dataset specific layers and not suitable to be
transferred.
4.3 Transfer learning with different sensor placements
Wearable sensors can be placed at different locations of the human body as
shown in Figure 2.
Fig. 2. Sensor placements on the human body for data collection.
For example, as shown in Table 1, the RealWorld dataset is collected by plac-
ing sensors at seven (7) different locations such as head, chest, upper arm, waist,
forearm, thigh, and shin, whereas in the MobiAct dataset, the smartphone was
placed in the trouser’s pocket. Therefore, sensor placement plays an important
role in data collection and significantly influences the activity recognition. In our
work, we train a CNN model on the MobiAct dataset (Ds) and perform a trans-
fer learning on the RealWorld dataset (Dt) for each sensor placement among the
seven locations. We inverse the source and target datasets to evaluate transfer
learning in both directions. Tables 4 and 5 show the transfer learning results
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obtained for each sensor placement. For space limitation, we choose only four
sensor placements such as Waist, Head, Chest and Forearm.
Table 4. Transfer learning results with different sensor placements (Waist↔ Forearm).
Number of MobiAct → RealWorld RealWorld → MobiAct
layers Sensor placement: Waist → Forearm Sensor placement: Forearm → Waist
F-Measure F-Measure
1 0.842 0.626
2 0.796 0.658
3 0.811 0.665
4 0.812 0.685
5 0.829 0.632
6 0.806 0.664
7 0.75 0.602
8 0.744 0.585
Table 5. Transfer learning results with different sensor placements (Waist ↔ Head).
Number of MobiAct → RealWorld RealWorld → MobiAct
layers Sensor placement: Waist → Head Sensor placement: Head → Waist
F-Measure F-Measure
1 0.842 0.626
2 0.796 0.658
3 0.811 0.665
4 0.812 0.685
5 0.829 0.632
6 0.806 0.664
7 0.75 0.602
8 0.744 0.585
As shown in Table 4, the transfer learning results from MobiAct to Real-
World are better than those obtained from RealWorld to MobiAct. This can be
explained by the fact that the waist placement captures more variations in the
activities compared to the forearm placement, which mainly captures variations
in hand movements. Therefore, transfer learning from a more generic placement
to a more specific placement is possible since the first placement captures generic
features of activities. The same observation applies for the head sensor place-
ment in RealWorld dataset, as shown in Table 5. We performed also experiments
for the two other sensor placements: Waist and Chest by varying the number
of layers. Note that here we performed transfer learning only in one direction
from MobiAct dataset to RealWorld dataset. The transfer learning results are
presented in Table 6.
As we can see from the results obtained, transfer learning between different
sensor placements is possible since all the results obtained showed an F-score
greater that 0.5. The results are very promising between Waist sensor placement
and Head and Forearm sensor placements with an average F-score of about 0.8.
Sensor placement could help transfer learning by placing sensors in places so
that they can capture more variations in activities such as the Waist placement
as shown in the results obtained.
The transfer learning results obtained between the Waist and Chest sensor
placements are overall similar. This is because the Waist and Chest placements
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Table 6. Transfer learning results with Waist and Chest sensor placements (Waist ↔
Chest and Waist ↔ Waist).
Number of MobiAct → RealWorld MobiAct → RealWorld
layers Sensor placement: Waist → Chest Sensor placement: Chest → Waist
F-Measure F-Measure
1 0.53 0.559
2 0.496 0.568
3 0.615 0.573
4 0.545 0.596
5 0.546 0.543
6 0.601 0.567
7 0.577 0.55
8 0.528 0.555
captures relatively similar acceleration patterns for the whole body, which are
more generic and could be transferred to other datasets.
4.4 Transfer learning with different sampling rates, sensor
modalities and environments
Sampling rate is intrinsically connected to the accelerometer device. While a
low sampling rate saves considerable energy, as well as transmission bandwidth
and storage capacity, it is also prone to omitting relevant signal details that
are of interest for contemporary analysis tasks [30]. The sampling rate plays an
important role in determining the sliding window size when analyzing signals.
Moreover, the use of different sensor modalities such as sensor type (smartphone,
smartwatch, device, etc.) creates another challenge on how to take into account
these sensor modalities to perform transfer learning. In addition, each dataset
is collected in a specific environment. Activities of daily living such as eating,
sitting, standing, reading and sleeping are usually performed in a home environ-
ment. However, activities like walking, jogging, and biking are performed outside
the home environment. Most of the publicly available datasets perform all these
activities in a laboratory setting as it is the case for the MobiAct dataset. In
this scenario, our aim is to evaluate the transfer learning for activity recognition
across multiple settings such as different sampling rates, sensor modalities and
environments. For example, we would like to validate whether activities simu-
lated in a laboratory match real activities. In the datasets we used, the sampling
rate is different for each dataset as shown in Table 1 with different sensor modali-
ties, which makes the transfer learning more complicate. Since the sampling rate
and sensor modalities are different in all datasets, we evaluate transfer learn-
ing between the MobiAct and Heterogeneity datasets as they have very different
sampling rates. Therefore, we train a CNN model on MobiAct dataset (Ds) with
20Hz sampling rate and perform a transfer learning using Heterogeneity dataset
as target domain (Dt) with sampling rate between 100Hz and 200Hz. We per-
form also transfer learning in both directions. We show the results by taking into
account different hidden layers. We trained the source dataset with 100 epochs.
In our experiments, we show how the first layer of a CNN architecture could be
used to overcome the problem of sampling rates in accelerometer devices. Table
7 shows the transfer learning results.
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Table 7. Transfer learning results by taking into account different sampling rates,
sensor modalities and environments.
Number of MobiAct → Heterogeneity Heterogeneity → MobiAct
layers Sampling rate: 20Hz → 100Hz to 200Hz Sampling rate: 100Hz to 200Hz → 20Hz
F-Measure F-Measure
1 0.941 0.681
2 0.922 0.706
3 0.899 0.632
4 0.911 0.662
5 0.914 0.633
6 0.906 0.597
7 0.905 0.557
8 0.931 0.48
The transfer learning results obtained with different sampling rates indicate
that it is possible to transfer features even if the sampling rate, sensor modality
and environment are different. Indeed, the first layers of a CNN model tries to
capture high level features independently of the sampling rate, which is demon-
strated by the good results obtained by transferring layers from 1 to 5. However,
the results decrease with the increase of the number of layers, which tend to be
more specific features. We can also see that the transfer learning results obtained
from MobiAct dataset to heterogeneity dataset are more promising compared to
the results obtained in the other direction. This can be explained by: 1) the num-
ber of training samples in the MobiAct dataset is high, which allows to extract
meaningful generic features of activities compared to when we have small train-
ing sample size. 2) single activity event detection requires a lower sampling rate
than multi-activity recognition. Therefore, lower sampling rates allow to extract
fine-grained features for each single activity in addition to the generic features,
which explain the good transfer learning results obtained from MobiAct dataset
with 20Hz sampling rate to heterogeneity dataset with 100Hz to 200Hz sampling
rates. This is supported by the findings obtained in [31].
5 Conclusion
In this paper we investigated transfer learning with CNNs for activity recognition
from accelerometer sensors. We studied different scenarios corresponding to dif-
ferent challenging transfer learning problems in literature such as sensor modali-
ties, environments, users, and sensor placement. We experimentally showed that
first layers learned by CNNs could be transferred across datasets as they rep-
resent generic features. We have also demonstrated empirically that CNNs are
suitable models for transfer learning under different scenarios. We found that
the model performance increases when transfer learning is performed from low
sampling rates to high sampling rates. We also noticed a drastic degradation in
performance using different sensor placements even when changing the number
of layers. In addition, first layers in this case may be specific also compared to
other scenarios.
In the future, it would be interesting to identify automatically the number
of layers to be transferred across datasets. In addition, it would be interesting
to test other deep learning techniques such as RNNs, LSTM, and GANs and
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compare their performances in transfer learning for activity recognition with the
same scenarios.
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