Objectives: Several studies have shown that the ability to identify the timbre of musical instruments is reduced in cochlear implant (CI) users compared with normal-hearing (NH) listeners. However, most of these studies have focused on tasks that require specific musical knowledge. In contrast, the present study investigates the perception of timbre by CI subjects using a multidimensional scaling (MDS) paradigm. The main objective was to investigate whether CI subjects use the same cues as NH listeners do to differentiate the timbre of musical instruments.
Results: For all groups, the first two dimensions of the timbre space were strikingly similar and correlated strongly with the logarithm of the attack time and with the center of gravity of the spectral envelope, respectively. The acoustic correlate of the third dimension differed across groups but only accounted for a small proportion of the variance explained by the MDS solution. Surprisingly, CI subjects and NH subjects listening to noise-vocoded simulations gave relatively more weight to the spectral envelope dimension and less weight to the attacktime dimension when making their judgments than NH subjects listening to unprocessed stimuli. One possible reason for the relatively higher salience of spectral envelope cues in real and simulated CIs may be that the degradation of local fine spectral details produced a more stable spectral envelope across the stimulus duration.
Conclusions:
The internal representation of musical timbre for isolated musical instrument sounds was found to be similar in NH and in CI listeners. This suggests that training procedures designed to improve timbre recognition in CIs will indeed train CI subjects to use the same cues as NH listeners. Furthermore, NH subjects listening to noisevocoded sounds appear to be a good model of CI timbre perception as they show the same first two perceptual dimensions as CI subjects do and also exhibit a similar change in perceptual weights applied to these two dimensions. This last finding validates the use of simulations to evaluate and compare training procedures to improve timbre perception in CIs.
INTRODUCTION
Although cochlear implant (CI) users are able to achieve, at least in a quiet environment, speech recognition scores close to normal, their perception and appraisal of music remain poor (McDermott 2004) . The present study investigates CI users' perception of musical timbre. Timbre refers to the cues used to differentiate sounds that have the same pitch, loudness, and perceived duration. Timbre is, therefore, by definition, a multidimensional percept and has been shown to relate, at least in normal-hearing (NH) listeners, to (1) the shape of the temporal envelope of the sound waveform, (2) the spectral energy distribution across frequency components, and (3) the time variance of the frequency components' amplitudes (cf. Hajda 2007 for a review).
The large majority of timbre studies performed with CI listeners have consisted of musical instrument identification. Instrument identification was shown to be much poorer in CI users than in NH listeners (Gfeller et al. 1998 Looi et al. 2008; McDermott 2004) . For example, in a 16-alternative forcedchoice identification task, McDermott (2004) reported scores of 44 and 97% correct, respectively, for CI and NH listeners. Confusions made by CI listeners showed a diffuse pattern, with confusions sometimes occurring across instrument families (see also Gfeller et al. 1998 ). This, combined with the fact that timbre appraisal ratings are often poorer for CI listeners than for NH listeners , has led several authors to conclude that timbre cues are not well transmitted by CIs (e.g., Drennan & Rubinstein 2008) . There are, however, two potential limitations associated with such tasks. First, these tasks require that the subject be familiar with how these instruments sound through their implants, as they presumably sound different to what they were used to before implantation. Second, such studies do not always provide information on the exact type of limitations that CI listeners may experience. The confusions may reflect specific impairments along one particular dimension of timbre but not on timbre as a whole. Furthermore, the stimuli used have often consisted of musical excerpts with several notes. Although such stimuli are more ecologically valid than isolated notes, a disadvantage is that many cues may be used to perform the task, including within-note cues and transitions between notes (legato transients; Kendall 1986) . It is also worth noting that CI users' timbre identification does improve with training (e.g., Leal et al. 2003) . This suggests that there are available cues that the subjects can learn to use to discriminate instruments although the nature of these cues remains at present unclear.
A more controlled approach to study timbre perception in CIs has been to isolate and investigate a specific dimension of timbre. Pressnitzer et al. (2005) separately investigated the perception of attack time and of spectral centroid (the center of gravity of the spectral envelope) using bandpass-filtered
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Listeners: A Multidimensional Scaling Study harmonic complexes. They measured just noticeable differences in attack time and in spectral centroid and reported that, after an initial period of training, CI users reached similar levels of performance as NH listeners did. Stainsby et al. (2002) reported the results of a forward-masking study using maskers designed to simulate typical patterns of CI stimulation produced by several musical instruments. They measured forward-masked thresholds for several probes presented on individual electrodes after the end of the masker. They found masking patterns that were broadly similar in shape as the physical spectrum of the original sounds, except that some electrodes not activated by the masker also showed high masked thresholds. These two studies suggest that both the attack time and the overall spectral shape may be used by CI listeners to discriminate between musical instruments. However, when performing timbre-discrimination or -identification tasks, CI users can potentially use different combinations of cues and the relative salience of these cues remains to be determined. Recently, Heng et al. (2011) investigated the relative importance of temporal envelope and temporal fine-structure cues to timbre in CI and in NH listeners. They constructed auditory chimeras combining variable amounts of temporal envelope and temporal fine-structure cues from two instrument sources (A and B) and asked CI listeners whether the sound was closer to A or to B. They concluded that CI listeners relied mostly on temporal envelope cues. In NH listeners, the multidimensional nature of timbre has often been studied by collecting dissimilarity judgments between pairs of instrument sounds and further deriving a "perceptual timbre space" using multidimensional scaling (MDS) analysis (Grey 1977; Iverson & Krumhansl 1993; Krimphoff et al. 1994; McAdams et al. 1995; Marozeau et al. 2003 ). An MDS model produces a geometrical representation of the dissimilarities between objects. The objects (here the instrument sounds) are represented as points and the geometrical distances between points reflect the amount of dissimilarity estimated by the subjects. An advantage of this procedure is that it makes no a priori assumptions on what the important dimensions should be and does not require any specific musical knowledge. A drawback is that the number of dimensions that it can reveal is usually limited to two or three (4 in rare cases). Furthermore, the exact way in which the perceptual timbre space relates to instrument identification remains unclear. Nevertheless, such studies have provided important insights into the salient cues used by NH listeners to differentiate musical instruments. The first two dimensions of the perceptual timbre space found in NH listeners were repeatedly shown to correlate to the rapidity of the attack and to the spectral centroid of the tones. The acoustical correlate of the third dimension has been less consistent across studies and seemed to depend on the exact set of stimuli that was used. Among others, this third dimension was shown to relate to spectral flux (i.e., the amount of variation of the spectrum over time), spectral irregularity, and spectral spread (Krimphoff et al. 1994; McAdams et al. 1995; Marozeau et al. 2003; Caclin et al. 2005) .
The present study similarly used an MDS approach to answer three questions. First, we wanted to determine whether CI users rely on the same acoustic cues as NH listeners do to differentiate musical instruments. In other words, we wanted to see whether the internal representation of musical timbre (the "perceptual timbre space") is similar in NH and in CI listeners. Second, we wanted to investigate the relative salience of temporal envelope and spectral centroid cues to timbre by comparing the perceptual weights applied by the subjects to each dimension of the timbre space. Third, we wanted to test whether noise-vocoded simulations are a good model of CIs for timbre perception.
Although there were no available data from CI users on such a task at the time of performing this experiment, Kong and colleagues (2011) recently published the results of a very similar study. They found that the temporal envelope (the attack time) was the dominant cue for timbre perception in CI listeners and that CI subjects showed less reliance on spectral cues than NH subjects did. Here we show that their results may not be general and that there can be cases where spectral centroid cues are relatively more salient in CI listeners than in NH listeners. Given the similarities in the methods used in their study and in the present study, we will discuss in detail the comparison of the results of this study with those of the study by Kong et al. (2011) .
PARTICIPANTS AND METHODS

Subjects
Five NH subjects with thresholds less than 20 dB HL in the frequency range 250 to 8000 Hz took part in a preliminary experiment designed to equate the different stimuli in loudness and in duration. Three groups of 10 self-reported NH subjects (different from the NH subjects who performed the preliminary experiment) and one group of 10 CI listeners (unmatched) participated in the main experiment, which consisted of dissimilarity judgments between pairs of musical instrument sounds. Audiometric thresholds were checked only for the subjects who participated in the preliminary experiment but not for the three groups of subjects who participated in the main part of the study. No subjects were musically trained. One group of NH subjects listened to unprocessed sounds ("N" group; mean age of 24 years), one group listened to the same sounds passed through an eight-channel noise vocoder ("N8" group; mean age of 23 years), and one group listened to the same sounds passed through a four-channel noise vocoder ("N4" group; mean age of 22 years). The "CI" group was composed of six users of the Cochlear CI24 or Freedom implant, three users of the Advanced Bionics CII/HiRes90k implant, and one user of the Neurelec DIGISONIC SP implant. All were postlingually deafened and used a variety of signal-processing strategies. Demographical data for the CI group are shown in Table 1 .
Subjects were either tested in Brussels (Belgium) or in Cambridge (United Kingdom). Testing was approved by the ethical committee of the faculty of psychological and educational sciences of the Université Libre de Bruxelles in Brussels and by the Cambridge local research ethics committee.
Stimuli
Musical instrument sounds were digitally generated from MIDI files at a sampling rate of 44.1 kHz using the Edirol virtual sound canvas (v3.2). This virtual synthesizer emulates the Roland SC-88 Pro synthesizer. Sixteen instruments were selected to encompass the families of timbres commonly found in Western music, including woodwind instruments (English horn, baritone and tenor saxophones, flute, clarinet), brass instruments (French horn, trumpet, muted trumpet, trombone), percussions (marimba, vibraphone), bowed strings (violin, cello), plucked strings (mandolin, guitar), and keyboard (piano). This set of instruments was similar to that used in an MDS study with NH listeners (Iverson & Krumhansl 1993) and care was taken to include instruments that were shown to be perceptually distant from each other in the MDS output of this previous study. All sounds were generated at a fundamental frequency of 261 Hz, ensuring they would produce the same pitch sensation. For each instrument, several wav files were created with different durations.
Two sets of noise-vocoded stimuli corresponding to four and eight analysis/synthesis channels, respectively, were constructed from the original set of sounds using the TigerCIS software developed by Qian-Jie Fu (TigerSpeech Technology and House Ear Institute). These specific numbers of channels were used because they are close to the presumed number of independent spectral channels that a CI can convey, and have been studied before in other experiments (Friesen et al. 2001; Luo & Fu 2009 ). We chose to use noise-vocoding rather than sine-vocoding to avoid the presence of salient pitch cues that would differ across stimuli after being processed. The sounds were first pre-emphasized using a high-pass filter with a cutoff frequency of 1200 Hz and a slope of 6 dB per octave. They were then decomposed in four or eight contiguous frequency bands between 200 and 7000 Hz. The band-pass filters used for this decomposition were sixth-order Butterworth filters, as used in the HiRes strategy of the Advanced Bionics device (Nogueira et al. 2009 ). The cutoff frequencies of these filters were set so that their bandwidths corresponded to equal distances along the basilar membrane as predicted by Greenwood formula (Greenwood 1990). Envelopes were extracted from each of these bands by half-wave rectification and low-pass filtering at 400 Hz (24 dB/oct filter). Finally, these envelopes were used to modulate narrow bands of uncorrelated noise (obtained by bandpass filtering white noise using the same filters as for the initial decomposition in frequency), which were then summed to produce the final stimulus.
Equipment
For the N, N8, and N4 groups, subjects were seated in a sound-proofed booth. Sounds were delivered to their left ear using a Sennheiser HD 650 headset earpiece connected to an external USB sound card (Edirol UA-25 or M-Audio Transit) attached to a laptop.
For the CI group, subjects were seated in a sound-proofed booth or in a quiet testing room and used their own speech processor. They were instructed to select the program and parameters they were most used to. Some of them listened to the sounds via an audio cable connecting their speech processor to the USB external sound card. Subjects who did not have a program allowing direct audio input or who were not comfortable using it listened to the sounds with the HD 650 earpiece placed on top of their behind-the-ear processor. The mode of presentation of the stimuli for each CI subject is indicated in Table 1 .
All experimental procedures were performed using the Apex2 and Apex3 software platforms (Laneau et al. 2005; Francart et al. 2008 ).
Preliminary Experiment: Duration and Loudness Adjustments
Because we were interested in the perception of timbre, we needed to make sure that the stimuli would be equated in perceived pitch, duration, and loudness. As previously mentioned, the stimuli were generated at the same fundamental frequency (261 Hz) and had the same pitch.
The sounds were adjusted in duration using the following approach. The sound levels of the different stimuli were set by the first author to a loudness approximately matching the loudness of a reference sound, which was a 70 dB SPL, 261 Hz, 600 msec pure tone with raised-cosine ramps of 20 msec. Five NH subjects were then asked to adjust the duration of each instrumental sound to match the duration of this reference sound. They were presented with the reference sound followed by the sound to be adjusted. After each presentation, they could increase or decrease the duration of the second sound by pressing one of six virtual buttons on a computer screen. Each time a button was pressed, the two sounds were played again with the new duration of the second sound. This procedure was repeated until the two sounds were perceived as equally long. The duration was adjusted in logarithmic steps by changing the duration between the MIDI "note-on" and "note-off " parameters and resynthesizing the tone with this new duration. Four adjustments per subject were performed and the acrosssubjects' geometric mean of the adjusted durations was used in the remainder of the experiment. These mean durations are indicated in Table 2 . Once the durations were equated, the same subjects were asked to adjust the level of each sound so that the same loudness was produced as the reference sound. The same procedure as for the duration matching task was used. The level was adjusted by scaling the waveform files appropriately in steps of 1, 2, or 3 dB. Similarly, four adjustments per instrument and per subject were performed. One subject showed very inconsistent results across trials for this part of the experiment. The adjusted level for a given sound could strikingly vary by up to 14 dB from trial to trial. His results were, therefore, not taken into account in the calculation of the final balanced levels.
The durations of the stimuli used with the other three subject groups (N8, N4, and CI) were the same because we did not expect an effect of vocoding or of CI processing on the perceived duration. However, the loudness-balancing procedure was repeated using the four-channel and eight-channel noisevocoded stimuli. The same subjects (except the one previously showing inconsistent results) performed this loudness-balancing experiment. For the CI group, the loudness balancing was performed on a subject-by-subject basis using the same procedure as for NH subjects except that the reference sound was different. The reference sound was always the clarinet sound at a level producing the "most comfortable loudness" sensation.
To determine this level, the waveform file was scaled in increasing steps of 3 dB, starting at a very low level, until the subject judged the sound to be at its "most comfortable loudness." Then, each of the 16 sounds (including the clarinet sound) was balanced to the clarinet reference. The adjustment was only repeated twice or, in rare cases, four times per instrument. The mean level across these two or four repetitions was used for the main experiment. Note we also performed the adjustment clarinet-clarinet to account for possible biases due to order effects in stimulus presentation. For example, if a given subject tended to overestimate the level of the sound presented in the second interval, this would have made the clarinet sound overall softer than the other sounds.
Main Experiment: Dissimilarity Judgments
For the main part of the experiment, subjects listened to pairs of instrument sounds (separated by a 500 msec silent interval) and had to estimate how dissimilar they were. After the presentation of a pair of instruments, the subject was instructed to move a virtual slider along a horizontal line in a proportion that would reflect the amount of dissimilarity between the two sounds. The line was unmarked but its extremities were labeled "exactly the same" on the left and "extremely different" on the right. Once the subject was satisfied with the position of the slider, he was asked to click on a virtual button labeled "next." After each trial was completed, the position of the slider was automatically recorded on the computer as a number between 0 and 1000 (representing linear subdivisions of the slider's line). The position of the slider always returned to the far left of the line ("exactly the same" label) at the beginning of each trial. Data were collected within a single session lasting 2 to 3 hr, including several breaks.
As training, a block of 32 trials was first performed by each subject. The subjects were told that this block would not count in their final results and they were encouraged to use a wide range of slider's positions. Among the 32 pairs, each instrument sound was played four times in combination with four different instruments.
The main experimental blocks consisted of four blocks of 120 trials. In each block, all possible combinations of pairs of instruments were presented in a randomized order. The order of instrument presentation within each trial was identical in block 1 and 3 but was reversed in block 2 and 4. For example, if, in the trial "piano versus marimba," piano was presented first in block 1 and 3, it was presented second in block 2 and 4. All subjects performed these four blocks except subject CI6 who only performed two blocks due to time limitations. Thus, for all subjects except CI6, there were four dissimilarity judgments per pair of instruments (2 orders of presentation repeated twice). Because the loudness-balancing data of subject CI2 were unreliable and because we suspected that his dissimilarity judgments were strongly influenced by residual loudness cues, he was invited The attack time was defined as the time taken by the waveform to rise from 5% to 95% of its maximum value. The harmonic spectral centroid was defined as the amplitude-weighted mean of the first 20 harmonics. The slope of decrease of the energy envelope was the rate of decrease of the signal energy envelope assuming a decreasing exponential model. The calculations of the harmonic spectral centroid and of the slope of decrease of the energy envelope were performed using the MATLAB Timbre toolbox (Peeters et al. 2011 ).
for a second session. The loudness-balancing procedure was repeated at the beginning of this second session. Only the MDS results of this second session are shown here.
Analysis
For each subject, a mean symmetric dissimilarity matrix was constructed by averaging the dissimilarity ratings of the four blocks of trials and adding zeros on the diagonal. Nonmetric MDS analysis was applied to the subjects' mean dissimilarity matrices separately for the four groups of subjects. We used the individual differences scaling (INDSCAL) algorithm (Carroll & Chang 1970) implemented in the SPSS 17.0 software. This algorithm provides, for a given requested number of dimensions, a geometrical representation of the stimuli that minimize the stress (Kruskal 1964) . The stress is defined as the square root of the ratio of (1) the sum of squared difference between the input dissimilarities and the geometrical distances of the model output and (2) the sum of the model output distances squared. The IND-SCAL algorithm can also be used to derive perceptual weights applied by each subject to the different dimensions. The dimensions were ordered based on their overall weight (i.e., dimension 1 was the most weighted dimension overall). The goodness of fit was assessed by the root mean square average across subjects of both the stress and the squared correlation between input and output distances (RSQ), which can be viewed as the proportion of variance explained by the MDS fit for each subject.
RESULTS
Reliability and Consistency of the Dissimilarity Ratings
Within Subjects · The reliability of ratings was assessed by calculating six correlation coefficients for each subject (correlating the matrices obtained in the 4 blocks of trials). The mean correlation across these six values ranged from 0.59 to 0.93 (mean of 0.81) for the N group, from 0.45 to 0.77 (mean of 0.67) for the N8 group, from 0.55 to 0.86 (mean of 0.69) for the N4 group, and from 0.49 for CI4 to 0.74 for CI3 (mean of 0.61) for the CI group. All these correlations were highly significant (p < 0.0001) although, on average, CI subjects were less consistent in their judgments than the other subjects.
Between Subjects · The consistency of ratings across subjects was assessed by calculating 45 intersubject correlations for each subject group. Correlations ranged from 0.58 to 0.95 (mean of 0.79) for the N group, from 0.61 to 0.93 (mean of 0.81) for the N8 group, from 0.72 to 0.9 (mean of 0.83) for the N4 group, and from null to 0.87 (mean of 0.52) for the CI group. For the N, N8, and N4 groups, each of these correlations was highly significant. For the CI group, 4 of the 45 correlations were not significant (p > 0.05). However, these nonsignificant correlations all involved subject CI5. So, although across-subject variability was larger for the CI group, it is worth noting that the data were overall consistent across implanted subjects.
Multidimensional Scaling Analysis
MDS analyses were performed for two, three, and four dimensions (2D, 3D, and 4D). Although there was no obvious "knee-point" in the function relating stress to number of dimensions, the three dimensions of the 3D solution could be interpreted (whereas those obtained in the 4D solution could not) and are shown in Figure 1 .
Stress values for the 3D solution were 0.17, 0.15, 0.15, and 0.22, respectively for the N, N8, N4, and CI groups. Although these values may seem large compared with what has been obtained in other MDS analyses (e.g., Iverson & Krumhansl 1993) , it is worth noting that this was specifically due to the type of analysis we performed. Dissimilarity matrices from multiple subjects are often averaged together before running the MDS algorithm; this has the effect of decreasing measurement noise and improving the fit. As an example, averaging all matrices obtained with the N group and analyzing this mean matrix using the ALSCAL algorithm (Young et al. 1978 ) yielded a stress of 0.06 for the 3D solution (quite similar to previous studies, e.g., Iverson & Krumhansl 1993) . As previously mentioned, we used the INDSCAL analysis because it allowed us to quantify the perceptual weights applied by each subject to the different dimensions of the timbre space.
The proportion of variance explained by the MDS model output was 0.85, 0.87, 0.84, and 0.68, respectively for the N, N8, N4, and CI groups. The smaller proportion of variance explained by the MDS solution for the CI group may be due to the greater amount of within-and between-subject variability.
Acoustical Correlates of the Perceptual Dimensions
The arrangement of instruments along the first two dimensions (Fig. 1, top panels) was strikingly similar for the four subject groups. The first dimension (horizontal axis) clearly separated sounds with a sharp attack (percussions, plucked strings, and piano; cf. gray symbols) from sounds with a smoother attack (black symbols). For each instrument, the attack time was defined as the time taken by the amplitude of the waveform to rise from 5 to 95% of its maximum value. These values are indicated in Table 2 . The logarithm of the attack time of the unprocessed sounds correlated strongly with this first dimension in all cases (cf. Fig. 2, top panels) . The correlation coefficients were 0.78, 0.70, 0.67, and 0.72, respectively for the N, N8, N4, and CI groups and were all significant at the 1% level. However, there was no real continuum along this dimension. Specifically, the correlation between the coordinates along dimension 1 and the attack time became nonsignificant when the sharp-attack sounds were removed from the correlation analysis (e.g., r = 0.1 for the N group). Note this does not necessary mean that the subjects would not be able to perceive differences in attack time between the different "smooth" sounds, but that these differences may not have been salient enough to be reliably used during the dissimilarity judgments. For the N8 and N4 groups, the correlations between dimension 1 and the logarithm of the attack time were improved if the attack time was computed from the noise-vocoded sounds and not from the unprocessed sounds (0.73 and 0.77, respectively for the N8 and N4 groups).
The second dimension (Fig. 1, top panels, vertical axis) seemed to relate to the spectral energy distribution, as instruments with energy in the low frequency range (e.g., French horn) were remote from instruments with energy in the highfrequency range (e.g., muted trumpet). Similarly as in previous studies (Krimphoff et al. 1994; McAdams et al. 1995; Marozeau et al. 2003; Kong et al. 2011) , we calculated the harmonic spectral centroid frequency of each instrument sounds using the Matlab Timbre toolbox (Peeters et al. 2011 ). The harmonic spectral centroid was defined as the average of the instantaneous spectral centroid over the sound duration. The instantaneous spectral centroid was defined as the amplitude-weighted mean of the first 20 harmonic peaks of the spectrum within a 23 msec time window. The values of harmonic spectral centroid are indicated in Table 2 for all instruments, and Figure 2 (bottom panels) plots the coordinates along dimension 2 as a function of spectral centroid. The harmonic spectral centroid was highly correlated with dimension 2 for all subject groups (r = 0.86, r = 0.87, r = 0.92, and r = 0.86, respectively for the N, N8, N4, and CI groups). All these correlations were significant at a level p < 0.0001. Because noise-vocoded sounds are not harmonic and because CI processing does not provide enough frequency selectivity to resolve individual harmonics, the spectral centroid Fig. 2 . Acoustic correlates of the first two dimensions of the timbre spaces obtained for the four subject groups. The top panels show the coordinates along dimension 1 as a function of the logarithm of the attack time of the unprocessed stimuli; the bottom panels show the coordinates along dimension 2 as a function of the harmonic spectral centroid of the unprocessed stimuli. "Sharp-attack" sounds (percussions, plucked strings, and keyboard) are represented by gray symbols; "smooth-attack" sounds (woodwind, brass, and bowed strings) are represented by black symbols. Note also that there was no correlation between the coordinates along dimension 1 and the spectral centroid, or between the coordinates along dimension 2 and the attack time.
was also calculated using an approach based on an auditory model (Moore & Glasberg 1983) , also implemented in the Timbre Matlab toolbox (cf. ERB fft computation in Peeters et al. 2011) . In brief, the signal is first filtered by a bank of band-pass filters with characteristic frequencies and bandwidths consistent with the filtering performed by the peripheral auditory system. The spectral centroid is then calculated as the amplitudeweighted mean of the center frequencies of these filters. The spectral centroid of the unprocessed sounds calculated using this model showed even higher correlations with dimension 2 (r = 0.89, r = 0.90, r = 0.92, and r = 0.95, respectively for the N, N8, N4, and CI groups). Furthermore, for the N8 and N4 groups, the correlations were further improved by computing the spectral centroid from the noise-vocoded sounds rather than from the unprocessed sounds (r = 0.95 and r = 0.98, respectively for the N8 and N4 groups).
The correlate of the third dimension (Fig. 1, bottom panels, vertical axis) differed for the four groups. For the N group, this third dimension separated strings from percussions and may relate to a sort of categorization performed by the listeners based on the excitation process of the instrument (struck bars versus plucked or struck strings). For the CI group, the third dimension did not seem to have an obvious correlate. However, the marimba was separated from the other instruments. One possible cue used by the subjects could be the rate of decrease of the signal energy. This "damping" has been shown to be greater in the case of wood than in the case of steel and has been suggested to be an important cue to differentiate these two materials in NH (Aramaki et al. 2006) . We calculated the decrease slope of the signal energy as defined in Peeters et al. (2011) and found that the marimba sound indeed had the steepest slope (i.e., the highest damping) of all instruments (cf. Table 2 ). This damping may have been used by CI subjects to perceptually isolate the marimba from the other sharp-attack instruments. For the N8 and N4 groups, the third dimension seemed to relate to something different. Prompted by the fact that the stimulus coordinates along this third dimension were significantly correlated for these two independent groups of subjects, an additional analysis was performed on these stimuli. We calculated many acoustic descriptors using the Timbre Matlab toolbox for the two sets of noise-vocoded sounds (Peeters et al. 2011) . The only descriptor that correlated with the third dimension for both subject groups was the standard deviation of the root mean square amplitude of the temporal envelope (r = 0.61 and r = 0.73 respectively for the N8 and N4 groups). Nevertheless, this result should be taken with caution as the third dimension of the N8 group also correlated with other descriptors, including the spectral centroid (r = 0.54). Furthermore, the significance of these correlations would not survive any corrections for multiple statistical testing.
Perceptual Weights Applied to the Different Dimensions
The overall weights for the three dimensions are indicated in Table 3 for the four groups. It can be seen that the first two dimensions clearly accounted for most of the explained variance. We will, therefore, only consider the weights from these two dimensions in the following analysis. Note also that the weights obtained when computing the 2D solution were very similar to those obtained in the 3D case and the following analysis would also be valid in the 2D case.
We initially expected that the weight applied to the spectral centroid dimension would decrease when the number of spectral channels decreases. However, the opposite occurred: the weight applied to the spectral centroid dimension increased and the weight applied to the attack-time dimension decreased when the sounds were vocoded. Because the weights along a given dimension cannot be directly compared across subjects (because the proportion of variance explained by the fit is different for each subject), our analysis focused on the ratio of weights applied to dimensions 1 and 2 (MacCallum 1977) . The whisker plots of the log-transform of these ratios are shown in Figure 3 for the four subject groups. A one-way analysis of variance performed on these log-transformed weight ratios showed the effect of subject group to be highly significant (F[3,36]=7.5, p < 0.001). Post hoc analysis using the Bonferroni correction further revealed that the ratio was larger for the N group than for the N4 (p = 0.038) and CI (p = 0.001) groups and also larger for the N8 group than for the CI group (p = 0.012). All other differences were not significant (p > 0.05). This shows that the relative importance of the temporal and spectral dimensions varied across subject groups and that the dimension associated with spectral centroid was relatively more weighted (or alternatively that the dimension associated with attack time was relatively less weighted) by the N4 and CI groups than by the N group and also more weighted by the CI group than by the N8 group.
This result substantially differs from the conclusions of Kong et al. (2011) who found that CI users relied less on spectral cues than NH listeners did in their dissimilarity judgments. These discrepancies will be discussed in the next section.
DISCUSSION
Comparison With Previous Studies
The finding that the attack time was a salient cue in differentiating musical timbre is not surprising and is consistent with the results of several previous studies. In a similar MDS experiment with CI listeners, Kong et al. (2011) also found a strong correlation between the logarithm of the attack time and the first dimension of their MDS model output (r = 0.88). Moreover, several musical timbre-identification studies showed that instruments with a sharp attack (e.g., piano or guitar) are usually more easily identified than other instruments by CI listeners, demonstrating the importance of temporal envelope as a cue to timbre (McDermott 2004; Nimmons et al. 2008 ). Finally, Pressnitzer et al. (2005) reported that CI listeners could discriminate between harmonic complexes with different temporal envelopes almost as accurately as NH listeners. The strong correlation between the second dimension of the CI timbre space and the spectral centroid observed in the present study was somewhat unexpected, because Kong et al. (2011) only found a weak correlation between their second dimension and spectral cues (r = 0.62). When analyzed individually, only one of their eight CI subjects showed a significant correlation between dimension 2 and the spectral centroid of the stimuli. In contrast, when analyzed individually (analysis not shown), all CI subjects of the present study showed one dimension of their 3D space correlated with spectral centroid. One possible reason for this discrepancy may be in the range of spectral centroid frequencies used in the two studies. The stimuli of Kong et al. had centroid frequencies ranging from 892 Hz to 1979 Hz whereas ours ranged from 403 Hz to 2088 Hz (cf. Table 2 ). So we would expect this cue to be more salient in the present study. In addition, the subject groups were different in the two studies and the subjects may have differed across other characteristics, such as overall performance or music listening habits.
Although CI users lack the ability to resolve individual harmonics due to both the broad analysis filters used to decompose the sounds and electrode channel interactions, the present study clearly demonstrates that they can still provide a robust representation of spectral envelope cues for timbre perception (i.e., spectral centroid cues). This finding is actually consistent with previous psychophysical studies showing that the ability to discriminate stimuli with different spectral contents may not be necessarily limited by channel interactions. McKay et al. (1999) showed that electrode discrimination significantly improved with increases in level. As an increase in level should, if anything, broaden the spatial extent of stimulation, the opposite trend would have been expected if channel interactions were a limiting factor. In another study, Laneau and Wouters (2004) performed a place pitch discrimination experiment where CI subjects had to discriminate between a multi-electrode pattern and the same pattern shifted by one electrode. As the number of stimulated electrodes increased, the percentage of overlap between the two patterns of excitation that had to be compared also increased. However, performance remained unchanged when the number of electrodes increased from one to eight. These two studies suggest that channel interactions may not limit CI listeners' ability to discriminate electrodes or spectral shape.
In a recent study, Heng et al. (2011) constructed auditory chimeras combining variable amounts of temporal envelope and temporal fine-structure cues from two instrument sources (A and B) and asked CI listeners if the sound was closer to A or to B. They found that CI listeners relied mostly on temporal envelope cues but could also, when temporal envelope cues were reduced, base their judgments on temporal fine-structure cues. The decomposition of their sounds into temporal envelope and temporal fine-structure components was obtained by performing a Hilbert transform on the raw broadband instrument sounds. Therefore, it is possible that the temporal fine-structure component contained spectral envelope cues that CI subjects could use to make their timbre judgments. To investigate this possibility, we extracted the temporal fine structure of the 16 instrument sounds used in the present study in the same way as in Heng et al. (2011) , passed these sounds through the eightchannel noise vocoder and further calculated their spectral centroid frequencies (based on the auditory model approach previously described). We found that the mean spectral centroid frequencies of these vocoded "fine-structure" signals were still strongly correlated with the spectral centroid frequencies of the unprocessed stimuli (r = 0.79). This may explain why in some cases, Heng et al. (2011) found that CI listeners could use "temporal fine structure" cues to perform their timbre judgments. It is indeed possible that spectral envelope (i.e., spectral centroid) cues did influence these timbre judgments.
Perceptual Weights Applied to Temporal and Spectral Dimensions: Effects of Noise-Vocoding
We initially thought that the perceptual dimension correlated with spectral centroid would be less weighted as the number of spectral channels used in the noise vocoder was decreased. However, we found the opposite trend. There might be two reasons for this effect, which are not mutually exclusive.
First, it is possible that the attack portion of the sounds was degraded by noise-vocoding. The low-pass filtering performed at the envelope extraction stage may have smoothed fast temporal variations. As an example (cf. Fig. 1 ), the guitar sound was perceptually closer to the smooth-attack sounds for the N8, N4, and CI groups than for the N group. Listening to this specific sound, we indeed found that it lost some of its attack when vocoded. Also, the rate at which low-numbered and high-numbered harmonics fade away has been shown to be an important cue to discriminate sounds (Aramaki et al. 2006) . Given that the harmonic representation is blurred by the reduced number of spectral channels, this could also have had an effect on the perception of the attack.
Second, and perhaps counter-intuitively, it is possible that spectral centroid cues were more salient after the stimuli were noise-vocoded. Specifically, reducing the number of channels would have had the effect of degrading fine spectral details but could still maintain the overall spectral shape. We further wondered if the spectral centroid frequency would be more stable/ constant across the whole stimulus duration for noise-vocoded than for unprocessed sounds. We calculated the coefficient of variation of the spectral centroid (ratio of the standard deviation over the mean across the whole stimulus duration) for the three sets of stimuli (unprocessed, eight-channel noise-vocoded, and N Group N8 Group N4 Group CI Group 0.1 1 10 Ratio of weights DIM1/DIM2 Fig. 3 . Whisker plots of the ratio of weights applied to dimension 1 and 2 for the four groups of subjects. Each box shows the median, 25th, and 75th percentiles and most extreme data points. The plus signs represent points for which the ratio was larger or smaller than the mean ± 2.7 times the standard deviation.
four-channel noise-vocoded). The spectral centroid was in all cases calculated using the auditory model approach previously described (Peeters et al. 2011) . Consistent with our hypothesis, the mean coefficient of variation of the spectral centroid frequency (averaged across all instruments) decreased from 0.1 for the unprocessed stimuli to 0.06 for the eight-channel vocoded sounds and to 0.05 for the four-channel vocoded sounds.
Finally, it is important to note that if the number of channels was further decreased from four to one, spectral centroid cues should eventually be completely missing from the stimuli. Nevertheless, our data show that four spectral channels were enough to provide a robust representation of this cue, at least for this particular set of stimuli.
Perceptual Weights Applied to Temporal and Spectral Dimensions: Effects in CI Listeners
The change in perceptual weights already observed with vocoded simulations was even more striking for the CI group where the temporal attack and spectral centroid dimensions were almost equally weighted (Table 3) . This result differs from that of Kong et al. (2011) who did not find any difference between the ratio of weights applied to these two dimensions by their NH and CI groups (Kong, Reference Note 1). As previously mentioned, it is likely that the smaller range of spectral centroid frequencies used in their study would be the reason for the poor salience of this cue.
While the possible reasons for the change in weights observed with the N8 and N4 groups also apply to the CI group, there may be two additional reasons for why temporal and spectral cues are not identically conveyed in CIs and in NH subjects listening to normal or to noise-vocoded sounds. First, Geurts and Wouters (1999) reported that, in acoustic stimulation, auditory-nerve fibers exhibit peaks of discharge when the stimulus intensity displays an abrupt change. They further argued that at least part of this phenomenon may be due to the synapse between the inner hair-cells and the auditory nerve fibers. As the inner hair-cells are bypassed in CI stimulation, it is possible that sudden intensity changes (such as those occurring at the onset of an instrument sound) are not perceived as saliently in CIs as in NH. Geurts and Wouters further designed a CI-processing strategy that added extra gain to the electrode current level whenever an abrupt change in intensity was detected. This strategy showed significant improvements in the identification of stop consonants by CI listeners. Using a similar approach, Vandali (2001) also showed that specific emphasis of short transients could improve speech recognition in CIs. It is possible that such strategies would increase the perceptual weight applied to the temporal dimension of timbre by CI subjects.
An additional reason for the difference in weights applied to the first two dimensions of the timbre space may relate to withinor between-subject variability. We have already pointed out that the dissimilarity judgments were overall less consistent for the CI group than for the N, N8, and N4 groups. Furthermore, the stress value of the MDS analysis was larger and the squared correlation was smaller for the CI group than for the other groups, suggesting the CI data were noisier. We became concerned that this higher noise contributed to the change in weight when we noticed that the two subjects who had the highest dimension 1/dimension 2 weight ratio (i.e., a ratio more similar to that of NH subjects) were the two subjects who were most consistent in their dissimilarity judgments from block to block (subjects CI3 and CI8; Table 1 ). To investigate whether the increased variability in the data could have accounted for the change in weight, we degraded the dissimilarity matrices obtained with the N group by adding a Gaussian noise with zero mean to each subject's mean dissimilarity matrix. This noise can be viewed as a simulation of a hypothetical higher "internal noise" that would be present in CI subjects and that would account for the increased variability in dissimilarity judgments. The standard deviation of the Gaussian noise was defined as the product of the standard deviation of each subjects' mean dissimilarity rating with a factor k. Using a different standard deviation of the noise for each subject was needed, because different subjects do not necessarily use the same range of slider's positions when making their dissimilarity judgments; k was varied from 0.1 to 1.2 in steps of 0.1. For each value of k, 10 different noise iterations were added to each subject's matrix and these "degraded" matrices were submitted to the same INDSCAL analysis as the original matrices. Ten such analyses were performed for each k (using different noise iterations each time). Figures 4A and B respectively show the mean stress and mean squared correlation for the 3D model output (averaged across 10 subjects and 10 noise iterations) as a function of k. As expected, the stress increases and the proportion of variance explained by the MDS model output decreases with increases in the standard deviation of the added noise. Despite the fact that the goodness of the MDS fit worsened with increases in Fig. 4 . Results from MDS analyses using input matrices from the N group with added Gaussian noises. Each noise had zero mean and a standard deviation which was the product of the standard deviation of each subject's mean dissimilarity rating with a factor k. Ten simulations were performed for each k. A, mean and standard deviation of the stress as a function of k. B, mean and standard deviation of RSQ as a function of k. C, Ratio of weights applied to dimension 1/dimension 2 averaged across subjects as a function of k. RSQ, the squared correlation between input dissimilarities and output distances.
noise, we checked that the first two dimensions of the model output were still correlated with the logarithm of the attack time and with the spectral centroid of the sounds. Even at the highest noise level tested (k = 1.2), all correlations except one were significant. More important, Figure 4C shows that the ratio of weights applied to dimension 1 and 2 also decreased with increases in the standard deviation of the noise. This suggests that within-and between-subject variability in dissimilarity judgments may account, at least partly, for the observed change in the relative weights applied to the temporal and spectral dimensions by the CI group. However, given that the N4 and N8 groups also exhibit this change in relative weights but show similar within-and between-subject variability as the N group does, it seems unlikely to be the sole explanation.
Limitations of the Present Approach
The finding that the internal representation of timbre for isolated instrument sounds is similar for CI and NH subjects does not imply that the perception of timbre by CI listeners is as good as normal. Real-life music is usually polyphonic and it has been shown that CI listeners struggle to separate concurrent sound sources (e.g., Carlyon et al. 2007 ). For example, in contrast to NH listeners, they seem unable to use differences in fundamental frequency or in vocal tract length to separate two speakers (Stickney et al. 2004 ) and show a reduced ability to listen in the dips of a fluctuating masker (Nelson et al. 2003; Ihlefeld et al. 2012) . In a recent study, Zhu et al. (2011) tested the ability of CI listeners to identify melodic contours played by a synthetic piano in the presence of a competing masker. The authors found that performance did not improve when masker and target had a different timbre or a different pitch, compared with when they had the same. It is, therefore, very likely that CI subjects would have trouble separating and identifying two different instruments if those were presented simultaneously.
Our approach has been to use highly controlled synthesized stimuli to understand the basic, most relevant cues that CI subjects use to differentiate instruments. Nevertheless, instrument sounds are rarely presented in isolation and CI users may use other available cues to identify the "signature" of a given instrument such as transition between notes or the presence of vibrato (Kendall 1986 ). It would, therefore, be interesting to see whether a similar timbre space would hold for real musical excerpts.
Implications for Clinical Training
It has been shown that specific training can improve the performance of CI listeners on timbre-identification tasks Leal et al. 2003) . The present study suggests that the cues that CI subjects can learn to use in this context are likely to be the same as those used by NH listeners. This finding, therefore, supports the use of training procedures designed to improve timbre identification in CIs. Although temporal envelope cues may readily be used by CI listeners to perform such tasks, it is possible that spectral centroid cues would require more training. Specifically, it has been shown that there is a mismatch between the frequency information delivered and the site of stimulation within the cochlea (e.g., Carlyon et al. 2010) . The "intracochlear spatial centroid" of the excitation produced by a given instrument sound will, therefore, be shifted basally compared with what the subject was used to before implantation. It seems reasonable to think that subjects need time to relearn to associate a given musical instrument to a certain spectral centroid. CI programs with frequency allocations that minimize this mismatch could, therefore, be an option to consider for music listening purposes.
A recent study also compared several training procedures with NH subjects listening to CI simulations (Driscoll et al. 2009 ). The present data argue in favor of such studies, showing that noise-vocoded simulations are a good model of CI timbre perception and may be used to evaluate different training procedures.
