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Abstract 
Text detection and recognition in images and videos is to automatically convert 
these graphically included visual content into text characters, which can be 
directly processed by text document processing techniques. Although text in 
images and videos are easily distinguishable by human eyes, there is usually no 
significant difference in gray levels between the text and surrounding 
background. Therefore special algorithm has to be designed for text detection 
and recognition. It is an important step for information retrieval in video 
databases. It enables automatic access to high-level semantic content of visual 
data. 
Video caption detection and recognition is similar to text detection and 
recognition in images. But it suffers from the low resolution of video frames 
and the dynamically changing background. On the other hand, video captions 
usually remain the same in a number of consecutive frames, thus contain 
abundant temporal information. In this thesis, we extract text information in 
video by fully utilizing this temporal information. We define temporal feature 
vectors to describe the temporal behavior of each pixel across a number of 
consecutive frames. We first divide a video stream into overlapped slices with 
fixed number of frames. Using a supervised classification of temporal feature 
vectors extracted for each pixel in these video slices, each slice is represented 
by a binary abstract image. By analyzing the statistical pixel changes in the 
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sequence of abstract images, the appearance frames and disappearance frames 
of captions are located. We can then divide the video into fractions that contain 
stable captions. For each fraction, a final classification is carried out to extract 
the indexing key frames with refined captions in order to create a summary of 
the video segment. These frames are of high quality and can be sent to an OCR 
system for recognition. Our algorithm does not make any assumption on the 
shape of the caption, i.e. we do not need the captions to be monochromatic, in 
horizontal of direction, constant size, and font. Experimental results show our 
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Chapter 1 Introduction 
1.1 Background 
With the rapid growth of multimedia content, research and applications in 
related areas such as database, digital library, content-based multimedia 
indexing and retrieval are becoming more and more active in recent years. 
Early indexing and retrieval schemes mainly focus on text document. Images 
and videos are first annotated by text terms and then the text-based Database 
Management Systems are used to perform image retrieval, [3][4]. In this 
framework, manual multimedia document annotation is extremely laborious 
and the visual content of images and videos are difficult to be described 
precisely by a limited set of text terms. To overcome these difficulties, content-
based multimedia retrieval systems index images and videos by their visual 
content, such as color, shape, texture, motion etc [1][2][5][6][7][8][9]. 
Complement to the low level features, researchers are beginning to use such 
high level features as text in video for video indexing because of the rich 
content information contained in them [32][33][38][39][40]. 
1.2 Text in Videos 
There are two classes of text embedded in video frames: the scene text and the 
graphic text [14]. Scene text appears in the video scene as an integral part of 
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the scene content. Typical scene texts are traffic signs, street nameplates, car 
plates, and text on billboards. Figures 1.1 gives some examples of scene text. 
B ^ W j w 
(a) (b) 
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(C) (d) 
Figure 1.1 Examples of scene text. 
Figure 1.1 (a) is a multi-language street nameplate and (b) shows a traffic sign 
with text. Figure 1.1 (c) and (d) are video frames with scheme texts. We can 
see their meanings might not be consequentially tied with the video contents, 
thus they are usually not used for content-based video retrieval. On the other 
hand, detection and recognition of scene text, especially real-time schemes, 
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have been proposed for video surveillance, automatic assistance of disabled, 
and other applications [10][11][12][13]. 
Graphic text contains the mechanically embedded characters, such as news 
video captions and movie subtitles. Figure 1.2 gives some examples of these 
superimposed captions. Graphic text serves as an important supplement of the 
audio-visual content and provides abundant high-level semantic information. 
Efforts have been made to detect and extract these characters automatically to 
enable access to the high-level content of video data. 
(a) (b) 
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(C) (d) 
Figure 1.2 Examples of graphical text. 
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1.3 Related Work 
Current text detection and extraction schemes can be generally grouped into 
three categories [16] - connected component based methods [21] [23] [25] [29]， 
texture classification based methods [14][15][36], and edge detection based 
methods [20][24][26][27][28][37]. We give a brief review of these methods in 
this section. 
1.3.1 Connected Component Based Methods 
Connected component based methods use connected component analysis to 
process images and video frames that have text of uniform color or brightness. 
In [21], Jain and Yu carry out multi-value image decomposition, foreground 
image generation and selection to decompose images. A color space reduction 
is used to process color images. Finally, they apply connected component 
analysis on the decomposed binary images. In [23], Lienhart and Stuber use a 
split and merge algorithm on a hierarchically decomposed frame to find the 
homogeneous text regions. They also make use of contrast, fill factor, and 
width-to-height ratio to enhance the segmentation. The text is assumed to be 
monochromatic, rigid, of high contrast with the background and of restricted 
width-to-height ratio. In [25] and [29], Shim et al develop a generalized region 
labeling (GRL), and use it to extract homogenous text regions. For connected 
component based methods, the computation is usually low and the localization 
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accuracy is high. But these methods have difficulties in handling the instances 
that characters touch each other, or characters touch foreground objects. 
1.3.2 Texture Classification Based Methods 
Texture classification based methods utilize the fact that text have specific 
color or brightness, and are formed by strokes. Thus the text area is regarded as 
a distinct texture, which is different from the background texture. Texture 
based methods make use of these observations to distinguish text from 
background using supervised or unsupervised classifications of texture. Jain 
and Bhattachaijee [15] use Gabor features to represent the texture surroundings 
of each pixel. Then, unsupervised clustering is used to distinguish text and non-
text pixels. Li et al [14] use small windows (typically 16x16) to scan through 
each video frame and compute texture features (wavelet features are selected) 
of each window. Finally they use a neural network to provide supervised 
classification of the windows, thus each window is classified as text or non-text 
block. Texture based methods are more accurate, but are often sensitive to the 
style of text appearance, e.g. color and size. And they are usually expensive to 
compute. 
1.3.3 Edge Detection Based Methods 
Edge detection based methods rely on the fact that text regions usually have 
rich stroke edges or high frequency components. Lienhard and Wernicke 
[26] [27] propose a generic and scale-invariant scheme that makes use of edge 
information. They calculate the edge orientation image from the gradient image 
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of the input, then use a neural network to classify 20x10 regions of the edge 
orientation image into text or non-text class. They recursively reduce the image 
at a factor of 1.5, then apply the fixed scale text detector, thus the method is 
able to detect text of different scales. In [20], Agnihotri and Dimitrova propose 
a seven-stage approach to detect text in VHS quality video. The text detection 
steps are: channel separation, image enhancement, edge detection, edge 
filtering, character detection, text box detection, and text line detection. In [24], 
Sato et al develop a system to index news video using the recognized captions. 
They consider the low resolution and complex background of video frames, 
and propose a combination of sub-pixel interpolation on individual frames and 
multi-frame integration across time to enhance the captions thus improve the 
recognition rate. They report a text region detection rate of 89.6%, words 
detection rate of 76%, character recognition rate of 83.5% (based on the 
correctly detected characters) and word recognition rate of 70.4% (based on the 
correctly detected characters) on seven 30-minute CNN news programs. In [28], 
Hua et al propose a text detection algorithm based on comer detection with the 
observation that text region are typically rich of comers as well as edges. They 
detect the comers in video frames to build a comer map, and then detect the 
intensive areas in the comer map. The candidate text areas are found through 
comer merging. Finally they combine the vertical and horizontal edge 
information with the comer information for text line decomposition and text 
box verification to create final text boxes. In [16] and [17], Tang et al first 
divide video sequence into camera shots, then propose a quantized spatial 
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difference density (QSDD) method in each shot to detect the caption transition 
frame. The difference image between caption appearance frame and its 
previous frame contains enhanced caption, which can be located more easily. 
Caption regions are first separated into characters using edge information, and 
then individual characters are segmented from background after a multi-frame 
enhancement. On a test data set of twelve 30-minute news video segments with 
Chinese captions, they achieve a caption line detection result of 97.44% 
precision and 99.56% recall, and character recognition rate of 85.82% for the 
first candidate and 92.10% for the top 3 candidates. 
1.3.4 Multi-frame Enhancement 
Most of the current text detection and extraction methods aim at still images or 
individual video frames. While some schemes claim to be designed to process 
text in video [14][16][17][20][22][23][24][25][26][28], they treat text in video 
frames the same way as that in still images [20][21][23][36]. This means each 
frame is regarded as one independent image, the temporal information is 
neglected while the low resolution and complex background seriously hurt the 
text detection and extraction performance. 
Other existing methods use multi-frame enhancement to increase the contrast 
between background and captions. Frequently used enhancement algorithms 
include multi-frame averaging and maximal/minimal searching. Multi-frame 
averaging is to compute the average of all the fames with the same caption. 
Because captions always have fairly constant brightness values and they are 
usually very bright or dark. Their brightness values remain extremeness after 
7 
averaging, while those of the changing background tend to be softened. It is 




where Q is the frame cluster with the same caption, fie Q is a frame of that 
cluster. Equation 1.1 computes the average of all frames, while equation 1.2 
focuses on each of the small areas with characters, 
Maximal/minimal pixel search is to find the minimal/maximal brightness value 
of each pixel in all the frames. When there is a bright caption, a minimal pixel 
search is applied. Otherwise, when there is a dark caption, a maximal pixel 
search is applied. Minimal pixel search is represented as follows. 
/min = = IJliy^ Z^ ,； /^；)} (1.3) 
or 
？'min =他二 > = ,,.,,(/,)} (1.4) 
In Eq. 1.3 and 1.4,么,少 denotes the pixel at location {x, y) of the image or image 
block. These methods search the minimal/maximal gray-level values of each of 
the locations (x, y) along that segment, and assign it to the same location (x,力 
of the output image. 
Recently, Hua et al [30] propose a multi-frame integration method, which first 
apply a multiple frame verification (MFV) to obtain frames with the same text, 
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and use high contrast frame selection and high contrast block averaging to 
enhance the caption text. Then they use a block adaptive thresholding to 
segment the characters. They reported a 26% increasing of character 
recognition rate. 
Although the above methods employ some of the temporal information to 
enhance the text, it is obvious that the abundant temporal information 
contained in video frames is not fully utilized. 
1.4 Our Contribution 
In [18], we detect the caption transition frames using Quantized Spatial 
Difference Density (QSDD) method in each camera shot, then locate the 
caption blocks and trace the (dis)appearance of captions, thus each segment is 
divided into slices, with a stable caption. Then we propose the temporal feature 
vectors (TFV) to fully describe the temporal behavior of each pixel along a 
slice. By using a supervised classification, the captions are segmented from the 
background. 
In [18], the caption detection and tracing is still based on spatial methods. In 
[19], we present a method to achieve the entire caption detection and extraction 
by taking full advantage of temporal information. First we create a binary 
abstract sequence from a video segment. By analyzing the statistical pixel 
changes in the sequence, we can effectively locate the (dis)appearing frames of 
captions. Finally we extract the captions to create a summary of the video 
segment. 
9 
Chapter 2 Caption 
Segmentation 
2.1 Temporal Feature Vectors 
As described in Chapter 1，with the observation that video text stay the same 
over a number of consecutive frames, several methods have been proposed to 
enhance the strokes thus to improve the recognition rate of video OCR. These 
methods first detect captions in some key frames, and then trace the detected 
caption to locate its appearance and disappearance. Thus a video segment with 
the same caption is obtained. Then the average, variance or minimal/maximal 
values of the segment are computed. Since captions normally have very bright 
or dark appearances and their pixels normally have relatively stable brightness 
values, these methods enhance the visual quality of caption text to a certain 
degree. After the enhancement, these methods still need further steps to 
separate the text from background before the characters can be used for 
recognition. 
Although these caption enhancement methods lead to improvement in the 
segmentation performance and recognition rate of caption text, it is obvious 
that the rich temporal information is not fully utilized. In order to take 
advantage of the temporal information, we trace the gray-level of each pixel in 
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a video segment. For each pixel, we thus obtain a sequence of gray-level values, 
which form a vector. This vector fully describes the temporal characteristics of 
that pixel during the period. It can be used as feature vector to represent the 
pixel. We name it the temporal feature vector (TFV). 
In a sequence of frames extracted from a video segment, let G(x’y’t) be the 
gray-scale level of pixel {x, y) at time t. For a pixel at (jto, yo\ G{xo, yo, t) shows 
how the grayscale level of that pixel changes in time through the segment. It is 
defined as the temporal feature vector of the pixel, 
=GCx。，_y。，0 = [G(A:。，_y。，/。)，(?(x。，_y。，0，...，GCx。，_y。，0]. (2.1) 
In this way, each pixel is described by an n-dimensional vector, while n is the 
total number of frames in the video segment. 
(a) (b) (c) mmm 
(d) (e) (f) 
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(g) (h) (i) 
Figure 2.1 Sample frames from a 4-second segment of a movie. 
Figure 2.1 shows some sample frames of a video segment. In the period of total 
123 consecutive frames, a caption appears at the frame, stays for around 4 
seconds (121 frames), and then disappears at the 122"'' frame. The frame 
numbers of the samples shown in Fig. 2.1 are 5670, 5671, 5685, 5703，5723, 
5745, 5755, 5765, and 5792. They demonstrate the whole process from 
appearance, to disappearance of one caption. With the segment, the 
background keeps changing while the caption stays the same. 
100 
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Figure 2.2 Examples of temporal feature vectors (TFVs) 
Figure 2.2 (a) shows the frame of Fig. 2.1 (b)，with some pixels pointed out. 
We trace the gray-scale value of each pixel along the segment to build the 
temporal feature vector of that pixel. Figure 2.2 (b)-(h) show the TFVs of the 
indicated pixels. They are extracted from part of the segment that has a stable 
caption, i.e. excluding the first and last frame showing in Fig. 2.1. Figure 2.2 
(b)-(f) indicates TFVs of caption pixels, (g)-(h) indicates TFVs of background 
pixels. 
As we can see, the background varies significantly over the period, thus 
produces very different clarity of the characters in different frames. TFVs 
showing in Fig.2.2 (f)-(h) clearly represent the time-domain property of these 
background pixels. A simple averaging may not always produce better results 
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since the character can have similar averaging or variance value to the 
background. If a minimum operation is used, some pixels on a character may 
be lost because of random noise thus reducing the already low quality of the 
character. 
Consider the video segment showing in Fig. 2.1，as well as other similar 
segments that have stable captions, for a pixel on the caption, its temporal 
feature vector should have fairly constant values. For a pixel at the background, 
the vector may vary over a wide range of values. The temporal feature vector 
thus can be used to distinguish caption pixels from background pixels. 
2.2 Principal Component Analysis 
The temporal feature vectors extracted in Chapter 2.1 has n dimensions, where 
n denotes the number of frames of the segment. Usually, the length of the 
segment that contains the same caption varies from tens to hundreds of frames. 
The large number of dimensions causes difficulty in the classification of these 
vectors. Thus we need to compress the temporal feature vectors to gain 
efficiency. Principle Component Analysis (PCA) [34][35][31] is used for this 
purpose. 
PCA uses Karhunen Loeve Transform (KLT) to produce a set of projection 
vectors describing the data distribution, which is optimal in the sense of energy 
compaction. Figure 2.3 illustrates the procedure of PCA. Figure 2.3 (a) shows 
how the original data space is projected to the transform space. We only need 
to retain some dimensions that contain most of the energy. Figure 2.3 (b) 
shows this process. 
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Figure 2.3 Principal Component Analysis 
The procedure of PC A can be described as follows [31]. 




(1) Form the n h y m sample matrix 
、丨⑴动）...x“l)_ 
. . … … ⑶ : 〜 ⑶ （ 2 3 ) 
where n denotes the length of each vector, and m is the number of vectors. 





(3) Compute the eigenvectors of the covariance matrix and select first k 
eigenvectors Vi, V2, ..., Vk with the largest eigenvalues to form the transform 
matrix, 
V, ... F J (2.5) 
(4) For a new n-dimension vector ；c ,，we project it in the subspace spanned by 
the k eigenvectors, 
y = (2.6) 
where y is the weight vector that characterizes the projection of the vector x in 
the subspace supported by the k eigenvectors. 
The most prominent advantage of PCA is that it can remove the correlation 
between features thus reduce the feature vector dimension. 
2.3 PCA of Temporal Feature Vectors 
By using the temporal gray-scale vector as a feature vector, we retain all the 
information that can distinguish a caption pixel from a background pixel. To 
illustrate the vector difference between the caption and background, we use the 
principal component analysis method described above to compress the vector 
then show the first four principal components in Fig. 2.4. 
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Figure 2.4 First 4 principal components of temporal feature vectors 
rescaled to (0,255) showing through images. 
Figure 2.5 (a) illustrates the first three principle components in a 3-D 
coordinate with each point in the 3-D space corresponding to a pixel in the 
video frame. Black points denote caption pixels while gray points denote 
background pixels (caption pixels and background pixels are manually marked 
as ground truth). We can clearly see that the caption pixels and background 
pixels do not overlap with each other. They are distinctly separable in this 3-D 
space. 
17 
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Figure 2.5 Feature vector distribution of caption and background. Feature 
vectors are extracted from different video clips and projected into the same 
PCA space. 
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For other video segment, we can also extract the temporal feature vectors of 
each pixel and project them into this PC A space using equation 2.7, which is 
rewritten as follows. 
y = (2.6) 
B denotes the transform matrix from the feature space to the PCA space, x' 
denotes a newly extracted temporal feature vector, and jUx denotes the mean 
vector of the original set of temporal feature vectors, also known as training 
samples. 
We obtain other two video segments. Both segments have stable captions. 
Caption pixels and background pixels are manually marked for reference. 
Then we extract the temporal feature vectors of each pixel in these segments, 
and project them into the PCA space shown in Fig. 2.5 (a). Results are shown 
in Fig 2.5 (b) and (c). We also show the points corresponding to the caption 
pixels in black color, and points corresponding to background pixels in gray 
color. From these figures, we see that temporal feature vectors of captions 
gather at a small region in the PCA space, while TFVs of background pixels 
distribute in different regions. Using a simple classifier we can easily classify 
the two classes of pixels. To apply this algorithm to segment video captions 
automatically, we need to divide the video into slices with the same caption, i.e. 
to detect the appearance and disappearance of each caption. The following 
chapter describes an algorithm to detect the (dis)appearance of captions 





3.1 Abstract Image Sequence 
If we keep on tracing the gray-level values through a longer segment, with 
several occurrences of caption (dis)appearances, we observe that at a caption 
appearing frame, a number of background pixels turn to caption pixels; 
likewise, at a caption disappearing frame, a number of caption pixels turn to 
background pixels. Based on this observation, we have designed the following 
process to create a sequence of images that represents these collective actions 
more clearly. 
？ Mm 
Figure 3.1 A brief demonstration of the process of extracting abstract 
image sequence. 
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First, we pick up a video slice of the first 30 frames (i.e. frames [F/, Fjo])，and 
apply the algorithm described in chapter 2 to cluster the pixels into caption and 
background, which result a binary image with "1" representing caption pixels. 
If a stable caption is contained in these frames, the caption pixels will be 
segmented and shown in the resulting binary image; otherwise, shown in the 
image are only some noise pixels, whose temporal feature vectors act like 
caption during this 30-frame-period. Then we move forward to another video 
slice at a step length of five frames (i.e. move from [Fy, F30] to [F^, Fjj]) to 
compute another segmented binary image, which shows the caption status of 
the next slice (i.e. frames [尸6,尸By repeating this process, a sequence of 
binary images of segmented captions is finally obtained. Each binary image /, 
in the sequence represents abstract textual information of original frames [Fsi+i, 
F5i+3o]. We call it an abstract image sequence. Figure 3.1 gives a brief 
demonstration of this process as well as some examples of abstract images. 
Figure 3.2 gives some examples of abstract images. They are computed from 
the video segment showing in Fig 2.1. Their abstract image IDs are 1134, 1135, 
1153, and 1154, where image k is extracted from frames 5k+l to 5k+30’ e.g. 
abstract image 1134 is computed from the video slice of frames 
[5671, 5970]. We can clearly see that captions are shown in the abstract images 
with some noise regions. 
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Figure 3.2 Samples of abstract images. 
The selection of the length of the video slice, i.e. number of frames in each 
period, is based on the assumption that each caption is present at least 1 second, 
within which there are 30 frames as designed in many major video standards. 
Thus any caption appearing in at least 30 frames will be shown in at least one 
image in the abstract sequence. 
With the abstract image sequence, to detect the caption (dis)appearance is to 
analyze the statistical change of pixels in the sequence. Before this analysis, we 
need to refine the abstract images. 
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3.2 Abstract Image Refinement 
From the extracted abstract images shown in Fig. 3.2，we observe that some 
background pixels are classified into captions. These errors are basically 
because we only took a video slice of 30 frames each time to compute an 
abstract image. In such a short period, it is highly possible that the background 
does not change too much, e.g. when a large bright object moves slowly across 
the background, many pixels remain bright during a 30-fraine period and they 
might be falsely classified into caption pixels. Large number of false 
classifications in one abstract image will cause mistakes in the caption 
(dis)appearance detection. Consider both computation and feasibility, we only 
try to reduce the noises to an acceptable level. We designed the following two 
refinement methods. 
3.2.1 Refinement One 
Refinement one removes all nxn areas with more than or equal to NH caption 
pixels or less than or equal to NL caption pixels. Parameters «，NH and NL are 
preset constants. Although their values should be set depending on the status of 
the caption text, e.g. language, font, size, in our experiments, we simply set 
a=3，NH=8 and NL=L This means remove all 3 by 3 areas with only one 
caption pixel, or more than seven caption pixels (i.e. with 1, 8 or 9 caption 
pixels.). These parameters work well in all test video slips with different 
caption styles. This means the values of these parameters are not sensitive to 
the style of captions. 
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In our experiments, refinement one is implemented in Matlab as follows. 
m t x K = ones(n,n) ; 
i m g l C o n v = conv2( imgl ,mtxK, 'same' ) ; 
img lM=conv2( img lConv>=NH| ( img lConv<=NL) ,mtxK , ' same ' ) 
img lRe f1= img l - img lM; 
First defines an nxn matrix as the convolution kernel. Convolution of the 
kernel with the binary abstract image results matrix imglConv indicating the 
number of nxn neighbors of the corresponding pixel in the image. After 
applying a threshold to imglConv，a second convolution of imglConv and the 
kernel results matrix imglM showing the areas to be removed. Finally we 
remove the pixels using imgl-imglM. 
To implement refinement one in VC, only a sequential scan of all the pixels in 
each abstract image is needed. The computation is lower. 
3.2.2 Refinement Two 
To gain better performance, refinement two first removes all connected caption 
areas (8-connection is used) with area size greater than N, another preset 
constant, then performs refinement one on the result image. This method 
certainly brings better performance, but it needs a connected area analysis, 
which is more expensive in computation. 
3.2.3 Discussions 
Figure 3.3 shows the refined version of abstract images in Fig. 3.2 (b) and (c). 
We can find that majority of wrongly classified background pixels are removed 
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while majority of true caption pixels still remain. Although a small number of 
true caption pixels are removed, it will not hurt the caption (dis)appearance 
detection performance, since the detection is based on statistics of the pixels. 
Figure 3.3 (a) and (c) show result of refinement one, while (b) and (d) are 
results of refinement two. From them, it is also clear that refinement two 
proposes better results than refinement one. This also results better caption 
(dis)appearance detection results. 
(a) (b) 
(c) (d) 
Figure 3.3 Original and refined abstract images. 
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3.3 Detection of Caption 
(Dis)Appearance 
Examining each pixel across two consecutive abstract images, its behavior can 
be one of the four types: 
• Stays as caption 
• Stays as background 
• Changing from caption to background 
• Changing from background to caption 
To detect appearance and disappearance of captions, we are particularly 
interested in the pixels that is changing between two abstract images. We call 
change from background to caption a positive change, while change from 
caption to background a negative change. The numbers of pixels taking these 
changes are calculated as: 
I PC I, =1 PositiveChanges |, =| /,+丨 AND NOT I^ \ (3.1) 
And 
I NC 丨=1 NegativeChanges 丨丨.=| /, AND NOT /,.+丨 | (3.2) 
In Eq. 3.1 and 3.2, /, and /,.+/ denote two consecutive binary images in the 
abstract image sequence. Since these images are binary, /, and /+； are logical 
matrices in which a true value corresponds to a caption pixel. Operation |.| 
denotes number of true values in the matrix. Computing \PC\ and |A C^| over the 
entire abstract sequence, we get two curves that describe statistically the state 
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of pixels taking changes. Figure 3.4 shows these curves. They are computed 
from more than 1800 abstract images over a 5-minute movie segment. 
The appearance of one caption implies a relatively large number of pixels 
taking positive changes at the same frame, which creates a peak in the \PC\ 
curve. Likewise, disappearance of one caption corresponds to a peak in the 
|//C| curve. We can clearly see these peaks in curves showing in Fig. 3.4. By 
detecting these peak values in the \PC\ and |A C^| curves, we can locate the 
(dis)appearance of captions. We develop the following scheme to detect the 
caption changes. 
1) A global threshold a is set. For any \PC\i >0； F5/+7, the first frame 
corresponding to /,’ is marked as the appearance frame of a caption. 
For any >«, Fsi+so, the last frame corresponding to /,，is marked 
as the disappearance frame of a caption. 
2) If there are more than one consecutive caption appearance frames 
without any disappearance frame between them, only the last 
appearance frame is marked. 
3) If there are more than one consecutive caption disappearance frames 
without any appearance frame between them, only the first 
disappearance is marked. 
If a group of falsely classified noise pixels take positive or negative changes at 
the same time, they also cause a peak in |PC| or |A C^| curve. Cases 2 and 3 are 
used to reduce these cases. 
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Figure 3.5 shows a small part of the \PC\ and |A C^| curves with the caption 
(dis)appearing marks found by our method described above, as well as the 
caption (dis)appearing frames manually labeled for comparison. In Fig. 3.5， 
gray curve denotes the |PC| curve; and black curve denotes the |NC| curve. In 
the figure, gray marks correspond to appearance of captions and black ones 
correspond to disappearances. Marks “+，，are caption (dis)appearances detected 
by our system; marks “*，’ are caption (dis)appearances manually labeled as 
ground truth. We can see that our caption (dis)appearance detection method is 
quit effective and accurate. 
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Figure 3.4 An example of |PC| and |NC| curves. 
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(c) 
Figure 3.5 Caption (dis)appearance detection results. 
This way we detect the caption (dis)appearance using the temporal feature 
vector method. With the detected (dis)appearance, the whole video segment is 
divided into sections, each containing the same caption text. Then each section 
is sent for final classification as described in chapter 2. Since each of these 
sections has all the frames with the same caption, it contains the maximal 
temporal information regarding this caption. Its segmentation results should 
contain the caption with best appearance and the least noises. We call this 
binary image a summary image of the section, for it brings a textual summary 
of the section. Figure 3.6 shows an example of the summary image. And Fig. 
3.7 shows the text part of the image in its original size. 
Figure 3.6 An example of final segmented summary image. 
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4.1 System Implementation 
To reduce the storage demand and operational complexity, the implementation 
of our system is carried out to as follows. 
First, a few buffers and a flag are defined. They are: a FIFO (first-in-first-out) 
queue as frame buffer, a previous abstract image buffer (PIB) which is for one 
binary image only, and an in-caption flag (ICF). At the beginning, the first 30 
frames are read into frame buffer and the segmentation result is stored in 
previous abstract image buffer. Then repeat the following procedure to 
compute final summaries directly. 
1. When there is no caption, remove the first 5 frames in the frame buffer 
and append 5 more from the video segment. Perform classification and 
calculate the current |PC| and |NC| values by operations relative to PIB 
(see Eq. (1) and (2))’ then refresh the PIB with the new classification 
result. Figure 4.1 shows this process. 
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|NC| /|PC| 
^ ^ ^ ^ I A b s t r a c t」 \ PIB J   
imge^M 1/ 
Video Segment ‘. 
^  
^ ^ Frame Buffer 〉 | M | | | 
Figure 4.1 Demonstration of step 1 of the system. 
2. If appearance of caption is detected by comparing the current |PC| with 
a preset threshold, set the in-caption flag. Then stop removing frames 
from frame buffer and keep on appending 5 frames at the end in each 
loop. This way, the frame buffer length keeps increasing with the same 
caption in it. However, we only process the last 30 frames, until the 
disappearance of caption is found. The process of step 2 is shown in 
Fig. 4.2. 
NC| /IPC 
^ ^ ^ Abstract J ——\ PIB 
image^^ 1/ 
Video Segment 
^ ^  
Last 30 frames in the frame buffer 
% Frame Buffer  
Figure 4.2 Demonstration of step 2 of the system. 
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3. Frames in the frame buffer are then confirmed to have the same caption. 
They are sent to the classifier to be segmented. A summary image of 
the corresponding caption is finally created and the frames in frame 
buffer are then cleared. Figure 4.3 shows this process. 
Video Segment 
^ 







Figure 4.3 Demonstration of step 3 of the system. 
Figure 4.4 shows the flow chart of the overall system. 
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Figure 4.4 Flow chart of the whole system. 
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4.2 Computation of the System 
With the above algorithm, we do not store the abstract image sequence and 
only buffer a limited number of frames of the video segment, so the storage 
requirement is small. The classification process is simple and there is no other 
time-consuming operation, so the computation is at an acceptable level. The 
total time complexity of our algorithm is 0(n, m) with n being the number of 
frames in the video segment and m be the size of the video frames (number of 
pixels in each frame). It read the video in a streaming manner, i.e. it does not 
go back to the previously accessed frames, unlike some other caption tracing 
methods. The low computation of the algorithm makes it applicable to 
extracting text from large segments, e.g. an entire movie. 
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Chapter 5 
Experiment Results and 
Performance Analysis 
5.1 The Gaussian Classifier 
In our experiment, we select a simple Gaussian classifier to classify the pixels 
into caption and background. Let the class mean and covariance matrix of the 
feature vectors be jlu and Wi, where ie{0,!} denotes caption and background 
respectively. The distance measure and decision rules are defined by, 
D, =(x-^.fWr' Oc - / O + In I 刊 （5.1) 
Q whenD^ = min{i),.} (5.2) 
The first term on the right of Eq. 5.1 is the Mahalanobis distance. This 
Gaussian classifier is to classify a feature vector into the class whose center is 
closer under the distance measure in Eq. 5.1. This classifier is simple and the 
computation for both training and classification are low. Our results show that, 
even with this simple classifier, our method achieves high performance. 
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5.2 Training Samples 
Training samples are picked from a 78-frame segment with a stable caption. 
Thirty frames are equidistantly sampled to build a 30-dimensional vector for 
each pixel. For the balance of numbers of caption and background samples, we 
only keep a small area (the area with caption) for training. Figure 5.1 gives an 
example of these frames, with the area of training samples marked out. The 
size of the area is 26x218, with 1537 caption pixels and 4331 background 
pixels. As described in chapter 2, a principal component analysis is applied. 
We keep the first 5 principal components, which retain 98.8% of the energy in 
training samples. To select the number of principal components kept, we 
consider both the compression rate of vector size and retaining of information. 
Ground truth information is marked by hand. We manually select the caption 
pixels of the training samples using the principal component images. 
• 
Figure 5.1 A frame of the training samples 
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5.3 Testing Data 
To test the performance of the proposed caption (dis)appearance detection and 
summary image creation algorithms, our testing data includes seven segments 
from three US movies. Each of the segments lasts 2.5 minutes, with around 
4500 frames to be extracted (more than 32000 frames in total). These movies 
segments have Chinese captions of different font and style. Each segment 
contains around 40 different captions. 
Ground truth information is also marked by hand. We manually went through 
all these frames; mark each of the first frames with caption as the caption 
appearance frames, and each of the last frames with caption as the caption 
disappearance frames. There are totally 260 captions in the testing data set. 
5.4 Caption (Dis)appearance Detection 
We apply the algorithm described in chapter 3 to detect caption 
(dis)appearances in the testing data. Table 5.1 shows the caption detection 
results. The first column indicates the number of segments. The second column 
indicates the refinement method, which is described in chapter 3.2. The Third 
column indicates the threshold a used in the caption (dis)appearance detection, 
which is described in chapter 3.3. Column caps, indicates the number of 
captions in that segment. Column detects and the corresponding rate indicates 
the number of correctly detected captions and the detection rate, which is 
calculated as following: 
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DetectRate = \DetectedCaptions| / GroundTruth (5.3) 
We also show the number of missed captions and the rate, as 
MissRate = \MissedCaptions\ / GroundTruth (5.4) 
Table 5.1 Caption (dis)appearance detection results - by segment 
Seg Ref T Caps. Detects Rate Misses Rate 
1 350 28 "T7.5% 4 — 12.5% 
1 2 350 32 29 3 — 9.4% 
2 29 3 9.40/0 
1 ~ 3 5 0 27 ~ 9 0 % 3 — 10% 
2 2 "~35Q 30 29 ~%.7% 1 — 3.3% 
2 29 ~%.7% 1 ~ 3.30/0 
1 " ~ l 5 0 26 3 10.3% 
3 2 29 27 93.1% 2 ~ 6.39% 
2 330 27 93.1% 2 — 6.39% 
1 350 33 84.6% 6 — 15.4% 
4 2 350 39 33 ~84.6% 6 — 15.4% 
2 330 36 ~ n 3 % 3 7.7% 
1 35 97.2% 1 2.8% 
5 2 "~350 36 35 97.2% 1 2.8% 
2 35 1 — 2.8% 
1 ~~350 27 84.4% 5 — 15.6% 
6 2 ~ 3 5 0 32 27 5 — 15.6% 
2 ""“330 27 84.4% 5 — 15.6% 
1 350 38 97.4% 1 — 2.6% 
7 2 ~~350 39 37 1 — 2.6% 
2 I 330 I 38 97.40/0 1 2.60/0 
Table 5.2 Caption (dis)appearance detection results - overall 
Ref T Caps. Detects Rate Misses Rate — 
1 — 3 5 0 214 ~90.3% 2 3 ~ 9.7% “ 
2 350 237 218 ~92.0% 19 8.0% _ 
2 I 330 I 221 93.20/0 16 6.8% “ 
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Other important caption detection performance evaluations are shown in Fig. 
5.2. Because of noise, some captions are detected to have more than one 
appearances and disappearances. Captions appearing at the 6281®^  frame, 
disappearing at the 6419th frame, is detected as appearing at 6281'^ frame, 
disappearing at 6315^^ frame, appearing again at 6391®^  frame and disappearing 
at 6420th frame. The number of breaks is shown in Fig. 5.2. Note that, the 
shown number is actually number of broken clusters, e.g. if one caption is 
broken into 5 in the detection result, 5 rather than 1 is recorded as breaks. 
Number of False Alarms (FAs) is also shown in table 5.3. 
Table 5.3 Caption (dis)appearance detection performance- by segment 
— S e g I Ref I T Detects Breaks FAs — 
1 "350 ' W 0 1 — 
1 2 ~350 29 0 0 
2 "330 29 0 0 — 
1 350 27 5 2 — 
2 2 350 29 5 1 — 
2 330 29 T ~ 2 
1 350 26 6 
3 2 350 27 1 — 5 
2 330 27 1 6 — 
1 350 33 5 0 — 
4 2 " ^ 0 33 4 0 
2 330 36 3 0 — 
1 350 35 0 — 0 
5 2 TSO 35 0 — 0 
2 "330 35 0 0 — 
1 —350 27 0 1 
6 2 "350 27 0 1 —  
2 ~330 27 " 0 ~ 1 
1 38 13 - 11 
7 2 "350 37 14 — 11 “ I 2 I 330 I 38 I 14 13 
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In table 5.4, we show the overall performance of caption detection results 
calculated from all 7 segments. 
Table 5.4 Caption (dis)appearance detection performance - overall 
Ref I T I Detects Breaks FAs 
1 350 — 214 25 2 1 一 
2 350 — 218 — 2 4 1 8 一 
2 I 330 I 221 I 23 I 22 
We also have to mention that most false alarms can be remove in the text line 
extraction process, which will be described in chapter 5.6. This is because we 
cannot detect any text lines in those false alarm summary images. 
Another benchmark is the accuracy of the detected position of (dis)appearance 
boundary frames. The mean absolute error (MAE) and the mean square root 
error (MSRE) are calculated by: 
• E 二 丄 ( E Z \ T , - f , \ ) (5.6) 
JNca + ^CD CieCA qeCD 
and: 
腿、L 二， ( E X (To-fof) (5.7) 
V ^CA + ^CD CieCA C,eC£» 
NCA denotes number of caption appearances and NCD denotes number of 
caption disappearances. Normally Nca and Ncd are the same, unless a caption 
exists at the beginning of the segment or a caption exists at the end of the 
segment. In these cases, we do not count them as "detected (dis)appearances". 
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CA indicates caption appearances and CD indicate caption disappearances. Ta 
denotes the detected time of caption appearance, which is actually the detected 
caption appearing frame number. To denotes the detected time of caption 
appearance, f denotes the actual caption (dis)appearance time, i.e. the ground 
truth. MAE is the mean of differences between the detected caption 
(dis)appearance time and the real caption (dis)appearance time. And MSRE is 
the square root of the mean of the square of differences between the detected 
caption (dis)appearance time and the real caption (dis)appearance time. These 
two measures indicates the accuracy of the detected location (frame ID) of the 
caption (dis)appearance. We show the MAE and MSRE in table 5.5. As stated 
in chapter 4，we selected a step length of five frames when calculating the 
abstract images. So the precision of our method is five frames, i.e. the detected 
position of boundary frame is within eight frames from the actual boundary 
frame, the detection is regarded accurate. Number of accurate detections (ADN) 
and the rate of accurate detections (ADR) are also shown in table 5.5. MAE, 
MSRE, AND, and ADR values shown in table 5.5 are computed using the 
method with highest detection rate, i.e. abstract image refinement method two 
and detection threshold 330. 
Table 5.5 Accuracy of the detected location of the caption (dis)appearance 
MAE MSRE ADN ADR 
Appearance 6.29 7.35 T l 3 ~96A% 
Disappearance 9.82 11.61 196 88.7% 
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5-5 Caption Segmentation 
After the detection of caption (dis)appearance, each video segment is divided 
into short clips. Non-caption clips are not of any interest in this scheme. A 
stable caption remains in each caption clip, which will be further processed. 
Since each clip has different number of frames, the temporal feature vectors 
extracted from pixels of different clip has different sizes. Referring to Eq. 2.6, 
we cannot project these vectors into the training PC A space directly. A simple 
way to solve this problem is to re-sample each of the clips into a fixed number 
of frames. In our experiment, each clip is equidistantly re-sampled into 30 
frames, and then temporal feature vectors of pixels are extracted, projected into 
the PCA space built by training samples, and finally classified into caption and 
background pixels. The classification result is represented as a binary image, 
with 1 denoting a caption pixel and 0 denoting a background pixel. Detailed 
classification processing is described in chapter 3. Figure 5.2 and 5.3 shows 
some examples of the final results. Results shown in Fig. 5.2 are those without 
any noise, while images shown in figure 5.3 still have wrongly classified areas. 
Our next step is to crop out the texts then send them to OCR. These wrongly 
classified areas will be removed automatically in that step. 
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^^^H我們反對要黒人上前線的戰爭 這社會迫害他們，殘殺他們 
^^^H我以為我要返_，但他們… 他們還叫i神父來跟我講 ^ ^ H 
這位便是M i 在_’他們不上教堂 ^ ^ ^ 
mmm 
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(a) (b) • • 
(c) (d) 
Figure 5.3 Results of summary images - results with noises. 
5.6 Text Line Extraction 
The ultimate goal of caption detection and extraction is to send the images of 
caption characters to video OCR, then use the recognition results for indexing 
and retrieval. Thus we need to extract the area with text characters from the 
segmented images shown in Fig. 5.2 and 5.3. With the observation that text 
characters have rich edge information, we detect the horizontal crossing point 
and project them to Y-axis. A horizontal crossing point is a change from 
background to caption or a change from caption to background between two 
horizontally adjacent pixels. The calculation of horizontal crossing points can 
be described as follows: 
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C P = l | r - ( r - > l ) | (5.8) 
per \ ‘ 
In Eq. 5.8, r denotes a row of pixels from a summary image. Since the 
summary image is binary, r is a vector contains only values of 0 or 1. The -> 
operator indicates the rotate right operation. 
Figure 5.4 (b)(d)(f)(h) shows the y-projection of the summary images shown in 
Fig. 5.3. It is very clear that text line can be easily detected. We use the 
following algorithm to extract text lines: 
1. A threshold T for number of horizontal crossing points is set. 
Any row of pixels with more than or equal to T crossing points 
is marked as a candidate text row. 
2. Any single non-candidate text row between two candidate text 
rows is also marked as candidate text row. 
3. Another threshold Ls for number of consecutive candidate text 
rows is set. Any set of consecutive candidate text rows with 
more than Ls rows is marked as a text line. 
The thresholds T and Ls are pre-set parameters. In our experiments, T is set to 
14，and Ls is set to 16, which is almost the smallest size for Chinese characters. 
These values are good for all the test video segments. Further experiments also 
show that T can take values between 12 and 18，with little affection to the 
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Figure 5.4 Y-projection of the horizontal crossing points. 
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We perform the text line detection experiments on the segmented summary 
images, as shown in figure 5.2 and 5,3. We only extracted text lines from the 
summary images computed using the method with highest detection rate listed 
in table 5.2，i.e. abstract image refinement method 2 and detection threshold 
330. Out of the 221 detected captions, we extracted all the text lines, and 
removed 16 of the total 23 false alarms. We also extracted 7 fake text lines. 
To remove the background at the beginning and end of the text lines, we apply 
the same algorithm vertically. 
1. A threshold T for number of vertical crossing points is set. Any 
column in the detected text line with more than or equal to T 
crossing points is marked as a candidate text column. 
2. Any one or two non-candidate text columns between two 
candidate text columns are also marked as candidate text 
column. 
3. Another threshold Cs for number of consecutive candidate text 
columns is set. Any set of adjacent candidate text columns 
with more than Cs columns is marked as a text block. 
In figure 5.5, we show the extracted text area of the summary images shown in 
figure 5.3. To illustrate how the algorithm described above works, we draw the 
removed areas in gray color, and the retained text areas in their original colors. 
We can clearly see that most of the noise areas have been removed together 
with the pure background, left only the area with text, which is of our interest. 
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• - 罵 I 
贴 _ 別 _ 上 I 邪 是 浦 別 的 晚 上 
5.7 Caption Recognition 
After text line extraction, segmented characters are extracted, as shown in Fig. 
5.6. To send it to recognition, we need to reverse the color first. The reversed 
image is also shown in Fig 5.6. 
•臓 • • i j f e l S ^ M 我經常提起的好朋友甘福莉 
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m ^ n ^ ^ H我早知會有麻煩 
WBm^^^M珍妮,他不該打你 




^ n m ^ H 福利 ,我知你不會 
我想傲妳的男朋友 
B I h B ^ ^ H 福 利 遍 很 醒 神 
Rfffillll^^H你很有型。真的 
U B I i B ^ H 我很高興翻在首都見面 
fflUHHMH福利,我也一樣 
lilHiiMlft^那識上,珍妮'和我r行邊講 



























Figure 5.7 Recognition results. 
The extracted text lines are enlarged at a factor of 4 and recognized using TH-
OCR Version 2000. The output is shown in Fig. 5.7. Overall 205 out of 211 
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characters (exclude punctuations) are correctly recognized, with one false 
alarm. We achieve a recognition rate of 97.2% on the text lines shown in 
Fig.5.6 and 5.7. and a recognition rate of 94.5% on all the characters. 
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Chapter 6 Summary 
In this thesis, we present a video caption detection and extraction method that 
takes full advantage of temporal information. We define temporal feature 
vector to describe the temporal features of pixels across a video clip. We trace 
over the video segment to extract an abstract image sequence with coarsely 
segmented caption text, and refine the abstract images to remove the falsely 
classified regions. Then we statistically analyze the pixels changing between 
adjacent abstract images and detect the (dis)appearance of captions thus create 
video clips each containing all the frames with the same caption. Refined 
caption text is then extracted and a summary of captions is finally created. The 
final summary images give a summary of captions contained in the video 
segment. These frames are of high quality and can be sent to OCR recognition. 
With the implementation scheme described in chapter 4, the computational 
complexity of our system is low. In experiments, we applied our method on 
seven video segments with 260 captions in total. Our method achieved an 
average recognition rate of 94.5% on the extracted caption text. This algorithm 
does not make any assumptions on the shape of the caption, i.e. we do not need 
the captions to be horizontal, constant size, certain font or fixed location. In the 
future, we plan to analyze and implement more spatial information based 
methods and combine them with the temporal information based method to 
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achieve more effective and robust methods of video text detection and 
recognition. We also plan to implement some video indexing and retrieval 
schemes using the extracted text. 
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