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Fractional partial differential equations (FPDEs) appear in vari-
ous research and engineering applications such as physics, biology,
rheology, viscoelasticity, control theory, signal processing, systems
identification and electrochemistry [1–8]. Recently, they have
attracted considerable interest and there has been a significant
theoretical development in this area.
It is well-known that in order to describe nonlinear physical
phenomena finding exact solutions of nonlinear fractional partial
differential equations (NLFPDEs) is the key instrument. A physical
phenomenon may depend not only on the time instant but also on
the time history, which can be successfully modelled using the the-
ory of derivatives and integrals of fractional order [1–8].
Very recently, several powerful methods have been developed
in the literature for finding exact solutions of NLFPDEs. Some of
the most important methods found in the literature include the
exp function method, the fractional sub-equation method, the first
integral method, the ðG0=GÞ-expansion method, and the Lie sym-
metry method [9–28].
Lie symmetry analysis is one of the most general and effective
methods for obtaining exact solutions of nonlinear partial differen-
tial equations (PDEs). In the last few decades, Lie’s method hasbeen described in a number of excellent textbooks and has been
applied to a number of physical and engineering models. See for
example [29–33] and references therein.
However, application of the Lie symmetry analysis to FPDEs is
quite new. We observe only a few studies in the literature. For
instance, the authors of [15] considered the time fractional linear
wave-diffusion equation and obtained a group of dilations. Using
dilation symmetries invariant solutions were constructed. In [16],
an attempt has been made to extend the Lie symmetry analysis
to FPDEs (see also [17]). In addition, in [18], this method has been
applied to time fractional generalized Burgers and Korteweg–de
Vries equations. In [19], group-analysis of time fractional Harry–
Dym equation with Riemann–Liouville derivative was performed
and symmetry reductions and group-invariant solutions were
obtained. The authors of [20] investigated the invariance proper-
ties of fractional Sharma–Tasso–Olver equation using the Lie group
analysis method. In [21] an algorithm for the symbolic computa-
tion of Lie point symmetries for fractional differential equations
(FDEs) was presented.
On the other hand, as stated in [30] conservation laws are very
important tools in the study of differential equations from mathe-
matical as well as physical point of view. If the underlying system
has conservation laws then its integrability is quite possible
[29,32]. Noether theorem [34] provides us with a systematic
method for finding conservation laws of PDEs provided a Noether
symmetry associated with a Lagrangian is known for Euler–
Lagrange equations. However, there exist some approaches in the
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do not have a Lagrangian [35–39].
The family of seventh-order Korteweg–de Vries (KdV) equations
are given by [40]
ut þ au3ux þ bu3x þ cuuxuxx þ du2uxxx þ eu2xu3x þ fuxu4x
þ guu5x þ u7x ¼ 0; ð1Þ
where a; b; c;d; e; f and g are non-zero constants. In fact, the
seventh-order KdV was introduced by Pomeau et al. [41] and its
structural stability was discussed under a singular perturbation.
In this paper, we study the seventh-order time fractional Sawada–
Kotera–Ito (FSKI) equation
@au
@ta
þ 252u3ux þ 63u3x þ 378uuxuxx þ 126u2uxxx þ 63u2xu3x
þ 42uxu4x þ 21uu5x þ u7x ¼ 0; ð2Þ
where að0 < a 6 1Þ is a parameter describing the order of the frac-
tional time derivative. When a ¼ 1, Eq. (2) becomes
@u
@t
þ 252u3ux þ 63u3x þ 378uuxuxx þ 126u2uxxx þ 63u2xu3x
þ 42uxu4x þ 21uu5x þ u7x ¼ 0; ð3Þ
which has been widely studied in the literature. For instance, the
N-soliton solutions, bilinear form and Lax pair for Eq. (3) have been
investigated in [42]. The bilinear and tanh–coth methods have been
applied to Eq. (3) and soliton solutions were obtained in [43]. A
decomposition was implemented for approximating its solutions
[44]. In [45], using the Bell polynomial approach, Lax pair and infi-
nite conservation laws were deduced for Eq. (3).
Our aim in the present work is to study symmetry reductions
and conservation laws of the time FSKI equation (2) with the help
of Lie symmetry analysis and Ibragimov’s nonlocal conservation
method [38], respectively. In addition, we intend to obtain exact
travelling wave solutions of the FSKI equation by the sub-
equation method.
The paper is organized as follows. In Section 2, firstly some basic
properties of Riemann–Liouville derivative are recalled. Then, Lie
group method for FPDEs are presented. In Section 3, we apply
the Lie group analysis method to the time FSKI equation (2) and
obtain symmetry reductions. Then in Section 4, conservation laws
of the time FSKI equation(2) are derived using the Ibragimov’s
nonlocal conservation theorem. In Section 5, we construct exact
travelling wave solutions of the time FSKI equation (2) via the
sub-equation method. Lastly, concluding remarks are given in
Section 6.
2. Preliminaries
We recall that the Riemann–Liouville derivative [4,5] of order a
is defined by the following expression:
@at f ðtÞ ¼
1
CðnaÞ
@n
@tn
R t
0
f ðs;xÞ
ðtsÞaþ1n ds; n 1 < a < n; nN;
@nf
@tn ; a ¼ nN:
8<
: ð4Þ2.1. Description of Lie symmetry method for the time FPDEs
In this section, we present some notations and definitions that
will be used in the sequel. For details see for example [16–20].
Consider a scalar time FPDE having the form [18,20]
E  @
au
@ta
 Fðx; t;u;ux;uxx;uxxx;u4x; u5x; u6x;u7xÞ ¼ 0; ð5Þ
where að0 < a 6 1Þ is a parameter. Consider a one-parameter Lie
group of infinitesimal transformations given byt ¼ t þ sðx; t;uÞ þ Oð2Þ;
x ¼ xþ nðx; t;uÞ þ Oð2Þ;
u ¼ uþ gðx; t;uÞ þ Oð2Þ;
@au
@ta
¼ @
au
@ta
þ g0aðx; t;uÞ þ Oð2Þ;
@u
@x
¼ @u
@x
þ g xðx; t;uÞ þ Oð2Þ;
@2u
@x2
¼ @
2u
@x2
þ gxxðx; t;uÞ þ Oð2Þ;
@3u
@x3
¼ @
3u
@x3
þ gxxxðx; t;uÞ þ Oð2Þ;
@4u
@x4
¼ @
4u
@x4
þ gxxxxðx; t;uÞ þ Oð2Þ;
@5u
@x5
¼ @
5u
@x5
þ gxxxxxðx; t;uÞ þ Oð2Þ;
@6u
@x6
¼ @
6u
@x6
þ gxxxxxxðx; t;uÞ þ Oð2Þ;
@7u
@x7
¼ @
7u
@x7
þ gxxxxxxxðx; t;uÞ þ Oð2Þ; ð6Þ
where
g x ¼ DxðgÞ  uxDxðnÞ  utDxðsÞ;
gxx ¼ Dxðg xÞ  uxtDxðsÞ  uxxDxðnÞ;
gxxx ¼ DxðgxxÞ  uxxtDxðsÞ  uxxxDxðnÞ;
gxxxx ¼ DxðgxxxÞ  uxxxtDxðsÞ  uxxxxDxðnÞ;
gxxxxx ¼ DxðgxxxxÞ  uxxxxtDxðsÞ  uxxxxxDxðnÞ;
gxxxxxx ¼ DxðgxxxxxÞ  uxxxxxtDxðsÞ  uxxxxxxDxðnÞ;
gxxxxxxx ¼ DxðgxxxxxxÞ  uxxxxxxtDxðsÞ  uxxxxxxxDxðnÞ
and Dx denotes the total differentiation operator defined by
Dx ¼ @
@x
þ ux @
@u
þ uxx @
@ux
þ    :
Then the associated Lie algebra of symmetries is the set of vector
fields of the form
X ¼ sðx; t;uÞ @
@t
þ nðx; t;uÞ @
@x
þ gðx; t;uÞ @
@u
: ð7Þ
The vector field (7) is a Lie point symmetry of (5) provided
prð7ÞX Eð ÞjE¼0 ¼ 0: ð8Þ
Also, the invariance condition yields [20]
sðx; t;uÞjt¼0 ¼ 0 ð9Þ
and the ath extended infinitesimal related to Riemann–Liouville
fractional time derivative with (9) is given by [16,17]
g0a ¼
@ag
@ta
þ guaDtðsÞð Þ
@au
@ta
u@
agu
@ta
þl
X1
n¼1
a
n
 
Dnt ðnÞ Dant ðuxÞ
þ
X1
n¼1
a
n
 
@agu
@ta
 a
nþ1
 
Dnþ1t ðsÞ
 
Dant ðuÞ;
ð10Þ
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l ¼
X1
n¼2
Xn
m¼2
Xm
k¼2
Xk1
r¼0
a
n
 
n
m
 
k
r
 
1
k!
tna
Cðnþ 1 aÞ u½ 
r @
m
@tm
 ukr  @nmþkg
@tnm@uk
:
ð11Þ
It should be noted that we have l ¼ 0 when the infinitesimal g is
linear in u, because of the existence of the derivatives @
kg
@uk
; kP 2 in
the above expression.
Definition 1. The function u ¼ hðx; tÞ is an invariant solution of
Eq. (5) corresponding to the infinitesimal generator (7) if and
only if
(1) u ¼ hðx; tÞ satisfies Eq. (5).
(2) u ¼ hðx; tÞ is an invariant surface of (6), namely, it fulfils the
invariant surface condition
sðx; t; hÞht þ nðx; t; hÞhx ¼ gðx; t; hÞ:3. Lie symmetries and reductions for the time FSKI equation
Let us assume that the time FSKI equation (2) is invariant under
the one-parameter group of transformations (6) and so we have
@au
@ta
þ 252u3ux þ 63u3x þ 378uuxuxx þ 126u2uxxx þ 63u2xu3x
þ 42uxu4x þ 21uu5x þ u7x ¼ 0 ð12Þ
provided u ¼ uðx; tÞ satisfies (2). Using the point transformations (6)
in (12) we obtain the invariant equation
g0a þ ð756u2ux þ 378uxuxx þ 252uuxxx þ 21u5xÞg
þ ð252u3 þ 189u2x þ 378uuxx þ 42u4xÞg x þ ð378uux þ 63u3xÞgxx
þ ð126u2 þ 63u2xÞgxxx þ 42uxgxxxx þ 21ugxxxxx þ gxxxxxxx ¼ 0: ð13Þ
Substituting the values of g0a;g x;gxx;gxxx;gxxxx;gxxxxx and gxxxxxxx from
(6) and (10) into (13) and equating various powers of the deriva-
tives of u to zero, we obtain an overdetermined system of linear
equations. These are (with the aid of [21])
sx ¼ su ¼ nt ¼ nu ¼ guu ¼ 0;
a
n
 
@nt ðguÞ 
a
nþ 1
 
Dnþ1t ðsÞ ¼ 0; n ¼ 1;2;3; . . . ;
7n0ðxÞ  as0ðtÞ ¼ 0;
@at ðgÞ  u@at ðguÞ þ 252u3gx þ 126u2gxxx þ 21ugxxxxx þ gxxxxxxx ¼ 0:
Now solving the above equations, we obtain
n ¼ axc1 þ c2; s ¼ 7tc1; g ¼ 2auc1;
where c1 and c2 are arbitrary constants. Hence the infinitesimal
symmetry group of the time FSKI equation (2) is spanned by the
two vector fields
X1 ¼ @
@x
; X2 ¼ 7t @
@t
þ ax @
@x
 2au @
@u
: ð14Þ
In what follows, we perform similarity reductions, present the
reduced nonlinear fractional ordinary differential equations (ODEs)
and classify the corresponding group-invariant solutions of the
time FSKI equation (2) for the two Lie point symmetries (14).
Case 1. X1 ¼ @=@x. Integration of the invariant surface condition
dt
0
¼ dx
1
¼ du
0gives the similarity variables t and u. Thus, we have the ansatz
u ¼ f ðtÞ. Inserting this value of u into Eq. (2), we obtain the reduced
fractional ODE
@at f ðtÞ ¼ 0:
Solving the above equation yields the group-invariant solution
u ¼ a1ta1;
where a1 is an arbitrary constant of integration.
Case 2. X2 ¼ 7t@=@t þ ax@=@x 2au@=@u.
The similarity variables corresponding to the infinitesimal gen-
erator X2 can be obtained by solving the associated characteristic
equations given by
dt
7t
¼ dx
ax
¼ du2au :
Solving the above equations, we obtain the two invariants
I1 ¼ ut2a=7; I2 ¼ xta=7: ð15Þ
Thus, the symmetry X2 gives the group-invariant solution
u ¼ t2a=7gðnÞ; n ¼ xta=7; ð16Þ
where g is an arbitrary function of n. Using these invariants, Eq. (2)
tranforms to a special nonlinear ODE of fractional order. Thus, we
have the following theorem corresponding to this case.
Theorem 1. The similarity transformation (16) reduces (2) to the
following nonlinear ODE of fractional order:
P
19a7 ;a
7
a
g
 	
ðnÞ þ 252g3gn þ 63g3n þ 378ggngnn þ 126g2gnnn
þ 63g2ng3n þ 42gng4n þ 21gg5n þ g7n ¼ 0 ð17Þ
with the Erdelyi–Kober fractional differential operator [4]
Ps;ab g
 	
:¼
Yn1
j¼0
sþ j 1
b
n
d
dn
 
Ksþa;nab g
 	
ðnÞ; ð18Þ
n ¼ ½a þ 1; a R N;
a; a 2 N;


ð19Þ
where
Ks;ab g
 	
ðnÞ :¼
1
CðaÞ
R1
1 ðu 1Þa1uðsþaÞgðnu
1
bÞdu; a > 0;
gðnÞ; a ¼ 0;
(
ð20Þ
is the Erdelyi–Kober fractional integral operator.
(See also [18,20]). Let n 1 < a < n; n ¼ 1;2;3; . . .. Based on the
Riemann–Liouville fractional derivative for the similarity transfor-
mation (16), we have
@au
@ta
¼ @
n
@tn
1
Cðn aÞ
Z t
0
ðt  sÞna1s2a7 gðxsa7 Þds
 
: ð21Þ
Letting v ¼ t=s, one can get ds ¼ ðt=v2Þdv . Then Eq. (21) can be
written as
@au
@ta
¼ @
n
@tn
tn
9a
7
1
Cðn aÞ
Z 1
1
ðv  1Þna1vðnþ19a7 Þgðnva7Þdv
 
:
ð22Þ
If one uses the definition of Erdelyi–Kober fractional integral
operator (20), then Eq. (22) becomes
@au
@ta
¼ @
n
@tn
tn
9a
7 K
12a7 ;na
7
a
g
 	
ðnÞ
h i
: ð23Þ
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consideration n ¼ xta7 ;/ 2 C1ð0;1Þ, we can obtain
t
@
@t
/ðnÞ ¼ tx a
7
 	
t
a
71/0ðnÞ ¼ a
7
n
@
@n
/ðnÞ: ð24Þ
Thus, we have
@n
@tn
tn
9a
7 K
12a7 ;na
7
a
g
 	
ðnÞ
h i
¼ @
n1
@tn1
@
@t
tn
9a
7 K
12a7 ;na
7
a
g
 	
ðnÞ
 	 
¼ @
n1
@tn1
tn
9a
7 1 n9a
7
a
7
n
@
@n
 
K
12a7 ;na
7
a
g
 	
ðnÞ
 
:
ð25Þ
Repeating the same procedure n 1 times, one can obtain
@n
@tn
tn
9a
7 K
12a7 ;na
7
a
g
 	
ðnÞ
h i
¼ @
n1
@tn1
@
@t
tn
9a
7 K
12a7 ;na
7
a
g
 	
ðnÞ
 	 
¼ @
n1
@tn1
tn
9a
71 n 9a
7
 a
7
n
@
@n
 
K
12a7 ;na
7
a
g
 	
ðnÞ
 
..
.
¼ t9a7
Yn1
j¼0
1 9a
7
þ j a
7
n
d
dn
 
K
12a7 ;na
7
a
g
 	
ðnÞ: ð26Þ
Using the definition of the Erdélyi–Kober fractional differential
operator (18) in the above, we get
@n
@tn
tn
9a
7 K
12a7 ;na
7
a
g
 	
ðnÞ
h i
¼ t9a7 P19a7 ;a7
a
g
 	
ðnÞ: ð27Þ
Now substituting (27) into (23), we obtain an expression for the
time fractional derivative
@au
@ta
¼ t9a7 P19a7 ;a7
a
g
 	
ðnÞ:
Thus, the time FSKI equation (2) can be reduced into a fractional
order ODE
P
19a7 ;a
7
a
g
 	
ðnÞ þ 252g3gn þ 63g3n þ 378ggngnn þ 126g2gnnn
þ 63g2ng3n þ 42gng4n þ 21gg5n þ g7n ¼ 0: ð28Þ
This completes the proof of the theorem.4. Conservation laws
We now construct the conservation laws of the FSKI equation
(2). However, we first recall some basic definitions including the
definitions of derivative and integral operators that we use in our
work. The Riemann–Liouville left-sided time-fractional derivative
0D
a
t u ¼ Dnt 0Inat u
 
and the left-sided time-fractional integral of order n a, namely,
0I
na
t defined by
0I
na
t u
 ðx; tÞ ¼ 1
Cðn aÞ
Z t
0
uðh; xÞ
ðt  hÞ1nþa
dh;
will be employed. Here CðzÞ denotes the Gamma function, Dt is the
operator of differentiation with respect to t and n ¼ ½a þ 1 [27].
A conservation law for Eq. (2) is written as
DtðCtÞ þ DxðC xÞ ¼ 0;
which holds for all solutions uðx; tÞ of the Eq. (2).We now use Ibragimov method [38] for constructing the con-
servation laws of Eq. (2). It can easily be seen that the FSKI equa-
tion (2) has the formal Lagrangian
L ¼ vðt; xÞ @
au
@ta
þ 252u3ux þ 63u3x þ 378uuxuxx þ 126u2uxxx

þ63u2xu3x þ 42uxu4x þ 21uu5x þ u7x

;
where vðt; xÞ is a new dependent variable. The Euler–Lagrange oper-
ator is [26,27]
d
du
¼ @
@u
þ Dat
  @
@Dat u
 Dx @
@ux
þ D2x
@
@uxx
 D3x
@
@uxxx
þ D4x
@
@u4x
 D5x
@
@u5x
 D7x
@
@u7x
;
where Dat
  is the adjoint operator of Dat .
The adjoint equation to Eq. (2) is given by [38]
dL
du
¼ 0:
Also, we have [38]
X þ DtðsÞI þ DtðnÞI ¼ W dduþ DtN
t þ DxN x;
where I is the identity operator, NtandNx are the Noether operators,
and the prolonged vector field X is defined by
X ¼ s @
@t
þ n @
@x
þ g @
@u
þ g0a
@
@Dat u
þ g x @
@ux
þ gxx @
@uxx
þ gxxx @
@uxxx
þ gxxxx @
@uxxxx
þ gxxxxx @
@uxxxxx
þ gxxxxxx @
@uxxxxxx
þ gxxxxxxx @
@uxxxxxxx
and the Lie characteristic function W is given by
W ¼ g sut  nux:
In the case when Riemann–Liouville time-fractional derivative
is used in Eq. (2), the operator Nt is given by [26–28]
Nt ¼ slþ
Xn1
k¼0
ð1Þk0Da1kt ðWÞDkt
@
@0D
a
t u
 ð1ÞnJ W;Dnt
@
@0D
a
t u
 
ð29Þ
with J defined by
Jðf ; gÞ ¼ 1
Cðn aÞ
Z t
0
Z T
t
f ðs; xÞgðl; xÞ
ðl sÞaþ1n
dldt: ð30Þ
For the seventh-order space derivatives, the operator Nx is given by
Nx¼nlþW @
@ux
Dx @
@uxx
þD2x
@
@uxxx
D3x
@
@u4x
þD4x
@
@u5x
D5x
@
@u6x
þD6x
@
@u7x
 
þDxðWÞ @
@uxx
Dx @
@uxxx
þD2x
@
@u4x
D3x
@
@u5x
þD4x
@
@u6x
D5x
@
@u7x
 
þD2x ðWÞ
@
@uxxx
Dx @
@u4x
þD2x
@
@u5x
D3x
@
@u6x
þD4x
@
@u7x
 
þD3x ðWÞ
@
@u4x
Dx @
@u5x
þD2x
@
@u6x
D3x
@
@u7x
 
þD4x ðWÞ
@
@u5x
Dx @
@u6x
þD2x
@
@u7x
 
þD5x ðWÞ
@
@u6x
Dx @
@u7x
 
þD6x ðWÞ
@
@u7x
: ð31Þ
The invariance condition for any given generator X of (2) and its
solutions reads
XLþ DtðsÞLþ DxðnÞL
 jð2Þ ¼ 0 ð32Þ
and consequently the conservation law of Eq. (2) can be written as
326 E. Yasar et al. / Results in Physics 6 (2016) 322–328DtðNtLÞ þ DxðNxLÞ ¼ 0: ð33Þ
Now, we present the conservation laws of Eq. (2) using the
above formalism. We consider two subcases corresponding to the
order of a.
Case 1.When a 2 ð0;1Þ, with the help of (29) and (30), the com-
ponents of the conserved vectors are
Cti ¼ sLþ ð1Þ00Da1t ðWiÞD0t
@L
@ 0D
a
t u
  ð1Þ1J Wi;D1t @L@ 0Dat u 
 !
¼ 0Da1t ðWiÞv þ J Wi;v tð Þ;
Cxi ¼nLþWi
@L
@ux
Dx @L
@uxx
þD2x
@L
@uxxx
D3x
@L
@u4x
þD4x
@L
@u5x
D5x
@L
@u6x
þD6x
@L
@u7x
 
þDxðWiÞ @L
@uxx
Dx @L
@uxxx
þD2x
@L
@u4x
D3x
@L
@u5x
þD4x
@L
@u6x
D5x
@L
@u7x
 
þD2x ðWiÞ
@L
@uxxx
Dx @L
@u4x
þD2x
@L
@u5x
D3x
@L
@u6x
þD4x
@L
@u7x
 
þD3x ðWiÞ
@L
@u4x
Dx @L
@u5x
þD2x
@L
@u6x
D3x
@L
@u7x
 
þD4x ðWiÞ
@L
@u5x
Dx @L
@u6x
þD2x
@L
@u7x
 
þD5x ðWiÞ
@L
@u6x
Dx @L
@u7x
 
þD6x ðWiÞ
@L
@u7x
¼ Wifv 252u3 þ 189u2x þ 378uuxx þ 42u4x
 
 Dx v 378uux þ 63u3xð Þð Þ þ D2x v 126u2 þ 63u2x
   D3x 42vuxð Þ
þ D4x 21vuð Þ þ D6xvg
þ DxðWiÞ v 378uux þ 63u3xð Þ  Dx v 126u2 þ 63u2x
  
þ D2x 42vuxð Þ  D3x 21vuð Þ  D5xv

þ D2x ðWiÞ v 126u2 þ 63u2x
  Dx 42vuxð Þ þ D2x 21vuð Þ þ D4xvn o
þ D3x ðWiÞ 42vux  Dx 21vuð Þ  D3xv
n o
þ D4x ðWiÞ 21vuþ D2xv
n o
 vxD5x ðWiÞ þ vD6x ðWiÞ;
where i ¼ 1;2 and the Lie characteristics functions Wi are given by
W1 ¼ ux; W2 ¼ 2au 7tut  axux:
Case 2. When a 2 ð1;2Þ, likewise as before the components of
conserved vectors are given by
Cti ¼ sLþ ð1Þ00Da1t ðWiÞD0t
@L
@ 0D
a
t u
  ð1Þ1J Wi;D1t @L@ 0Dat u 
 !
þ ð1Þ10Da2t ðWiÞD1t
@L
@ 0D
a
t u
  ð1Þ2J Wi;D2t @L@ 0Dat u 
 !
¼ v 0Da1t ðWiÞ þ J Wi;v tð Þ  v t 0Da2t ðWiÞ  J Wi; v ttð Þ;
Cxi ¼nLþWi
@L
@ux
Dx @L
@uxx
þD2x
@L
@uxxx
D3x
@L
@u4x
þD4x
@L
@u5x
D5x
@L
@u6x
þD6x
@L
@u7x
 
þDxðWiÞ @L
@uxx
Dx @L
@uxxx
þD2x
@L
@u4x
D3x
@L
@u5x
þD4x
@L
@u6x
D5x
@L
@u7x
 
þD2x ðWiÞ
@L
@uxxx
Dx @L
@u4x
þD2x
@L
@u5x
D3x
@L
@u6x
þD4x
@L
@u7x
 
þD3x ðWiÞ
@L
@u4x
Dx @L
@u5x
þD2x
@L
@u6x
D3x
@L
@u7x
 
þD4x ðWiÞ
@L
@u5x
Dx @L
@u6x
þD2x
@L
@u7x
 
þD5x ðWiÞ
@L
@u6x
Dx @L
@u7x
 
þD6x ðWiÞ
@L
@u7x¼ Wifv 252u3 þ 189u2x þ 378uuxx þ 42u4x
 
 Dx v 378uux þ 63u3xð Þð Þ
þ D2x v 126u2 þ 63u2x
   D3x 42vuxð Þ þ D4x 21vuð Þ þ D6xvg
þ DxðWiÞ v 378uux þ 63u3xð Þ  Dx v 126u2 þ 63u2x
 
þD2x 42vuxð Þ  D3x 21vuð Þ  D5xv
o
þD2x ðWiÞ v 126u2 þ 63u2x
  Dx 42vuxð Þ þ D2x 21vuð Þ þ D4xvn o
þD3x ðWiÞ 42vux  Dx 21vuð Þ  D3xv
n o
þ D4x ðWiÞ 21vuþ D2xv
n o
vxD5x ðWiÞ þ vD6x ðWiÞ;
where i ¼ 1;2 and functions Wi are given by
W1 ¼ ux; W2 ¼ 2au 7tut  axux:5. Exact travelling wave solutions of the time FSKI equation
In this section we construct exact travelling wave solutions of
the time FSKI equation (2). For this aim, we consider the fractional
derivative appears in the Eq. (2) in the sense of modified Riemann–
Liouville derivative. The Jumarie’s modified Riemann–Liouville
derivative [46] of order a is defined by the following expression
Dat f ðtÞ ¼
1
Cð1aÞ
d
dt
R t
0 ðt  nÞa f ðnÞ  f ð0Þð Þdn; 0 < a < 1;
f ðnÞðtÞ
h iðanÞ
; n 6 a < nþ 1; nP 1:
8<
: ð34Þ
where f : R ! R; t ! f ðtÞ denotes a continuous (but not necessarily
first-order-differentiable) function and Cð:Þ is the Gamma function
defined by:
CðaÞ ¼ limn!1 n!n
a
aðaþ 1Þðaþ 2Þ . . . ðaþ nÞ ð35Þ
Modified Riemann–Liouville derivative has the following
important property:
Dat t
c ¼ Cðcþ 1Þ
Cðcþ 1 aÞ t
ca; c > 0: ð36Þ5.1. Description of the sub-equation method
In this subsection, we employ the sub-equation method, which
was developed by Zhang and Zhang [12]. We recall this method
here.
We consider the NLFPDEs of the type [12,20]
Pðu;ut ;ux;Dat u;Daxu; . . .Þ ¼ 0; 0 < a 6 1; ð37Þ
where u is an unknown function, F is a polynomial of u and its par-
tial fractional derivatives, Daxu and D
a
t u are the modified Riemann–
Liouville derivatives of u with respect to t and x, respectively. We
present the main steps of the sub-equation method.
Step 1: By making use of the travelling wave transformation
uðx; tÞ ¼ uðnÞ; n ¼ xþ ct; ð38Þ
where c is a nonzero constant to be determined later, we can
rewrite (37) in the following nonlinear fractional ordinary differen-
tial equation (NFODE):
Pðu; cu0;u0; caDanu;Danu; . . .Þ ¼ 0; 0 < a 6 1: ð39Þ
Step 2: According to sub-equation method, we assume that the
travelling wave solution can be expressed in the form
uðnÞ ¼ a0 þ
Xn
i¼1
aið/ðnÞÞi; ð40Þ
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positive integer which is determined by balancing the highest order
derivatives and nonlinear terms in (37) and the function /ðnÞ satis-
fies the fractional Riccati equation
Dan/ðnÞ ¼ rþ /2ðnÞ; ð41Þ
where r is a constant. Some special solutions of the fractional Ric-
cati equation (41) are
/ðnÞ ¼
 ﬃﬃﬃﬃﬃﬃﬃrp tanha ﬃﬃﬃﬃﬃﬃﬃrp n ; r < 0;
 ﬃﬃﬃﬃﬃﬃﬃrp cotha ﬃﬃﬃﬃﬃﬃﬃrp n ; r < 0;ﬃﬃﬃ
r
p
tana
ﬃﬃﬃ
r
p
n
 
; r > 0;
 ﬃﬃﬃrp cota ﬃﬃﬃrp n ; r > 0;
 Cð1þaÞnaþx ; x ¼ const:; r ¼ 0:
8>>>><
>>>>:
ð42Þ
Step 3: Substituting (40) into (39) and setting the coefficients of
/i to be zero, one obtains an over-determined nonlinear algebraic
system in ai (i ¼ 1; . . . ;n) and c.
Step 4: Then substituting these constants and the solutions of
(41) into (40), we get the exact travelling solutions of the Eq. (37).
5.2. Application of the sub-equation method to the time FSKI equation
We now implement sub-equation method to Eq. (2). Firstly, we
make use of the travelling wave transformation
uðx; tÞ ¼ uðnÞ; n ¼ xþ ct;
where c is a constant and transform Eq. (2) into a nonlinear frac-
tional ODE
caDanuþ 252u3un þ 63u3n þ 378uununn þ 126u2unnn þ 63u2nu3n
þ 42unu4n þ 21uu5n þ u7n ¼ 0: ð43Þ
We now suppose that Eq. (43) has the solution in the form
uðnÞ ¼ a0 þ
Xn
i¼1
ai/ðnÞi; ð44Þ
where ai (i ¼ 1; . . . ;n) are constants to be determined and / satisfies
the fractional Riccati equation (41). Balancing the highest order
derivative terms with nonlinear terms in Eq. (43), we get n ¼ 2
and hence
uðnÞ ¼ a0 þ a1/þ a2/2: ð45Þ
We then substitute Eq. (45) along with Eq. (41) into Eq. (43)
then collect the coefficients of /i and equate them to zero. We
obtain a set of algebraic equations in c; a0; a1 and a2. Solving these
algebraic equations with the help of Maple, we get the following
two cases:
Case 1:
a1 ¼ 0; a2 ¼2; c ¼ ð252a30 1008a20r 1344a0r2 608r3Þ
1
a:
Thus, from (42), we obtain five types of exact travelling wave
solutions of Eq. (2), namely
u1ðx; tÞ ¼ a0  2 
ﬃﬃﬃﬃﬃﬃﬃrp tanha ﬃﬃﬃﬃﬃﬃﬃrp ðxþ ctÞ  2; r < 0;
u2ðx; tÞ ¼ a0  2 
ﬃﬃﬃﬃﬃﬃﬃrp cotha ﬃﬃﬃﬃﬃﬃﬃrp ðxþ ctÞ  2; r < 0;
u3ðx; tÞ ¼ a0  2
ﬃﬃﬃ
r
p
tana
ﬃﬃﬃ
r
p ðxþ ctÞ  2; r > 0;
u4ðx; tÞ ¼ a0  2 
ﬃﬃﬃ
r
p
cota
ﬃﬃﬃ
r
p ðxþ ctÞ  2; r > 0;
u5ðx; tÞ ¼ a0  2  Cð1þ aÞðxþ ctÞa þx
 2
; x ¼ const:; r ¼ 0;
where a0 is an arbitrary constant.Case 2:
a0 ¼ 8r=3; a1 ¼ 0; a2 ¼ 4; c ¼ ð256r3=3Þ
1
a:
Likewise for this case, we also obtain five types of exact travel-
ling solutions of Eq. (2) given by
u1ðx; tÞ ¼ 8r3  4 
ﬃﬃﬃﬃﬃﬃﬃrp tanha ﬃﬃﬃﬃﬃﬃﬃrp ðxþ ctÞ  2; r < 0;
u2ðx; tÞ ¼ 8r3  
ﬃﬃﬃﬃﬃﬃﬃrp cotha ﬃﬃﬃﬃﬃﬃﬃrp ðxþ ctÞ  2; r < 0;
u3ðx; tÞ ¼ 8r3  4
ﬃﬃﬃ
r
p
tana
ﬃﬃﬃ
r
p ðxþ ctÞ  2; r > 0;
u4ðx; tÞ ¼ 8r3  4 
ﬃﬃﬃ
r
p
cota
ﬃﬃﬃ
r
p ðxþ ctÞ  2; r > 0;
u5ðx; tÞ ¼ 8r3  4 
Cð1þ aÞ
ðxþ ctÞa þx
 2
; x ¼ const:; r ¼ 0:6. Concluding remarks
In this work, we applied the Lie group analysis to time FSKI
equation (2) based in the sense of Riemann–Liouville derivative.
We obtained two– dimensional Lie symmetry algebra for (2). Using
the nontrivial Lie point symmetry generator, we have shown that
time FSKI equation can be transformed into a NFODE. Next, we
constructed conservation laws for the time FSKI equation via Ibrag-
imov’s nonlocal conservation theorem adapted to the time frac-
tional partial differential equations. In addition, using the sub-
equation method, we obtained hyperbolic, trigonometric and
rational solutions to time FSKI equation (2). The exact solutions
obtained here can be used as benchmarks against the numerical
simulations. Furthermore, the exact solutions and conservation
laws obtained in this paper might be very useful in various areas
of applied mathematics in interpreting some physical phenomena.
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