Given a pair of graphs G and H,
Introduction
For a pair of graphs G and H, the Ramsey number R(G, H) is defined to be the minimum N such that every red-blue coloring of the edges of the complete graph K N contains a red copy of G or a blue copy of H. An old theorem of Ramsey states that R(K n , K n ) is finite and therefore R(G, H) is well-defined for any G, H. It is sometimes quite difficult to compute the Ramsey number. Indeed, the inequalities 2 n/2 ≤ R(K n , K n ) ≤ 4
The dependency between |T | and |H| in the above theorem is tight up to the log |H| factors. Indeed for |T | ≤ m = |K k m |/k, no tree T is K k m -good for the balanced complete multipartite graph K k m . To see this, consider, an edge colouring of a complete graph on (2k − 1)(|T | − 1) + 1 vertices consisting of 2k − 1 red cliques of size |T | − 1, with all other edges blue. It is easy to check that this graph has no red T and no blue K k m showing that R(T, K k m ) ≥ (2k − 1)(|T | − 1) + 1 > (k − 1)(|T | − 1) + m.
In the proof of Theorem 1.1, we first consider the case where our tree T has many leaves. In this case, we are able to obtain the following stronger result. Theorem 1.2. Let T be a tree with l leaves and maximum degree at most ∆, and let H be a graph satisfying l ≥ 13∆|H| + 1. Then T is H-good. 
Overview Notation
For a graph G, we let E(G) denote the set of edges of G. We define K k m to be the complete k-partite graph with each part having size m, where we let K 1 m denote the empty graph on m vertices. Also let K m 1 ,...,m k be the complete multipartite graph with parts of size m 1 , . . . , m k . For a graph G and vertex x, we let N (x) = N G (x) = {y ∈ G : xy ∈ E(G)} denote the neighborhood of x. We analogously let d G (x) = |N G (x)| denote the degree of x and ∆(G) denote the maximum degree of a vertex in G. For any subset S ⊆ G, we define the neighborhood N (S) = N G (S) = x∈S N G (x)\S.
Proof outline
We are given a tree T with n vertices and a graph H with χ(H) = k and σ(H) = m 1 , and we would like to show that any graph G on (n − 1)(k − 1) + m 1 vertices either has a copy of T , or G c has a copy of H. Note that as long as k and m 1 are fixed, adding more edges to H only makes the problem more difficult. Indeed, if we let m 1 ≤ . . . ≤ m k be the sizes of the parts in a k-coloring of H, then a graph not containing H also doesn't contain K m 1 ,...,m k . Because of this we will actually prove the following slightly stronger version of Theorem 1.1.
Theorem 2.1. For all ∆ and k there exists a constant C ∆,k such for any tree T with max degree at most ∆ and numbers m 1 ≤ m 2 ≤ · · · ≤ m k with |T | ≥ C ∆,k m k log 4 m k , the tree T is K m 1 ,m 2 ,...,m kgood.
Assume that we are given a graph G on (n − 1)(k − 1) + m 1 vertices such that G c has no copy of K m 1 ,...,m k . To prove Theorem 2.1 we need to show that G has a copy of T . Notice that since G c has no copy of K m 1 ,...,m k , we have that G c has no copy of K k m k and most of the time we will only use this weaker assumption.
A bare path in a graph is a path such that all interior vertices have degree 2. It is a well known result (see eg. Lemma 2.1 in [15] ) that a tree either has many leaves or many long bare paths.
Lemma 2.2. For any integers n, r > 2, a tree on n vertices either has at least n/4r leaves or a collection of at least n/4r vertex disjoint bare paths of length r each.
So we structure our paper into two parts. In section 3, we suppose our tree T has many leaves. We first describe the case k = 2, i.e. so that H = K m 1 ,m 2 is a complete bipartite graph. Then we observe, as in [19, 20] , that a graph whose complement does not contain a complete bipartite graph has the property that large sets expand. After removing a small number of vertices, we obtain a graph which is an expander. We then make use of a theorem of Haxell [14] in order to embed the tree without leaves in our expander, and a generalization of Hall's theorem to connect the leaves and complete the embedding. We then proceed by induction on k. In particular, we prove Theorem 1.2 as a corollary.
In section 4, we consider instead the case where our tree has few leaves, and therefore many long bare paths by Lemma 2.2. In section 4.1 we consider the case k = 2, and again obtain an expander as above. We will often need to find disjoint paths of prescribed length between pairs of vertices, so we make the following definition. Definition 2.3. For two sets X and W in a graph, we say that (X, W ) is (s, d − , d + )-linked system if the following holds. Suppose that we have distinct vertices x 1 , y 1 , . . . , x s , y s ∈ X, and integers
Then there are disjoint paths P 1 , . . . , P s with P i going from x i to y i , P i internally contained in W , and P i having length d i .
We then follow the approach of Montgomery [16] , who shows that an expander is a (s, d − , d+)-linked system for some appropriate choices of s, d − , d + (Lemma 4.5 and Theorem 4.7.) Thus we first apply Haxell's theorem in order to embed the tree with the paths removed and then apply Montgomery's result to find the required bare paths, completing the embedding. We finish section 4.1 by combining the results for trees with many leaves and few leaves, thereby verifying Theorem 2.1 for k = 2.
In section 4.2 we consider the case k ≥ 3. We first find k − 1 disjoint subsets in G so that they are sufficiently large and there are no edges between any 2 parts, and then make each of the parts an expander by removing a few vertices. Next we look for sufficiently many short (length at most 3) paths between the k − 1 parts and create an auxiliary graph on [k − 1] where there is an edge between i and j iff there are sufficiently many short paths between parts i and j.
If the auxiliary graph is nonempty, we take any nonempty connected component of it and consider the subgraph consisting of the parts of our original graph corresponding to that component, together with the short paths between them. Since each part is an expander and therefore a linked system by Montgomery [16] and there are many short paths connecting the linked systems, we can conclude that the whole subgraph is a linked system (Lemma 4.13.) By also considering the neighborhoods of the parts, we are able to find a copy of our tree with the paths removed, as well as the forest of those paths. We then use the linked system in order to connect the required paths, completing the embedding (Lemma 4.11.)
Otherwise if the auxiliary graph is empty, then the neighborhoods of the k − 1 parts in our original graph are sets that have no edges between them and have size at least .9n, so that our graph is close to the extremal construction. This case is dealt with separately in Lemma 4.15. By removing a few vertices from each set, we make each set an expander. Now if there is a vertex v outside of the sets that has at least ∆ neighbors to at least 2 sets, then because we can find a vertex that separates the tree into 2 forests with size at most 2n/3, we can apply a generalization of Haxell's theorem (Lemma 3.1) to find the 2 forests in those 2 sets with roots being exactly the neighbors of v, thus finding a copy of T .
Otherwise if all vertices outside the sets have at least ∆ neighbors to at most 1 set, then we can place them in the set in which they have the most neighbors. This creates a partition of G into k − 1 parts with the property that no vertex in a part has more than ∆ neighbors to any other part. Finally, we remove a few vertices from each part to make them expanders. If all the parts have at most n − 1 vertices, then we must have removed at least m 1 vertices, and so we can take these vertices together with appropriate subsets of size m 2 , . . . , m k of the k − 1 parts to get a copy of K m 1 ,...,m k in G c , a contradiction. Hence there must be some part with at least n vertices. Since this part is also an expander and has no copy of K 2 m k , we can apply the result for k = 2 to obtain a copy of T .
Embedding a tree with many leaves
To deal with the case where where our tree has many leaves, we will need a result of Haxell [14] , which lets us embed a bounded degree tree with prescribed root into a graph with sufficient expansion. In section 4.2, we will actually need a generalization of this result to forests, so we state the more general version in the following lemma. For a proof of Lemma 3.1, we refer the reader to the appendix. Lemma 3.1. Let ∆, M, t and m be given. Let X = {x 1 , . . . , x t } be a set of vertices in a graph G. Suppose that we have rooted trees T x 1 , . . . , T xt satisfying
Suppose that for all S with m ≤ |S| ≤ 2m we have |N (S)| ≥ M + 10∆m, and for S with |S| ≤ m we have |N (S) \ X| ≥ 4∆|S|.
Then we can find disjoint copies of the trees T x 1 , . . . , T xt in G such that for each i, T x i is rooted at x i . In addition for all S ⊆ T x 1 ∪ . . . ∪ T xt with |S| ≤ m, we have
As a corollary, we can embed a large bounded degree tree into a graph whose complement does not contain K m 1 ,m 2 . Proof. Since every forest F is a subgraph of some tree on |F | vertices, without loss of generality we may suppose that T is a tree.
Since G c does not contain K m 1 ,m 2 , we have that for any S ⊆ G with
contradicting the assumption of the lemma. For any S ⊂ G ′ with m 1 ≤ |S| ≤ 2m 1 we have
Thus we may apply Lemma 3.1 with the graph G ′ , m = m 1 , X = {x} for any vertex x, and the tree T x = T , to obtain that G ′ contains a copy of T . Moreover, for all S ⊆ T with |S| ≤ m 1 , we have
We will also need the following extension of Hall's theorem.
Lemma 3.3. Given a bipartite graph (A, B) and a function l :
We are now ready to prove that a bounded degree tree with sufficiently many leaves is K m 1 ,...,m kgood. Proof. Let n = |T |. We proceed by induction on k. For k = 1, any graph on m 1 vertices trivially contains K 1 m 1 as a subgraph (since K 1 m is the graph with m vertices and no edges.) Now suppose k ≥ 2 and let G be a graph with (k−1)(n−1)+m 1 vertices such that G c does not contain
..,m k−1 , or else we could take it together with an m k vertex subset of S to get a K m 1 ,...,m k in G c . Thus we may apply induction to N G c (S) to conclude that it contains a copy of T .
Otherwise, we have that for all S ⊆ G with |S| ≥ m k , |N G (S)| ≥ n − |S|. For sets S with |S| = m k , this is equivalent to G c not containing K m k ,m ′ for m ′ = (k − 2)(n − 1) + m 1 . Now let T ′ be the subtree of T with all leaves removed and fix x 1 ∈ G to be any vertex. Using l ≥ 13∆m k + 1 we have
Combining this with |T ′ | = n − l, we can apply Corollary 3.2 to conclude that G contains a copy of T ′ rooted at x 1 . Now let P be the vertices of T ′ to which we need to connect leaves in order to get T , and let l(v) be the number of leaves to attach for each v ∈ P . From the last part of Corollary 3.2, we have that for any S ⊆ P with |S| ≤ m k ,
Moreover, for any S ⊆ P with |S| ≥ m k , we have |N G (S)| ≥ n − |S| which implies
Thus we may apply Lemma 3.3 to complete the embedding of T .
Theorem 1.2 now follows immediately.
Proof of Theorem 1.2. Let n = |T |, k = χ(H) and m 1 ≤ . . . ≤ m k be the sizes of the color classes in a k-coloring of H, so that m 1 = σ(H). Let G be a graph on (n−1)(k −1)+m 1 vertices such that G c has no copy of H. Then G c has no copy of K m 1 ,...,m k , and we have that ℓ ≥ 13∆|H|+1 ≥ 13∆m k +1, so by Lemma 3.4 G must contain a copy of T .
Embedding a tree with few leaves
If a bounded degree tree doesn't have many leaves, then it has many long bare paths by Lemma 2.2, so it remains to embed such trees. We will need the following definitions and lemmas of Montgomery [16] . First we define a notion of expansion into a subset of a graph.
We state some basic properties of expansion.
Proof. (i) follows directly from the definition. For (ii), condition 2 follows immediately. For condition 1, let
by condition 2 of d-expansion. It follows that
The proof of (iii) is similar to that of (ii). The interesting case to check is when
by condition 2 of d-expansion. Notice that
We will also need a useful decomposing property of this expansion.
Lemma 4.4 (Lemma 2.3 of Montgomery [16] ). There exists n 0 such that for k, n ∈ N with n ≥ n 0 and k ≤ log n, if we have
The following lemma will be crucial for section 4.2. It allows us to simultaneously find many paths of prescribed lengths between endpoints in an expander graph.
Lemma 4.5 (Lemma 3.2 of Montgomery [16] ). Let G be a graph with n vertices, where n is sufficiently large, and let d = 160 log n/ log log n. Suppose r, k 1 , . . . , k r are integers with 4⌈log n/ log log n⌉ ≤ k i ≤ n/40, for each i, and i k i ≤ 3|W |/4. Suppose G contains disjoint vertex pairs (x i , y i ), 1 ≤ i ≤ r, and let W ⊂ G be disjoint from these vertex pairs.
If G d-expands into W , then we can find disjoint paths P i , 1 ≤ i ≤ r,with interior vertices in W , so that each path P i is an x i , y i -path with length k i .
It will be convenient for us to restate the previous lemma using the definition of a linked system. Corollary 4.6. Let n, s ∈ N and c = 160 log n/ log log n. Suppose that G is a graph on n vertices and W ⊆ G such that n ≥ |W | + 2s and G c-expands
log n log log n and d + = |W | 40s .
Proof. This follows immediately from Lemma 4.5 and the definition of (s,
Lemma 4.5 shows that if a graph G expands into a set W , then it is possible to cover 3/4 of W by disjoint paths of prescribed length. The following theorem shows that, under similar assumptions to Lemma 4.5, it is possible to cover all of W by such paths.
Theorem 4.7 (Theorem 4.3 of Montgomery [16] ). Let n be sufficiently large and let l ∈ N satisfy l ≥ 10 3 log 2 n and l|n. Let a graph G contain n/l disjoint vertex pairs (x i , y i ) and let W = G\(∪ i {x i , y i }). Suppose G d-expands into W , where d = 10 10 log 4 n/ log log n. Then we can cover G with n/l disjoint paths P i of length l − 1, so that P i is an x i , y i -path.
Montgomery uses the above theorem to embed a spanning tree with many long bare paths in an expander. The idea is to first find a copy of the tree with the bare paths removed, and then apply Theorem 4.7 to find the paths. We will use this theorem for the same purpose in section 4.1.
The case k = 2
If we have a graph with at least n vertices for which small sets expand and whose complement does not contain K 2 m , then we can find an embedding of the tree via Theorem 4.7, as in Montgomery [16] .
Lemma 4.8. Let n, m, ∆ ∈ N with n sufficiently large relative to ∆ and let d = 4 · 10 12 log 4 n log log n , r = ⌈10 3 log 2 n⌉, such that n ≥ 2(d + 1)m. Let T be a tree with n vertices, ∆(T ) ≤ ∆, and at least n/(4r) disjoint bare paths of length r. If G is a graph with n ′ vertices such that n ′ ≥ n, G c does not contain K 2 m , and for all S ⊂ G with |S| ≤ m, |N (S)| ≥ d|S|, then G contains a copy of T .
Proof. If n ′ ≥ n + 13∆m + m then G contains a copy of T by Corollary 3.2. Otherwise we have n ≤ n ′ < n + 13∆m + m = n(1 + o (1)). We first note that G is an (n ′ , d)-expander. Indeed, for any S ⊆ G with 1 ≤ |S| ≤ m we have |N (S)| ≥ d|S| by assumption. For S ⊆ G with m ≤ |S| < ⌈n ′ /(2d)⌉, using n ′ ≥ 2(d + 1)m and the K 2 m -freeness of G c we have
so the first condition holds. Moreover, since G c does not have K 2 m and ⌈n ′ /(2d)⌉ ≥ m, the second condition holds as well. Now let T ′ be T with the interior vertices of the n/4r bare paths of length r deleted. Then |T ′ | = 3n/4 + n/(4r). Let n 1 = n ′ − n/8 and n 2 = n/8. Then if we let d i = n i 5n ′ d, we can apply Lemma 4.4 to partition G into G 1 and G 2 such that |G i | = n i and G d i -expands into G i . Note that m = o(n) and hence
Morever, G c 1 has no K 2 m so we conclude by Corollary 3.2 that G 1 contains a copy of T ′ . Let (x i , y i ) be the disjoint vertex pairs in the copy of T ′ that need to be connected by paths to get T . Let G ′ be any subgraph of G of size (r + 1)n/4r containing G 2 ∪ ( i {x i , y i }), and let W = G ′ \ ( i {x i , y i }). Since G 2 ⊆ W , we may apply Lemma 4.3 (i), (ii) to conclude that G ′ d 2 -expands into W . We have
′ ≥ d/41 ≥ 10 10 log 4 n/ log log n ≥ 10 10 log 4 |G ′ |/ log log |G ′ |.
By Lemma 4.3 (iii), G ′ 10 10 log 4 |G ′ |/ log log |G ′ |-expands into W . Since |G ′ | ≤ n, we have and r + 1 ≥ 10 3 log 2 |G ′ |. Combining these, we can apply Theorem 4.7 with l = r + 1, G = G ′ , and d = 10 10 log 4 |G ′ |/ log log |G ′ | to conclude that the pairs (x i , y i ) can be connected by disjoint paths of length r in G ′ , completing the embedding of T .
Putting Lemma
Indeed, otherwise we would have |N (X ∪ S)| < d|X ∪ S|, so by maximality of X this would imply m 1 ≤ |X ∪ S| ≤ 2m 1 . But then 
The case k ≥ 3
We first extend Corollary 3.2 to show that we can embed a large bounded degree tree into a graph whose complement does not contain K k m .
Lemma 4.9. Let ∆, k, m ∈ N be given, T a tree with ∆(T ) ≤ ∆, and G a graph with |G| ≥ (k − 1)(|T | + 13∆m) + m such that G c does not contain K k m . Then G contains a copy of T . Moreover, for k ≥ 3, we observe that we can embed much larger bounded degree forests than trees. This makes sense in view of the Burr's construction showing (1) -it does not have a tree on n vertices, but it has a forest made of k − 1 trees each of size n − 1. Proof. We first apply Lemma 4.9 to obtain a copy of T a in G. Now we let G ′ = G\T a and apply Lemma 4.9 to G ′ to obtain a copy of T b in G ′ .
The following lemma lets us find a copy of T in a sufficiently large graph which contains a linked system and whose complement is K k m -free, but does contain K k−1 u , for a sufficiently large u. The idea of the proof is to break up our tree into three parts-two forests T a , T b , and a collection of bare paths joining the forests. Then the forests T a and T b are found using Corollary 4.10, while the bare paths are found using the linked system. Lemma 4.11. Let n, m, k, ∆ ∈ N with k ≥ 3 and n sufficiently large relative to ∆, k and let d = 4 · 10 12 log 4 n log log n , r = ⌈10 3 log 2 n⌉ and y = ⌈log n⌉, such that n ≥ 2(d + 1)m. Let X, W, Z be disjoint subsets of a graph such that (Z ∪ X) c is K k m -free with |Z| ≥ 0.99(k − 1)n. Let T be a tree on n vertices with ∆(T ) ≤ ∆, and at least n/4r bare paths of length r. Suppose that X c contains
Proof. We first find a subset of Z with appropriate expansion properties.
Claim. There exists Z ′ ⊆ Z with |Z ′ | ≥ 0.9(k − 1)n such that |N (S) ∩ X| ≥ |S| for any S ⊆ Z ′ with |S| ≤ n/r. Now let T a be a collection of n/4r disjoint paths of length r − 2y − 4, so that |T a | = n(r − 2y − 3)/(4r) ≤ n/4 and let T b be T without the interior vertices of the n/4r bare paths of length r, so that |T b | = n − n(r − 1)/4r = 3n/4 + n/(4r). Since we can always add edges to T a and T b to make them trees without increasing the maximum degree, and
we may apply Corollary 4.10 to conclude that Z ′ has a copy of T a and T b . Let x a , y a ∈ Z ′ for 1 ≤ a ≤ n/2r be the endpoints of those copies so that if we connect x a with y a by disjoint paths of length y + 2 for all i, we obtain an embedding of T . By Lemma 3.3 and the claim, there is a matching from {x a : 1 ≤ a ≤ n/2r} ∪ {y a : 1 ≤ a ≤ n/2r} to some set {x
a to y ′ a paths of length y in W as required.
Next we prove two lemmas which help us construct linked systems. Lemma 4.12 lets us combine 2 linked systems into a bigger linked system, provided that there are sufficiently many short paths between them. In Lemma 4.13, we combine several linked systems with many short paths between them into a big linked system, by making repeated use of Lemma 4.12.
Lemma 4.12. Suppose that we have sets of vertices
Suppose that there are disjoint paths P 1 , . . . , P t of length ≤ 3 from X 1 to X 2 internally outside
, and s = min(s 1 , s 2 , t/3). Proof. Let x 1 , y 1 , . . . , x s , y s be vertices in
To prove the lemma we need to find disjoint paths Q 1 , . . . , Q s with Q i a length d i path from x i to y i . Without loss of generality x 1 , y 1 , . . . , x s , y s are labeled so that x 1 , y 1 , . . . , x a , y a ∈ X 1 , x a+1 , y a+1 , . . . , x b , y b ∈ X 2 , x b+1 , . . . , x s ∈ X 1 , and y b+1 , . . . , y s ∈ X 2 for some a and b.
Since the paths P 1 , . . . , P t are disjoint and have only 2 vertices each in X 1 ∪ X 2 , we have that ≤ 2s of the paths P 1 , . . . , P t intersect {x 1 , . . . , x s , y 1 , . . . , y s }. Since t ≥ 3s, without loss of generality, we can suppose that the paths P b+1 , . . . , P s are disjoint from {x 1 , . . . , x s , y 1 , . . . , y s }. For each i = b + 1, . . . , s, let y ′ i be the endpoint of P i in X 1 , and x ′ i the endpoint of
Notice that by assumption we have d 
)| path going from x i to y i . Now the paths Q 1 , . . . , Q s are paths from x 1 , . . . , x s to y 1 , . . . , y s internally contained in
Lemma 4.13. Let G be a graph and k, s,
Suppose that we have a connected graph F with vertex set {1, . . . , k} such that for all uv ∈ E(F ) there is a family P uv of t disjoint paths of length ≤ 3 from X u to X v internally outside
Proof. Without loss of generality we can suppose that F is a tree with edges e 2 , . . . , e k , and that the vertices of F are ordered so that for each i, the edge e i goes from vertex i to some vertex in {1, . . . , i − 1}. Notice that this ensures that the induced subgraph F [{1, . . . , i}] is a tree for every i.
For all e i ∈ E(F ), choose a subfamily P ′ e i ⊆ P e i with |P ′ e i | = 3s such that the paths in P ′ e i are disjoint from those in P ′ e j for i = j. This is done by choosing the paths in P ′ e i one by one for each i always choosing them to be disjoint from
P . This is possible since
P | ≤ 12is (using the fact that the paths in all P e j have length ≤ 3), and since there are t ≥ 15ks > 12is + 3s paths in P e i which are all disjoint. We will use induction on i to prove that "(
By construction of P ′ e i and the initial assumption that paths in P e i are internally disjoint from k j=1 X j ∪ W j we have that paths in P ′ e i are internally disjoint from X ′ ∪ W ′ and X i ∪ W i . From the lemma's assumptions, for a < b we have (X a ∪ W a ) ∩ (X b ∪ W b ) = ∅ and we know that paths in P ea are disjoint from
we have that every path in P ′ e i goes from X ′ to X i and has length ≤ 3. By Lemma 4.12, we have
e i |/3 = s, this completes the induction step.
We will need the well known folklore result that every tree T can be separated into two parts of size ≤ 2|T |/3 with one vertex (see e.g. [5] , Corollary 2.1.) Lemma 4.14. The vertices of any tree T can be partitioned into a vertex u and two disjoint sets T a and T b such that |T a |, |T b | ≤ 2n/3 and there are no edges between T a and T b .
The following lemma shows that if we have a 2-edge-coloured complete graph on (k − 1)(n − 1) + m 1 vertices whose colouring is close to Burr's extremal construction, then it either contains a red copy of T or a blue copy of K m 1 ,...,m k Proof. Fix m = m k and r = ⌈10 3 log 2 n⌉. Notice that we have n ≥ 2(d + 1)m and G c has no K k m . If T has ≥ n/4r leaves, then since n/4r ≥ 13∆|K m 1 ,...,m k | + 1 we are done by Theorem 1.2. Therefore, by Lemma 2.2, we may assume that T has at least n/4r bare paths of length r.
We first need the following claim.
Claim. There exist
Proof. First observe that for each i, H c i has no copy of K 2 m , or else we could take such a copy together with m vertices from each H j : j = i, to obtain a K k m in G c , a contradiction. Thus for any S ⊆ H i with m ≤ |S| ≤ 2m we have
8n as required by the claim. Using n ≥ 2(d + 1)m and the fact that n is sufficiently large relative to ∆, we have that for any S ⊆ H ′ i with m ≤ |S| ≤ 2m
Finally, suppose for sake of contradiction that there exists S ⊆ H ′ i with |S| ≤ m such that
a contradiction to n ≥ 2(d + 1)m and n being sufficiently large relative to ∆.
Apply Lemma 4.14 to T in order to get a vertex u and two forests T a and T b with no edges between them and |T a |, |T b | ≤ 2n/3. We think of the trees in the forests T a and T b as being rooted at the neighbours of u. Let t a , t b ≤ ∆ be the number of neighbors of u in T a and T b respectively. Now choose
We observe that for i ∈ {a, b}, for all S ⊆ H ′ i with 1 ≤ |S| ≤ m, we have
Because of the claim and (2), H ′ a satisfies the assumptions of Lemma 3.1 with G = H a , M = 2n/3, t = t a , X = X a , and {T x 1 , . . . , T xt } the collection of trees in the forest T a . Therefore we can apply Lemma 3.1 to H a in order to find a copy of T a with its trees rooted in X a . By the same argument, H b has a copy of T b with its trees rooted in X b . These copies of T a and T b together with the vertex v give a copy of T in G, so we are done.
Otherwise, for all v ∈ Z there exists i v such that for all
Observe that for any i = j and S ⊆ G i , we have |N (S) ∩ H ′ j | < ∆|S|. We claim that therefore G c i has no K 2 m . Indeed suppose without loss of generality that S 1 was a copy of K 2 m in G c 1 . Then for j = 2, . . . , k − 1, observing that
, a contradiction. Now fix i and observe that since G c i has no K 2 m , we have that for any S ⊆ G i with |S| ≥ m,
If for some i, n ′ i ≥ n then we can apply Lemma 4.8 to conclude that G ′ i has a copy of T . Otherwise we have that n ′ i ≤ n − 1 for all i ∈ [k − 1], and therefore using |G| = (n − 1)(k − 1) + m 1 we conclude
and hence
Thus for each j = 1, . . . , k − 1 we can choose a set
We can now complete the case k ≥ 3 by using either Lemma 4.11 or Lemma 4.15.
Proof of Theorem 2.1 for k ≥ 3. Fix m = m k , d = 4 · 10 12 log 4 n log log n , r = ⌈10 3 log 2 n⌉ and y = ⌈log n⌉. We can choose C ∆,k such that n is sufficiently large relative to ∆, k and n ≥ 2(d + 1)m. Let G be a graph with (k − 1)(n − 1) + m 1 vertices such that G c has no copy of K m 1 ,...,m k . Notice that in particular G c has no K k m . If T has at least n/4r ≥ 13∆m + 1 leaves, then by Lemma 3.4 we are done. Otherwise, by Lemma 2.2 T has at least n/4r disjoint bare paths of length r.
Claim. There are disjoint sets Q ′ 1 , . . . , Q ′ k−1 of size ∈ [22yn/r, 23yn/r], and
, and there are no edges between Q ′ i and Q ′ j for i = j.
Proof. Let q = 23yn/r and w = 21yn/r. Since n is sufficiently large relative to k, ∆ and r = ⌈10 3 log 2 n⌉ we have (n − 1)(k − 1)+ m 1 ≥ (k − 2)(n + 13∆q)+ q. Therefore we can apply Lemma 4.9 to conclude that either G contains a copy of T so that we are done, or else there exists a copy of 
so the first condition holds. Moreover, since Q ′c i does not have K 2 m and ⌈w/2y⌉ ≥ m, the second condition holds as well.
with ij an edge whenever |P i,j | = 8kn/r. Let R 2 = i =j P i,j and R = R 1 ∪ R 2 . Note that |R 1 | ≤ 23kyn/r and |R 2 | ≤ 8k 3 n/r so that |R| ≤ 24kyn/r (since y ≥ 8k 2 as a consequence of n being sufficeintly large relative to k.) Now let M ′ i = M i \R 2 and note that |M ′ i | ≤ |M i | ≤ 3yn/r and
Concluding Remarks
In this paper we determined the range in which bounded degree trees are H-good, up to logarithmic factors. However, we conjecture that these factors can be removed to obtain the following.
Conjecture 5.1. For all ∆ and k there exists a constant C ∆,k such for any tree T with max degree at most ∆ and any H with χ(H) = k satisfying |T | ≥ C ∆,k |H|, T is H-good.
Pokrovskiy and Sudakov [19] showed that 5.1 holds for paths, and our Theorem 1.2 shows that 5.1 holds for trees with linearly (in |H|) many leaves. Finally, we note that 5.1 is best possible up to a constant factor. Indeed, consider the graph consisting of 2k − 1 red cliques of size n − 1, with all other edges blue. It clearly has no red tree T on n vertices and if m = n, then it is not hard to see that it has no copy of
at r formed by deleting c and its children. Let T v v be the subtree of T x 1 rooted at c formed by c and its children. For all x ∈ X v − x 1 − v, let T v x = T x . Suppose that there is a vertex v ∈ Γ(x 1 ) \ X such that the set X v together with the family of trees {T v x : x ∈ X v } satisfy the following for every C ⊆ G with |C| ≤ m.
Then, by induction we have an embedding of T v x 1 , . . . , T v xt , T v v into G which satisfies (4) . By adding the edge x 1 v, we can join the trees T v x 1 and T v v in order to obtain a copy of T x 1 rooted at x 1 . This gives an embedding of T x 1 , . . . , T xt into G which satisfies (4) .
Otherwise, for every v ∈ Γ(x 1 )\X, there is a set C v with |C v | ≤ m and
Notice that taking S = {x 1 }, (3) implies that x 1 has at least one neighbour outside of X. Define a set of vertices S to be critical if it has order ≤ m and equality holds in (3).
Claim. For every v ∈ Γ(x 1 )\X, the set C v is critical, and also v ∈ Γ(C v ) and x 1 ∈ C v .
Proof. Notice that the following hold.
Adding (5), (6), (7) , and (3) applied with S = C v gives "0 ≤ 0" which implies that equality holds in each of these inequalities. In particular equality holds in (3), which implies that C v is critical. For equality in (6) to hold, we must have v ∈ Γ(C v ). For equality in (7) to hold, we must have
We remark that the above proof also gives v ∈ C v , although this will not be needed in the proof. We'll also need the following claim.
Claim. For two critical sets S and T , the union S ∪ T is critical.
Proof. First we show that the reverse of the inequality (3) holds for S ∪ T . We have the following 
Equations (8) and (9) come from S and T being critical, whereas (10) is just (3) applied to S ∩ T (which is smaller than m since S is critical.) Also, note that by inclusion-exclusion, we have |S ∪ T \ X| = |S \ X| + |T \ X| − |S ∩ T \ X|, 
Plugging (8), (9), and (10) into (13), and then using (11) and (12) gives
Since both S and T are critical we have |S ∪ T | ≤ 2m, which together with (14) implies that |Γ(S ∪ T )| ≤ |X| + |Γ(S ∪ T ) \ X| ≤ |X| + 8∆m < M + 10∆m. By the assumption of the lemma we have |S ∪ T | ≤ m. Therefore (3) holds for the set S ∪ T which together with (14) implies that S ∪ T is critical.
Let C = v∈Γ(x 1 )\X C v . By the two claims, we have that C is critical. Since from the first claim Γ(x 1 )\X ⊆ Γ(C) and x 1 ∈ C, we have that 
