Abstract-A data extrapolation method is applied to improve the performance of a target recognition scheme based on the central moments of one-dimensional range profiles. We adopt the autoregressive (AR) model to extrapolate the radar cross section data of a target in order to expand the measured data window. It is shown that the resulting range profiles of high resolution can enhance target recognition capability, providing a more accurate recognition performance than the multiple signal classification range profile for moderate signal-to-noise ratio SNR ranges. Furthermore, the effects of the AR model-based data extrapolation on target recognition accuracy are carefully analyzed and investigated.
I. INTRODUCTION
Range profiles are often employed as features for radar target recognition. To design an efficient target recognition strategy based on range profiles, it is desirable to have high resolution to isolate the detailed scattering centers of a target. Moreover, their dependency on orientation between radar and target must be minimized to provide well clustered feature vectors in the Euclidean feature space. Recently, we proposed a systematic target recognition scheme [1] Although the MUSIC technique can achieve super-resolved range profiles, the resolution capability of conventional range profiles using the inverse fast Fourier transform (IFFT) can also be significantly improved with an autoregressive (AR) model-based data extrapolation method by extending the limited available bandwidth. In this study, we focus on the improvement of target recognition performance with the IFFT range profiles via an AR model-based data extrapolation technique. In addition, the performance of AR model-based data extrapolation method is investigated and analyzed in view of a target recognition framework.
II. AR MODEL-BASED DATA EXTRAPOLATION
The AR spectral estimation is an all-pole model and is therefore based on linear prediction. The frequency-domain radar cross section (RCS) data yn returned from a target consisting of L scattering centers can be expressed by a linear combination of data sequences from a forward or a backward direction as followŝ where a k is the AR coefficient, L is the model order, N is the number of data samples, and 3 denotes the complex conjugate. Using (1) and (2), we can extrapolate the RCS data set of a limited frequency band to a wideband RCS data set. There are many available algorithms to estimate the AR coefficient a k , but in this study, we consider only Burg's algorithm, which is based on the Levinson recursion.
In [4] , it was shown that the modified covariance method (MCM) with a pole reflection scheme exhibits a better performance than Burg's algorithm with RCS data from an ideal scattering model and dihedral corner reflectors. However, Burg's algorithm performs better than MCM according to recent studies in [5] and [6] using a more realistic RCS data set from a realistic target. Therefore, in this paper, we will use the Burg's algorithm for data extrapolation with the assumption of L = N=3.
III. EXPERIMENTAL RESULTS
To carry out target recognition experiments, we used the same RCS data set as in [1] , for five different scaled aircraft models, F4, F14, F16, F117, and Mig29. The measured frequency band ranges from 8.3-12.3
GHz, and the azimuth aspect varies from 30.2 to 59.8 with respect to the target's head with a 0.4 step, yielding 75 aspects for each target.
The transmit and receive polarizations were chosen as horizontal.
Our proposed approach in [1] utilizes central moment features of a normalized range profile, which can provide a translation and scale invariance. These central moments across several aspects and targets are mapped into values between zero and unity to have the same weight in 0018-926X/03$17.00 © 2003 IEEE the Euclidean feature space, and principal component analysis (PCA) [7] is further applied in order to reduce feature dimensionality and redundancy simultaneously. Finally, the obtained small dimensional features are classified via a Bayes classifier [7] .
To evaluate the performance of a target recognition scheme, the measured RCS data sets must be divided into a training set and a test set, according to each target's aspect. In this paper, we assume that the training data set comes from a uniform angle interval with an increment of 0.8 . That is, the training set has angles of 30. Table I shows the correct recognition rate P c against training set and test set variations, when the original frequency bandwidth is 1.5 GHz with a center frequency of 10.3 GHz, and an extrapolation factor (EF) of 4.5. EF is given by the ratio of the extrapolated wider bandwidth F 2 and the original smaller bandwidth F 1 . Moreover, P c values in Table I are average values from 100 Monte Carlo simulations at the signal to noise ratio (SNR) of 30 dB. There are three choices for selecting the training set and test set. The Case 1 is the result when the extrapolated RCS data are used for both the training set and test set. The result in Case 2 comes from the training data set of original RCS data and the test data set of extrapolated RCS data, and the result in Case 3 comes from the opposite case. Table I clearly indicates that both the training set and the test set must be generated from the extrapolated RCS data in order to guarantee adequate recognition performances and we will use the same data sets as in Case 1 for all later experiments. Fig. 1 presents the recognition results from 100 Monte Carlo simulations at SNR = 20 dB, when the EF is varied from 1 to 5. We divided the measured full bandwidth 4 GHz into three smaller bandwidths, 1, 1.5, and 2 GHz with the center frequency 10.3 GHz, and the Burg's algorithm was applied to each RCS data set, respectively. As shown in Fig. 1 , Pc values significantly improve as the EF increases, compared with the Pc values of the original small frequency bands at EF = 1. For the 1-GHz case, P c increases from 74.75% to the maximum 84.15%, for the 1.5-GHz case Pc from 77.94% to the maximum 90.55%, and for the 2 GHz case P c from 83.64% to the maximum 92.77%. However, there is no noticeable enhancement of P c for EF values larger than about three, and Pc values converge to some values with small fluctuations, although the EF increases further. It should be pointed out that, as the EF increases, the resolution capability of IFFT range profile improves, but the extrapolation error of the AR model-based extrapolation algorithm also increases simultaneously in a nonlinear fashion, as discussed in [4] . The improvement in resolution can produce more accurate central moment features, while the extrapolation error of the AR model degrades the feature accuracy. In Fig. 1 , for small EF values, the enhancement of feature accuracy due to resolution improvement dominates the whole recognition performance, whereas the performance converge for large EF values, since the improvement in resolution and the degradation in extrapolation error are balanced. Fig. 2 shows the performance improvement due to AR model-based extrapolation when the range resolution in the IFFT range profile is fixed. This figure is also based on 100 Monte Carlo simulations at SNR = 20 dB. The lower graph denotes the Pc values when the original frequency bandwidths on the X axis were used. By contrast, the P c values of the upper graph are the results when the measured RCS data of original frequency bandwidths on the X axis were extrapolated to the RCS data of a 4 GHz bandwidth. It can be clearly observed in Fig. 2 that the AR model-based extrapolation can improve recognition accuracy during all considered bandwidth variations. However, the performance differences between the extrapolated results and original results become smaller, especially for bandwidths smaller than about 1.2 GHz, corresponding to EF = 4=1:2 3:3. Note that the extrapolation error in the upper graph increases as the frequency bandwidth on the X axis decreases, due to the increase of EF. Furthermore, the estimation accuracy of AR coefficients obtained by Burg's algorithm degrades as the bandwidth decreases, because fewer data samples were used. However, the range resolution of the IFFT range profile remains constant at original frequency band becomes smaller. It should be noted that Pc converges for EF > 3 in Fig. 1 due to the balance of improvement in resolution and degradation in extrapolation error, while P c monotonically decreases in Fig. 2 for EF > 3 because the extrapolation error increases, but the resolution capability is fixed.
From the results in Figs. 1 and 2 , the EF value of three in AR model-based data extrapolation may represent the typical threshold for efficient target recognition performance, because a further increase in EF implies the increase of computational complexity in the feature extraction and classifier stage without improving target recognition accuracy. Fig. 3 compares the recognition accuracy between the MUSIC range profiles and IFFT range profiles obtained by the AR model-based data extrapolation with EF = 4:5. P c values in Fig. 3 come from 100 Monte Carlo simulations with the original frequency bandwidth of 1 GHz. In [1] , it was shown that our proposed recognition scheme can accomplish a much higher P c with the MUSIC range profile rather than with the conventional IFFT range profile for noise addition. This can also be identified in Fig. 3 by comparing the two curves of IFFT range profile with the original band and MUSIC range profile. However, the performance of the IFFT range profile with the extrapolated band surpasses that of the MUSIC range profile between SNR ranges of 10 and 30 dB, and vice versa for low SNR ranges. For an extremely high SNR of 40 dB, their performances are similar. If the amount of noise is too large, Burg's algorithm may capture the spurious scattering components from noises, and consequently, the associated extrapolation error will be amplified, giving rise to a sharp decrease of Pc in Fig. 3 . For high SNR ranges, the MUSIC range profile will have clear and sharp peaks without spurious scattering components. In contrast, in the extrapolated IFFT range profile, some spurious signals always exist due to an associated extrapolation error, although the SNR is very high. This fact limits the performance of the AR model-based extrapolation especially in high SNR ranges, as shown in Fig. 3 .
IV. CONCLUSION
In this paper, we presented experimental results and associated analyses for investigating the performance of an AR model-based data extrapolation technique in terms of a target recognition framework. Results show that the EF value of about 3 can achieve an adequate recognition accuracy with a minimal increase in computational complexity. Furthermore, it was verified that the extrapolated IFFT range profile can provide a more accurate recognition performance than the MUSIC range profile for moderate SNR ranges between 10 and 30 dB.
I. INTRODUCTION
In the past decade, several measurements dealing with the evaluation of group velocities have been performed. Some of these concern measurements of tunneling time in the microwave range by using both a continuous sequence of pulses [1] and also a single shot [2] . Moreover, measurements of tunneling time for single photons have also been performed [3] . A different kind of measurements of group velocity is concerned with the Obolensky electrical circuit [4] , acoustics [5] , [6] , and optics [7] .
In all these cases, superluminal group velocities, that is, velocities greater than light velocity c were evidenced. In acoustics, the velocities were supersonic. Under some circumstances, mainly in the presence of anomalous dispersion, the possibility that the group velocity
