from unscattered events based only on experimental data. As an example, Monte Carlo modeling allows a detailed investigation of the spatial and energy distributions of Compton scatter, which is difficult to measure using present experimental techniques, even with very good energy resolution detectors [1] .
The lack of inherent error estimates and relatively slow convergence is a well-known limitation of the Monte Carlo technique. Accurate Monte Carlo simulations rely on detailed understanding and modeling of radiation transport and on the availability of reliable physically consistent databases [2] . As discussed and historically reviewed in some detail by Hubbell [3] , there exist many compilations of photon cross-section data. The discrepancies and envelope of uncertainty of available interaction data have been examined from time to time, including the effects of molecular and ionic chemical binding, particularly in the vicinity of absorption edges.
The Lawrence Livermore National Laboratory (LLNL), Livermore, CA, houses the world's most extensive nuclear and atomic cross section database, which parameterizes the interactions of photons, electrons/positrons, neutrons, protons, and other heavy-charged particles. A key feature of the LLNL database is that it is the only exhaustive interaction cross section compilation available. A comparison between an up-to-date source of cross-section data developed by LLNL in collaboration with the National Institute of Standards and Technology (NIST), the Evaluated Photon Data Library (EPDL97) [4] with other more familiar photon interaction databases, XCOM [5] and PHOTX [6] , and parameterizations implemented in Monte Carlo packages, GEANT [7] and PETSIM [8] in the interval from 1 to 1000 keV was performed for some human tissues and detector materials of interest in positron emission tomography (PET) imaging.
Although XCOM, PHOTX, and EPDL97 are treated in this paper as independent databases, it is recognized that they are more or less closely related. In particular, XCOM and PHOTX were both produced at NIST and EPDL97 as a result of a long and fruitful collaboration between LLNL and NIST. However, significant differences between the different libraries were reported for low energies [4] and the cross-section data are sensitive to the type of interpolation used for intermediate energies.
The EPDL97 library was customized and integrated in our simulation environment significantly improving the efficiency of the Eidolon Monte Carlo simulation package in modeling cylindrical three-dimensional (3-D) positron tomographs [9] .
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II. MODELING PHOTON TRANSPORT IN MONTE CARLO CODES
Many general-purpose Monte Carlo programs have been in use in the field of nuclear imaging and internal dosimetry, with many of them available in the public domain [2] , [10] . The EGS4 code [11] represents actually the state of the art of radiation transport simulation in medical radiation physics, since it is very flexible well-documented and extensively tested. The GEANT package [7] was originally designed for high-energy physics experiments, but has found applications also outside this domain in the areas of medical and biological sciences, radiation protection and astronautics. Many other simulation packages developed mainly for nuclear medical imaging research have been described in the literature. This includes codes designed to model projection data for simulated SPECT [12] [13] [14] , PET [9] , [15] or both imaging modalities [16] . Some of these codes are based on existing simulation packages mentioned above (EGS4, MCNP, GEANT). A survey of Monte Carlo programs commonly used in nuclear medical imaging and their key features can be found in [2] , [10] . Those Monte Carlo software packages are excellent research tools, and many of them could be freely obtained.
The Eidolon Monte Carlo software used in this investigation was developed to simulate cylindrical 3-D positron tomographs. The original code was written in Objective-C and run under the NextStep object-oriented development environment [9] . The current version of the package can be ported to most of the current hardware platforms and operating systems as far as the platform supports the GNU C compiler (gcc) available from the Free Software Foundation. Boston, MA, which comes with an Objective-C compiler and a runtime library in versions 2.7.1 or newer. This environment was used to develop a parallel implementation of Eidolon where the random seeds are appropriately defined and distributed to different processors such that each processor simulates independent particles histories. Thus, a linear speed-up factor with the number of processors has been achieved [17] .
For radiation transport problems, the computational model includes geometry and material specifications. Object modeling is fundamental to perform photon transport efficiently using the Monte Carlo method. It consists of a description of the geometry and material characteristics for the object. The material characteristics of interest are density and energy-dependent cross sections. Different steps are followed when tracing the photon in both the phantom and the detector volume. Annihilation photons are generated within the phantom in or out of the scanner's field-of-view. Both annihilation photons are then tracked independently until a photoelectric interaction occurs in the detector volume or they escape from the geometrical acceptance of the imaging system. The relative ratios of the cross sections for photoelectric effect, incoherent and coherent scattering to the total cross section are used to choose randomly which process occurs at each interaction vertex. The Klein-Nishina expression for the differential cross section per electron for an incoherent interaction is used to sample the energy and polar angle of the incoherently scattered photon taking into account the incoherent scattering factor. The coherent scattering results only in a change in the direction of the scattered photon since the momentum change is transferred to the whole atom. The random number composition and rejection technique is used to sample the momentum of the scattered photon and the scattering angle according to the form-factor distributions. Coherent scatter distributions are sharply forward-peaked and vary considerably with atomic number and energy [18] . The pathlength of the interacting photon is randomly generated according to the exponential attenuation based on the interaction length. The total cross section at the energy of the interacting photon determines the inter-action length of the exponential distribution.
A 3-D PET scanner is simulated as a number of detection rings, each ring consisting of a number of scintillator crystals. The detection block, typical of current generation PET, scanners is simulated by grouping crystals in matrices. Photon history is tracked within a crystal, across crystals within a block and across blocks. Crystals are considered as adjacent in the transaxial plane and in the axial direction. Two external shields are simulated as tungsten rings located at the two axial edges of the tomograph, partly shielding radiation coming from outside the scanner FOV. In the detector blocks, at each interaction vertex, the local energy deposition is recorded. Tracking is stopped either by a photoelectric absorption, escape of the photon from the block volume, or by a Compton scattering leaving less than 5 keV to the recoil photon. The energies of all interaction vertices are summed to yield the total absorbed energy in the scintillation detector. This total energy is assumed to be converted to scintillation light using a Gaussian random smearing to account for the combined energy resolution, , of the scintillator and its photomultipliers. is assumed to be proportional to 1/ . The position blurring step then calculates the mean detection coordinates of each incident photon. This is done by computing the centroid of all interaction vertices, each weighted by the ratio of its individual energy to the total energy. The mean and coordinates of each photon are smeared to account for spatial resolution degradation due to positron range effect, annihilation photon accolinearity and position miscoding in the detector block.
III. PHOTON CROSS-SECTION LIBRARIES AND PARAMETRIZATIONS
The Storm and Israel photon cross-section data [19] have been used extensively in medical physics. This is a 1970 compilation of data for elements 1-100 and energies 1 keV-100 MeV, and contains mass attenuation coefficients, mass energy-transfer coefficients, and mass-energy absorption coefficients, presented in units of barns/atom. The medical physics community makes extensive use of these coefficients in different applications including Monte Carlo modeling. Table I [22] and go up to 100 GeV. The original EGS4 system [11] also uses compilation by Storm and Israel for the photoelectric and pair production cross sections. Recently, cross-section data for this code, based on the PHOTX library [23] was created by Sakamoto [6] . ITS [24] includes cross sections for bound electrons, the effect of which is ignored in the default EGS4 package. For the photon energy range over 1 keV to 50 MeV, of most interest to medical physicists, particular attention is called to a recently assembled electronic database, including values of energy absorption coefficients, developed by Boone and Chavez [25] . In addition to interaction coefficients, other useful data such as the density, atomic weight, , and edges, and numerous characteristic emission energies are output from the program, depending on a single input variable.
For the energies of interest in nuclear medical imaging (below 1 MeV), when a photon passes through matter, any of the three interaction processes (photoelectric, incoherent scattering, coherent scattering) may occur. Every cross section depends on the incident particle energy and material composition and on the interaction it undergoes. These partial cross sections are summed to form the total cross section; the ratio of the partial cross section to the total cross section gives the probability for a particular interaction to occur. The probability of a photon with a given energy to undergo photoelectric absorption or scattering when crossing a layer of material can be expressed quantitatively in terms of the linear attenuation coefficients (cm , which is dependent on the material's density, (g/cm :
(1)
Many approximations are made in Monte Carlo simulation packages to either simplify the computational model or improve the speed of operation. It is common to neglect coherent scattering in PET Monte Carlo simulation of photon transport because of its low contribution to the total cross section at 511 keV. In order to justify some of the approximations made in Monte Carlo codes, the relative importance of the various processes involved in the energy range below 1 MeV were considered for some compounds and mixtures of interest in nuclear medicine imaging. Fig. 1 illustrates the relative strengths of the photon interactions versus energy for water (H O) and bismuth germanate (BGO), respectively. For water, a moderately lowmaterial, we denote two distinct regions of single interaction dominance: a photoelectric domain below 20 keV and an incoherent scattering domain above 20 keV. The coherent scattering contribution to the total cross section is less than 1% for energies above 250 keV. However, this contribution is in the order of 7% for high-materials like BGO. Therefore, efforts should be made to treat the coherent scattering process adequately for detector materials.
The most recent EPDL97 attenuation coefficients were compared for some human tissues (water, cortical bone, brain tissue, inflated lung and air) and detector materials (NaI(Tl), BGO, BaF2, LSO:Ce and LuAP:Ce) of interest in PET imaging to earlier libraries (PHOTX, XCOM) and parameterizations implemented in Monte Carlo simulation packages (GEANT, PETSIM) over the energy interval from 1 to 1000 keV. Appropriate conversions between barns and cm were made for each element. The macroscopic cross section, (cm for a compound or a mixture is given by (2) where is Avogadro's number (6.022 136 7 10 atoms/mol), the density of the material, , and are the atomic number, the atomic mass, the fraction by weight, and the atomic cross section of the th component of the medium, respectively. Human tissue composition data are taken from ICRU 44 report [26] .
For libraries where the mass attenuation coefficients are directly available for individual elements, the linear attenuation coefficients for mixtures and compounds are obtained according to (3)
A. XCOM
The compilation of XCOM [5] released on floppy disks for personal computers is available from The National Institute of Standards and Technology (NIST), U.S., through its Office of Standard Reference Data. It generates cross sections and attenuation coefficients for all elements, compounds and mixtures as needed over a wide range of energies. The interpolation procedures used for these tables are slightly different from those used by Berger and Hubbell [5] . A cubic Hermite interpolant for the individual subshell cross sections rather than a cubic spline for the total photoeffect cross section was used, which results in occasional small differences in the vicinity of -and -shell edges of high-elements. To obtain values at every absorption edge for all constituent elements, interpolation was performed separately for the cross sections indicated in (1), including the photoeffect cross sections for the individual atomic subshells. This program was used to calculate the attenuation coefficients for the selected compounds presented in this paper.
B. PHOTX
The PHOTX database from the National Bureau of Standards (now NIST), USA, include interaction cross sections and attenuation coefficients for 100 elements covering the energy range 1 keV-100 GeV [23] . The interactions considered are coherent and incoherent scatterings, photoelectric absorption, and pair production. A separate table gives the photoeffect cross section for each electron shell. A linear interpolation routine was written to calculate the individual component coefficients between tabulated values in order to obtain a continuous set of cross sections spanning energies from 1 to 1000 keV. It should be noted that both XCOM and PHOTX compilations were produced at NIST and are closely related. These databases should in principle be identical, with only the packaging and interpolation procedures for intermediate energies being different.
C. EPDL97
The EPDL97 library produced by LLNL in collaboration with NIST [4] includes photon interaction data for all elements with atomic number between = 1 and 100 in the energy range over 1 eV to 100 GeV, including photoionization, photoexcitation, coherent and incoherent scatterings, and pair and triplet production cross sections. Data files were truncated to match the needs of the diagnostic imaging community, spanning energies from 1 keV to 1 MeV [25] . The EPDL97 data include the effects of form factors and anomalous scattering factors in the incoherent coefficients, with the electron binding energies therefore contributing a noticeable influence on the shape of the incoherent coefficients.
D. GEANT
The main applications of the GEANT simulation package developed at CERN [7] are the transport of particles through an experimental setup for the simulation of detector responses and particle trajectories with their graphical representations. Attenuation coefficients are parameterized through different routines within the software package.
1) Photoelectric Absorption: Let be the incident gamma energy, and . The photoelectric total cross section per atom has been parameterized as (4) The parameters and result from a fit, and is defined by (5) at the bottom of the page. The binding energy in the inner shells is parameterized as (6) keV (5) , and the constants , and are tabulated inside dedicated functions. The fit was made over 301 data points chosen between and 10 keV 50 MeV.
2) Incoherent Scattering: An empirical cross-section formula is used, which reproduces rather well the Compton scattering data down to 10 keV (7) where . The fit was made over 511 data points chosen between and 10 keV 100 GeV.
3) Coherent Scattering: An empirical cross-section formula is used to produce the Rayleigh scattering data (8) For each element, the fit was obtained over 27 experimental values of the total coherent cross section. The values of the coefficients are stored in a statement within the considered routine.
E. PETSIM
PETSIM has been developed to model the source distribution and tissue attenuation characteristics, as well as septa and detectors used in PET [15] . In this code, the incoherent scattering linear attenuation coefficients are calculated by multiplying the electron density of the material by the total Compton scattering cross sections, that is [27] : (9) where is the classical electron radius and the electron density of the material (in electrons/cm calculated using the relationship: (10) A linear log-log fitting was performed using the XCOM database on each side of the absorption edge to compute the 4 parameters required to calculate the photoelectric linear attenuation coefficient, which is assumed to have the following form [8] : (11) A similar approach was undertaken to compute relevant parameters for some materials studied in this work and not available in [8] .
IV. PHANTOM SIMULATIONS
Due to different implementations of the software packages described in Section II, it is expected that the output of simulation results for the same geometry will be different. To isolate the effect of the photon cross-section library from other software implementation aspects, the Eidolon simulation package [9] was used and the cross-section library changed each time to generate projection data. Evaluation of the effect of the photon cross-section libraries on actual simulation of PET tomographs was performed by generating data sets for a uniformly filled cylinder and a line source centered in a water-filled 20 cm right circular cylinder to calculate scatter fractions. The Monte Carlo calculations were carried out in ten batches of 10 000 000 histories and the mean and standard deviation of the ten generated data sets evaluated. It is worth to point out that there are alternative methods that are more computationally efficient. If no variance reduction is used, variance estimates can be obtained from Poisson statistics. Otherwise, this estimate can be made from tallies of squares of the weights as well as of the weights themselves. However, such approximations will underestimate the precision in the estimates of the differences between the results of two runs when the runs are correlated [2] . Simulations were also carried out for the 3-D Hoffman brain phantom [28] contained in a cylindrical homogeneous water phantom (20 cm diameter, 17.5 cm height) with apparent relative concentrations of 4, 1 and 0 for gray matter, white matter and the ventricles, respectively, simulating the activity distributions found in normal human brain for cerebral blood flow and metabolism studies currently employed in PET. Phantom data sets were generated for the ECAT 953B PET scanner operated in 3-D mode (16 rings of 384 detectors each with a ring radius of 38 cm) with 23% energy resolution and 4-mm intrinsic spatial resolution [29] .
The scatter fraction is of great importance for quantitative estimation of the scattering contribution. It is defined as the ratio between the number of scattered photons and the total number of photons (scattered and unscattered). The Monte Carlo history of each coincidence event was used to evaluate the scatter fraction. This was achieved by counting the detected coincidences for which at least one photon has scattered in the phantom. For the experimentally measured data, the scatter fraction is estimated by extrapolation of the scatter tails using an exponential fit. For the simulated data, the scatter fraction evaluated using the coincidence events' Monte Carlo history agrees with that from the exponential fit within an absolute uncertainty of 3%. Quantitative evaluation of the difference between results of Monte Carlo simulated scatter fractions was performed using statistical analysis. A two-sample problem in the case of matched and correlated samples was used [30] . The student's t-test values and the corresponding significance levels associated to the student's analysis (one-tailed test, five degrees of freedom), were calculated for the different photon cross-section libraries as compared to EPDL97. If the calculated t-value is greater than the critical t-value, the null hypothesis of no statistically significant difference (in case of a 95% confidence interval) is rejected. It is worth to point out that failure to prove statistically significant differences is not sufficient to confirm that the results are statistically identical. Fig. 7 illustrates scatter profiles for a uniform cylindrical phantom for LLD settings of 380 keV and 450 keV. Raising or lowering the LLD setting changes the shape of the scatter profile. Nevertheless, the FWHM of the scatter response function is still significant even when the LLD is very high. The LLD setting affects the accuracy of a correction method based on estimating the scatter profile from the scatter 'tails.' For example, LLD settings of 380 keV place the energy threshold at the lower-energy tail of the photopeak for BGO detector blocks with 23% energy resolution. A 511 keV photon can undergo Compton scatter with an angle as large as 30 and still possess 450 keV of energy. XCOM and PETSIM slightly underestimate scatter components for both LLD settings as compared to EPDL97. It has been shown that using different libraries can lead to differences in the scatter distributions of approximately 8%. It is worth to point out that lowering the LLD setting leads to more appreciable differences between the scatter profiles generated using EPDL97 and the other libraries. Table IV summarizes the statistical comparison between scatter profiles of the uniform cylinder generated using the different libraries as compared to EPDL97. These results further confirm the existence of a statistically significant difference between the resulting projections generated using different libraries . Comparisons between the profiles through a simulated 2-D projection of the 3-D brain phantom estimated using different libraries before and after applying scatter correction are illustrated in Fig. 8(a) and (b) . There is a clear overestimation in the activity level due to contribution from scattered events and the distribution is not uniform.
Scatter and attenuation corrections were applied to the projection data prior to reconstruction. The convolution-subtraction method was used for scatter correction [31] . In this method, the scatter distribution is estimated by iteratively convolving the acquired projections with a mono-exponential scatter kernel . The scatter estimate is then subtracted from the measured data after scaling by an appropriate scatter fraction . The observed data are used as a first approximation to the unscattered distribution and the process is repeated iteratively with each step using the previous estimate of the scatter-free distribution as input to the scatter estimation: (12) where the ' ' indicates that the parameter is an estimate of the scatter and is the iteration number. The scatter fraction used was 0.30 and the number of iterations was four. In this work, a simple parameterization of the scatter response function is performed by fitting simulated response functions to a line source in a uniform water-filled cylindrical phantom with mono-exponential kernels [32] . Attenuation correction files were created by forward projecting the 3-D density map estimated with a constant linear attenuation coefficient of 0.096 cm . Generated data sets were reconstructed using the reprojection algorithm [33] with a maximum ring index difference of eleven.
V. RESULTS
To illustrate roughly the differences between the cross-section libraries, linear attenuation coefficients for water are plotted in Fig. 2 as a function of energy, along with the individual contributions from photoelectric absorption, incoherent scatter and coherent scatter. EPDL97 data points are given with 1 keV steps. The corresponding coefficients in different libraries appear to be qualitatively similar in this display format.
In order to investigate differences between the EPDL97 database and the other libraries and parameterizations, percent differences between the individual coefficients are shown in Figs. 3 and 4 for water and NaI(Tl), respectively. The percent difference was calculated as , where is the coefficient being compared and are the EPDL97 coefficients. The comparisons shown in Figs. 3 and 4 are continuous and were calculated at 1 keV intervals between 1 and 1000 keV for both XCOM and PHOTX, between 10 and 1000 keV for GEANT, and between 15 and 511 keV for PETSIM. It can be seen that the differences can be as large as 20%. For PHOTX, the strong variations and oscillations visible in the plots as high frequency quasiperiodic noise are thought to be due to the discrete nature of the source data and the crude interpolation used between the known coefficients which was chosen mainly to mimic the standard method used by most Monte Carlo developers. The parametric model used in PETSIM has an apparent problem in modeling the incoherent coefficients for low energies 100 keV). This can be explained by the fact that XCOM uses a combination of the Klein-Nishina formula and nonrelativistic Hartree-Fock incoherent scattering functions (which is about equal to 1 above 100 keV) to calculate the incoherent scattering, whereas only the Klein-Nishina relationship is used in PETSIM [8] . The dis- crepancy is even greater for high atomic number materials since the electrons can no longer be considered free. However, this should not affect the accuracy of photon transport simulations within the phantoms since the low energy cutoff is generally higher than 200 keV. But, it might have implications in multispectral imaging where acquisitions in lower energy windows are simulated and used for example in scatter correction based on a multienergy window setting. The average positive difference between the GEANT and the EPDL97 coefficients for water are 0.3%, 9.61%, 0.31%, and 0.85%, for the total, photoelectric, incoherent and coherent attenuation coefficients, respectively. Larger differences can be seen near the or edges for some of the compounds. A good agreement is observed between EPDL97 and XCOM for all compounds except the low energies region for the coherent attenuation coefficients. With some exceptions, most of the data points fall within the 3% region. The mean relative errors for water linear attenuation coefficients in the energy range over 250 to 511 keV between XCOM and EPDL97 are (1.74 0.78)%, (0.24 0.18)%, (0.40 0.29)% and (0.24 0.17)% for photoelectric effect, incoherent scattering, coherent scattering and total linear attenuation coefficients, respectively. They are (5.12 3.79)%, (0.29 0.11)% and (0.11 0.08)% between PETSIM and EPDL97 for photoelectric effect, incoherent scattering and total linear attenuation coefficients, respectively. While the overall average difference was small, there was a larger difference 50%) between cross sections for some compounds. The overall percent differences are summarized in Table II for the different materials investigated. Fig. 5 shows comparisons between measured [29] and simulated [9] scatter fractions estimated using the EPDL97 photon cross-section library as a function of the lower level discriminator (LLD). Discrepancies observed in quantification of this parameter could be explained by the sharp energy threshold model used in our code, which do not consider the nonproportionality of the scintillation response of block detectors (the experimentally observed variations in crystal energy response within a single block is not taken into account in the analysis of simulated data), and the statistical noise from photoelectron amplification in the photomultiplier tubes. A similar effect was reported by Michel et al. [34] , where they found that scatter fractions are overestimated (underestimated) below (above) 300 keV. Another argument is that the processing required to analyze the experimental data affects the accuracy of the technique. Moreover, the uncertainties associated with the LLD setting for the measured data, which most likely is lower than the assumed one [35] cannot be easily quantified. Above 500 keV, the simulated sensitivity is so low that estimation of scatter fraction values could not be relevant. The ratios of scatter fractions estimated using the different cross-section libraries to those estimated using the EPDL97 library are shown in Fig. 6 . There is little difference between estimated scatter fractions. The effect of the cross-section library can hardly be observed when calculating this quantity, which involves only the resulting numbers of unscattered and scattered events. However, it can be seen that PETSIM slightly underestimates the scatter fraction as compared to other libraries. The statistical comparison between scatter fractions estimated using the different libraries as compared to those obtained using EPDL97 is presented in Table III . According to student's t-test, there is a statistically significant difference between the scatter fractions estimated using EPDL97 and the other libraries , except PHOTX . An example of reconstructed images is shown in Fig. 9 in a comparison of the images of the 3-D brain phantom corrected for scatter using the convolution-subtraction method. About 53 million events were collected for each of the computational models. Profiles through the images are also shown. Results using this approach for scatter correction in cerebral 3-D PET scans (homogeneous attenuating region) have proven to be accurate [31] . Although the data presented here were obtained from low count studies, there is a clear and statistically significant difference in both projection data and resulting profiles on reconstructed images when using different libraries for generating data sets. For the later case, evaluation was performed on reconstructed scattered projections corresponding to events known to be scattered from the Monte Carlo particle histories to avoid dependence on a particular scatter correction technique (data not shown). This might strongly influence the parameters derived for modeling the scatter response function and the conclusions drawn when evaluating scatter correction techniques using Monte Carlo simulated source distributions [32] .
VI. DISCUSSION AND CONCLUSION
Monte Carlo modeling has contributed to a better understanding of the physics of photon transport in medical physics. The large number of applications of the Monte Carlo method attests to its usefulness as a research tool in different areas of nuclear medicine imaging including detector modeling and systems design, image reconstruction and scatter correction techniques, internal dosimetry and pharmacokinetic modeling [2] . Monte Carlo simulation is a gold standard for the simulation of PET data and is an indispensable tool to develop and evaluate scatter models [9] , [32] . The recent interest in the development of high-resolution PET scanners and multiple-processor parallel processing systems has created new opportunities for Monte Carlo simulation in PET imaging [2] , [10] . This motivates the question: what is the ultimate accuracy that can be achieved using the Monte Carlo method? The accuracy of simulations is limited by several factors such as accuracy in modeling of annihilation photon noncollinearity, positron range, the photon transport model and associated physical databases used, and the obvious complexity in modeling the human body. Because the overall accuracy is a combination of all these components, when designing a Monte Carlo package that simulates a PET imaging system, it is quite important to understand the effect of each component.
A detailed investigation of the error committed for scanner input parameters on the accuracy of the simulated data, particularly the energy and spatial resolution of the tomograph was not helpful in drawing a general conclusion regarding the sensitivity to a particular parameter. That is, in the absence of an accurate model of the variations of the crystal energy response within a single block [36] , changing the energy resolution parameter alone revealed small variations of the scatter fraction similarly to the results reported here when changing the photon cross-section library. Determination of the sources of systematic errors is not an easy task.
Data on the scattering and absorption of photons are fundamental for all Monte Carlo calculations since the accuracy of the simulation depends on the accuracy in the probability functions, i.e. the cross-section data. An aspect that deserves attention is the fact that there exist differences between the physical cross-section data used in available Monte Carlo codes. This is of special importance when comparing results from different codes. The use of different cross-section data and approximations will usually yield different results and the accuracy of the results is generally hard to quantify. It is assumed that the program, which best simulates the true physics and geometry will give the best answer. Given the results presented in this paper, it is expected that photon transport in nonuniformly attenuating medium will exhibit noticeable differences when using different cross-section libraries. Therefore, the reported errors should have a significant effect on most, if not all realistic simulations of nuclear medicine applications. In the first version of the Eidolon public domain simulation package [9] , interaction cross sections and scattering distributions were computed from parameterizations implemented in the GEANT simulation package [7] . It has been demonstrated in this work that different photon cross-section libraries show quite large variations as compared to the most recent EPDL97 nuclear data files. Both XCOM and PHOTX use form-factor corrections for incoherent cross sections, but do not use anomalous scattering factors, so their low energy coherent cross sections is orders of magnitude too large. GEANT [7] , Eidolon [9] , and SIMSET [16] are public domain packages. The first version of SIMSET used PETSIM's parametric model then it was modified later on to incorporate more recent data from LLNL (EPDL94) [18] . Hence, the results obtained with PETSIM can be extrapolated to the first version of SIMSET and those obtained with EPDL97 to the current version since for the energies of interest in this paper, there is no significant difference between EPDL94 and EPDL97.
In the last few years, the LLNL photon and electron data bases have been greatly improved in terms of the detail included as well as the accuracy of the data. At the same time, there has been an enormous increase in available inexpensive computer power. The combination of improved photon and electron databases and increased availability of inexpensive computer power allows us today to calculate results in greater detail, with greater accuracy, using accurate methods such as Monte Carlo modeling. The cross-section values produced by the LLNL in collaboration with NIST are thought to be the most up-to-date and accurate coefficients available, and the LLNL database is now a national and international standard [25] . EPDL97 is already a standard in the nuclear reactor industry, since its adoption by the Cross Section Evaluation Working Group (CSEWG) for use with ENDF/B-VI. In the author's opinion, it would be desirable that EPDL97 is adopted as an International standard not because it is perfect, but rather because it could serve as a standard against which everyone can test, and based on user feed- back the authors of this library would then maintain EPDL97 up-to-date to reflect the latest measurements and calculations. Therefore, we highly recommend that EPDL97 cross-section data serve as a standard and supersede earlier cross-section libraries used in Monte Carlo codes to simulate medical imaging systems. This will help to eliminate potential differences between the results obtained with different codes. The results presented in this paper have shown that the effect of using different photon cross-section libraries is noticeable on both generated projection data and reconstructed images (Figs. 6-9 ). The peaks are not of equal heights and the valleys not of equal deep in most images especially Fig. 9 (f), while Fig. 9 (d) has peaks that are more equal in height. The data sets were obtained with the same statistics and random number seeds, so the differences can only be attributed to the cross-section libraries used to generate them. The EPDL97 library was carefully designed in the form of look-up tables for efficiency in data storage, access, and use by the Monte Carlo software [37] . This work presented just a direct comparison of the photon interaction data. It doesn't address the companion Evaluated Electron Data Library (EEDL), and Evaluated Atomic Data Library (EADL), which are needed to complete the picture of photon transport and energy deposition. Those libraries are the only complete and consistent set of data libraries available to treat the complete coupled photon-electron transport problem. These libraries include details that were not previously available, or not considered when performing calculations using traditional photon interaction data.
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