Abstract
We make the following assumptions about Hamiltonian function H 1 (H0) H ∈ C 2 (R 2n , R).
2
(H1) H(p, q + m) = H(p, q), ∀(p, q) ∈ R 2n−ℓ × R ℓ , m ∈ Z ℓ , 1 ℓ 2n.
3
(H2) ∃ µ, r > 0 such that 4 0 < µH(p, q) p · H p (p, q), ∀(p, q) ∈ R 2n−ℓ × R ℓ , |p| r.
Spatially periodic Hamiltonian functions are the special case of ℓ = n in (H1)-(H2). If ℓ = 2n,
5
then H only satisfies (H0) and (H1) and can be considered as a Hamiltonian function on the torus 6 T 2n , on which Hamiltonian systems had been studied in [2, 3, 4] . If 1 ℓ 2n − 1, an alternative where π denotes the covering projection R 2n−ℓ × R ℓ →R 2n−ℓ × R ℓ /Z ℓ . Denote byP(M, k) the set 13 of geometrically distinct solutions of (1.1). For the constant r > 0 in (H2), set 14 M * := max{H(p, q) | |p| r, q ∈ R ℓ }.
( 1.3)
The main result in this paper is to obtain a new Hamiltonian functionH which is regular nearH −1 (M) = H −1 (M), and then where ϕ is some well chosen function. In this paper, we use a modification of this idea to define (1.5)
For the numberT , following the idea of [4] , we obtain 2n + 1 solutions of (1.5). These 2n + , we obtain a solution of (1.5) with k equals to some 6 k 0 ∈ Z ℓ . If k 0 = 0, extendingH periodically in p and repeating the multiplicity proof of Theorem 7
1.1, we obtain n + 1 geometrically distinct solutions of (1.1).
8
This paper is divided into four sections. In Section 2, we prepare some preliminaries and prove 9 the existence of (1.5). In Section 3, we follow the idea of [4] to obtain the multiplicity of (1.5).
10
Here, special care in the proof of the Corollary of Theorem 5 of [4] has to be taken. The existence 11 proof of (1.5) in Section 2.3 yields the existence of rest points. Then, assuming the number of 12 them is finite, they form a Morse decomposition. Hence, the existence proof of (1.5) is necessary.
13
Finally in Section 4, we prove Theorem 1.1 and Theorem 1.2.
14
In this paper, we denote by x · y the standard inner product of x and y in Euclidean space, and 
Proof. Conclusions of this proposition are the same with that of Lemma 1.1 of [6] except the 2 upperbound in (2.1) whose proof is given below. By (H2), we have
where 
which is positive homogeneous of degree one in p such that
In fact, for any λ > 0, we have
, q .
Then, by the uniqueness of α, we have
Proof. By (2.8), we have
Define two maps
11)
This proves 
of circles with radius varying periodically from 2(M − 2) to 2(M + 2). 
Symplectic dilation

11
In this subsection, we prepare some results for the multiplicity proof in Section 4. Let ξ : U→T M be a symplectic dilation of a hypersurface S in (M, ω). For each x ∈ U, there
(2.14)
If there exists a constant δ :
is also called a symplectic δ-dilation of S.
9
Let {φ s } |s|<δ be a symplectic δ-dilation of a hypersurface S in (M, ω). A subsequent property 10 of (2.13) is 
where f : R→R is a C 2 auxiliary function and satisfies δ) and x ∈ S s , we have
and S s is a regular energy hypersurface ofĤ.
lies on S s 2 and solves
Proof. For (i), the conclusion follows from differentiating (2.19) with respect to s.
11
For (ii), since {φ s } is generated by ξ,Ĥ andĤ • φ s 1 −s 2 are constant on S s 2 and regular near 12 S s 2 , by (2.21), we have
Note that
Then, for any vector field ζ on N 1 3 δ , we have
The second equality follows from (2.16). The fourth equality follows from (2.25). The fifth equal-1 ity follows from (2.24). Since ω is non-degenerate and d(φ
XĤ(x 2 (t)).
For (iii), since F andĤ are constant on S and regular near S, then the conclusion follows from 4 (2.21) with s = 0. 
(i) If ω is a symplectic form on M, thenω defined by
is a symplectic form onM .
Hamiltonian functionĤ for the multiplicity proof 3
In this subsection, we list some properties ofH given by P. Felmer [6] for the fixed energy 
(i)H satisfies (H0), (H1) and
(ii) There exists constants a 1 , a 2 , a 3 , a 4 > 0 such that Proof. Define a vector field
This proves that ξ is a symplectic dilation ofH
Remark 2.12. The vector field ξ defined by (2.34) generates the flow
which induces diffeomorphisms
For H satisfying (H0)-(H2), assume that H −1 (M) is contact. By Proposition 2.1, the hypersur- 
Proposition 2.13. For every s ∈ (−δ, δ), we have 
Since φ s (y + (0, m)) − φ s (y) is continuous in s, there exists m ′ ∈ Z ℓ independent on s such that
Then m ′ = m and
This proves (2.39) and (2.40).
2
Define auxiliary functions f, g : R→R by
By direct calculation, we have 4 Proposition 2.14.
5
(i) f is C 2 and satisfies (2.20) .
6
(ii) g is C 1 and satisfies
and 
where D s is defined by (2.38) . Moreover, 
solves (1.5) withT defined by
5T :=T 1 0H ′ (x(t) + t(0, k)) · ξ(x(t) + t(0, k))dt = 0,(2.6      dt ds =T (TH ′ (x(t) + t(0, k)) · ξ(x(t) + t(0, k))) −1 = 0, t(0) = 0, (2.51) (iv) Ifx solves (1.5), thenĤ(x(t) + t(0, k)) ≡ b ∈ (0, 1 3 δ). Moreover, 7 (iv.1) Each element of 8 [x] :=x + N 0 Z 2n−ℓ × Z ℓ (2.52) solves (1.5). 9 (iv.2) There exist δ b ∈ (− 1 3 δ, 1 3 δ) and x ∈ [x] solving (1.5) such that x(t) + t(0, k) lies on D δ b . 10 Then 11 w(t) := φ −δ b (x(t) + t(0, k)) ∈ D 0 , ∀t ∈ R. (2.53) (iv.3) π • w is a non-constant 1-periodic solution of 12      d dt π • w(t) = g(δ b )T XĤ π (π • w(t)), π • w(1) = π • w(0),(2.
54)
where π denotes the covering projection
Hamiltonian function defined by and t(ŝ) is defined by
Proof. We carry out the proof in three steps.
9
Step 1. Definition ofĤ.
10
Define a map Φ 1 such that the following diagram commutes, i.e., 11
where Φ is the diffeomorphism (2.15) with
and
Then Φ 1 is a diffeomorphism. The C 2 -smoothness of Φ 1 follows from that of F 3 , F 2 and Φ. To 6 continue our study, we define an auxiliary functionH : R 2n →R in two cases according to the 7 value of ℓ in (H1).
8 Case 1. 1 ℓ 2n − 2. By (2.61) and (2.62) with δ replaced by any δ ′ ∈ (0, δ), the set 9 R 2n \ N δ ′ has two components V δ ′ and W δ ′ such that V δ ′ /Z ℓ is compact and {0} × R ℓ is contained 10 in the interior of V δ ′ . Choose f defined by (2.41) and define a new Hamiltonian functionH by
65)
Case 2. ℓ = 2n − 1. By (2.65) and (2.66) with δ replaced by any δ ′ ∈ (0, δ), the set R 2n \ N δ ′ 12 has three components V δ ′ , W ± δ ′ such that V δ ′ /Z ℓ is compact and {0}×R ℓ is contained in the interior 13 of V δ ′ . We can also defineH similar to (2.65) by
(2.66) 
where the closed set O δ is defined by
and intO δ denotes the interior of O δ . ThenH defined by (2.65) or (2.66) equals to its maximum
Then we have
(2.73) UsingH, we can define a new Hamiltonian functionĤ : R 2n →R by
It follows from (2.72) and (2.73) thatĤ is well-defined. ThenĤ satisfies (i)-(ii). Here, we define
Then in the diagram (2.62) we haveF =H • Φ 1 . Since f and Φ 1 are C 2 , thenF andH are C 2 .
11
HenceĤ is C 2 . The periodicity ofĤ in q follows from (2.39). The most new important property 12 ofĤ is its periodicity in p.
13
Step 2. Proof of (iii).
Since ξ is a symplectic dilation of D 0 ,H is regular nearH
It follows fromT = 0 and (2.75) thatT = 0 and (2.51) is well-defined. By (2.23) with F replaced 4 byH, we have
The third equality follows from (2.76) and (2.77). The last equality follows from (2.51). By (2.51), 8 the inverse function s(t) of t(s) is given by
We obtain t(1) = 1 from
Thenx (1) =x (1) =x(0) =x(0) andx solves (1.5).
11
Step 3. Proof of (iv). holds. Then
By (2.39) and (2.69), we have
By (2.73), we have
Sinceγ(R) is connected, by (2.78) and (2.79), there exists a unique m
For (iv.3), the conclusion follows from (2.22), (2.42) and elementary calculations. 
The second equality follows from (2.42). Similarly to (2.76), we have
It follows from g(δ b ),T , T = 0 and (2.80) that (2.60) is well-defined. Since z(s) = w(t) lies one
The fourth equality follows from (2.81). The fifth equality follows from (2.82). The last equality 4 follows from (2.60). By (2.60), the inverse functionŝ(t) of t(ŝ) is given by
The third equality follows from x(1) = x(0). The last equality follows from x(0) ∈ D δ b and (2.40) valid forH. However, we can only obtain n + 1 solutions of (1.5) withĤ replaced byH. Then, in section 4.1, we can only obtain #P n+1 2
. Therefore, periodic extension ofH in p enable us to 1 obtain more solutions of (1.5) and (1.1). For the Hamiltonian functionĤ : R 2n →R and the numberT given by Proposition 2.15, define two functionals A, B :
Critical points of A are exactly solutions to the equation
In this section, we follow the idea of [4] to reduce the functional A to a functional G :
in one-to-one correspondence with that of A and hence give 1-periodic solutions of (1.5).
10
Note that the spectrum of the operator
E→L is a pure point spectrum and 11 σ(A) = 2πZ. Let {E λ | λ ∈ R} be the spectral resolution of A. In view of (2.46), choose 12 some C 0 such that 2π < 2T M 2 + C / ∈ 2πZ = σ(A). We can define a orthogonal projection P
13
of L by
The right hand side of (3.6) is a contraction operator on L with contraction constant 1 2 . For fixed 1 z ∈ Z, the equation (3.6) has a unique solution y = y(z) ∈ E. Note that x can be uniquely split 2 as x(z) = z + y(z) and equation (3.5) becomes Az − P B ′ (x(z)) = 0, which is equivalent to
We have
In view of (2.45), from the uniqueness of solution of (3.6) follows that
, and
Note that if z is a critical point of G, the equivalent class
is a group of critical points of G with consistent energy. Moreover, the equivalent class
is a group of 1-periodic solutions of (1.5) with consistent energy and uniquely determined by the 9 equivalent class [z]. Now we write z ∈ Z as z = w+ξ, where w = 1 0 z(t)dt. We have w ∈ ker(A) 10 and ξ ∈ (ker(A)) ⊥ ∩ Z. Writing z = (w, ξ), we conclude from (3.9) that
. In summary, we have [x] consisting of solutions of (1.5).
4
To study rest points of G ′ , we consider the gradient flow δ,
are geometrically the same in the sense of
3)
where g : R→R is defined by (2.42 ).
3
(ii) There exists ǫ ∈ {±1} such that
Proof. For (i), without loss of generality, we assume that
Since (x i , τ i ) solves (1.5) with (k,T ) being replaced by (k i , τ i ) and
The second equality follows from (4.7). The third equality follows from (4.8). By (4.7) with 1 i = 1, (4.10) and (4.11), the basic uniqueness theorem for the initial value problem of ordinary 2 differential equations yields
Then (4.3) follows from (4.9) and (4.12).
4 By (4.2) and (4.3), we have
This proves thatṡ(0) is a period of π • w 2 . Since (x 2 , τ 2 ) solves (1.5) with (k,T ) being replaced 6 by (k 2 , τ 2 ) and
By (4.2), (4.3) and (4.13), there exists j ∈ Z ℓ such that
Taking the difference of (4.14) with t = 0 and n(x 2 ), we have
15)
The first and the last equalities follow from x i (0) ∈ D δ i , n(x 2 )k 1 , m 2 k 2 ∈ Z ℓ and (2.40) with 1 s i = δ i respectively. The second and the fifth equalities follow from n(x 2 ) ∈ N, m 2 ∈ Z \ {0} and 2 x i is 1-periodic. Then (4.4) follows from (4.13) and (4.15).
For (ii), the conclusion follows from (4.2) and (4.4).
4
Given k ∈ Z n \ {0}, by Remark 3.4, we obtain at least 2n + 1 solutions of (1.5), denoted by 5 x 1 , x 2 , · · · , x 2n+1 , which are distinct in the sense of (1.2). There exist δ i ∈ (− Proof. We argue by contradiction. Suppose that there exists a pair w i 1 , w i 2 belonging to P i for some i ∈ {1, 2} such that π • w i 1 (R) = π • w i 2 (R). By (iii) of Proposition 4.1 with (k 1 , τ 1 ) = (k 2 , τ 2 ) = (k,T ), we have g(δ i 1 ) = ǫ 1 g(δ i 2 ). By Proposition 2.14, we have g(δ i 1 ) = g(δ i 2 ) > 0 and hence δ i 1 = δ i 2 . By (4.2), we haveṡ(0) = 1. By (4.13) and (4.14), we have The second equality follows from (4.16) and (2.40) with s = δ i 1 . The last equality follows from 1 δ 1 = δ 2 . However, the equality (4.19) contradicts the assumption π • x i 1 (R) = π • x i 2 (R). 
