Abstract
Introduction
In recent years, computer vision research has witnessed a growing interest in subspace analysis techniques [1] [6] [14] [16] [20] [21] . A face image can be represented as a point in the image space (given by the number of pixels in the image). Before we utilize any classification technique, it is beneficial to first perform dimensionality reduction to project an image into a low dimensional feature space or so-called face space, due to the consideration of learnability and computational efficiency. Specifically, learning from examples is computationally infeasible if it has to rely on high-dimensional representations. In particular, Principal Component Analysis (PCA) [16] and Linear Discriminant Analysis (LDA) [1] have been applied to face recognition with impressive results.
PCA is an eigenvector method designed to model linear variation in high-dimensional data. PCA performs dimensionality reduction by projecting the original ndimensional data onto the k(<<n)-dimensional linear subspace spanned by the leading eigenvectors of the data's covariance matrix. Its goal is to find a set of mutually orthogonal basis functions that capture the directions of maximum variance in the data and for which the coefficients are pairwise decorrelated. For linearly embedded manifolds, PCA is guaranteed to discover the dimensionality of the manifold and produces a compact representation.
LDA is a supervised learning algorithm. LDA searches for the projection axes on which the data points of different classes are far from each other and at the same time where the data points of a same class are close to each other. Unlike PCA which encodes information in an orthogonal linear space, LDA encodes discriminating information in a linear separable space whose bases are not necessarily orthogonal.
Recently, a number of research efforts have shown that the face images possibly reside on a nonlinear submanifold [9] [10] [11] [15] . However, both PCA and LDA effectively see only the Euclidean structure. They fail to discover the underlying structure, if the face images lie on a nonlinear submanifold hidden in the image space. Some nonlinear techniques have been proposed to discover the nonlinear structure of the manifold, i.e. Isomap [15] , LLE [9] , and Laplacian eigenmaps [2] . These nonlinear methods do yield impressive results on some benchmark artificial data sets. However, they yield maps that are defined only on the training data points and how to evaluate the maps on new testing points remains unclear. Therefore, these nonlinear manifold learning techniques might not be suitable for some computer vision tasks, such as face recognition.
In the meantime, there has been some interest in the problem of developing low dimensional representations through kernel based techniques for face recognition [5] [19] . These methods can discover the nonlinear structure of the face images. However, they are computationally expensive. Moreover, none of them explicitly considers the structure of the manifold on which the face images possibly reside.
In this paper, we propose a new approach to face representation and recognition, which explicitly considers the face manifold structure. To be specific, an adjacency graph is constructed to model the local structure of the face manifold. A Locality Preserving Subspace for face representation is learned by using Locality Preserving Projections (LPP). Each face image in the image space is mapped to a low-dimensional face subspace, which is characterized by a set of feature images, called Laplacianfaces. The face subspace preserves local structure, and thus has more discriminating power than eigenfaces from the classification viewpoint. Moreover, the locality preserving property makes our algorithm insensitive to the unwanted variations due to changes in lighting, facial expression, and viewing points.
It is worthwhile to highlight several aspects of the proposed approach here: 1. While PCA aims to preserve the global structure of the image space, and LDA aims to preserve the discriminating information; LPP aims to preserve the local structure of the image space. In many real world classification problems, the local manifold structure is more important than the global Euclidean structure, especially when nearest-neighbor like classifiers are used for classification. 2. An efficient subspace learning algorithm for face recognition should be able to detect the nonlinear manifold structure of the face space. Our proposed Laplacianface method explicitly considers the manifold structure which is modeled by an adjacency graph. The rest of this paper is organized as follows: Section 2 describes the objective functions of PCA and LDA. The Locality Preserving Projection algorithm is described in section 3. In section 4, we present the manifold ways of face analysis. The experimental results are shown in Section 5. Finally, we give concluding remarks and future work in Section 6.
PCA and LDA
One approach to coping with the problem of excessive dimensionality of the image space is to reduce the dimensionality by combining features. Linear combinations are particular attractive because they are simple to compute and analytically tractable. In effect, linear methods project the high-dimensional data onto a lower dimensional subspace.
Considering the problem of representing all of the vectors in a set of n d-dimensional samples x 1 , x 2 , …, x n , with zero mean, by a single vector y={y 1 , y 2 , …, y n } such that y i represent x i . Specifically, we find a linear mapping from the d-dimensional space to a line. Without loss of generality, we denote the transformation vector by w.
That is, w T x i = y i . Actually, the magnitude of w is of no real significance, because it merely scales y i . In face recognition, each vector x i denotes a face image.
Different objective functions will yield different algorithms with different properties. PCA seeks a projection that best represents the data in a least-squares sense. The matrix ww T is a projection onto the principal component space spanned by {w} which minimizes the following objective function, 
where m is the total sample mean vector, |C i | is the number of samples in class C i , m (i) are the average vectors of C i , and x (i) are the sample vectors associated to C i . We call S W the within-class scatter matrix and S B the betweenclass scatter matrix.
Learning a Locality Preserving Subspace
Both PCA and LDA aim to preserve the global structure. However, in many real world applications, the local structure is more important, especially when nearestneighbor search needs to be performed. In this section, we describe how to learn a Locality Preserving Subspace by using Locality Preserving Projections (LPP) [4] . LPP is a linear approximation of the nonlinear Laplacian Eigenmaps [2] . It seeks to preserve the intrinsic geometry of the data and the local structures. The objective function of LPP is as follows:
The objective function with our choice of symmetric weights S ij (S ij = S ji ) incurs a heavy penalty if neighboring points x i and x j are mapped far apart. Therefore, minimizing it is an attempt to ensure that if x i and x j are "close" then y i and y j are close as well. S ij can be thought of as a similarity measure between objects. Let w denote the The derivation reflects the intrinsic geometric structure of the manifold. The theoretical justification for LPP can be traced back to [4] .
Manifold Ways of Face Analysis
In the above two sections, we have described three different linear subspace learning algorithm. The key difference between PCA, LDA and LPP is that, PCA and LDA aim to discover Euclidean structure, while LPP aims to discover manifold structure. In this Section, we discuss the manifold ways of face analysis.
Manifold Learning via Dimensionality Reduction
In many cases, face images may be visualized as points drawn on a low-dimensional manifold hidden in a highdimensional Euclidean space. Specially, we can consider that a sheet of rubber is crumpled into a (high dimensional) ball. The objective of a dimensionality-reducing mapping is to unfold the sheet and to make its low-dimensional structure explicit. If the sheet is not torn in the process, the mapping is topology-preserving. Moreover, if the rubber is not stretched or compressed, the mapping preserves the metric structure of the original space. In this paper, our objective is to discover the face manifold by a locality-preserving mapping for face representation and recognition.
Learning Laplacianfaces for Representation
In section 3, we have described LPP, a method for learning a locality preserving subspace. It is obtained by finding the optimal linear approximations to the eigenfunctions of the Laplace Betrami operator on the manifold [4] . Base on LPP, we describe our Laplacianface method for face representation and recognition.
In the face analysis and recognition problems one is confronted with the difficulty that the matrix XDX T is sometimes singular. This stems from the fact that, sometimes the number of images in the training set (m) is much smaller than the number of pixels in each image (n). In such case, the rank of XDX T is at most m, while XDX T is an n×n matrix, which implies that XDX T is singular. To overcome the complication of a singular XDX T , we first project the image set to a PCA subspace so that the resulting matrix XDX T is nonsingular. Another consideration of using PCA as preprocessing is for noise reduction. This method, we call Laplacianface, can learn an optimal subspace for face representation and recognition.
The algorithmic procedure of Laplacianface is formally stated below:
1. PCA projection: We project the image set {x i } into the PCA subspace by throwing away the smallest principal components. In our experiments, we kept 98% information in the sense of reconstruction error. For the sake of simplicity, we still use x to denote the images in the PCA subspace in the following steps. We denote the transformation matrix of PCA by W PCA .
Constructing the nearest-neighbor graph:
Let G denote a graph with n nodes. The i th node corresponds to the face image x i . We put an edge between nodes i and j if x i and x j are "close", i.e. x i is among k nearest neighbors of x i or x i is among k nearest neighbors of x j . Note that, one might take a more utilitarian perspective and construct a nearest-neighbor graph based on the class labels. That is, we put an edge between two nodes if and only if they have the same class label. The constructed nearest-neighbor graph is an approximation of the local manifold structure. 
where D is a diagonal matrix whose entries are column (or row, since S is symmetric) sums of S,
. L = D -S is the Laplacian matrix. The i th column of the matrix X is x i . Let w 0 , w 1 , …, w k-1 be the solutions of equation (1), ordered according to their eigenvalues, λ 0 <λ 1 <…<λ k-1 . Thus, the embedding is as follows:
where y is a k-dimensional vector. W is the transformation matrix. This linear mapping best preserves the manifold's estimated intrinsic geometry in a linear sense. The column vectors of W are the so called Laplacianfaces which span the face subspace.
Face Manifold Analysis
Now consider a simple example of image variability, a set of face images are generated while the human face rotates slowly. Intuitively, the set of face images correspond to a continuous curve in image space, since there is only one degree of freedom, i.e. the angel of rotation. Thus, we can say that the set of face images are intrinsically one-dimensional. Actually, much recent work [9] [10][11] [15] has shown that the face images do reside on a low-dimensional submanifold embedded in highdimensional image space. Therefore, an effective subspace learning algorithm should be able to detect the nonlinear manifold structure. The conventional algorithms, such as PCA and LDA, model the face images in Euclidean space. They effectively see only the Euclidean struc- ture; thus, they fail to detect the intrinsic low dimensionality.
With neighborhood preserving character, the LPP algorithm is capable of capturing the intrinsic manifold structure to a large extent. Figure 1 shows an example that the face images with various pose and expression of a person are mapped into a two-dimensional subspace. The face image data set used here is the same as that used in [9] . The representative face images are shown in the different parts of the space. As can be seen, the face images are divided into two parts. The left part includes the face images with open mouth, and the right part includes the face images with closed mouth. This is because that, by trying to preserve local structure in the embedding, LPP implicitly emphasizes the natural clusters in the data. Specifically, it makes the neighboring points in the image space nearer in the face space, and faraway points in the image space farther in the face space. Some theoretical analysis can be found in [2] [4] [12] . Moreover, we can see from the figure that the pose and expression of the faces change continuously and smoothly. The bottom images correspond to points along the right path (linked by solid line), illustrating one particular mode of variability in pose. This observation tells us that LPP is capable of capturing the intrinsic face manifold structure.
Experimental Results
In this section, several experiments are carried out to show the effectiveness of our proposed Laplacianface method for face representation and recognition. We begin with two simple synthetic examples to compare LPP and PCA.
Simple Synthetic Examples
Two simple synthetic examples are given in Fig. 2 . Both of the two data sets correspond to an essentially onedimensional manifold. Projection of the data points onto the first basis would then correspond to a one-dimensional linear manifold representation. The second basis, shown as a shorter line segment in the figure, would be discarded in this low-dimensional example. As can be seen, PCA captures the direction of maximum variance in the data. LPP finds direction which preserves local structure and the discriminating power. Moreover, PCA is sensitive to outliers while LPP is not.
Face Representation Using Laplacianfaces
As we described previously, a face image can be represented as a point in image space. A typical image of size m×n describes a point in m×n-dimensional image space. However, due to the unwanted variations resulting from changes in lighting, facial expression, and pose, the image space might not be an optimal space for visual representation and recognition.
In section 2, we have discussed how to learn a locality preserving face subspace which is insensitive to outlier and noise. The images of faces in the training set are used to learn such a face subspace. The subspace is spanned by the Laplacianfaces as described in section 4.2. We can display the Laplacianfaces as a sort of feature images. Using the Yale face database as the training set, we present the first 10 Laplacianfaces in Figure 3 , together with eigenfaces and fisherfaces. Thus, a face image can be mapped into the locality preserving subspace spanned by the Laplacianfaces.
Face Recognition
Once the Laplacianfaces are created, face recognition [1] [16] [17] becomes a pattern classification task. In this section, we investigate the performance of our proposed Laplacianface method for face recognition. The system performance is compared with the eigenface method [16] and the fisherface method [1] , two of the most popular methods in face recognition.
In this study, three face databases were tested. The first one is the Yale database [18], the second one is the PIE (pose, illumination, and expression) database from CMU [13] , and the third one is the MSRA database collected by our own. In all the experiments, preprocessing to locate the faces was applied. Original images were normalized (in scale and orientation) such that the two eyes were aligned at the same position. Then, the facial areas were cropped into the final images for matching. The size of each cropped image in all the experiments is 32×32 pixels, with 256 grey levels per pixel. Thus, each image can be represented by a 1024-dimensional vector in image space. No further preprocessing is done. Figure 5 shows an example of the original face image and the cropped image. Different pattern classifiers have been applied for face recognition, including nearest-neighbor [16] , Bayesian [7] , and support vector machine [8] , etc. In this paper, we apply nearest-neighbor classifier for its simplicity.
The recognition process has three steps. First, we calculate the Laplacianfaces from the training set of face images; then, the new face image to be identified is projected into the face subspace spanned by the Laplacianfaces; finally, the new face image is identified by a nearest-neighbor classifier.
For Yale and PIE database, a random subset of a fixed size is taken with labels to form the training set. The rest of the database is considered to be the testing set.
Yale Database
The Yale face database [18] The face subspace is constructed by our Laplacianfaces method to best preserve the local structure while reducing the dimensionality of the image space. For each face image, it can be projected into the face subspace by the transformation matrix W, i.e. Laplacianfaces.
The recognition results are shown in Table 1 . It is found that the Laplacianface approach significantly outperforms both eigenface and fisherface approaches. The error rate is 11.3%, 20.0% and 25.3% for Laplacianface, fisherface, and eigenface methods, respectively. The corresponding face subspaces are called optimal face subspaces for each method. There is no significant improvement if more dimensions are used. Figure 7 shows a plot of error rate vs. dimensionality reduction. Note that, the upper bound of the dimensionality of fisherfaces is c-1 where c is the number of individuals.
PIE Database
The CMU PIE face database contains 68 subjects with 41,368 face images as a whole. The face images were captured by 13 synchronized cameras and 21 flashes, under varying pose, illumination and expression. We use 170 near frontal face images for each individual in our experiment, 85 for training and the other 85 for testing. Figure 4 shows some of the faces with pose, illumination and expression variations in the PIE database. Table 2 shows the recognition results. As can be seen, Laplacianface method performed better than eigenface and fisherface methods. Figure 8 shows a plot of error rate vs. dimensionality reduction.
MSRA Database
This database was collected at the Microsoft Research Asia. It contains 12 individuals, captured in two different sessions with different backgrounds and illuminations. 64 to 80 face images are collected for each individual in each session. All the faces are frontal. Figure 6 shows the sample cropped face images from this database. In this test, one session is used for training and the other is used for testing. Table 3 shows the recognition results. Laplacianface approach has lower error rate (8.2%) than those of eigenface (35.4%) and fisherface (26.5%). Figure 9 shows a plot of error rate vs. dimensionality reduction. 
