Abstract-We present in this paper a new system based on Motion JPEG2000 intended for road surveillance application. The system uses a reference image and consists in 4 processing steps, namely initialization phase where the first reference image is built, reference estimation, motion segmentation (foreground extraction, ROI mask), and JPEG2000 coding. A first order recursive filter is used to build a reference image that corresponds to the background image. The obtained background is sent to the decoder once for all. The reference image at the coder side is estimated according to a Gaussian mixture model. The remote reference image is updated when specific conditions are met. The updating remote reference is triggered according to the states of mobile objects in the scene (no, few or lot of mobiles). The motion detection given by classical background subtraction technique is performed in order to extract a binary mask. The motion mask gives the region of interest of the system. The JPEG2000 image coded with a ROI option is sent towards the decoder. The decoder receives, decodes the image and builds the implicit binary ROI mask. Then, the decoder builds the displayed image using the reference image, the current image and the mask.
I. INTRODUCTION AND PREVIOUS WORK
Our study addresses the problem of road surveillance for safety purposes. Recently [1] developed an integrated system for smart encoding in video surveillance. A part of the system is based on Motion JPEG2000 (Part3 of the JPEG2000 standard) in which the mobile objects in the scene are extracted automatically with a background subtraction method. The reference image is estimated from each frame with a mixtures of Gaussian technique. The segmentation results are used as input region of interest masks for the JPEG2000 encoding of each frame. The frame is coded with ROI option of JPEG2000. The Motion JPEG2000 codes each frame independently and consists in a concatenation of JPEG2000 images. One of the requirements in JPEG2000 is the support of ROI coding, where ROI of the image can be coded with better quality than the background. The JPEG2000 image encoding standard defines two kinds of ROI coding techniques: the general scaling based method and the Maxshift method. Several methods [2] were proposed to improve the ROI coding. With the Maxshift method, no extra information about the shape of the mask is required for the decoder. The authors in [1] combined the two above techniques to encode the ROI mask. Their system allows in real-time capturing an image, performing a motion detection, encoding with JPEG2000. The data is stored in a server. Then, the data will be transmitted toward a decoder in which a final image is reconstructed. The transmission is made with two layers. The first layer contains the data, the second contains the reference image. But the authors do not explain how to obtain initially the reference. Indeed, in the mixtures of Gaussian technique, some images are necessary to obtain a correct reference image. In order to obtain better results for reconstructed image at the decoder, an initialization phase should be done.
[3] gives a definition of the initialization of background and proposed a solution to build initially a reference image.
[4] proposed a scheme for region-based channel adaptive source coding scheme. The scheme proposed is compared with JPEG2000 encoding with ROI option. In video surveillance application with a transmission channel of very low bandwidth such as GSM network, the use of the reference image in Motion JPEG2000 encoding presents tree problems: obtaining a reference, updating and transmission towards the decoder of the reference regularly.
We have developed a system based on the Motion JPEG2000 standard. In an initial stage, the system builds a reference image and transmits it towards a decoder through the GSM network. This initialization is necessary in order to reconstruct the final image during the next transmission. When the initialization is achieved, the reference image is estimated according to a mixtures of Gaussian model. The motion detection is performed with classical background subtraction technique. The motion mask gives the region of interest for the system. The current image, containing only data linked with the mask, is coded using the ROI option of JPEG2000 encoding and transmitted towards the decoder. The remote reference image is updated when the conditions are required. The updating of remote reference is triggered according to the states of mobile objects in the scene (no, few or lot of objects). This paper is organized as follows: we describe our approach in section II and updating of the remote reference is given in section III. Finally experimental results and conclusions are given in sections IV and V.
II. DESCRIPTION OUR SYSTEM In our approach, the embedded device is the one that is directly connected to the camera and the remote one is the ground station which receives the encoded images. The embedded device is mainly based on a camera, a CPU and a wireless transmission device.
A. Coder and decoder Fig.1 shows our coder system Motion Reference Image JPEG2000 (MRIJ2K). The system is based on four main processing blocks:
. Block A: initialization phase where the first reference image is built (i.e. the background image) and transmitted towards the decoder. This is done only one time at the starting of the system, . Block B: reference image estimation, . Block C: segmentation in order to extract a motion mask or reference mask, . Block D: JPEG2000 encoding with ROI option, Fig.2 shows our MRIJ2K decoder system. The decoder receives, decodes the image and builds the implicit ROI mask. Then, it checks (indicated as FLAG in block diagram) whether the decoded image is a motion image or an updated remote reference image. If it is an updated reference, then the image is stored as the remote reference image otherwise the image is displayed.
B. Initialization phase
The initialisation phase consists of the construction of reference image. In a static camera context, several methods in the computer vision literature were proposed to obtain a reference image. In [5] , [6] , [3] , [7] , the authors evaluate the advantages and drawbacks of some techniques. The common techniques used to extract the reference image are : median filter, frame differencing, Kalman filter, Gaussian mixtures, non-parametric method, wallflower, etc.
1) Constructing a reference image: Considering the constraints of the final custom application (lack of memory and embedded system working on a PC104 format board), we use the following filter transfer function form: 'refinit (P t + 1) = apI (P, t) + (1-acp)Irefinit(PA t) (2) where Irefinit(P, t) and I(p, t) are the intensity values of pixel p in the reference image and in the current image at time t respectively. avp C [0, 1] is the learning rate that gives the training speed, and p is the pixel location in the image (b = a%p,
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(1) a = ap-1). Of course when large object moves slowly in the scene, it will be included in the constructed reference image.
2) Learning rate filter: Since the reference image is the static part of the scene, the value of avp for all pixels belonging to a moving object must be 0. In order to determine avp we have to know all pixels that belong to the background. When p is a background pixel element, the avp value must be in the ]0, 1] interval, otherwise avp is 0. The binary stability charts of the three consecutive images I(t-2), I(t-1) and I(t) are used in order to know the object states in the scene. To compute the binary stability chart, we use the edge information and the noise of the acquisition camera is attenuated by an average filter (3 x 3). The Canny edge detector is used to calculate the gradient of each frame in the sequence. ep = ((Odr > Tf) AND (Odt > Tf)) (8) The moving object threshold Tf is determined according to an automatic entropy based threshold selection. The gradient mathematic morphology filter is used to improve the binary mask obtained. To determine a threshold Tf, we used an entropy power for threshold selection [9] . Tf is given by:
Tf,, 2Hbit (9) where Hbit is the entropy of an information source (observations) that is classicaly defined as follows:
where Ig is the spatial gradient of the processed image in the sequence.
A logical AND between d, and d2 followed by an entropic thresholding technique indicates whether an object is moving or not: when the condition ((di < A) AND (d2 < A)) is true, the object is a background element. A can be obtained according to an entropy power threshold selection method [9] . The model (2) gives good results when mobile objects are of small sized, in the opposite case, the quality of the regions occupied by a large object is bad into the reference image obtained. It will be useful to improve these regions first.
C. Segmentation
In computer vision literature, several techniques were proposed to perform a segmentation of mobile object in the scene [5] , [6] , [7] . The motion detection is a binary labelling problem. It consists in attributing to each pixel p of an image I at time t one of the two following label values: (10) where p is the probability that the observation at any site takes the value i, and log denotes binary logarithm.
D. Estimation of the reference image
We used the same scheme as developed in [5] to estimate a reference image in embedded device. For each grabbed frame, the background image is updated. The method consists in the modelling of each pixel with K Gaussian distributions. P(Xt) represents the probability for a pixel to have the intensity xt at time t. This probability is estimated by:
( 1 1) where wj is the weight of distribution j, ,j is the mean of distribution j and Ej is the covariance for the distribution j and d = 3. For computational reasons, the covariance matrix is assumed to be of the form Ej =o7J?I. The first B distributions are used as a model of the background of the scene where: (5) In order to carry out the binary labelling task, we use two observations. For each pixel p at time t, we calculate:
. the difference between the reference image and the current image:
. the difference between the two successive frames:
To find the most probable label field with these two observations, we can use the conditional probability (Bayes theorem). [8] proposed a MAP criterion to obtain the most probable configuration. In our application, we used a logical AND in order to cope with the embedded target. We introduce a thresholding on both images Odr and Odt and then we compute the logical AND. So the pixel label is given by the following equation. E. JPEG2000 coding JPEG2000 Part 1 has adopted a specific implementation of the scaling based ROI approach. This algorithm called Maxshift method consists in scaling down the background coefficients by 2s. With the Maxshift method, no extra information about the shape of the ROI is required for the decoder [10] . This property is very significant in our scheme.
The ROI mask is automatically extracted from motion detection, and the image to be coded will only contain the useful data (no background data). In spatial domain, the pixels belonging to the ROI mask are set to the current image pixel value and for the others, the value is set to 128. This value is chosen because it is the dynamic mean value of an image coded with JPEG2000. This choice is done in order to control the transition effects between background and region of interest when the image is decoded.
Also, now the current image is compressed using a ROI option with a very low bit rate which will give a rate of 1 img/s with GSM channel (size of data 9600 bits around).Then, the compressed current image is transmitted towards the decoder.
F Displayed image construction
The decoder receives an image. This image could be a reference image (i.e. background image) or a motion image (i.e. motion data). A flag is needed to identify those two cases and it is added in the file header during the image encoding. In the reference case, the received image is stored as background image on the decoder, otherwise the image is only displayed.
When a motion image or a reference image is decoded, the ROI binary mask is implicitly obtained. Due to the Maxshift technique property, the decision of whether or not a wavelet coefficient c belongs to the background (i.e. ROI) is stated using the following conditions: { c C ROIifc > dwt lc ROI else pattern in order to build the ROI mask and the information in this area will be coded and sent to the decoder for the updating of the background image.
A. Regions to be updated
The background image is composed of Nb blocks and each block will be used as an ROI mask. In order to improve the efficiency of our strategy, we define a parameter qc for each area. The qc represents a quality coefficient and qc non quality coefficient with respect to the initialization phase (background image creation) or the GMM background estimation. qci and qci (0 < qci, qc. < 1) are used to compute a refreshing priority for the region i. The region with the highest priority will be updated first.
1) Local quality coefficient calculation: For a given frame, the local quality coefficient for a given block is based on the intersection of the motion ROI mask and the block area. The occupation percentage of mobile object is computed as follows. Lets Imask, Ir be the mask of motion object and current reference image respectively and i be the current index of treated block. We can write:
where dwt is a downshift parameter and dwt is set to 2'. The image to be displayed is built using the reference image, the motion image and the mask reconstructed. In spatial domain, a simple pixel substitution is used to build the displayed image.
III. UPDATING OF THE REMOTE REFERENCE
Once the initialization phase is finished, the coder is able to send to the decoder the entire background image. Thus, the decoder can construct a final image moving mask over the background. At the coder side, the reference image is updated for each frame according to a Gaussian Mixture Model (GMM). The updating of the reference image at the decoder should be done regularly.
The intuitive technique for updating the remote reference image (RRI) is based on the transmission of the RRI towards the decoder with a specific period. For example every 4 seconds or 10 images like in [1] . The RRI must be coded with no ROI option and with a moderate bit rate compression. In our system, the transmission of the complete RRI slows down the transmission rate.
In our scheme, the image transmission rate should be done at where the NonZero is an operator that counts the number of pixels set to 1 in the current Imaskb and Nbsize is the size of the square block.
2) Global quality coefficient calculation: At frame k, the quality coefficients are updated according to the local quality coefficients and the previous values of the quality coefficient at frame k -1. A threshold Tqc is introduced to determine a changing of given region:
where 'y is the learning rate of the background estimation (ex. during the initialization phase, model (2) y = ap).
B. Remote reference updating decision
The region to be updated in remote reference must correspond to the block with the highest qc. We introduce two thresholding values Thigh and Tdo0, for observing the occupation of the mobile objects in the scene. The high threshold
Thigh indicates that a lot of mobile objects is observed in the scene and Tdo0, indicates that few mobile objects are observed in the scene. The updating of the remote reference strategy is run according to the state of object mobile in the scene (much or less). Three cases are considered: 
dim where Imask is a mask of moving object and dim represents the size of the image.
C. Pulling of blocks
The blocks to be updated are chosen according to the three cases considered above.
In the first case, we can consider that no interesting object is present in the scene. We propose to use the block with the highest qc as the ROI mask for the JPEG2000 encoding. Then, the non-quality coefficient of this block is forced to zero (qc = 0, qc = 1) in order to flag it as "processed".
In the second case, too many moving objects are detected in the scene, then the updating of the remote reference should not be triggered. But if this configuration lasts a too long time (for example more than 2 hours), maybe the updating should be performed like in the previous case.
In the third case, there is no easy decision so we choose to force the updating every n frames in order to improve the global quality of the displayed image. In order to limit the background update, we define a threshold Tqc and only the blocks with a qc greater than Tqc will be updated. Then, the non-quality coefficient of this block is forced to zero (qc = 0, qc = 1) in order to flag it as "processed".
IV. EXPERIMENTAL RESULTS
For the JPEG2000 encoding, we used the Kakadu [12] codec SDK. Our goal is to obtain a 9600 bits image file in order to reach the image rate of 1 img/s with the GSM channel. At the ground station, the image reconstruction is done using the background image and the current JPEG2000 image. While decompressing the current image, we are able to retrieve the ROI mask which contains the spatial information (Maxshift method property). In spatial domain, the current finale image is computed by copying the background image and replacing the background pixel by the current pixel if it belongs to the ROI. For experimental tests, we are using 2 PCs. The transmission tests are done using a serial port, RS232 restricted to 9600 bps). The values of parameters are given in Tab.I.
Nbsize Tdown Thigh In order to evaluate the quality of final image obtained, we have used an objective classical criterion: PSNR. For each reconstructed image, the PSNR is calculated, yielding an average value of 32dB. Our experimental results are shown on Fig.3, Fig.4 and Fig.5 . The PSNR results are shown on Fig.6 . During of the initialization phase, the training frame number to extract the background image is set initially to 50. Our tests have been done with recorded video sequences of typical highway scenes'. In order to check the quality of the background reference image, a frame without any moving object is grabbed manually in the sequence and the PSNR is evaluated. The value is 30dB which leads to an average quality level. The quality is linked to the number of frames and also to the tuning of the first order parameters according to typical speed and size of the moving objects in the scene. As shown in left of Fig.3 , the quality of the regions occupied by large moving object is bad (a lapse of memory). Those regions having high values in the boxes of Fig.3 bottom, should be updated first.
Then, the reference image is compressed to a JPEG2000 file at a moderate bitrate of 0.4 bpp, and sent once for all towards the decoder.
In Fig.5 , tree images are lost with the use of intuitive technique (here every 5 images) to update the remote reference image, whereas only one image is lost with our method. We have run tests with potential customers of our product and their global point of view is that our strategy gives a more fluid image flow than the intuitive method.
V. CONCLUSION
A video coding approach with Motion JPEG2000 using a reference image has been developed in the context of road surveillance. The complete scheme is implemented and it reaches the expected performances. We also showed how the image reference is built during initialization phase. The classical background subtraction technique is used to perform the segmentation of mobile objects. Instead of updating the remote reference with a specific period, we presented a new technique to update the remote background image by pieces. The updating of the remote reference is triggered when some specific conditions are met, depending on the amount of moving areas. The implementation of our system runs at 4 frames per second on a 1.6 GHz AMD processor for 320x240 color images. The transmission, using a restricted serial port, has been tested and the rate of 1 img/s has been reached. These 'Thanks to LAPS laboratory (http://www.u-bordeauxl.fr) for providing an image sequence; We have also tested our algorithm with the sequences available at http://i2 lwww.ira.uka.de/image-sequences/ results are close to the transmission which can be achieved with GSM channel.
Our future work will be focused on two axis. On one hand, we will build the first prototype using PC104 modules for Magys company2 and on the other hand, we will study the effect of LUX (Logarithmic hUe eXtension ) [1 1] on the rendering quality of the image in road surveillance context.
Notes that by using GPRS or future UMTS, one might expect a video rate of 5 img/s and 25 img/s respectively.
