Abstract. This paper studies intersection theory on the compactified moduli space M(n, d) of holomorphic bundles of rank n and degree d over a fixed compact Riemann surface Σ of genus g ≥ 2 where n and d may have common factors. Because of the presence of singularities we work with the intersection cohomology groups IH * (M(n, d)) defined by Goresky and MacPherson and the ordinary cohomology groups of certain partial resolution of singularitiesM(n, d) of M(n, d). Based on our earlier work [24], we give a precise formula for the intersection cohomology pairing and provide a method to calculate pairings onM(n, d).
Introduction
This paper studies intersection theory on the compactified moduli spaces M(n, d) and M Λ (n, d) of holomorphic bundles of rank n and degree d over a fixed compact Riemann surface Σ of genus g ≥ 2 (and with fixed determinant line bundle Λ in the case of M Λ (n, d)).
Here n and d may have common factors so that M(n, d) and M Λ (n, d) may be singular. Intersection theory on these moduli spaces when n and d are coprime has been studied intensively for several decades [3, 4, 5, 6, 12, 20, 21, 28, 34, 43, 50, 51, 58, 61, 65] ; work has also been done on the singular 1 moduli spaces M(2, d) when d is even [31, 32, 33] . Our aim here is to extend the results of [28] on intersection pairings in the cohomology of M Λ (n, d) to the case when n and d are not coprime, by using the methods of [24] . Because of the presence of singularities we will work with the intersection cohomology groups IH * (M(n, d)) and IH * (M Λ (n, d)) defined by Goresky and MacPherson [15, 16] and the ordinary cohomology groups of certain partial resolutions of singularitiesM(n, d) andM Λ (n, d) of M(n, d) and M Λ (n, d) [36, 38] .
In [61] Witten studied the moduli spaces M(n, d) as symplectic reductions of infinite dimensional affine spaces by infinite dimensional groups. When n and d are coprime he found formulas for intersection pairings on these moduli spaces from asymptotic expansions of certain infinite dimensional integrals as a parameter ǫ tends to 0. He did this by showing that each integral is a sum of terms tending to 0 exponentially fast with ǫ, together with a polynomial in ǫ whose coefficients are intersection pairings on the moduli space. He also gave formulas for the asymptotic expansions of the integrals in the case of bundles of rank two and even degree, and noted that powers of ǫ 1/2 appeared. In this article we will use the finite dimensional methods of [28] and [24] in the case when n and d are not coprime to rederive Witten's formulas for n = 2, extend them to n ≥ 2 and calculate intersection pairings in IH * (M(n, d)) and on the partial resolution of singularitiesM(n, d) of M(n, d). We will see that when n and d are not coprime Witten's integrals are sums of polynomials in ǫ 1/2 rather than ǫ, together with terms tending to 0 exponentially fast with ǫ. Some of the coefficients of integral powers of ǫ in these expressions can be interpreted as intersection pairings; however it is not clear whether there is a geometrical interpretation of the coefficients of the half-integral powers of ǫ.
The layout of this paper is as follows. In §2 we recall the results we shall need from [24] on cohomology pairings on singular geometric invariant theoretic quotients and symplectic reductions. In §3 we recall facts about moduli spaces of bundles over curves and their partial desingularisations. In §4 we review the finite-dimensional methods used in [28] to rederive Witten's formulas in the case when n and d are coprime. In §5 we calculate pairings in IH * (M(n, d)), and in §6 we complete the calculation of pairings onM(n, d). In §7 we consider the case when n = 2 in detail as an example, and finally in §8 we look at Witten's integrals.
Pairings on singular quotients
Let M//G be the quotient in the sense of Mumford's geometric invariant theory [49] of a nonsingular connected complex projective variety M by a linear action of a connected complex reductive group G. In [24] we gave formulas, under certain conditions on the group action, for the pairings of intersection cohomology classes of complementary degrees in the intersection cohomology IH * (M//G) of M//G. (Intersection cohomology is defined with respect to the middle perversity throughout this paper, and all cohomology and homology groups have complex coefficients). We also gave formulas for intersection pairings on resolutionsM //G (or more precisely partial resolutions, since orbifold singularities are allowed) of the quotients M//G.
Recall that if every semistable point of M is stable then 0 is a regular value of the moment map and the stabiliser in K of every point of µ −1 (0) is finite. This implies that the cohomology H * (M//G) of the quotient M//G is naturally isomorphic to the equivariant cohomology H Since H * (M//G) satisfies Poincaré duality, the kernel of this surjection is then determined by the formula obtained in [25] (see (2.4) below) for pairings of cohomology classes of complementary dimensions in M//G in terms of equivariant cohomology classes in M which represent them.
If there are semistable points of M which are not stable (we assume only that there do exist some stable points, or equivalently that there exist some points in µ −1 (0) where the derivative of µ is surjective) then there is no longer a natural surjection from H IH * (M//G), which we will call κ M since it coincides with (2.1) when semistability is the same as stability. This surjection κ M : H The residue formula of [25] 2 is a formula, in the case when semistability equals stability, for pairings of cohomology classes κ M (α) and κ M (β) of complementary dimensions in M//G in terms of equivariant cohomology classes α and β in M which represent them. Let T be a maximal torus in K; its complexification T c is then a maximal complex torus of G. Let Γ be the set of roots of K regarded as elements of the dual t * of the Lie algebra t of T , and let Γ + and Γ − be the subsets of Γ consisting of the positive and negative roots of K. Let ω = ω + µ be the standard 3 extension of the symplectic form ω to an equivariantly closed differential form on M. We shall assume for simplicity throughout that the stabiliser in K of a generic point of µ −1 (0) is trivial. Then if F is the set of components of the fixed point 2 See Theorem 3.1 of [28] for a corrected version. 3 Here we follow the conventions of [28, 24] which differ slightly from those used in [25] and by Witten in [61] ; in particular we have no factors of i.
set M
T of T on M, the residue formula is
where vol (T ) and [dX] are the volume of T and the measure on its Lie algebra t induced by the restriction to t of the fixed inner product on k, while W is the Weyl group of K, the polynomial function D(X) = γ∈Γ + γ(X) of X ∈ t is the product of the positive roots 4 of K and n + = (s − l)/2 is the number of those positive roots
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; s is the dimension of K and l is the dimension of T . Also if F ∈ F is a component of the fixed point set M T then i F : F → M is the inclusion and e F is the equivariant Euler class of the normal bundle to F in M. The multivariable residue map res which appears in the formula is a linear map, but in order to apply it to the individual terms in the formula some choices have to be made which do not affect the residue of the whole sum. Once the choices have been made, many of the terms in the sum have residue zero and the formula can be rewritten as a sum over a subset F + of F. When T has dimension one (which is the only case we shall need explicitly in this paper, because we shall be using an inductive argument modelled on that of [28] ) we can take F + to consist of those F ∈ F on which the constant value taken by the T -moment map µ T : M → t * ∼ = R is positive, and then res applied to those terms in the sum labelled by F ∈ F + is the usual one-variable residue res X=0 at 0. Indeed for K = U(1) we have (see [25, 30, 64] ) where res X=0 denotes the coefficient of 1/X when X ∈ R has been identified with 2πiX ∈ k.
Thus, in principle, when M has semistable points which are not stable we can apply the residue formula (2.4) above toM to obtain pairings on the partial desingularisatioñ M //G and in the intersection homology IH * (M//G) of the singular quotient M//G. When the action of G on M is weakly balanced (which will be the case for the actions to be considered in this paper), so that κ [dX] , for any sufficiently small δ ∈ t * which is a regular value of the moment map µ T (see [24] Theorem 18). Here κ (δ)
M is defined as at (2.1) but with K replaced by T and the moment map µ replaced by µ T − δ. Moreover in fact (2.6) is valid even when M is not compact and 4 In this paper, as in [28] , we adopt the convention that weights β ∈ t * send the integer lattice Λ I = ker(exp : t → T ) to Z rather than to 2πZ, and that the roots of K are the nonzero weights of its complexified adjoint action. This is one reason why the constant in the residue formula above differs from that of [25] Theorem 8.1.
5 Notice that (−1)
has singularities away from µ −1 (0), provided that µ −1 (0) is compact and M is smooth near µ −1 (0).
Thus the intersection pairings in IH * (M//G) are given by a very simple modification of the residue formula (2.4). However when we try to apply (2.4) toM to obtain pairings on the partial desingularisationM //G then complications arise. The main difficulty is that, although the construction ofM ss and ofM //G from the linear G-action on M is canonical and explicit, the construction ofM is not. In [36] the set M ss of semistable points of M is blown up along a sequence of nonsingular G-invariant closed subvarieties V , and after each blow-up any points which are not semistable are thrown out, so that eventually we arrive at M ss and thus obtainM//G =M ss /G. If necessaryM itself could be constructed by resolving the singularities of the closuresV of these subvarieties V and blowing up along their proper transforms, but in practice this is not usually simple. Unfortunately the residue formula of [25] involves the set of components of the fixed point set of the action of the maximal torus T of K, so applying it directly toM would be very complicated, and knowledge of the set of semistable pointsM ss alone would not suffice. However there is an alternative way to calculate the pairings which only requires information aboutM ss . This makes use of the method of reduction to the maximal torus [17, 44, 45] .
When M ss = M s one can reduce to the maximal torus as follows. Let µ T : M → t * be the T -moment map given by composing µ : M → k * with the natural map k * → t * . As Guillemin and Kalkman observe in [17] , it follows immediately from the residue formula (2.4) that if 0 is a regular value 6 of µ T then we have a surjection κ
where the elements α, β of H * K (M) and γ∈Γ γ ∈ H * T are regarded as elements of H * T (M) via the natural identification of H * K (M) with the Weyl invariant part (H *
T (M))
W of H * T (M) and the natural inclusion of the equivariant cohomology of a point H *
. In fact Martin [44, 45] gives a direct proof of (2.8) without appealing to the residue formula. His proof shows also that, provided µ −1 (0)/T is oriented appropriately,
where the product is now over only the positive roots of K, and his argument shows in addition that it is possible to represent the cohomology classes κ M ( γ∈Γ + γ) and κ M ( γ∈Γ − γ) (which of course only differ by a sign (−1) n + ) by closed differential forms on µ −1 T (0)/T with support in an arbitrarily small neighbourhood of µ −1 (0)/T . Thus there is in fact no need to assume in (2.8) and (2.9) that 0 is a regular value of µ T ; it is enough to have 0 a regular value of µ, and M itself may have singularities away from µ −1 (0). This is important in [28] when these ideas are applied to the moduli spaces M(n, d) when n and d are coprime, and it will be similarly important in this paper. 6 We are assuming that 0 is a regular value of µ, or equivalently that K acts with finite stabilisers on µ −1 (0).
If M ss = M s then we can apply (2.8) to the blow-upM of M to get
It is shown in [24] §8 that it is possible to choose a value ξ ∈ t * which is regular for both µ T andμ T , such that the difference between κ TM (αβD 2 )[M //T c ] and the evaluation on the fundamental class ofμ
T (ξ)/T =M // ξ T c of the cohomology class induced by αβD 2 ∈ H T (M) can be calculated in terms of data determined purely by the construction ofM ss from M ss , which is canonical and explicit, instead of the construction ofM from M, and moreover this evaluation on [M // ξ T c ] equals the evaluation on the fundamental class of µ −1 T (ξ)/T = M// ξ T c of the cohomology class induced by αβD 2 , which can be calculated by using the residue formula (2.4) applied to the action of T on M with the moment map µ T −ξ. Combining all these calculations enables us to calculate pairings in the cohomology of the partial desingularisationM //G of M//G.
Once we have reduced to calculating pairings on [M // ξ T c ], an alternative strategy to the use of the residue formula (2.4) is to follow the approach taken by Guillemin and Kalkman in [17] and Martin in [44, 45] , which was applied to the moduli spaces M(n, d) when n and d are coprime in [28] . This is to consider the change in
, as ζ varies through the regular values of µ T . This is sufficient, if M is a compact symplectic manifold, because the image µ T (M) is bounded, so if ζ is far enough from 0 then µ −1 [2, 18] ; it is the convex hull in t * of the set
T (ζ)/T is empty and thus
of the images µ T (F ) (each a single point of t * ) of the connected components F of the fixed point set M
T . This convex polytope is divided by codimension-one walls into subpolytopes, themselves convex hulls of subsets of {µ T (F ) : F ∈ F}, whose interiors consist entirely of regular values of µ T . When ζ varies in the interior of one of these subpolytopes there is no change in κ Any such wall is the image µ T (M 1 ) of a connected component M 1 of the fixed point set of a circle subgroup T 1 of T . The quotient group T /T 1 acts on M 1 , which is a symplectic submanifold of M, and the restriction of the moment map µ T to M 1 has an orthogonal decomposition
* is a moment map for the action of T /T 1 on M 1 and µ T 1 :
is constant (because T 1 acts trivially on M 1 ). If ζ 1 is a regular value of µ T /T 1 then there is a symplectic quotient µ
and it is shown in [17] that the change in κ
for a suitable residue operation
where
When T is itself a circle, this residue operation is given by restricting to M 1 , dividing by the equivariant Euler class of the normal bundle to M 1 in M, and taking the ordinary residue res X=0 at 0 on C. This gives an inductive method for calculating the change in κ
T (ζ)/T ] as the wall is crossed, in terms of data on M localised near M T ; it is essentially equivalent to the residue formula (2.4) when dim(T ) = 1, but differs from it for groups of higher rank. Remark 1. The advantage of this method over the residue formula (2.4) for our purposes is that it can be applied in situations when M is not compact, and indeed when the fixed point set of the action of T on M has infinitely many components so that the residue formula cannot be applied directly. This method was used in [28] with M as the extended moduli space of [22] to obtain formulas for the pairings on M(n, d) when n and d are coprime (see §4 below), and exactly the same arguments will provide us with formulas for pairings on M// ξ T c when ξ is a regular value of µ sufficiently close to 0.
Remark 2.
When it is unlikely to cause confusion we will simplify the notation a little and write κ instead of κ M , κ ss M etc.
Moduli spaces of bundles and their partial desingularisations
Recall that a holomorphic vector bundle E of rank n and degree d over the compact Riemann surface Σ of genus g ≥ 2 is called semistable (respectively stable) if every proper subbundle
There is a moduli space M s (n, d) of isomorphism classes of stable bundles of rank n and degree d over Σ, which is a nonsingular quasi-projective variety with a natural compactification M(n, d) whose points are represented by semistable bundles of rank n and degree d over Σ. The compactified moduli space M(n, d) is a projective variety which is in general singular, although if d and n have no common factors then M(n, d) coincides with M s (n, d) and is a nonsingular projective variety.
The spaces M(n, d) can be represented in several different ways as quotients in the sense of Mumford's geometric invariant theory [49] or as quotients in an analogous sense for infinite dimensional group actions, leading to constructions of partial desingularisationsM(n, d) of M(n, d) [39] . In this section we shall follow the infinite-dimensional point of view taken by Atiyah and Bott in [3] .
Let E be a fixed C ∞ complex hermitian vector bundle of rank n and degree d over Σ. Let C be the space of all holomorphic structures on E, let C s (respectively C ss ) be the open subset of C consisting of all stable (respectively semistable) holomorphic structures on E, let G denote the gauge group of E (the group of all C ∞ unitary automorphisms of E) and let G c denote its complexification which is the group of all C ∞ complex automorphisms of E. When it is necessary for clarification we shall write C(n, d) and G(n, d) instead of C and G. The moduli space M s (n, d) can be identified naturally with C s /G c and M(n, d) can be identified naturally with the quotient of C ss by the equivalence relation for which semistable structures are equivalent if and only if the closures of their G c -orbits meet in C ss . Thus we can think of M(n, d) as a quotient C//G c in a sense analogous to geometric invariant theoretic quotients, and so construct a partial desingularisationM(n, d) of M(n, d) [39] . In fact in [39] 
is not constructed using the representation of M(n, d) as the geometric invariant theoretic quotient of C by G c , although it is noted at [39, p.246] The construction ofM(n, d) involves a set R of representatives R of the conjugacy classes of reductive subgroups of G c which occur as the connected components of stabilisers in G c of semistable points of C, together with their fixed point sets Z R in C. Equivalently we look for automorphism groups of semistable bundles over Σ. Such conjugacy classes correspond to unordered sequences (m 1 , n 1 ), ..., (m q , n q ) of pairs of positive integers such that m 1 n 1 + ... + m q n q = n and n divides n i d for each i (cf. [39, pp. 248-9] ). An element R of the corresponding conjugacy class is given by
In the notation of [36] and [39] we constructC ss from C ss by blowing up along the subvarieties G c Z 
Sym(#{i : m i = j and n i = k})
where Sym(b) denotes the symmetric group of permutations of a set with b elements. Furthermore the semistable holomorphic structures which become unstable after the blow-up corresponding to the conjugacy class of R are those with a filtration 0 In [42] the action of R on the normal N R to G c Z ss R at a point represented by a holomorphic structure E of the form (3.2) and the induced action on P(N R ) are studied. If a C ∞ isomorphism of our fixed
is chosen, then we can identify C with the infinite-dimensional vector space
and the normal to the G c -orbit at E is given by H 1 (Σ, EndE), where EndE is the bundle of holomorphic endomorphisms of E [3, §7] . The normal to GZ ss R can then be identified with
where δ 
The linear action of R on the normal N R induces a stratification of P(N R ) with the semistable set P(N R )
ss as its open stratum [35] . An element β of the indexing set B R of this stratification is represented by the closest point to 0 of the convex hull of some nonempty set of the weights of the action of R on N R , and two such closest points can be taken to represent the same element of B R if and only if they lie in the same Ad(N)-orbit, where N is the normaliser of R (see [35] or [41] ). This indexing set B R is described more explicitly in [42] as follows. Let us take our maximal compact torus T R in R to be the product of the standard maximal tori of the unitary groups U(m 1 ),..., U(m q ) consisting of the diagonal matrices, and let t R be its Lie algebra. Let
and let e 1 , ..., e M be the weights of the standard representation of T R on C m 1 ⊕ ... ⊕ C mq . We use the usual invariant inner product on the Lie algebra u(m i ) of U(m i ) for 1 ≤ i ≤ q given by A, B = −trAB t and multiply by a positive scalar factor ρ i (to be chosen later) to induce an inner product on the Lie algebra of T R such that e 1 , ..., e M are mutually orthogonal and 
Moreover the conditions on the function ǫ ensure that the partition {∆ h,m : (h, m) ∈ J} and its indexing can be recovered from the coefficients of β with respect to the basis
The proof of this proposition involves studying the convex hull of
From S we can construct a directed graph G(S) with vertices 1, ..., M and directed edges from i to j whenever (i, j) ∈ S. Let ∆ 1 ,..., ∆ s be the connected components of this graph. Then {e i − e j : (i, j) ∈ S} is the disjoint union of its subsets {e i − e j : (i, j) ∈ S and i, j ∈ ∆ h } for 1 ≤ h ≤ t, and {e i − e j : (i, j) ∈ S and i, j ∈ ∆ h } is contained in the vector subspace of t R spanned by the basis vectors {e k : k ∈ ∆ h }. Since these subspaces are mutually orthogonal for 1 ≤ h ≤ s, the closest point to 0 in the convex hull of {e i − e j : (i, j) ∈ S} is
where β h is the closest point to 0 of the convex hull of {e i − e j : (i, j) ∈ S and i, j ∈ ∆ h } for 1 ≤ h ≤ s. It is shown in the proof of [42] Proposition 5.1 that we can express each ∆ h as a disjoint union
where ǫ(h) has the required properties, and from this the result follows.
Recall from Remark 1 that in order to compute intersection pairings onM(n, d) we will consider the change in pairings as walls are crossed between convex subpolytopes whose interiors consist of regular values of a torus moment map. To deal with the blow-up corresponding to the subgroup
as above at (3.1), we will fix a ray
in t R and consider the wall crossings needed to approach 0 along this ray. Here the walls are convex hulls of subsets of the set of weights {e i −e j : 1 ≤ i, j ≤ M} for the action of R on N R , and hence all lie within the codimension 1 subspace in t R given by { i λ i e i : i λ i = 0}.
Any wall which needs to be crossed lies in a hyperplane in this subspace obtained by intersecting the subspace with one of the affine hyperplanes β + β ⊥ determined by some β representing an element of B R \ {0}. Such a β corresponds to a partition {∆ h,m : (h, m) ∈ J} satisfying the conditions in Proposition 3, or equivalently is the closest point to zero in the convex hull of a nonempty subset {e i − e j : (i, j) ∈ S} of weights of the R action on N R . The subset S determines a directed graph G(S) as above.
Lemma 4. The directed graph G(S) corresponding to a non-zero β contains no directed loops.
Proof: Suppose we have a directed loop in G(S), that is a sequence of edges corresponding to weights e i 1 − e i 2 , e i 2 − e i 3 , . . . , e ir − e i 1 . Then
((e i 1 − e i 2 ) + . . . + (e ir − e i 1 )) = 0 lies in the convex hull of the weights. This contradicts the assumption that β is the closest point to the origin of this convex hull.
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meets the wall determined by β then M is the only vertex of the directed graph G(S) with no outgoing edges.
Proof: Since the ray (3.6) meets the wall determined by β we have
for some λ > 0 and λ ij ≥ 0 with (i,j)∈S λ ij = 1. Equating coefficients of e i for i
so there is some j for which (i, j) ∈ S and hence i has an outgoing edge.
Suppose M has an outgoing edge. Then all the vertices would have outgoing edges and G(S) would contain a directed loop, contradicting Lemma 4. Remark 7. Since G(S) is connected the index h for the partition {∆ h,m : (h, m) ∈ J} can be omitted. We will also relabel the partition {∆ m } by adding a constant to m so that it is indexed by m ∈ {1, . . . , t}; the only difference this makes is that we can no longer assume that ǫ lies in [−1/2, 1/2). We also know from Lemma 5 that M is the only 'top' element of the graph. It follows from the definition of the ∆ h,m in the proof of [42] Proposition 5.1 that M is then the only element in ∆ t .
Subpolytopes of the wall determined by β are the intersections of convex hulls of subsets of {e i − e j : (i, j) ∈ S} with exactly M − 1 elements which are linearly independent. These correspond to subgraphs of G(S) with precisely M − 1 edges. If the ray (3.6) meets the subpolytope it must correspond to a connected subgraph with M as the only vertex with no outgoing edge (by the same arguments as for Lemmas 4, 5 and 6). Thus these subgraphs are trees; they are the minimal connected subgraphs of G(S) with the same vertices as G(S) and having M as the only vertex with no outgoing edges.
Lemma 8. If the connected graph G(S) has the property that its only vertex with no outgoing edges is M, then G(S) has a minimal connected subgraph with the same property.
Since G(S) contains no directed loops we can check that {(i, j(i)) : 1 ≤ i ≤ M −1} determines a minimal connected subgraph with the required property.
Lemma 9. Suppose that G(S) has the property that its only vertex with no outgoing edges is M, and let G 0 = G(S 0 ) be a minimal connected subgraph with the same property. Then the ray R
+ (e 1 + e 2 + · · · + e M −1 − (M − 1)e M ) meets
the interior of the convex hull of
Proof: Without loss of generality we can assume that the vertices i such that (i, M) ∈ S 0 are precisely M − 1, M − 2, . . . , M − k. If we remove the vertex M and the edges joining
, say, where for 1 ≤ j 0 ≤ k the vertex M − j 0 is the only vertex in G j 0 with no outgoing edges. Let M j 0 be the number of vertices in the connected component G j 0 and let the other vertices of
. Then G j 0 has M j 0 − 1 edges and is a minimal connected graph on its vertices with the property that M − j 0 is the only vertex with no outgoing edges. Hence by induction on M we can assume that there exist λ (j 0 ) > 0 and λ
Dividing by λ (j 0 ) (which is strictly positive) gives
and summing over j 0 = 1, . . . , k gives
to each side and using the equality
Since S j 0 ⊆ S 0 and (M − j 0 , M) ∈ S 0 for 1 ≤ j 0 ≤ k, and in addition λ
, we can rewrite this as
where λ > 0 and λ ij > 0 for all (i, j) ∈ S 0 and Remark 11. We now know which minimal connected subgraphs of G(S) determine subpolytopes of this wall through which the ray
They are the minimal connected subgraphs with the property that M is the only vertex with no outgoing edges. The case M = 4 is illustrated in Figure 1 . 
Figure 1: The case M = 4. The 12 weights {e i − e j : 1 ≤ i, j ≤ 4, i = j} are shown as dots forming the midpoints of a hexahedron. A wall, corresponding to the subset S = {(1, 4), (2, 4) , (3, 1) , (3, 2)}, which meets the ray R + (e 1 + e 2 + e 3 − 3e 4 ) is shown shaded. The connected graph G(S), in which 4 is the only vertex with no outgoing edges, is shown on the right. The subpolytopes of the wall which meet the ray are shown below, and on their right are the corresponding minimal connected subgraphs of G(S), again in which 4 is the only vertex with no outgoing edges.
The procedure described in §8 of [24] for calculating intersection pairings works most efficiently if the wall crossing takes place at a point β * of the affine hyperplane β + β ⊥ in the Lie algebra of the maximal torus of R which satisfies Stabβ ⊆ Stabβ * where Stabβ denotes the stabiliser of β under the adjoint action of G c (cf. [24] Remark 27). Recall that
where ǫ is a constant. Recall also that we chose an invariant inner product on the Lie algebra of R such that e 1 , . . . , e M are mutually orthogonal and
where ρ i can be any strictly positive scalar for 1 ≤ i ≤ q. Thus for generic choices of ρ 1 , . . . , ρ q we will have the required condition
Stabβ ⊆ Stabβ * provided that β * is of the form
for some function f (m) of m ∈ {1, . . . , t}. But by Proposition 10 the condition for the ray R + (e 1 + e 2 + · · · + e M −1 − (M − 1)e M ) to meet the wall determined by β is that M should be the only vertex of G(S) with no outgoing edges, and hence the only element of ∆ t (see Remark 7) . If this condition is satisfied, then the ray meets the wall in a point β * of the form (3.8) above, since
Remark 12. With such generic choices of ρ 1 , . . . , ρ q we get [42] . We will make use of this in §6.
Intersection theory on nonsingular moduli spaces of bundles
In this section we review the results of [28] (see also [29] ). Throughout we will use a fixed invariant inner product on the Lie algebra k of a compact Lie group K to identify k with k * . , d) ) of the moduli space M(n, d) of stable holomorphic vector bundles of coprime rank n and degree d on a compact Riemann surface Σ of genus g ≥ 2 is given in [3] by Atiyah and Bott. It may be described as follows. There is a universal rank n vector bundle
Generators of the cohomology ring. A set of generators for the cohomology
which is unique up to tensor product with the pullback of any holomorphic line bundle on M(n, d); for definiteness Atiyah and Bott impose an extra normalizing condition which determines the universal bundle up to isomorphism, but this is not crucial to their argument (see [3] , p. 582). Then by [3] Proposition 2.20 the following elements of H * (M(n, d)) for 2 ≤ r ≤ n make up a set of generators:
, and / represents the slant product
If we replace M(n, d) by the moduli space M Λ (n, d) of stable holomorphic vector bundles of coprime rank n and degree d and fixed determinant line bundle, the set of generators is given by (4.1) and (4.3), while (4.2) is replaced by [28] treats intersection numbers in the cohomology of M Λ (n, d) rather than that of M(n, d), but the two sets of pairings are very closely related since
where Jac ∼ = U(1) 2g is the Jacobian (see Remark 32 below).
4.2.
Extended moduli space. We use the space K 2g , where K = SU(n). We define the map Φ :
2g is a quasi-Hamiltonian K-space in the terminology of [1] . We recall the definition: (1) The differential of ω is given by:
is the differential form on K which represents the generator of
where θ K is the left invariant Maurer-Cartan form andθ K is the corresponding right invariant Maurer-Cartan form. Here, for ξ ∈ k we denote by ν ξ the vector field on M arising from the action of K.
(3) At each x ∈ M, the kernel of ω x is given by
We can construct a corresponding Hamiltonian K-space M ext K as follows. We choose an element c ∈ Z(K), by setting c = e 2πid/n I where I is the identity matrix. Let
Then we get the following commutative diagram.
(4.5)
K defined by (4.5) becomes a Hamiltonian K-space with moment map µ and the invariant 2-form
The space M ext K is the extended moduli space defined in [22] .
(this composition is sometimes referred to as the Kirwan map). Likewise (for r = 2, . . . , n and j = 1, . . . , 2g) there are classesb
which pass to b j r and f r under the Kirwan map (see [28] ). The classesã r and b j r are invariant under translation in k. Remark 14. We can modify the infinite dimensional description used in §3 so it applies to the space M Λ (n, d). It is also possible to treat the space M(n, d) using the finite dimensional methods of the present section, with U(n) replacing SU(n). The extended moduli space M ext K may be constructed as in [22] by a partial reduction of the infinite-dimensional space C by the based gauge group. Hence, for our purposes working with the infinite dimensional description using the gauge group and the space of all complex structures is equivalent to working with the finite dimensional description via the extended moduli space for both M(n, d) and M Λ (n, d).
4.3.
Equivariant Poincaré Dual. Since we know that K 2g × k is always smooth, we will work with integration over K 2g × k, instead of working with integration over its subset M ext K . We work with the Cartan model of equivariant cohomology, for which if the space Y is equipped with an action of K
where ν ξ is the vector field on Y generated by ξ.
Lemma 15. ([28] Corollary 5.6) Let T be the maximal torus of
From now on we shall use µ to denote the map
Let V be a small neighbourhood of c in T . In fact, if V ′ is any neighbourhood of c in T containing the closure of V then
Proof: Our first observation is that near Φ −1 (c), the manifold K 2g is endowed with a symplectic structure, as there is a K-invariant neighbourhood V ⊂ K containing c such that the restriction of the closed 2-formω to (Φ • π 1 ) −1 (V ) is nondegenerate (whereω was defined at (4.6)). This is true for the following reason. Consider the diagram (4.5). The space K 2g is a smooth manifold, so the space M ext K is smooth whenever d(c exp) is surjective (a condition satisfied on a neighbourhood V ⊂ K of c). The two-formω defined by (4.6) is closed on M ext K . The map µ satisfies the moment map condition dµ ξ =ω(ν ξ , ·) on M ext K , where (for ξ ∈ k) we denote by ν ξ the vector field on K 2g arising from the action of K (see [1] and [22] ). Furthermore the 2-formω descends under symplectic reduction from (Φ • π 1 ) −1 (V ) to the standard symplectic form on M(n, d). It follows thatω is nondegenerate on (
We know that c is a regular value for P : K 2g × k → K, and therefore we can choose the neighbourhood V so that all points of V are also regular values of P (by standard properties of the rank of a differentiable map). Because Φ −1 (V ) is symplectic with moment map µ related to Φ as in diagram (4.5), the action of K has finite stabilizers at all points of Φ −1 (V ). This implies that T also acts with finite stabilizers at all points of (Φ • π 1 )
Remark 19. In fact in the case when K = SU(n) and c = e 2πid/n I generates Z(K), we may choose V small enough to guarantee that T /Z(G) acts freely on P −1 (V ) ∩ µ −1 (0) (since the action of Z(G) is trivial), so the quotient P −1 (V ) ∩ µ −1 (0)/T is a smooth manifold (see [28] , Lemma 5.10).
We extend the definition of the composition
where the class α is the equivariant Poincaré dual of P −1 (c) in P −1 (V ). The quantity
is given by a formula involving iterated residues, as we will see below.
4.4. Periodicity. We define a one dimensional torusT 1 ∼ = S 1 in K generated by the element e 1 = (1, −1, 0, . . . , 0) in the Lie algebra of the standard maximal torus T . ThenT 1 is identified with S 1 via
The one dimensional Lie algebrat 1 is spanned byê 1 . Its orthocomplement in t is denoted by t n−1 . Define T n−1 to be the torus given by exp(t n−1 ). Explicitly this is
Then T n−1 is isomorphic to the maximal torus of SU(n − 1) (i.e. T n−1 ∼ = (S 1 ) n−2 ). We have
The torus T n−1 has the same Lie algebra as the torus T /T 1 .
Lemma 20. ( [28] , Lemma 6.1) Let |W | = n! be the order of the Weyl group W of K = SU(n), and let c = diag(e 2πid/n , . . . , e 2πid/n ) where d is coprime to n. If V is a sufficiently small neighbourhood of c in K that the quotient T /Z n of T by the centre Z n of K = SU(n) acts freely on
given by minus the projection onto k and
Also α is a T -equivariantly closed form on K 2g × k representing the T -equivariant Poincaré dual to M 
Tn (0)/T n ) are the corresponding compositions of restriction maps with similar isomorphisms.
Remark 22. Let T = T n and T n−1 be as in Proposition 21. Note that it is also true that (4.13)
T (0)/T ) are defined in a similar way toκ 1 and κ n−1 . 
where X ∈ C has been identified with 2πiX ∈ t ⊗ C and ξ 0 < ξ 1 are two regular values of the moment map. Here E is the set of components of the fixed point set ofT 1 on M.
Using Remark 22 the following lemma is proved exactly as Lemma 6.7 of [28] .
Lemma 24. Suppose that 0 is a regular value of µ T and that η is an equivariant cohomology class on M ext K , which is a polynomial in the classesã r andb j r . Suppose also that 0 is a regular value of µ T /T 1 : E → t/t 1 for all components E of the fixed point set ofT 1 
where E is the set of components of the fixed point set of the action ofT 1 on K 2g × t, and e E is theT 1 -equivariant Euler class of the normal to E in K 2g , while n 0 is the order of the subgroup ofT 1 /(T 1 ∩ T n−1 ) that acts trivially on K 2g × t. Here Y 1 is a complex variable defined by <ê 1 , X >= Y 1 , where X ∈ t ⊗ C, and α is the T -equivariantly closed differential form on K 2g × t given by Proposition 17 which represents the equivariant Poincaré dual of M ext K , chosen so that the support of α is contained in P −1 (V ).
Remark 25. The proof of this lemma uses the fact that the restriction of P :
for Λ 0 ∈ Λ I = ker(exp) in t, and so is the polynomial η in the classesã r andb j r (see [28] ). Remark 26. If µ T : M → t * is a moment map for the action of a torus T on a symplectic manifold M, then we can add any constant ξ in t * to µ T and get another moment map. Then by applying Proposition 21 to µ T − ξ we can generalise the proposition to apply to µ
From Lemma 24, we get Remark 28. In our particular case we take M = K 2g , and MT 1 then has the form H 2g where T ⊂ H andT 1 ⊂ Z(H). Thus T n−1 = T /T 1 is a group of rank n−2 with a quasi-Hamiltonian action on H 2g . This enables us to perform an inductive argument.
The main result of [28] is the following. 
is coprime to n, and suppose that η ∈ H *
. Then the pairing
, where n + = 1 2 n(n−1) is the number of positive roots of K = SU(n) and X ∈ t has coordinates Y 1 = X 1 − X 2 , . . . , Y n−1 = X n−1 − X n defined by the simple roots, while W n−1 ∼ = S n−1 is the Weyl group of SU(n − 1) embedded in SU(n) in the standard way using the first n − 1 coordinates. The elementc is the unique element of t n which satisfies e Theorem 29 can be proved inductively using Lemma 20 and (4.15), together with Lemma 27. The proof reduces to proving the following Proposition 30, which is in fact more general because we are no longer assuming that c = diag (e 2πid/n , . . . , e 2πid/n ) (and therefore this proposition provides formulas for pairings in moduli spaces of parabolic bundles [9] ). 
, wherec = (c 1 , . . . ,c n ) ∈ t n satisfies e 2πic = c and belongs to the fundamental domain defined by the simple roots for the translation action on t n of the integer lattice Λ I and
The other notation is as in Theorem 29.
4.6. Extension to general pairings. So far we have considered pairings of powers of the classes a r , b j r and the Kähler class f 2 . We now explain the general case. We define q ∈ S(k * ) K to be an invariant polynomial, which is given in terms of the elementary symmetric polynomials τ j by (4.16) q(X) = τ 2 (X) + n r=3 δ r τ r (X).
The associated elementf (q) of H *
Here, the δ r are formal nilpotent parameters: we expand expf (q) as a formal power series in the δ r . Theorem 29 , the pairing Q(a 2 , . . . , a n , b
Theorem 31. ([28], Theorem 9.11(a)) For q andf (q) defined as above and
is given by (4.18)
, when c = diag (e 2πid/n , . . . , e 2πid/n ) and
is coprime to n. In addition (4.18) is true more generally for any c = diag(c 1 , . . . , c n ) ∈ T such that the product of no proper subset of c 1 , . . . , c n is 1. Here B(X) j = −(dq) X (ê j ); we have used the fixed invariant inner product on k to identify dq X : t → R with an element of t and thus define the map B : t → t.
The other notation [[γ]] is as in Theorem 29 and Proposition 30.
Remark 32. There are exact sequences
and thus a finite covering map
(see [3] ). As a result the cohomology of the space M(n, d) is related to that of M Λ (n, d) by introducing the additional generators b , d) ) (corresponding to the generators of the cohomology of the Jacobian) where j = 1, . . . , 2g. Intersection pairings on M(n, d) are related to the corresponding pairings on M Λ (n, d) by a factor n 2g corresponding to the order of the fiber in (4.21).
Similarly we have a covering map
The results of the remainder of this paper could be phrased equally well in terms of the moduli spaces M(n, d) or the moduli spaces M Λ (n, d) of holomorphic vector bundles with fixed determinant, though some care is needed when comparing the partial desingularisations
For simplicity, from now on we have chosen to restrict our treatment to the moduli spaces M(n, d).
Remark 33. An additional motivation for this paper is that in principle the formulas for intersection pairings for M(n, d) and M Λ (n, d) allow us to give a proof of the Verlinde formula (an expression for the Riemann-Roch number of the moduli space) even in the singular case when n and d have common factors, by using the Chern class and the Todd class of the moduli spaces and their equivariant counterparts. In the case when n and d are coprime, this is done in the final section of [28] .
Pairings in intersection cohomology
In this section, we show that the pairings in the intersection cohomology IH * (M(n, d)) are given by essentially the same formulas as in the nonsingular case reviewed in §4, but with a small shift.
In [31] it is shown that the weakly balanced condition ([31] §7 or [24] §5) is satisfied for the geometric invariant theoretic construction of M(n, d). This means that the sub-
To define V (n, d) we consider as in §3 a set of representatives
of the conjugacy classes of reductive subgroups of G c (n, d) which occur as stabilizer groups of semistable bundles. As in §3 we have
and hence
The obvious maps
ss give rise to a map
where H * R = H * (BR) denotes the R-equivariant cohomology of a point. The subspace V (n, d) is defined to be the intersection of the kernels of the compositions
which is easily computable using Riemann-Roch. If we denote the equivariant universal bundle over C(n, d) ss × Σ by U(n, d) then the restriction of the generators of the equivariant cohomology rings can also be easily computed from the equation of Chern classes
(see §7 for the computation in the rank 2 case). Therefore, given an equivariant cohomology class in H *
, it is straightforward to check if it belongs to V (n, d)
or not. In particular, when the rank n is 2, we can write down V (2, d) explicitly as worked out in [32] (Theorem 5.3) using the results of [33] .
Let α, β be two classes in H * , d) ) is represented by a differential form η, compactly supported on the smooth part M(n, d) s of M(n, d); the pairing κ(α), κ(β) in IH * (M(n, d)) of the classes κ(α) and κ(β) represented by α and β is the integral of any such differential form representing αβ. Let µ −1 (0) s denote the smooth part in µ −1 (0) so that µ
s . By Martin's argument (see (2.9) above) using the fibration
Let ε ∈ t * be a regular value sufficiently close to 0. Then there is a surjective map
induced by the gradient flow of minus the normsquare −|µ| 2 of the moment map, which is a diffeomorphism over the smooth part µ −1 (0) s /T . Hence we have
Therefore we deduce that the pairing
for any ε ∈ t * sufficiently close to 0.
To compute the right hand side of (5.2) by using the formulas described in §4 from [28] §8 and §9 (where M ext SU (n) is used instead of M ext U (n) , i.e. the determinant of semistable bundles is fixed there), we consider the fibration
Integrating over the fiber first, we get 1
The inner integral is given by Theorem 31 and so we have proved the following.
Theorem 34. Let α, β be two classes in H
n!
for anyc sufficiently close toc 0 wherec 0 is the unique element of t n which satisfies e 2πic 0 = diag (e 2πid/n , . . . , e 2πid/n ) and belongs to the fundamental domain defined by the simple roots for the translation action on t n of the integer lattice Λ I . Herẽ
as at (4.17) where the δ r are formal nilpotent parameters, and we expand expf (q) as a formal power series in the δ r ; the coefficient of δ k is denoted by Coeff δ k and B(X) j = −(dq) X (ê j ) as in Theorem 31.
In particular, if αβ is a polynomial in the classes a 2 , · · · , a n , b 
as in the coprime case, while if αβ is the product of (f 2 ) k with a polynomial Q(a 2 , · · · , a n , b
.
Pairings on the partial desingularisationM(n, d)
In this section we will study pairings on the partial desingularisationM(n, d) using the method described in §8 of [24] . In the notation of §2 above, [24] §8 provides a method for calculating pairings κM (αβ)[M//G] in the cohomology H * (M //G) of classes κM (α) and κM (β) in the image of the composition
of the pullback from M toM and the map κM . The first observation is that
by (2.8) and (2.9), and the next is that if ξ is any regular value of the T -moment map µ T for M and we choose the symplectic structure appropriately (as a sufficiently small perturbation of the pullback of the symplectic structure on M; cf. [24] §4) then
where the latter expression can in our case (for M = M ext U (n) ) be calculated as in §5.
Remark 35. Indeed the proof of Theorem 34 tells us that if α and β are two classes in
  wherec =c 0 +ξ andc 0 is the unique element of t n which satisfies e 2πic 0 = diag (e 2πid/n , . . . , e 2πid/n ) and belongs to the fundamental domain defined by the simple roots for the translation action on t n of the integer lattice Λ I . Here as at (3.1) results inM //G which in our case can be written asM(n, d) =Ĉ//G c . (Note that in [24] the superscriptˆinẐ R //N is omitted since, for simplicity, it is assumed there that the blow up alongẐ R //N is the first in the partial desingularisation process and hencê Z R //N = Z R //N.) Letμ andμ T be the moment maps for the actions of K and T onM ; then as at (6.2) when ξ is a regular value of µ T we have
provided that we have made a sufficiently small perturbation of the pullback toM of the symplectic form on M (where 'sufficiently small' depends on ξ). We choose ξ ∈ t * to lie in a connected component ∆ (i) of the set of regular values of µ T for which 0 ∈∆ (i) , and choosê ξ ∈ t * to lie in the intersection of ∆ (i) and a connected component of the set of regular values ofμ T which contains 0 in its closure. We cannot necessarily chooseξ = ξ because the choices of symplectic structure onM and the moment mapsμ andμ T depend on ξ, but it is enough to calculate the difference
since repeating this for each stage and using (6.2) and (6.5) will give us the difference between κ Recall that the imageμ T (M ) of the moment mapμ T is a convex polytope which is divided by walls of codimension one into subpolytopes whose interiors consist of regular values ofμ T . The pairings we wish to calculate are unchanged as ξ varies within a connected component of the set of regular values ofμ T , so it is enough to be able to calculate the change as ξ crosses a wall of codimension one. Any such wall is of the form
whereM 1 is a connected component of the fixed point set inM of a circle subgroup T 1 of T , and it is shown in [24] Lemma 23 that in order to calculate the difference (6.6) the only wall crossing terms we need to consider correspond to componentsM 1 of fixed point sets of circle subgroups T 1 satisfying 
for some i, j, and it is shown in [24] that the corresponding wall crossing term is (6.8)
where e PW i,j is the T -equivariant Euler class of the normal bundle to PW i,j , and the wall is crossed at ξ 1 + ξ 2 where ξ 2 is the constant T 1 -component ofμ onM 1 and ξ 1 is orthogonal to the Lie algebra of T 1 .
Remark 36. It is noted in [24] Remarks 26 and 27 that this wall crossing term is an integral over a quotient of the formμ
T (ξ 1 +ξ 2 )∩M 1 /T where ξ 1 and ξ 2 can be taken to be arbitrarily close to 0. Since PW i,j is a projective bundle over N
, it is helpful to use the method of reduction to a maximal torus (cf. (2.8)) to relate integrals over quotients of PW i,j by T to integrals over quotients of PW i,j by N
0 ∩ K) is well defined. Luckily in our situation we can use (3.7) to allow us to assume that ξ 1 is centralised by N T 1 0 , and this simplifies the calculations described in [24] §8 considerably. The wall crossing term (6.8) becomes (6.9) (−1) 
Thus we can calculate (6.9) by integrating over the fibers of Ψ.
Recall from (6.7) that W i,j → N 
We have (6.11) Stab(x) = R for every x ∈ Z s R and by (3.3) and (3.4) the normaliser N = N R of R in G c has identity component
Sym(#{i : m i = j and n i = k}).
, defined as follows (cf. [38] Definition 3.9 and Lemma 3.11, but noting that the definition given in [38] of the 'blow up along diagonals' is incorrect). 
where ∼ ′ is the equivalence relation on {1, ..., s} induced by the partition Π ′ . Let We saw in §3 that the wall µ T (M 1 ) lies in an affine hyperplane β + β ⊥ in t R where β generates T 1 and is determined by a partition {∆ h,m : (h, m) ∈ J} of {1, ..., M}, a nonempty subset S of {(i, j) ∈ Z × Z : 1 ≤ i, j ≤ M}, and a directed graph G(S) with vertices 1, ..., M and directed edges from i to j whenever (i, j) ∈ S, as in Proposition 3. Recall from Remark 7 that the graph G(S) is connected and so we can omit the index h and take J to be of the form J = {1, . . . , t}.
Our aim is to calculate the wall crossing term (6.9) by integrating over the fibers
defined at (6.10) (see Remark 36 and (6.11)), where W = W i,j and N
is the identity component of the normaliser N T 1 in G c of the one-parameter subgroup T 1 generated by β, so that (6.13) N
From
Sym(#{(i, k) : m i = j 1 and m k i = j 2 and n i = j 3 }) (cf. (3.5) ). Thus once we have reduced to integrals overẐ R //N T 1 0 ∩ N R by integrating over the fibers of Ψ we can complete the calculation by using induction on n to compute integrals over the product
We can integrate (6.9) over the fibers all restrict to equivariant classes on the projective space P(W) x which are pulled back from the equivariant cohomology of a point and are easy to calculate. The remaining term to consider is the equivariant Euler class e PW of the normal bundle to PW.
2) above, with D 1 , . . . , D q all stable and not isomorphic to one another, and D i of rank n i and degree d i . Recall from §3 that C is an infinite dimensional affine space, and if we fix a C ∞ identification of the fixed C ∞ hermitian bundle E with
we can identify C with the infinite dimensional vector space
in such a way that the zero element of Ω 0,1 (End(
With respect to this identification, the action of R = q i=1 GL(m i ; C) on C is the action induced by the obvious action of R on
The tangent space to the G c -orbit through this holomorphic structure is the image of the differential
and the normal N R to G c Z ss R at E is naturally isomorphic to the cokernel of the restriction of this differential to Ω 0 (End
We have H 0 (Σ, End
We need to extend this description to a description of the normal bundle N R to the proper transform G cẐ 
Moreover if E represents an element of one of the components 
But also since E ∈ Z ss R we have a decomposition
where D i is semistable of rank n i and degree d i . As the decomposition (6.15) of E is canonical, for 1 ≤ i ≤ q we must have
for 1 ≤ j ≤ Q, and we can assume that
8 Strictly speaking here we should apply [36] Corollary 8.11 to a finite dimensional description of M(n, d) as a quotient (cf. §3 above and [37] ).
coming from (6.16) 
where U ′ j denotes the pullback of the appropriate universal bundle on C(n
Lemma 38. There are short exact sequences of sheaves overẐ ss R as follows, where N A|B denotes the normal bundle to A in B when A is a smooth submanifold of a manifold B: 
in the notation of Lemma 38 and the preceding paragraph. (6.18) , it suffices to consider the restriction of N R toẐ
The result now follows from (6.17), Lemma 38 and the exact sequence
The one-parameter subgroup T 1 of R generated by β acts diagonally on C m 1 ⊕ ... ⊕ C mq with weights β.e j for j ∈ {1, ..., M} where M = m 1 + ... + m q , and so it acts on
with weights β.(e i − e j ) for i, j ∈ {1, ..., M}. By Proposition 3 we have a partition 
ss R of the restriction to N T 1 0Ẑ ss R of the normal bundle to G cẐ ss R which corresponds to the affine hyperplane β + β ⊥ is given by the image of
and has equivariant Chern polynomial equal to the pullback of
Recall that the final ingredient of the wall crossing term (6.9) which is needed is the equivariant Euler class e PW of the normal bundle inĈ ss to the projectivisation PW of W. This can of course be obtained from the equivariant Chern polynomial which we are now in a position to calculate as follows.
R is a subbundle of the restriction to N T 1 0Ẑ ss R of the exceptional divisor PN R for the blow-up along G cẐ ss R . The normal to PN R is O(−1), and by [11] Lemma 15.4(ii) there is an exact sequence
where T X denotes the tangent bundle to X and p : PN R → G cẐ ss R is the natural projection. Similarly we have
so the equivariant Chern polynomial of the normal to PW in PN R is
0 N R , and therefore its equivariant Chern roots are the weights of the natural action on G c /N
Let λ 1 , . . . , λ l be the equivariant Chern roots of N R /W, so that its equivariant Chern polynomial is given by
(1 + λ j t).
Then the equivariant Chern polynomial of
where ζ is the standard generator of the cohomology of the projective bundle over the cohomology of the base. But by Corollary 39 we have
Moreover by (6.20) we have
where (6.25)
By the Grothendieck-Riemann-Roch theorem ( [11] , Theorem 15.2) we have
when f : X → Y is proper. When f = π is a fibration with fiber Σ this gives us
where ω is the standard generator of
R is a closed embedding we get (6.29) ch
(see [11] §15.2; in particular the formula immediately before Corollary 15.2.1). Then we use (6.14) and (6.17) to compute the Chern polynomials.
By putting all this together we can (at least in principle) calculate the equivariant Chern polynomial of the normal bundle to PW, and hence calculate the equivariant Euler class e PW (cf. similar calculations in [9] , in particular [9] Proposition 9.2).
We now have all the ingredients needed to calculate the wall crossing terms (6.9) by integrating over the fibers P(
defined at (6.10). The results can be expressed (as in [24] ) in terms of integrals over projective subbundles of P(W i,j ) which can be calculated with the following standard lemma.
Lemma 41. Let E be a rank r complex vector bundle over a manifold M and let
This lemma reduces the wall crossing terms (6.9) to integrals over spaces of the form
(see (6.12) ) which can be calculated using induction on n.
In the next section we will carry out the details of all these calculations in the case when n = 2.
7. The case when the rank n is two
In this section we explicitly compute intersection numbers in the partial desingularization 2) be the extended moduli space with the group U(2) on which K = SU(2) acts by conjugation, i.e. M ext is the fiber product (7.1)
Let T denote the maximal torus of K = SU(2) consisting of diagonal matrices. Fix a sufficiently small positive number ε. From (2.10) we have
where µ T andμ T are moment maps for the T -action on M ext and M ext respectively. Notice that the second term in (7.2) may be computed using periodicity as in [28] , as explained in §4 of the present paper.
To compute the first term, we need to examine the walls (images underμ T of components of the fixed point set of T ) crossed in passing from 0 to ε in t * = R. The components of the fixed point set that are relevant to us are those that meet the exceptional divisors in M ext (see [24] , Lemma 23).
7.1. Wall crossing term from the first blow-up. To form M ext from M ext , we first blow up along the set ∆ of the points with stabilizer K = SU(2) which is (S 1 ) 2g where S 1 represents the center of U(2). With the natural identification of (S 1 ) 2g with the Jacobian Jac of Σ, the normal bundle of the K-fixed point locus ∆ is
where L → Σ × Jac is the Poincaré bundle and π : Σ × Jac → Jac is the projection. Hence, the exceptional divisor of the first blow-up in the partial desingularization process (2)). The T -fixed point component with positive moment map value in the exceptional divisor is thus the projectivization
of the tangent bundle of the Jacobian which is trivial. The normal bundle to this fixed point component is thus
The first summand is normal to the exceptional divisor and the last two are normal in the exceptional divisor. The torus T acts on the three summands with weights 2, −2, −4 respectively. As R 1 π * O ∼ = T Jac is trivial, the equivariant Euler class of the normal bundle is
and Y is the generator of H * T (pt). Hence the wall crossing term from the first blow-up in the partial desingularization process is
is the locus of SU(2)-fixed points, decomposes as L ⊕ L for a universal line bundle L over Σ × Z ss SU (2) by abuse of notation. Since we are considering the moduli space of degree zero semistable bundles, the equivariant first Chern class is of the form
j and −2γ respectively. Therefore, we can explicitly compute the restriction of ηeω to ∆ in terms of Y and d j .
The last expression in (7.3) is nonzero only when ηeω| ∆ ∈ H * T (∆) = H * T (Jac) is a constant multiple of the product of the fundamental class γ g g! of ∆ and Y 3g−3 , in which case the wall crossing term is computed as follows:
7.2.
Wall crossing term from the second blow-up. Let Γ denote the set of points in M ext fixed by the action of T and Γ be the proper transform after the first blow-up. To get the partial desingularization we blow up along G Γ for G = K C .
Note that Γ = (
is the set of diagonal matrices in U(2). Γ can be naturally identified with the product Jac × Jac of the Jacobian of Σ and Γ is the blow-up of Jac × Jac along the diagonal ∆ ∼ = Jac. The normal bundle N to G Γ splits as the direct sum W + ⊕ W − on which T acts with weights 2 and −2 respectively. Hence the wall to be crossed is exactly PW + .
Let us compute the equivariant Euler class of the normal bundle of the wall PW + . Let L 1 (resp. L 2 ) be the pull-back of the Poincaré bundle L → Σ × Jac via π 12 (resp. π 13 ) where π 12 : Σ × Jac × Jac → Σ × Jac (resp. π 23 : Σ × Jac × Jac → Σ × Jac) is the projection onto the first and second (resp. third) components. Let π 23 : Σ × Jac × Jac → Jac × Jac and π : Σ × Jac → Jac denote the obvious projections.
As observed in §6, the Chern class of the normal bundle N of G Γ restricted to Γ is
where ı : ∆ ֒→ Γ is the diagonal embedding. Similarly, we have
After normalization, the ordinary first Chern classes of L 1 and L 2 can be written as
where σ i is a symplectic basis of H 1 (Σ) as before. By Grothendieck-Riemann-Roch, the Chern characters are
From a well-known combinatorial argument relating the Chern characters with the Chern classes, we have
by [11] Example 15.3.5 where h = c 1 (OΓ(−E)) for the exceptional divisor E of the blow-up Γ → Γ. Therefore we have
It is an illuminating exercise to check that the right hand side indeed lies in H ≤2g−2 (Γ). Let y = c 1 (O PW + (1)). Since the normal bundle to PW + in PN is the pull-back of W − tensored with O PW + (1) and T acts with weights −4, the equivariant Euler class of the normal bundle
The normal bundle of PN restricted to PW + is O PW + (−1) on which T acts with weight 2 so that the equivariant Euler class is (−y + 2Y ). Therefore the equivariant Euler class of the normal bundle to
As observed in the previous subsection, we can easily compute the restriction to GΓ of ηeω and express as a linear combination of classes of the form ξY n for some nonnegative integer n and ξ ∈ H * (Γ) ⊂ H * (Γ). Since dim R M(2, 0) = 8g − 6, the intersection pairing is nonzero only for classes of degree 8g − 6. So it suffices to consider the case when ξ ∈ H 8g−6−2n (Γ). The wall crossing term from the second blow-up is then (7.7)
where A r,s,l are defined by the power series expansion in t
(1 + t)
So it suffices to compute
By the residue formula applied to W + |Γ, whose Chern class is (1 + h) g exp(γ), with respect to the action of U(1) by usual complex multiplication on fibers, we have (7.8)
where B a,b are defined by the power series expansion 1
Sinceγ, ξ ∈ H * (Γ) and −h is the Poincaré dual of the exceptional divisor E inΓ, it is easy to see that the integral
First suppose b = −s so that a = n−2g +3−r since r+s+l = n−g +1 and a+b = l−g +2. Then we have
The wall crossing term from the first blow-up is zero if g is even so that 3g − 3 is odd or if n = g. If g is odd and n = g,
and thus from (7.4) the wall crossing term is
From (7.7) and (7.8), the wall crossing term from the second blow-up is (−1)
So the computation is complete.
Witten's integrals
In the case when 0 is a regular value of the moment map µ Witten [61] relates the intersection pairings of two classes κ M (α), κ M (β) of complementary degrees in H * (M//G) coming from α, β ∈ H * K (M) to the asymptotic behaviour of the integral I ǫ (αβe iω ) given by where as beforeω = ω + µ. He expresses the integral as a sum of contributions, one of which is localized near µ −1 (0) and reduces to the intersection pairing required, while the rest tends to 0 exponentially fast as ǫ tends to 0. These results were described in [24] , §9 and extended there to the case when 0 is not a regular value of µ. for ξ ∈ k so that in his convention ω + iµ is equivariantly closed. For this reason we have chosen to retain e iω in our integral (8.1), whereas Witten writes the integral (8.1) without the factor i multiplying ω.
Even when 0 is not a regular value of µ, Witten's integral I ǫ (αβe iω ) decomposes into the sum of a term I ǫ 0 (αβe iω ) determined by the action of K on an arbitrarily small neighbourhood of µ −1 (0), and other terms which tend to zero exponentially fast as ǫ → 0. Moreover there is a residue formula for I ǫ 0 (αβe iω ) which is a sum over components of the fixed point set of T on M and reduces to the residue formula (2.4) when 0 is a regular value of µ (see [24] §9). When 0 is not a regular value of µ then this residue formula is related to, but not quite the same as, the formulas for intersection pairings given in previous sections; it is not in general a polynomial in ǫ but instead it is a polynomial in √ ǫ (as was proved by Paradan in [54] Cor.5.2).
Remark 43. Let Θ denote the equivariant class given by the invariant polynomial function Θ(X) = X, X on t. It is shown in [24] §9 that if a component F ∈ F of the fixed point set M T is such that µ T (F ) does not lie on a wall through 0 (or a wall such that the affine hyperplane spanned by the wall passes through 0), then the contribution of F to the residue formula for I for any sufficiently small δ ∈ t * which is a regular value of the moment map µ T when F ∈ F + . When the degrees of α and β sum to the real dimension of M(n, d) and α and β both restrict to elements of the subspace V (n, d) of H * G(n,d) (C(n, d) ss ) which is isomorphic to IH * (M(n, d)) (see §5 above) then this contribution is also the same as the contribution of which reduces to the expression above when C is the whole of t * .
We now study I ǫ (αβe iω ) when M = M ext K ; for simplicity we will only consider the case when n = 2 and d = 0. As before T denotes the maximal torus U(1) of SU (2), and we identify the Lie algebra of U(1) with R by equating X ∈ R with iXγ where γ = (1, −1) is a chosen root of SU(2). Note that < γ, γ >= 2 in the Euclidean inner product. and the pairing κ T M,ξ (αβDe iω−ǫΘ/2 )[µ −1 (ξ)/T ] for any ξ sufficiently close to 0 (which can be calculated as at Remark 35) is a sum of contributions corresponding to those components F of the fixed point set of T for which µ T (F ) lies on a wall through 0 in t * ∼ = R, i.e. for which 0 ∈ µ T (F ). In fact there is only one such component F 0 = T 2g × {0} in the extended moduli space M ext K (see §4.2). The Euler class e F 0 (X) is given by (2X) 2g as it is the product of 2g copies of the root γ(X) = 2X, and we have D 2 (X) = (2X) 2 since D(X) = γ(X). where E 0 is the contribution of F 0 to (8.4) , while E 1 is a sum of terms vanishing exponentially in ǫ as ǫ → 0 (see [25] Theorem 4.1 for a more precise definition of "vanishing exponentially") and the last term is given by Remark 35.
For simplicity we take α = β = 1 from now on. Then the contribution E 0 to the integral I ǫ (e iω ) from the component F 0 e iω 2 2g−2 and F 0 e iω = (2i) g (see [28] , Lemma 10.10). We have treated overall normalization constants using the conventions of Corollary 8.2 of [25] , with the correction made in Footnote 9 of [28] . Here δ > 0 is a small real parameter which ensures convergence of the integral (8.6) despite the pole at X = 0. In the situation studied in [61] , Witten found that the integral analogous to I ǫ (e iω ) (which Witten denotes by Z(ǫ)) is computed when n = 2 and d = 0 as (8.7)
Z(ǫ) = 1 (2π 2 ) g−1 ∞ n=1 exp(−ǫπ 2 n 2 ) n 2g−2 (see [61] , (4.43)). It follows (using the Poisson summation formula as in (4.53) of [61] ) that and E 1 vanishes exponentially as ǫ → 0 while E 2 is a polynomial in ǫ of degree g − 2.
We can now compare our expression for I ǫ (e iω ) to Witten's Z(ǫ). It is easy to see that if j ≥ g − 1 then res X=0 (−X 2 ) where E 1 is a sum of terms vanishing exponentially in 1/ǫ as ǫ → 0 and C 2 was introduced in (8.10) above.
Up to multiplication by the constant i g , the coefficient of ǫ g−3/2 in (8.12) agrees with the coefficient of ǫ g−3/2 in Witten's expression (8.9) for Z(ǫ). The factor i g is accounted for because Witten computes Z(ǫ) = 1 (2π) s vol (K) X∈k e −ǫX 2 e ω+iµX which can be transformed into our I ǫ by the substitution ω → iω.
We can also investigate the relation between the polynomial part of Z(ǫ) and our expression .
Using Lemma 45 to express the residue in (8.13) as a multiple of a zeta function, together with the fact from [28] , Lemma 10.10 that T 2g e iω = (2i) g , we see that (8.13) agrees with (8.15) .
