Introduction
With the industrial and scientific developments, many new optimization problems are needed to be solved. Several of them are complex, multi-modal, high dimensional, nondifferential problems. Therefore, some new optimization techniques have been designed, such as genetic algorithm, simulated annealing algorithm, Tabu search, etc. However, due to the large linkage and correlation among different variables, these algorithms are easily trapped to a local optimum and failed to obtain the reasonable solution.
Swarm intelligence (SI) is a recent research topic which mimics the animal social behaviors. Up to now, many new swarm intelligent algorithms have been proposed, such as group search optimizer [1] , artificial physics optimization [2] , firefly algorithm [3] and ant colony optimizer (ACO) [4] . All of them are inspired by different animal group systems. Generally, they are decentralized, self-organized systems, and a population of individuals are used to interacting locally. Each individual maintains several simple rules, and emergence of "intelligent" global behaviour are used to mimic the optimization tasks. The most famous one is particle swarm optimization.
Particle swarm optimization (PSO) [5] [6] [7] [8] ] is a population-based, self-adaptive search optimization method motivated by the observation of simplified animal social behaviors such as fish schooling, bird flocking, etc. It is becoming very popular due to its simplicity of implementation and ability to quickly converge to a reasonably good solution. In a PSO system, multiple candidate solutions coexist and collaborate simultaneously. Each solution called a "particle", flies in the problem search space looking for the optimal position to land. A particle, as time passes through its quest, adjusts its position according to its own "experience" as well as the experience of neighboring particles. Tracking and memorizing the best position encountered build particle's experience. For that reason, PSO possesses a memory (i.e. every particle remembers the best position it reached during the past). PSO system combines local search method (through self experience) with global search methods (through neighboring experience), attempting to balance exploration and exploitation.
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Human society is a complex group which is more effective than other animal groups. Therefore, if one algorithm mimics the human society, the effectiveness maybe more robust than other swarm intelligent algorithms which are inspired by other animal groups. With this manner, social emotional optimization algorithm (SEOA) was proposed by Zhihua Cui et al. in 2010[9-13] In SEOA methodology, each individual represents one person, while all points in the problem space constructs the status society. In this virtual world, all individuals aim to seek the higher social status. Therefore, they will communicate through cooperation and competition to increase personal status, while the one with highest score will win and output as the final solution. In the experiments, social emotional optimization algorithm (SEOA) has a remarkable superior performance in terms of accuracy and convergence speed [9] [10] [11] [12] [13] .
In this chapter, we proposed a novel improved social emotional optimization algorithm with random emotional selection strategy to evaluate the performance of this algorithm on 5 benchmark functions in comparison with standard SEOA and other swarm intelligent algorithms.
The rest of this paper is organized as follows: The standard version of social emotional optimization algorithm is presented in section 2, while the modification is listed in section 3. Simulation resutls are listed in section 4.
Standard social emotional optimization algorithm
In this paper, we only consider the following unconstrained problem:
In human society, all people do their work hardly to increase their social status. To obtain this object, people will try their bests to find the path so that more social wealthes can be rewarded. Inspired by this phenomenon, Cui et al. proposed a new population-based swarm methodology, social emotional optimization algorithm, in which each individual simulates a virtual person whose decision is guided by his emotion. In social emotional optimization algorithm methodology, each individual represents a virtual person, in each generation, he will select his behavior according to the corresponding emotion index. After the behavior is done, a status value is feedback from the society to confirm whether this behavior is right or not. If this choice is right, the emotion index of himself will increase, and vice versa.
In the first step, all individuals's emotion indexes are set to 1, with this value, they will choice the following behaviour: jj 1 x1 x0 M a n n e r () () Manner is defined by:
where 1 k is a parameter used to control the emotion changing size, 1 rand is one random number sampled with uniform distribution from interval (0,1). The worst L individuals are selected to provide a reminder for individual j to avoid the wrong behaviour. In the initialization period, there is a little emotion affection, therefore, in this period, there is a little good experiences can be referred, so, 1 Manner simulates the affection by the wrong experiences.
In t generation, if individual j does not obtain one better society status value than previous value, the j's emotion index is decreased as follows:
where∆ is a predefined value, and set to 0.05, this value is coming from experimental tests. If individual j is rewarded a new status value which is the best one among all previous iterations, the emotion index is reset to 1.0: Manner k rand X t x t k rand Status t x t kr a n d x 0 x 0 Manner k rand X t x t kr a n d x0 x 0 Manner refer to three different emotional cases. In the first case, one individual's movement is protective, aiming to preserve his achievements (good experiences) in
Step 1. Initializing all individuals respectively, the initial position of individuals randomly in problem space.
Step 2. Computing the fitness value of each individual according to the objective function.
Step 3. For individual j, determining the value j,best X0 ()
Step 4. For all population, determining the value
Step 5. Determining the emotional index according to Eq. (5)- (7) in which three emotion cases are determined for each individual.
Step 6. Determining the decision with Eq. (8)- (12), respectively.
Step 7. Making mutation operation.
Step 8. If the criteria is satisfied, output the best solution; otherwise, goto step 3.
Random emotional selection strategy
To mimic the individual decision mechanism, emotion index j BI t ()is employed to simulate the personal decision mechanism. However, because of the determined emotional selection strategy, some stochastic aspects are omitted. To provide a more precisely simulation, we replace the determined emotional selection strategy in the standard SEOA with three different random manners to mimic the human emotional changes.
Gauss distribution
Gauss distribution is a general distribution, and in WIKIPEDIA is defined as "normalis a continuous probability distribution that is often used as a first approximation to describe real-valued random variables that tend to cluster around a single mean value. The graph of the associated probability density function is "bell"-shaped, and is known as the Gaussian function or bell curve" [15] (see 
Cauchy distribution
Cauchy distribution is also called Lorentz distribution, Lorentz(ian) function, or BreitWigner distribution. The probability density function of Cauchy distribution is
where 0 x is the location parameter, specifying the location of the peak of the distribution, and  is the scale parameter which specifies the half-width at half-maximum. The special www.intechopen.com 
Levy distribution
In the past few years, there are more and more evidence from a variety of experimental, theoretical and field studies that many animals employ a movement strategy approximated by Levy flight when they are searching for resources. For example, wandering Albatross were observed to adopt Levy flight to adapted stochastically to their prey field [16] . Levy flight patterns have also been found in a laboratory-scale study of starved fruit flies. In a recent study by Sims[17] , marine predators adopted Levy flights to pursuit Levy-like fractal distributions of prey density. In [18] , the authors concluded that ``Levy flights may be a universal strategy applicable across spatial scales ranging from less than a meter, ..., to www.intechopen.com
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several kilometers, and adopted by swimming, walking, and airborne organisms". Shaped by natural selection, the Levy flights searching strategies of all living animals should be regarded as optimal strategies to some degree [19] . Therefore, it would be interesting to incorporate Levy flight into the SEOA algorithm to improve the performance.
Indeed, several studies have already incorporated Levy flight into heuristic search algorithms. In [20] , the authors proposed a novel evolutionary programming with mutations based on the Levy probability distribution. In order to improve a swarm intelligence algorithm, Particle Swarm Optimizer, in [21], a novel velocity threshold automation strategy was proposed by incorporated with Levy probability distribution. In a different study of PSO algorithm[22], the particle movement characterized by a Gaussian probability distribution was replaced by particle motion with a Levy flight. A mutation operator based on the Levy probability distribution was also introduced to the Extremal Optimization (EO) algorithm [23] . Since, the analytic form of the Levy distribution is unknown for general  , in order to generate Levy random number, we adopted a fast algorithm presented in [24] . Firstly, Two independent random variables x and y from Gaussian distribution are used to perform a nonlinear transformation 
Simulation
To testify the performance of proposed variant SEOA with random emotional selection strategy, five typical unconstraint numerical benchmark functions are chosen, and compared with standard particle swarm optimization (SPSO), modified particle swarm optimization with time-varying accelerator coefficients (TVAC f x 0 1 sin 3 x x 1 1 sin 3 x x 1 1s i n3 x u x5 1 0 0 4 
. ,) 
The inertia weight w is decreased linearly from 0.9 to 0.4 for SPSO and TVAC, accelerator coefficients 1 c and 2 c are both set to 2.0 for SPSO, as well as in TVAC, 1 c decreases from 2.5 to 0.5, while 2 c increases from 0.5 to 2.5. Total individuals are 100, and the velocity threshold max v is set to the upper bound of the domain. The dimensionality is 30, 50, 100, 150, 200, 250 and 300. In each experiment, the simulation run 30 times, while each time the largest iteration is 50 times dimension, e.g. the largest iteration is 1500 for dimension 30. For SEOA, all parameters are used the same as Cui et al [9] .
Comparison with SEOA-GD, SEOA-CD and SEOC-LD
From the Tab.1, we can find the SEOA-GD is the best algorithm for all 5 benchmarks especially for high-dimension cases. This phenomenon implies that SEOA-GD is the best choice between three different random variants.
Comparison with SPSO, TVAC and SEOA
In Tab.2, SEOA-GD is superior to other three algorithm in all benchmarks especially for multi-modal functions.
Based on the above analysis, we can draw the following conclusion: 
Conclusion
In standard version of social emotional optimization algorithm, all individuals' decision are influenced by one constant emotion selection strategy. However, this strategy may provide a wrong search selection due to some randomness omitted. Therefore, to further improve the performance, three different random emotional selection strategies are added. Simulation results show SEOA with Gauss distribution is more effective. Future research topics includes the application of SEOA to the other problems. The field of research that studies the emergent collective intelligence of self-organized and decentralized simple agents is referred to as Swarm Intelligence. It is based on social behavior that can be observed in nature, such as flocks of birds, fish schools and bee hives, where a number of individuals with limited capabilities are able to come to intelligent solutions for complex problems. The computer science community have already learned about the importance of emergent behaviors for complex problem solving. Hence, this book presents some recent advances on Swarm Intelligence, specially on new swarm-based optimization methods and hybrid algorithms for several applications. The content of this book allows the reader to know more both theoretical and technical aspects and applications of Swarm Intelligence.
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