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Abstract Hysteresis is typically depicted as a looping behaviour in a systems
input-output graph. This looping behaviour relates to multiple stable equilib-
ria (that is, multistability) in the system. This work examines some necessary
stability conditions for linear and nonlinear ordinary differential equations to
exhibit hysteresis. Examples and simulations are presented supporting this.
Additionally, the shape of hysteresis loops due to different types of multista-
bility (e.g. continuum of equilibria or isolated equilibria) are described.
Keywords Hysteresis loops · Dynamic systems · Differential equations ·
Equilibrium · Stable
1 Introduction
Hysteresis is a common phenomenon found in real-world systems such as in
biological fields [2,11,21,26], magnetism [4,9,27], ferroelectric materials [7,30,
38], circuits [14,35] and economics [12]. The following discuss hysteresis in-
depth [8,17,18,23,26,27,36].
The study of hysteresis is important for understanding the behaviour of
a system given changes in the input; however, its appearance in a dynamical
system can make modelling the system more difficult. Consequently, the more
hysteresis is understood, the easier it can be to control the hysteresis arising
in a given dynamical system. Take, for example, a population of insects which
is sensitive to temperature changes. At certain temperatures there is an out-
break of the population and at other temperatures a dramatic decline. These
dynamics can lead to hysteretic behaviour, and hence understanding this can
help control the population [11].
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To define hysteresis, consider the following definition.
Definition 1 [23, Definition 3]
A hysteretic system is one which has
(i) multiple stable equilibrium points and
(ii) system dynamics that are faster than the time scale at which inputs are
varied.
The first part of definition 1 is known as the principle of multistability
[29]. It is a necessary condition for a dynamical system to exhibit hysteresis;
however it is not a sufficient condition. Consider a very simple dynamical
system, x˙(t) = 0, which has a continuum of stable equilibrium points. The
solution to x˙(t) = 0 is a constant function, which does not exhibit hysteresis.
Additional references that consider the relationship between equilibria and
hysteresis are [1,2,3,9,11,16,17,29,34,39,37].
An equilibrium solution is necessarily constant for all time t; however,
consider steady state solutions which only require convergence to a constant
solution after some t. An example of a steady state solution could be e−t cos(t)
since this goes to zero as t approaches infinity. In this work, we relax the first
part of definition 1 and demonstrate steady state solutions can also lead to
the existence of hysteresis.
The second part of definition 1 is related to the transition speed between
stable equilibria. When the input is near a stable equilibrium point, the system
dynamics tend to want to stay there because of the stability. But the input
will vary enough that system dynamics shifts to the next available stable
equilibrium and due to the fast dynamics of the system, this transition between
equilibria occurs virtually instantaneously compared to the rate of change of
the input. If these dynamics were displayed in an input-output graph, they
would be represented by a “jump” (ie. steep portion of graph) as depicted in
Figure 1. However, this jump is not always so obvious, especially in systems
with a continuum of stable equilibria. In this paper, we explore the various
shapes of input-output graphs that may arise.
The second part of definition 1 is not easy to compute. Fortunately, there
is a test for hysteresis that can be used.
Test 1 [27] A system exhibits hysteresis if a nontrivial closed curve with
periodic input in the input-output graph of the system persists as the frequency
of the input approaches zero.
This nontrivial closed curve is called a hysteresis loop. If the loop degen-
erates such that the graph can be described by a function, this is a trivial
closed curve, so in test 1 these are excluded. Figure 2 depicts an example of a
nontrivial closed curve and a trivial closed curve.
It is important to note the presence of looping is not sufficient to conclude
hysteresis but rather, as test 1 indicates, the loops must persist as the frequency
of the input goes to zero. In other words, persists means the input-output graph
always exhibits a nontrivial closed curve even as the frequency of the input
approaches zero. Likewise, since the loop must be closed, it must therefore
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Fig. 1: Suppose -1 and 1 are two stable equilibria of a given dynamical system. When
the input is such that the output is at -1, the system dynamics tend to want to stay at -1
because of the stability. But the input will vary enough that system dynamics shifts to the
next available stable equilibrium, namely 1. Due to the fast dynamics of the system, this
transition from -1 and 1 occurs virtually instantaneously compared to the rate of change of
the input. This is represented by a “jump” (ie. steep portion of graph) from -1 to 1 when
the value of the input is 5.
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Fig. 2: Two input-output graphs with one displaying looping behaviour (nontrivial closed
curve, left) and the other not displaying looping (trivial closed curve, right).
always be bounded. Hence, the size of the loop is finite as the frequency of the
input goes to zero; that is, the loop cannot grow without bounds.
Definition 1 also suggests looping behaviour. This is because for a system
with fast dynamics, the periodic input that steers the system dynamics from
equilibrium A to equilibrium B differs when the input steers the system from
equilibrium B to equilibrium A. This creates a loop, and consequently, hys-
teresis is often said to be path-dependent. See Figure 3 for an illustration. This
path-dependence can be thought of as a lag that the system undergoes as it
transitions between stable equilibria due to changes in the input. Interestingly,
hysteresis derives from ancient Greek to mean “lag behind”[15].
Hysteresis is also related to bifurcations [6, page 18]. In particular, we are
interested in bifurcation in the context of changes in the stability of the system
due to changes in the input.
To establish hysteresis in the dynamical systems presented in this paper,
the following procedure is applied. The equilibria or steady state solutions of
each system is first determined and then their stability is established. This
is a necessary condition of hysteresis as indicated in definition 1. To establish
stability, concepts such as phase portraits, linearization, bifurcation values and
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Fig. 3: A loop is formed when the output follows different paths as the input varies. The
differing paths has been emphasized through the use of two different colours in the hysteresis
loop.
eigenvalues are employed. Corresponding figures are constructed using Maple.
A constant input is considered when establishing equilibria and its stability.
Constructing the input-output graph of each system is also necessary in
order to apply test 1. The output is the solution to the dynamical system. In
this paper, we consider ordinary differential equations (ODE). Let t be time
and u(t) be the input, which is introduced into the ODE to construct the input-
output graphs. These input-output graphs are generated using MATLAB. In
this paper, the periodic input u(t) is typically sin(ωt) so that the frequency
of the input is ω. However, in the analysis of equilibria, the input is constant
with respect to time to fit with the definition of an equilibrium point. This is
also the approach taken in [23].
What affects the shape of hysteresis loops? When the shape of the hysteresis
loop is unchanged as the frequency of the periodic input changes, the system
is said to exhibit rate-independent hysteresis; otherwise, the hysteresis is said
to be rate-dependent [27]. Some authors define rate independence as necessary
for hysteresis to occur [8,12,22,36]. In rate-dependent systems, the frequency
of the input has been shown to affect the area of the hysteresis loop [1,5,
32]. In [25], the authors examine how different porous materials affect the
shape of hysteresis loops. In [40], the authors explore pinched hysteresis loops
which are closed curves that are not simple; that is, the loop crosses itself.
Figure 4 depicts an example of a pinched hysteresis loop. In [13], the authors
study systems that exhibit hysteresis loops shaped like butterfly wings, some
of which could also be classified as pinched loops.
Operators are commonly used to describe hysteresis [8,36]. In particular,
operators are found such that they best fit the shape of the hysteresis loop.
For example, the bottom plot in Figure 5 shows a hysteresis loop with two
outputs, -1 and 1. The operator
F (u(t)) =
{−1, −5 < u(t) < 5
1, 0 < u(t) < 10
}
can be used to describe the shape of the hysteresis loop in Figure 5. This style
of hysteresis operator has been used to reduce frequent ‘on’ and ‘off’ switching
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Fig. 4: A closed curve that is not simple; that is, the loop formed crosses or “pinches” itself.
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Fig. 5: In the top left, the system dynamics are depicted as “jumping” from -1 to 1 as the
periodic input u(t) varies. In the top right, as u(t) continues to vary, the system dynamics
follows a different path from 1 to -1. Together, this creates a hysteresis loop with two outputs,
-1 and 1, as shown in the bottom plot.
from devices like thermostats [23]. However, hysteresis operators do not look
at the intrinsic properties of the dynamical system that are causing hysteresis
in the first place, whereas definition 1 does.
In Figure 5, when the input is between 0 and 5, it is not clear what the
output is unless the previous output is known. For this reason, hysteresis is
often said to have a memory, and consequently, the memory effect in hysteresis
is related to its looping behaviour.
Since multiple stable equilibria are essential to a hysteretic system as noted
in definition 1, there is likely a correlation between the equilibria of a system
and the shape of the hysteresis loop. This relationship is explored in greater
depth in this paper for ODEs. In particular, ODEs can have different types of
equilibria such as a continuum of stable equilibria, a finite number of discrete
stable equilibria and the presence or absence of unstable equilibria. A set of
discrete equilibria is also called isolated equilibria in this context. Hysteresis
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arising from a continuum of equilibria is known as traversal-type hysteresis and
hysteresis arising from isolated equilibria is known as bifurcation-type hystere-
sis [28].
Hysteresis loops arising in both linear and nonlinear systems are also dis-
cussed. Conditions in which hysteresis can never occur, due to the principle
of multistability not being satisfied, are also presented. Observations of these
examples and summary discussions are reviewed in the last section.
2 Linear Equations
2.1 First Order Linear ODEs
Consider the following first order linear ODE
x˙(t) = a(t)x(t) + b(t), (1a)
x(0) = x0, (1b)
where a(t) is a continuous function of t with t ≥ 0, x0 is an arbitrary constant,
and b(t) is some continuous function of the input, u(t). For example, b(t) = u(t)
or b(t) = u˙(t)|u(t)|.
Proposition 1 When a(t) is a nonzero constant, (1) cannot exhibit hystere-
sis.
Proof: Let a(t) be a nonzero constant, a(t) = a¯. The equilibria are found
when x˙ = 0. When the input is constant, say U , the equilibrium point is
x¯ = −Ua¯ . Notice that this means that there is only one equilibrium point, so,
this system cannot have multiple stable equilibria. Therefore, by the principle
of multistability, (1) cannot exhibit hysteresis when a(t) is a nonzero constant.
uunionsq
Figure 6 depicts the input-output graph of (1) with a = −0.1, and depicts
loops that degenerate to the graph of a function as the frequency of the input
goes to zero. By test 1, it follows that (1) does not exhibit hysteresis as ex-
pected by Proposition 1.
Now, suppose for (1), a(t) = 0. Then, we have x˙ = b(t) and the solution
is x(t) =
∫ t
0
b(t)dt. Depending on b(t), this system may exhibit hysteresis.
Figure 7 shows a system with a(t) = 0 and b(t) = sin(ωt) (that is, b(t) = u(t)
where u(t) = sin(ωt)) which does not exhibit hysteresis because, while there
is persistent looping, the size of the loops are growing without bounds as the
frequency of the input goes to zero. The system x˙(t) = sin(ωt), x(0) = −1 has
solution
x(t) =
1− cos(ωt)
ω
− 1.
As ω → 0, the output x(t) = 1−cos(ωt)ω − 1 goes to ∞ leading to loops that
are expanding to infinity. Hence, the loop is not bounded as the frequency
approaches 0. Therefore, by test 1, the system is not hysteretic for this input.
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Fig. 6: The input-output graph of (1) with a(t) = −0.1, x0 = 1 and b(t) = |u˙(t)|u(t), where
u(t) is the input, sin(ωt), and ω is the frequency of the input. Since the loops degenerate as
ω goes to zero, by test 1, this system is not hysteretic.
On the other hand, Figure 8 shows a system with a(t) = 0, b(t) = |u˙(t)|u(t)
and x0 = 0.5 that has persistent loops of finite size as the frequency of the
input goes to zero; that is, x˙(t) = |u˙(t)|u(t). For u(t) = sin(ωt), the solution
to x˙ = |u˙(t)|u(t) is
x(t) =
{
cos(ωt)2
2 + 0.5 for cos(ωt) ≤ 0
− cos(ωt)22 + 0.5 for cos(ωt) > 0
}
.
Notice ω does not appear in the denominator unlike in the case of x˙(t) = u(t)
and hence this leads to loops that are bounded. Also notice when the input is
constant for x˙(t) = |u˙(t)|u(t), the derivative of the input is 0. Hence, there are
a continuum of equilibria for constant inputs, which is a necessary condition
for hysteresis as noted in definition 1.
In addition, notice that a(t) from (1) could be some function of t. Figures
9 and 10 have a(t) = −e−t and a(t) = − 1t+1 , respectively, which both show
persistent finitely-sized closed loops similar in shape to Figure 8. This may be
due to −e−t and − 1t+1 approaching zero as t→∞, which for large t, mimics
the case when a(t) = 0. On the other hand, when a(t) = −t or a(t) = − 1t+1 +1,
which do not approach 0 as t→∞, no hysteresis is suggested since persistent
looping does not occur in the corresponding input-output maps, see Figures 11
and 12, respectively.
Observe that the systems in Figures 9 and 10 are considered to have steady
state solutions since after some t, we have −e−t and − 1t+1 approaching 0. That
is, rather than in the case of an equilibrium solution which is constant for all
time; we have a constant solution after some time, t.
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Fig. 7: The input-output graph of (1) with a(t) = 0, x0 = −1 and b(t) = u(t) = sin(ωt),
where ω is the frequency of the input. The loop expands to infinity as ω → 0, so the system
does not exhibit hysteresis.
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Fig. 8: The input-output graph of (1) with a(t) = 0, x0 = 0.5 and b(t) = |u˙(t)|u(t), where
ω is the frequency of the input u(t) = sin(ωt). By test 1, this system appears to exhibit
rate-independent hysteresis.
2.2 First Order Duhem Model
The Duhem Model [10,27] is well-known for describing ferromagnetism and
its corresponding hysteresis affects. In this work, the particular case of the
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Fig. 9: The input-output graph of (1) with a(t) = −e−t, x0 = 0.5 and b(t) = |u˙(t)|u(t),
where ω is the frequency of the input u(t) = sin(ωt). By test 1, this system appears to
exhibit hysteresis and rate-independence is observed as the frequency of the input goes to
zero.
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Fig. 10: The input-output graph of (1) with a(t) = − 1
t+1
, x0 = 0.5 and b(t) = |u˙(t)|u(t),
where ω is the frequency of the input u(t) = sin(ωt). By test 1, this system appears to
exhibit hysteresis.
Duhem model
x˙(t) = α|u˙(t)|(βu(t)− x(t)) + γu˙(t), (2a)
x(0) = x0, (2b)
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Fig. 11: The input-output graph of (1) with a(t) = −t, x0 = 0.5 and b(t) = |u˙(t)|u(t),
where ω is the frequency of the input u(t) = sin(ωt). The loops degenerate as the frequency
of the input goes to zero.
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Fig. 12: The input-output graph of (1) with a(t) = − 1
t+1
+1, x0 = 0.5 and b(t) = |u˙(t)|u(t),
where ω is the frequency of the input u(t) = sin(ωt). The loops degenerate as the frequency
of the input goes to zero.
is considered. The input u(t) is the magnetic field strength and the output,
x(t), is the magnetic flux density [10,27]. Hysteresis is often associated to
nonlinear systems, see for instance [27]; however, in this context, equation (2) is
classified as linear based on (1) with a(t) = −α|u˙(t)| and b(t) = α|u˙(t)|βu(t)+
γu˙(t). The parameters α, β, γ are positive constants.
Proposition 2 The Duhem Model in (2) cannot exhibit hysteresis for α < 0.
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Proof: The equilibria of (2) are determined by setting the input u(t) to be
constant, meaning u˙(t) = 0. This leads to x˙(t) = 0 for all t. Therefore, (2) has
a continuum of equilibria.
Let f(x) = α|u˙(t)|(βu(t)− x(t)) + γu˙(t). It follows that
df
dx
= −α|u˙(t)|. (3)
The sign of (3) determines the stability of the equilibrium points of (2). Notice
df
dx does not depend on x and hence its sign is not affected by a particular
equilibrium point. If α < 0 then dfdx > 0, which implies the continuum of
equilibria is unstable and hence (2) cannot exhibit hysteresis. uunionsq
Figure 13 shows the input-output graphs of (2) with α < 0, which dis-
plays no looping in the input-output graph of (2), and hence confirms there
is no hysteresis. On the other hand, Figure 14 depicts a scenario when α > 0
and looping behaviour does occur. Furthermore, the hysteresis loops are rate-
independent.
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Fig. 13: The input-output graph of (2) with α = −1, β = 0.5, γ = 1, x0 = 0 and u(t) =
sin(ωt), where ω is the frequency of the input. No closed curves appear, and therefore the
system does not exhibit hysteresis.
2.3 Second Order Linear ODEs
Consider the following second order linear ODE
y¨(t) + p(t)y˙(t) + q(t)y(t) = b(t), (4a)
y(0) = y0, y˙(0) = y1, (4b)
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Fig. 14: The input-output graph of (2) with α = 0.5, β = 0.5, γ = 1, x0 = 0 and u(t) =
sin(ωt), where ω is the frequency of the input. This system is exhibits rate-independent
hysteresis.
where p(t), q(t) are continuous functions of t ≥ 0, y0, y1 are arbitrary constants
and b(t) is a continuous function of the input, u(t).
Proposition 3 Equation (4) cannot exhibit hysteresis when q(t) is a nonzero
constant function.
Proof: Let q(t) be a nonzero constant, q¯. Let x1 = y(t) and x2 = y˙(t),
writing (4) into a system of first order ODEs leads to
x˙1 = x2. (5a)
x˙2 = −p(t)x2 − q¯x1 + b(t). (5b)
x1(0) = y0, x2(0) = y1. (5c)
For constant input b(t) = U , there is only one equilibrium point, (x¯1, x¯2) =
(Uq¯ , 0), when the time derivatives are set to zero. Therefore, under these as-
sumptions, the principle of multistability is not satisfied and this system cannot
exhibit hysteresis. uunionsq
Figure 15 depicts the input-output graphs of (4) satisfying the conditions
in Proposition 3 and the absence of hysteresis is demonstrated. On the other
hand, Figure 21 depicts the input-input graphs of (4) when q(t) is not a con-
stant function; that is, not satisfying the condition in Proposition 3, and the
presence of hysteresis is shown. The same function for p(t) and b(t) are used
in both instances.
Proposition 4 Equation (4) cannot exhibit hysteresis when p(t) < 0 for some
t.
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Fig. 15: The input-output graph of (6) with p(t) = e−t + 1, q(t) = 1, y0 = 1, y1 = 0 and
b(t) = |u˙(t)|u(t) where u(t) = sin(ωt). The system is not hysteretic because the loops do
not persist as the frequency of the input goes to zero.
Proof: Let x1 = y(t) and x2 = y˙(t), write (4) as a system of first order
linear ODEs as follows
x˙1 = x2, (6a)
x˙2 = −p(t)x2 − q(t)x1 + b(t), (6b)
x1(0) = y0, x2(0) = y1. (6c)
The Jacobian matrix of equation (6) is
J =
[
0 1
−q(t) −p(t)
]
.
Notice J does not depend on x1 and x2, and hence is not influenced by specific
equilibrium points or steady state solutions. The characteristic equation is
λ2 + p(t)λ+ q(t) = 0
and the eigenvalues are
λ1 =
−p(t) +√(p(t))2 − 4 ∗ q(t)
2
, (7)
λ2 =
−p(t)−√(p(t))2 − 4 ∗ q(t)
2
. (8)
Since the square root function is always positive or imaginary, the real part
of λ1 and λ2 can be positive if p(t) < 0 for some t, which means the equilibria
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or the steady state solutions will not be stable and hence (6) cannot exhibit
hysteresis. uunionsq
Figures 16 and 17 display the input-output graphs of (4) for examples
in which p(t) is not strictly positive; that is, satisfying the assumptions in
Proposition 4. In both, hysteresis is not present. Figure 18 provides an example
of (4) in which p(t) is a non-negative function; however, hysteresis is also not
present. This illustrate the assumption in Proposition 4 is necessary but not
sufficient to establish the absence of hysteresis. These three examples have a
continuum of equilibria for constant input u(t). That is, the equilibria are of
the form (c, 0), where c is a constant. The next example demonstrates the
presence of hysteresis for systems of the form in (4).
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Fig. 16: The input-output graph of (4) with p(t) = −0.001, q(t) = |u˙(t)|, y0 = 1, y1 = 0
and b(t) = |u˙(t)|u(t) where u(t) = sin(ωt). Looping behaviour does not appear as ω goes to
zero.Therefore, this system is not hysteretic.
Consider
y¨(t) + p(t)y˙(t) + α|u˙(t)|y(t) = αβ|u˙(t)|u(t) + γu˙(t), (9a)
y(0) = y0, y˙(0) = y1. (9b)
This is a second order system that was constructed to be similar to the first
order Duhem model in (2). Equation (9) is a specific example of (4), where
q(t) = α|u˙(t)| and b(t) = αβ|u˙(t)|u(t) + γu˙(t).
Figures 19 and 20 display the input-output graphs of (9) where p(t) is a
positive constant function and u(t) = sin(ωt). Figure 21 provides an example
where p(t) is not a constant function. In all three figures, persistent looping is
shown indicating the presence of hysteresis.
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Fig. 17: The input-output graph of (4) with p(t) = sin(t), q(t) = |u˙(t)|, y0 = y1 = 0 and
b(t) = |u˙(t)|u(t) where u(t) = sin(ωt), which indicates the system is not hysteretic.
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
=1
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
=0.1
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
=0.01
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
=0.01
Fig. 18: The input-output graph of (4) with p(t) = | sin(t)|, q(t) = |u˙(t)|, y0 = y1 = 0 and
b(t) = |u˙(t)|u(t), where u(t) = sin(ωt). This system is not hysteretic because the loops do
not persist as the frequency of the input goes to zero.
To determine the equilibria of (9), let x1 = y(t) and x2 = y˙(t), which leads
to
x˙1 = x2,
x˙2 = −p(t)x2 − α|u˙(t)|x1 + αβ|u˙(t)|u(t) + γu˙(t).
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To solve for the equilibria, once again u(t) is treated as a constant and thus
u˙(t) = 0. Meaning, the equilibria are of the form (c, 0), where c is an arbitrary
constant since any constant x1(t) will lead to x˙2 = 0. Therefore, (9) has a
continuum of equilibria. Using the eigenvalues from (7) and (8), the equilibria
are stable if the real part of λ1 and λ2 are negative. This can occur if p(t) is
positive for all t.
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Fig. 19: The input-output graph of (9) with u(t) = sin(ωt), p(t) = 0.5, β = α = 1, γ = 0
and y0 = −0.225, y1 = 0. This system is hysteretic. Also, notice the appearance of pinched
hysteresis loops and rate-independence emerges as ω approaches zero.
3 Nonlinear Equations
3.1 First Order Nonlinear Systems
Suppose we have a system of the form
x˙(t) = f(x(t)) (10a)
x(0) = x0, (10b)
where f is a nonlinear, differentiable and continuous function of x, x0 is a
constant and t ≥ 0. Note that f can be a function of the input u(t), which is
known. Recall that when exploring equilibria and stability, u(t) is a constant
function and when constructing hysteresis loops, u(t) is a periodic function.
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Fig. 20: The input-output graph of (9) with u(t) = sin(ωt), p(t) = 0.2, β = α = γ = 1 and
y0 = 0.79, y1 = 0. This system is hysteretic and rate-independence emerges as ω approaches
zero.
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Fig. 21: The input-output graph of (9) with p(t) = e−t + 1, α = β = 1, γ = 0, y0 = 0.5
and y1 = 0. The system is hysteretic and rate-independence appears as ω goes to zero.
This system can have either a continuum of equilibria or a set of isolated
equilibria. Here is a continuum example,
x˙(t) = |u˙(t)|(x(t)− (x(t))3 + u(t)). (11)
To determine the equilibria, set the input u(t) to be a constant, which means
u˙(t) = 0, and hence x˙ = 0. This means any constant is an equilibrium point
and they are stable.
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For the periodic input u(t) = sin(ωt), the input-output graph of (11) is
depicted in Figure 22. Persistent looping is demonstrated, which indicates
the presence of hysteresis. Furthermore, the loops exhibit rate-independence.
The first order Duhem model also lead to rate-independent hysteresis, see
equation (2) and Figure 14.
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Fig. 22: The input-output graph of (11) with u(t) = sin(ωt) and x0 = 1. This system is
hysteretic and rate-independence is observed.
In the case of isolated equilibria, let the corresponding set of isolated equi-
libria of (10), for a constant input, be denoted
S = {x¯1, x¯2, ..., x¯n}
for n being some natural number.
Proposition 5 Equation (10) cannot exhibit hysteresis when dfdx (x¯j) > 0,
where x¯j ∈ S for all j ∈ [0, n].
Proof: To determine the stability of an equilibrium point, consider first
an illustration; that is, a phase portrait as depicted in Figure 23. Solution
trajectories need to be approaching the equilibrium point in order to be stable.
Let G be a region around x(t) such that there is only one equilibrium point,
x¯j ∈ S, in G. Let G1 ∈ G such that x(t) < x¯j and G2 ∈ G such that x(t) > x¯j .
As can be seen in Figure 23, solution trajectories approach the equilibrium
point when
f(x(t)) > 0 for all x(t) ∈ G1 (12a)
f(x(t)) < 0 for all x(t) ∈ G2. (12b)
A similar analysis can be found in [41, Page 119]. Since f(x¯j) = 0 and (12)
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Fig. 23: The phase portrait of (10) depicting a stable equilibrium point. For illustration
purposes, the equilibrium point has been chosen as zero. For stability, solution trajectories
greater than the equilibrium must decrease towards the equilibrium (hence, x˙ < 0) and
solution trajectories less than the equilibrium must increase towards the equilibrium (hence,
x˙ > 0). The blue curve depicts a particular solution of (10), which converges to the stable
equilibrium point.
Fig. 24: The phase portrait of (10) depicting an unstable equilibrium point. The red curve
is an unstable equilibrium solution.
must hold for x¯j to be stable this must mean that x˙ is decreasing in terms of
x at x¯j because f changes sign from positive to negative at x¯j . The other way
around would be unstable as shown in Figure 24. This is equivalent to stating:
An isolated equilibrium point of (10), x¯j ∈ S, is stable when
df
dx
(x¯j) < 0. (13)
Hence, when all x¯j are such that
df
dx (x¯j) > 0, all the equilibria in S are
unstable and there are no stable equilibria. Therefore, by the principle of multi-
stability, (10) would not have hysteresis. uunionsq
Note the statement in Proposition 5 is for all j but in fact, all but one j
is also sufficient. This is because at least two stable equilibria are needed for
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hysteresis as per definition 1. The proof showed dfdx (x¯j) > 0 is a condition for
x¯j to be unstable. Hence, if all j we have
df
dx (x¯j) > 0, then there are no stable
equilibria. If all but one j are such that dfdx (x¯j) > 0, then there is only one
stable equilibrium point.
For isolated equilibria, we can have the following proposition. This propo-
sition is mentioned in [33, Page 10] but without a proof.
Proposition 6 If (10) has two or more isolated stable equilibria then in
between each stable equilibrium point there must be an unstable equilibrium
point.
Proof: Suppose x¯1 = a and x¯2 = b are two stable isolated equilibria. Then
there must be a third equilibrium point that is unstable in between them so
that solution trajectories less than a are increasing towards a and solution
trajectories greater than b are decreasing towards b. Otherwise, if there is no
unstable point between a and b, trajectories less than a would be increasing
towards a and therefore moving away from b thus making b unstable. Figure
25 provides a geometric description. uunionsq
Fig. 25: Illustration of the need for an unstable equilibrium point in between two isolated
stable equilibria, ‘a’ and ‘b’. The blue curves are particular solutions that converge to stable
equilibria and the red curve is an unstable equilibrium solution.
From the proof of Proposition 5, in order for (10) to possibly exhibit hys-
teresis f(x(t)) cannot be strictly positive or negative. And, with the consider-
ation of Proposition 6, f(x(t)) must have at least three isolated roots so as to
have at least two isolated stable equilibria. If (10) has isolated equilibria and
exhibits hysteresis, this is known as bifurcation-type hysteresis. Bifurcation
in this context means a change in stability that occurs due to changes of the
input.
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Recall that in (10), f is a function of the input u(t). Suppose u(t) = U is a
constant input. To determine the bifurcation values of (10), find U satisfying
f(x(t), U) = 0, (14a)
df
dx
(x(t), U) = 0. (14b)
The values of U are the bifurcation values. This is because f(x(t), U) = 0
will provide equilibrium points and from Proposition 5, the sign of dfdx (x(t), U)
indicates when there is a change in stability.
Consider the following example
x˙(t) = x(t)(1− (x(t))2) + u(t), (15a)
x(0) = −1, (15b)
which is of the form (10) where f(x(t), u(t)) = x(t)−x(t)3+u(t). In discussions
regarding hysteresis, equation (15) can be found in such works as [31, Page
336], [28], [5, Page 329].
For different values of the constant input, there are different scenarios for
x satisfying
f(x(t), U) = x(t)− x(t)3 + U = 0.
For instance, when the constant input is set to U = 1, equation (15) has one
equilibrium point. When the constant input is zero, equation (15) has three
equilibria. The time derivative in (15) is zero when x(t) equals 1, 0 and −1
for u(t) = 0. Therefore, these are the equilibria of (15). Using the condition
in (13), the equilibrium points 1 and −1 are stable, while 0 is unstable. Using
Maple to solve for U in (14) where f(x(t), U) = x(t) − x(t)3 + U , it follows
that U ≈ −0.3849001797 and U ≈ 0.3849001797 are the bifurcation values of
(15). Figure 26 shows the bifurcation diagram of (15).
Figure 27 shows the input-output graph of (15) for different frequencies
of the input u(t) = sin(ωt) with loops persisting as ω goes to zero. Further-
more, for smaller values of ω, rate-independence is observed. Figure 28 is a
magnified version of one of the loops of equation (15) and shows the jumps
of the hysteresis loop occur when the periodic input takes values around the
bifurcation values -0.3849001797 and 0.3849001797. This is where the system
rapidly moves between the stable equilibria 1 and -1.
Consider another first order nonlinear example
x˙(t) = |u(t)|x(t)
(
1− x(t)
q
)
− (x(t))
2
1 + (x(t))2
, (16a)
x(0) = 10. (16b)
This example can be found in [20], [24, Page 7-8] and represents the classic
Spruce Budworm Model. In this model, u(t) depends on the birth rate of
the spruce budworms and the constant q depends on the carrying capacity of
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Fig. 26: A bifurcation diagram for (15), where the dashed line indicates an unstable portion
of the graph. The dots are the bifurcation values which correspond to U ≈ −0.3849001797
and U ≈ 0.3849001797.
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Fig. 27: The input-output graph of (15) with u(t) = sin(ωt) for various values of ω.
Equation (15) has two stable equilibria and one unstable equilibrium point and exhibits
rate-independent hysteresis as ω → 0.
the environment. The carrying capacity is how much of the population the
environment can support. Equation (16) is of the form of (10) when
f(x(t)) = |u(t)|x(t)
(
1− x(t)
q
)
− (x(t))
2
1 + (x(t))2
.
When u(t) is set to be the constant input 0.52 and q = 25, equation (16)
exhibits multiple stable equilibria. The authors in [20, Page 327] indicate 0.52
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Fig. 28: A magnified image of Figure 27d shows the vertical jumps of the loop converge to
its bifurcation values as ω → 0.
is a physically realistic value for the input and the value of q was chosen to
ensure the existence of multiple equilibria. Using these values to solve for x
satisfying
0.52
(
1− x(t)
25
)
− x(t)
1 + (x(t))2
= 0,
it follows that the equilibria of (16) are
x¯1 = 0,
x¯2 = 0.9715485792,
x¯3 = 1.123426650, and
x¯4 = 22.90502477
as computed in Maple. Using the condition in (13), we find that x¯1, x¯3 are un-
stable equilibria and x¯2, x¯4 are stable. The phase portrait in Figure 29 supports
this.
Fig. 29: A phase portrait of (16) illustrating x¯1 = 0, x¯3 = 1.123426650 are unstable
equilibria and x¯2 = 0.9715485792, x¯4 = 22.90502477 are stable. The figure at the right is
zoomed in because the equilibrium points are very close together near 0. The red curves
indicate solutions near the unstable equilibria, while the blue curves indicate solutions near
the stable equilibria.
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When the birth rate is treated as the input of the system, the model exhibits
hysteresis. Physically, the birth rate is always positive, therefore the input,
u(t) = sin(ωt) is placed in absolute value. The corresponding hysteresis loops
of (16) are shown in Figure 30 and indicates persistent looping as ω goes to
zero.
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Fig. 30: The input-output graph of (16) with u(t) = sin(ωt) and q = 25 for various values
of ω. Equation (16) has two stable equilibria and two unstable equilibria.
Using (14) where
f(x(t), u(t)) = |u(t)|x(t)
(
1− x(t)
q
)
− (x(t))
2
1 + (x(t))2
.
and Maple, the bifurcation values of (16) are approximately 0, 0.1589759579
and 0.5213066729. Figure 31 is the bifurcation diagram of (16). Figure 32
shows the vertical “jumps” of the hysteresis loops of (16) approaching closer
to the bifurcation values.
3.2 Second Order Nonlinear Systems
Consider an equation of the form
y¨(t) = f(y(t), y˙(t)), (17a)
y(0) = y0, y˙(0) = y1, (17b)
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Fig. 31: A bifurcation diagram for (16), where the dashed line indicates an unsta-
ble portion of the graph. The dots are the bifurcation values which correspond to U =
0, 0.1589759579, 0.5213066729. The black line indicates how regardless of the value of U ,
there is always an equilibrium point at 0.
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Fig. 32: A magnified image of Figure 30d shows the vertical jumps of the hysteresis loops
converge to its bifurcation values as the frequency of the input ω approaches 0.
where f is a continuous function of t ≥ 0 and y0, y1 are constants. As in (10),
f can be a function of the input u(t), which is known. Turning (17) into a
system of first order equations by setting x1(t) = y(t) and x2 = y˙(t) leads to
x˙1(t) = x2(t), (18a)
x˙2(t) = f(x1, x2), (18b)
x1(0) = y0, x2(0) = y1. (18c)
Let n be some natural number, and S = {X¯1, X¯2, ...X¯n}, where X¯j = (x1j , x2j) ∈
S for j ∈ [0, n] is an equilibrium point of (18). The capitalization of the letter
“x” is used to specify equilibrium points in a second order system.
Proposition 7 Equation (17) cannot exhibit hysteresis if for all j ∈ [0, n],
the equilibrium X¯j ∈ S satisfies ∂f∂x1 (X¯j) > 0 or
∂f
∂x2
(X¯j) > 0.
As discussed at the end of the proof of Proposition 5, there are actually two
cases in which the system cannot exhibit hysteresis: for all j or for all but one
j.
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Proof: From (18), an equilibrium point X¯j ∈ S has x¯1j , x¯2j such that
x¯2j = 0 and f(x¯1j , x¯2j) = 0. Substituting x¯2j = 0 into f leads to f(x¯1j , 0) = 0.
Thus the equilibria of (18) can be written in the form
X¯j = (x¯1j , 0),
where x¯1j is a root of f .
Consider the Jacobian matrix of equation (17) evaluated at X¯j
J =
[
0 1
∂f
∂x1
∣∣∣
X¯j
∂f
∂x2
∣∣∣
X¯j
]
,
whose corresponding characteristic equation is
λ2 − λ ∂f
∂x2
∣∣∣∣
X¯j
− ∂f
∂x1
∣∣∣∣
X¯j
= 0.
For simplicity, let a = ∂f∂x2
∣∣∣
X¯j
and b = ∂f∂x1
∣∣∣
X¯j
. Solving the characteristic
equation leads to
λ1 =
a+
√
a2 + 4b
2
,
λ2 =
a−√a2 + 4b
2
.
In order to be stable the real part of both λ1 and λ2 must be ≤ 0, which means
a has to be ≤ 0. If b > 0, then √a2 + 4b > a, meaning λ1 > 0. Hence, in order
for x¯j to be stable
a =
∂f
∂x2
∣∣∣∣
X¯j
≤ 0, and b = ∂f
∂x1
∣∣∣∣
X¯j
≤ 0. (19)
Therefore, if all x¯j (or all but one) have
∂f
∂x2
∣∣∣
X¯j
> 0, or ∂f∂x1
∣∣∣
X¯j
> 0, then
equation (17) cannot have multiple stable equilibria and therefore, cannot
exhibit hysteresis. uunionsq
Consider the following second order nonlinear equation
y¨(t) = −y˙(t)− 10 sin(y(t)) + u(t) (20a)
y(0) = 0, y˙(0) = 0. (20b)
When u(t) = 0, this equation has two equilibria, (0, 0) and (pi, 0). For analysis,
let x1 = y(t) and x2 = y˙(t), so f(x1, x2) = −x2 − 10 sin(x1) + u(t). Then,
using (19), we see that only (0, 0) is stable (i.e. there is only one j such that
∂f
∂x1
(xj) ≤ 0). Hence, by Proposition 7, this system cannot exhibit hysteresis.
Figure 33 provides the input-output graphs of (20) and persistent looping is
not demonstrated.
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Fig. 33: The input-output graph of (20) with u(t) = sin(ωt) for various values of ω. This
system only has two equilibria and of the two, only one is stable. Persistent looping does
not occur.
Consider
y¨(t) = −5y˙(t)− (y(t))2(y(t) + 1) + u(t), (21a)
y(0) = −1, y˙(0) = 0, (21b)
which also fits into the form of (17). By re-writing into a system of first order
ODEs, this becomes
x˙1(t) = x2(t),
x˙2(t) = −5x2(t)− (x1(t))2(x1(t) + 1) + u(t),
x1(0) = −1, x2(0) = 0.
Also consider
y¨(t) = −y˙(t)− 20y(t)3((y(t))− 0.3)(y(t) + 0.5) + u(t), (22a)
y(0) = −0.56, y˙(0) = 0. (22b)
By re-writing into a system of first order ODEs, this becomes
x˙1(t) = x2(t),
x˙2(t) = −x2(t)− 20x1(t)3((x1(t))− 0.3)(x1(t) + 0.5) + u(t),
x1(0) = −0.56, x2(0) = 0.
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For a constant input of 0, the equilibria are {(-1,0) and (0,0)} and {(−0.5, 0),
(0, 0) and (0.3, 0)} for (21) and (22), respectively. All of these equilibria are
stable according to (19) where f(x1, x2) = −5x2(t)− (x1(t))2(x1(t) + 1) +u(t)
and f(x1, x2) = −x2(t)− 20(x1(t))3((x1(t))− 0.3)(x1(t) + 0.5) + u(t) for (21)
and (22), respectively. The input-output graphs of (21) and (22) can be found
in Figures 34 and for 35, respectively. They indicate the presence of hysteresis.
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Fig. 34: The input-output graph of (21) with input u(t) = sin(ωt) for various values of ω.
Persistent looping indicates the presence of hysteresis.
The bifurcation values of (21) and (22) are calculated by mimicking the
first order case in (14). In the second order case, f depends on x1 and x2 and
U ; however, we have x2 = 0 in the stability analysis. It follows by solving for
U in
f(x1, 0, U) = 0,
∂f
∂x2
(x1, 0, U) = 0,
∂f
∂x1
(x1, 0, U) = 0,
that the bifurcation values of (21) and (22) can be found. The reason for
f(x1, 0, U) = 0 is because that is the solution for the equilibrium points.
The reason for ∂f∂x2 (x1, 0, U) = 0 and
∂f
∂x1
(x1, 0, U) = 0 is by considering the
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Fig. 35: The input-output graph of (22) with input u(t) = sin(ωt) for various values of ω.
Persistent looping indicates the presence of hysteresis.
condition in (19), which indicates that the system changes stability when the
derivative changes sign. Notice for (21) and (22), ∂f∂x2 = −5 and
∂f
∂x2
= −1,
respectively. So, in this case, there is no value of x2 that will change the sign of
∂f
∂x2
. Using Maple to do the computations, for (21), the bifurcation values are
0 and 427 , which in decimal form is approximately 0.148148148. For (22), the
bifurcation values calculated are 0,−0.01243505829 and 0.09004734629. Their
respective bifurcation diagrams can be seen in Figure 36.
Figure 37 and 38 show the vertical jumps approaching closer to the bifur-
cation values of (21) and (22) as the frequency of the input goes to zero.
4 Observations & Conclusions
In this section, observations and comparisons of the hysteresis arising in the
preceding linear and nonlinear examples are discussed.
1. Conditions for multistability in which linear first and second order systems
can never exhibit hysteresis are presented. See Propositions 1, 2, 3 and
4. Similar results were shown for nonlinear systems in Propositions 5, 6
and 7. However, when these conditions are not satisfied, both the absence or
presence of hysteresis is possible as illustrated in various examples provided.
2. For first and second linear systems to possibly exhibit hysteresis, the equi-
libria are never isolated; that is, a continuum of stable equilibria is re-
quired. This is known as traversal-type hysteresis. Furthermore, the shape
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Fig. 36: The bifurcation diagram of (21), on the left and of (22) on the right. The dashed
lines are unstable portions of the graph. The dots indicate the bifurcation values of each
system: U = 0 and 4
27
on the left and U = 0,−0.01243505829 and 0.09004734629 on the
right. For (22), when U = 0, ∂f
∂x1
has a double root at x1 = 0. This means even though
(0, 0) is a stable equilibrium point of (22), it is very close to an unstable region and hence
in the right plot, (U, y) = (0, 0) is located in an unstable region where y = x1.
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Fig. 37: A magnified image of Figure 34d shows the vertical jumps of the loop approaching
its bifurcation values 0 and 4
27
as the frequency of the input ω goes to zero.
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Fig. 38: A magnified image of Figure 35d to show the vertical jumps of the loops ap-
proaching to its bifurcation values of -0.01243505829 and 0.09004734629 as ω approaches
zero.
of the corresponding hysteresis loops lack obvious vertical “jumps.” See
Figures 8, 14, 19, 20, 21 and 22.
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3. Figures 27, 30, 34 and 35 correspond to systems with two or three sta-
ble isolated equilibria and depict bifurcation-type hysteresis. Their hystere-
sis loops are distinguished by two “horizontal” portions, which represent
the stable equilibria, and “jumps” between them. Simulations indicate the
jumps converge towards the bifurcation values as the frequency approaches
0.
4. The requirement in definition 1 of stable equilibrium points is relaxed and
replaced with steady state solutions. In particular, examples of dynamical
systems with steady state solutions (not equilibrium points) are shown to
exhibit hysteresis. See Figures 9 and 10.
5. Loops that appear to grow without bound as the frequency of the input
goes to zero are excluded as hysteresis loops. See for example Figure 7.
6. Figures 8, 14 and 22 depict rate-independent hysteresis loops. In all other
cases, rate-dependent hysteresis loops are shown; however, for Figures 9,
10, 19, 20, 27 30, 34 35 rate-independence of the hysteresis loops emerged
for small values of ω.
In regards to observation 6, a continuation could be to show all rate de-
pendent hysteresis loops are approximately rate independent as the frequency
of the input approaches to zero. This would explain why some definitions of
hysteresis require rate-independence [8,12,22,36]. In [19], the authors quantify
rate-dependence using the solution to the dynamical system α(t) and compar-
ing it to the solution of the same system, β(t), with a time transformation
φ(t). For instance, let ε = ||β(t) − α(φ(t))|| under the L2-norm. If the error
function, ε, is approximately 0 as the frequency of the input approaches 0, then
the dynamical system is defined as rate-independent at low frequencies. This
approach may be further developed to replace the second part of Definition 1.
As well, the observations made about hysteresis loops here and in literature
may in the future provide a way to predict or even standardize hysteresis loop
shapes. This can also lead to future work on controller design to modify the
shape of hysteresis loops by adjusting the types of equilibria that arise in
dynamical systems.
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