An energy-harvesting sensor node that is sending status updates to a destination is considered. The sensor is equipped with a battery of finite size to save its incoming energy, and consumes one unit of energy per status update transmission, which is delivered to the destination instantly over an error-free channel. The setting is online in which the harvested energy is revealed to the sensor causally over time after it arrives, and the goal is to design status update transmission times (policy) such that the long term average age of information (AoI) is minimized. The AoI is defined as the time elapsed since the latest update has reached at the destination. Two energy arrival models are considered: a random battery recharge (RBR) model, and an incremental battery recharge (IBR) model. In both models, energy arrives according to a Poisson process with unit rate, with values that completely fill up the battery in the RBR model, and with values that fill up the battery incrementally in a unit-by-unit fashion in the IBR model. The key approach to characterizing the optimal status update policy for both models is showing the optimality of renewal policies, in which the inter-update times follow a renewal process in a certain manner that depends on the energy arrival model and the battery size. It is then shown that the optimal renewal policy has an energy-dependent threshold structure, in which the sensor sends a status update only if the AoI grows above a certain threshold that depends on the energy available in its battery. For both the random and the incremental battery recharge models, the optimal energydependent thresholds are characterized explicitly, i.e., in closedform, in terms of the optimal long term average AoI. It is also shown that the optimal thresholds are monotonically decreasing in the energy available in the battery, and that the smallest threshold, which comes in effect when the battery is full, is equal to the optimal long term average AoI.
I. INTRODUCTION
R EAL-TIME sensing applications in which time-sensitive measurement status updates of some physical phenomenon are sent to a destination (receiver) call for careful transmission scheduling policies under proper metrics that assess the updates' timeliness and freshness. The age of information (AoI) metric has recently attracted attention as a suitable candidate for this purpose. The AoI is defined as the time spent since the latest measurement update has reached the destination, and hence it basically captures delay from the destination's perspective. When sensors (transmitters) rely on energy harvested from nature to transmit their status updates, they cannot transmit all the time, so that they do not run out of energy and risk having overly stale status updates at the destination. Therefore, the fundamental question as to how to optimally manage the harvested energy to send timely status updates needs to be addressed. In this work, we provide an answer to this question by deriving optimal status update policies for energy harvesting sensors with finite batteries in an online setting where the harvested energy is only revealed causally over time.
The online energy harvesting communication literature, in which energy arrival information is only revealed causally over time, is mainly studied via Markov decision processes modeling and dynamic programming techniques, see, e.g., [3] - [9] , and also via specific analyses of the involved stochastic processes, as in [10] - [12] . A different approach is introduced in [13] , and then extended in [14] - [23] for various system models, in which an online fixed fraction policy, where transmitters use a fixed fraction of their available energy for transmission in each time slot, is shown to perform within a constant gap from the optimal online policy. Such fixed fraction online policies are simpler than usual online policies introduced in the literature, with provable near-optimal performance. In the online setting of this work, we also investigate a relatively simple online policy, and show its exact optimality.
The AoI metric has been studied in the literature under various settings; mainly through modeling the update system as a queuing system and analyzing the long term average AoI, and through using optimization tools to characterize optimal status update policies, see, e.g., [24] - [36] , and also the recent survey in [37] . In this work, we employ tools from optimization theory to devise age-minimal online status update policies in systems where sensors are energy-constrained, and rely on energy harvested from nature to transmit status updates. Some related works to this problem are summarized next.
AoI analysis and optimization in energy harvesting communications have been recently considered in [38] - [49] under various service time (time for the update to take effect), battery capacity, and channel assumptions. With the exception of [42] , an underlying assumption in these works is that energy expenditure is normalized, i.e., sending one status update consumes one energy unit. References [38] , [39] consider a sensor with infinite battery, with [38] focusing on online policies under stochastic service times, and [39] focusing on both offline and online policies with zero service times, i.e., with updates reaching the destination instantly. Reference [40] studies the effect of sensing costs on AoI with an infinite battery sensor transmitting through a noisy channel. Using a harvest-then-use protocol, [40] presents a steady state analysis of AoI under both deterministic and random energy arrivals. The offline policy in [39] is extended to non-zero, but fixed, service times in [41] for both single and multi-hop settings, and in [42] for energy-controlled variable service times. The online policy in [39] is analyzed through a dynamic programming approach in a discretized time setting, and is shown to have a threshold structure, i.e., an update is sent only if the age grows above a certain threshold and energy is available for transmission. Motivated by such results for the infinite battery case, [43] then studies the performance of online threshold policies for the finite battery case under zero service times, yet with no proof of optimality. Reference [44] proves the optimality of online threshold policies under zero service times for the special case of a unit-sized battery, via tools from renewal theory. It also shows the optimality of best effort online policies, where updates are sent over uniformlyspaced time intervals if energy is available, for the infinite battery case. Such best effort online policy is also shown to be optimal, for the infinite battery case, when updates are subject to erasures in [45] and [46] ; with no erasure error feedback in [45] and with perfect erasure error feedback in [46] . Under the same system model of [45] , reference [47] analyzes the performances of the best effort online policy and the save-andtransmit online policy, where the sensor saves some energy in its battery before attempting transmission, under coding to combat channel erasures. A slightly different system model is considered in [48] , in which status updates are externally arriving, i.e., their measurement times are not controlled by the sensor. With a finite battery, and stochastic service times, reference [48] employs tools from stochastic hybrid systems to analyze the long term average AoI. An interesting approach is followed in [49] where the idea of sending extra information, on top of the measurement status updates, is introduced and analyzed for unit batteries and zero service times.
In this paper, we show the optimality of online threshold policies under a finite battery setting, with zero service times. We consider two energy arrival (recharging) models, namely, a random battery recharge (RBR) model, and an incremental battery recharge (IBR) model. In both models, energy arrives according to a Poisson process with unit rate, yet with the following difference: in the RBR model, energy arrivals completely fill up the battery, while in the IBR model, energy arrivals fill up the battery incrementally in a unit-byunit fashion. We invoke tools from renewal theory to show that the optimal status update policy, the one minimizing the long term average AoI, is such that specific update times, depending on the recharging model, follow a renewal process with independent inter-update delays. Then, we follow a Lagrangian approach to show that the optimal renewal-type policy, for both recharging models, has an energy-dependent threshold structure, in which an update is sent only if the AoI grows above a certain threshold that depends on the energy available in the battery, the specifics of which vary according to the recharging model. Our approach enables characterizing the optimal thresholds explicitly, i.e., in closed-form, in terms of the optimal long term average AoI, which is in turn found by a bisection search over an interval that is strictly smaller than the unit interval. We also show that, for both recharging models, the optimal thresholds are monotonically decreasing in the available energy, i.e., the higher the available energy the smaller the corresponding threshold, and that the smallest threshold, corresponding to a full battery, is equal to the optimal long term average AoI.
We acknowledge an independent and concurrent work [50] that considers the same setting of the IBR model considered in this work, and also shows the optimality of online threshold policies. In there, tools from the theory of optimal stopping, from the stochastic control literature, are invoked to show such result, along with some structural properties. The optimal thresholds are found numerically. Different from [50] , however, and as mentioned above, the approach followed in this work for the IBR model, namely, proving the renewal structure of the optimal policy followed by the Lagrangian approach, allows characterizing the optimal energy-dependent thresholds in closed-form in terms of the optimal AoI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a sensor node that collects measurements from a physical phenomenon and sends updates to a destination over time. The sensor relies on energy harvested from nature to acquire and send its measurement updates, and is equipped with a battery of finite size B to save its incoming energy. The sensor consumes one unit of energy to measure and send out an update to the destination. We assume that updates are sent over an error-free link with negligible transmission times as in [39] , [43] , and [44] . Energy arrives (is harvested) at times {t 1 , t 2 , . . . } according to a Poisson process of rate 1. Our setting is online in which energy arrival times are revealed causally over time; only the arrival rate is known a priori. We consider two models for the amount of harvested energy at each arrival time. The first model, denoted random battery recharge (RBR), is when energy arrives in B units. This models, e.g., situations where the battery size is relatively small with respect to the amounts of harvested energy, and hence energy arrivals fully recharge the battery. We note that this RBR model has been previously considered in the online scheduling literature in [13] - [23] and in the informationtheoretic approach considered in [51] . The second model, denoted incremental battery recharge (IBR), is when energy arrives in units, i.e., when the battery is recharged incrementally in a unit-by-unit fashion. We mathematically illustrate the difference between the two models below.
Let s i denote the time at which the sensor acquires (and transmits) the i th measurement update, and let E(t) denote the amount of energy in the battery at time t. We then have the following energy causality constraint [52] :
We assume that we begin with an empty battery at time 0. For the RBR model, the battery evolves as follows over time:
where x i s i −s i−1 , and A(x i ) denotes the number of energy arrivals in [s i−1 , s i ). Note that A(x i ) is a Poisson random variable with parameter x i . We denote by F B the set of feasible transmission times {s i } described by (1) and (2) in addition to an empty battery at time 0, i.e., E(0) = 0. Similarly, for the IBR model, the battery evolves as follows over time:
We denote by F , the set of feasible transmission times {s i } described by (1) and (3) in addition to an empty battery at time 0, i.e., E(0) = 0. For either recharging model, the goal is to choose an online feasible transmission policy {s i } (or equivalently {x i }) such that the long term average of the AoI experienced at the destination is minimized. The AoI is defined as the time elapsed since the latest update has reached the destination, which is formally defined as follows at time t:
where u(t) is the time stamp of the latest update received before time t. Let n(t) denote the total number of updates sent by time t. We are interested in minimizing the area under the age curve representing the total cumulative AoI, see Fig. 1 for a possible sample path with n(t) = 3. At time t, this area is given by
and therefore the goal is to characterize the following quantity for the RBR model:
representing the long term average AoI, where E(·) is the expectation operator. Similarly, for the IBR model, the goal is to characterize
We discuss problems (6) and (7) in Sections IV and V, respectively. In the next section, we discuss the special case of B = 1 in which the two models are equivalent. 
III. UNIT BATTERY CASE: A REVIEW
In this section, we review the case B = 1 studied in [44] . Observe that for B = 1, F B = F and problems (6) and (7) are identical. In studying this problem, reference [44] first shows that renewal policies, i.e., policies with update times {s i } forming a renewal process, outperform any other uniformly bounded policy, which are defined as follows (see [44, Definition 3] ).
Definition 1 (Uniformly Bounded Policy) An online policy whose inter-update times, as a function of the energy arrival times, have a bounded second moment.
Then, reference [44] shows that the optimal renewal policy is a threshold policy, where an update is sent only if the AoI grows above a certain threshold. We review this latter result in this section.
Let τ i denote the time until the next energy arrival since the (i − 1)th update time, s i−1 . Since the arrival process is Poisson with rate 1, τ i 's are independent and identically distributed (i.i.d.) exponential random variables with parameter 1. Under renewal policies, the i th inter-update time x i should not depend on the events before s i−1 ; it can only be a function of τ i . Moreover, under any feasible policy, x i (τ i ) cannot be smaller than τ i , since the battery is empty at s i−1 . Next, note that whenever an update occurs, both the battery and the age drop to 0, and hence the system resets. This constitutes a renewal event, and therefore using the strong law of large numbers of renewal processes [53] , problem (6) (or equivalently problem (7)) reduces to
where expectation is over the exponential random variable τ . In order to make problem (8) more tractable to solve, we introduce the following parameterized problem:
This approach was discussed in [54] . We now have the following lemma, which is a restatement of the results in [54] , and provide a proof for completeness.
is decreasing in λ, and the optimal solution of problem (8) is given by λ * that solves p 1 (λ * ) = 0.
Proof: Let λ 1 > 0, and let the solution of problem (9) be given by x (1) for λ = λ 1 . Now for some λ 2 > λ 1 , one can write
where the last inequality follows since x (1) is also feasible in problem (9) for λ = λ 2 . Next, note that both problems (9) and (8) have the same feasible set. In addition, if p 1 (λ) = 0, then the objective function of (8) satisfies 1 2 
Hence, the objective function of (8) is minimized by finding the minimum λ ≥ 0 such that p 1 (λ) = 0. Finally, by the first part of lemma, there can only be one such λ, which we denote λ * .
By Lemma 1, one can simply use a bisection method to find λ * that solves p 1 (λ * ) = 0. This λ * certainly exists since p 1 (0) > 0 and lim λ→∞ p 1 (λ) = −∞. We focus on problem (9) in the rest of this section, for which we introduce the following Lagrangian [55] :
where μ(τ ) is a non-negative Lagrange multiplier. Taking derivative with respect to x(t) and equating to 0 we get
Now if t < λ, then x(t) has to be larger than t, for if it were equal, the right hand side of the above equation would be larger than the left hand side. By complementary slackness [55] , we conclude that in this case μ(t) = 0, and hence x(t) = λ. On the other hand if t ≥ λ, then x(t) has to be equal to t, for if it were larger, then by complementary slackness μ(t) = 0 and the right hand side of the above equation would be smaller than the left hand side. In conclusion, we have
This means that the optimal inter-update time is thresholdbased; if an energy arrival occurs before λ amount of time since the last update time, i.e., if τ < λ, then the sensor should not use this energy amount right away to send an update. Instead, it should wait for λ − τ extra amount of time before updating. Else, if an energy arrival occurs after λ amount of time since the last update time, i.e., if τ ≥ λ, then the sensor should use that amount of energy to send an update right away. We coin this kind of policy λ-threshold policy. Substituting this x(t) into problem (9) we get
which admits a unique solution of λ * ≈ 0.9012 when equated to 0. In the next two sections, we extend the above approach to characterize optimal policies for larger (general) battery sizes under both RBR and IBR models.
IV. RANDOM BATTERY RECHARGE (RBR) MODEL

A. Renewal-Type Policies
In this section, we focus on problem (6) in the general case of B > 1 energy units. Let l i denote the i th time that the battery level falls down to B −1 energy units. We use the term epoch to denote the time duration between two consecutive such events, and define x B,i l i −l i−1 as the length of the i th epoch. The main reason behind choosing such specific event to determine the epoch's start/end times is that the epoch would then contain at most B updates, and that any other choice leads to having possibly infinite number of updates in a single epoch, which is clearly more complex to analyze. Let τ i denote the time until the next energy arrival after l i−1 . One scenario for the update process in the i th epoch would be that starting at time l i−1 , the sensor sends an update only after the battery recharges, i.e., at some time after l i−1 + τ i , causing the battery state to fall down from B to B − 1 again. Another scenario would be that the sensor sends j ≤ B − 1 updates before the battery recharges, i.e., at some times before l i−1 + τ i , and then submits one more update after the recharge occurs, making in total j + 1 updates in the i th epoch.
Let us now define x j,i , 1 ≤ j ≤ B − 1, to be the time it takes the sensor to send B − j updates in the i th epoch before a battery recharge occurs. That is, starting at time l i−1 , and assuming that the i th epoch contains B updates, the sensor sends the first update at l i−1 + x B−1,i , followed by the second update at l i−1 + x B−2,i , and so on, until it submits the B − 1st update at l i−1 + x 1,i , using up all the energy in its battery. The sensor then waits until it gets a recharge at l i−1 + τ i before sending its final Bth update in the epoch. See Fig. 2 for an example run of the AoI curve during the i th epoch given that the sensor sends j + 1 ≤ B updates.
In general, under any feasible status updating online policy, {x j,i } B−1 j =1 and x B,i may depend on all the history of status updating and energy arrival information up to l i−1 , which we denote by H i−1 . In addition to that, the value of x B,i can also depend on τ i . However, by the energy causality constraint (1), the values of {x j,i } B−1 j =1 cannot depend on τ i . This is due to the fact that if the sensor updates j + 1 times in the same epoch, then the first j updates should occur before the battery recharges. Focusing on uniformly bounded policies, we now have the following theorem. The proof is in Appendix VIII-A.
Theorem 1
The optimal status update policy for problem (6) in the case B > 1 is a renewal policy, i.e., the sequence {l i } forms a renewal process. Moreover, the optimal {x j,i } B−1 j =1 are constants, and the optimal x B,i only depends on τ i .
B. Threshold Policies
Theorem 1 indicates that the sensor should let its battery level fall down to B − 1 at times that constitute a renewal policy. Next, we characterize the optimal renewal policy by which the sensor sends its updates. Using the strong law of large numbers of renewal processes (renewal reward theorem) [53, Th. 3.6.1], problem (6) reduces to an optimization over a single epoch as follows:
where x {x 1 , . . . , x B }, with x B (t) denoting the length of an epoch in which the battery recharge occurs after t time units of its beginning, and R (x) denotes the area under the age curve during an epoch. Note that the expectation is over the exponential random variable τ . Using the renewal-reward theorem enables one, by the i.i.d. property of epochs, to consider optimizing the status update policy over a single epoch, and then repeat it over all other epochs, without losing optimality. This is the main essence of problem (15) . Similar to the B = 1 case, we define p B (λ) as follows:
s.t. constraints of (15).
As in Lemma 1, one can show that p rbr B (λ) is decreasing in λ, and that the optimal solution of problem (15) is given by λ * satisfying p rbr B (λ * ) = 0. Since the optimal solution for the B > 1 case cannot be larger than that of the B = 1 case, which is 0.9012, one can use, e.g., a bisection search over (0, 0.9012] to find the optimal λ for B > 1. We now write the following Lagrangian for problem (16) after expanding the objective function: 
where {μ 1 , . . . , μ B−1 , μ B (τ )} are non-negative Lagrange multipliers. Taking derivative with respect to x B (t) and equating to 0 we get
where ½ A equals 1 if the event A is true, and 0 otherwise. Now let us assume that λ is smaller than min x B−1 , min 1≤ j ≤B−2 x j − x j +1 , and verify this assumption later on. Proceeding similarly to the analysis of the B = 1 case, we get
A depiction of the above policy for B = 4 is shown in Fig. 3 . Thus, the optimal update policy has the following structure. Starting with a battery of B − 1 energy units and zero age, if the next battery recharge occurs at any time before λ time units, then the sensor updates at exactly t = λ. While if it occurs at any time between λ and x B−1 , then the sensor updates right away. This is the same as the λ-threshold policy, the solution of the B = 1 case, except that it has a cut-off at t = x B−1 . This cut-off value has the following interpretation: if the battery recharge does not occur until t = x B−1 , then the sensor updates at t = x B−1 , causing the battery level and the age to fall down to B − 2 and 0, respectively. The sensor then repeats the λ-threshold policy described above with a new cut-off value of x B−2 , i.e., if the recharge does not occur until t = x B−2 , then the sensor updates again at t = x B−2 , causing the battery level and the age to fall down to B − 3 and 0, respectively. This technique repeats up to t = x 1 , when the sensor updates for the (B − 1)th time, emptying its battery. At this time, the sensor waits for the battery recharge and applies the λ-threshold policy one last time, with no cut-off value, to submit the last Bth update in the epoch. Note that if the battery recharge occurs at some time τ < x B−1 , then there would be 1 update in the epoch. On the other hand, if
In the sequel, we find the optimal values of {x j } B−1 j =1 (and λ) by taking derivatives of the Lagrangian with respect to x j 's and equating to 0. Before doing so, we simplify the objective function of problem (16) by evaluating the expectations involved and using (19) . After some simplifications we get
where
Using the above in the Lagrangian and taking derivatives we get
Now let us assume that x j > x j +1 , 1 ≤ j ≤ B − 2, and x B−1 > 0. Hence, by complementary slackness we have μ j = 0, 1 ≤ j ≤ B − 1. One can then substitute x 1 − x 2 in (22) for j = 2 to find x 2 − x 3 and proceed recursively to get
where we have defined
We have the following result on the structure of { f j (λ)}.
Proof: The proofs of the two statements follow by induction.
. This shows the first statement.
Next, direct first derivative analysis shows that f 1 (λ) is decreasing in λ. Now assume that f j (λ) is decreasing in λ for some j ≥ 2, and observe that
dλ , which is negative by the induction hypothesis. This shows the second statement, and completes the proof of the lemma.
Note that f j (λ) represents the inter-update delay between updates B− j −1 and B− j . With this in mind, Lemma 2 has an intuitive explanation: it shows that when the amount of energy in the battery is relatively low, the sensor becomes less eager to send the next update, so that it does not run out of energy, and oppositely, when the amount of energy in the battery is relatively high, the sensor becomes more eager to send the next update so that it makes use of the available energy before the next recharge overflows the battery. Next, by equations (24) and (25), we proceed recursively from j = B − 1 to j = 1 to find the values of x j 's in terms of λ. This gives
Finally, we substitute the above in (20) to get
and perform a bisection search over λ ∈ (0, 0.9012] to find the optimal λ * that solves p rbr B (λ * ) = 0. We note that for B = 1, the summation in (29) vanishes and we directly get (14) . Finally, observe that p rbr
By Lemma 2, the above argument shows that: 1) f j (λ * ) > 0, 1 ≤ j ≤ B − 1, which further implies by (21)-(23) that all Lagrange multipliers are zero, as previously assumed; and 2) λ * < f j (λ * ), 1 ≤ j ≤ B − 1, which verifies the previous assumption regarding the optimal age being smaller than all inter-update delays.
In summary, given the functions { f j (λ)} B−1 j =2 through the recursive formulas in (26) with f 1 (λ) = λ + e −λ − 1 2 λ 2 , the optimal solution of problem (6) is given by a bisection search for λ * that satisfies p rbr B (λ * ) = 0 in (29), and the thresholds {x * j } B−1 j =1 of the optimal policy in (19) are given by (27) .
V. INCREMENTAL BATTERY RECHARGE (IBR) MODEL
A. Renewal-Type Policies
In this section, we focus on problem (7) in the general case of B > 1. Similar to what we have shown in the previous section, we first show that the optimal update policy that solves problem (7) has a renewal structure. Namely, we show that it is optimal to transmit updates in such a way that the inter-update delays are independent over time; and that the time durations in between the two consecutive events of transmitting an update and having k ≤ B − 1 units of energy left in the battery are i.i.d., i.e., these events occur at times that constitute a renewal process. We first introduce some notation.
Let the pair (E(t), a(t)) represent the state of the system at time t. Fix k ∈ {0, 1, . . . , B − 1}, and consider the state (k, 0), which means that the sensor has just submitted an update and has k units of energy remaining in its battery. Let l i denote the time at which the system visits (k, 0) for the i th time. We use the term epoch to denote the time in between two consecutive visits to (k, 0). Observe that there can possibly be an infinite number of updates occurring in an epoch, depending on the energy arrival pattern and the update time decisions. For instance, in the i th epoch, which starts at l i−1 , one energy unit may arrive at some time l i−1 + τ 1,i , at which the system goes to state (k + 1, τ 1,i ), and then the sensor updates afterwards to get the system state back to (k, 0) again. Another possibility (if k ≥ 1) is that the sensor first updates at some time l i−1 + x k,i , at which the system goes to state (k − 1, 0), and then two consecutive energy units arrive at times l i−1 + τ 1,i and l i−1 + τ 1,i + τ 2,i , respectively, at which the system goes to state (k + 1, τ 1,i + τ 2,i ), and then the sensor updates afterwards to get the system state back to (k, 0) again. Depending on how many energy arrivals occur in the i th epoch, how far apart from each other they are, and the status update times, one can determine the length of the i th epoch and how many updates it has. Observe that the update policy in the i th epoch may depend on the history of events (energy arrivals and transmission updates) that occurred in previous epochs, which we denote by H i−1 . Our first main result in this section shows that this is not the case, under uniformly bounded policies as per Definition 1, and that epoch lengths should be i.i.d. Our next theorem formalizes this. The proof is in Appendix VIII-B.
Theorem 2
The optimal status update policy for problem (7) in the case B > 1 is a renewal policy, i.e., the sequence {l i } denoting the times at which the system visits state (k, 0), for some fixed 0 ≤ k ≤ B − 1, forms a renewal process.
Based on Theorem 2, the next corollary now follows.
Corollary 1
In the optimal solution of problem (7) , the interupdate times are independent.
Proof: Observe that whenever an update occurs the system enters state ( j, 0) for some j ≤ B − 1. The system then starts a new epoch with respect to state ( j, 0). Since the choice of k energy units in Theorem 2 is arbitrary, the results of the theorem now tell us that the update policy in that epoch, and therefore its length, is independent of the past history, in particular the past inter-update lengths.
Based on Corollary 1, we have the following observation. Let us assume that the optimal policy is such that the state at time t is ( j, τ ). This means that the previous status update occurred at time t − τ . By Corollary 1, the policy at time t is independent of the events before time t − τ . However, it may depend on the events occurring in [t − τ, t). For instance, for j ≥ 1, it may be the case that at time (t − τ ) + the sensor had j − 1 energy units in its battery, and then received another energy unit at some time in [t − τ, t); or, it may have already started with j energy units at time (t − τ ) + and received no extra energy units in [t − τ, t). The question now is whether the optimal policy at time t is the same in either of the two scenarios. The following result concludes that it is indeed the same.
Lemma 3
The optimal status update policy of problem (7) is such that at time t the next scheduled update time is only a function of the system state (E(t), a(t)).
Proof: Let us assume that the optimal policy is such that the state at time t is ( j, τ ). Then this means that the previous status update occurred at time t − τ . By Corollary 1, the optimal policy at time t in this case is independent of the events before t − τ . Starting from time t, the sensor then solves a shifted problem defined as follows. We basically use the same terminology and random variables that constitute (5) to characterize the area under the age curve starting from time t until time t + T (instead of starting from time 0 to time T ), and denote it by r t (T ), with a(t) = τ . We also characterize a shifted feasible set F t , in which the battery evolves exactly as in (3) and starts with j energy units at time t. Therefore, given a state of ( j, τ ) at time t, the sensor solves the following shifted problem:
to find the optimal solution from time t onwards (cost-to-go).
The above solution depends only on future energy arrivals after time t, which are, by the memoryless property of the exponential distribution, independent of the events in [t −τ, t).
Only the age and the battery state at time t are needed to solve this problem. This concludes the proof. By Theorem 2, focusing on state (k, 0) for some k ≤ B − 1 and defining the epochs with respect to this state, problem (7) reduces to an optimization over a single epoch. Based on Corollary 1 (and Lemma 3), we introduce the following notation, which is slightly different than that used in Section IV.
Once the system goes into state (k, 0), for 1 ≤ k ≤ B − 1, at some time l, the sensor schedules its next update after x k time. Since x k does not depend on the history before time l, and cannot depend on the future energy arrivals by the energy causality constraint, we conclude that it is a constant. Now if the first energy arrival in that epoch occurs at time l + τ 1 with τ 1 > x k , the sensor transmits the update at l + x k , whence the state becomes (k − 1, 0), and if k ≥ 2 the sensor schedules its next update after x k−1 time, i.e., at l + x k + x k−1 . On the other hand, if the first energy unit arrives relatively early, i.e., τ 1 ≤ x k , the state becomes (k + 1, τ 1 ) at l + τ 1 , and the sensor reschedules the update to be at l + y k+1 (τ 1 ) instead of l + x k . Note that y k+1 only depends on τ 1 , since it does not depend on the history before time l. If the second energy arrival in that epoch occurs at time l + τ 1 + τ 2 with τ 2 > y k+1 (τ 1 ), the sensor transmits the update at l + y k+1 (τ 1 ), whence the state returns to (k, 0). On the other hand, if the second energy arrival occurs relatively early as well, i.e., τ 2 ≤ y k+1 (τ 1 ), and if k ≤ B − 2, the state becomes (k + 2, τ 1 + τ 2 ) at l + τ 1 + τ 2 , and the sensor reschedules the update at l + y k+2 (τ 1 + τ 2 ) instead of l + y k+1 (τ 1 ).
In summary, the optimal update policy is completely characterized by B − 1 constants: B functions: {y 1 (·), y 2 (·), . . . , y B (·)}, where x k represents the scheduled update time after entering state (k, 0), and y k (t) represents the scheduled update time after entering state (k, t) at some time t. We emphasize the fact that by Corollary 1, the constants {x k } neither depend on each other, nor on the functions {y k (·)}.
B. Renewal State Analysis
To analyze the optimal solution of our problem, in view of Theorem 2, we now need to choose some renewal state (k, 0), k ≤ B − 1, and define the epoch with respect to that state. Unlike the random battery recharges problem in Section IV, unfortunately, there is no choice of k that guarantees a finite number of updates in an epoch; for all choices of k ≤ B − 1 there can possibly be an infinite number of updates in a single epoch. In the sequel, we continue our analysis with state (0, 0) as the renewal state and define the epochs with respect to it, i.e., an epoch from now onwards denotes the time between two consecutive visits to state (0, 0). We note, however, that any other renewal state choice yields the same results with equivalent complexity. We use the notation R (x, y) and L (x, y) to denote the area under the age curve in a given epoch and its length, respectively, as a function of the constants
Using the strong law of large numbers of renewal processes (renewal reward theorem) [53, Th. 3.6.1], problem (7) now reduces to:
As in the previous section we introduce the auxiliary parameterized problem:
In view of Lemma 1, we solve for the unique λ * such that p ibr B (λ * ) = 0.
One main goal now is to express E R (x, y) and E L (x, y) explicitly in terms of x and y in order to proceed with the optimization. In our previous work [1] , we do so for the case B = 2 through some involved analysis. We note, however, that the analysis approach in [1] does not directly extend for general B as it is of a complex combinatorial nature.
In what follows, we introduce a novel technique that expresses the objective function of problem (32) explicitly in terms of x and y for general B, and in fact shortens the analysis in [1] for B = 2.
For convenience, we remove the dependency on {x, y} in the sequel. Observe that starting from state (0, 0) the system can go to any other state ( j, 0), 0 ≤ j ≤ B − 1, by the next status update, i.e., after only one update, each with some probability. Then, from state ( j, 0), 1 ≤ j ≤ B − 1, the system can only go to one of the following states by the next update: {( j − 1, 0), ( j, 0), . . . , (B − 1, 0)}, each with some probability. We denote by p i, j the probability of going from state (i, 0) to state ( j, 0) after one update. Clearly p i, j = 0 for j ≤ i − 2. We also denote by r i, j and i, j the area under the age curve and the time taken when the system goes from state (i, 0) to state ( j, 0) in one update, respectively. Finally, since the goal is to compute the area under the age curve in an epoch together with the epoch length, we define R j and L j as the area under the age curve and the time taken to go from state ( j, 0) back to (0, 0) again (in however many number of updates). See Fig. 4 where we depict the relationships between the previous variables/notation in the form of a tree graph. The graph basically represents the transitions between different system states (nodes on the graph) after only one update, which occur with probabilities indicated on the arrows in the graph that connect the nodes. We emphasize that, for instance, state (0, 0) in the first column of the graph is no different than state (0, 0) in the second column, and that the arrow connecting them merely represents a loop connecting a state to itself; we chose to expand such loop horizontally for clarity of presentation. From the graph, one can write the following equations:
Next, we evaluate the above equations. We use the following short-hand notation for nested integrals:
[a 1 ,a 2 ,...,a n ]
We first begin by the terms p 0, j , E r 0, j , and E 0, j , 0 ≤ j ≤ B − 1, which are directly computable as follows. Without loss of generality, let us assume that we start at state (0, 0) at time 0. To go from state (0, 0) to (0, 0) after one update means that the sensor receives the first energy arrival in the epoch after time τ 1 and then updates after time y 1 (τ 1 ). This occurs if and only if the second energy arrival after the start of the epoch arriving at time τ 1 + τ 2 occurs relatively late, i.e., τ 2 > y 1 (τ 1 ) − τ 1 . Note that τ 1 and τ 2 are i.i.d. exponential random variables with parameter 1. Thus,
The area under the age curve and the time taken to go from state (0, 0) to state (0, 0) after one update are respectively given by the expectation of 1 2 y 1 (τ 1 ) 2 and y 1 (τ 1 ) conditioned on the event τ 2 > y 1 (τ 1 ) − τ 1 . Hence,
Next, to go from state (0, 0) to (n, 0), 1 ≤ n ≤ B − 2, after one update means that the sensor receives n + 1 energy units consecutively before updating. This occurs if and only if each of the n + 1 energy units arrive relatively early. That is, after the first arrival at time τ 1 the sensor receives the second arrival at τ 1 + τ 2 with τ 2 ≤ y 1 (τ 1 ) − τ 1 , and then the third energy arrival occurs at τ 1 + τ 2 + τ 3 with τ 3 ≤ y 2 (τ 1 + τ 2 ) − (τ 1 + τ 2 ), and so on. Only the (n + 2)th arrival occurs relatively late so that the sensor updates exactly after n + 1 arrivals, i.e., τ n+2 > y n+1 (τ 1 + · · · + τ n+1 ) − (τ 1 + · · · + τ n+1 ). Thus, for 1 ≤ n ≤ B − 2, p 0,n is given by (39) at the top of the next page, where the last equality is according to the short-hand notation defined in (35) , together with defining
We note that using the notation ζ n is mainly for presentational conciseness. Whenever it is invoked in an integral, it is merely a proxy for n i=1 τ i . 1 Now proceeding similarly, we have
Finally, to go from state (0, 0) to (B − 1, 0) after one update means that the sensor receives B consecutive energy units, i.e., until its battery is full, with relatively early inter-arrival times. Thus,
Similarly, we have
We now move on to computing the terms E R j and E L j , 1 ≤ j ≤ B − 1. These are not as directly computable as the terms p 0, j , E r 0, j , and E l 0, j , 0 ≤ j ≤ B−1, and are evaluated via recursive formulas from the tree in Fig. 4 , which we explain as follows. We notice that the tree starts with one root node, state (0, 0), and that it has all other possible states in its second stage. Starting from that second stage, and focusing on the terms E R j , 1 ≤ j ≤ B − 1, for now (calculations for the terms E L j , 1 ≤ j ≤ B − 1 are analogous), one can write
Next, we begin from the last equation, i.e., (47) with j = B−1, and make use of the fact that p B−1,B−2 + p B−1,B−1 = 1 to
. . .
write
We then work our way backwards; we substitute (48) in (47) with j = B − 2, and again make use of the fact that
We then substitute (48) and (49) 
withR j defined as
and with the constants c n,m defined as
where P (ω) is the power set of the set ω (note that the summand i in (53) is actually a subset), and j i (m) min {{ j + 1, . . . , m} \ i }. Observe that one can rewrite the equations in (50) slightly differently after some simple backward substitutions as follows:
Therefore, what remains to evaluate the terms E R j , 2 ≤ j ≤ B − 1, is to evaluate E [R 1 ]. We do so by substituting all B − 2 equations of (54) back in (46) to finally get
where the constants c 1,m , 2 ≤ m ≤ B−1, are as defined in (52) and (53) for n = 1. Equations (54) and (55) fully characterize the terms E R j , 1 ≤ j ≤ B − 1. As for the terms E L j , 1 ≤ j ≤ B − 1, they can be completely characterized in the exact same recursive manner as above with only switching the terms r j,i by j,i and definingL j analogously toR j and so on. 
Using (54) and (55) in (33) , we get that E [R] is given by (56) at the top of this page. Similarly, we also have that E [L] is given by (57) at the top of this page as well.
What remains now is to characterize the terms p j,n , E r j,n , and E j,n , 1 ≤ n ≤ B − 1, 1 ≤ j ≤ B − 1. These are directly computable terms via the same arguments involved before in the computations of the terms p 0, j , E r 0, j , and E 0, j , 0 ≤ j ≤ B − 1. We first consider the special case when the system goes from state ( j, 0) to state ( j − 1, 0), 1 ≤ j ≤ B −1, after one update. This occurs if and only if the first energy arrival arriving τ 1 time units after going through state ( j, 0) occurs relatively late, i.e., the sensor submits an update after x j time units before receiving such energy unit.
Since τ 1 is an exponential random variable with parameter 1, we have
The area under age curve and the time taken to go from state ( j, 0) to state ( j − 1, 0), 1 ≤ j ≤ B − 1, after one update are respectively given by the expectation of the constants 1 2 x 2 j and x j conditioned on the event τ 1 > x j . Hence,
Next, we consider the case of going from state ( j, 0) to (n, 0), 1 ≤ j ≤ B − 1, j ≤ n ≤ B − 2, after one update. We proceed similar to the way we derived the terms p 0,n , E r 0,n , and E 0,n in (36), (37) , and (38), respectively, for j = n = 0; in (39), (41) , and (42), respectively, for j = 0 and 1 ≤ n ≤ B − 1; and in (43) , (44) , and (45), respectively, for j = 0 and n = B − 1. We state the results in what follows. First, for 1 ≤ j ≤ B − 2 and n = j , we have
Next, for 1 ≤ j ≤ B − 2 and j + 1 ≤ n ≤ B − 2, we have
and
Then, for 1 ≤ j ≤ B − 2 and n = B − 1, we have
Finally, for j = n = B − 1, we have
Observe that the term p B−1,B−1 does not appear individually in (56) or (57) . We now have every term needed to fully characterize the objective function of problem (32) in terms of the constants x and the functions y. We do so by basically substituting (36)-(45), (52)- (53) , and (58)-(71) in (56) and (57) . In the next subsection, we characterize the optimal constants x and functions y that solve problem (32) .
C. Threshold Policies
We introduce the following Lagrangian for problem (32) [55] :
where {η i } and {γ i (·)} are non-negative Lagrange multipliers. We now proceed by taking derivative of the Lagrangian with respect to each variable and equating it to 0 in a specific alternating order between the functions y and the constants x. Specifically, we start by taking derivative of the Lagrangian with respect to y B (t) first, followed by x B−1 , and then y B−1 (t), and then x B−2 , and so on until x 1 and y 1 (t). The reason is that, as we explicitly illustrate below, this specific order allows writing each variable only in terms of the preceding variables in the order, which would be already evaluated in terms of λ. For simplicity of presentation, we illustrate this methodology by focusing on the case of B = 4 energy units. This case is sufficiently general in the sense that the techniques invoked in characterizing its optimal solution can be readily extended to any higher value of the battery capacity. For B = 4, the objective function is given by
We now write down the terms constituting the above objective function explicitly in terms of the optimization variables {x 1 , x 2 , x 3 } and {y 1 , y 2 , y 3 , y 4 }. We first start by
(74) Then, we have
Next, by (55) we have
where p 1,2 , p 1,3 , and p 2,3 are given by
Finally, by (51) we havē
We now substitute equations (74)-(83) in the objective function in (73) to have it written explicitly in terms of the optimization variables, which makes it ready for taking derivatives. Observe, however, that different from the random battery recharges model studied in Section IV, the Lagrangian in this incremental battery recharges model involves multiple nested integrals, which renders taking derivatives a much more involved operation. For that reason, we refer the reader to Appendix VIII-C, in which we summarize some useful results on derivatives under nested integrals that we constantly use in the derivations below. As noted before, we take derivatives in the following specific alternating order of variables:
Hence, we start now by taking derivative of the Lagrangian with respect to y 4 (t) and equate to 0 to get
where the positive term β 4 (t) is given by
with, according to the notation derived in Appendix VIII-C,
Therefore, y 4 is a λ-threshold policy given by
Next, we take derivative of the Lagrangian with respect to x 3 and equate to 0 to get
where the positive constant α 3 is given by
Thus, for x 3 > 0 we have η 3 = 0 by complementary slackness [55] and therefore
Using (87), the above simplifies to
(92)
Note that the above equation implies that x 3 > λ. We now state the following assumption for the upcoming analysis; we verify the assumption in a step-by-step manner as we move further into the characterization of the optimal policy below.
Assumption 1
The optimal policy for B = 4 satisfies the following:
Continuing with the specified order of taking derivatives, we now take derivative of the Lagrangian with respect to y 3 (t) and equate to 0, and use (91), to get ⎛
where, according to the notation derived in Appendix VIII-C,
We now use the first premise in Assumption 1, namely, y 3 (t) > λ, ∀t, to conclude by (87) that y 4 y 3 (t) − = y 3 (t), and hence the above equation simplifies to
where the positive term β 3 (t) is given by
Therefore, y 3 is an x 3 -threshold policy given by
which verifies that y 3 (t) > λ, ∀t, the first premise of Assumption 1, since x 3 > λ from (92). We now take derivative of the Lagrangian with respect to x 2 and equate to 0, and use (91), to get
where the positive term α 2 is given by
We now use the second premise of Assumption 1, namely, x 2 > x 3 , to conclude by (102) that y 3 (x − 2 ) = x 2 , and hence the above equation simplifies to
Thus, for x 2 > 0 we have η 2 = 0 by complementary slackness [55] and therefore e x 2
Using (87) and (102), the above simplifies to
where the second equality follows from (92). We note that the above equation has a real-valued solution only if λ ≤ 0.72. However, we know from [1] that the optimal solution for the B = 2 case is 0.72, and hence the optimal solution, i.e., λ * , for B = 4 cannot be larger than 0.72. We also note that the optimal λ * cannot be smaller than 0.5, the solution for the B = ∞ case reported in [44] . Moreover, for λ ∈ [0.5, 0.72], it holds that x 2 > x 3 , verifying the second premise in Assumption 1.
We now take derivative of the Lagrangian with respect to y 2 (t) and equate to 0 to get
and, using (91) and (107),
We now use the third premise in Assumption 1, namely, y 2 (t) > x 3 , ∀t, to conclude by (102) that y 3 y 2 (t) − = y 2 (t), and hence the above equations simplify upon substituting in (109) to
where the positive term β 2 (t) is given by
Therefore, y 2 is an x 2 -threshold policy given by
which verifies that y 2 (t) > x 3 , ∀t, the third premise of Assumption 1, since x 2 > x 3 from (108) for λ ∈ [0.5, 0.72].
We now take derivative of the Lagrangian with respect to x 1 and equate to 0, and use (91) and (107), to get
where the positive constant α 1 is given by
is given by (121) at the top of the next page. We now use the fourth premise of Assumption 1, namely, x 1 > x 2 , to conclude by (118) that y 2 (x − 1 ) = x 1 and by (102) that y 3 (x − 1 + τ 2 ) = x 1 + τ 2 , ∀τ 2 , and hence (121) simplifies to
Thus, for x 2 > 0 we have η 2 = 0 by complementary slackness [55] and therefore
Using (87), (102), and (118), the above simplifies to
where the second equality follows from (92) and (108). We note that the above equation admits a real-valued solution only if λ ≤ 0.64. Moreover, for λ ∈ [0.5, 0.64], it holds that x 1 > x 2 . Thus, to verify the fourth premise of Assumption 1, we need to show that the optimal λ * ≤ 0.64 for B = 4, which we indeed show towards the end of the analysis. We finally take derivative of the Lagrangian with respect to y 1 (t) and equate to 0, and use (91), (107), and (123), to get (125) on the next page. We now use the fifth and final premise in Assumption 1, namely, y 1 (t) > x 2 , ∀t, to conclude by (118) that y 2 y 1 (t) − = y 1 (t) and by (102) that y 3 y 1 (t) − + τ 3 = y 1 (t) + τ 3 , ∀τ 3 , and hence (125) simplifies to
Therefore, y 1 is an x 1 -threshold policy given by
The above verifies that y 1 (t) > x 2 , ∀t, the fifth premise of Assumption 1, only if x 1 > x 2 is verified, or equivalently if λ * ≤ 0.64 as discussed after equation (124). We show that this is indeed true by evaluating the optimal policy below. We do so by basically substituting the optimal values of the optimization variables, in terms of λ, in the objective function to evaluate p ibr 4 (λ). We then perform a bisection search over λ to find the optimal λ * that makes p inc 4 (λ * ) = 0. As noted in the analysis, we know from [44] and [1] that λ * ∈ [0.5, 0.72].
We have yet to show that λ * ≤ 0.64 to verify the fourth and fifth premises of Assumption 1. After some involved simplifications, which we omit for brevity, we get that p ibr 4 (λ) is given by
with x 3 , x 2 , and x 1 given by (92), (108), and (124), respectively. In Fig. 5 , we plot p ibr 4 (λ) versus λ. We see that that the optimal λ * ≈ 0.6023, whence the fourth and fifth premises of
Assumption 1 are verified, with x * 3 ≈ 1.005, x * 2 ≈ 1.243, and x * 1 ≈ 1.636. We note that Assumption 1 has an intuitive explanation; it basically says that the sensor is less eager to send an update when it has relatively lower energy available in its battery than it is when it has relatively higher energy available.
In summary, given the values of the thresholds λ * , x * 3 , x * 2 and x * 1 above, the sensor uses each of them to determine whether to send a new status update by comparing the AoI to the threshold corresponding to the amount of energy available: λ * for full battery, and x * j for 1 ≤ j ≤ 3 energy units. We finally note that while we work in this section with B = 4, the methodology adopted to characterize the optimal threshold policy in closed-form works for general B > 1.
As mentioned earlier, working with B = 4 strikes a balance between simplicity of presentation and revealing the minute details of the analysis.
VI. NUMERICAL EVALUATIONS
In this section, we present some numerical examples for both the RBR and the IBR models. We compare the optimal policy with two other update policies. The first is a best effort uniform updating policy, where the sensor aims at sending an update every 1/ν, with ν representing the average recharging rate, only if it has energy available, and stays silent otherwise. We note that ν is equal to B in the RBR model, and is equal to 1 in the IBR model. The rationale is that 1/ν represents the average inter-arrival time between unit arrivals, by which the sensor aims at uniformly spreading its updates over time.
The other policy is a slight variation of the battery-aware adaptive update policy proposed in [44] , in which the sensor aims at sending its next update depending on the status of its battery: if the battery has more (resp. less) than B/2 units, the sensor aims at sending the next update after 1/ν(1 + β) (resp. 1/ν(1 − β)) time units; and if the battery has exactly B/2 units, then the sensor aims at sending the next update after 1/ν time units. We choose β = log(B)/B [44] . In Fig. 6 , we plot the long term average age of the optimal policy in addition to the above two policies, for the RBR model. We consider a system with T = 1000 time units, and compute the long term average age over 1000 iterations. We see from the figure that the optimal updating policy outperforms both the uniform and the battery aware adaptive updating policies, and that the gap between them grows larger with the battery size.
We repeat the above for the IBR model, and plot the results in Fig. 7 . Again, we observe the superiority of the optimal policy on the other two policies. In this case, however, the gap between the policies shrinks, since all policies converge to 0.5, the optimal policy for the infinite battery case [44] , as the battery size grows large. We conclude our numerical results by evaluating the optimal threshold policies derived in this work under an energy arrival model that is different from Poisson. Specifically, we consider a first-order discrete time Markov energy arrival process, which can be at two states: OFF and ON, during a time slot. When the process is in the ON (resp. OFF) state, one energy unit (resp. no energy) arrives at the sensor's battery. The process switches from ON to OFF with probability q 0 , and from OFF to ON with probability q 1 . This directly leads to having the steady state probability of being in the ON state to be q 0 q 0 +q 1 , and the expected energy arrival value at steady state also given by q 0 q 0 +q 1 energy units. In order to compare with the unit rate Poisson process that we consider in this work, we choose the time slot duration of the Markovian process to be q 0 q 0 +q 1 time units, which makes the average recharge rate B energy units (resp. 1 energy unit) per unit time for the RBR (resp. IBR) model, regardless of the values of q 0 and q 1 . Observe that for relatively small values of q 0 and q 1 , the energy arrival process becomes bursty; once it switches to OFF, it stays for a relatively long period of time, after which it switches to ON, and charges the sensor's battery also for a relatively long period of time. While for relatively large values of q 0 and q 1 , the charging process becomes more uniform over time, switching from OFF to ON and vice versa relatively often. We note that such comparison has been carried out for the B = ∞ and B = 1 cases in [44] .
In Table I , we list the long term average age achieved by the threshold policies derived in this paper under the Markovian energy arrival process described above. We set q 0 = q 1 q and vary q. With the exception of the bursty arrivals case when q = 0.1, we see that for the other cases the achieved age under Markovian arrivals is relatively low. In particular, for the IBR case the results are very close to the 0.5 lower bound [44] , for q = 0.5 and q = 1. Similar conclusions follow for the B = 1 case. This indicates that while Poisson arrivals allowed optimal theoretical derivations of status update threshold policies, such policies may perform relatively well under general energy arrival models.
VII. CONCLUSION AND DISCUSSION
The optimality of online threshold status update policies has been shown for an energy harvesting sensor with a finite battery, and zero service times. We have considered two energy recharging models: RBR, and IBR. In both models, energy arrives according to a Poisson process with unit rate, at times that are only revealed causally over time, yet with amounts that fully recharge the battery in the RBR model, and with unit amounts in the IBR model. For both models, we have shown that the optimal status update policy has a renewal structure, in which update times follow a specific renewal process depending on the recharging model, and then have shown that the optimal renewal policy is an energy-dependent threshold policy, where an update is sent only if the AoI grows above a certain threshold that depends on the energy available. The optimal thresholds have been explicitly characterized in terms of the optimal age, which has in turn been found via a bisection search over a bounded interval that is strictly contained inside the unit interval. The results have shown that, for both recharging models, the optimal thresholds are monotonically decreasing as a function of the energy available in the battery, and that the smallest threshold, when the battery is full, is equal to the optimal long term average AoI.
We note that although the paper addresses an online energy arrival setting, in which the sensor needs to decide on when to send a new update on the fly, all the computations can be carried offline. That is, computing the optimal values of the thresholds for both the RBR and IBR models can be done before the communication session starts, based only on the average arrival rate and battery size. Such threshold policies are not only optimal, they are also relatively simple to implement; the sensor only needs to compare the elapsed time to some threshold before deciding on sending a new update.
We conclude by discussing some possible extensions of the ideas in this paper. One extension is to study the problem in which updates are subject to erasures, and show how threshold policies behave under such setting. We note that an effort toward that has been made for the setting in which the sensor is equipped with a unit-sized battery in [57] , [58] , where erasure-dependent threshold policies are shown to be age-minimal. Another extension would be to combine both recharging models studied in this paper in one setting where energy also arrives according to a Poisson process, yet with value e ∈ {1, 2, . . . , B} with some probability mass function on the set {1, 2, . . . , B}. Generally, it would be of interest to study the effects of energy arrival processes other than Poisson, that do not possess the memorylessness property of the interarrival times, on the optimal policy, and whether threshold policies are optimal under more general settings. Another interesting setting is the case in which some updates may have higher priorities, in the sense of having higher age penalty, and therefore allocating more energy resources toward them may be more beneficial. Finally, although the threshold policy in itself is relatively simple, the proof of its optimality and its analysis, especially in the IBR model, are rather involved. Hence, it would be of interest to analyze the performance of threshold policies and other forms of policies, especially if erasures are included or if general energy arrival models are considered, and show their near-optimality with respect to the optimal solution, in the same sense of the online energy harvesting literature in [13] - [23] .
VIII. APPENDIX
A. Proof of Theorem 1
Consider any feasible uniformly bounded policy. Let x i {x 1,i , . . . , x k,i }, and let us denote by R (x i ) the area under the age curve during the i th epoch. Then
where ½ A equals 1 if the event A is true, and 0 otherwise.
Next, for a given time T , let N T denote the number of epochs that have already started by time T , and for a fixed history H i−1 , let us group all the status updating sample paths that have the same τ i and perform a statistical averaging over all of them to get the following average age in the i th epoch:
Then, we have
where equality follows since ½ i≤N T is independent of τ i given
Similarly, define the average i th epoch length aŝ
Next, note that by (5), the following holds:
Following similar analysis to that in [ 
Next, we proceed by lower bounding the right hand side of the above equation through a series of equations at the top of the next page. There, (135) follows from (131) and the monotone convergence theorem, R * (H i−1 ) is the minimum value of
, and R min is the minimum value of R * (H i−1 ) over all possible epochs and their corresponding histories, i.e., the minimum over all i and H i−1 .
Observe that a policy achieving R * (H i−1 ) is a policy where {x j,i } k−1 j =1 are constants and x k,i is a function of τ i only, since the history H i−1 is fixed. Now, if we repeat the policy that achieves R min over all epochs, we get a renewal policy where ∀i {x j,i } k−1 j =1 are constants and x k,i is only a function of τ i . Since τ i 's are i.i.d., the epoch lengths are also i.i.d., and {l i } forms a renewal process. This completes the proof.
B. Proof of Theorem 2
We prove this by showing that any given status update policy that is uniformly bounded according to Definition 1 is outperformed by a renewal policy as defined in the theorem. The essence of the proof is similar to that of Theorem 1, yet with some important different details. Let us consider the i th epoch (time between two consecutive visits to state (k, 0)); we introduce the following notation regarding the energy arrivals occurring in it. Let τ 1,i denote the time until the first energy arrival after the epoch starts, and let there be j 1 status updates after that energy arrival before a second energy arrival occurs. If j 1 ≥ 1, then let τ 2,i denote the time until the first energy arrival after the j 1 th update. Otherwise, if j 1 = 0, then let τ 2,i denote the inter-arrival time between the first and the second energy arrivals in the epoch. Similarly, let there be j 2 status updates after the second energy arrival before a third energy arrival occurs. If j 2 ≥ 1, then let τ 3,i denote the time until the first energy arrival after the j 2 th update. Otherwise, if j 2 = 0, then let τ 3,i denote the inter-arrival time between the second and the third energy arrivals in the epoch. We continue defining τ j,i 's, j = 1, 2, . . . , until the epoch ends by returning back to state (k, 0) again. Finally, in the event that the j th energy arrival in the epoch makes the battery full, then we wait until the first status update occurs after that event and denote by τ j +1,i the time until the first energy arrival after that update, i.e., we do not account for energy arrivals that cause battery overflows.
As noted before Theorem 2, there can possibly be an infinite number of updates before the system returns back to state (k, 0), depending on the energy arrival pattern and the update time decisions. For a given status update policy, one can enumerate all such patterns. For instance, following the above notation, the first pattern could be when the system goes from state (k, 0) to state (k + 1, τ 1,i ) and then to state (k, 0) again; the second pattern could be when the system goes through the following sequence of states: (k, 0) − (k + 1, τ 1,i ) − (k + 2, τ 1,i +τ 2,i )−(k +1, 0)−(k, 0); and so on. Let the vector τ m,i contain all the τ j,i 's in the mth pattern. Note that this vector's length varies with the pattern. For instance, we have τ 1,i = τ 1,i and τ 2,i = [τ 1,i , τ 2,i ] for the above two pattern examples, respectively. For a given status update policy, one can also compute the probability of occurrence of the mth pattern in the i th epoch, denoted by p m,i , with ∞ m=1 p m,i = 1. Let us also denote by R m,i the area under the age curve in that epoch, given that it went through the mth pattern.
Next, for a fixed history H i−1 and a pattern m, let us group all the status updating sample paths that have the same τ m,i and perform a statistical averaging over all of them to get the following average age in the i th epoch given that it went through the mth pattern:
Now for a given time T , let N T denote the number of epochs that have already started by time T . Then, we have
where equality follows since ½ i≤N T is independent of τ m,i
given H 
Finally, we denote by R i and x k,i the area under the age curve in the i th epoch and its length, respectively, irrespective of which pattern it went through. Next, note that by (5), the following holds 
We now proceed by lower bounding the right hand side of the above equation through a series of equations on the next page. There, (144) follows from (140) and the monotone convergence theorem, together with the fact that E [R i ] = ∞ m=1 p m,i E R m,i ; R * (H i−1 ) is the minimum value of 
histories, i.e., the minimum over all i and H i−1 . This, together with the fact that E x k,i = ∞ m=1 p m,i E x k,m,i , gives the last inequality.
Observe that a policy achieving R * (H i−1 ) is a policy which is a function of the possible energy arrival patterns in the i th epoch τ m,i 's only, since the history H i−1 is fixed. Since the energy arrival process is Poisson with rate 1, it follows that the random vector τ m,i consists of i.i.d. exponential random variables with parameter 1, and that {τ m,i } are also independent across epochs. Therefore, if we repeat the policy that achieves R min over all epochs, we get a renewal policy where the epoch lengths are also i.i.d., and {l i } forms a renewal process. This completes the proof.
C. Useful Derivatives
In this appendix, we summarize some useful results that we use in the derivation of the optimal threshold policy for problem (32) , which mainly arise while taking derivatives of the Lagrangian constructed for this problem in (72).
Focusing on B = 4, we first start by stating the derivative of the following nested integrals with respect to y 4 (t), for some differentiable function f :
I f
[a, y 1 (τ 1 )−τ 1 , y 2 (τ 1 +τ 2 )−(τ 1 +τ 2 ), y 3 (τ 1 +τ 2 +τ 3 )−(τ 1 +τ 2 +τ 3 )] f (y 4 (τ 1 + τ 2 + τ 3 + τ 4 )) dτ 4 1 = [a, y 1 (τ 1 )−τ 1 , y 2 (τ 1 +τ 2 )−(τ 1 +τ 2 )] y 3 (τ 1 +τ 2 +τ 3 ) u=τ 1 +τ 2 +τ 3 f (y 4 (u)) dudτ 3 1 ,
where the second equality follows by the change of variables: u = τ 1 + τ 2 + τ 3 + τ 4 . This gives ∂ I f ∂y 4 (t) = [a, y 1 (τ 1 )−τ 1 , y 2 (τ 1 +τ 2 )−(τ 1 +τ 2 )] τ 1 +τ 2 +τ 3 ≤t dτ 3 1 f (y 4 (t)) m 3 (a, y 1 , y 2 , t) f (y 4 (t)),
where f is the derivative of the function f . Next, we mention a couple of results that have to do with taking derivative of the above nested integrals, I f , with respect to boundary limits. The first is when we take derivative with respect to the function in the inner most boundary limit, y 3 (t). Towards that end, we apply the change of variables u = τ 1 + τ 2 + τ 3 and rewrite I f as follows:
Now using Leibniz's rule, we get ∂ I f ∂y 3 (t) = [a, y 1 (τ 1 )−τ 1 ] τ 1 +τ 2 ≤t dτ 2 1 f y 4 (y 3 (t)) − m 2 (a, y 1 , t) f y 4 (y 3 (t)) − .
Finally, we discuss the case when we take derivative with respect to a function in one of the boundary limits in the mid integrals, y k (t), k = 1, 2. For k = 2, similar to what we did above, we apply the change of variables u = τ 1 + τ 2 , and rewrite I f as follows: 
For k = 1, we do not need a change of variables; we directly get
f y 4 (y 1 (t) − + τ 3 + τ 4 ) dτ 4 3 .
(154)
