We propose a novel sparse representation based variable selection algorithm (SRVS), which improves the variable selection ability of a traditional sparse regression model in that it performs variable selection at different significance levels, and gives groups of selected variables of different sizes. As an example, we applied the algorithm to a joint analysis of 759075 SNPs and 153594 functional magnetic resonance imaging (fMRI) voxels in 208 subjects (92 cases/116 controls) to identify biomarkers for schizophrenia (SZ). To evaluate the selected biomarkers, a 10-fold cross validation was performed. The results between SRVS method and a previously reported variable selection method were compared, which showed that our method, especially with a sparse regression model penalized with norm, gave significantly higher classification accuracy of discriminating SZ patients from healthy controls.
INTRODUCTION
Sparse representation, including compressive sensing, has received a great attention in recent years [1] - [7] . In applications such as signal recovery [8] [9] and significant components identification [10] , the number of signals to be recovered or the significant components to be detected are generally equal to the number of samples [10] [11] . However, in genomic data or biomedical imaging data analysis (e.g. fMRI data) the number of samples is usually far less than the number of variables. Therefore, the existing compressive sensing methods cannot be applied directly to these data for variable selection. In a recent work [12] , we have proposed a novel sparse representation based variable selection (SRVS) algorithm. Results showed that the SRVS method can more accurately select groups of biomarkers for SZ, leading to higher identification accuracy.
In this work, we further the SRVS method based on a sparse regression model penalized with different -norm ( =0, 0.5 and 1) and apply to a joint analysis of 759175 SNPs and 153594 fMRI voxels in 208 subjects (92 cases and 116 controls) in order to identify biomarkers for schizophrenia (SZ). For the purpose of evaluation, we also compared Li et al's method [10] on the same SZ data sets for variable selection.
Schizophrenia is a complex disease, caused by the interaction of a number of genetic factors (e.g. change of gene regulation, alteration of mRNA and SNPs) and environmental effects. In recent years, many studies focus on exploring critical genes or SNPs associated with schizophrenia [13] - [15] . In addition to genetic studies, fMRI adds another dimension to the study of schizophrenia because of its ability to identify both structural and functional abnormalities in brain regions of SZ patients [16] [17]. However, in most of the studies SNPs and fMRI have been used independently. In this work, we combined both fMRI and SNP information using our proposed SRVS method for biomarker selection.
When comparing the variables selected using Li et al's method [10] with those selected using our proposed SRVS method, we showed that they selected different groups of variables (SNPs/fMRI voxels) with overlaps less than 50% percent. To validate the results, we used the selected biomarkers to identify SZ patients from healthy controls, followed by a 10-fold cross validation. Results showed that our proposed SRVS method, especially based on a sparse model penalized with norm, gives significantly higher classification accuracy than Li et al's method (p-values < 1e-8).
METHODS

Data Description and Generalized Regression Model
In this study, participant recruitment and data collection were conducted by The Mind Clinical Imaging consortium (MCIC). Two types of data (759075 SNPs and 153594 fMRI voxels) were collected from 208 subjects including 96 schizophrenia patients (age:
, 22 females) and 112 healthy controls (age:
, 44 females) [12] . We extend the traditional linear regression model to the integrative analysis of two types of data sets:
where is the observation vector (phenotypes of the subjects); and are measurements of two different data types with their columns normalized to have unit norm; ;
, and are the weights for the two types of data; and is the measurement error caused by noise. The goal is to recover the unknown vector [ ] based on and , where , and .
SRVS Algorithm
To best approximate y with a sparse vector having a small number of non-zeros entries corresponding to a small number of measurements of , we introduce the following sparse representation based variable selection (SRVS) algorithm. The algorithm approximates the solution of the regression problem given by Eq. (1) and selects the columns of . . The non-zero entries in correspond to the column vectors selected in X.
In Step 3, there are many well-established methods for solving the minimization problem, such as Homotopy method [18] for , orthogonal matching pursuit (OMP) algorithm [19] [20] [21] for and the FOCUSS method for [19] . In Step 1, a sliding window could be used to select columns out of the data with random shuffle of the data set at each run [12] (Fig. 1 (a) ).
works as a resolution factor and influnces the sparsity of the variable selection results [12] (Fig. 1 (b) ).
Sparsity Control
The following Eq. (3) gives an empirical formula for the relationship between the selected number of output (non-zero entries of ) and the resolution factor :
where m is the number of samples, and n is the number of measurements/variables. By using the empirical formula given by Eq. (3), we can choose a proper window length according to the required number of significant variables to be studied. For a group of variables selected, the magnitudes of the regression coefficients reflect the significance level of the corresponding columns of [9] [10]. Thus, a threshold can be selected for using cross-validation [22] . Another way to determine a threshold is using the error term , which reflects the residual of [9] .
Validation
To compare and validate the selected variables (SNPs/fMRI voxels), we first compared the results using four different models: SRVS method regularized with three norms ( . ) and Li et al's method [10] . Second, we used the selected variables from the four different models to identify the SZ patients from health controls with the sparse representation clustering (SRC) based classifier proposed by us [7] .
RESULTS
Variable Selection and 10-fold Cross Validation
In this work, we set and as weight factors for SNP data and fMRI data respectively, with . When the weight factor , the selection is performed only using one type of data. Here we tested the range of from 0.3 to 0.6, and used a step length of 0.02, which gave a total of 16 trials. We selected 200 biomarkers in each trial by using the four models: our proposed SRVS method with different norms ( . ) and Li et al's method [10] . To validate the selected variables in each trial, we used a sparse representation based classifier (SRC) (a) (b) Fig. 1 Diagram for the variables selected using SRVS method with different window lengths. (a) is a -column selection process using a selection window; shuffle of the data is performed before each selection; (b) is the influence of window length on the variables selected, where is the total number of variables/columns. The plot was generated with the results from simulated random white noise data set with column number , and row number (case/control=50/50).
that we proposed before for the patient/control identification [7] , followed by a 10-fold cross validation. In the 10-fold cross validation, around 10 percent randomly selected samples were used for testing in each run and the rest of the samples were used for variable selection. Fig. 2 shows the results of our proposed SRVS method with different norms and those of Li et al's method for the 16 trials we tested. It can be seen from Fig. 2 (b) that our proposed SRVS method with all three norms, especially with norm, provided much higher classification ratios than that of Li et al's method (p-).
Comparison of Different Methods
We further compared the selected variables (SNPs/fMRI voxels) using different methods. For the 16 trials with 200 variables selected in each trial, there were totally 807, 888, 1092 and 1939 selected variables selected for the four models respectively. The overlaps among the selected variable groups using SRVS method with different norms are around 50% (458, 447 and 514 respectively). Totally 349 variables are selected by all those three method.
When comparing with Li et al's method, only a small percentage (<10%) was overlapped with those of the SRVS methods (67, 87 and 79 respectively). There were totally 48 variables selected by all the four methods. We compared our selected genes with the top 45 genes reported (http://www.szgene.org/default.asp). In the previous work, we selected around 800 variables in each of the 16 trials and our proposed method selected 20 reported genes (e.g. 'PRSS16', ' NOTCH4, 'PDE4B', 'TCF4') [12] . In this work, we selected 200 variables in each trial and the comparison results were listed in Table 1 .
We also compared the fMRI voxels selected by our proposed SRVS method with those of using Li et al's method, as shown in Fig. 3 . It can be seen that the voxels selected by SRVS method tend to cluster together at specific regions such as temporal lobe, lateral frontal lobe, occipitallobe, and motor cortex, which are SZ related brain regions [23] - [25] . However, the voxels selected by Li et's method are scattered over the whole brain, which provides less information for identifying SZ related brain regions.
DISCUSSION AND CONCLUSION
(a) (b) Fig.2 A comparison of the cross validation results of the four models. (a) gives the classification ratio of the four models with different weight factors; (b) is the box plot generated with ANOVA analysis of the classification ratios from the four different models. In this work, we proposed a novel sparse representation based variable selection (SRVS) algorithm to identify biomarkers significant for complex diseases such as SZ. The proposed method has the following advantages: 1. It has multiple detection resolutions, allowing one to detect variables at different significance levels; 2. It has the capability of analyzing data sets with large number of variables but with limited size of samples. The proposed SRVS algorithm was used to find a sparse solution for the regression problems. It can be proven that our proposed SRVS algorithm converges for any given and , giving a solution to the regression problem given by Eq. (1), which will be discussed in another paper. Here, we didn't provide detailed description due to the lack of space. By using Eq. (3), one can chose a proper resolution factor to select a group of most significant variables.
When compared with Li et al's method, our proposed method generated significantly higher classification ratio in the 10-fold cross validation ( Fig. 2 (b), ). This suggests that the SRVS method, especially using the sparse model regularized with norm, is more effective for variable selection when the number of variables is much larger than the number of samples.
