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1. INTRODUCTION 
There has been recent interest in linear ordinary differential equations 
with polynomial coefkients since algebraic functions, generating functions 
with combinatorial significance, and the special functions of mathematical 
physics satisfy such equations. Formal power series solutions of linear 
ordinary differential equations with polynomial coefficients-termed D- 
linite-are useful since, for example, their coefhcients satisfy a linear 
recurrence relation of fixed order and consequently can be computed fast. 
Eficient criteria for determining whether a power series is algebraic or D- 
finite is needed [lo]. 
One useful method for determining whether a power series is algebraic is 
the rate of growth of the coefticients, thus the reciprocal of an algebraic 
function is algebraic. For D-finite power series, there is also a growth 
restriction on the coefficients. Indeed, if I;=0 c,,x” is a formal power series 
with complex coefficients which satislies any algebraic differential equation, 
then there exist two positive contants yi, y2 such that 1 c,, 1 <ail* [3,4]. 
This estimate is best possible since xrz0 (FZ!)~X” satisfies a linear ordinary 
differential equation with polynomial coeflkients; e.g., 
f n!x” satisfies x*yU+(3x-l)$+JJ=o. 
n=o 
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Such functions are of Gevrey type and have been shown recently to have 
fundamental importance in the theory of linear ordinary differential 
equations with an irregular singular point [5,6]. Unfortunately, even 
though the reciprocal of a function of Gevrey type is of Gevrey type, such 
functions (as we shall show) are not necessarily D-fmite, or not necessarily 
solutions of linear ordinary differential equations with analytic coefftcients! 
In this note we characterize the class of power series which together with 
their reciprocals satisfy linear ordinary differential equations. 
Let K be a differential field of characteristic zero. We denote by Drr the 
ring of linear ordinary differential operators with coefkients in K, that is, 
where D denotes differentiation in any differential field extension of K, and 
IV is the set of all non-negative integers. 
THEOREM. Let e5 be an element of a d~ferentiaifield extension of K such 
that 
W 4#0; 
(ii) P(b)=Ofor some PED~- {O}; 
(iii) Q(l/4)=Ofor some QED~-{O}. 
Then, the logarithmic derivative of rj ( = &,fd) is algebraic over K. 
COROLLARY 1. Zn case K is the field of rational functions of x with coef- 
ficients in C (the fteld of complex numbers), tf’ 4 sati$es the hypothesis of 
the Theorem, then #I/# is an algebraic function of x. 
This Corollary contains the result established by L. Carlitz [1] that 
reciprocal of the D-finite Bessel function 
J”(x)= f 
(-l)nxn 
nzon! Z(v+n+l)’ 
a solution of x y” + (v + 1) y’ + y = 0 
is not D-finite; i.e., the reciprocal does not satisfy any linear ordinary dif- 
ferential equation with polynomial coeficients. 
Let C{x 1 be the ring of convergent power series in x with coeflicients in 
c. 
COROLLARY 2, Zn case K is the quotient field of C{x}, $$ is a formal 
power series in x with coefficients in C, and if $ satisfies the hypothesis of 
the Theorem, then $ E C{x} (i.e., $ is convergent). 
The divergent power series zFCon! x” is D-finite since it is a formal 
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solution of X*JJ” + (3x - 1 )JJ’ + y = 0. Hence Corollary 2 implies that it’s 
reciprocal lE;‘On! x” is not only not D-finite, but does not satisfy any 
linear ordinary differential equation with analytic coeflicients (i.e., with 
coeficients in C { x}). 
Clearly, if q(x) E C{x} is a convergent power series with coetlicients in C, 
then q(x) satisfies a linear ordinary differential equation with analytic coef- 
ticients: qy’ - q’y = 0. Also, if q(x) is a formal power series in x with coef- 
ticients in C and satisfies a linear ordinary differential equation with 
analytic coeffkients, then q( - x) also satisties a linear ordinary differential 
equation with analytic coeffkients- obtained by replacing x by - x in the 
coeflkients and d/dx by - dJdx. 
For a formal power series p in x with coefficients in C let us set 
bw~ = P( - XYPbl 
Thus, $(x) rj( -x) = 1, and if $(x) satisfies a linear ordinary differential 
equation with analytic coeffkients then so does $( - x). Thus, the divergent 
power series in x 
is such that (from Corollary 2) neither f(x) nor ifs rec@rocul l/f(x) 
(=f(-x)l r*f sa 1s les any linear ordinary differential equation with analytic 
coefficients. 
Corollary 2 can be generalized as follows. Let C[ [x]] be the ring of for- 
mal power series in x with coefficients in C, and let C((x)) be the quotient 
field of C[[x]]. 
COROLLARY 2'. Zn case K is the quotient field of C{x}, $ 
01 4 and $ e c(h)) - IO}, 
(ii) Z’(4) =0 for some PE DK - {O}, and Q($) = 0 for some 
QE% - V% 
(iii) &j E K, 
then CP and $ E K. 
If we set u = #/d, we can derive two algebraic (non-linear) ordinary dif- 
ferential equations 
qu, u’,..., UC”)) = 0, 
G(u, u’,..., I,+“‘)) = 0, 
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from P(4) = 0 and Q( l/d) = 0, respectively, where F and G are polynomials 
in 0, v’,... with coefficients in K. If we could derive a non-trivial algebraic 
equation H(v) = 0 with coefficients in K by eliminating all derivatives in v 
from Eq. (1.1 ), then the proof of the Theorem would be completed. L. 
Carlitz used this idea implicitly in his case where F(v, v’) is a simple Riccati 
equation, In the general case, the complexity of the computations as the 
degrees of F and G increased led us to use other ideas in our proof. (For 
differential algebra and elimination theory see, e.g., J. Denef and L. Lipshitz 
[2], J. F. Ritt [7], and A. Seidenberg 191.) 
2. LEMMAS ON ALGEBRAIC EQUATIONS 
Let k be a held. We denote by k[yi,..., yP] the ring of polynomials in p 
indeterminates y, ,..., yP with coeflicients in k. For F=xa ,,..., ~ y{l...yF 
E U-y , ,... , yp I, w-h-e ar ,... + E k we set 
w(F) = max f jrji E,.,...~~ #O 
j=l 
In case w(Fl ) -C w(F2 ), we have 
w(Fl + Fz) = w(F2). 
If we regard F(xl r, a2 t2,..., uP tp) as a polynomial in t whose coefficients are 
polynomials in a1 ,..., aP, then 
w(F) = degt F(al t,..., a,,tP). 
LEMMA 2.1. Let n and p be positive integers, and let F and G be 
polynomials in yl ,..., yP with coef$cients in k (i.e., F, G~k[y~ ,..., yp]). 
Assume that 
(i) ~22; 
(ii) W- Y; 1~ v; 
(iii) w(G) = nq, where q is a positive integer such that 16 q 6 p - 1; 
W ~~~~Y~ ,..., yq, R..., 0) - y; J G nq. 
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Let H(y ,,..., yp-, ) be the resultant of F and G with respect to yp. Then 
(1) w(H)=n*q; 
(2) W(WY l ,..., yq, 0 ,... , Ol- yf J -c n*q. 
ProojI Set 
n-1 
where F[, G, E k[ yl ,..., yp- l ] and G,,, #O. Note that assumption (ii) 
implies chsJF- ~9 -C n and that assumption (iii) implies , ,, 
m = degYPG < nq/p. Wk also have 
GO(Y I,..., yp- ,I = WY I,..., yp- , , 01. 
Furthermore, assumptions (ii) and (iii) imply that 
w(F!) -C np - lp = (n - l)p (/=O, l,..., n- l), 
w(G,) < nq - lp (Z=O, l,..., m). 
It also follows from assumption (iv) that 
w( Go) = nq. 
(2.3) 
(2.4) 
(2.5) 
Let Aik E k[yl ,..., ype, ] (j, k= l,..., m +n) be given by 
Ajk = 1 W = A, 
= Fnp, (k=j+l), I= l,..., n, 
for j= l,..., m; 
Ajk =Gm-,(k=j-(m-f)),l=O, l,..., m, 
for j=m+l,...,m+n; 
Ajk =0 otherwise. 
Then 
WY, ,..., yPe,)=det (Ajk; j, k= I ,..., m+n). 
(2.6.1) 
(2.6.2) 
(2.6.3) 
(T.7) 
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Note that 
Aj=l, j= l,..., m, 
=G, j = m + l,..., m 4- n. 
If Ajk # 0 and j # k, then 
Ajk =Fn-ck-jl if j c k, 
= Gj-k if j>k. 
Hence, if Ajk # 0 and j # k, we have 
“‘(AjkI c tk --.hJ if j< k, 
<nq+(k-j)p if j>k. 
WV 
L,et (k I ,..., k,,,+ “) be a permutation of (I ,..., m + n) such that 
~,k,~mybn+n,k,,,+n +o. 
Then, it follows from (2.8) that, since at most n factors in this product 
can satisfy j> kj, we have 
W(A~k,A*k~...A*+“,k~+“)<n*q P.9) 
if (kI ,..., km+n)#(l ,..., m+n). Since A,,A2*... Am+n,m+n =G& we have 
w(Z-Z- G;) < n*q. (2.10) 
Hence the estimates (2.5) and (2.10) imply w(H) = n*q. Furthermore, 
(2.10) implies 
w(H(y,, . . . . yq, 0 ,..., 0) -WY ,,..., Y* 0 ,... , 019 < n*q. 
We also derive 
wtGo(y~ ,...,yq> %., 01” - .$) .c n*c? 
from assumption (iv). Hence, we have 
w(Wy, ,--., yq, %.., 01 - $1 -c n*q. Q.E.D. 
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LEMMA 2.2. Let n and p be positive integers, and let F, ,..., Fp E 
k[y ,,..., y,,]. Assume that 
0) Wp - Y;) -c UP; 
(ii) w(Fj)=nj (j= l,..., p- 1); 
(iii) W(Fj(.Y 1 y...T .Yjv Oy..*y 0) - y;) -c nj (j= l,..., p - 1). 
Then, the system of algebraic equations 
admits only a finite numer of solutions in any extension field of k, and these 
solutions are algebraic over k. 
Proof by induction on p. If p = 1, we have a non-trivial algebraic 
equation in one unknown. Hence, Eq. (2.11) has only a linite number of 
solutions which are algebraic over k. Therefore, assuming p > 2, we shall 
eliminate yP from the system of Eq. (2.11). To do this, let Hj( yi ,..., yP - I ) be 
the resultant of Fp and Fj with respect to y,,, where j= l,..., p - 1. Then, 
Lemma 2.1 implies that 
w(Hj) = n2j (j= 1, . . . . p-2); 
wCHjCY I,..., Yj, 0 ,..., 0) - J+) < n2j (j = l,..., p - 2). 
By the induction assumption, there are only a lmite number of solutions, 
which are algebraic over k, to the system of equations: 
Hj~Yl~~*~9Yp-l~+” (j= l,..., p- 1). (2.12) 
Hence, by utilizing the non-trivial equation in yP: 
we can complete the proof of Lemma 2.2. 
3. A LEMMA ON DIFFERENTIAL EQUATIONS 
Q.E.D. 
Let k be a field of characteristic zero, and let k[ [x]] be the ring of for- 
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ma1 power series in x with coeflicients in k. Then, a linear ordinary dif- 
ferential equation 
admits a canonical basis of m + 1 solutions of the form: 
h=jxj+ f h,,x’ (j = 0, l,..., m), (3.2) 
l=m+l 
where f ., I E k. 
Let i be a held extension of k. If a formal power series 
q5= f c,x’ (3.3) 
I=0 
with coefficients in k satislies (3.1), then we have 
fj= f (j!)c& (3.4) 
j=O 
Let us consider another linear ordinary differential equation: 
dn+lJ+ i b,(x)z.P=O @, EUCxllJ (3.5) 
I=0 
This equation also has a canonical basis of n + 1 solutions of the form: 
where gi,, E k. Let us assume that 
l<mGn. 
LEMMA 3.1. There are at most a finite number of solutions of the form 
of the linear dzyferential equation (3.1) such that 
u= l/y 
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satisfies the linear differential equation (3.5). For these solutions, the coef- 
ficients ci , ,..., a,,, are algebraic over k. 
ProojI Suppose that, for some a, ,..., a,,, E E, (3.8) satisfies (3.5). Since 
y(O) = 1 for (3.7), we have 
(3.9) 
for some fl, ,..., /In E g. Set 
Since 
we have 
i Lip,p, =O, i2 1. 
/=o 
Note that Eqs. (3.2), (3.6), and (3.10) imply 
&=l, PO = 1, 
Aj2& 
j! ’ 
(j = l,..., WI), 
(3.11) 
(3.12) 
pj2p. 
jf ,J 
(j = l,..., n), 
(3.13) 
A=fo,,+ f UJh,lAj (12 m + I), 
j= I 
p,=$To./+ i VliTj.~Pj (l>n+ 1). 
.j= I 
Equation (3.12) represents an infinite set of equations for the desired 
solutions (3.7). The utilization of Eq. (3.13) allows us to consider these 
equations in terms of A,j, j= l,..., m, and pi, i = l,..., n. Any fmite subset 
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represents necessary conditions. We consider the n -t m subset of Eq. (3.12) 
for i = 1, 2 ,..., m + n, i.e., 
By utilizing (3.13), we write (3.14) as 
1 ui,/PfzO (i=l,.,m+n), (3.15) 
/=o 
where 
(3.16) 
Qi,,=.fo,i-I+ f CJJfj,i-lAj (O</<i-m- l), 
j=l 
=A&/ (i-m<l<i), (3.17) 
=o (i+ 1 <i<H), 
form+ 1 <i<n; 
ai[=.fO,i-l+ f ($).fj.i-/ij+ i (l!)gLhAi-h (OGlsSi-m- I), 
j=l h=n+l 
=li-f -k f (l!) gj,h Ai-h (i-m<f<n), 
h=n+l 
fern+ 1 <i<rz+m. 
(3.18) 
These formulas (3.16), (3.17), and (3.18) give the quantities ai,, as (linear) 
polynomials in 1, ,..., A,,, with coeflicients in k (i.e., ai,, E k[A ,,..., A,,,]). 
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Let us detine w(F) for FE k[A I ,..., Am] in the same manner as in Sec- 
tion 2, i.e., 
w 
C 
Ear ,... rm Q... Kz )=max { f hj; ar,...,m +()I. 
j= 1 
Then, 
w(uiT,)=i-l (3.19) 
in the following three cases: 
O<l<i, 1 <i<m; (3.20.1) 
i-m<l<i, m+l<i<n; (3.20.2) 
i-m<l<n, n+l<i<n+m. (3.20.3) 
Otherwise, 
w(q[)ci-L (3.21) 
Let us consider the following m determinants: 
I ui+n,O .‘. ai+n,n 
Then, (3.19) and (3.21) imply that 
(i = l,..., m). (3.22i) 
w(Ai)=(n+l)i (i = l,..., m). (3.23) 
Precisely speaking, if we disregard terms in ai,, with w K i - 1, the deter- 
minant Ai reduces to 
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This proves that 
W(Ai(~, ,..., Ai, O,..., 0) - 2; + ’ ) < (n + I ) i (i= l,..., m). (3.24) 
The quantitites AI ,..., A,,, satisfy the system of equations with ,u,, = 1. 
Hence, we must have 
Ai(A* yse.3 Am) = 0 (i= l,..., WI). (3.25) 
Therefore, we can complete the proof of Lemma 3.1 by using Lemma 2.2. 
Q.E.D. 
4. PROOF OF THEOREM 
Utilizing the notation of Section 1, set 
m+l n+l 
P= x p,D’, Q= x d”> 
I=0 /=o 
where m and n E N; p, and q, E K; in particular 
Pm+1 #Q qn+1 +a 
For an element f of K, let us set 
f=,To$x%K[[x,J 
Then, 7J f) = f detines an injective homomorphism of rings: 
i?K-+K[[x]] 
(4.1) 
(4.21 
such that 
(For similar ideas, see, for example, P. Robba 18, pp. 6-71.) 
Corresponding to two operators P and Q of (4.1), let us consider two 
operators: 
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We assumed that 4 is an element of a differential held extension of K. 
Denote this extension by K. Then, P(4) =0 and Q( l/4)=0 imply, respec- 
tively, that the formal power series 
satislies & 3) = 0 and Q( l/s) = 0. 
Note that (4.2) implies l/pm+ i GK[[x]] and l/q,,+, ~K[[x]]. 
Therefore 
satislies the differential equation 
and u = q@ satisties the differential equation 
Hence, Lemma 3.1 implies that all coefficients of (4.3) are algebraic over K. 
This completes the proof of the Theorem in case m 2 1 and n > 1. If m = 0, 
we have #‘/d = - pa/p, E K. If n = 0, we have 4’14 = q,Jql E K. Q.E.D. 
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