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NOMENCLATURE 
Roman Symbols 
a. b,  c  length of triangle edges 
A area 
[.4], [J3], [C] inviscid flux Jacobians 
.4+ constant in Van Driest damping formula 
.4c channel cross-sectional area (= LyL;) 
B body force or source term 
C cost function 
C discretized convective and viscous flux vector 
C(f, C,- dynamic subgrid-scale model coefficients 
Cj Smagorinsky subgrid-scale model coefficient 
c speed of sound (= y/fRT) 
Cp constant pressure specific heat 
Ct, constant volume specific heat 
D Van Driest damping function 
D artificial dissipation operator vector 
d artificial dissipation flux vector 
B specific total energy (= e 4- u,ti,/2) 
E, F, G flux vectors 
E ( k )  turbulent energy spectrum 
e specific internal energy (= c^T) 
VUl 
F flatness factor 
Fi Fourier coefficients 
G filter function 
[/] identity matrix 
/xr. /yv. Lagrange multipliers 
i,],k unit vectors 
K subgrid-scale term in energy equation 
k wave number, thermal conductivity, or turbulent kinetic energy 
L Laplacian operator 
[L], [D], [U] approximate factorization matrices for LU-SGS scheme 
Lij resolved or Leonard turbulent stress tensor 
Lr reference length 
Lx, Ly, L; dimensions of channel 
M Mach number or mesh spacing for grid generated turbulence 
Mij anisotropic part of subgrid-scale stress tensor 
m mass flow rate 
number of time steps for turbulent statistics 
n  unit normal vector 
"xt components of unit normal vector 
n. i normal and tangential components 
Pr Prandtl number (= fJ.Cp/k) 
p thermodynamic pressure 
Q orthogonal matrix 
Qj subgrid-scale turbulent heat flux vector 
qj heat flux vector 
subgrid-scale turbulent kinetic energy 
r  location of a point in the domain 
R gas constant or cross-correlation coefficient 
ix 
Rx, Ry Lagrangian multipliers 
R residual vector or upper triangular matrix 
Tt preconditioned residual vector 
Re generic Reynolds number 
Rer Re based on reference quantities (= prVrLr/Hr) 
Rej bulk Re based on channel half-height (= pbUbS/fXb) 
Rbt Re based on channel half-height and friction velocity (= pbUrS/m,) 
fBi^c relaxation factors in LU-SGS scheme 
s semiperimeter of a triangle 
5 magnitude of cell face area vector or skewness factor 
5 cell face area vector 
5,J strain rate tensor 
T thermodynamic temperature 
[T] time derivative Jacobian (=c/U/c?W) 
t physical time 
C' contravariant velocity 
U vector of conserved variables (/j, pu, pv,  pw, pE)^ 
Uo mean velocity for grid generated decaying turbulence 
Ur friction velocity (= \/t^/Pw) 
u, V, w Cartesian velocity components in x, y, ^ directions 
velocity in wall coordinates (= u/ur) 
V velocity or volume 
Vr reference velocity 
w weight function 
W vector of primitive variables (p, u, v,  w, T)"^ 
x ,y,z  Cartesian coordinates 
I/"*" distance to wall in wall coordinates (= SyUr/fw) 
Greek Symbols 
a, IT, £ subgrid-scale terms in energy equation 
 ,- constants in Runge-Kutta scheme 
0 index for cell faces, streamwise pressure gradient 
I3x,(5y,f3, scale factors in implicit residual averaging 
[r] time derivative preconditioning matrix 
7 ratio of specific heats 
7.4,7Bt7C eigenvalue scaling factors in LU-SGS scheme 
A grid filter width or change in a variable 
At physical time step 
Ar pseudo time step 
A test filter width 
6 channel half-height or Dirac delta 
 ,J distance to closest wall 
€ small number 
€* mesh scale used in flux limiting 
f(2) constants for artificial dissipation 
K von Karman constant 
«;(2)^ constants for artificial dissipation 
A eigenvalue scaling term for artificial dissipation 
A bulk viscosity or eigenvalue 
Aj, Xy Lagrangian multipliers 
-^7)1 eigenvalues for artificial dissipation 
H molecular dynamic viscosity 
fit subgrid-scale turbulent viscosity 
1/ molecular kinematic viscosity (= f i /p) 
^ location in the domain used for filtering 
p thermodynamic density 
xi 
a , shear stress tensor *iJ 
r  pseudo time 
r, j subgrid-scale stress tensor 
(j) flow variable 
scaling factors for artificial dissipation 
^ flux limiter 
fl cell volume 
dn boundary of cell 
w relaxation factor in LU-SGS scheme 
V divergence operator or gradient operator 
Subscripts 
6 bulk property 
c cell center quantity or location 
/ fluid cell quantity or face center quantity 
g ghost cell quantity 
i  inviscid contribution 
i, j ,  k  indices for Cartesian coordinates 
nw near wall cell quantity 
p periodic component 
r reference quantity 
res resolved contribution 
rms root-mean-square 
s or sgs subgrid-scale contribution 
V or vis viscous contribution 
w wall value 
x,y,z associated with Cartesian direction 
xn 
8 cell face index 
T], C associated with i j ,  k directions 
Superscripts and Other Symbols 
• dimensional variable 
4- wall coordinates 
fluctuation with respect to ensemble average, or 
unresolved or subgrid-scale component of filtered quantity 
fluctuation with respect to Favre ensemble average, or 
unresolved or subgrid-scale component of Favre filtered quantity 
vector quantity 
resolved or large scale component of filtered quantity 
resolved or large scale component of Favre filtered quantity 
quantity that is nonlinear function of Favre filtered quantities 
< > ensemble averaged quantity 
< ensemble averaged in x and r directions and time 
k current pseudo time step 
m pseudo time index 
n physical time index 
T transpose of a vector or matrix 
Abbreviations 
CFD computational fluid dynamics 
CFL Courant Friedrichs Lewy stability parameter 
CPU central processing unit 
DNS direct numerical simulation 
Xlll 
LES large eddy simulation 
LU-SGS lower-upper symmetric-Gauss-Seidel 
MILES monotone implicit large eddy simulation 
RANS Reynolds-averaged Navier-Stokes 
RK Runge-Kutta 
RiMS root mean squared 
SGI Silicon Graphics Incorporated 
SGS subgrid-scale 
TKE turbulent kinetic energy 
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CHAPTER 1 INTRODUCTION 
1.1 Motivation 
The numerical simulation of turbulence in fluid flow problems is very important across 
a broad range of disciplines. Engineers are particularly concerned with predicting turbulent 
flow in practical applications for design and analysis. There is an urgent need to Improve the 
predictive capability of turbulent flows in applied engineering problems, because traditional 
turbulence models are no longer sufficient due to the complicated physics and geometries in 
the problems being tackled by industry. 
The set of equations that describe fluid motion, the Navier-Stokes equations, were derived 
by C. L. M. H. Navier and Sir George G. Stokes in the 1800's. Using computational fluid 
dynamics (CFD), these equations accurately describe turbulent fluid flow if all the temporal 
and spatial scales are represented, an approach termed direct numerical simulation (DNS). 
The spatial scales must be resolved down to the Kolmogorov scale (Tennekes and Lumley, 
1972). Most flows of interest to practical engineering take place at high Reynolds numbers. 
As the characteristic velocity increases, the size of the coherent structures in the flow become 
larger, and the computational domain quickly becomes so large that it is impossible to perform 
simulations using DNS. Even with advances in computer development in the near term future, 
DNS will be relegated to academic Investigations of the nature of turbulence, while practical 
applications of DNS will remain out of reach. 
The majority of current industrial turbulence modeling is based on the Reynolds averaged 
Navier-Stokes (RANS) equations. This approach requires decomposing the flow variables into a 
time averaged component and a fluctuating component using Reynolds decomposition. When 
the governing equations are time-averaged, additional nonlinear terms appear that must be 
modeled. This approach has yielded a hierarchy of turbulence models ranging from zero-
equation to full Reynolds stress equation models. These models have generally been capable of 
predicting the engineering quantities of interest for many problems, but the modeling is very 
problem dependent. Extending a formulation to a new situation is very difficult and must 
be done carefully. It has been pointed out in the literature that traditional RANS methods 
are unsatisfactory for predicting secondary flow separations, fluctuations in pressure, and heat 
transfer (Knight, 1998). 
Large eddy simulation (LES) is an alternative to RANS and DNS methods that is capable 
of predicting quantities of engineering interest. Large eddy simulation is based on the evidence 
that at the smallest scales, turbulence is nearly isotropic and universal. The unsteady, three-
dimensional motion of the large eddies is resolved from first principles and modeling is only 
used to account for the effects of eddies smaller than the computational grid itself. Because of 
the isotropic and universal nature of the smaller scales, LES should be less problem dependent 
and more accurate. 
1.2 Large Eddy Simulation 
1.2.1 Subgrid Scale Models 
There continues to be a great deal of interest in advancing the subgrid-scale model used in 
LES. The most commonly used subgrid-scale model has been the Smagorinsky model (1963). 
This model is based on an eddy-viscosity assumption that the small scales are in a statistical 
equilibrium where production of turbulent kinetic energy balances the dissipation of turbulent 
kinetic energy. The Smagorinsky model requires a  constant that  must be determined a priori .  
The constant does not adapt to local physics in the problem, such as recirculation zones, or 
the influence of solid boundaries. The constant cannot vary with the evolution of the flow. 
The near wall behavior and other conditions can, however, be handled with ad hoc devices. 
A significant improvement to the Smagorinsky model is the dynamic model, derived by 
Germano et al. (1991). This is based on an algebraic identity that allows the model to 
determine the constant as a function of space and time. An ad hoc device of taking spatial 
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averages in homogeneous directions is used to achieve numerical stability. This approach 
has led to renewed interest in LES and improved numerical predictions for a wide range of 
problems. Many improvements to the model have been suggested, such as a localized dynamic 
model (Ghosal, 1995) which eliminates the need for the ad hoc averaging, but these have been 
expensive and complicated. 
At the same time, Boris et al. (1992) have investigated a monotone integrated large eddy 
simulation (MILES) with no explicit subgrid-scale modeling except for the the nonlinear dis­
sipation used in flux limiting to enforce monotonicity. This approach is also being studied 
by several investigators (Grinstein, 1996). In the MILES approach, the local time-dependent 
dissipation behaves as a subgrid turbulence model for scales near the grid resolution size. The 
results indicate that for certain flows the limiting properly connects the large, energy-containing 
scales with the unresolved subgrid scales of motion. 
1.2.2 Isotropic Decaying Turbulence 
G. I. Taylor was an early pioneer in turbulence studies. He first proposed studying homo­
geneous turbulence and isotropic homogeneous turbulence. In 1935 Taylor proposed studying 
isotropic turbulence by using a regular wire mesh spanning a steady, uniform duct flow. Tay­
lor introduced velocity correlations and energy spectra for analyzing turbulence (Batchelor, 
1960). Although the flow is simple, it has allowed a profound investigation into the nature and 
mechanics of turbulence. By using Taylor's hypothesis, a transformation is made by having 
the frame of reference move with the mean speed of the flow in the duct. From the point of 
view of the observer in the moving frame of reference, the turbulence is isotropic and evolves 
with time. During this evolution, the turbulence decays with the passage of time by viscous 
dissipation because there is no production of turbulent kinetic energy as in the case of shear 
flows. 
This test case is ideal for evaluating the interaction of subgrid scale models with the discrete 
formulation. The domain is treated as a spatially periodic box. The interaction of the subgrid 
scale model with the discrete formulation is possible because of the absence of inflow conditions. 
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solid wall boundaries, and other non-homogeneities. It is important for numerical studies to 
validate that the turbulent simulations are dissipating the correct amount of energy from 
the system. This has become a benchmark case for many investigators. An experiment for 
this problem was performed by Comte-Bellot and Corrsin (1971), hereafter referred to as 
CBC. Experimental data were taken with hot wire anemometers that measured both two-
point correlations and energy spectra in the flow. 
An early numerical simulation was performed by Kwak et al. (1975) using an incompressible 
finite difference scheme with the Smagorinsky subgrid-scale (SGS) model. Moin et al. (1991) 
and Spyropoulos and Blaisdell (1995) applied the dynamic model to this problem using pseudo-
spectral schemes. Vremen et al. (1992) used a compressible finite volume, cell-vertex method 
with the Smagorinsky SGS model. Unstructured work for isotropic decaying turbulence has 
appeared very recently. A brief review of the literature for unstructured methods applied to 
LES is discussed in a later section. 
Another test case with similar advantages is the flow of turbulent shear layers. Of interest 
is the work by Oran and Boris (1993), who studied shear flows using nonlinear monotone 
methods instead of asubgrid scale model. Their work used flux corrected transport (FCT) and 
monotone piecewise parabolic methods (PPM). Ansari and Strang (1996) evaluated turbulent 
mixing layers using an unstructured flow solver. They used a finite volume method that was 
compressible and spatially second-order accurate. Reasonable results were found calculating 
the point at which transition to turbulent flow occurred and the decay rate of energy once 
turbulent flow was achieved. 
1.2.3 Channel Flow 
A. fully developed planar channel is often used to evaluate the performance of LES for 
wall bounded flows. Channel flow has been investigated in great detail in order to understand 
the physics of near wall turbulence. The flow is basically two-dimensional in the mean. The 
domain is infinite in the streamwise and spanwise directions, but bounded by two parallel 
solid boundaries. The most straight forward approach to treating the boundaries is to use 
periodic boundary conditions in the streamwise and spanwise directions. The length and 
width of the channel must be sufficient to capture the largest scales of motion and contain 
the largest structures in the flow. These length scales can be determined by analyzing two 
point correlations of the velocity. Near the wall the smaller turbulent structures that must be 
resolved are streamwise vortical structures, or streaks, that have a mean spacing of roughly 
100 wall units. 
Approximate boundary conditions were used in early simulations due to the limited com­
putational resources available. Early simulations were obtained by Deardorff (1970) and Schu­
mann (1975); however, there was continued research in utilizing this approximation (Baralas 
et al., 1996). With approximate boundary conditions, the wall layer must be modeled by 
specifying a correlation between the velocity in the outer flow and the stress at the wall. Slip 
velocities must be prescribed at the appropriate computational boundaries of the channel. 
Moin et al. (1978) performed the first LES with the no-slip wall condition using a pseudo-
spectral code. The grid was coarse and the results only agreed qualitatively with experimental 
results by Reynolds and Hussain (1975). Moin and Kim (1982) performed another simulation 
at the same Reynolds number using a pseudo-spectral method with roughly a half million grid 
points and achieved much better results. 
Kim et al. (1987) performed a fine grid DNS at a Reynolds number based on the half height 
of the channel and the friction velocity of Rcr = 180. All the important scales of the near-wall 
turbulence were resolved, and hence this simulation has been used as the benchmark for the 
planar channel. The grid used 192x129 x 160 grid points. The domain was47rSx25x27rS. Later 
Niederschulte et al. (1990) performed an experiment to validate the statistics collected by Kim. 
Good agreement with the DNS results were found, although there were some discrepancies in 
the higher order statistics. 
Another recent experimental work at different Reynolds numbers was carried out by Wei 
and Willmarth (1989). They used laser-Doppler anemometry to measure turbulent channel 
flow at Reynolds numbers based on center line velocity and the half height of the channel from 
3,000 to 40,000. 
6 
Wang and Fletcher (1996) performed LES on a planar channel with a staggered grid scheme 
with third-order upwinding for the convective terms, and fourth-order central differences for 
the viscous terms to compute turbulent channel flows with significant heat transfer. Dailey and 
Fletcher (1997) used a second-order, central-differenced, finite volume scheme on the planar 
channel with high heat transfer using the Smagorlnsky model. Both investigations achieved 
very good results. 
Several researchers have compared their LES results against experimental data for higher 
Reynolds number channel flows. Piomelli (1993) used a Fourier-Chebyshev pseudo-spectral 
collocation scheme on a channel with Rer = 1050 and Rcj = 2000. N'ajjar and Tafti (1996) 
used the spatially second order Harlow-Welch scheme to simulate a channel at Rer = 1050. 
These data compared well with the experimental results of Wei and Willmarth (1989). 
Recent reviews on applications of LES are presented by Moin (1997) and Piomelli (1998). 
Other overviews on LES are given by Lesieur and Metais (1996) and Ciofalo (1994). 
1.3 Discretization Methods 
Diffusive errors, which are prevalent in upwind schemes, have a significant damping effect 
on the energy spectrum of the flow. Central difference schemes are preferable for LES because 
the truncation errors are mainly dispersive in character. Mittal (1995, 1996) studied flow 
past a circular cylinder and compared second order central results with the results of Beau-
dan and Moin (1994) obtained with a high-order upwind biased scheme. Mittal found that 
upwind formulations exhibited significant dissipation of energy at higher frequencies, even for 
high-order upwind schemes specially designed for DNS. Tafti (1996) performed an extensive 
examination of conservative and nonconservative forms of central differencing and upwinding 
formulations. Tafti determined from this work and another investigation with Najjar (Najjar 
and Tafti, 1996) that second order central difference formulations are more suitable for LES 
than fifth-order upwind-biased schemes due to the dissipation of energy by the tatter at high 
wave numbers. The second order scheme maintained better integrity of the resolved energy 
spectrum than the high-order upwind methods. Chidambaram (1998) studied second order 
and fourth-order central difference finite volume schemes as well as a third-order upwind-biased 
scheme. Chidambaram confirmed dissipation in the energy spectrum at high wave numbers 
with the upwind-biased scheme. 
1.4 Unstructured Grids and LES 
Recent progress has been made in large eddy simulation with unstructured grids. Much of 
it has been done with finite element methods. Jansen (1993) developed an unstructured grid 
generator that would allow local refinement in the near wall region, while allowing a coarser 
grid far from the solid wall. These grids were used in conjunction with a Galerkin/least-
squares finite element approach on a NACA 4412 airfoil and the results compared against 
some experimental data (Jansen, 1994). These results and later work (Jansen. 1995, 1996) 
showed very good qualitative results. The grid resolved a transition strip near the leading 
edge of the airfoil and used approximately 8 million tetrahedral cells. 
Using the same finite element code, Bastin (1996) studied isotropic decaying turbulence 
and a turbulent supersonic jet. Comparing against the experimental test data of CBC (1971), 
Bastin found good agreement with the decay of turbulent kinetic energy and very reasonable 
agreement with the experimental energy spectra using a pseudo-structured 32 x 32 x 32 grid. 
Bastin also studied a supersonic circular jet at a Mach number of 1.37 and plans to investigate 
the acoustics in future work. 
Haworth and Jansen (1996) explored the suitability of an explicit/implicit second-order ac­
curate method developed for unstructured deforming meshes. Haworth and Jansen, comparing 
against the CBC experimental data, met with only moderate success in matching the energy 
spectra, although good agreement was achieved in matching the decay of turbulent kinetic 
energy. They also compared to experimental and DNS results for planar channel flow and had 
reasonable, though not excellent, agreement. The authors attributed the deficiencies of the 
solution to inadequate spatial resolution of the grid. 
P. Miet et al. (1995) used N3S, a general purpose finite element code, to simulate flow 
around a square bluff body. Results were compared with e.xperimental data. A mesh with 
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75,000 nodes was used and a dynamic model was implemented. 
An unstructured formulation based on a central difference scheme was studied by Dailey et 
al. (1996). This study simulated isotropic decaying turbulence. Results from astructured finite 
volume formulation was compared to those obtained from an unstructured formulation. Both 
the Smagorinsky model and the dynamic model were studied. Good results were obtained, but 
the unstructured approach was only marginally stable. 
Using a finite volume formulation. Knight et al. (1997,1998) performed simulations on the 
isotropic decaying turbulence test case. Knight used a compressible formulation on tetrahedral 
cells. This work compared the efficacy of the Smagorinsky SGS model with the MILES SGS 
model. Good agreement with the decay of TKE was obtained, but only qualitative results 
were obtained when comparing against the energy spectra. 
1.5 Zonal Embedded Grids and LES 
Zonal embedded grids are attractive because they, like an unstructured grid, can reduce the 
computational resources for wall bounded flows. In the near wall region a high grid resolution 
is required to resolve the coherent turbulent structures. These grid requirements can be relaxed 
moving away from the solid boundary. Wall normal grid stretching reduces the grid resolution 
away from the solid wall, but only in one coordinate direction. With structured grids, the 
grid resolution in the tangential directions remain high, creating additional overhead in the 
simulation. This may be avoided by using zonal embedded grids or locally refined grids. 
Man Mohan Ral (1986a; 1986b) devised zonal grids for finite difference Euler methods 
where fine grids were applied locally to resolve shock waves and coarse grids were used in other 
regions. In order to capture the discontinuities in the flow, careful treatment of the zonal grid 
interfaces were required to preserve conservation. 
Yannis Kallinderis (1992) carefully evaluated the treatment of zonal boundaries on a cell-
vertex finite volume formulation. He concluded that for accurate calculations with discon­
tinuities, the inviscid fluxes should be treated in a fully conservative manner, but that the 
derivatives in the viscous flux terms should be treated using a non-conservative approach. His 
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work highlights the difficulty of achieving high accuracy with a fully conservative approach. 
Rai and Moin (1993) performed a DNS of transition and turbulence in spatially evolving 
boundary layers using a high-order accurate finite difference approach. This compressible 
formulation included regions with fine grids and coarse grids. At the grid boundaries, fourth 
order cubic interpolation was used to transfer flow data from one grid to another. In this 
case the coarse grid allowed more efficient use of the computer resources available as well as 
damping reflection waves from the boundaries. 
Kravchenko et al. (1995) used zonal embedded grids with a Galerkin finite element method 
utilizing B-spline basis functions to perform DNS and LES for channel flow at Rtr = 180 and 
LES at Re^ = 1050 and Re^ = 3990. Kravchenko projected significant savings using zonal 
embedded techniques, particularly at higher Reynolds numbers. 
Zangand Street (1995) developed a three-dimensional incompressible formulation for com­
posite overlapping grids. The method allowed computations on non-orthogonal curvilinear 
co-ordinate systems and employed a non-staggered grid. Zang and Street used third-order La-
grangian bi-quadratic interpolation to transfer information from one grid to another. E.xcellent 
results were obtained for laminar test cases of a cylindrical driven cavity. 
Based on Zang and Street's code, Yuan (1996) used an incompressible formulation to 
perform LES of a turbulent jet in a laminar cross flow. Several composite grids were used to 
concentrate cells in the vicinity of the jet. Communication between grids was achieved using 
fourth order tri-cubic interpolation. The interpolation was substantially more accurate than 
the second order accurate finite volume formulation being used, and was sufficient to maintain 
mass conservation between grids. 
1.6 Objectives 
The goal of this work was to extend the usefulness and efficiency of LES in turbulent flows. 
The three main objectives of this thesis are listed below and discussed in more detail in the 
subsections that follow. 
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1. Develop and validate a structured finite volume scheme to solve the Favre filtered govern­
ing equations and implement both the Smagorinsky and dynamic subgrid scale models. 
2. Develop and validate an unstructured finite volume scheme with upwinding to solve the 
Favre filtered governing equations using the MILES, Smagorinsky and dynamic subgrid 
scale models. 
3. Develop and investigate an extension to the structured formulation using unstructured 
grid techniques to allow local grid refinement. 
4. Extend the efficiency and capability of the structured formulation by implementing zonal 
embedded grids. 
1.6.1 Structured Finite Volume Scheme 
Large eddy simulation requires significant computational resources because the unsteady, 
three-dimensional motion of the large eddies is resolved from first principles. The time-accurate 
finite volume formulation developed must be efficient in order to take maximum advantage of 
the of the resources being used. This work relied heavily on recent advances in parallel com­
puting in order to reduce the time required for performing simulations. Both the explicit and 
implicit formulations were optimized for cache based parallel platforms. Preconditioning was 
used to allow validation with low Mach number flows even though a compressible formulation 
was used. The compressible formulation allows for the eventual study of low Mach number 
flows with large property variations from rotation or high heating. 
1.6.2 Unstructured Finite Volume Scheme 
Unstructured grids have evoked a great deal of excitement in the CFD community be­
cause of the advanced features available with indirect cell addressing. An approach based 
on unstructured grids has tremendous flexibility in dealing with very complicated geometries, 
where using a structured grid would be difficult. Unstructured grids also have an advantage 
in having the ability to dynamically adapt the grid based on the solution to improve accu­
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racy. Introducing additional cells to locally increase the grid resolution is possible because 
of indirect cell addressing. The development of automated grid generators has become very 
sophisticated, dramatically reducing the amount of man hours required for grid generation in 
industrial applications. 
Unstructured grids also have the ability to efficiently utilize computational resources in 
LES of turbulent flows by using fine grid resolution near solid boundaries where the interaction 
of small coherent structures is required for an accurate calculation. Unstructured grids can 
position locally fine grids near solid boundaries and relatively coarse grids in regions where 
lower grid resolution is required. 
The LES formulation has been extended to unstructured grids because of the potential these 
methods show for applications with the previously mentioned advances. The time-accurate 
finite volume formulation developed for this work utilized low Mach number preconditioning 
as well as taking advantage of shared memory parallel super-computers. 
1.6.3 Zonal Embedded Grids 
Schemes based on structured grids have lower memory requirements and operation counts 
than those based on unstructured formulations. A structured grid cell is related to its neighbors 
by its own index number. This lends itself to high efficiency in memory storage and simplicity 
in the numerical algorithm. To take advantage of this and utilize a locally fine grid, zonal 
embedded grids have been implemented. Several regions, or zones, of grids are used, where 
zones closer to the wall have a finer grid resolution. A significant savings in memory and 
CPU time may be achieved. Grid stretching is used in the wall normal direction to increase 
the resolution at the solid boundary. Local grid refinement in the streamwise and spanwise 
directions is achieved by using embedded grids. 
As in the structured work, both the explicit and implicit formulations were optimized for 
cache based parallel platforms. Low Mach number preconditioning was also used to allow 
validation with low Mach number flows. 
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1.7 Dissertation Organization 
The governing equations and the formulations used are discussed in Chapter 2. The integral 
vector form of the equations and the use of primitive variables are discussed. The subgrid scale 
models are also presented. 
Chapter 3 details the structured, unstructured hexahedral. and the zonal embedded grid 
formulation. The spatial discretization and integral approximations are discussed. The low 
Mach number preconditioning is explained along with a description of the artificial dissipation 
used in laminar flow validation. Both the explicit Runge-Kutta and implicit lower-upper 
symmetric Gauss-Seidel (LU-SGS) formulations are also described. 
Chapter 4 details the unstructured finite volume approach. A discussion of the grid gen­
eration and geometry calculations is given, followed by a description of the possible ways of 
calculating the gradients. The upwinding formulation with linear reconstruction and flux lim­
iting is described. Then, the explicit Runge-Kutta and implicit Gauss-Seidel formulations are 
given, followed by a discussion of the boundary conditions. 
The laminar validation on two-dimensional and three-dimensional lid driven cavities are 
contained in Chapter 5. Results are given for the structured and unstructured approaches. .A. 
discussion of the laminar planar channel is given. 
Chapter 6 presents the results from the isotropic decaying turbulence test case after provid­
ing a description of the initial conditions. Results appear for both structured and unstructured 
formulations. 
Chapter 7 gives the results from the turbulent planar channel case. Results from single 
zone structured grids, an unstructured hexahedral grid, and zonal embedded grids for the low 
Reynolds number benchmark case are described. The results for the high Reynolds number 
test case are given for different zonal embedded grids. A comparison is then made between 
results from the Smagorinsky and dynamic models. 
Chapter 8 states some conclusions and makes recommendations for future investigations. 
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CHAPTER 2 MATHEMATICAL FORMULATION 
In this chapter, the nondimensionai governing equations and the filtered set of equations 
used for LES are derived. Subgrid-scale models used for closure are discussed. The equations 
are then recast in integral-vector form so they can be numerically solved with a finite volume 
formulation presented in Chapters 3 and 4. 
2.1 Compressible Navier-Stokes Equations 
Much of the development of the governing equations follows that of Dailey (1997). The con­
servation of mass, momentum, and energy for a fluid can be expressed in summation notation. 
The non-dimensional governing equations are 
d j p u j )  d i p U j U j )  d p  d c j j  
d t  d x j  d x i  ^  d x j  ^  '  
d { p E )  d [ p E u j )  ^  d p u j  d q j  d j a i j U j )  
d t  d x j  d x j  d x j  d x j  
where the total specific energy is £ = e -f- The variables in Eq. (2.1-2.3) have been 
nondimensionalized with respect to dimensional reference quantities, denoted with subscript r .  
_ x '  _  t '  _ u '  
" " ' ' L r  ^ ~ L r / V r  ~  K  
v;VTp K ^ / T r  v ^ y i r   ^ Hr 
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The dimensional variables above are denoted by an superscript asterisk. Reference values 
are denoted with a subscript r . The Reynolds number based on reference quantities is given 
by 
D P r ^ r ^ r  RCr = . (2.0) 
Mr 
Stokes' hypothesis, A+|// = 0, is used where A is the coefficient of bulk viscosity. The reference 
Mach number is expressed by 
The Prandtl number is given a s  P r  =  f i ' c ^ / K '  The nondimensionalized gas constant i s  R  =  
1/7For closure, the ideal gas law is also used. 
p  =  p R T .  (2.7) 
For a Newtonian fluid, the shear stress tensor is 
<r.v = |^ (5o-^5fcit<Jo) (2.8) 
where the strain rate tensor is 
The heat flux was given by Fourier's law of heat conduction as 
a  ^ M d T  
[ f  -  l ) M ^  R e r  P r  d x j  R c r P r d x j  
Viscosity is a function of temperature and may be computed from either Sutherland's law 
7^/2 (2.11) 
as 
1 + 5 
where 5 = S'/Tr, and 5' = lllA", or by the power law a s  n  =  where typically n=0.7. 
Sutherland's law is more computationally expensive than the power law, but also more accu­
rate. The cases studied in this work were nearly incompressible with fairly uniform temperature 
fields so that a constant viscosity could be used. perfect gas was assumed so that specific 
heats, Cp and c„ were constant, and the molecular Prandtl number was assumed to have a 
constant value of 0.71. 
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2.2 Filtering 
The governing equations for large eddy simulation were obtained by applying a spatial 
filter to the compressible Navier-Stokes equations to separate the effects of the large-scale and 
small-scale motions. The filtering operation Is written in terms of a convolution integral as 
/(x,t)= [ G(x-Or(?,t)d^. (2.12) Jd 
Where G  is some spatial filter that is applied to D ,  the flow domain. 
Because much of the early research was done with spectral methods, discussion of filters 
begins with filters applied in wave space. The most common of those is the sharp cutoff filter, 
or Fourier cutoff filter, defined as 
1 for I A;,-1 < kc G(k) = (2.13) 
0 for 1A:,| > kc, 
where k c  is the cut-off wave number, and /:,• is the i t h  component of the wavenumber vector. 
This filter is implicit in spectral formulations where only a finite number of spectral modes 
may be represented. The filter eliminates or neglects contributions from higher wave numbers. 
This approach is difficult to implement for finite difference or finite volume methods because 
this filter is not easily defined in physical space. 
It has been suggested that an improvement to this may be the Gaussian filter because it 
allows the contributions of the spectral modes approaching the cut-off wave number to taper 
off. In wave number space the Gaussian filter is represented by 
G(k) = exp 
4c 
(2.14) 
where c is a constant and A is the filter width. 
The most appropriate filter for physical space, and hence finite difference and finite volume 
schemes, is the top-hat or box filter. This is defined as 
l/A^ for la:.- - < A/2 (i = 1,2,3) 
(2.1.5) 
0 otherwise. 
The top-hat filter is used implicitly in finite difference or finite volume approaches to LES. 
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2.3 Favre Filtered Governing Equations 
The filtering operation in Eq. 2.12 must be applied to the governing equations (Eq. 2.1, 
Eq. 2.2 and-Eq. 2.3). If G is a function of x-^ only, differentiation and the filtering operation 
commute for uniform grids (Leonard, 1974). 
d t ~ d t  '  d x  d x '  ^  '  
Ghosal and Moin (1995) point out that when stretched grids are used the operation of differ­
entiation does not e.xactly commute, and a small appro.ximation is introduced. 
This leads to the following set of filtered governing equations 
d i p u i )  ,  d ( p u i u j )  d p  ,  d d i j  
d j p c ^ T )  ,  d [ p c ^ T u j )  _  J u j  d q j  d u j  
d t  d x j  d x i  d x j  d x i '  
were 
= (2.20) 
g. — M (2.21) 
•' Rer P v d x j '  
and the equation of state becomes 
p = R'^. (2.22) 
For compressible flows, it Is advantageous to use the filter introduced by Favre (1983). 
defined by 
/ = — .  ( 2 . 2 3 )  
P  
which implies the decomposition / = / + /", where / is the resolved component, and f "  is the 
unresolved component. 
The Favre filtering yields the flow variables ti, u, iD, T, and p. The fact that p  is used and 
not p may appear confusing, but is necessary so that an additional unknown is not introduced. 
~ST 
17 
It should be added that some relationships between variables in filtering are distinct from 
those used in Reynolds averaging. One distinction is that, in general, a Favre averaged variable. 
/ is not independent of the filtering operation, that Is 
1 = 4  ( 2 . 2 4 )  
P  
/ 
Consequently, the Favre filtered governing equations are 
d { p u i )  a ( p M . U j )  _  d p  d d j j  d T j j  
d t  d x j  d x i  d x j  d x j '  
d { p E )  d [ { p E  +  p ) u j ]  _  d i u i d i j )  _  ^  _  _  _  .  ,  ,  
d t  d x j  d x j  d x j  d x j  '  ^  ^  '  
The viscous stress tensor is given by 
- ^ 5u.(Jo) (2.28) 
where the strain rate tensor and heat flux are given by 
The effects of the small scales are present in the above equations through the SGS stress tensor 
in the filtered momentum equation, 
Tij = p{u^j - UiUj) (2.31) 
and the SGS terms in the filtered energy equation (Vreman et al., 1995), 
Q j =  p c y { T U j  - f u j ) , (2.32) 
a = ui^, (2.33) 
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duj _duj  (2.34) 
- —i 
d x j  ~  
f i l l :  _ dUi  (2.35) 
The total energy density of the Favre filtered variables is 
(2.36) 
For this study, all subgrid-scale contributions to the total energy equation were neglected since 
only low Mach number cases were considered. Vreman et al. (1995) demonstrated that this 
assumption was appropriate for Mach numbers below 0.2. For higher Mach numbers or flows 
with significant property variations, models for these terms must be included. 
2.4 Subgrid Scale Model 
The subgrid-scale models for LES must model the additional terms generated by filtering, 
much in the same way that the RANS models must approximate the Reynolds stresses that 
appear in the Reynolds decomposed equations. 
2.4.1 Gradient-Diifusion Models 
A large class of closure models for the subgrid scale terms that must be modeled in the 
filtered governing equations is based on the gradient-diffusion hypothesis, similar to the Boussi-
nesq hypothesis. The anisotropic part of the residual stress tensor r,j is assumed to be pro­
portional to the resolved strain rate tensor S,j by 
where f i g  Is the subgrid viscosity, and Sij is the Kronecker delta, and q  =  T k k  is the isotropic 
part of Tij. The turbulent, or eddy viscosity is 
(2.37) 
/Xf =/i, = Q/5A^|5| (2.38) 
where the magnitude of the strain rate tensor is 
|S1= (24-5, (2.39) 
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The filter width, A, is usually given by A = (AjAyA;)^''^, where A^, Ay, and A; are the 
control volume dimensions in the x, y, and z directions, respectively, and Cd is a coefficient to 
be determined. 
The proposed subgrid models belonging to the gradient-diffusion family can be summarized 
under the general form 
/ i s  =  p c A q  (2.40) 
in which c is a dimensionless constant, A is a length scale, and 9 is a velocity scale (Ciofalo. 
1994). These models can be classified into one of several models 
constant Ug model: /is = pco 
strain model: /is = pciA'S 
Vorticity model: /is = /jcjA^w 
1 Unresolved energy model: /i, = pc^AE,' 
2.4.2 Smagorinsky 
The strain model is by far the most popular subgrid model. It was derived by Smagorinsky 
(1963) and developed also by Lilly (1966). For the Smagorinsky model the Cd constant in 
Eq. 2.38 is held constant both spatially and temporally during the simulation. The model 
is derived by assuming a statistical equilibrium between the production and dissipation of 
turbulent kinetic energy at the smallest scales. The production of turbulent kinetic energy 
comes from the cascading of energy from the large scales to the small scales. This requires the 
assumption that the cutoff between the resolved and subgrid scales lies in the inertial subrange 
where the -5/3 law holds (Tennekes and Lumley, 1972). 
The constants in the Smagorinsky model must be determined a  p r i o r i  and tend to be 
dependent upon the physics, numerical algorithm, and grid size. The Smagorinsky model is 
also limited because it cannot adapt to the physics in local regions of the flow. In wall bounded 
flows the near wall region is not accurately represented. Transitional flows and regions with 
recirculation zones are also poorly represented. However, some of these shortcomings can 
accommodated by using ad hoc treatments. 
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2.4.3 Isotropic Part of the SGS Model 
The isotropic part of the subgrid scale stress tensor, Tkk = 9^, is treated separately from the 
anisotropic part. For incompressible flows, may be absorbed into the pressure by defining 
a modified pressure. For compressible flows Yoshizawa's (1986) parameterization is frequently 
used. 
= T k k  = 2C.-M2|5|2 .jl) 
The parameterization for has not been met with agreement in the scientific community. 
Many researchers have neglected q'^ because it is negligible compared to the thermodynamic 
pressure (Moin et al. 1991; Spyropoulas and Blaisdell, 1995, Erlebacher et al. 1992). Likewise 
Vremen et al. (1995) found the dynamic model was unstable unless q"^ was neglected. For the 
simulations in the current work q' has been neglected. 
2.4.4 Dynamic Model 
Germane et al. (1991) introduced a dynamic model that sought to improve upon the 
Smagorinsky eddy viscosity model. In this model the coefficient C'd is computed dynamically. 
To implement the dynamic model, a test filter was introduced by 
/(x, t ) =  f  G(x-Of(C,t)d^. (2.42) 
J D  
where G  is any test filter that operates at any scale larger than the original grid filter function 
G. The model coefficient becomes a function of space and time and may become negative so 
that it can account for the backscatter of turbulent energy. The coefficient will automatically 
decrease toward the solid wall and achieve a zero value when the flow is laminar, eliminating 
the need for ad hoc treatment of the model constant to adapt to spatial variations in the flow. 
The dynamic model for this research was based on Moin's (1991) extension of the dynamic 
model to compressible flow. Using Lilly's (1992) modification of Moin's model, the coefficients 
were determined by 
C i  =  ^ ^ (2.43) 
< M k i M k i  >  
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and 
C,= < L k k  >  
< 2^A2|5|2 - 2A2(^|5|2) > 
where the tensors Lij and A/,y are given by 
and 
L i j  =  p u i u j  -  { p u i ) ( p u j ) / p  
M i j  =  -2A^p|51 [ S i j  -  ^S k k S i j ^  +2AV|51 ( S i j  -  ^S k k ^ i j  
(2.44) 
(2.45) 
(2.46) 
The <> denotes spatial averaging performed along the homogeneous directions of the flow. 
This is an ad hoc procedure used to prevent the denominator from becoming vanishingly small 
at an occasional cell causing instabilities in the simulation (Germano et al.. 1991). Further 
details on the implementation of the dynamic model in this research is given in Chapters 6 
and 7. 
2.5 Integral-Vector Form of the Equations 
The nondimensional governing equations can be written in terms of the primitive variables 
{p, a, w, and f) by using the ideal gas law. The equations are multiplied by the nondimen­
sional gas constant, R, for simplification. The governing equations in vector form are 
(2.47) d E  d F  d G  „  
d z  
The nondimensional governing equations can be written in conservation law integral form 
as 
f  [ T ] ^ d Q + f  [Ei + Fi+Gfc 
J n  o t  J d n  ' •  
d S  = f  Bdn 
J n  
(2.48) 
where [T] = d V / d W  is the time derivative Jacobian matrix. 
The primitive variables, W, and the conservative variables, U, are 
W = 
p p / f  
u p u j T  
V ; U = p v l f  
w  p w I T  
f  p / f [ c ^ T ^ \ { u '  +  v ^  +  w ' ^ ) ]  _ 
(2.49) 
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The flux vector may be thought of as being comprised of an inviscid. viscous, and subgrid 
scale components, for example 
E = Et — Eu + Ej (2.50) 
The inviscid components of the flux vector are given by 
E , =  
p u j T  
p u ^  j f  +  R p  
puvIT 
p u w / T  
{ p u / f ) H  
F , =  
p v l f  
p u v j f  
p v ^ / f  +  R p  
p v w / T  
i P v / f ) H  
G i  =  
p w / f  
p i i w / T  
p O w / t  
p w ^ / f  +  R p  
{ p w / f ) H  
The viscous components of the flux vector are given by 
E„ = 
0 
( J x x  
( T x y  
&XZ 
U&xx + UO-JJ, + W&x: Q x  
: F„ = 
-'ry 
'yy 
O-y.-
U d x y  + V O y y  4- W C y :  " %  _ 
G„ = 
0 
f f y z  
(T., 
u & x z  +  " ( T y .  +  w a . .  —  q ~  
The subgrid scale stress components of the flux vector are given by 
E , =  
0 0 0 
Txx Txy Txz 
Txy ;  F , =  '^yy ;  G , =  ^y= 
Txz r.. 
1 o
 
H 
•
 Q y  1 O
 
<1 1-
(2.51) 
(2.52) 
(2.53) 
(2.54) 
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where the resolved total enthalpy is 
2 
The viscous stress tensor is given by 
H  =  C p f  +  +  v ^ +  1 ^ ^ ) .  (2.55) 
The heat flux vectors are 
d x  d y  d z  
2 n R  / 
mer V 
_  2 f i R  f  d v  d u  d w \  
3 R e r  \  d y  d x  d z  J  
2 f i R  (  d w  d u  d v \  
_  f i R  ( d u  ^  
R c r  X d y " ^  d x  
_  f i R  f d u  d w  
~  W r \ d ^ ' ^ ^  
_  f i R  ( d v  d w  
~  R e r  d y  
_  C p f i R  d f  
R c r P r  d x  
C p f i R  d f  ,  
'» = - ^ a j  
_  C p u R  d f  
~  R e r P r  
The subgrid-scale stress tensors are 
1 2r. 2 n t R  f ^ d u  d v  d w \  
= r ' ' - - r v r x - r r w  
1 2r, 2 u t R  f ^ d v  d u  d w  
r „  =  3 ' « -  —  
„ f d u  d v \  
r x ,  =  +  
^  f d u  d w  
r.- = + K 
„  f d v  d w  r... = 
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CHAPTER 3 FINITE VOLUME FORMULATION FOR HEXAHEDRAL 
GRIDS 
To numerically solve the filtered Navier-Stokes equations a discretization method must be 
chosen and applied. For the current work the finite volume approach has been used. The cell-
centered, formulations described in this chapter were based on grids comprised of hexahedral 
cells. Formulations based on structured, hexahedral unstructured, and zonal embedded grids 
were developed. 
3.1 Finite Volume Approacli 
The finite volume method is particularly flexible for use in discretization. This approach 
allows the domain to be decomposed into any number of arbitrarily shaped cells, with the 
restriction that the cells completely fill the domain. The principle used in the finite volume 
approach converts a volume integral into a surface integral using Green s theorem in two dimen­
sions, or the Gauss divergence theorem in three dimensions. The equation for the conservation 
of mass in divergence form is 
which may be integrated on a control volume by 
where represents the area of the cell in two dimensions and the volume of the cell in three 
dimensions. An alternate notation uses the divergence operator, 
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and represents the flux vector as 
F = p u  (3.4) 
p v  
Using the Gauss divergence theorem on the second term, the continuity equation may be 
written as 
where 5 is the surface of the control volume and dQ is the boundary of the control volume. 
By using the Gauss divergence theorem, the contribution of the surrounding cells may be 
evaluated at the surface of the control volume. With consistent treatment of fluxes, the finite 
volume method enforces conservation. For the structured, unstructured hexahedral. and zonal 
embedded grid formulations, hexahedral cells were used to discretize the domain. 
3.2 Dependent Variables 
.A,lthough the most common set of dependent variables for the Navier-Stokes equations are 
the conserved variables {p^pui,pEt) there are several advantages to using a set of primitive 
variables. Working with primitive variables simplifies the gradient calculations and imple­
mentation of the boundary conditions. For LES, primitive variables also simplify collecting 
statistics. For the current work, the set of primitive variables chosen is (p, u,-,r). This choice 
of primitive variables is convenient for the derivation of the preconditioned governing equations 
(Fletcher and Chen, 1993; Choi and Merkle, 1993). 
3.3 Integral Approximations 
The cell-centered finite volume formulation was applied to the filtered governing equations 
in conservation law integral form given by 
The volume integral in the first term was approximated by using the mean value theorem 
(3.5) 
(3.6) 
(3.7) 
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The face values used in the surface integrals were evaluated using the mid-point rule 
f  ( E t - \ -  F; + G f P ]  • d S  « C(W) (3.8) 
J a n  ^  '  
where 
6 
C(W) = j;{(En:, + Fnj, + Gn,)5}^, (3.9) 
/3=1 
and & denotes the six faces of the hexahedral cell. The cell face area vector is d5 = Sn. where 
S is the magnitude of the area and n is the unit normal. 
The flux vector on a cell face between the cell centers (/,i, k )  and (/ + l . j .  k ) .  for example, 
was determined by 
E g  = E(W.+i/2J.fc) (3.10) 
where 
W,+i/2,y,, = ^(W.J.,. + W,+,J,,.) (3.11) 
3.4 Gradient Calculations 
A face based gradient approach was used in this work. The gradients of u. u, w ,  and 
T were calculated to evaluate the viscous contributions to the flux vectors. The gradients 
were calculated by the Gauss divergence theorem on an auxiliary control volume obtained by 
shifting the main control volume a half index in the direction of the particular cell face. An 
a u x i l i a r y  c e l l  i s  s h o w n  i n  F i g .  3 . 1  f o r  c a l c u l a t i n g  t h e  g r a d i e n t s  o n  t h e  f a c e  b e t w e e n  c e l l s  [ i , j ,  k )  
and (t + l,y, k). The volume of the auxiliary control volume is given by 
+ ^ (t+1 J,/.-)] (3.12) 
The gradient is found by 
f  V ( ^ d n ' =  f  0 d S '  (3.13) 
J n '  J d t t '  
For the Cartesian control volume, (pyj + Using the mean value theorem, 
Eq. 3.13 is approximated by 
6 
VcpQ'= 5^(05') (3.14) 
/3'=1 
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Face i+1/2 
(ij,k) (i+l,j.k) 
i — 
auxiliary cell 
Figure 3.1 Auxiliary cell for gradients 
The face areas on the auxiliary control volume are 
S; = AyAz 5y = AiA;: S^. = AiAi/ (3.15) 
On an orthogonal Cartesian grid the gradient calculations reduce to second order central 
differences. Because the problems in this work were all based on orthogonal Cartesian grids, 
this simplification was used to reduce the computational cost of the simulations. 
3.5 Low Mach Number Preconditioning 
For the class of low Mach number problems with large property variations, caused by 
high heat transfer or rotational flows found in turbomachinery, a compressible formulation is 
preferred over incompressible formulations to account for the physics of the flow. However, 
when a traditional compressible formulation is run at low Mach numbers, convergence becomes 
very inefficient if not impossible. At low Mach numbers the acoustic speeds approach their 
incompressible limit of infinity, and the disparity between the magnitude of the convective 
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characteristics to that of the acoustic characteristics grows very large. Preconditioning is 
employed so that the system eigenvalues are modified to become closer together in magnitude, 
at speeds closer to the convective speed. This improves the convergence rate for the time 
marching algorithm at low Mach numbers. 
Early research in preconditioning was done using the Euler equations by Turkel(1987) and 
Feng and Merkle (1990). Choi and Merkle (1993) investigated preconditioning on viscous flows. 
Fletcher and Chen (1993) developed preconditioning that uses a dual time step formulation, 
which is described here. 
The mathematical necessity of preconditioning can be shown by considering the vector 
form of the governing equations 
d E  d F  d G  „ 
where [T] is the time derivative Jacobian, d V / d W .  For the current discussion on precondi­
tioning the conservative variables, U, are taken as 
1 U = p / R f  p u / R f  p v / R T  p w / R f  p / R T [ c y f + ^ { u ^  +  v ' ^  +  w ^ ) ]  (3.17) 
Using these conservative variables the time derivative Jacobian is expressed as 
7M7f 0 0 0 —rM^p/f^ 
yMHjf yM^pjt 0 0 -jM^pu/t^ 
-yM^/T 0 'fM^p/f 0 -j\PpvlP (3.18) 
y M ' ^ w / T  0 0 fM' ^ p /T — j M ' ^ p w l f ^  
_ 7iV/2c„ -h i7A/2f/f t M ^ p u / f  - y M ' ^ p v l f  f M ' ^ p w l f  _ 
where T = -t- and the non-dimensional gas constant, R, has been replaced by 
the equivalent non-dimensional value of As the Mach number goes to 0. the Jacobian 
becomes singular because the first column vanishes. Using the preconditioning of Chen and 
Fletcher (1993), this singularity is removed by multiplying the first column by R, or The 
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preconditioning matrix, [F], then becomes 
1/T 0 0 0 
u / f  y M ^ p / f  0 0 
v / f  0 f i \ P p / f  0 
w / f  0 0 filPp/ f  
- f i V P p t P  
- j M ' ^ p u / f ' ^  
- y M ^ p v / P  (3.19) 
_ c ,  +  i t / f  y M ^ p u / f  y M ^ p v l t  j M ^ p w f t  - ^ y M ^ p f / P  
so that [r]"' may be computed without a singularity. However, the system of equations is no 
longer time accurate. To develop a time accurate formulation, a pseudo time derivative is added 
to the left hand side of the governing equations. The pseudo time derivative is premultiplied 
by the preconditioning matrix to give 
d W  d W  [r]^n + [T]^n + c(W) = B (3.20) 
where r is the pseudo time, and [F] is the preconditioning matrix. The addition of the pseudo 
time derivative is termed the dual time step approach, and involves iterating in pseudo time 
for each step in physical time. Upon convergence at each physical time step the pseudo time 
term vanishes and the original unsteady governing equations are satisfied. The time derivative 
Jacobian and preconditioning matrices used in this work are given in Appendix A. 
For the discretizations used in this research, the time derivative was represented with a 
three point backward stencil 
T(W'--) = - 4W" + W"-M 
so that Eq. 3.20 becomes 
[r]^fi + T(W) + C(W) = B 
OT 
(3.21) 
(3.22) 
3.6 Artificial Dissipation 
Artificial dissipation is commonly used in conjunction with centrally differenced finite dif­
ference and finite volume schemes. This work was pioneered by Jameson (1981). Central 
difference schemes with artificial dissipation used with the four stage Runge-Kutta solver have 
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been the workhorse in the CFD community for over fifteen years. In this work, artificial dissi­
pation was used for laminar test cases to eliminate odd-even decoupling. A Jameson type blend 
of adaptive second and fourth order differences was used with eigenvalue scaling for viscous 
shear layers (Martinelli and Jameson, 1988; Swanson and Turkel, 1987). 
The dissipation was incorporated by adding a dissipation operator. D(W), to Eq. 3.22 
yielding 
[r]^fi + T(W) -h C(W) - D(W) = B (3.23) OT 
The fully conservative dissipation operator, which has been modified by Dailey and Pletcher(1996) 
to fit into the framework of the preconditioned set of equations is 
D(W) = d,+ i/2,j,fc - + di,;+l/2.A- - -  ^x , j , k - i / 2  (3.24) 
where the dissipation flux for face [ i  -1-1/2, j, fc), for example, is 
4+ 1 / 2 , -  3 W , + 1 J , ,  - H  3 W . - , , . f c  -  W . - i j . , ) ]  .  ( 3 . 2 5 )  
The preconditioning matrix, included in the dissipation flux to ensure that the 
global summation of fluxes for the steady-state non-preconditioned residual, C - D, was fully 
conservative. 
A variable scaling factor based on the maximum eigenvalues of the discretized equations 
was used, so that 
A,+1/2,J,/.- = + i h ) i + i j , k ]  (3.26) 
Ai,j+i/2,fc = (3.27) 
~ (3.28) 
where t j ,  and ^ refer to the i, j, and k directions, respectively, and 
Ag = = At,^,, ; = A(;$,; (3.29) 
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and 
'5f = l+ 
- - f e y  ^ 6 ) '  
/ \  C  /  \  < T  
X A  f X r  
^ <  =  i + 1 T ^ 1  + 1 T ^ 1  •  3 
M ,  
For the system without preconditioning, the maximum eigenvalue is 
A = (7 + cS 
and for the preconditioned system, the maximum eigenvalue is 
2 R  
(3.30) 
(3.31) 
(3.32) 
where U  =  
( R  +  l ) U  +  ^ ( i ? -  1 ) 2 ^ - 2  +  4 7 / ? 2 T S 2  
V • (i5j is the contravariant velocity, S = dS , and c = yJ'iRT is the dimensionless 
speed of sound. The preconditioning matrix was computed as 
[nt+l/2J,fc = 2 ' 
the dissipation coefficients are 
(3.33) 
and the pressure sensor is 
IPi+lJik ^Pi.jfk "t* Pi-1, J,AT I 
(3.34) 
(3.35) 
(3.36) 
Pi+l,j,k + 2Pt,j,fc + Pi-i,j,k 
The user specified constants were typically c = 1/2, k'2) = 1^2 and = 1/64. 
In this research, artificial dissipation was only used for laminar test cases. It has been 
found that artificial dissipation has a negative effect on the higher order statistics of turbulent 
flow using LES (Dailey, 1997). 
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3.7 Integration Schemes 
3.7.1 Runge Kutta 
A four-step Runge-Kutta integration was used for the simulations using the explicit for­
mulations. The memory requirements for the Runge-Kutta scheme may be reduced by using a 
modified Runge-Kutta scheme (Jameson 1981; 1985). For the modified Runge-Kutta scheme. 
Eq. 3.23 can be written as 
HW 
= -[r]-'R"+' = n (3.37) 
dr 
which can be solved in four stages by 
= W" (3.38) 
= W-aiArTt (W<°') 
W(2) = (W<^') 
W(3) = W-aaArlt (W<2)) 
WT'i+i = W" - ArTt (W^^') 
where 
1 1 1  / Q  - I Q A  ai = - = - 0(3 = 2 (3.39) 
3.7.2 Local Time Stepping 
Local time stepping was used to accelerate convergence in the e.xplicit formulation. Local 
time stepping involves using the locally maximum allowable pseudo time step. For this work, 
the pseudo time step was computed as 
Ar = CFLY (3.40) 
where CFL is the Courant-Friedrichs-Lewy stability parameter. The eigenvalue was taken as 
the local maximum eigenvalue in the system, given in Eq. 3.32. With the dual time step 
formulation, the physical time step. At, is only limited by the desired numerical temporal 
accuracy. In stretched grids, the larger cells have larger pseudo-time steps, enhancing the 
convergence of the explicit formulation. 
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3.7.3 Implicit Residual Averaging 
Implicit smoothing can extend the stability limit of the Runge-Kutta scheme. The residual 
smoothing operator is 
(1 - - /3,V,A,)(1 - = H (3.41) 
where and are forward and backward difference operators in the i  direction. A^ and 
are in the j direction, and A(; and V,; are in the k direction. The unsmoothed residual. 72. . 
is given by Eq. 3.37 and X. is the residual after smoothing. Equation 3.41 is solved several 
times using a tridiagonal solver. 
3.7.4 Lower-Upper Symmetric Gauss-Seidel 
The lower-upper symmetric Gauss-Seidel (LU-SGS) scheme was originally developed by 
Yoon and Jameson(1987) for the Euler and Navier-Stokes equations without preconditioning. 
The pseudo time derivative is discretized with an Euler backward difference, and the physical 
time derivative is discretized with a three point backward difference, yielding 
AW 
+ T(W"+') -h C(W"+') - D(W"+^) = B(W'»+')n (3.42) 
where AW' = and Ar = - r'". The inviscid flux vectors are linearized 
about pseudo time level m as 
Em+I _ Er + [.4rAW 
pm+i ^ Fr + [BrAW (3.43) 
Qm+l ^ Gr + [CrAW 
where [A] = d E i / d W ,  [B] = d F i / d W ,  and [C] = d G i / d W ,  which are listed in Appendix A. 
The viscous and subgrid scale stress fluxes were lagged. Multiplying by we get 
^[I]+irr'[Ti"|£+[r]-' p(M«x + tBl% + [C1".-)S1«j aw = -trr'"R" 
(3.44) 
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The ( i  ±  faces are labeled as /3 = 1 and 2. The { i , j  ±  5, A:) faces are labeled as 
( 3  = 3  and 4, and the { i j , k ±  5) faces are labeled as /3 = 5 and 6, respectively. Inviscid 
flux Jacobians in the directions normal to faces 1 and 2 are denoted as [/I], the Jacobians in 
the directions normal to faces 3, and 4 are denoted as [5], and the inviscid Jacobians in the 
directions normal to faces 5 and 6 are denoted as [C\. 
[i] = ([.4]nr + [JSjrij, + [C]n.)/3=i,2 
[ B ]  = ([.4]ni + [B]ny-f [C]n.)^=3.4 (3.45) 
[C] = ([A]ni + [Bjrij, + [C]n.)fl=5.6 
For an orthogonal Cartesian grid the matrices simplify so that [-4] = [.4], [5] = [5], and 
[q = [c]. 
Letting Ar 00 
(in-'m+ [H"' [W.s, + [.4]j52 + [BljSa + [B),S4 + (Cl^Ss + [ClsSe]) AW = -[D-'R 
(3.46) 
To apply the LU-SGS algorithm to the preconditioned system of equations, the flux Ja­
cobians were modified (Chen and Shuen, 1994) to accommodate the preconditioned matrix 
as 
[.4] = [r][r]-'[A] = [r][.4] ; [i] = [r]-'[.4] (3.47) 
The flux Jacobian, [A], is split as 
[.4]= [.4]++ [.4]- (3.48) 
where 
[.4]'= = iu;([i]±7-4[/]) (3.49) 
7v4 — I (3.50) 
where is the maximum eigenvalue of [w4]5, and where u and are relaxation factors 
greater or equal to unity. This splitting of the flux Jacobians is made to ensure diagonal 
dominance. Multiplying by the preconditioner, [F], yields 
[ri[.4]^ = iw([r][i]) ± T^r]) = ia,([.4] ± T^rj) (3,51) 
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The flux .Jacobians on the control volume faces are approximated as 
([r]M]AW), = ([r][4)+AW),,>,t + ([r][M)-AW)i+,j,i 
([r)M]AW)2 = (iri(4+AW),-,,,,t + (iri[,4)-AW),,;,i 
([r)[BJAW)3 = ([rl[Bl+AW),v.t + ([r](B]-AW),„+,,i (3.52) 
([ri[siAW)4 = ((rj[B]+AW),,j.,,i + ((ri[sj-AW),,,,i 
((r](ciAW)5 = ([ri(ci+AW),j,i + ([ri[ci-AW),,^,„, 
((r](c]AW)6 = ((ri[ci+AW)ij,i., + ([r][ci-AW),,j.i 
The equation 3.46 can be written as 
{ [ L ]  +  [ D ]  + [[/]) AW = -[r]-'R (3.53) 
where the matrices [ L ] ,  [D], and [ U ]  are 
(il = -[ri-'[(iriiMi+),-,,i,tS3 + ([ri[Bl+),,j.,,.S4 + (ir](ci+),,.».,S6l (3.54) 
[o] = [ri-'[Ti5£ + [rj^t [([r][.4i+),j,,5. - (ir][.4i-),MS3 
+ - ([rl[Bl-)ij,»S4 + ([rl(Cl+)^,;.t5s - ([rl[Cl-)i,„tS6] (3.55) 
[C] = [rj-' [([ri[/t)-),+,.j-,/iS, + ([r][B]-),v+,.t5j + ([ri[ci-)i,j,n.iS5] (3..56) 
Note that [ D ]  is only a function of quantities defined at the center point, (i,i, ^ •), [ L ]  is 
only a function of quantities at the lower points, and \U] is only a function of quantities at 
the upper points. These facts are utilized in the solution procedure described in the following 
paragraphs. 
Due to the splitting of the flux Jacobians, 
[r][i]+-[r][A]- = u;7.4[r] (3.57) 
[r][fl]+-[r][fl]-=a;7fl[r] (3.58) 
[r][(^+-[r][q- = u;7c[r] (3.59) 
(3.60) 
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It is assumed that Si w S 2 ,  S 3  w S 4 ,  and S5 « Se, such that the equation for [£)] reduces to 
[ D ]  = ^£[r]-'[T] + Q h A S n  + 7B524 + 7c556)[/] (3.61) 
where S12 = ^(Si + Sj), 534 = ^(53 + 54), and Sse = ^(Ss + Se). For the orthogonal Cartesian 
grid, Si = S2, S3 = S4, and S5 = Sg. Due to the nature of the preconditioning matrix 
employed here, the product [r]~'[r] is a diagonal matrix, and [D] is diagonal. This is not 
generally true for other preconditioners, such as those of Choi and Merkle (1993). or Lee and 
van Leer (1993). 
To solve the system efficiently, Eq. 3.53 is approximately factored as 
{ [ L ]  +  [ D ] ) [ D ] - ' { [ D ]  + [C/])AW = -[r]-'R (3.62) 
and solved in three steps as follows: 
Step 1: { [ L ]  + [D])AW = -[r]-^R 
AW = [Dr'(-[r]-'R- [L]AW) 
Step 2: ([£»] + [C/])AW = [D]AW* 
AW = AW - [D]"^[CnAW 
Step 3: W"+^ = W" + AW 
The solution process for Step 1 involves sweeping on i + j i- k = constant planes from 
the lower corner, = (1,1,1), to the upper corner (t,i,/:) = (ni,nj,nk), of the gird, 
where ni, nj, and n k  are the number of interior control volumes in the i, y, and s directions, 
respectively. Since [I]AW is always known during this process, it is moved to the right hand 
side in Step 1. For Step2, the solution is swept from the upper corner to the lower corner of 
the grid. Since [(7]Aiy is always known during this process, it is moved to the right hand side 
in Step 2. Note that [D] is diagonal. The inversion of [£?] requires very little computational 
effort. 
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An algorithm explained by Dailey (1997) is used to sweep on i + j + k = constant planes. 
The boundary conditions are determined by setting AW = 0 at ghost cells and explicitly 
setting W at the beginning of each iteration. 
3.8 Convergence Criteria 
The convergence criteria is based on 
R = < TOL (3.63) 
^cells 
where R-z reflects the residual of the u-momentum equation in the system, and Ncells represents 
the total number of cells. For the two-dimensional formulations TOL was set so that R 
dec rea sed  fou r  o rde r s  o f  magn i tude .  Fo r  t ime -accu ra t e  t h r ee -d imens iona l  f o rmu la t i ons  TOL 
was set so that R decreased two orders of magnitude. 
3.9 Boundary Conditions 
Boundary conditions were enforced by using "ghost" or "image" cells. The ghost cells were 
generated by reflecting the control volume on the boundary about the grid boundary itself. 
The ghost cells have the same volume and surface areas as their respective fluid cells on the 
boundary. Equation 3.11 was used with boundary condition information, such as the no-slip 
condition, zero normal pressure gradient condition, and isothermal wall conditions. From this 
information the ghost cell values could be calculated so that these boundary conditions were 
enforced. Figure 3.2 depicts a typical ghost cell. 
3.9.1 Solid Wall Boundary Conditions 
For solid walls, the no-slip boundary condition was used. For stationary walls, all three 
velocity components were zero. By using Eq. 3.11 the relationship between the variables in 
the ghost cell and the fluid cell becomes 
Pg ~ Pnw 
Ug ~ lijltU 
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Grid boundary 
o ("W) Near wall cell 
/ / / / / / / /  / / 
o (g) Ghost cell 
Figure 3.2 Typical ghost cell 
Vg - -Vntu (3.64) 
Wg — Wntu 
Tg = 2T, J 0  -  Tnw 
where Tiao is the isothermal temperature to be enforced at the boundary. 
For the driven cavity problem, the u component of the velocity in the ghost cell was 
determined by Ug = Ium - Unw, where uud is the velocity of the moving lid. 
3.9.2 Periodic Boundary Condition 
Periodic boundary conditions were used extensively in this work. For periodic boundaries 
the ghost cells were transposed copies of the fluid cells at the matching periodic boundary. 
The relationship between the ghost and fluid variables is given by 
Pg = PS 
Ug = Uf 
Vg = Vf (3.65) 
Wg = Wf 
Tg  =  T f  
39 
3.10 Unstructured Hexahedral Formulation 
An unstructured hexahedral formulation was motivated by difficulties with the unstruc­
tured tetrahedral formulation described in the next chapter. The unstructured hexahedral 
formulation was an extension to the structured finite volume formulation that allowed local 
grid refinement by using unstructured techniques and algorithms. structured formulation ar­
ranges the geometrical information and flow field information for the cells in three-dimensional 
arrays. In structured grids the neighboring cells are easily accessed by using the cell index. The 
location of the neighboring cells is implicitly defined because the configuration of the grid cells 
is analogous to the data structure, a three-dimensional array. In an unstructured formulation, 
the geometry and flow variables for the cells are stored in linear arrays. The index numbers of 
the neighboring cells to a control volume are stored in connectivity arrays. The location of a 
neighbor cell in the linear array, or address of the neighbor, is not found directly in the data 
scheme, but indirectly in the connectivity array, which is termed indirect cell addressing. 
This approach was developed for more efficient placement of grid cells with the planar chan­
nel geometry described in Chapter 5. The local grid refinement was achieved by subdividing 
cells in the streamwise and spanwise directions in regions near the solid boundaries. Figure 3.3 
shows the grid at the exit plane of the channel. 
The interface where the original and subdivided cells are located must be treated very 
carefully to maintain accuracy. Kallinderis (1992) carefully evaluated the treatment of zonal 
Figure 3.3 Unstructured hexahedral grid at channel exit plane 
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boundaries on a cell-vertex finite volume formulation. He concluded that for accurate calcula­
tions with discontinuities, the inviscid flux should be treated in a fully conservative approach, 
but that the derivatives in the viscous flux terms should be treated with a non-conservative 
approach. The accuracy of the gradients can be easily analyzed when the grid is orthogonal 
and regularly spaced because the formulation reduces to a finite difference expression. If a 
fully conservative approach is used for the gradients, the accuracy reduces to first order at the 
grid resolution interfaces. Second order accuracy can be maintained by volume averaging the 
subdivided cells in the region of the grid resolution interface. The inviscid terms were treated 
conservatively. As shown in Fig. 3.4, where there were four faces on one side of a cell, the 
variables at the face were determined by 
subdivided face — original celt "i" subdivided cell (3.66) 
orginal cell 
subdivided cell 
1 1 1 1 1 1 1 f 
fmm 
/ 
/ 
subdivided faces 
Figure 3.4 Treatment of variables at grid resolution interface 
The gradients were calculated and stored at the faces. Using the Gauss-divergence theo­
rem on the orthogonal Cartesian grid reduces to central differencing. Volume averaging was 
performed to maintain the accuracy of the central differences in the viscous terms. The subdi­
vided cells were volume averaged to obtain the flow variables for the parent cell. The volume 
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averaging was dependent on where the face was located in relation to the parent cell and the 
grid resolution interface. Faces normal to the unit vector i are designated a:-faces. There were 
several diflFerent configurations that required calculation of derivatives of the form do/dy on 
the i-faces, where o is a flow variable. The configuration was identified by inspecting the 
connectivity of the face where the gradient was being calculated. The seven configurations for 
the x-faces are shown in Fig. 3.5. The shaded surfaces show the faces where the gradients were 
calculated. The two points for the central difference calculation are shown in the figure. The 
configurations for calculating the derivatives on the z-faces are analogous to the configurations 
used on the x-faces, but are not shown here. 
Figure 3.6 shows the different configurations for calculating the gradients on the derivatives 
on the ^-faces. Cases 1, 2, and 3 are used for calculating the dcpfdy derivatives. Cases 4, 5. and 
6  a r e  u s e d  f o r  t h e  d < p f d x  d e r i v a t i v e s .  T h r e e  a d d i t i o n a l  c o n f i g u r a t i o n s  f o r  c a l c u l a t i n g  d o j d z  
derivatives are analogous to the d<^ldx cases, but are not shown here. 
3.11 Zonal Embedded Grids 
The zonal embedded grid formulation is another extension to the structured finite volume 
formulation that improved upon the unstructured hexahedral approach. This approach takes 
advantage of the efficiency of structured grids while still allowing local grid refinement near solid 
boundaries. The grid is decomposed into blocks to yield a multi-block formulation. The blocks 
are selected so that different zones in the mesh are constructed. The zones are established so 
that the grid resolution increases from zone to zone as the wall region is approached. Blocks 
are not required to have matching grid resolutions across the zonal boundary, instead ghost 
cells are used in conjunction with high order interpolation to transfer data from zone to zone. 
Zonal grid refinement combined with grid stretching in the wall normal direction allows for 
efficient use of computational resources in large eddy simulations. 
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Figure 3.5 Configurations for treating the derivatives on the x faces 
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a) Case 1 b) Case 2 c) Case 3 
- o - - -
d) Case 4 e) Case 5 f) Case 6 
Figure 3.6 Configurations for treating tlie derivatives on tlie y faces 
3.11.1 Blocking Arrangement 
The channel was subdivided into blocks for parallel efficiency. For the channel geometry 
configurations of 14 and 22 blocks were used. The 14 block configuration is depicted in Fig. 3.7. 
An exploded view is depicted in Fig. 3.8. A streamwise cutting plane of a zonal embedded grid 
is shown in Fig. 3.9. The 22 block configuration is depicted in Fig. 3.10. ."Vn e.xploded view of 
the 22 block configuration is shown in Fig. 3.11. 
3.11.2 Interpolation 
Each block used one layer of ghost cells for interpolation. The ghost ceils of one block 
overlapped the fluid cells in the neighboring block, as seen in Fig. 3.12. Because the ghost 
cells and fluid cells were perfectly aligned in the y direction, only bi-cubic interpolation was 
required for the channel flow. 
Cubic interpolation was selected for this work to achieve continuity in both the interpolated 
function and the first derivative of the interpolated function. Interpolation was performed from 
the fluid cells of one zonal block to the ghost cells of the neighboring zonal block. The ghost cell-
center is located inside of four fluid cell-centers where the flow variables are known, as shown 
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Figure 3.7 Configuration for channel geometry with 14 blocks 
re 3.8 Configuration for channel geometry with 14 blocks, exploded 
view 
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Figure 3.9 An example zonal embedded grid, streamwise cutting plane 
Figure 3.10 Configuration for channel geometry with 22 blocks 
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Figure 3.11 Configuration for channel geometry with 22 blocks, exploded 
view 
zone 1 
H M M tes 
zone 2 
Figure 3.12 Ghost cells used in interpolation 
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in Fig. 3.13. The bi-cubic formulation used requires the calculation of the derivatives dcpldx, 
d4>ldy^ and d'^<t>ldxdy at points (i, A:-f 1), and (i + l,k + l). These gradients are 
calculated with fourth order central differences. The accuracy of the interpolation is related 
to the accuracy of the derivatives. The bi-cubic interpolation requires a transformation and 
uses scaled local coordinates to locate the ghost cell in the fluid cells, the details of which are 
shown in Appendi-t B. 
ghost cell 
i-t-l,k-l-l 
i-j-l,k 
Figure 3.13 Location of ghost cell-center near four fluid cell-centers 
This procedure does not strictly enforce monotonicity or conservation, but the accuracy of 
the interpolation is fourth order, while the truncation errors for the finite volume method are 
second order. In Chapter 7 a posteriori analysis of the results and accuracy will be discussed. 
3.11.3 Load Balancing 
The zonal embedded formulation was implemented in parallel using multiple blocks of data. 
Either the explicit or implicit formulation could be used to solve the set of equations on each 
block. The number of cells in each block was carefully determined to provide optimal load 
balancing between the processors. 
The low Reynolds number channel simulation was performed with the 14 block configura­
tion. The number of cells in each block is shown in Table 3.1. Excellent load balancing was 
achieved for 7 or 14 processors. There is at most 1.6% difference in the number of cells per block. 
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Table 3.1 Load balancing between different blocks for low Reynolds num­
ber channel 
Block number Resolution Total Number of cells 
1 32 X 9 X 32 9216 
2 32 X 9 X 32 9216 
3 32 X 9 X 32 9216 
4 32 X 9 X 32 9216 
5 48 X 8 X 24 9216 
6 48 X 8 X 24 9216 
7 36 X 7 X 36 9072 
8 36 X 7 X 36 9072 
9 48 X 8 X 24 9216 
10 48 X 8 X 24 9216 
11 32 X 9 X 32 9216 
12 32 X 9 X 32 9216 
13 32 X 9 X 32 9216 
14 32 X 9 X 32 9216 
total 128736 
For the high Reynolds number channel calculations, four grid resolutions were used. The 
14 block configuration used a coarse grid, an intermediate grid, and a fine grid resolution. The 
coarse grid used the same grid as the low Reynolds number channel, as shown in Table 3.1. 
The intermediate grid load balancing in shown in Table 3.2. The fine grid load balancing is 
shown in Table 3.3. 
The zonal embedded grid with the 22 block configuration was used to aggressively reduce 
the number of cells in the interior of the domain, away from the solid wall. A significant 
reduction in the total number of cells was achieved. The load balancing for this grid is shown 
in Table 3.4. 
The zonal embedded grids use a fraction of the cells that would be required in a single 
zone grid with the same near wall grid resolution. The 14-block coarse grid used 49% of cells 
required in a single zone with the same near wall grid resolution. The 22-block grid also used 
49% of cells required in a single zone with the same near wall grid resolution. 
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Table 3.2 Intermediate grid load balancing 
Block number Resolution Total Number of cells 
1 35 X 16 X 35 19600 
2 35 X 16 X 35 19600 
3 35 X 16 X 35 19600 
4 35 X 16 X 35 19600 
5 60 X 11 X 30 19800 
6 60 X 11 X .30 19800 
7 50 X 8 X 50 20000 
8 50 X 8 X 50 20000 
9 60 X 11 X 30 19800 
10 60 X 11 X 30 19800 
11 35 X 16 X 35 19600 
12 35 X 16 X 35 19600 
13 35 X 16 X 35 19600 
14 35 X 16 X 35 19600 
total 276000 
Table 3.3 Fine grid load balancing 
Block number Resolution Total Number of cells 
1 40 X 20 X 40 32000 
2 40 X 20 X 40 32000 
3 40 X 20 X 40 32000 
4 40 X 20 X 40 32000 
5 64 X 16 X 32 32768 
6 64 X 16 X 32 32768 
7 50 X 13 X 50 32500 
8 50 X 13 X 50 32500 
9 64 X 16 X 32 32768 
10 64 X 16 X 32 32768 
11 40 X 20 X 40 32000 
12 40 X 20 X 40 32000 
13 40 X 20 X 40 32000 
14 40 X 20 X 40 32000 
total 452072 
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Table 3.4 Aggressive grid load balancing 
Block number Resolution Total Number of cells 
1 40 X 7 X 40 11200 
2 40 X 7 X 40 11200 
3 40 X 7 X 40 11200 
4 40 X 7 X 40 11200 
5 32 X 11 X 32 11264 
6 32 X 11 X 32 11264 
7 32 X 11 X 32 11264 
8 32 X 11 X 32 11264 
9 48 X 10 X 24 11520 
10 48 X 10 X 24 11520 
11 36 X 9 X 36 11664 
12 36 X 9 X 36 11664 
13 48 X 10 X 24 11520 
14 48 X 10 X 24 11520 
15 32 X 11 X 32 11264 
16 32 X 11 X 32 11264 
17 32 X 11 X 32 11264 
18 32 X 11 X 32 11264 
19 40 X 7 X 40 11200 
20 40 X 7 X 40 11200 
21 40 X 7 X 40 11200 
22 40 X 7 X 40 11200 
total 249120 
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CHAPTER 4 FINITE VOLUME FORMULATION FOR 
TETRAHEDRAL GRIDS 
A compressible unstructured finite volume formulation was developed. The formulation was 
based on tetrahedral grids with upwinding. The calculation of gradients, linear reconstruction, 
and flux limiting is described. 
4.1 Finite Volume Approach 
In developing an unstructured finite volume approach one must decide where to store 
the flow variables. Typically these variables are stored either at the cell-verte.\ or at the cell-
center. The discussion of whether to use cell-vertex or cell-centered approaches is most relevant 
in three-dimensional applications. For two-dimensional problems, the benefits of one method 
over the other are small, limited by the ratio of edge to vertex and cell to vertex ratios. The 
difference in overhead between these approaches is more pronounced in three dimensions. For 
three dimensions, Marvriplis (1992) has argued that the cell-vertex approach is potentially 
more accurate than the cell-centered approach because there are more control surfaces used in 
the integration. Barth (1991) has argued that the number of flux computations required for 
the cell-center scheme is greater than the cell-vertex scheme; however, this is for a given mesh. 
This is not the case when different grids with a comparable number of degrees of freedom are 
used. Potsdam et al. (1993) found that the solution quality of a cell-centered scheme was 
superior to that of a cell-vertex scheme. Although it is not clear which scheme will prevail, 
Venkatakrishnan mentions that the cell-centered scheme benefits from lower computational 
requirements because fewer tetrahedra are required for the same number of solution points. 
For these reasons, a cell-centered approach was used, where the data are stored at the center 
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of a triangle in 2-D, or at the center of a tetrahedral cell in 3-D. 
4.1.1 Grid Data Structure 
In structured grids, a cell is related to its neighbor cells by its own inde.x. If the cell's 
i n d e x  n u m b e r  i s  t h e n  t h e  n e i g h b o r  c e l l s  a r e  l o c a t e d  a t  [ i  +  1 , J ,  k ) ,  { i  -  ( i j  +  
l . k ) , { i j  -  l , k ) , { i , J , k - i -  1), and ( i , j , k -  1). In unstructured grids the nodes, lines, faces, 
and cells are numbered and identified by a unique index number. The numbering is arbitrary. 
These quantities are stored linearly in arrays. The neighboring cells, or connecting cells, must 
be identified in a connectivity array. The location, or address, of the neighboring cells must 
be looked up in the connectivity array, which is termed indirect addressing. The additional 
arrays for connectivity adds both computational overhead and additional memory storage, but 
allows for more complicated and fle.xible mesh configurations. 
The geometrical location of the nodes and how they are connected are pre-determined by 
the grid generator. This Information is used to generate the edges, faces and ceils of a mesh. 
In three dimensions, nodes are connected to form tetrahedrals. By convention, the vertices of 
the tetrahedrals are called nodes. The lines connecting vertices are called edges. Three edges 
form triangles which are called faces. Four faces bound the volume of the tetrahedral forming 
a cell. In two dimensions the terms edge and face both refer to a line of connected nodes and 
a cell is the triangle formed by such lines. 
The two-dimensional formulation used an edge-data structure to establish the connectivity; 
that is, cells were defined in relation to the edges. The algorithm for solving the Navier-Stokes 
equations can then perform most of the calculations by sweeping through the edges. Two-
dimensional arrays niine and nee// contained the edge connectivity. The first two elements of 
the nline array contained the indices for the nodes, and the second two elements contained 
the indices for the cells located on either side of the face. In the case of a boundary face, the 
second cell entry would be a non-positive integer. A negative integer value was used to denote 
the type of boundary condition applied at the edge. The first three entries in the nee// array 
contained the indices for the faces of the cell. The last three entries contained the indices of 
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nline(l:4,7)= 14, 26, 2, 5 
ncell(l:3,o)= 7, 8, 10 
ncell(4:6,5)= 14, 26, 23 
Figure 4.1 Data structure for two-dimensional formulation 
the nodes of the cell. An example is shown in Fig. 4.1. 
The three-dimensional formulation uses a face-data structure to establish connectivity. Two 
arrays, nface and ncell were used. The nface array contained the indices of the edges and the 
cells on either side of the face. The ncell array contained the indices for the faces of the cell 
and the indices of the nodes of the cell. The connectivity structure is shown in Fig. 4.2. 
nface(l:3,n)=linel, line2, line3 
nface(4:5,n)=celll, cell2 
ncell(l;4,n)=facel, face2, face3, face4 
ncell(5:8,n)=nodel, node2, node3, node4 
Figure 4.2 Data structure for three-dimensional formulation 
4.2 Grid Generation 
The two-dimensional grid used in validating the solver with the driven cavity test case 
was generated using Triangle, a finite element grid generator (Shewchuk, 1996). Grids were 
generated using Delaunay triangulation (Holmes and Snyder, 1988). More information can be 
found on the Triangle web page at http://www.cs.cmu.edu/ quake/triangle.html. 
For the three-dimensional grid generation, the commercial package VGRID was used (Samareh-
Abolhassani, 1994). This approach uses the advancing front technique to generate a grid 
(Pirzadeh, 1992). An unstructured surface grid is generated with Delaunay triangulation, then 
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tetrahedral cells are generated from the surface Inward to the interior of the domain. Where 
the grid fronts meet, special care must be taken to patch the fronts into a single coherent grid. 
4.3 Geometry Calculations 
The area of a triangle is calculated for both two- and three-dimensional formulations. To 
calculate the area, the semi-perimeter formula is used 
where s is the semi-perimeter of the triangle, and a, 6, and c are the lengths of the sides of the 
triangle. The volume of a tetrahedron was calculated by taking 1/6 of the triple product, or 
determinant of the matrix whose rows are the vectors connecting the nodes. 
UHx UUy I'Hc 
where v\2 represents the vector between vertices 1 and 2, v\3 represents the vector between 
vertices 1 and 3, and oh represents the vector between vertices 1 and 4 of the tetrahedron. 
4.4 Integral Approximations 
The integral-vector form of the filtered governing equations was discretized using tetrahe­
dral control volumes. The primitive variables {p, Ui,f), were stored at the cell centers. For a 
general cell k, the volume integrals were approximated by the mean value theorem as 
where is the volume of the cell. Consequently, a solution variable stored at the cell center 
was assumed to be the average value for the control volume. 
The surface integrals were approximated with the mid-point rule as 
(4.1) 
V l 2 x  Ul2y ^12: 
^  ~  Q  V i Z y  i;i3: (4.2) 
(4.3) 
(4.4) 
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where 
4 
C(W) = 5^{(En^ + Fn, + Gn,)S}^. (4.5) 
/3=1 
and /3 is an index ranging over the four faces of the control volume. The cell face area vector 
is dS = Sfi, where S is the magnitude and n is the unit normal. 
4.5 Gradients 
Gradient calculations were required for the Navier-Stokes formulation. The gradients at the 
faces contribute to the viscous fluxes. When upwinding was used, gradients at the cell centers 
were required to reconstruct the face values. Several possibilities are available for gradient 
calculations. 
4.5.1 Gauss Divergence Theorem 
The gradient at a cell center can be calculated by an application of the Gauss divergence 
theorem. For a variable o 
Here the gradient is taken to be constant in each control volume. In two dimensions the control 
surface uses surrounding cell-centers to obtain an accurate surface integral. Although this 
approach works well for two-dimensional applications, it becomes prohibitively complicated 
in three dimensions. The control surface utilizing surrounding cell centers cannot easily be 
determined. 
Some researchers have used the cell itself as the volume to which the Gauss divergence 
theorem is applied to establish the gradient. This approach uses a first order approximation at 
the faces to calculate an initial gradient. Then, linear reconstruction is used to calculate face 
values, and the Gauss divergence theorem is used a second time to calculate gradients (Mathur 
and Murthy, 1997). This approach is e.xpensive, but effective. 
(4.6) 
where the gradient can be approximated by using the mean value theorem as 
(4.7) 
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4.5.2 Gradient Calculation Attributed to Frink 
By using information at the nodes or vertices of the triangle, gradient information may be 
extracted by a method attributed to Frink (1992). The way in which such nodal information 
can be obtained for a cell centered scheme will be described in the next section. The gradient 
for a two-dimensional triangular cell as shown in Figure 4.3 can be calculated by 
- <l>3r . i(<Pi+02)-03r 
=  T , — ; — ^ '  +  T , — ; — ^  J  H - o )  
i(a:i+ X2) - 3:3 5(yi+i/2)-y3 
The component of the gradient in the direction from the cell center to the centroid of the 
surface is given by 
V?,/ = • — — (.1.9) 
where Ar is the distance from the cell center to the centroid of the cell face, and Oz refers 
to the variable <p at vertex 3 in Fig. 4.3, and Ar represents the vector pointing from the cell 
center to the centroid of the cell face. The value of (f) computed at the face / is 
<!>/= <t>c +  ^ {4>i + <t>2) -  ^ <i>3 (- i- iO) 
This approach may easily be extended into three dimensions. 
4.5.3 Nodal Calculation 
Using Eq. 4.8 and Eq. 4.10 requires calculation of the nodal values. Some implementations 
of the Gauss divergence theorem also require nodal values. The most straightforward approach 
for calculating nodal values is to use the average of the variables in the contiguous surrounding 
Figure 4,3 Gradient by Frink's method 
cells. A slightly more accurate way is to weight the average with the inverse of the distance of 
the cell center to the node. This allows the nearest cell centers to have the greatest influence 
on the nodal value. 
(4.11) 
r, 
A more accurate approach to calculating nodal values is one based on deriving weight 
factors for the equation (Holmes and Connell, 1989) 
/ (SJLj wc,i). (4.12) 
According to Frink (1994), the weight factors must satisfy the Laplacians. which in two 
dimensions are 
L{xn) = !:?=,u;,,(xe,.-x„)=0 (4.13) 
L{yn) = ^i=iWcAyc,i - IJn) (4.14) 
The Laplacian of a linear function is exactly zero, so the weights are defined by 
Wc.i = l + ^ Wc,i (4.15) 
and 
^^c,i ~ ^ti) "t" ~ yn) (4.16) 
A cost function is defined as 
C = !:r=,(Au;,..f (4.17) 
The cost function is minimized by solving an optimization problem subject to the constraints 
of Eq. 4.14. This is solved by the method of Lagrange multipliers where Awc.i is given by 
~ ®n) "i" ^yiVc.i  ~ Un) (4.18) 
The solution to the constrained optimization problem yields the Lagrange multipliers 
Aj. — [IxyRy lyyRx]/( .^xxlyy ^xy) 
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(4.19) 
The weights are constructed entirely from geometrical information. This approach is also 
easily extended into three-dimensions. However, for the problems attempted in this work 
symmetry planes were used in the grids to create periodicity. At these symmetry planes the 
optimization problem becomes singular and the Lagrange multipliers cannot be computed. 
4.5.4 Least Squares 
The method of least squares is the most robust approach for calculating the gradients either 
at the faces or at the cell centers. Least squares is also the most flexible method of calculating 
gradients because it may be used with mixed or hybrid cells, and arbitrary, polyhedral cells. 
The location of the cell center of cell i is denoted n. To calculate a gradient at a cell center 
t the least squares formulation is developed by writing a set of multidimensional Taylor series 
expansions from to neighboring cell centers, Fk, ffc+i. rfc+2) ^^+3 
Each equation may be scaled using a weighting factor, w, based on the inverse distance of the 
neighboring cell-centers to the cell center i. The weighting factor is Wk = l/lnt - r;], and the 
set of equations becomes 
<Pk = <Pi + [n - n) • 
0k+i = 4>i + (nt+i - fi) • "vcpi 
<Pk-¥2 = 't>i + {n+2 - ^i) • V<pi 
0k+3 = (Pi + (nt+3 - n) • (4.20) 
[ <Pk = 4>i + (rfc - fi) • V(pi ] Wk 
[  (f>k+i = <l>i + (rjk+i - fi) • V0f ] Wk+i 
[ 'Pfc+2 = <Pi + (nk+2 - n) • ] Wk+2 
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[ 4>k+3 = <Pi + (^.-+3 - n) • V(p,- ] Wk+3 
This may be rearranged to give 
(4.21) 
Wk 
Wfc+i 
Wk+2 
Wk+3 
fk -- fi 
1 - r, 
n:+2 - r, 
^/;+3 - r, 
d o  
dx 
d0 
t>y 
d<t> 
dz 
W k  
Wk+l 
Wk+2 
t"k+3 
0k - 0i 
<Pk+l - Oi 
Ok+2 - ©i 
<0fc+3 - 0i 
(4.22) 
The weight matrix is rax « and diagonal, where n  is the number of equations in the formulation. 
A shorthand notation for the fk - fi matrix is used above, where 
n  - n  = (rfc, - r, J • I  + (rfc^ - r. J • J  + { r k ,  - r. J • k (4.23) 
The fk - fi is n X 3. The unknown gradient of the (p vector is size n x 1. When the matrices 
are multiplied, the left hand side of the equation becomes a vector of size n x 1. On the right 
hand side, the matrix representing the difference in the cell variables has a size of n x 1. When 
the right hand side of the equations is multiplied it becomes n x 1 also. This may be reca-st 
into the form Ax = B, where x = V©. 
d<S> 
tlx 
dit 
d(b 
d: 
Wk{<Pk - <Pi) 
W k + i { 0 k + l  -  0 i )  
"'<:+2(0fc+2 ~ <Pi) 
Wk+3{<Pk+3 - 0i) 
(4.24) 
W k A r k ^  W k A r k . j  WfcArfc. 
lOfc+iArfc+i^ Wk+iArk+i^ Wk+iArk+u 
Wk+2^rk+2i tffc+2Arfc+2j, M;fc+2.Arfc+2. 
^k+3^rk+3i Wk+3Ark+3y 
where Art represents fk — fi, and Ark^ represents the x component of the vector. This is an 
over-determined system with more equations than unknowns. The solution scheme for this 
system is given in the next section. 
4.5.5 Gramm-Schmidt Method 
The Gramm-Schmidt technique is an efficient way to solve the over-determined system of 
equations given by Eq. 4.24. The Gramm-Schmidt approach decomposes the A matrix into 
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an upper triangular matrix, R, and an orthogonal matrix, Q, to give 
QRx = 6 (4.25) 
To solve for f, both sides are multiplied by the transpose of QR 
(QR)^QRx = (QR)^6 (4.26) 
Using the matrix identity (QR)^ = R^Q^ we get 
R^Q^QRx = R^Q^6 (4.27) 
Multiplying both sides by R^ ' gives 
R^"' R^Q^QRi = R^"' R^Q^6 (4.28) 
.\'ow using the identity property R^~'R^ = I, and the matrix property of orthogonal matrices. 
Q^Q = I, we get 
R£=Q^6 (4.29) 
.\nd we can solve for x by simple back-substitution because R is an upper triangular matrix. 
The algorithm for calculating R and Q is an efficient process given in Golub and Van Loan 
(1989). There is an additional advantage in that the R and Q matrices only depend on 
geometry and can be calculated once at the beginning of the calculation and stored. 
4.6 Reconstruction 
The finite volume method stores the flow variables at the cell centers. These values are 
considered to be the integral average in each cell. The accuracy of the solution is limited by 
the accuracy of the surface flux integral which is determined by face values of the cells. In an 
effort to increase the accuracy of the surface flux integral we resort to reconstructing a Taylor 
series expansion from the cell center to the face. By using a polynomial of degree k we generate 
k exact reconstruction. 
Linear reconstruction is most commonly used to determine the face variables for flux cal­
culations by 
(bf = (4.30) 
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where <pc is the flow variable at the cell center, <p/ is the reconstructed face variable used in the 
flux operation. V(^c is the gradient at the cell-center, r = x/ - £e, and vp is a flux limiter that 
will be discussed in the next section. Additional research into quadratic and other high order 
accurate k exact reconstruction has been done by Barth (1993). Delanaye and Essers(1997). 
and Oilivier-Gooch (1997), but typically requires additional computational overhead. 
4.7 Flux Limiting 
Flux limiting or slope limiting is frequently required to add stability to schemes using 
reconstruction. For unstructured finite volume schemes, the most common approach is to use 
Earth's flux limiter (Barth, 1994). Barth's flux limiter uses the idea that the reconstructed 
face value of a cell must be bounded by the maximum and minimum values of the neighboring 
cells and the cell itself. First the minimum and maximum values are determined by 
" = 'niin{(po} ^ neighbors) ("^•^1) 
(pg — rn.ax(<i)o, (pngighbors) (•^•32) 
which satisfies the condition (p^'" < (po < Then an intermediate limiter. li'ok is deter­
mined by 
tok = -
if <Pk - <Po > 0 
x m i n .  
mm(l, \_^^°), if <Pk - 'Po < 0 (-l-SS) 
1,  i f  < P k - < P o  =  Q  
where the denominator term, (<pi.-<po), is equal to the non-limited term (Voo-^o)' The limiter 
at the cell, yjo is then constructed by taking the minimum of the values of tpoki hence, 
tjjo = min{ipok),li =  1 .  nk ( 4 . 3 4 )  
This strategy reduces the gradient in all directions simultaneously and drives the solution to 
first-order spatial accuracy. Unfortunately, the discontinuous nature of this limiter can hinder 
the steady-state convergence so that residuals cycle at a threshold value. One way researchers 
have remedied this problem is to freeze the value of the limiter at each cell after a certain point 
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in the convergence, and store the limiters for subsequent iterations. This allows the residuals 
to converge to machine zero. 
Aftosmis (1994) suggested limiting the gradient only in the surface normal direction to 
reduce the dissipative characteristics of the limiter. This is done by resolving the gradient into 
the normal, n, and tangential, t, components. 
V(po = (V^o • ra)n + (V(po • (4.35) 
Then the fiux limiting is applied only to the normal component of the gradient 
Vcpo = • n)n + (V(J>0 • t ) t .  (4.36) 
This improves the convergence by an additional order of magnitude over Barths limiter. The 
directional limiter is still limited in its ability to converge to machine zero. 
A significant improvement can be made by using Venkatakrishnen's (1993) limiter. This 
newer flux limiter increases the convergence characteristics of the scheme significantly. This 
improvement comes at the expense of strict monotone behavior because the new scheme allows 
small local overshoots and undershoots in the discrete solution where the solution is smooth. 
Venkatakrishnen's limiter may be expressed by 
i^ok = "   ^  ^o-"\ 
J_^:Umn+f£2+3^  I,mm ' f A n 
where Ai.mar = <Pmax " 4>o, ^i,mm = Pmin - <i>o, ^2 = r • ^4>o, and 6 is a small number to 
prevent division by zero. The variable i controls the degree of limiting and depends on some 
estimate of the mesh scale, such as 
€-2 = (A'|r-1)3 (4.38) 
where r is the minimum radius of the of a circle or sphere inscribed in the fluid cell, and K 
is Venkatakrishnan's constant. The value K is determined by making several test runs and 
selecting the largest value that allows a stable simulation. Typical values for K range from 2 
to 10. 
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Aftosmis et al. (1994) showed that the order of accuracy greatly depends upon the flux 
limiting. Even if higher order accurate k exact schemes are used, the accuracy may be undercut 
by not taking great care with the flux limiting. 
4.8 Upwinding 
The upwind formulation used linear reconstruction with Venkatakrishnan flux limiting and 
least squares with the Gramm-Schmidt method for calculating gradients. The upwinding 
resembled the AUSM-type scheme (Wang, 1995). The inviscid flux was treated as scalar 
values carried by the mass flow. 
/ 
F. = a 
T 
\ 
When {pu) • n  > 0 then the terms in the parenthesis were taken as the upwind state. The 
resolved total enthalpy, H, is given in Eq. 2.55 
1  ^  ( ' ] (' ] '  0 ^  
u  u u P 'i 
V 
T 
V 
pw 
j + Y V ic+R Pj 
w w w pk 
U i  U  J  1 0  y  
4.9 Explicit Solution Technique 
The explicit formulation was based on the Jameson type four stage Runge-Kutta scheme 
described in Chapter 3, Local time stepping was also used to enhance the convergence in the 
explicit formulation. 
4.10 Implicit Solution Technique 
The implicit set of preconditioned equations can be expressed by 
f [T]^dn+ f [T]^ dn + / [Ei + Fj + Gfc] •ndS= !  
Jn OT Jn  a t  Jan i  Jn  
B dn (4.39) 
By representing the time term by a three-point backward stencil and linearizing the inviscid 
flux about a point in pseudo-time, we can write the system of equations in delta form as 
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^ + i n * '  T .  [ w + [ B i j + ( c i i - ]  •  f f - f s )  = - n  ( 4 . j o )  
which has the form [A]x = TL , where [.4] is a sparse matrix, and where 
72. = [r]-'[r]^(3W^' - 4W" + W"-M + [r]-' [e?+  Fj+  G^-j •  ndS (4.41) 
This system of equations can be solved using either direct or iterative methods. The direct 
method involves matrix inversion of the complete sparse system which is very complicated and 
expensive to compute. A more practical approach is to use an iterative scheme such as point 
.lacobi, point Gauss-Seidel or a sparse matrix solver such as the GMRES (Generalized .Minimal 
Residual) algorithm developed by Saad and Schultz (1986). 
The sparse matrix of the discretized equations can be written as a linear combination of 
the diagonal [D], lower-diagonal, [L] and upper-diagonal matrices. Hence 
[.4]" = [1]"-^ [£>]" +[[/]". (4.42) 
The Gauss-Seidel scheme was expressed as 
.A.fter the completion of each iteration, the residual and the boundary conditions were updated 
using the latest flow field solution. At the end of each iteration the flow solution was e.Ktracted 
from the delta form by 
W^n+l = (4 44) 
4.11 Boundary Conditions 
Similar to the procedure used in the structured formulation, boundary conditions were 
enforced in these codes by using "ghost" or "'image" cells, as depicted in Fig 4.4. The purpose 
of these cells was to enforce the correct flux of mass, momentum and energy across the faces 
at the boundaries. 
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Figure 4.4 Ghost ceils for boundary conditions 
For solid walls, the no slip condition was enforced for the velocity components. For sta­
tionary walls, all three velocity components were zero. A zero normal pressure gradient and 
isothermal wail conditions were also used. The implementation with ghost cells was expressed 
by Eq. .3.65. Periodic boundary conditions were used for the isotropic-decaying turbulence 
problem. Periodic ghost cells were generated. The ghost cells for the periodic boundary were 
given the same values as their corresponding fluid cells, as described by Eq. 3.66. 
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CHAPTER 5 LAMINAR VALIDATION 
Before developing the three-dimensional structured and unstructured formulations, two-
dimensional formulations were developed and validated. Validation is essential for any code 
development in computational fluid dynamics. In this chapter, validation for the structured 
and unstructured formulations are shown. 
5.1 Lid Driven Cavity 
The lid driven cavity is a widely used benchmark to evaluate numerical formulations of 
the Navier-Stokes equations. The boundary conditions are simple because they do not require 
inflow or outflow conditions. The no-slip boundary condition was applied to all boundaries. 
The walls of the cavity were stationary, except for the top wall which was impulsively started 
and moved at a constant velocity. A zero wall-normal pressure gradient was enforced. The walls 
of the driven cavity were isothermal. A schematic of the geometry is shown in Fig. 5.1. The 
Reynolds number was based on the cavity height and the lid velocity. For these calculations, 
the Mach number was set at 0.001. 
Ghia et al. (1982) solved this flow using the stream function approach with a grid of 257 x 
257 for a range of Reynolds numbers. Their results are often considered a benchmark solution 
for this type of flow. Although the boundary conditions are simple, the flow is complicated 
and no general analytical solution e.xists for this problem. The flow is characterized by a single 
recirculation zone at low Reynolds numbers. As the Reynolds number increases, secondary 
recirculation zones appear. Above a Reynolds number of roughly 5000, transients in the flow 
continue to be convected around the cavity and no steady-state solution can be obtained by 
using a time-accurate method. 
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Figure 5.1 Schematic of the driven cavity 
5.1.1 Structured Formulation 
Two grid resolutions were used for the two-dimensional, structured formulation consisting of 
a coarse grid of 32 x 32 and a fine grid of 64 x 64. Comparisons were made at Reynolds numbers 
of 100 and 400. For the steady state solution, the u-velocity component along the vertical 
centerline is shown in Fig. 5.2, and the u-velocity component along the horizontal centerline is 
shown in Fig. 5.3. These calculations were performed using the implicit lower-upper, symmetric 
Gauss-Seidel (LU-SGS) method; however, these centerline plots were identical when calculated 
with the explicit Runge-Kutta (RK) method. 
A comparison of the convergence rates between the explicit and implicit formulations was 
made. Figure 5.4 shows R2, the residual for the x-momentum equation, verses the number of 
iterations for the steady state driven cavity at Re = 100. Fig. 5.5 shows R2 verses iterations 
at Re = 400. 
In order for the R2 residual to drop four orders in magnitude for the 64^ grid at Re = 100, 
the RK method required 6,806 iterations, and the LU-SGS method required 1,050 iterations. 
Here the RK method required 6.5 times as many iterations. 
In order for the i?2 residual to drop four orders in magnitude for the 64^ grid at Re = 400, 
the RK method required 19,832 iterations, and the LU-SGS method required 3,403 iterations. 
The RK method required 5.8 times as many iterations. This demonstrates a significant im-
68 
-- Re=100,32 
— Re=100, 64^ 
-- Re=400,32^ 
— Re=400, 64^ 
ORe=100, (Ghia et al.) 
• Re=400, (Ghia et al.) 
0.5 -0.5 
u 
Figure 5.2 u-component of velocity along vertical centerline. 
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provement in the convergence rates using the implicit LU-SGS formulation. 
Although CPU time comparisons were not made between the LU-SGS and the RK method. 
Dailey (1996) made similar comparisons and observed that the LU-SGS scheme was actually 
faster than the RK method. 
The time accurate calculations for the impulsively started lid driven cavity were computed 
to demonstrate the accuracy of the unsteady formulation. Comparisons were made with Dailey 
(1997). Dailey used a 48 x 48 grid with At = 0.0125 for Re = 100 and a 64 x 64 grid with 
At = 0.0125 for Re = 400. Simulations were performed on two grids, 32 x 32 and 64 x 64. 
Physical time steps of At = 0.2, 0.1, and 0.5 were used. Excellent results were obtained. The 
results from the unsteady driven cavity results at Re = 100 are shown in Fig. 5.6, and the 
unsteady driven cavity results at Re = 400 are shown in Fig. 5.7. For these results, the LU-SGS 
formulation was used, although the Runge-Kutta formulation yielded the same results. 
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5.1.2 Unstructured Formulation 
For the two-dimensional unstructured formulation, three grid resolutions were used. All 
three grids were created with Triangle. The grids had 2.048, 4.096. and 16.384 cells. Com­
parisons were made at Reynolds numbers of 100 and 400. For the steady state solution, the 
u-velocity component along the vertical centerline is shown in Fig. 5.8. and the u-velocity 
component along the horizontal centerline is shown in Fig. 5.9. Because there were no cell 
centers located on the cavity mid-planes, the velocities were interpolated to the nodes of the 
cells, which were located on the mid-planes. The interpolation was based on Eq. 4.11. These 
calculations were performed using the explicit Runge-Kutta method; however, the centerline 
plots were identical when calculated with the implicit formulation. 
The implicit formulation did not achieve a faster convergence rate than the Runge-Kutta 
formulation, although it roughly matched the convergence rate. In order to improve conver­
gence of the implicit formulation, the Gauss-Seidel scheme would have to be implemented with 
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a coloring scheme, such as the one described by Jorgenson (1992). 
5.2 Laminar Channel 
Channel results presented in this work only used the hexehedral grid formulations. Initial 
turbulent channel calculations with unstructured tetrahedrals grids were unsuccessful and left 
for future research. A three-dimensional laminar channel with periodic boundary conditions 
in the x and c directions was evaluated for a structured grid, an unstructured hexahedral 
grid,  and a zonal embedded grid.  The physical  domain was 2 7 r S  x 2 6  x ttS  in the i ,  y ,  and z 
directions, respectively, where S is the half height of the channel. The configuration for the 
fully developed channel is depicted in Fig. 5.10. 
The bulk velocity of the flow, ui, was determined by 
where < u(t/)  > was the u-component of the velocity averaged in the xz planes. The Reynolds 
(5.1) 
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number was based on the half height of the channel, S ,  and the bulk velocity, U(,. For validation, 
a Reynolds number of JRei, = 2,800 was used. 
The friction velocity, Ur, for fully developed laminar incompressible flow in a channel may 
be determined analytically. The laminar value of the friction velocity for incompressible flow 
in a channel nondimensionalized by the bulk velocity and channel half height is 
Calculations on a coarse grid of 32 x 32 x 24 yielded a laminar friction velocity of 0.03214. 
A fine grid of 48 x 64 x 48 yielded a laminar friction velocity of 0.03230. These were within 
1.8 % and 1.3 % respectively, of the analytical value of 0.03273. The unstructured hexahedral 
mesh without cell subdivision had a resolution of 24 x 48 x 24; with cell subdivision for local 
refinement the near wall resolution was 48 x 48. The unstructured hexahedral formulation 
yielded a laminar friction velocity of 0.03274, which nearly matched the analytical value. The 
zonal embedded grid formulation used 128,736 cells and had a near wall resolution of 64 x 64. 
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This yielded a laminar friction velocity of 0.03210, which was within 1.9 % of the analytical 
value. 
The fully developed profile for incompressible laminar flow in channel is parabolic with 
a maximum velocity of 1.5 when the bulk velocity is 1.0. Figure 5.11 shows the streamwise 
component of the velocity scaled by the friction velocity. The analytic laminar centeriine 
scaled velocity is < u > /ur = 45.9. The coarse grid and fine grid simulations show very good 
agreement with the analytical solution. 
5.3 Summary 
The formulations examined In this study were validated using two-dimensional steady and 
unsteady lid-driven cavity problems. The hexahedral grid formulations were also validated 
using three-dimensional flow in a laminar channel. 
Good agreement was found using the structured and unstructured formulation with the 
driven cavity at Reynolds numbers of Re = 100 and Re = 400. These results were compared 
with the results of Ghia et ai. (1982). 
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The laminar channel flow was evaluated at a Reynolds number of Reb = 2800. The friction 
velocities calculated by the structured, unstructured he.xahedral and zonal embedded grids 
were in good agreement with the analytical value. Good agreement was also found in the 
profile of the streamwise velocity component. 
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CHAPTER 6 ISOTROPIC DECAYING TURBULENCE 
In this chapter, the results for the LES of homogeneous, isotropic, decaying turbulence are 
presented. Both the structured and unstructured finite volume formulations are evaluated. 
Comparisons are made to available experimental data. 
6.1 Introduction 
Investigating a simple flow, such as homogeneous, isotropic, decaying turbulence has merit. 
This flow allows an investigation into the interaction of the turbulence model with the finite 
volume formulation without the complexities introduced by inflow or outflow conditions, solid 
boundaries, or other nonhomogeneities. This flow was used to provide an evaluation of the 
formulation and the subgrid scale modeling. 
6.2 Problem Description 
The experimental results used for comparison were carried out by Comte-Bellot and Corrsin 
(CBC) in 1971. A wind tunnel with a wire mesh was used to generate turbulence, as proposed 
by G. I. Taylor (Batchelor, 1960). The turbulence decayed spatially as the flow was convected 
downstream in the wind tunnel. Using a transformation, the observer moves downstream at 
the mean speed of the flow in the wind tunnel. From this moving frame of reference, the 
turbulence is seen as decaying with the evolution of time. 
The e.xperimental data includes three-dimensional energy spectra taken at three stations 
downstream from the wire mesh. The three downstream locations correspond to three instances 
of time for the temporally decaying simulation. The time is expressed nondimensionally as 
tUo/M, where Uo = 10 m/s is the mean streamwise speed of the experimentally spatially 
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decaying turbulence, and M = 5.08 cm is the size of the spacing in the wire grid. The three 
experimental energy spectra correspond to tUolM = 42, 98, and 171. The average turbulent 
kinetic energy was obtained at each time by integrating the three-dimensional energy spectrum 
as 
1 
T K E = - U i U i = l  E { k ) d k  (6.1) 
2 Jo 
where E{k) is the three-dimensional energy spectrum as a function of the magnitude of the 
wave number, k. The initial conditions resulted in Rei = 13,000 and Mr = 0.1. For the 
nondimensionalization, Lr was the length of the side of the computational bo,\. and was the 
Lj-norm of the initial velocity field. 
The decaying turbulence can be simulated in a finite domain with periodic boundary condi­
tions on all surfaces, provided that the length is large compared to the turbulent length scales. 
The nondimensional domain for this simulation was a cube with sides of a unit length. The 
dimensional length of a side of the cube was Lbox = 50.8cm. 
6.3 Test Filtering 
The dynamic SGS model requires the spatial filtering of several quantities with a test filter 
width of A. The filtering equation is given by 
f { x , t ) =  f G{x,Ofil t)d( (6.2) 
J D 
where G is the test filter function and the integration is performed over the entire domain, D. 
The top hat filter, also known as the box filter, was used with the finite volume formulation. 
The top filter is 
. f ^ if X,-- A/2 < ^ < I.--h A/2 
G ( ? - 0  =  {  ( S ' S )  
I 0 otherwise 
To filter a quantity in physical space, the convolution integral in Eq. 6.2 must be approximated. 
This was done by applying a three-dimensional approximation in the homogeneous directions. 
The test-to-grid filter width ratio was 2.0, which has been shown to be the optimal value 
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(Germane et al., 1991). The test filter used for the structured formulation was evaluated as 
+ /i-lJ.A- + (6.4) 
The unstructured grid filtering was adapted from filtering approaches used in structured 
problems. The grid length was defined by A; = The test filter length is taken as 
a 
+ (6.5) 
where Vj are the volumes of neighboring cells, and VJ is the volume of cell i .  The test filtered 
variables for the dynamic model were determined by calculating the average value of the 
variables in the cells that were adjacent to the control volume. Test filtered variables were 
calculated by 
h = (6.6) 
^ J=1 
where 0 is the number of neighboring cells. For the unstructured grids consisting of tetrahe-
drals, /5 = 4. Cell i did not contribute to the filtered variable. 
6.4 Initial Conditions 
6.4.1 Structured Mesh 
The methodology for generation of the Initial conditions for isotropic, homogeneous turbu­
lence cases studied in this work was based upon the procedures used by Kwak et al. (1975) and 
Erlebacher et al. (1990). The basic idea is to generate a random velocity field that matches 
some desired energy spectrum. The specific procedure is outlined below. 
A random velocity field was generated such that —0.5 < u,- < 0.5. A fast Fourier transform 
(FFT) routine was used to find the Fourier coefficients, Fj, of the random velocity field. The 
Fourier coefficients were modified to ensure they were divergence free in physical space. In 
Fourier space, a divergence free velocity field requires that the Fourier coefficients be orthogonal 
to the wave vectors; that is F,/:,- = 0, where the ith component of the nondimensional wave 
vector is  ki = n,-,  for n,-  = 0,1, . . . ,  iV /2,  where N is  the number of control  volumes in the i th 
direction. 
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However, as pointed out by Kwak et al. (1975), tiiis will not give a divergence free velocity 
field in physical space. The Fourier coefficients should be made orthogonal to modified wave 
vectors depending upon the numerical discretization method. For second order accurate central 
differences, the modified wave vectors are 
k[ = sin(A/:,)/A, (6.7) 
where A is the grid spacing. Thus, the orthogonalization of the Fourier coefficients was ac­
complished as 
The velocity coefficients were scaled to match the desired energy spectrum. The three-
dimensional energy spectrum can be computed from the Fourier coefficients (Kwak et al.. 
1975) as 
E{kn)  = 27r(£6or/27r)^^'2 (O) 
where Lbox is the length of one side of the computational box, kn is the magnitude of the wave 
vector, and <> is an ensemble average. The Fourier coefficients were scaled by solving Eq. 6.9 
without the ensemble averaging to give 
T l / 2  
Fi  =  Fi  Eikr^]  (6.10) 
2Tt{LboznTTfklFjFj_  
The FFT routine was then used to find the new physical velocities u,- by taking the inverse 
Fourier transform. A uniform pressure and temperature field was used because at a low Mach 
number the flow is nearly incompressible. 
For post-processing, the three-dimensional energy spectra were computed from the Fourier 
coefficients by replacing the ensemble average in Eq. 6.9 by an average over a shell in fc-space. 
The average was made by taking a mean value over the points between the two shells with 
radius {k - Ak/2) and {k -f- Ak/2), giving 
0 12 /  T  \  3 l t+Ak/2  
^ / fc„=fc-Afc/2 
where Nk is the number of points between the two shells with radius {k—Ak/2)  and (A:-l-AA:/2). 
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6.4.2 Unstructured Mesh 
Developing a periodic, unstructured grid with isotropic tetrahedra was not straightforward. 
The commercial grid generator used was not able to generate grids with periodicity. In order 
to generate a periodic grid, an unstructured grid on a unit cube was reflected about the origin 
and rescaled to a unit cube. Figure 6.1 shows a periodic unstructured mesh. There was a very 
slight degradation of the mesh quality along the symmetry planes, but its effect was deemed 
negligible. 
It is not possible to generate initial conditions for the unstructured grid using the same 
approach as used for the structured grid because spectral decomposition requires a regular 
grid. To generate initial conditions, the velocity field was interpolated onto the unstructured 
mesh from a structured grid with a resolution of 100 x 100 x 100. This interpolation used an 
inverse distance weighted average from the structured cell centers 
y6 
^'=1 r, 
E6 _1_ 1=1 r, 
(6.12) 
where r,- is the distance from the unstructured cell center to a structured cell center. 
6.5 Results 
Simulations were carried out by marching in time explicitly using the Runge-Kutta scheme. 
The decay of the resolved turbulent kinetic energy was computed in physical space by 
TKE = i < UiUi  > . (6.13) 
The (1,1) skewness component was evaluated as well. The skewness tensor of the velocity was 
computed by 
Ski j  = (6-W) < {dui /dxj )  
< [dUi/dXj)^  >3/2 
Typically only the component Skn is evaluated, and according to Lesieur(1990), experimental 
values of Skn in grid turbulence are on the order of —0.4. 
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Figure 6.1 Unstructured grid for isotropic decaying turbulence 
6.5.1 Structured Results 
The structured simulations were performed with a 32 x 32 x 32 grid with Af = 0.002 and 
a 64 X 64 X 64 grid with At = 0.001. No artificial dissipation was used in this formulation. 
The decay of the resolved turbulent kinetic energy for the two grids is shown in Fig. 6.2. The 
Smagorinsky model with Cj = 0.06 and C,- = 0.0 gave good agreement with the CBC data, 
although the decay of energy was slightly underdamped on the coarse grid. Better agreement 
was obtained with the fine grid. The dynamic model results also improved with the finer 
grid resolution. The dynamic model simulations show a phase lag in predicting the decay of 
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Figure 6.2 Decay of turbulent kinetic energy for structured grid 
turbulent kinetic energy. The cause of this phase lag is shown in the plot of the dynamic model 
coefficient, Fig, 6.3. Several time steps were needed for the Cd value to reach the asymptotic 
value, due to imperfect initial conditions. During the initial timesteps the flow adjusted to 
the numerics of the formulation. The dynamic coefficient asymptotes to Cd ~ 0.035 for the 
32 X 32 X 32 grid and about Q k. 0.032 for the 64 x 64 x 64 grid. 
Figure 6.4 shows the skewness component for the structured grid cases. The finer grid 
results show better agreement with the experimental value of -0.4 for both models. 
The energy spectra are compared to the filtered CBC energy spectra in Figs. 6.5 and 
6.6 for the 32 x 32 x 32 and 64 x 64 x 64 grids, respectively. For the coarser grid, results 
obtained using the Smagorinsky model matched the CBC data well, whereas the dynamic model 
results contained too much energy at the high wave numbers. For the finer grid, however, the 
dynamic model results matched the CBC data while the Smagorinsky model was apparently 
too dissipative at the higher wave numbers. 
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6.5.2 Unstructured Results 
The unstructured formulation with upwinding was employed with two different grid resolu­
tions. The coarse grid used 27,168 cells, and the fine grid used 72,632 cells. The Smagorinsky 
subgrid scale model used Cj = 0.06 and C,- = 0.0. Figure 6.7 shows the decay of turbulent 
kinetic energy. The coarse grid slightly overdamps the decay of turbulent kinetic energy. All 
three subgrid scale models used, the Smagorinsky, dynamic, and MILES show nearly iden­
tical decay rates. The fine grid case shows a phase lag in predicting the decay rate for all 
three models, but this is attributed to the degraded quality of the initial conditions due to the 
interpolation process. 
Figure 6.8 shows the dynamic model coefficient for the unstructured formulation. The 
phase lag is evident in the plot. The coarse grid and fine grid results asymptote to roughly 
the same value, which is lower than the value achieved for the structured formulation. The 
dynamic subgrid scale model may be taking into account the additional dissipation of the 
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upwind formulation. The Cd value as a function of time is much smoother in the fine grid 
simulation. 
Figure 6.9 shows the skewness component for the unstructured formulation. The skewness 
component is smooth and is reasonably close to the e.xperimental value of -0.4. 
6.6 Summary 
Very good agreement was obtained for the decay of turbulent kinetic energy for subgrid 
scale models being studied in this work. Both the Smagorinsky subgrid scale model and the 
dynamic subgrid scale model captured the decay of turbulent kinetic energy and displayed 
good agreement with the energy spectra for the structured formulation. 
The unstructured formulation also achieved very good agreement with the experimental 
results. All three subgrid scale models, the MILES, Smagorinsky and dynamic, produced 
similar rates of decay of turbulent kinetic energy. 
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CHAPTER 7 PLANAR TURBULENT CHANNEL 
7.1 Introduction 
Planar channel flow has been studied extensively using experimental methods as well as 
DNS and LES. Two cases were simulated. The first case was a low Reynolds number benchmark 
flow for further validation of the hexahedral grid formulations. The second case was a high 
Reynolds number flow to demonstrate the the advances made by the zonal embedded grid 
formulation. The preconditioning that was added to these formulations allowed the large eddy 
simulation to be applied on these flows with very low Mach numbers. 
In this chapter, results for turbulent channel flow are presented. The structured formulation 
was extended to include both the Smagorinsky and the dynamic subgrid scale models. The 
unstructured hexahedral formulation was applied to this flow using the Smagorinsky model. 
The zonal embedded grid formulation is used to achieve a significant reduction in memory 
and CPU time requirements compared to single zone formulations with grid stretching. The 
zonal embedded grid formulation is then applied to a high Reynolds number channel flow 
to demonstrate increased capability than can be achieved due to the reduction in required 
computer resources. For the high Reynolds number channel flow, a grid resolution study is 
performed using the Smagorinsky model. A comparison is then made between the results from 
the Smagorinsky and dynamic subgrid scale models for two grid resolutions. 
7.2 Problem Description 
The physical domain was ' InS  x 26 x i rS  in the x ,  y ,  and z  directions, respectively, where 6 
is the half height of the channel. The domain size was sufficient to contain all of the turbulent 
structures, as determined by Tafti and Vanka (1990). The configuration for the fully developed 
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turbulent channel is depicted in Fig. 5.10. 
The bulk velocity of the flow was determined by 
Ub = (7.1) 
where < u{y) > was the u-component of the velocity averaged in the homogeneous directions. 
The Mach number was 0.001. The Reynolds number was based on the half height of the 
channel, S, and the bulk velocity, Ub. For the low Reynolds number test case, Reb = 2.800 
was used. The corresponding Reynolds number based on the friction velocity was Rct = 180. 
where the friction velocity is Ur = \/Tu,/Pw For the high Reynolds number channel flow case, 
a Reynolds number of Rcb = 21,000 was used, which had a corresponding friction Reynolds 
number of Rer = 1,050. 
The no-slip boundary condition was used at the solid walls. A zero normal pressure gradient 
was enforced at the solid boundaries. The solid walls were maintained isothermal as well. 
Periodic boundary conditions were used in the streamwise and spanwise directions to establish 
fully developed flow. This had an additional benefit in that inflow and outflow boundary 
conditions were not required; a target mass flow rate was specified instead. The streamwise 
pressure gradient was calculated dynamically at each time step by using a forcing function 
investigated by Benocci and Pinelli (1990), 
where m is the mass flow rate for the channel, At is the physical time step, and .4c is the 
cross-flow area of the channel. The desired mass flow rate is (m/.4c)°. This forcing function, 
a body force which represented the mean streamwise pressure gradient, was then added 
to the right hand side of the u-momentum equation. The forcing function was adjusted at 
every time step to maintain a nearly constant mass flow rate. 
7.3 Test Filtering 
The dynamic SGS model requires the spatial filtering of several quantities with a test filter 
width of A. The filter ratio, A/A, used in this study was two, which was considered to be 
(7.2) 
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the optimal ratio (Germane, 1991). The filtering equation is given by Eq. 6.2. For the low 
Reynolds number flow the convolution integral was approximated in physical space by 
fi,j,k = (' -3) 
An alternate discretization for the filtering is based on the trapezoidal rule. This discretization 
has been adopted for the high Reynolds number flow. .Although both methods should yield 
acceptable results, Najjar and Tafti (1995) pointed out that the trapezoidal filter has been 
used most extensively. The discretization based on the trapezoidal rule was 
fij.k = -fi,j,k + g(/i+l J.A + /i-l.j.A: + /ij.fc+l + 
+ Jg(/i+l,j,fc+l + fi-i,j,k+l + + fi-l.j.k-l) ("--0 
7.4 Simulation Details 
The initial flow field was constructed by superimposing random velocity fluctuations on a 
turbulent velocity profile that matched the time mean DNS results of Kim (1987). The random 
fluctuations were scaled to match the root-mean-squared rms fluctuations of the velocity. 
These initial conditions did not preserve continuity. Thus, a long start-up time was required 
to establish the turbulent coherent structures in the flow. During the transient start-up, the 
flow laminarized, and the friction velocity approached a laminar value. The average turbulent 
kinetic energy normalized by the square of the friction velocity, also became very small. 
A. similar start-up phenomenon was described by Ciofalo and Collins (1992). Figure 7.1 shows 
the initial transients for Ut- The value of Ut can be seen approaching the laminar value of 
Ur = sj'i/Re a 0.033. Figure 7.2 shows the initial transients of in the channel simulation. 
The values becomes very small, where the laminar value for k"^ is zero. Before becoming 
turbulent, the k'^ value peaked at 5.5 before approaching the quasi-steady value of 2.34. 
Once the simulation was past the initial transient behavior, statistics could be collected. 
The initial transient behavior required roughly 4,000 timesteps. A long start-up time was 
required for the coherent turbulent structures in the flow to become established. Once the 
simulation was statistically steady, the solution was interpolated to a fine grid. A quadratic 
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interpolation scheme described by Renka (1988) preserved the coherent structures and the 
transient adjustment time on the interpolated grid was much shorter. 
Two simulations with a structured grid comprised of a single zone were performed. The 
coarse grid had a resolution of 32 x 32 x 24 and the fine grid had a resolution of 48 x 64 x 48. 
For the grid stretching in the wall normal direction a hyperbolic-tangent stretching function 
was used 
tanh(a^,) Xi = 
tanh(a) 
e." = -1 + 2T 
i — 1 
imax — 1 
for 1 < i < imax 
a = ^ log for 0 < 6 < 1 
(7.5) 
(7.6) 
(7.7) 
mm = 3-4 and where b ranged from 0.7 to 0.975. The coarse grid used b — 0.7, which gave Ay, 
Ay+ai = 13. The fine grid used b = 0.8 which gave = 1.4 and = 7.7. The coarse 
grid had streamwise and spanwise spacings of Ax"^ = 35.3 and Az"^ = 17.7, respectively. The 
fine grid had streamwise and spanwise spacings of Ax+ = 23.6 and A^"^ = 11.8, respectively. 
The Smagorinsky constant used in these simulations was C, = 0.08, or Cd — 0.0064. Van 
Driest damping was used in conjunction with the Smagorinsky model to take into account the 
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solid boundaries. The damping used was 
where .A"*" = 2.5. The damping function D was incorporated into the subgrid stress flux 
operator. The simulations were typically run on 8 processors on an SGI Power-Onyx. Table 7.1 
shows the CPU requirements for the Smagorinsky model on the fine grid. Parallel efficiency 
decreased as the number of processors increased. The decrease in parallel efficiency was caused 
in part by the hardware from bus saturation and bottlenecks in memory access speeds. More 
recent hardware improved on some of these limitations. 
A time step of dt = 0.06 was used for both the coarse grid and the fine grid. 
Table 7.1 Comparison for Fine Grid Simulation with Smagorinsky Model 
Number of processors wall hours / 1,000 timesteps 
4 1.5.6 
8 11.7 
16 9.8 
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7.5 Results for Velocity Statistics for Single Zone Grid 
Velocity statistics were compared with the DNS results of Kim et al. (1987) and the 
experimental results of Niederschulte et al. (1990). The mean streamwise velocity profiles 
are shown in Fig. 7.3 and in Fig. 7.4 in global and wall coordinates, respectively. The mean 
profiles were obtained by averaging in the homogeneous directions, x and c, for 10.000 time 
steps, denoted by <>. The velocity was normalized by the friction velocity as «"•• = u/ur-
The heavy dashed lines represent empirical correlations. In the near wall region, the viscous 
sublayer is represented by = »/+. and in the far region the logarithmic law of the wall is 
used, = ^log(i/"'') + 5.5 with k = 0.40. As shown, the coarse grid results under-predict the 
friction velocity which gives poor agreement in the velocity profiles. Very good agreement with 
the law of the wall is obtained with the fine grid calculations. 
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Figure 7.3 Mean velocity profile in global coordinates for Rei, = 2,800 
Turbulent fluctuations are denoted with a single prime ' and a double prime ". The single 
prime ' denotes fluctuations with respect to Reynolds averaging, and the double prime " denotes 
fluctuations with respect to Favre averaging. Because this test case was nearly incompressible 
and isothermal, the density fluctuations were very small and the two variations were essentially 
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Figure 7.4 Mean velocity profile in wall coordinates for Rei, = 2.800 
equivalent. The fluctuations were obtained at each time step by 
U, = U, - < Ui > (7.9) 
The ensemble averaged rms values were calculated by 
'< u'"^ > 
^plane 
where Npiane is the number of cells in the homogeneous plane. 
The uv velocity cross-correlation coefficient, R{uv), was calculated by 
R(uv) = — 11* 
< u'v' > 
^rma^rma 
(7.10) 
(7.11) 
Values for the cross-correlation coefficient are shown in Fig. 7.5. Very good agreement is 
achieved for both grid resolutions and subgrid scale models. 
The distribution of product in the channel is shown in Figure 7.6. The filter length, 
or turbulent length scale is A = (A^AyA;)^''^. The modified van-Driest damping function is 
given by 
C d  = C ^  = O.OIA^ l l ~ e x p  
.4+ (7.12) 
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Figure 7.5 Velocity cross-correlation coefficient for Ret, = 2.800 
which has a more accurate near wall behavior according to Piomelli (1993). Figure 7.6 shows 
the profile of for the coarse grid and the fine grid dynamic model results, as well as the 
C'd^^ value from the Smagorinsky model multiplied by the van-Driest and modified van-Driest 
damping function for the fine grid. 
The rms fluctuations are shown in Fig. 7.7. In the coarse grid results there is an over-
prediction of the streamwise rms components, and an under-prediction of the wall normal 
and spanwise components that is frequently observed in the literature when coarse grids are 
employed. The fine grid results, however, do not exhibit this behavior, and good agreement 
with the DNS and experimental data can be seen in Fig 7.7. 
The skewness, or third order statistical moment, is calculated by 
< u'^ > S{ui) = (7.13) 
11 • 
"• urma 
The skewness represents the anti-symmetry of the turbulence statistics. Figure 7.8 shows the 
results for both grid resolutions and subgrid scale models. Trends are better captured by the 
fine grid, which is especially evident in the u component of the skewness. 
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Figure 7.6 Profile of CjA' in wall coordinates for Rei, = 2.800 
The flatness, or fourth statistical moment, is calculated by 
F [ n i )  = 
i.rmj 
The flatness, also called kurtosis, represents the departure of the variable from its rms value. 
Flatness results are shown in Fig. 7,9. 
7.6 Results for the Unstructured Hexahedral Formulation 
The unstructured hexahedral formulation was motivated by difficulties with the unstruc­
tured tetrahedral formulation in wall bounded flows. The unstructured hexahedral approach 
took advantage of central differencing while still utilizing unstructured techniques. The un­
structured hexahedral formulation was applied to the channel to achieve locally higher grid 
resolution. The grid resolution based on the parent cells was 24 x 48 x 24. The near wall 
resolution after subdivision was 48 x 48 in the streamwise and spanwise directions. The grid 
had a streamwise and spanwise spacing of Ai"*" = 23.6 and As"*" = 11.8, respectively. The wall 
normal spacing had a range of Aj/^,„ = 2.4 and The unstructured hexahedral 
formulation was used only with the Smagorinsky model. Typically 8.0 hours/1,000 timesteps 
32x32x24 
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Figure 7.7 Root-mean-square of velocity fluctuations normalized by wall 
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were required at this grid resolution. The nondimensional timestep was dt = 0.03. Statis­
tics were collected for 10,000 timesteps. The top-half and bottom-half profiles were averaged 
because the profiles were slightly asymmetric. 
Figure 7.10 shows the mean streamwise velocity profile in wall coordinates. The mean 
profile agreed well with the DNS and experimental data. Figure 7.11 shows the rms velocity 
fluctuations. .\11 three velocity components were underpredicted. The grid resolution interface 
has a significant impact on the rms velocity fluctuation profile. The lack of smoothness and 
underprediction in the rms profiles indicated a need to improve accuracy. 
The algorithm for the unstructured hexahedrals was awkward and complicated, making it a 
difficult task to improve the formulation. The zonal embedded grid formulation was believed to 
be a significant improvement over the unstructured hexahedral formulation. The unstructured 
hexahedral formulation utilized here required a four to one resolution increase at the grid 
resolution interfaces; however, the zonal embedded grid formulation allowed for an arbitrary 
resolution increase across zonal interfaces. The zonal interface had more gradual resolution 
increases and was therefore treated more accurately. Because of these reasons mentioned above, 
efforts were shifted from the use of unstructured grids to the zonal embedded grids. 
7.7 Details of Zonal Embedded Grids 
For the low Reynolds number case, the zonal embedded grid approach used three different 
zonal grids split up over 14 blocks. A total of 7 processors were used in the parallel calculations. 
Excellent load balancing was achieved. The near wall resolution of the zonal embedded grid 
was 64 X 64 in the x and s directions. An intermediate zone had a planar resolution of 48 x 48, 
and then a coarse zone in the core of the flow had a resolution of 36 x 36. This yielded a 
grid resolution ratio of the coarse zone to fine zone of 3/4 at the zonal grid interfaces. This 
allowed for a smooth transition from one zone to another. A total of 48 planes were used in 
the wall normal direction. The grid used 128,736 cells. The grid had a wall normal spacing 
of = 1.6 and ^y^iax — The streamwise and spanwise spacing was Ax+ = 17.7 and 
Ar"'" = 8.8, respectively. The zonal boundaries were located at = 41, 106, and 180. 
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Figure 7.10 Mean velocity profile in wall coordinates for unstructured he.\-
ahedrals at Rcb = 2,800 
The CPU time required for the zonal embedded grid with the Smagorinsky model running 
on 7 processors on a Power Onyx was 8.3 hours / LOGO timesteps. This represented a 60% 
decrease in CPU time over the use of the structured grid while at the same time having a 77% 
increase in near wall grid resolution. 
7.8 Results for Zonal Embedded Grid at Low Reynolds Number 
The results using zonal embedded grids were evaluated against the DNS results of Kim et 
al. (1987) and the experimental results of Niederschulte et al. (1990). The mean streamwise 
velocity profiles are shown in Fig. 7.12 and in Fig. 7.13 in global and wall coordinates, respec­
tively. The mean profiles were obtained by averaging in the homogeneous directions, x and z, 
for 10,000 time steps. The zonal embedded grids did an excellent job of capturing the correct 
friction velocity which gave very good agreement with the law of the wall. Figure 7.14 shows 
the velocity cross-correlation coefficient for the zonal embedded grids calculations. Both the 
Smagorinsky and the dynamic models provided results that exhibited good agreement with 
the DNS and experimental results. Figure 7.16 compares the rms statistics with the DNS and 
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Figure 7.12 Mean velocity profile in global coordinates for zonal formula­
tion at Ret, = 2,800 
experimental results. Very good agreement is achieved. Figure 7.17 and Fig. 7.18 show the 
skewness and flatness components of velocity, respectively. Good agreement is found with the 
DNS and experimental results in both plots. 
7.9 Analysis of Zonal Embedded Formulation 
Evaluation of the errors associated with the interpolation were performed a posteriori. First 
the global conservation of mass was evaluated over a number of time steps. No deviation was 
found in the mass of the system, and the error was found to be on the order of machine zero for 
the simulation. Secondly, the momentum flux was evaluated from both sides of the zonal grid 
interface. The error between the two sides for the u-momentum flux across the zonal boundary 
was at most 0.001 %. Figures 7.19 and 7.20 show the mean streamwise profile and the rms 
profiles with the zonal grid interfaces delineated. The profiles are continuous and smooth 
across the interface. Figure 7.21 shows the u-component of the velocity at the exit plane of 
the channel. The contours are generally smooth and continuous across the block interfaces. 
This analysis confirmed that the higher order interpolation scheme was suitable for LES with 
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second order finite volume schemes. 
7.10 Grid Study for High Reynolds Number Channel with Smagorinsky 
Model 
A grid resolution study was performed on the turbulent channel flow at a high Reynolds 
number. Several grid resolutions were used. The coarse grid used 128,736 cells, the intermedi­
ate grid used 276,000 cells, the fine grid used 452,072 cells. Finally a grid with an aggressive 
reduction of grid resolution in the core of the flow used 249,120 cells. 
The Reynolds number based on the bulk velocity and channel half-height was Rei, = 21,000, 
which corresponded to a Reynolds number based on the friction velocity, Ur, of Rer = 1,050. 
The physical domain for the fine grid calculation was modified to '2irS x25 x k6/'2. Velocity 
statistics were compared with Piomelli's pseudospectral results at a Rer = 1050 with a grid 
resolution of 48 x 65 x 64 and Najjar and Tafti's (1997) results from a second order accurate 
Harlow-Welch formulation with a grid resolution of 64 x 64 x 64. Velocity statistics are also 
compared with Wei and Willmarth's (1989) experimental data. 
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Figure 7.16 Root-mean-square of velocity fluctuations normalized by wall 
friction velocity for zonal formulation at Ret = 2,800 
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Figure 7.17 Skewness factor of the velocity fluctuations for zonal formula­
tion at iJcfc = 2,800 
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Figure 7.19 Mean velocity profile in global coordinates with zonal bound­
aries at Reb = 2.800 
The coarse grid had a similar resolution to the grid described for the low Reynolds number 
case, but with more stretching in the wall normal direction. The grid had a wall normal 
spacing of = 4.2 and = 80. The near wall resolution of 64 x 64 gave a spacing of 
= 103 and = 25.8. The zonal interface boundaries were located at (/+ = 148, 510. 
and 1050. 
An intermediate grid resolution was used with a near wall resolution of 70 x 70. The 
intermediate and core zones of the grid had resolutions of 60 x 60 and 50 x 50. respectively, in 
the X and directions. .A. total of 70 planes were used in the wall normal direction, yielding a 
wall normal spacing of A(/^,n = 3.0 and ^y^ar — 58.5. The near wall spacing was Ax"*" = 94 
and A::"^ = 23.6. The zonal interface boundaries were located at y'^ = 211, 612, and 1050. 
A fine grid had a near wall resolution of 80 x 80. The middle zone had a resolution of 
64 X 64, and the core zone had a resolution of 50 x 50. A total of 98 planes were used in 
the wall normal direction, with a grid spacing of Ai/^,„ = 1.2 and Ay+^j. = 48. The near 
wall spacing was Aa;"^ = 82 and Ai"*" = 20.6. The zonal interface boundaries were located at 
y+ = 124, 487, and 1050. 
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Figure 7.20 Root-mean-square of velocity fluctuations with zonal bound­
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Figure 7.21 Instantaneous contours of w-velocity component at the exit 
plane at Reb = 2,800 
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An additional grid with 22 blocks was studied to investigate a more aggressive reduction 
of the grid resolution in the interior of the domain. The near wall resolution was 80 x 80. then 
64 X 64, followed by 48 x 48, and finally 36 x 36 in the i and ; directions. For this grid 74 
planes were used, with a grid spacing of = 1.9 and Ay+ax = 62- The zonal interface 
boundaries were located at t/"^ = 38, 194, 542, and 1050. 
7.11 Results for the High Reynolds Number Grid Study 
Figure 7.22 shows the mean streamwise velocity profile in wall coordinates. This figure 
shows good agreement for the intermediate, fine and aggressive grids, while the coarse grid 
under-predicts the friction velocity. Figure 7.23 shows the velocity cross-correlation coefficient. 
Good agreement is shown for all grids. 
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Figure 7.22 Mean velocity profile in wall coordinates at high Reynolds 
number at Reb = 21,000 
Figure 7.24 shows the rms fluctuations of the velocity in wall coordinates. The results from 
the grid study match Najjar and Tafti's LES data in the u-component of the rms fluctuations. 
The near wall behavior for all components matched well with the LES data of Piomelli. as well 
as that of Najjar and Tafti. The rms fluctuations of the u;-velocity component were not smooth 
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Figure 7.23 Velocity cross-correlation coefficient at high Reynolds number 
at Reb = 21,000 
across zonal boundaries, which may indicate that the step change in resolution from one zone 
to another was too abrupt. The peak values for the coarse grid results were not predicted 
correctly for the u- and u-components of the velocity. The fine grid results located the peaks 
in the rms velocity fluctuations at i/+ = 17, 96 and 54. for the u. u, and w components, 
respectively. Najjar and Tafti found that as the grid resolution was increased further, the 
Urmj profile matched the results obtained by Piomelli and the experimental data better. This 
would indicate that for these results the grid was still under-refined in the near wall region. At 
the current time, higher grid resolutions are not easily achieved because of a problem in the 
queuing software on the SGI Origin 2000 being utilized. For 7 processors the queuing software 
requires the allocation of 7 times as much memory as actually required, creating a bottleneck 
in the queue and slow turn-around times at present resolutions. It is anticipated that better 
agreement would be achieved as the grid is refined. 
Figure 7.25 shows the skewness components of the velocities and Fig. 7.26 shows the flatness 
components of the velocities. Data for the higher order statistics could not be found in the 
literature for comparisons at the higher Reynolds number. 
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Figure 7.26 Flatness factor of the velocity fluctuations at high Reynolds 
number at Rei, = 21,000 
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7.12 Comparison of the Dynamic and Smagorinsky Models 
The intermediate and fine grid cases were used to make comparisons of the Smagorinsky 
and dynamic subgrid-scale models. Figure 7.27 shows the mean streamwise velocity profile in 
wall coordinates. Good agreement is noted with the fine grid resolution, but the intermediate 
grid resolution with the dynamic model shows under-prediction of the friction velocity. Fig­
ure 7.28 shows the velocity cross-correlation coefficient. Good agreement is shown for both 
subgrid-scale models. Figure 7.29 shows the profile from the dynamic model for the 
intermediate and fine grids as well as the value for the Smagorinsky model multiplied 
by the damping factor. The intermediate grid results yield larger values in the core of 
the flow; however, the fine grid gave better agreement in the viscous sublayer and most of the 
logarithmic layer of the flow. Figure 7.30 shows the rms fluctuations of the velocity in wall 
coordinates. The Smagorinsky and dynamic models calculate the same location for the peaks 
in the rms fluctuations of the velocity. The under-prediction of the Ur velocity is apparent 
in the u-component of the velocity. Good near wall behavior is predicted with both models. 
Figure 7.31 shows the skewness components of the velocities. Figure 7.32 shows the flatness 
components of the velocities. 
7.13 Summary 
The simulation of the turbulent channel at a low Reynolds number of R e / ,  =  2 , 800 was per­
formed with single zone structured grids, an unstructured hexahedral grid, and zonal embedded 
grids. Generally good agreement in the velocity statistics were obtained when compared with 
DNS and experimental results. The unstructured hexahedral formulation gave good agreement 
in the mean profile, but suffered from poor symmetry. The profiles for the rms velocity fluctu­
ation were underpredicted and affected by the grid resolution interface. The zonal embedded 
grids produced smooth profiles in the mean and rms profiles. 
A grid study was performed on the turbulent channel at a high Reynolds number of R e / ,  =  
21,000 with the Smagorinsky model using zonal embedded grids. Very good agreement was 
found when the near wall grid resolution was near or above 70 x 70. When the dynamic model 
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Figure 7.29 Profile for Cd^ in wall coordinates with Smagorinsky and 
dynamic subgrid scale models at Reb = 21,000 
was used on these grids, a higher grid resolution was required for good accuracy. A near wall 
grid resolution of 80 x 80 was sufficient for the dynamic model to produce satisfactory results. 
The results from the turbulent channel demonstrated that a significant reduction in the 
total number of grid cells can be obtained without having a significant impact on the qual­
ity of the results. Local grid refinement obtained by placing fine grid zones near the solid 
boundaries allowed the formulation to resolve the near wall coherent turbulent structures that 
characterized the turbulent flow. Zonal embedded grids allow LES to be performed with a 
fraction of the computational resources required by single zone grids with equivalent near wall 
grid resolution. This allows higher Reynolds number flows to be calculated more efficiently. 
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CHAPTER 8 CONCLUSIONS 
8.1 Summary 
A compressible formulation for the large eddy simulation (LES) of turbulent flows was de­
veloped for several finite volume schemes. The formulations used structured grids, unstructured 
hexahedral grids, zonal embedded grids, and unstructured tetrahedral grids. These approaches 
used explicit and implicit integration techniques. The explicit formulation utilized Jameson 
four-stage Runge-Kutta integration. The implicit formulation for the structured and zonal 
embedded approach used an LU-SGS scheme. The implicit formulation for the unstructured 
tetrahedral approach used a Gauss-Seidel scheme. All methods developed were time-accurate, 
using dual-time stepping so that preconditioning could be used. These codes were parallelized 
using FORTRAN90 directives to take advantage of the shared memory parallelization of the 
SGI architecture. The zonal embedded scheme, however, used block parallelism along with 
FORTRAN90 directives. 
These schemes were validated using laminar driven cavity test cases. The LES formula­
tion was validated using homogeneous, isotropic decaying turbulence. The numerical results 
generally compared well with experimental data. 
A large eddy simulation of planar turbulent flow was carried out for the single zone struc­
tured grid, unstructured hexahedral grid, and zonal embedded grid methodologies. Both the 
Smagorinsky and dynamic models were evaluated with wall bounded flow at a low Reynolds 
number of Ret = 2,800 and at a higher Reynolds number of Reb = 21,000. Good agreement 
was found with DNS and LES results. 
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8.2 Contributions 
The main contribution of this work has been the development and evaluation of LES 
schemes that employ unstructured and zonal embedded grids. Very little has been reported in 
the literature about the use of either of those grid strategies for LES. The motivation for this 
was the recognition that for LES to become more useful for design purposes, the capability 
must be extended to flows in complex geometries and at higher Reynolds numbers. More 
specific details on the contribution of this research are given below. 
• A compressible formulation with preconditioning that is second-order accurate, using a 
finite volume formulation for a single zone structured grid has been evaluated by Dailey 
(1997) for low Reynolds turbulent flow using the Smagorinsky model. This work extends 
the investigation of this formulation to the dynamic model for channel flow. Results 
indicate that the dynamic model requires additional grid resolution compared to the 
Smagorinsky model for comparable accuracy. 
• Homogeneous, isotropic decaying turbulence using unstructured grids was investigated 
using an upwind finite volume formulation. A compressible formulation was used witii 
the MILES, Smagorinsky and dynamic models to compare against experimental results 
by Comte-Bellot and Corrsin (CBC) (1971). Good agreement was found with the exper­
imental data. To the author's knowledge, this was the first use of a dynamic SGS model 
with an LES scheme on unstructured grids with finite volume methods. 
• An unstructured hexahedral formulation was developed that allowed local mesh refine­
ment by cell subdivision. Using this scheme, low Reynolds number turbulent channel flow 
was investigated with the Smagorinsky subgrid scale model. Good agreement was found 
with DNS and experimental data, although the results indicated that improved accuracy 
was needed at the grid resolution interfaces. This is believed to be one of the first LES 
studies on wall bounded flows using unstructured grids with finite volume methods. 
• A zonal embedded grid formulation was developed and evaluated. This scheme was used 
with the compressible finite volume formulation for turbulent channel flow at both a 
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low Reynolds number and a higher Reynolds number. Both the Smagorinsky model 
and the dynamic model were evaluated. Good agreement was found when compared 
against experimental, DNS, and LES data. Zonal embedded grids allow LES to be 
performed with a fraction of the computational resources required by single zone grids 
with equivalent near wall grid resolution. This work represents one of the first evaluations 
of the zonal embedded grid concepts for use in LES. 
8.3 Recommendations for Future Work 
There is much that remains to be done to bring LES to maturity. Likewise, there is much 
that could be done to extend the current work described in this thesis. 
The unstructured tetrahedral formulation should be applied to wall bounded flows. It is 
anticipated that either a very fine grid resolution will be required, or an unstructured grid that 
has been tailored for the LES of wall bounded flows should be used. The implicit formulation on 
the unstructured grid should be modified to include a coloring scheme to improve convergence. 
•A. method for collecting statistics for unstructured data must be developed as well. 
.Additional work in parallel efficiency could be done with the structured formulation. Par-
allelization with domain decomposition and message passing using MPI would allow the code 
to become platform independent. Parallel efficiency will be required for larger and more com­
plicated problems. 
The interpolation can be improved for the zonal embedded grid approach by using splines 
with tension. This would improve the accuracy and perhaps eliminate locations where the 
smoothness slightly deteriorates in the profiles for the higher order statistics. Tri-cubic inter­
polation could be added to accommodate more complicated geometries. .A. very fine grid for 
the high Reynolds number channel flow should also be calculated once the software for job 
control has been improved. 
The work should also be applied to ribbed channel and backward facing step geometries 
where the physics are more complicated. Decoupling associated with the central difference 
approach could be treated by using a high-order compact filter described by Lele (1992). 
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APPENDIX A JACOBIAN MATRICES 
The Jacobians matrices for the Favre filtered system of equations are given below. 
[ri = 
1/r 0 0 0 - p / f -
u / f  P I T  0 0 - p u/r-
v / f  0 p /f 0 - p v / P  
w / f  0 0 p /f - p w / P  
C y  +  \ { v }  +  w ' ^ ) f t  p u / f  p v / f  p w / f  
(A.l)  
[r] = 
[.4] = 
R / f  0 0 0 - t l f  
R u / f  p / f  0 0 — p u / f ^  
R v / f  0 p / f  0 - p v / f  
R w / f  0 0 p / f  — p w / P  
R[cu + |(l -2 1 -2 i" + + ^^ ) / f \  p u / f  p v / f  p w / f  -l[p/P)[u'- + v-^ + u.'^) 
u / f  p / f  0 0 — p u / P  
a y f  +  R  2 p u / f  0 0 — p u ^ / P  
u v / f  p v / f  p u / f  0 — p u v / P  
u w / f  p w / f  0 pu/f — p u w / f  ^  
u H / f  [ p / f ) [ H  +  u ^ )  puv/ f  p u w / f  - ^ { p u / f ' ^ ) { ' u ? - \ - v ^ - b w ^ )  
(A.2) 
(A.3) 
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[ B ]  =  
[C] = 
v / T  0 
v u / T  p v / T  
uVf + R 0 
v w / T  0 
P I T  
p u / f  
2 p v / T  
p w / f  
0 
0 
0 
p v / f  
-pcit' 
- p v u / f ^  
-pv^jf^ 
- p v w / f  ^  
v H / f  P u v / f  ( p / f ) ( ^  +  t ; 2 )  _ i ( p i 5 / f 2 ) ( j i 2 ^ i 3 2 ^ . , ^ . 2 )  
w / f  
w u / f  
w v / T  
w ^ T  +  R  
0 0 
pw/f 0 
0 p w / f  
0 0 
P / T  
p u / f  
p v / f  
' 2 p w / f  
— p w u / f '  
- p w v / f " ^  
- p u P ' / f ' ^  
w H / f  p u w / f  p v w / f  ( p / f ) { H + w ^ )  - ^ { p w / P ) { u -  +  v ^ + w ^ )  
(A.4) 
(A.o) 
where 
H = ^ C p f + h u ^  +  v ^  +  i b ^ )  (A.6) 
127 
APPENDIX B DERIVATION OF BI-CUBIC INTERPOLATION 
Interpolation is required to communicate data across the zonal grid interfaces. The flow 
variables are interpolated to some point p from a set of tabulated values. In the current 
application, the interpolated point p is the location of a ghost cell, and the tabulated points 
are the fluid cells in a neighboring zonal grid. Given that the tabulated values are arranged 
in a grid, we identify the nearest sourounding four tabulated points that form a grid square 
around point p. The surrounding grid points are numbered counter-clockwise from 1 to 4. 
shown in Fig. B.l. The tabulated points form a two-dimensional Cartesian grid that is both 
orthogonal and regularly spaced. The point p is related to the grid square by 
X j  <  X p  <  X 2  ( B - l )  
^1 < Jp < 
The interpolation is performed in scaled coordinates £ and u where 
t  = ^ 2^ (B.2) 
l2 - 3^1 
•Jp ~ U = — 
24 -
SO that t  and u range betweem 0 to 1. 
For simple bi-linear interpolation, we can use 
(pp = (1 - £)(1 - u)<Pi -h t{l  - u)<p2 -btu<p3 -f (1 - t)u(pi (B.3) 
Bi-linear interpolation yields a function that is continuous between grid squares, but the slope 
of the function is discontinuous between grid squares. 
For higher order interpolation, the gradients of the tabulated data must be calculated at 
the four grid points. In this study, the gradients were calculated with fourth order central 
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2 4 
P 
1 3 
Figure B.l A grid square for locating Xp 
finite difference expressions. The accuracy of the interpolation scheme is dependent upon tiie 
order of accuracy of the rinite difference expressions used to calculate the gradients (Press et 
al., 1986). 
A cubic function in the scaled coordinate system is used to achieve continuity in the deriva­
tives of the interpolated function, given by 
<Pp = cii + ci2ii + + (B.4) 
C2\t + C22^W "l" C23tU' + C24tu^ + 
Czit^ + C32i^U "h + C34f"U^ + 
This equation may be rewritten as 
4 4 
(B.5) 
i=i j=i 
The x-derivative, (/-derivative and the cross-derivative may be expressed by 
(B.6) 
(B.7) 
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S)2^ *1 •< 
^ (B.8) 
These four equations reproduce the tabulated data on the grid points and have continuous 
first and second derivatives at the grid square boundaries. Using the four equations at eacli 
of the four tabulated points on the grid square gives a total of 16 equations that are used to 
determine the coefficients of transformation, c,j. 
If these equations are expanded they can be put in the form A x  =  h .  The unknown, x = c,j. 
has a length of 16. The vector b is given as 
b  =  <Pl <®2 <P2 
d<pi d02 d<i>2 d0\ d(l>\ d<p2 dpz d(t>^ d'^oo d'^03 (B.9) 
d x  d x  d x  d x  d y  d y  d y  d y  d x d y  d x d y  d x ' d y  d x O y  
and is determined from the tabulated data, and fourth order central finite difference expressions 
used with the tabulated data. 
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The A matrix is given by 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 
1 1 1 1 I I 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 2 0 0 0 3 0 0 0 
0 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3 
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 
0 1 2 3 0 1 2 3 0 1 2 3 0 I 2 3 
0 1 2 3 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 2 0 0 0 3 0 0 
0 0 0 0 0 1 2 3 0 2 4 6 0 3 6 9 
0 0 0 0 0 1 2 3 0 0 0 0 0 0 0 0 
In order to calculate the the coefficients for the interpolation. c,j, the A matrix must be 
inverted. The matrix inversion only needs to be performed once prior to any calculations. The 
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inverse of A is given by 
A - '  =  
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
-3 0 0 3 0 0 0 0 -2 0 0 -1 0 0 0 0 
2 0 0 -2 0 0 0 0 1 0 0 1 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 -3 0 0 3 0 0 0 0 -2 0 0 -I 
0 0 0 0 2 0 0 -2 0 0 0 0 1 0 0 I 
-3 3 0 0 -2 -1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 -3 3 0 0 -2 -1 0 0 
9 -9 9 -9 6 3 -3 -6 6 -6 -3 3 4 2 I 2 
-6 6 -6 6 -4 -2 2 4 -3 3 3 -3 _2 -1 -1 _2 
2 -2 0 0 1 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 2 -2 0 0 1 1 0 0 
-6 6 -6 6 -3 -3 3 3 -4 4 2 -2 -2 _2 -1 -1 
4 -4 4 -4 2 2 -2 -2 2 -2 -2 2 1 1 I 1 
Once tiie coefficients are calculated by i = A~^6. then <pp can be calculated 
tion B.8. 
The gradients at p may be determined from the chain rule 
d(j> _ 84) dt d<i) du 
dx dt dx du dx 
do _ d<f> dt d<i> du 
dy dt dy du dy 
By the definition of t and u, the gradients at p become 
do do f 1 
(B.ll) 
from equa-
(B.12) 
d x  d t  \ X 2  -
d(i> d<t> f 1 
d y  ~  d u  V t / 4  -  y i  
(B.13) 
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