We introduce a subclass of NP optimization problems which contains some NP-hard problems, e.g., bin covering and bin packing. For each problem in this subclass we prove that with probability tending to 1 (exponentially fast as the number of input items tends to inÿnity), the problem is approximable up to any chosen relative error bound ¿ 0 by a deterministic ÿnite-state machine. More precisely, let be a problem in our subclass of NP optimization problems, let ¿ 0 be any chosen bound, and assume there is a ÿxed (but arbitrary) probability distribution for the inputs. Then there exists a ÿnite-state machine which does the following: On an input I (random according to this probability distribution), the ÿnite-state machine produces a feasible solution whose objective value M (I ) satisÿes
Introduction
Let us ÿrst recall the standard deÿnition of NP optimization problem [12, 4] . An NP optimization problem over an alphabet is a four-tuple = (I; S; m; opt) such that:
1. I ⊆ * , the set of admissible input instances, is assumed to be recognizable in polynomial time; 2. S(I ) ⊆ * is the set of all feasible solutions on input I , for every I ∈ I. The relation {(I; s): I ∈ I; s ∈ S(I )} is assumed to be decidable in deterministic polynomial time. 3 . m : I × * → R, the objective function, is a polynomial-time computable function. 4 . opt ∈ {max; min} indicates whether is a maximization or a minimization problem.
We let the inputs be ÿnite sequences of positive rational numbers. We also assume that the values of the objective function m are positive rational numbers. Eventually we will encode rational numbers as strings.
For an NP optimization problem we let opt(I ) denote the optimum value of the objective function on input I . Let A be an algorithm which produces a feasible solution with objective value A(I ) on input I . We say that is approximated by A up to a factor i for any non-empty input I we have (see [14] )
|Opt(I ) − A(I )|=max{Opt(I ); A(I )}6 :
We also call such an a "bound on the relative error". We say that is asymptotically approximated by A up to a factor i the above relation holds for all inputs I = (a 1 ; : : : ; a n ) with n large enough.
We consider approximation properties of certain NP optimization problems in a probabilistic setting. We describe the inputs by sequences (x 1 ; : : : ; x n ) of independent, identically distributed ("i.i.d.") random variables x i with values over the positive rationals. The common domain of the x i is a probability space ( ; B; P), with underlying set ; -algebra B, and probability measure P : B → [0; 1]. Note that since each x i has only strictly positive values, the expectation E[x i ] exists (allowing +∞) and is not zero.
It has often been observed that the probabilistic behavior of an algorithm can be much better than the worst case behavior. Our results illustrate this again. For example, for the bin covering problem no approximation algorithm is known with arbitrarily small asymptotic approximation factor, in the worst case (see e.g. [2, 3] for background). However, we give an algorithm that has these properties with probability tending to 1 (exponentially fast) as the number of input items tends of ∞. In addition, our algorithm is just a ÿnite-state machine (hence, it runs in real time).
The fact that any NP-hard optimization problems are approximated by ÿnite-state machines, for any chosen relative error bound , is surprising. However, probability seems to be the key to reasonably good approximations by ÿnite-state machines.
This paper is a slightly extended version of [9] . In Section 2 we deÿne our subclass of NP optimization problems. The class is deÿned by a list of ÿve axiomatic properties; the ÿrst three axioms state, in essence, that the optimum is "semi-linear" in terms of the input; axiom 4 is an asymptotic positivity constraint on the optimum, and axiom 5 is a symmetry condition; therefore we call this class "the LinPosSym subclass of NP optimization problems". The e ect of the axioms is to make Opt(x 1 ; : : : ; x n ) have "probabilistic concentration". The class of NP optimization problems we end up with has a rather natural and simple deÿnition, and contains some well-known NP-hard optimization problems (e.g., bin packing, bin covering). The main part of the paper is the probabilistic analysis, given in Section 3. Our main result is the following:
Theorem. For any problem in the LinPosSym subclass of NP optimization problems and for any ¿0; there exists a ÿnite-state machine which on a random input I = (x 1 ; : : : ; x n ) (consisting of any number n¿1 of i.i.d. random variables that are positive-rational valued); produces a feasible solution whose objective value M (I ) satisÿes
when n is large enough. Here K¿0 is a universal constant; and h¿0 is a constant depending on ; ; and the probability distribution of the inputs.
Discussion. It is remarkable that some NP-hard optimization problems are -approximable by a ÿnite-state machine, for arbitrarily small ¿0. The probability of an error exceeding decreases exponentially with the input size. The ÿnite machine is deterministic. The result holds for arbitrary input distributions. Our algorithm is very simple in outline, but the parameters "N " and
of the algorithm are determined by a probabilistic analysis in a complicated way; the hardest part is the proof that the algorithm has the stated properties.
On the other hand, our result has some limitations too: • Our algorithm assumes a ÿxed input distribution and a ÿxed . The construction of the machine from the distribution and from is not e cient. But this is not always a problem, since in many designs the error tolerance and the input distribution are pre-established, as parts of a 'design speciÿcation'.
It may be possible to make the dependence on 1= polynomial, since the "window size" N is polynomially bounded (see Eq. (3) and Theorem 3.4). But the dependence on the distribution is complicated.
• Our class of NP optimization problems contains a few natural problems; it would be desirable to ÿnd more problems in the class.
A subclass of NP optimization problems
In this section we deÿne a subclass of NP-optimization problems, and we give two examples of NP-hard problems in that class. Approximation properties of this class will be studied in the next section.
For two sequences I 1 and I 2 with the same number of coordinates, we say that I 1 is dominated by I 2 (denoted by I 1 4 I 2 ) i each coordinate in I 1 is less than or equal to the corresponding coordinate in I 2 . By I 1 ·I 2 we denote the concatenation of the strings I 1 and I 2 . We denote by Q the set of rational numbers, by Q ¿0 the set of positive rational numbers, by S * the set of all ÿnite sequences of elements of any set S, by R the set of real numbers, and by Z the set of all integers. Deÿnition 2.1. We introduce the following subclass of NP optimization problems, called "the LinPosSym subclass of NP optimization problems". Each problem in this class takes ÿnite sequences of positive rational numbers as inputs, either with bounded or unbounded values: I = Q * ¿0 or I = {r ∈ Q: 0¡r6c} * (for some rational constant c). The feasible solutions are also assumed to be strings (over Q or over some ÿnite alphabet). We assume the following axioms for the LinPosSym subclass; the ÿrst 3 axioms state, in essence, that the optimum is "semi-linear" in terms of the input; axiom 4 is an asymptotic positivity constraint on the optimum, and axiom 5 is a symmetry condition. (A1) Subadditivity (Superadditivity)
The empty-string input I = () is admissible, and Opt(I ) = 0. The concatenation of any two admissible input strings I 1 and I 2 is admissible, and the concatenation of two feasible solutions S 1 resp. S 2 on input I 1 resp. I 2 is a feasible solution on input I 1 ·I 2 ; the objective value of S 1 ·S 2 satisÿes m(S 1 ·S 2 ) = m(S 1 )+m (S 2 If I = (a 1 ; : : : ; a n ) is an admissible input, then Ir = (a 1 ; : : : ; a r−1 ; a r+1 ; : : : ; a n ) (the sequence obtained by dropping a r ) is also admissible. Moreover, there is a constant ¿0 (depending only on ) such that (A5) Permutation invariance For any n¿0, any permutation of {1; : : : ; n}, and any admissible input (a 1 ; : : : ; a n ) ∈ (Q ¿0 ) n , the permuted input (a (1) ; : : : ; a (n) ) is admissible, and
Opt(a (1) ; : : : ; a (n) ) = Opt(a 1 ; : : : ; a n ):
Note that for every n¿0; Opt(x 1 ; : : : ; x n ) is a random variable if x 1 ; : : : ; x n are random variables (with admissible positive rational values). This is implied by the fact that for all n¿0, the restriction Opt : (Q ¿0 ) n → Q is a Borel measurable function. (The reason is trivial: Every subset of Q n is a Borel set because Q n is countable and because singletons are closed.)
As a consequence of axiom A3, for every input I with n coordinates, Opt(I )6 n:
(1)
Examples (bin covering; bin packing). Bin covering and bin packing are classical NP optimization problems whose decision versions are NP-complete (see e.g. [2, 7, 14] ). For bin covering our algorithm represents a signiÿcant advance: no real-time algorithm was known for arbitrary (even for the uniform distribution). For bin packing the literature is extensive, but all the known good -approximation results were for the uniform distribution.
Proposition 2.2. Bin covering and bin packing belong to the LinPosSym subclass of NP optimization problems.
Proof. Super-or sub-additivity (axiom A1), monotonicity (axiom A2), and permutation invariance (axiom A5), are straightforward to check. Axiom A3 holds with = 1: Indeed, when we remove an input item from a covering then, except for the one bin from which this item is removed, all bins are still covered. A similar argument applies to bin packing.
Axiom A4: For bin covering, the classical "ÿrst-ÿt" heuristic (see [7, 10] ) satisÿes: lim inf n→∞ (1=n) FirstFit(x 1 ; : : : ; x n )¿ 
Approximation with high probability
Let be a problem in the LinPosSym subclass of NP optimization problems (Deÿnition 2.1). Recall that we represent the inputs by sequences of i.i.d. random variables (x 1 ; : : : ; x n ), n¿0, deÿned on a probability space ( ; B; P), with values in Q ¿0 . Let us ÿx a probability distribution F : Q ¿0 → [0; 1] for x i (common to all x i ). Moreover; for any 1 ¿0 we have for all n large enough; P 1 n Opt(x 1 ; : : : ;
Probability concentration
and for all n¿0; P 1 n Opt(x 1 ; : : : ;
where ¿0 is a constant depending on the problem and the distribution. Here is as in axiom A3 of Deÿnition 2:1.
Proof. By applying Theorem 4:2 (in the appendix) to the super-(or sub-) additive process {Opt(x s+1 ; : : : ; x t ): s; t ∈ Z; s¡t} we have lim n→∞ (1=n)Opt(x 1 ; : : : ; x n ) = a.s., for some constant . By axiom A4, is strictly positive. This proves the limit result. The above limit result implies lim n→∞ (1=n)E[Opt(x 1 ; : : : ; x n )] = . So for all n large enough,
Now for any n¿0 we construct a martingale X 0 ; X 1 ; : : : ; X n as follows: For i = 1; : : : ; n, Hence, by classical properties of the conditional expectation, X n = Opt(x 1 ; : : : ; x n ):
For X i−1 with 16i6n + 1 we also have the following explicit formula:
Opt(x 1 (!); : : :
Then by classical properties of integrals,
vi;vi+1;:::;vn ∈ |Opt(x 1 (!); : : : where the last inequality follows from axiom A3 and the fact that Opt(: : :) is nonnegative. Hence we have for i = 1; : : : ; n:
Letting t = ( 1 n)=2 and C i 6 (16i6n) in Azuma's lemma (see the appendix) we obtain P |Opt(x 1 ; : : : ;
The theorem now follows by (2) , for all large enough n. From this we can then derive the "for all n" result. Let us denote p n = P(|(1=n)Opt (x 1 ; : : : ; x n ) − |6 1 ). We just proved that there exists n 0 (depending on the problem and the distribution) such that for all 1 and for all n¿n 0 ,
And for n6n 0 ; we can write p n ¿1− n exp(− 2 1 n=8
2 ) = 0; where n = exp(− 2 1 n=8 2 ). Now if we pick = max{2; 1 ; : : : ; n0 } we will have p n ¿1 − exp(− 2 ) for all n¿0.
Corollary 3.2. If belongs to the LinPosSym subclass of NP optimization problems then there is a constant ÿ¿0 (depending on and on the probability distribution) such that for all n¿0:
The constant is the same as in Theorem 3:1.
Proof. In the second inequality of Theorem 3.1, let us take 1 to be of the form s= √ n;
the inequality becomes then P(|(1=n)Opt(x 1 ; : : : ;
2 ). Equivalently, P(|(1=n)Opt(x 1 ; : : : ; x n ) − |¿s= √ n)¡ exp(−s 2 =8 2 ). Therefore by the deÿnition of expectation, 1 n E[Opt(x 1 ; : : : ; x n )] − = 1 n Opt(x 1 ; : : : ; x n ) dF − :
We partition the probability space into the subsets
where s ranges over all positive integers. Let us break up the integral according to this partition, and move the absolute values inside the integrals; then
The latter sum converges and evaluates to a positive constant. This yields the upper bound ÿ= √ n for some constant ÿ¿0.
An approximation algorithm
Given any problem in the LinPosSym subclass of NP optimization problems, and given an approximation factor ¿0 and a probability distribution F, we present a real-time deterministic algorithm that produces an -approximation for , with high probability. This algorithm takes a sequence of positive rational numbers as input, but only looks at an input sequence through a "window" of size N . The window size N is a constant (in terms of the inputs), depending on , F, and , and satisfying N = O(1= 2 ). In the next subsection we will encode the rational numbers as strings over a ÿxed alphabet, and turn the algorithm into a ÿnite-state machine.
Our approximation algorithm A has the following speciÿcation: Input of A: a sequence I = (a 1 ; : : : ; a n ) ∈ I; Output of A: a feasible solution S ∈ S(I ) of , whose objective value m(I; S) = A(I ) satisÿes the probabilistic inequality in Theorem 3.4 below.
Preprocessing (independent of the input I ): Pick N to be the smallest square integer so that
where the constant ; ÿ; ; Ä are given, respectively, in Theorem 3.1, Corollary 3.2, axiom A3, and the Kolmogorov-Smirnov statistics (4:5). This choice of N will be justiÿed at the end of the proof of Theorem 3.4. The number N is called the window size, due to its role in the algorithm. Since N is chosen to be minimal subject to the above inequality, we have
Let q F be the quantile transformation of the distribution F (see the appendix). For all i (16i6N ) we deÿne
Let us consider the set { (N ) 1 ; : : : ;
N } and consider all sequences of length N consisting of elements from this set (so there are 6N N such sequences). For every such sequence , used as an input of problem , we pick an optimal feasible solution ( ) ∈ S( ); its optimal objective value is Opt( ). We arrange the results of this preprocessing into a table T which, for every gives ( ) and Opt( ).
This completes the preprocessing. Proof. Note that q F is positive-rational valued, since F is the distribution of a random variable (namely x i ) which is positive-rational valued (recall that "min" is used in the deÿnition of the quantile transformation). Also, if the random variable x i is bounded by c (i.e., ∀!; x i (!)6c) then q F is also bounded by c. Also,
Remark. Recall that everything we do is for a ÿxed distribution F and a ÿxed . We do not have an algorithm that ÿnds N , the (N )
i 's, and the algorithm A, from and F. The algorithm A will be based on the step function from Q ¿0 to { The intuition for this algorithm is simple: We break the random input (x 1 ; : : : ; x n ) into n=N successive (non-overlapping) segments I k = (x kN +1 ; : : : ; x kN +N ), for k = 0; 1; : : : ; n=N − 1. We discard the remainder (x n=N N +1 ; : : : ; x n ) since it has length ¡N which is asymptotically negligible. For every input segment I k (which consists on N input numbers, where N is the constant window size chosen in Preprocessing), we ÿnd a segment k by applying the function to I k . By the Kolmogorov-Smirnov statistics (Theorem 4:5, especially (7)), we expect I k and k to have closely related Opt values, with high probability. The optimal solutions ( k ) for all the k 's have been precomputed, independently of the input (what depends on the input are the k 's that are actually picked, and their order). By axiom A1 we can concatenate feasible solutions. The next theorem shows that the resulting total solution is indeed close to an optimum, asymptotically, with high probability.
Digression. It is interesting (although this is not needed here) that I k and (I k ) have related distributions. We deÿne the following discrete probability distribution F N concentrated on { when n is large enough. Here K¿0 is a universal constant; and h¿0 is a constant depending on ; and F. The window size N in the algorithm satisÿes N ¡ = 2 where is a positive constant (which depends on the problem and the distribution).
Proof. We prove the theorem in the case where is a maximization problem; the proof is similar for minimization problems.
As we saw in the intuitive motivation of A, we can assume for simplicity that n is divisible by N (this has no e ect asymptotically). Accordingly, we write n=N instead of n=N . We apply the Hoe ding inequality (9) (in the appendix), with X k := Opt( k ) (16k6n=N ), where k is as in the algorithm. Since di erent k 's are obtained in the algorithm by applying the function to non-overlapping I k 's, it follows that the Opt( k )'s are i.i.d. random variables. In the Hoe ding inequality we let X be Opt( 1 ). Since 0¡Opt( k )6 N (as a consequence of axiom A3, see inequality (1)), we let n := n=N; t := N 2 and c H := N in the Hoe ding inequality. Note that by Axiom A1, n=N k=1 Opt( k ) = A(I ). Then (9) yields for any 2 ¿0,
Let us now estimate E[Opt( 1 )] and compare it with E[Opt(I 1 )], where I 1 = (x 1 ; : : : ; x N ). Suppose that by sorting the elements of I 1 in nondecreasing order we have x i1 6 · · · 6x iN (order statistics). Then by the Kolmogorov-Smirnov statistics (7) we have for any s (such that 16s6 √ N + 1):
where the event E 1 and E 2 are deÿned by
1 (!); : : : ;
(!); : : : ;
Recall that N is a square. For all s (16s6 √ N + 1), consider the event
Claim.
Proof. For all ! ∈ E 1 ∩ E 2 and all k with 2(s − 1) √ N ¡k6N ,
Applying to x i k (!) in the above inequality yields (by the deÿnition of )
. By axiom A5 (on permutations), this implies that the subsequence I 1 (!) of I 1 (!) consisting of the numbers
, is dominated by the appropriately permuted subsequence 1 (!) of 1 (!) consisting of the numbers (x i k (!)) (with 2(s − 1) √ N ¡K6N ). Hence by axioms A2 and A3,
Hence, for all ! ∈ E 1 ∩ E 2 ,
Applying to (5), by a similar argument we have for all ! ∈ E 1 ∩ E 2 ,
The Claim is equivalent to the above two inequalities.
By the Claim and the Kolmogorov-Smirnov inequality (7) we have for any s such that 16s6 √ N + 1:
Recall the following fact involving conditional expectations:
if {B s : 16s6m} is any partition of the probability space . Hence,
But by the deÿnition F s we have E[|Opt(
for some constant L (depending on only), such that L62Ä · 1:27263Ä . (The inÿnite sum evaluates to 2 ) = 1:271 ± 0:001.) Combining this and (4) we obtain for any 2 ¿0,
where
By this and Theorem 3.1 we have for any 1 ; 2 ¿0,
For any ¿0, since ¿0, we may take 1 and 2 small enough so that the second term of H 2 is less than =2. Then we take N large enough so that the ÿrst term of H 2 is less than =2, i.e., we take N as in Preprocessing; so the constant in the Theorem can be chosen as = (1 + 2= (ÿ + 3 Ä)) 2 . Now H 2 ¡ , and the theorem follows.
The ÿnite-state machine
We will use deterministic ÿnite-state machines with output (or Mealy machines) in their most classical sense; see e.g. [11] for a deÿnition. Then there exists a ÿnite-state machine M which on input I produces a feasible solution whose objective value M(I ) satisÿes
−hn when n is large enough. Here K¿0 is a universal constant and h¿0 is a constant depending on ; and F.
Proof. Since ; F are ÿxed, N is ÿxed, and the table T is ÿxed and ÿnite. So the algorithm A looks like a ÿnite-state machine (i.e., a Mealy machine), except that so far, input sequences consisted of arbitrary positive rational numbers. The inputs of an automaton have to be strings over a ÿnite alphabet. To encode the inputs over a ÿnite alphabet we proceed as follows. First, we represent every positive rational number in the form b=c+a with a; b; c ∈ N, and b¡c, and where a; b; c are written in reverse binary: the least signiÿcant bit is at the left and is read ÿrst. Second, the pair of numbers b; c is represented as two "parallel bit streams" (i.e., two bit strings of equal length, possibly with leading zeros, lined up bit by bit) over the letters 
is indeed rational). This is done as follows: We assume that each (N ) i is stored in the ÿnite memory of M. While the integral part a of the input item is being read, M generates i and (based on these two parallel bit streams) M compares a and i . A classical three-state automaton can compare integers represented in reverse binary (see Fig. 1 ).
If the integral parts are equal, the fractional part b=c of the input item is compared next with the (ÿxed) fractional part ÿ i = i of (N ) i . This is done as follows: The ÿnite automaton can multiply a variable number (represented in reverse binary) by a ÿxed number, using a construction similar to the classical binary adder. Thus, given b=c the automaton computes i b=ÿ i c (all fractions represented as parallel bit streams in reverse binary). At the same time, the automaton compares ÿ i c and i b (using the three-state comparator of Fig. 1 ). 
A.3. Quantile transformation
The quantile transformation q F of a probability distribution F over R (see [6] ) is the function [0; 1] → R ∪ {−∞; +∞}, deÿned by q F (z) = min{t ∈ R ∪ {−∞}: F(t)¿z}:
This deÿnition uses min (instead of inf) because F is continuous from the left. Applications of the Kolmogorov-Smirnov statistics: Consider the two events
Then by Theorem A.5 it follows that for any s¿0,
n ¿1 − Äe 
