Abstract. If K is a hyperbolic knot in the oriented S 3 , an algebraic component of its character variety containing the holonomy of the complete hyperbolic structure of finite volume of S 3 \ K is an algebraic curve (excellent 
information about their branched coverings). We have studied this in a series of papers ( [16] , [17] , [18] , [20] ) where limit of hyperbolicity, volume, Chern-Simons invariants and arithmeticity properties of the cone manifold structures in S 3 with singular set K, were studied and (some of them) defined. The peripheral polynomials can be used to find analogous results for the more general cone manifold structures with underlying space the Dehn-surgered S 3 's along K (hence for their branched coverings).
Computing these peripheral polynomials involves first to be able to compute X(G) and to efficiently extract the curve U . This preliminary work has been done in several papers ( [14] , [16] , [21] , [22] , [23] ) for some classes of knots. The computation of the peripheral polynomials is contained in the present paper. We show how to obtain ℘ E for any 2-system E, once we know two peripheral polynomials ℘ E1 , ℘ E2 , where the 2-systems E 1 , E 2 have one curve in common.
Finally we consider two illuminating examples: Knots 4 1 (amphicheiral) and 10 139 (non-amphicheiral), where the computations of peripheral polynomials are given.
2. The character variety of a finitely generated group.
We are interested in the set of representations of a knot-group π 1 (S 3 \ K) into the group SL(2, C). We start with some remarks, (see [28] ; compare [10] ).
Let G be a finitely generated group. For a representation ρ : G −→ SL (2, C) define χ ρ : G −→ C, where χ ρ (g) is the trace of ρ(g). Two representations ρ and ρ are equivalent if ρ = F • ρ, where F is an inner automorphism of SL(2, C).
Equivalent representations define the same character χ ρ . For each g ∈ G define a function t g : R(G) −→ C by t g (ρ) = χ ρ (g) = tr(ρ(g)), where R(G) is the set of representations ρ : G −→ SL(2, C).
The ring generated by the set of functions t g , g ∈ G is finitely generated. In fact, let g 1 , g 2 , ..., g n be a set of generators of
G.
Denote t h , where h = g i1 g i2 ...g im by t i1i2...im . Then, every t g , g ∈ G, is a polynomial with rational coefficients in the functions Figure 1 which, therefore, generate the ring. If we order the n(n 2 +5)/6 numbers t i1i2...im (ρ), m ≤ 3, lexicographically, we obtain a pointρ ∈ C p , p = n(n 2 + 5)/6. (Thus, χ ρ is determined byρ.) Define X(G) as the locus of all pointsρ ∈ C p . Then X(G) is the locus of zeroes of a set of polynomials in p variables with rational coefficients ( see [7] , see also [10] ). Strictly speaking X(G) depends on the choice of generators of G.
However, if X (G) is defined using a different set of generators, the natural bijection
is an isomorphism between affine varieties (see, for instance, [3] , p.5 and p.237), that is, each component of f , and of f −1 , is a polynomial with integral coefficients ( [7] , p.113).
The affine variety X(G), well defined up to isomorphism, is called the character variety of representations of G in SL(2, C).
Proposition 2.1. The map sending (x 1 , x 2 , · · ·,
induces an involution J in X(G).
Proof. X(G)
is the locus of zeroes of a set of polynomials in p variables with rational coefficients.
Example 2.2. Let G be the free abelian group of rank 2: G = |m, l : mlm
X(G) is the surface
X(G) = {(x, y, z) ∈ C 3 : x 2 + y 2 + z 2 − xyz − 4 = 0} where x := t m , y := t l , z := t ml are coordinates in C 3 (see Figure 1 )
To show this, apply Theorem 3.2 in [10] . Denoting the matrices ρ(m), ρ(l),
respectively by M , L, and using the well known formulas for the trace of matrices in SL(2, C):
we have:
from which it follows that
3. The character variety of a knot group and our main problem.
Let K be a knot in S 3 . The 3-sphere S 3 will be assumed oriented. The fixed orientation will be the right-hand screw orientation when we refer to pictures.
Consider the group G = π 1 (S 3 \ K, * ) and the character variety X(G) of representations of G in SL(2, C). Consider a Wirtinger presentation of the knot group
.., a n ; r 1 , ..., r n−1 | where each generator is a meridian class and each relator is of type a
is a representation such that ρ(a i ) = A i , then ρ (a i ) = −A i define also an homomorphism because of the special form of the relators. Then the involution I of
The involution I, just defined, and the involution J given by Proposition 2.1 generate an action of the Klein group {1, I, J, I • J} in X(G).
Assume now that K is a hyperbolic knot in S 3 . Then, the knot group G = π 1 (S 3 \ K, * ) has two faithful and discrete representations in P SL(2, C) up to equivalence (conjugation in the group P SL(2, C)). These are equal up to complex-conjugation (orientation reversing isometry in hyperbolic 3-space), in accordance with Mostow's Theorem, since they are the holonomies of the two complete hyperbolic structures of finite volume of S 3 \ K . They were called excellent representations by Riley [26] .
Each one of these two excellent representations lift to two different representations of G into SL(2, C) whose characters are related by the involution I ([4, lemma 1.1];
see [27] , [7] , [4] ). The four representations so obtained have therefore characters Any algebraic component of X(G) containing at least one of these four excellent characters will be called an excellent component.The union U of the excellent components will be called the excellent curve of K, because it has complex dimension 1 (see [27] , [7] , [4] ). The group {1, I, J, I • J} acts on U. Therefore there are three possibilities:
(i) U consists of a unique excellent component.
(ii) U consists of two excellent component.
(iii) U consists of four excellent component.
Since the group {1, I, J, I • J} acts on U it follows that two given excellent components are equal up to birational isomorphism and/or complex conjugation.
Anyone of them will be denoted by K. Figure 2 to the same function t V := t g = t g : R(G) −→ C. Thus t V is a well defined polynomial with rational coefficients in the coordinates of C p , the affine space in which K lies as an irreducible curve.
L are simple closed curves in τ ; both are oriented so that the linking number
M is a meridian of K; and L is nulhomologous in E(K). Then, the simple closed curves in τ are parameterised by Q + ∞ as follows.
A simple closed curve V in τ is homologous to ±(pM + qL), where p and q are two, relatively prime, integers. The curve V is denoted by the (reduced) fraction p/q.
In this way M = 1/0 = ∞, and L = 0/1 = 0.
We now introduce the concept of an n-system on a surface σ. This, by definition, The vertices of the tessellation correspond to the 1-systems (simple closed curves); the edges, to the 2-systems E i ; and the triangles, to the 3-systems T i .
Remember that for each V ∈ Q + ∞ we have defined a polynomial map with rational coefficients t V : C p −→ C. We denote t V | U : U −→ C with the same symbol t V . If E is a 2-system {V 1 , V 2 } we will assume the pair {V 1 , V 2 } ordered according to the orientation indicated in Figure 2 (from ∞ to 0).
is an ordered pair of 1-systems. (This is only a technical convention.)
Definition and Notation 3.2. The image of the excellent component K under t E (resp. t T ) is an irreducible algebraic curve in C 2 (resp. C 3 ) which we will denote by
Similarly, the image of the excellent curve U under t E (resp. t T ) is an algebraic curve in C 2 (resp. C 3 ) which we will denote by U E (resp. U T ). In C
2
(resp. C 3 ) we will take coordinates (
is generated (up to units) by some irreducible polynomial ℘ E (v 1 , v 2 ) which we call the E-peripheral polynomial of K; here ℘ is intended to suggest "peripheral".
Proposition 2 of [8] shows that t V is non-constant on K for each V , therefore any
The ideal I E (U) is generated (up to units) by some polynomial P E (v 1 , v 2 ) which we call the total E-peripheral polynomial of K.
The total E-peripheral polynomial of K can be easily obtained from the Eperipheral polynomial of K, due to the following proposition
action of the same group on U E , which is generated by the involutions (same symbol)
and
where
Proof. Only the second formula needs some comment. If {m, l} denotes a canonical meridian-longitude pair, and m, say, is the first meridian generator of the Wirtinger presentation
.., a n ; r 1 , ..., r n−1 | then l is represented by a word with an even number of letters in the alphabet
n } because this word reads zero under abelianization.
This completes the proof of the proposition.
is invariant under the action of the group {1, I, J, I • J}, generated by
coefficients.
The same can be said of the map {T → I T (U)}, for all 3-systems. We are interested in the relations among these ideals, and also in its computation for a given knot K, because of the following discussion.
Discussion on peripheral geometric invariants of cone-manifolds.
, carries on information about the geometric invariants of two families of hyperbolic cone-manifold structures, one is associated to V 1 and the other to V 2 . Consider, for instance, the one associated to V 1 . We denote the cone-manifold with angle α by
That is, M V 1 is the result of pasting together E(K) and a solid torus with meridian V 1 . The singular set, V 2 , is the core (parallel to V 2 ) of the glued solid torus, with angle α. Such Q α exists for 0 ≤ α < α 0 (V 1 ). We call α 0 the limit of hyperbolicity of (M V 1 , V 2 ). The hyperbolic cone-manifold structures Q α converge to the complete hyperbolic structure of finite volume in
The holonomy ρ α for Q α corresponding to a point χ ρ α in K is:
where v = δ + iβ, and δ and β are real numbers, δ > 0. Then
The complex conjugate representation ρ α of ρ α is the holonomy of the same cone-manifold Q α with opposite orientation:
Then we have
where = ±1 and η = ±1 are determined by the condition δ > 0. Thus we can obtain β and δ from the formulae:
The map sending α ∈ [0, α 0 (V 1 )) to χ ρα ∈ K is a continuous path γ V1 with χ ρ0 as the initial point:
This path γ V 1 induces the following volume map:
where vol(Q α ) denotes the hyperbolic volume of the cone manifold Q α .
The Schläffli's formula for the volume along this path gives
( [24] ; see [15] ). Knowing V (0) = vol(Q 0 ) we can compute the function V (α) using formula (5).
Similarly one can obtain the Chern-Simon function I(Q α ) using (4) and its "Schläffli's formula" ( [17] formula (7) in Theorem 3.5):
The peripheral polynomial ℘ (V1,V2) (v 1 , v 2 ) allows the effective computation of δ and β as functions of α by means of formulae (5) and (4). In fact, for v 1 = 2 cos α 2 , t α and t α are conjugate roots of the polynomial ℘ (V 1 ,V 2 ) (2 cos α 2 , v 2 ). This procedure has been developed for V 1 = 1 0 = M , and K a rational knot in [18] ; for V 1 = 0 1 = L, and K = 4 1 , in [19] .
The importance of our study on peripheral polynomials is that we can potentially carry out the above procedure for any hyperbolic knot. Given a hyperbolic knot K and an arbitrary V -Dehn surgery on K, a peripheral polynomial
is enough to obtain volume, Chern-Simon invariants, longitude δ and jump β of the singular set, for any hyperbolic cone manifold structure with singular set the core of the V -surgery. Hence one can easily compute volume and Chern-Simon invariant of any hyperbolic manifold obtained as an n-sheeted virtually regular covering of a hyperbolic orbifold (M V , 2π n ). See for instance [20] . With these notations and preliminaries we can state our main problem. (ii) Describe the functions t V : C p −→ C as the quotient of polynomials (i. e.
as rational function) for all 1-systems V in τ = ∂E(K).
(iii) Find the total peripheral polynomial of K, P E , for all 2-systems E in τ .
We have already solved problem (i) for a wide number of cases (rational knots [14] , [16] ; periodic knots [21] ; tunnel number 1 knots [22] ; and some other cases of knots [23] ).
Problem (ii) is not very difficult, once (i) is solved.
Here we address problem (iii) and show how to solve it, once problems (i) and
(ii) have been solved, for any particular hyperbolic knot.
First, in section 4, we present some important theoretical results, showing the interplay among the peripheral polynomials of K, ℘ E , for different 2-systems E.
Remark 3.6. The total peripheral polynomial of K, P E , for E = (
) of a knot is essentially a factor of the A-polynomial defined in [6] . To pass from ℘ E (t ∞ , t 0 ) to the corresponding factor of the A-polynomial, one have to send the variable 4. The excellent component in meridian-longitude coordinates.
We start with the following Theorem.
be a 3-system and V an arbitrary 1-system.
where the 1-variable polynomials p m (z) are defined by the recurrence formulas
we have
Thus the polynomials f m (y) define a family
of [14] (p.244, Def.1.4). Then
Similarly,
Again, by [14] , Def.1.4, we have
Finally,
Thus (again by [14] Def.1.4):
Putting together (7), (8),(9) we get
Proposition 4.2. Let E be a 2-system and T 1 , T 2 the two adjacent 3-systems.
Proof. We may assume
as elements of π 1 (τ, * ), where * is the common point of the 4 curves. Then, the first identity has been proved in Example 2.2. The second is standard (see formula (1)). 
Corollary 4.3. The ideal I T , corresponding to the irreducible curve
K T in C 3 , T = (V 1 , V 2 , V 3 ),i) f 1 (p 1 ) = ... = f 1 (p d ) ii) f 2 (p i ) = f 2 (p j ), for every i = j.of K such that t V 1 (p 1 ) = ... = t V 1 (p d ), there exist two (say p i , p j ) such that t V 2 (p i ) = t V 2 (p j ). Then t E (p i ) = (t V 1 (p i ), t V 2 (p i )) = (t V 1 (p j ), t V 2 (p j )) = t E (p j ),i = j. Take the point (z 1 , z 2 ) ∈ C 2 such that z 1 = t V 1 (p 1 ), z 2 = t V 2 (p i ). Then t −1 E (z 1 , z 2 ) = p i , so that the polynomial map t E has degree 1, since (z 1 , z 2 ) is generic. Proposition 4.7. Let T = (V 1 , V 2 , V 3 ) be a 3-system and let E = (V 1 , V 2 ) be an adjacent 2-system. The variety of C 3 defined by the ideal ℘ E (v 1 , v 2 ), D(v 1 , v 2 , v 3 )
consists of one algebraic component if and only if the map t E has degree 2.
Proof. 
and t E has degree 2 (see Figure 3 ) then the peripheral polynomials
Proof. By Corollary 4.8 we observe that 
The above result gives a practical computing procedure. 
as elements of π 1 (τ, * ), where * is the common point of the 4 curves. From the formula (11) :
. We also have, by the same Proposition (formula (10)),
which gives
We have mentioned that for each V , the function t V is non-constant on K. Then t V (χ ρ ) = ±2 only for a finite number of points χ ρ ∈ K. We say that χ ρ is a generic
Corollary 4.13. Let χ ρ ∈ K be a generic point for V 1 and V 2 . Assume
are different roots of the polynomial
Therefore, by Proposition 4.2, they are different roots of
Corollary 4.14. 
The powers are 2 or 1. The (in the statement of Corollary 4.14) consists of two different curves; it will be just
We do not know if this last case occurs. Figure 2 to itself, we have
Proof. The map u induces in K T the permutation
where λ is the other root of the polynomial
Now if V and W = R(V ) are corresponding vertices under the reflection R,
then t V and t W are polynomials p V , p W , with rational coefficients in the variables (t V1 , t V2 , t V3 ) and (t V1 , t V2 , t V4 ), respectively. And, moreover, these polynomials can be obtained using only the relation (11) in Proposition 4.2. The process to obtain p V imitates (by reflection) the one to obtain p W . It is then obvious that in fact p V equals p W after replacing t V3 by t V4 . As a matter of fact, using also (10) in Proposition 4.2 to lower the degree in t V3 (and in t V4 , correspondingly) we get:
where a 0 , a 1 are polynomials in t V 1 , t V 2 with rational coefficients (alternatively, use Proof. Consider T = (V 0 , V 1 , V 2 ), and suppose that ℘ E1 , ℘ E2 are given, where
Assume t E 0 has degree 1. Then, by Corollary 4.15,
as v 1 -polynomials will be the product of (a power of) ℘ E2 (v 0 , v 2 = t) and (a power of ℘ E3 (v 0 , v 3 = t) (eventually the power of ℘ E3 is 2 if the corresponding t E3 has degree 2), where v 3 ) and obtain the degree of t E 3 .
If t E 1 has degree 2, then by Corollary 4.9,
. In this way one can compute all ℘ E .
Theorem 4.22. The polynomial map t E is of degree 2 at most for one 2-system

E.
Proof. Assume there are two different 2-systems E, E , such that both t E and t E have degree 2. Then Corollary 4.19 shows that there are infinitely many: They are the orbits of E and E under the action of the group generated by the reflections R and R in E and E respectively. Each t E : K −→ K E of degree 2 defines an involution in K. But K has at most finitely many involutions, by a celebrated Theorem of Hurwitz. Therefore we may assume that the two different 2-systems E, E , with t E and t E of degree 2, define the same involution u in K.
Denote E by (V 1 , V 2 ) and E by (V, V ). Thus V (say) is different from V 1 and
where u is the involution defining t E .
Then t E (χ ρ 1 ) = t E (χ ρ 2 ). Assuming that u is also the involution defining t E we shall obtain a contradiction. Suppose that t E (χ ρ1 ) = t E (χ ρ2 ). By Theorem 4.4
(Thus V and V are different from V 3 .) Using Theorem 4.1 we have
where a(t V1 , t V2 ) (b(t V1 ), c(t V2 ), respectively) is a polynomial with integer coeffi-
This is impossible, because t V i is non-constant on K E for every V i . Thus u sends the curve 1/1 to −1/1, and therefore realises the reflection R on the edge E (see Figure 2 ). Let χ ρ 1 ∈ K be a generic element for 1 0 and 0 1 . Consider the representation ρ 2 = ρ 1 • u * . Observe that; using (2), (χ ρ 1 ) are the two different roots of the polynomial
. This shows also that the involution in K is induced by u. The character curve of the knot 4 1 has been studied in [29] , [1] , [10] , [13] .
The group G(4 1 ) of this knot is generated by two meridians g 1 , g 2 , which are conjugate elements in G(4 1 ). Thus t g1 = t g2 := y, t g1g2 := z are coordinates of C 2 in which K, the excellent component lies as an algebraic irreducible curve (over Q and over C) defined by the ideal I = r = 1 − 2y
) be a canonical meridian-longitude system. Since the knot 4 1 is amphicheiral, we only need two functions, t M , t L , to obtain all its peripheral polynomials. It is an easy exercise to write L as a word in the generators g 1 and g 2 . Then t L can be computed in the standard way (see [10] , section 4, for instance) and we get (compare [19] )
Eliminating the variable y we obtain the ( Since (s) = −1, (t) = 1, and ℘ ( In this way one can obtain algorithmically all peripheral polynomials of the knot 10 139 .
