Abstract-A motion-compensated deinterlacing scheme based on hierarchical motion analysis is presented. According to deinterlacing steps, our contribution can be divided into four parts: motion estimation, motion state analysis, motion consistency analysis, and finer-grained interpolation. In motion estimation, we introduce a Gaussian noise model for choosing the best motion vector for each block, and make a tradeoff between utilizing previous de-interlaced frames and avoiding error propagation. A directional interpolation method is also introduced in this part for backward fields. In motion state analysis, we define two motion states for each pixel, thus achieve a compromise between traditional block-based strategies and the extreme pixel-based case. In motion consistency analysis, we propose to measure both the motion vector consistency and the motion state consistency in order to determine whether the previous two parts should be performed again with a different block size. In finer-grained interpolation, we utilize a combination of recursive median filters to generate the final results. Experimental results show that all of the proposed techniques are effective, either objectively or subjectively. As a result, we can achieve much higher image quality, with an average gain of about 1.83 dB in terms of peak signal-to-noise ratio. Moreover, the increased computation complexity is marginal.
as the reverse process of the most common 2:1 interlacing [1] and aim at converting interlaced videos at 50/60 fields per second to progressive ones at 50/60 frames per second. The progressive format at 25/30 frames per second is usually not preferable because the display refresh rate should not be lower than 50 times per second in order to achieve continuous flicker-free motion [2] . We sort this kind of research into the first category. Recently, some other research perspectives have come into being. For example, R. Castagno et al. [3] focus on 50 Hz-to-75 Hz interlaced-to-progressive conversion. S. Muramatsu et al. [4] study invertible deinterlacing. M. Biswas et al. [5] stick to the performance analysis of deinterlacing system. C. Ballester et al. [6] propose to perform deinterlacing with inpainting. Since it is very difficult to categorize these researches, we simply classify them into the second category. As for the first category, motion compensation based deinterlacing algorithms have been developed as the most widely adopted ones [7] [8] [9] [10] , which comprise three typical stages: motion estimation, motion state analysis, and motion-compensated interpolation.
Motion estimation (ME) is one of the most important and computation-intensive parts of video codecs, thus it has been studied for years. However, ME algorithms used in video codecs usually estimate average motion over several field periods rather than motion between adjacent fields, e.g., the case when B pictures are used. Therefore, even the most efficient ME algorithms in video compression are not directly applicable to deinterlacing, since deinterlacing algorithms typically require only one single motion vector for each pixel, otherwise blurring might be introduced. Considering that pixel-based ME [11] is too complicated, most deinterlacing algorithms employ block-based ME algorithms, between either opposite-parity fields [12] or same-parity fields [13] . Oppositeparity ME outperforms same-parity ME when the vertical component of a motion vector is odd; however, it suffers from latent error propagation. Both the two kinds of ME are taken into account in [14] ; however, the block sizes are fixed as most other algorithms do, which is not appropriate to predict or compensate various kinds of motion due to noise and the aperture problem. To tackle these problems, several methods are proposed to use variable block sizes [15] [16] [17] ; however, all the available block sizes are still fixed (e.g., 16 × 16 → 8 × 8 → 4 × 4) hence the inherent problem cannot be solved radically.
Motion state analysis (MSA) is performed immediately after motion estimation. In this stage, motion vectors and texture information are typically utilized to determine whether and how a given region (typically a block) is moving. To achieve these goals, the sum of absolute difference (SAD) is usually used to measure the similarity along motion trajectories, with the help of other criteria such as the standard deviation (STD). The most intuitive motion states as indicated in [18] are stationary and moving. Some researchers proposed to define more motion states to make a finer-grained processing [19] [20] [21] . However, these approaches cannot work well for motions such as rotation, zoom, and occlusion. Chang et al. [22] and Huang et al. [23] tried to make the occlusion problem less suffering by using more reference fields, but the performance is still unsatisfactory for rotation and zoom cases (e.g., the Mobile sequence in [22] ). Moreover, existing block-based MSA methods typically have only one single state for each motion-compensated block, which is not suitable for finer-grained interpolation. Pixel-based MSA [24] can be used to address these problems; however, the computation complexity is too high. Thus, a balance between conventional block-based MSA and pixel-based MSA is needed.
Motion-compensated interpolation (MCI) is the last stage of video deinterlacing. It should be performed based on the results of MSA, with the assistance of motion information and texture information of each region. Generally speaking, MCI methods can be divided into three categories: motion adaptive MCI [8] , recursive MCI [25] , [26] , and generalized sampling theorem (GST)-based MCI [27] , [28] . Motion adaptive MCI algorithms take noise into account; however, the typical assumption that an obtained image equals to the sum of original image and noise is not valid in many practical cases [29] . Recursive MCI algorithms show the best performance; however, they are threatened by latent error propagation. GST-based MCI algorithms never suffer from error propagation; however, artifacts might be introduced when the motion vectors are erroneous. Adaptive deinterlacing algorithms [23] , [30] achieve better results by applying different methods to different regions; however, as for video sequences with motions such as rotation, zoom, and occlusion, finer-grained interpolation is required for better visual perception and lower probability of error propagation.
Based on the above discussions, a new block strategy is indispensable for more efficient ME, MSA, and MCI. As the experimental results have shown that two fixed-size block levels are generally good for video coding [31] and video deinterlacing [16] , we propose a three-leveled block strategy that has two fixed-size block levels and one variable-size block level to achieve better prediction and motion compensation. In this paper, a motion-compensated deinterlacing scheme is presented based on hierarchical motion analysis, which is incarnated by the novel three-leveled block strategy. First, motion estimation and motion state analysis are performed successively for first-level blocks. Then motion vector consistency and motion state consistency are analyzed to decide whether to perform the second-level motion estimation and second-level motion state analysis. Finally, a finer-grained interpolation is proposed at the variable-size block level, which is introduced to better solve the aperture problem than the previous methods. The rest of this paper is organized as follows. The proposed deinterlacing scheme is described in Section II, where the first three subsections give the hierarchical motion analysis model and the last subsection deals with finer-grained interpolation. Experimental results are presented in Section III. Section IV draws our conclusion.
II. Proposed Deinterlacing Scheme
The proposed motion-compensated deinterlacing scheme is sketched in Fig. 1 , which consists of four main modules, i.e., five-field motion estimation, three-field motion state analysis, motion consistency analysis for switching between the two fixed-size block levels, and finer-grained MCI at the third block level. Among them, the first three modules (five-field motion estimation, three-field motion state analysis, and motion consistency analysis) constitute the hierarchical motion analysis model.
In Fig. 1 , the first-level motion estimation and motion state analysis differ from second-level ones only in block sizes. The quadtree decomposition module equally divides a firstlevel block into four second-level blocks, each of which has the same motion vector and motion state with the first-level block. To interpret the third block level, we illustrate our block strategy in Fig. 2 , where the first and second fixed-size block levels are represented by gray and black blocks, respectively. As can be seen from the third level, for each second-level fixed-size block in the current field, each of its reference blocks overlies at most four adjacent second-level fixed-size blocks that might have different motion vectors and motion states. Therefore, it might be better to subdivide the secondlevel fixed-size blocks according to motion vectors, rather than simply performing quadtree decomposition again.
Before discussing the individual modules in Fig. 1 , we would like to introduce some background information at first. In [16] , we have proposed an improved 3-D recursive search (3-DRS) block matching algorithm [32] , which measures the matching error by
where (x, y) designates the spatial position in the current field f n and (dx, dy) is the motion vector. IB(x, y) is the interlaced block that contains (x, y), whereas f n+1 and F n−1 are the backward reference field and the previously interpolated frame, respectively. Since F n−1 is a full frame and there is no vertical restriction on F n−1 (x − dx, y − dy), we add a restriction that dy should be even in order to avoid error propagation. Unfortunately, it is not effective when the vertical component of a motion vector is odd. Moreover, noise is not considered. To address these problems, we further proposed a probabilistic motion estimation model in [23] . However, the block size for motion estimation was fixed so that it was not suitable for predicting different kinds of motion. Therefore, in this paper we propose to utilize two fixed-size block levels for better performance. Now the relationships within Fig. 1 are clear. We first perform first-level motion estimation to get the motion vectors and then determine whether the first-level blocks are moving. After that, motion consistency is analyzed to determine whether motion estimation and motion state analysis should be performed again at the second-level; if not, quadtree decomposition is used to directly assign the motion vector and motion state of a large block to its sub-blocks. When all these are finished, a finer-grained interpolation is then applied. In the following subsections, the four main modules are introduced in sequence.
A. Five-Field Motion Estimation
In image/video processing, the following equation is typically assumed, taking additive white Gaussian noise into account
where F n (x, y), G n (x, y), and V n (x, y) are the obtained image, original image, and Gaussian noise of the current nth picture, respectively. However, considering factors such as the ununiformity of camera sensitivity and uneven object illumination, a multiplicative error coefficient e n (x, y) is usually necessary to suppress the systematic degradation [29] 
Assuming the forward and backward reference positions of (x, y) are (x , y ) and (x , y ), respectively, then we have From the above two equations we can get the following:
In general, it is not easy to get an accurate estimation of e n (x, y). Taking into account the self-correction ability (e.g., self-calibration) of modern cameras, we can make another assumption that {e n } is a decreasing arithmetical series along the motion trajectory, then we can obtain
Since V n+1 (x , y ), V n (x, y), and V n−1 (x , y ) are Gaussian noises, the left-hand side of (6) also obeys a Gaussian distribution. Therefore, based on the discussion in [23] , the conditional probability that measures how well the current nth frame can be described by reference frames and motion vectors grows with the decrease of the following equation:
where B(x, y) is the block that contains (x, y), and delta is a very small positive constant used to avoid division by zero.
This criterion can be interpreted as follows. Let
If we consider X and Y as independent, then T = X/ √ Y/Num obeys the t distribution, whose probability density function curve is very similar to that of N(0, 1). Therefore, the probability grows with the decrease of T 's absolute value, which is exactly the square root of (7) when µ(x, y) equals 0 and σ(x, y) equals 1.
Based on the above discussion, if we have several motion vector candidates for the current block, the one that minimizes (7) will be considered as best and extended to the other direction for further use. For interlaced sequences, the general three-frame case turns into the five-field case in Fig. 3 , where four motion vector candidates for the current block can be calculated, including two between opposite-parity fields and two between same-parity fields. Note that the dotted blocks are co-located with the block in the current nth field.
The motion estimation process can avoid error propagation by referencing only original pixels. But in this case we cannot make full use of the previously de-interlaced frame. In the implementation, we make a tradeoff that the best motion vector for each block will be mapped to the previously interpolated frame F n−1 . Thus, the vertical component of the mapped motion vector can be either odd or even. In order to successfully extend it to the backward direction, we can temporarily de-interlace the backward field by an intra-field interpolation method (e.g., line averaging [7] or directional interpolations [33] , [34] ). In this way, we can not only benefit from the previous interpolation results when the motion vector is considered to be reliable but also have a great chance of avoiding error propagation. The latter can be interpreted as follows. First, we should assume that all the selected motion vectors before mapping to F n−1 are reliable, and that about 50% of the motion vectors have odd vertical components. Then the probability of making mistakes is no more than 50% in f n . Now if we take F n−1 into account, we can find that the interpolated pixels also have a chance of no more than 50% to be incorrect because half of the motion vectors calculated in f n−1 tend to be vertically even. So the error propagation probability in f n is restricted to be no more than 25% when considering one more reference. By analogy we know that this phenomenon actually weakens with time. In Section II-D, we will also use some interpolating strategies to restrain error propagation.
For better performance, each to-be-interpolated pixel (i, j) in the backward field is interpolated using a directional interpolation method modified from [33] , as described by the following steps. 1)
Step 1: Calculate five directional averages and five absolute directional differences as
where k ranges from 0 to 4, representing the five directions in Fig. 4 from left to right.
2)
Step 2: If the following equations hold, go to Step 3; otherwise average (2) is used as the final result
3)
Step 3: Remove unnecessary directions by determining the starting direction start and the ending direction end:
Step 4: Find the direction with minimal absolute difference from k = start to k = end, and use the corresponding average as the interpolation result.
B. Three-Field Motion State Analysis
In Section I, we have mentioned that motion state analysis is generally a procedure after motion estimation. But we would like to emphasize that although motion vectors are available at this stage, we should not think motion estimation has already been finished. This is because the results of first-level motion state analysis will be used in the next subsection to decide whether the second-level motion estimation and subsequent second-level motion state analysis should be performed, as depicted in Fig. 1 .
For each block in the current field, its forward reference might overlie one, two, or four adjacent blocks, depending on the motion vector. Fig. 5 gives an example when a current block is split into four sub-blocks. These subblocks may require different deinterlacing methods since their references belong to different blocks in the forward field. If only one motion state is defined for each block as existing algorithms do, we will take the risk of discarding all the previously computed motion state information. Therefore, in this subsection we propose to use both the currently detected motion state and the forwardly detected motion states for deinterlacing. This strategy is actually a tradeoff between traditional block-based cases and the extreme pixel-based case. Here are some explanations. Take the white sub-block in the current field for example when one more forward reference is considered, i.e., the forward-forward field. Depending on the motion vector in the forward field, the reference of its reference sub-block might also overlie at most four blocks in the forward-forward field. This means that the current block can be divided into more than four parts for processing if one more reference field is added. By this token, we can approach the extreme case of pixel-based motion state analysis if there are enough references and enough motion states are defined.
For clarity, only two motion states are defined in this subsection, i.e., stationary (0) and moving (1) . For each pixel in the current field, we use fullState to denote the motion state detected in the current field, and subState to denote the motion state of its reference pixel detected in the forward field
where the sgn function is defined as
where SAD mot (x, y) and SAD col (x, y) are the average sums of absolute difference along motion trajectory and among colocated pixels, respectively; and STD(x, y) is the standard deviation of the current block, as defined below. It is obvious that {P n (x, y), Q n (x, y), |R n (x, y)|} ⊆ {0, 1}, hence (10) will not generate values other than 0 or 1
Note that the first field should be specially treated since subState 0 (x, y) is meaningless. The modified directional interpolation method described in Section II-A can be applied. For even better performance, we can assume a virtual previous field that equals the first field, and then perform intra-field interpolations on the first field to make it different. Thus, regular motion estimation and motion state analysis can be applied.
In the above computation, exactly three successive fields are used for the calculation of fullState due to the following facts. First, both fields of one interlaced frame are needed to theoretically ensure the quality while deinterlacing each field of the frame, as analyzed in [35] . So if the to-be-interpolated is a bottom field, the forward field is indispensable; otherwise, the backward field is required. Second, the experiments in [36] show that if only these two fields are used, the performance is often worse than the simplest one-field case. To do better, the number of fields should not be less than three; intuitively three successive fields can be used. Third, it can be seen from [37] that motion state analysis with three fields is generally better than that with two-fields, but it is usually unhelpful to use more than three fields.
C. Motion Consistency Analysis
At this point, the specific motion estimation and motion state analysis techniques have already been introduced for fixed-size block levels. The remaining problem before interpolation is how to dynamically switch between these two fixedsize block levels, (see Fig. 1 ). In this subsection, this problem is tackled by performing the motion consistency analysis, which includes the analysis on motion vector consistency and motion state consistency. Motion vector consistency is analyzed within the current field. For lower computation complexity, a 3×3 neighborhood is considered for each block, as shown in Fig. 6 , where the bold arrow MV 9 refers to the motion vector of the current block. Intuitively, a consistent motion vector should act similar to its neighbors, in terms of both the motion vector value and the motion trajectory similarity. Therefore, MV 9 is considered to be consistent if the following equations are satisfied:
where delta is a very small positive constant and the thresholds are experimentally set. The first equation means that the current motion vector should be equal to most of its neighbors, whereas the second equation is used to ensure whether most of these motion vectors are reliable. Here STD i is the standard deviation defined as
where N i and (x i , y i ) are the number of pixels and an arbitrary pixel in the ith interlaced block, respectively. SAD i is the average sum of absolute difference along motion trajectory
As can be seen above, motion vector consistency is measured within the current field. On the contrary, the analysis on motion state consistency considers motion states in both the current field and the forward field, i.e., subState from the forward field and fullState in the current field. For a given pixel (x, y), its motion state is considered to be consistent if the following equations hold:
where (x , y ) is the forward reference pixel. These two equations can be easily understood and intuitively interpreted as: since each pixel has only two kinds of motion state, the motion state consistency should be acknowledged if these two kinds of motion state both remain the same along motion trajectory. Substituting the first equation of (10) into (17), the decision-making strategy can be equivalently rewritten as
These two equations are more compatible with the proposed idea. We can see clearly that for each pixel (x, y), the two kinds of motion state should be the same. Moreover, since the right-hand side of the first equation equals the left-hand side of the second equation according to (10), we actually mean that both of the two kinds of motion states should be kept the same along motion trajectory in at least three successive fields.
Finally, the motion consistency is defined as
where MVConsist n (x, y) and MSConsist n (x, y) indicate the motion vector consistency and motion state consistency of pixel (x, y) in the current field n, respectively. Note that MVConsist n (x, y)∈{0, 1} and MSConsist n (x, y)∈{0, 1}.
D. Finer-Grained Interpolation
From Fig. 1 we can see that all the first-level blocks are divided into four second-level blocks before interpolation. However, for a second-level block at this stage, the results of motion estimation and motion state analysis can be from either block levels. For example, if the first-level motion is considered as consistent, we will not do the second-level motion estimation and second-level motion state analysis, therefore we simply copy these information for the corresponding subblocks during quadtree decomposition; if the first-level motion is considered as inconsistent, the motion vector and motion state are calculated at the second-level. To differentiate the two fixed-size block levels, an additional superscript is used in the following interpolation.
The finer-grained interpolation strategy is defined as
where MConsist n (l) (x, y) and I n (l) (x, y) (l = 1, 2) are the motion consistency and interpolation algorithm for the current field n at the l-th fixed size block level, respectively. Note that the superscript l for MConsist (l) n (x, y) is fixed to be one, as depicted in Fig. 1 . As for the motion-compensated interpolation algorithm I (l) n (x, y), several motion-compensated median filtering (MCMF) methods are selected
where fullState n (l) (x, y) ∈ {0, 1} is the motion state calculated in current field n at the lth fixed size block level, as shown in Section II-B. stationaryMF n (l) (x, y) and nonStationaryMF n (l) (x, y) are the median filters for the stationary state and the moving state, respectively, as defined in (22) , where F n−1 and F n+1 are the previously interpolated frame and the temporarily de-interlaced backward frame, respectively. The functions will be explained in (23) and (24)
Some explanations are necessary here before further discussions. First, we would like to point out that motion acceleration and scene changes will have hardly any influence on the proposed motion estimation. This is because we have selected only one motion vector for each block out of many candidates (forward/backward, same-parity/opposite-parity) during the motion estimation procedure. For example, if there is a scene change at the current field, then a backward motion vector will be selected as the most reliable one. Second, although the unique motion vector is extended to another direction in Section II-A, the specific interpolation algorithms used in this subsection are relatively safe. For example, the definition of stationaryMF n (l) (x, y) shows that "intra"-pixels have larger weights than "inter"-pixels. Even if one of the references is bad, the final result will generally not be influenced if the "intra"-pixels are similar.
In (22), smooth n (l) (x, y) is used to determine whether a pixel (x, y) in the current field n is in a smooth region when considered in an lth level fixed-size block with the definitions of STD n (l) (x, y) and SAD n (l) (x, y) similar to (15) and (16), respectively. The remaining median filters for nonStationaryMF n (l) (x, y)(l = 1, 2) are defined in equations (24) , where edge n (x, y) is a simple edge-based line averaging (ELA) function
|f n (x−t, y−1) − f n (x + t, y + 1)|.
(25) All the four median filters in equations (24) are defined for the moving state. For smooth regions, we intuitively assign larger weights to "intra"-pixels and smaller weights to "inter"-pixels so that cases such as motion acceleration and scene changes are less suffering, as explained before. However, for regions that are not smooth, "inter"-pixels along motion trajectory should have relatively larger weights because the intra neighbors tend to be different from the to-be-interpolated pixel. Then the definitions for smoothMF n (2) (x, y) and nonSmoothMF n (2) (x, y) can be understood. Now the remaining untouched issue is why the interpolation approach differs when using motions at different fixed-size block levels.
As seen from (23), smooth regions are those who have relatively small standard deviations compared to SAD. However, given a true motion vector, the SAD might be too small to be used to determine the smoothness. To overcome this deficiency, we make some changes when motion consistency is acknowledged. Based on the above discussions, smoothMF n (1) (x, y) and nonSmoothMF n (1) (x, y) will be applied if and only if the first fixed-size block level is considered as consistent. That is to say, the definitions for smoothMF n (1) (x, y) and nonSmoothMF n (1) (x, y) should consider the case when the result of (23) is incorrect. As for smoothMF n (1) (x, y), we give more weights to "intra"-pixels by adding a simple ELA method. Therefore, it might be better when a "smooth" region contains some high frequency information such as edges. As for nonSmoothMF n (1) (x, y), we give more weights to "intra"-pixels by adding an intra parameter in the median filter. In this way, the spatial weights (in the vertical direction) equal to the temporal weights (along motion trajectory). Note that there are two results when the number of parameters for median filtering is even. We simply take the average.
III. Experimental Results
In the following subsections, the proposed algorithm is evaluated both objectively and subjectively using various sequences. (The first-level and second-level block sizes are 16 × 16 and 8 × 8, respectively.) The computation complexity is also discussed. Note that the proposed motion estimation is implemented based on 3-DRS. Football, Mobile, and Tempete, 150 frames) and two 720P sequences (City and Crew, 50 frames). We first perform interlacing on the progressive sequences and then de-interlace the resultant interlaced ones. Due to the lack of better substitutes, peak signal-to-noise ratio (PSNR) comparisons are made between original progressive sequences and the corresponding de-interlaced ones. The first method, fiveTapMF, is the objectively best five-tap median filter proposed in Section II-D, whereas sixTapMF is the six-tap median filter defined in (24) . The method Combination is a simple combination of fiveTapMF and sixTapMF, without hierarchical motion analysis. The last two rows are based on our scheme. Note that the method Our − FDP differs from the proposed method in that it uses the four directional patterns [34] for backward interpolation.
A. Objective Performance
From the first three rows in the data table, we can see that the combination of five-tap filters and the six-tap filter is objectively much more reliable than each of the components. Since the same motion estimation, motion state analysis, and motion consistency analysis are used, we can conclude that the performance of the proposed finer-grained interpolation is good. Note that this combination also outperforms adaptive recursive (AR) [22] , [26] and Mohammadi [38] , and is comparable to robust deinterlacing [23] which is much more complex. When the proposed hierarchical motion analysis and the proposed finer-grained interpolation are combined, we get the Proposed DI method and it achieves more reliable results, especially on sequences News, Tempete, and Crew. Therefore, both the hierarchical motion analysis (including motion estimation, motion state analysis, and motion consistency analysis) and the finer-grained interpolation are objectively effective. The last two rows indicate that the proposed backward interpolation method also outperforms the one using four directional patterns. Table I measures the effect of the motion estimation stage in terms of PSNR. As can be seen from (4), two fields are not enough to remove the factor e, which leads to the fact that two-field ME being worse than five-field ME. Among the five-field cases, the proposed algorithm makes full use of previously interpolated pixels both forwardly and backwardly, as explained in Section II-A, thus achieves the best performance. Note that although the PSNR gain between the last two rows is relatively small, we have successfully made the deinterlacing results more robust (e.g., on sequences Bus and Mobile) and set up a better base for the subsequent improvement. Since the second-level motion estimation has not been carried out at this stage to make the comparison fair, the actual performance of the proposed motion estimation should be even better than listed.
As depicted in Fig. 1 , when the second-level motion state analysis begins, the analysis on motion consistency has already come to an end. Therefore, it is difficult to tell the accurate performance of motion state analysis from motion consistency analysis. Fortunately, from another point of view, the performance of motion consistency analysis actually reflects the efficiency of the full version of motion state analysis. Table II shows the overall PSNR gain of motion state analysis and motion consistency analysis. We are happy to see that [14] . (d) Adaptive recursive [22] , [26] . (e) Method of [23] . (f) Proposed. significant gain has been achieved on sequence Football which has tough motions for deinterlacing.
B. Subjective Performance
The proposed deinterlacing scheme is in fact a combination of median filters. In this subsection, we first give a subjective evaluation of the finer-grained interpolation by comparing the proposed scheme to its individual components in Figs. 8 and 9 , and then make an overall evaluation against other algorithms. Fig. 8 compares the subjective performance on SD sequence Horseriding. The "Original Sequence" is generated by simply merge two interlaced fields together hence shows the worst subjective performance. fiveTapMF and sixTapMF are the same as those in the previous subsection. Although many artifacts are removed, the alphanumeric characters and the horse ears in Fig. 8(b) are still not satisfactory. In Fig. 8(c) , things turn better but it seems that some noise is introduced around the English letters on the clothes. Fig. 8(d) is actually generated by the combination of fiveTapMF and sixTapMF. We are happy to see that although only simple median filtering methods are used, the picture quality degradation from the most efficient high-quality deinterlacing algorithms is negligible (especially when displayed consecutively).
As can be seen from (24), the adopted median filters consider mainly two directions: motion trajectory direction and vertical direction. Fig. 8 has shown a scene when the motion is not vertical. A more extreme case is considered in Fig. 9 , which is one part of the SD sequence MobileCalendar. In the original interlaced sequence shown in Fig. 9(a) , serrations can be observed. But the numbers are generally correct in shape. Fig. 9(b) and (c) removes many serrations, but severe shape distortion is also obtained due to three reasons. First, the dominant motion direction is vertical, thus the up and down pixels are approximately on the motion trajectory. Both fiveTapMF and sixTapMF degrade into variations of line averaging, without considering the edge information. Second, the usage of up and down pixels is not very reliable as we do not know the vertical speed. Therefore, both fiveTapMF and sixTapMF are fallible. Third, the scene itself has very strong foreground-background contrast, so even small distortions are very obvious. In Fig. 9(d) , number "9" is de-interlaced much better as we take edge information into account. As for number "2," the background artifacts are gone due to region-based decision and finer-grained interpolation. Fig. 10 illustrates the efficiency on the SD sequence Basketball. Fig. 10(b) indicates that line averaging removes most of the interlacing artifacts, but tends to fail on nonhorizontal edges even if the moving direction is not vertical. Edge-based median filtering [14] can be used to restrain this problem. But as shown in Fig. 10(c) , the overall result is generally not smooth. The result of AR [22] , [26] is much smoother; however, AR is often inferior on diagonal edges, as can be seen from Fig. 10(d) . In Fig. 10(e) , the advantages of adaptive recursive and edge-based median filtering are combined thus the visual quality is rather good. The proposed deinterlacing scheme only utilizes simple median filters; nevertheless, the subjective effect in Fig. 10(f) is quite comparable to that in Fig. 10(e) .
From Figs. 8-10 we can see that advisable decisions can be made even when all the candidate interpolation methods are not very reliable. This can to some extent reflect the efficiency of the proposed hierarchical motion analysis.
C. Computation Complexity
The computation complexity is measured in seconds in Table III , where each of the seven CIF sequences has 150 frames. In the first five rows, the complexity of the proposed deinterlacing scheme is evaluated, whereas in the last two rows, two motion-compensated deinterlacing methods are also measured for reference. In the experiment, we choose the first-level block size as 16 × 16 and the second-level block size as 8 × 8. Accordingly, the fixed-size methods are also implemented with block size 16 × 16. Note that for a given interpolation method, we may have quite different running time when implementing with different software and hardware conditions, as well as tricks. In this subsection, an IBM T43 AZ9 laptop (Intel Pentium-M 1.73 GHz, 1 GB) is used to run the test.
For the first two rows, the running time is relatively short since finer-grained interpolation is not needed. The next two rows indicate that block size matters. For a larger block size, much less motion vector candidates will be computed and analyzed, therefore much time can be saved. The fifth row illustrates that the proposed scheme usually takes longer time than the cases when block sizes are fixed. This is because when the second-level information is used, the corresponding firstlevel information has already been calculated and analyzed. Statistics show that 19.72%, 39.52%, 8.66%, 2.83%, 25.78%, 37.29%, and 34.23% of the second-level motion information is used for sequences Foreman, News, Bus, Football, Mobile, Paris, and Tempete, respectively. Therefore, the running time on the fifth row is especially small for sequences Bus and Football, and relatively large for News, Paris, and Tempete. On average the running time of our proposed scheme is about 6.6% more than that of the second-level case, and about 32.64% more than that of the first-level case.
IV. Concluding Remarks
In this paper, we have proposed a motion-compensated deinterlacing scheme using hierarchical motion analysis. First, a hierarchical motion analysis model is presented based on a novel block strategy, which differs from conventional methods in that we have a variable-size block level based on motion vectors and can even approach the extreme of pixelbased interpolation when sufficient reference fields and motion states are available. The proposed hierarchical motion analysis mainly comprises three stages. The first stage is five-field motion estimation, where a Gaussian noise model is introduced for choosing the unique motion vector for each fixed-size block, either between same-parity fields or between oppositeparity fields. The second stage is three-field motion state analysis, where two kinds of motion states are defined for each pixel. The last stage is motion consistency analysis that takes both motion vector consistency and motion state consistency into account. Then several recursive median filters are used for finer-grained interpolation based on the motion consistency and texture information. Experimental results show that the objective performance is very good in terms of PSNR, whereas the subjective loss from existing best methods is negligible. Moreover, the increased computation complexity is marginal. (1998) (1999) , the Executive Vice President of the Graduate School of CAS (2000) (2001) (2002) (2003) (2004) , and a Vice President (2000) (2001) (2002) (2003) 
