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1. INTRODUCTION 
In Section 2 (Theorem 1) we give several conditions on an n x n 
Hermitian matrix H that are equivalent to the condition : H = A P + PA* 
for some positive definite (Hermitian) P and some positive stable matrix 
A. (Many of the implications in Theorem 1 are known, but we give new 
proofs for some of these.) In Lemma 1 we do likewise for the special 
case where A is required to be a positive diagonal matrix. In Section 3 
(Theorem 2) we give several conditions on Hermitian matrices H and P, 
with P positive definite, that are equivalent to the condition H = AP + 
PA* for some positive stable A. We also discuss the uniqueness of this 
matrix A (in Remark 1 following Theorem 2). 
We shall deal with the general complex case throughout this note 
(so that, for example, “similar” will mean “similar over the complex field”), 
but the corresponding real results and proofs can be obtained by making 
only the obvious modifications, i.e., no new difficulties arise in the real 
case. 
We conclude this section with some terminology we use throughout 
this note. A* denotes the conjugate transpose of A. An n x 1z matrix 
is called positive stable provided each of its eigenvalues has positive real 
part [2, p. 731. An n x n matrix C is called convergent provided C” + 0 
as m + 00 (this is the usage in [5]). The Cayley transformation we shall 
later refer to is the one which connects n x n matrices A and C by the 
two equations (which are equivalent to each other) 
A = (I - C)-l(I + C), C = (A + I)-l(A - I). 
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When A and C are so connected, it is known that (1) A is positive stable 
if and only if C is convergent (part of this is essentially the observation 
given in [5, p. 353]), (2) A is similar to a positive definite matrix if and only 
if C is similar to a convergent Hermitian matrix, (3) A is a positive diagonal 
matrix if and only if C is a convergent real diagonal matrix, and (4) the 
eigenvalues of A are (pairwise) distinct if and only if those of C are (since 
the same Cayley transformation applied to each eigenvalue of A gives 
an eigenvalue of C and vice versa). 
Subject to the restriction that P be positive definite (Hermitian) and 
A be positive stable, we shall call the equation 
H=AP+ PA* (*) 
the Lyapunov equation, and, if, further, we restrict A to be a positive 
diagonal matrix with pairwise distinct diagonal entries, we shall call (* ) 
the special Lyapunov equation. 
2. H GIVEii, A AND P TO BE FOUSU 
In this section we consider H as a “known” Hermitian matrix and A 
and P as “unknown” matrices which are to satisfy the Lyapunov equation 
(*). We begin with the special Lyapunov equation. 
LEMMA 1. Let H be an n x n Hermitian matrix. Then the following 
five statements aye equivalent.. 
(1) All the diagonal entries of H are positive; 
(2) H = AP + PA* for some positive definite P and some positive 
stable diagonal matrix A ; 
(3) H = AP + PA* f or some positive definite P and some positive 
diagomal matrix A with (pair&se) distinct diagonal entries ; 
(4) H = P - CPC* for some positive definite P and some convergent 
diagonal matrix C; 
(5) H = P - CPC* for some positive definite P and some convergent 
real diagonal matrix C with (pairwise) distinct diagonal entries. 
Proof. It is clear that (2) implies (1)) (3) implies (2), (4) implies (l), 
and (5) implies (4), so it suffices to show that (1) implies (3) and that 
(1) or (3) implies (5). 
To show that (1) implies (3), we use induction on n. When n = 1, 
(1) implies (3) trivially, so suppose that n > 2 and that (1) implies (3) 
for all Hermitian matrices H of order n - 1. Now let H be a given 
Hermitian matrix of order n all of whose diagonal entries are positive. 
Let P and A be the unknown matrices which are to satisfy the special 
Lyapunov equation (*) Let H = [hz,-] (i, y’ = 1, 2, . . , n), P = [$zj! 
(i, j = 1, 2, . . . , n), and A = diag(a,, u2, . . . , a,). We shall denote by 
H,, P,, and A, the respective leading principal submatrices of order 
PZ - 1 in H, P, and A. By our induction hypothesis we can choose P, 
and A, which satisfy the special Lyapunov equation H, = A,P, + P,A,*, 
because all diagonal entries of H, are positive. Thus 
&J = (% + Ui)Pzj (i,i=l,...,n-1) 
and hence the (i, j)th entry of the positive definite matrix P, is given by 
p, = (a, + ui).-%,i (i, j = 1, . . .> n- 1). 
Now for each positive number a,, we denote by P(u,) the &h-order 
matrix whose (i, j)th entry is 
(a, + +)-lJ$ (i,?=l,d )...) ?z). 
Thus P(a,) is well defined and Hermitian for a, > 0 (since a,, . . . , a,_, 
are all positive and H is Hermitian). Note that the “unknown” a, occurs 
only in the nth row and in the &h column of P(u,). As a, -)O+, the 
lzth diagonal entry, (a, + a,)-%,,,, - + 00 (since k,, > 0) and all other 
entries of P(u,) remain bounded. Thus P(u,J is positive definite for all 
sufficiently small positive a,,, since the complementary submatrix of the 
nth diagonal entry is just P,, which is positive definite and independent 
of a,. Thus we can choose urz, satisfying 0 < a, < min{a,, . . . , a,_,}, for 
which P(u,) is positive definite. We make such a choice for a,, and then 
take P = P(a,) and A = diag(a,, . ., a,_,, a,). This choice for P and 
A satisfies the special Lyapunov equation (*) for our given H. This 
completes the induction step and the proof that (1) implies (3). 
‘Il’e could now prove that (1) implies (5) in essentially the same manner 
that we just proved that (1) implies (3). Alternatively, we could prove 
that (3) implies (5) using the Cayley transformation (in much the same 
way it was used in [5, Theorem 2, p. 3531). Namely, substituting for A, 
given in terms of C by the Cayley transformation, into the special Lyapunov 
equation in (3), we get 
H = (I - C)-l[(I + C)P(I - C*) 
+ (I - C)P(I + c*)](r - c*)-l 
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= (I - C)-1[2P - 2cPc*](I - c*)-’ 
= P, - cp,c*, 
where P, = 2(1 - C)-IP[(I - C)-l]* and is thus positive definite. This 
completes the proof of Lemma 1. 
We now return to the general Lyapunov equation. The following 
theorem extends the results of Stein in [5] and in the process provides 
new proofs for those results. 
THEOREM 1. Let H be an n x 1% Hermitian matrix. Then the following 
nine statements aye equivalent: 
(1) H is not nonpositive definite ; 
(2) tr(HP-i) > 0 for some positive definite P (tr = trace); 
(3) H is conjunctive with a diagonal matrix having at least one positive 
diagonal entry ; 
(4) H is conjunctive with a matrix all of whose diagonal entries are 
positive ; 
(5) H = AP + PA* for some positive definite P and some positive 
stable A ; 
(6) H = AP + PA* for some positive definite P and some A similar 
to a positive definite matrix with @a&vise) distinct eigenvalues ; 
(7) H = P - CPC* for some positive definite P and some convergent C ; 
(8) H = P - CPC* for some positive definite P and some convergent 
C which is similar to a Hermitian matrix with (pairwise) distinct eigenvalues ; 
(9) H = PQR + RQP for some positive definite matrices P, Q, R. 
Proof. We first note that all nine conditions on H are invariant 
under conjunctivity, since, for nonsingular T, tr[(T*HT)P-l] = 
tr[H(TP-lT*)], T(AP + PA*)T* = (TAT-l)(TPT*) + (TPT*) - 
(TAT-l)*, T(P - CPC*)T* = TPT* - (TCT-l)(TPT*)(TCT-l)*, 
T(PQR+ RQP)T* = (TPT*)(T-l*QT-l)(TRT*) + (TRT*)(T-l*QT-l) . 
(TPT*), and the restrictions on A and C in (5), (6), (7), (8) are clearly 
invariant under similarity. Thus in proving that (l), (2), and (3) are 
equivalent we need consider only diagonal H, since every Hermitian 
matrix is conjunctive with a diagonal matrix. It is easy to see that (l), 
(2), and (3) are equivalent for diagonal H. Likewise, in proving that (4) 
implies (5), (6), (7), and (8), we may assume that all the diagonal entries 
of H itself are positive, and then the desired implications follow from 
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Lemma 1. Furthermore, it is obvious that (6) implies (5) and that (8) 
implies (7). Also that (6) implies (9) and that (9) implies (5) follow from 
the fact that a matrix is similar to a positive definite matrix if and only 
if it is the product of two positive definite matrices. (This fact follows, 
e.g., from [l, Corollary 7, p. 11271.) Thus we have left to show only that 
(5) implies (7), that (7) implies (l), and that (1) or (3) implies (4). 
That (5) implies (7) follows from using the Cayley transformation in 
the same way it was used in the proof of Lemma 1. (The same calculation 
shows that (6) implies (8). The reverse Cayley transformation can be 
used in the same way to show that (7) implies (5) and that (8) implies 
(6).) 
To show that (7) implies (l), the standard (and probably shortest) 
way is to substitute into the Hermitian form corresponding to H = P - 
CPC*, an eigenvector (n x 1 matrix) of C* and use the obvious fact 
that every eigenvalue of C* is absolutely less than unity [4, p. 821. We 
shall give here a somewhat longer proof, which however involves only 
rational operations (at least to the extent permitted by the occurrence 
of the limit notion in the definition of “convergent matrix”). Thus 
suppose H satisfies (7). Since the C in (7) is convergent, C” + 0 as m + co. 
Thus there is a positive integer m such that 
tr [CnP(Cn)*] < tr P 
(tr P > 0 since P is positive definite). For example, this inequality would 
follow by standard estimating procedures if we pick m so that 
9-2 1C”l i4 < p-l(tr P), 
where jlS//2 E tr(SS*) and fi is the largest diagonal entry of P. Then 
m-l m-1 
kzjCkH(Ck)* = 2 Ck(P - CPC*)(Ck)* 
k=O 
= P - C”P(Cm)*. 
This shows that H cannot be nonpositive definite, since the right side 
has trace > 0 (by our choice of m), whereas, if H were nonpositive definite, 
every term in the sum on the left would have trace < 0. 
A quick way of seeing that (1) (or (3)) implies (4) is to consider the 
set of 1z x 1 matrices X for which X*HX > 0. This set is nonempty 
(by (1)) and open (in the usual topology for the space of all n x 1 complex 
matrices) and hence contains a basis. Using such a basis as the columns 
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of an 1z x n matrix T, we have T nonsingular and all diagonal entries 
of T*HT positive. A more constructive proof that (3) implies (4) follows. 
Thus we assume (3), and we may further assume that H = diag(lz,, k,, . . . , h,) 
with h, > 0. Let T be the n x PZ matrix obtained from the n x n identity 
matrix by replacing the first row of the latter with the row (1, t,, t,, . . . , t,), 
where, for 2 < j < n, tj is real and chosen so that 
hltj2 + hi > 0. 
The left side of this inequality is then, for 2 < i < n, just the jth diagonal 
entry of T*H T, whose first diagonal entry is h,. Hence (T is nonsingular 
and) all diagonal entries of T*HT are positive. This concludes the proof 
of Theorem 1. 
Remark 1. The equivalence of (l), (2)) (3) of Theorem 1 is well known 
(and elementary). The equivalence of (l), (5)) (7) is the (essential) substance 
of Stein’s paper [5]. The equivalence of (1) and (4) is certainly known, 
but is not well known and does not seem to appear in standard references. 
Except for (9) (which was included because of its connection with another 
problem of interest to this author), the statements occurring in Theorem 1 
were selected for their relevance to the proof that (1) implies (5) and (7) 
(the relevance of (2) will be apparent after Theorem 2). There are of 
course many other well-known conditions equivalent to the nine given, 
some of which involve irrational operations on H, e.g., 
(1’) H has at least one positive eigenvalue. 
(Conditions (1’) and (1) were used interchangeably by Stein in [5].) Note 
that our proof that (1) implies (5) is entirely constructive and involves 
only rational operations. 
Remark 2. In condition (6) of Theorem 1 note that an arbitrary 
positive scalar factor can be transferred from P to A and hence the eigen- 
values of A can be distributed arbitrarily with respect to unity (or any 
other single positive number). Consequently the eigenvalues of C in 
condition (8) can be arbitrarily distributed with respect to the origin 
(by suitable choice of P), that is, the inertia of C can be given arbitrarily, 
subject to the restriction that the nullity of C be < 1. (This could also 
be seen from the direct proof that (1) implies (5) in Lemma 1, following 
the lines of the given proof that (1) implies (3) in Lemma 1.) 
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3. H AND P GIVEK, A TO RE FOUND 
In this section we consider both of H and I-’ as “known” matrices 
and A as an “unknown” matrix which is to satisfy the Lyapunov equation 
(*). We begin with the special case P = I in the following lemma. 
LEMMA 2. Let H be an n x n Hermitian matrix. Then the following 
six statements are equivalent.. 
(1) trH >O; 
(2) H is unitarily similar to a matrix all of whose diagonal entries 
are positive; 
(3) Every matrix u&tardy similar to H has at least one fiositive diagonal 
entry ; 
(4) H = A + A* for some positive stable A ; 
(5) H = A + A* for sotne A similar to a positive definite matrix; 
(6) H = QR + RQ for some positive definite matrices Q, R. 
Proof. It is clear that (5) implies (4) and (for the same reason given 
in the proof of Theorem 1 that (6) implies (9) and (9) implies (5) there) 
that (5) is equivalent to (6). Since all six conditions are invariant under 
unitary similarity, it is also clear that (2) implies (1) and (1) implies (3) 
and (since A is unitarily similar to a triangular matrix [S, Theorem 8.14, 
p. 2291) that (4) implies (2). Thus it remains for us to show that (1) 
implies (2), (3) implies (l), and (2) implies (5). 
That (1) implies (2) and that (3) implies (1) are both immediate 
consequences of the following proposition. 
PROPOSITION. Let H be any n x n Hermitian matrix. Then H is 
unitarily similar to a matrix all of whose diagonal entries are equal, hence 
each of whose diagonal entries = n-i(tr H). (We need here only the 
Hermitian case, but the general case follows by slightly extending the 
methods in the proof below. A shorter but less constructive proof appears 
in [3].) 
Proof of the proposition. We may suppose tr H = 0. (For a general H 
we apply the zero-trace case to H - n-l(tr H)I.) We use induction on 
n. The 1 x 1 case is trivial, so suppose n 3 2 and that the first conclusion 
of the proposition is true for all (n - 1) x (n - 1) Hermitian matrices 
of trace zero. Let H = [hij] be an n x n Hermitian matrix of trace 
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zero. If the diagonal entries of H are not all zero, then at least one of them 
is positive and one is negative. By applying a permutation similarity 
and replacing H by - H (if necessary), we may assume 0 < Jr,, < - h,,. 
Then we apply a real unitary similarity, acting only on the first two rows 
and columns of H (i.e., a similarity of the form H + U*HU, where U 
is a unitary matrix which differs from the identity matrix only in its 
leading principal 2 x 2 submatrix, which is a real rotation matrix), 
which has the following effect on the leading principal 2 x 2 submatrix 
of H (and does not change the other diagonal entries): 
where 0 is real and is chosen so that 
h,, c0s2 e - (h,, + h,,) sin e cos e + h,, sin2 e = 0 
(such a 8 exists since h,,h,, < 0). Thus we get H unitarily similar to a 
Hermitian matrix H, whose first diagonal entry is zero. Now we apply 
our induction hypothesis to the lower-right (n - 1) x (FZ - 1) principal 
submatrix of H,, and thereby get H unitarily similar to a Hermitian 
matrix with zero diagonal. 
Returning to the proof of Lemma 2, we now have left to show that 
(2) implies (5). Thus we assume (Z), and in fact we may assume that 
H itself has all its diagonal entries positive. We may also assume that 
0 < h, < h, < * * . < h,, where h, denotes the ith diagonal entry of H. 
Suppose now that p < q and that 
h r-~<hp=h~+~=*-* = h,_,= hp<hy+l, 
where (if necessary) h, = 0 and h,+l = 12, + 1. Suppose further that 
the diagonal block (i.e., the contiguous principal submatrix) from rows 
p,p+ I,..., q has a nonzero superdiagonal entry. By applying at most 
two elementary permutation similarities, we may then assume that this 
nonzero entry is in the (p, q)th place, i.e., that h,, # 0. By then applying 
a diagonal unitary similarity (if necessary), we may assume hoq > 0. Now 
we apply a real unitary similarity, acting only on rows p and q and columns 
p and q, which is near enough to (but not equal to) the identity similarity 
so that it has the following effect on the pth and qth diagonal entries 
(and does not change the other diagonal entries): 
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where 
h,- 1 < h,’ < ho+1 = * * * = h,_, < h,’ < h,+,. 
Such a unitary similarity exists because h,, > 0, h,’ + h,’ = hp + h,, and 
hP‘ = he cos2 8 - 2h2,, cos 8 sin 19 + h2, sin2 0 
is < h, for all sufficiently small positive 8. Continuing in this way, we 
eventually (after no more than in such steps, each of which removes 
two diagonal entries from a chain of equal diagonal entries as long as the 
diagonal block corresponding to the chain has any nonzero off-diagonal 
entries) arrive at a (Hermitian) matrix K = [kij], unitarily similar to 
H, with the property that, for i < j, 
0 < kLi ,( kjj with k,i = k,. only if k, = 0. 
Now define an 1% x n matrix B = [b,] by 
bjj = 0 for i < I, 
= $kzj for i = j, 
= kli for i >j. 
Then K = B + H*, and B is lower triangular with all its diagonal entries 
positive. Moreover, for i # j, 
bii = bjj implies b,, = 0 
(in fact, B can be partitioned in such a way that it is lower block triangular, 
each diagonal block is a positive scalar matrix, and different diagonal 
blocks correspond to different scalars). Thus the geometric degree of 
each eigenvalue of B is the same as its algebraic degree [6, p. 1831. 
Consequently, B is similar to a diagonal matrix [6, pp. 180-184, Theorems 
7.5 and 7.81, in particular, to the one whose diagonal is the diagonal of 
B. Therefore B is similar to a positive definite matrix. Now, since there 
is a unitary matrix U such that 
H = U*KU = U*(B + B*)U, 
we may take A = U*BU, and thereby have A similar to a positive 
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definite matrix and also have H = A + A*. This concludes the proof 
that (2) implies (5) and the proof of Lemma 2. 
Remark. When H is a positive scalar matrix, we can see that the A 
satisfying condition (5) of Lemma 2 is unique. Namely, suppose that A 
is similar to a positive definite matrix (or only that all the eigenvalues 
of A are real) and that 21 = A + A*. Then there is a unitary matrix U 
such that A, = U*AU is triangular [6, Theorem 8.14, p. 2291, so all 
the diagonal entries of A, are real and 21 = A, + Al*. Therefore A, 
must = I and so A must also = I. A routine calculation in the 2 x 2 
case shows that when H is nonscalar (and tr H > 0) there are infinitel) 
many A satisfying (5) of Lemma 2. 
THEOREM 2. Let H and P be n x n Hermitian matrices and P be 
positive definite, with P-l = 9.5. Then the following sevelz statements 
are equivalent : 
(1) tr(HP-l) > 0; 
(2) SHS* is unitarily similar to a matrix all of whose diagonal entries 
are positive; 
(3) every matrix unitarily similar to SHS* has at least one positive 
diagonal entry; 
(4) H = AP -/- PA* for some positive stable A ; 
(5) H = AP + PA* for some A similar to a positive definite matrix; 
(6) H = PQR _t RQP for some positive definite matrices Q, R; 
(6’) H = QIPMIR + RP-IQ, for some positive definite matrices Q1, R. 
Proof. Apply Lemma 2 to SHS* (since tr(SHS*) = tr(HP-l)): 
replace H by SHS*, A by SAS-l, R by SRS*, and Q by SQ,S* (to get 
(6’)) or by (S-i)*QS-l (to get (6)). 
Remark 1. By the remark at the end of the proof of Lemma 2 and 
the way Lemma 2 is used in the proof of Theorem 2, it is clear that the 
A satisfying condition (5) of Theorem 2 is unique if and only if H is a 
positive scalar multiple of P. 
Remark 2. Theorem 2 ((1) implies (5)) gives us another proof of the 
nontrivial part (say, (3) implies (6)) of Theorem 1. Note that our proof 
of (1) implies (5) in Theorem 2 is, like the corresponding part of the proof 
of Theorem 1 ((1) implies (6)), completely constructive, though, unlike 
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Theorem 1, here irrational operations occur (though nothing worse than 
taking the positive square root of a positive number). 
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