3D simultaneous localization and mapping (SLAM) is a very important issue in autonomous robotics. One of the popular algorithms applied as a frontend of SLAM is iterative closest point (ICP).
Introduction
Simultaneous localization and mapping (SLAM) is one of the most fundamental essentials for many high layered robot tasks. It is of constructing a spatial model of the environment available for navigation. Early research focused on 2D SLAM providing 3D pose and 2D map, which is sometimes limited due to the lack of the information on altitude, pitch and roll, leading the robot only to work on a flat ground. And the constructed map is not sufficiently informative, since it merely describes the obstacles in the sensor's altitude. Thus, the 3D SLAM system providing a 6D pose and a 3D map, sufficient for navigation, has been studied recently by many groups [1] - [4] . Besides, the 3D map is also very important for manipulation since it can provide the information about the objects shapes which is beyond the capability of 2D map. The multi-scan fused point cloud will give more discriminative power in addition to texture information as well as colours, acting as a non-trivial procedure for subsequent segmentation and recognition [5] , [6] . Besides, some face recognition is also based on the 3D fused scan for a better performance [7] . As a result, building a 3D map has been an indispensible module in varieties of robots.
One of the popular algorithms applied in 3D environment modelling is iterative closest point (ICP) proposed by Besl and McKay [8] . It provides a way to compute the pose by alignment of two consecutive scans. In [5] , a graphic processing unit (GPU) implemented 3D reconstruction system is proposed, which has high accuracy and fast computation. However, its scale limit and sensor style make it more suitable for daily manipulation rather than mapping task. Nüchter et al. first employed ICP for 3D mapping in [9] - [12] , among which two improvements of ICP were presented: the cached KD-tree, an efficient tool for neighbour search in ICP, and the heuristic function for initial estimation, showing impressive experimental results. Another good framework was proposed by the mobile robot group of Oxford, in which a delayed-state filter implementation and a non-stop data acquisition method were introduced, realizing a real-time ICP-based SLAM solution [13] , [14] . The metrics of ICP in the works above are all point to point. A point to plane metric model is proposed in [15] , showing a better performance than point to point ICP. In [16] , this metric was employed to achieve a very efficient ICP. Recently, based on a probabilistic framework of ICP pose estimation step, Segal et al. [17] proposed a plane to plane metric by modifying the noise covariance of each point. The methods proposed are based on point to point metric, point to plane metric or plane to plane metric, respectively. They have different advantages. However, there seems to be no unified framework for different ICP versions as far as we know. It may prevent further understanding of this algorithm. The initial motivation is to propose such a framework for a fair comparison and analysis on these variants, which then leads to the proposed ICP. So the study of ICP in this paper is in two parts. First, the ICP is modelled into a probabilistic framework for analysis using expectation maximization (EM) which approximates the maximum likelihood estimation (ML) [18] . The result derived from the EM framework is that the different versions of ICP can all be considered as EM algorithms with different measurement models. Hence, the measurement model which determines the form of the metric should be the key factor of ICP. The algorithm can be compared by comparing its measurement models. This result leads to the second contribution that a weighted point to plane measurement model is proposed based on the eigenvalue decomposition. It better describes the real situation in a scan than the point to point and point to plane as it considers the uncertainty in scan shape. Compared to the plane to plane metric, it shows a similar error level but more robust to less overlap, which is a common case in SLAM. The relatively similar work with this paper is [17] . It models the ICP pose estimation step in a probabilistic framework, from which the plane to plane metric is derived. Different from their work, the probabilistic model in this paper includes both pose estimation and data association, leading to complete comparison. There was also other EM-driven ICP, which finds the solution by optimization of data association and pose at the same time based on information theory [19] . The dimension of parameter in their method is much higher than standard ones, so the algorithm takes several minutes for computation. As their aim is to develop a new algorithm rather than the discussion of typical three ones, we will not talk more about this work.
The remainder of the paper is organized as follows: The EM-based ICP class algorithm is presented in Section 2. In Section 3, we show the metric improvement of point to plane ICP to derive the EM-based point to plane ICP. Some practical issues are discussed in Section 4. The experiments proving the results are shown in Section 5, followed by the conclusion, which completes the paper.
EM-based ICP
In ICP problem, the data in the current frame, denoted as A {a i , i = 1 . . . N}, are noisy measurements of the data in the previous frame, denoted as B {b i , i = 1 . . . M}. The measurements are incomplete and the data association is unknown, proper for the EM framework. Denote the data association as C {c i }. The joint probability density function (pdf) for one measurement can be decomposed as:
with the naive Bayes assumption, the joint pdf for all measurements becomes:
This is the probabilistic representation of the problem ICP deal with. Here, T is the transform (pose) between the scans, p(a i |c i , B, T ) is the pdf of the measurement model, p(c i |B, T ) indicates data association. To represent p(c i |B, T ), a discrete finite valued set of unit vectors {e ji ∈ R M +1 } is used, of which the element are M zero entries with the jth entry being 1. For c i = e ji , j = 1 . . . M, it indicates that the ith point a i in the measurements is associated with the jth point b j in previous frame, while for j = M + 1, no corresponding data. In this definition, both inliers and outliers are within the framework.
As there is no prior model, the transform T should be estimated using the ML estimator. However, the data association is not known, we have to use EM algorithm to approximate the ML in an iterative way. EM algorithm has two steps at each iteration. In E-step, the hidden data are estimated by Maximum A Posterior (MAP) estimator given the parameter estimated at the last iteration. In M-step, the parameter is estimated by ML estimator given the hidden data estimated in E-step. In case of the ICP, the hidden data is the data association C, the parameter is T . So in E-step at iteration k, we have the estimation using MAP estimator as:
whereT k−1 is the estimated transform in the last iteration. The reason of employing MAP is simplicity and the discrete nature of C. The M-step is shown as follows:
with enough iterations, EM is guaranteed to converge to a local minimum. Now we give some assumptions, so that the model can be solved specifically:
• For c i = e ji , j = 1 . . . M, the models of noisy measurements p(a i |c i , B, T ) are in Gaussian distributions with zero means and the same covariance Σ.
• For c i = e ji , j = M + 1, the noisy measurements models p(a i |c i , B, T ) is in uniform distribution with a given parameter φ.
• The initial data associations p(c i |B, T ) are in uniform distribution with the parameter 1/(M + 1). The validation of the three assumptions will be discussed later in this section. Here, we first use them to derive the EM-ICP. According to the assumptions, the measurement model can be defined as:
where φ is a threshold controlled by the algorithm user. By replacing them into the algorithm, we have equations as in (6) and (7). In E-step:
note that the normalizer for Gaussian pdfs are cancelled. And in M-step:
where η i is a normalizer of the pdf. The detail derivation of (6) and (7) are given in the appendix. Now the EM algorithm for ICP has been derived with the previous assumptions. Here in the E-step, the estimation ofĈ k can be decoupled into sub-problems that to find c i maximizing its corresponding exp(−c
, which means that the data association c i is determined by the nearest neighbour of a i in scan B. Then, the ML estimation in the M-step is a least square problem with respect to T , giving the simplified EM-ICP:
Recall the assumptions listed above. The parameter in the second assumption can be adjusted by the user, so it holds true in practice. For the third assumption, uniform distribution nearly means no prior knowledge, which reflects the reality for the data association. But for the first assumption, measurements of the points in the other scan lie in spherical neighbourhoods with the same radius of the corresponding point is apparently too loose. Thus, the results learned from EM framework can be summarized as follows:
• The EM-based ICP is equivalent to standard point to point ICP with the measurements being in independent identical Gaussian distributions.
• The other metrics such as point to plane can be substituted into EM framework by modifying the definition of measurement model if the third assumption holds.
• The measurement models should be employed both in E-step and in M-step, which is the most crucial part for algorithm enhancement and the convergence result of EM exists only in this configuration.
Point to Plane Metric Improvement
With the framework derived earlier, we can compare the three algorithms by giving some comments on the three measurement models. The point to point metric is too loose as the noise is modelled in independent identical Gaussian distributions. Due to the difficult estimation of variance for each point, the assumption cannot be modified into independent Gaussian distributions, also lead to the vulnerability to less overlapping scans. However, point to point is the only metric whose convergence is guaranteed. So this algorithm may be a good choice for scan to model applications since the model is fully overlapped by the scan. The point to plane metric describes that the noise in normal direction is in independent identical Gaussian distributions, suggesting all planes are equally important, which is apparently unreasonable due to the various qualities of planes in a scan. But for the overlapping problem, this model is better than that of point to point since it does not take distance in planar directions into consideration. The measurement model corresponding to plane to plane metric is a combination of point to point metric and point to plane metric, indicating constraints on both positions of planar gravities and their normals. It has the best description of the scan shape among three metrics, so it seems to have a better performance in problem when the initial value of the ICP is poor. But its point to point component may make it vulnerable to less overlap problem. As less overlap is common in SLAM, point to plane metric seems to be a good choice. Its main shortage, the same weight configuration and data association will be improved in this section.
Variance Estimation
With the second result in the last section, a point to plane metric can be substituted into the EM-based ICP. Note that a normal estimation by the points generated from a small plane usually is less accurate than that from a large plane. The same normal uncertainty can be modified one step further by weighting each plane, which is achieved by estimating the covariance of each plane. Suppose a scan consists of many local planes B {p i , i = 1 . . . L} with each plane p i being parameterized by its normal n i and its perpendicular distance r i as usual. So the data is a set of parameterized planes B = {p i (n i , r i ), i = 1 . . . L}. Given a set of points b j ∈ p i , these parameters need to be estimated as follows:
Denote g i as the gravity, computed by averaging the positions of points. As r i = n T i g i , the term r i can be cancelled by centering the point clouds b cj = b j − g i . Then the cost function becomes:
The solution to this optimization problem is the eigenvector of Here, we propose a method to model the uncertainty in the direction of the normal. Translate the robot's system of coordinates to g i , then points in this coordinates are b cj . The normal is one of the eigenvectors, while the other two are the vectors spanning the plane. Thus, the eigenvectors matrix Q also defines a new system of coordinates with its xy -plane being the estimated plane. Denote a point b cj in coordinates Q as b Q j , it can be computed by:
Then the covariance matrix can be estimated by:
where K is the number of points for plane approximation.
Here occurs an estimation of the variance in the direction of the normal which is the minimum eigenvalue denoted as λ of the matrix R b . Thus, by applying the earlier algorithm, we obtain the estimation of normal n i , perpendicular distance r i and the variance λ i of the ith plane. It may be argued that the variance is related to the point in coordinates of Q instead of the points in original space. It makes sense, but the point to plane distance is indeed the coordinate of the point in normal direction which is one axis of Q.
Transform Estimation
With the parameter obtained, the noisy measurement is modelled as:
where the data association c i means that the ith point is corresponding to the jth plane and σ j = λ j + n T j Σ ai n j with Σ ai being the covariance of the noise in the measurements a i . Specifically, the standard point to plane only models the uncertainty of measurement in point to plane distance. But the real uncertainty includes not only the noise in point but also the normal noise in plane, which are both considered in σ j in our method. Define the measurement model as:
where L is the number of planes in B. Substituting the distance above into EM-based ICP, we have the weighted point to plane version shown in (16) and (17) . In E-step:
and in M-step:
followed by the simplified version,
With all the variances estimated, the transform estimation is expected to be more accurate than the one in standard point to plane ICP.
Data Association
As derived by the EM framework in Section 2, the data association step should employ the measurement model for convergence. However, the indication in (16) is actually a measurement generated from an infinitely large plane. If the data association is obtained in this equation, the result must be poor. Slight modification is needed by considering the edges of the plane, leading to a new metric defined as,
where a i is a given point in A while p j , the jth estimated plane in B. This distance is equal to the distance in normal direction when the given point is above the edged plane, while the distance between the edge and point, otherwise. Substitute the metric into (16), leading to the data association as,
this modification may affect the convergence of the EM. Note that it is equivalent to the nearest neighbour search when the initial value is poor. If the initial stage is stable, after some iterations, the transform between the two scans will be small. The new defined distance turns to be the distance in normal direction, equivalent to the derived E-step (18) . As the new defined distance can better describe the situation of point to edged plane, it should be substituted into M-step for theoretical consideration, leading to an M-step as:
where A is set of pairs that a point is above the other plane while B, otherwise. This optimization can be approximated by a hybrid strategy. One can see that this equation is a gradual change from point to point metric optimization to our improved point to plane metric same to the situation 4 in (21). A similar scheme is to compute the initial value using point to point ICP then refine the transform using the proposed one. In the first stage, the point to point ICP is used. Since it satisfies the EM framework, it can converge to a local minimum. Then the proposed algorithm with (21) and (19) is used. Due to the good initial value, (21) is almost equivalent to (18) , reserving the convergence property generally.
Practical Implementation
In this section, the implementation of the proposed algorithm and some left problems are discussed. Compared with standard one, ours employ denser data but reduces poor planes error at the same time. Besides, the eigenvalues and a decreasing threshold mechanism are employed to filter the outliers. These implementations succeed in increasing the convergence and accuracy.
Selection of the Points
To select the points for plane estimation, we use a grid based selection. The point cloud of scan is divided into girds, in which the plane estimation algorithm is employed to obtain the normal, the gravity and the variance in the normal direction. After this step, grids are filtered by their covariance. If the value is large, the shape of points in grid is not a plane with high probability, so this grid is filtered. When the value is small, it is accepted. In a standard point to plane ICP, the data used are only confident planes, indicating that data used for estimation may be sparse. Considering the accuracy is relevant to the size of data used, only grids with very non-confident planes are filtered. As the weights are used, the proposed achieve the estimation with denser data and smaller error brought by non-confident surface at the same time.
Descriptor of Grid Data
In implementation of the EM-based ICP, the data association in the final stage can be improved by some discriminative power offered by the eigenvalues of grid data. The eigenvalues describe the variance in three eigenvectors. As it is shown in Section 3, the three eigenvectors form the system of coordinates with two axes spanning the plane and one axis in normal direction. If the data does not form a plane, its three eigenvalues will be relatively fair. So it can be extra feature for data association since they are rotation-invariant. But this method should be employed in final stage e.g., last 5 iterations to filter the data association after (21) for better convergence. If it is applied too early, the convergence will be broken, since whether the pairs are really matched is not that important in this stage.
Algorithm Parameter
We apply a linearly decreasing mechanism for the threshold φ. The reason is related to the behaviour of the algorithm in different stages. In the beginning, the algorithm fast searches for the rough solution, both inliers and outliers contribute a correct direction of the alignment. So in this stage, some outliers are acceptable for convergence. In the second stage, the algorithm searches for an accurate solution in a small region, the outliers are no longer helpful, thus filtered by a lower threshold. The setting of the threshold depends on the size of grid. The setting of size is based on two aspects. On one side, the size cannot be too small, or the number of points in a grid will be small, having serious impact on the estimation of normal. On the other side, the size cannot be too large, or the data will be sparse. When the size of grid is determined, the threshold is then easy to set. In the beginning, the threshold is set to a large number for a faster rough alignment. In final stage, the threshold is set to the size of grid, meaning that a point can only associated to its 1-neighbourhood since the algorithm is converged at that time. Then the threshold during the iterations can be set using a linear interpolation between the two numbers.
The disadvantage of the implemented algorithm is that the new defined metric makes the KD-tree useless, so the efficiency of data association is lower. However, as the number of points is much smaller than that in a point to point ICP and the convergence is much faster, it will not obviously increase the total running time. Now the proposed EM-based point to plane ICP is implemented as follows:
Set grid size and initial φ Given two scans data A and B, divide them into grids Estimate the parameters of planes in each grids using (11) In iteration k E-step as in (21) to find associated pairsĈ if k is in last 5 iterations filter the associationsĈ using the shape descriptor M-step as in (19) to compute the transformT transform A and their covariance compute T k =T T k−1 check the iteration, if k is smaller than the max iterations, go on iteration, k = k + 1 update the parameter φ Finish
Experimental Results
We test the proposed algorithm in this section. Different thresholds and grid sizes are used to verify the effects of the linearly decreasing threshold scheme as well as the grid selection method. Then the EM-based point to plane algorithm is compared to the standard point to point ICP, point to plane ICP and plane to plane GICP [17] . The employed data association of the point to plane ICP is a robust trim method proposed in [20] , while the nearest neighbour method, otherwise. The datasets in the experiments include:
• Outdoor dataset and Hall dataset published by authors of GICP [17] . • Dataset of Automation Lab at Jacobs University on kos.informatik.uni-osnabrueck.de/3Dscans. • Dataset acquired in our lab using Microsoft Kinect. The transform estimation in M-step is computed using numerical optimization algorithm Levenberg-Marquardt provided by MATLAB. The initial transform is set as an identity matrix. The algorithm stops when the residual remains invariant, which means a local minimum is found. The rate of correct convergence and error are evaluation indicators to compare the performances.
Thresholds and E-step
In this experiment, different thresholds and data association methods are equipped to the algorithm. The range of the linearly decreasing threshold is from 7 to 0.5. The results are shown in Fig. 1 . Note that the error is expressed in logarithm. It can be found that the algorithm with linearly decreasing threshold will reach better results than the fixed thresholds on the ground of outliers. In the final stage, these outliers will introduce unexpected error as discussed in Section 4. We also try 0.5 as fixed threshold, but the algorithm will not converge because the threshold is too small for data association. The new E-step employed is faster to converge than that of the nearest neighbour search, which is brought by the more efficient data association method. The experiment is conducted on one registration in outdoor dataset.
5.2 Grid Size
In this experiment, different grid sizes are applied. The results are shown in Table 1 . We find that the error is smallest when grid size is equal to 0.5 3 . A small grid size will lead to an inaccurate estimation of plane normal due to the number of points. If the grid size is too big, the result will also be bad, since the shape in the grid is likely to be more complex. They both agree to theoretic analysis in Section 5. The experiment is conducted on all registrations in outdoor dataset. In the table, Avg. err. means average error and Conv. rate means rate of convergence. If the error is smaller than 1, the result is treated as a convergence.
Evaluation of Different Algorithms
In this experiment, we compare the performances of the different variants of ICP. In Section 5, we suggest a hybrid method of point to point ICP and EM-based ICP, but here no hybrid scheme is employed. All algorithms are tested with the same initial value. This part consists of three dataset, the grid size and the thresholds are set based on the previous experiments. The former is set to 0.5 and the later is set to linearly decreasing from 7 to 0.5 if no illustration.
Experiment 1: The results are shown in Table 2 for outdoor dataset. Here, the convergence rate is defined the same to that in the earlier experiment. The error is defined as e = R −R F + t −t 2 , whereR andt are estimated pose while R and t are the true pose. The point to point ICP gives the biggest error as it has error introduced by outlier and bad measurement model, followed by the standard point to plane ICP which does not consider the uncertainty in estimated planes. It can be found that our EM-based point to plane ICP is slightly better than the plane to plane GICP on their dataset. Maybe GICP can be strengthened with some better algorithm parameter, but at least it can be said that the proposed point to plane ICP has an equal level of error with the plane to plane ICP, much better than the standard point to plane ICP, verifying that the derived measurement model better describes the real situation of scan. We also note that for scans with large pose transform, the GICP is always better than EM-based ICP, which may be due to the nature of GICP that modelling all points as equal sized round discs instead of planes. So GICP actually optimizes plane to plane distance as well as the distance between gravities of planes, which makes GICP better when the initial value is poor but less robust to non-overlapping data. One can also see that the GICP is sensitive to the quality of the normal estimation as the error in the rightmost column is 5 times bigger than that in the 2nd column from right to left. Figure 2 shows a registration of all the scans in outdoor dataset using EM-based point to plane ICP. Since Figure 7 . A registration of all frames captured by Kinect (left) and corresponding RGB image (right).
the error in point to point and point to plane are much bigger than that in GICP and EM-based ICP. Only the latter two algorithms are compared in sequel. The ground truth provided in hall dataset seems to be wrong, so we cannot provide a quantitative error comparison. To test the algorithm, some registration results are directly shown in Fig. 3 . The scans in Hall dataset have less overlapping part, so our algorithm is slightly better than the plane to plane ICP. Experiment 2: SLAM has a global optimization step in backend, its result will be consistent, which is used as a standard solution for error comparison. In this experiment, the error is computed using the SLAM results on the Dataset of Automation Lab at Jacobs University. The error here is defined as eR = R −R F and et = t −t 2 separately, which are shown in Table 3 .
In this dataset, the odometry data is provided. They are used as initial values for all scans. As the initial values are satisfactory and scans have much non-overlapping part, the EM-based ICP shows better performance. Figure 4 shows the estimated trajectory. The one estimated by EM based ICP is almost the same to the result by SLAM. Figure 5 shows the registration of all scans. It can be found that the result given by plane to plane has an obvious rotation error while the EM-based ICP does not.
Experiment 3: In this experiment, the real-world data is used to test the algorithms. The data is collected around a desk in our lab by a hand hold Microsoft Kinect, including 10 frames of point cloud. In Fig. 6 , the registration results of the selected frames in dataset are directly shown. The accuracy of the two algorithms is at the same level. However, it can be easily found that in the second column, the grounds in two scans are registered almost totally overlapping with plane to plane metric, which is a common cause of GICP failure, since the algorithm optimize the planar normals as well as their gravities. Registration of 10 frames is shown in Fig. 7 , in which is a small meeting room in our laboratory. The result seems to be enough for recognition of the tea table, desk, boxes and sofas.
From the earlier experiments, some property of the algorithm is shown in accordance with the theoretic discussion. When the initial value is poor, the GICP can give a better answer, but it is vulnerable to nonoverlapping scan data due to its round disk measurement model. For the EM-based ICP, the performance is better in convergence as well as error level when the initial value is good, which is equivalent to the discussion in Section 5 that a hybrid scheme can give the best solution.
Conclusion
This paper presents how the EM algorithm is used to solve the ICP problem in 3D space. It shows that the EMderived ICP employs the same measurement in both the transform estimation and data association steps, suggesting the importance of the measurement model. Then we analyse the point to point, point to plane and plane to plane metric and improve the point to plane measurement model by introducing a method to estimate the covariance in each local plane, taking the uncertainty of planes into consideration. With this method, the situation of the point to plane is better modelled, realizing a dense data-based estimation without extra introduced error. Besides, a point to edged plane metric is defined for data association to balance the theoretically derived point to plane data association and pure nearest neighbour data association. At last, the algorithm is attached with designed decimation and linearly decreasing threshold, which shows a good performance in experiments.
Since one line of the point cloud data can be measured per time using a laser in large area, the robot should be stationary at that time. The efficiency will be higher if the robot can keep running when it collects data, which will be investigated in the future. Besides, a loop closure detection method is indispensible in a SLAM system, most of which are developed using vision. For laser data, a common implementation is only based on the relative distance. As the eigenvalue can be a descriptor of the shape, a scene descriptor may be designed. The ultimate goal of our work is to model the environment in a compact structure for more efficient daily manipulation and navigation.
