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A~t~a~:t 
A Stciner tree is a tree interconnecting a iven set of points in a metric space such that all 
leaves are given points. A (full) component ofa Steiner tree is a subtree which results from 
splitting the Steiner tree at some given points. A k-size Steiner tree is a Steiner tree in which 
every component has at most k given points. The k-Steiner ratio is the largest lower bound for 
the ratio between lengths of a minimum Steiner tree and a minimum k-size Steiner tree for the 
same set of points. In this paper, we determine the 3-Steiner ratio in weighted graphs. 
L Introduction 
Given a set P of n points in a metric space M, a Steiner tree (ST) on P is a tree 
interconnecting P such that all leaves belong to P. The shortest ST on P is called the 
minimum ST on P. An ST on P may have junctions not in P. Such junctions are called 
Steiner points while vertices in P are called regular points. We may assume that 
a Steiner point has degree at least three. In general, computing the minimum ST on 
P is an NP-hard problem [6-8,14]. Therefore, it merits to study approximate 
solutions. A spanning tree on P is just a tree with vertex set P. A shortest spanning tree 
on P is called a minimum spanning tree on P. The Steiner atio oftbe metric space M is 
defined by 
p(M) = inf.[Ls(P)/Lm(P)J P ~ M} 
where Ls(P) and Lm(Pt denote lengths of a minimum ST and a minimum spanning 
tree on P, respectively. The Steiner atio is a measure of the performance for the 
minimum spanning tree, which can be computed quickly, as an approximate for the 
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minimum ST. The determination of the Steiner atios in various spaces is a classical 
problem in discrete mathematics. 
An edge-weighed graph G induces a metric in which the distance between two 
vertices is the length of the shortest path between them. The Steiner atio in this metric 
space is denoted by p(G). Define 
p = infp(G), 
where G is over all weighted graphs. It is not hard to see that 
p = infp(M), 
M 
where M is over all metric spaces. Karp [14] indicated that p = ½. 
A generalization of the Steiner atio was proposed in [5], which was motivated by 
studying heuristics of the minimum ST. in fact, it was a long-standing open problem 
whether there exists or not a polynomial-time h uristic for the minimum ST in graphs 
with performance ratio less than 2. (The performance ratio is the least upper bound for 
the ratio of lengths between an approximation solution and an optimal solution.) 
Zelikovsky [I 6] solved this problem by presenting a polynomial-time l 1/6-heuristic. 
Zelikovsky's work initiated research on component-size bounded STs. An ST is full if 
all regular points are leaves. If an ST has a regular point which is not a leaf, then it can 
be split at this regular point. (An example is shown in Fig. !.) In this way, any ST T 
can be decomposed into edge-disjoint full STs for subsets of P, which are called.full 
components of T. The size of a full component isdefineJ to be the number of regular 
points it contains. An ST is called a k-size ST if every full component in it has size at 
most k. A minimum k-size ST is a k-size ST with the minimum total edge-length. The 
k-Steiner atio is defined to be 
pk(M) = inf{L~(P)/ L~(P)I P ~_ M} 
where L~(P) is the length of a minimum k-size ST on P. This way, a spanning tree is 
a 2-size ST and p, = p. Zelikovsky [16] showed that in any metric space M, 
p3(M) ~-s and there exists a polynomial-time heuristic with performance ratio 
° ? 
Fig. I. D~omposc ST at regular points. 
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½(Ps(M)-t + p2(M) -1) provided that the minimum ST for three points can be 
computed in polynomial time. t Berman and Ramaiyer [:1] showed, by using a similar 
idea, that there is a polynomial-time h uristic with performance ratio ~ for 
1 , ~.3P~(M)_,+~__~4p~(M)_,+ (I) > ~.2Pz(M)-  + . . . ,  
provided that for any k the minimum ST for k points is computed in polynomial time. 
These results motivate the study of the k-size ST. 
Define 
p~ = infpk(M), 
where M is over all metric spaces. Zelikovsky's result means P3 >t }. In this paper, we 
show P3 = 3. 
2 Main results 
We prove the following. 
Theorem 1. P3 = -~- 
Proof. Zelikovsky [16] showed that P3/> 3. Thus, it suffices to prove P3 ~< }- TO do 
so, we consider a balanced binary tree To fn  + 1 levels; each edge has length one. The 
distance d(x,y) between two vertices x and y of T is the length of the path between 
them in T. Suppose that the given set P consists of all leaves of T. Let T* be 
a minimum 3-size ST on P. Consider a full component of size 3. Let s be the Steiner 
point and xt,x2, and x3 the three regular points in the component. Then the three 
paths from s to xI,x2, and x3, resuectively, must be disjoint in T. Otherwise, we are 
able to shorten T* by replacing s with another point, contradicting the optimality of 
T*. From the disjointness of the three paths, it is easy to see that in this component, 
s must connect to two regular points, say x~ and x2, with the same distance and to the 
third regular point x3 with the longer distance (see Fig. 2). Define p(s) = d(s, x~). Note 
that if we replace this full component by connecting x ~, x2, and xz, x3 along T *, then 
the total length increases exactly p(s). Thus, 
L~(P)/> Lm(P) - ~ p(s), (2) 
scs 
where S is the set of all Steiner points of T* 
Next, we want to prove that S is an independent set in T. 
t M. Bern indicated that ifth~ input size of each point varies, then computing the minimum ST for three 
points may not be in polynomial time. 
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x I x2 x3 
Fig. 2. A full component ofsize 3. 
Claim 1. For any s, s' ¢ S, s cannot be a child of  s'. 
Proof. Suppose to the contrary that s is a child ofs' .  Let xl,x2, and xa be the three 
regular points directly connected to s and x~,x[, and x~ the three regular points 
directly connected to s' such that p(s )=d(s .x l )=d(s ,x , )  and p(s ' )=d(s ' ,x ' l )  
= d(s', x'2). Note that exactly one of x'~ and x[ is a descendant of s. We assume that 
x~ is a descendant of s and x[ is not. Furthermore, we assume, without loss of 
generality, that xl and x'~ both in the subtree rooted at a son u ofs. As shown in Fig. 3, 
the path from s to x3 must pass s'. Since s' has degree three in T, the path from s' to 
x3 must overlap with the path either from s' to x[ or from s' to .x~. Without loss of 
generality, assume that it is identical in part with the latter one and v is the last vertex 
in common for the two paths. Suppose that in T*,  the path between s and s' passes 
through x~ and x) (see Fig. 4). We note that exchanging Xk and x~. where k and h belong 
to { 1, 2, 3} would result in another 3-size ST if 
(a) k=iandh=Aor  
(b) k # i and h ~j .  
However, such an exchanging may disconnect the tree if(k = i and h ~ j )  or (k ~ i 
and h = j). 
lf(i = 3 andj  = 1 ) or (i # 3 andj  ~ 1), then exchanging x3 and x'~ would result still 
in a 3-size ST. This exchanging makes a saving at least 2d(s,s'). I f /=  3 andj  :~ 1, then 
exchanging :¢'1 and .,c, would give a saving at least d(s,u). If i ~ 3 and j = 1, then 
exchanging xa and x~ would give a saving at least d(s', v). Thus, in every case, we can 
obtain a saving contradicting the minimality of T*. [] 
Claim 2. There exists a minimum 3-size ST  T*  such that for every pair s,s' e S, s and s' 
have different fathers. 
Proof. Let T*  be a minimum 3-size ST such that ~sp(s )  reaches the maximum 
value. We prove that T*  has the desired property. Suppose to the contrary that s and 
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Fig. 3. s is a son of s'. 
Fig. 4. xi and  x '  r
s' have the same fatherf Let xt, x2, and x3 be regular points in the component of 
s and x], x'.,, and x~ regular points in the component of s'. Assume p(s) = d(s, xt)  
= d(s, x2) and p(s') = d(s', x't ) = d(s', x'2). Suppose that the path between s and s' in 
T* passes through xi and x~ (see Fig. 4). Then for any ke  {1,2,3}, 
d(s, xi)<~d(s,x~), (3) 
d(s°,x~) <<. d(s ' ,xA (4) 
In fact, if d(s, xi) > d(s,x'k), then replacing sxi by sx'k would obtain a shorter tree, 
contradicting the minimality of T *. Ifd(sk x)) > d(s', xk), then a similar contradiction 
occurs. Denote the subtree rooted at r by 7",. 
Case 1: xn is not in T~. and xg is not in T~ (see Fig. 5(a)). In this case, two paths from 
f to  x3 and x~ are identical in part, say from f ro  u. Note that d( fx3)  > d(fx 't) .  If 
136 
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f /  \ ' ,  
x I x2 x'l x'2 x3 x~ 
(a) 
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f 
x l x*3 x 2 x°t x 3 x~ 
(b) 
x ! x~ x 2 x°l x~ ~ 3 
(c) 
Fig. 5. s and s' have the same father. 
i = 3, then d(s, x3 ) > d(s, .~"~ ), contradicting to (3). if i # 3, then exchange x3 with x'1 if 
j # I and with x[ ifj = 1. This would give the other 3-size ST T '  with length increasing 
at most d(j~s') -d ( f ,u ) .  Since d(J~u)>>. 1 = d(J~s'), this exchanging would not in- 
crease the length. However the Steiner points for the two components will be 
changed from s and s ° to s and u. Clearly, p(u) > p(s'), contradicting the assumption 
on T*. 
Case 2:x3 is in T~. and x~ is in 7"., (see Fig. 5{b)). Without loss of generality, assume 
that .xt and x~ belong to the same T~ where u is a son ofs and x'~ and x~ belong to the 
same T,, where v is a son of s'. if ~ # 3 and j # 3, then exchanging x3 and x~ would 
decrease the length at least d(s,s'). Similarly, the length can be decreased if i = j = 3. 
Thus, (i = 3 and j # 3) or {i ~ 3 and j = 3). Without loss of generality, assume the 
former holds. Then exchanging .x~ and x2 would decrease the length at least d(,~:, u). 
Therefore, we always get a contradiction with the minimality of T*. 
Case 3:-x3 is not in T~. ~r~P,-:z~- is not in T~ (see Fig. 5{c)). Without loss ofgenerality, 
assume that x~ and .x'~ belong to the same subtree Tu where u is a son of s. Since 
d(s,.x3) > d{s,.~'~ ), we have [ =~ 3. I f j  # 3, then exchanging x3 and .~ would save the 
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let gth at least d(f,s). I f j  = 3 and i # 2, then exchanging x~ and Xe would save the 
length at least d(s, u). I f j  = 3 and i = 2, then we can decrease the length at least d(s, u ) 
by first replacing edge sx2 by sx~ and then replacing s by u. Therefore, it always 
contradicts the minimality of T*. 
The remaining case that x3 is in T~. and x~ is not in T~ is symmetric to Case 3. [] 
Proof of Theorem I (continued). Let G be a graph obtained from T by connecting every 
pair of brothers (see Fig. 6). By Claims I and 2, there exists a minimum 3-size ST T*  
such that all Steiner points of T*  are independent in G. Note that no Steiner point can 
be the root or a leaf of T and every internal point other than the root must belong to 
two triangles in G, each triangle is formed by a father and his two children. Now, we 
construct G' from G as follows: G' takes all triangles of G as vertices. An edge 
e~ between two vertices u and v in G exists if and only if the corresponding two 
triangles in G have a vertex s in common (see Fig. 6). Clearly, the mapping s ~ e~ is 
a one-one and onto correspondence b tween the set of internal vertices of T other 
than the root and the edge set of G '. The set S of all Steiner points of T*  corresponds 
to a matching in G'. For each edge ¢~ in G', assign a weight p(s) to e~. It is well-known 
that a matching is maximum if and only if for any maximal alternating path, the total 
weight of edges in the matching is not less than the total weight of others (see [12:]). By 
this condition, it is easy to verify that the matching H, which consists of one edge at 
the first level, one edge at the second level, three edges at the third level, five edges at 
the fourth level, and so on (in general, H takes as many edges as possible from the 
higher level) is the maximum weight matching of G' (see Fig. 7). In fact, every maximal 
alternating path with respect o the matching H must start from a leaf and end at 
a leaf. Clearly, in such a path, the total weight of edges in the matching H equals the 
total weight of other edges. Letf(k) denote the number of edges of the matching H at 
the kth level. Then f(k) +f(k  + 1) = 2 k. Thus, 
h ~'2t +23 + ... +2  h- '  i fh  is even, 
f (k )=[ l+22+24+. . .  +2 h-1 i fh  is odd, 
k=l  
5~(2 h+' -2 )  if h is even, 
=[~(2  h+l 1) if h is odd. 
T G G ° 
Fig. 6. The graphs G and G'. 
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Fig. 7. The matching H. 
Note that G' has n - 1 edge-levels and that any edge es in the kth level has weight 
p(s) =- n - k. Thus, the total weight of H is as follows: 
n- I  m- I  
~, f (k ) (n  - k) -= ~ f (k )  
k=l  h=lk=l  
By (2), we have 
Moreover, by Krukal's method, it is easy to see that the minimum spanning tree on 
P can be constructed as follows: For every pair of brothers x and y, connect a leaf of 
Tx to a leaf of Ty where Tx is the subtree rooted at x. Thus, 
L,,,(P) = 2" + 2.2 " - t  + 3.2 --2 + ... + n.2 = 2 -+: - 2(n + 2). 
It follows that 
Note that 
L~(P) = 2 "+ ~ - 2. 
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Therefore 
L,(P) 2,+ t _ 2 
5.2,+ t _ 10 + 
Letting n --* ~ ,  we obtain P3 ~< ]. This completes the proof of Theorem 1. []  
3, Discussion 
Duet  al. [5] proved that for any metric space M, ph(M)>>-r/(r + 1) where 
r = [_log2 k/.  We conjecture that p~ = r/(r + 1) for k = 2 ~. 
For the Euclidean plane R", Du and Hwang [4] confirmed the Pol lak-Gi lbert 
conjecture that p2(R') -- ~/3/2. Duet  al. [5] conjectured that p3(R 2) = (I + ~/3) ,~  
/(1 + ,,/2 + ,,/~). For Euclidean spaces, Chung and Gilbert [3] conjectured that 
inf, p2(R") = , /3/ (4 - ,f2). 
For  the rectilinear plane L~, Hwang [12] showed that o2(L~)= 2. Berman and 
Ramaiyer [1] showed that pdL~) ~ (2k - 2)/(2k - 1) and conjectured that for k ~> 4, 
pk(L~) =(2k-  l)/2k. For the n-dimensional rectilinear space L~, Graham and 
Hwang [11] conjectured that p,(L]) = n/(2n - 1). 
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