Abstract
Introduction
Effective search algorithms are important to overcome the challenges of image search on the Internet. The bagof-words approach have shown promising results for large scale image search [8, 16, 17, 18, 20] and for image categorization [6, 22, 23] .
There are three main steps in the bag-of-words representation: (i) Feature extraction from the database images, (ii) building the bag-of-words representation, (iii) and searching with a query image.
Image features (i)
The image features are descriptions of local image patterns, see e.g. [7, 11, 13, 14] . In the bagof-words representation they are treated as an independent collection of data points characterizing the depicted scene. Features are typically n-dimensional vectors of unit length, thus points on an n-dimensional hypersphere.
Representing features as 128 dimensional SIFT vectors have shown to be very effective for object recognition problems [11, 15] . Despite the discriminative power of the SIFT features it is computational expensive to represent image features with 128 dimensions. PCA have been applied to SIFT features of different dimensionality [8, 9, 15] . The performance of these descriptors was comparable to the original descriptor, with a reduction to the range of 20 to 36 dimensions.
In this paper we show it to be efficient to reduce the dimensionality of the feature descriptor much further. We use PCA on SIFT features with a reduction in the range of 6 to 15 dimensions including 3 color dimensions. This is a very compact representation compared to the 128 dimensional SIFT features.
Visual vocabulary (ii)
Features have been used for object recognition where similarity between images is found by comparing features directly, see e.g. [10, 11, 19] . For large image collections this is not feasible, which is the motivation for the bag-of-words representation.
The bag-of-words approach is based on representing features by canonical representative instead of features themselves. Canonical feature representatives can be viewed as visual words. Each feature in an image is labeled with a reference to a visual word. This way the image is described as a histogram of visual words -a frequency vector, which is a much more compact representation than the individual features.
It was proposed by Sivic and Zisserman [20] to build a image search method based on he idea of text retrieval in large document collections. They demonstrated an efficient algorithm based on inverted files and feature weighing. Feature weights are found from the distribution of visual words in the database images.
Visual words are typically found by clustering of features from a database of images. Often k-means clustering is used for building the visual vocabulary. In k-means the number of clusters is fixed, which can lead to undesirable partitioning of the data. This way natural clusters have the risk of being merged or split, leading to mislabeling of features and loss in discriminative power. Philbin et al. [17] did not find other clustering methods than k-means an option, because of the high number and high dimensionality of the features.
The dimensionality reduction applied in this paper, enables us to use a clustering approach inspired by the sequential leader-follower clustering (LF-clustering) [5, 12] . This way we are able to find clusters in a very effective manner, without knowledge about the number of clusters before the clustering takes place.
Image query (iii)
The features in a query image is labeled with a reference to the nearest visual words in the vocabulary. The complexity of this assignment is dependent on the size of the visual vocabulary. It is empirically shown that visual vocabularies have to be relative large to be effective. I.e. in the range from 5K to 1M visual words typically of 128 dimensional SIFT descriptors [8, 16, 17, 18, 22, 23] . Finding the exact nearest neighbor in high dimensions is hard to do in less than O(n 2 ) complexity, so approximations are used.
Nistér and Stewénius [16] came up with the idea of using a tree structure to simultaneously speed up the clustering and the feature labeling. This Vocabulary Tree is made by a hierarchical k-means clustering approach. The tree can be used for an approximate feature search which reduces the complexity from O(n 2 ) to O(n log n). The approximate feature search is improved in [18] based on the ideas of [2] .
Despite the efforts of improving the feature assignment for the query images, the computation is still approximate. The dimensionality reduction of image features that we use enables us to effectively use a kD-tree for feature labeling. This way we obtain an exact nearest feature assignment.
These modifications simplifies the computation of the bag-of-words representation, in both building, storing and searching the image database. This is even done with an improvement in recognition quality. Effective computation is essential for reaching Internet scale image search.
Methods
The methods used for improving the efficiency of the bag-of-words approach is described in the following. The improvements are related to reducing the size of the feature descriptors, improving the clustering approach, and improving the feature assignment. The steps in building the bag- Feature representation PCA is applied to reduce the dimensionality of the feature vectors. We calculate the eigenvectors for the PCA from all features in our training set. The reduction of the SIFT descriptor is from 128 to between 3 and 12 dimensions.
After dimension reduction we add color to our features. The color is simply the mean RGB value in a 10 × 10 pixels patch around the localization of each feature. The color patch is concatenated to the PCA reduced SIFT vector:
where s P CA is the PCA reduced SIFT feature, s RGB is the mean RGB values, and α is a weighing parameter. In our experiments we found α = 0.5 to be a good choice. So the final feature gets a size of 6 to 15 dimensions. We use histogram equalization of the whole image for the R, G, and B bands separately, before we extract the color features. This is done to minimize the effect of change in light between two images of the same scene. Both the PCA-SIFT and color feature are normalized to unit length before concatenation, and normalized again after concatenation. This way we try to avoid non intended bias because of difference in size of the two features.
Clustering We investigate the use of LF-clustering [5, 12] as an alternative to k-means. The motivation for this method is to avoid the risk of undesirable partitioning of data caused by a wrong number of clusters. In the LF-clustering algorithm, data is treated sequentially without any iterative steps. This gives the method a potential for being less computational expensive than k-means.
LF-clustering builds on the idea of defining a minimum dissimilarity between clusters. This is similar to the MeanShift clustering algorithm [3] , where clusters are found according to a certain bandwidth. But the computational cost of LF-clustering is far less than Mean-Shift.
Algorithm 1 Hierarchical Leader Follower clustering (LFclustering)
Set data in one cluster: d cl Initialize number of levels: n, bandwidth start: b s , bandwidth end: b e Set number of clusters: n cl = 1
clusters end for end for
The hierarchical LF-clustering algorithm is summarized in algorithm 1. The procedure of the cluster step is to treat the features sequentially one at a time. The first feature makes up the first cluster. If the next feature is closer to the existing cluster than the defined bandwidth, it will be assigned to this cluster. Otherwise, it is will make a new cluster. When a feature is assigned to an existing cluster, the center of the cluster is updated. We use euclidean distance, so the cluster center is updated by:
where c n is the new cluster center, c o is the old cluster center, n o is the number of features in the cluster before the feature f a is added, and the number of features is updated with one: n n = n o + 1.
To avoid clusters coming too close together we merge clusters being closer than the bandwidth, and we also set a minimum limit to the number features in a cluster. Clusters with too few point will be merged with the nearest cluster. In both steps the center of the cluster is updated according to equation (2) .
The speed of this algorithm is dependent on the number of clusters. The expected complexity is O(kn), where k is the number of clusters and n is the number of points. Small bandwidths and high dimensions result in many clusters and slows down the algorithm. To compensate for that we do the clustering hierarchically, starting with a large bandwidth and shrink it through the clustering process. We start clustering the whole point set. The obtained clusters are subsequently clustered into new clusters in the following steps. This way we obtain a substantial increase in speed. To avoid clusters getting to close the hierarchical clustering is followed by a merging step. All clusters closer than the bandwidth are removed.
We compare the performance of the LF-clustering to kmeans. k-means is also applied hierarchically to obtain increased speed. We also define a minimum number of clusters for k-means clustering. Further clustering is stopped if a cluster has less than a minimum number of points. This can lead to very small clusters, but in our experiments the number of clusters containing very few points is negligible.
With hierarchical clustering we get clusters at each level in the hierarchy. But we only use the clusters found at the last level for the visual vocabulary.
Feature assignment Similarity of images are found by comparing frequency vectors of a query image to images in the database. Frequency vectors are made from the frequency of visual words in an image weighed with an entropy weight. The entropy weight is based on the distribution visual words in the database images. We use the same weight as used in [16] , which is defined as:
where w i is the weight of word i, N is the total number of images in the database, and n i is the number of images where word i occurs. Frequency vectors for database images are given from clustering. But for a query image we need to label the features with visual words, so we need to find the visual words closest to the features in the query image. The dimensionality reduction of the features enables us to effectively use a kD-tree instead. This makes the feature assignment exact [4] . For small dimensions the expected complexity of the kD-tree is O(n log n), whereas for high dimensions the complexity becomes O(n 2 ). Therefore, the kD-tree is only applicable with substantial dimensionality reductions.
Image matching Frequency vectors are compared using the L 1 norm, which is found to be superior to the euclidean distance just as observed in e.g. [16] . Our explanation for the L 1 norm being superior to the L 2 norm is the nature of the problem we are solving. We expect the same features to occur in images from the same scene. So the frequency vector overlap is a good measure for similarity between images. The L 1 norm gives equal weight to the overlapping and non overlapping parts, whereas the L 2 norm gives more weight to the non overlapping parts.
Before comparing the frequency vectors are normalized to unit length using the L 1 norm.
Inverted files are used for fast image retrieval. An inverted file is kept for each visual word in the vocabulary. In the inverted file is a reference to the images in the database containing that word. The frequency vector value of each reference image is stored together with the reference. Image retrieval is obtained by first calculating the the frequency vector for the query image using the weights in equation (3) . With the frequency vector value for the reference images stored in the inverted files, we can compute the L 1 norm without looking up the entire frequency vectors of the reference images. This can be done because the L 1 norm can be calculated from the frequency vector overlap:
where L 1 is the L 1 norm and O is the frequency vector overlap:
where q i and d i is the frequency values of query and database images respectively. Instead of ranking images by smallest L 1 norm we rank by largest overlap. Storing a value for each image together with the pointer in the inverted file has a memory cost, which should be viewed in relation to looking up frequency vectors for relevant images.
Experiments and Results
The results in this paper are primarily found through empirical studies described in the following section.
Data set
We use the first 1400 images from the Nistér and Stewénius data set [16, 21] in our experiment. This data set contains a series of 4 images of the same scene, so we have 350 different scenes. We use three of the images from one scene to train the model and the last for testing. The test result is the percentage of the correct images ranked in top 3. This data set is relatively small compared to other experiments, but we found it sufficient for illustrating the effects of our model choices. In future work this should be extended to a larger data set. We also use the preprocessed SIFT features supplied with this data set.
Experiments
To test the effect of using color added SIFT features and LF-clustering we have made experiments with and without color features and with ordinary k-means and LF-clustering. Figure 2 . First 6 images retrieved using 11 dimensional vectors with and without color. With color the highest ranked images looks alike, whereas without color number 5 and 6 are quite different from the rest. This was observed as a general trend.
We have also built a model based on the 128 dimensional SIFT features with and without color to illustrate the performance of the ordinary SIFT features.
Color added PCA SIFT These features are made as described in section 2. We use 3, 8, and 12 dimensional PCA SIFT features, so the resulting color added features are 6, 11, and 15 dimensions. To compare to features without color we take SIFT features reduced with PCA to 6, 11 and 15 dimensions.
Clustering experiments For all test sets we have done clustering using k-means and LF-clustering. The number of features from the LF-clustering are in the range from 8,000 to 12,000 clusters, so we have chosen to let the k-means cluster hierarchically to 10 clusters in 4 levels resulting in 10,000 clusters.
Results
We have summarized the experimental results in table 1 and 2. The best classification results are obtained with LFclustering with 15 dimensional color added features. LFclustering is slightly better than k-means. But the most pronounced effect is the addition of color, which significantly improves the result. It should be noticed, that performance is improved in relation to the full SIFT feature, even with added color. In the full model we also use exact feature assignment for comparison, even though it would not be fast enough for a real application.
Addition of color also gave a ranking of the images that seemed more logical, which is shown in figure 2.
Discussion
Our experiments shows that it is possible to obtain a good recognition performance with the bag-of-words model with a substantial reduction in dimensionality of the features. A reduction to between 6 and 15 dimensions makes it possible to use exact methods for feature assignment, where we use a kD-tree.
For our experiments the best results are obtained with a vocabulary based on 15 dimensional PCA color features using on LF-clustering. It even outperforms the full SIFT features including color, and it is substantially better than the normal 128 dimensional SIFT features. Even with 11 dimensions we obtain better results than with normal SIFT.
Especially the effect of adding color to the PCA reduced SIFT features is very important for the performance. The method for adding color to the features is extremely simple and yet very powerful, which indicates that there are much information in image color. The histogram equalization works well for this data set. But this might be overly simple for images with high variation in viewpoint. Other ways of combining the gradient information from the SIFT features and color information might be even more powerful, and should be investigated further, see e.g. [1] .
Another very important benefit from the information gain from adding color, is the dimension reduction of the features. Low dimensional features makes the model computational less expensive. This is mostly in relation the clustering for building the visual vocabulary, which can be done off line. But on line feature assignment can also be computed faster and have a higher quality, because of the option of doing exact feature search using a kD-tree.
The LF-clustering for building the vocabulary showed a slight improvement in performance. The speed of the hierarchical LF-clustering was about the same as k-means in our implementations, but the LF-clustering has potential for being faster because each point is only treated once in each level in the clustering hierarchic. A requirement is, that the number of clusters does not become too large in one clustering operation.
We did not apply LF-clustering to the 128 dimensional SIFT features, because we found it performing very poorly. The data did not cluster, so we had either one cluster containing all features or all features in their own cluster depending on the bandwidth. For the 128 and 131 dimensional features we chose only to use the k-means clustering.
Our results are good compared to [8, 16] but this might partly be due to the fact that we have only conducted experiments on 1400 images. We also just look at one data set, so for future work the model should be tested on a larger set of data. It is worth noting that the improvement is also shown relative to the normal 128 dimensional SIFT feature, but this observation should also be shown to hold for a larger data set.
We have not included any form of blocking of visual words, as suggested in [20] . In [23] stop words are used in relation to different criteria, but without any clear improvement. We experience that the entropy weighing of the descriptors improves the results. Information about the entropy of the visual words could be included in already in building of the visual vocabulary, so the total entropy of the model would be maximized relative to the number of clusters, and we might be able to obtain good performance with a small vocabulary. This is to be done in future work.
A problem of the design of the bag-of-words model is it static nature. It is not designed for adding or removing images from the database, because it will require a new clustering of all the images in the database, which is very time consuming. In future work it will be relevant to investigate how the method could be designed for the dynamic nature of many databases, e.g. image databases on the Internet.
Conclusion
We have shown a way to substantially reduce the dimensionality of the SIFT features used in the bag-of-words model through PCA and addition of color to the features. This has enabled us to use a kD-tree for feature labeling, which is an exact method. When 128 dimensional SIFT features are used it is necessary to apply approximations. The reduction in feature dimensions enabled us to apply a clustering algorithm based on the leader follower principle (LF-clustering) where the number of clusters is a result of the clustering. The addition of color and use of LFclustering are compared to normal PCA SIFT and k-means clustering, which is normally applied in the bag-of-words model. We obtain a clear improvement in performance on a test set containing 1400 images. Especially adding color to the features improves the performance, whereas the clustering algorithm gives a slight improvement. We also get a clear performance improvement compared to the bag-ofwords model based on 128 dimensional SIFT features and
