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ABSTRACT 
 State-of-the-art technology drives scientific progress, pushing the boundaries 
of our current understanding of fundamental processes and mechanisms.  Our 
continual scientific advancement is hindered only by what we can observe and 
experimentally verify; thus, it is reasonable to assert that instrumentation development 
and improvement is the cornerstone for technological and intellectual growth.  For 
example, the invention of transmission electron microscopy (TEM) allowed us to 
observe nanoscale phenomena for the first time in the 1930s and even now it is 
invaluable in the development of smaller, faster electronics.  As we uncover more 
about the fundamentals of nanoscale phenomena, we have realized that images alone 
reveal only a snapshot of the story; to continue progressing we need a way to observe 
the entire scene unfold, e.g.  how defects affect the flow of current across a transistor 
or how thermal energy propagates in nano-scale systems like graphene.  Recently, by 
combining the spatial resolution of a TEM with the temporal resolution of ultrafast 
lasers, ultrafast electron microscopy−or microscope−(UEM) has allowed us to 
simultaneously observe transient nanoscale phenomena at ultrafast timescales.  
Ultrafast characterization techniques allow for the investigation of a new realm of 
previously unseen phenomenon inherent to the transient electronic, magnetic, and 
structural properties of materials.  However, despite the progress made in ultrafast 
techniques, capturing the nano-scale spatial sub-ns temporal mechanisms and 
phenomenon at play in magnetic materials (especially during the operation of 
magnetic devices) has only recently become possible using UEM.  With only a 
handful of instruments available, magnetic characterization using UEM is far from 
commonplace and any advances made are sparsely reported, and further, specific to 
the individual instrument. 
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 In this dissertation, I outline the development of novel magnetic materials 
and the establishment of a UEM lab at the University of Minnesota and how I 
explored the application of it toward the investigation of magnetic materials.  In my 
discussion of UEM, I have made a concerted effort to highlight the unique challenges 
faced when getting a UEM lab running so that new researchers may learn from my 
mistakes.  Of note in my graduate studies, I assisted in the development of three 
different magnetic material systems, strained Fe nanoparticles for permanent magnetic 
applications, FePd for applications in spintronic devices, and a rare-earth transition-
metal (RE-TM) alloy that exhibits new magneto-optic phenomena.  In studying the 
morphological and magnetic effects of lasers on these RE-TM alloys using the in situ 
laser irradiation capabilities of UEM along with standard TEM techniques and 
computational modelling, I uncovered a possible limitation in their utility for memory 
applications.  Furthermore, with the aid of particle tracing software, I was able to 
optimize our UEM system for magnetic imaging and demonstrate the world’s first 
investigation of ultrafast magnetic phenomena using UEM. 
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response from the film are shown (a) before time zero and (b) after time zero.  These 
images were made by summing the intensities from the time points shown in the top 
right corner of the frames.  The intensities, I, shown (c) are the summed intensities 
from inside the red and black boxes shown in (a) and (b).  The intensity from the red 
box is the background signal, I(BG), and the intensity from the black is the domain 
wall signal, I(DW).  The isolated magnetic response is shown black in (d).  The 
resulting signal is fit by a Boltzmann function shown in red. ...................................124 
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This dissertation will discuss my work at the University of Minnesota completed 
during my time as a graduate student (2012-2017).  The thesis is divided into 5 
chapters.  The first chapter is a general introduction to the field of ultrafast electron 
microscopy, including discussions of transmission electron microscopy and 
magnetism.  The second chapter will then introduce and described all the techniques 
and methods used throughout my work to characterize and quantify my results.  These 
first two introductory chapters are written to be accessible to those who have limited 
background in science.  Chapters 3-5 are, however, written as scientific articles that 
fully describe and explain my research.  The final three chapters will discuss my 
research on the development of new magnetic materials (chapter 3), on the 
investigation of a new magneto-optic phenomena using in situ laser-access electron 
microscopy (chapter 4), and on the demonstration of the world’s first ultrafast 
magnetization dynamics using an ultrafast electron microscopy (chapter 5).   
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1 INTRODUCTION 
 This chapter is meant to provide the reader with enough information to 
understand the fundamental background of my experiments.  I will start with a brief 
introduction to transmission electron microscopy (TEM), in which I will discuss TEM 
principles, operation, and specimen preparation.  Next I will introduce magnetism, its 
origin, detection methods, and applications in promising new electronic devices.  
Lastly, I will discuss ultrafast electron microscopy (UEM).   
1.1 Electron Microscopy 
 The goal of electron microscopy is to understand atomic structure and 
phenomena by measuring the effects of how electrons interact with the atoms of 
materials.  Electron-matter interactions can be quantified in variety of different ways 
to reveal a plethora of information about the structure, composition, chemical 
bonding, and even the fields that affect the material.  In the following I will introduce 
the principles behind TEM (as opposed to other branches of electron microscopy).  
Specifically, I will introduce how a TEM functions, the requirements of the specimens 
investigated in a TEM, and finally how to detect the signals produced in a TEM.  My 
discussion of electron microscopy will mostly follow the text of and images from the 
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classic TEM textbook by David B.  Williams and Barry C.  Carter as well as some 
useful images from various web sources.1 For further discussion and introduction to 
the workings of TEM, standard textbooks can be consulted.2-5 These topics will 
provide a basic understanding of TEM which will be needed to understand UEM and 
the results discussed herein. 
 A TEM—in the most basic description of its use—produces a magnified 
image of an object using electrons, similar to a light microscope.  A TEM is 
comprised of a metallic filament (light bulb), an acceleration region, magnetic lenses 
(optical lenses), a specimen (the object to be viewed), and a detector (the eye).  A 
typical TEM is shown in Figure 1.1.  The metallic filament ejects electrons from the 
gun region, these electrons are then accelerated toward the anode.  Once accelerated, 
the electrons pass through an aperture to produce a thin beam of electrons.  This 
electron beam proceeds down the TEM column, during which time it is focused by 
magnetic lenses and further apertured to produce a highly uniform beam.  The 
electrons interact with the specimen as they are transmitted through it.  It is in this 
electron-matter interaction where all the information about a TEM specimen is gained.  
After passing through the specimen, the electron beam is projected onto either a 
viewing screen to be observed by the user or onto a camera to be recorded as an 
image.  In the following sections I will discuss the lenses used to focus the electrons, 
the acceleration of the electrons, and the common sources of these electrons in a 
TEM.   
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Figure 1.1.  A cross sectional schematic of a TEM with the important components 
labeled.6 
1.1.1 Lenses 
 In 1924, de Broglie postulated that electrons exhibited wave-like behavior.  
This idea not only became a central aspect of the theory of quantum mechanics but 
also was the seed that grew into electron microscopy.  It had been known since the 
late 1870s that waves are only able to spatially resolve objects on the same order of 
magnitude as their wavelength, the distance between consecutive peaks or troughs of a 
sinusoidal wave.7,8 The wavelength is related to energy through the Planck-Einstein 
relation: 
 
𝑬𝑬 = 𝒉𝒉𝒉𝒉/𝝀𝝀 1.1 
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Here 𝐸𝐸 is the energy of the wave, ℎ is Planck’s constant, 𝑐𝑐 is the speed of light, and 𝜆𝜆 
is the wavelength.  The limitation in resolving features using waves (like light in a 
light microscope) is known as the diffraction limit, and it defines the smallest distance 
at which two adjacent objects can be differentiated for a certain wavelength.  It is 
mathematically represented as  
 𝜹𝜹 = .𝟔𝟔𝟔𝟔𝝀𝝀 
𝒏𝒏 𝒔𝒔𝒔𝒔𝒏𝒏𝒔𝒔 1.2 
where 𝛿𝛿 is the smallest resolvable distance, 𝑛𝑛 is the refractive index of the medium, 
and 𝜃𝜃 is the maximum half-angle that can enter the detector.  From this relationship 
scientists learned that to visualize smaller objects, they needed to decrease the 
wavelength, which can be seen from the Planck-Einstein relation as being the same as 
increasing its energy.  The problem with using high energy light is that it can no 
longer be focused using traditional optics.  This optical issue limited the smallest 
features detectable until de Broglie’s postulate proposed that electrons were wave-
like, thus providing an alternative to light waves.  Using electric fields to accelerate 
electrons to extremely small wavelengths (high energies) and magnetic lenses, 
scientists were able to surpass the spatial limitations of light microscopy and image 
atomic-scale features (eventually).  The researchers credited with the invention of the 
transmission electron microscope, Nobel laureate Ernst Ruska and Max Knoll, 
primarily studied electromagnetic lenses, not optics, because focusing the electrons 
was the only limitation in using them for high resolution imaging.9,10 These lenses 
were based on the interactions between electromagnetic fields and electrons.  A 
representation of the magnetic fields formed by passing a current through a wire is 
shown in Figure 1.2a.  The Lorentz force for electrons describes the amount of force 
exerted on electrons as they pass through a magnetic field. This is represented by, 
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 𝑭𝑭 = 𝑒𝑒𝑬𝑬 + 𝒗𝒗 × 𝑩𝑩 1.3 
where F is the force vector on the electrons, 𝑒𝑒 is the elemental charge of an electron, E 
is electric field vector acting on the electron, v is the velocity vector of the travelling 
electron, and B is the magnetic field acting on the electron.   
 
 
Figure 1.2.  (a) A graphical representation showing the magnetic field, B, lines 
produced by a current, I, passing through a wire.  (b) A cross-sectional view of a 
magnetic lens in a TEM and the effects the field has on the electrons.11  
 Today, many schemes exist to manipulate electrons as they travel down the 
TEM column but the most common are toroidal electromagnets.  By coiling wire into 
a toroidal shape, the induced magnetic field can be used to focus electrons.  A 
schematic of how the electrons are focused by induced magnetic fields of the coil of 
wires is shown in Figure 1.2b.  The strength of the lensing is determined by the 
current passed through the wires and is controlled by the microscope user to shape and 
focus the electron beam.  The lenses in a TEM are used to change between imaging 
modes, change magnification, and vary the intensity of the electrons that reach the 
detector.  These electromagnetic lenses can also be grouped (quadrapoles or 
hexapoles) to correct spherical aberrations in the beam see Figure 1.3.12,13 When 
looking at the TEM in Figure 1.1, a reader may be overwhelmed by the number of 
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lenses, but most commercial TEMs have software in place that automates many of the 
procedures such as changing magnification, imaging modes, and many of the 
alignments.   
 
Figure 1.3.  A schematic of a magnetic quadrupole.14 
1.1.2 Acceleration 
 One of the most important aspects of a TEM is that the electrons are 
accelerated to nearly the speed of light, thus reducing their wavelength to a few 
picometers.  This would then allow TEMs to have sub-atomic spatial resolution if 
perfect lenses were used.  The ultimate resolution of the microscope is then dictated 
by how well the user can eliminate aberrations in the beam rather than by the 
wavelength of the illumination.  To accelerate the electrons, a large electrical bias is 
set up such that the electrons are pulled toward the anode.  The size of the bias 
dictates the wavelength of the electrons, which is usually described in terms of their 
energy.  Most common TEMs work at 120, 200, or 300 keV energies; however, MeV 
microscopes also exist.  The bias is constructed using large transformers to up-convert 
high-voltage outlet biases to the working biases necessary for TEM work.  Due to the 
large bias, a special dielectric gas, SF6, is required to prevent dielectric breakdown 
(i.e., lightning bolt).  The gun region is assembled such that there is a small bias 
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between the tip and Wehnelt aperture to help extract electrons.  A short distance past 
the Wehnelt aperture there is an anode in place to fully accelerate the electrons to their 
working energy, see Figure 1.4.  Once accelerated to their maximum velocity the 
electrons are apertured to create a more spatially and energetically uniform beam.   
 
Figure 1.4.  A schematic diagram of the gun region in a TEM.15 
1.1.3 Electron Sources 
 The filaments, also called sources or tips, act as the sources for the emission 
of electrons that are used for imaging in a TEM.  These tips are often metals or 
semiconductors that are bent or machined to have a small emission area.  The area of 
the emission surface dictates the minimum beam size and spatial coherence, which are 
very important for several TEM imaging modes.  Spatial coherency is a measure of 
how similar the trajectory and phase of one electron in the beam is to another.  A 
highly coherent electron beam is necessary for high-resolution imaging because it 
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relies on phase interference for contrast.  Temporal coherency, on the other hand, 
relates to how well the electrons are matched in velocity.  The type of imaging mode 
determines whether thermionic, field-emission, or Schottky tips are used.  Thermionic 
microscopes work by resistively heating a small metallic tip to very high 
temperatures.  When heated, the electrons in the tip have enough thermal energy to 
overcome the material work functions and are emitted.  Due to the high temperatures 
necessary for electron emission, high melting temperature or low work function 
(energy barrier) materials are used, such as bent W wires or micro-machined LaB6 
crystals, see Figure 1.5a.  Field-emission gun (FEG) microscopes work by extracting 
electrons from a needle tip using electric fields.  These tips are often made of W 
because of their mechanical stability, see Figure 1.5b.  The sharp tip acts to 
geometrically enhance the nearby electric field so that the electrons can quantum 
mechanically tunnel through the work function.  One constraint on FEG microscopes 
is that the tips must be pristine, or the geometric enhancement is mitigated and 
emission drastically reduced.  A pristine tip is achieved by either operating at ultra-
high vacuum conditions or by heating the tip.  Schottky emission guns work by both 
heating to overcome the work function and using electric fields to reduce the work 
function.  The tips used for Schottky guns are slightly bigger and more robust than 
FEG tips because they have to withstand both high temperatures and stresses from the 
electric fields.   
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Figure 1.5.  (a) A micro-machined LaB6 TEM tip and (b) a polished W needle TEM 
tip.16 
1.1.4 Sample Requirements 
 The biggest challenge with TEM is fabricating an appropriate specimen.  In a 
TEM, the electrons must be able to completely transmit through the specimen, which 
limits the thickness to around 100 nm for normal accelerating voltages.  Thinner 
specimens are often preferred for higher resolution work.  Not only does the specimen 
need to be sub-100 nm thick, but it must also fit into the constraints of the TEM 
holder.  The holders most often allow for a 3 mm disc that the material specimen sits 
on. 
1.1.5 Types of TEM specimen 
 The level of difficulty in producing a high quality TEM specimen that fits 
within the very strict requirements entirely depends upon the project.  Since TEM has 
been around for several decades, companies have commercialized a variety of TEM 
grids to support a wide range of experimentation.  The commonly available grids are: 
support grids (a metallic disc where a thin [5-50 nm] film or structure is supported by 
evenly spaced copper gridding), windowed grids (thin [5-50 nm] films are supported 
over holes etched out of a wafer), slot grids (copper disks with a hole in the middle to 
mount bulk samples), and specialized grids for special holders (biasing, heating, etc.), 
as seen in Figure 1.6.  The main types of TEM specimen preparation techniques in 
order from simplest to most difficult are: drop casting (for nanoparticles), films 
deposition (for thin films), wedge polishing and ion beam (for bulk samples), and 
lithography (for micro- to nano-structures).   
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Figure 1.6.  Three common types of TEM specimen.  From left to right they are a 
support film on a copper grid,17 a windowed Si substrate grid,18 and a schematic of 
wedge polished samples.19 
1.1.6 Detectors 
 Since electrons can interact with matter in a variety of quantifiable ways 
(e.g., elastic scattering, inelastic scattering (energy loss), and X-ray generation), a 
range of detectors that can be used to gather as much information about the electron-
matter interactions as possible.  For example, while in operating a scanning TEM, the 
user can simultaneously employ an annular dark field detector to provide a spatial 
map of scattered electrons, a Si-Li X-ray detector to detect the chemically dependent 
X-ray emission from the rastered region, and an electron energy loss spectrometer 
(EELS) to detect bonding information from the same spatial region of the specimen, 
as shown in Figure 1.7.   
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Figure 1.7.  A graphical representation of how electrons are detected using STEM.  
Information can be gained from the secondary electrons (SE) detector, backscattered 
electrons (BSE) detector, high-angle annular dark-field (HAADF) detector, dark-field 
(DF) detector, and the bright-field (BF) detector simultaneously.20 
1.1.7 Camera 
 A charge-coupled device (CCD) camera is a grid of detectors that “count” the 
number of electrons that hit each position.  Each small detector occupies some 
physical space and is known as a pixel, see Figure 1.8b.  These pixels are arranged in 
a square lattice, and the density of pixels determine the quality of each image (e.g., a 
2K camera has 2048 by 2048 pixels).  Along with the number of pixels, the pixel 
depth determines the range of contrast available (14 bit can differentiate between 214 
levels).   
 Most cameras do not directly detect the incident electrons in a TEM.  Instead 
the electrons are converted into something more easily detected and quantified—light.  
The detector has a thin scintillating layer which emits several photons of light when 
excited by electrons.  The emitted photons are concentrated using fiber optics onto the 
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CCD detector as shown in Figure 1.8a.  The number of photons captured per incoming 
electron is known as the conversion efficiency and is often around 10.  Due to the low 
number of electrons used to form images in UEM experiments, the detection and 
available contrast afforded by the camera are extremely significant. 
 
Figure 1.8.  A graphical representation of how (a) incoming electrons are coupled into 
a detector21 and (b) how a CCD detector measures the intensity at each pixel 
position.22  
1.2 Magnetism 
 Whether in generators,23,24 medical applications,25-28 or electronics,29,30 
magnetic materials are used for almost all aspects of everyday life.  The application of 
magnetic materials is growing quickly as we discover new materials, new fabrication 
methods, and new magnetic phenomena.  Recently there has been a surge in research 
devoted to using magnetic materials for non-volatile computer memory and logic 
applications.  Studying magnetic materials for use in computers has become 
exceedingly difficult owing to their small spatial dimensions, fast time scales, and 
difficulty in measuring a material’s magnetic response.  Since this dissertation will 
discuss several magnetic materials and phenomena, I will use this subsection to 
provide the necessary background information needed to understanding my work.  I 
will present the information assuming the reader has a basic understands atomic 
orbitals, bonding, and crystal structures.  For example, Figure 1.9 is a schematic 
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illustration of how the orbitals of an iron atom are filled.  For more information on 
magnetism, standard textbooks can be reviewed.31-33 
 
Figure 1.9.  A graphical representation of how electrons occupy orbitals in Fe.34 
1.2.1 Origins 
 Understanding how and why magnetism occurs requires us to discuss two 
topics—Hund's Rule and the Pauli Exclusion Principle.35 When filling atomic orbitals 
for different materials, Hund's Rule states that the lowest energy configuration is one 
in which each orbital in a subshell contains one electron, all with the same spin, 
before doubly occupying any orbital with the opposite spin.  These unbalanced spins 
create localized magnetic states, which result in a net intra-atomic (i.e., within the 
same atom) magnetic moment.  Based on periodic trends, this argument alone 
suggests there should be more magnetic materials, see Figure 1.10.  This question 
introduces two important distinctions involving the discussion of magnetism.  1) 
There is more than one type of magnetism, and 2) the types of magnetism are directly 
related to the interatomic spacing and how they bond in nature.  To simplify this 
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discussion, I will focus on magnetic materials already discovered, but discovering 
new magnetic materials is an active area of research. 
 
Figure 1.10.  Periodic trends in the number of unpaired electrons and the type of 
magnetism exhibited by the element at room temperature. 
 Here is where the Pauli Exclusion Principle takes over the magnetics 
discussion.  For single atoms, the Pauli Exclusion Principle is fairly well known, 
stating that no too electrons can have the same four quantum numbers in a quantum 
system; however, it is less well known when discussing atomic lattices and bulk 
crystals.  For materials that have net atomic magnetic moments, the inter-atomic 
(between atoms) spacing dictates whether adjacent magnetic moments couple in a 
parallel alignment, antiparallel alignment, or not at all.  This tendency for coupling is 
termed the Exchange Integral, and is used to compute the exchange energy, or the 
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amount of energy coupling two adjacent magnetic moments.  This integral is 
complicated to fully explain, instead I will discuss it loosely and refer the reader to 
other sources for the full description.36 The Exchange Integral is highly dependent on 
the inter-atomic spacing such that when two atoms with net atomic magnetic moments 
are spaced at or smaller than some critical distance, the configuration in which the 
atomic spins are parallel (i.e., the electrons in the atoms share the same four quantum 
numbers) is not stable (i.e., high-energy state).  The atomic moments, in this case, will 
consequently take opposite spin quantum numbers (i.e., antiparallel coupling between 
the inter-atomic spin moments).  When the two atoms are within a small window of 
separation, it is more energetically favorable for the net intra-atomic moments (spins) 
of each atom to be aligned parallel.  At larger distances the interaction between the 
atoms tends toward zero energy, meaning there is no coupling.  These results are 
summarized in the Bethe-Slater curve for single elements systems, Figure 1.11.  
Because of the differences in exchange energy, a several forms of magnetism exist for 
atoms with a net atomic moment.  The most common are ferromagnetism (strong 
parallel coupling), antiferromagnetism (strong antiparallel coupling), and 
paramagnetism (no coupling at room temperature).  Temperature and atomic bonding 
play very important roles in determining which form of magnetism a material will 
exhibit.   
 
Figure 1.11.  The Bethe-Slater curve.  E stands for the exchange energy, a the 
interatomic distance, and r the radius of the 3d electron shell.  The arrows denote 
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whether the material is expected to be ferromagnetic (aligned parallel) or 
antiferromagnetic (aligned antiparallel).37 
 Transitioning our discussion from atomic magnetism to bulk magnetism 
(taking into account bonding, surfaces, and band structure) adds another layer of 
complexity.  If the temperature of the material is high enough, such that the atom has 
more energy than the exchange energy, the material will lose its tendency to couple 
spins.  The most famous example of such a temperature is the Curie temperature, in 
which strong parallel coupling (ferromagnetic) transitions to no coupling 
(paramagnetic).  Similarly, the crystallographic phase of a material can change the 
distance between atoms in the material thus transforming the material from one 
magnetic form to another.  In addition to the crystalline structure, defects, magnetic 
history, and further energy arguments can affect the net magnetization of a 
ferromagnetic sample.   
 The net magnetization of a ferromagnetic is rarely the sum of the total 
moments moments strength of all the atoms in the material, because the moments do 
not all point in the same direction.  Instead, the material forms magnetic domains to 
minimize the overall energy of the system.  These domains divide the material into 
regions where the magnetization directions are aligned with those in the same domain 
but not with neighbouring domains, as shown in Figure 1.12.  These domains are 
separated by domain walls.  Because multiple configurations exist where the energy is 
minimized, the magnetization state of a material can be manipulated to transform 
between these lowest energy states.  It is this transient and manipulable characteristic 
of magnetic materials that make them so interesting both fundamentally and 
commercially. 
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Figure 1.12.  Magnetic grains in a single grain of a polished non-oriented electrical 
steal imaged using a magneto-optic Kerr-effect microscope.  The arrows denote the 
direction of magnetization in the domains.  The image is 0.1 mm wide.38 
1.2.2   Forms of Magnetism 
 There are 5 main forms of magnetism that I will discuss: diamagnetism, 
paramagnetism, ferromagnetism, ferrimagnetism, and antiferromagnetism.  The 5 
types are defined by their atomic magnetic ordering and their response to a magnetic 
field.  Diamagnetism is the result of the atomic orbitals being completely filled, 
meaning no atomic magnetic moments exist in the material.  When exposed to an 
applied magnetic field, the magnetic moments in a diamagnetic material will oppose 
the field by aligning antiparallel with it.  Atomic systems with unpaired electrons (i.e., 
possess atomic magnetic moments) are considered paramagnetic if their exchange 
energy is nearly zero.  These materials have no coupling between their atomic spins 
due to either having too much energy or too much space between them to align 
spontaneously.  The magnetic moments in paramagnetic materials will however align 
parallel to an applied magnetic field.  The net magnetization of paramagnetic 
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materials will scale linearly with the applied field as all the moments slowly rotate 
towards alignment.  Ferromagnetism is the most well-known form of magnetism.  
These materials possess atomic magnetic moments and are within the spatial window 
of having strong parallel coupling.  Ferrimagnetism is the result of having unequal 
atomic magnetic moments from different atoms in the material.  The classic example 
is magnetite, Fe3O4, where Fe has two different lattice locations resulting in different 
bonding and oxidation states.  The Fe2+ and the Fe3+ ions have different atomic 
magnetic moments that then align antiparallel with each other.  The total magnetic 
moment in a ferrimagnetic material is then determined by net moment of the atoms.  
Lastly, antiferromagnetism exists in a small subset of materials that have atomic 
magnetic moments where the most energetically favorable configuration is an 
antiparallel alignment with adjacent atoms.  These often form layers of magnetic 
moments which are aligned parallel with the atoms in one layer but align antiparallel 
with the atoms in another.  The types of magnetism are summarized in Table1. 
Table 1.  Summary of types of magnetism 
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Ferro- 
magnetic  
Atomic moments 
aligned parallel 
Antiferro- 
magnetic  
Atomic moments 
aligned antiparallel 
Ferri- 
magnetic  
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magnetic  
No coupling; moments 
align with field 
Dia- 
magnetic 
 
No atomic moments; 
align opposing to field 
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1.2.3 Detecting and Measuring Magnetism 
 Actually visualizing and measuring the magnetic moments in bulk and thin 
film samples is an active area of research.39 Currently there are several 
commercialized techniques to quantify the net moment of magnetic materials and also 
a few techniques to quantify the spatial variations of magnetic moments in the sample.  
The net magnetization of sample is often quantified using a vibrating sample 
magnetometer (VSM), a superconducting quantum interference device (SQUID), or 
an alternating gradient magnetometer (AGM).  These techniques rely on interaction 
between the material and a changing magnetic field (VSM and SQUID) or a changing 
electric field (AGM).  These techniques are often used to measure how the net 
magnetization of small samples varies with applied magnetic field in what is known 
as an M-H loop. 
 Since the magnetization of a sample is directly related to the magnetic 
moment from each atom in the sample, the maximum possible net magnetic moment a 
sample can have occurs when all the atomic moments align in the same direction.  By 
normalizing the total magnetic moment, given in emu (magnetic units are not 
standardized in the field and will not be discussed further) the average magnetic 
moment from the atoms in the sample can be determined.  The maximum magnetic 
moment, known as the magnetization saturation (Ms), measured from a sample would 
then occur only when all the atoms in the sample are aligned in the same direction, 
which occurs when an applied field overcomes the energy preventing the moments 
from aligning.  For an ideal sample, this field is known as the coercive field (Hc).  
Since the magnetization relies on the net effect of all the atoms in a sample, the shape 
of the sample determines in which direction the magnetization will lie (e.g., a compass 
needle). 
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 Since my work primarily focused on thin film of magnetic materials, I will 
briefly explain how shape effects thin film geometries.  Intuitively, it is most often 
more stable for magnetic moments to align in such a way to maximize the number of 
moments in a single direction.  For thin films on a rectangular substrate, it is most 
often more stable for the sample to be magnetized in the plane of the film (IP) along 
the long direction of the rectangle.  This logic can be broken in certain materials 
allowing the more stable configuration to point out-of-plane (OP).  This occurs when 
the material has strong anisotropy pointing OP.  Such materials are said to have 
perpendicular magnetic anisotropy (PMA) and have been found to be very useful for a 
variety of new applications.40 A representation of the measured IP and OP 
magnetization versus applied field is shown in Figure 1.13 for a magnetic thin film 
with PMA.  In this figure, it is assumed that the magnetization of the sample was 
previously saturated in one direction then the applied field was swept to large negative 
fields and back again.  This figure demonstrates that lower magnitude fields are 
required to saturate (maximize) the magnetization in the OP direction for this film, 
meaning its so called “easy-axis” is OP.  The most striking feature is that the 
magnetization can exist in two distinct positions for the same applied field.  The state 
of the magnetization depends on its history, thus the M-H loop is often referred to as a 
hysteresis loop.  If coming from a large positive field, the magnetization would be in 
the positive direction, if coming from a large negative field the magnetization would 
be in the negative direction.  It is this bistable nature that makes magnetic materials 
appealing for magnetic memory in computers.  Thus, understanding how magnetic 
materials vary on small spatial scales is very important for their application in 
computers.   
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Figure 1.13.  Schematic showing an ideal hysteresis loop for a thin film with 
perpendicular magnetic anisotorpy.  Red is the in-plane magnetization loop while blue 
is out-of-plane magnetization loop. 
 The three most well-known techniques to actually visualize spatial variations 
in a magnetic sample are: magnetic force microscopy (MFM), magneto-optic Kerr 
effect (MOKE) microscopy, and Lorentz TEM (LTEM).  Each of these techniques 
relies on a different effect to observe the magnetization.  In MFM, a very small 
magnetic tip is scanned across the surface of the magnetic film.  The magnetic dipole-
dipole interaction between the sample and a sharp magnetic tip repels or attracts the 
tip and generates the magnetic surface topology of the sample, see Figure Figure 1.4.  
This technique can achieve a very high resolution (nm-scale) spatial map of the 
surface magnetization of the sample.  In a MOKE setup linearly polarized light is 
directed onto the surface of the sample.  The angle of the polarization of this light is 
then rotated slightly in one direction or the other as it interacts with the magnetization 
of the film.  The magnetization direction of the film determines the direction the light 
rotates.  MOKE microscopy is done either in transmission—where the magneto-optic 
rotation is known as the Faraday Effect—or in reflection—where the rotation is 
known as the Kerr Effect.  This experimentation method can provide diffraction 
limited (~1 µm) spatial information about the magnetization of the sample.  Studying 
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a sample using a specialized LTEM allows for generation of a high resolution (nm-
scale) spatial map of the magnetization of the TEM specimen.  This technique 
observes how the electrons are deflected as they pass through a magnetic sample.  
This technique will be explained further in the methods section. 
 
Figure 1.14.  (Left) An topographic map of the surface of a magnetic garnet film 
measure using atomic force microscopy.  (Right) A topographic map of the 
magnetization in the thin film taken using magnetic force microscopy.41 
1.3 Spintronics 
 Current electronic devices (e.g., cell phones, consoles, televisions, 
supercomputers), rely on the use of electrical components (transistors and capacitors) 
to store information.  To keep up with the demands of an advancing society, electronic 
devices are required to become more powerful, faster, and smaller.  This trend in 
creating new, more complex devices every year is slowing due to limiting factors in 
how information is stored and transmitted in these devices.  Current electronic devices 
transmit information based on driving electrical current through wires which connect 
the different components.  Making these devices faster and more powerful simply 
requires increasing the number of electrical components, but to maintaining their 
current size these components must then be made even smaller.  With the ever 
increasing number of electrical components, the power consumed by these devices is 
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increasing drastically.42,43 The majority of the power consumed is lost through Joule 
heating, which occurs when passing current through wires, and through the necessity 
to continually refresh memory elements.  These issues have compounded to create a 
new issue—overheating.44 Heating increases the resistivity of the wires, which in turn 
increases the amount of energy lost to Joule heating, and, thus, heat dissipation must 
be considered when developing new electrical devices.  To mitigate or completely 
circumvent these issues, researchers are trying to replace current computer 
components with components based on magnetism.29,45,46 
 As discussed in the previous section, magnetic thin films are capable of 
having two magnetization states, which I will call up or down (north and south is 
another common nomenclature).  Generally, the magnetic state of a material is stored 
until something acts upon the magnet to change it.  Therefore, a nanoscale magnet 
could be used to store information based on its magnetization state.  To mitigate Joule 
heating, spintronics researchers are working to use spin current to transfer information 
instead of charge current.  Spin current is a flow of magnetic spin information, 
meaning the electrons do not have to move and thus do not scatter to produce Joule 
heating.  The question then is how we can integrate nanoscale magnetics into existing 
architectures and transmit information using spin current?  
1.3.1 Magnetic Tunnel Junctions 
  Scientists discovered that the resistivity measured across two layers of 
magnetic materials separated by a nonmagnetic metal changed depending on the 
magnetization directions of the magnetic layers.47,48 The resistance measured across 
the device was found to be low when the magnetization directions were parallel and 
high when magnetization directions were antiparallel.  This phenomenon became 
known as giant magnetoresistance (GMR).  A similar, but much larger, resistance 
    25 
change was later observed when the magnetic layers were separated by an insulating 
layer.49 This became known as tunneling magnetoresistance (TMR).  The discovery of 
TMR was the driving force behind the creation of a magnetic tunnel junction (MTJ), a 
nanoscale pillar made up of an insulating material sandwiched between two magnetic 
layers, see Figure 1.15.  It was soon after found that having the magnetization OP, 
meaning having a large PMA, was preferential for operation.40 Just as the transistor 
(or capacitor) is the fundamental building block of current electronic devices, the MTJ 
is the building block of spintronic devices. 
 
Figure 1.15.  (a) A schematic of a magnetic tunnel junction with the magnetization 
out-of-plane.  (b) A representation of the energy barrier between the magnetization 
states of the free layer. 
 As a memory element, a MTJ must be able to be written (change state at 
command) and have its state read (measure which state it is in).  Reading the state of 
the magnetic material is done by measuring the resistance drop across the MTJ.  If the 
resistance state is high, the MTJ is in one state (e.g., '1') and if the resistance is low, 
the MTJ is in the other state (e.g., '0').  The writing process is a bit more complicated.  
Writing in a MTJ is done by reversing the magnetization direction of just one layer of 
the stack, thus changing the resistance from one state to the other.  Typically, a MTJ is 
a nanoscale pillar comprised of magnetic layers separated by an insulating layer.  The 
   26   
magnetic layers are made asymmetric (by thickness or material) such that only one of 
the magnetic layers can have its magnetization directions reversed within normal 
operation.  These magnetic layers are known as the fixed layer (magnetization cannot 
be changed) and the free layer (magnetization is reversible) and have different ideal 
material properties, see Figure 1.15a.  The free layer is required to be easy to switch 
but still thermally stable, whereas the fixed layer must then be able to withstand all the 
writing and reading processes without switching.   
 The magnetization state of a MTJ devices is commonly reversed by applying 
a spin current to overcome the energy barrier separating the magnetization directions 
of the free layer, see Figure 1.15b.50 The spin current is a flow of electrons that are 
spin-polarized and is often made by passing the current through a magnetic layer, 
although other techniques also exist to produce the spin current.51 When the spin 
current interacts with the magnetic layer, the current transfers some of its spin angular 
momentum into the magnetic layer, which, at large enough spin densities, reverses the 
magnetization.  The required spin densities necessary to reverse the magnetization are 
one of the leading reasons that spintronics have not yet taken over the electronics 
market.   
 Functioning MTJ-based spintronic devices are just now reaching the 
consumer market.  The researchers developing these spintronics have devised 
materials and device architectures to independently control the size, thermal stability, 
and writing efficiencies, but they have been unable to optimize all three areas in the 
same device.  To be competitive with current electronic device performance and 
become more commercially viable, spintronics researchers must be able to produce 
small (tens of nanometers) MTJs that are thermally stable (large thermal stability 
factor) and can be written efficiently (low critical current density or energy per 
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write).52,53 With current materials and device architectures it is expected that MTJ-
based spintronic devices will not replace all electronic devices in the foreseeable 
future but will fill a gap in performance left out by current technologies. 
1.3.2 Growth of Magnetic Thin Films 
 Magnetic materials have become increasingly more useful in everyday life 
because technology has allowed us to manufacture them more easily and into arbitrary 
shapes and even into thin films.  My research focuses on the use of magnetics as thin 
films; thus, I will focus this discussion on how magnetic thin films are grown.  There 
are several thin film deposition techniques used in the growth of magnetic thin films.  
The general idea behind thin film growth is to deposit small amounts of one element 
or material (called the source) onto a surface (called the substrate).  The sources are 
often pebbles, rods, or manufactured discs, and the substrates are often wafers 
(smooth flat thin disc of a crystalline material), coupons (a small piece of a wafer), or 
any other smooth surface to hold the thin film.  Here, I will discuss the three most 
common thin film growth techniques listed in increasing difficulty, film quality, 
deposition control, and required vacuum level: evaporation, sputtering, and molecular 
beam epitaxy (MBE).  These techniques all rely on effectively transferring material 
from the source to the substrate in a very controlled manner.   
 One of the simplest forms of thin film growth is by evaporating a metal.  The 
metal is evaporated by a variety of techniques including: resistive heating, using an 
electron beam, flash evaporation, or radiative heating.54 The source material and the 
deposition system determine which evaporation technique is best-suited for the 
desired sample.  Once evaporated, the metal vapor condenses on a substrate, creating 
a thin film.  The thickness of the deposition can be controlled by monitoring the film 
deposition rate, often done using a quartz crystal microbalance.  By measuring the 
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deposition rate and the deposition time, the thickness of deposited material can be 
calculated.  If a quartz microbalance is not available, oftentimes the deposition rate is 
determined by a linear fit from several growths at different thickness.  This is then 
used to determine the deposition time required for a certain film thickness.  The actual 
thickness of the deposition may vary quite significantly due to spatial variation in the 
evaporated gas and variations in the deposition rate.  Since there is limited control of 
how the atoms are emitted during evaporation this technique is often used to deposit 
thick films (several micron) to be used for electrical contacts or capping layers.  
Because of the limited control, modest vacuum levels (between 10-4 to 10-6 torr) are 
used for simple evaporation deposition.  Unlike the evaporation technique, sputtering 
deposits source material by slowly ablating it using a plasma.   
 Sputtering material is much like an atomic-scale sand blaster except, instead 
of sand, a plasma is used to knock atoms off of a source.  In sputtering, a plasma 
(often of an inert gas) is generated and accelerated toward a source material.  The ions 
in the plasma then bombard the source knocking atoms off.  The sputtered source 
atoms are geometrically directed onto the surface of the substrate allowing for a very 
controlled and slow deposition rate.  The main benefit of sputtering over the 
previously mentioned evaporation techniques is the control of the emission of source 
material.  The amount of plasma and the energy of the plasma can be used to control 
how quickly the source atoms are deposited onto the substrate.  Generally, slower 
deposition rates allow for higher quality films to grow.  To generate a well-controlled 
plasma and smooth, uniform thin films, the vacuum pressures must be in the high 
vacuum range (10-6 to 10-8 Torr).  Similar to evaporation, the deposition rate and 
thickness can be determined using the quartz crystal microbalance or by calibrating 
the deposition rate.  Furthermore, sputtering is the preferred method for the fabrication 
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of thin films by industry because it is highly controllable, scalable, and able to be 
easily automated.  Additionally, strong magnetic fields can be used to localize the 
sputtering plasma, resulting higher quality films.  This is known as magnetron 
sputtering and is the technique for film growth I used in my work, see Figure 1.16.  
Using sputtering, researchers can effectively deposit thin films less than 1 nm in 
thickness. 
 
Figure 1.16.  Graphic visualizing magnetron sputtering.55 The blue lines are the 
magnetic field lines concentrating the plasma.  The red plots the path of a single 
sputtering event between an Ar ion and the metal atom. 
 MBE, on the other hand, can deposit material one atomic layer at a time.  
Despite its increase in controllability and quality of film growth, MBE is not very 
scalable and is therefore mostly confined to research on the fundamental physics of 
ideal crystals, thin films, and interfaces.  In an MBE chamber, source material is 
deposited at ultra-high vacuum (UHV) (10-8 to 10-12 torr) by slowly subliming the 
material.  The gaseous source material then slowly adsorbs or reacts with the substrate 
to form epitaxial (defect free) thin films.  Because of the the UHV, the emitted source 
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atoms are able travel to the substrate without a single scattering event, thus creating a 
molecular beam.   
1.4  Ultrafast Electron Microscopy 
 This chapter is meant to serve as an introduction to the field of ultrafast 
electron microscopy (UEM) and act as as a starting guide for new researchers hoping 
to develop their own UEM laboratory.  The basic principles, setup, and analysis 
techniques used in UEM will be discussed.  Detailed descriptions of the equipment 
used and the methods employed in assembling a UEM will be provided.  Additionally, 
the non-standard UEM alignment procedures that have been developed for UEM will 
be explained in an attempt to aid new researchers in overcoming these UEM specific 
issues. 
1.5 Introduction to UEM 
 Since its start in the 1930s, TEM has advanced considerably in imaging 
power in space, energy, and time.9,10,56-58 From micro-scale spatial resolution to sub-
Ångstrom resolution in just over 80 years, the magnifications accessible in electron 
microscopy have already surpassed the resolution necessary to image even the 
smallest of atoms.  Since the establishment of the electron energy-loss spectroscopy 
(EELS) technique, the energy resolution has advanced from approximately .3 eV to 
nearly .01 eV, 59,60 thus allowing for the detection of atomic oxidation states and 
bonding energies.  From the initial micrographs where the temporal resolution was 
limited to several seconds, to standard CCD cameras which can image at around 30 
frames per second (fps), to the new high speed cameras which offer resolutions down 
to 2.5 ms,61,62 the temporal resolution of electron microscopy has, until recently, 
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focused on the readout times of the cameras used.  The limitation in readout times of 
these cameras then dictates the fastest material responses that can be observed. 
 In traditional transmission electron microscopes a continuous stream of 
electrons are emitted from the filament, accelerated, focused onto a TEM specimen, 
and collected on a CCD camera.  The electrons are continuously interacting with the 
sample, producing a time-averaged representation of the sample.  The temporal 
resolution is then determined by the amount of time it takes to make a single image.  
If one wishes to study dynamic processes with atomic-scale spatial resolution truly in 
real-time (i.e., as the intrinsic dynamics occur), then an alternative imaging method 
must be used to overcome the limited read-out rates of current CCD cameras.  With 
UEM, the millisecond temporal resolutions typically accessible with conventional 
TEMs and compatible digital detectors can be extended to the femtosecond (fs) 
timescale.63,64 Via a pump-probe approach commonly employed in ultrafast 
spectroscopic experiments,65 UEM has been successfully used to conduct a wide 
range of studies on structural, electronic, and magnetic dynamics in nanoscale 
materials.64,66 Conducting such pump-probe experiments in an electron microscope is 
made possible by modifying the TEM column such that optical access to both the 
electron-gun and specimen regions is enabled.67,68  In this way, the wide-ranging 
capabilities common to conventional TEMs (e.g., bright- and dark-field imaging, 
parallel- and convergent-beam diffraction, spectroscopy and energy filtering, etc.) can 
be extended to fs studies of atomic and nanoscale dynamics.66 
 In UEM, the generated photoelectrons packets interact with or probe the 
sample at a specific time interval dictated by the repetition rate of the laser.  If a 
transient specimen response is then induced in the sample (i.e., the sample is pumped) 
such that it is temporally matched with the interval of the electrons, the electrons 
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would then probe the system in an excited state.67-71 By varying the time between 
when the photoelectrons probe the specimen and when the specimen is pumped, 
images of new temporal states (snapshots) of the system can be observed.  In 
practice—since the sample is pumped by laser pulses and probed by electron pulses 
extracted from the gun by other laser pulses—new temporal states are accessed by 
simply moving an optical delay stage to a new spatial position such that the distance 
traveled by the pump and electron-extracting laser pulses is varied.  The UEM at the 
University of Minnesota is shown in Figure 1.17a, and a schematic representation of a 
UEM is shown in Figure 1.17b.  By imaging the material response of a system at a 
multiple time points, a movie can be made that captures the full dynamics of the 
system.  The fastest dynamics that can be imaged using UEM are mainly limited by 
the temporal width of the imaging electron packet.   
 
Figure 1.17.  (a) Picture of the UEM at the University of Minnesota.  The red (purple) 
laser pulse graphic highlights the optical windows for the pump (probe) lasers to enter 
into the UEM.  (b) A representation of a pump-probe experiment in a UEM.66 
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 The theoretical temporal resolution of UEM has been extensively 
discussed.72-76 Experimentally and theoretically it has been shown that the temporal 
resolution of UEM is greatly affected by the number of electrons in each packet; as 
the number of electrons in a packet increases, Coulombic repulsion between the 
electrons force the packet to spatially and temporally elongate in a process called 
space-charge broadening.77-81 Other additional modifications and/or methods are 
currently being explored to compress the electron pulse to access resolutions beyond 
the instrument-limited resolution.81-86 It follows then that using fewer electrons per 
packet is preferential for accessing higher temporal resolutions.  In practice however, 
since the rate of signal accumulation must be higher than the noise threshold, working 
with few electrons per packets would require high repetition rates.  Three general 
regimes of imaging in UEM have been developed based on the number of electrons 
per packet.  The three regimes—single-electron, burst, or single-shot imaging—each 
have their specific applications depending on the physics of the system being studied 
and will be discussed in chapter 5.   
1.6 Practical Setup and Requirements 
 The field of UEM originated in the laboratories of the late Professor Ahmed 
Zewail at the California Institute of Technology in 2005.87 Since then this technique 
has been slow to spread due to the unique nature of instrumentation required.  Despite 
the multitude of profound observations and discoveries made since its discovery,88,89 
UEM is far from a common technique.  As of early 2016, an ultrafast electron 
microscope has been commercialized, called the Technai Femto and made by FEI 
(now Philips).  It is my hope that the following discussion will be invaluable for new 
researchers who are developing UEM systems. 
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1.6.1 Room Requirements 
 Because a UEM is a combination of an ultrafast laser system—resulting in fs 
temporal resolution—and a TEM—resulting in the varied characterization abilities 
and nanometer spatial resolution, UEM laboratories must account for error from both 
systems.  Any instabilities in the laser line are compounded when coupled with the 
TEM.  Therefore, the UEM lab room temperature, air current, and vibration need to be 
carefully monitored since they can cause slight deviations in the optical line which, 
after travelling several meters, can significantly affect the generation of 
photoelectrons.  For quantitative analysis of UEM data, the stability of the system 
(laser pointing stability, specimen drift, electron beam drift, etc.) can often limit the 
duration of experiments.  In the UEM lab at the University of Minnesota, sound 
damping panels, temperature probes, a vibrational isolation slab, and low thermal 
expansion optical mounts were installed to help prevent and monitor these potential 
sources of instability.  With these precautions, stabilities of over 24 hours have 
regularly been observed.   
1.6.2 Ultrafast Laser System 
 Here, I will describe the optical setup at the University of Minnesota UEM 
lab.  In general, a UEM lab needs to have only one ultrafast laser system to generate 
high energy pulses for the generation of photoelectrons and laser pulses for pumping a 
specimen as well as a delay stage.  Even this bare minimum case requires numerous 
optical components to correctly steer the laser into the optical ports of the TEM.  Our 
setup includes a PHAROS Yb:KGW laser with 1028 nm wavelength, 280 fs full-
width half-max (FWHM) minimum pulse width, with capabilities of producing 
second, third, and fourth harmonics and a WEDGE Q-switched diode-pumped ps laser 
with 1064 nm wavelength and pulse widths from 600 picosecond (ps) to 3 nanosecond 
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(ns).  Our system allows us to visualize nanoscale interactions using the PHAROS 
laser as both the pump and probe for ultrafast interactions.  The WEDGE laser, 
however, is used only to generate the electron probe pulse and is used only when 
imaging slower interactions.  When studying ultrafast (fs to few ns) interactions, the 
precise control of the timing between femtosecond pump and electron-extracting 
pulses is achieved by varying the relative path lengths traveled by the two pulses by 
directing the pump pulses down a one meter-long, motorized delay stage, which 
allows for a 6.7 nanosecond window of operation for a single pass.  For slower 
interactions, the Wedge laser—used to generate the electron-probe pulses—is 
electronically delayed using a Stanford DG535 delay generator relative to the 
triggering of the fs pump pulses.  A general schematic of our laser system is found in 
Figure 1.18, it can however, be rearranged to allow for other experimentation.   
 
Figure 1.18.  A schematic of the laser system at the University of Minnesota.  The 
colors correspond to different laser harmonics: red (1st harmonic, 1028 nm), green (2nd 
harmonic, 514 nm), blue (3rd harmonic, 343 nm), and purple (4th harmonic, 257 nm).  
The λ/2 blocks stand for half waveplates which is used to in conjunction with the 
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polarizers to set the polarization, repress multiple polarizations, and attenuate the 
power.  SHG stands for second-harmonic generators. 
1.6.3 UEM Alignment and Operation 
 Our laser system, schematically represented in Figure 1.18, allows for a 
broad range of experimentation due to its variability; however, every change to the 
optics line requires that the beam line be realigned onto the photocathode and the 
specimen.  This is a non-trivial task for those new to UEM.  The laser must be focused 
from its output diameter (3 mm) down to approximately 50 µm for the probe pulse 
and often as close to diffraction limit as possible for the pump pulse, over the distance 
from the optical entrance port of the TEM to the filament in the gun region for the 
probe pulse or to the specimen for the pump pulse.  Without an in situ camera or 
direct measure of the laser beam’s location, this alignment can be extremely difficult. 
 Both the pump and probe pulses are coarsely aligned with the TEM off and 
open to atmosphere.  These alignments require considerable technical knowledge of 
the TEM and should be performed with a qualified technician to prevent irreparable 
damage to the TEM or physical harm to users.  The pump probe is aligned visually by 
opening a port of the column to provide a direct line-of-sight to the position of the 
specimen when it is in a TEM holder and in the TEM.  A reflective sample is put into 
a TEM holder and inserted into the TEM to aid in the visual alignment.  The probe 
pulse is similarly aligned visually by opening the gun region of the TEM.  The laser is 
roughly aligned to where the tip would sit in the gun region.  The fine alignments are 
conducted with the TEM closed and under high tension.   
 Fine alignment of the pump laser pulse on the specimen is done with the 
UEM operating in thermionic mode—standard TEM operation—using a carbon 
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support TEM grid.  In low magnification, the cross-hatched copper support structure 
can be observed.  The laser is then turned on to a fluence near 2 mJ/cm2 , at 515 nm, 
and exposed to the specimen.  The laser will burn the carbon, allowing the laser pulse 
position to be easily aligned.  The probe laser pulse is initially aligned with the TEM 
filament severely desaturated (i.e., heated so that only a weak beam is emitted).  By 
decreasing the number of electrons emitted from the tip, the beam can be converged 
onto the CCD at low magnifications.  The CCD is used because often the total 
intensity is low and difficult to observe on the viewing screen.  Once the beam 
intensity is decreased to a point where only a faint signal is imaged on the detector, 
the probe laser pulse is allowed to enter the gun region.  If the laser hits the filament 
or the Wehnelt additional electrons will be detected.  Depending on the size of the tip, 
it can be very difficult to align the laser on the tip.  In this case the focusing lens can 
be removed to provide a spatially broad laser pulse to the entire gun region so that 
electrons are emitted from all the components in the gun region as shown in Figure 
1.19.  The focusing lens is then replaced to finely align the beam onto the tip.  Once 
fully aligned, the TEM tip can be allowed to cool so that the only electrons emitted 
are photoelectrons.   
 
Figure 1.19.  A TEM micrograph of a flat tipped TEM filament emitting 
photoelectrons from a wide incoming laser pulse.  The Wehnelt aperture, the sides of 
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the tip, and the tip surface emit electrons as shown.  For proper use a TEM requires 
emission from just the tip so the incoming laser must be focused. 
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2 METHODS 
 This chapter will outline the techniques and methods used in my research.  
Many of these techniques were used consistently throughout my work, but only the 
most significant results will be given.  I will first discuss X-ray diffraction, X-ray 
reflectivity, and Rutherford backscattering—techniques I used to characterize the 
structure, thickness, and composition of thin films that I grew, respectively.  Then I 
will introduce the different transmission electron microscopy imaging modalities used 
in my research.  This leads directly into my discussion of stroboscopic imaging in a 
UEM and furthermore how the imaging was completely automated.  I will also 
discuss the scripting involved in the batch analysis of the UEM data.  I will end with 
an introduction to finite-difference time-domain modelling, a technique I used to 
model the time-temperature profile of a TEM specimen due to laser irradiation. 
2.1 X-ray Diffraction 
 High energy X-rays are used to determine the crystallographic structure of 
materials through diffraction.90,91 The most often used sources in an X-ray diffraction 
(XRD) instrument are Cu and Co, which, when impacted by accelerated electrons 
from a metal filament, undergo electronic transitions that lead to the emission of X-
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ray radiation.  The energies used in exciting the electronic transitions are tuned so that 
most of the emitted X-rays are from the same electron transition.  For Cu and Co it is 
the characteristic K-α transition that emits X-rays with wavelengths of 0.154 nm and 
0.179 nm, respectively.  When collimated and directed at a material (as in an X-ray 
diffractometer), these X-rays are able to provide information on the short and long 
scale ordering of the material. 
 Depending on the incident angle, X-rays will diffract off certain planes of 
atoms in matter at very specific angles.  In a diffractometer, changing the incident 
angle is achieved by mounting a sample into a goniometer and exposing it to X-rays 
while rotating the sample to change the incident angle of the X-rays.  A detector is set 
up such that it only detects X-rays at the same angle as the incident X-rays. When 
measuring the X-rays while varying the incident angle, intensity spikes occur where 
the angle of the reflected X-rays diffracts off of a specific plane of atoms in the 
material.  The spacing, relative intensities, and widths of the peaks can be used to 
quantitatively determine the crystal structure and grain size of a material.  The peaks 
are related to the distance between planes in the material by Bragg's law 
 𝒅𝒅 = 𝒏𝒏𝝀𝝀
𝟐𝟐 𝒔𝒔𝒔𝒔𝒏𝒏𝒔𝒔 2.1 
where d is the distance between planes, n is the order of the reflection, λ is the 
wavelength of the X-ray, and θ is the incident angle.  The distance between planes is 
related to the lattice parameter; however, it is different for different crystal structures.  
For a cubic system, d is related to the lattice constant by 
 𝒅𝒅 = 𝒂𝒂√𝒉𝒉𝟐𝟐 + 𝒌𝒌𝟐𝟐+𝒍𝒍𝟐𝟐 2.2 
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where h, k, and l are the Miller indices (which designate the plane that is diffracting 
the X-rays).  This technique was used primarily in my work to detect the phases 
present in the thin films and quantify the quality of the films grown by comparing the 
relative intensity of the peaks to theoretical values. 
2.2 X-Ray Reflectivity 
 One of the easiest methods for accurately determining the thickness of a thin 
film is X-ray reflectivity (XRR), which can be described in an analogous way to 
XRD.  For thin film technology, the actual thickness of the film is very important 
since magnetic materials can exhibit drastically different properties at different 
thicknesses.92-94 Specifically for my work, having an accurate measure of the film 
thickness is imperative for making MTJs, since it has been shown that magnetic 
coupling varies greatly over even a few Ångstrom,95,96 and for accurately calculating 
material properties like atomic magnetic moments and resistances.   
 Similar to XRD, XRR relies on measuring differences in how a material 
reflects X-rays.97,98 In XRD, the peaks in intensity occur due to the diffraction off 
parallel atomic planes; whereas, in XRR the X-rays are diffracted off parallel material 
interfaces.  Just as in XRD—where the peak locations were related to the distance 
between parallel planes—in XRR the peaks are related to the thickness of the film by 
the Kiessig formula (Snell’s law modified for small incident angles) 
 
𝒔𝒔𝟐𝟐 − 𝜶𝜶𝒉𝒉
𝟐𝟐 = 𝒏𝒏𝟐𝟐 � 𝝀𝝀
𝟐𝟐 𝒅𝒅�𝟐𝟐 2.3 
where αc is the critical angle for total internal reflection, and the other variables are 
the same as in Eqn. 2.1.  Since the wavelength is known, by determining the slope of 
the line created by plotting θ2 vs n2, the film thickness or spacing d can be found. 
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2.3 Rutherford Backscattering 
 As will become apparent in my later discussion with FePd and the rare-earth 
transition metal (RE-TM) alloy, composition is extremely important when designing 
new materials.  Some phases or properties can only be found in small windows of 
compositions.  Additionally, the composition of materials can vary throughout a 
fabrication process; thus, a quantitative measure of the composition of a thin film is 
invaluable when trying to precisely understand why a material property has changed.  
The composition could alert a researcher to oxidation, diffusion, or impurities which 
may have significant impact on the material properties.  At the University of 
Minnesota we have access to one of the most accurate (and often underutilized) 
instruments for determining the composition of a material, the Rutherford 
backscattering spectrometer (RBS).   
 Simplistically, an RBS works by bouncing small ions off the surface of a 
material and measuring the energy lost by the ions during its interaction with the 
material.  The amount of energy transferred depends on the atomic mass and atomic 
number of the elements hit by the ions.  The composition of the material is then 
determined by the location and the heights or intensities of the peaks in an intensity 
versus energy graph.  The location of the peaks provides information on the elements 
in the material; heavier atoms will be stiffer and the reflected ion energies will be at 
higher energies.  The intensity of the peaks then relate to the amount of each element.  
The intensities must, however, be normalized based on the probabilities of scattering 
which is related to the differential cross-section.  This is done by simply dividing the 
heights or integrated areas by the atomic number squared.  For further discussion refer 
to the lecture notes by M.  Mayer.99 
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2.4 TEM Imaging Modalities 
 One of the most important and beneficial aspects of a TEM is that it can be 
operated in a variety of modes.  These modes allow the user to correlate different 
signals from the same spatial location on the specimen.  For example, a microscopist 
might use one imaging technique to locate a region of interest (a defect or interface) 
and then use another to determine the structure of the material at that region.  
Furthermore, the user may also employ one of the many spectroscopic techniques to 
determine the composition and thickness at the same region of interest.  The power of 
TEM is in its ease of correlations; it is the Swiss army knife of experimental 
characterization techniques. 
 The two most common types of imaging are bright-field (BF) imaging (much 
like an optical microscope image) and diffraction pattern (DP) imaging (a reciprocal-
space representation of the material).  A schematic of how these types of images are 
formed is shown in Figure 2.1.  There are of course an assortment of other imaging 
modes that can be used to provide very high spatial resolution (scanning transmission 
electron microscopy), magnetic field information (Lorentz imaging), and a variety of 
techniques to provide information on the phase of the electrons. 
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Figure 2.1.  A ray diagram outlining the electron paths in a TEM used to form a 
diffraction pattern (left) and bright-field image (right).100 The back focal plane is 
labelled (bfp) and a selected-area aperture is labelled (SAD). 
2.4.1 Bright-Field Electron Microscopy 
 By far the most often used technique in a TEM is BF imaging due to its ease 
of use and relatability of the information gained.  Like a light microscope, the contrast 
in BF imaging depends on how electrons are scattered from a region, where dark 
regions correspond to greater scattering and light regions to less.  This contrast can be 
further enhanced by inserting an aperture into the back focal plane (the plane after the 
specimen where the electrons are converged before being projected onto the detector, 
see Figure 2.1) to block electrons that have scattered at higher angles.  This technique 
is achieved by creating a parallel beam of electrons with uniform intensity before 
interacting with the specimen so that any variation in intensity after the specimen are 
due to variations in the specimen, see Figure 2.2.  The contrast can occur for a variety 
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of reasons including the following: diffraction from Bragg condition (like XRD), 
thickness, elemental differences, or phase.   
 
Figure 2.2.  A ray diagram demonstrating how the electron beam is made parallel.101 
2.4.2 Diffraction Imaging in Electron Microscopy 
 One of the most important applications of a TEM is determining the structure 
of nano-scale objects.  This is achieved by investigating how the electrons diffract off 
the TEM specimen.  For nicely ordered (crystalline) materials the electrons will 
diffract off of certain crystallographic planes in the material resulting in highly 
ordered Bragg spots in the diffraction plane (back focal plane).  The arrangements of 
these spots give quantitative information on the exact angles and distances between 
planes in the crystal, see Figure 2.3.  The electrons diffract off distinct planes in 
materials dependent on the incident angle of the incoming electrons.  By changing the 
incident direction of the electrons (or tilting the specimen), structurally specific, high 
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symmetry orientations of the material can be investigated.  The distances and angles 
between the diffraction spots can then be used to provide exact distances between 
planes in the material.   
 
Figure 2.3.  Computer generated TEM diffraction patterns for a face-centered cubic 
crystal.  The electrons are directed along the crystallographic directions shown in the 
top right of each panel.  Two atomic planes for each frame are labeled by their Miller 
indices (hkl), shown above the corresponding spot. 
 Diffraction can be achieved in a variety of ways depending on the situation 
and oftentimes multiple types of diffraction are used to fully characterize a specimen.  
Generally, microscopists will first use a uniform intensity parallel beam (like BF 
imaging) before changing modes to image the diffraction or back focal plane.  This 
type of diffraction, known as parallel beam diffraction, provides an ensemble average 
of the structure of the sample over the region that is illuminated by electrons.  To limit 
the size of the sample that is illuminated a selected-area aperture may be inserted.  
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This aperture limits the uniform parallel beam to a much smaller dimension (on the 
order of tens of microns).  If even smaller spatial structural information is required, 
such as for nanoparticles, the electron beam can be converged down to a point (a few 
nm or smaller) to provide diffraction information from a very small volume.  This is a 
very powerful technique known as convergent beam electron diffraction (CBED). 
2.4.3 Scanning Transmission Electron Microscopy 
 As TEM technology advanced, the benefits of being able to probe the 
specimen at the atomic level were harnessed in scanning transmission electron 
microscopy (STEM).  This technique is done by converging the electron beam on the 
specimen (like CBED) and rastering it across the specimen.  The converged electron 
beam creates an atomic-sized probe to interact with the specimen, see Figure 2.4.  
Using a variety of detectors, very small spatial variations in intensity, composition, 
and structure can be mapped.  This technique differs from BF imaging in that STEM 
relies on the phase information of the detected electrons as the electron beam rasters 
over the specimen to create an image.  The electron phase interference from different 
regions of the film result in constructive interference regions to produce higher 
intensity (light) regions and destructive interference to produce dark regions.  One of 
the biggest limitations the application of STEM is that the converged beam greatly 
increases electron beam damage to the specimen.  Since most of the contrasts is the 
result of inelastic interactions of the electrons with the specimen, the beam imparts a 
large amount of energy into the system thus breaking bonds and changing the material 
being studied.   
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Figure 2.4.  A graphic representation of how STEM works.102 
2.5 Lorentz TEM 
 The magnetization topology of a magnetic material is imaged by tracking 
how the imaging electrons are deflected by the magnetic fields inside the sample.103-
110.  For materials with regions of differing magnetization direction (domains), the 
transmitted electrons will be deflected in different directions depending on the 
magnetization direction of the domain.  The domains and domains walls can be 
imaged by employing the Foucault or Fresnel imaging methods in a TEM.  These 
methods are collectively referred to as Lorentz imaging because they rely on the 
Lorentz force to deflect the electrons, see Eqn. 1.3.   
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 Because magnetization is transient, several precautions must be taken to 
ensure that the current state of a magnetic TEM specimen is preserved during 
measurement.  In standard TEMs, the magnetic lenses produce large magnetic fields, 
several million times larger than the earth's magnetic field, that can completely erase 
any magnetic information in the specimen.  To mitigate this issue, the closest lenses to 
the specimen (objective lens) can be turned off; however, this drastically limits the 
accessible magnifications.  A Lorentz TEM can be used to access higher 
magnifications because it has specialized magnetic lens farther from the specimen to 
minimize the stray magnetic fields at the specimen.   
2.5.1 Foucault Imaging  
 To image the domains of a magnetic material using the Foucault imaging 
technique, the electron beam must be transmitted through a region with several 
magnetic domains.111-114 The undiffracted electrons (center spot) in the parallel beam 
diffraction pattern will be split into multiple peaks because the magnetization from the 
different domains will deflect the incident beam in different directions.  To visualize a 
single domain, an aperture can be placed around a single deflected spot which, when 
projected onto the camera, produces an image of where those electrons originated in 
the sample, see Figure 2.5a.  A series of these images formed from several diffraction 
spots can be combined and false colored to fully reproduce the magnetization of the 
domains and their relative magnetization directions, as shown in Figure 2.5b.   
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Figure 2.5.  (a) A ray diagraph schematic that illustrates how Foucault imaging 
works.  (b) A series of false-colored Foucault images overlaid to show the 4 
magnetization directions found in a 100 nm thick La0.75Sr0.25MnO3 film.111 
2.5.2 Fresnel Imaging 
 Like Foucault imaging, Fresnel imaging (i.e., imaging of magnetic domain 
walls) can be done with a conventional TEM via de-excitation of the objective lens, 
but the intermediate lenses are now used to over-/under-focus the image.115-117 In the 
absence of the relatively strong objective-lens field, incoming electrons experience a 
Lorentz force arising from the intrinsic magnetism of the thin-film specimen.  
Depending upon the magnetization orientation in the film, electrons are deflected at 
the domain walls such that their trajectories either converge or diverge along paths 
leading to the detector, producing light and dark features in the defocused bright-field 
images, respectively. These contrasts bands are representative of the shape and 
location of the domain-walls, as well as the in-plane magnetization direction, see 
Figure 2.6.  The more out-of-focus the image is the larger the fringes appear which, 
for low signal-to-noise situations, makes it easier to observe the magnetization. 
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Figure 2.6.  A graphic depicting how Fresnel imaging produces bands of contrast.118 
2.5.3 Magnetic Transport of Intensity Equation 
 Based on the assumption that the intensity in a Fresnel image is conserved 
between under- and over-focused images, the magnetic transport of intensity equation 
relates spatial change in intensity with the phase of the electrons.119-123 The 
mathematical representation of this relationship is given by 
 𝜵𝜵 ∙ [𝑰𝑰(𝒓𝒓,𝒛𝒛)𝜵𝜵𝜵𝜵(𝒓𝒓, 𝒛𝒛𝟎𝟎)] = −𝒌𝒌𝒛𝒛 𝝏𝝏𝑰𝑰(𝒓𝒓, 𝒛𝒛)𝝏𝝏𝒛𝒛  2.4 
where 𝐼𝐼(r, 𝑧𝑧) is the intensity in a Fresnel image at a certain defocus (given by z), 
𝛻𝛻𝛻𝛻(r, 𝑧𝑧0) is the gradient of the phase of the electrons as they pass through the sample, 
and 𝑘𝑘𝑧𝑧 is the wavenumber of the fast electrons.  The phase is directly proportional to 
the magnetization direction and strength in the specimen by 
 
𝒕𝒕𝑩𝑩(𝒓𝒓) = (ℏ/𝒆𝒆)[𝒏𝒏𝒛𝒛 × 𝜵𝜵𝜵𝜵] 2.5 
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where t is the thickness of the film and B(r) is the magnetization at the position r.  
Validating the accuracy of this equation and the assumptions made when solving it are 
active areas of research.123-126 This method was applied to a 20 nm FePd thin-film 
sample grown on a SiN thin film windowed TEM grid.  Figure 2.7a shows a typical 
Fresnel image, and Figure 2.7b shows the phase reconstructed image where the color 
designates the magnetization direction.  The domain walls exhibit the well-known 
cross-tie arrangement.127 
 
Figure 2.7.  (a) A Fresnel image of a 20 nm thin film of FePd on SiN and (b) the 
magnetization direction and strength reconstructed using the MTIE.  The color wheel 
designates the magnetization direction. 
2.6 Ultrafast Imaging Techniques 
 The first-generation femtosecond UEM was based on an FEI Tecnai 120 kV 
instrument equipped with a self-biasing thermionic electron gun (TEG) and LaB6 
emission source.68 Modifications to this instrument consisted simply of the addition of 
optical elements (e.g., optical windows, steering mirrors, etc.) at the gun and specimen 
regions of the column; the gun, electron optics, and detector are the same as those 
comprising a conventional microscope.  In UEM mode, the LaB6 source is typically 
held at room temperature (i.e., no resistive heating is applied) such that emission 
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occurs only during laser illumination.  Thus, the Wehnelt is unbiased during UEM 
operation, and the lensing effect of the cylinder at the aperture is not present in the 
conventional sense.  Despite this, both nanosecond, single-shot and fs, single-electron 
studies (denoting the extremes of the time-resolved photoelectron parameter space) 
have been successfully demonstrated with the first-generation instrument.128-131  
 The preceding chapter discussed how the temporal resolution of TEM was 
dictated by the refresh rate of the camera.  It should be noted that, theoretically, any 
imaging modalities of TEM (BF imaging, DP imaging, etc.) can be made ultrafast 
using the pump-probe technique.  The principle behind UEM is in decoupling the 
detection from the dynamics of the system not on changing the electron-matter 
interactions.  Because of this the detection system is only used to accumulate signal.  
In UEM, the signal is most often accumulated over multiple laser pulses 
(stroboscopically).   
2.6.1 Stroboscopic Imaging 
 When attempting to view a dynamic material response that can be repeated 
indefinitely (reversibly), a stroboscopic UEM technique is employed.  The basic 
principles of the stroboscopic technique are shown in Figure 2.8. In a stroboscopic 
UEM experiment, the sample is pumped to initiate some reversible response at 
intervals 1/f (where f is the frequency of pumping), the sample is then probed with an 
electron pulse some Δt after ever pump pulse, and thus with every cycle the signal 
accumulates on the CCD until a useable SNR is achieved. This technique has been 
successfully used to research a wide range of structural, electronic, and magnetic 
dynamics in nanoscale materials.64,66 The amount of time required for each snapshot is 
entirely dependent on the strength of the signal investigated, the repetition rate of the 
probing lasers, and the number of electrons per packet.  This detection method is often 
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done using very few electrons per pulse at high repetition rates (MHz) or several 
hundred to thousands of electrons at lower repetition rates (kHz).  The accessible 
parameter space for stroboscopic UEM is dictated by the specimen response time 
(which limits the repetition rate as will be seen in chapter 4), the damage threshold of 
the tip (which limits the electron emittance and electrons per pulse), space-charge 
effects (which limits temporal and spatial resolutions), and noise threshold (which 
limits the repetition rate and electrons per pulse). 
 
Figure 2.8.  A graphic representation of a stroboscopic pump-probe experiment.  The 
repetition rate of the laser (or frequency) is given by f and the time between pump and 
probe pulses is given by Δt.   
2.7 Batch Analysis and Scripting 
 For UEM experiments it is vital to develop robust batch analysis techniques 
due to the large amount of data that is acquired.  For analysing my UEM results in 
chapter 5, I developed batch analysis scripts using Matlab® software.  An open source 
image processing software, called ImageJ,132 was also used extensively to prepare 
each scan of images for analysis.  Each scan, consisting of a set of images acquired at 
varying delay times, was template matched (aligned across all images thus eliminating 
the drift in the signal), normalized (eliminated difference in the overall intensity), and 
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filtered to remove X-ray noise (removing high and low single pixel intensities) using 
ImageJ software before any batch scripts were used to analyse the dynamics.   
2.8 Finite-Difference Time Domain 
 In simulations of experimentally observed phenomena, numerical methods 
are often used to simplify the defining partial differential equations of a system.  
These numerical methods often make small approximations which greatly decrease 
the difficulty of the problem.  One particularly useful approximation is the finite-
difference time-domain (FDTD) method, formulated by Yee in 1966.133 This method 
is used to simplify equations that describe how a particular quantity varies in space 
and time, such as temperature, electric fields, or momentum.  The governing equations 
are simplified by assuming space and time are discretized into a grid of space-time 
points.  With this approximation, the equations that describe a system need only be 
solved for certain times and places rather than for all times and all places 
simultaneously.  In chapter 4, I used the FDTD method to solve the heat equation to 
quantify how the spatial temperature distribution of the TEM specimen changes with 
time for varying fluences and repetition rates. 
 Derived from Fourier’s law of heat conduction using the conservation of 
energy, the heat equation describes how the temperature of a system evolves in time.  
It is a parabolic partial differential equation commonly given as, 
 
𝝏𝝏𝝏𝝏
𝝏𝝏𝒕𝒕
= 𝜶𝜶𝜵𝜵𝟐𝟐𝝏𝝏 2.6 
for systems where the temperature only fluctuates due to diffusion.  Here 𝑢𝑢  is a 
function of both space and time 𝑢𝑢 = 𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) and describes the temperature of the 
system, where 𝑡𝑡 is the time variable, 𝛼𝛼 is the thermal diffusivity, and 𝛻𝛻2 is the Laplace 
operator.  The FDTD approximations then simplify the derivatives based on some 
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simple assumptions.  Since it is not necessary to always discretize both space and time 
when solving an equation, the temporal and spatial derivatives are often called by 
different names.  However, the method to approximate them is the same.  The 
derivatives are approximated based on a Taylor series expansion of the function about 
some point.  Higher terms in the expansion are used to provide more accurate 
approximations but can drastically increase the computational time.  When only the 
first term is taken from the Taylor expansion, the time or space derivative 
approximation is known as Euler’s method or a 2nd order approximation, respectively.  
If more than one term is used the time derivative approximation is called Runge-Kutta 
method, and the space derivative is known as a higher order approximation.  For my 
work outlined in chapter 4, a 2nd order spatial approximation and Euler’s method were 
used.   
 Depending on the system, time and space are divided in different ways, 
which greatly affects how the approximation is numerically implemented.  For 
example, the space or time can be approximated with a central difference, in which 
the dimension is divided equally in the forward (+𝛿𝛿𝛿𝛿
2
) and backward (−𝛿𝛿𝛿𝛿
2
) direction.  
Another method steps forward (or backward) one full step (𝛿𝛿𝛿𝛿 ) creating what is 
known as a forward (or backward) difference.  For this work an explicit forward 
difference method was used in time, meaning that time was iteratively stepped 
forward based on information known at a previous time.  A 2nd order central 
difference method was used to approximate space.  Using a common notation in the 
field, if 𝑇𝑇𝑗𝑗𝑖𝑖 is given as the temperature at time step i and spatial step j the FDTD heat 
equation with a generation term then becomes 
 𝑻𝑻𝒋𝒋
𝒔𝒔 − 𝑻𝑻𝒋𝒋
𝒔𝒔−𝟔𝟔
∆𝒕𝒕
= 𝜶𝜶��𝑻𝑻𝒋𝒋−𝟔𝟔𝒔𝒔−𝟔𝟔 − 𝟐𝟐 𝑻𝑻𝒋𝒋𝒔𝒔−𝟔𝟔 + 𝑻𝑻𝒋𝒋+𝟔𝟔𝒔𝒔−𝟔𝟔� + 𝑮𝑮�
∆𝒙𝒙𝟐𝟐
 2.7 
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where ∆𝑡𝑡 and ∆𝑥𝑥 are the size of the spacing between grid points, and 𝐺𝐺 is temperature 
generation term.  As given, this equation would yield the spatiotemporal evolution of 
the temperature of the system.  The next state of the system, 𝑇𝑇𝑗𝑗𝑖𝑖 is calculated based on 
the previous temperature at the same location 𝑇𝑇𝑗𝑗𝑖𝑖−1.  Figure 2.9 illustrates how this 
method maps time and space onto the discretized grid.  To use this equation for 
measuring the photothermal accumulation in a TEM specimen, a generation term must 
be added to simulate the temperature rise in the specimen, and the boundary 
conditions must be set.   
 
Figure 2.9.  A representation of the space-time discretization used in this FDTD 
model  
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3 THE DEVELOPMENT AND 
CHARACTERIZATION OF 
NEW MAGNETIC 
MATERIALS 
 Throughout this chapter I will discuss my work developing new materials to 
extend the range of performances accessible using magnetic materials.  Specifically, I 
will discuss the fabrication and characterization of a new rare-earth free magnetic 
nanoparticle (NP) based on Fe, a new magnetic thin film based on FePd for 
spintronics applications, and a new material system (RE-TM amorphous alloy) that 
exhibits an ultrafast magneto-optic response.  In my work, I designed and explored 
new materials and fabrication processes to obtain specific material properties.  This 
work was a achieved through a collaborative effort between myself, Jinming Liu (Fe 
NP growth), Delin Zhang (FePd thin film growth), and Junyang Chen (RE-TM alloy 
growth).  Due to the exploratory nature of researching new materials, much of my 
work consisted of characterizing our grown materials, using that information to 
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modify our growth and fabrication processes, and repeating until the materials 
exhibited the sought after properties.   
3.1  Tetragonally-Distorted Fe Nanoparticles  
 Magnetic nanoparticles (NPs) that possess a large energy product, (BH)max, 
have attracted significant attention for their application in permanent magnet (PM) 
technologies,134,135 like electric motors136 and wind turbines.137 Rare-earth (RE) 
elements are predominantly used in these NPs to harness their inherent single-ion 
anisotropy,138,139 thus increasing their magnetic performance and thermal stability; 
however, due to the socioeconomic supply limitations and high price of RE elements, 
such as neodymium and dysprosium, new research on alternative magnetic materials 
has been stimulated.23,140 To replace the RE materials used in PM technology, new, 
inexpensive, naturally abundant, magnetic materials that also possess a large (BH)max, 
typically found in materials that have large magnetic anisotropy energy (MAE) and 
high Ms, are needed.141,142 Current research aims to enhance the MAE in materials that 
already possess large Ms using structural asymmetry; one such example is the 
tetragonal L10 FePt phase.143 Despite having suitable magnetic properties, precious 
metals (like RE materials) are not cost-effective for broad use in PM technology.  
Fortunately, new research suggests that Fe alone could be made to have a tetragonal 
structure, which should increase its (BH)max.144 
 In 2004, Burkert et al. predicted that the MAE of body-centered tetragonal 
(bct) Fe and FeCo would be orders of magnitude larger than that of body-centered 
cubic (bcc) Fe and FeCo without affecting their Ms.144,145 Experimentally, bct FeCo 
has been grown as a thin film146 and as AuCu core FeCo shell nanocomposites with 
properties matching theoretic predictions.147 However, no high-coercivity bct Fe or 
FeCo NP samples have yet been experimentally reported.  Recent experimental results 
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have only shown bct thin films where the strong demagnetization field obscures their 
magnetocrystalline anisotropy, which hinders the characterization and understanding 
of these new materials.146,148-150 As a result, bct Fe or FeCo NPs are highly desirable 
for both fundamental magnetic material research and for their technological 
applications as non-RE PM.  Here, we present the first experimental evidence for the 
growth of bct Fe NPs with coercive fields larger than 4000 Oe prepared by a gas-
phase condensation (GPC) method.  The average structure of these NPs was 
characterized using XRD, while the structure of single NPs was characterized using 
TEM. 
3.1.1 Growth 
 In our experiment, Fe NPs were fabricated in a magnetron-sputtering-based 
GPC deposition system.  The system contains a source chamber and a deposition 
chamber, shown in Figure 3.1 on the left and right, respectively, separated by an 
aperture.143,151,152 To control the particle growth and phase formation, field-controlled 
plasma-heating effects were promoted using a disc-shaped Fe sputtering target with an 
iron ring and core attached to the surface.151,153 By varying the gas flow rate, 
sputtering current, and magnetic field strength, the GPC magnetron sputtering system 
can terminate NP growth and phase formation at any step in the process.  In the source 
chamber, a constant Ar pressure sputters Fe atoms, which are then carried by the Ar 
gas toward the deposition chamber due to the pressure differential.  The energetic, 
sputtered Fe atoms collide inside the plasma to form nuclei, which then grow into Fe 
NPs by absorbing additional Fe atoms and nuclei.153 The NPs eventually leave the 
plasma and are carried into the deposition chamber where they are deposited onto 
silicon substrates or TEM grids for characterization. 
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 Using the GPC method, the final crystal structure of the grown Fe NPs is 
determined by their thermal history, which can be tailored by adjusting the sputtering 
plasma density, spatial plasma distribution, and pressure.143 Among them, the spatial 
distribution of the sputtering plasma is the most important factor in determining the 
phase of the Fe NP.  The spatial distribution can be tuned by the sputtering current, I, 
and by the in-plane surface magnetic field, B, on the surface of the sputtering target.  
As shown in Figure 3.1, B can be modified by adjusting the thickness of the copper 
disk placed between the magnetron cathode and the Fe target; whereas, the sputtering 
current is tuned by simply adjusting the gun power.  According to the field controlled 
plasma heating effect,151,154 the NPs are increasingly heated by colliding with the 
energetic Ar ions and electrons in the plasma; however, the continuously injected Ar 
gas also acts to cool down the NPs, thus creating a spatio-thermal plasma gradient.  
The edge of the plasma acts as a quench boundary for the NPs, freezing their current 
phase.  Consequently, the spatial distribution of the sputtering plasma determines the 
thermal heat treatment of the NPs and ultimately determines which NP phases are 
present.   
 At high sputtering currents and small magnetic field strengths the Ar ions and 
electrons have more energy to diffuse further away from the target and simultaneously 
the Lorentz force is small resulting in a large spatio-thermal plasma distribution.  The 
larger plasma region allows the NPs longer to form the more stable bcc phase, which 
is experimentally verified here.  Contrastingly, at low sputtering currents and large 
magnetic field, the plasma region will be shorter and highly confined, thus highly 
strained fcc NPs are expected.  However, due to the short, fast growth time, this setup 
would either produce NPs too small to be detected and may never reach the critical 
diameter for nucleation.  By varying the sputtering current and magnetic field, the 
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plasma region can be made to stretch back and forth allowing for different sizes and 
phases of sputtered NPs to be grown.  Consequently, the Fe NPs can be quenched at 
any stage in their heat treatment and growth, thus allowing for metastable phases of 
the NPs to be isolated.152 
 
Figure 3.1.  Schematic diagram of Fe nanoparticle fabrication system, integrated with 
the illustration for the concept of tuning the thermal history for the growth of bcc and 
bct Fe nanoparticles.  Letting the sputtering current I1 > I2 and the perpendicular 
surface magnetic field at the target B1 < B2, the plasma region is longer for (I1,B1) than 
for (I2, B2) resulting in two different spatial quenching boundaries shown as a dotted 
line and a solid line respectively.  Varying I and B, different phases of Fe NPs can be 
isolated by changing when the particles are quenched during their formation.  The 
phase of the NP is determined by thermal history of the particles following the Bain 
path from the high energy fcc phase, through the metastable bct phase, and eventually 
to the stable bcc phase.   
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 According to the low pressure phase diagram of pure Fe,155 face-centered 
cubic (fcc) γ-Fe is expected at high temperatures (between 910 ºC and 1394 ºC) and 
bcc α-Fe at low temperatures (below 910 ºC).  Compared to bcc α-Fe, fcc γ-Fe can be 
treated as bcc α-Fe phase with a c axis stretched to c/a = √2.  Therefore, according to 
the Bain path, a metastable bct Fe phase is expected as an intermediate phase between 
fcc γ-Fe and bcc α-Fe.156 Following the Bain path, the Fe NPs initially form an fcc 
structure due to the high energy of the plasma.  As the NPs flow down the thermal 
gradient of the plasma, they transform into a bct structure as an intermediate phase, 
and finally, given enough time and energy, become the stable bcc structure.  As a 
result, bcc Fe NPs are easily obtained; whereas, fcc NPs are difficult to obtain due to 
the necessary high rate of quenching.  Based on the previous discussion on the NP 
growth mechanism, in our GPC method the NPs always evolve from a high 
temperature phase to a low temperature phase following the thermal gradient induced 
in the plasma by the pressure differential; thus, in order to get the bct Fe phase, the Fe 
NPs need to be quenched at an intermediate stage before they evolve into the low 
temperature bcc Fe phase.  As shown qualitatively in Figure 3.1, under the condition 
of (I1, B1), the plasma region is longer allowing the Fe NPs more time to gradually 
cool to the bcc Fe phase; the bct phase is then expected when the current and field are 
at intermediate values.  To test our hypothesis Fe NPs were collected for a range of 
sputtering currents and surface magnetic fields.   
3.1.2 Characterization 
 The average magnetic properties and morphology of the NPs were 
characterized using a Quantum Design 5s SQUID and a Bruker AXS (Siemens) 
D5005 XRD, respectively.  The characterization samples were prepared by directly 
sputtering them onto single crystal Si substrates and then capping them with a thin 
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oxidation passivating titanium layer.  Single particle morphologies of Fe NPs were 
characterized using an FEI Tecnai G2 30 TEM by depositing them directly onto thin 
carbon TEM substrates.  No capping layer was used for the TEM specimens because 
it made structural characterization difficult.  CrystalMaker software was used to help 
identify the phases present in the NPs and simulate diffraction patterns for the 
proposed structures. 
 The individual morphology and structure of the NPs grown at I1 = 0.6 A, B1 = 
700 G were investigated using TEM operated at 300 keV for bright-field and 
diffraction imaging.  Only cubic particles appear to have been fabricated at these 
condition.  Figure 3.2 shows the TEM characterization of these particles.  Two 
different magnifications of the particles are shown in Figure 3.2a and Figure 3.2c with 
their corresponding selected area diffraction pattern and fast Fourier transform (FFT) 
shown in Figure 3.2b and Figure 3.2d, respectively.  These results match well with 
bcc Fe.  Some amount of oxidation occurred resulting in a Fe3O4 oxide layer.   
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Figure 3.2.  (a) Bright-field TEM micrograph of bcc Fe NPs, (b) indexed SAED 
pattern of bcc Fe NPs, (c) high-resolution TEM of a single bcc Fe NP, (d) FFT of the 
single bcc Fe NP shown in (c).  The red circles highlight the forbidden peaks. 
 Various sputtering currents and in-plane magnetic fields were tested to 
produce bct Fe NPs.  The magnetic properties of the samples were monitored since 
bct Fe NPs are hypothesized to have significantly different magnetic properties than 
bcc Fe NPs.144 Using the conditions I2= 0.2 A, B2 = 850 G, the magnetic properties 
changed significantly from what was expected for bcc Fe.  The magnetic in-plane (IP) 
and out-of-plane (OP) hysteresis loops for this fabrication are shown in Figure 3.3a 
and Figure 3.3b, respectively.  The samples were capped with titanium to passivate 
atmospheric oxidation for the magnetic measurements.  The IP loops showed that 
these Fe NPs had coercivities of 1300 Oe and 4040 Oe as compared with 750 Oe and 
1207 Oe for the bcc NPs at 300 K and 5 K respectively.  From previous TEM images, 
Figure 3.2a, the NPs showed IP chain structures, which enhanced the coercivity of the 
sample in the IP direction.  To differentiate any magnetocrystalline anisotropy effects 
from the shape anisotropy effects, OP hysteresis loops were measured.  Since the NPs 
do not stack in the OP direction, shape anisotropy due to chaining can be ignored.  
The OP loops had coercivities of 1150 Oe at 300 K and 3440 at 5 K, which are 
slightly smaller than that of IP loops.  The large coercivities observed in the OP loop 
suggests that the particles are a different phase.  The magnetic anisotropy was around 
1.2×106 erg/cm3, which was derived from the switching field of the sample meassured 
at different temperature, and the saturation magnetization found to be 1680 emu/cm3. 
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Figure 3.3.  The hysteresis loops of Fe NPs grown under the conditions I = 0.2 A and 
B = 850 G.  (a) In-plane loops (black square 300 K and red circle 5 K), and (b) out-of-
plane loops (black square 300 K and red circle 5 K). 
 Evidence for tetragonal straining of the Fe NPs synthesized under the 
conditions I = 0.2 A and B = 850 G can be observed in their XRD pattern, shown in 
Figure 3.4.  The Fe NPs have three peaks of approximately equal proportions centered 
around the (110) bcc Fe peak.  The symmetrically displaced peaks around the (110) 
bcc Fe peak, match what would be expected for a sample composed of pure bcc Fe 
and a strained bcc Fe phase elongated along the c-axis.  CrystalMaker software was 
used to simulate a bcc Fe structure, using a standard database, and a bct Fe structure, 
using lattice constants of a = 2.75 Å and c = 3.38 Å (c/a = 1.23), determined from the 
XRD pattern assuming a tetragonal crystal structure.  The small peaks around 48 and 
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49 degrees in the experimental results are attributed to titanium oxide due to the 
oxidation of the titanium capping layer.  There were no iron oxide peaks observed. 
 
Figure 3.4.  Wide-angle XRD patterns of NPs formed at I2 = 0.2 A, B2 = 850 G.  The 
black line, blue line, and red line are the diffraction signals of the experimental NPs, 
simulated bct Fe, and simulated bcc Fe respectively.  The diffraction peak around 70 
degrees is from silicon substrate. 
 The individual morphology and structure of the NPs grown at I2 = 0.2 A and 
B2 = 850 G were also investigated using TEM operated at 300 keV for bright-field and 
diffraction imaging and at 100 keV (to mitigate beam damage) for CBED imaging.  
The BF image, Figure 3.5a, shows that both cubic and spherical particles were grown 
under these conditions, I2 = 0.2 A, B2 = 850 G.  High-resolution bright-field imaging 
of the spherical particles demonstrates the crystallinity of the particles, Figure 3.5b, 
where the shell is iron oxide found by energy dispersive X-ray spectroscopy (EDX) 
using STEM imaging.  Indexing the core lattice fringes was done by comparing the 
FFT of the region within the red box to a diffraction patterns simulated using 
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CrystalMaker software.  Care was taken to not overlook the possibility for forbidden 
peaks in the FFT during the comparison.  The standard method of indexing these 
patterns is by comparing diffraction vector ratios, g1/g2, and angles, θ, with those of 
known phases and orientations.  The ratio and angles poorly matched what would be 
expected from a bcc structure so they were instead compared with a bct structure with 
lattice constants determined from the XRD.  The pattern matched well with a [131] 
zone axis pattern for the bct Fe crystal structure.  
 To further characterize the spherical particles, CBED analysis was carried out 
on single spherical NPs, Figure 3.5d.  The CBED patterns were compared with 
simulated diffraction patterns for bcc and bct Fe crystal structures (again using the 
XRD lattice constants for the bct phase), see Figure 3.5(e) for bcc pattern.  Again, no 
diffraction ratios or angles of the bcc structure matched with the experimental CBED 
pattern.  A main feature of the CBED pattern is that the angle between diffraction 
peaks is not 90 degrees, as would be expected for a bcc crystal.  The simulated bct 
structure matched better than the bcc structure but still was not within the error of our 
measurements.  The deviation of our simulated bct pattern based on the XRD results 
can be understood by considering the non-uniformity of the particles; certain particles 
would have different lattice constants dependending on the local strain.  To improve 
our simulated diffraction pattern, the experimental lattice constants were calculated 
from the measured distance between the peaks g1 and g2 in the CBED pattern, based 
on the indexing of the simulated bct structure.  The new diffraction pattern simulated 
using these calculated values is shown in Figure 3.5f.  As shown in Figure 3.5e and 
Figure 3.5f the NP CBED pattern is not consistent with a bcc Fe crystal structure; 
however, good agreement is achieved assuming a bct structure.   
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Figure 3.5.  TEM images of Fe NPs formed by GPC, (a) Bright-field image of 
spherical and cubic Fe NPs, (b) high-resolution TEM image of spherical Fe NPs, (c) 
FFT of red square in (b) (where g1, g2, and θ are two diffraction vectors and the angle 
between them respectively).  (d) Convergent beam electron diffraction (CBED) 
pattern of a single spherical Fe NP, (e) and (f) are simulated diffraction patterns for 
bcc and bct Fe crystal structures. 
3.1.3 Summary 
 Spherical Fe NPs with large coercivity have been successfully synthesized by 
a GPC method.  The large coercivity is attributed to a strain-induced anisotropic 
crystal structure—due to quenching the Fe NPs at an intermediate stage during the 
fabrication process—producing a metastable phase.  Initial characterization by XRD 
showed a peak splitting consistent with a tetragonal distortion of the crystal structure 
and lattice constants of a = 2.75 Å and c/a =1.23.  High resolution TEM lattice fringe 
indexing and CBED analysis revealed an anisotropic crystal structure not consistent 
with a bcc phase.  With this evidence, it is hypothesized that these spherical Fe NPs 
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are the first experimental demonstration of the metastable bct phase hypothesized by 
first principle calculations.  Future work will further confirm the absolute lattice 
constants and phases of these NPs as well as more comprehensively determine how 
NP size and strain affect the magnetic properties of the particles.  This work proves 
the feasibility for the formation of highly strained spherical Fe NPs, which are 
promising candidates for future non-rare-earth permanent magnetic materials. 
3.2 Low Temperature L10 FePd MTJs with Ta and W Diffusion 
Barriers 
 Designing magnetic materials for use in spintronic magnetic tunnel junctions 
(MTJs) requires that a large number of requirements be met.  In general, the material 
must have a low Ms, perpendicular magnetic anisotropy, a high anisotropy energy, 
low damping, low processing temperature, and low resistivity.53 Additionally, the 
material must adhere well to adjacent layers and be chemically stable.  Although some 
of these requirements can be met by adding additional layers (like capping or adhesion 
layers) the magnetic properties are inherent to the material and must be carefully 
designed.  Designing the material is most often led by theory; therefore, it is then the 
job of the materials scientist to develop the theoretical material. 
 Spintronic devices based on MTJs that exhibit bulk perpendicular PMA are 
promising candidates for high-density, scalable, memory.29,40,45,46,53,157 To retain 
commercial viability, new MTJ devices must maintain the industry standard, 10 years 
of thermal stability and have a low critical current density required for magnetization 
switching—a common method of reversing MTJ memory elements.158,159These 
requirements can only be met if new MTJ devices possess both a large PMA energy 
(Ku), to maintain thermal stability and scalability, and a low damping constant (α), to 
ensure low energy switching.160-162 Of the materials that exhibit PMA, Pd-based 
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materials possess both relatively large Ku and the lowest α due to weak spin orbit 
coupling.   
3.2.1  Structure 
 The L10 phase of FePd is a promising candidate for spintronics devices due 
to its large theoretical PMA (Ku~ 2 x 107 erg/cm3),92,163,164 and low damping, α.165 The 
L10-phase is formed at compositions ranging from 50-61.5% Pd in Fe, up to 1000 
K;166 however, as deposited, the films are normally in the unordered A1 phase, see 
Figure 3.6.  The L10 phase can easily be achieved by annealing the film at high 
temperatures (900 K), but to integrate with current electronic systems, the materials 
must have a processing temperature compatible with current processes, generally less 
than 700 K for 2 hours.167 It has thus been a significant issue for researchers to 
develop high quality L10 FePd thin films at low temperatures.   
 
Figure 3.6.  Graphical representations of the face-centered cubic A1 and L10 phases. 
 There are several techniques commonly used to produce high-quality thin 
films.  These techniques involve decreasing the energy of formation of the L10 phase 
by heating the substrate during deposition (promotes surface diffusion during growth), 
post annealing the film (promotes the equilibrium phase), and lattice matching 
(reduces strain from lattice mismatch).  For this work it was found that good quality 
L10 FePd could be formed at low temperatures (350 °C) by depositing onto the (001) 
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plane of fcc MgO (lattice constant 4.212 Å) using a composite seed layer of fcc (001) 
platinum on bcc (001) chromium.  Depositing the films in this order reduced the 
lattice mismatch over several layers, from the MgO (lattice constant 𝑎𝑎 =4.212 Å) 
substrate to the Cr (𝑎𝑎 =2.88 Å) along the face diagonal (4.07 Å, 3.3 % lattice 
mismatch), to the Pt (𝑎𝑎 =3.920 Å, 6.9 % mismatch from MgO and 3.7% mismatch 
Cr), and finally to (001) FePd (𝑎𝑎 =3.855 Å and 𝑐𝑐 =3.712, 8.5% mismatch from MgO, 
5.3% mismatch from Cr, and 1.7% mismatch from Pt). 
3.2.2 Growth 
 All the thin films were prepared under ultra-high vacuum (base pressure < 
5.0×10-8 Torr) with an eight-target standard magnetron sputtering system and a six-
target Shamrock industry-level magnetron sputtering system.  The sputtering rates for 
all the materials were calibrated using X-ray reflectivity.  All the metal layers were 
deposited by DC sputtering under a pressure of 2.0 mTorr except FePd which was at 
4.5 mTorr.  FePd (6 nm) thin films were deposited at 350 °C with Cr (15 nm)/Pt (4 
nm) seed layer to induce the FePd (001) texture.  The composition of FePd was 
Fe53Pd47, determined using RBS.  These FePd films were also tested in MTJs with two 
different diffusion barriers, Ta and W, to prove their viability. 
  To develop working MTJs, each magnetic layer must be measured 
independently.  To test the free layer, X (0.9)/CoFeB (1.3)/MgO (2.0)/Ta (5.0) (X=Ta 
and W) (thickness in nm) was deposited onto the FePd thin films at room temperature.  
This allowed for the PMA property of FePd/X/CoFeB composite free layer to be 
tested before being made into the full MTJ.  Meanwhile, stacks of X (0.9)/CoFeB 
(1.3)/MgO (2.0)/CoFeB (1.3)/X (0.7)/[Pd (0.7)/Co (0.3)]5/Pd (5.0)/Ta (5.0) (thickness 
in nm) were grown at room temperature on MgO to form the fixed layer.  Composite 
fixed and free layers are used to enhance the TMR in the MTJ.158,159 The MTJ stacks 
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were patterned into pillars with diameters ranging from 4 μm to 20 μm using optical 
lithography and an Ar ion milling method.  Subsequently, all the thin films and 
junctions were annealed at 350 °C to produce higher quality MgO.168-170 The 
crystalline structures and magnetic properties were characterized by XRD and a 
Physical Property Measurement System (PPMS), respectively.  The spin transport 
properties of the MTJs were tested at the different temperatures by a four-probe 
technique using a Dynacool PPMS.   
3.2.3 Characterization 
 The OP XRD of the FePd are shown in Figure 3.7a.  The relative intensities 
of the (001) and (002) peaks of the FePd thin film indicate that the FePd thin film is a 
high quality L10-phase.  Because of the overlapping of (200) Pt peak and (002) FePd 
peak, shown in red and green, there would be too much error to calculate a meaningful 
ordering parameter for FePd thin film from the XRD result; however, the relative 
heights of the peaks indicate an ordering parameter near unity.  The magnetic 
properties of the film were characterized by VSM.  These results, shown in Figure 
3.7b, demonstrate that the film has an easy magnetization in the out-of-plane 
magnetization direction.  The Ku is calculated to be approximately 7 x 106 erg/cm3. 
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Figure 3.7.  (a) Wide-angle XRD of FePd grown on a Cr/Pt seed layer on (001) MgO.  
The red and green dashed lines represent Gaussian fitting of the two peaks.  (b) 
Magnetic characterization of the FePd thin film in the out-of-plane (black) and in-
plane (red) directions using VSM. 
 The FePd/X/CoFeB composite layer is used as a bottom free layer and the 
CoFeB/X/[Co/Pd]n composite layer is used as a top fixed layer.  The M-H loops of 
FePd composite free layer with Ta and W diffusion barriers after post-annealing at 
350 °C for 40 minutes are shown in Figure 3.7b.  From the M-H loop, we can see that 
it is perpendicular and couples with CoFeB layer through the Ta and W diffusion 
barriers.  Thin diffusion layers are necessary so that the magnetic layers do not couple 
antiferromagnetically.93,171 
3.2.4 Devices 
 A schematic illustration of the MTJ stack is shown in Figure 3.8a.  The spin 
transport properties of the FePd MTJ devices were investigated using a four-point 
probe technique.  A 6.0% room temperature TMR ratio was obtained in an as-
deposited micron-sized FePd MTJs without diffusion barrier.  However, these devices 
shorted or showed a very low TMR ratio (<1.0%) after post-annealing at 350 °C.  
During the thermal treatment of FePd MTJ devices, elements in other layers can 
diffuse into the MgO barrier or form oxides like FeOx or CoOx in the interfacial 
between the CoFeB layer and the MgO layer.  This will lead to the surface 
magnetization instability and/or magnetic impurities in the MgO barrier,172 which can 
strongly affect the spin transport.  Figure 3.8(b and c) shows the TMR ratio as a 
function of the applied magnetic field for FePd MTJs with Ta and W diffusion 
barriers.  The TMR ratios were calculated to be 8.0 % (7.0 %) at 300 K and 34.8% 
(45.8 %) at 10 K, respectively for the MTJs with Ta (W) diffusion barriers.   
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Figure 3.8.  (a) A MTJ stack structure with Ta and W diffusion barriers (X) and 
composite FePd/X/CoFeB and CoFeB/X/[Pd/Co]Pd free and fixed layers.  The 
percent difference in resistivity due to TMR at red (300 K) and black (10 K) for MTJs 
with (b) Ta and (c) W diffusion barriers. 
 Further results on the temperature dependence of spin transport in the MTJs 
are shown in Figure 3.9.  There is a disparity in temperature dependence observed 
between the parallel MTJ state and the antiparallel state for MTJs with both the Ta 
and the W diffusion barrier.  Figure 3.9a shows this dependence.  The temperature 
dependence of TMR ratios for FePd p-MTJs with Ta diffusion barrier is shown in 
Figure 3.9b.  Decreasing the temperature from 300 K to 10 K, the MR ratios gradually 
increased up to 34.8%, this is attributed to an increase in coherent tunneling.168 As the 
temperature decreases the spin polarization increases thus the resistance differences 
due to TMR increases. 
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Figure 3.9.  (a) The temperature dependence of the parallel (star) and antiparallel 
(circle) resistances a for Ta (blue) and W (red) diffusion barriers in the FePd MTJ.  (b) 
The temperature dependence of the TMR percentage for results shown in (a). 
3.2.5 Summary  
 In summary, the PMA properties of FePd thin films coupled with CoFeB 
layer through diffusion barriers were investigated.  The TMR of these materials was 
then tested in micron-sized MTJs.  The thermal stability of FePd p-MTJs was 
enhanced by introducing the thin Ta and W diffusion barrier layers between FePd and 
CoFeB layers.  These experimental results suggest that the diffusion barrier will play a 
very critical role in achieving high TMR ratios in MTJs with PMA materials that 
require high thermal treatments. 
3.3 Rare-Earth Transition Metal Alloys 
 Combining the large atomic moments of the high-spin RE elements with the 
strong exchange coupling order of the magnetic transition-metals (TM) has been 
shown to produce materials with extraordinary magnetic properties.173-175 Amorphous 
ferrimagnetic rare-earth transition-metal (RE-TM) alloys (e.g., TbCo, TbFeCo, 
GdFeCo, etc.) have garnered a great deal of attention as promising material candidates 
for optically-recordable magnetic-memory storage.46,176,177 In thin films of these 
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alloys, as well as several other material types and architectures, magnetization reversal 
can be induced on the ultrafast timescale by irradiation with fs laser pulses.178,179 For 
magnetic heterostructures,180 nanopillar-type architectures,181 and ultimately 
devices,182 this is especially attractive because operating parameters would be limited 
only by the intrinsic switching time of the specimen without reliance on an external 
magnetic field, thus overcoming the limit of field-driven reversal.183 Recently, these 
materials have been shown to exhibit a unique phenomenon whereby their 
magnetization direction can be reversed in less than 10 picoseconds by exposure to a 
single ultrafast laser pulse.184  This phenomenon is known by many names depending 
on the exact physics of the reversal, magnetic all-optical switching (AOS),178-180,185 
helicity-independent AOS (HI-AOS),186-188 or helicity-dependent all-optical switching 
(HD-AOS).184,189-191 This AOS phenomenon and its mechanism are currently hotly 
debated in the scientific community stemming from the extreme difficulty in 
measuring its ultrafast response.192-197 Here the growth and characterization of a well-
studied RE-TM, TbCo, is discussed. 
3.3.1 Structure 
 The RE-TM alloys that exhibit this new magneto-optic phenomenon have 
unique magnetic properties due to their crystallographic and magnetic structures.  
Crystallographically, these films are made to be amorphous, which permits these films 
to exhibit a large range in magnetic properties depending on their compositions.174,175 
A systematic study on the effects of crystallinity with the magnetization reversal 
phenomenon has yet to be researched; however, it has been speculated that the 
amorphous structure is necessary for the reversal.187,191 The amorphous structure 
enables the film to be ferrimagnetic, where the RE and the TM magnetic sublattices 
align antiparallel.  Since the RE metals have a much larger atomic moment, the 
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relative composition dictates the magnetization saturation in the film and allows for a 
compensation composition where the magnetic moments of the two sublattice 
completely cancel.  This composition is important because the magnetization reversal 
phenomenon has only been achieved with RE-TM alloys very near this composition.  
This indicates that the interplay between the sublattices is very important in 
understanding the phenomenon.  Because the magneto-optic phenomenon has such a 
small compositional window where it is exhibited, special care was taken when 
growing these films.   
3.3.2 Thin Film characterization 
 The laser-initiated magnetic switching properties of TbCo thin films have 
been shown to be dependent upon both composition and thickness.94 Indeed, the 
composition range over which magnetic switching with fs pulses was observed was 
only 23 to 26% Tb (i.e., Tb23Co77 to Tb26Co74).  Further, below 23% and above 32% 
Tb, only thermal demagnetization was observed.  In addition, it was found that a film 
thickness of at least 20 nm was needed to observe laser-induced switching.  
Accordingly, it is important to carefully determine both of these parameters so that 
accurate conclusions may be drawn.   
 The composition of the RE-TM alloy was varied by changing the power of 
the sputtering gun.  The effect of the Tb sputtering gun power (keeping the Co 
sputtering power constant) on the magnetic properties of a Ta/TbCo/Ta thin film is 
shown in Figure 3.10a.  Near the compensation composition the Ms tended toward 
zero and the Hc was larger than the maximum of the VSM used.  Two types of 
magnetic responses to an ultrafast laser pulse were observed.  One that was dependent 
on the helicity of the incoming ultrafast laser pulse, labelled HD for helicity 
dependent, and the other that was not dependent on the helicity, labeled TD for 
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thermal demagnetization.  A MOKE image of three line scans created using a pulsed 
an ultrafast laser across opposing OP magnetization directions, light and dark contrast, 
are shown in Figure 3.10b.   
 
Figure 3.10.  (a) The effect of Tb sputtering power on the magnetic properties of a 
Ta/TbCo/Ta thin film.  The Co sputtering power was kept constant.  The green circles 
stand represent data that was unable to be fully saturated and is may not be accurate.  
The red stars represent the films which exhibited a laser pulse helicity dependent (HD) 
magnetization reversal.  The blue circles represent films that did not exhibit a helicity 
dependence and are instead labeled a thermal demagnetization (TD).198 (b) A 
magneto-optic Kerr micrograph of a helicity dependent response. 
 The magnetization of a sample deposited at Tb sputtering power of 44 W was 
measured using search coils in a VSM, the results of which are shown in Figure 3.11a.  
The Ta/TbCo/Ta specimen was aligned with the plane of the film either perpendicular 
to or parallel to the search coils.  When perpendicular (parallel), the in-plane (out-of-
plane) portion of the magnetization was measured.  The compositionally-dependent 
anisotropy energy (Ku) was calculated using 
 Ku=
1
2
Ms(Hc+4πMs) 3.1 
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Both Ms and Hc from the out-of-plane hysteresis curve were used, and the value was 
found to be Ku = 9 x 105 erg/cm3.  Figure 3.11 illustrates that, for the specimens 
prepared, the easy magnetization direction is normal to the film surface (i.e., OP) and 
the hard magnetization direction is IP.  The compensation temperature, i.e., the 
temperature at which the magnetic moments from opposing magnetic sublattices 
completely cancel (M = 0), was determined from a magnetization versus temperature 
plot.  The sample was fully magnetized in the out-of-plane direction and then fixed in 
place with a 500 Oe field before measuring the magnetization of the specimen.  From 
this, the compensation temperature was found to be 455 °C. 
 
Figure 3.11.  Hysteresis loop for the in-plane and out-of-plane magnetization in a 
typical Ta/TbCo/Ta specimen studied here.  (a) Magnetization (M) as a function of the 
applied field is shown for both the out-of-plane (black squares) and in-plane (red 
circles) directions.  (b) Out-of-plane M measured as a function of temperature using a 
500 Oe aligning magnetic field.  The compensation temperature (M = 0) is 455 °C. 
 The thickness and composition were determined using XRR and RBS, 
respectively, see Figure 3.12.  Sputtering rates were determined by measuring the 
thickness of the film after set deposition times using XRR.  Linear deposition rates 
were assumed.  The total Ta/TbCo/Ta thin-film XRR spectrum is shown in Figure 
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3.12a.  Spacing of the Kiessig interference fringes in the XRR spectrum are used to 
determine the film thickness using Eq.  2.3.  A total thickness of 27 nm was found for 
the Ta/TbCo/Ta stack by plotting θ2 versus m2 and finding the slope of the line.  Note 
that the appearance of fringes at relatively large angles indicates that the film has low 
interfacial roughness.  The He+ RBS spectrum is shown in Figure 3.12b, and the 
strong peaks are assigned to Co, Tb, and Ta.  The composition of the film was found 
to be Tb23Co77 and was uniform throughout the film thickness. 
 
Figure 3.12.  Determination of the thickness, interfacial roughness, and composition 
of the Ta/TbCo/Ta thin film specimen.  (a) Grazing-incidence XRR showing clear 
Kiessig fringes from which the total film thickness was determined to be 27 nm.  (b) 
RBS spectrum showing strong peaks arising from Co, Tb, and Ta.  From this, the 
composition was found to be Tb23Co77. 
3.3.3 Summary 
 In summary, a TbCo RE-TM alloy that exhibited a magneto-optic 
magnetization reversal upon excitation by an ultrafast laser pulse was prepared by 
systematically varying the composition.  The hysteresis, compensation temperature, 
thickness, and composition were determined for this material.  In the following 
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chapter, I will discuss my work in characterizing this film using in-situ laser access 
Fresnel TEM. 
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4 MAGNETO-OPTIC 
PHENOMENA IN TBCO 
 In this chapter, I will discuss my research on the laser-initiated switching of 
magnetization direction in a ferrimagnetic RE-TM alloy.  The following contains 
passages from work by K.  B.  Schliep; J.-Y.  Chen; M.  Li; J.-P.  Wang; and D.  J.  
Flannigan, titled “Laser-initiated magnetization reversal and correlated morphological 
effects visualized with in situ Fresnel transmission electron microscopy,” that was 
published in Physical Review B in 2016.199 The magneto-optic reversal—whether 
laser-induced or photothermal via compensation point—discussed herein is currently 
being vigorously pursued for use in magnetic devices.  The implementation of 
materials and architectures displaying such phenomena, in combination with the now 
robust generation of fs optical pulses with compact solid-state lasers, could potentially 
extend operational frequencies of magnetic devices into the terahertz (1012 to 1014 s-1) 
regime.176,200 Despite intense interest, however, the effects of repeated laser exposure 
on the film structure and subsequent switching behavior have yet to be investigated.  
To better understand the correlated effects of fs laser irradiation on both the magnetic 
response and photoinduced morphological variations of RE-TM alloys, in situ Fresnel 
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TEM was performed on Tb23Co77 thin films with Ta protecting layers.  Via optical 
access to the specimen in a modified TEM, thin film of TbCo were irradiated in situ 
with both individual and series of fs optical pulses.  The laser-induced changes in 
magnetic domain-wall formation and growth were correlated with photothermal 
crystal formation and the accompanying pinned magnetic sites.  It was found that, for 
a range of applied laser fluences and numbers of individual pulses, several distinct 
regions were formed, each with different magnetic behavior (switchable, non-
switchable, demagnetized) and morphological features (small-to-large crystal-grain 
variations).  Through a series of systematic studies, these linked magnetic and 
morphological properties were quantified as a function of laser fluence, number of 
pulse-train cycles, and number of individual fs laser pulses and the duration between 
each.  These results show how the sensitive connection between magnetic behavior 
and morphological structure can emerge in magneto-optic experiments across several 
parameters, thus illustrating the need for rigorous characterization so that potential 
operating regimes may be universally identified. 
4.1  Theory and History of Magneto-optic Phenomena 
 Since the first demonstration of ultrafast single-laser-pulse demagnetization 
in Ni201 and later the fully-deterministic magnetization switching in GdFeCo,178 
ultrafast magnetization dynamics have been vigorously studied, and a battery of 
techniques—e.g., time-resolved MOKE (TR-MOKE), photoelectron-emission 
electron microscopy, and ultrafast X-ray diffraction—have been used to probe the 
origins and behavior of the phenomenon.178,180,191,202,203 The initial MOKE 
observations of this phenomenon by Stanciu et al. and the subsequent time-resolved 
studies by Hohlfeld et al. are shown in Figure 4.1.  Despite intense activity, little 
attention has been paid to how the laser irradiation affects the film structure and 
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morphology and the implications this may have on device operation.  Even though 
this phenomena has a theoretical operating limit that is dictated by optical switching 
times, in practice it may be limited instead by processes occurring over much longer 
timescales, such as the accumulation of photothermal energy and its effects on film 
morphology and composition.  For amorphous films, such thermal effects may be 
heterogeneously distributed owing to nanoscale variation in optical properties.  Thus, 
there is potential for morphological and compositional changes that are deleterious to 
robust operation.  The issue is further complicated by noting the large experimental 
parameter space associated with both the fs laser system (e.g., fluence, spot size, pulse 
duration, repetition rate) and the thin-film specimen (e.g., composition, thickness, 
capping-layer properties).94,190,202 
 
Figure 4.1.  (Top) A MOKE image of a GdFeCo thin film that has been irradiated 
with a sweeping pulsed laser with right (σ+) and left (σ-) circularly polarized light.  
The contrast represents the films magnetization direction, adapted image from 
   86   
Stanciu.  et.  al.178 (Bottom) Results from a TR-MOKE scan of a GdFeCo film 
demonstrating the sub-ps dynamics of AOS using both circularly polarized light 
directions.  The inset shows the temperature normalized case by dividing the 
switching (SW) polarization signal by the non-switching (NSW) polarization, adapted 
from Hohlfeld et.  al.184  
4.2 In Situ TEM Investigation 
 In order to better understand the above-discussed issues, we have studied the 
effects of fs-laser irradiation on correlated magnetic and morphological structures of 
amorphous TbCo thin films by way of direct visualization with combined Fresnel 
imaging and in situ TEM.  While GdFeCo has received a good deal of attention with 
respect to the study of laser-initiated magnetic switching, its relatively weak 
perpendicular magnetic anisotropy and low coercivity are undesirable for many 
potential device applications.  Accordingly, alloys containing Tb are increasingly 
receiving attention owing to the large orbital angular momentum contribution to the 
magnetization.204 Here, the effects of irradiating thin amorphous films of TbCo with 
individual and series of fs laser pulses was monitored in situ, and correlated changes 
in magnetic-domain size, magnetic reversibility, and degree of crystalline order were 
determined.  From bright-field Fresnel images, domain-wall formation and expansion, 
as well as thermally-induced crystal growth and accompanying pinned magnetic sites, 
were observed and quantified as a function of incident laser fluence.  Following laser 
irradiation, both switchable and fixed magnetic domains were formed, in addition to 
small-to-large grain morphological variation; the magnetically-fixed regions remained 
largely unchanged after application of switching fields up to 1.2 T, as generated by the 
objective lens of the TEM.  Further, the onset and growth of fixed domains were 
imaged as a function of the number of pulse-train cycles and compared to the size of 
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the switchable area.  Variations in laser-initiated magnetic regions were also spatially 
mapped as a function of the number of laser pulses and the duration between each. 
4.2.1 Fresnel Imaging of In Situ Laser Irradiation 
 Representative bright-field and Fresnel images of as-prepared films and a 
photo-initiated domain-wall structure arising from in situ laser irradiation are shown 
in Figure 4.2.  Note that the observed magnetization reversal reported here could arise 
from either all-optical or photothermally-assisted mechanisms.  The observed domain-
wall width is a function of the defocus value and the TEM specimen-dependent 
thickness and anisotropy energy.  For the defocus values used here, the fringes have a 
width of 0.73 μm at full-width at half-maximum (FWHM). 
 
Figure 4.2.  Representative bright-field and Fresnel images arising from in situ laser 
irradiation.  (a) An in-focus bright-field image with an inset parallel-beam electron 
diffraction pattern obtained from the film illustrating the small-grained morphology.  
(b) A defocused Fresnel image of a roughly circular domain wall (a portion of which 
is labeled) formed with in situ laser irradiation. 
 Fresnel imaging of in situ laser irradiation was performed with a modified 
TEM (Tecnai Femto, FEI Company) interfaced with a fs laser system (PHAROS, 
Light Conversion).  Laser irradiation of the specimen (wavelength = 515 nm, 
polarization = linear, pulse duration = 270 fs FWHM, spot size on specimen = 100 μm 
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FWHM, variable repetition rate, irradiation time, and fluence, which are detailed 
throughout the text) was achieved via an optical window and steering-mirror assembly 
externally situated adjacent to the TEM goniometer.  In general, fs pulses are trained 
onto the specimen region of interest by iterative beam alignment and focusing of the 
optical elements.  In this work, Fresnel imaging was conducted with either 0 or 6% 
objective-lens excitation (i.e., either completely powered down or at typical low-
magnification settings, respectively).  In order to test the reversibility of the 
magnetization in laser-irradiated specimen regions and to re-establish the 
magnetization direction when desired, the objective-lens excitation was increased to 
88%.  At these lens-excitation values (0, 6, and 88%), the magnetic field was 
measured at the specimen location to be 10 mT, 90 mT, and 1.2 T, respectively.  It is 
important to note that few reports document the use of this kind of instrumentation for 
the in situ study of laser-initiated magnetization changes,115,205 though other advances 
are aimed at increasing such capabilities.206-208 Further, application of these particular 
methods to specifically image magneto-optic phenomena and correlated 
morphological effects has not yet been reported, though other means have indeed been 
employed.209 
 Figure 4.3 shows the result of irradiating a thin-film specimen in situ with a 
train of fs laser pulses.  Prior to laser irradiation and Fresnel imaging, the specimen 
magnetization orientation was set by exciting the objective lens to 88%, thus creating 
a 1.2-T aligning field.  At focus and with 6% objective-lens excitation (i.e., low 
magnification), bright-field images of the pre-irradiated amorphous films show weak 
contrast with no discernible features aside from the interface of the electron-
transparent region and the thick (electron-opaque) underlying silicon substrate, as 
shown in Figure 4.2a.  After irradiation with a train of linearly-polarized fs pulses (20-
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kHz repetition rate, fluence = 3.8 mJ/cm2) for several seconds, however, strong 
contrast arising from magnetization pinned at photothermally-induced crystal-
nucleation sites was observed at large defocus values, as seen in Figure 4.3.  Three 
distinct regions can be identified in the resulting Fresnel images: (1) a densely-
nucleated nanocrystalline region spanning approximately 20 μm across the center of 
the laser-focal spot (shown in green in Figure 4.3), (2) a sparsely-nucleated region 
extending radially outward approximately 10 μm from the point of cessation of the 
center region and having a roughly spoke-like pattern (shown in red in Figure 4.3), 
and (3) the remaining undamaged region consisting of weak contrast and, when 
acquired out of focus, a magnetically-switchable region outlined by a domain wall 
(shown by dark gray in Figure 4.3).  The general shape and size of the pattern is 
commensurate with the incident Gaussian pulse train. 
 
Figure 4.3.  Fresnel imaging of in situ laser-initiated morphological changes and 
magnetization reversal acquired at 6% objective-lens excitation (90 mT).  The false-
coloring shows the area of each response.  Each panel is a difference image formed by 
subtracting pre- and post-laser-irradiation Fresnel images.  The difference images 
were acquired at: (a) +35-mm defocus at 0° α-tilt (i.e., at normal incoming-electron 
incidence); green = densely-nucleated nanocrystalline region, red = sparsely-nucleated 
region, (b) +35-mm defocus at 20° α-tilt; green = densely-nucleated nanocrystalline 
region, red = sparsely-nucleated region, black = magnetically-switched region, and (c) 
   90   
+35-mm defocus at 20° α-tilt of the remanent magnetization state after application of 
a 1.2-T magnetic field oriented perpendicular to the specimen plane.  Note the absence 
of the magnetically-switched region after application of the field. 
 Because the Fresnel image in Figure 4.3a was generated at normal incidence, 
the observed contrast arises from photothermally-crystallized regions having 
magnetization directions �B�⃑ �  oriented such that 
FL,n = q�BC,n�������⃑  × v⃑� = q�BC,n�������⃑ �‖v⃑‖ sin θn  ≠ 0, where FL,n is the Lorentz force at each of 
the n photothermally-nucleated single crystals, q is the electron charge, BC,n�������⃑  is the 
magnetic-field vector of each of the n single crystals, v⃑ is the fixed electron-velocity 
vector, and θn is the angle formed between BC,n�������⃑  and v⃑.  Further, the varying contrast 
strength in this region suggests a random crystallite orientation.  Consequently, the 
intrinsic perpendicular component of the pristine (i.e., morphologically unchanged) 
film �BP����⃑ � is not seen with this configuration, because the magnetization direction of 
these regions is oriented such that BP����⃑  × v⃑ = 0.  By changing the orientation of the film 
relative to v⃑ to non-normal incidence, however, FL arising from BP����⃑  becomes non-zero.  
In this way, the domain-wall structure in the pristine region – occurring at two 
oppositely-oriented but perpendicularly-magnetized areas – can be imaged.  In the 
Fresnel image, this appears as an annulus of contrast 10 to 20 μm wide (black) 
encircling the sparsely-nucleated region (red), as seen in Figure 4.3b.  After applying 
a 1.2-T aligning field and then returning to Fresnel-imaging mode, the annulus of 
contrast is no longer observed, indicating the magnetization in that region is 
switchable, as seen in Figure 4.3c.  Note that, while somewhat weakened, the contrast 
strength of the densely- and sparsely-nucleated regions (green and red in Figure 4.3b, 
    91 
respectively) persists after application of the field.  This indicates the magnetization is 
pinned at these sites due to morphological changes in the film. 
4.2.2 Multiple Pulse Accumulation 
 In magneto-optic experiments, there are several laser parameters that can be 
varied (e.g., repetition rate, pulse energy, and irradiation time), and it is probable that 
the effects of each individually and taken together will lead to varied reported 
observations and potentially inconsistent device performance.  Fluence is one such 
parameter that may produce observable threshold-type behavior for switching and also 
strongly influence the onset of morphological variation.  Importantly, previous work 
on GdFeCo indicates the fluence window is small for helicity-dependent single-pulse 
switching, suggesting device tolerances based on this concept may be severely limited 
and mechanisms may be easily convoluted and obscured.190 Note, however, that this 
may not be the case in helicity-independent switching (i.e., with linearly-polarized 
light, as used here).  Further, as shown in Figure 4.3, deleterious photothermally-
induced morphological changes that occur above some specimen-dependent value 
influence the observed switching behavior.  Consequently, in order to determine the 
effects of laser fluence on thin TbCo films, a series of 20,000 laser pulses (each with a 
pulse duration of 270 fs) of fixed fluence were delivered in one second (here, referred 
to as a cycle) in situ to a single specimen region at 0% objective-lens excitation (10 
mT).  It is important to note that the duration of laser irradiation for multiple-pulse 
magnetization reversal can affect the threshold-fluence value, as demonstrated when 
comparing the results shown in Figure 4.3 (several seconds) and Figure 4.4 (one 
second).  A Fresnel image was acquired following each fixed-fluence series, after 
which the objective-lens excitation was increased such that a 1.2-T field was 
generated, thus realigning the magnetization vector of still-switchable specimen 
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regions.  Following this, the fluence was increased, the next series of pulses was 
delivered, a Fresnel image was acquired, and a 1.2-T field was again applied. 
 Results of the multiple-pulse, fluence-dependent experiment are summarized 
in Figure 4.4.  As anticipated, a variety of effects – both reversible and irreversible – 
were observed to occur in the TbCo films.  Specifically, four crystallographically- 
and/or magnetically-distinct regions developed at discrete fluence values upon 
increasing from 0 to 26 mJ/cm2.  The fluence listed is calculated assuming a 100 µm 
FWHM; however, this is visually approximated since it could not be measured in situ 
at the specimen height.  In the Fresnel images, each region produces a distinct contrast 
pattern with relatively abrupt transitions separating one from the next, indicating the 
magnetic behavior of each is also distinct.  Stemming from the resulting image 
contrast following application of an aligning field, the regions are defined as (I) 
reversible (i.e., the magnetization can be reversed with an applied external field, the 
black region in Figure 4.4), (II) irreversible (the red region in Figure 4.4), (III) 
completely demagnetized (the green region in Figure 4.4), and (IV) morphologically 
damaged (the blue region in Figure 4.4).  That is, (I) is morphologically unchanged 
and magnetically switchable, (II) is nucleated and magnetic but no longer switchable, 
(III) is completely demagnetized and also nucleated but with a different morphology 
than (II) (discussed below), and (IV) is significantly laser damaged.  Note that regions 
(I) and (II) are morphologically and magnetically similar to the laser-irradiated 
specimen shown in Figure 4.3. 
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Figure 4.4.  Laser-fluence dependence of morphological changes and magnetization 
reversal.  (a) Fresnel images acquired at 0% objective-lens excitation (10 mT) after 
irradiation with the fluences (mJ/cm2) shown in the upper left of each panel.  The 
false-coloring shows the area of each response, as designated in (b).  (b) Image area as 
a function of incident laser fluence for four distinct specimen responses: (I) reversible 
(black squares), (II) irreversible (red dots), (III) demagnetized (green triangles), and 
(IV) damaged (blue diamonds).  The panel summarizes the contributions of each 
response to the overall specimen area across which contrast changes were observed. 
 In addition to exhibiting threshold behavior, each of the four distinct regions 
shown in Figure 4.4 persisted for a finite range of fluences prior to the onset of each 
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subsequent response.  Onset of the magnetically-reversible region (I) occurred at 5.7 
mJ/cm2 and persisted to approximately 8.3 mJ/cm2 prior to the onset of region (II); the 
film exhibited a completely reversible magnetic response within this relatively small 
fluence window.  Further, no discernible changes were observed in the film after 
application of each cycle, aside from an increase in the area of the reversible region 
from approximately 1,700 μm2 to 2,400 μm2 (Figure 4.4b).  At 9.6 mJ/cm2, 
irreversible (II) structural changes, consisting of sparsely-nucleated crystallites which 
act as magnetic pinning sites, were first observed at the approximate center of the 
irradiation pulse train.  The area of this region increased with increasing fluence up to 
12.1 mJ/cm2, at which point a new morphological and magnetic response was 
observed.  This new region (III, demagnetized) consisted of densely-nucleated 
crystallites, again centered at the approximate center of the train of pulses having a 
Gaussian intensity profile.  For fluences larger than approximately 19.1 mJ/cm2, an 
additional region (IV, damaged) formed and was devoid of magnetic contrast.  
Finally, the film ruptured just above 26 mJ/cm2.  As seen in Figure 4.4, the boundaries 
of each of the regions advanced outward from the pulse-train center with increasing 
fluence, while the measured areas decreased owing to growing contributions by 
subsequent regions to the signal.  Such behavior can likely be attributed mainly to 
photothermal effects and heat transport properties of the film, though a magnetically 
reversed region (black in Figure 4.4) does persist throughout. 
4.2.3 Structural Characterization 
 In order to determine the structural variation across the four distinct regions 
shown in Figure 4.4 (I through IV) and correlate this to the laser-initiated 
magnetization behavior, spatially-specific parallel-beam selected-area electron 
diffraction was performed, the results of which are summarized in Figure 4.5.  As can 
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be seen, the degree of crystallinity decreases while moving outward from the center of 
the laser-irradiated region [i.e., from region (IV) to (I)], approximately following the 
Gaussian photothermal profile generated by the pulse train.  This is deduced by noting 
the decrease in both number and sharpness of the Debye-Scherrer rings while moving 
away from the central region [Figure 4.5b from region (IV) to (I)].  Radially-averaged 
intensity profiles further reflect the spatial variation in crystalline order, shown in 
Figure 4.5c.  The general reduction in peak FWHM indicates the average crystallite 
size increases while moving from region (I) to (IV), as per the Scherrer equation, 
while the emergence of new peaks suggests several or all of the specimen components 
(i.e., substrate, capping layers, and TbCo film) have undergone crystal nucleation and 
growth [further supported by the disappearance of the prominent diffuse ring observed 
in (I)].  While specific peak assignments cannot be made with confidence owing to 
overlap and the presence of multiple species [three elements (Tb, Co, and Ta) and a 
compound (Si3N4)], not all peaks in the profile from region (IV) can be assigned to 
any single component.  Note that the radial profile from region (I) matches that of the 
pre-irradiated specimen (see Figure 4.3) and indicates no morphological change has 
occurred in this area.  Determination of the crystal structures and the hypothesized 
spatially-dependent composition of the complex photothermally-induced morphology 
will be the subject of future studies.  It is worth noting that the photothermally-
induced crystallization shown in Figure 4.5 is qualitatively similar to that reported for 
dynamic TEM and ultrafast electron microscopy studies of amorphous Ge and 
TiO2.210-213 
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Figure 4.5.  (a) Fresnel image of the film acquired with 0% objective-lens excitation 
after irradiation with a train of fs laser pulses.  Locations of the distinct regions are 
denoted by I, II, III, and IV and correspond to the reversible, irreversible, 
demagnetized, and damaged regions, respectively (see Figure 4.4).  The red circles 
indicate the position of the selected-area aperture used to obtain the four diffraction 
patterns shown in panel (b).  (b) Selected-area diffraction patterns of the film obtained 
from the locations indicated with the red circles in panel (a).  The region labels (e.g., 
IV) are shown in the upper-right corner of each panel.  (c) Radially-averaged intensity 
as a function of radius of the selected-area diffraction patterns shown in panel (b).  
The approximate center of the patterns corresponds to 0 nm-1.  The background has 
been subtracted and the spectra offset for clarity. 
 As shown above, onset of the reversible (I) magnetic response for a train of 
20,000 laser pulses of 270-fs duration separated by 50 µs each (i.e., one cycle) 
occurred at 5.7 mJ/cm2 and persisted up to 8.3 mJ/cm2.  Above this fluence, the 
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irreversible (II) response was first observed.  While one could argue that the reversible 
(I) and irreversible (II) responses observed here using Fresnel TEM correlate well 
with the helicity-independent switching and the multi-domain state, respectively, 
observed using optical techniques,214 it is important to note that switching could also 
be induced photothermally, as discussed below.  Increased crystallinity in (II) 
compared to (I), as reflected in the selected-area diffraction patterns [Figure 4.5b], 
suggests that the laser-induced formation of small crystal grains measuring tens of 
nanometers during MOKE measurements could be misidentified as a multi-domain 
state owing to limits in spatial resolution and lack of in situ structural characterization 
capabilities in such all-optical methods.  That is, the formation of small crystallites 
that pin the magnetic response could go unnoticed.  Further, studies that investigate 
the effects of laser irradiation often employ a multiple-pulse approach for initiating an 
apparent magnetic response.179,180,204,215 Thus, generation of a clear picture of pulse-
to-pulse effects on specimen morphology and magnetism would be informative. 
4.2.4 Single Pulse Excitation 
 Because a train of laser pulses can lead to deleterious morphological 
variations in the films over a relatively small span of fluences, as shown here, the 
delicate interplay of fluence, number of pulses, and duration between each must be 
carefully determined within regions (I) and (II).  Consequently, the result of delivering 
an increasing number of laser cycles, where one cycle = 20,000 pulses and each pulse 
is of 5.7-mJ/cm2 fluence (i.e., the threshold fluence necessary to induce a reversible 
magnetic response at these laser parameters; see Figure 4.4b), is shown in Figure 4.6a.  
Between each cycle, the magnetization direction was reset via objective-lens 
excitation to 88% (1.2 T).  Note that even at the threshold fluence for the 
magnetization reversal at these laser settings, the formation of irreversible regions 
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(i.e., no longer magnetically switchable) occurred after application of only 16 cycles.  
Further, continued application increased the relative area of the irreversible region, 
reaching nearly 50% after 500 cycles.  That is, while the total response area remained 
approximately unchanged, the ratio of irreversible to reversible area steadily increased 
from zero at up to 16 cycles to nearly 0.5 after 500 cycles.  Thus, even at the 
minimum fluence needed to induce a multi-pulse reversible magnetic response for 
these laser parameters, deleterious morphological variations occurred after application 
of less than 20 cycles.  To further expand on the laser-initiated effects on the TbCo 
film, single-pulse magnetization switching was investigated. 
 
Figure 4.6.  Effect of number of laser-irradiation cycles, number of individual fs 
pulses, and duration between each pulse on morphology and robustness of 
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magnetization reversal in TbCo.  (a) Area of the reversible (I, black) and irreversible 
(II, red) responses as a function of the number of incident laser-pulse cycles (1 cycle = 
20,000 pulses delivered over 1 second; fluence = 5.7 mJ/cm2), as determined from 
Fresnel images obtained at 0% objective-lens excitation (10 mT).  Note that the scale 
changes from increments of 20 to 200 cycles at the break in the x-axis.  (b) Area of the 
reversible magnetic-response region (I) induced by individual fs laser pulses at the 
minimum fluence for single-pulse switching (15.5 mJ/cm2) as a function of the 
number of pulses (log scale) and time between each (different colors and symbols; 
e.g., τ = 200 ms denoted by red circles) obtained from Fresnel images of the film 
acquired with 6% objective-lens excitation (90 mT). 
 The effects of individual fs laser pulses, delivered at the experimentally-
determined minimum-fluence threshold for observable single-pulse switching, on the 
size and behavior of the reversible, laser-initiated magnetic response [i.e., region (I)] 
are shown in Figure 4.6b.  Here, changes in the area of the response were determined 
as a function of both the number of individual pulses applied (x-axis) and the duration 
between each (colors and symbols) at the minimum fluence (15.5 mJ/cm2) needed to 
produce magnetization reversal.  The duration between pulses (τ) was controlled by 
pulse picking with an electro-optic modulator.  In this way, the pulse energy—and 
thus the fluence (15.5 mJ/cm2)—were fixed, providing a means to investigate the 
maximum single-pulse switching frequency capable for this film structure before the 
onset of laser-induced morphological changes.  After delivery of each series of pulses, 
the objective-lens excitation was increased to 88% (1.2 T), thus re-aligning the film 
magnetization direction to the initial orientation prior to the next experiment.  Here, it 
is noted that the single-pulse switching was not able to be reversed with each pulse as 
demonstrated in other techniques.  It is hypothesized that this is due to the stray 
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magnetic field applied parallel to the film normal originating from the objective lens 
of the TEM.  Indeed, recent work on GdFe has shown that an opposing magnetic field 
can cause laser-induced switching to become unstable, with a return to its original 
state upon cessation of irradiation.216  
 The single-pulse switching data in Figure 4.6b are displayed in such a way as 
to simultaneously convey several notable observations.  First, the overall size of the 
reversible response area gradually increased with increasing number of applied pulses 
at a specific value of τ (e.g., 200 ms).  Second, reversible, laser-initiated 
magnetization switching was observed for application of up to 105 individual pulses 
and for τ ranging from 200 ms down to 400 μs (note that relatively small areas of 
irreversible damage were observed beginning at τ = 200 μs).  Third, overall larger 
reversible regions were observed at smaller values of τ, but only for durations below 4 
ms.  That is, the total response area dramatically increased for τ < 4 ms (e.g., τ = 400 
μs compared to 1 ms) for the same number of pulses delivered to the film.  At 4 ms 
and above, the response area is the same size for irradiation with (for example) 103 
pulses. 
 Taken as a whole, these observations can be rationalized by noting the 
expected interplay of accumulation of photothermal energy in the film, the 
development of a thermal gradient, and the effects on spin transport.  For a particular 
pulse-series set of a specific τ [e.g., from one to 103 pulses per series, τ = 200 ms; red 
dots in Figure 4.6b], the gradual increase in response area is attributed to the manner 
in which electron current and spin behave with respect to thermal gradients.  For 
example, magnons traveling down the thermal gradient produced by the laser-pulse 
train (i.e., radially away from the center of the irradiated region) generate a torque at 
the domain wall.185 This interaction results in domain-wall motion outward along a 
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trajectory parallel to the path of the radially-propagating magnon, thus increasing the 
size of the response area with each delivered pulse.  The spin Seebeck effect, in which 
a thermal gradient generates a voltage that drives electron spin, may also manifest as 
domain-wall motion in the in situ Fresnel images.217,218 These mechanisms for 
relatively gradual expansion of the response area are convoluted with that due to rapid 
accumulation of thermal energy in the film, which manifests at values of τ below 4 
ms.  At shorter pulse-to-pulse durations, increasing volume of the specimen will 
experience a temperature rise above the thermal switching threshold, thus increasing 
the observed response area beyond that expected from the more gradual mechanism 
due to magnon generation and propagation.  Thermal models were developed to fully 
understand the heat accumulation in this system. 
4.2.5 Summary 
 In summary, it has been shown in this section that, with in situ Fresnel 
imaging in a modified TEM, the correlated effects of both multiple-pulse and single-
pulse laser-initiated magnetic-switching behavior and photothermal morphological 
variations can be directly visualized, deconvoluted, and quantified as a function of a 
variety of fs-pulse parameters.  These results provide evidence that deleterious 
morphological variations can arise during these experiments, the structural effects of 
which can influence both the local and global magnetic behavior of thin films of RE-
TM ferrimagnetic alloys.  Indeed, proper isolation and characterization of such 
photothermally-induced structural changes is critical to developing a comprehensive 
and accurate description of the processes contributing to magneto-optic and heat-
assisted phenomena, and thus is vital to robust device performance. 
   102   
4.3 Modelling Heat Accumulation 
 Two general approaches were taken when attempting to accurate model the 
laser-induced photothermal accumulation seen in the TbCo film.  The first method 
that will be discussed is a numerical approach called Yee's method or the method of 
finite-difference time-domain, outlined in chapter 2.  The second method is based on 
an analytical approach to the heat equation in cylindrical coordinates.  Developing a 
model that provides an accurate depiction of this system is quite difficult due to the 
disparate dimensions and complexity of the problem and heat generation.  The spatial 
dimensions are on the order of micrometers for the beam spot size and nanometers for 
the thickness, whereas the temporal dimensions are on the order of femtoseconds for 
the laser pulse duration and microsecond for time between pulses.  These 
requirements make numerical approaches difficult due to strict convergence 
requirements and analytical solutions difficult due to a transient, essentially Dirac, 
generation term.  In the following, the models and application to this system will be 
discussed, starting with the FDTD method. 
 As shown in chapter 2, solving the heat equation using the FDTD method 
yields 
 𝐓𝐓𝐣𝐣𝐢𝐢 − 𝐓𝐓𝐣𝐣𝐢𝐢−𝟔𝟔
∆𝐭𝐭
= 𝛂𝛂��𝑻𝑻𝒋𝒋−𝟔𝟔𝒔𝒔−𝟔𝟔 − 𝟐𝟐𝑻𝑻𝒋𝒋𝒔𝒔−𝟔𝟔 + 𝑻𝑻𝒋𝒋+𝟔𝟔𝒔𝒔−𝟔𝟔� + 𝑮𝑮�
∆𝒙𝒙𝟐𝟐
 4.1 
where 𝑇𝑇𝑗𝑗𝑖𝑖 is the temperature at time step i and spatial step j, ∆𝑡𝑡 and ∆𝑥𝑥 are the size of 
the spacing between grid points, and 𝐺𝐺  is temperature generation term.  For this 
system the generation term is only added to time points that align with the repetition 
rate of the laser.  The generation profile was determined by calculating the absorbed 
energy from the incident Gaussian laser profile at each spatial point in the discretized 
space and converting that into an expected temperature rise.  Accounting for the 
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reflections off each layer in the stack, the energy absorbed was converted to a 
temperature profile across the surface of the film using composite room temperature 
optical and thermal properties weighted by the percentage of energy absorbed by each 
layer.  The optical and thermal properties of TbCo were also weighted by their atomic 
fraction.  The volume of the sample, used for calculating temperature rise in the film, 
was calculated using the film thickness and circular area with radius 3 time the root 
mean square of the incident laser beam (σ).  By adding the generation term into the 
equation for only the time steps where the laser would hit the film, the effect of the 
repetition rate of the laser on the thermal accumulation was captured. 
 To simplify the equation and also reduce the computation time, only 1 spatial 
dimension was modelled.  Since the laser beam is Gaussian, radial symmetry was 
assumed such that the single spatial dimension was modelled from the center of the 
window to the edge.  A Nuemann boundary condition was set at 𝑥𝑥 = 0 by isolating 
that element (easily done using numerical solutions in a gridded space) and 
individually setting the spatial negative 1 position equal to the positive 1 position.  
This method effectively makes the spatial 0 position as a maximum (thus satisfying 
the Neumann condition).  The boundary condition for the edge of the window was set 
to room temperature, which assumes a infinite thermal conductivity (Dirichlet 
boundary condition).  The model was found to behave as expected, see Figure 4.7.  To 
draw accurate conclusions about a physical system from a model, the input 
experimental parameters need to be well known. 
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Figure 4.7.  Results from the FDTD model demonstrating how specimen temperature 
varies with incident laser fluence (top) and repetition rate (bottom).  The symbols 
represent that time-averaged temperature of the specimen for each pulse. 
4.3.1 Experimental Parameters 
 The beam spot size at the specimen defines the spatial profile of the 
generation term and the overall volume of the sample.  To accurately measure the spot 
size, the laser beam path after the final focusing optic was measured and redirected 
outside the TEM.  A ‘knife edge’ experiment, in which the power of beam is 
measured as a function of position of sharp edge, was performed at small increments 
around the measured beam path distance.  The resulting data was fit following the 
procedures outline by Ok et al., yielding a FWHM beam diameter of 138 µm.219 The 
experiments performed at small deviations from the beam path provided a measure of 
how much the FWHM changed with displacement from the path distance.  Since the 
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exact beam path is difficult to know precisely, the incremental data provided a way to 
quantify our error.  The beam diameter was found to vary by about 75 µm per mm of 
beam path.  In addition to the beam spot size the optical properties are necessary for 
calculating the energy absorbed for each layer.  
 Standard optical properties were used for  Ta and SiNx.  Ellipsometry was 
used to determine the optical properties of the full stack.  By measuring the total 
response of the film and using the known thicknesses and optical properties of the 
other layers, the optical properties of the TbCo layer were determined.  The real and 
imaginary index of refraction for the TbCo was found to be 1.83 and 3.71, 
respectively.  In an attempt to provide a sense of the accuracy of this method, this 
model was first applied to a similarly made aluminum thin film.   
4.3.2 Experimental Validation 
 A polycrystalline, 20 nm Al thin film was grown on a SiN support grid using 
a thermal evaporation technique.  The temperature of the aluminum foil was measured 
in situ by measuring the diffraction ring contraction during laser heating following a 
previously developed method for in situ thermometry.220 Since Al has large thermal 
expansion coefficient, small changes in temperature would produce large enough 
changes in the (111) plane diffraction ring radius to be measured at moderate camera 
lengths.  To accurately measure the small changes in diffraction ring radius, a precise 
measurement of the center of the pattern is required.  An automated method to 
accurately determine the center position of polycrystalline diffraction patterns using 
circular Hough transforms was used.221-223 In the experiment, the fluence of the 
incident laser pulse was kept the same while the repetition rate was increased.  The 
experimental average temperature and the average temperature predicted using the 
FDTD method are plotted versus repetition rate in Figure 4.8.  The model showed 
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good agreement with the experimental results.  To further validate this model, an 
analytical solution was developed. 
 
Figure 4.8.  The plotted change in polycrystalline radii (black; left axis), the 
calculated temperature rise expected assuming the radii change was entirely due to 
thermal expansion (red; right axis), and the pulse- and position-averaged specimen 
temperature as calculated using our FDTD model (blue; right axis). 
4.3.3 Analytical 
 Similar to the numerical solution, the analytical solution required significant 
approximations to be made.  In general, we only care about the temperature profile of 
the system after it has reached its pseudo-steady-state—where the temperature of the 
system is constantly undergoing the same temperature rise and fall for each new 
pulse—see Figure 4.7.  The initial temperature rise of the specimen (first few pulses) 
is ignored in this solution since we seek to describe the system at its pseudosteady-
state.  We assume that the initial temperature profile of the system is the combination 
of a Gaussian profile (dictated by the incident laser pulse) plus a steady-state 
(constant) temperature of the form 
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𝐓𝐓𝐢𝐢(𝐫𝐫, 𝐭𝐭) =  𝐀𝐀 𝐞𝐞(− 𝐫𝐫𝟐𝟐𝟐𝟐𝛔𝛔𝟐𝟐) +  𝑩𝑩 𝑻𝑻𝒔𝒔𝒔𝒔 4.2 
where 𝐴𝐴 is the amplitude of the Gaussian heating profile generated by the laser pulse, 
𝜎𝜎 is the root mean square width of the incident Gaussian laser pulse, 𝐵𝐵 is the scaling 
factor of the assumed steady state temperature 𝑇𝑇𝑠𝑠𝑠𝑠.  The non-dimensional analytical 
solution in cylindrical coordinates is given as 
 𝐓𝐓(𝐑𝐑, 𝐭𝐭) = 𝟐𝟐� 𝒆𝒆−𝜶𝜶𝒏𝒏𝟐𝟐𝒕𝒕𝑱𝑱𝟔𝟔(𝝀𝝀𝒏𝒏)𝟐𝟐  𝑱𝑱𝟎𝟎(𝝀𝝀𝒏𝒏∞
𝒏𝒏=𝟔𝟔
𝐑𝐑) �𝑱𝑱𝒉𝒉𝟔𝟔 + 𝑩𝑩 𝑻𝑻𝒔𝒔𝒔𝒔  𝑱𝑱𝟔𝟔(𝝀𝝀𝒏𝒏)𝝀𝝀𝒏𝒏 − 𝑻𝑻𝟎𝟎 𝑱𝑱𝟔𝟔(𝝀𝝀𝒏𝒏)𝝀𝝀𝒏𝒏 �+ 𝑻𝑻𝟎𝟎 4.3 
where 𝛼𝛼𝑛𝑛 = 𝛼𝛼𝑅𝑅02𝜆𝜆𝑛𝑛2, 𝐽𝐽0 and 𝐽𝐽1are Bessel functions, 𝜆𝜆𝑛𝑛 are the zeros of 𝐽𝐽0, and 𝑇𝑇0 is 300 
K.  The input laser energy is found in 𝐽𝐽𝑐𝑐1 which is given as 
 𝐉𝐉𝐜𝐜𝟔𝟔 = �  𝑨𝑨 𝒆𝒆�− 𝒓𝒓𝟐𝟐𝟐𝟐𝝈𝝈𝟐𝟐�𝟔𝟔
𝟎𝟎
𝑱𝑱𝟎𝟎(𝛌𝛌𝐧𝐧𝐑𝐑) 𝐑𝐑 𝐝𝐝𝐑𝐑 4.4 
which is integrated numerically to provide a constant.  𝐵𝐵 is a floating variable in this 
solution and is determined from an energy balance.  By setting the total energy 
dissipated out of the boundary during the interval between pulses, 𝑡𝑡𝑝𝑝, equal to the total 
energy put into the system by the laser we assume our system is at a time-averaged 
steady-state.  This energy balance is given as 
 � 𝐏𝐏𝐄𝐄𝐝𝐝𝐫𝐫 = � �−𝛋𝛋𝛛𝛛𝐓𝐓𝛛𝛛𝐫𝐫 |𝐫𝐫=𝐫𝐫𝟎𝟎� 𝟐𝟐𝛑𝛑𝐫𝐫𝟎𝟎𝐝𝐝𝐭𝐭𝐭𝐭=𝐭𝐭𝐩𝐩𝐭𝐭=𝟎𝟎𝐫𝐫=𝐫𝐫𝟎𝟎𝐫𝐫=𝟎𝟎  4.5 
where 𝑟𝑟0  is the distance from the center to the edge of the film, 𝑃𝑃𝐸𝐸  is a Gaussian 
function of the input energy from the incident laser pulse, and 𝑇𝑇 is the analytical form 
of the solution to the heat equation.  Once 𝐵𝐵 is found it can be substituted back into 
𝑇𝑇(𝑅𝑅, 𝑡𝑡) to get the final solution.   
 The results of comparing this analytical model with the FDTD model are 
shown in Figure 4.9.  The analytical solutions are solid lines while the FDTD 
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solutions are dotted lines.  The 𝑇𝑇𝑠𝑠𝑠𝑠 values were determined from FDTD method at 𝑡𝑡𝑝𝑝 
after reaching a pseudo steady-state.  The analytical solution provides significantly 
larger values for higher temperatures for all points across the film.  Despite the slight 
differences in absolute magnitude and the effect of accumulation, these solutions can 
be used to draw general conclusions about the temperature in the sample at the 
initiation of each new observed response.  The following analysis and discussion 
follows the results from FDTD model because it matched better with the experimental 
results. 
 
Figure 4.9.  Comparison of the numerical FDTD model with the analytical model.  (a) 
The time-averaged radial temperature profile of the film at the fluences where the four 
responses were first observed.  The analytical results are shown as solid lines and the 
FDTD results are shown as dotted lines.  (b) The effect of accumulation in the two 
models shown at the four pulses energies necessary to produce the different responses.   
4.3.4 FDTD Spatiotemporal Profile 
 The FDTD model is capable of producing a full spatiotemporal temperature 
map how the thin film specimen responds to the ultrafast laser.  The temporally-
averaged spatial profile and the spatial-averaged temporal profile of the temperature 
of the thin film are shown Figure 4.10 at the four fluences when new responses were 
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observed.  The shaded region in Figure 4.10, indicates the diameter of the response.  
The symbols correspond to the minimum temperature at which the response was 
observed.  These temperatures are 370 K, 434 K, 496 K, and 615 K for the reversible 
(black), irreversible (red), demagnetized (green), and damaged (blue) responses 
respectively.  The decay time calculated from the spatially-averaged time plot, Figure 
4.10b, is 36 µs-1.  Assuming Newtonian cooling this gives a heat transfer coefficient 
of 29 MW/(m2 K).  The compensation temperature of the TbCo layer is significantly 
larger than the modeled temperature of the film induced by the fluence that generated 
the reversible response.  This indicates that the average temperatures reached by the 
sample may have only contributed but not initiated the effects observed.   
 
Figure 4.10.  (a) The spatial profile of the steady-state temperature of the film 
averaged over the time between pulses.  The shaded region highlights the diameter of 
the response when it was initially observed.  (b) The temporal profile of the 
temperature of the film averaged over the full window width at steady-state. 
 The laser-initiated responses may have been due to extended exposure to 
laser pulses that increased the sample temperature above some threshold.  The 
maximum temperature reached per pulse for the four different responses and the 
maximum temperature reached for each layer of the film using the reversible fluence, 
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assuming no energy transfer between layers, is shown in Figure 4.11.  These results 
indicate that the steady-state temperature is achieved in only a few pulses.  Assuming 
this model accurately describes the system, the magnetic reversal observed should 
occur in just a few pulses not the 20,000 used in the previous experiment.  The bottom 
panel of Figure 4.11 shows how the top Ta layer reaches a higher temperature than the 
TbCo layer.  Understanding the interlayer heat transport could also help understand 
the role of temperature on the accumulation effects observed.  This model was next 
applied to the single-pulse reversal.   
 
Figure 4.11.  The FDTD modeled maximum temperature expected the TbCo stack to 
reach over 20 laser pulses.  The top panel shows the results for the four different 
responses at their first observed fluences and the temperature of each layer using the 
fluence where the reversible response was first observed.   
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 The maximum temperature rises induced in the film for various repetition 
rates are shown in Figure 4.12.  For low repetition rates no accumulation is observed, 
this is due to the complete dissipation of all thermal energy in the time between 
pulses.  The effect of accumulation first appears around 5 kHz, as seen in Figure 
4.12b, and continues to exponentially increase thereafter.  Since very little 
accumulation is seen at 5 kHz and the TbCo film nucleated at 5 kHz, these results 
indicate that the nucleation energy of the film was very close to energy necessary for 
the magnetization reversal phenomena.  If this is the case, then the utility of these 
films in devices may be severely limited.   
 
Figure 4.12.  The maximum temperature reached in the film using the minimum 
fluence required for single-pulse magnetization reversal.  (a) The repetition rate 
dependence of the temperature of the film and (b) the maximum temperature increase 
versus the repetition rate of the incident laser. 
4.3.5 Summary 
 A numerical FDTD model was developed to model the laser heating of a 
TEM specimen.  It was validated experimentally by indirectly measuring the in situ 
photothermal temperature rise of an Al thin film and also through an analytical 
solution to the heat equation.  The results from this model indicate that the 
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temperature in the sample did not approach its Curie temperature during the 
accumulation experiments.  The observed reversal could then be due to a heat-assisted 
reversal due to stray fields in the TEM or, as has previously been suggested, be due to 
ultrafast non-equilibrium dynamics between the electrons, spins, and the lattice.189 
This work then helps eliminate equilibrium temperature compensation point 
mechanisms as possible mechanism for the reversal.  Furthermore, based on the 
FDTD model, the film nucleation (type II irreversible response) occurred when the 
sample had an average temperature of 434 K or a maximum temperature of 505 K.  
These temperatures were found assuming composite optical and thermal properties.  
The layer specific maximum temperatures were 858 K, 639 K, 376 K, and 300 K for 
the top down Ta, TbCo, Ta, and SiN layers respectively.  Future studies will focus on 
modeling photothermal profiles using non-equilibrium dynamics, characterizing the 
nucleated film to quantify the structures formed, and further, resolving the domain-
wall dynamics arising during fs magnetization reversal—via stroboscopic ultrafast 
electron microscopy63,66,70,205,209 and directly imaging the associated thermal energy 
generation and propagation and resolving its effect on the magnetic and spin-transport 
behavior of the film.224 
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5 UEM OF MAGNETIC 
MATERIALS 
 Since the first UEM was built in 2006, exciting discoveries in ultrafast 
dynamics have been made in structural, phase, electronic, mechanical, biological, and 
phonon systems.64,88,89,225-229 To date, only a single magnetic system has been 
investigated using a UEM and that was limited to nanosecond dynamics.205  Despite 
the large interest in understanding new magnetic physics, the field has so far been 
unable to visualize magnetic dynamics which occur in the ultrafast regime.  Here I 
will discuss my work optimizing the UEM for imaging ultrafast magnetic dynamics.   
5.1 Identifying the Issues 
 When using the Fresnel imaging technique in a TEM, the spatial coherence 
of the source defines the smallest domain walls that can be observed.  In UEM, when 
photoelectron packets contain a large number of electrons, the spatial coherence of the 
beam degrades due to space-charge effects.77-81 The decreased coherence can be 
mitigated by either aperturing the beam to produce a smaller effective source or by 
decreasing the number of electrons in the packet, thus reducing space-charge effects.  
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Both of these cases limit the rate of signal accumulation on the camera.  The decrease 
in signal can be eased by operating at higher repetition rates.  The signal is then 
limited by the time it takes for the sample to fully recover after each pulse.  The 
recovery, as discussed in chapter 4, is often dictated by the thermal diffusion of heat 
in the system.  The only option available then to increase the signal without 
decreasing the spatial coherence is to increase the efficiency of each electron 
produced.  The efficiency can be increased by decreasing the emittance of the source 
(increasing the quality of the electron beam), utilizing as many electrons as possible, 
and limiting the noise. 
 For most TEM applications the signal is considerably above the noise 
threshold of the detector; however, for UEM applications the signal-to-noise ratio 
(SNR) can be very limited in some applications.  Most of the noise in a CCD camera 
is due to shot noise from the low overall intensity and thermal noise due to the long 
exposure times.  For the camera used in these UEM experiments (Gatan Orius SC200 
2k camera), the thermal noise or "dark current" is listed around 2 counts per second 
per pixel.  In standard TEM operation a standard 5 µA electron beam current provides 
more than 1013 electrons per second or nearly 107 electron per pixel per second to 
produce an image.  In a UEM experiment however, if we assume that the space-
charge effects limits the number of electrons generated per pulse to 10,000 electrons, 
that only 10% of these electron can be used to maintain the spatial coherence, and that 
the specimen limits the repetition rate to 10 kHz, there are 6 orders of magnitude 
fewer electrons for imaging.  This leaves only about 2 electrons per pixel per second 
for imaging.  Assuming each electron then produces 10 counts on the detector, a 10% 
change in intensity is right at the noise threshold of just the dark current.  To 
overcome this limitation and thus enable the investigation of low SNR phenomena, 
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particle tracking simulations were employed to understand the effects of TEM 
components on the electron packets.  In the following, excerpts from the works by E.  
Kieft, K.  B.  Schliep, P.  K.  Suri, and D.  J.  Flannigan, titled “Communication: 
Effects of thermionic-gun parameters on operating modes in ultrafast electron 
microscopy”, published in Structural Dynamics in 2015 will be discussed. 
5.2 Simulating Electron Trajectories to Optimize UEM 
 Via ray-tracing simulations conducted with the General Particle Tracer 
(GPT) software package184 and field codes specific to the electron-optical design for a 
Tecnai T20 G2 (the platform upon which the FEI Tecnai Femto UEM is based), the 
effects of thermionic electron gun (TEG) geometry and incident laser-pulse 
parameters on various photoelectron-packet properties [e.g., collection efficiency (i.e., 
maximum beam current), duration, and energy spread] were found.  The simulations 
were performed for three distinct UEM modes—single-electron (one electron per 
packet), burst (103 electrons per packet), and single-shot (107 electrons per packet)—
for a Wehnelt at 0 V (i.e., no bias).    
 Figure 5.1 summarizes the simulation results for the stroboscopic single-
electron and burst modes for critical photoelectron-packet properties—namely, the 
energy and temporal spreads (ΔE50 and Δt50, respectively)—and TEG-based UEM 
collection efficiency (CE), all as a function of LaB6 vertical position from Wehnelt.  A 
critical parameter of interest is CE, which is defined here as the fraction of 
photoelectrons generated at the LaB6 source that pass through the anode, acceleration 
tube, and C1 aperture (0.6 mm diameter), thus entering the illumination system of the 
microscope.  In Figure 5.1d, the effect of tip height (Ztip) on temporal spread (Δt50) for 
the single-electron mode was simulated for three incident laser-pulse durations: 10, 
80, and 280 fs.  Here, Δt50 and ΔE50 are defined as the temporal and energy ranges, 
   116   
respectively, that contain the middle 50% of the Gaussian photoelectron (statistical) 
profile.   
 
Figure 5.1.  Dependence of (a) photoelectron collection efficiency (CE), (b) energy 
spread (ΔE50), and (c) temporal spread (Δt50) on LaB6 position relative to the Wehnelt 
aperture (Ztip) for the single-electron (green squares) and burst (red circles) modes.  
(d) Dependence of the statistical temporal spread for the single-electron mode on Ztip 
for full, incident laser-pulse durations of 280 fs (blue triangles), 80 fs (purple inverted 
triangles), and 10 fs (light-blue diamonds).  The key in (a) corresponds to panels (a-c), 
while the key in (d) is specific to that panel.  The gray, dashed vertical line at Ztip = 
350 μm denotes a position at which the single-electron CE is 100%. 
 A key prediction arising from the simulations is that there are optimum Ztip 
settings (e.g., 350 μm) at which 100% CE can be achieved in the single-electron 
stroboscopic mode.  Despite the absence of a bias applied to the Wehnelt cylinder the 
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electrode acts as an electrostatic lens.  As importantly, a strong dependence of CE on 
Ztip is predicted, with values falling to near 0% at the simulation boundaries (i.e., 200 
and 425 μm); the Ztip distance affects the focusing of the photoelectrons.  Further, as 
the electron-density per packet is increased from one to 103 (i.e., transition from the 
single-electron to burst mode), (i) the optimum Ztip shifts to shorter distances, (ii) the 
maximum CE reaches only 20%, and (iii) ΔE50 significantly deteriorates due to space-
charge effects. 
 The simulations indicate that for packets containing a large number of 
particles, electrons in the first few ps of the head and last few ps of the tail experience 
a charge imbalance and, thus, a net force that is directed forward and backward, 
respectively.  Hence, these electrons are accelerated in the forward (head) and 
backward (tail) directions.  In the burst mode, these end effects lead to a dominant 
correlated energy spread (with time).  Conversely, for the single-shot mode, the 
number of electrons in the first and last few ps is small compared to the total packet 
population, and, thus, the end effects are negligible and can be ignored.  This typically 
leads to smaller energy spreads in the single-shot mode, even for similar instantaneous 
current in the packet. 
 For the single-electron mode, the full duration of the laser pulse incident on 
the photocathode is predicted to have little to no effect on Δt50 across the range of Ztip 
investigated here, see Figure 5.1d.  Indeed, at the optimum Ztip, where CE = 100%, a 
reduction of the incident laser-pulse duration from 280 to 80 fs produced a 
commensurate drop in Δt50 of only 20 fs; a further reduction in incident-pulse duration 
to 10 fs had no additional affect.  This can be rationalized by again noting that the 
quoted laser-pulse durations correspond to the entire pulse, while that of the 
photoelectrons refers to the central region containing half the total population.  Thus, 
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the photoelectron durations studied here are, in most instances, significantly longer 
than the incident laser-pulse durations.  Additionally, the simulations predict Δt50 will 
increase with increasing Ztip owing to weaker stray fields directly adjacent to the tip; 
the residence time of the photoelectrons at relatively lower kinetic energies increases, 
thus exacerbating their energy dispersion and mutual interactions. 
 The simulations summarized in Figure 5.1 were performed with a fixed DWeh 
= 0.7 mm.  Thus, in order to determine the effect of Wehnelt-aperture diameter on CE, 
ΔE50, Δt50, and the optimum Ztip (i.e., Zopt), the simulations were repeated for various 
DWeh ranging from 0.5 to 4 mm for burst mode and 0.5 to 3.5 mm for the single-
electron and single-shot modes, the results of which are summarized in Figure 5.2.  
Here, the incident laser-pulse duration was fixed at 280 fs, and Zopt for each DWeh was 
determined in the same manner as previously discussed.  Likewise, the CE for each 
UEM mode and at each DWeh was determined at the corresponding Zopt for that 
particular setting. 
 Recall from Figure 5.1 that, for a fixed DWeh = 0.7 mm, the maximum CE for 
burst mode was 20% at Zopt, while it reached 100% for the single-electron mode.  The 
results summarized in Figure 5.2a show that CE for both the single-shot and burst 
modes increases linearly with increasing DWeh, approaching 100% for both cases at 
the simulation limits.  In addition, ΔE50 generally decreases with increasing DWeh for 
the burst and single-shot modes (no change is observed for the single-electron mode), 
while Δt50 decreases for the burst mode and slightly increases for the single-electron 
mode (Figure 5.2b and 5.2c, respectively). 
 Finally, note that according to Figure 5.2d, a nearly-linear increase in Zopt 
with increasing DWeh is required in order to realize the trends in Figure 5.2a-c.  
Experimentally, this may result in practical challenges for Ztip > 2 mm.  Nevertheless, 
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the simulations predict a large DWeh will generally improve all parameters for all UEM 
modes.  This is because the full beam can expand more before it is focused toward the 
C1 aperture, and the collected part is much wider throughout most of the accelerator; 
there is more distance between nearest-neighbor photoelectrons, and the Boersch 
effect is reduced. 
 
Figure 5.2.  Dependence of (a) photoelectron collection efficiency (CE), (b) energy 
spread (ΔE50), (c) temporal spread (Δt50), and (d) optimum LaB6 tip position (Zopt) on 
Wehnelt-aperture diameter (DWeh) for the single-electron (green squares), burst (red 
circles), and single-shot (blue triangles) UEM modes.  The key in (a) corresponds to 
all panels. 
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5.3 Changes to UEM 
 To fully optimize the performance of the UEM at the University of 
Minnesota for magnetic imaging, several nonstandard modifications were made.  
These modifications were led by the results from the simulations discussed above.  
The tip height was optimized by systematically varying the tip height to maximize the 
electron beam current for a set laser fluence.  A 50 µm flat diameter tip was used to 
optimize the interplay between spatial coherence due to small emission surface and 
limiting space-charge effects at the surface.  Additionally, the larger than standard tip 
allowed the incident laser energy to be distributed over a larger surface which reduced 
the chance of inducing laser damage, thus increasing the stability of the tip.  As 
determined from the electron simulations, a large 2 mm Wehnelt was inserted (typical 
Wehnelts are between 0.3-0.7 mm).  Since the photoelectrons generated over the 
surface of the tip diameter should have a low emittance, a large 1250 µm condenser 
aperture was installed to allow all the electrons to interact with the specimen. And 
lastly,to reduce the effects of thermal noise, the camera was normalized for long 
exposure times.   
 With these advancements, ultrafast magnetic imaging in a UEM was made 
possible.  In the following, I will discuss the world’s first demonstration of imaging 
ultrafast magnetic dynamics in a UEM.  This work expands the operational space of 
UEM and will hopefully promote further research into magnetic dynamics.   
5.4 Ultrafast Magnetic Dynamics in UEM 
 Due to their intrinsic memory applications, the fundamental dynamics of 
magnetism have recently become a major research topic.177,178,201  It was found that 
the magnetization state of material can be effected at ultrafast time scales, 
significantly faster than what was once thought the fundamental limit, using ultrafast 
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laser pulses.183 Researcher have since discovered several fascinating magneto-optic 
phenomena that have revolutionized how we understand magnetic 
interactions.177,178,184,186,201 Currently, these magnetic phenomena have been almost 
exclusively been investigated using TR-MOKE.  Due to the diffraction limitation of 
light, these techniques provide an ensemble-averaged of the system, and further, are 
unable to correlate structural or compositional variations in the sample with the 
magnetic dynamics.  Here, the first ultrafast magnetic dynamics observed in a UEM 
are presented.   
5.4.1 Growth and Characterization. 
 A thin film of FePt was deposited onto a SiN windowed TEM grid via 
magnetron sputtering from elemental targets.  The film composition was set by 
deposition rate to be near Fe50Pt50.  The film thickness was confirmed to be 35 nm by 
XRR, see Figure 5.3a.  Since the sample was not annealed, it is expected to be the A1 
phase with the Fe and Pt randomly distributed in the fcc positions.  The disordered 
phase has no crystalline anisotropy so the magnetization is expected to lay in-plane.  
The magnetic easy axis was confirmed by VSM, see Figure 5.3b.  Initial experiments 
were unsuccessful due to limitations in relaxation of the film.  To reduce effects of 
thermal accumulation in the film, a 100 nm thick by 40 µm x 20 µm platinum island 
was deposited onto the film using a focused-ion beam (FIB).   
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Figure 5.3.  (a) Grazing-incidence XRR showing clear Kiessig fringes from which the 
total film thickness was determined to be 35 nm.  (b) In-plane (black) and out-of-
plane (red) hysteresis loops from the FePt thin film.  From this the magnetization easy 
axis is in-plane and the saturation magnetization was determined to be 580 emu/cm3. 
5.4.2 Results 
 The platinum island not only allowed for faster repetition rates, but it also 
acted as a pinning site for domain walls.  Fresnel imaging was used to visualize the 
magnetic state of the sample.  All the images were taken at a 25 mm defocus with the 
objective lens turned off.  A Fresnel image of a pair of domain walls that formed near 
the edge of the platinum island formed using thermionic electrons is shown in Figure 
5.4a.  The domain walls observed here could be erased with a magnetic field from the 
objective lens (Figure 5.4b) and, by irradiating the area with a large laser fluence (> 2 
mJ/cm2), the domain walls would reform in a similar location.  After switching modes 
from thermionic to pulsed electrons at 5 kHz, the sample was imaged at zero defocus 
(Figure 5.4c) and then at 25 mm defocus (Figure 5.4d).  These images demonstrate 
that the photoelectrons were both coherent enough and bright enough to observe the 
magnetic contrast in the sample.  The images in Figure 5.4 were acquired with rates of 
31500, 45300, 491, and 272 counts/pixel/sec and acquisition times of 1, 1, 60, and 90 
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seconds for Figure 5.4a-d, respectively.  The dynamic response of the system was then 
investigated using a 1 mJ/cm2 pump pulse fluence.   
 
Figure 5.4.  Under-focused Fresnel imaging of a SiN(15 nm)/FePt (20 nm) thin film, 
the defocus value is given in the upper right hand corner of each frame.  The black 
rectangle is a 20 µm by 40 µm by 100 nm platinum island.  Thermionic micrographs 
are shown (a) before and (b) after the application of a 1.2 T field directed parallel to 
the film normal.  Pulsed photoelectron imaging at 5 kHz are shown at (c) 0 mm 
defocus and (d) 25 mm.   
 For all stroboscopic UEM imaging, great care must be taken to prevent 
artifacts.  Several precautions were taken in the collection of this data.  To isolate the 
ultrafast dynamics from any slow, accumulative variations in the sample, the images 
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were captured at random time points and later reconstructed in the proper timestep 
order.  The results of imaging the specimen at 2 ps timestep intervals for 40 seconds 
are shown in Figure 5.5.  To make the subtleties more visible 10 images from before 
time zero and 10 images far after time zero were summed and shown in Figure 5.5a 
and Figure 5.5b.  Variations can be seen in the black box as a dark band and as a 
white band along the right edge of the frame.  The black and red boxes were the 
regions where the intensity was summed for the results shown in Figure 5.5c.  To 
eliminate intensity variations due to changes in the photoelectron emission, the 
summed intensity from the black box around the domain wall, I(DW), was normalized 
against summed intensity from the red box around the background signal, I(BG).  The 
results of this are shown in Figure 5d.  The resulting response was fit with a 
Boltzmann function so that the response of the system could be found.   
 
Figure 5.5.  Using Fresnel contrast to demonstrate the change in domain wall 
intensity in a FePt thin film.  Fresnel images used to measure the ultrafast magnetic 
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response from the film are shown (a) before time zero and (b) after time zero.  These 
images were made by summing the intensities from the time points shown in the top 
right corner of the frames.  The intensities, I, shown (c) are the summed intensities 
from inside the red and black boxes shown in (a) and (b).  The intensity from the red 
box is the background signal, I(BG), and the intensity from the black is the domain 
wall signal, I(DW).  The isolated magnetic response is shown black in (d).  The 
resulting signal is fit by a Boltzmann function shown in red.   
 The Boltzmann fit of the magnetic response yields a measured response time 
of 𝜏𝜏𝑀𝑀𝑀𝑀𝑀𝑀 = 3.4 ps FWHM.  This response time was not the true response of the system; 
it is instead a convolution of the response of the instrument, the duration of the 
initiation, and the actual response from the material.  The instrument response is the 
temporal resolution of the microscope and is therefore limited by the pulse duration of 
the electrons.  Assuming the laser initiation response is the laser pulse duration (thus 
negligible) and that the pulse duration varies logarithmically with the number of 
electrons, the instrument response can then be estimated from the particle tracer 
simulations.  Assuming that all of the electrons are detected and a conversion 
efficiency of 10 counts per electron, we can estimate the number of electrons in the 
electron pulse from the summed intensity of a single image.  This assumption yields 
about 100 electrons per pulse that reach the detector.  Assuming the CE also varies 
logarithmically with the number of electrons, we get a collection efficiency of 75% 
and the total number of electrons emitted per pulse to be 133 with a Δt50 of .45 ps or 
the instrument response time, 𝜏𝜏𝐼𝐼𝑀𝑀=1.5 ps FWHM.  Using 
 𝛕𝛕𝐀𝐀𝐑𝐑𝐓𝐓 =  �𝝉𝝉𝑴𝑴𝑴𝑴𝑻𝑻𝟐𝟐 − 𝝉𝝉𝑰𝑰𝑴𝑴𝑻𝑻𝟐𝟐  5.1 
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where 𝜏𝜏𝐴𝐴𝑀𝑀𝑀𝑀 is the actual response time of the system, 𝜏𝜏𝐴𝐴𝑀𝑀𝑀𝑀 = 3.1 ps.  The origin of this 
domain wall contrast change is attributed to an ultrafast demagnetization of the FePt 
thin film.   
 Ultrafast laser-induced demagnetization has been studied since 1996 and is 
still hotly debated.201,230-232.  The timescale of the magnetic contrast change here is 
similar to that recorded for FePt using TR-MOKE.232 The change in intensity of the 
domain wall is attributed to the decrease in the magnetization of the thin film.  Since 
the domain wall contrast in the black box (Figure 5.5a) is due to the Lorentz force 
deflecting the electrons, as the specimen demagnetizes, the sample would deflect the 
electrons less resulting in a decrease in contrast.   
5.4.3 Summary 
 In summary, electron particle tracing software was used to determine the 
optimal TEM settings for imaging low SNR phenomena.  A TEM specimen of FePt 
was developed with Pt heat sinks to observe ultrafast demagnetization using UEM.  It 
was shown that the pump laser pulse caused an ultrafast decrease in the domain wall 
contrast, with a response time of 3.4 ps FWHM.  These dynamics are consistent with 
reports for ultrafast demagnetization.  This work proves, for the first time—that 
magnetic dynamics can be observed on the ultrafast timescale using UEM.  This work 
paves the way for the direct investigation of spintronic device operation and nanoscale 
magnetic phenomena. 
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