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E-mail address: david.sanchez@urv.cat (D. SánchezSemantic similarity estimation is an important component of analysing natural language resources like
clinical records. Proper understanding of concept semantics allows for improved use and integration of
heterogeneous clinical sources as well as higher information retrieval accuracy. Semantic similarity
has been the focus of much research, which has led to the deﬁnition of heterogeneous measures using
different theoretical principles and knowledge resources in a variety of contexts and application domains.
In this paper, we study several of these measures, in addition to other similarity coefﬁcients (not neces-
sarily framed in a semantic context) that may be useful in determining the similarity of sets of terms. In
order to make them easier to interpret and improve their applicability and accuracy, we propose a frame-
work grounded in information theory that allows the measures studied to be uniformly redeﬁned. Our
framework is based on approximating concept semantics in terms of Information Content (IC). We also
propose computing IC in a scalable and efﬁcient manner from the taxonomical knowledge modelled in
biomedical ontologies. As a result, new semantic similarity measures expressed in terms of concept Infor-
mation Content are presented. These measures are evaluated and compared to related works using a
benchmark of medical terms and a standard biomedical ontology. We found that an information-theoret-
ical redeﬁnition of well-known semantic measures and similarity coefﬁcients, and an intrinsic estimation
of concept IC result in noticeable improvements in their accuracy.
 2011 Elsevier Inc. All rights reserved.1. Introduction
The estimation of semantic similarity between concepts is an
important component of analysing natural language resources.
Proper assessment of concept alikeness improves the understand-
ing of textual resources and increases the accuracy of knowledge-
based applications. Semantic similarity estimation has many direct
applications. Word sense disambiguation [1,2], for example, can be
tackled by assessing how semantically similar the context words of
an ambiguous term is with respect to each of its senses (each one
described by a textual gloss in a thesaurus). The evaluation of the
similarity between the context of a term and its senses also enables
automatic spelling error detection and correction systems [3]. They
assume that potentially erroneous terms are those semantically
unrelated to any of their senses; these errors are corrected by dis-
covering lexical variations of problematic terms that appear to be
semantically related to the context. Semantic similarity can also
assist the detection of different formulations of the same concept
[4], such as synonyms, lexicalizations or even acronyms. Language
translation [5] relies on similar strategies because, in fact, thell rights reserved.
).detection of terms pairs expressed in different languages but refer-
ring to the same concept can be seen as a synonym discovery task.
Semantic similarity assessments can also assist information extrac-
tion [6] and knowledge acquisition tasks, such as semantic annota-
tion [7] and ontology learning [8,9]. They parse textual resources to
extract or detect terms that can be semantically related to already
acquired ones. Finally, categorisation or clustering [5,10] algo-
rithms analysing individuals described by textual features rely on
semantic similarity measures to detect and group the most similar
subjects.
The biomedical domain is an especially relevant context due to
the proliferation of textual resources and the importance of termi-
nology. As stated above, semantic similarity measures are needed
to classify textual data [11,12] such as clinical records. For exam-
ple, patient’s records (expressed in unstructured or semi-struc-
tured textual forms) can be semantically analysed by means of
similarity measures to identify subjects with similar conditions
or pathologies. As a result, classical data-mining techniques can
be applied to textual medical data to extract useful information
about previous care processes, evolution of certain diseases, social
trends, etc. Semantic technologies can also assist the integration of
heterogeneous clinical data [13] (such as clinical records expressed
in different formats), in which a semantic interpretation of their
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the interoperability between medical sources, which are com-
monly dispersed and stand-alone. Medical information retrieval
(IR) and literature mining [14] are also a relevant areas in this do-
main, in which a large amount of electronic information is avail-
able (e.g., clinical histories, digital libraries like PubMed, etc.).
Due to the strictness of keyword-based search engines, IR recall
can be improved by extending user’s queries to conceptually
equivalent formulations using semantically similar terms [15]. Fi-
nally, IR from digital libraries can also beneﬁt from a conceptual
indexing of stored documents, structured according the semantic
similarity between the most salient topics [16,17].
Because of the importance of accurate semantic similarity esti-
mation, it has been extensively studied in the past, leading to the
deﬁnition of a variety of measures. Many works have proposed
general-purpose similarity measures [18–21], while other authors
have deﬁned ad hoc solutions or applied/adapted general ap-
proaches in a particular domain [22–24]. It is important to note
that two different paradigms can be found in the literature [24].
On one hand, semantic similarity, which is the focus of this paper,
states the taxonomic proximity between terms. For example, bron-
chitis and ﬂu are similar because both are disorders of the respira-
tory system (i.e., they share some aspects of their meaning). On the
other hand, the more general concept of semantic relatedness con-
siders taxonomic and non-taxonomic relations (e.g., meronymy,
functionality, cause-effect, etc.) between terms. For example, we
can say that diuretics and hypertension are related (because the for-
mer is used to treat the later) even though they are not taxonom-
ically similar.
Similarity (i.e., taxonomy-based) measures can be classiﬁed
according to their theoretical principles and the knowledge sources
used. In the former case, differentmeasureshavebeendeﬁnedbased
on the analysis of the geometric structure of subsumption hierar-
chies, the estimation of the concept’s Information Content (IC), the
evaluation of semantic features, etc. (see Section 2). In the latter
case, different knowledge resources have been considered, such as
ontologies/taxonomies, domain corpora, thesauri, etc. Most works
make use of general-purpose resources (such as domain-indepen-
dent tagged corpora orWordNet [25], a thesaurus that ontologically
describes and organises more than 100,000 concepts). However,
these sources offer limited coverage of biomedical terms [15]. Fortu-
nately, the ﬁeld of biomedicine has been very proliﬁc in creating and
deﬁning structured knowledge sources, such as medical ontologies
or structured vocabularies that model and organise concepts in a
comprehensive and non-ambiguous manner. Some well-known
examples include Medical Subject Headings (MeSH), International
Classiﬁcation of Diseases (the ICD taxonomy) and Systematised
Nomenclature of Medicine, Clinical Terms (SNOMED CT). Because of
the availability of these resources, there has been growing interest
in recent years in using biomedical knowledge structures for
semantic similarity assessments [15,22,24]. Some relatedness
measures (which are mainly based on the distribution of terms in
a corpus [26] or on the degree of overlapping between context word
vectors [27]) have been also applied to biomedicine by using
semi-structured medical corpora as knowledge sources [15].
Despite differing approaches to semantic similarity, a formal
study of some of them [28] reveals that similarity estimations
are based on evaluating commonalities and/or differences between
compared terms. This basic principle is shared with other similar-
ity functions, which are not framed in a semantic context. Set the-
ory, for example, which aims to evaluate the alikeness between
sets according to their overlapping and differential elements, de-
ﬁnes numerous similarity coefﬁcients [29]. In fact, as other studies
have shown in the past [28] and as we will show in this paper,
some widely used semantic similarity measures are equivalent to
classical set-based coefﬁcients.Our work aims to contribute to the body of research concerning
this topic.We propose a common framework for semantic similarity
estimation (i.e., focused on the taxonomic aspect) based on infor-
mation theory, in which concepts are semantically characterised
by the amount of information (i.e., Information Content (IC)) they
provide. As opposed to classical approaches that base IC computa-
tion on term appearance probabilities in corpora [20], our approach
will use the taxonomic structure of biomedical sources like the
above-mentioned ontologies/vocabularies to compute IC. We then
apply the framework to redeﬁne well-known semantic similarity
measures and classic similarity coefﬁcients, resulting in new mea-
sures framed in information theory. Because the new measures
are uniformly expressed and use the same principles, a clearer com-
parison of measures (originally deﬁned in different contexts and
with different aims) is possible. Moreover, it enables the use of
well-known similarity coefﬁcients [29–31] (with robust theoretical
foundations and properties [32,33]) in a semantic context.
To summarise, in this paper we study and compare several
commonly referenced similarity computation paradigms, regard-
less of whether or not they are framed in a semantic context or
in the speciﬁc ﬁeld of biomedicine. We propose a framework for
each of them based on information theory which allows heteroge-
neous measures to be rewritten in a uniform manner, obtaining
new semantic similarity functions. Finally, we evaluate the accu-
racy of these new approaches in the ﬁeld of biomedicine, compar-
ing them to related works by means of a widely used benchmark of
medical terms using SNOMED CT as a knowledge source. Our re-
sults show that an information-theoretical redeﬁnition of well-
known semantic measures and similarity coefﬁcients leads to a
noticeable improvement in accuracy in comparison to other simi-
larity-focused ontology-based related works.
The remainder of this paper is organised as follows. Section 2
analyses the possibilities of information theory in describing con-
cept semantics and studies the primary approaches used in com-
puting the IC of a concept focusing on ontology-based paradigms.
Next we describe previous proposals for IC-based measures for
semantic similarity estimation. We then study several set-based
similarity coefﬁcients and ontology-based semantic measures not
framed in information theory. Finally, we present a general frame-
work for redeﬁning these measures in terms of the IC of concepts.
Section 3 evaluates the redeﬁned measures and compares them to
related works when applied to biomedical terms. Section 4 analy-
ses and discusses the results. The ﬁnal section presents our conclu-
sions and lines of future research.2. Methods
2.1. Estimating the IC of a concept
In the context of information theory and semantics, concepts
are evaluated according to their Information Content (IC). IC quan-
tiﬁes the amount of information provided by a given term when
appearing in a discourse. This is a powerful statement that summa-
rises concept semantics. It can be used to compute the similarity
between concepts according to the amount of information they
share (see Section 2.2).
Our framework for similarity estimation relies closely on the
accurate estimation of the IC of concepts. In this section we survey
the most common ways to compute IC.
In Resnik’s seminal work [20], IC is computed as (1):
ICðcÞ ¼  log pðcÞ ð1Þ
where p(c) is the probability the concept c appearing in a corpus.
Ideally, if the corpus is large and heterogeneous enough to accu-
rately represent concept usage at a social scale, p(c) will enable an
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and data sparseness severely hamper p(c) estimation. On the one
hand, because textual corpora contain words rather than concepts,
it is necessary to disambiguate concept appearances, identifying
word senses by means of manual tagging. On the other hand, it
is unlikely to have such large and representative tagged corpora,
especially in speciﬁc domains such as biomedicine.
In a general context, related works [18,20] estimated concept
appearance frequencies from SemCor [34], a semantically tagged
text consisting of 100 passages extracted from the Brown Corpus.
Due to the manual tagging based on the ﬁne grained structure of
word senses covered by WordNet, p(c) calculation was accurate,
but limited to the coverage of corpora (which represented less than
13% of the word senses available in the latest version of WordNet
[35]).
It is important to note that to compute coherent values of p(c)
from a semantic point of view, one must consider all the explicit
appearances of c in addition to the appearances of concepts that
are semantically subsumed by c (i.e., all its taxonomical specialisa-
tions and instances). For example, to estimate the IC of the concept
‘disease’, all its explicit appearances should be counted along with
the appearances of all its specialisations such as ‘ﬂu’, ‘measles’, and
‘mumps’. Formally, Resnik proposed calculating p(c) as (2):
pðcÞ ¼
P
w2WðcÞcountðwÞ
N
ð2Þ
where W(c) is the set of terms in the corpus whose senses are sub-
sumed by c and N is the total number of corpus terms.
To do this, related works [4,18,20] obtained concept specialisa-
tions from general-purpose ontological resources such as Word-
Net. If either the taxonomical structure or the corpus changes,
re-computations of the affected branches are needed, hampering
the scalability of the solution. Moreover, the background taxonomy
must be as complete as possible (i.e., it should include most of the
specialisations of a speciﬁc concept) in order to provide reliable re-
sults. Partial taxonomies with a limited scope may not be suitable
for this purpose.
In addition to ambiguity and scalability problems, in the bio-
medical context the sparseness of data from general-purpose
sources is even more evident, due to limited coverage of biomedi-
cal terms [15]. For this reason, some authors [15,22,24] have made
use of domain-speciﬁc resources such as the SNOMED CT taxon-
omy of medical concepts, and textual corpora of structured clinical
notes. Unfortunately, large corpora are not typically available for
many domains due to the cost of compiling, structuring and pro-
cessing such a large quantity of information and, in particular for
the biomedical domain, due to the private nature of clinical data.
To overcome the scalability problems caused by the need for
manual tagging for word sense disambiguation, and the depen-
dency on the availability of suitable corpora, some authors have
proposed computing IC only from the knowledge modelled in an
ontology [36–39]. Purely ontology-based or intrinsic IC computa-
tion models assume that the taxonomic structure of ontologies is
organised in a meaningful way, according to the principles of cog-
nitive saliency [40]: concepts are specialised when they must be
differentiated from other existing concepts. As a result, concepts
located at a higher level in the taxonomy that present many hyp-
onyms or leaves (i.e., specialisations) under their taxonomic
branches would have less IC than highly specialised concepts (with
many hypernyms or subsumers) located on the leaves of the hier-
archy. In terms of concept appearance probabilities, related works
[36,41] assumed that the abstract concepts of the ontology are
more likely to appear in a corpus because they are implicitly re-
ferred to in texts by means of all their subsumed concepts. Appear-
ance probabilities are approximated in these approaches inaccordance with the number of the concept’s hyponyms and/or
subsumers.
Several approaches published in recent years have proposed
intrinsic IC computation models [36,37]. These have been progres-
sively reﬁned by incorporating additional semantic evidence ex-
tracted from the input ontology into the assessment: number of
hyponyms, leaves or relative depth of concepts in the taxonomy,
concept subsumers, etc. In a recent work, we [38] proposed esti-
mating p(c) intrinsically as the ratio between the number of leaves
of c (as a measure of its generality) compared to the number of
taxonomical subsumers (as a measure of its concreteness).
Formally:
ICðcÞ ¼  log pðcÞ ﬃ  log
jleavesðcÞj
jsubsumersðcÞj þ 1
max leavesþ 1
 !
ð3Þ
where leaves(c) is the set of concepts found at the end of the taxo-
nomical tree under concept c and subsumers(c) is the complete set
of taxonomical ancestors of c including itself. It is important to note
that in case of multiple inheritance all the ancestors are considered.
The ratio is normalised by the least informative concept (i.e., the
root of the taxonomy), for which the number of leaves is the total
amount of leaves in the taxonomy (max_leaves) and the number
of subsumers including itself is 1. To produce values in the range
0. . .1 (i.e., in the same range as the original probability) and avoid
log(0) values, 1 is added to both expressions.
As shown in Table 1, this approach represents an improvement
to previous ones [36,37] in that it can differentiate concepts with
the same number of hyponyms/leaves but different degrees of con-
creteness (expressed by the number of subsumers), and consider
the explicit knowledge modelled by means of multiple inheritance
relationships [38]. It also prevents dependence on the granularity
and detail of the inner taxonomical structure by relying on taxo-
nomical leaves rather than the complete set of hyponyms.
Due to the scarcity of tagged medical data and thanks to the
availability of structured biomedical ontologies/thesauri like
SNOMED CT, in our information-theoretical framework, IC will be
computed intrinsically using the approach described above (Eq.
(3)).
2.2. IC-based semantic similarity measures
The IC of a concept (estimated from its usage in textual corpora
or, in the case of intrinsic approaches, from the knowledge explic-
itly modelled in ontologies) summarises and quantiﬁes the seman-
tic content of the concept. As a result, it allows semantic similarity
measures to be developed based on the assessment of the IC of the
compared terms, which is the focus of our work. Although in this
paper we present several new IC-based measures, some related
works have already proposed similarity functions based on this
paradigm.
As stated in the introduction, most measures base assessment
on the evaluation of the quantity of semantic commonalties and
differences of the compared concepts. In terms of IC, Resnik [20]
proposed estimating semantic commonalties among concepts
based on the amount of information they share. In a taxonomy, this
information is represented by the least common subsumer of both
concepts (LCS(c1,c2)), which is the most speciﬁc taxonomical ances-
tor common to c1 and c2. The more speciﬁc the subsumer is (higher
IC), the more similar the concepts are.
Based on this premise, Resnik proposed a similarity measure
that directly estimates similarity as the IC of the LCS (4).
simresðc1; c2Þ ¼ ICðLCSðc1; c2ÞÞ ð4Þ
One of the problems of Resnik’s metric is that any pair of concepts
with the same LCS will result in exactly the same similarity value.
Table 1
Comparison of IC computation approaches.
Approach Source Relies on Advantages(+)/Drawbacks()
Resnik [20] Corpora Concept appearance frequencies Requires manually tagged corpora
Problems of data sparseness
Seco et al. [36] Ontology Number of concept hyponyms +No corpora dependency
Zhou et al. [37] Ontology Number of concept hyponyms +No corpora dependency
Taxonomic depth +Differentiates concepts with different levels of generality
Sánchez et al. [38] Ontology Number of concept leaves +No corpora dependency
Number of concept subsumers +Differentiates concepts with different levels of generality
+Considers multiple inheritance
+Less dependency on taxonomy design
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tended Resnik’s work by considering the differential features of
each concept (introducing their corresponding ICs into the
equations).
Lin proposed measuring similarity as the ratio between the
common information between concepts (i.e., IC(LCS)) and the infor-
mation needed to fully describe them (i.e., the IC of each concept
alone) (2).
simlinðc1; c2Þ ¼ 2 ICðLCSðc1; c2ÞÞðICðc1Þ þ ICðc2ÞÞ ð5Þ
Jiang and Conrath applied a similar principle, but proposed calculat-
ing the concept distance (the opposite of similarity) as the differ-
ence between the IC of each concept and the IC of their LCS (6).
disj&cðc1; c2Þ ¼ ðICðc1Þ þ ICðc2ÞÞ  2 ICðLCSðc1; c2ÞÞ ð6Þ
Pedersen et al. [15] applied these measures to the biomedical
domain using SNOMED CT taxonomy and computing the IC of con-
cepts from their appearance probabilities in the Mayo Clinic Cor-
pus of Clinical Notes (more details in Section 3.1). Considering
that the creation and structuring of this corpus required a consid-
erable human effort [15], it would be interesting to evaluate how
the efﬁcient intrinsic IC calculation detailed in Section 2.1 com-
pares to its corpora-based counterpart when applied to the mea-
sures described above. Because our work is based on intrinsic IC
computation, its accuracy is a fundamental component for testing
the suitability of the proposed framework.Table 2
Set-based operators and their approximations in terms of IC of concepts.
Expressions found in set-based similarity
coefﬁcients
Approximation in terms of IC
|C1| IC(c1)
|C2| IC(c2)
jC1 \ C2j IC(LCS(c1,c2))
jC1  C2j ¼ jC1j  jC1j \ jC2j IC(c1)  IC(LCS(c1,c2))
jC2  C1j ¼ jC2j  jC1j \ jC2j IC(c2)  IC(LCS(c1,c2))
jC1 [ C2j ¼ jC1j þ jC2j  jC1 \ C2j IC(c1) + IC(c2)  IC(LCS(c1,c2))
|C1| + |C2| IC(c1) + IC(c2)2.3. Set-based similarity: an information-theoretical approach
Many similarity coefﬁcients have been published, not necessar-
ily framed in a semantic context, which have been designed for a
variety of applications. Set theory has extensively studied the sim-
ilarity paradigm to evaluate set representations. As a result, a vari-
ety of similarity coefﬁcients can be deﬁned in terms of set
operators. To our knowledge, very few of them have been directly
applied in the semantic context, and rarely in the biomedical ﬁeld.
In this section, we summarise some of the most common simi-
larity coefﬁcients found in the set-theory ﬁeld using a common
notation. We then propose an information-theoretical framework
for rewriting these coefﬁcients in terms of the IC of the concepts,
computed as in Eq. (3). Finally, we propose new IC-based similarity
measures that can be directly applied in the semantic context.
In terms of set-theory, we denote S as a ﬁnite set of elements,
with C1 and C2 being subsets of S. The similarity between these
subsets can be calculated in accordance with the number of com-
mon and differential elements of both sets. Classic set operators
(C1 \ C2; C1 [ C2;C1  C2, etc., see a summary in the ﬁrst column
of Table 2) can be used to deﬁne common and differential subsets,
whose evaluation conﬁgures different similarity functions.Using a common notation of set operators we summarise in the
ﬁrst two columns of Table 3 some of the most common similarity
coefﬁcients, many of which were originally deﬁned in ecological
studies [30,31,42–44]. Their theoretical properties are well-known
and have been extensively studied in the past [32,33].
We used the basis of information theory introduced in Sec-
tion 2.1 to rewrite these coefﬁcients in terms of concept semantics.
Let us assume that C1 and C2 represent the semantics of concepts c1
and c2 and that, consequently, |C1| and |C2| quantify the amount of
these semantics. In terms of semantic similarity, we can assess the
amount of concept semantics as a function of their IC (IC(c1),
IC(c2)). Therefore, we can deﬁne approximations framed in infor-
mation theory for the set operations used in those coefﬁcients.
These approximations (summarised in the second column of Ta-
ble 2) are based on two basic principles:
 As stated in Section 2.2, the shared information between two
concepts can be estimated by the IC of their LCS. In our case,
we approximate the cardinality of the intersection of C1 and
C2 (which represent their commonalty) as the IC of the LCS of
concepts c1 and c2 (i.e., IC(LCS(c1,c2))).
 Differences between sets can be quantiﬁed as the number of
elements in a set that are not in the intersection with another
set (e.g., jC1  C2j ¼ jC1j  jC1 \ C2j). In terms of IC, this is
achieved by subtracting the IC of their LCS (which represents
the intersection) from the IC of each concept alone (e.g.,
IC(c1)  IC(LCS(c1,c2))).
Note also that the cardinality of the union between two sets
ðjC1 [ C2jÞ includes their differential features and their intersection.
This is different to the addition of set cardinalities, in which their
common elements are counted twice. In consequence,
jC1 [ C2j ¼ jC1j þ jC2j  jC1 \ C2j, which, within information theory,
results in IC(c1) + IC(c2)  IC(LCS(c1,c2)).
As a result of this process, similarity coefﬁcients can be directly
rewritten in terms of IC as shown in the last column of Table 3. The
new semantic measures obtained can be easily applied in the
semantic context and in the biomedical domain by relying on the
Table 3
Similarity coefﬁcients deﬁned by means of set-based operators and their approxi-
mations in terms of IC.
Coefﬁcient Equation Approximation in terms of IC
Jaccard [30] jC1\C2 jjC1[C2 j
(7) ICðLCSðc1 ;c2ÞÞ
ICðc1ÞþICðc2ÞICðLCSðc1 ;c2ÞÞ
(13)
Dice [31] 2jC1\C2 jjC1 jþjC2 j
(8) 2ICðLCSðc1 ;c2ÞÞ
ICðc1ÞþICðc2Þ
(14)
Ochiaï [43] jC1\C2 jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jC1 jjC2 j
p (9) ICðLCSðc1 ;c2ÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ICðc1ÞICðc2Þ
p (15)
Simpson [45] jC1\C2 j
MinðjC1 j;jC2 jÞ
(10) ICðLCSðc1 ;c2ÞÞ
MinðICðc1Þ;ICðc2ÞÞ
(16)
Braun-
Blanquet
[42]
jC1\C2 j
MaxðjC1 j;jC2 jÞ
(11) ICðLCSðc1 ;c2ÞÞ
MaxðICðc1Þ;ICðc2ÞÞ
(17)
Sokal and
Sneath [46]
jC1\C2 j
2ðjC1 jþjC2 jÞ3jC1\C2 j
(12) ICðLCSðc1 ;c2ÞÞ
2ðICðc1ÞþICðc2ÞÞ3ICðLCSðc1 ;c2ÞÞ
(18)
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Lin’s well-known IC-based measure (see Eq. (5) in Section 2.2) is
equivalent to Dice’s coefﬁcient (14). As shown in the next section,
other equivalences can also be found between similarity measures
and classic coefﬁcients when rewriting them in terms of IC.
2.4. Redeﬁning ontology-based edge-counting measures in terms of IC
In addition to the IC-based measures presented in Section 2.2,
there are other paradigms for similarity estimation in the semantic
context (see an overview in Table 4). The most basic of these con-
sider ontologies as directed graphs in which concepts are interre-
lated by means of taxonomic links. Rada et al. [21] calculates the
distance between concepts according to the length of the mini-
mum path connecting them (19).
disradðc1; c2Þ ¼ jmin pathðc1; c2Þj ð19Þ
Several variations and improvements of this edge-counting ap-
proach have been proposed. For example, Wu and Palmer [19] also
considered the relative depth of both concepts in the taxonomy,
which is represented as the depth of their LCS (20). This is based
on the assumption that concepts lower down in the taxonomy are
less differentiated than those higher up.
simw&pðc1;c2Þ ¼ 2 depthðLCSðc1; c2ÞÞjmin pathðc1; c2Þj þ 2 depthðLCSðc1; c2ÞÞ ð20Þ
Leacock and Chodorow [47] also proposed a measure that con-
siders, in a non-linear fashion, the number of nodes between both
concepts including themselves (i.e., minimum path plus one) and
the maximum depth of the taxonomy in which they occur (21).
siml&cðc1; c2Þ ¼  log jmin pathðc1; c2Þj þ 12max depth
 
ð21Þ
Other approaches not covered in this study also use path length in
addition to other structural characteristics of a taxonomy, such as
relative depths of concepts, and local densities of taxonomicalTable 4
Comparison of semantic similarity measures.
Approach Type Comparison
Resnik [20] IC Relies on the IC of the LCS
Jiang and Conrath [18] IC Evaluates IC of the LCS vs. IC of each
concept
Lin [4] IC Evaluates IC of the LCS vs. IC of each
concept
Rada [21] Edge-
counting
Absolute path length
Wu and Palmer [19] Edge-
counting
Path scaled by concept depth
Leacock and Chorodow
[47]
Edge-
counting
Path scaled by taxonomy depthbranches [22,48]. Because several heterogeneous features must be
evaluated, these approaches assign weights to balance the contribu-
tion of each feature in the ﬁnal similarity value. These measures,
also considered as hybrid approaches [49], depend on the empirical
tuning of weights according to background ontology and input
terms, resulting in ad hoc solutions that are hardly generalisable.
The main advantage of edge-counting measures is their simplic-
ity. They rely solely on the geometrical model of an input ontology
whose evaluation requires a low computational cost (in compari-
son to approaches dealing with text corpora). However, several
limitations hamper their accuracy, such as the fact that only the
minimum path is considered (omitting other paths that may have
been explicitly modelled in the ontology). Although some ap-
proaches also consider the depth of concepts in the taxonomy, this
does not necessarily represent all taxonomical knowledge avail-
able, especially when dealing with taxonomies with multiple
inheritance. Fig. 1 shows this situation for the term pair ‘‘congestive
heart failure’’ – ‘‘pulmonary oedema’’. For this example, in which
their LCS is ‘‘disorder of thorax’’, edge-counting approaches evaluate
only the number of links between the term pair (i.e., those tagged
as A plus those tagged as B:|A| + |B|) and, in some cases, their tax-
onomic depth (i.e., |C| + |A| for ‘‘congestive heart failure’’ and
|C| + |B| for ‘‘pulmonary oedema’’). A large amount of taxonomic
relations associated to the term pairs (schematically shown in grey
in Fig. 1) are not considered.
From a domain-independent point of view, some authors ap-
plied edge-counting measures to general-purpose ontologies such
as WordNet [25]. In the biomedical domain, other works [15,22]
have proposed using SNOMED CT (more details in Section 3.1).
Trying to overcome some of the limitations imposed by the reli-
ance of edge-counting measures on the minimum path, we pro-
pose redeﬁning these measures in terms of the IC of concepts. As
stated in Section 2.1, intrinsic IC calculation (which can be directly
computed from an ontological structure like SNOMED CT) incorpo-
rates taxonomical evidence explicitly modelled in ontologies (such
as the number of leaves/hyponyms and subsumers), which are not
captured by the minimum path (see a comparison in Table 5). Fig. 1
shows this additional knowledge (in grey), consisting on sets of
taxonomic leaves found at the end of the hierarchical tree (i.e.,
those below the compared terms inside the dashed ellipsis) and
complete sets of taxonomic subsumers (i.e., all those above the
terms).
As stated above, the length of the minimum path separating
two concepts (min_path(c1,c2)) quantiﬁes their semantic distance.
This path evaluates the differential semantic features of both con-
cepts as a function of the amount of non-common ancestors found
through the shortest link connecting them (i.e., |A| + |B| in Fig. 1). In
terms of IC, we propose approximating the minimum path length
as the sum of the amount of differential information between
two concepts ((IC(c1)  IC(c2)) + (IC(c2)  IC(c1))). As stated in Sec-
tion 2.2, the differential information of one concept compared to
another can be quantiﬁed by subtracting their common informa-
tion (i.e., the IC of the LCS of both concepts) from the IC of the con-
cept alone. Formally:
jmin pathðc1; c2Þj ﬃ ðICðc1Þ  ICðc2ÞÞ þ ðICðc2Þ  ICðc1ÞÞ
¼ ðICðc1Þ  ICðLCSðc1; c2ÞÞÞ þ ðICðc2Þ
 ICðLCSðc1; c2ÞÞÞ
¼ ICðc1Þ þ ICðc2Þ  2 ICðLCSðc1; c2ÞÞ ð22Þ
In the example shown in Fig. 1, the path deﬁned by those links
tagged with an A (i.e., the minimum path between ‘‘congestive heart
failure’’ and the LCS, ‘‘disorder of thorax’’) is approximated as:
IC(‘‘congestive heart failure’’)  IC(‘‘disorder of thorax’’). In the same
manner, the path deﬁned by links tagged as B (i.e., the minimum
Fig. 1. Partial view of the SNOMED CT taxonomy for the pair: ‘‘congestive heart failure’’ – ‘‘pulmonary oedema’’. Dashed lines represent taxonomic branches omitted in the
schema for simplicity. In black: knowledge considered by edge-counting approaches. In grey: additional knowledge evaluated by our approach.
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IC(‘‘pulmonary oedema’’)  IC(‘‘disorder of thorax’’). Consequently, as
stated in Eq. (22), the path length between the term pair (|A| + |B|) is
approximated as: IC(‘‘congestive heart failure’’) + IC(‘‘pulmonary
oedema’’)  2  IC(‘‘disorder of thorax’’).
The relative depth of concepts or of their LCS that some edge-
counting measures use [19,47] corresponds in fact to the length
of the minimum path between the concept/LCS and the root node
of the taxonomy (i.e.,. depth(c) = |min_path(c, root)|). In Fig. 1, the
depth of ‘‘congestive heart failure’’ is |C| + |A|, the depth of ‘‘pulmon-
ary oedema’’ is |C| + |B| and the depth of their LCS, ‘‘disorder of tho-
rax’’, is |C|. Following the same idea as above, the depth of a
concept c can be approximated as (23):
depthðcÞ ¼ min pathðc; rootÞ
ﬃ ICðcÞ þ ICðrootÞ  2 ICðLCSðc; rootÞÞ ð23ÞConsidering that the LCS between any concept and the root
node of the taxonomy is this root node (SNOMED CT Concept, in
Fig. 1), the expression can be simpliﬁed as (24):
depthðcÞ ﬃ ICðcÞ þ ICðrootÞ  2 ICðLCSðc; rootÞÞ
¼ ICðcÞ þ ICðrootÞ  2 ICðrootÞ ¼ ICðcÞ  ICðrootÞ ð24Þ
Note that, in many situations, the root node is general enough to
consider that its IC is zero because it can potentially subsume any
other concepts. For example, in WordNet the root node is ‘‘entity’’
and in SNOMED CT it is ‘‘concept’’. IC(root) = 0 is fulﬁlled when IC
is computed intrinsically because the number of subsumers of the
root node is zero (or one counting itself) and the number of leaves
or hyponyms is maximum. Therefore, the depth of a concept c can
be approximated as (25):
depthðcÞ ﬃ ICðcÞ  ICðrootÞ ¼ ICðcÞ ð25Þ
Table 5
Comparison between edge-counting and intrinsic IC computation models.
Approach Relies on Advantages(+)/Drawbacks(-)
Edge-
counting
Minimum path +Simplicity
Depth -Omits explicitly modelled knowledge
Intrinsic
IC (eq.3)
Number of concept
leaves
+Simplicity
Number of concept
subsumers
+Considers multiple inheritance
Differences between
concept’s IC
+Less dependency on inner
taxonomy design
+Evaluates concept’s generality
1 Note that the pair ‘‘chronic obstructive pulmonary disease’’ – ‘‘lung inﬁltrates’’ was
excluded from the test because the latter term is not found in the SNOMED CT
terminology.
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failure’’ (i.e., |C| + |A|) is approximated as IC(‘‘congestive heart fail-
ure’’)  IC(‘‘SNOMED CT concept’’) = IC(‘‘congestive heart failure’’),
because IC(‘‘SNOMED CT concept’’) = 0 according to Eq. (3). The
same is done for ‘‘pulmonary oedema’’ and the LCS.
Following this idea, the maximum depth of a given ontology
(max_depth constant used by Leacock and Chodorow (Eq. (21))
can be deﬁned as the maximum IC of any concept (max_IC). Intrin-
sically, this concept would correspond to the taxonomical leaf with
the largest number of subsumers (a constant in a given ontology).
Applying the approximations to the edge-counting measures
presented above, we propose redeﬁning Rada’s measure [21] as
(26):
disradðc1; c2Þ ¼ jmin pathðc1; c2Þj
ﬃ ICðc1Þ þ ICðc2Þ  2 ICðLCSðc1; c2ÞÞ ð26Þ
Wu and Palmer’s measure [19] can be redeﬁned as (27):
simw&pðc1;c2Þ ¼ 2 depthðLCSðc1; c2ÞÞjmin pathðc1; c2Þj þ 2 depthðLCSðc1; c2ÞÞ
ﬃ 2 ICðLCSðc1; c2ÞÞ
ICðc1Þ þ ICðc2Þ  2 ICðLCSðc1; c2ÞÞ þ 2 ICðLCSðc1; c2ÞÞ
¼ 2 ICðLCSðc1; c2ÞÞ
ICðc1Þ þ ICðc2Þ
ð27Þ
Finally, Leacock and Chodorow’s measure [47] can be redeﬁned
as (28):
siml&cðc1; c2Þ ¼  log jmin pathðc1; c2Þj þ 12max depth
 
ﬃ  log ICðc1Þ þ ICðc2Þ  2 ICðLCSðc1; c2ÞÞ þ 1
2max IC
 
ð28Þ
By redeﬁning edge-based measures in terms of IC, we expect to
improve their accuracy in the biomedical domain (i.e., using bio-
medical ontologies like SNOMED CT) because, as stated above,
intrinsic IC calculation captures more semantic evidence of con-
cepts than the minimum path approach (as shown in Fig. 1). This
will be evaluated in the next section.
Again, there are equivalences between the new functions and
classic coefﬁcients and IC-based similarity measures. For example,
the redeﬁned measure of Wu and Palmer (Eq. (27)) is identical to
Dice’s coefﬁcient (Eq. (14) in Section 2.3) when both are approxi-
mated in terms of IC, and Rada’s redeﬁned measure (Eq. (26)) is
identical to Jiang and Conrath’s IC-based measure (Eq. (6) in Sec-
tion 2.2). As a result, Leacock and Chodorow’s IC counterpart (Eq.
(28)) is identical to the inverted logarithm of Jiang and Conrath’s
distance divided by a constant value (2 max_IC).3. Results
Semantic similarity is often referred to as a fundamental princi-
ple by which humans organise and classify objects [50]. As a result,
computerised approaches to similarity assessment are typically
evaluated based on the extent to which their similarity ratings
for a given set of concepts approximate (i.e., correlate) human
judgments. The quantiﬁcation of the correlation obtained for a
computerised measure against human ratings provides an objec-
tive evaluation and comparison of the accuracy of a measure. In
a general setting, several authors have proposed evaluation bench-
marks consisting of general word pairs whose similarity has been
assessed by human experts (e.g., Miller and Charles’ [51] and
Rubenstein and Goodenough’s [52] benchmarks).
For the biomedical domain, the most relevant evaluation bench-
mark was created by Pedersen et al. [15]. In collaboration with
Mayo Clinic experts they created a benchmark referring to medical
disorders. Similarity between terms was assessed by a set of nine
medical coders who were aware of the notion of semantic similar-
ity and the taxonomical organisation of concepts, and a group of
three physicians who were experts in the area of rheumatology.
After a normalisation process, a ﬁnal set of 30 term pairs were
rated with the average of the similarity values provided by the ex-
perts on a scale between 1 and 4 (see Table 6).
Several related works have used this benchmark in recent years
to evaluate semantic similarity assessments in the biomedical do-
main. Speciﬁcally, Perdersen et al. [15] and Al-Mubaid and Nguyen
[22] evaluated edge-counting measures (presented in Section 2.4)
and IC-based measures (presented in Section 2.2) using SNOMED
CT as the domain ontology1 (see details in Section 3.1). IC-based
measures were evaluated by estimating the IC of concepts based
on their appearance frequencies in the Mayo Clinical Corpus (see de-
tails in Section 3.1). In Al-Mubaid and Nguyen’s tests, results were
only compared against the coders’ ratings because they considered
them to be more reliable than the physicians’ judgments.
3.1. Biomedical sources
In this section, the above-mentioned biomedical sources used
by the semantic similarity approaches considered in this paper
are described in more detail.
Systematised Nomenclature of Medicine, Clinical Terms (SNOMED
CT) [53] is a systematically organised computer readable collection
of medical terminology covering most areas of clinical information.
It is an internationally accepted standard included in the UMLS
repository. It contains more than 300,000 active concepts with un-
ique meanings and formal logic-based deﬁnitions organised into
18 overlapping hierarchies: clinical ﬁndings, procedures, observa-
ble entities, body structures, organisms, substances, pharmaceuti-
cal products, specimens, physical forces, physical objects, events,
geographical environments, social contexts, linkage concepts, qual-
iﬁer values, special concepts, record artifacts, and staging and
scales. Each concept may belong to one or more of these hierar-
chies by multiple inheritance (e.g., euthanasia is an event and a pro-
cedure). The taxonomic structure of concepts offered by SNOMED
CT has been evaluated by related works (and in our approach) to
compute term similarity.
As detailed in [15], the Mayo Clinic Corpus consists of 1,000,000
clinical notes collected over the year 2003 that cover a variety of
major medical specialties at the Mayo Clinic. They contain the re-
cord of the patient–physician encounter. Notes are typically dic-
tated, representing quasi-spontaneous discourses. They were
Table 6
Set of 30 medical term pairs with averaged similarity scores of experts (extracted
from [15]).
Term 1 Term 2 Physician
ratings
(averaged)
Coder ratings
(averaged)
Renal failure Kidney failure 4.0 4.0
Heart Myocardium 3.3 3.0
Stroke Infarct 3.0 2.8
Abortion Miscarriage 3.0 3.3
Delusion Schizophrenia 3.0 2.2
Congestive heart
failure
Pulmonary
oedema
3.0 1.4
Metastasis Adenocarcinoma 2.7 1.8
Calciﬁcation Stenosis 2.7 2.0
Diarrhoea Stomach cramps 2.3 1.3
Mitral stenosis Atrial ﬁbrillation 2.3 1.3
Chronic obstructive
pulmonary disease
Lung inﬁltrates 2.3 1.9
Rheumatoid arthritis Lupus 2.0 1.1
Brain tumour Intracranial
haemorrhage
2.0 1.3
Carpal tunnel
syndrome
Osteoarthritis 2.0 1.1
Diabetes mellitus Hypertension 2.0 1.0
Acne Syringe 2.0 1.0
Antibiotic Allergy 1.7 1.2
Cortisone Total knee
replacement
1.7 1.0
Pulmonary embolus Myocardial
infarction
1.7 1.2
Pulmonary ﬁbrosis Lung cancer 1.7 1.4
Cholangiocarcinoma Colonoscopy 1.3 1.0
Lymphoid hyperplasia Laryngeal cancer 1.3 1.0
Multiple sclerosis Psychosis 1.0 1.0
Appendicitis Osteoporosis 1.0 1.0
Rectal polyp Aorta 1.0 1.0
Xerostomia Alcoholic
cirrhosis
1.0 1.0
Peptic ulcer disease Myopia 1.0 1.0
Depression Cellulitis 1.0 1.0
Varicose vein Entire knee
meniscus
1.0 1.0
Hyperlipidaemia Metastasis 1.0 1.0
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sons, history, diagnosis, medications and other administrative
information. By analysing section contents and assessing which
of them could be more suitable to state term associations, Pedersen
et al. [15] decided to use patient’s history, reason for visit and diag-
nostic related notes as the domain-speciﬁc sources from which
corpora-based measures (such as Resnik-based IC models) can be
computed.
3.2. Comparison
For an objective comparison between related works and the IC-
based measures proposed in this paper, we have used Pedersen
et al.’s benchmark and SNOMED CT as an ontology. The fact that
the benchmark and SNOMED CT have become almost de facto eval-
uation standards in recent works allows a fair evaluation and a
clear comparison of the expected accuracy of our results against
those reported by other authors (when available). Note that, in
our case, IC was intrinsically computed from SNOMED CT. This en-
ables an interesting comparison between the accuracy of an intrin-
sic IC computation model and the classical corpora-based model in
a biomedical context. Furthermore, it ensures that the efﬁciency
and scalability of purely ontology-based approaches are main-
tained when classical similarity coefﬁcients and edge-counting
measures are redeﬁned in terms of IC. Note that to evaluate all
the approaches in equal conditions, all measures were expressedas similarity coefﬁcients. In those cases in which they referred to
distances, a linear transformation – which does not affect correla-
tion values – was performed by changing the sign of the result.
Correlation results for all tests are summarised inTable7. Theﬁrst
three rows show the correlation values reported by relatedworks for
the IC-basedmeasures presented in Section 2.2when IC is computed
fromconceptappearances in corpora. Rows4–6showthecorrelation
valueswe obtained for the samemeasureswhen applying the intrin-
sic IC computation paradigm described in Section 2.1 (Eq. (3)). Rows
7–12 detail the correlation values we obtained with the IC-based
redeﬁnitions of classic similarity coefﬁcients (Section 2.3). Rows
13–15 compile correlations reported in related works for the edge-
counting measures described in Section 2.4, whereas rows 16–18
contain the correlations we obtained from their IC-based counter-
parts. For sakeof completeness,wehavealso included theevaluation
results of a state-of-the-art relatednessmeasure (last four rows). The
measure, named Context Vector, was proposed by Pedersen et al.
[15] andestimates semantic relatednessby relyingon thehypothesis
that words are related if their contexts are similar. Authors con-
structed word vectors that represent the contextual proﬁle of
SNOMED CT concepts by analysing the above-mentioned Mayo
Clinic Corpus of Clinical Notes and the Mayo Clinic Thesaurus [15].
The latter provides a large set of clinical termdescriptions. Semantic
relatedness between terms is computedas the cosineof theangle be-
tween their context vectors. The ﬁnal value states term relatedness
(instead of similarity) due to word vectors capture term association
types not restricted to the taxonomic aspect. Varying the size and
typeof analysed corpora, four results arepresented (see thestructure
of Mayo Clinical Notes in Section 3.1).4. Discussion
The results presented in Table 7 can be analysed from different
points of view. IC-based measures based on intrinsic IC calculation
obtain higher accuracy rates than those based on corpora (0.68–
0.71 vs. 0.45–0.6 for physicians and 0.76–0.79 vs. 0.62–0.75 for
coders). This behaviour is very desirable because ontology-based
IC computation models avoid dependence upon the availability of
domain corpora (which must be properly structured and tagged
in order to compute accurate probabilities). In fact, intrinsic IC
models are efﬁcient, scalable and easily applicable to different do-
mains in which ontologies or structured thesauri are available. Be-
cause they only rely on taxonomical knowledge (which is common
to any ontology, and the most structure-building component
[21,54]), their generality is ensured. Corpora-based IC calculation
is hampered by data sparseness and ambiguity because, on the
one hand, it is unlikely that the corpora used (i.e., Mayo Clinical
Medical Notes) accurately cover all the medical knowledge mod-
elled in SNOMED CT and, on the other hand, even if it is structured,
medical notes have not been manually tagged for word sense dis-
ambiguation (unlike general-purpose resources such as SemCor
[34]). Both aspects affect the accuracy of the IC assessment when
computed from concept appearance probabilities.
Comparing IC-based measures, we observe that for both para-
digms Lin’s approach can improve Resnik’s and Jiang and Conrath’s
approaches. Lin’s approach can differentiate concept pairs with
identical LCS but different taxonomical depths. Furthermore, Lin’s
ratio corresponds to Dice’s coefﬁcient (as mentioned in Section 2.3)
and, as discussed below, classic similarity coefﬁcients tend to im-
prove measures with ad hoc designs (such as Jiang and Conrath’s).
Similar conclusions can be drawn from the results obtained by
means of edge-counting measures. First, measures based on the
minimum path length offer very limited accuracy ranging between
0.35 and 0.36 for physicians and 0.30–0.51 for coders. As hypothe-
sised in Section 2.4, this indicates that the minim path length
Table 7
Correlation values obtained for each measure against ratings of physicians, coders and the average of both.
Measure Equation Evaluated in Physicians Coders Both
Resnik (corpora-based IC) (4) [15] 0.45 0.62 0.55
Lin (corpora-based IC) (5) [15] 0.60 0.75 0.69
Jiang and Conrath (corpora-based IC) (6) [15] 0.45 0.62 0.55
Resnik (intrinsic IC) (4) This work 0.6912 0.7643 0.7614
Lin (intrinsic IC) (5) This work 0.7093 0.7956 0.7863
Jiang and Conrath (intrinsic IC) (6) This work 0.6841 0.7777 0.7641
IC-based Jaccard (intrinsic IC) (13) This work 0.7454 0.8710 0.8435
IC-based Dice (intrinsic IC) (14) This work 0.7093 0.7956 0.7863
IC-based Ochiaï (intrinsic IC) (15) This work 0.7091 0.7955 0.7861
IC-based Simpson (intrinsic IC) (16) This work 0.7060 0.7948 0.7838
IC-based Braun-Blanquet (intrinsic IC) (17) This work 0.7098 0.7940 0.7860
IC-based Sokal and Sneath (intrinsic IC) (18) This work 0.7419 0.9044 0.8584
Rada (19) [15] 0.36 0.51 0.48
Wu and Palmer (20) [22] N/A 0.30 N/A
Leacock and Chodorow (21) [15] 0.35 0.50 0.47
IC-based Rada (intrinsic IC) (26) This work 0.6841 0.7777 0.7641
IC-based Wu and Palmer (intrinsic IC) (27) This work 0.7093 0.7956 0.7863
IC-based Leacock and Chodorow (intrinsic IC) (28) This work 0.7368 0.8909 0.8489
Context vector (1 million notes, diagnostic section) [15] [15] 0.84 0.75 0.76
Context vector (1 million notes, all sections) [15] [15] 0.62 0.68 0.69
Context vector (100,000 notes, diagnostic section) [15] [15] 0.56 0.59 0.60
Context vector (100,000 notes, all sections) [15] [15] 0.41 0.53 0.51
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explicitly modelled in the taxonomies. In fact, in complex ontolo-
gies such as SNOMED CT, several paths may exist (due to multiple
taxonomical inheritances), a fact that is ignored by edge-counting
approaches. When these measures are redeﬁned in terms of IC and
IC is intrinsically computed, we observe a very signiﬁcant improve-
ment (from 0.35–36 to 0.68–73 for physicians, and from 0.30–51 to
0.77–89 for coders). This improvement quantiﬁes the beneﬁts pro-
vided by the approximations in terms of IC of the minimum path
and taxonomical depth features proposed in Eqs. (22) and (25)
respectively. Although the intrinsic IC computation model only ex-
ploits taxonomical knowledge (in the same manner as edge-count-
ing approaches) as stated in Section 2.1, it is able to capture more
semantic evidence (such as multiple taxonomical ancestors) as a
measure of concept concreteness; it also evaluates the taxonomical
detail under each concept (i.e., number of leaves) as an indication
of its generality. As a result, while maintaining the calculus efﬁ-
ciency and scalability that characterise edge-counting approaches,
their intrinsic IC-based counterparts offer a higher accuracy with-
out additional compromises.
Results are also promising regarding the evaluation of the IC-
based versions of classic similarity coefﬁcients. Reported correla-
tions for physicians range from 0.7 to 0.74 whereas coders range
from 0.79 to 0.9. These values are among the highest reported for
this benchmark, regardless of the similarity computation paradigm
[15]. We found that Dice’s, Ochiaï’s, Simpson’s and Braun-Blan-
quet’s coefﬁcients behave in a very similar way (0.7 for physicians
and 0.79 for coders). This is expected because the only difference
between them is the way in which the denominator is averaged.
Dice proposes the arithmetic mean of the IC of both concepts, Ochi-
aï proposes the geometric mean, and Simpson and Braun-Blanquet
opt for the minimum and maximum value respectively. The differ-
ent averaging criteria hardly inﬂuenced the results in the context
of semantics and information theory. Jaccard’s and Sokal and
Sneath’s coefﬁcients, provide higher but very similar correlations
(0.74 for coders and 0.87–0.9 for physicians). Again, both coefﬁ-
cients share the same structure (i.e., common information in the
numerator and the sum of all information of both concepts in the
denominator). The only difference is the weight given to the com-
mon information.
The commonalties between these coefﬁcients have already
been studied. In Caillez and Kuntz [32], the authors unify the ﬁrstgroup of coefﬁcients (Dice’s, Ochiaï’s, Simpson’s and Braun-Blan-
quet’s) under the common expression (29):
jC1 \ C2j
laðjC1j; jC2jÞ
ð29Þ
where la is the Cauchy’s mean [55] of each term.
In terms of IC, Eq. (29) corresponds to (30):
ICðLCSðc1; c2ÞÞ
laðICðc1Þ; ICðc2ÞÞ
ð30Þ
The second group of coefﬁcients (Jaccard’s and Sokal and
Sneath’s) was studied in Gower and Legendre [33], who proposed
writing them under the common expression (31):
b jC1 \ C2j
jC1j þ jC2j þ ðb 2Þ  jC1 \ C2j ð31Þ
where b = 1 corresponds to Jaccard’s and b = 1/2 corresponds to So-
kal and Sneath’s coefﬁcient.
In terms of IC, Eq. (31) corresponds to (32):
b ICðLCSðc1; c2ÞÞ
ICðc1Þ þ ICðc2Þ þ ðb 2Þ  ICðLCSðc1; c2ÞÞ ð32Þ
As expected, the results obtained by Dice’s coefﬁcient are equal
to Lin’s and Wu and Palmer’s measures when all of them are com-
puted in terms of intrinsic IC, because they present identical equa-
tions. Jiang and Conrath’s measure, meanwhile, is identical to
Rada’s approach in terms of IC, resulting in equal correlation
values.
The correlation values obtained for these coefﬁcients endorse
their feasibility as semantic similarity measures that can be ap-
plied in the biomedical domain. This is especially interesting for
the second group of coefﬁcients (Eq. (32)), which provided the
highest accuracy rates and whose expressions are not equivalent
or similar to other semantic measures. This opens the door to the
use of new similarity measures in a semantic context.
Comparing the differences between the correlation values ob-
tained for physicians and coders, it is clear that all similarity mea-
sures correlate better with latter. The Context Vector relatedness
measure behaves in the inverse manner. In the most favourable
case, the latter one is able to improve all related works and even
the similarity measures proposed in this paper when comparing
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coders are lower than most of the coefﬁcients proposed in this
work. These differences can be caused by the way in which human
experts interpreted concept alikeness. As shown in Table 6,
medical coders provided ratings that seem to better reproduce
the concept of taxonomic similarity. Physician’s ratings,
however, represent a more general concept of taxonomic and
non-taxonomic relatedness [56]. For example, physicians rated
the similarity between substances and procedures (e.g., cortisone
and total knee replacement) or between ﬁndings and objects (e.g.,
acne and syringe) signiﬁcantly higher than coders (1.7 vs. 1.0 and
2.0 vs. 1.0, respectively), even though they are taxonomically
unrelated. This intuition is coherent with the fact that Context
Vector measure estimates relatedness, whereas the other ones rely
on taxonomic knowledge to estimate similarity.
It is also important to note that the correlation for the Context
Vector measure strongly depends on the amount and quality of
corpora (with values between 0.41 and 0.84 for physicians and
among 0.51–0.75 for coders). The best accuracy is achieved under
carefully tuned circumstances: 1 million notes involving only the
diagnostic section of the Mayo Clinical Notes. In this case, due to
the fact that word vectors are constructed from very suitable and
ﬁltered corpora and because of the enormous size of the informa-
tion source, relatedness estimations are accurate. In the worst case,
correlation values fall below other corpora-based IC measures. This
shows the dependency on corpora availability and manual data
pre-processing of the measure (similarly to Resnik-based IC func-
tions discussed in Section 2.1).5. Conclusions and future work
The ﬁnal goal of computerised similarity measures is to accu-
rately mimic human judgements about semantic similarity. Be-
cause semantic similarity plays an important role in the
understanding of textual resources [57], many language-related
applications and knowledge-based systems (like those listed in
the introduction) can beneﬁt from an accurate estimation of simi-
larity. The biomedical ﬁeld is especially relevant due to the prolif-
eration of textual clinical data and the importance of knowledge
representation and terminology.
Although many approaches have been developed in the past,
there is still room to better capture the knowledge implicitly or
explicitly modelled in structured resources such as ontologies. As
shown in this paper, purely ontology-based similarity approaches
like edge-counting measures are desirable due to their lack of
dependency on corpora availability and human pre-processing of
data, but they present several limitations that hamper their accu-
racy. The study conducted in this paper shows that it is possible
to increase this accuracy by considering the principles of informa-
tion theory and properly estimating the IC of concepts. In fact,
intrinsic IC computation is a relatively recent trend that, as de-
scribed in the evaluation, has shown promising results. Moreover,
it overcomes the limitations of corpora-based IC computation
models and retains the efﬁciency and scalability of purely ontol-
ogy-based models.
The principles of information theory can also be applied to con-
sider a broader sense of concept semantics that, as shown in this
paper, enable the deﬁnition of a common framework by which
classic similarity coefﬁcients and semantic measures can be rede-
ﬁned. On the one hand, this leads to a clearer comparison of mea-
sures and coefﬁcients deﬁned in different contexts and for different
purposes. On the other hand, it makes possible to propose new IC-
based measures that have not yet been considered. As our evalua-
tion shows, these new measures provide a high degree of accuracy
that rivals and even surpasses related works.Ontology-based approaches, however, present some limita-
tions. First, the ﬁnal accuracy will depend on the detail, complete-
ness and coherency of taxonomical knowledge. If some of the
evaluated terms are not contained in the input ontology, the sim-
ilarity cannot be measured. A strategy to minimise the strict
dependency of a unique input ontology with regards to term cov-
erage consists on considering several ontologies. Recall can be im-
proved if several ontologies offer complementary models of a
domain of knowledge. In the ﬁeld of biomedicine, several large
and detailed knowledge sources exist, including the above-men-
tioned SNOMED CT, but also Medical Subject Heading Terms
(MeSH) [58]. An approach able to exploit, in an integrated way,
multiple ontologies for similarity assessment will likely improve
its applicability (due to the increase in term recall) and even the
similarity estimation (due to the larger semantic evidence consid-
ered) [59]. We are currently investigating this possibility, which
has the added difﬁculty of knowledge integration from heteroge-
neous sources and normalisation of similarity values computed
from different ontologies [60].
We also plan to analyse other knowledge-based similarity com-
putation paradigms such as feature-based or hybrid approaches
[49] from an information theory point of view. A careful study of
intrinsic IC calculation can also incorporate the notion of semantic
relatedness considering, for example, non-taxonomical features
explicitly modelled in ontologies (as stated in Section 4). Finally,
a wider evaluation will be desirable, considering larger sets of term
pairs as benchmark data both from a general point of view [61] and
focused in concrete application tasks.Acknowledgments
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