We recently developed an explicitly correlated method using the transcorrelated Hamiltonian, which is preliminarily parameterized in such a way that the Coulomb repulsion is compensated at short inter-electronic distances. The extra part of the effective Hamiltonian features short-ranged, size-consistent, and state-universal. The localized and frozen nature of the correlation factor makes the enormous three-body interaction less important and enables us to bypass the complex nonlinear optimization. We review the basic strategy of the method mainly focusing on the applications to single-reference many electron theories using modified Møller-Plesset partitioning and biorthogonal orbitals.
INTRODUCTION
In modern ab initio quantum chemistry, the convergence of calculations with the size of one-electronic basis functions is crucial for predicting reliable energetics and molecular properties. It has been, however, recognized that an enormous basis with high angular momentum functions is required to achieve chemical accuracy of a few kcal/mol in total energies. The slow convergence of the dynamic correlation effects is a direct consequence of the inability of describing the correlation cusp [1] with one-electronic basis. Various alternatives incorporating the inter-electronic coordinate explicitly have been suggested to ameliorate this feature. With the objectives of many electronic systems, the Gaussian-type geminals (GTGs) [2, 3] have been used in many places. Especially, Szalewicz and coworkers have used GTG successfully for accurate calculations of correlation energies in their series of papers [4, 5] . Although the function form is not suitable from the viewpoint of the cusp condition, the methods with GTGs have demonstrated the efficiency [6, 7] to give correlation energies to µHartree accuracy, as shown in the recent result of Cencek and Rychlewski [8] . This situation is comprehensible by evaluating the motion of pair-electrons in three-dimension, i.e. the gain from the cusp around a fixed electron scales as 2 12 4 r π while the Coulomb repulsion factorize no more than 1 
12
− r .
The R12 method [9] [10] [11] [12] developed by Klopper, Kutzelnigg and coworkers is another original scheme, which incorporates the linear 12 r behavior to describe the dynamic correlation effects. The method introduces systematic approximations, which bypass the explicit treatment of the so-called "difficult integrals". The approximations become more reliable as the one-electronic expansion set, which is formally assumed to be complete, gets sufficiently large. The R12 ansatz has provided highlyreliable correlated methods. Especially, the R12 coupled-cluster (CC) method developed by Noga et al.
[ [13] [14] [15] achieves the chemical accuracy both in the quality of the Hilbert space to describe the electronic motions and the sophistication of the correlated method. One disadvantage of the method is that the theoretical construction is intricate because of the wave operator form and the approximation to the various difficult integrals. The long-range nature of the linear 12 r behavior is another element that makes a scalable treatment complicated. Persson and Taylor developed another method related with the R12 theory [16] . They fit the linear 12 r function using GTG to avoid the nonlinear optimization for GTG. The approach aims at calculations of modest accuracy in comparison with the previous GTG theories, i.e. sub-mHartree accuracy for valence correlations within the framework of the second order Møller-Plesset perturbation (MP2) theory.
All of the above-mentioned methods use functions with inter-electronic coordinate and orthogonal projectors. In other words, the explicitly correlated wave operators are not commutable with the Coulomb interactions in the complete basis limit. This property is the main source complicating the explicitly correlated methods. The transcorrelated method [17, 18] developed by Boys and Handy is on the basis of symmetric correlation factor commutable with the Coulomb interaction. As a result, the effective Hamiltonian, the so-called transcorrelated Hamiltonian, includes at most three-body effective interactions. In recent publications, we developed a method which uses the transcorrelated Hamiltonian especially for pair-wise short-range collisions [19] [20] [21] . The method does not include any nonlinear optimization of the correlation factor, which is present in the original transcorrelated method. Instead, we deal with the long-range correlation in terms of the usual configuration interaction (CI)-type expansion with one-electronic functions.
In this paper, we briefly review the basic ideas of our transcorrelated method in the next section.
The manipulations of molecular integrals are explained in Sec. 3. We formulate the application to single-reference methods including the linearized CC (LCC) method in Sec. 4. Some benchmark calculations of 10-electronic systems are given in Sec. 5. Conclusions are depicted in Sec. 6.
TRANSCORRELATED HAMILTONIAN
In our transcorrelated method, the exact wave function is expressed as a product of a symmetric correlation factor, ) exp(F , and an anti-symmetrized CI-type wave function, ψ [19] , ψ
where F is assumed to be a sum of two-electron functions (geminals),
We aim at improving the convergence of CI treating the cusp behavior in the vicinity, 0 = ij r , with the factor. Since the vicinity is dominated by the Coulomb repulsion, the simplest choice for the purpose is to employ a geminal, which is also spherically symmetric,
3)
The similarity transformed effective Hamiltonian terminating at the double commutator [17, 18] ,
is a sum of the original Hamiltonian and the effective two-and three-electronic interactions, The two-electronic part consists of the terms linear and quadratic to the factor, 10) and the three-electron operator is given by For practical applications, the geminal is expressed as a sum of Gaussian-type functions, 
where ) ( 12 r w is a short-range weight function [19] . We have used an additional Gaussian for the weight function. The above condition involves no more than the derivatives of 12 f . An additional requirement is therefore the geminal converges to zero at the infinite distance. This is automatically fulfilled with the present use of Gaussian-type functions. The choice of the localized geminal is crucial because the number of integrals increases only linearly with the size of the molecule. Moreover, the three-body interaction, 123 L , becomes less important because of the decreasing probability of finding three electrons in the geminal radius. This is consistent with the localized nature of the dynamic correlation effects.
We use the tight geminal consisting of 10 Gaussian-type functions throughout of this paper. The exponents are determined as an even-tempered sequence of the function with the exponents between 904000.0 and 0.12, and that of the weight Gaussian is chosen to be 20.0. Fig.1 shows the shape of the geminal. The geminal coincides with the linear 12 r behavior around the origin. It will be shown that the introduction of the short-range correlation factor significantly improves the description of the dynamic correlation effects in latter sections.
INTEGRALS IN THE TRANSCORRELATED METHOD
The three-electron integrals, stu f f pqr
, are expressed in closed form in terms of recurrence relations [20] . The explicit treatment of the integrals, however, prohibits the application of the transcorrelated Hamiltonian to large molecular systems despite the use of the short-range geminal.
The best feature of the present approach is that the three-body contribution is less important to make . Alternatively, we fall back on the idea of the operator identity,
where ) ( L K and F are given in the occupation number representation by (3.5)
This expression features that the integrals, rs f pq 12 , are only required besides the anti-symmetric part of 12 K . The point group symmetry is applicable to the integrals. Since the operator, 12 f , does not increase the angular momentum of orbitals, the convergence of the completeness insertion of equation (3.5) is superior to the previous expression, equation (3.1) . It is also possible to derive another expression using the averaged operator, 12 . Assuming the basis functions to be primitive Gaussian-type functions and using the Laplace transform of the Coulomb operator, the electron repulsion integrals are written in the form, 
, can be calculated using recurrence relations [22] .
Similarly, the integrals, rs f pq 12 , are expressed as,
The recurrence relation [22] shows that the integrals for the operators, 
where G G Z denote sums of exponents of the geminal,
. Using the relations, 17) it is shown that the integrals for Q K 12 reduce to the combination of the type of the integrals, rs q pq 12 . One notes that the coefficients, l d , which are dependent only on the angular momentums and the positions of the orbital quartet, are shared by all types of the integrals.
We express the functions, ) , , (
, using polynomials as
where α R and ) (κ α W are the root and the weight for the point, α , which runs over the same range as l . 
The above procedure enables us to calculate the integrals for different two-electronic operators simultaneously by changing the weight, ) (κ α W , after setting up the common quantities,
APPLICATION TO SINGLE-REFERENCE MANY ELECTRON THEORIES
Basically, the application of the transcorrelated method is straightforward; the original Hamiltonian, H , is replaced by the transcorrelated one, H , in the usual ab initio theories. The transcorrelated
Hamiltonian is, however, nonhermite including weak three-body interactions. This property gives rise to a few variations in formulating single reference theories. Throughout this paper, we use the notations, … , ,b a and … , , j i for virtual and occupied orbitals within a given basis set, respectively.
Our first method employs a coincident vacuum determinant for the bra and ket states in the CC equations, ψ to be the HF determinant for the original Hamiltonian. One notes that the new perturbation, Ṽ , is nearly free from the Coulomb singularity. We therefore can anticipate that the perturbational series converges quicker than the usual MP one.
The above argument is not the case for electrons around nuclei especially when we introduce an approximation to the CC method. The operator dependent on the momentum of the anti-symmetric part,
, becomes significant for core electrons of heavy atomic elements. In the present application, we preliminarily treat the orbital relaxation with the pseudo-orbital equation, excluding the expensive but less important three-body contribution from the iterative loop,
The subsequent connected singles and doubles are restored order-by-order approximately using the LCC equation known to be CEPA0 [25, 26] ,
(4.5)
The similarity transformed Hamiltonian, 6) analogous to the one, which appeared in the treatment of CCSD amplitudes [27, 28] , retains the operator rank of the transcorrelated Hamiltonian. The procedure is adequate especially for a molecule consisting of light atomic elements.
Another option, which gives results similar to those of the above-mentioned modified MP partitioning with the pseudo-orbital equation but uses more optimized reference functions, is based on biorthogonal one-electronic basis sets [29, 30] . For a while, we denote the orbitals in the one-electronic sets as } , , { Creation and annihilation operators are defined using the field operators as where A means anti-symmetrized integrals. We solve the LCCSD equation, 
RESULT AND DISCUSSION
We examine the efficiency of the transcorrelated method in the calculations of the typical 10-electronic systems, CH 3 , NH 3 , H 2 O, HF and Ne. We first check the convergence of the correlation energies for 1  3  5  6  12  and  g  f  d  p  s  3  5  7  8  14 sets. The corresponding primitive sets derived from cc-pVXZ are used for hydrogen with the exception that cc-pVQZ is used in the largest set for main elements. We approximate the connected double excitations correct to the first order from the secondary perturbation of the operator, L , in this particular work. Table I quadruple-excitations will be necessary.
CONCLUSION
We have seen that the use of the transcorrelated Hamiltonian is particularly effective for accelerating the convergence of correlation energies with the size of one electronic basis. The key features of the method are in the following. We employ the symmetric correlation factor, which is commutable with the Coulomb potential. This leads to the simple structure of the transcorrelated Hamiltonian. The explicitly correlated functions are used to deal with the short-range behavior of the many-electron wave functions. Instead, the residual correlation effects, which are long-ranged, are treated in terms of the usual CI-type expansion with one-electronic basis. Thus the number of the additional integrals grows linearly to the system size, making the application to large molecular systems feasible. The short-range nature of the correlation factor is also effective to make the three-body contributions less important. This property allows us to use the resolution of identity appropriately for the quantities less significant than the ones like The present result implies that the ignorance of the position dependence does not spoil the accuracy at the LCCSD level to say the least for elements as heavy as Ne.
For calculations of excited states and bond breakings, multireference treatment is necessary. Such an application of the transcorrelated Hamiltonian is also straightforward. Extensions in this line are now under progress. Another application will be the calculation of static structure factors [35, 36] . Since this quantity is a probe sensitive to the dynamic correlation effects, comparisons with experimental data will be an important measure of the explicitly correlated method.
