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Abstract. Semi-supervised learning methods have achieved excellent
performance on standard benchmark datasets using very few labelled
images. Anatomy classification in fetal 2D ultrasound is an ideal prob-
lem setting to test whether these results translate to non-ideal data.
Our results indicate that inclusion of a challenging background class
can be detrimental and that semi-supervised learning mostly benefits
classes that are already distinct, sometimes at the expense of more sim-
ilar classes.
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1 Introduction
Fetal ultrasound is the most widespread screening tool for congenital abnormali-
ties and is a key recommendation in the World Health Organization’s guidelines
for antenatal care [13]. Classification of standardized tomographic 2D planes is a
key step in nearly all screening exams. However, low image quality and shortage
of experts can compromise screening efficacy or in the least make quality het-
erogeneous across sites. To democratize care, several efforts have been made to
automate standard plane detection using deep learning [2,3,4,8]. However, many
of these methods still rely on large amounts of labelled data.
Because labelling is expensive, semi-supervised learning (SSL) methods have
become an active area of research, particularly for image data [9,14] and in the
medical domain [5]. Recent methods have achieved remarkable performance by
learning from unlabelled data. This added information can help to push decision
boundaries into lower density regions, resulting in better generalization. Amidst
this progress, Oliver et al. call for more “realistic evaluation” [10]. One key
concern is that benchmark datasets (e.g. CIFAR10, SVHN) do not reflect realistic
scenarios.
We study the use of SSL for standard plane classification in fetal ultra-
sound [2]. This task includes a challenging background class, class imbalance,
and different levels of inter-class similarity. In accordance with Oliver et al. we
demonstrate that supervised baselines can cope with surprisingly few labelled
images; that a background class can cause SSL to become detrimental; and that
SSL is effective for distinct classes, but can weaken performance on classes which
are prone to confusion.
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2 Related Work
Automatic anatomy detection from ultrasound videos is a popular topic with
many successful approaches using convolutional neural networks [2]. Further ad-
vancements have added multi-task learning to predict sonographer gaze [3] or
multi-scale networks to exploit lower and higher level features [8]. Some methods
have also studied the challenge of limited labelled data by pretraining on natu-
ral images [4]. However there has been little investigation into the use of SSL.
Exploring this avenue can reveal what benefits SSL can bring, and conversely,
what challenges remain for SSL in non-ideal data scenarios.
Recently, SSL methods have gained momentum. Underlying many of these
methods is a consistency loss which minimizes sensitivity to perturbations (in
input/weight space). Examples of perturbations include image augmentations,
gaussian noise, weight dropout [9], targeted augmentations [14], and mixup
augmentations (interpolation between images) [12]. Input perturbations have
been shown to minimize the input-output Jacobian (linked to better generaliza-
tion) [1]. Despite these advances, Oliver et al. point out that real unlabelled data
is likely to be more irregular than the perfectly balanced benchmark datasets.
It may also include out-of-distribution or confounding data that could hurt SSL
[11]. We aim to study the ways in which SSL might help in a real problem which
stands to benefit from SSL.
3 Methods
The architecture used in this study, Sononet [2], is a convolutional neural net-
work (similar to VGG) that has been tailored for the task of anatomical standard
plane detection in fetal ultrasound. It contains 15 convolutional layers, 4 max-
pooling layers, and ends with global average pooling. This acts as a strong fully
supervised baseline. Supervised methods are trained using Adam with a learning
rate of 1E-3. All models are trained for 50 epochs with a batch size of 32.
For the SSL method, we use the consistency loss employed in both the Π
model [9] and the unsupervised data augmentation (UDA) method [14] which
are among the state of the art for standard benchmark datasets. This consistency
loss uses the softmax predictions for unlabelled data, DU , as labels for the same
images under augmentations. This consistency loss can be formalized as
LKL(xu, w) = KL(f(xu;w)||f(x′u;w)). (1)
This is added to the typical supervised (cross-entropy) loss with some pro-
portion λ (in all our experiments λ = 0.5). Note that the weights w are the
same for inference on both the original image xu (drawn from DU ) and the cor-
responding augmented image x′u. In this case the augmentations include random
combinations of the following operations:
– Horizontal flipping
– Random contrast adjustment by a factor within [0.7, 1.3]
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– Random rotation by an angle within [−pi4 , pi4 ]
– Random cropping ranging from 1% to 20%
The same augmentation is applied to all methods, including supervised base-
lines. These augmentations are not specially tailored to the data as is the case
in UDA. For the best performance, UDA uses AutoAugment [6], a reinforce-
ment learning method that finds the optimal augmentation policies. This would
likely improve both SSL and fully supervised regimes. However, as shown in
the results, the scores of the supervised baselines are already very high with
surprisingly few labelled images; applying AutoAugment to both SSL and fully
supervised methods may truncate the margin for potential improvement that
we wish to study. We include a) training signal annealing (TSA), b) confidence-
based masking (CBM), c) entropy minimization, and d) softmax temperature
controlling [14]. Since these are proposed in [14], we refer to the combination of
i) the consistency loss with ii) these additional techniques, as UDA for simplicity
and to acknowledge their contributions.
TSA [14] uses a threshold, ηtsa, to mask the contribution of a given labelled
image, xl (drawn from DL), to the supervised gradient. Specifically, an example
only contributes to the gradient if the softmax probability in the ground truth
class is greater than the threshold, p(y∗|xl) > ηtsa. The threshold ηtsa starts at
1
#ofclasses and is increased to 1 following a linear, log, or exponential schedule
across the total number of epochs.
CBM [14] uses a confidence threshold on unlabelled images. An unlabelled
image only contributes to the consistency gradient if, max(p(y|xu)) > ηcbm. A
ηcbm of 0.75 is used for all SSL experiments.
Entropy minimization [7] is applied to p(y|x′u), the prediction for an aug-
mented unlabelled image. Also the prediction for original unlabelled image is
sharpened by using a softmax temperature of 0.8.
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Fig. 1: Distribution of the training data (a) and examples of standard views (b).
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3.1 Dataset
Our dataset contains 13 anatomical classes plus 1 background class. The entire
training dataset consists of 22757 images (class distribution shown in Figure 1.a).
For SSL, 100 images are extracted from each class to make up the labelled data
DL. The remaining images are treated as unlabelled data DU . Experiments are
performed using subsets of DL, specifically using 1, 5, 20, 50, and 100 images
per class. The test set follows the same distribution, but totals to 5737 images.
Each image is 224x288 pixels. These image frames are derived from a dataset
containing 2438 videos from over 2000 volunteers.
Examples of some of the classes are displayed in Figure 1.b. The cardiac
classes are among the most difficult to distinguish. While the spine and brain
also span multiple classes, these images are generally more clear and can have
significant pose differences (spine).The background class contains a diverse range
of images sampled from the videos (excluding frames of standard planes). All
extracted samples satisfy a minimum image-space distance between neighbouring
frames. This means that most background frames are extracted during rapid
probe movement and not when the sonographer slows down to home in on the
standard planes. However, some images that resemble standard planes still make
it through this na¨ıve filtering approach. Also, the background class is larger than
any anatomical class (Figure 1.a). In short, the background class introduces class
imbalance; is not easily characterized by a single common feature; and contains
examples which resemble other classes.
3.2 Evaluation
Fully supervised methods are evaluated with 1, 5, 20, 50, and 100 labelled images
per class. Another experiment is performed using the entire labelled training
set (total 22757 images). The SSL framework is applied to the cases of 5, 20,
and 50 labelled images per class, where there is a large margin for potential
improvement. These cases represent a very feasible labelling task compared to
labelling all 22757 images.
Each evaluation is done with and without the background class. To measure
the impact of the background class on anatomical classes, accuracy is reported
only for the anatomical classes (not background). Accuracy is also reported with
a single merged cardiac class. In this case, any cardiac view that is classified as
any of the four cardiac views is considered correct. Comparing the overall and
grouped cardiac accuracies gives an indication of whether improvements extend
to the cardiac classes.
4 Results
Accuracy for fully supervised baseline methods is shown in Figure 2. With only
20 labelled examples per class, overall accuracy is near 70% and grouped cardiac
accuracy is over 80%.All baselines are trained for 50 epochs and did not grossly
overfit (except for 1 image per class which was trained for 5 epochs).
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Fig. 2: Supervised baselines with varying number of labelled images per class.
Inclusion of the background class increases the difficulty of the classification task.
Accuracy is reported as either overall or grouping all cardiac classes into a single
class.
When applying the SSL consistency loss, we find the performance is sensitive
to the consistency loss masking threshold, ηcbm. This is particularly true for the
cardiac classes. Table 1 compares the performance of different thresholds for
the cardiac classes. The threshold for all other classes remains constant at 0.75.
A cardiac threshold of 0.25 gives best performance and is used for all further
experiments.
Table 1: Confidence mask threshold values for cardiac classes. These experiments
use 20 labelled images per class and exclude the background class.
Method
Cardiac Confidence
Mask Threshold
Grouping Cardiac Overall
Supervised N/A 0.868 0.720
Basic UDA
ηcbm 0.849 0.665
1
2
· ηcbm 0.840 0.661
1
3
· ηcbm 0.905 0.728
1
4
· ηcbm 0.831 0.664
> 1 (disabled) 0.631 0.631
UDA Best
Configuration
ηcbm 0.915 0.720
1
3
· ηcbm 0.936 0.754
Further experiments are performed with different UDA settings to find the
optimal configuration (Table 2). We find that a log TSA schedule gives the best
performance. Log schedules are suggested for cases when the network is less
likely to quickly overfit[14].
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Table 2: Different configurations for the case of 20 labelled images per class
without the background class.
Method Optimizer TSA Schedule Grouping Cardiac Overall
Supervised Adam: 1E-3 N/A 0.868 0.720
UDA
Adam: 1E-3 Linear 0.905 0.728
Momentum: 1E-3 Linear 0.891 0.692
SGD cyclic:[7E-3,5E-2] Linear 0.921 0.735
Adam: 1E-3 Log 0.936 0.754
SGD cyclic:[7E-3,5E-2] Log 0.935 0.744
The best found configuration is then used with 5, 20, and 50 labelled images
per class, with and without the background class. Accuracies are reported in
Figure 3.
Fig. 3: Overall and grouped cardiac accuracies with and without the background
class for 5, 20, and 50 labelled images per class. Red bars indicate supervised
baseline performance. Without the background class (green bars), SSL accuracy
is almost always above supervised baslines (red). Inclusion of the background
class can cause SSL performance to drop below supervised baselines.
Confusion matrices are displayed in Figure 4. SSL improves accuracy for dis-
tinct classes such as brain, femur, kidney, and lips from mid 0.80 (a - supervised)
to mid 0.90 (b - UDA), which approaches the fully supervised performance shown
in (c). However, for cardiac classes, confusion is increased when using SSL.
5 Discussion
Similarly to Oliver et al. [10], we show that supervised baselines are surpris-
ingly accurate (Figure 2). There is also a clear diminishing return of increasing
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(a) Supervised baseline (b) UDA (c) Supervised on all data
Fig. 4: Confusion matrices for the case of 20 labelled images per class without
background. The supervised baseline (a) performs surprisingly well given the lim-
ited data. SSL (b) is able to make considerable improvement for distinct classes,
but can increase confusion of cardiac classes. Even when trained on the entire
labelled dataset (c), some cardiac classes are prone to confusion.
the number of labelled images, which starts as early as 20 examples per class.
Inclusion of the background class decreases accuracy in almost all cases. This
indicates that the background class adds difficulty even in the fully supervised
case.
Investigating sensitivity to confidence thresholds (Table 1), we see that 13 ·
ηcbm (0.25) is the only setting that improves both grouped cardiac and overall
accuracy for the basic UDA implementation. A value near 0.25 is reasonable
given that the network must divide its confidence over 4 very similar cardiac
classes. Even for the best UDA configuration, a threshold of 0.25 for the cardiac
classes makes a considerable difference; without it, overall accuracy does not
improve from the supervised baseline.
Figure 3 displays that without the background class (green bars), the SSL
regime can almost always improve upon the fully supervised baseline. The only
exception being the overall accuracy for 50 labelled examples. In this case the
supervised baseline is already quite high and any further improvement would
likely depend on the cardiac classes which the SSL method struggles with. In
contrast, the inclusion of the background class (blue bars), not only reduces the
accuracy of the fully supervised baselines, but tends to be harmful to the SSL
method. For most of the blue bars, the SSL method fails to match, let alone
surpass, the baseline accuracy. This illustrates the negative impact of including
confounding images in the unlabelled data. Again, the case with 50 labelled
examples is the exception. Perhaps 50 labelled examples is sufficient to capture
the majority of the variation in the background class, preventing it from having
a negative impact on the SSL loss.
While the SSL has been shown to increase both grouped cardiac and overall
accuracies, the confusion matrices in Figure 4 clearly show that these improve-
ments are often at the expense of the cardiac classes. It seems unlabelled data
can help the network to learn when the classes are inherently more distinct, but
can cause harm when classes are inherently similar.
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6 Conclusion
Supervised baselines provide surprisingly reliable performance even in extremely
low data regimes (e.g. accuracy of 50% from only 5 labelled images per class).
Recent developments in SSL can further improve this performance. However, ir-
regular data can cause SSL to be detrimental rather than beneficial. Also, classes
with high similarity, such as cardiac views, can see an increase in confusion.
For such classes, injecting domain knowledge (e.g. lowering cardiac confidence
thresholds) may be necessary to supplement a lack of labelled examples.
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