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Povzetek
Naslov: Vektorske vložitve kemijskih struktur
V raziskavah in iskanju novih zdravil nam danes pomagajo računalniške
tehnologije. Že ustvarjene podatkovne zbirke so na primer lahko uporabljene
za klasifikacijo kemijskih struktur. V nalogi nas je zanimala kvaliteta vektor-
skih vložitev kemijskih struktur s samokodirnikom pri problemih klasifikacije,
kjer bi jih lahko uporabljali kot alternativo že uveljavljenim prstnim odtisom.
Arhitektura samokodirnika sledi trendom raziskav, kjer so uporabljene kon-
volucijske plasti in rekurenčne enote z vrati. Samo kvaliteto vložitev smo
ocenjevali na realnih podatkovnih zbirkah aktualnih učinkovin. Raziskave so
pokazale, da so vektorske vložitve primerljive z že razvitimi prstnimi odtisi.
Na nekaterih primerih nudi tudi vektorske predstavitve učinkovin, ki izbolj-
šajo točnost v nalogi uporabljenih tehnik strojnega učenja. Razvili smo tudi
gradnik za odprto-kodno programsko opremo Orange, ki omogoča vektor-
sko vložitev kemijskih struktur v notaciji SMILES tako z metodo razvito v
nalogi, kot tudi z ostalimi prstnimi odtisi uporabljenimi v nalogi.
Ključne besede
vektorske vložitve, samokodirnik, klasifikacija, zapis SMILES

Abstract
Title: Vector embedding of chemical structures
Recent developments in computational techniques have advanced drug
discovery and design. For example, standard databases with known chemicals
and their modes of actions can be considered by machine learning to classify
new drugs. Here, we were interested in the vectorized presentations of the
structure of small molecules, a crucial first step towards any data analytics in
computational chemistry. Vectorized presentations were inferred through the
construction of autoencoders. We followed trends in the current literature
and used a combination of convolutional and recurrent layers. Experimental
results show that our model is comparable to standard chemical fingerprints,
where on some of the test databases even provides for improved accuracy.
We published the code to infer the embedder in open source on the GitHub
repository and included the embedder within the fingerprinting widget for
Orange data mining suite.
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Na področju preučevanja in snovanja novih kemijskih učinkovin se vse bolj
uporablja strojno učenje [1, 2]. Primeri uporabe vključujejo virtualno pre-
gledovanje (angl. virtual screening) [3], napovedovanje lastnosti učinkovin
[4] in modeliranje na področju kvantne kemije [5]. Vhod v standardne algo-
ritme strojnega učenja so tipično atributno opisani primeri, torej učinkovine
in njihove lastnosti. Učinkovino, katere struktura je lahko kompleksna, je
za obravnavo s strojnim učenjem potrebno predstaviti v obliki vektorja s
številskimi vrednostmi.
Z obravnavo in snovanjem predstavitev zapisov učinkovin v vektorski
obliki se ukvarja kemoinformatika [2]. Prvi korak pri oblikovanju teh za-
pisov je znakovna predstavitev strukturnih formul učinkovin. Za to je bil
predlagan zapis SMILES [6], ki strukturo kemijske učinkovine predstavi z
zaporedjem znakov. Primer takega zapisa podaja slika 1.1. Naslednji korak
je pretvorba zapisa SMILES v številski vektor. Za njo je danes implementi-
ranih vrsto algoritmov (angl. chemical fingerprinting) [7], ki v svoji najbolj
enostavni obliki prepoznavajo značilne podnize v zapisu SMILES in v vektor-
ski obliki podajo prisotnost ali odsotnost posameznega podniza. Primer take
metode je podstrukturni prstni odtis, ki nastavi bite v bitnem vektorju glede
na prisotnost oz. odsotnost posameznih podstruktur v strukturi iz vnaprej
določenega seznama struktur.
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Slika 1.1: Primer zapisa SMILES za cikloheskan, aspirin in serotonin s
pripadajočimi strukturnimi zapisi teh učinkovin.
Poleg zgoraj predlaganih že uveljavljenih tehnik vektorskih predstavitev
kemijskih struktur se v zadnjem času oblikujejo predlogi, da bi do teh pred-
stavitev prišli z uporabo globokih mrež [8]. Na vhodu take mreže je navadno
zapis SMILES na izhodu pa številski vektor izbrane dolžine. Primeri upo-
rabe takih mrež vključujejo konvolucijske mreže [9], nevronske mreže z dolgim
kratkoročnim pomnilnikom [10] in kodirniški del samokodirnikov [11].
Globoke mreže, ki bi jih uporabili za pretvorbo v opisani kemijski struk-
turi SMILES v vektor, je treba naučiti. Pri tem je smiselno uporabiti sa-
mokodirnike [11], ki poskušajo vhod v nevronsko mrežo prekopirati na iz-
hod nevronske mreže preko ozkega grla. Njihov namen je kodiranje vhodne
predstavitve učinkovine v njegovo predstavitev v latentnem prostoru, katere
dimenzija je manjša od vhodnih podatkov. Ta del samokodirnika se imenuje
kodirnik. Sledi mu dekodirnik, ki poskuša latentno predstavitev pretvoriti
nazaj v čim boljši približek vhoda. Izhod samega kodirniškega dela samoko-
dirnika, ki sicer predstavlja ozko grlo, se lahko uporabi kot vektorska vložitev
vhoda.
Cilj pričujoče naloge je razviti samokodirnik za splošne kemijske struk-
ture, ga uporabiti s podatkovnimi nabori, v katerih so učinkovine na primer
razvrščene v funkcionalne skupine, in preveriti, kako uporabne so dobljene
vektorske predstavitve za klasifikacijo učinkovin. Samokodirnike smo v na-
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logi razvili z 250.000 kemijskimi strukturami, pridobljenim iz podatkovne
baze ZINC [12]. Za klasifikacijo smo uporabili pet različnih podatkovnih
zbirk s spletnega skladišča MoleculeNet1. Dobljene rezultate smo primerjali
s tremi v računski kemiji uveljavljenimi prstnimi odtisi: podstrukturni, topo-
loški in krožni. Ugotovili smo, da je kvaliteta klasifikacije s predstavitvami iz
predlaganega samokodirnika primerljiva z referenčnimi. V nekaterih prime-
rih nudi vektorske predstavitve učinkovin, ki izboljšajo točnost uporabljenih
tehnik strojnega učenja.
1.1 Glavni prispevki raziskav
V sklopu naloge smo opisali dva glavna strokovno-znanstvena prispevka:
• Samokodirnik, ki uporablja konvolucijo v kodirniškem delu in reku-
renčno mrežo v dekodirniškem delu. Samokodirnik smo naučili na
250.000 kemijskih strukturah, ki so bile pridobljene iz podatkovne baze
ZINC [12].
• Izsledek, da je razviti samokodirnik primerljiv z že razvitimi prstnimi
odtisi in na nekaterih primerih nudi vektorske predstavitve učinkovin,
ki izboljšajo točnost uporabljenih tehnik strojnega učenja.
• Gradnik za programsko opremo Orange, ki omogoča vektorsko vložitev
kemijskih struktur v notaciji SMILES z metodo razvito v nalogi.
1.2 Struktura magistrskega dela
V prvem delu pričujoče naloge so predstavljene uporabljene računske me-
tode in podani razlogi za njihovo izbiro. Nadaljujemo z opisom uporabljenih
podatkovnih zbirk, tako za učenje kot tudi za namene klasifikacije. Sledi
poglavje s predstavitvijo arhitekture in implementacije samokodirnika. Pri
1http://moleculenet.ai/
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tem je tudi vključena potrebna predobdelava podatkov in poročilo rezultatov
učenja modelov. V zadnjem delu vrednotimo naučene modele. Vrednotimo s
primerjavo kvalitete klasifikacije vektorskih vložitev kemijskih struktur z že
uveljavljenimi prstnimi odtisi.
Poglavje 2
Sorodna dela in metode
Pričujoča naloga obravnava dve temi: kemične strukture z njihovimi pred-
stavitvami v sklopu kemoinformatike in nevronske mreže oziroma samokodir-
nike. Za grafični prikaz podatkov uporabljamo tehnike zmanjševanja dimen-
zij, za primerjavo kvalitete vektorskih vložitev pa uporabljamo klasifikacijske
algoritme in poročamo o pripadajoči klasifikacijski točnosti.
2.1 Zapis strukture učinkovin z znakovnim ni-
zom
Zapis kemijskih struktur oziroma učinkovin z znakovnim nizom je podlaga za
enostavnejše in hitrejše strojno procesiranje [6]. S tem namenom smo izbrali
notacijo SMILES zaradi svoje najširše uporabe v kontekstu kemoinforma-
tike [2, 10, 11, 13, 14, 15]. Tak znakovni zapis predstavlja nedvoumen opis
kemijske strukture.
Notacija SMILES je sestavljena iz zaporedja znakov brez presledkov. Vse-
buje pet sklopov pravil, ki obravnavajo atome, vezi, vejitve, obroče in pre-
kinitve. Za zapis atomov uporablja njihove pripadajoče atomske simbole, ki
morajo biti v oglatih oklepajih. Izjema so organski elementi (B, C, N, O, P,
S, F, Cl, Br in I), pri njih se oklepaje preskoči ter vodik, ki se ga najpogosteje
ne piše in se njegovo prisotnost sklepa iz preostalega zapisa. Na primer metan
5
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CH4 zapišemo v notaciji SMILES z enoznakovnim zaporedjem C. Podobno
velja za vezi. Enojne vezi, ki so najbolj pogoste, niso označene; molekulo
CH3-OH zapišemo kot CO. Za dvojne vezi se uporablja enačaj (označba =)
in za trojne lojtra (označba #). Molekulo CO2 zapišemo kot O=C=O.
Obroči imajo posebno obravnavo. Mesta, na katerih se stikajo, so ozna-
čena s števkami na dveh nesosednjih atomih. Cikloheskan tako zapišemo kot
C1CCCCC1. Če se v kemijski strukturi pojavi razvejanost, so stranske verige
zapisane v oklepajih. Molekulo but-2-en zapišemo kot C(=CC)C. Aromatski
atomi se zapišejo z malimi črkami; C, O, S in N so torej prikazani s simboli
c, o, s in n. Po dogovoru se predvideva, da so vezi med aromatskimi atomi
aromatske. Se jih pa lahko izpiše eksplicitno z dvopičjem (označba :) S to
podmnožico pravil lahko razumljivo preberemo nize SMILES s slike 1.1.
Zapis SMILES ne določa, pri katerem delu kemijske strukture se branje
zapisa začne in kje se obroči združijo. Posledično je možno isto strukturo
zapisati z različnimi enakovrednimi zapisi. Daljša kot je učinkovina, več
kombinacij enakovrednih zapisov obstaja. Za rešitev tega problema so razviti
številni algoritmi, ki kanonizirajo zapise in ustvarijo unikaten kanonski zapis
SMILES [16]. Vendar pa je kanonizacija odvisna od izbranega algoritma; ker
ni uveljavljenega standarda, je ta problematika še zmeraj predmet strokovnih
razprav.
2.2 Prstni odtisi učinkovin
Notacija SMILES je zelo učinkovita pri zapisu kemijske strukture, vendar
za kemoinformatiko to ni dovolj. Navadno so vhod v standardne algoritme
strojnega učenja atributno opisani primeri. Nize znakov je treba spremeniti
v ustrezen vektorski zapis. Najenostavnejši in najbolj naraven zapis za raču-
nalnik je binarni vektor, kar pomeni, da je vsak element vektorja 0 ali 1. V
kemoinformatiki se tak vektor imenuje prstni odtis kemijske strukture. Glede
na zgradbo se prstni odtisi delijo na tri skupine [7].
Najenostavnejši so podstrukturni prstni odtisi, njihova gradnja zahteva
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vnaprej določen slovar podstruktur oz. fragmentov kemijske strukture. Po-
samezne vrednosti v dobljenem vektorju odražajo prisotnost ali odsotnost
te podstrukture. Dolžina vektorja je torej enaka številu podstruktur v slo-
varju (slika 2.1). Ta vrsta prstnega odtisa je najbolj uporabna pri kemijskih
strukturah, ki so dobro pokrite s slovarjem podstruktur [7]. Med najbolj pri-
ljubljenimi tovrstnimi zapisi je MACCS, ki uporablja 166 vnaprej določenih
podstruktur [17]. Obstajajo pa tudi zapisi, ki uporabljajo obsežnejše slovarje
[18].
Slika 2.1: Prikaz ustvarjanja podstrukturnih prstnih odtisov za dve različni
učinkovini. Primer slovarja na sliki je sestavljen iz sedmih fragmentov. Pri
podstrukturnem prstnem odtisu ima element vektorja vrednost 1 za vsak
fragment slovarja, ki je prisoten v kemijski strukturi.
Topološki prstni odtisi ne potrebujejo vnaprej določenega slovarja. Za
dano kemijsko strukturo algoritem, ki poišče njen vektorski zapis, ustvari za
vsak nevodikov atom v strukturi najprej vse možne poti oz. podstrukture
vse do izbrane dolžine. Zgrajen seznam podstruktur za dano strukturo je
izčrpen. Zaradi obsežnosti seznama vsakemu bitu v končnem prstnem odtisu
ni mogoče določiti posamezno podstrukturo. Sam prstni odtis je na začetku
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ničelni vektor poljubne dolžine. Podstrukture se dodajo v vektor tako, da
podstruktura služi kot seme za generator psevdonaključnih števil. Izhod
tega generatorja je množica naslovov, pri katerih se v prstnem odtisu nastavi
vrednost bita na 1 z logičnim ALI. Običajno je teh naslovov, za posamezno
podstrukturo, med štiri in pet. To pomeni, da lahko vsaka kemijska struktura
ustvari smiseln prstni odtis in je njegova dolžina lahko poljubna. Med bolj
uveljavljenimi tovrstnimi postopki je metoda, ki so jo razvili v Daylight Che-
mical Information Systems Inc.1. Odprtokodna implementacija algoritma je
dostopna v orodju RDKit, ki privzeto kodira učinkovine v vektorje dolžine
2048 in analizira fragmente do dolžine vezi 7 2.
Krožni prstni odtisi delujejo skoraj enako kot topološki. Namesto, da
algoritem analizira poti za vsak ne vodikov atom v kemijski strukturi, vzame
njegovo okolico vse do izbranega radija oz. poti v vse možne smeri okoli
atoma hkrati. Primer takega algoritma je ECFP [19].
Vse zgornje vrste prstnih odtisov smo uporabili pri primerjavi kvalitete
naših vektorskih vložitev. Uporabili smo implementacije, razvite v knjižnici
RDKit3, s katero je pretvorba iz zapisa SMILES v prstni odtis preprosta.
Primer pretvorbe zapisa SMILES v prstni odtis z uporabo knjižnice RDKit
je prikazan na sliki 2.2.
2.3 Enično kodiranje
Za učenje nevronske mreže smo zapise SMILES predstavili z uporabo enič-
nega kodiranja (angl. one-hot encoding), ki je najpreprostejših oblik kodira-
nja znaka v vektor [20]. Sestavljeno je iz dveh korakov. Najprej se ustvari
urejen slovar vseh možnih znakov v podatkih. Znak se nato zakodira v vektor,
katerega edini neničelni element je na mestu pojavitve znaka v slovarju.
Za kodiranje zaporedja znakov se zakodira vsak znak posebej in se ko-
diranje združi v matriko X. Primer eničnega kodiranja učinkovine v zapisu
1http://www.daylight.com/
2https://www.rdkit.org/
3Glej opombo pod črto 1
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Slika 2.2: Pretvorba zapisa SMILES molekule acetilsalicilne kisline v pripa-
dajoči topološki prstni odtis s pomočjo knjižnice RDKit v pythonu. Izbrana
dolžina prstnega odtisa je 2048 in vsebuje vse fragmente kemijske strukture
do dolžine šest. Prikazan je tudi del dobljenega prstnega odtisa.
SMILES prikazuje slika 2.3. Tako zakodirane podatke si lahko predstavljamo
kot črno-belo sliko, pri kateri je prisotnost znaka predstavljen kot črni piksel.
2.4 Nevronske mreže
Nevronske mreže so sestavljene iz gradnikov, imenovanih nevroni [20]. Ne-
vroni so med seboj povezani v usmerjen graf. Sprejmejo enega ali več vhodov





Aktivacijska funkcija σ vpelje nelinearnost in nevronskim mrežam omo-
goča modeliranje kompleksnejših funkcij [21]. Aktivacijske funkcije so v splo-
šnem nelinearne zvezne funkcije, ki so odsekoma odvedljive. Med pogosto
uporabljanimi sta logistična in popravljena linearna funkcija ali ReLU (angl.
rectified linear unit, enačba 2.2). Slednjo smo uporabili v sklopu te naloge.
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Slika 2.3: Različni zapisi kemijske strukture. Najnižje je prikazano enično
kodiranje z uporabljenim manjšim slovarjem. V praksi se uporablja slovar,
ki vključuje vse možne znake v učni množici. V matriki stolpec pove kateri
znak je bil uporabljen, število vrstic pa ustreza številu znakov v nizu zapisa
SMILES.
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Slika 2.4: Primer nevrona. Sprejme več vhodov xi, določimo ga s pripada-
jočimi utežmi wi. Nevron izračuna linearno kombinacijo vhodov in uteži in
to vrednost transformirana z aktivacijsko funkcijo σ, ki predstavlja aktivacijo
oziroma izhod nevrona y.
Prav tako je bil uporabljen hiperbolični tangens (enačba 2.3).





Nevroni so združeni v sloje Lj nevronskih mrež, ki prejemajo vrednosti iz
prejšnjega sloja Lj−1 in pošiljajo izračunane vrednosti aktivacij v naslednji
sloj. Prvi sloj nevronske mreže se imenuje vhodni in je pri njem aktivacija
vozlišč enaka vrednosti atributno opisanega primera. Sledi mu poljubno šte-
vilo skritih slojev [20], ki določa globino nevronske mreže. Globoke nevronske
mreže so mreže z več kot enim skritim slojem. Zadnji nivo nevronske mreže
imenujemo izhodni in predstavlja rezultat izračuna nevronske mreže glede na
njen vhod. Primer preproste usmerjene nevronske mreže z dvema skritima
slojema je prikazan na sliki 2.5.
Model nevronske mreže je določen z arhitekturo in vrednostmi uteži. Ne-
vronsko mrežo oziroma model lahko prilagodimo učnim podatkom. V splo-
šnem lahko učni podatki vsebujejo vrednosti razredov oziroma ciljne spre-
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Slika 2.5: Primer štirinivojske usmerjene nevronske mreže. Levo je nivo
vhodnih podatkov, pri katerem aktivacijo nevronov nastavimo na vrednosti
atributov. Sledita dva skrita nivoja, L1 in L2, ter izhodni nivo.
menljivke. Za dani primer želimo, da nevronska mreža z vrednostimi vho-
dnega nivoja, ki so enaka atributnim vrednostim primera, napove vrednosti
izhodnega nivoja, ki so čimbolj podobne vrednostim razredov primera. Pri
učenju uporabljamo še cenilno funkcijo, ki meri napako med dejanskim izho-
dom nevronske mreže in željenim izhodom. Cilj učenja je iz množice učenih
primerov poiskati uteži, pri katerih je vrednost cenilne funkcije najmanjša.
Uteži v mreži posodabljamo po metodi vzvratnega razširjanja napake
(angl. backpropagation). Vzvratno razširjanje je iterativen algoritem, ki mi-
nimizira cenilno funkcijo [20]. Odvod cenilne funkcije se vzvratno propagira
po nivojih nevronske mreže. Z uporabo verižnega pravila odvajanja se na
vsakem nivoju izračuna lokalni gradient. Uteži vsakega nevrona se nato po-
sodobijo glede na pripadajoči gradient, ki ga pomnožimo s tako imenovano
stopnjo učenja (angl. learning rate).
Kompleksni modeli, kot so nevronske mreže, lahko odkrijejo kompleksne
vzorce v podatkih. Ko je vhodnih podatkov premalo ali pa je stopnja šuma
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v podatkih prevelika, obstaja nevarnost, da se mreža preveč prilega podat-
kom in si namesto uporabnih vzorcev zapomni šum [20]. Pojavu pravimo
prekomerno prileganje podatkom (angl. overfitting). Ena izmed tehnik, da
se temu izognemo, je izpuščanje (angl. dropout). Pri učenju v posamezni
iteraciji v skritem sloju izpustimo delež nevronov. Izpuščanje ponovimo za
vsako iteracijo, a pri tem vsakič izberemo druge nevrone. Tako se zagotovi,
da imajo v končnem naučenem modelu vsi nevroni v danem sloju približno
enakovreden vpliv na rezultat [21].
Za še stabilnejše in natančnejše učenje nevronskih mrež se lahko uporabi
paketno normalizacijo (angl. batch normalization). Paketno normalizacijo se
uporabi kot sloj, pri katerem se izhod prejšnjega sloja centrira oz. normalizira
okoli ničle in poenoti varianco med različnimi vhodnimi paketi podatkov [21].
2.5 Konvolucijske nevronske mreže
Konvolucijske nevronske mreže so bile prvotno razvite za analizo in klasifika-
cijo slik v računalniškem vidu. Kasneje so se izkazale za uporabne na drugih
področjih, med drugimi tudi v kemoinformatiki [22]. V kontekstu nevronskih
mrež je konvolucija operacija, ki iz vhodne matrike X in pripadajoče manjše
matrike utežiW vrne vsoto Hadamardovega produkta matrik. Matriko uteži
W poimenujemo tudi filter. Ker je vhodna matrika v nevronski mreži večje
dimenzije kot filter, premikamo filter po vhodni matriki, kot je prikazano na
sliki 2.6. Pri učenju konvolucijskih plasti se z gradientnim sestopom prila-
gaja vrednosti v konvolucijskih filtrih. Konvolucija tako omogoča, da model
prepozna lokalne vzorce v vhodnih podatkih.
Konvolucijske nevronske mreže v kemoinformatiki so običajno sestavljene
iz poljubnega števila konvolucijskih plasti, ki jim sledi eden ali več polno po-
vezanih slojev. Ta je lahko uporabljen tudi kot izhod konvolucijske nevronske
mreže [11, 15, 23]. Primer konvolucijske mreže za napoved lastnosti molekul
je prikazan na sliki 2.7.
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Slika 2.6: Prikaz konvolucije na vhodni matriki X dimenzije 6×3 in filtrom
W dimenzije 3 × 3. Rezultat je matrika velikosti 4 × 1. Konvolucijo, pri
kateri se filter premika le po eni dimenziji, rečemo tudi eno dimenzionalna
konvolucija (angl. 1D convolution).
Slika 2.7: Arhitektura konvolucijske nevronske mreže za napoved lastnosti
molekul. Konvolucijskem plastem sledijo še polno povezane plasti. Slika je
povzeta po [24].
2.6 Rekurenčne mreže
Rekurenčne nevronske mreže [20] se uporabljajo pri problemih, pri katerih je
zahtevano ohranjanje informacije skozi podatke v vhodnih zaporedjih. Vse-
bujejo ciklične povezave, ki omogočajo prenos skritega stanja celice v nasle-
dnji korak, zato se uporabljajo za obdelavo besedil, prepoznavanja govora
in pisave. V kemoinformatiki so jih uporabili v raziskavah za ustvarjanje
novih učinkovin v samostojnih mrežah [25] in tudi v dekodirniških delih v
samokodirniku [11, 13, 15].
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V časovnem koraku t predstavlja ht skrito stanje in xt vektor vektorske
vložitve X. V primeru na sliki 2.3 bi x1 tako predstavljal enični vektor pr-
vega znaka v matriki X. Rekurenčna enota z vrati [26] (angl. gated recurrent
unit, GRU ) je oblika rekurenčne mreže, ki je sestavljena iz vrat za ponasta-
vitev in vrat za posodabljanje. Vrata za posodabljanje zt pomagajo določiti
kakšen delež pretekle informacije se bo ohranil. Vrata za ponastavitev rt
določajo, koliko informacije prejšnjega stanja ht−1 se prenese v novo stanje
ht. Arhitektura GRU je prikazana na sliki 2.8.
Slika 2.8: Shema modula GRU [27]. V okroglih celicah + predstavlja vsoto
matrik po elementih, ° pa Hadamardov produkt. V pravokotnih celicah σ
predstavlja sigmoidno funkcijo, tanh pa hiperbolični tangens. zt je izhod
vrat za posodabljanje, rt pa izhod vrat za ponastavitev.
2.7 Samokodirniki
Samokodirniki so oblika nenadzorovanih nevronskih mrež, ki se učijo, kako
učinkovito stisniti oz. zakodirati podatke in jih hkrati dekodirati nazaj v čim
boljši približek vhoda. Tako samokodirnik zmanjša dimenzionalnost podat-
kov z učenjem kako ignorirati šum v podatkih. Cilj je dobiti latentni prostor
čim nižje dimenzije, iz katerega je še zmeraj možno rekonstruirati podatke
nazaj v prvotno obliko.
Samokodirniki so sestavljeni iz para nevronskih mrež, kodirnika in de-
kodirnika (slika 2.9). Kodirnik mapira vhodni podatek x višje dimenzije v
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njegovo latentno predstavitev nižje dimenzije z, dekodirnik pa poskuša pre-
tvoriti latentno predstavitev nazaj v originalni vhodni podatek x′.
Slika 2.9: Grafični prikaz tipične arhitekture samokodirnika. Samokodirnik
prejme vhodni podatek x in ga pretvori v njegovo latentno predstavitev preko
kodirnika. To vektorsko vložitev z, v latentnem prostoru, dekodirnik pretvori
nazaj v čim boljši približek vhodnega podatka x′. Kodirnik in dekodirnik
običajno nimata zrcalne arhitekture.
Cilj samokodirnika je rekonstruirati vhodni podatek preko latentnega pro-
stora, t.i. ozkega grla. Funkcija izgube se imenuje tudi rekonstrukcijska
napaka (angl. reconstruction loss) [20]. Ker hočemo, da je izhod čim bolj
podoben vhodu, poskušamo napako minimizirati. Izbira same funkcije izgube
je odvisna od vrste podatkov. Primer implementacije preprostega samoko-
dirnika in njegove uporabe v pythonu s knjižnico Keras je prikazan na slikah
2.10 in 2.11.
2.8 Zmanjšanja dimenzij in dvodimenzionalni
prikazi
Zmanjševanje dimenzij podatkov je postopek, s katerim se poskuša zmanj-
šati število značilk v podatkih, hkrati pa še vedno ohraniti zaželene lastnosti,
kot je na primer podobnost med primeri ali pa sosednost primerov [20]. Z
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Slika 2.10: Primer samokodirnika v knjižnici Keras. Širina latentnega pro-
stora je 32. Kodirniški del je sestavljen iz treh polno povezanih plasti, de-
kodirniški pa iz štirih. Za cenilno funkcijo je bila določena binarna prečna
entropija [20] in za optimizator metoda ADAM [28].
zmanjšanjem števila značilk na dve ali tri je omogočena tudi vizualizacija pro-
stora primerov in odnosov med njimi, kar nam lahko omogoča razumevanje
podatkov in strukture podatkovnega prostora. Med najbolj priljubljenimi
je metoda glavnih komponent (angl. principle component analysis, PCA),
katere cilj je podatke preslikati v prostor medsebojno neodvisnih atributov
tako, da je ohranjena čim višja varianca podatkov. Druga, danes morda naj-
popularnejša metoda, je t-SNE [29] (angl. t-Distributed Stochastic Neighbor
Embedding). Za razliko od PCA, ki podatke preslika, t-SNE podatke vloži
v nov dvo- ali trodimenzionalen prostor, pri katerem se upošteva kriterijska
funkcija, ki poskuša ohranjati le lokalno podobnost podatkov. Primer presli-
kave PCA in vložitve t-SNE višje dimenzionalnih podatkov je prikazana na
sliki 2.12. Na sliki 2.13 so prikazani podatki, ki so med seboj z ozirom na
razred lepše ločeni.
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Slika 2.11: Učenje samokodirnika s slike 2.10 in delni izpis vhoda, njegove
vložitve v latentni prostor in rekonstrukcije. Učenje je bilo omejeno na pet
epoh, kar je premalo, da bi vrednost rekonstrukcijske napake konvergirala.
Izpisali smo še del vhodnega vektorja in isti del njegove rekonstrukcije. Iz-
pisali smo tudi del njegove vložitve, vendar vložitve in vhoda ne moremo
primerjati po elementih kot pri vhodu in rekonstrukciji.
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Slika 2.12: Primer vložitve t-SNE (a) in projekcije PCA (b) krožnih pr-
stnih odtisov na podatkih o 200 zdravilih, ki prehajajo oz. ne prehajajo
skozi krvno-možgansko pregrado [30]. Iz slike je razvidno, da napovedovanje
razreda znotraj take množice ni enostavno, saj so točke istih barv med seboj
pomešane in ni homogenih gruč, ki bi vsebovale večje število točk.
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Slika 2.13: Primer vložitve t-SNE (a) in projekcije PCA (b) krožnih prstnih
odtisov na podatkih o 400 zdravil, od katerih 200 inhibira razmnoževanje
virusa HIV, ostalih 200 pa prehaja skozi krvno-možgansko pregrado [30]. V




V strojnem učenju klasifikacijske metode iz označenih učnih primerov, to-
rej primerov, ki poleg atributnega opisa vsebujejo tudi vrednosti razredov
spremenljivk, zgradijo model, ki na podlagi atributnega opisa primera poda
verjetnosti razredov [20]. Zaradi visokih klasifikacijskih točnosti [31] je med
popularnejšimi metodami danes XGBoost. Metoda XGBoost temelji na me-
todi gradientnega strmenja (angl. gradient boosting), ki gradi zaporedje kla-
sifikacijskih dreves. Drevesa so grajena iterativno tako, da skuša vsako novo
drevo napovedati napako prejšnjega drevesa v zaporedju, ki je določena s
poljubno kriterijsko funkcijo. Začetno drevo namesto napake napoveduje
verjetnosti razredov. Grajenje se konča, ko na ta način napake na učni mno-
žici ne moremo več zmanjšati ali pa je doseženo maksimalno število dreves.
Za razliko od navadnega gradientnega ojačenja omogoča metoda XGBoost
vzporedno gradnjo dreves in s tem hitrejše in skalabilno učenje.
Kvaliteto naučenega klasifikatorja je treba ovrednotiti. Izbira metrike je
odvisna od vrste problema, števila razredov in porazdelitve razredne spre-
menljivke. Po priporočilih ustvarjalcev uporabljenih testnih podatkovnih
zbirk [30] smo uporabili metriko površina pod krivuljo ROC (angl. receiver
operating characteristic) oziroma krajše AUC (angl. area under curve), ki
poda vrednost oziroma verjetnost, da model predvidi višjo verjetnost pozi-
tivne klasifikacije za naključni pozitivni primer kot za naključni negativni
primer. Posledično je neodvisen od razmerja števila pozitivnih in negativnih
primerov. Višja kot je verjetnost, boljši je klasifikator, kjer je AUC = 1 ocena
za idealni klasifikator, 0,5 pa ocena naključnega klasifikatorja.
2.10 Vizualno programiranje in interaktivni vme-
sniki za podatkovno analitiko
Eden od močnejših pristopov podatkovne analize je raziskovanje podatkov
(angl. exploratory data analysis). Pristop je dobro podprt v orodjih za
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Slika 2.14: Primer delovnega toka v grafičnem vmesniku Orange. Gra-
fični prikaz napačno klasificiranih primerov pri logistični regresiji. Napačno
klasificirani primeri so označeni s polnimi točkami.
interaktivno analitiko. Primer takega orodja je odprto kodni Orange [32].
Sestavlja ga preprost uporabniški vmesnik, ki omogoča enostavno grajenje
delovnih tokov za analizo podatkov (slika 2.14). Osnovne komponente so gra-
dniki (angl. widget), vsak izmed njih implementira metodo za predobdelovo,
modeliranje ali neko drugo analizo podatkov. Med seboj jih povezujemo z
vizualnim programiranjem. Orange omogoča tudi razširjanje funkcionalnosti
preko gradnikov iz ločenih razširitev. Primer teh so razširitve za bioinforma-
tiko4 in rudarjenje besedil5. V nalogi smo razširili obstoječo implementacijo
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2.11 Primeri podatkov
Problem mlajših raziskovalnih področij je pomanjkanje standardiziranih te-
stov, s katerimi bi lahko primerjali različne metodologije. Wu in sod. [30]
so zato razvili MoleculeNet6, spletno stran z različnimi podatkovnimi zbir-
kami kemijskih struktur s področja fiziologije, biofizike, fizikalne kemije in
kvantne mehanike. Kemijske strukture so predstavljene z zapisom SMILES.
Nekatere imajo dodane še 3D koordinate, vendar tega pri naši rešitvi nismo
uporabili. Avtorji baze pri vsaki od zbirk navedejo tudi priporočane razrede,
tako za klasifikacijo kot tudi za regresijo. S tem razlogom smo vse testne
podatkovne zbirke pridobili z njihove spletne strani. Podroben opis izbranih
zbirk podajamo v razdelku 3.1.
2.12 Sorodne raziskave
Za ustvarjanje novih kemijskih struktur je bilo izdelanih več različnih ne-
vronskih mrež. Večina jih je bila zasnovana kot samokodirnik ali variacijski
samokodirnik, uspeh pa so tudi pokazale generativne nasprotniške mreže.
Gómez-Bombare in sod. [11] predlagajo variacijski samokodirnik, ki sprejme
vhod stalne dolžine. Tako so vsi zapisi SMILES dopolnjeni do te dolžine
s presledki. Pokazali so tudi, da so variacijski samokodirniki primernejši za
generiranje novih struktur, ker je njihov latentni prostor zveznejši. Kusner in
sod. [15] so se zato zgledovali po arhitekturi Gómez-Bombare in sod., vendar
so spremenili tip vhoda. Mreža temelji na kontekstno neodvisni gramatiki.
Zapis SMILES pretvorijo v sintaktično drevo, ki ga nato uporabijo kot vhod
v mrežo. Izhod je nato pretvorjen nazaj v ustrezen zapis, s čimer so zmanjšali
število neustreznih dekodiranih kemijskih struktur.
Blaschke in sod. [13] so pokazali, da nasprotniški samokodirnik (angl. ad-
versial autoencoder) deluje bolje od variacijskega za ustvarjanje novih struk-
tur. Taki samokodirniki uporabljajo dodatno nevronsko mrežo, s katero se
6http://moleculenet.ai/
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samokodirnik dodatno uči, da je distribucija latentnega prostora bolj po-
dobna izbrani distribuciji.
V našem delu smo za osnovo prav tako vzeli arhitekturo Gómez-Bombare
in sod., a se zaradi ovrednotenja postopka osredotočili na kvaliteto klasifi-
kacije struktur v latentnem prostoru. Podobne problematike se je lotil tudi
Cordioli [9] v svoji magistrski nalogi. Njihova arhitektura temelji na klasifika-
cijski konvolucijski nevronski mreži, pri kateri so uporabili mrežo sestavljeno
iz dveh konvolucijskih plasti in dveh polno povezanih plasti. Predzadnji nivo
je uporabljen kot vektorska vložitev kemijskih struktur dolžine 512. Njihova
pomanjkljivost je, da za gradnjo mreže uporabljajo razrede, pri našem delu
pa uporabljamo samokodirnike, ki razrednih spremenljivk ne potrebujejo.
Poglavje 3
Podatki in metode
V poglavju opišemo podatke, ki smo jih uporabili v eksperimentih ter upo-
rabljene tehnike za gradnjo modelov in vrednotenje.
3.1 Podatki
Kot vhod bo naš model za vektorski opis kemijskih struktur sprejel strukture,
zapisane v obliki SMILES, zato so vse strukture v izbranih podatkovnih zbir-
kah zapisane v tej obliki. Zbirke so bile ločene na učno in več klasifikacijskih.
Učna zbirka je bila uporabljena za učenje samokodirnika, klasifikacijske pa
za ocenjevanje kvalitete vektorskih vložitev samokodirnika na klasifikacijskih
problemih.
Za učenje je bila uporabljena podatkovna zbirka1, ki so jo zgradili Gómez-
Bombare in sod. [11]. Vsebuje 250.000 komercialno dostopnih učinkovin.
Učinkovine so bile izbrane naključno iz podatkovne baze ZINC. Gre za za-
stonjski javni vir več kot 200 milijonov komercialno dostopnih kemijskih
struktur [12].
Učne zbirke so bile pridobljene z MoleculeNet2. Za naše eksperimente smo
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nju podrobneje opisane. Učna in testna množica sta si med seboj disjunktni.
V zbirki BBBP [30] je 2.039 učinkovin, ki so razvrščene v dva razreda glede
na zmožnost učinkovine, da prehaja skozi krvno-možgansko pregrado (angl.
blood-brain barrier permeability, BBBP). Krvno-možganska pregrada je mem-
brana, ki ločuje kri v krvnem obtoku in možgansko ekstracelularno tekočino
in onemogoča prehod večini zdravil, hormonom in nevrotransmiterjem. Mo-
žnost prehoda skozi to membrano povzroča mnogo problemov pri razvoju
zdravil, katerih cilj je zdravljenje bolezni centralnega živčnega sistema.
Zbirka ClinTox [30] vsebuje 1.478 učinkovin z dvema binarnima razre-
doma. Prvi razred pove, ali je učinkovino odobrila Ameriška uprave za živila
in zdravila (angl. Food and Drug Administration, FDA), drugi razred pa
pove, ali je zdravilo neuspešno prestala teste toksičnosti.
V zbirki HIV [30] je 41.127 učinkovin, ki so razvrščene v dva razreda glede
na zmožnost učinkovine, da onemogoči razmnoževanje virusa HIV. Čeprav
so učinkovine v originalnih podatkih predstavljene, v programu terapevtskih
zdravil3 (angl. Drug Therapeutics Program), s tremi razredi: neaktivne,
aktivne in delno aktivne pri inhibiciji virusa HIV. Vendar sta bila razreda
za aktivnost in delno aktivnost združena z namenom, da se lažje najde nove
učinkovine, ki imajo kakršenkoli vpliv razmnoževanje virusa HIV.
V zbirki SIDER [30] je 1.427 učinkovin s kar 25 binarnimi razredi. Ta
zbirka vsebuje zdravila, ki so v komercialni prodaji. Razredi poročajo o
prisotnosti stranskih učinkov, ki so združeni v 25 skupin glede na to, na
katero skupino organov vplivajo, na primer, prebavni sistem, vidni organi in
živčni sistem.
Zbirka BACE [30] vsebuje 1.513 učinkovin z enim binarnim klasifikacij-
skim atributom. Atribut pove ali se učinkovina veže na encim β-sekretaza 1
in ga tako inhibira. Taka zdravila bi znala pomagati pri zmanjšanju možnosti
nastanka alzheimerjeve bolezni.
Iz tabele 3.2 je razvidno, da so v klasifikacijskih zbirkah nekatere učin-
kovine veliko daljše od učinkovin iz učne množice. To se nam je zdelo pri-
3https://wiki.nci.nih.gov/display/NCIDTPdata/AIDS+Antiviral+Screen+Data
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Ime zbirke Uporabljeni simboli
Učna #, (, ), +, -, /, 1, 2, 3, 4, 5, 6, 7, 8, =, @, B, C, F, H, I, N,
O, P, S, [, \, ], c, l, n, o, r, s
BBBP #, (, ), +, -, ., /, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, =, @, A, B, C,
F, H, I, M, N, O, P, S, T, Z, [, \, ], a, c, e, g, i, l, n, o, r, s,
t, u
ClinTox #, %, (, ), +, -, ., 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, =, A, B, C, F,
G, H, I, K, L, M, N, O, P, R, S, T, U, V, W, Z, [, ], a, b, c,
d, e, g, h, i, l, n, o, p, r, s, t, u
HIV #, %, (, ), +, -, ., 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, =, A, B, C, F,
G, H, I, K, L, M, N, O, P, R, S, T, U, V, W, Z, [, ], a, b, c,
d, e, g, h, i, l, n, o, p, r, s, t, u
SIDER #, (, ), +, -, ., /, 1, 2, 3, 4, 5, 6, 7, 8, =, @, A, B, C, F, G,
H, I, K, L, M, N, O, P, R, S, T, Y, Z, [, \, ], a, c, d, e, g, i,
l, m, n, o, r, s, t, u
BACE #, (, ), +, -, /, 1, 2, 3, 4, =, @, B, C, F, H, I, N, O, S, [, \,
], c, l, n, o, r, s









Učna 44,3 9 109
BBBP 51,5 3 400
ClinTox 59,3 2 339
HIV 45,3 4 580
SIDER 64,7 1 1195
BACE 65,2 17 198
Tabela 3.2: Osnovna statistika zapisov SMILES v uporabljenih podatkov-
nih zbirkah.
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merno za testiranje, saj prikazuje realno problematiko konvolucijskih nevron-
skih mrež, ki sprejmejo fiksno velikost vhodnih podatkov in večanje velikosti
vhoda eksponentno poveča število parametrov, ki se jih mora model naučiti.
Posledično se tudi čas učenja eksponentno podaljša. Prav tako je v tabeli
3.1 razvidno, da so v vseh klasifikacijskih zbirkah, razen BACE, uporabljeni
nekateri simboli, ki jih v učnih podatkih ni. To je daleč od optimalnega,
vendar je iskanje množične reprezentativne baze podatkov z vsemi možnimi
simboli izjemno težko in se s tem problemom v pričujoči nalogi nismo ukvar-
jali. Znake, ki jih ni v učni množici, smo pri problematičnih zapisih SMILES
kemijskih struktur zamenjali s presledkom, da jih je lahko samokodirnik še
zmerom sprejel kot veljaven vhod.
3.2 Uporabljena orodja
Nevronske mreže smo implementirali v programskem jeziku python s pomočjo
knjižnice Keras4. Za pretvorbo zapisov SMILES v prstne odtise in preverjanje
veljavnosti dekodiranih zapisov pa je uporabljena knjižnica RDKit5.
Keras je visokonivojski programski vmesnik za pisanje nevronskih mrež
v pythonu. Za delovanje potrebuje v zaledju eno izmed knjižnic TensorFlow,
CNTK (Microsoft Cognitive Toolkit) ali Theano. Posledično lahko uporablja
osrednjo procesno enoto ali grafično procesno enoto glede na uporabljeno za-
ledno knjižnico. Uporabnikom omogoča hitro in modularno pisanje modelov
in njihovo testiranje. V sklopu naloge smo uporabili Keras verzije 2.2.4 in
Tensorflow-GPU 1.6.
RDKit je skupek programske opreme za kemoinformatiko in strojno uče-
nje napisane v C++ in pythonu. Uporablja se lahko tudi kot knjižnica v
pythonu, ki uporabnikom med drugim omogoča branje in zapisovanje ke-
mijskih struktur v različnih formatih, med katerim je tudi zapis SMILES,
iskanje podstruktur znotraj množice struktur in pretvorbo v prstne odtise.
4https://keras.io/
5https://www.rdkit.org/
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V sklopu naloge je bil uporabljen RDKit različice 2018.09.1. Uporabljen je
bil za preverjanje veljavnosti zapisov SMILES, pretvorbo v prstne odtise in
izris kemijskih struktur.
3.3 Arhitektura samokodirnika
Implementirali smo samokodirnik, ki za vhod sprejema nize SMILES zakodi-
rane v enične matrike. Izhod kodirniškega dela je uporabljen kot vektorska
vložitev kemijskih struktur z nevronsko mrežo.
Velikosti kemijskih struktur so zelo različne, posledično so zapisi SMILES
teh struktur različnih dolžin. Zaradi izbire konvolucijskih plasti v arhitekturi
je vhod v mrežo fiksne dolžine. Da bi pokrili vse učne podatke, smo vse
zapise dopolnili do dolžine 120 s presledki. V primeru daljših zapisov v
klasifikacijskih podatkih smo te uporabili samo do dolžine 120. Zapise smo
nato zakodirali v enične matrike. V učnih podatkih je bilo 35 unikatnih
znakov, maksimalna dolžina zapisa je bila določena kot 120, tako je bila
velikost vhoda v model matrika velikosti 120 × 35 za vsak posamezen zapis
SMILES.
Naša implementacija samokodirnika sledi arhitekturi Gómez-Bombare in
sod. [11]. Za kodirnik so uporabljene tri 1D-konvolucijske plasti z velikostjo
jedra v zaporedju 9, 9 in 10 in številom jeder 9, 9, 11 na sloj. Za aktivacijsko
funkcijo je določen hiperbolični tangens. Sledi polno povezana plast z izpu-
stveno plastjo. Poskusili smo dve različni aktivacijski funkciji, hiperbolični
tangens in ReLU. Vsem tem plastem sledi paketna normalizacija. Zadnji
sloj je polno povezani sloj širine enake latentnemu prostoru. Za širino laten-
tnega prostora smo izbrali 196 po priporočilih Gómez-Bombare [11]. Izhod
kodirnika je vektor dolžine, ki je enaka izbrani velikosti latentnega prostora.
Model kodirnika je prikazan na sliki 3.1.
Dekodirnik je sestavljen iz ene polno povezane plasti z izpustveno pla-
stjo in paketno normalizacijo. Tudi to smo poskusili z uporabo obeh zgoraj
naštetih aktivacijskih funkcij. Sledijo tri plasti GRU s skrito dimenzijo 488.
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Kot aktivacijska funkcija je uporabljen hiperbolični tangens. Kot izhod je
uporabljen še en GRU z dimenzijo enako kot vhod v kodirnik, tako da so
dimenzije izhoda samokodirnika enake vhodu. Za aktivacijsko funkcijo je
uporabljen ohlapni maksimum, rezultati so interpretirani kot verjetnosti za
vsak posamezen znak in vsak element v celotnem zaporedju posebej. Model
dekodirnika prikazuje slika 3.2.
Ker so vhodni podatki zakodirani v enične matrike, si lahko posame-
zne elemente v matriki predstavljamo kot vrednost binarnega razreda. Zato
smo za cenilno funkcijo pri učenju mreže uporabili binarno prečno entropijo
(angl. binary cross entropy). Binarna prečna entropija oz. logaritmična
izguba (angl. log loss) se uporablja pri problemih, pri katerih so podatki
razdeljeni le v dva razreda (pozitivni 1 in negativni 0) in napovedni model
vrne verjetnost, da je vhodni i-ti primer pozitiven. Slabša kot je pri tem na-
povedana verjetnost, eksponentno višja je kazen. Za naše podatke se binarna
prečna entropija za posamezen vhod izračuna po enačbi 3.1; Xij predstavlja
i-ti vrstico in j-ti stolpec vhodne enične matrike, X ′ij pa izhodne matrike sa-
mokodirnika dimenzij Ni × Nj. Da se izračuna cenilno funkcijo za celoten
paket P , je treba izračunati še aritmetično sredino vseh vhodnih matrik v
paketu (enačba 3.2); Np je velikost paketa.















Modele smo učili na učnih podatkih, ki so bili opisani v razdelku 3.1. Učne
podatke smo razdelili na učno in validacijsko množico v razmerju 9 : 1.
Model smo učili do konvergence oz. dokler se napaka v validacijski množici
ni izboljšala v 20 zaporednih epohah. Uporabili smo stohastično gradientno
optimizacijo ADAM [28] s stopnjo učenja η = 4 ∗ 10−4. Uporabljena je bila
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Slika 3.1: Model kodirnika, ki je del samokodirnika. Širina latentnega pro-
stora je enaka 196.
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Slika 3.2: Model dekodirnika, ki je del samokodirnika. Širina latentnega
prostora je enaka 196.
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Slika 3.3: Prikaz izgube modelov samokodirnika na učni (polna črta) in vali-
dacijski (črtasta črta) množici pri različnih širinah samokodirnika (parameter
k) in različnih aktivacijskih funkcijah.
grafična kartica NVIDIA Titan X Pascal. Povprečen čas posamezne epohe
se je gibal okoli 7-minut.
Pregled izgube modelov iz posamičnih iteracij je prikazan na sliki 3.3. Ni
opaziti, da bi se katerikoli model prekomerno prilegal učnim podatkom, prav
tako so vrednosti med učnimi in validacijskimi podatki primerljivo podobne.
Razvidno je, da model s širino latentnega prostora dve hitro konvergira
z visoko vrednostjo izgube, ker je ozko grlo preozko, da bi se lahko naučil
dobre reprezentacije. Pri latentni širini 196 model s hiperboličnim tangensom
hitreje doseže nižjo vrednost cenilne funkcije in tudi končno naučen model
ima najnižjo vrednost cenilne funkcije napram ostalima dvema modeloma.
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3.5 Načrt vrednotenja
Za vrednotenje kvalitete vektorskih vložitev v problemih klasifikacije nau-
čenega samokodirnika smo uporabili pet klasifikacijskih podatkovnih zbirk,
ki imajo kemijske strukture zapisane v formatu SMILES. Vsaka izmed njih
vsebuje enega ali več binarnih razredov. Podrobni opis zbirk je podan v
razdelku 3.1.
Vektorske vložitve smo testirali s strojnim učenjem, podrobneje pri kva-
liteti napovedovanja razredne spremenljivke testnih podatkov. V ta namen
smo izbrali klasifikator XGBoost. Za ocenjevanje točnosti smo uporabili 10-
kratno prečno preverjanje in metriko AUC. k-kratno prečno preverjanje [20]
je metoda, pri kateri se podatkovno zbirko naključno razdeli na k delov in
uči klasifikator k-krat, kjer se vedno izbere druga podmnožica za testiranje
modela, ostalih k− 1 množic pa za njegovo učenje. Rezultate smo primerjali
z že uveljavljenimi metodami vložitev: podstrukturni, topološki in krožni
prstni odtisi, podrobneje opisani v razdelku 2.1.
Poglavje 4
Rezultati in diskusija
V nalogi nas je zanimala kvaliteta vektorskih vložitev kemijskih struktur s
samokodirnikom pri problemih klasifikacije, ki bi jih lahko uporabljali kot
alternativo že uveljavljenim prstnim odtisom. Za ocenjevanje kvalitete smo
uporabili 10-kratno prečno preverjanje in metriko AUC, ki smo jo ocenili na
množicah učinkovin z znanim razredom oziroma klasifikacijo učinkovine.
4.1 Rezultati
Kot smo pričakovali iz grafa izgube pri učenju (slika 3.3), so tudi preliminarni
testi potrdili, da so vektorske vložitve samokodirnika s hiperboličnim tangen-
som boljše pri problemih klasifikacije napram samokodirnikom z aktivacijsko
funkcijo ReLU. V rezultatih v tem poglavju zato poročamo le o modelu s
hiperoličnim tangensom.
V testnih podatkih so tudi zapisi SMILES kemijskih struktur, ki jih knji-
žnica RDKit ni mogla pretvoriti v prstne odtise. Te strukture smo izločili iz
podatkov, da smo lahko primerjali vektorske vložitve s popolnoma enakimi
podatki, čeprav naš samokodirnik sprejme poljubni zapis.
Za metodo XGBoost smo večinoma vzeli kar privzete parametre. Spre-
menili smo število operacij na 100, ker je privzeto število prenizko za dani
problem (10). Podobno tudi pri globini dreves; nastavili smo jo na 8, na-
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Zbirka \Vložitev AE Topološki Krožni Podstrukturni
BBBP 0.88 0.87 0.86 0.88
ClinTox 0.91 0.63 0.80 0.89
HIV 0.66 0.74 0.76 0.75
SIDER 0.57 0.65 0.64 0.66
BACE 0.80 0.87 0.88 0.87
Tabela 4.1: Primerjava rezultatov 10-kratnega prečnega preverjanja z me-
triko AUC vektorskih vložitev našega modela (AE) in treh vrst prstnih od-
tisov.
mesto privzeti globini 3. Parametrov namenoma nismo dodatno spreminjali,
da bi se izognili preoptimističnim rezultatom oziroma da se ne bi prilagajali
posameznim domenam.
Rezultati 10-kratnega prečnega preverjanja so prikazani v tabeli 4.1. V
zbirkah, ki imajo več razredov, smo podali povprečno vrednost. Testirali
smo še, ali dodajanje vektorskih vložitev našega modela k prstnim odtisom
izboljša rezultati pri klasifikaciji. Rezultati so prikazani v tabeli 4.2.
Pri zbirkah ClinTox in BBBP, kjer so bili rezultati našega modela naj-
boljši, smo latentni prostor vektorskih vložitev tudi vizualizirali z metodo
t-SNE. Primerjali smo jih z drugimi najboljšimi vložitvami, podstrukturni
prstni odtisi. Pred uporabo metode t-SNE smo podatkom zmanjšali dimen-
zijo na 30 s pomočjo PCA, da smo zmanjšali potreben čas za računanje in
zmanjšali šum v podatkih [29]. Parametre za metodo t-SNE smo pustili pri-
vzete. Graf za zbirko ClinTox je prikazan na sliki 4.1 in za zbirko BBBP
na sliki 4.2. Razvidno je, da razredi pri vložitvah z našim modelom med
seboj niso v celoti ločeni, vendar pa so prikazane gruče, pri katerih prevla-
dujejo učinkovine s posamezno lastnostjo. Napram podstrukturnim prstnim
odtisom so razredi med seboj lepše ločeni.
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Zbirka \Vložitev AE + Topološki AE + Krožni
AE +
Podstrukturni
BBBP 0.90 0.88 0.91
ClinTox 0.92 0.91 0.95
HIV 0.77 0.75 0.75
SIDER 0.63 0.60 0.61
BACE 0.87 0.86 0.83
Tabela 4.2: Primerjava rezultatov 10-kratnega prečnega preverjanja z me-
triko AUC vektorskih vložitev našega modela (AE), združenih v kombinaciji
z vsakim izmed treh vrst prstnih odtisov. Odebeljeni so najboljši rezultati,
ki pa so hkrati boljših od rezultatov posamičnih vložitev.
4.2 Diskusija
Pri dveh zbirkah so bile vložitve našega modela najboljše. Pri zbirki ClinTox
smo dobili rezultate, ki so bili boljši od vseh ostalih prstnih odtisov. V
kombinaciji s podstrukturnimi značilkami se rezultati še dodatno izboljšajo.
Prav tako so bili najboljši rezultati dobljeni pri podatkovni zbirki BBBP,
a tokrat primerljivi podstrukturnim prstnim odtisom. Pri združitvi našega
modela z ostalimi so bili vsi rezultati izboljšani, najboljši končni rezultat
pa smo dobili v kombinaciji s podstrukurnimi. Pri ostalih treh zbirkah se
vložitve našega modela niso izkazale v primerjavi z ostalimi. Pri zbirki HIV
in z združevanjem s topološkimi prstnimi odtisi so bili rezultati rahlo boljši
od ostalih. V vseh ostalih primerih združevanje ni imelo vpliva ali pa je celo
poslabšalo rezultate.
Čeprav so bili v testnih zbirkah tudi zapisi SMILES kemijskih struktur, ki
so bili veliko daljši od velikosti vhoda v samokodirnik, so bile klasifikacijske
točnosti naših vložitev primerljive s prstnimi odtisi. Na primer, najdaljša
učinkovina v testnih podatkih je predstavljena z zapisom SMILES s 1195
znaki (tabela 3.2), kodirnik pa sprejema zapise do 120 znakov, vse daljše
zapise se skrajša na dolžino 120. Take vložitve z našim modelom ne mo-
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ClinTox BBBP BACE HIV SIDER
% problematičnih
kemijskih struktur
7.5 8.9 0.8 10.9 18.9
AUC 0.91 0.88 0.80 0.66 0.57
Tabela 4.3: Odstotek problematičnih kemijskih struktur za samokodirnik
s pripadajočo AUC točnostjo. Problematične kemijske strukture so zapisi
struktur SMILES, ki so daljše od dolžine 120 ali vsebujejo znak, ki ni prisoten
v učnih podatkih.
rejo kvalitetno predstavljati vhodne kemijske strukture in le otežujejo učenje
klasifikatorja ter slabšajo rezultate. Vendar to predstavlja realni problem
modela, ki sprejme le vhode določene dolžine. Zaradi tega smo tudi te struk-
ture pustili v testnih podatkih. Drugi problem pa predstavljajo sami znaki,
uporabljeni v zapisih SMILES. V vseh testnih zbirkah razen BACE so bili
uporabljeni tudi znaki, ki jih ni bilo v učni zbirki (tabela 3.1). V tem primeru
se je ta znak, za vhod v samokodirnik pretvoril, v presledek. Ker v učnih po-
datkih in v sami notaciji SMILES presledki niso uporabljeni, so vložitve takih
učinkovin nekorektne in poslabšajo končne rezultate. Delež zapisov SMILES
kemijskih struktur v testnih zbirkah, ki so daljši od dolžine 120 ali vsebujejo
znak, ki ni prisoten v učnih podatkih je prikazan v tabeli 4.3. Razvidno
je, da je naš model dal najslabše rezultate pri klasifikaciji pri zbirki HIV in
SIDER, ki vsebujeta največ takih struktur. Če bi rešili ta dva problema, bi
bili rezultati verjetno boljši.
4.3 Implementacija v okolju Orange
Eden izmed ciljev te naloge je bila implementacija gradnika za programsko
opremo Orange, ki omogoča vektorsko vložitev kemičnih struktur v nota-
ciji SMILES z metodo razvito v nalogi. Za osnovo smo vzeli razširitev za
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kemoinformatiko1, ki ga je razvil Mattia Cordioli v sklopu svoje magistrske
naloge [9]. Sestavljata jo dva gradnika, eden za grafični prikaz grafov kemij-
skih struktur in drugi za vektorsko vložitev, ki potrebuje strežnik za svoje
delovanje.
Naš cilj je bil razviti gradnik, ki bi lahko deloval na uporabnikovem ra-
čunalniku brez internetne povezave in dodatnih obsežnejših pythonovih knji-
žnic, kot sta Keras in Tensorflow. Zaradi tega je bilo potrebno najprej razviti
kodirnik, ki uporablja le knjižnico NumPy [33]. Za osnovo smo vzeli ogrodje
Numpy deep-framework2, pri katerem gradnja nevronskih mreži sledi Kera-
sovi sintaksi in za svoje delovanje potrebuje le knjižnico NumPy. Za imple-
mentacijo našega kodirnika je bilo potrebno dodati implementacijo paketne
normalizacije, 1D-konvolucijske in polno povezane plasti. Te plasti smo do-
dali tudi v samo ogrodje. Samokodirnik pride ob namestitvi našega paketa,
njegove uteži pa so zapakirane v datoteki velikost 0,9 Mb.
Gradnik3 ima zelo preprost uporabniški vmesnik. Znotraj uporabniškega
vmesnika Orange novi gradnik na vhodu sprejme tabelo. Uporabniku se po-
nudi vse stolpce v tabeli, v kateri je atribut opisan z nizom. Izbere tistega,
ki ima kemijske strukture zapisane v formatu SMILES. Izbere tudi vrsto
vložitve. Poleg našega implementiranega kodirnika so dodane še RDKitove
implementacije topoloških, krožnih in podstrukturnih (algoritem MACCS)
prstnih odtisov. Izhod gradnika sta dve tabeli. Tabela z vektorskimi vloži-
tvami struktur na vhodu in tabela, v kateri so našteti zapisi, ki jih ni bilo
možno vložiti. RDKit ne more ustvariti prstnih odtisov neveljavnih zapisov
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Slika 4.1: Vizualizacija vložitve t-SNE nad vektorskimi vložitvami zbirke
Clintox z našim modelom in podstrukturnimi prstnimi odtisi.
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Slika 4.2: Vizualizacija vložitve t-SNE nad vektorskimi vložitvami zbirke
BBBP z našim modelom in podstrukturnimi prstnimi odtisi.
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Slika 4.3: Prikaz gradnika za vektorske vložitve v programski opremi
Orange. Uporabnik more izbrati atribut, ki hrani zapise SMILES in vrsto
vektorske vložitve. Prikazana je tudi izhodna tabela z vektorskimi vložitvami
našega kodirnika in vložitve t-SNE.
Poglavje 5
Sklepne ugotovitve
V sklopu naloge smo implementirali samokodirnik za vektorsko vlaganje ke-
mijskih struktur v zapisu SMILES. Večina obstoječih raziskav uporablja sa-
mokodirnike za ustvarjanje novih kemijskih struktur. Nas je zanimala kvali-
teta latentnega prostora samokodirnikov za probleme klasifikacije za uvelja-
vljene testne podatkovne zbirke. To bi lahko predstavljalo alternativo sicer
že uveljavljenim algoritmičnim prstnim odtisom.
Samokodirnik je bil narejen po zgledu arhitekture, ki so jo predlagali
Gomez in sod. [11]. Širina izhoda kodirniškega dela, ki predstavlja laten-
tni prostor, je nastavljena na 196. Tako ima vektorska vložitev kemijskih
struktur 196 značilk. Vhod pa predstavljajo strukture zapisane v notaciji
SMILES, ki so pretvorjene v enične matrike.
Kvaliteto razvitega samokodirnika smo primerjali s krožnimi, topološkimi
in podstrukturnimi prstnimi odtisi na podatkovnih zbirkah, ki sicer niso bile
uporabljene pri učenju samokodirnika. Najboljše rezultate smo dobili na
zbirki ClinTox, pri kateri je bil samokodirnik boljši od vseh ostalih prstnih
odtisov. Prav tako so bili pri zbirki BBBP dobljeni najboljši rezultati pri
združitvi našega modela s podstrukturnimi prstnimi odtisi. Pri ostalih treh
zbirkah je naš model dobil slabše rezultate. Z združevanjem vložitev smo
dobili le rahlo boljše rezultate pri zbirki HIV. Izkaže se, da problemi nastajajo
predvsem pri zbirkah, ki vključujejo kompleksnejše kemijske strukture.
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Izdelali smo še gradnik za programsko opremo Orange. Gradnik omogoča
preprosto uporabo našega implementiranega samokodirnika za vektorsko vlo-
žitev kemijskih struktur. Kodirniški del samokodirnika smo implementirali
z uporabo knjižnice, ki temelji le na knjižnici NumPy. Tako smo se izognili
zahtevi po uporabi knjižnici Keras ali Tensorflow.
Prva in verjetno najboljša možna izboljšava rezultatov, ki smo jih opi-
sali v nalogi, je izboljšati učne podatke. Uporabili bi lahko večje število
kemijskih struktur in izbrali bolj reprezentativne oziroma čim bolj različne
kemijske strukture. Pri tem je tudi mišljen izbor kompleksnejših struktur,
ki v zapisih SMILES uporabljajo vse možne znake, ki jih vsebuje notacija
SMILES. S tem bi se izognili prekomernemu prileganju določenih sklopov
kemijskih struktur. Smiselno bi bilo tudi optimizirati širino latentnega pro-
stora in poiskati optimalno razmerje med številom značilk, ki naj bi bilo čim
manjše, in klasifikacijsko natančnost, ki bi morala biti čim višja. Poskusili
bi lahko tudi še drugačno arhitekturo samokodirnikov, na primer takšno,
ki temelji na rekurenčnih mrežah in tako podpira poljubno dolžino zapisa
kemijske strukture.
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