I. INTRODUCTION
To tackle several complex search problems of real world, scientists have been looking into the nature for years-both as model and as metaphor-for inspiration. Optimization is at the heart of many natural processes like group behaviour of social insects, birds and the foraging strategy of other microbial creatures. Natural selection tends to eliminate species with poor foraging strategies and favour the propagation of genes of species with successful foraging behaviour. Since a foraging organism or animal takes necessary action to maximize the energy utilized per unit time spent for foraging, considering all the constraints presented by its own physiology such as sensing and cognitive capabilities, environment, natural foraging strategy can lead to optimization and essentially this idea can be applied to real world optimization problems.
Many bio-inspired computational methodologies such as Genetic Algorithm (GA) [2] (PSO) [6] , Ant Colony [5] and Artificial Fish Swarm Algorithm (AFSA) [3] have been intensively studied and applied to various optimization problems. In recent years, a new and rapidly growing subject-Bacterial Foraging Algorithm (BFA) [1] proposed by Prof. Passion in 2002 is a novel modern search algorithm based on the behaviour of E. coli bacteria. E. coli is a common type of bacteria with a diameter of 1um and a length of about 2 um. During the lifetime of E. coli, it shows the behaviour of chemotactic action, which makes the E. coli swimming up a nutrient gradient or out of noxious substance. Assuming the foraging time T, one E. coli obtains the energy with the value of E. Then E/T (foraging rate) depicts the chemo-tactic actions which models the foraging of E. coli as an optimization process. When an animal seeks to maximize the energy obtained in per unit time spent foraging. The E. coli bacteria communicate each other and at the same time completes for food. Beside the chemo-tactic action and information communication, other complex stages such as reproduction, elimination and dispersal stages are included in E. coli foraging behaviours. BFA has been tested on many unconstrained global optimization functions like Sphere function, Rosenbrock function, Rastrigin function, Ackley function and Griewank function etc. A Fast Bacterial Swarming Algorithm [7] was tested on High-dimensional Function Optimization. Self-adaptive Bacterial Foraging Optimization [8] , employing the adaptive search strategy to significantly improve the performance of the original algorithm was achieved by enabling BFO to adjust the runlengthunit parameter dynamically during evolution to balance the exploration/exploitation tradeoff. A variable denoting the overall best value [9] is incorporated to guide the bacterial swarm to move to the global optima and replace the role of interaction behavior between bacteria in classic BFO which is complicated and time-consuming. Micro-bacterial foraging algorithm [10] was proposed, which evolves with a very small population compared to its classical version. To accelerate the convergence speed of the bacterial colony near global optima, two cooperative approaches have been applied to BFO [11] that resulted in a significant improvement in the performance of the original algorithm in terms of convergence speed, accuracy and robustness. BFA aiming for optimization in dynamic environments [12] called DBFA, is studied. Analysis of Reproduction Operator [13] was studied in Bacterial Foraging Optimization Algorithm. Also BFA has been applied to many kinds of real world optimization problems [15] [16] . Many hybrid algorithms have been developed using BFA [4, 14] In this paper implementation of BFA for two nonlinear systems, one is liquid level control system and other one is DC motor speed control system [18] is carried out and relative improvement in system performance in comparison to those of GA is discussed in detail. This paper is organized as follows: Section II describes the basic principle of BFOA and pseudo code of Bacterial Foraging Optimization Algorithm. Section III introduces the nonlinear sysstems. Section IV describes the indirect BFA adaptive control. The simulation results and discussions are shown in Section V. Conclusions are shown in Section VI followed by references in section VII.
II. BACTERIAL FORAGING OPTIMIZATION ALGORITHM
The optimization in BFA comprises the following processes: chemotaxis, swarming, reproduction, elimination and dispersal. Chemotaxis is the activity that bacteria gathering to nutrient-rich areas spontaneously. A cell-tocell communication mechanism is established to simulate the biological behaviour of bacteria swarming. Reproduction comes from the concept of natural selection and only the bacteria best adapted to their environment tend to survive and transmit their genetic characters to succeeding generations while those less adapted tend to be eliminated. Elimination-dispersal event selects parts of the bacteria to diminish and disperse into random positions in the environment, which ensures the diversity of the species. Each of these processes has been described and finally pseudo-code of the BFOA is presented. a) Chemotaxis: This process simulates the movements of an E.coli cell through swimming and tumbling via flagella. Biologically an E.coli bacterium can move in two different ways. It can swim for a period of time in the same direction or it may tumble, and alternate between these two modes of operation for the entire lifetime. Suppose , , is i-th bacterium at j-th chemo-tactic, k-th reproductive and l-th elimination dispersal step.
is the size of the step taken in the random direction specified by the tumble. Then in computational chemotaxis the movement of the bacterium may be represented by:
where ∆ indicates a unit length vector in the random direction.
b) Swarming: Interesting group behaviour has been observed for several motile species of bacteria including E.coli and S.typhimurium, where stable spatio-temporal patterns (swarms) are formed in semisolid nutrient medium. A group of E.coli cells arrange themselves in a travelling ring by moving up the nutrient gradient when placed amidst a semisolid matrix with a single nutrient chemo-effecter. The cells when stimulated by high level of succinate release an attractant aspartate, which helps them to aggregate into groups and thus move as concentric patterns of swarms of high bacterial density. The cell to cell, signalling in E.coli swarm may be represented with the following function.
c) Reproduction: After chemo-tactic steps, the fitness values for the i-th bacterium in the chemotaxis loop are accumulated and calculated by:
where ℎ ℎ represents the health of the i-th bacterium. The smaller the ℎ ℎ is the healthier the bacterium is. To simulate the reproduction character in nature and to accelerate the swarming speed, all the bacteria are sorted according to their health values in an ascending order and each of the first bacteria splits into two bacteria. The characters including location and step length of the mother bacterium are reproduced to the children bacteria. Through this selection process the remaining unhealthier bacteria are eliminated and discarded. To simplify the algorithm, the number of the bacteria keeps constant in the whole process. d) Elimination-dispersal: For the purpose of improving the global search ability, elimination-dispersal event is defined after reproductive steps. The bacteria are eliminated and dispersed to random positions in the optimization domain according to the eliminationdispersal probability. This elimination-dispersal event helps the bacterium avoid being trapped into local optima. and use this ( + 1, , ) to compute the new , + 1, , as in step [6] .  Else, let m= . This is the end of the while statement. [8] Go to next bacterium , +1 if ≠ (i.e., go to [2] to process the next bacterium).
[
Step 5] If < , go to step 3. In this case, continue chemotaxis, since the life of the bacteria is not over. be the health of the bacterium a measure of how many nutrients it got over its lifetime and how successful it was at avoiding noxious substances). Sort bacteria and chemotactic parameters ( ) in order of ascending cost ℎ ℎ (higher cost means lower health).  The bacteria with the highest ℎ ℎ values die and the other bacteria with the best values split (and the copies that are placed at the same location as their parent).
Step 7] If < , go to step 2. In this case, we have not reached the number of specified reproduction steps, so we start the next generation in the chemotactic loop.
Step 8] Elimination-dispersal: For = 1,2,3,4 … , with Probability , eliminate and disperse each bacterium, and this keeps the number of bacteria in the population constant). To do this, if a bacterium is eliminated, simply disperse one to a random location on the optimization domain. 
Now, since + 1 = + ( ) 
Discrete time approach has been used. We ignore the saturation at the actuator input and the fact that the liquid never goes negative, and view the dynamics as 
IV. BACTERIAL FORAGING ADAPTIVE CONTROL
Optimization methods such as gradient algorithms and least squares methods are used to implement estimation methods, which are used to estimate models or controllers in adaptive control. Here, foraging algorithm has been used as the basis for adaptive control. In indirect adaptive control one seeks to learn a plant model during the operation of a system. Learning is viewed as foraging for good model information (i.e. information that is truthful and useful for meeting goals). An identifier model is used which is a parameterized model of the plant, and consider foraging algorithm searching in the parameter space that corresponds to finding nutrients. Multiple identifier models and social foraging (i.e. multiple models are tuned simultaneously, with foragers possibly sharing information to try to improve foraging success). The FBA search location in the parameter space , which corresponds to getting low identification errors between the model and the plant. Then, according to the sum of the squared identifier errors, at each time instant the model that is the best and uses it in a standard certainty equivalence approach to specify a controller is chosen. Each identifier model is an affine mapping to match plant nonlinearities. The identifier model parameters represent the forager's position. The cost function for each forager, which defines the nutrient profile, is defined to be the sum of squares of past identifier error values for each identifier model. For parameter adjustment, a foraging algorithm is used that is based on E. coli chemotactic behaviour. Here a plant model is tuned in order to specify the controller parameters. A set (population) of approximators is used to tune and the optimization method used to tune the set is bacterial foraging optimization algorithm. Fig.1 shows the adaptive control using BFA. 
Functions and represent the unknown nonlinear dynamics of the plant. It is these functions which require to be estimated so that a controller can be specified. and are defined to be as known parts of the plant dynamics, these can be set to zero.
is assumed to satisfy 0 < 0 < for some known 0 > 0 for all .
Estimation of an unknown ideal controller: An ideal controller is given by
This linearizes the dynamics of equation (15) such that → . substituting = * in equation (15) we obtain + = ( + ) so that tracking of reference input have been achieved within d steps.Since are unknown, an estimator is developed for these plant nonlinearities and used them to form an approximation to * . Using a "Certainty equivalence controller", the control input can be defined as
and are estimates of and ( ) respectively.
following estimates The certainty equivalence controller can be defined with the forager is used to minimize the fitness function ( ) . Let the ℎ estimate of the output and identification error be Forager's position in one dimension is given by the other dimension by = [ , ] , = 1,2. . , . S is the population size of the bacteria. Foraging strategy is based on E.coli chemotaxis, but without swarming, elimination-dispersal, and reproduction. Here chemotactic hill-climbing strategy is used to adjust the parameters. At each time step, one foraging step is used, that means either one tumble-tumble step. Foraging occurs while the control system operates with foraging (searching) for parameters occurring at each time step. For instance, if over one time step the cost did not decrease for an individual, then there is a tumble, and by this, a random direction is generated which update the parameters (location of the forager) in that direction. If, cost is improved from the last step, then another step in the same direction taken last time is made. In such case, forager is on a run in a good direction, down the cost function.
V. SIMULATION RESULTS AND DISCUSSION
Simulations have been performed in Matlab 7.4 and scratches have been developed using Duo CPU T 6400@ 2.00GHz 1.20GHz, 1.99 GB of RAM. Eighteen independent runs of BFOA were carried out. In the case of BFOA algorithm, the best suited sets of parameters are chosen after a series of hand tuning experiments. The step size , is set to be 0.05 for all bacteria for all times. The maximum number of steps along a good direction is =4, and 0 =2, 0 =0.5, i=1,2,...,S. Parameter settings for BFA algorithms  DC Motor Speed Control: = 2, = 1000, = 4, = 100, runlengthunit=0.05, beta0=0.05, beta1=0.5, input control -200 < ( ) <200.  Liquid Level Control: = 2, = 9000, = 4, = 1000, runlengthunit=0.05, beta0=0.05, beta1=0.5, input control -50 < ( ) <50.
Parameter settings for GA algorithm  DC Motor Speed Control: = 2, = 1000, probability of crossover P c =0.9, mutation probability Pm=0.05, Initial population element 0 =2, Initial population element 0 =0.5, input control -200 < ( ) <200.  Liquid level Control: = 2, = 1000, probability of crossover Pm=0.05, mutation probability Pm=0.05, Initial population element 0 =2, Initial population element 0 =0.5, input control -50 < ( ) <50. a) Simulation results of DC motor speed control using indirect adaptive control with GA and BFA are shown in figures (2a) and (2b). The tracking performance of DC motor with reference trajectory shows that after few initialisation indirect adaptive controller is able to track the reference trajectory. Figures 3a and 3b show the plant nonlinearities alpha and beta estimated by indirect GA and BFA adaptive controller respectively. Estimated plant nonlinearities are almost same as the actual plant nonlinearities. Also the estimated trajectory of DC motor is nearby same to actual trajectory after 10 sec. The best costs of the foragers are shown in figures 4a and 4b for GA and BFA based adaptive control for DC motor. It takes time before the controller adapts, but that as the cost index decreases over time, the fitness function value decreases hence healthier bacteria are available for reproduction, elimination and dispersal. Figure 5a shows the error between actual speed and reference trajectory of speed for DC motor using GA adaptive control. Error magnitude is more up to 10 sec, and then it reduces significantly. Figure 5b shows the error between actual speed and reference trajectory of speed for DC motor using BFA adaptive control. Error is significant in magnitude up to 10 sec, after this error reduces. A comparison of error for GA and BFA adaptive control indicates that there are slightly high fluctuation in speed in GA based control. Hence here performance of BFA based controller is better than GA based controller.
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so that forager's position is and in From figures 7a and 7b it has been observed that nonlinearities estimated by GA and FBA adaptive controller differs slightly as compared to actual plant nonlinearities. Plant nonlinearity alpha is almost matching to actual alpha in liquid level system, while there is slightly more difference between estimated one and actual one for beta nonlinearity.
The costs of the best individuals are shown in figures 8a and 8b for both GA and FBA based adaptive controller. It is observed in the simulation that cost is zero initially, then at 10 sec., the cost jumps to a relatively high value; this represents that a poor initialization initial for the population of bacteria. After some time, however, the foraging strategy is somewhat successful at adjusting the population members so that the estimation error decreases and hence, the best cost decreases. Also, however, cost does not always decrease over time, it increase and one cause of this is due to change in the reference input. A reduction in fitness value of bacteria indicates presence of healthier bacteria. Figures 9a and 9b show the error between actual liquid level and reference value of liquid level for GA and BFA based adaptive controller respectively. Error is high from 8 to 10 sec, after this error reduces. Table 1 it have been observed that for both the nonlinear systems time taken by BFA based adaptive controller is less than the time taken by GA. The BFA based adaptive controllers improve the dynamic performances of the both nonlinear system. Bacterial foraging algorithm has been implemented on DC motor speed control system and liquid level control of surge tank system. Indirect adaptive controller based on BFA is used for control of DC motor speed trajectory and liquid level square trajectory. Simulations have been performed for both the systems in MATLAB. It has been observed that BFA based adaptive controller tracks trajectory of both the nonlinear system after ten seconds. From the responses of both the nonlinear system it has been observed that after an initial transient period that results in part due to the poor initialization of estimators and the controller start up method, a reasonably good tracking of the reference input is obtained. It have been observed that estimates of the angular speed in DC motor and tank liquid level is quite good, even though at times the individual estimates of the nonlinearities are not.
Also the error between actual value and estimated value for both the systems reduces nearby to zero. Simulations for both the nonlinear systems have been performed by GA also. In DC motor error in speed trajectory is less fluctuating in BFA adaptive control compare to GA adaptive control. While performance of BFA is nearby same as GA based adaptive control in liquid level system. Elapsed time of simulation is less in BFA adaptive control as compare to GA adaptive control for both the nonlinear systems. Hence BFA based indirect adaptive controller performs well for both the nonlinear systems.
