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Abstract—Matching people across multiple camera views known as
person re-identification, is a challenging problem due to the change in
visual appearance caused by varying lighting conditions. The perceived
color of the subject appears to be different with respect to illumination.
Previous works use color as it is or address these challenges by
designing color spaces focusing on a specific cue. In this paper, we
propose a data driven approach for learning color patterns from pixels
sampled from images across two camera views. The intuition behind
this work is that, even though pixel values of same color would be
different across views, they should be encoded with the same values.
We model color feature generation as a learning problem by jointly
learning a linear transformation and a dictionary to encode pixel values.
We also analyze different photometric invariant color spaces.
Using color as the only cue, we compare our approach with all the photo-
metric invariant color spaces and show superior performance over all
of them. Combining with other learned low-level and high-level features,
we obtain promising results in ViPER, Person Re-ID 2011 and CAVIAR4-
REID datasets.
Index Terms—Person re-identification, Illumination invariance,
Photometric invariance, Color features, Joint learning.
F
1 INTRODUCTION
Matching pedestrians across multiple CCTV cameras have
gained a lot of interest in recent years. Despite several at-
tempts[1], [2], [3] to address these challenges, it largely remains
challenging mainly due to the following reasons. First, the im-
ages are captured under different lighting conditions. Therefore
the perceived color of the subject appears to be different with
respect to the illumination. Second, from surveillance cameras,
no biometric aspects are available[2]. Third, most often, the
surveillance cameras will be of lower resolution[1]. Figure 1
shows some examples of images from different datasets.
Modern person re-identification systems primarily focus on
two aspects. (1) A feature representation for the probe and
gallery images and (2) a distance metric to rank the potential
matches based on their relevance. In the first category, majority
of the works has been done on designing low level features.
Since each of the features capture different aspects of the
images, usually a combination of these features are used to
obtain a richer signature. In the second category, the person
re-identification is formulated as a ranking or a metric learning
problem. In this work, we focus on the feature representation
aspect, specifically on color based features.
Color based features have been proven to be an important
cue for person re-identification[1]. An interesting insight on
the importance of color features was demonstrated in an ex-
periment conducted by Gray and Tao[4]. They used AdaBoost
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for giving weights to the most discriminative features. They
observed that, over 75 percent of the classifier weights were
given to color based features. These observations support the
fact that color has to be given much more attention than other
handcrafted features based on shape, texture and regions. But
due to the illumination variations across the camera views, the
perceived color of same parts for a particular person appear
to be different. Taking this observation into consideration and
as validated from our experiments, we suggest that using
color features as it is, i.e. RGB, HSV or YUV color histogram
representation will not be adequate to achieve an illumination
invariant representation. Hence we propose a data driven
multilayer framework that learns invariant color features from
raw pixel values as opposed to histogram or other color based
handcrafted features.
The proposed framework aims at learning an invariant repre-
sentation for images from both camera views by transforming
all the pixels to a color-constant space. In the color-constant
space, the pixels are invariant to the camera and other envi-
ronmental variables. Instead of modeling each of the variables,
we exploit a data driven framework to explore the structures
and patterns inherent in the image pixels. Feature learning
approaches come in handy in this situation. We use an auto-
encoder based framework to transform the 3-dimensional RGB
pixel values to a higher dimensional space first and encode
them using a dictionary. These encoded values are pooled over
a region and concatenated to form the final representation of
an image. This framework can be extended to a multilayer
structure for learning complementary features at a higher level.
Experiments were conducted on publicly available datasets
such as ViPER[5], Person Re-ID 2011[6] and CAVIAR4REID[2].
From the results, it can be inferred that (1) by learning illu-
mination invariant color features, significant improvement can
be achieved in the results when compared with the traditional
color histograms and other handcrafted features; and (2) when
combined with other types of learned low-level and high-level
features, it can achieve promising results in several benchmark
datasets.
The rest of this paper is organized as follows. Section 2
reviews some of the related works in color constancy, person
re-identification and feature learning. Section 3 describes the
motivation and the major contributions of this work. Section
4 describes the framework for learning the invariant color
features. In section 5, we demonstrate the experimental eval-
uation of our method and compare with the other competing
methods for person re-identification. In section 6, we perform
an analysis of the obtained results and Section 7 concludes this
paper.
2 RELATED WORKS
2.1 Color Constancy
Human perceptual system has the ability to ensure that the
perceived color of an object remains relatively constant even
under varying illumination[7]. Land and McCann proposed
the Retinex theory[8] to explain this perceptual effect. In one
of the pioneering works[9], Forsyth proposed the CRULE and
MWEXT algorithms to achieve color constancy in Mondriaan
world images by estimating the illuminant based on the infor-
mation obtained from images such as reflectances and possible
light sources. For a detailed overview of the color-constancy
algorithms derived from the Retinex theory and [9], we refer
the reader to [10], [11], [12].
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2Fig. 1. Some examples from CAVIAR4REID, ViPER and Person
Re-ID 2011 datasets. Images clearly show the appearance
changes due to the environmental variables - Illumination, Shad-
ing, Camera view angle. Best viewed in color
All of the aforementioned works and the derived works
are based on specific assumptions since the color constancy
is an under-constrained problem [9], [12]. For example, in [9],
the main assumption is constrained gamuts, i.e., the limited
number of image colors which can be observed under a specific
illuminant. Several other assumptions were based on the distri-
bution of colors that are present in an image (e.g., white patch,
gray-world and gray-edge). Majority of these works vary in
their assumptions and therefore no color constancy algorithm
can be considered as universal.
Several works were done focusing on color features for object
recognition. In one of the earliest works, Swain and Ballard[13]
identified that color histograms were stable representations
over change in views. Gevers and Smeulders[14] analysed
different color spaces to achieve invariance to a substantial
change in viewpoint, object geometry and illumination. But
it was observed that the object recognition accuracy degrades
substantially for all of the color spaces with a change in
illumination color.
A Diagonal Matrix Transform (DMT) is the basis of majority
of the works[1], [14], [15], [16] on color constancy. To improve
the performance of DMT, spectral sharpening[17] derived for
each camera can be incorporated. Berwick and Lee[15] pro-
posed a log-chromaticity color space to achieve specularity,
illumination color and illumination pose invariance. A re-
cent work[1] make use of the log-chromaticity color space to
achieve invariant color features for person re-identification.
The assumption in [1] is that the shape of the color cloud
is sufficiently preserved in the logR
G
, logB
G
space. But this
assumption is violated in many real world images. The color
cloud is formed based on sampled observations from upper
body and lower part of the body. Fig.2 shows some examples
of those observations from the ViPER dataset. It can be seen
that in a different view, the upper part of the body may
have different colors for the same subject. In this paper, data
driven techniques are used to discover a color constant space
in contrast to methodologies based on strong assumptions.
2.2 Person Re-Identification
Person re-identification research has received a good amount of
attention in recent years. As mentioned in section 1, existing
works focus on the different steps that need to be taken for
dealing with this problem. Majority of the works[2], [3], [4],
[18], [19] predominantly focus on the first step, i.e. designing
features based on texture, color, shape, regions and interest
points. Since the primary focus of this work is on color based
feature design, a complete evaluation of all of the aforemen-
tioned features is beyond the scope of this paper. To obtain
the global chromatic content, most of the works uses the color
histogram features in RGB, HSV or YUV space. These color
spaces do not possess the property of illumination invariance.
In addition to a weighted HSV histogram, Maximally Stable
Color Regions(MSCR) are also used in [18] to obtain the per-
region color displacement.
In a relatively closer work, Porikli[20] and Javed[21] pro-
posed a Brightness Transfer Function(BTF) to find a transfor-
mation that maps the appearance of an object in one camera
view to the other. But it should be noted that, the system has to
be re-trained each time the illumination changes. In addition
to that, the method adopts normalized histograms of object
brightness values for BTF computation. Therefore, a pixel level
correspondence cannot be achieved.
It is important to note that all the aforementioned features
for person re-identification are handcrafted focusing on specific
cues. However, in this work we propose a model to learn color
based features for a pair of camera to achieve the invariance
properties across the two different views based on the intuition
that the features should be invariant to change in environment
and camera variables. To the best of our knowledge, this is
the first work that focuses on a data driven learning of low-
level color features. Since the framework is based on learning
from the data, the scope of this work is beyond person re-
identification.
2.3 Feature Learning
Recent researches have shown a growing interest in unsu-
pervised feature learning methods such as auto-encoders[22],
sparse coding[23] and Deep Belief Nets[24] since they are data
driven and can be generalized to a larger extent. Since no
handcrafted feature can be considered as universal, learning
relations from data can be advantageous.
Modeling complex distributions and functions have been a
bottleneck in machine learning. Recent studies in deep learning
indicate that such deep architectures can efficiently handle
these challenges and have shown that better generalization
can be obtained. Several successful algorithms have been pro-
posed[24],[25], [26], [27], [28] to train large networks such as
deep belief networks and stacked auto-encoders. The intuition
behind using large networks is that, to learn a complex function
that computes the output from input, automatically learning
features at multiple layers of abstraction can help to a large
extend[28]. Additionally, biological evidences substantiate that
in the visual cortex, recognition happens at multiple layers[29].
However, all the above works focus on learning edges at
different orientations in the first layer and higher level patterns
in the further layers. In contrast to this, the proposed work
addresses the problem of learning color features from data.
We also propose a new method to learn a transformation
and encoding simultaneously at a pixel level to achieve color
constancy.
3 MOTIVATION
Even though the importance of color features is proven in [4],
color features were not given much attention in person re-
identification. Existing works use color as it is, i.e. computing
the histogram in designed color spaces without any processing.
However, varying lighting conditions affect the robustness of
such designed features. These variations can be considered as
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Fig. 2. Two examples to illustrate the difference in color clouds
for the same person in different views due to appearance
change in the second view. In (a), due to the presence of
additional object(bag), the shape of the color clouds vary sig-
nificantly. In (b), the color of the upper body has changed across
the views which result in a different shape for the corresponding
color clouds as shown in the plot. Best viewed in color
noises that corrupt the actual pixel values. While designing
color features, the performance will be affected unless these
noises are handled well. The existing methods for achiev-
ing color constancy are based on strong assumptions about
the statistics of color distribution, surfaces and its reflectance
properties. Hence, a histogram representation in such a weakly
corrected space will not be robust enough.
Hand-engineered features focus on particular cues and adds
more complexity to the system. Modeling each of the cam-
era parameters and other environmental variables explicitly
is practically impossible. Our intuition is that a data driven
feature learning approach can discover a good intermediate
representation from the input pixels. This means that, the
relationship between the images across views can be learned by
sampling observations from the images themselves. A robust
representation should capture a certain amount of information,
i.e. stable structures and patterns from the observed input.
Though the inputs are corrupted, it can be reasonably assumed
that there exists a space where the color patterns are invariant
to these variables. A manifold learning interpretation of this
problem is given in [22]. The corrupted inputs will lie away
from the manifold and the objective is to learn a transformation
to project them back to the manifold, in this case, the color
constant space. With this assumption, we use a linear auto-
encoder to discover such patterns from the data with the
objective that in the transformed space, the representation for
pixels of same colors should be as close as possible.
Many researchers have empirically found that an encoding
schemes for quantizing each local descriptors is essential for
good performance. Sparse coding [23], [30] has been found
to achieve state-of-the-art performance for many classification
problems. In this work, a sparse coding technique is adopted
to encode each pixel by a set of dictionaries or codebooks.
Previous works consider feature computation and encoding
independently. However, these two approaches should be con-
sistent with each other. Therefore, we propose a joint learning
framework to obtain a transformation and the codebook si-
multaneously while enforcing the final encoded representation
of each pixel belonging to the same color to be same. As
validated from our experiments, we observe that the joint
learning framework helps to obtain a robust representation and
boost the performance significantly.
Considering all the aforementioned challenges, we develop a
data driven joint learning framework to handle these variables
effectively. In summary, the contributions of our work are as
follows
• We propose a novel data driven approach for learning
inter camera illumination invariant color features from
the pixels sampled from matching pair of images. In
contrast with the previous works such as color histograms,
normalized color spaces and BTF, our approach is more
robust and represents the color features in an efficient and
discriminative way.
• We propose a joint learning framework which solves
the coupled problem of learning a linear auto-encoder
transformation and a dictionary to encode the features.
Previous works make use of an independent strategy to
obtain features and encode them.
• We show that color as a single cue can bring a good
performance that beats several hand-engineered features
designed for person re-identification and when combined
with other types of learned low-level and high-level fea-
tures, it can achieve promising performance in several
challenging datasets.
4 APPROACH
As mentioned in the previous sections, the appearance of
color changes across camera views due to a stark change
in illumination. Fig.3a and Fig.3d show an example of such
changes in the appearance. It can be seen that the patches
sampled, as shown in Fig.3a and Fig.3d, appears to be of
different color. Histogram of the sampled patches appears to
be as shown in the Fig.3b and Fig.3e respectively. Finlayson
et al.[17] have shown that the diagonal model is an accurate
model to achieve color-constancy for narrow-band(sensitive to
single wavelength) imaging sensors. Practically, such sensors
do not exist and the diagonal model is thus considered as an
approximate model to correct the images for its illumination
changes.
Patches sampled from the images are pre-processed using
L2-norm as mentioned in [31]. We use a linear auto-encoder
to transform the pixels into a rich higher dimensional space.
These transformed pixel values are encoded using a sparse
coding technique to attain more discriminative information.
The objective behind the encoding is that the encoded values
for corresponding pixels should be the same(or very close).
To achieve consistency between the linear transformation and
the encoding, we adopt a joint learning strategy to optimize
the linear auto-encoder transformation and dictionary learning
simultaneously. The parameters are updated alternatively to
find the optimal mapping and encoding for the pixel values.
More details are given in the subsequent sections.
4.1 Training Patch Collection
To train the system, patches were extracted from the train-
ing images manually. As a selection principle, we carefully
choose patches so that sampled patches are distributed among
different colors under varying illuminations. Background in-
formation were discarded and patches were cropped from
corresponding parts of the same subject in two views where the
color appears to be different. This is very important to create
an optimal model and it can be seen from our experiments that
this model based on these sampled patches gives a very good
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(a) View A (Image and the
Extracted Patch)
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(b) RGB Histogram
0 50 100 150 200
0
0.2
0.4
0.6
0.8
1
Bins
N
or
m
al
iz
ed
 v
al
ue
s
0 50 100 150 200 250
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Sparse Codes
N
or
m
al
iz
ed
 v
al
ue
s
0 50 100 150 200
0
0.2
0.4
0.6
0.8
1
Bins
N
or
m
al
iz
ed
 v
al
ue
s
0 50 100 150 200 250
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Sparse Codes
N
or
m
al
iz
ed
 v
al
ue
s
(c) Encoding using our ap-
proach
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(d) View B (Image and the
Extracted Patch)
0 50 100 150 200
0
0.2
0.4
0.6
0.8
1
Bins
N
or
m
al
iz
ed
 v
al
ue
s
0 50 100 150 200 250
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Sparse Codes
N
or
m
al
iz
ed
 v
al
ue
s
0 50 100 150 200
0
0.2
0.4
0.6
0.8
1
Bins
N
or
m
al
iz
ed
 v
al
ue
s
0 50 100 150 200 250
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Sparse Codes
N
or
m
al
iz
ed
 v
al
ue
s
(e) RGB Histogram
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(f) Encoding using our ap-
proach
Fig. 3. (a) Training image from view A and a patch sampled from that image. (b) RGB histogram (216 dimensional) of the extracted
patch. (c) Randomly sampled pixel encoded using our approach. (d) Training image from view B and a patch sampled from the
corresponding region as patch from Image in (a). (e) RGB histogram (216 dimensional) of the extracted patch. (f) Encoding of a
randomly sampled pixel from this patch. It can be seen from (b) and (e), the RGB histogram representation for the corresponding
sampled patches are not close to each other. (c) and (f) shows the result of the encoding using our approach. It can be seen that,
using our formulation, the obtained encoding is very close to each other for corresponding pixels in the sampled patch. We learn
the transformation and Dictionary jointly so that the encoding is same for the two sampled patches. Best viewed in color
performance. From each of the training image pairs in each
dataset, we sample 3 pairs of patches by following the criteria
mentioned above. Fig.3a and Fig.3d show an example of pair
of patches sampled from the ViPER dataset.
4.2 Objective Formulation and Optimization
Intuitively, in a color constant space, the pixel values of same
color should be same for both the images. Therefore, the objec-
tive of the proposed framework is to compute a representation
so that the pixel values are close to the corresponding pixels
in the matching image. This objective is formulated by making
use of an auto-encoder and sparse encoding technique by
enforcing the final encoded pixels of same color to have same
values. As mentioned in section 3, auto-encoder captures the
stable structures and patterns in the data and projects it into a
color constant space. At the same time, taking the performance
into consideration, a sparse encoding is also applied to the
descriptors to represent them compactly. Mathematically:
minimize
W1,W2,D,α1,α2
`ae + `sc + εen + Ω, (1)
`ae =
1
m
∥∥(W ′2 (W ′1X + b1)+ b2)−X∥∥22 (2)
`sc =
β
m
∥∥(W ′1X + b1)−Dα∥∥22 (3)
εen =
γ
m
‖α1 − α2‖22 (4)
Ω = λ
(
W 21 +W
2
2
)
+ ρ ‖D‖22 +
η
m
√
α2 + δ (5)
where `ae is the auto-encoder loss function, `sc is the loss
due to the sparse encoding, εen is the error of the encoded
values and Ω is the regularization term. Ω is essential to avoid
learning trivial values and to enforce sparsity.
Here, X = [X1 X2] ∈ R3×2m, where X1 = [x11, x12, ..., x1m] ∈
R3×m and X2 = [x21, x22, ..., x2m] ∈ R3×m are the RGB values
of m randomly sampled pixels from patches extracted from
view A images and the corresponding pixels from the patches
extracted from view B images respectively. W1 ∈ R3×h is
the linear transformation matrix that transforms each of the
pixels into a higher dimensional space and b1 ∈ R1×h is the
bias term. Similarly, W2 ∈ Rh×3 is the transformation of the
higher dimensional space into the original 3 dimensional space
and b2 ∈ R1×3 is the bias term. As mentioned in section 2.1,
previous works have proven that, a linear transformation is
sufficient to transform images under an unknown illuminant
to images under the canonical illuminant. We borrow this intu-
ition into our work and therefore we use a linear auto-encoder.
D ∈ Rh×d are the basis vectors(Dictionary or Codebook) to
encode each of the transformed pixel values in the higher
dimensional space where d is the number of such learned
dictionaries. The encoding, α = [α1 α2] ∈ Rd×2m is sparse
and is represented by α1 and α2 for X1 and X2 respectively.
The optimization is done alternatively between α, D and
(W1, b1,W2, b2). We use L-BFGS gradient based optimization
procedure to update these values. The gradients with respect
to each of the terms are given in Appendix A. Initially, α1
and α2 are updated based on their gradients while keeping
D and (W1, b1,W2, b2) fixed. Then D is updated keeping α1,
α2 and (W1, b1,W2, b2) fixed. Finally, keeping α1, α2 and D
fixed, (W1, b1,W2, b2) are updated together. For a simple and
straightforward gradient based optimization, we replace |α|1,
the L1 norm with an approximation that can smooth it at the
origin,
√
α2 + δ. δ is infinitesimally small (1× 10−4).
Theoretically, the gradient based optimization is simple for
5the above objective functions. But for faster convergence and a
good optima, it requires a bit of finesse. With that in consider-
ation, practically, good initializations are required for W1, W2
and D. We give the objective function for the initializations in
Appendix B. Initialization helps to achieve faster convergence
as well as a better local optima. Joint learning is done until
convergence. During testing, for each pixel in an image, we
first use W1 and b1 to transform it into a higher dimensional
space and use the learned dictionary D to compute the sparse
codes. Therefore, the dimensionality of the features for each of
the input image will be M×N×d where M×N×3 is the input
image dimensions. Fig.3c and Fig.3f show the representation
obtained by us using the joint learning framework. It can be
seen that the error of encoding for the pixel sampled from the
two patches is much less than the histogram representation of
the patch.
4.3 Multi-layer Framework
The same formulation can be extended to a multilayer
framework so that the representations are close to each other
for the patches sampled from the images. To achieve this
objective, we encode all the pixels in the sampled patches
using the method mentioned in the above section and adopt
a max pooling scheme over the 2 × 2 regions to get the
representation of a patch. The max pooling strategy makes the
representation slightly translation invariant. We further adopt
the same formulation with the linear transformation and dic-
tionary learning and encode the observations over a patch and
enforce the equality constraint over the corresponding samples
from the image pairs. Once the representation is obtained in
the second layer, max pooling is done over 4× 4 regions. For
simplicity, we keep the dimensions h and d same for the second
layer. We observed that further increasing the number of layers
did not give any significant advantage over the performance.
Also considering the complexity of the approach, we use only
two layers for our model.
4.4 Parameters
The formulation contains several parameters such as the
weights of the cost function terms, the dimensions of the lin-
early transformed space and the number of dictionary atoms.
All the parameters were empirically determined by cross-
validation. The obtained parameters are as follows. h = 60,
d = 250, β = 1, γ = 0.1, λ = 3× 10−3, ρ = 0.01 and η = 0.01.
5 EXPERIMENTS
We validate our algorithm on publicly available datasets such
as ViPER[5], Person Re-ID 2011[6] and CAVIAR4REID[2]. The
characteristics of these three datasets are ideal for the evalua-
tion of the proposed Jointly Learned Color Features(JLCF) since
the images were captured from two cameras under varying
environments such as indoor and outdoor, bright and dark
illumination and different view angles. Below, we list the
baseline approaches we compare with.
1) Hist: We compare our approach with the 3D histogram
generated in RGB, HSV and YUV spaces. The his-
tograms are computed from the images without any
pre-processing for illumination changes. We use 6 bins
for each of the channels so that the representation is
216 dimensional which is close to the 250 dimensional
space proposed in this work. Image is divided into 8× 8
blocks with a stride of 4 and for each of those blocks,
we compute the histogram. We refer to the histogram
representations as RGBHist, HSVHist and YUVHist.
2) cHist: cHist corresponds to the histogram of the images
in the weakly corrected(L2 norm based correction) space.
As mentioned for Hist, the number of bins for each of the
channels and the size of the image blocks are kept same.
The representation based on the corrected color space is
referred to as cRGBHist, cHSVHist and cYUVHist.
3) rgHist: rgHist corresponds to the histogram in the rg
space for the corrected images. rg color channels are
one of the first photometric invariant color channels
proposed. The rg space corresponds to
r =
R
R+G+B
, g =
G
R+G+B
(6)
The image is divided into blocks of 8 × 8 and for each
of the blocks, we compute histogram of 16 bins for each
channel. The final representation for each block will be
256 dimensional.
4) Opponent: The opponent color space is invariant to
specularity. It can be computed byO1O2
O3
 =

1√
2
−1√
2
0
1√
6
1√
6
−2√
6
1√
3
1√
3
1√
3

RG
B
 (7)
Image is divided into 8×8 blocks and the final histogram
representation is computed as mentioned in [32].
5) C: The C color space adds photometric invariant with
respect to shadow shading to the opponent color space.
It is computed by normalizing Opponent descriptor by
the intensity.
C =
[
O1
O3
O2
O3
O3
]T
(8)
For 8×8 blocks, the histogram is computed as mentioned
above for the opponent color space.
6) Independent Learning: The learning strategy will be
optimizing the auto-encoder transformation first and then
obtaining the sparse codes of the transformed pixel values
without joint learning. The objective given in appendix A
for initialization is used to find the optimal auto-encoder
transformation. After obtaining the transformation, dic-
tionary is learned using `sc in equation 1.
7) JLCF without Color Constancy(JLCF WCC): To show
that the learning based on color constancy is impor-
tant, we develop the representation without the color
constancy term, i.e., excluding the ‖α1 − α2‖22 term in
equation 1.
The final representation of an image in each of the color
space is obtained by concatenating the histogram of each
blocks in the image. Keeping the settings same for all of the
baselines, we use LADF[33] metric learning framework for all
the comparisons. For baseline 6, 7 and the proposed JLCF, the
matching score of first and second layer is combined to form
the final score.
The results are reported based on the Cumulative Matching
Characteristics(CMC)[34]. Each of the datasets, experimental
settings and their evaluations are given in detail in the follow-
ing subsections. Since the color features are complementary
to other types of learned low-level and high-level features,
we also perform experiments by combining with them to
6compare with state-of-the-art results. The following features
are combined with the proposed color features.
1) AE: Single layer auto-encoder features are learned at a
patch of size 8 × 8 × 3. 400 filters are learned and the
filter response of patches for an image are pooled over
8 × 8 regions. Vectorizing this representation gives the
final feature for a single image. The features learned from
a single layer auto-encoder are gabor-like edges.
2) CNN: The imagenet pre-trained model of Caffe[35] which
follows the architecture in [36] is used to obtain high-
level features. The dimensionality of the obtained feature
is 4096.
5.1 ViPER Dataset
ViPER[5] is the most popular and challenging dataset to eval-
uate Person Re-Identification. The dataset contains 632 pedes-
trians from arbitrary viewpoints under varying illumination
conditions and have relatively low resolution. The images are
normalized to a size of 128× 48. We use the same settings as
mentioned in [19], [33] for the evaluation.
Table 1 shows the performance comparison of our approach
with different baseline methods and photometric invariant
color spaces. Experimental results suggest that the encoding
based on the joint learning helps to a very large extend in
achieving good performance. Table 1 also shows our compari-
son with the independent learning strategy as well as the joint
learning framework without the color constancy term, εen in
equation 1.
An evaluation of the state of the art algorithms is given in
table 2. The [33], [37] and [38] out performs our methods at
different ranks. We observed that this is due to the lack of
an optimal score combining mechanism for color and texture
features. [39] achieved state-of-the-art results by combining
with LADF. However, using color as a single cue, we achieve
comparable results with several state-of-the-art methods based
on multiple handcrafted features.
5.2 Person Re-ID 2011
The Person Re-ID 2011 dataset[6] consists of images extracted
from multiple person trajectories recorded from two different,
static surveillance cameras. Images from these cameras contain
a sheer difference in illumination, background, camera charac-
teristics and a significant view point change. Multiple images
per person are available in each camera view. There are 385
person trajectories from one view, 749 from the other and 200
people appear in both views. For more details regarding the
dataset, we refer the reader to [6] and [40].
In our experiments we do a multi-shot re-id with the same
settings as mentioned in [40] and compare our results with
the baselines as well as the state-of-the-art results. Table 1
shows the comparison of our approach with the baselines
and photometric invariant color spaces. Table 2 shows the
comparison of our approach with state-of-the-art results in
Person Re-ID 2011 dataset. As shown in the results, our method
clearly outperforms the baselines, different photometric in-
variant color spaces and when combined with AE and CNN
features, it outperforms the state-of-the-art results.
5.3 CAVIAR4REID
CAVIAR4REID[2] is a person re-id evaluation dataset which
was extracted from the well known caviar dataset for eval-
uation of people tracking and detection algorithms. It is a
TABLE 1
Performance Comparison of different baselines and
photometric invariant color spaces on the Standard Evaluation
Split of the ViPER, Person Re-ID 2011 and CAVIAR4REID
Datasets. Proposed Jointly Learned Color Features(JLCF)
outperform all the baselines.
Method Rank 1 Rank 5 Rank 10 Rank 15
RGBHist 7.59 % 27.53 % 43.35 % 54.74 %
HSVHist 11.07 % 33.23 % 48.42 % 60.44 %
YUVHist 1.90 % 10.44 % 18.35 % 24.05 %
cRGBHist 7.59 % 27.53 % 43.67 % 54.74 %
cHSVHist 12.34 % 38.29 % 52.53 % 65.19 %
cYUVHist 3.48 % 13.60 % 22.46 % 28.16 %
rgHist 1.90 % 7.59 % 16.46 % 22.78 %
C Color Space 7.59 % 26.27 % 40.50 % 48.73 %
Opponent 7.91 % 25.31 % 38.29 % 43.67 %
Independent
Learning
20.25 % 47.78 % 64.24 % 76.89 %
JLCF WCC 19.94 % 48.73 % 65.50 % 75.00 %
Proposed JLCF 26.27 % 51.90 % 67.09 % 78.17 %
(a) ViPER
Method Rank 1 Rank 10 Rank 20 Rank 50
RGBHist 1 % 14 % 25 % 41 %
HSVHist 0 % 7 % 14 % 17 %
YUVHist 1 % 6 % 12 % 27 %
cRGBHist 1 % 13 % 25 % 42 %
cHSVHist 0 % 11 % 22 % 31 %
cYUVHist 3 % 9 % 14 % 33 %
rgHist 0 % 2 % 6 % 21 %
C Color Space 3 % 12 % 20 % 33 %
Opponent 3 % 21 % 30 % 42 %
Independent
Learning
6 % 32 % 41 % 62 %
JLCF WCC 9 % 36 % 47 % 60 %
Proposed JLCF 14 % 45 % 55 % 72 %
(b) Person Re-ID 2011
Method Rank 1 Rank 5 Rank 10 Rank 20
RGBHist 19.79 % 65.47 % 81.89 % 98.94 %
HSVHist 18.73 % 56.42 % 76.00 % 93.68 %
YUVHist 17.05 % 51.36 % 68.84 % 94.52 %
cRGBHist 24.21 % 68.42 % 84.84 % 97.47 %
cHSVHist 20.21 % 59.36 % 77.47 % 94.94 %
cYUVHist 22.73 % 53.26 % 72.42 % 96.84 %
rgHist 12.84 % 43.36 % 68.84 % 92.63 %
C Color Space 22.52 % 56.63 % 72.21 % 94.73 %
Opponent 25.05 % 58.10 % 71.78 % 90.52 %
Independent
Learning
25.47 % 66.52 % 86.526 % 99.36 %
JLCF WCC 26.68 % 65.47 % 82.73 % 98.31 %
Proposed JLCF 32.63 % 67.15 % 87.57 % 99.36 %
(c) CAVIAR4REID
7relatively smaller dataset which contains a total of 72 pedes-
trians(50 of them in both camera views and the remaining 22
with one camera only) taken from a shopping mall in Lisbon.
Re-identification in this dataset is challenging due to a large
variation in the resolution, illumination, occlusion and pose
changes.
The experimental settings are kept the same as in [1]. Table 1
shows that the illumination invariant signatures are perform-
ing significantly better than the baseline color features and
different photometric invariant color spaces. We also compare
with other standard approaches by combining JLCF with AE
and CNN features and the results are reported in table 2.
Similar to the ViPER dataset, we observed that lack of an
optimal score combining mechanism affects the performance
at rank 1. However, it should be noted that we achieve the
best results at higher ranks.
6 ANALYSIS
In this section, we give the analysis of our approach and
compare it with the baseline methods for color features.
6.1 JLCF vs Designed color spaces
Color histograms are representations which capture the color
distribution. However, the difference in illumination can cause
a significant change in the appearance which is caused by
the variation in the RGB pixel values. Therefore, without the
illumination correction, the histogram will not be a robust rep-
resentation for color images. Using L2-norm, we do a correction
for each of the images and then obtain the histogram in such
a corrected space, the cHist. Our approach uses illumination
correction and find an optimal transformation to encode the
pixel values in such a way that pixels corresponding to similar
colors are close enough. The other photometric invariant color
spaces can be considered as handcrafted features addressing
specific cues as mentioned in section 5. Table 1 shows the
comparisons of our method with the baseline approaches and
it can be seen that JLCF clearly outperforms all of them. This
is due to the fact that the L2 norm based correction which
is inspired from the diagonal model is a weak illumination
correction due to the strong assumptions. The comparison
also shows that data driven learning approach is better than
handcrafted color features.
6.2 JLCF vs Independent Learning
As mentioned in section 3, to be consistent with each other, the
linear auto-encoder transformation and dictionary for sparse
coding must be learned jointly. As it can be seen from the
results in table 1, the joint learning improves the performance
significantly for all the datasets. This is due to the fact that,
for the encoding of each pixel, an optimal dictionary which
can give same representation for pixels of same color has to be
learned together with the linear transformation.
6.3 Proposed JLCF vs JLCF without Color Constancy
The objective of our approach is that for similar colors, the
encoding must be same. Since the pixel values are corrupted by
varying lighting conditions, this cannot be achieved by merely
taking a histogram in pre-defined color spaces or sparse coding
unless the pixel values are close enough. With this objective,
the formulation in equation 1 encodes the color information
in such a way that for same colors, the encoding error is
TABLE 2
Performance Comparison of different state-of-the-art results on
the Standard Evaluation Split of the ViPER, Person Re-ID 2011
and CAVIAR4RED Datasets. Proposed Jointly Learned Color
Features(JLCF) combined with AE and CNN can achieve
promising results in the following datasets.
Method Rank 1 Rank 5 Rank 10 Rank 15
SDALF[18] 19.87 % 38.89 % 49.37 % 58.46 %
CPS[2] 21.84 % 44.00 % 57.21 % 65.18 %
eBiCov[3] 20.66 % 42.00 % 56.18 % 63.11 %
ELF[4] 12 % 41.50 % 59.50 % 68.00 %
SalMatch[41] 30.15 % 52.31 % 65.53 % 73.41 %
PatMatch[19] 26.90 % 47.46 % 62.34 % 73.41 %
Mid-level
Features[39]
29.11 % 52.34 % 65.95 % 73.92 %
LADF[33] 29.43 % 63.29 % 76.27 % 83.23 %
VWCM[37] 30.70 % 62.97 % 75.95 % 81.01 %
PRSP[38] 38.92 % 67.41 % 80.38 % 84.81 %
Proposed JLCF 26.27 % 51.90 % 67.09 % 78.17 %
Proposed JLCF +
AE + CNN
32.28 % 56.02 % 70.26 % 79.75 %
(a) ViPER
Method Rank 1 Rank 10 Rank 20 Rank 50
Descr. Model[6] 4 % 24 % 37 % 56 %
RPML[40] 15 % 42 % 54 % 70 %
Proposed JLCF 14 % 45 % 55 % 72 %
Proposed JLCF +
AE + CNN
19 % 47 % 57 % 75 %
(b) Person Re-ID 2011
Method Rank 1 Rank 5 Rank 10 Rank 20
HPE[42] 9.7 % 33.2 % 55.6 % 76.3 %
LF[43] 36.1 % 51.2 % 88.6 % 97.5 %
LADF[33] 29.64 % 62.01 % 78.52 % 94.23 %
SSCDL[44] 49.1% 80.2 % 93.5 % 97.9 %
Proposed JLCF 32.63 % 67.15 % 87.57 % 99.36 %
Proposed JLCF +
AE + CNN
45.89 % 80.84 % 94.10 % 100.00 %
(c) CAVIAR4REID
minimized. We conduct experiments with and without the
color constancy term (εen) and report the results in table 1. It
can be seen that the color constancy based encoding improves
the performance significantly. This is due to the fact that,
without the color constancy term, the objective function merely
encodes the pixels in a new space without any correction for
the varying lighting conditions. But it should also be noted
that the sparse encoding of linearly transformed pixel values
results in a much better representation than histograms.
7 CONCLUSION
In this paper, we propose a novel data driven framework
for learning color features to handle illumination and other
lighting condition changes across two camera views. In con-
trast to the previous works based on auto-encoders and sparse
8coding, we combine them to learn a robust encoding jointly
by forcing similar colors to be close to each other. We have
also evaluated several baseline methods for achieving color
constancy and have shown superior performance over all of
them. By combining with other types of learned low-level and
high-level features, we achieve promising results in several
benchmark datasets.
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