This paper mainly studies process of dynamic routing in a multilevel perspective the mobile radio network based on the new generation of radio enhance the mobility a new and higher quality of service is required for different types of traffics,The Routing protocol in data networks will understand a formal set of rules and agreements on sharing network information between routers to determine the route of data transmission that satisfies a given quality of service requirements and provides a balanced load across the mobile radio network as a whole. including routing issues, devoted to the work of scientists, For modern computer networks of large dimension is typical multilevel routing in which in some way divided into a subnet routing domains, with at the most efficient protocol subnets group IGP, EGP group and protocols between networks. It is proposed to use a well-known proactive routing protocol OLSR multipoint handoff service packages as part of a hybrid protocol (HWMP). The description, the algorithm and the features of the implementation of the proactive protocol (OLSR).
Introduction
Artificial neural networks are the simplest mathematical models of the brain. To understand the basic principles of building, you can consider them as a set network of individual structures neurons. Very roughly the structure of a biological neuron can be described as follows. The neuron has soma -a body, a tree of entrances -dendrites, an exit -an axon. [1] .On the soma and on the dendrites, the endings of the axons of other neurons, called si-naps, are located. The synapses received by the signals tend to either excite the neuron or slow down. When the total excitation reaches a certain threshold, the neuron is excited and sends a signal to the other neurons along the axon. Each synapse has a unique synaptic force that, in proportion to its value, changes the input signal to the neuron. In accordance with the above description, the mathematical model of the neuron is a summing threshold element, The direct distribution of signal is layer, starting with the input layer, use the calculated amount of the input signals for each neuron and the Function is generated by the Activation Response of the neuron, which is distributed in the next layer, taking into account the weight of the neural connection on the fig (1) . As a result of this step we get a vector of output values of the neural network. 
⎧ ⎨ ⎩
The neural networks (NA) learning occurs on some training sample, for each sample of which all current outputs are determined and compared with the desired values. If the difference is unacceptable, the weights change. The end of training is the situation when a common error on all samples is permissible. All algorithms for learning neural networks are a variety of learning algorithms based on the method of error correction, which is carried out in different ways. The idea of changing the (NA) weights is to find a general measure of the quality of the network, which is usually chosen as the network error function [2, 3] in order to find the right weights, The most common method of finding the minimum is the method of gradient descent. For the case of a function with one variable, weights change in the direction opposite to the derivative The Reverse Algorithm Error Distribution involves the calculation of the error, as the output layer and each neuron network, as well as correction weights of neurons in accordance with their current values. In the first step of the algorithm of the weight of all the ties are initialized with small random values (0 to 1). After the initialization of weights in the learning process of the neural network to perform the following steps:
• Direct distribution of signal; • Error calculation of the neurons of the last layer; • Inverse distribution of errors.
Recognition based on neural networks inter-disciplinary
Speech recognition is an interdisciplinary subfield of computational linguistics that develops methodologies and technologies that allow you to recognize and translate spoken language into text by computers. It is also known as automatic speech recognition and computer speech recognition" or simply "speech in the text. It includes knowledge and research in the field of linguistics, informatics and electrical engineering.
The input signal is divided into 20 frames, each of which contains 512 samples. For each Frame a gives 255 Spectral objects, on the input neurons in the neural network. On the basis of the input data and the output requirements in direct neural network.
Discrete wavelet transform (DWT) algorithm in speech recognition Definition of words
The word determination can be performed by comparing numeric forms signals or by comparing the spectrogram of the signals. The comparison process in both cases should compensate for the different lengths of the sequence and the non-linear nature of the sound. The DWT algorithm manages to resolve these problems by finding the deformation corresponding to the optimal distance between two rows of different lengths there are 2 features of the algorithm:
1. Direct comparison of numerical waveforms. In this case, for each numerical sequence a new sequence is created, the dimensions of which are much smaller. A numerical sequence can have several thousand numeric values [4] .
While a subsequence can have several hundred values, reducing the number of numerical values can be accomplished by removing them between corner points. This process of reducing the length of a numerical sequence must not change its representation. Undoubtedly, the process leads to a decrease accuracy of recognition. However, taking into account the increase in speed, accuracy, in fact, is increased by increasing the words in the dictionary.
Representation of spectrogram signals and application of the DTW algorithm for comparison of two spectrograms.
The method consists in dividing the digital signal into some number of intervals that will overlap. For each pulse, Intervals of real numbers (sound frequencies), will calculate the Fast Fourier transform, and will be stored in the matrix of the sound spectrogram. Options will be the same for all computational operations: pulse lengths, Fourier transform lengths, overlap lengths for two consecutive pulses. The Fourier transform is symmetrically connected with the center, and the complex numbers on one side are related to the numbers on the other hand. In this regard, only the values from the first part of the symmetry can be saved, so the spectrogram will represent the matrix of complex numbers, the number of lines in such a matrix is equal to half the length of the Fourier transform, and the number of columns will be determined depending on the length of the sound. (DTW) will be applied to the matrix of real numbers as a result of conjugation of the spectrogram of values; such a matrix is called the energy matrix [5] .
Developed a neural network has demonstrated the expected behavior associated with the study and generalization error. It was found that even if the error synthesis, decreases with increasing training sequence, errors starts oscillating regardless of the introduction of dynamic learning speed. In the network were prepared enough to meet the requirements for the generalization error, but, nevertheless, there is still a possibility to improve aggregate error show the fig 2 
Signs of nonlinear dynamics
The maximum characteristic index of the emotional state of a person, to which corresponds certain geometry of the attractor phase portrait; person's emotional state, from "calmness" to "anger" deformation and subsequent shift of the speech signal spectrum. [6] .
For a group of signs of non-linear dynamics, the speech signal is considered as a scalar quantity observed in the human vocal tract system. The process of speech formation can be considered nonlinear and analyzed by the methods of nonlinear dynamics. The problem of nonlinear dynamics consists in finding and studying in detail the basic mathematical models and real systems that come from the most typical suggestions about the properties of the individual elements making up the system and the laws of interaction between them. Currently, the methods of nonlinear dynamics are based on the fundamental mathematical theory, which is based on the Taken theorem, which provides a rigorous mathematical basis for the ideas of nonlinear auto regression and proves the possibility of reconstructing the phase portrait of an attractor from a time series or from one of its coordinates. An attractor is defined as a set of points or a subspace in the phase space to which the phase trajectory approaches after decay of transient processes.
Estimates of signal characteristics from reconstructed speech trajectories are used in constructing nonlinear deterministic phase-space models of the observed time series. The revealed differences in the form of attractors can be used for diagnostic rules and signs allowing recognizing and correctly identifying various emotions in an emotionally colored speech signal [7] .
Related Works
Usually voice signal is split into smaller pieces-frames segments each frame is subjected to preliminary processing, for example, using the Fourier transform. This is done in order to reduce the surface area and an increase in the attributive stripped classes the process of the structure neural network show in fig 3 Figure 3 the process of the structure neural network
The network at time t accepts an input vector xt, the latent condition in the previous step st 1 and calculates the output vector. After this the new state st is transferred to the next iteration of the process. Such networks allow processing a sequence of unknown length, given the connection between the present and the past. The main method of teaching such networks is the method return an error distribution in time.
[8]It works as follows, all of the learning algorithms of neural networks are the varieties learning algorithm the method of error correction, which is carried out in different ways. The idea of changing weights to find common measures the quality of the network, as usually choose the function of network error. Then, in order to find the right weight loss, it is necessary to minimize the error function. The most common method of finding a minimum is the method of gradient descent. In the case of function with one variable, the weight of the change in the opposite direction of the derivative the fair formula. 
∑ ∑ ∑
He formula for modification of the weights of the NA
The exam similarity function chow in Figure 4 . These layers are referred to as linear, as is the multiplication of the input vector by a matrix of weights w(k) for k-th layer. In practice, such a transformation is usually add to the confusion of bk , i.e. the output vector of k-th layer of u(k) is calculated through the previous layer [10, 11 and 12] .
The unclaimed goes second with large-scale activities. First, in the case of the unclaimed input values, the neural network is more to achieve the same accuracy, scaled to want to take a few iterations.
Find the errors of the neural network results in this iteration, in this case, the errors of the first neural network.
The model interprets a short sequence of words
Fixed the size of the Classic the recurrent neural networks take on the entrance of arbitrary length, but at the outlet is still emit the vector of fixed size. One possible solution is the architecture of the encoder-decoder the main idea of this method is the first of the vector of fixed size, describing the input sequence and then deploying already in the output sequence [13] . In more detail, the process usually occurs as follows:
Ø Login is passed through the neural network and cell state (instead of in the hidden state) after passing the whole sequence is considered to be a vector describing the entrance. Ø This phase encodes the data in a vector; therefore, the neural network is called encoder. Ø At the second stage (decoding) is the task of the vector understands the output sequence. For this the cell states the initial state of also technology in the following network, which consistently generates symbols from the output Alphabet until it generates a special terminal symbol. Often, this architecture is used in the tasks of machine translation, so here was a concept of the output alphabet, as in the classical generated at time t is input to the network in the next moment of time t 1. But in the subject in the work of the task, it is not necessary, the output alphabet (encoded many words) has a small volume, and the symbols of the received letters, which in turn is a lot of words, do not form between any relationships. Therefore, used described the architecture without Reference generated by the character further in the process of decoder. The procedure structure can be seen in Figure6   Figure 6 Model of the encoder-decoder LSTM As you exit the expected sequence of marks of words, spoken on this video, too short words were as empty word, actually, this means that all the short words were in one large class.
THE RESULTS
The example uses a two-layer perceptron with two nonlinear neurons in the first layer and one in the second layer. The operation of the algorithm for back propagation of the error is broken down into the following steps: the assignment of the input and the desired output, the direct passage of the input signal to the output, the inverse propagation of the error, and the change in the weights. Variables permitting to trace the operation of the algorithm for reverse propagation of error 
Conclusion
The article describes a mathematical model of a middle ear person with the help of psychoacoustic perception approach heights and obtained from him the image classification. Are the results of the experiments speech recognition based on neural networks, The advantages of this method, you can make it sufficient simplicity of implementation, as well as the very obvious analogy with the processes taking place in the real organ of hearing rights. Disadvantage is the level of errors in the recognition (13-23%) which is offered to reduce the use of contextual recognition offer Recognition of individual voice commands. automated Key words from the stream of speech, which are associated with the processing of telephone calls or sphere of security. The ability to learn and summarize the accumulated knowledge, the neural network has the features of artificial intelligence. A network trained on a limited set of data is able to generalize the information obtained and to show good results on data not used in the learning process.
A characteristic feature of the network is also the possibility of its implementation with the use of technology of a very large degree of integration. The difference in network elements is small, and their repeatability is enormous. This opens the prospect of creating a universal processor with a homogeneous structure, capable of processing a variety of information.
