In the last decade a variety of computer-aided diagnosis (CAD) systems has been developed for the automatic screening of diverse diseases, such as breast or lung cancer or diabetic retinopathy. In general, these systems receive as input an exam consisting of one or more images from a patient and they generate as output a degree of suspicion for the disease. Supervised classification has been widely adopted for CAD systems as the optimal solution for the generation of the final outcome. However, the performance of CAD systems can be highly influenced by the training strategy. CAD systems are traditionally trained using available labeled data, extracted from a specific data distribution or from public databases. Due to the wide variability of medical data, these databases might not be representative enough when the CAD system is applied to data extracted from a different clinical setting, diminishing the performance or requiring more labeled samples in order to get better data generalization. In this work, we propose the incorporation of an active learning approach in the training phase of CAD systems for reducing the number of required training samples while maximizing the system performance. The idea is to retrieve efficiently a set of training samples from unlabeled data in an active way to boost the performance of the classifier and reduce the number of samples that need to be labeled. The benefit of this approach has been evaluated using a specific CAD system for Diabetic Retinopathy screening. The results show that 1) using a training set obtained from a different data source results in a considerable reduction of the CAD performance; and 2) using active learning the selected training set can be reduced from 1000 to 200 samples while maintaining an area under the Receiver Operating Characteristic curve of 0.856. This approach allows an automatic efficient training stage of the CAD systems using the vast incompletely labeled databases that are now available in medical applications.
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