Abstract.P300 Event Related Potential (ERP) has drawn much interest in different application of psychological background. An endogenous ERP component, P300, has been widely inspected in detecting deception. Detecting P300 from EEG signals is hard to find because P300 is overloaded with noise and other EEG signals. We typically use the features of the amplitude and latency of P300 to recognize P300.In this paper we are presenting several methods for the efficient detection of P300 detection algorithms such as; reconstruction algorithm for small P300 wave using Independent Component Analysis (ICA), Extreme Learning Machine (ELM) method using BackPropagation network, Multi-domain EEG signal processing. Each detection method has good effectiveness but the complexation level is dissimilar for each algorithm based on the constraints and optimal features used at the classification stage. This survey will brings you algorithms for the P300 detection and give you detail idea about the use of them.
Introduction
Numerous studies have been conducted on lie detection in recent years, following with Event Related Potentials (ERP) [1] . The intimate ERP component i.e. P300 has been investigated in depth for the identification of deception. [2] . P300 element arouse from the random but, meaningful stimuli. Crest in P300 frequently depicts its occurrence at 300-1000 ms from the stimulus onset, and then this dormancy rises with intricacy of stimulus task. Recognizing P300 from EEG is not an easy job as P300 is superimposed actively on EEG, though normally amplitude & latency features of P300 are used for the identification of P300.In response to this, determining innocent subjects & guilty ones becomes harder since the signal to noise ratio (SNR) is quiet low when simple procedures are used for P300 extraction [3] [4] .
Various studies have been done on the detection of deception using neurophysiological signals such as Magnetic Resonance Imaging [5] and Event Related Potential (ERP) [6] . P300 (P3), an intimate ERP component, has been widely put into use used for lie detection [7] . On the contrary pattern recognition (PR) classifiers in lie detection have not been yet reported widely. Davatzikos et al. [8] proposed a support vector machine (SVM)-based method for the classification of arrangement of the activities of brain achieved during lying & truth-telling by using fMRI data. Abootalebi et al. [9] used linear discrimination analysis (LDA) to identity P3 responses and obtained the most detection rate of 86%. Gao et al. [10] used SVM for the first time for detection of lie, the outcome showed that SVM outperformed fisher discrimination analysis (FDA) and back-propagation neural network (BPNN) by obtaining the highest classification accuracy of 91.8%.
A lot of real-word problems absorbs the simultaneous feature selection and tuning parameters for Support Vector Machines (SVM) as one of the advantageous method for classification of data. It is essential that selections of features & parameters optimization needs to be carried out at the same time, since the kernel parameters are controlled by the feature subset choice & vice versa. Parameters like penalty parameter C & kernel parameter γ for radial basis function (RBF) kernel helps in achieving better results.
2.Methodology for P300 Detection
2.1Reconstruction algorithm for small P300 wave using Independent Component Analysis (ICA) Presently, Number of researchers' averaged ERP data to enhance SNR relative to EEG activity and artifacts, that were non-phase & non-time locked to the stimuli (e.g., Electrooculography, EOG). Since P300s shape of wave & its amplitude varies significantly in each trial, the average method is unable to depict dynamic information relating to ERP. Recently, many researchers have investigated single trial-based lie detection procedures. Normally P300 features are extracted via single trial & after that feature samples are used to train the classifier [9, 11] and then various brain states are further classified, & then into deception & finally in the end true tellers. Most recently, an independent component analysis (ICA) procedure [12] [13] was used to extract the P300 [14] , and outcomes depicts that the P300 from the decomposed components or reconstructed signals on electrodes were more categorized as compared to "sensor signals" (i.e., the SNR of P300 was higher as compared to initial sensor signals.) [15] [16] . In this study, ICA method was adopted to enhance the SNR of P300 and hence improves the classification accuracy for lie detection.
De-noising procedure of P300
The presented denoising and reconstruction procedure is divided into following three steps: 1.1. Let I c denote the waveform of the cth IC. On the basis of mixing matrix W -1 , denote the ith column element by and accordingly denoted all the elements in jth column.
First, each matrix W -1 was normalized to the other matrix U:
(1)
1.2.
Let denote new projection strength of the jth IC onto the Pz sensors. For the each matrix U, Suppose that S is a vector , and the value is calculated by and given by: (2) 1.3. Sort in descending order. Let denote the sorted vector with the sorted index vector represented by V in which the jth element value denotes the position of the value in unsorted vector S.
1.4. Suppose denote the reconstructed Pz waveform belonging to the qth EEG dataset in the set R1 or R2, and then for each subject group, let denote a vector set consisting of M different vector . Finally, the reconstructed procedure can be given by:
Where the number of reconstructed components was set as 2. Let R-G denote the first vector set transformed from R1, and R-I denote the other from R2.
2.2Extreme Learning Machine (ELM)
Extreme learning machine (ELM) was proposed by Huang et al. [18] to over throw some inherent drawbacks of SVM and BPNN. ELM randomly specifies the input weights and biases, and then analytically calculates the output weights with the smallest norm. Hence, ELM provides better generalization power at an efficiently faster training speed [19] . In recent decades huge attention has been achieved by ELM in various fields related to PR [20] [21] . Till present, there isn't any appraisal that uses ELM for lie detection & classification of guilty & innocent subjects. To achieve a good harmony among high accuracy of lie detection & short training time, ELM is acquainted to classify the 2 kinds of subjects (the guilty and the innocent) in this document. For ELM, though the number of hidden nodes (NHN) for ELM is haphazardly assigned in ordinary ELM algorithm, the classification boundary may not be the optimal one when this number remains unchanged during training procedure [22] . Furthermore, too many or few NHN might lead to over-fitting or underfitting problem [23] . It's the blazing topic going on connected to the analysis of ELM algorithm& hence very few methods were proposed for its solution. [22, [24] [25] [26] . On one side, these enhanced ELM algorithms are quiet complex for online or real-time classification system. On the other hand assumption is made to have a closer relation among NHN & dimension of feature space. Thus, in this study, NHN is not assigned for ELM, rather tuned it by using grid searching in order to decide its optimal values for classification. Furthermore, expectation was made that the training & testing time could be significantly reduced as compared to SVM & BPNN.
Algorithm
Given N different training samples , where and , we train SLFN with K hidden nodes and activation function this network can be mathematically modelled as: (4) Where denotes the weight vector connecting ith hidden node and n input nodes; is bias of ith hidden node; denotes the weigh vector connecting ith hidden node and the m output nodes.
Above N equations can be rewritten in a matrix as:
Where , and H is called the hidden layer output matrix with the ith column being the output of the ith hidden node (Huang et al., 2000) . To learn N instances for SLFN one traditionally find the solution set W, including , and , to minimize following cost function:
Given an arbitrarily small value , Huang et al. [18] proved that if the input weights and biases of hidden nodes are assigned randomly and the activation function in the SLFN is infinitely differentiable, the SLFN can approximate the N training data with error, i.e.,
. In this case, matrix H has been randomly fixed. Hence, the training procedure of SLFN is equal to seeking a least-squares (LS) solution of the linear system.
2.3Multi-domain EEG signal processing Method
The architecture of the proposed method consists of multi-domain preprocessing module, multidomain feature extraction module, feature selection module based on genetic algorithm (GA) [27] and classification module based on linear discriminant analysis (LDA) [28] . (6) Fig .1 Architecture of multi-domain EEG signal processing method used for P300-based deception detection in simulated network fraud condition
The multi-domain preprocessing module performed common average reference (CAR) [29] as spatial filter, wavelet packet decomposition (WPD) [27] as temporal-spectral filter, winsorisation [30] , normalization and segment as temporal filter. In the feature extraction module, multi-domain features were being extracted from temporal, temporal-spectral & spatial domains using temporal energy entropy (TEE), wavelet transform (WT) [28] and independent component analysis (ICA), respectively [28] .
After the CAR, the EEG signals were band-pass filtered from 0.25 to 30 Hz by WPD with Daubechies 4 function used as mother wavelet. In the temporal preprocessing phase, winsorisation procedure [30] was being applied to replace the largest & smallest 5% amplitude of EEG signals with corresponding threshold. After this, EEG signals were normalized into [−1, +1] before they can be divided into epochs with 1000 ms length after stimulus onset. Furthermore, temporal domain analysis was implemented after the above preprocessing by averaging the EEG signals of all epochs across 12 subjects in Fz, Cz and Pz electrodes. The results depicted that, in the time interval between 200 and 600 ms after the stimulus onset, a larger P300 component was evoked by P stimulus as predicted. Hence, only the signals in this time interval were considered in the following procedure. During the multi-domain feature extraction process, TEEs were extracted as temporal features. The TEE for EEG signal is defined as: (8) where and are the energy and TEE of the ith segment of a single epoch EEG, and the single epoch EEG is divided into n segments (i.e., n=10). The TEEs in Fz, Cz and Pz were average to obtain ten temporal features named TEE1-TEE10. -w′33, were regarded as spatial features to denote the spatial distribution characteristic of the EEG. Finally, the above features were combined to obtain a multi-domain feature set, and GA was implemented to search an optimal feature subset (OFSS) with the classification accuracy of the LDA classifier used as fitness value during the GA procedure.
3.Discussion
In this paper, small-number of stimuli-based detection method is proposed, in which using ICA to improve the SNR of P300, is the main difference among proposed method & conventional machine learning methods. Firstly, the SNR of P300 in a single trial, we assume, is quiet low. Hence, problem related to all ERP based lie detection methods. In order to decrease the effect of noise (e.g., EOG spontaneous EEG) on the performance of detection to a greater extent, ICA procedure was used to separate out P300 from other noise sources.
ELM possess some fine features as compared to other machine learning algorithms. For instance, there is almost no classifier parameter required to be tuned in its learning procedure compared to BPNN & SVM that significantly reduces the computational cost and training complexity. Secondly, the learning speed is quiet slow when a large number of training data need to learn and hence too slow to meet the requirements of real-time applications. Last but not the least artificial neural networks such as BPNN are prone to fall into a local minimum. Contrary to this, ELM has a surprisingly greater learning speed as the output weights are determined analytically rather than by using iterative strategy (Huang et aI., 2004, 2006a) . P300-based deception detection uses 3-stimulus. GKT technique in simulated network fraud condition, & proposed a multi-domain EEG signal processing method used in deception detection experiments.
