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Using real Euglena cells in a micro-aquarium as photoreactive biomateri-
als, we demonstrated Euglena-based neurocomputing with two-dimen-
sional optical feedback using the modified Hopfield–Tank algorithm. The 
blue light intensity required to evoke the photophobic reactions of Euglena 
cells was experimentally determined, and the empirically derived auto-
adjustment of parameters was incorporated in the algorithm. The Euglena- 
based neurocomputing of 4-city traveling salesman problem possessed 
two fundamental characteristics: (1) attaining one of the best solutions of 
the problem and (2) searching for a number of solutions via dynamic 
transition among the solutions (multi-solution search). The spontaneous 
reduction in cell number in illuminated areas and the existence of photo-
insensitive robust cells are the essential mechanisms responsible for the 
two characteristics of the Euglena-based neurocomputing.
Keywords: Microbe-based neurocomputing, euglena gracilis, micro-aquarium, 
optical feedback, phototaxis, travel salesman problem (TSP), neural network, 
biocomputing, flagellate microbial cells, microchannels
1 INtroduCtIoN
Living biomaterials, such as cells and microbes, generally show flexible strat-
egies to survive against imposed stimuli and hence possess fascinating poten-
tial for information processing. Some microbes have sensors to detect 
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environmental stimuli and have flagellum to move toward more favorable 
conditions, i.e., taxis, such as phototaxis [1–4] and chemotaxis [5–9]. In other 
words, sensing (input), signal processing/transmission (computation), and 
actuating (output) are built in the body of the flagellate microbes as molecular 
level chemical reactions [10–13]. For instance, Euglena gracilis exhibits pho-
totaxis reaction to external light: sensing the light intensity, determining the 
need to change the direction of swimming, and turning toward moderate light 
that is more favorable for photosynthesis [14,15]. Beyond this simple photo-
taxis reaction, more advanced/sophisticated reactions to the external stimuli 
can be observed: adaptation to the stimuli (learning), alternative reactions to 
survive (exploiting), the variation in reaction threshold (personality), or the 
memorization of stimuli history [16–18]. When these advanced/sophisticated 
reactions of the microbes are used in information processing, we can expect 
that the processing will be robust against noise or fluctuation, adaptive to 
unexpected rules or tasks, or advantageous to search new solutions.
Microbe-based information processing has been intensively investigated 
using unicellular amoeba (plasmodium of the true slime mould Physarum 
polycephalum) [19–29]. Nakagaki et al. demonstrated that a slime mould 
spontaneously forms shortest paths that connect detected foods using its 
food-searching and effective nutrition-transportation capability [19,25]. Aono 
et al. implemented the solution search of combinatorial optimization prob-
lems using a single slime mould in an optical feedback system with neural 
network algorithms [23,26,28]. In amoeba-based neurocomputing, food-
searching capability and photophobic reaction of the slime mould were used 
for driving neurocomputation. Because a slime mould is a unicellular microbe, 
even when the body of the slime mould expands to a cm-wide space, the 
information on which part of the body is exposed to the external stimuli can 
be shared among the whole parts of the slime mould body, contributing to the 
cooperative behavior of the whole parts of the cm-wide slime mould.
By constructing a two-dimensional (2D) microscopic optical feedback sys-
tem, similar neurocomputing may be realized with other phototaxis microbes 
of micrometer scales. We examined the possibility to use Euglena cells as 
photoreactive biomaterials for computing using the Monte Carlo simulation of 
neurocomputing [30,31]. The photophobic reactions of Euglena were experi-
mentally obtained, simplified, and incorporated in the Monte Carlo simula-
tion. The simulation of Euglena-based neurocomputing proved that it can 
solve the same traveling salesman problem (TSP) that Aono et al. solved by 
their amoeba-based neurocomputing [23,26,28]. The simulation also demon-
strated two fundamental characteristics of microbe-based neurocomputing: 
(1) attaining one of the best solutions of the problem, and (2) searching for a 
number of solutions via dynamic transition among the solutions (multi-solu-
tion search). However, the study has revealed that the mechanisms behind 
these characteristics are different for amoeba-based and Euglena-based neuro-
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computing: the cooperative food-search characteristics of a slime mould ver-
sus statistical fluctuation in Euglena movements [30,31].
In the Monte Carlo simulation of Euglena-based neurocomputing, we 
assumed that all the Euglena cells had the same photophobic characteristics 
that they swim in a straight path in the dark, and that their swimming speeds 
are reduced to one tenth of the original speeds by light irradiation. Real 
Euglena cells swim in a winding path and show variation in photosensitivity, 
i.e., some cells are insensitive and robust to light irradiation. These differ-
ences will influence the performance of Euglena-based neurocomputing. 
Moreover, real Euglena cells may exhibit various survival strategies against 
the external photo stimuli, such as changing photosensitivity, migrating in 
light, or swiftly turning on encountering light. Therefore, the characteristics 
and performance of Euglena-based neurocomputing must be verified with 
real Euglena cells.
In this report, we describe the implementation of neurocomputing with 
real Euglena cells confined in micro-aquariums. Two new techniques were 
introduced to achieve real-time Euglena-based neurocomputing: (1) we mea-
sured trace momentums (TMs) of specified areas instead of measuring the 
swimming speed of each cell to realize real-time optical feedback-stimulation 
to Euglena cells, (2) parameters in sigmoid function were adjusted in real 
time with empirically derived auto-adjustment equations. Euglena-based 
neurocomputing was realized with these two techniques and performance 
comparative to amoeba-based neurocomputing was achieved, although the 
mechanisms of the performance were completely different. The essential 
mechanisms of Euglena-based neurocomputing were discussed by analyzing 
the distribution of Euglena cells in the illuminated/non-illuminated areas and 
the existence of photo-insensitive robust cells.
2 ExpErIMENtAl
2.1 Euglena gracilis
Euglena gracilis is a common microbe living in pure water [32–34], which 
swims with its flagellum at a speed of 100–400 µm/s. The size of each 
Euglena cell is approximately 50–80 µm long and 10–30 µm in diameter. 
The swimming movements of Euglena cells largely depend on the environ-
mental light intensity. Because they live either by heterotrophy or photo-
synthesis in moderate daylight, they change their swimming direction to 
stay in moderate light favorable for photosynthesis; when they encounter 
“harmfully strong” blue light, they turn to escape from the light [1,2,14]. 
This photophobic reaction of Euglena is evoked by blue light above approx-
imately 10 mW/cm2 [1,2,14]. When they fail to escape from the strong blue 
light and are captured in the light, they continuously turn in their position, 
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like a spinning top, and drift meanderingly. Cramer–Myers’ medium [35] 
was used to culture the Euglena cells in this study.
2.2 Micro-aquariums
We prepared a micro-aquarium by using poly-dimethyl-siloxane (PDMS) 
moulding [Fig. 1(a)]. The micro-aquarium had 16 equivalent branches 
(184 µm in width), allocated around a center circle of 1.1-mm diameter, and 
the outer diameter of the pattern was 2.5 mm. The two-dimensional configu-
ration of the micro-aquarium was the same as that we used in our Monte 
Carlo simulation. The micro-aquarium depth was approximately 100 µm suf-
FIGURe 1
(a, top left) Micro-aquarium pattern with 16 equivalent branches in which Euglena cells were 
confined for neurocomputing. (b, top right) An example of a raw image of the micro-aquarium 
with Euglena cells where 12 branches were illuminated by blue light. (c, bottom) A picture of 
our 2D microscopic optical feedback system for Euglena-based neurocomputing.
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ficiently large to allow Euglena cells to swim across each other without col-
lisions. The total volume of the micro-aquarium was approximately 0.30 mm3 
and each branch occupied 0.012 mm3.
A 10-µl droplet of water containing Euglena cells (100–1000 cells/mm3) 
was placed on the PDMS micro-aquarium. The micro-aquarium was then 
covered with a 25-mm-diameter cover glass, sealed in a 30-mm-diameter 
glass-bottomed dish, and placed on the stage of an optical microscope (BX51, 
Olympus).
2.3 two-dimensional feedback system
The 2D optical feedback system we developed [30,31,36] is shown in 
Fig. 1(c). The system was constructed with the optical microscope on which 
the Euglena dish was placed, an image capturing system with a 5X objective 
lens (MPLFLN5X, Olympus), a video camera (IUC-200CK2, Trinity), 
image processing personal computer (PC, MG/D70N, Fujitsu), a liquid crys-
tal (LC) projector (LP-XU84, Sanyo) to irradiate 2D optical feedback pat-
terns on the Euglena dish, and a lens/mirror system to reduce the scale of the 
optical projection pattern. The system had a resolution of 200 pixel/mm in 
both image capturing and pattern projection. Light onto one branch did not 
affect neighbouring Euglena cells in non-illuminated branches, because the 
spatial resolution and the contrast of the illumination were sufficiently high 
[Fig. 1(b)] to induce the photophobic reactions of Euglena cells only in the 
illuminated branches.
The raw images of Euglena cells in the micro-aquarium were captured at 
every 260-ms interval. An example of the raw images is given in Fig. 1(b). 
The movements of Euglena cells were extracted by subtracting the raw 
images frame-by-frame and binarizing the subtracted images by threshold-
ing. Subsequently, 10 binary images were superimposed resulting in a trace 
image. Figure 2 shows the typical trace images of Euglena cells with and 
FIGURe 2
(a, left) Trace image obtained for a non-illuminated branch of micro-aquarium, with two magni-
fied images. Dark orange pixels indicate the overlap of traces. (b, right) Trace image obtained for 
an illuminated branch of micro-aquarium with two magnified images.
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without blue light irradiation. The swimming of a Euglena cell in a straight 
path without blue light yielded a straight line, whereas the rotational move-
ment of the cell under blue light yielded a broadened spot. The trace images 
during the neurocomputing were stored in the PC memory and analyzed after 
the completion of neurocomputing.
2.4 trace momentum and trace overlap momentum
The swimming speed of each Euglena can be measured in principle by a 
particle tracking velocimetry (PTV) technique [37,38]. However, PTV 
takes time to process the images and hence is not suitable for real time 
feedback operation. Instead of the sum of swimming speeds that we used 
as state variables in the Monte Carlo simulation, we designed two other 
types of indices as state variables: trace momentum (TM) and trace over-
lap momentum (TOM). TM is the number of ON pixels in a specified area 
(each entire branch in this study, although we can arbitrarily specify mul-
tiple measurement areas in the whole observation area) collected for 10 
binary images. TOM is the number of ON pixels overlapped with the pre-
vious ON pixels in the superimposition of 10 binary images for a speci-
fied area. TM approximates the scalar summation of the swimming speeds 
of Euglena cells in the area, while TOM represents the scalar summation 
of the rotational movements of the cells in the area. TM becomes large 
when the area is not illuminated and many cells are swimming there, 
whereas TOM becomes large when the area is illuminated by blue light 
and many cells are turning continuously. TM and TOM for Fig. 2(a) are 
607 and 77, respectively, whereas TM and TOM for Fig. 2(b) are 568 and 
263, respectively.
To deduce the optimum blue light intensity, we evaluated the photosensi-
tivity of Euglena cells by measuring TOM for the whole area of the micro-
aquarium. In neurocomputing, we measured the TMs of 16 branches of the 
micro-aquarium.
2.5 Neurocomputing algorithm
We used the same algorithm and 4-city TSP as that examined in the Monte 
Carlo simulation of Euglena-based neurocomputing [30,31], employing the 
modified Hopfield–Tank model [39,40] with a fixed weight matrix wij, time 
step Δt, sigmoid function σ(x), step function f(x), and parameters b and c.
 y t t f w x ti ij jj
N( ) ( ( ( )))+ = ∑Δ σ , (1)
 
σ( ) / ( exp( ( )))x b x c= + - -1 1 , (2)
 f(x) = 1  when x > 1.0, (3)
  0  otherwise. 
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 wij = distance/20  (between choices i and j), (4)
 1   (between invalid choices i and j),
 0  (otherwise).
The 16 TMs measured for 16 branches of the micro-aquarium were used 
as the 16 state variables xj (j = 1..16). When the feedback signal yi (i = 1..16) 
was 1, the blue light of fixed intensity was irradiated on the corresponding 
branch i. Figure 3 shows the data processing chart. The repetition rate of the 
feedback was approximately 0.4 Hz, equal to the frequency of TM measure-
ment, i.e., once per one cycle of the computing process shown in Fig. 3. One 
TM value was obtained with 10 raw-image capture, which requires approxi-
mately 2.6 s. The interval of raw image capture (260 ms) was selected to be 
close to (Euglena length)/(Euglena swimming speed).
The illustration of 4-city TSP with distance figures is shown in Fig. 4 with 
the eight best solutions for it. The 4-city TSP is mapped as the selection of 
branches, i.e., each branch was labeled with a city index (A, B, C, or D) and 
visiting order (1, 2, 3, or 4), as shown in Fig. 4. A set of non-illuminated 
branches (yi = 0) correspond to a route; (A3, B4, C1, D2) corresponds to a 
route from C to D to A to B and back to C (total distance = 12). The valid 
solutions for the 4-city TSP are categorized into three: the eight best with 
FIGURe 3
Data processing chart for Euglena-based neurocomputing.
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distance 12, the eight second best with distance 20, and the eight third best 
with distance 24. Although the solution (A3, B4, C1, D2) means the same 
route as (A1, B2, C3, D4), i.e., the route of A to B to C to D and back to A, 
we treated these equivalent solutions as individual ones.
3 rEsults ANd dIsCussIoN
3.1 optimization of blue light intensity
Figure 5 shows the temporal change in TOM observed for the whole area of 
the micro-aquarium, with alternatively switching blue light On and Off. The 
On- and Off-periods were 1.28 min each. The blue light intensity for On 
period was increased stepwise from 0.0 to 60 mW/cm2. In this experiment, 
the whole area of the micro-aquarium was irradiated by blue light.
FIGURe 4
Illustration of 4-city traveling salesman problem with distance figures (top, left) and eight best 
solutions for the 4-city TSP. A set of non-illuminated branches represents the solution of city 
visiting order.
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The photophobic reaction of Euglena, i.e., increase in TOM, was observed 
for blue light intensities above 1.1 mW/cm2 (at 11 min), and it reached its 
maximum at 13.7 mW/cm2 (at 31 min). Above 13.7 mW/cm2, TOM decreased 
monotonically to one fourth of its maximum. Because TOM was the number 
of overlapped ON pixels in the subtracted and binarized image, the decrease 
in TOM for blue light intensity above 13.7 mW/cm2 suggests that the Euglena 
cells tended to stay still rather than turn in position. TOM at Off period 
remained at the same level below 21.8 mW/cm2 (at 39 min), whereas it 
decreased gradually above 24.9 mW/cm2 (at 42 min). The decrease in TOM at 
Off period indicates that the blue light damaged the swimming capacity of the 
Euglena cells unrecoverably. Form these results, we used a blue light inten-
sity of 18.8 mW/cm2 in the neurocomputing experiments, which has enough 
margins to evoke photophobic reactions and not to induce damages in swim-
ming capacity of Euglena cells.
3.2 parameter auto-adjustment
Unlike the Monte Carlo simulation, the number of Euglena cells in the micro-
aquarium cannot be controlled precisely resulting in non-reproducible average 
TMs in neurocomputing experiments. Furthermore, the photoinduced reduc-
tion of TM, which was defined as photoreaction ratio γ = (TM with blue light)/
(TM without blue light), fluctuates during the experiments. To perform Eugle-
na-based neurocomputing with high performance, the uncertainties of TM and 
γ should be cancelled by adjusting the parameters b and c in eq. (2).
FIGURe 5
Temporal change in TOM measured for the whole area of the micro-aquarium by alternatively 
switching blue light On and Off. The blue light intensity for On period was increased stepwise 
from 0.0 to 60 mW/cm2.
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Figure 6(a) shows the parameter dependence of neurocomputing perfor-
mance calculated with the Monte Carlo simulation assuming that TM with-
out blue light has a Gaussian probability distribution with an average of 
22.0 with a standard deviation of 5.0 and photoreaction ratio γ = 0.20. The 
neurocomputing performance was evaluated by the number of time steps of 
the simulation that was occupied by the eight best solutions, i.e., (time steps 
at the best eight solutions)/(total time steps). The contours in parameter 
mapping for b and c in Fig. 6(a) show band structures. The small structures 
in Fig. 6 have little importance because they depend on the random num-
FIGURe 6
Parameter dependence of neurocomputing performance calculated with the Monte Carlo simula-
tion assuming that TM without blue light has a Gaussian probability distribution with an average 
of 22.0 and a standard deviation of 5.0. Photoreaction ratio γ = 0.20 for (a, top) and 0.40 for 
(b, bottom). The performance was evaluated by occupation rate that is defined as the percentage 
of time steps occupied by the eight best solutions. Red points indicate the selected set of (b, c) 
for each γ.
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bers used in the Monte Carlo simulation. We selected one best parameter 
set (b, c) = (0.40, 12.5) for γ = 0.20. When the photoreaction ratio γ 
increases the neurocomputing performance decreases, as shown in Fig. 6(b) 
for γ = 0.40, revealing that the large photophobic reaction of Euglena is 
essential in Euglena-based neurocomputing. With a similar process for dif-
ferent γ, we obtained other best parameter sets (b, c) = (0.31, 12.0) for 
γ = 0.10, (0.46, 14.0) for γ = 0.30, (0.54, 16.0) for γ = 0.40, and (0.60, 
18.5) for γ = 0.50.
The empirical equations b(γ) and c(γ) were deduced from these best 
parameter sets (Fig. 7), and expanded to arbitrary TM:
 γ = ave_TM1/ave_TM0, (5)
 b(γ) = (0.72γ +  0.246) × (22.0/ave_TM0), (6)
 c(γ) = (32.1γ2 - 2.79γ + 11.9) × (ave_TM0/22.0), (7)
where ave_TM0 is the average of TM without blue light and ave_TM1 is that 
of TM with blue light. In the Euglena-based neurocomputing, the ave_TM0 
and ave_TM1 were calculated from the 10 latest TMs with and without blue 
light, respectively. The parameters b and c were adjusted by eqs. (5)–(7) 
every 10 cycles of feedback. equations (5)–(7) give accurate adjustments 
when the temporal change of γ is moderate.
FIGURe 7
Dependence of b(γ) and c(γ) deduced from the selected parameter set (b, c) for γ = 0.1, 0.2, 0.3, 
0.4, and 0.5. The curves are fitting curves for b(γ) with linear fitting and c(γ) with parabolic fitting.
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3.3 Euglena-based neurocomputing
Euglena-based neurocomputing was examined with the blue light intensity 
of 18.8 mW/cm2, parameter auto-adjustment with eqs. (5)–(7), and approx-
imately 200 Euglena cells confined in the micro-aquarium. Figure 8(a) 
shows a typical example of state transitions during a single trial of the neu-
FIGURe 8
(a, top) Transition among the valid solutions observed in Euglena-based neurocomputing. The 
eight second and third best (worse) solutions are unified into two groups (2nd and 3rd), and 
invalid solutions are unified into one (NG). One time step corresponds to approximately 2.6 s. 
(b, bottom) Temporal change in the photoreaction ratio γ in the same experiment of (a).
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rocomputing experiments. One time step in Fig 8(a) equals to approxi-
mately 2.6 s. After a short transition at the early stage of the experiment 
(0–610 time steps), the best solution #7 was achieved repeatedly for 611–
7313 time steps. The best solution #7 occupied 85% of 600–7313 time 
steps. Invalid solutions appeared for 611-7313 time steps were mostly one-
city missing (44% of invalid solution) or two-cities missing (43%) from the 
best solution #7. Another best solution #3 was achieved repeatedly for 
7317–15410 time steps, resulting in the #3 occupation rate of 90% for this 
period. Invalid solutions appeared for 7317-15410 time steps were also 
one-city missing (44% of invalid solution) or two-city missing (37%) from 
the best solution #3. The system was then in transitional states until 16671 
time step, and moved to another best solution #8 with the occupation rate of 
64% for 16671–20000 time steps. The occupation rate of the best solutions 
in this trial was 77% in total. Two fundamental characteristics of Euglena-
based neurocomputing, i.e., (1) attaining one of the best solutions of the 
problem and (2) searching for a number of solutions via dynamic transition 
among the solutions (multi-solution search), were experimentally verified 
in Fig. 8(a).
The transition among the solutions occurs primarily by the switching of 
two city orders: for instance, transition from #7 (A4, B1, C2, D3) to #3 (A2, 
B1, C4, D3) takes place by switching two components through invalid solu-
tions of one- or two-city missing. The transition from #3 to #8 (A4, B3, C2, 
D1) observed in Fig. 8(a) for 15411–16670 time steps was bridged by inter-
mediate solutions such as #12 (A2, B4, C3, D1) and #16 (A4, B2, C3, D1). 
The solution #12 and #16 were not the bests and did not remain longer. The 
invalid solutions of one- or two-city missing imply an increase in the TMs of 
illuminated branches. From the recorded trace images, we found that the 
increase was caused by photo-insensitive robust Euglena cells, which can 
continue swimming in the illuminated branches.
The temporal evolution of the photoreaction ratio γ is shown in Fig. 8(b). 
Although fluctuation was observed for all the periods of the experiment, γ 
decreased below 0.4 at the early stage of the experiment (before 240 time 
steps), and then remained mostly below 0.3. γ remained below 0.2 for 7360–
14500 time steps, where the high occupation rate of 90% was obtained for the 
best solution #3. The average γ for the period of the best solutions #7, #3, and 
#8 was 0.17, 0.12, and 0.14, respectively. The average γ below 0.20 indicates 
that larger photophobic reactions of Euglena result in higher occupation rates 
for a certain best solution, i.e., the neurocomputing system stays at one of the 
best solutions for a longer period.
Euglena cells were spread in the micro-aquairum entirely at the beginning 
of the neurocomputing. Thus, the start condition differs from that of the amoe-
ba-based neurocomputing or the Monte Carlo simulation, where a slime mould 
or cells were concentrated at the centre circle. However, we consider that the 
initial distribution of cells in the branches does not affect the neurocomputing 
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results, unless a large deviation in cell number exists across the branches. In 
the experiment in this report, the frequent change of illumination pattern was 
observed soon after Euglena-based neurocomputing started [Fig. 8(a)], show-
ing that the initial deviation in cell number was not significant.
3.4 Comparison between real Euglena experiments and simulation
As we reported previously [30,31], the same characteristics (1) and (2) were 
obtained in the Monte Carlo simulation of neurocomputing with simplified 
photophobic reactions of Euglena. However, the mechanisms responsible for 
(1) and (2) differ considerably between the simulation and the real Euglena 
experiments. In the simulation, the photophobic reactions of Euglena cells 
were the one-tenth reduction in their swimming speeds, and therefore, the 
state variables were only the function of blue light irradiation and the sponta-
neous fluctuation. In other words, the photoreaction ratio γ in the simulation 
always remained approximately 0.1. On the other hand, the ratio γ in real 
Euglena-based neurocomputing showed a large reduction from 0.8 to 0.2 at 
the early stage of the experiment and then remained in the range of 0.2–0.4 
thereafter [Fig. 8(b)].
TM approximates the scalar summation of the swimming speeds of 
Euglena cells in the area, and therefore is the function of the number of the 
Euglena cells in the specified area as well as the swimming speed of the 
cells. Figure 9 shows trace images taken at 650 (at the best solution #6) and 
6440 time steps (at the best solution #7). The photoreaction ratio γ was 0.74 
and 0.21 for Fig. 9(a) and 9(b), respectively. In Fig. 9(a), the average num-
ber of Euglena cells in one illuminated branch is close to that in one non-
illuminated branch. Therefore, the photophobic movements of Euglena 
cells caused the γ of 0.74 for Fig. 9(a). On the other hand in Fig. 9(b), the 
FIGURe 9
Trace images observed at 650 time steps at the best solution #6 (a, left) and 6440 time steps at 
the best solution #7 (b, right).
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average number of Euglena cells in one illuminated branch is 4.4 times 
smaller than that in one non-illuminated branch. This indicates that a 
smaller γ in Euglena-based neurocomputing originates from the reduction 
in cell number in the illuminated areas rather than the reduction in the 
swimming speed of the cells in the areas. The reduction in cell number in 
the illuminated areas is caused by the photophobic reaction of Euglena cells 
at the border of the illumination; Euglena cells swimming toward an illumi-
nated area change their swimming direction on encountering the blue light 
before they are captured in the light.
The transition among the best solutions observed in Fig. 8(a) is trig-
gered by the fluctuation in TMs, as also observed in the simulation [30,31]. 
However, the origin of the TM fluctuation in real Euglena-based neuro-
computing is primarily due to the existence of photo-insensitive robust 
Euglena cells, not due to simple statistical fluctuation in TMs in the simu-
lation. Although the number of Euglena cells in the illuminated branches 
is gradually reduced [Fig. 9(b)], some photo-insensitive robust Euglena 
cells swim into the branches eventually, causing status transition in neu-
rocomputing.
The number of Euglena cells in the illuminated branches in our Euglena-
based neurocomputing is determined by four factors: the photosensitivity of 
Euglena cells to change the swimming direction before they are captured in 
the blue light, the drift capability to escape from the blue light, the robustness 
to blue light to continue swimming, and the adaptation to the blue light. Pho-
tosensitivity and robustness are the personality of individual Euglena cells, 
whereas drift capability and adaptation depend on the temporal evolution of 
metabolism balance in their bodies [41–43].
The geometry of the micro-aquarium would also affect the performance of 
Euglena-based neurocomputing; when the branch length increases, the prob-
ability of the transition among the best solutions observed in Fig. 8(a) will 
decrease because the number of Euglena cells in illuminated branches 
decreases more slowly for longer branches. In other words, we can control 
the frequency of the transition among the best solutions by changing the 
geometry of the micro-aquarium. The geometry of the micro-aquarium in 
Fig. 1(a) has the same shape (with a reduced size) that was used in amoeba-
based computing [28].
On the other hand, the total number of Euglena cells in the micro-aquar-
ium does not affect the performance of Euglena-based neurocomputing, 
when the number is not too small (less than approximately 50). even when 
approximately 400 cells are used in the aquarium, they swim across each 
other without collisions, probably because the movement of their flagella 
avoids collisions by changing swimming depth automatically. Therefore, 
cell-cell collision effects are negligible in Euglena-based neurocomputing 
even with a large cell density. As in the simulation, the transition among the 
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best solutions was suppressed when the total cell number is increased because 
fluctuation in TMs becomes smaller.
3.5 Euglena behaviour and interaction
Most essential issues in Euglena-based neurocomputing are whether each 
cell develops/advances its behaviour against photoexposure in the course of 
the experiments and whether the cells interact each other to realize any col-
lective behaviour.
When a cell is exposed to blue light, the cell is metabolically damaged 
depending on the exposure duration, and cannot recover its original swim-
ming speed for 20–30 s or longer. This photoexposure history can be con-
sidered as a memory effect built in each Euglena cells. Cells with slower 
swimming speeds have a larger chance to draw back on encountering 
light. In this sense, Euglena cells can develop their anti-photoexposure 
behaviours.
Compared to a slime mould in amoeba-based neurocomputing, in which 
some aspects of the environment are being communicated within the plasmo-
dium via internal transport or oscillatory behaviour, the cells in Euglena-
based neurocomputing are primarily independent individuals without explicit 
communication with each other. However, Euglena cells may sense chemi-
cals emitted by other cells. Indeed, we observed that Euglena cells tend to 
avoid entering an area non-illuminated but once irradiated by a strong UV 
light. We speculate that UV-exposed cells emitted alert-chemicals to the envi-
ronment, which signals to the other cells not to come close. This observation 
suggests that Euglena cells may take a kind of collective behavior by sensing 
environmental chemicals.
When Euglena cells have a memory effect against photoexposure or when 
they sense alert chemicals from others, they can avoid entering illuminated 
branches in Euglena-based neurocomputing, leading to the stabilization of 
the best solutions. On the other hand, when Euglena cells sense the concen-
tration of nutrition, they may avoid branches containing a large amount of 
cells and lacking nutrition, leading to increase in transition frequency among 
the best solutions. The influences of memory effect and chemical sensing 
effects are to be elucidated in the future investigations.
3.6 Choice of state variables and functions
In our Euglena-based neurocomputing, the TMs of 16 branches in the 
micro-aquarium in Fig. 1(a) were used as state variables. However, we can 
use other indices of Euglena viability such as TOM or length of swimming 
traces. When TOM is used as the state variable with the inverted logics for 
eq. (3), the performance of Euglena-based neurocomputing will be com-
pletely different from that described here; the transition among the best 
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solutions will be promoted by the reduction in Euglena cell number in illu-
minated areas.
We used the sigmoid function in eq. (2) to normalize the state variable 
from 0 to 1, with the dynamic auto-adjustment of parameters b and c. The 
empirical auto-adjustment algorithm in eqs. (5)–(7) has a large effect on the 
performance of Euglena-based neurocomputing, which must be clarified in 
further investigations. Furthermore, functions other than the sigmoid function 
can be used to convert the state variables from 0 to 1, leading to the unex-
plored behavior of Euglena-based neurocomputing.
In this study, the photophobic reactions in Euglena-based neurocomputing 
were evoked by the digital control (On/Off) of the blue light. Because the 
photophobic reactions of Euglena cells depend on the blue light intensity 
(Fig. 5), we can expect a different transition behavior among the best solu-
tions by using analog feedback (changing blue light intensity continuously) 
instead of digital feedback.
4 CoNClusIoN
We examined Euglena-based neurocomputing with the modified Hopfield–
Tank algorithm on the basis of the experimentally determined blue light 
intensity to evoke photophobic reactions of Euglena and the empirically 
derived auto-adjustment of parameters in the feedback algorithm. We verified 
that the Euglena-based neurocomputing for 4-city TSP possesses the funda-
mental characteristics of (1) attaining one of the best solutions of the prob-
lem, and (2) searching for a number of solutions via dynamic transition 
among the solutions (multi-solution search). Unlike the Monte Carlo simula-
tion previously studied, the essential mechanisms responsible for (1) and (2) 
in real Euglena neurocomputing are the reduction in cell number in illumi-
nated areas and the existence of photo-insensitive robust cells. The choice of 
state variables, normalization function, and analog feedback are potential to 
expand the Euglena-based neurocomputing performance.
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