Abstract-This paper presents a novel approximation-based event-triggered control of multi-input multi-output uncertain nonlinear continuous-time systems in affine form. The controller is approximated using a linearly parameterized neural network (NN) in the context of event-based sampling. After revisiting the NN approximation property in the context of event-based sampling, an event-triggered condition is proposed using the Lyapunov technique to reduce the network resource utilization and to generate the required number of events for the NN approximation. In addition, a novel weight update law for aperiodic tuning of the NN weights at triggered instants is proposed to relax the knowledge of complete system dynamics and to reduce the computation when compared with the traditional NN-based control. Nonetheless, a nonzero positive lower bound for the inter-event times is guaranteed to avoid the accumulation of events or Zeno behavior. For analyzing the stability, the eventtriggered system is modeled as a nonlinear impulsive dynamical system and the Lyapunov technique is used to show local ultimate boundedness of all signals. Furthermore, in order to overcome the unnecessary triggered events when the system states are inside the ultimate bound, a dead-zone operator is used to reset the event-trigger errors to zero. Finally, the analytical design is substantiated with numerical results.
trigger condition allows the system error to grow before deciding the transmission instant without affecting the system's stability requirements. This in turn reduces the communication and computation. In recent times, various event-trigger approaches have been presented in [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , and different formulations have been introduced to analyze the system stability. In general, the Lyapunov direct method is utilized to guarantee stability by designing an event-trigger condition.
Among the earlier works, Tabuada [2] presented an ETC scheme by assuming the input-to-state stability of the system with respect to measurement error. Furthermore, an event-trigger condition is developed for deciding the trigger instants to execute the controller with a desired closed-loop performance. A lower bound on the inter-trigger times is also guaranteed to avoid the accumulation point. The traditional ETC [2] [3] [4] is further extended to a model-based scheme [5] [6] [7] [8] , which reduces the communication network traffic more effectively demanding a higher computation. The ETC also finds its application in large-scale and decentralized systems [9] [10] [11] . An extension to the ETC approach is the self-triggered control design [12] [13] [14] [15] where the trigger instants are determined by the past state information and, hence, continuous monitoring of current state is not required.
In [2] [3] [4] [5] [6] [7] , a known system dynamics have been considered for the ETC design both for linear and nonlinear systems with a few exceptions [8] , [17] . Garcia and Antsaklis [8] considered known uncertainty for the system and developed a modelbased ETC scheme. Furthermore, in [17] , an L 1 adaptive control scheme is proposed where the nominal system dynamics are considered known, and uncertainties are compensated for using an adaptive term tuned with a projection-based tuning law. On the other hand, in our previous preliminary work [18] , the complete knowledge of the system dynamics was relaxed using neural network (NN)-based approximation of system dynamics, while a zero-order hold (ZOH) was used for the controller implementation.
In contrast, this paper introduces the development of ETC of multi-input multi-output (MIMO) nonlinear continuous time systems in affine form when the system and the controller are separated by an ideal communication network with no delays and packet losses. Instead of approximating the unknown nonlinear functions of the system dynamics using two NNs [18] , the controller is approximated using a linearly parameterized NN in the event-triggered context under the assumption that the system states are measurable. An event-trigger condition based on system state and estimated NN weight is designed to orchestrate the transmission of state vector and control input between the plant and the controller. Since the approximation is carried out using the event-based state vector, the event-trigger condition is made adaptive in order to attain a tradeoff between resource utilization and function approximation. In addition, the NN weights and the control inputs are only updated at the trigger instants, which are aperiodic in nature and held until the next update. Consequently, the proposed scheme reduces the overall computation when compared with the traditional NN schemes [19] where weights are updated periodically.
In addition, to analyze the system stability and design the event-trigger condition, the nonlinear impulsive dynamical model of the closed-loop dynamics is considered. The well-developed Lyapunov approach for the nonlinear impulsive dynamical system [20] , [21] is utilized to study interevent and event time behavior, and used to prove the local ultimate boundedness (UB) of the system state and the NN weight estimation errors. An NN-based control design for a traditional impulsive dynamical system is presented in [21] . In contrast to [21] , in this paper, we modeled the closed-loop event-triggered system as an impulsive dynamical system to analyze stability and performance.
The main contributions of this paper include: 1) the design of an NN-based ETC of uncertain nonlinear continuous-time MIMO systems in affine form; 2) the design of an online approximate controller in the event-triggered context; 3) the development of an aperiodic event-based NN weight update law to reduce computation; 4) the design of a novel adaptive event-trigger condition for uncertain nonlinear dynamics to facilitate approximation and maintain the system stability and performance while reducing the transmission; and 5) the demonstration of closed-loop stability using the impulsive dynamical system formulation.
The remaining part of this paper is organized as follows. Section II discusses the preliminaries. Section III presents the state feedback design of the ETC followed by the discussion on nonzero positive lower bound on the inter-event times in Section IV. The analytical results are verified using numerical example in Section V. Finally, the conclusion is drawn in Section VI. The Appendix provides the detailed proofs for the lemmas and theorems.
II. PRELIMINARIES
First, the notations used in this paper are briefly introduced followed by the stability notions. Subsequently, a brief background on traditional ETC is presented along with the problem formulation. Finally, the NN-based function approximation is revisited in the context of event-based sampling.
A. Notation
Let = (−∞, ∞) be the set of real numbers. + = [0, ∞) becomes the set of non-negative real numbers, and n is the n-dimensional Euclidean space. For a vector, x ∈ n , we denote 
B. Stability Notion
Consider a nonlinear impulsive dynamical system represented aṡ
where ξ ∈ D ⊂ n ξ is the state vector, C ⊂ D and Z ⊂ D, which are, respectively, the flow and the jump sets, and D is an open set with 0
∈ n ξ are, respectively, the continuous and reset dynamics of the impulsive dynamical system. Next, the definitions are stated. Definition 1 [20] : The nonlinear impulsive dynamical system (1) and (2) is locally bounded if there exists a γ > 0 such that, for every δ ∈ (0, γ ),
Definition 2 [20] : The nonlinear state-dependent impulsive dynamical system (1) and (2) is UB with bound ε if there exists γ > 0 such that, for every δ ∈ (0, γ ), there exists T = T (δ, ε) > 0 such that ξ(0) < δ implies ξ(t) < ε, t ≥ T and globally UB with bound ε if, for every δ ∈ (0, ∞), there exists, T = T (δ, ε) > 0, such that ξ(0) < δ implies ξ(t) < ε, t ≥ T . Definition 3 [23] : A continuous function α : [0, a) → + is said to belong to class K if it is strictly increasing and α(0) = 0. It is said to belong to class K ∞ if a = ∞ and α(r ) → ∞ as r → ∞.
To prove the UB of the impulsive dynamical systems, the following Lemma is used.
Lemma 1 [20] : Consider the impulsive dynamical system (1) and (2) . Assume that the jumps occur at distinct time instants and there exists a continuously differentiable function V : D → and class K functions α(·) and β(·) such that
where μ > 0 is such that
exists. Then, the nonlinear state-dependent impulsive dynamical system (1) and (2) is UB with bound
In Section II-C, the problem formulation along with a brief background on the traditional ETC will be introduced.
C. Background and Problem Formulation
Consider the MIMO nonlinear uncertain continuous-time system represented in the affine form aṡ
where x = [x 1 x 2 . . . x n ] T ∈ n x and u ∈ m u are the state and input vectors of (6), respectively. The nonlinear vector function, f (x) ∈ n x , and the matrix function, g(x) ∈ n x ×m u , represent the internal dynamics and control coefficient function, respectively. The following assumption on system dynamics is needed in order to proceed. Assumption 1: System (6) is controllable and input-to-state linearizable [23] . The internal dynamics, f (x), and control coefficient, g(x), are considered unknown with the control coefficient matrix, g(x), bounded above in a compact set for all x ∈ x ⊂ n x , satisfying g(x) ≤ g max with g max > 0 being a known positive constant [19] .
The input-to-state linearizable assumption is satisfied by a wide variety of practical systems, such as a robot manipulator, mass damper system, and many others. For these classes of controllable nonlinear systems [23] in affine form with complete knowledge of system dynamics, f (x) and g (x) , it is demonstrated that there exists an ideal control input u d for (6) of the form
which renders the closed-loop system asymptotically stable, where K (x) is a function of system state vector. The linear closed-loop dynamics can be represented bẏ
where A is a Hurwitz matrix and can be designed as per the closed-loop performance requirement. By converse Lyapunov theorem [23] , an asymptotically stable system admits a Lyapunov function, V (x) : x → , which satisfies
where α 1 , α 2 , and α 3 are class K functions. Moreover, considering a standard quadratic Lyapunov function, V (x) = x T Px, for the closed-loop system (8), the class K functions are expressed as α 1 
The matrices P ∈ n x ×n x and Q ∈ n x ×n x are symmetric, positive definite, and satisfy the Lyapunov equation given by
In the case of a traditional NCS, the state vector, x, and the control input, u, are transmitted with a fixed sampling interval T s . On the other hand, in an event-triggered context, the system state vector is sampled and transmitted at the event-trigger instants only.
Let {τ k }, for k = 1, 2, . . . , be a monotonically increasing sequence of time instants with τ 0 = 0 such that τ k+1 > τ k and τ k → ∞ as k → ∞ represent when the events are triggered and the system states, x(τ k ), and control inputs, u(τ k ), are transmitted. The event-based/transmitted state and the control input vectors are held, respectively, at the controller and plant by the ZOHs. It is important to note that τ k is a function of system state x and the last transmitted system state,x = x(τ k ), τ k < t ≤ τ k+1 , and is aperiodic in nature.
Define the event-trigger error, e s ∈ n x , as
The trigger instant, τ k , is determined by the event-trigger condition consists of the event-trigger error (12) and a statedependent threshold. Once the event-trigger error exceeds the threshold (time instant, t = τ k ), the sensor and trigger mechanism initiate the transmission of the current state vector x. The last held event-based state vectorx jumps to the new value, i.e.,x + = x, for t = τ k and held for τ k < t ≤ τ k+1 , wherex + =x(τ + k ) and τ + k is the time instant just after τ k . The event-trigger error is then reset to zero for the next event to occur
Since the system dynamics f (x) and g(x) are considered unknown, the implementation of the controller (7) is not possible. Furthermore, in the event-based sampling and transmission context, the intermittent availability of the system state vector at the controller precludes the traditional NN-based approximation with a periodic update of the NN weights. Therefore, the NN function approximation property is revisited under the event-based sampling and transmission.
D. Function Approximation
By the universal approximation property of NN, any continuous function f (x) can be approximated over a compact set for all x ∈ x ⊂ n x up to a desired level of accuracy ε f by the selection of suitable activation functions and an adequate number of hidden layer neurons. Alternatively, there exists an unknown target weight matrix W such that f (x) in a compact set can be written as
where W ∈ l×b and V ∈ a×l represent the target NN weight matrix for the output and input layers, respectively, and defined as
The activation function ϕ(·) : a → l is a hyperbolic tangent activation function and given by ϕ(·) = e 2x − 1/e 2x + 1 withx = V T x. The term ε f (x) ∈ n x is the traditional reconstruction error and the constants l, a, and b are the number of neurons in the hidden layer, number of input and output of the NN, respectively. In this paper, we will consider the linearly parameterized [24] NNs, as shown in Fig. 1 , for approximating the unknown function as in (14) , where the output layer weights W ∈ l×b are updated, while the input layer weight matrix V ∈ a×l is initialized at random and held. This linearly parameterized NN is also known as random vector functional link networks [24] . The activation function ϕ(V T x) forms a basis for the unknown function and the universal approximation property is retained [24] . The output layer activation functions, ϕ o (·), are selected to be purely linear.
With intermittent event-based transmission of the system state vector, x, the universal NN approximation property can be extended to achieve a desired level of accuracy by properly designing a trigger condition. The trigger condition will generate required number of events for the availability of system state vector for approximation. The following theorem extends the approximation property of NN for event-based sampling.
Theorem 1: Let f (x) : x → n x be smooth and uniformly continuous function in a compact set for all x ∈ x ⊂ n x . Then, there exists a single-layer NN with sufficient number of neurons such that the function f (x) can be approximated with constant weights and event-driven activation function, such that
where W ∈ l×n x is the target NN weight matrix with l being the number of hidden-layer neurons, ϕ(x) is the bounded event-driven activation function, and ε e (x, e s ) is the event-driven NN reconstruction error withx representing the last event-based sampled state held at the ZOH. Proof: Refer to the Appendix. Remark 1: From the proof of Theorem 1, the event-based reconstruction error ε e (x,
, where ϑ(x, e s ) =x + e s is a function of the traditional reconstruction error ε f (·) and event-trigger error e s as in (12) . A small event-based reconstruction error ε e (x, e s ) can be observed by increasing the frequency of event-based samples. This requires a suitable event-trigger condition for obtaining both approximation accuracy and a reduction in computation. A small event-based reconstruction error means a higher number of events, which results in more computations and transmissions. Hence, a tradeoff exists between reconstruction error and transmission.
Next, the adaptive ETC scheme development is introduced.
III. ADAPTIVE EVENT-TRIGGERED STATE FEEDBACK CONTROL
In this section, a state feedback design of the NN-based adaptive ETC is proposed. 
A. Structure
The structure of the proposed adaptive ETC scheme with a communication network between the plant and the controller is shown in Fig. 2 . Furthermore, for simplicity, the following assumption regarding the network is considered.
Assumption 2: The communication network between the plant and the controller is ideal [3] , [17] , i.e., the networked induced delays, including the computational delay and the packet losses, are not present.
In the proposed scheme, a smart sensor and trigger mechanism is included at the plant to decide the event-trigger instants by evaluating the event-trigger condition continuously. At the violation of the event-trigger condition, the state vector is transmitted first and then the controller is updated and transmitted to the plant. The ZOHs are used to hold the last transmitted state and control input, respectively, at the controller and the plant until the next transmission is received.
Since the system dynamics are considered unknown, the control input is approximated using a NN in an event-sampling context. Furthermore, the NN weights are updated in an aperiodic manner at every trigger instant and held during the inter-event durations. To achieve desired approximation accuracy, an adaptive event-trigger condition is designed to generate the required number of events during the learning phase. Thus, the event-trigger condition becomes a function of the NN weight estimates and the system state vector, whereas in the traditional ETC design, it is a function of system state only [2] , [3] . Therefore, to evaluate the event-trigger condition locally, without transmitting the estimated NN weights, the NN weights are updated at both the trigger mechanism and the controller in synchronism. This increases the computation, but due to the event-based aperiodic update at both places, the overall computation decreases. Next, the event-triggered controller design is presented.
B. Controller Design
In this section, the approximation-based event-triggered controller design is presented. By the universal approximation property of the NNs, the ideal control input (7) is written as
where W u ∈ l u ×m u is the output layer unknown ideal NN weight matrix, and ϕ u (x) ∈ l u is the tangent hyperbolic activation function withx = V T u x. The function ε u (x) ∈ m u is the traditional NN reconstruction error, V u ∈ n x ×l u is the input layer weight matrix, and l = l u , a = n x , and b = m u are the number of neurons in the hidden layer, number of inputs and outputs of the NN, respectively.
Before presenting the approximation-based controller design, the following standard assumptions are introduced for the NN.
Assumption 3 [19] : The target weights, W u , the activation function, ϕ u (·), and the reconstruction error ε u (·) of the NN are upper bounded in compact set such that W u ≤ W u,max , ϕ u (·) ≤ ϕ u,max and ε u (·) ≤ ε u,max , where W u,max , ϕ u,max , and ε u,max are positive constants.
Assumption 4: The NN activation function, ϕ u (x), is considered Lipschitz continuous in a compact set for all
In the event-triggered context, the actual controller uses the event-based state vectorx held at the ZOH. Hence, by Theorem 1, the actual event-based control input is represented as
whereŴ u ∈ l u ×m u is the estimated NN weight matrix, ϕ u (x) ∈ l u is the event-based NN activation function, wherē x = V T ux is the scaled input to the NN. Since the last held state,x, and the NN weights are updated at the event-trigger instants, t = τ k , the control input is also updated at the trigger instant, and, then, transmitted to the plant and held by the ZOH until the next update is received.
Furthermore, as proposed, the estimated NN weights, W u ∈ l u ×m u , are held during inter-event durations τ k < t ≤ τ k+1 and updated at the trigger instants or referred to as jumps at t = τ k . Therefore, the NN update law during inter-event durations is defined aṡ
Furthermore, at the event-trigger instants, the update law is selected aŝ (20) whereŴ + u ∈ l u ×m u is the updated NN weight estimate just after the trigger instant with α u > 0 being the NN learning rate, c > 0 is a positive constant, L ∈ n x ×m u is a design matrix to match the dimension, and κ > 0 is a positive constant serving the same role as the sigma modification [25] in the traditional adaptive control. Note that the update law (20) uses traditional activation ϕ u (x), since the system state vector, x, is available for the update at the trigger instant.
Next, define the NN weight estimation error as W u = W u −Ŵ u . The weight estimation error dynamics during the flow, using (19) , can be written aṡ
while for the jump instant, t = τ k , the NN weight estimation error dynamics derived from (20) becomes
with χ s = 1/(c + e s 2 ). In Section III-C, we will formulate the closed-loop dynamics of the adaptive ETC system as a nonlinear impulsive dynamical system to analyze the system behavior for both inter-event and event time instants.
C. Closed-Loop System: Impulsive Dynamical Model
As per the proposed scheme, the last transmitted state and the NN weights are updated at the trigger instants only. Hence, the closed-loop event-trigger system behaves as an impulsive dynamical system. Assuming the event instants are distinct, i.e., there exists a nonzero lower bound on the inter-event times, δτ k = τ k+1 − τ k > 0, which is proven in Section IV, the closed-loop dynamics can be formulated in two steps.
The first step toward the impulsive system modeling is to formulate the flow dynamics. The closed-loop system dynamics during the flow interval for t ∈ (τ k , τ k+1 ] can be derived using both (6) and (18), and represented aṡ
Adding and subtracting the ideal control input u d yieldṡ
Recalling the NN approximation of the ideal controller (18) and the ideal closed-loop dynamics (8), (24) becomeṡ
From the definition, W u =Ŵ u +W u , the closed-loop dynamics (25) can be written aṡ
Similarly, the dynamics of the last transmitted state vector,x, held by the ZOH, during the flow interval becomeṡ
Furthermore, the flow dynamics of the NN weight estimation error are given by (21) .
In the second and final step, it only remains to formulate the reset dynamics to complete the impulsive modeling of the event-triggered system. This consists of the jumps in the system state
The last transmitted state held by the ZOH
and NN weight estimation error dynamics (22) .
From (22), (28), and (29), the reset dynamics for the system are given by
and
For formulating the impulsive dynamical system, we consider ξ s = [x Tx T vec(W u ) T ] T ∈ n ξs as the augmented states where vec(W u ) ∈ l u m u is the vector form of the NN weight estimation error matrix and n ξ s = n x + n x + l u m u . Now, combine (21), (26), and (27) to obtain the flow dynamics aṡ
Next, combine (30)-(32) to obtain the reset dynamics as
for the impulsive dynamical nonlinear system where the nonlinear functions,
the jump set and defined as Z s = {ξ s ∈ D : e s > σ s x }, where σ s x is the event-trigger threshold to be designed next.
D. Stability Analysis
In this section, the stability results of the closed-loop system are established. Before proceeding, the following lemma for the boundedness of the NN weight estimation error both during the flow and the jump instants is necessary.
Lemma 2 (Boundedness of the NN Weight Estimation Error): Consider the nonlinear continuous-time system (6) and the controller (18) expressed as a nonlinear impulsive dynamical system (33) and (34). Let Assumptions 1-4 be satisfied, while the initial NN weights,Ŵ u (0), are initialized in the compact set W u . Under the assumption that a nonzero positive lower bound on the inter-event times, δτ k = τ k+1 − τ k > 0, k ∈ N exists, there exist positive constants α u > 0, 0 < κ < 1/2,T and T such that the weight estimation error, W u , is bounded during the flow period and ultimately bounded for all τ k >T or, alternatively t > T when the NN weights are updated using (19) and (20) .
Proof: Refer to the Appendix.
Next, we introduce the event-trigger condition given by
where
is the threshold coefficient with 0 < s < 1 and L ϕ u is the Lipschitz constants for the activation functions, q min is the minimum eigenvalue of Q, P is a symmetric positive definite matrix with P and Q satisfying (11) , and D (·) is a dead-zone operator defined as
where B x s,max is the bound for the system state vector x. The system state vector is transmitted to the controller and the updated control input is transmitted to the plant by the violation of the event-trigger condition (35).
Next, our main result on the local UB of the closedloop impulsive dynamical system is introduced utilizing the adaptive event-trigger condition (35) with the help of the Lyapunov approach [20] .
Theorem 2 (Closed-Loop Stability): Consider the nonlinear system (6), the control input (18) and the NN update laws (19) and (20), expressed as an impulsive dynamical system (33) and (34). Let Assumptions 1-4 hold. Assume that there exists a nonzero positive lower bound on the inter-event times given by δτ k = τ k+1 − τ k > 0, k ∈ N and the initial NN weight,Ŵ u (0), is initialized in the compact set W u . Then, the closed-loop system state vector ξ s for any initial condition ξ s (0) ∈ D s ⊂ n ξ is locally ultimately bounded with a bound ξ s ≤ provided the events are triggered at the violation of (35). Furthermore, the ultimate bound is given by Proof: Refer to the Appendix. Remark 2: The threshold coefficient σ s of the event-trigger condition (35) is a function of the norm of NN weight estimates Ŵ u and, hence, adaptive in nature. Since the weights are updated only at the trigger instant, Ŵ u is a piecewise constant and jumps at the trigger instant t = τ k , according to the update law (20) . This implies that σ s is also a piecewise constant function and changes at the trigger instant. This variation in σ s , implicitly depends on the NN weight estimation error,W u (more details are in Section IV), which generates the required number of triggers for the NN approximation of the control input during the learning phase. Once the NN weight matrix,Ŵ u , converges close to the unknown constant target weight matrix, W u , the weight estimates,Ŵ u becomes steady; in turn, σ s becomes a constant like the traditional ETC with known knowledge of the system dynamics [2] , [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
Remark 3: The dead-zone operator D(·) is used to stop the unnecessary triggering of events due to the NN reconstruction error once the state vector reaches and stays within the UB region. This implies that, for an event to trigger, the following two conditions need to be satisfied.
1) The system state vector is outside the bound, i.e., x > B x s,max .
2) The event-trigger condition (35) is violated, i.e., e s > σ s x . Remark 4: The assumption on the nonzero positive lower bound on inter-event times in Theorem 2 is relaxed by guaranteeing a nonzero positive value in Theorem 3, which is discussed in detail in Section IV. In addition, an explicit formula for analyzing the lower bound on the inter-event times when the system state vector x > B x s,max to avoid accumulation point is also derived.
Remark 5: From the proof given in the Appendix, the system state vector, x, and NN weight estimation error,W u , remain locally UB for all τ k >T or alternatively, for all t > T where the time T depends onT . This implies that the control input and the event-trigger error are also locally ultimately bounded. Consequently, all the closed-loop system parameters remain ultimately bounded for all time t > T . Section IV will present the lower bound on inter-event times.
IV. LOWER BOUND ON INTER-EVENT TIMES
In this section, the existence of nonzero positive lower bound on inter-event times is presented in the following theorem. In addition, an explicit formula for the inter-event times is derived.
Theorem 3: Consider the event-triggered system (6) along with the controller (18) represented as an impulsive dynamical system (33) and (34). Let Assumptions 1-4 hold and NN weights,Ŵ u (0), is initialized in a compact set W u and updated using (19) and (20) by the violation of event-trigger condition (35). Then, the lower bound on the inter-event times δτ k = τ k+1 − τ k for all k ∈ N implicitly defined by (35) is bounded away from zero and is given by
where σ s,min is the minimum value of the threshold coefficient over all inter-trigger times. Furthermore,
withW u,k andŴ u,k are the NN weight estimation error and weight estimate for kth flow interval. Proof: Refer to the Appendix. Furthermore, it is interesting to study the effect of NN weight estimation errorW u on the inter-event times. The following proposition defines a relation between the lower bound on inter-event times δτ k and the NN weight estimation error,W u .
Proposition 1: Assume the hypothesis in Theorem 3 holds. Then, the lower bound on inter-event times also satisfies
Remark 6: It is clear from (40) that the lower bound on inter-event times depends on v M,k , which is a function of NN weight estimation errorW u . During the initial learning phase of the NN, the term v M,k in (40) might become larger for a certain initial valueŴ u (0) and lead to smaller interevent times closer to zero. A proper initialization of the NN weights,Ŵ u (0), close to the target will reduce the weight estimation error,W u , and in turn v M,k in (40). This will keep the inter-event times away from zero and reduce the number of transmissions in the initial phase. In addition, as per Lemma 2, the convergence of the NN weight estimation errors to the bound will further increase the inter-event times leading to less resource utilization as this is verified in the simulation results. Next, the analytical design is evaluated by numerical examples.
V. SIMULATIONS
In this section, we validate the theoretical design in Sections III and IV using numerical examples. Two examples are considered to show the effectiveness of the controller design in terms of saving in communication and computational resources. The first example considers a second-order system and is an academic example providing an intuitive idea of the analytical design. In addition, the second example emphasizes the practical application point of view by considering a practical industrial example of a two-link robot manipulator.
Example 1: The following single-input second-order nonlinear dynamics [16] was chosen for the simulation and given by:ẋ
The simulation parameters include the initial state vector as Fig. 3(a) shows the evolution of the state-dependent event error and threshold, and in Fig. 3(b) , the cumulative number of events occurred. A total number of events triggered is found to be 645, and the events occurred frequently during the initial NN learning phase. This is due to large initial NN weight estimation error,W u , as discussed in Remark 6. Alternatively, Furthermore, the lower bound on the inter-event times is observed to be 0.002 s, as shown in Fig. 4 , implying the existence of a nonzero lower bound on the inter-event times to avoid accumulation point. It is clear from Fig. 4 that the inter-event times are gradually increasing along with the convergence of the weight estimation error,W u , to its ultimate bound, as presented in Proposition 1 and discussed in Remark 6. This elongated inter-event time reduces resource utilization, which is one of the primary objectives of the design. Fig. 5(a) and (b) shows the convergence of the closed-loop ETC system state vector, and approximated control input. This implies the event-based control input with reduced computation is able to regulate the system state close to zero. shows the convergence of the estimated NN weights with aperiodic weight update. Next, we consider the benchmark example of an MIMO system to evaluate the design.
Example 2: A two link robot manipulator is considered whose dynamics are given bẏ
The following parameters were selected for the simulation. The initial state vector is given by The event-trigger threshold is shown in Fig. 7(a) along with the event-trigger error. The cumulative number of triggered events is shown in Fig. 7(b) , which shows the state vector is only transmitted 2000 times indicating the reduction in communication bandwidth usage when compared with a continuous transmission. Furthermore, the lower bound on the inter-event times is found to be 0.002 s proven in Theorem 3. In addition, as per Proposition 1, the inter-event times increase with the convergence of the NN weight estimates to target, as shown in Fig. 8 .
Furthermore, from Theorem 3, the cumulative number of events depends upon the initial NN weights. The histogram in Fig. 9 shows the plot between the norm of initial weights and the cumulative number of events. It is clear that the cumulative number of events varies with weight initialization.
The convergence of the system state and control input is shown in Fig. 10(a) and (b) , respectively, implying the event-based controller-regulated system states close to zero. Furthermore, the convergence of the estimated NN weights to target value with aperiodic event-based update law is shown in Fig. 11 .
Finally, comparison results in terms of computation and the network traffic between a sampled-data system with a fixed periodic sampling and the event-based sampling is presented in Table I and Fig. 12 , respectively. Table I gives the number of computations observed in terms of addition and multiplications that is needed for realizing both the methods. It is evident that with the event-based system, a 48% reduction in computation when compared with the sample data approach is observed. Furthermore, considering each packetized transmission is of 8-bit data through the ideal network, Fig. 12 shows a comparion between the data rate in both the cases. It is clear that the data rate in the case of event-based sampling is lower, implying that the needed network bandwidth is less. This verifies the resourcefullness of the ETC design.
VI. CONCLUSION
This paper presented an event-triggered stabilization of MIMO uncertain nonlinear continuous-time systems. The control input was directly approximated using an NN in the context of event-based transmission. Novel event-trigger condition was developed based on the system state vector and NN weight estimate to ensure the reduction in transmission of feedback control signal. The weights were updated in a nonperiodic manner at the trigger instants. The controller design guaranteed the desired performance while relaxing the need for system dynamics. Lyapunov analysis confirmed the closed-loop stability. The simulation results confirmed the validity of the control design and reduction in resource utilization.
APPENDIX

Proof of Theorem 1:
Recall universal approximation theorem [26] , the smooth and uniformly continuous function f (x) can be approximated utilizing a NN with constant weights and time-driven periodic activation function as
Moreover, (A.1) can be expressed using event-driven activation function [i.e., ϕ(x)] with the event-based statex
Furthermore, from the event-trigger error (12), the current system state x can be represented using the last event-based state and the event-trigger error given by x =x + e s = ϑ(x, e s ). Therefore, (A.2) can be written as
where , e s ) ).
Proof of Lemma 2:
By the hypothesis of Lemma 2, the events are occurring at discrete time instants, i.e., a nonzero positive lower bound on the inter-event times, exists. Therefore, the proof is carried out, considering the flow and the jump dynamics of the NN weight update law as in Lemma 
It is clear from (A.4) that weight estimation error remains constant during the flow intervals for t ∈ (τ k , τ k+1 ]. As the initial weights are finite and the target NN weights are bounded, the NN weight estimation errorW u is constant and bounded during the flow interval. It only remains to prove that the weight estimation error during the jump is also remains bounded and converge to the ultimate bound.
Case II (Boundedness of the Weight Estimation Error During Jump for t = τ k ):
Consider the same Lyapunov function, as in Case I, for the jump instants
Along the weight estimation error dynamics (22) , the first difference V s (W u ) in (A.6) is expressed as
By replacingŴ u = W u −W u from the definition, the first difference leads to
Using the norm and bounds from Assumption 3 in the above equation with Cauchy-Schwartz (C-S) inequality, the first difference is upper bounded by
Using the fact that 0 ≤ χ s e s < 1 and applying Young's inequality, 2ab ≤ a 2 +b 2 for the second term, and with simple mathematical operation, we arrive at
Completing the square for W u reveals that
Since the second term is always negative, it also holds that
Hence, by Lyapunov theorem, the NN weight estimation error is ultimately bounded [20] with the trigger of events and for all τ k >T or alternatively for all t > T , where T is function ofT .
Consequently, from Cases I and II, the NN weight estimation error remains constant and bounded during the flow period and converges to the ultimate bound with the trigger of events for all τ k >T . Therefore, we can conclude that the NN weight estimation error is ultimately bounded for all t > T .
Proof of Theorem 2:
To prove this theorem, we will use Lemma 1. In other words, we need to show that (4) for flow and (5) for reset dynamics hold. For the flow duration, consider a Lyapunov function candidate for t ∈ (τ k , τ k+1 ] 
where Q is a positive definite matrix satisfying the Lyapunov equation A T P + P A = −Q. Using Frobenius norm and applying C-S inequality, it also holds thaṫ
where q min > 0 is the minimum eigenvalue value Q. Again, using the Lipschitz continuity from Assumption 4 and separating the cross terms using Young's inequality, 2ab ≤ (1/ p)a 2 + pb 2 , in (A.11), we arrive aṫ
s is constant during flow, t ∈ (τ k , τ k+1 ], for a fixed k as the NN weight estimation errorW u remains constant.
Recalling the event-trigger condition (35), the first difference in (A.12) becomeṡ
Substituting σ s from (36), the first difference leads tȯ
Similarly, consider the second term in (A.10), the first derivative, using (33), is given bẏ Remark A.1: From (A.15), it is clear that the system state x will remain bounded during the flow for t ∈ (τ k , τ k+1 ]. As per the reset dynamics (34) of the impulsive dynamical system, x + = x. Hence, with a finite initial value, the system state vector also remains bounded at the jump instant at t = τ k for all k = 1, 2, 3 . . .. Furthermore, sincex + = x for t = τ k ,x also remains bounded during the jump.
To show that (5) holds during the jump, we select the same Lyapunov function candidate as in (A.9)
The first difference in an expanded form is given by
Evaluating along the reset dynamics (34), the first difference of the first part becomes 
