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Vorwort
ISI '90 soll der Beginn Informationswissenschaftlicher Fachtagungen sein, die in
der Zukunft im deutschsprachigen Raum nun voraussichtlich jährlich stattfinden
werden. Nach Konstanz werden dies voraussichtlich Berlin, Graz, Saarbrücken,
Düsseldorf, also die jetzigen Zentren der universitären Informationswissenschaft
in der (früheren) Bundesrepublik und Österreich, sein. Die Bemühungen, den
östlichen Teil Deutschlands noch stärker mit einzubeziehen, werden diese
Reihenfolge vermutlich noch verändern.
ISI '90 findet auch deshalb in Konstanz statt, weil vor zehn Jahren, nämlich im
Oktober 1980, der Lehrstuhl für Informationswissenchaft an der Universität
Konstanz eingerichtet wurde und damit - zusammen mit der parallelen
Einrichtung in Saarbrücken - universitäre Forschung und Lehre auf institutionell
sichere Grundlage gestellt werden konnte. Die Informationswissenschaft
Konstanz nimmt daher die Gelegenheit wahr, sich der Fachöffentlichkeit zu
präsentieren.
ISI '90 soll durch eine Vielzahl von Fachvorträgen aus unterschiedlichen
Gebieten - z.B. Informationswissenschaft, Informatik, Psychologie, Linguistik,
Wirtschaftswissenschaft - die theoretische Reichweite dessen ausloten, was wir
den pragmatischen Primat bei Informationsarbeit genannt haben.
Dieser pragmatische Primat läßt sich in die knappe Formel packen: Information
ist Wissen in Aktion. Welches sind die Bedingungen, unter denen Wissen für
individuelle Benutzer in konkreten Handlungszusammenhängen als Information
nutzbar gemacht werden kann?
Das außerordentlich rege Interesse an diesem Symposium, die Vielzahl der
eingeladenen und begutachteten Vorträge, bestätigen die Richtigkeit und
Notwendigkeit einer wissenschaftlich ambitionierten Fachtagung auf dem Gebiet
der Informationwissenschaft.
Für die Unterstützung der Tagung danken wir der Universität Konstanz, der DFG,
dem BMFT und dem Land Baden-Württemberg.
Für den Vorstand der Gesellschaft für angewandte Informationswissenschaft
Konstanz (GAIK):
Prof. Dr. Rainer Kuhlen Dr. Josef Herget
Fachgruppe Informationswissenschaft an der Universität Konstanz
l l
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Bei der Vorbereitung dieser Konferenz, nach den ersten Reaktionen auf den "Call for Papers"
wurden wir noch einmal daran erinnert, daß auch in der weiteren Fachöffentlichkeit die Be-
zeichnung "pragmatisch" nicht eindeutig ist. Angesprochen fühlten sich zum Teil auch Praktiker,
die Systeme oder Komponenten von ihnen entwickelt hatten, wobei die Machbarkeit, der Erfolg
mit Rücksicht auf praktische Bedürfnisse im Vordergrund stand. So ist "pragmatisch" ganz
im Sinne der Umgangssprache als "ad hoc", "ohne theoretischen Bezug" interpretiert worden,
und wir sind dafür gelobt worden, daß endlich einmal eine wissenschaftliche Konferenz sich
gänzlich an den praktischen Bedürfnissen der Fachinformationspraxis orientieren wollte. Diese
Orientierung kann die informationswissenschaftliche Forschung sicherlich nie ausklammern, aber
wir hatten diesen direkten Bezug eigentlich nicht im Sinne, sondern wollten mit dieser ersten ISI-
Konferenz eher eine Bestandsaufnahme versuchen, wie weit die Informationswissenschaft bei
der Einlösung des seit einigen Jahren als Herausforderung formulierten pragmatischen Primats
bei der theoretischen Begründung von Informationsarbeit und den Vorschlägen zu neuen Typen
von Informationssystemen gelangt ist.
Die Informationswissenschaft hat diesen pragmatischen Primat definiert, um für ihren zen-
tralen Begriff — Information — einen eigenständigen Ansatz als Leitprinzip der Forschung zu
gewinnen. Danach ist Information — ganz im Sinne der allgemeinen Pragmatik als Hand-
lungslehre — die Teilmenge von Wissen, die von einer bestimmten Person oder einer Gruppe
in einer konkreten Situation zur Lösung von Problemen benötigt wird und häufig nicht vorhan-
den ist. Zur Erläuterung dieser Basisaussage zum Begriff "Information" und zur Unterschei-
dung vom ebenfalls zentralen Begriff des Wissens kann man zunächst auf die Umgangssprache
zurückgreifen. Die beiden folgenden Aussagen sind umgangssprachlich wohl akzeptabel (mit
leichter Präferenz für die erste):
(1) Zur Lösung dieses Problems verfüge ich über einiges Wissen.
(2) Zur Lösung des Problems verfüge ich über einige Informationen,
wohingegen in dem Satzpaar
(3) Zur Lösung dieses Problems brauche ich noch weiteres Wissen.
(4) Zur Lösung dieses Problems brauche ich noch weitere Informationen.
eher die Aussage (4) akzeptabel ist, wenn (3) überhaupt toleriert wird. Über die allge-
meine Akzeptanz hinaus wird ein Sprecher des Deutschen "Wissen" sowohl in (1) als auch
in (3) eher auf den internen Zustand eines Subjekts beziehen, während "Informationen" in (2)
und (4) eher als außerhalb dieses Subjekts befindlich angesehen werden. Über Wissen kann
man z.B. durch "sich erinnern"_verfügen, wobei man lediglich auf sich selber angewiesen ist,
wohingegen Informationen durch Interaktion mit etwas außerhalb des Subjekts zu bekommen
sind bzw. erst überhaupt dadurch entstehen. Information ist in einen kommunikativen Kontext
eingebettet, wobei dies längst nicht mehr die traditionelle "face to face communicfation", son-
dern zunehmend mehr "face to file corrTünication" ist, also aus der Interaktion des Menschen mit
irgendeinem maschinellen Informationssystem besteht, sei es ein On-Iine-Dialog im Information
Retrieval, eine Datenbanksuche, ein natürlichsprachiger Dialog mit einem Expertensystem oder
das Navigieren in einer Hypertextbasis. Informationssysteme sollen für Menschen in konkreten
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Problemsituationen Informationen bereitstellen. Sie erweitern damit die Menge des dem Men-
schen in seinem Gedächtnis verfügbaren Wissens. Informationen holt man nicht aus sich heraus,
man horcht nicht in sich hinein, man erinnert keine Information. Nach Information wird in ex-
ternen Quellen gesucht. Wenn man Informationen nachfragt, gibt man damit zu verstehen, daß
man über spezielles Wissen nicht verfügt. Wohl vermutet man, daß andere — wobei diese
anderen durchaus Maschinen sein können — darüber verfügen und ggfs. bereit sind, es zur
Verfügung zu stellen.













Abb. 1 Modell der Transformation von Wissen in Information und von Information
in Wissen
Die Realisierung des pragmatischen Primats wird nun dadurch kompliziert, daß das Einholen
von externen Wissen in die eigenen Bestände durchaus nicht nur ein bloßer Übergabeprozeß
ist, sondern eher eine Transformation darstellt. Wir haben oben schon angedeutet, daß der Kon-
text der aktuellen Handlungssituation für die Spezifitat und Qualität der Information bestimmend
ist. Information hat keinen quasi objektiven Charakter, sondern variiert nach den wechselnden
Anforderungen und Rahmenbedingungen. Damit sind die in Abbildung 1 angegebenen Kontin-
genzfaktoren angesprochen, welche auf die Transformation von Wissen in Information einwirken.
Information muß unter Berücksichtigung dieser Rahmenbedingungen erst aus Wissen erarbeitet
werden. Informationen können nicht wie Daten in Rechnern verarbeitet werden, sondern entste-
hen durch Anforderungen bei konkreten Bedürfnissen und Problemsituationen. Information ist—
wenn man es in eine Formel packen wollte — Wissen in Aktion. Die Ausprägung von Information
variiert nach dem Kontext der Aktion. Information ist kontingent.
Wir haben genau diese Rücksicht auf die Rahmenbedingungen, vor allem die subjektiven
Benutzerinteressen und die objektiven Situationserfordernisse, z.B. Problemstellung, Organisa-
tionsziele, im Sinne, wenn wir uns auf den pragmatischen Primat beziehen. In dieser pragma-
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tischen Ausrichtung sind Informationen streng genommen etwas sehr Flüchtiges. Nach ihnen
wird in speziellen, immer individuellen Situationen verlangt. Danach können sie auch wieder
vergessen werden. Nicht jede Information wird automatisch neuer Bestandteil des Wissens.
Informationen sind oft der Beginn von Lernen. Hat man das, was sie repräsentieren, nämlich
bislang das Wissen anderer, gelernt, so sind sie zum eigenen Wissen geworden, in das Netz der
bestehenden Wissenseinheiten und ihrer Verknüpfungen "eingewebt". Fassen wir die bisherige
Diskussion zusammen, so können wir beim Verhältnis von Wissen und Information von einem
doppelten Transformationsvorgang sprechen (vgl. Abbildung 1).
Information — und das ist eine bezüglich ihres Warencharakters nicht unwichtige Eigenschaft
— ist wiederverwendbar, wiederaufarbeitbar, entweder durch den gleichen Benutzer in einem
anderen Kontext oder auch von neuen Benutzern. Information verliert nach ihrem Gebrauch die
aktuelle pragmatische Konstellation. Die semantische Referenz bleibt aber erhalten und kann
in einem anderen Kontext oder von einer anderen Person durchaus wieder zu einer Information
erweckt werden. Auch dies bestätigt den erwähnten flüchtigen Charakter von Information. Wird
Information als dauerhafter Bestand aufgenommen, so wird man von "Wissen" sprechen.
Was folgt nun daraus für unser Rahmenthema der pragmatischen Aspekte beim Entwurf und
Betrieb von Informationssystemen? Wenn man davon ausgeht, daß in einem Informationssystem
Wissen eingespeichert ist — wobei wir uns hier nicht der Frage stellen wollen, ob man zu Recht
bei einem maschinellen Informationssystem von Wissen oder nur von repräsentiertem oder nur
von rekonstruiertem Wissen sprechen sollte —, dann kann dieses System von unterschiedlichen
Personen in unterschiedlichen Situationen abgefragt werden. Paßt das Antwortergebnis, d.h.
hilft es dem Anfragenden in seinem konkreten Handlungszusammenhang, dann wollten wir von
Information sprechen. Insofern, könnte man argumentieren, steht Information nicht als etwas
Neues dem Wissen gegenüber, sondern ist, etwa im Sinne der Datenbanktheorie, nur eine neue
Sicht auf an sich unverändertes Wissen. In der Informationswissenschaft wird jedoch der Begriff
der Informationsarbeit nicht nur auf die Selektion von Teilen von Wissensbeständen bezogen,
sondern beschreibt die Vorgänge der Transformation von Wissen in Information als Mehrwert
erzeugende Prozesse.
Durch Informationsarbeit wird z.B. dem in einem Text repräsentierten Wissen ein Mehrw-
ert in Form einer Zusammenfassung (Abstract) beigefügt. Die graphische Aufbereitung einer
Recherche in einer statistischen Faktenbank ist ein Gewinn gegenüber den reinen Zahlenrei-
hen. Die Auswahl von Informationseinheiten oder auch deren selektive Zusammenfassung zu
einem Dossier mit Blick auf die Verarbeitungskapazität eines Entscheidungsträgers mit hohem
Informationsbedarf ist ein Mehrwert gegenüber der bloßen Übergabe eines Pakets von Informa-
tionen, die im Prinzip alle relevant sind, aber keine Chance haben, z.B. aus Zeitdruck, rezipiert
zu werden. Das letzte Beispiel zeigt erneut, daß auch informationeller Mehrwert durchaus ein
subjektiver, von pragmatischen Rahmenbedingungen abhängiger Begriff ist.
Diesen Mehrwert zu erzielen, ist alles andere als leicht. Nicht nur aus methodischer Hin-
sicht (vgl. unten), sondern vor allem erneut aus pragmatischen Gründen. Wenn man, wie
vorgeschlagen, Information nicht durch sich Erinnern aus seinen eigenen Beständen aktivieren
kann, sondern auf externe Ressourcen angewiesen ist, dann ist es für diese externe Ressourcen,
sowohl für Personen, z.B. in Form von Informationsvermittlern, als auch für maschinelle Systeme,
z.B. On-Iine-Retrieval-Systeme, außerordentlich schwierig, die der Situation angemessenen In-
formationen bereitzustellen — besteht doch kein direkter Zugang zu dem inneren Zustand des
Informationsuchenden, der Aufschluß Ober das wirkliche Informationsbedürfnis geben könnte.
Auf der anderen Seite — und dies gehört ebenfalls zum gesicherten Bestand informationswis-
senschaftlicher Benutzerforschung — sind Benutzer von Informationssystemen aufgrund ihres
"anomalous State of knowledge" nur sehr unvollkommen in der Lage, ihre Suchprobleme klar
und deutlich zu artikulieren. Es besteht also eine in doppelter Hinsicht schwierige Situation. Aus
externer Sicht besteht nur äußerst unvollkommenes Wissen über den aktuellen Kontext einer
Suchanfrage, aus interner Sicht des Informationssuchenden besteht ebenfalls Unsicherheit über
das Ausmaß und die Ausprägung der Informationsdefizite, weiterhin Unsicherheit über die Exi-
stenz und den Zugang zu den eventuell relevanten Ressourcen. Dieses gewisse Dilemma konn-
te bislang beim Entwurf und beim praktischen Betrieb von Informationssystemen nur sehr un-
zulänglich berücksichtigt worden. Informationssysteme liefern zur Zeit eher "Informationen" von
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der Stange, d.h. sind kaum in der Lage, auf die individuellen Belange variabel einzugehen. Ein
On-Iine-Retrieval-System liefert auch beim zehnten Mal bei der gleichen Anfrage vom gleichen
Benutzer die gleiche Antwort. Ein Manager erhalt die gleiche Antwort wie der Hochschullehrer,
der Student oder der Journalist. Die in der Künstlichen Intelligenz oder auch im experimentellen
Information Retrieval vorgeschlagenen Benutzermodelle, Dialoginterpreter und Situationsanaly-








Abb. 2 Differenzierung im Begriff der Informationsarbeit
Informationsarbeit ist — das sollten unsere Ausführungen deutlich gemacht haben — ist
ein äußerst komplizierter Prozeß, nicht eine einfache Selektion und auch nicht eine einfache
Umformung. Um die Vorgänge der Informationsarbeit besser erforschen zu können, haben wir
zur Differenzierung ein analytisches Raster vorgeschlagen, mit dem zwischen den verschiedenen
Zustanden und Vorgängen bei der Umformung von Wissen in Information unterschieden werden
kann (vgl. Abbildung 2).
Die in der Abbildung 2 angegebenen Unterscheidungen sind analytischer Natur. Im streng
pragmatischen Sinne kann man im Grunde nur bei der Handlungsinformation von Information
sprechen, denn nur diese wird ja im aktuellen Handlungszusammenhang wirksam. Die anderen
Zustände, Relevanzinformation und aufbereitete Information, sind eher als nötige Transitionen
zu verstehen. Die Verfahren der Wissensrepräsentation, der Erarbeitung, der Aufbereitung und
Verarbeitung von Information machen den methodischen Kern der Informationswissenschaft
aus. Deren Beherrschung ist für den Erfolg der Umwandlung von Wissen in Information
verantwortlich. Kompliziert wird das schon differenzierte methodische Problem entsprechend
unserer Diskussion dadurch, daß jeweils die pragmatischen Aspekte berücksichtigt werden
müssen. D.h. die Wissensrepräsentation muß so reichhaltig und flexibel sein, daß auf un-
terschiedliche Benutzer und unterschiedliche Situationen reagiert werden kann. Voraussetzung
16
dafür ist natürlich auch, daß, wie erwähnt, das Wissen Ober Benutzer und Situationen in ver-
gleichbaren Wissensrepräsentationsformen verfügbar ist. Informationserarbeitung, -aufberei-
tung und -Verarbeitung sind ebenfalls in Abhängigkeit von den erwähnten Rahmenbedingungen
und der Verfügbarkeit der entsprechenden rechnerinternen Modelle zu sehen.
Wir wollen zum Abschluß die Forschungsherausforderung, die durch diese Differenzierun-
gen entsteht und die im Verlaufe dieser Konferenz behandelt wird, an einem aktuellen Beispiel
aus der Forschungspraxis der Konstanzer Informationswissenschaft konkretisieren, durch das
die verschiedenen methodischen Komponenten deutlicher werden.
Hypertextsysteme als eine Möglichkeit der nicht-linearen Darstellung von Wissen und der
Erarbeitung von Information können als eine realistische Stufe zwischen den bislang die In-
formationspraxis dominierenden On-Iine-Informationsbanken und den in Zukunft zu entwick-
elnden Wissensbanken als eine Ausbauform der im Umfang bislang begrenzten Experten-
systeme angesehen werden. Realistisch auch aus der Perspektive des pragmatischen Pri-
mats. Weder setzen Hypertextsysteme voraus, was im Matching-Paradigma des Information
Retrieval angenommen wird, nämlich daß der Benutzer in der Lage ist, sein Suchproblem
auf einige Frageausdrücke zurückzuführen, die dann mit den Systembeständen entsprechend
dem Booleschen oder probabilistischen Retrieval verglichen werden, noch verlangen sie in der
Vollständigkeit eine semantische Repräsentation der einzelnen Einheiten und ihrer semantisch
und argumentativ spezifizierten Verknüpfungen, wie sie in späteren Wissensbanken unabdingbar
ist. Hypertext stellt deshalb eine realistische Möglichkeit in Ergänzung zu den beiden anderen
Alternativen dar, weil das Prinzip von Hypertext, das explorierende Navigieren in dem Netzwerk
von informationeilen Einheiten und ihren Verknüpfungen, es dem Benutzer gestattet, sich bzw.
seinen unsicheren informationeilen Zustand in die Suche, das "Browsing" in der Hypertextbasis,
einzubringen. Die Entscheidung, an welcher Steile im System eingestiegen wird und welchen
Verknüpfungsangeboten nachgegangen wird, ist in erster Linie dem Benutzer überlassen. Die
Suche in Hypertext ist zunächst einmal assoziierendes exploratives Wandern in den Beständen
einer Hypertextbasis. Damit ist aber auch zugleich das Problem angesprochen, das vor allem
bei größeren Hypertextbasen fast zwangsläufig entsteht: die Gefahr des Orientierungsverlustes.
Die freie Assoziation führt fast zwangsläufig zu einem Zustand, den man im Amerikanischen
treffend als "lost in hyperspace" bezeichnet.
Um Hypertext zu einem nützlichen Werkzeug auch in professionellen Situationen der
Fachkommunikation zu machen, für die sich trotz der Ausweitung in Gebiete der Massenkommu-
nikation die Informationswissenschaft nach wie vor in erster Linie zuständig fühlt, sind erhebliche
methodische Verbesserungen bei den verschiedenen in Abbildung 2 angesprochenen Formen
der Informationsarbeit zu erbringen. Die Thematisierung von Hypertext ist in diesen Einleitungs-
bemerkungen nicht Selbstzweck, wir nutzen jedoch die Gelegenheit, um an diesem Beispiel
einige Hinweise auf aktuelle Forschungsprobleme zu geben, die, über den engeren Rahmen
von Hypertext hinaus, den Vorgängen der Informationsarbeit zugeordnet werden können.
Wissensrepräsentation. Bislang werden die Inhalte der einzelnen Hypertexteinheiten
kaum semantisch beschrieben, d.h. sie entstehen häufig durch Konversion von vorgegebe-
nen Texten in isolierte Hypertexteinheiten, ohne daß Techniken der Inhaltserschließung oder
Wissensrepräsentation eingesetzt werden. Das gleiche gilt für die für Hypertext konstitutiven
Verknüpfungen. Diese folgen bislang weitgehend dem Assoziationsprinzip, werden also nur sehr
unzureichend nach semantischen oder argumentativen Prinzipien typisiert, und erst recht wer-
den eine automatische semantische Ableitung und Kontrolle von Verknüpfungen so gut wie gar
nicht eingesetzt und auch kaum bislang erforscht. Dennoch ist beides, die reiche semantische
Repräsentation und die ausdifferenzierte Verknüpfung, Voraussetzung für den Einbau pragma-
tischer Komponenten. Benutzermodelle z.B. können nur bei vorhandener semantischer Basis
der Informationsobjekte eingesetzt werden.
Informationserarbeitung. Die Suche nach einer passenden Information stützt sich bis-
lang entweder auf die traditionellen Retrievaltechniken ab, um zunächst einmal einen Einstieg
in potentiell relevante Einheiten zu finden, oder orientiert sich an ebenfalls traditionellen Ein-
stiegshilfen, wie Inhaltsverzeichnisse oder Register, wobei das nicht-lineare Medium gegenüber
den gedruckten Formen durchaus schon dynamische Formen zuläßt. Oder aber der Nutzer
verläßt sich ganz auf sich selbst und navigiert frei assoziierend in den Beständen, mit der ange-
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sprochenen Gefahr des Orientierungsverlustes. Informationserarbeitung in Hypertext, wie auch
immer organisiert, beruht bislang weitgehend auf dem Prinzip der direkten Manipulation. D.h.
der Benutzer stößt, z.B. durch Anklicken eines Verknüpfungsanzeigers auf dem Bildschirm mit
der Maus, eine Aktion an, und das System reagiert unmittelbar, d.h. traversiert die Verknüpfung
vom Ausgangspunkt zur entsprechenden Zieleinheit. Bei sehr komplexen Angeboten, globale
oder lokale graphische Übersichten, Benutzungshinweisen, Register, Verzeichnisse etc., wird die
informationeile Auswahlsituation nicht nur für ungeübte Benutzer schnell undurchschaubar. Es
wird daher vorgeschlagen, das Prinzip der direkten Manipulation durch das kooperative dialogi-
sche Prinzip zu ergänzen, d.h. ein Hypertextsystem sollte in die Lage versetzt werden, von sich
aus aktuelle Nutzungsvorschläge zu machen. Dabei sind die bislang in der Hypertextforschung
vorgeschlagenen Radansätze — das System bietet von sich günstige Navigationspfade an —
durchaus im Prinzip sinnvoll, bislang jedoch noch zu statisch realisiert. Erwünscht sind als
Möglichkeit der Informationserarbeitung benutzerspezifische Navigationspfade, die zur Zeit der
aktuellen Benutzung Ober die Interpretation der pragmatischen Intention — aus den erwähnten
Benutzermodellen, Dialoghistorien etc. — abgeleitet werden können. Der Ansatz der autoren-
angebotenen Pfade würde durch dynamische, benutzerabhängig aufgebaute Pfade ergänzt.
Informationsaufbereitung. Die Bedeutung von Graphik, bewegten Bildern und Tonträgern
für die Informationsaufnahme ist allgemein anerkannt, und es wird ihr in dem Entwurf multime-
dialer Hypertextsysteme, also Hypermediasysteme, Rechnung getragen. Die bislang erarbei-
teten Beispiele multimedialer Systeme überzeugen durch ihre hohen ingenieurmäßigen Stan-
dards, bislang liegt aber wenig empirisch abgesichertes Wissen darüber vor, welches Medium in
welcher Gestalt für welche Information für welchen Benutzer... geeignet ist. Die Informations-
wissenschaft wird sich mit den kognitiven Rahmenbedingungen der Informationsaufbereitung
intensiver beschäftigen müssen.
Informationsverarbeitung. Noch viel weniger Wissen besteht darüber, welche Informatio-
nen aufgrund welcher Basis tatsächlich aus den potentiell relevanten Informationen herausge-
griffen und für Entscheidungen/Handlungen tatsächlich verarbeitet werden. Wir beziehen also
den Begriff der Informationsverarbeitung auf die internen mentalen Vorgänge des Menschen.
Bezüglich Hypertext muß vor allem die bislang nur vage oder partiell bestätigte und die ebenfalls
vage oder partiell widerlegte Hypothese untersucht werden, inwieweit nicht-lineare, also topol-
ogisch vernetzte Strukturen in Hypertexten eine Wissensaufnahme in als ebenfalls nicht-linear,
vernetzt angenommene mentale Strukturen des Menschen begünstigen. Wie gesagt, die bis-
lang vorgelegten Befunde widersprechen sich, d.h. es gibt gute Argumente für die Verfechter
der traditionellen linearen Formen, Wissenserwerb aus Büchern oder Vorträgen, aber ebenfalls
einige Hinweise auf die kognitive Plausibilität der Hypertextform.
Schluß: Mit diesen kurzen Eingangsbemerkungen zum Stand pragmatischer Forschung
in der Informationswissenschaft war kein systematischer und erschöpfender "State of the art"
intendiert. Der Eindruck ist aber sicher nicht falsch, und er wird durch die Beiträge und die
Teilnehmer an dieser Konferenz bestätigt, daß die Bedeutung pragmatischer Forschung für
den Entwurf und den Betrieb von Informationssystemen erkannt ist. Mit dieser Konferenz soll
eine Bestandaufnahme erreicht und die Möglichkeit der Übertragung der bislang erarbeiteten
Vorschläge auf die in der Fachinformationspraxis üblichen Quantitätsanforderungen überprüft
werden.
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Referat
Anhand einiger Forschungsarberten des Institts für Integrierte Publikations- und Informationssysteme
(IPSI) der Gesellschaft für Mathematik und Datenverarbeitung (GMD) wird exemplarisch ausgeführt, wel-
chen Problemen der Informationsverarbeitung sich die Informatik stellen muß, um zukunftsweisende Lö-
sungsvorschläge für einen allgemein befriedigenden und individuell gestaltbaren Informationsaustausch
machen zu können. Wichtige Themen sind dabei objektorientierte Datenbanksysteme, heterogene ver-
teilte Systeme und Integration bestehender Datenbanken, Anfrageunterstützung und benutzerorientierte
Schnittstellen für komplex strukturierte Datenbanken sowie wissensbasierte Autoren- und Hypertextsy-
steme.
Abstract
Some research projects of IPSI, the Integrated Publication and Information Systems Institute of the Ger-
man Research Centre f or Computer Science (GM D), are presented. They have been undertaken to prepa-
re the ground for a more efficient production, processing, exchange, handling and usage of information
in the future. Their topics are object-oriented database Systems; heterogeneous distributed Systems and
database integration; retrieval support and user oriented interfaces for complex structured databases;
knowledge-based autoring and hypertext Systems.
1 Einleitung
Entsprechend der Themenstellung wird Informatik hier nicht als Methodenlehre oder Wissenschaft der
Datenverarbeitung schlechthin, sondern unter dem Gesichtspunkt, welchen Beitrag sie zur Informations-
verarbeitung leisten kann, untersucht.
Die pragmatische Forderung, der sich die Informatik in diesem Zusammenhang stellen muß, ist daher,
einer Person die richtige Information zum richtigen Zeitpunkt in der richtigen Menge/Dosierung, im richti-
gen Detaillierungsgrad und in der individuell bevorzugten Darstellungsart mit Hilfe von Mitteln und Metho-
den der Informationstechnik zur Verfügung zu stellen.
Implizit bedeutet diese Forderung natürlich auch,
daß das Wissen der Fachleute externalisiert und öffentlich zugänglich gemacht worden ist,
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- daß die Wissensdaten zuvor so strukturiert abgelegt, gespeichert und organisiert worden
sind, daß sie gezielt herausgefunden werden können, und
- daß ein Benutzermodell entworfen und gespeichert worden ist, das das Retrieval und einen
kooperativen Dialog zwischen anfragender Person und Wissensspeicherautomat unter-
stützt.
Der Anwendungsbereich, mit dem sich dieser Beitrag befassen wird, sind Informations- und Publikations-
systeme.
Mängel bestehendender Informations- und Publikationsmedien und -wege
Herkömmliche Medien erfüllen in der Regel nur eine Teilmenge der vorstehend genannten Anforderun-
gen.
Zeitungen und Zeitschriften liefern Neuigkeiten zum Zeitpunkt ihres Erscheinens, aber unab-
hängig davon ob auch der Leser/Abonnent gerade genau den Informationsbedarf hat, der
durch die Beiträge befriedigt werden kann oder nicht.
- Analoges gilt für Rundfunk- und Fernsehsendungen, für Presse- und Ansagedienste
- Enzyklopädien und Nachschlagewerke verzeichnen das sog. gesicherte Wissen großer Be-
reiche und können bei Bedarf als Druckwerke oder in ihrer elektronischen Form als CD- ROM,
Online-Datenbank oder Btx-Datenbank gezielt konsultiert werden, doch bieten sie keine indi-
viduellen Detaillierungsgrade und Darstellungsformen.
Fachinformationsdatenbanken weisen einschlägiges Wissen in bestimmten Fachgebieten
nach, verzeichnen nahezu vollständig das einschlägige Schrifttum bestimmter Fachbereiche,
enthalten die ungekürzten Texte vieler Zeitschriften, Newsletter, Zeitungen oder Nachschla-
gewerke, doch sind sie in der Regel noch immer auf das in Texte gefaßte Wissen einge-
schränkt, das Retrieval erfolgt nach einer starren Syntax, Benutzerunterstützung ist rar und
häufig ist noch ein weiterer Schritt notwendig, um vom nachgewiesenen Dokument auch zum
Dokument selbst und dem in ihm gespeicherten Wissen zu gelangen. Die Aktualität der
Fachinformationsdatenbanken läßt wegen der vorausgehenden Erfassung und inhaltlichen
Erschließung/Indexierung manche Wünsche hinsichtlich der Aktualität offen.
- Bibliotheken und Archive, auch Patentämter, sammeln systematisch, erfassen, katalogisie-
ren, informieren über ihre Bestände und stellen die Quellen des Wissens in Form von hand-
schriftlichen, gedruckten oder audiovisuellen Medien in ihrer ursprünglichen Form zur Verfü-
gung. Sie sind jedoch nicht jederzeit und außerdem nur an ihrem Standort unmittelbar zu-
gänglich. Ansonsten ist die anfragende Person auf die Zusendung per Post oder auf Fax-
Dienste angewiesen, die eine Rechtzeitigkeit oft ausschließen. Eher schon kann eine indivi-
duelle Befriedigung des Informationsbedarfs durch die Beratung eines Archivars oder Biblio-
thekars angenommen werden, die u.U. auch trotz fehlerhafter oder lückenhafter Angaben ei-
ne Bestellung richtig im Sinne des Bestellers ausführen.
- Elektronische Post bietet ein hohes Maß an individueller Kommunikation, und zwar im Prinzip
ohne zeitliche oder geografische Einschränkung zwischen den Kommunikationspartnern. In
der Praxis sind jedoch noch viele Hürden zu überwinden, die bei der Netzadressierung und
-Stabilität beginnen.
Mängel der Informationsverarbeitungsprozesse
Das gegenwärtige Angebot ist unübersichtlich. Es gibt keinen einheitlichen Speicher, keine einheitliche
Benutzeroberfläche, keine einheitliche Abfragemöglichkeit, die Informationserschließung erfolgt oft ohne
Verständnis der Zusammenhänge, es entstehen durch Inkompatibilität bedingte Mehrfacharbeit und Zeit-
verzögerungen. Gerätevielfalt ist erforderlich, wenn mehrere Medien nebeneinander genutzt werden
müssen.
Voraussetzungen zur Erfüllung der Forderung
Die Informatik stellt sich der Herausforderung, die informationstechnischen Grundlagen und Vorausset-
zungen zu schaffen, die für eine Erweiterung der Systeme im Sinne von elektronischen Assisten oder
Agenten gegeben sein müssen. Hierzu gehören im Publikations- und Informationsbereich vornehmlich
20
Breitbandnetze, die stabil und jederzeit erreichbar sind,
multimediale Speicher, d.h. z.B. objektorientierte Datenbanken, die Text, Grafik, Bilder, Ton,
Animation und Video verwalten,
Hypertextstrukturen und -Systeme,
Arbeitsplatzrechner, die sämtliche Funktionen, die am Arbeitsplatz benötigt werden, ermögli-
chen, und
Standards für den ungehinderten Datenaustausch
Aufgaben, denen s i ch die Informatik stel len muß, und Schni t tste l len zur K l
Eines der informatischen Kerngebiete ist die Datenbanktheorie. Hier hat man in den letzten Jahren zuneh-
mend erkannt, daß die inzwischen klassischen Datenmodelle unzulänglich sind, wenn man es mit tief
strukturierten komplexen Daten zu tun hat, wie sie beispielsweise bei CAD-Anwendungen, bei Satelliten-
bildern oder auch bei einigen Typen von Fachinformationsdatenbanken auftreten.
Herkömmliche Datenbanksysteme mit ihren hierarchischen, netzartigen oder relationalen Datenmodel-
len bieten für nicht-konventionelle Anwendungen unzureichende Modellierungstechniken, so daß ein
neuer erweiterter Ansatz verfolgt werden muß, für den sich inzwischen die Bezeichnung „objektorientiert"
eingebürgert hat.
Systeme, die auf diesem Ansatz beruhen, sind z.B. POSTGRES, DAMOKLES, ORION oder Gemstone.
Zentrales Ziel der objektorientierten Datenmodellierung ist es, Informationseinheiten nicht nur durch ihre
Attribute, also sozusagen mittels eines Datensatzes zu beschreiben, sondern mehr von der Semantik des
realen Weltausschnitts, aus der die Informationseinheiten stammen, einzubeziehen. Das beinhaltet nicht
nur Strukturierungsinformation sondern auch-als wichtigstes Novum im Datenbankbereich-die Einbe-
ziehung der verschiedensten Verarbeitungs- und Manipulationsverfahren.
Neue Bedieneroberflächen oder Benutzerschnittstellen für die Nutzung elektronischer Informations- und
Publikationssysteme sind ein weiteres Thema, dem sich die Informatik stellt. Hier spielen z.B. die Schlag-
worte Benutzermodelle, Dialoggedächtnis und Situationsanalyse ebenso eine Rolle wie intelligentes In-
formationsretrieval und kollaborative Autorenunterstützung.
Anstatt den Benutzer von Computersystemen gängeln zu lassen oder ihn einem systembedingten Zeit-
druckoder Antwortzwang auszusetzen, mußdie informatische Forschung die Möglichkeiten der Eigenin-
tiative und der Flexibilisierung im Gebrauch von Informations- und Kommunikationstechniken für den Be-
nutzer entwickeln und vergrößern helfen [OCK 90].
2 Objektorientierte Datenbanksysteme
Das Institut für Integrierte Publikations- und Informationssysteme der GMD (IPSI) befaßt sich im Projekt
VODAK (^erteiltes, p_bjektorientiertes ßatenbanfcsystem) mit der Entwicklung objektorientierter Daten-
banktechnologie. Im Rahmen dieses Projektes werden geeignete Konzepte für ein objektorientiertes Da-
tenmodell, concurrency control, Transaktionsmanagement und Versionenverwaltung sowie die Imple-
mentierung eines Prototypen vorangetrieben [FIS 89, KLA 88].
Zentrales Ziel ist es ein Datenbankmanagementsystem zu entwerfen, das in verschiedenen speziellen
Anwendungsbereichen eingesetzt werden kann, z.B. für die Verwaltung strukturierter Dokumente, für die
Modellierung multimedialer Objekte oder zur Speicherung sehr großer Mengen von Hypertext-Dokumen-
ten.
Informationsverarbeitung erfordert die Speicherung, die Wiedergewinnung, die Veränderung und den Ge-
brauch sowie die Interpretation von Daten im Hinblick auf die Bedeutung dieser Daten in der realen Welt,
aus der sie stammen. Mit der Mächtigkeit des Datenbanksystems steht und fällt jede Anwednung, bei der
große Informationsmengen verarbeitet werden müssen. Eines der wichtigsten Ziele eines Datenbanksy-
stems muß es sein, die Repräsentation der Information, die von Anwendungsprogrammen verarbeitet
werden soll, von diesen Programmen selbst zu trennen, und für die Mehrfachnutzung persistenter Daten
zu sorgen. Herkömmliche Datenbanksysteme erfüllen diese Forderung, indem sie die Trennung so vor-
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nehmen, daß die Anwendungsprogramme unabhängig von der internen Datenstruktur werden. Sie unter-
stützen jedoch in keiner Weise irgendeine Kontrolle, die sich auf die Bedeutung der Daten bezieht. Wenn
man also ein herkömmliches Datenbanksystem zur allgemeinen Informationsverarbeitung einsetzt, dann
muß man sämtliche prozeduralen Manipulationen und Interpretationen der Daten so vornehmen, daß das
Anwendungsprogramm für den korrekten Zugriff, für die Manipulation der internen Datenstruktur und für
ihre Interpretation verantwortlich bleibt.
Der hohe Grad an Komplexität in sehr großen Systemen erfordert es, daß die Verantwortung über die An-
wendung von Operatoren auf Daten vom Anwendungsprogramm auf die Daten selbst übertragen wird.
Deshalb ist ein zweites Ziel der nächsten Generation von Datenbanksystemen, auch die Bedeutung der
Daten, und nicht nur ihre Struktur, von den Programmen trennen zu helfen. Auf diese Weise werden die
Anwendungsprogramme unabhängig von den Daten und den auf ihnen definierten Operationen. Die kor-
rekte Manipulation komplex strukturierter Information kann so unabhängig vom Anwendungsprogramm
garantiert werden, weil sie in höherem Maß von der Anwendung unabhängig ist.
Bei der Realisierung dieser Anforderungen sind verschiedene Bestandteile eines Datenbankmanage-
mentsystems zu berücksichtigen, wie das Datenmodell, das Transaktionsmanagement mit dem zugrun-
deliegenden Modeil der Concunrency Control, die Integration von Inferenztechniken und das Manage-
ment verteilter Speicher.
Die Rolle des Datenmodells ist es, innerhalb dieses Rahmens eine 1:1-Abbildung eines Teils der realen
Welt zu dem von einem Programm zu verarbeitenden Modell zu ermöglichen. Dies ist in jeder Hinsicht
entscheidend über Erfolg oder Mißerfolg, weil das Datenmodell die Modellierungsmächtigkeit für die Re-
präsentation der Information bestimmt. Seine Grenzen wirken unmittelbar einschränkend auf die Möglich-
keit eines Datenbanksystems, ein Datenmanagment durchzuführen, das die Bedeutung der Daten be-
rücksichtigt.
Die wesentlichen Grenzen herkömmlicher Datenmodelle von Datenbankmanagementsystemen lassen
sich folgendermaßen zusammenfassen:
1. Strukturelle Repräsentation: Daten sind durch einfache Strukturen repräsentiert (z.B. Relationen
in erster Normalform), die durch eine endliche Menge von fest vorgegebenen (built-in) Typen (z. B.
Integer, Zeichen, Zeichenketten, Boolsche Werte) und Typenkonstruktoren (z. B. für Tupel und
Mengen) bestimmt werden. Komplex strukturierte Daten (z.B. chemische Strukturformeln, struktu-
rierte Dokumente) müssen deshalb zur Repräsentation in einfach strukturierte Teile zerlegt werden,
die dann während der Laufzeit des Programms durch Anwendungsprogramme wieder zusammen-
geführt werden müssen.
2. Operationen: Die Datenmodelle unterstützen weder komplex strukturierte Datentypen noch Ope-
rationen, die auf derartigen Datentypen ausgeführt werden. Die Anwendungsprogramme interpre-
tieren einfache Strukturen derart, daß ihre Bedeutung Teil der virtuellen komplexen Struktur ist.
Beispielsweise müssen sie komplexe Strukturen in konsistenter Weise so behandeln, daß sie die
Konsistenzbedingungen für die einzelnen Instanzen dieser komplexen Strukturen nicht verletzen.
Die Datenbanksysteme können für diese bedeutsame Aufgabe fast keine Unterstützung bieten. Die
Anwendungsprogramme sind nur getrennt von einfachen Datenstrukturen, aber sie sind nicht von
ihrer Verantwortung für eine konsistente und einheitliche Interpretation und Manipulation komplex
strukturierter Daten frei. Anders ausgedrückt sind die Anwendungsprogramme gegenüber Änder-
ungen der komplex strukturierten Repräsentationen und ihrer prozeduralen Interpretation nicht in-
variant, weil die Semantik dieser Daten von dem Datenbanksystem nicht berücksichtigt wird.
3. Erweiterbarkelt des Modells: Selbst Datenmodelle, die komplexe Strukturen und Operationen
beschreiben, unterstützen nur eine begrenzte Anzahl von Modellierungsprimitiven. Diese vordefi-
nierten Primitiven können nicht verändert werden, weil die Modelle keinerlei Mechanismen un-
terstützen, die eine Anpassung des Modells für spezielle Bedürfnisse erlauben. Solche starren Da-
tenmodelle stellen eine festgelegte Set von semantischen Modellierungsprimitiven zur Verfügung
und können nicht für die Bedürfnisse eines speziellen Anwendungsgebietes maßgeschneidert wer-
den.
Projekte wie POSTGRES [SR 88], DAMOKLES [ABR 87] und DASDBS [SW 86, PSS 87], die auf dem
relationalen Datenmodell und/oder auf dem Entity-Relationship-Modell aufsetzen, erweitern diese Mo-
delle in erster Linie durch die Möglichkeiten benutzerdefinierter abstrakter Datentypen, eingeschränkter
prozeduraler Datentypen und einfacher Regelsysteme (POSTGRES), benutzerdefinierter komplex struk-
turierter Objekttypen (DAMOKLES) oder nested relations (DASDBS). Diese Erweiterungen schwächen
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einige der Beschränkungen ab, aber sie lösen die Probleme, die durch die Beschränkungen gegeben
sind, nicht wirklich. Sowohl benutzerdefinierte abstrakte Datentypen als auch prozedurale Typen erwei-
tern die Menge verfügbarer Speicherstrukturen, aber sie erweitem nicht das relationale Modell selbst. In
ähnlicherweise stellen auch komplex strukturierte Objekttypen komplexere Repräsentationsmöglichkei-
ten zur Verfügung, aber sie unterstützen nicht die benötigten komplexen Operationen und erweitern daher
das Relationale Modell nicht in dieser Richtung. Keines dieser Modelle stellt irgend einen Mechanismus
zur Verfügung, der seine Erweiterung durch zusätzliche Modellierungsprimitive erlauben würde.
Projekte wie ORION [WKL 86], ENCORE [ZDO 86], GEMSTONE [MAI 86], 02 [BAN 88] basieren auf der
objektorientierten Modellierungsmethodik. Ihre objektorientierten Datenmodelle haben den Vorteil, daß
sie einheitlich erweiterbar sind. Dies bedeutet, daß ein benutzerdefinierter Datentyp von den vordefinier-
ten Typen nicht zu unterscheiden ist. Neue Typen werden Teil des Datenmodells. Da das Modell nicht un-
veränderbar ist, kann man nur vom Kern des Modells sprechen. Doch bieten auch diese Modelle keinerlei
Mechanismen, die die Einführung neuer semantischer Modellierungsprimitiven, wie z.B. spezielles Verer-
bungsverhalten oder spezielle semantische Beziehungen, erlauben.
Durch die erwähnten Projekte werden also nur die beiden ersten der drei genannten Grenzen behandelt.
Objektorientierte Datenbanksysteme, die mit neuen Datenbankmanagementtechniken kombiniert wer-
den, könnten eine befriedigende Lösung für viele der angesprochenen Probleme liefern. Sie scheinen gu-
te Voraussetzungen mitzubringen, um eine Reihe Probleme des Informationsmanagements zu lösen,
weil sie die Erfassung von Daten und ihrer Semantik unterstützen und so die Verarbeitung von Informatio-
nen unter Berücksichtigung ihrer Bedeutung erleichtern.
Die dritte Begrenzung kann überwunden werden, indem entweder ein universelles Datenmodell entwik-
kelt wird, doch das erscheint als hoffnungsloses Unterfangen, oder indem eine Datenmodellierungsme-
thodik mit solchen Instrumenten ergänzt wird, die eine Erweiterung des Modells mit zusätzlichen benut-
zerdefinierten Modellierungsprimitiven erlauben. Dieser Ansatz führt zu einem offenen und flexiblen Da-
tenmodell, das fürbesondere Bedarf nisse vom Anwender maßgeschneidert werden kann. Der Ansatz bei
der Entwicklung des VODAK-Datenbankmanagementsystems [FIS 89, KLA 88] verfolgt zum einen das
Ziel, ein objektorientiertes offenes und flexibles Datenbankmodell, das für spezielle Anwendungen maß-
geschneidert werden kann, zu entwickeln, zum anderen stellt er zusätzliche Modellierungsprinzipien zur
Verfügung, um für die einzelnen Benutzer angepaßte Modelle (Views) zu entwickeln [KLA 90]. So kann
das Modell zum Beispiel angereichert/erweitert werden mit speziellen semantischen Beziehungen und
mit verschiedenen Strategien fürdas Vererbungsverhalten über Beziehungenzwischen Objekten hinweg.
Andererseits können unterschiedliche Abstraktionsebenen der realen Welt, die modelliert werden sollen,
in einheitlicher Weise kombiniert werden. Die Realisierung basiert darauf, die gleichen Prinzipien, die für
objektorientierte Datenmodellierung charakteristisch sind, erneut anzuwenden, um mit Hilfe des Kon-
zepts von Metaklassen ein geeignetes Instrumentarium einzuführen.
3 Heterogene, verteilte Systeme
Im Bereich der Informations- und Publikationssysteme haben wir es häufig mit dem Problem zu tun, daß
jemand auf eine Fülle unterschiedlicher Informationsspeicher und Systeme zugreifen will, die ursprüng-
lich zu ganz unterschiedlichen Zeitpunkten und für ganz verschiedene Zwecke von mehreren voneinan-
der unabhängigen Stellen eingerichtet worden waren. Informatiker sprechen von heterogenen, verteilten
Datenbanksystemen. Deren entscheidendes Merkmal ist, daß sie gewachsen und nicht einheitlich ge-
plant sind. Ein Verlag oder eine Informationseinrichtung, die die Infrastruktur zur Datenverwaltung völlig
neu planen, werden immer auf die Homogenität der zu erwerbenden Systeme achten. Aber auch diese
Art der Infrastruktur läßt sich nicht auf einmal schaffen und dann auf Jahre hinaus unverändert einsetzen.
Der schnelle Fortschritt in der Welt der Datenverarbeitung erfordert eine ständige Anpassung und außer-
dem sind in der Regel auch der Zugriff auf und die Nutzung von externen Systemen und Diensten unab-
dingbar. Die notwendigen neuen Systeme sind leider nur selten mit den alten ohne Schwierigkeiten inte-
grierbar. Zusätzliche Software ist nötig, die die Integration durchführt. Die Probleme dieser Software sind
gemeint, wenn von Schwierigkeiten beim Design von heterogenen Systemen gesprochen wird. Ein hete-
rogenes System besteht immer aus einem Kern von unveränderten, vorhandenen Systemen, und einem
neuen, aufgesetzten System, das die Integration vornimmt [LR 82]. In diesem Zusammenhang wird auch
häufig von heterogenen interoperablen Systemen gesprochen, weil die einzelnen Systeme zumindest
über das integrierende System zusammenarbeiten müssen.
Heterogene interoperable Systeme zeichnen sich daher durch die folgenden Eigenschaften aus:
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• Die zu integrierenden Systeme existieren bereits und lassen sich nicht beliebig ändern, müssen in vie-
len Fällen auch autonom weiterverwendet werden.
• Sie sind oft völlig unterschiedlich.
• Viele der Einzelsysteme sind nicht für den Betrieb unter einer globalen Kontrolle konzipiert worden.
Ein gutes heterogenes System sollte sich - s o die Forderung - fürden Benutzer nicht von einem homoge-
nen System unterscheiden. Dem Benutzer des heterogenen Systems müssen zumindest alle benötigten
Informationen aus den angeschlossenen Datenbanken zur Verfügung stehen. Im Idealfall soll das hetero-
gene System dem Benutzergegenüberwie ein einziges System erscheinen. In existierenden Datenban-
ken fehlender Benutzerkomfort, z.B. eine einfache, interaktive Dialogsprache, soll von der Integrations-
komponente des heterogenen Systems ergänzt werden. Doch sind diese Ziele nicht immer erreichbar.
Das liegt einerseits an der Vielschichtigkeit des Problems der Integration, andererseits aber auch an feh-
lenden Informationen Ober die Daten in den angeschlossenen Datenbanken, da diese mit den Datenban-
ken oft nicht gespeichert sind. Solche Informationen befinden sich im allgemeinen in den Anwen-
dungsprogrammen, die auf den einzelnen Datenbanken bisher liefen, und in den Köpfen der Anwender.
Das erste Problem ist daher die Integration aller Daten im heterogenen System zu einer homogenen Be-
nutzersicht [NS 88, KLA 90].
Im einzelnen ist man mit folgenden Schwierigkeiten konfrontiert:
• Physikalische Inhomogenität. Daten der einzelnen Datenbanken liegen in unterschiedlicher Kodie-
rung vor. In dieser Form können sie nur von den jeweiligen bestehenden Systemen interpretiert werden,
z.B. ASCII oder EBCDI.
• Inhomogene Datenmodelle. Die Daten liegen in unterschiedlichen Datenmodellen vor (Netzwerk,
hierarchisch, relational) oder haben überhaupt kein explizites Datenmodell, z.B. Faktendatenbanken.
Der Benutzer möchte jedoch nicht mit unterschiedlichen Modellen umgehen müssen.
• Inhomogene Semantik. Auch Daten im selben Datenmodell, die dieselben Objekte der realen Welt
abbilden sollen, können noch unterschiedlich sein. Es ergeben sich die folgenden Freiheitsgrade:
- Namensunterschiede. Für identisch modellierte Daten können unterschiedliche Namen ver-
geben worden sein, z.B. Entfernung = Distanz
- Unterschiedliche Maßeinheiten. Numerische Daten können nur zusammen mit ihrer Maßein-
heit interpretiert werden. Dabei können unterschiedliche Zahlen durchaus denselben Wert dar-
stellen, z.B. DM, $.
Unterschiedliche Strukturen. Alle Datenmodelle erlauben mehrer unterschiedliche Modellie-
rungen desselben gegebenen Weltausschnitts. Innerhalb eines Systems sollten solche Unter-
schiede aber nicht auftreten.
3.1 Ansätze
Alle oben aufgeführten Schwierigkeiten auf einmal zu lösen, ist der Forschung bisher noch nicht gelungen.
Man kann die Wunschliste nur stufenweise abarbeiten, wobei die ersten Stufen einige Grundfunktionen
garantieren. Ausgehend von einem System, das alle Daten .irgendwie' zur Verfügung stellt, kann man
schrittweise ein System entwerfen, das alle genannten Anforderungen erfüllt [She 89].
1. Es geschieht keine echte Integration, der Benutzer erhält lediglich von seinem Arbeitsplatz aus Zu-
griff auf die einzelnen Datenbanken. Er hat es dabei mit verschiedenen Datenmodellen zu tun. Um
an die Daten zu gelangen, verwendet er verschiedene Anwendungsprogramme und als Anwen-
dungsprogrammierer verschiedene Datenmanipulationssprachen. Er löst das Problem der Inho-
mogenität selbst, indem er verschiedene Datenbanksysteme bewußt einsetzt.
2. Der Zugriff erfolgt in einem Anwendungsprogramm, in das der Programmierzugriff auf die unter-
schiedlichen Datenbanken integriert wurde. Die Datenmodelle sind aber immer noch unterschied-
lich, weil sie nicht vereinheitlicht wurden. Der Einsatz verschiedener Datenbanksysteme ist so zwar
programmiersprachlich verdeckt, Benutzer und Anwendungsprogrammierer sehen aber noch die
verschiedenen Datenmodelle.
3. Es gibt nur noch ein Datenmodell und eine Datenmanipulationssprache. Der Benutzer sieht bereits
eine globale Datenbank. Das System unterstützt ihn aber noch nicht bei der Interpretation seman-
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tisch miteinander in Beziehung stehender Daten, d.h. die Probleme der unterschiedlichen Struktu-
ren sind noch nicht gelöst.
4. In einer weiteren Integrationsstufe werden auch die unterschiedlichen Strukturen homogenisiert.
Objekte mit gleicher Semantik, aber unterschiedlicher Struktur, werden für den Benutzer nur noch in
einer Struktur sichtbar.
3.2 KODIM: Ein System zur Integration bestehender Datenbanken
Im Projekt KODIM (Knowledge Ojiented Djstributed Information Management) wird am Institut für Inte-
grierte Publikations- und Informationssysteme der Gesellschaft für Mathematik und Datenverarbeitung
ein System zur Integration heterogener Datenbanken entwickelt. Es soll im Endausbau alle Anforderun-





















Der KODIM-Ansatz geht, wie oben für alle heterogenen Datenbanksysteme vorausgesetzt, von der Exi-
stenz vorhandener, autonomer Datenbanken und Datenbanksysteme aus. Der Prozeß der Datenintegra-
tion kann grob in zwei Teile gegliedert werden:
1. Transformation der verschiedenen Datenmodelle der bestehenden Datenbanken in ein gemeinsa-
mes Datenmodell.
Die einzelnen Schemata können in beliebigen Datenmodellen definiert sein (Entity-Relationship,
hierarchisch, relational). Es ist sogar möglich, auf Daten aus anderen Quellen, z.B. dem UNIX-File-
system, zuzugreifen. All diese Schemata werden in ein objektorientiertes Modell transformiert. Im
objektorientierten Modell werden dann alle Daten als Objekte repräsentiert [DKT 88], [Ban 89].
In diesem Schritt kann bereits die Semantik der Daten benutzt werden, um eine geeignete Objekt-
struktur im objektorientierten Modell zu erhalten. Beispielsweise können mehrere Relationen einer
relationalen Datenbank, die gemeinsam Dokumente speichern, auf Objekte des Typs „Dokument"
abgebildet werden. Im objektorientierten Schema existiert dann als Gegenstück zu der Menge von
Relationen nur eine Klasse „Dokument", und nicht für jede Relation eine eigene Klasse.
Bis hier hat noch keine Datenintegration stattgefunden, die entstandenen semantisch angereicher-
ten Schemata der einzelnen Datenbanken sind noch nicht verbunden. Diese Verbindung erfolgt im
nächsten Schritt.
2. Integration derausderSchematransformation entstandenen, semantisch angereicherten Schema-
ta des objektorientierten Modells.
In diesem Schritt werden die verschiedenen Schemata integriert, um einen zentralen Zugriff zu
schaffen. Dabei müssen semantische Beziehungen zwischen den Daten der bestehenden Daten-
banken berücksichtigt werden [KDN 89].
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• HierwirddieVerdeckungvonUnterschiedeninder Benennung realisiert. Beispielsweise kann
man die Strecke zwischen zwei Orten mit Entfernung oder Distanz bezeichnen. Will man wis-
sen, wie groß die Strecke ist, ist es unerheblich, welchen Namen diese Information in den be-
stehenden Datenbanksystemen hatte. Ist die Bedeutung der Daten gleich, möchte der Benut-
zer unter einem Namen darauf zugreifen können.
• Auch die Angleichung von Maßeinheiten wird hier realisiert, in einer Produktdatenbank kön-
nen die Preise je nach Herkunftsland in verschiedenen Währungen angegeben sein, z.B. in
DM oder US$. Es sollte jedoch möglich sein, Vergleichsanfragen an die Datenbank richten zu
können, und die Umrechnung der Maßeinheiten der Datenbank zu überlassen.
• Strukturelle Unterschiede werden durch die semantische Integration ebenfalls offenkundig.
Bei der Transformation der einzelnen Schemata können trotz des gemeinsamen, objektorien-
tierten Zielmodells Daten mit derselben Bedeutung und derselben logischen Struktur in eine
unterschiedliche Klassenhierarchie abgebildet werden. Betrachten wir als Beispiel die Reprä-
sentation einer Maschine. Die Maschine bestehe aus mehreren Einzelteilen. Derselbe Ma-
schinentyp sei in Datenbank A durch Repräsentation a dargestellt, in Datenbank B durch Re-
präsentation b. Beiden Repräsentationen sei die Aufteilung der Maschinenendaten entlang
der Einzelteile gemein. In Repräsentation a sei das Gewicht der Maschine in dem Datensatz
angegeben, der die Verweise auf die Einzelteile enthält. Die Gewichtsangabe stellt daherdas
Gesamtgewicht der Maschine dar. In Repräsentation b sei das Gewicht nur bei den Einzeltei-
len gespeichert. Das Gesamtgewicht ergibt sich hier als der Summe der Einzelgewichte.
Der Benutzer möchte auch von solchen Unterschieden abstrahieren. Die strukturelle I ntegra-
tion muß daher solche Unterschiede verdecken, z.B. indem sie eine Funktion zur Verfügung
stellt, die beim Zugriff auf Datenbank b automatisch die Einzelgewichte summiert, oder indem
für alle Maschinen aus Datenbank bim globalen Schema und der damit verbundenen Integra-
tions-Datenbank ein Eintrag für das Gesamtgewicht angehängt wird, der dann ständig fortge-
schrieben wird.
Nicht nur bei der Entwicklung von KODIM hat sich herausgestellt, daß eine vollständige Integration aller
Daten gemäß deroben definierten Anforderungen nicht immer möglich ist. Der Hauptgrund liegt in fehlen-
dem Wissen des Systems über die zu integrierenden Daten. Dieses Wissen ist nicht Teil der Datenbank-
daten, sondern in verschiedenen Anwendungsprogrammen kodiert oder dem Anwender nur informell
durch Benutzerhandbücher verfügbar. Dieses Wissen muß zuerst in eigenen Datenbanken gespeichert
werden.
Der Aufbau dieser Datenbanken, d.h die Definition angereicherter Schemata, Data-Dictionaries und das
Eintragen der entsprechenden Informationen, kann nicht auf einmal erfolgen. Dazu ist das zu speichernde
Wissen auf zu viele Stellen verteilt und oft auch nicht genau genug beschrieben. Ferner sind viele Fakten
von der Sicht des einzelnen Benutzers abhängig. KODIM stellt daher, neben allgemeinem, globalem Wis-
sen Ober die zu integrierenden Daten, einen Mechanismus zur Verfügung, der es jedem Benutzer erlaubt,
private, semantische Datensichten und die dazugehörigen Transformattonen zu definieren. Beide Infor-
mationsquellen, globales und privates Wissen, können dynamisch geändert und erweitert werden, um
sich an neue Situationen und neue Informationen anzupassen. In KODIM gehen wir davon aus, daß sich
das Wissen über die Daten dynamisch beim Umgang mit den Daten ergibt.
KODIM verwendet zur Speicherung der Eigenschaften aller Daten und der semantischen Beziehungen
zwischen den Daten Datensichten desselben objektorientierten Datenmodells, in das die heterogenen
Schemata transformiert wurden. Dieser Ansatz ermöglicht ein homogenes Gesamtkonzept zur Spei-
cherung aller relevanten Daten [KNS 89]. Das dazugehörige Datenbanksystem, das dazu dient, diese
Sichten und etwaige den Sichten zugehörige Daten zu speichern, wird vom vorstehend beschriebenen
Schwesterprojekt VODAK (^erteiltes ojbjektorientiertes ßatenbanfcsystem) entwickelt.
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4 Integrationsunterstatzung für komplex strukturierte Datenbanken
(Knowledge Explorer)
Obwohl objektorientierte Datenbanken nur langsam und pragmatisch in den Bereich des Information Re-
trieval eindringen, wird bereits seit längerem auf dem Gebiet entsprechender Benutzerschnittstellen ge-
forscht. Das IPSI-Projekt Knowledge Explorer beschäftigt sich damit, den Zugang zu diesen Datenbanken
auch Benutzern zu ermöglichen, die nicht vollständig mit dem Inhalt und der Struktur der Datenbank ver-
traut sind.
Objektorientierte Datenmodelle verfügen Ober Konzepte, die sich in heutigen IR-Datenbanken noch nicht
finden lassen. Ihre Datentypen beschränken sich nicht nur auf Zeichenketten, Zahlen oder aufzählbare
Werte, sondern umfassen auch zusammengesetzte Typen, wie beispielsweise Publikationen, Bücher,
Zeitschriften, Personen, Autoren, Herausgeber, etc.
Diese mächtigen Konzepte erleichtern zwar den Entwurf der Datenbanken, stellen aber Benutzersolcher
Datenbanken vor Schwierigkeiten: Ihr Lernaufwand zum Kennenlernen der Struktur der Datenbank und
der in der Datenbank verwendeten Benennung steigt. Damit aber auch Benutzer, die nur unvollständiges
Wissen über eine Datenbank haben, vernünftig damit umgehen können, müssen sie bei der Formulierung
ihrer Anfragen unterstützt werden.
Einer der in IPSI verfolgten Ansätze zur Benutzerunterstützung, erlaubt es, eine Anfrage zu formulieren,
ohne zunächst Rücksicht auf die zugrundeliegende Datenbank nehmen zu müssen. Dabei wird sich in
der Regel die Sicht des Benutzers, d. h. die Vorstellung, die der Benutzervomfür seine Anfrage relevanten
Weltausschnitt hat, von der Sicht der Datenbank, die durch das Datenbankschema implementiert ist, un-
terscheiden, d.h. es gibt Sichtkonflikte, die immer auftreten, wenn sich Anfrage und Datenbank in der ver-
wendeten Benennungen oder der Struktur unterscheiden.
Hier soll ein wissensbasiertes System dem Benutzer helfen, seine ursprüngliche Anfrage schrittweise zu
modifizieren bzw. an den Benutzer angepaßte Datenbanksichten aufzubauen, so daß bei späteren Anfra-
gen keine Sichtkonflikte mehr auftreten und Anfragen aus dem Weltausschnitt des Benutzers heraus aus-
führbarwerden. Die vorgeschlagenen Änderungen sollen aber sowohl die Semantik als auch die Struktur
der Benutzeranfrage möglichstweitgehend erhalten. Deshalb benötigt das Unterstützungssystem sowohl
Wissen über die Terminologie des Anwendungsgebiets als auch Wissen über den Aufbau der vorliegen-
den Datenbank.
Der Forschungsprototyp Knowledge Explorer
Um diesen theoretischen Ansatz praktisch zu erproben, wurde in IPSI das experimentelle System Know-
ledge Explorer (KX) entwickelt. Eswirdz. Z. eingesetzt, um auf bibliografische Daten zuzugreifen, die ent-
sprechend objektorientiert modelliert sind. Das verwendete Datenmodell kennt Objekte, die leere Felder
(Slots) enthalten. Diese können wiederum mehrere atomare Attribute, wie Zahlen oder Zeichenketten,
oder aber Referenzen (Beziehungen) zu anderen Objekten enthalten. Entsprechend ihrer zunehmenden
Spezialisierung sind Objekte in einer Hierarchie angeordnet, über die auch eine Vererbung der Werte er-
folgen kann.
Der Knowledge Explorer verwendet eine grafische Anfragesprache, weil damit Strukturen einfach und
eindeutigdargestellt werdenkönnen. Wiedas zugrundeliegende Datenmodell enthält die Anfragesprache
Objekte, Attribute und Beziehungen.
Während der Anfrageformulierung markiert das U nterstützungssystem stets diejenigen Teile der Anfrage,
die einen Sichtkonflikt verursachen. Durch Anklicken eines .fehlerhaften' Konzepts, also eines Objekts,
eines Attributes oder einer Relation, kann der Benutzer Vorschläge erbitten, wie die Anfrage verändert
werden könnte, um diesen Sichtkonflikt aufzulösen. Das System antwortet mit einem Menü von Vorschlä-
gen, beispielsweise zur Umbenennung von Konzepten der Anfrage, oder zum Ersetzen einer Beziehung
durch eine Kette von Beziehungen, etc. Neben dieser Unterstützungsfunktion zur Anfrageformulierung
enthält das System konventionelle Browse- und Explorationsmöglichkeiten.
Um zu den vom Benutzer verwendeten Begriffen ähnliche Begriffe der Datenbank zu finden, braucht der
Knowledge Explorer eine Taxonomie der im Anwendungsbereich verwendeten Konzepte. Bedeutungs-
ähnliche oder allgemeinere/speziellere Konzepte sind durch eine transitive, unscharfe (fuzzy) Relation
verbunden. Jeden dieser Beziehungen ist eine Zahl zugeordnet, die die semantische Nähe der verbunde-
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nen Begriffe ausdrückt. Die Stärke der Beziehungen zwischen Synonymen oder bedeutungsähnlichen
Konzepten ist stets höher als diejenige zwischen entfernt verwandten Konzepten. Aufgrund derTransitivi-
tät der Beziehung kann durch Anwenden von relation-composition Operatoren der Fuzzy Set Theorie die
semantische Nähe zwischen Konzepten abgeleitet werden, auch wenn diese gar nicht explizit in der Wis-
sensbasis enthalten ist. Dieses Anwendungswissen ist unabhängig von einer speziellen Datenbank, so
daß der Knowledge Explorer ohne Änderung dieses Wissens für unterschiedliche Datenbanken dessel-
ben Anwendungsbereichs verwendet werden kann. Diese modulare Verwendu ng u nterscheidet diese An-
wendungswissensbasis von herkömmlichen datenbankspezifischen Thesauri im Information Retrieval.
Wissen Oberdle Datenbank wird in einer Metadatenbank gehalten. Es stellt sicher, daß die vorgeschlage-
nen ModifikationenderBenutzeranf rage auf die StrukturderDatenbankschemataabgebildetwerdenkön-
nen. Es umfaßt Wissen über die in der Datenbank existierenden Objekte, die Attribute und Relationen mit
ihrem Vorkommen in den Objekten, Erklärungstexte, Tabellen zum Umsetzen der Abkürzungen von Be-
zeichnern in natürlichsprachliche Benennungen, etc. Die Metadatenbank muß für jede Datenbank neu
erstellt werden. Dieser Aufwand ist aber gering, weil das erforderliche Wissen zu großen Teilen aus dem
Data Dictionary, der DB-Dokumentation oder der Datenbank selbst gewonnen werden kann.
Zusammenhang zwischen KX und KODIM
Der Knowledge Explorer unterstützt den Benutzer, Anfragen an komplex strukturierte Datenbanken zu
stellen, ohne daß der Benutzer über die Benennungen im Schema Bescheid wissen mu ß. Dies geschieht
durch semantische Term-Erweiterung, bei der eine vom Benutzer geäußerter Bezeichnung, die aber
nicht Teil des Schemas ist, auf eine begriffsorientierte Wissensstruktur, die tatsächlich in der Datenbank
vorkommende Begriffe enthält, abgebildet wird. Der Kern des Knowledge Explorers besteht daher aus
einer Wissensbasis, in der begriffliches Wissen modelliert ist, und aus Inferenzf unktionen auf dieser Wis-
sensbasis, die es ermöglichen, die allgemein verwendbaren Begriffe auf die in der Datenbank vorhande-
nen abzubilden.
Problem-Zusammenhang mit der Integration von heterogenen Datenbanken
Dieses Problem tritt nun gerade bei der Integration heterogener Datenbanken auf, einer Aufgabe, die sich
das IPSI-Projekt KODIM zum Ziel gesetzt hat. Objekte in mehreren Datenbanken sind oft unterschiedlich
benannt, obwohl sie einander entsprechende Daten enthalten und diese Objekte daher integriert werden
könnten. Um nicht für jedes Objekt einer Datenbank alle Objekte aller anderen Datenbanken durchsuchen
zu müssen (um Entsprechungen zu finden), ist es sinnvoll, sich alle Objekte mit ähnlichen Bezeichnungen
vorschlagen zu lassen - eine Aufgabe, die wieder durch semantische Term-Erweiterung gelöst werden
kann. Diese Art von Unterstützung ist umso wichtiger, als KODIM die Datenbank-Integration „dynamisch"
machen will. Das bedeutet, daß die Integrationsarbeit erst bei Bedarf, d.h. beispielsweise bei der Spezifi-
kation einer Transaktion, durch den Benutzerselbst durchgeführt werden soll. (Eine totale Integration vor
der tatsächlichen Verwendung ist unrealistisch, weil sie viel zu aufwendig wäre und auch die laufenden
Änderungen in der Modellierung der als autonom angenommenen Datenbanken nicht berücksichtigen
könnte.)
Beispiel: Ein Ablauf aus der Sicht des Benutzers, der auch das Zusammenwirken von KODIM und der
semantischen Term-Erweiterung illustriert, könnte sein: Der Benutzer formuliert seine Transaktion, zum
Beispiel eine Anfrage folgender Art an eine objektorientierte (z. B. VODAK) bibliografische Datenbank:
„Welche Publikationen von Autor Y hat Autor X jemals zitiert ?". (Der Einfachheit halber stellen wir diese
Anfrage natürlichsprachlich - ob dies tatsächlich möglich ist, hängt aber von der konkreten Benutzer-
schnittstelle ab.) In einer Datenbank sind die Objekte X und Y der Klasse Autor vorhanden - diese Teile
der Anfrage verursachen deshalb keine Schwierigkeiten. Das Attribut „Publikation" existiert aber nicht
als Attribut in der Klasse „Autor", wohl aberdas sinnähnliche Attribut „Dokument". Semantische Term-Er-
weiterung kann den Benutzer auf solche (terminologischen) Äquivalenzen hinweisen, ohne daß der Be-
nutzer die komplette Liste aller Attribute von Autor durchsehen muß. Das Attribut „zitiert" ist ebenfalls
nicht bei „Autor" modelliert. Auch sinnverwandte Begriffe können durch Term-Erweiterung nicht gefunden
werden, da Referenzen in unserem Beispiel als Eigenschaft von Publikationen, aber nicht von Autoren
modelliert sind. Die Teilanfrage, die diesen Konflikt auslöst, wird an dem „Schema Explorer, einer Kom-
ponente von KODIM übergeben, die unter Berücksichtigung derTyp-Informationen dem Benutzer ermög-




Im Institut für Integrierte Publikations-und Informationssysteme ist die Entwicklung von benutzerorien-
tierten Schnittstellen für komplexe Informationssysteme eines derzentralen Arbeitsgebiete des Bereichs
CUI (Cognitive User Interface). Innerhalb von CUI beschäftigt sich das Projekt TOSS (Task-Oriented and
Operative Support Systems) u.a. mit Problemen der intelligenten Unterstützung von Benutzern bei Onli-
ne-Recherchen. Die Praxis des Recherchierens in Online-Datenbanken zeigt, daßes „naiven" Endbenut-
zern kaum gelingt, ihr Informationsbedürfnis in ein datenbankspezifisches Format (Abfragesprache) und
die entsprechende Terminologie zu übertragen. Daher erfordert eine dieser Aufgabe gerecht werdende
Unterstützung, besonders im Falle unbekannter oder kaum bekannter Datenbanken, unserer Ansicht
nach sowohl Hilfe in Terminologiefragen, als auch Mechanismen zur Planung, Bewertung undReformu-
lierung von Suchanfragen.
Das EXPRESS-System
Um verschiedene Ansätze zur Unterstützung von Benutzern bei der inkrementellen Verbesserung von
Anfragen zu erproben, wurde das EXPRESS-System (EXperimental PRototype for Exploring uSer Sup-
port mechanisms in Information Retrieval) entwickelt. EXPRESS ist ein Retrievalsystem, das Anfragende
bei der Formulierung von Suchanfragen in einer Faktendatenbank mittels eines online-Thesaurus unter-
stützt. Ziel der Unterstützung ist die Hinführung auf das in der Datenbank verwendete Vokabular, das den
Informationsbedarf am genauesten ausdrückt. Die Einbindung eines bereichsspezifischen, angereicher-
ten Thesaurus zu diesem Zweck ist für eine Faktendatenbank ungewöhnlich.
Als Anwendungsbeispiel wurde eine Datenbasis über Holzschutzmittel aufgebaut. Der zugehörige The-
saurus wurde als semantisches Netz realisiert, wobei neben den üblichen taxonomischen, partitiven und
synonymen Relationen auch erweiterte, bereichsspezifische Beziehungen (z.B. „besteht aus"oder „ver-
wendbar für") zwischen Termen abgebildet sind. Die im Thesaurus enthaltenen Deskriptoren sind immer
einem Attribut zugeordnet (Facettenprinzip). Eine assoziative, attributsübergreifende Relation verweist
im Falle konkreter Instanziierungen innerhalb eines Attributes auf die Ersetzbarkeit durch eine Instanziie-
rung in einem anderen Attribut. Die Deskribierung des Attributs 'Produktgruppe' mit dem Term 'Acryllack'
läßt z.B. wahrscheinlich auf die Deskribierung des Attributs 'Inhaltsstoff' mit dem Term 'Acrylaf schließen.
EXPRESS unterstützt mit Hilfe dieses angereicherten Thesaurus die drei Basisfunktionen, für die The-
sauri in der Regel beim Retrieval eingesetzt werden:
- die Konzeptualisierung und Formulierung der initialen Suchanfrage,
- die Reformulierung der Anfrage in Abhängigkeit von der Antwortmenge,
- das Browsing durch den Thesaurus unabhängig von der spezifischen Suchanfrage.
Bei der Konzeptualisierung der initialen Suchanfrage werden eingetragene Terme dahingehend über-
prueft, ob sie als Deskriptor im angegebenen Feld zugelassen sind. Eine Systemkonsultation des The-
saurus gibt dann Aufschluß darüber, ob das eingetragene Wort für ein anderes Attribut zugelassen ist,
oder ob es ein Synonym für einen zugelassenen Deskriptor ist. Zusätzlich wird der Thesaurus nach mor-
phologisch ähnlichen Termen durchsucht.
Ein Formalismus zur Query-Erweiterung bei zu geringen Antwortmengen unterstützt den Benutzer bei der
Reformulierung. Dieser Algorithmus analysiert die Anfragen mit zu geringen Antwortmengen dahinge-
hend, welcher Term oder welche Kombination von Termen primärfürdie zu geringe Trefferquote verant-
wortlich ist. Unter Bezugnahme auf den Thesaurus wird dann ein allgemeinerer oder teilweise allgemei-
nerer Term vorgeschlagen, oder es wird auf die weiter oben beschriebene assoziative Attributrelation
Bezug genommen. In einer späteren Projektphase sollen solche Attributwechsel im Sinne von Benutzer-
taktiken protokolliert werden und können als Ausgangsbasis für das Erlernen neuer Thesaurusrelationen
dienen.
Für das Browsing im Thesaurus stehen dem Benutzer im wesentlichen zwei Funktionen zur Verfügung.
Mit der Funkt ion"allowedterms" kann er sich einen Überblick über die Deskriptoren in den jeweiligen Attri-
butfeldern verschaffen, während die Funktion "related terms" die Möglichkeit bietet, sich zu einem be-
stimmten Suchbegriff inhaltlich und formal mit ihm verwandte Begriffe anzeigen zu lassen.
Als Eingabemodus wurde, dem "query_by_example" - Ansatz folgend, eine Formulareingabe gewählt.
Benutzer können grundsätzlich zwischen zwei verschiedenen Sichtweisen wählen: der auf Produkte, die
Attribute zur Beschreibung spezifischer Produkte enthält und der auf Inhaltsstoffe, in der Anfragen bezüg-
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lieh der Inhaltsstoffe von Produkten gestellt werden koennen. Die im Formular eingetragenen Suchterme
werden in eine SQL-Anfrage übersetzt und an die (relationale) Datenbasis gerichtet. Die Datenbank
selbst ist in Sybase implementiert. Sie umfasst zur Zeit etwa hundert Produkte. Der Thesaurus enthält
ca. 350 Benennungen. Die Benutzeroberfläche ist in Prolog programmiert und läuft auf Arbeitsplatzrech-
nern des Typs SUN 3.
Für den weiteren Ausbau des EXPRESS-Systems ist zunächst eine thesaurusbasierte Funktion zur An-
frage-Einengungvorgesehen. Später sollen Methoden der Planerkennung und des maschinellen Lernens
bei der Suchfrage(re-)formulierung eingesetzt werden. Darüberhinaus sind die Einbindung numerischer
Felder und die Abbildung von Intervallanfragen im Zusammenhang mit numerischen Werten geplant.
Andere Arbeiten im Forschungsbereich CUI befassen sich z.B. mit der Präsentation von Informationen
auf der Benutzeroberfläche oder mit Dialogen zur Informationsgewinnung, zu dem es im Rahmen dieser
Tagung einen gesonderten Beitrag gibt [SS 90].
6 WiBAS - Wissensbasierte Autoren- und Hypertextsysteme
In der IPSI-Forschungsabteilung WiBAS (Wissensbasierte Autoren- und Hypertextsysteme) soll - zu-
nächst am Beispiel des Dokumenttyps „Argumentative Texte" - ein wissensbasiertes Autorensystem
(SEPIA- Structured Elicitation and Processing of Ideas for Authoring) für Hypertextumgebungen reali-
siert werden. SEPIA bietet aktive Unterstützung (kontextbezogenes Feedback basierend auf Protokollie-
rung und Analyse des Autorenverhaltens) bei der Erstellung argumentativer Wissensstrukturen und ihrer
Verwendung in Hyperdokumertten. Diese können damit um zusätzliche Strukturinformationen angerei-
chert werden, die bei der nachfolgenden Verarbeitung durch Mensch oder Maschine ausgenutzt werden
können. In einer weiteren Projektphase soll das Ein-Autorensystem um Unterstützung für kooperatives
Arbeiten erweitert werden. Diese Ziele erfordern einerseits Fortschritte sowohl auf dem Gebiet der kogniti-
ven Modellierung des Problemlösungsverhaltens bei der Produktion und Rezeptton von Wissen. Anderer-
seits sind neue Ansätze für die Architektur und Implementation aktiver wissensbasierter Hypertextsyste-
me notwendig.
Auf der Grundlage der Modellierung der Autorentätigkeit wurde ein Konzept zur kognitiv adäquaten Unter-
stützung durch sog. activity Spaces entwickelt, die tätigkeitsspezifische Funktionalitäten bereitstellen. Die
dort durch den Autor erzeugten Hypertextstrukturen werden durch eine "Hypertext Abstract Machine" mit
Hilfe von HyperBase verwaltet. HyperBase bildet das Hypertextdatenmodell auf ein Datenbankmanage-
mentsystem ab (z. Z. das relationale Datenbanksystem Sybase, später dann das VODAK-System).
Die "Hypertext Abstract Machine" und die HyperBase sollen dann nicht nur die Autorentätigkeit, sondern
auch allgemeine Publikationsvorgänge unterstützen, wie sie in der integrierten Publikationsumgebung
der IPSI-Abteilung PaVE (Publication and Visualization Environment) erprobt werden. Entsprechende
Modelle für Herausgeberaktionen, Individualisierungstätigkeit, bis hinzumFormatierenundLayouten sol-
len in Zukunft hinzugefügt werden.
Gegenwärtig werden Realisierungen der grafischen Benutzungsoberfläche und der Funktionalität der Ac-
tivity Spaces erprobt. Auf dieser Basis wird der erste SEPIA-Prototyp (SEPIA I) für argumentative Texte
unter Verwendung des ersten HyperBase-Prototypen implementiert - allerdings zunächst ohne wissens-
basierte Komponenten. Er wird die Generierung, Strukturierung und Revision von Hyperdokumenten un-
terstützen. In einem nächsten Schritt erfolgt die Spezifikation der Anforderungen an die wissensbasierte
Funktionalität von SEPIA II (Elicitation-, Monitoring- und Guiding-Komponenten). Auf der Grundlageeiner
Evaluierung des ersten HyperBase-Prototypen werden anschließend notwendige Erweiterungen für den
zweiten Prototypen spezifiziert [SHT 89].
Schließlich wurden Szenarien zur Nutzung von Hypertext beim elektronischen Publizieren erarbeitet.
Tieferen Einblick in diesen Forschungsbereich unseres Instituts bietet der gesonderte Beitrag von Norbert
Strettz über Werkzeuge zum pragmatischen Design von Hypertext auf diesem Symposium.
30
Schlußbemerkung
Zur Überwindung der vielfältigen und vielschichtigen Hürden, die die effiziente und selbstverständliche
Nutzung von Informations- und Publikationssystemen heute in den meisten Fällen noch behindern, ist,
wie auch die Arbeiten in IPSI zeigen, interdisziplinäre Zusammenarbeit oberstes Gebot. Diese Zusam-
menarbeit statt Abgrenzung der Disziplinen wird zu der Einsicht führen, daß klassische oder vermeintliche
scharfe Trennlinien zwischen Informatik, Informationswissenschaft, Künstlicher Intelligenz, Linguistik und
Psychologie in Wahrheit unscharf sind bzw. es schleunigst werden müssen. Vielleicht bietet uns die Infor-
mationswissenschaft mit ihren vielfältigen Anforderungen als zentrales Hilfsmittel für unsere Informa-
tionsgesellschaft hier einen pragmatischen Weg.
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1. Einführung
Als "Informationsverarbeitung" werden in der derzeitigen Psychologie sehr viele verschiedene
Prozesse beschrieben. Informationsverarbeitung findet statt, wenn wir etwas wahrnehmen, wenn
wir lernen, uns an etwas erinnern, Schmerz empfinden, usw. Im folgenden möchte ich mich auf
einen Bereich des menschlichen Verhaltens beschränken, der für die informa-
tionswissenschaftliche Forschung und Praxis unmittelbar relevant ist: die Suche von
Informationen in Datenbanken. Dabei werde ich zwei Fragen nachgehen:
1. Welche psychischen Prozesse laufen ab, wenn ein Rechercheur in einer Referenzdatenbank
nach Dokumenten sucht?
2. Welche Beziehung besteht zwischen psychologischen Beschreibungen dieser Prozesse
einerseits und den Modellen aus dem Bereich des Information Retrieval andererseits?
In denkpsychologischen Untersuchungen (siehe z.B. Mayer, 1983) ist wiederholt beobachtet
worden, daß unsere menschlichen Schlußfolgerungen häufig den Gesetzen der klassischen
Logik widersprechen. Gibt man beispielsweise einer Gruppe von Versuchspersonen die Aufgabe,
aus den folgenden zwei Prämissen eine Schlußfolgerung abzuleiten:
Alle Amerikaner fahren Auto.
Einige Autofahrer haben Unfälle.
dann finden sich meist einige falsche Antworten, wie z.B.:
Einige Amerikaner haben Unfälle.
Dies stimmt zwar, ist aber keine notwendige Folgerung aus den beiden Prämissen. Wenn man
nun diese Versuchspersonen bittet, sich das Problem nochmals zu überlegen, dann wird
zumindest ein Teil derjenigen, die eine falsche Schlußfolgerung gezogen haben, diese
berichtigen, und meist können sie dann auch angeben, warum ihre erste Lösung des Syllogismus
falsch war. Wir haben hier also zwei denkpsychologische Probleme: 1. Warum machen manche
Leute falsche Schlußfolgerungen? und 2. Warum sind sie in der Lage, diese zu korrigieren?
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Die Denkpsychologen, die über das Lösen von Syllogismen arbeiten, erklären diese
Beobachtung mit Hilfe der Annahme, daß bei dieser Art von Denkaufgaben zwei Arten von
psychischen Prozessen ablaufen. Zum einen handelt es sich um Automatismen, um unbewusste
Assoziationen, die keiner logischen Kontrolle unterworfen sind. Typische Resultate solcher
Assoziationen sind die sogenannten spontanen Einfälle. Wenn ich beispielsweise eine bestimmte
Melodie höre, dann kommt mir eine frühere Situation in den Sinn, in der ich diese Melodie gehört
habe. Dieses Erinnern ist nicht das Resultat eines Suchprozesses und ich kann solche
Erinnerungen weder willkürlich hervorrufen noch kann ich sie vermeiden. Auch die Produktion
von falschen Schlußfolgerungen basiert auf solchen Assoziationen. Die Versuchsperson hört in
zeitlicher Nähe die beiden Wortpaare "Amerikaner - autofahren" und "autofahren - Unfall" und
assoziiert "Amerikaner - Unfall". Ihr Fehler besteht darin, daß sie sich nicht überlegt hat, ob es
sich bei dieser Assoziation um eine gültige logische Schlußfolgerung handelt.
Diese logische Überprüfung ist die zweite Art von Prozessen, die bei der Lösung von
Denkaufgaben beteiligt sind. Im Gegensatz zu den spontanen Einfällen unterliegen diese
Prozesse der bewussten Steuerung: ich kann mich anstrengen und damit zu besseren Lösungen
kommen, ich kann nach Regeln suchen usw. In einer Reihe von denkpsychologischen
Untersuchungen ist gezeigt worden, daß sich assoziative von den logischen Prozessen nicht nur
darin unterscheiden, daß erstere unbewusst und ausserhalb der willentlichen Kontrolle verlaufen
und die logischen Prozesse nicht; zudem unterscheiden sie sich darin, daß verschiedene
unbewusste Prozesse gleichzeitig und parallel verlaufen können, während sich die logischen
Prozesse gegenseitig hemmen. So bin ich durchaus in der Lage zugleich ein Auto zu lenken, zu
gähnen, die Nachrichten zu hören und mich zu kratzen. Ich kann jedoch gleichzeitig nur eine
Rechenaufgabe lösen.
Auf die gleiche Zweiteilung der psychischen Prozesse stößt man auch in der Sprachpsychologie:
Bevor ich einen Satz äussere, muß mir zunächst etwas einfallen. Dann kann ich, und manche
Leute tun dies, diesen Einfall ohne weiter zu überlegen von mir geben; denn auch die
linguistischen Regeln, durch welche dieser Einfall in einen Satz transformiert wird, sind
unbewusst und verlaufen automatisch. Dann kann es aber passieren, daß ich mich einen Satz
sagen höre, von dem ich, noch bevor er abgeschlossen ist, weiss, daß ich ihn besser nicht
gesagt hätte. Ein überlegter Sprecher wird deshalb seine Einfälle filtern, durch das Sieb des
Sokrates etwa, d.h. er wird sich, bevor er den Mund öffnet, fragen: ist es wahr, nützlich und gut,
wenn ich meinen Einfall äussere.
Und nun zu der Tätigkeit von Datenbankrechercheuren: Das folgende Beispiel zeigt eine
Problembeschreibung und die dazugehörige Recherche, die von einem professionellen
Rechercheur In der Datenbank PSYNDEX durchgeführt wurde:
Kinderpsychologe N.N. will für einen Volkshochschulvortrag wissen, weiche Auswirkungen
Gewaltdarstellungen im Femsehen auf Kinder haben.
1. 188 FINDTELEVISION/CT
2. 1277 FIND (VIOLEN$ OR AGGRESS$) OR
GERM (GEWALT$ OR AGGRESS$)
3. 33 FIND 1 AND 2
Die Tätigkeit des Rechercheurs kann als ein Übersetzen beschrieben werden, einer
natürlichsprachlichen Problembeschreibung, welche vom Auftraggeber schriftlich formuliert
wurde, in einen Ausdruck der Abfragesprache GRIPS. Auch dabei sind sowohl assoziative als
auch regelgeleitete Prozesse wirksam. Regelgeleitete Prozesse veranlagen den Rechercheur,
das Wort "Gewalt" durch ein zusätzliches Wort zu ergänzen. Die hier angewandte Regel könnte in
LISP etwa wie folgt:
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(COND (LESSTHEN NUMBER-OF-HITS WANTED-NUMBER-OF-HITS)
(SETQ PROBLEMWORD (CONS (PROBLEMWORD 'OR (NEWWORD)))))
und umgangssprachlich wie folgt beschrieben werden:
Wenn die Anzahl der Treffer zu niedrig ist, dann kann man ein Wort aus der
Problembeschreibung durch OR mit einem weiteren Wort verbinden.
Wenn der Rechercheur dieser Regel folgt, dann stößt er auf das Problem, ein passendes neues
Wort zu finden. Und hier helfen ihm Regeln nicht weiter: es muß ihm einfach etwas einfallen. Wie
beim Lösen von logischen Denkaufgaben oder bei der Produktion von Sätzen, so sind Einfälle
auch hier Auf einer sehr allgemeinen Ebene könnte also die Tätigkeit des Rechercheurs
psychologisch wie folgt beschrieben werden: Bei der Beschäftigung mit der
Problembeschreibung werden zwei Arten von Prozessen ausgelöst: Assoziative Prozesse führen
zur Aktivierung und Desakth/ierung von einzelnen Wörtern. Diese Prozesse sind dafür
verantwortlich, welche Wörter aus der Problembeschrefbung der Rechercheur in der Recherche
verwendet und durch welche weiteren Wörter sie ergänzt werden. Regelgeleitete Prozesse
bestimmen die syntaktische Struktur der Suchfrage, d.h. die Art der logischen Beziehung, durch
welche die Wörter miteinander verbunden werden Eine detaillierte Beschreibung der möglichen
Beziehungen zwischen diesen beiden Arten von Prozessen findet sich in Wettler & Glöckner-Rist
(1990).
In den folgenden Abschnitten soll versucht werden, die erwähnten assoziativen Prozesse auf der
Grundlage von allgemeinen lernpsychologischen Annahmen zu erklären und damit voraussagbar
zu machen.
2. Assoziationspsychologische Modellierung der Wortwahl von Daten-
bankrechercheuren
Die Untersuchung des Eriernens und Reproduzierens von Assoziationen war das zentrale Thema
der älteren experimentellen Psychologie. Das wichtigste untersuchte Prinzip bei der
Assoziationsbildung ist die zeitliche Kontiguität: Zwei Elemente (Wörter, Bilder, Objekte oder
Merkmale davon) werden um so stärker miteinander verknüpft, je häufiger sie in unmittelbarer
zeitlicher Aufeinanderfolge auftreten. Werden zwei Elemente in zeitlicher Aufeinanderfolge
wahrgenommen, dann erhöht sich nach Ebbinghaus (1885) die Stärke ihrer assoziativen
Verbundenheit um einen konstanten Bruchteil der maximal möglichen Zunahme. Diese
Beziehung kann durch die folgende Gleichung beschrieben werden:
(1) ASS,j(t) - ASS,j(t-1) + (1 -ASS,j(M)) *&
Mit zunehmendem t, d.h. bei einer langen Lerngeschichte konvergiert die assoziative
Verbindungsstärke mit der relativen Häufigkeit, mit der die beiden Ereignisse gemeinsam
auftreten:
(2) ASSjj = p i & j / P i * P j
Diese Beziehungen sind in einer großen Zahl von Untersuchungen experimentell bestätigt
worden. Trotzdem ist dieses Gesetz des assoziativen Lernens außerhalb der experimentellen
Psychologie nur selten angewendet worden. Dies hat folgenden Grund: Versucht man, das
Lernen in außerexperimentellen Situationen zu beschreiben, z.B. das Lernen in der Schule oder
das Lernen von sozialem Handeln, dann stellt man fest, daß der Lernerfolg, d.h. die Tatsache, ob
ich etwas lerne oder nicht, von einer ganzen Reihe von Größen abhängt, von meiner Motivation
beispielsweise, oder von meinen bisherigen Erfahrungen mit dem zu erlernenden Stoff. Alle diese
Größen sind sehr schwer in den Griff zu bekommen. Deshalb hat die experimentelle
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Lernpsychologie versucht, für die Untersuchung der Gesetze des sogenannten "reinen" Lernens
Situationen herzustellen, in denen Störfaktoren wie die unterschiedliche Motivation der Ver-
suchspersonen ausgeschaltet bleiben. So wird beispielsweise ein möglicher Einfluß der
unterschiedlichen Vorkenntnisse der Versuchspersonen mit dem zu erlernenden Material
dadurch auszuschalten versucht, daß man künstliches Lernmaterial, z.B. sinnlose Silben,
verwendet. Dies hatte jedoch zur Folge, daß die Ergebnisse dieser Untersuchungen artifiziell
schienen und ihre Übertragbarkeit auf Lernprozesse in außerexperimentellen Situationen bestrit-
ten wurde.
Dies hat sich inzwischen geändert. In jüngster Zeit ist die klassische Assoziationspsychologie
unter der Bezeichnung Konnektionismus wieder aufgelebt. Dies ist dadurch möglich geworden,
daß durch neue parallele Modelle der menschlichen Informationsverarbeitung komplexere
assoziative Beziehungen beschrieben und simuliert werden können, als dies früher der Fall war.
In der traditionellen Lernpsychologie sind assoziative Beziehungen lediglich zwischen zwei
Elementen untersucht worden. Im Konnektionismus werden Beziehungen zwischen einer großen
Zahl von Elementen und deren Wechselwirkungen erfaßt. Diese Erweiterung hat es möglich
gemacht, daß komplexe Verhaltensweisen wie das Erkennen von Bildern oder von gesprochenen
oder von handschriftlichen Texten simuliert werden können. Im folgenden möchte ich also
zeigen, daß auch die Wortwahl von Datenbankrechercheuren innerhalb eines
assoziationstheoretischen Ansatzes beschrieben werden kann.
Dabei gehe ich davon aus, daß professionelle Datenbankrechercheure innerhalb der
Fachgebiete, in denen sie Recherchen durchführen, keine Spezialisten sind, d.h. daß sie in den
unterschiedlichen Teilgebieten über ähnlich viele Erfahrungen verfügen. Damit ist es möglich, mit
Hilfe der obigen Gleichung die Stärke der assoziativen Beziehungen zwischen den
Problemwörtern aufgrund der Häufigkeiten abzuschätzen, mit denen diese Wörter allein und
gemeinsam in den Dokumenten der Datenbank auftreten. Diese Beziehungen können durch ein
assoziatives Wortnetz beschrieben werden, in welchem jedes Wort mit jedem verbunden ist.
Die Knoten dieses Netzes entsprechen einzelnen Wörtern oder Wortgruppen und die Stärke der
assoziativen Beziehung zwischen zwei Knoten kann durch die oben gegebene Gleichung
bestimmt werden. Ein gemeinsames Auftreten zweier Wörter wird immer dann angenommen,
wenn diese beiden Wörter in einer Dokumentationseinheit gemeinsam auftreten.
Meine bisherigen Ausführungen betrafen die Frage: Wie werden Assoziationen gelernt? Im
folgenden werde ich nun auf die Frage eingehen: Welche Rolle spielen diese Assoziationen,
wenn der Datenbankrechercheur eine Problembeschreibung In eine Suchfrage übersetzt?
Wenn sich ein Rechercheur mit einer Problembeschreibung beschäftigt, dann werden alle darin
enthaltenen Wörter aktiviert. Diese Aktivitäten werden darauf an die anderen Wörter des
Wortnetzes weitergegeben, und dies um so stärker, je höher die assoziative Verbundenheft der
beiden Wörter. Die so aktivierten Wörter geben darauf ihre Aktivitäten an die anderen Wörter des
Netzes werter. Dieser Prozeß wird so lange fortgesetzt, bis das Netz einen
Gleichgewichtszustand erreicht, d.h., bis die Aktivitäten der Wörter konstant bleiben. Nach jedem
Schritt dieses Propagierungsprozesses ist die Aktivität eines Wortes k die Summe aus seiner Sti-
mulation und der Aktivitäten aller anderen Wörter im vorhergehenden Zyklus multipliziert mit der
jeweiligen Verbindungsstärke:
(3) AKTk(t) = inputk(t) + £ AKT,(t-1) * ASS,k
Dabei bezeichnen AKTk(t) die Aktivität der Einheit k nach dem Zyklus t und AKTj(t-1) die Aktivität
der Einheit i nach dem vorhergehenden Zyklus t-1.
Der Rechercheur wird in der Suchfrage diejenigen Wörter verwenden, die am Ende dieses
Propagierungsprozesses die höchsten Aktivitäten haben.
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Abbildung 1 zeigt die Entwicklung der Aktivitätsmuster bei dem in der Einleitung gegebenen
Beispiel. Für die Simulation wurden die Wörter "effect", "aggression" und "television" zu Beginn
jedes Aktivationszyklusses aktiviert. Für dieses Beispiel kann also Mithilfe des
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Abbildung 1: Entwicklung der Aktivitäten in einem assoziativen Wortnetz bei Stimulierung der
Wörter "effect", "television" und "aggression" (aus Wettler & Rapp, 1989).
3. Die empirische Überprüfung des Modells
Das in Abbildung 1 gezeigte Beispiel bestätigt die Hypothese, daß die Wortwahl des
Datenbankrechercheurs durch die beschriebenen assoziativen Prozesse bestimmt wird.
Allerdings handelt es sich dabei lediglich um ein Beispiel. Von einer Validierung des Modells darf
man erst dann sprechen, wenn sich Übereinstimmungen zwischen den Simulationen und dem
Verhalten von Rechercheuren anhand eines breiteren Datenmaterials nachweisen lassen. Dies
versuchen wir zur Zeit in Paderborn. Diese Arbeiten sind noch nicht abgeschlossen, aber erste
Resultate deuten in die erwartete Richtung. Für die Überprüfung des Modells verwenden wir 100
Protokolle, die uns von einer psychologischen Informationsvermittlungsagentur zur Verfügung
gestellt wurden. Jedes Protokoll besteht aus einer schriftlichen Problembeschreibung, die der
Agentur von den Auftraggebern zugeschickt worden war, und einem Ausdruck der
dazugehörigen Recherche. Diese Problembeschreibungen sind zum Teil in Deutsch und zum Teil
in Englisch formuliert. Die entsprechenden Recherchen wurden in der Abfragesprache GRIPS in
den Datenbanken PSYNDEX und PSYCHINFO durchgeführt. Bei den Rechercheuren handelt es
sich um akademische Psychologen, die auf dem Gebiet der Information und Dokumentation
arbeiten.
Wir berechneten ein assoziatives Wortnetz, in dem die Beziehungen zwischen allen Wörtern
(types) aus den Problembeschreibungen und Recherchen beschrieben sind. Wenn man
stammgleiche morphologische Varianten und deutsche mit ihren bedeutungsgleichen englischen
Wörtern zusammenfaßt, dann sind dies etwa 850 Gruppen von Wörtern. Bei symmetrischen
Verbindungsgewichten enthält das vollständige Netz etwas mehr als 360.000 Verbindungen.
Diese wurden aufgrund der Anzahl von Dokumenten berechnet, in denen die Wörter und Wort-
paare im Titel oder in der Zusammenfassung vorkamen. Die Voraussagen des Modells wurden
unabhängig für jedes Protokoll untersucht. Dazu werden jeweils die Knoten für sämtliche in der
Problembeschreibung vorkommenden Wörter aktiviert. Die Aktivitätsmuster, die durch die
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Propagierung dieser Stimulusaktivitäten entstehen, können nun mit den Listen der Wörter
verglichen werden, die der Rechercheur in seinen Abfragen verwendet. In den bisherigen Simu-
lationen hat das Modell recht gut vorausgesagt, welche Wörter aus den Problembeschreibungen
der Datenbankrechercheur in der Suchfrage verwendet und welche er wegläßt. Es sagt ebenfalls,
aber weniger gut, voraus, welche neuen Wörter, die nicht in den Problembeschreibungen
enthalten sind, der Rechercheur In die Suchfrage aufnimmt. Bei diesen Überprüfungen haben wir
das Problem, daß verschiedene Rechercheure, wenn sie über das gleiche Problem arbeiten,
ebenfalls verschiedene Suchfragen bilden. Nun können wir nicht erwarten, daß die Unterschiede
zwischen den Voraussagen des Modells und dem Verhalten des Rechercheurs kleiner sind als
die Unterschiede zwischen verschiedenen Rechercheuren. Deswegen überprüfen wir das Modell
zusätzlich anhand von experimentell gewonnenen Recherchen, in denen verschiedene
Rechercheure über das gleiche Suchproblem recherchieren.
Bei solchen Oberprüfungen darf man nicht vergessen, welche Aspekte des Verhaltens erfaßt
werden. In dem hier verwendeten Ansatz wird lediglich die Wortwahl der Rechercheure erfaßt,
d.h., wir können voraussagen, welche Wörter er verwendet, unabhängig davon, wie diese Wörter
in der Suchfrage zueinander in Beziehung gesetzt werden. Ein Beispiel dafür ist folgende
Recherche.
Kastrationsangst. Ihre Korrelation mit der prä- und perinatalen Entwicklung männlicher und
weiblicher Genitalien.
1 51 FIND CT= castration anxiety
2 413 FIND CT D (female genitalia OR male genitalia)
3 135273 FIND (pidgeon$ OR monkey$ OR rat$ OR mouse OR mice)
4 175 FIND 2 NOT 3
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Abbildung 2: Assoziative Aktivierung des Wortes "rat", welches vom Rechercheur mir dem
Operator NOT eingeführt wurde (aus Wettler & Rapp, 1990).
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Abbildung 2 zeigt die Aktivitätskurven von einigen für dieses Beispiel relevanten Wörtern.
Interessant in unserem Zusammenhang ist das Wort "rat", das in der Problembeschreibung nicht
vorkommt und vom Rechercheur mit dem Operator "NOT" in die Suchfrage eingeführt wurde.
Dieses Wort gewinnt auch bei der Simulation die höchste Aktivität. Zunächst erstaunt, daß in dem
Netz auch ein solches Wort aktiviert wird, das der Rechercheur als ausschließenden Term
verwendet, ein Wort also, das seines Erachtens in der gesuchten Dokumentenmenge gerade
nicht vorkommen sollte. Andererseits kann dieses Verhalten durch das in Abschnitt 1
beschriebene zwei-Stufen-Modell der Suchfragengenerierung gut erklärt werden: Das Wort
"Genitalien" wird, zumindest in der psychologischen Fachliteratur, häufig zusammen mit
Versuchstieren, z.B. Ratten, erwähnt. Deshalb fällt es dem Rechercheur ein. In der zweiten,
regelgeleiteten Phase der Suchfrageformulierung inferiert er, daß es nicht um die Genitalien von
Tieren geht, und entscheidet sich für die Verwendung des NOT-Operators.
4. Informationswissenschaft und Psychologie
Zu Beginn dieses Beitrages habe ich zwei Fragen gestellt.
1. Welche psychischen Prozesse laufen ab, wenn ein Rechercheur in einer Referenzdatenbank
nach Dokumenten sucht?
2. Welche Beziehung besteht zwischen psychologischen Beschreibungen dieser Prozesse
einerseits und den Modellen aus dem Bereich des Information Retrieval andererseits?
Mit dieser zweiten Frage beschäftigt sich der Rest dieses Beitrages. Der
informationswissenschaftlich gebildete Leser wird bei der Lektüre des zweiten Abschnittes
festgestellt haben, daß die für die Berechnung der Assoziationsstärken benützte Gleichung (2)
mit dem im klassischen Information Retrieval verwendeten Pseudo-Cosinus-Maß identisch ist
(Jones & Furnas, 1987). Für die Implementierung des assoziationspsychologischen Modelies
habe ich also nicht nur die gleichen Daten verwendet, die auch für die Berechnung von
Relevanzmaßen im Information Retrieval herangezogen werden. Zudem habe ich diese Daten
auch auf ähnliche Weise zueinander in Beziehung gesetzt.
Neben diesen Übereinstimmungen unterscheidet sich das hier vorgestellte assozia-
tionstheoretische Modell von dem statistischen Ansatz im Information Retrieval in drei Punkten:
1. Bei der Abschätzung der Relevanz von Dokumenten im Information Retrieval werden nur die
syntagmatischen Beziehungen zwischen den Begriffen berücksichtigt: in einem ersten Schritt
wird die Relevanz der Begriffe in den Dokumenten berechnet und darauf aufbauend in einem
zweiten Schritt die Relevanz der Dokumente in bezug auf eine gegebene Suchfrage. Dies trifft
auch für das von Jones und Furnas entwickelte spreading-activation-Modell zu. In dem hier
vorgestellten Modell können durch die wiederholte Propagierung von Aktivitäten auch
paradigmatische und Beziehungen höherer Ordnung erfasst werden. In den Begriffen unseres
Modelles könnte man also sagen, daß bei der Relevanzberechnung im Information Retrieval
jeweils nur ein Propagierungszyklus gerechnet wird. Unsere Resultate zeigen, daß sich die
Voraussagen des Modells verbessern, wenn mehrere Zyklen gerechnet werden. Allerdings ließen
sich die statistischen Retrieval-Modelle so erweitern, daß auch hier solche Beziehungen höherer
Ordnung erfasst werden könnten. Diese Eigenschaft unseres Modelles ist deshalb kein Merkmal,
an dem sich ein grundlegender Unterschied zwischen dem informationswissenschaftlichen und
dem psychologischen Ansatz festmachen ließe.
2. Der hier vorgestellte Ansatz baut auf einer allgemeinpsychologischen Theorie des Lernens auf,
die statistische Information-Retrieval-Forschung macht keine solchen Annahmen. Auch auf
diesen Unterschied soll im folgenden nicht eingegangen werden; denn es ist trivial, daß sich
psychologische von informationswissenschaftlichen Arbeiten dadurch unterschieden, daß bei
ersteren psychologische Annahmen gemacht werden.
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3. Die beiden Ansätze unterscheiden sich drittens in bezug auf die durch sie ermöglichten
Voraussagen: In dem hier vorgestellten Modell wird versucht, aufgrund von
Problembeschreibungen vorherzusagen, welche Wörter Rechercheure in den entsprechenden
Suchfragen verwenden. Im statistischen Information Retrieval wird versucht, aufgrund von
Problembeschreibungen oder von Suchfragen die Relevanz von Dokumenten zu bestimmen. In
dem psychologischen Ansatz wird also eine Beschreibung einer anderen Beschreibung
zugeordnet und im informationswissenschaftlichen Ansatz einer Menge von Dokumenten.
Auch hier handelt es sich jedoch, genau betrachtet, nicht um einen grundlegenden Unterschied;
denn auch im beim Information Retrieval muß man, um die Güte der eingegrenzten Dokumente
oder der errechneten Rangreihe zu bestimmen, auf die Einstufungen menschlicher Beurteiler
zurückgreifen. Beide Wissenschaften sind also Verhaltenswissenschaften. Nur darum ist es
überhaupt möglich, die Güte des hier vorgestellten Modells mit der Güte von Modellen aus der
traditionellen Retrievalforschung zu vergleichen.
Auch Informationswissenschaftler sind also im Grunde genommen Behavioristen. Doch wie in
der Psychologie, so besteht auch hier die Tendenz, dem lästigen Zwang, seine Theorien in
Verhaltensbeobachtungen zu verankern, zu entfliehen. Dieser Fluchttendenz nachzugeben, fällt
uns deshalb leicht, weil uns der Ruf der Hermeneutik, und ihrer Tochter, der Cognitive Science,
erreicht, die uns sagen, die Empirie sei gar nicht so wichtig, denn wir wüssten auch ohne sie, was
wir tun und warum.
Beide Disziplinen sind in der Gefahr, durch die Verwendung der Methode der Cognitive Science
ihren Status als empirische Disziplin zu verlieren, und damit bekommen sie nicht nur
theoretische, sondern auch praktische Probleme, deren Lösung ihnen nichts nützen würden. Ein
Beispiel dafür gibt Libby (1990) in ihren Kommentaren zu den Arbeiten Syracuse-Gruppe. Darin
wurden Dokumente, die bei Recherchen In den Datenbanken PSYNDEX und INSPEC gefunden
wurden, auf ihre Relevanz beurteilt. Von diesen Dokumenten wurde Von Hand" eine zweite
Version erstellt, in der alle Pronomen durch die entsprechenden Substantive ersetzt waren. Für
beide Fassungen wurden darauf mit verschiedenen Term-Relevanz-Verfahren die Relevanz der
Dokumente für die Anfragen berechnet. Diese Relevanzmaße wurden darauf mit den
entsprechenden Urteilen von Studenten und Studentinnen verglichen. In 240 Vergleichen (24
Recherchen x 10 Relevanzmaße) wurde bestimmt, ob die Ersetzung der Pronomen durch die
Substantive die berechneten Relevanzen erhöhte. Bei 38 Vergleichen traf dies zu, bei 18
Vergleichen traf das Gegenteil zu, und bei den übrigen 184 Vergleichen hatte die Ersetzung des
Pronomens durch das entsprechende Substantiv keinen Einfluß auf die Güte der berechneten
Relevanzwerte.
Die Untersuchung zeigt also, daß nach der Auflösung der Pronomen nicht besser vorausgesagt
werden kann, wie menschliche Beurteiler die Relevanz von Dokumenten einstufen.
Nichtsdestotrotz, so meint LJbby, sei die Auflösung von Pronomen wichtig, denn dies sei wichtig,
um eine semantische Repräsentation der Texte aufzubauen. Nun werden jedoch semantische
Repräsentationen mit dem Argument gerechtfertigt, daß sie notwendig seien, um
Mehrdeutigkeiten In natürlichen Sprachen Rechnung tragen zu können. Wenn aber gezeigt
werden kann, daß die Auflösung von Mehrdeutigkeiten für die Durchführung einer Aufgabe nicht
notwendig ist, dann sollte man sich als Verhaltenswissenschaftler freuen, ein Problem weniger zu
haben. Anders verhält es sich für einen Anhänger der Cognitive Science; denn er glaubt zu
wissen, daß wir mit eindeutigen Sinnstrukturen denken, und dies auch dann, wenn diese
Annahme für die Erklärung des untersuchten Verhaltens gar nicht notwendig ist.
Eigenschaftswörter werden zum Teil für die Beschreibung von Sachverhalten gebraucht, wie zum
Beispiel in: "Der Ball ist bunt. Andere Eigenschaftswörter bezeichnen Dispositionen, z.B. "Zucker
ist löslich". Psychologische Eigenschaftswörter wie "ängstlich" oder "intelligent" bezeichnen
ebenfalls Dispositionen; denn der Satz "Peter ist intelligent" sagt nichts über den gegenwärtigen
Zustand Peters, sondern beschreibt seine Disposition, sich intelligent zu Verhalten, falls dies die
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Situation erfordert. Nach Ryle (1969) ist die in der Cognitive Science verbreitete Annahme, unser
Verhalten werde durch einen Geist bestimmt, darauf zurückzuführen, daß wir nicht zwischen
Beschreibungen von Sachverhalten und Beschreibungen von Dispositionen unterscheiden.
Wenn es jedoch sinnlos ist, von einem Geist und von geistigen Prozessen zu sprechen, dann
verliert, so Ryle, die Psychologie ihren Gegenstand: "Wenn wir den Gedanken aufgeben, die
Psychologie befasse sich mit etwas, womit sich die anderen Wissenschaften vom Menschen
nicht befassen, und wenn wir damit den Gedanken aufgeben, daß Psychologen mit Data
arbeiten, von denen andere Wissenschaften ausgeschlossen sind, was ist dann die dlfferencia
specifica zwischen der Psychologie und diesen anderen Wissenschaften?" (Ryle, 1969, p.434).
Auch Ferdinand de Saussure, der Begründer der neuen Linguistik, hinterfragte den Unterschied
zwischen der Psychologie und den anderen Humanwissenschaften, die sich mit einzelnen Aspek-
ten menschlichen Verhaltens beschäftigen. Im Gegensatz zu Ryle kam er zum Schluß, die
Linguistik sei eine Teildisziplin der Psychologie.
Psychologen sind Allgemeine, Linguisten, Historiker und Informationswissenschaftler sind
Spezielle Verhaltensforscher. Psychologen nehmen sich deshalb das Recht, sich überall
einzumischen. Wenn dies zum Kenntnisgewinn in der jeweiligen Spezialdisziplin beiträgt, dann Ist
dies ein Zeichen dafür, daß beide auf dem richtigen Wege sind.
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Automatische Wissensakquisition aus







Das wit-System, das gegenwärtig in der Fachgruppe Informationswissenschaft
der Universität Konstanz entwickelt wird, soll aus technischen Texten durch au-
tomatisches Textverstehen Beschreibungen der in diesen Texten behandelten
Konzepte aufbauen. Aus den so gewonnenen Konzeptbeschreibungen werden
durch induktive Generalisierung Beschreibungen allgemeinerer Konzepte gene-
riert. Damit lernt das System terminologisches Wissen zu einem Diskursbereich.
Da Texte als Wissensquelle herangezogen werden, realisiert wit ein inkrementel-
les Lernen auf der Basis von unvollständigem und unsicherem Wissen. Gleich-
zeitig führt wit ein Lernen anhand von Beispielen durch, denn es werden nicht
nur Konzeptbeschreibungen, sondern auch die Klassenzugehörigkeiten der aus
den Texten akquirierten Konzepte erschlossen. Dadurch wird sichergestellt, daß
nur relevante und keine artifiziellen Konzeptklassen gebildet werden.
Neu akquiriertes Wissen wird unmittelbar für die weiteren Textananlysen
und das weitere Lernen verwendet. Da es somit keine Unterscheidung zwi-
schen zum Lernen verwendetem Hintergrundwissen und dem gelernten Wis-
sen gibt, erweitert das System sein eigenes Hintergrundwissen, wodurch sich
seine Verstehens- und Lernfähigkeiten zunehmend verbessern. Wir bezeichnen
diesen Vorgang des Aufbaus domänenspezifischen Wissens als 'Bootstrapping'
einer Wissensbasis. Das Wissen zu einem Diskursbereich kann so mit nur ge-
ringem domänenspezifischen Vorwissen akquiriert werden, so daß der in wit
gewählte Ansatz weitgehend diskursbereichsunabhängig ist.
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An overview of a natural language understanding System is given, which analyzes texts
about technical products and derives representations of the concepts described in these texts.
The System is able to cope with incomplete knowledge in a controlled manner, and also to
acquire terminological knowledge from the analyzed texts. The knowledge acquisition strategies
are presented in more detail.
Referat
Bei einem automatischen Verstehen von authentischem Textmaterial, also Texten, die
von Menschen für Menschen produziert wurden, muß realistischerweise von unvollständigem
lexikalischen und konzeptuellen Wissen ausgegangen werden. Mit dem vorgestellten Textver-
stehenssystem soll ein Beitrag für ein realistischeres automatisches Textverstehen gelei-
stet werden, indem Mechanismen bereitgestellt werden, die einen kontrollierten Umgang mit
konzeptuellen und lexikalischen Spezifikationslocken erlauben und, hier liegt der Schwerpunkt
dieses Beitrags, es ermöglichen, Konzeptwissen aus Texten zu akquirieren.
Als Textmaterial werden authentische, also nicht prä-editierte, deutschsprachige Artikel aus
dem Gebiet der Informations- und Kommunikationstechnologie herangezogen. Aus den Texten
sollen semantische Beschreibungen der in den Texten thematisierten Konzepte abgeleitet wer-
den. Diese Beschreibungen repräsentieren aktuelle oder mögliche Eigenschaften von Konzepten
und ihre semantischen Beziehungen zu anderen Konzepten.
Das dem System vorgegebene Konzeptwissen ist vorwiegend allgemeiner, domänen-
unabhängiger Natur. Domänenspezifisches Wissen wird dagegen nur in geringem Umfang
bereitgestellt. Ähnliches gilt auch für das morphologische und semantische Lexikon. Beschrei-
bungsgegenstand sind hier synsemantische Wörter, semantisch arme, domänenunabhängige
Verben sowie die lexikalischen Bezeichnungen der in der Wissensbasis modellierten Konzepte.
Darüber hinaus ist das System mit Wissen über morphologische und syntaktische Phänoneme
sowie Phänomene auf der Textebene ausgestattet.
Für die Akquisition von Konzeptwissen werden alle dem System verfügbaren Wissensquellen
eingesetzt: Morphologisches und syntaktisches Wissen dient beispielsweise dazu, die Namen
neuer Konzepte zu bestimmen. Aus den Kontexterwartungen, die Teil der Beschreibungen
sprachlicher Ausdrücke im semantischen Lexikon sind, werden Hypothesen Ober die Klassen-
zugehörigkeit eines Konzepts abgeleitet. Durch die Ermittlung der textuellen Organisation von
Textpassagen lassen sich Anaphern und textuelle Ellipsen auflösen und somit verschiedene in
einem Text gemachte Aussagen Ober ein Konzept zusammenführen. Dies wiederum ermöglicht
es, die Bedeutung eines Konzepts zunehmend feiner herauszuarbeiten. Desweiteren lassen
sich aus dem inhaltlichen Zusammenhang zwischen sprachlichen Äußerungen Hypothesen
ableiten über die Beziehungen zwischen den beteiligten Referenzobjekten, bzw. zusätzliche
Eigenschaften eines Referenzobjektes.
Die vom System abgeleiteten Konzeptbeschreibungen werden unmittelbar an die
Konzeptwissensbasis weitergegeben, die entsprechende Modifikationen der bestehenden Wis-
sensstrukturen vornimmt. Die so aktualisierte Wissensbasis wird für die weitere Analyse dessel-
ben und aller weiteren Texte herangezogen. Durch die Analyse mehrerer Texte wird auf diese


































In diesem Beitrag werden getypte Hypertext-Links als Analoga zu den Kohärenzrelationen
linearer Texte eingeführt. Exemplarisch werden einige derartiger Relationen vorgestellt, wie
sie zur Verbesserung der Leistung des interaktiven graphischen Retrieval-Systems TWRM-
TOPOGRAPHIC spezifiziert wurden.
Abstract
This papers deals with typed hypertext links which are introduced as analogues to the
relations of coherence which may be found in linear texts. Some relations are presented as
exampies which were specified to improve the Performance of the interactive graphical retrieval-
system TWRM-TOPOGRAPHIC.
1 Einleitung
Eine Grundlage für einen flexiblen, die übliche lineareTextform sprengenden Umgang mit
Textinformation bilden die in den letzten Jahren entwickelten Hypertext-Systeme, die eine netz-
werkartigeStrukturierung von Textmengen mit graphisch interaktivenPräsentationsmöglichkeiten
verbinden. Die Flexiblität dieses neuen Mediums läßt es, unter anderem, auch als geeigneten
Informationsträger zur Distribution von Fachinformation erscheinen. Gegenüber konventionellen
Retrievalsystemen tritt insbesondere der Vorteil hervor, daß Texte, bzw. Textsegmente durch
inhaltliche Vernetzung in den Kontext einer größerenTextmenge eingebettet werden können. Er-
forderlich ist aber eine kohärente Strategie zum sukzessiven Hypertextaufbau (ausFachtexten),
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die Verfahren zur Auswahl der Hypertext-Einheiten, eventuell durch Segmentierung der Texte,
und zur inhaltlichenVerknüpfung dieser Textfragmente einschließt. Das bezieht sich einerseits
auf den semantischen Gehalt intra- und intertextueller Beziehungen, die durch Hypertext-Links
ausgedrückt werden sollen. Wie im nächsten Abschnitt ausgeführt wird, kann hier auf Modelle
der Textlinguistik zurückgegriffen werden. Andererseits stellt sich auch das Problem der intellek-
tuellen Kontrollierbarkeit eines aus großen Textmengen sukzessive aufzubauenden Hypertexts.
Nach unserem Dafürhalten kann Konsistenz in der Vergabe textübergreifender Hypertext-Links
nur durch eine Automatisierung dieses Vorgangs erreicht werden. Dementsprechend beruhen die
im Hautabschnitt dieser Arbeit vergestellten intertextuellen Relationen auf Textrepräsentationen,
wie sie mit einem Textparser (der TOPIC-Parser), der dem gegenwärtigen Stand der Kunst
entspricht, aus Fachtexten erschlossen werden können.
2 Textlinguistische Grundlagen
Hypertexte sind nie auf vollständige Rezeption hin ausgelegt, so daß die Auswahl
und endgültige Anordnung der Inhalte in den Hypertext-Pfaden, den vom Leser rezipierten
Konkretisierungen des Hypertextes, erst von diesem endgültig bestimmt werden. Diese
gegenüber konventionellen Texten für den Leser gewonnenen zusätzlichen Freiheitsgrade lassen
sich im Rahmen zweier alternativer Modelle interpretieren:
Ein Hypertext ist ein prästabilisierter Text, aus dem durch eine Stoffreduktion auf das jeweils
Relevante und durch Linearisierung ein Text entsteht. In diesem Fall sind die Modelle der
Textlinguistik auf das entstehende Gebilde direkt übertragbar.
Ein Hypertext ist eine Menge von Texten, die durch inhaltliche Vernetzung in ihrer Inter-
textualität repräsentiert werden. Für derartige textübergreifende Strukturen gibt es bisher
allerdings keine operationalisierbaren Formalisierungen.
In diesem Spannungsfeld zwischen Textualität und Intertextualität befindet sich ein aus deskrip-
tiv expositorischen Fachtexten — im weiteren Journalartikel aus der Mikrocomputertechnologie
— zum Zweck des Information Retrieval aufgebauter Hypertext zwischen den beiden Polen.
Es ist zwar richtig, daß der Aufbau des Hypertexts aus disparaten Texten zunächst für ein
Überwiegen intertextueller Beziehungen spricht. Grundlage zur Lösung eines Informationsprob-
lems sind nicht einzelne Texte mit ihrer jeweils unzureichenden Information, sondern der von
diesen Texten gebildete Inter- bzw. Hypertext. Der Umgang von Lesern mit Fachjournalen
(McKnight et al. 89), die derartige Texte enthalten und daher die konventionelle Repräsentation
des Intertexts bieten, legt allerdings die Vermutung nahe, daß der zwar an der vorgegebenen
Dokumentenstruktur orientierte, aber auswählende, nicht dem Textverlauf folgende, Textgrenzen
überspringende Lesestil Intertextualität1 in Textualität umdeutet, so daß Fragmente aus unter-
schiedlichen Texten unter dem Gesichtspunkt einer thematischen Vollständigkeit und inhaltlichen
Kohärenz neu organisiert werden. Diese Betrachtungsweise ermöglicht es, die entstehenden
Strukturierungsprobleme im Lichte textlinguistischer Modelle zu betrachten und bedingt damit
zwangsläufig die Frage nach den strukturellen Vorbedingungen von Textualität, die auf drei Ebe-
nen anzusiedeln sind (Hatakeyama et al 85):
Konnektivität entsteht, wenn sich über eine Folge von Textsegmenten mit Hilfe von zunächst
arbiträren Texteigenschaften ein roter Faden konstruieren läßt. Diese Eigenschaften können
sowohl auf der Ebene der Phone (Versmaß, Reim etc.), wie auch der Syntax (Konnektiva),
Semantik (sinn-semantische Relationen) und Pragmatik angesiedelt sein. Für uns werden
im weiteren vor allem die referentiellen Relationen von Bedeutung sein, die in referenz-
identische Relationen, die Begriffswiederholungen, Pro-Formen und iexikalisch-referenzielle
Relationen wie Hyponymie und Hypernymie umfassen, und referenzkonforme Thesaurus-
relationen, die durch Erwähnung von Aspekten schon referenzierter Begriffe bzw. Objekte
entstehen, aufgeteilt werden.
Kohäsion ist eine striktere Form der Konnektivität, die sich durch das zusätzliche Bestehen
sinn-semantischer Relationen und adäquater thematischer Progressionen konstituiert.
1
 Selbstverständlich ist die literarische Auffassung von Intertextualität, die formal kaum zu erfassende Phänomene
wie Parodie umfaßt, erheblich umfassender als die im Kontext dieser Arbeit vertretene.
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Kohärenz ist trotz zahlreicher textlinguistischer Untersuchungen ein relativ opaker Begriff
(Horänyi 85). Gemeinsam ist die Auffassung, daß Kohärenz nicht allein text-immanent
zu begründen ist, sondern — auch in Analogie zu anderen Strukturen, wie z.B. Bildern
(Dorfmoiler-Karpusa/Dorfmüller 85) — von Eigenschaften der realen/fiktionalen Welt, Er-
wartungen des Lesers/Betrachters usw abhängt (van de Velde 85), also pragmatische As-
peke hat. Eine Integration von pragmatischen und referentiell semantischen Aspekten der
Kohärenz gibt Heydrich 89, der Kohärenz durch Beziehungen zwischen relevanten Objek-
ten bzw. Situationen konstituiert sieht.
Kohäsion und Kohärenz betreffen sowohl oberflächensyntaktische wie auch semantische
Strukturen. Eine Übernahme der für lineare Texte eingeführten Oberflächen-syntaktischen
Kohäsions- oder Kohärenzindikatoren in Hypertexte ist nicht möglich. Dieses Defizit muß wegen
der großen Bedeutung von Strukturhinweisen für das Textverstehen (Kieras 82) durch Einführung
neuer Stilmittel in die Hypertext-Präsentation (Charney 87) ausgeglichen werden. Insbeson-
dere ist eine Ausweitung der kohäsions- und kohärenzstiftenden Funktion graphischer Elemente
Ober das in linearen Texten übliche Maß (Liebsch/Werchosch 88) hinaus anzustreben. Die
text-semantische Ebene wird schon in linearen Texten von nicht-linearen Kohärenzrelationen
gebildet, so daß von einer zweidimensionalen Struktur von Texten (Gülich/Raible 77 pp. 51-55)
gesprochen werden kann. Diese Relationen finden ihre Entsprechung in den Links der Hyper-
texte, so daß der Übergang zum Hypertext eine Explikation von Strukturen mit sich bringt, die
schon in linearen Texten implizit enthalten sind. In diesem Zusammenhang ist insbesondere
auf die Arbeiten von Hobbs (z.B. Hobbs 85) und Mann/Thompson (z.B. Mann/Thompson 88) zu
verweisen, in denen ein Kanon von Kohärenzrelationen vorgestellt wird.
Für die automatische Konvertierung von Textmengen in Hypertexte stellen sich dem-
entprechend insbesondere folgende Fragen.
Wie können Texte fragmentiert werden, so daß die entstehenden Texteinheiten in sich
konnex bleiben (s. Hammwöhner 90)? Ergebnisse der Textlinguistik und der Psychologie
legen eine Segmentierung auf dem Niveau von Paragraphen nahe.
• Welche Verbindungen zwischen den Hypertext-Einheiten — auch solchen, die ursprünglich
zu unterschiedlichen Texten gehörten — lassen sich etablieren, so daß eine inhaltsorientierte
Navigation ermöglicht wird (s.u.)?
• Welche globale Strukturen können konstituiert werden, die dem Leser bei der Hypertext-
Navigation als Orientierungshilfe dienen und Kohäsion und Kohärenz der gelesenen Folge
von Hypertext-Einheiten garantieren (s. Hammwöhner 90)?
3 Automatischelnhaltserschließung durch partielles
Parsing: Das TOPIC-System
Für Inhaltserschließung und Repräsentation im Rahmen der automatischen Konstruktion
von Hypertexten lassen sich folgende Anforderungen benennen:
• Sowohl die Segmentierung von Texten als auch die Vernetzung der entstehenden Textfrag-
mente basieren in erster Linie auf semantischen Kriterien, weshalb die syntaktische Struktur
der Texte weitgehend vernachlässigt werden kann.
Zur Bestimmung der referentiellen Struktur des Textes, entscheidet für den Aufbau der
Makrostruktur, müssen textlinguistische Phänomene, wie Anaphora, pronominale Referenz
etc. behandelt werden können.
Kriterien zur Ableitung der Salienz der im Text auftretenden Konzepte beruhen auf
Kohärenzphänomenen, z.B. der thematischen Progression (JanoS 79).
Die Unbestimmtheit des sich sukzessiv aufbauenden hypertextuellen Kontextes erlaubt
keine fokussierte auf ein bestimmtes Interesse ausgerichtete Inhaltserschließung.
• Die Vernetzung der Texteinheiten soll im Sinne einer kohärenten thematischen Entwicklung
während der Hypertext-Navigation, auf essentiellen, nicht akzidentiellen Inhalten beruhen,
insofern ist eine Kondensierung der Inhalte anzustreben.
Die Notwendigkeit, größere Textmengen bearbeiten zu können, erfordert eine effiziente
Inhaltserschließung.
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Diese Rahmenbedingungen stellen die Analyse-Komponente des zu entwerfenden Hypertext-
Systems in den Kontext des wissensbasiertenAbstracting, wie es von dem in Konstanz ent-
wickelten TOPIC-System geleistet wird. Die Übernahme der methodischen Grundlagen von
TOPIC2, insbesondere des Repräsentationsformalismus, ermöglicht es, den Aspekt der Text-
analyse nur kursorisch zu streifen und, die Analyseergebnisse voraussetzend, auf die Definition
von Kohärenzrelationen einzugehen.
Das TOPIC-System ist ein Textanalyse und —kondensierungssystem, das Zeitschriften-
artikel eines eingeschränkten Diskursbereichs im Sinne eines indikativ-informativen Referats
inhaltlich erschließt, indem Thematik und wichtige Fakten eines Textes bestimmt werden.
Im Gegensatz zum traditionellen Abstracting und auch zu derzeit verfügbaren automatischen
Abstracting-Systemen (z.B. DeJong 82, Fum et al 82, Tait 85) — eine Übersicht gibt Hutchins
87 — besteht die Leistung von TOPIC nicht in der Generierung eines auf ein vorgegebenes
Interessenprofil ausgerichteten natürlichsprachlichen Abstracts. Vielmehr wird der Text in the-
matisch kohärente Teiltexte zerlegt, deren thematische Struktur jeweils durch sogenannte The-
menbeschreibungsgraphen (Reimer/Hahn 88).
Den speziellen Anforderungen an die Inhaltserschließung zum Zweck des Abstracting bzw.
Indexing — Effizienz und Robustheit bei Textverstehen begrenzter Tiefe — wird TOPIC durch
Einsatz eines konzept-orientierten partiellen semantischen Parsers gerecht. Die linguistische
Kompetenz des Parsers ist objektorientiert in Form von Wort-Experten (Hahn 87) spezifiziert. Im
Unterschied zu anderen Ansätzen (s. Reddig 84) sind die Wortexperten in TOPIC nicht strikt
wortorientiert, sondern beschreiben, basiert auf dem Konzeptwissen3 einer frame-orientierten
Wissensbasis, in erster Linie satzübergreifende textlinguistische Phänomene, insbesondere ref-
erenzieller Art, wie z.B. Anaphern und Proformen. Der Frame-Ansatz unterstützt aufgrund der
objektzentrierten Modellierung (Minsky 75), die besonders zur Darstellung referenzieller Rela-
tionen geeignet ist, die einfache Formulierung von Wortexperten, die Referenzketten verfol-
gen und damit Anaphern und Proformen auflösen, aber auch thematische Progressionsmuster
aufdecken können (Hahn 90). Dabei entsprechen referenz-konforme Thesaurus-Relationen den
Slot und Slot-Eintrags-Relationen des Frame-Modells, während referenz-identische Relationen
einer durch die Slot-Struktur von Frames induzierten Spezialisierungshierarchie entsprechen.
Diese merkmalsabhängige Definition der Spezialisierung (für eine formale Definition s. Reimer
89) ist ein Spezifikum des eigens für TOPIC entwickelten Repräsentationsmodells FRM4 (Reimer
89). Im Gegensatz zu anderen frame-orientierten Repräsentationssprachen, z.B. KL-ONE
(Brachman/Schmolze 85), verfügt FRM weiterhin über eine weitgehende, durch modellinhärente
Integritätsregeln gesteuerte Integritätskontrolle für Wissensbasen, die bei Änderungen der Wis-
sensbasis durch Knowledge-Engineering, aber auch durch Konzeptlernen während der Analyse,
eine fortwährende Validität der Wissensbasis garantiert.
Als Ergebnis der Textanalyse liegt eine modifizierte Wissensbasis vor, die die thematische
Struktur des untersuchten Textabschnitts wie folgt repräsentiert:
Die Salienz der auftretenden Begriffe wird durch die Zuweisung eines Aktivierungsgewichts,
das der nach Auflösung von Anaphern und Proformen ermittelten Erwähnungshäufigkeit
proportional ist, wiedergegeben. Derartige Gewichtungen können bei Frames, Slots und
Einträgen vorgenommen werden.
Werden im Text einem Konzept Merkmalsausprägungen zugewiesen, so wird eine
entsprechender Sloteintrag in der Wissensbasis vorgenommen.
In besonderen, allerdings sehr eingeschränkten Fällen, kann ein nicht in der Wissensba-
sis repräsentiertes Konzept aus dem Text erworben werden. Die Verbesserung dieser
Lernfähigkeit ist Gegenstand aktueller Forschungsarbeit (Reimer 90).
An die Analyse des Textes schließt sich eine Kondensierungphase an, die unterdurchschnittliche
Aktivierungen, die vermutlich akzidentiell sind, eliminiert. Zusätzlich zum Aktivierungwert wird
bei der Kondensierung auch die Existenz von Slot-Einträgen als ein Indikator für die Bedeutung
2
 Eine ausführliche Beschreibung von TOPIC geben Hahn/Reimer (86a,88).
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eines Konzepts berücksichtigt. Die somit aus der Textanalyse resultierenden Textwissensbasen
bilden die Grundlage fQr die Berechnung von Kohärenzrelationen zwischen den entsprechenden
Textabschnitten.
Das folgenden Beispiel vermittelt einen Eindruck von der Ausnutzung semantischer Struk-
turen für Merkmalszuweisung, Auflösen von Anaphern und einfaches Konzeptlernen. In einem
Artikel sei die folgende Formulierung enthalten:
Der IBM-PC ist ein häufig verkaufter Personalcomputer.....Dieser Rechner verfügt Ober einen
8080-Mikroprozessor, der....
Die salienten Begriffe Personal-Computer, Rechner und 8088-Microprozessor seien, wie
der Abbildung 1 zu entnehmen ist in eine Frame-Struktur eingeordnet, während der Begriff IBM-
PC nicht in der Wissensbasis enthalten ist. Durch das Vorwissen, daß PC einen Personal-
Computer bezeichnet, IBM ein Hersteller ist, kann ein Frame für das Kompositum IBM-PC
bereitgestellt werden, der von dem Prototyp Personal-Computer abgeleitet ist und über einen
Eintrag in den Slot Hersteller verfügt. Indem die Referenz auf den Begriff Rechner durch
referenzidentische Relationen auf IBM-PC (Synonymie, Unterbegriff) zurückgeführt werden kann,
wird die Zuweisung eines weiteren Slot-Eintrag ermöglicht, dementsprechend wird eine Erhöhung





















4 Hypertext-Links in TWRM-TOPOGRAPHIC
In diesem Abschnitt werden zweistellige Relationen auf der Menge der Textrepräsentationen
eingeführt, die als Hypertext-Links die Kohärenz des Hypertext-Korpus konstituieren. Die fol-
genden Definitionen geben die semantischen Vorbedingungen für das Bestehen der jeweiligen
Relationen5 wieder, deren pragmatische Aspekte erfaßt werden, indem sie in Verwendungs-
zusammenhänge, d.h. Textschemata eingeordnet werden6. Die Relationen sind inhaltlich an den
von Hobbs und Mann/Thompson formulierten Kohärenzrelationen orientiert, aber in erster Linie
auf den Diskursbereich zugeschnitten, so wurde z.B. auf temporale und kausale Verknüpfungen
verzichtet, da diese in den weniger argumentativen als deskriptiven Texten keine bedeutende
Der Unk-Taxonomie von DeRose (89) folgend sind sie deshalb als intensionale Links zu bezeichnen.
Eine formale Spezifikation der Kohärenzrelationen, sowie der Textschemata gibt Hammwöhner 90.
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Rolle spielen. Weitere Einschränkungen resultieren aus der Begrenztheit der zur Verfügung ste-
henden Inhaltserschließungs- und Repräsentationsverfahren. Inwieweit z.B. eine Textpassage
den Leser zu motivieren vermag — Motivation gehört zu den rhetorischen Relationen der RST
(Mann/Thompson 88) — kann mit den hier eingesetzten Mitteln nicht erschlossen werden, führt
aber beim konstruktiven Gebrauch der Begrifflichkeiten auch eher in die Richtung konversa-
tionaler Diskursmodellierung, wie sie von Thiel (90) für das Information Retrieval vorgeschlagen
wird. Andererseits sind einige unmittelbar auf den Diskursbereich zugeschnittene Relationen
eingeführt, wie die Gegenüberstellung vergleichbarer Objekte oder die Berücksichtigung unter-
schiedlicher Rollen. Der Kanon der hier definierten Relationen soll und kann nicht vollständig
sein, sollte aber zur Darstellung der Funktion von Hypertext-Links in dem vorgeschlagenen
Hypertext-Modell ausreichen.
Die im folgenden defininierten Relationen beruhen auf Eigenschaften der Text-
repräsentationen, insbesondere auf der Einordnung von Objekten, die im folgenden als Frames
modelliert werden, in die Konzepthierarchie, auf den zu den Objekten akquirierten Fakten und
auf der thematischen Relevanz (van Dijk 79) der angesprochenen Begriffe.
4.1 Bestätigung
Durch Einführung kontrollierter Redundanz z.B. durch Textsegmente, die bisher getroffene
Feststellungen bestätigen, kann die Akzeptanz eines (Hyper-)Textes durch den Leser gesteigert
werden. Eine solche Bestätigung kann erfolgen durch:
Wiederholung von Faktenangaben,
Subsumption von Fakten unter einen umfassenderen Begriff oder durch
Aufsuchen eines Faktums von dem auf das zu bestätigende Datum geschlossen werden
kann.
Zusätzlich dürfen in den betroffenen Texteinheiten keine inkompatiblen Angaben (con-
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(s. Def. 6.6) pcnpective
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Grafik-Software
Die Abhängigkeit zwischen Merkmalsausprägungen ergibt sich dabei aus den, den Slots
zugeordneten Integritätsregeln. Das in Abb. 2 dargestellte Beispiel zeigt, daß eine bestimmte
Anwendersoftware nur dann einem Rechner zugesprochen werden kann, wenn das Betriebssys-
tem, für das sie entworfen wurde, mit dem des Rechners übereinstimmt.










Abbildung 2 Dem Slot Anwendersoftware des Frame Microcomputer ist eine Integritätsbedingung
zugeordnet:, die die Gleichheit der Ausprägungen des Merkmals Betriebssystem fordert.
Eine andere Form der Bestätigung ergibt sich aus einer Wiederholung des Sachverhalts
unter veränderter Perspektive durch Umkehrung der zugehörigen Aggregierungsrelation. Wurde
zuvor ein Computer unter dem Gesichtspunkt seiner Bauteile untersucht, wird nun das Vorkom-
men eines Bauteils in verschieden Rechnern, darunter auch der vorgegebene, betrachtet. Damit
ergibt sich zusätzlich ein Wechsel des Diskurs-Fokus.
4.2 Elaboration
Im Gegensatz zur Bestätigung, die ein retardierendes Element in den Text einführt, wird die
Entwicklung des (Hyper-)Textes durch Elaboration {elaborate) im Sinne eines lokalen Diskursziels
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vorangetrieben, indem allgemeine Begriffe durch konkretere ersetzt werden oder die Konse-
quenzen vorgegebener Prämissen aufgezeigt werden. Von dieser Form der Elaboration, die auf
eingeführte Fakten Bezug nimmt, läßt sich die Vervollständigung (complete) unterscheiden, die























Eine auf ein Konzept zu beziehende Inkompatibilität zwischen den Ausführungen zweier
Textfragmente, wie sie nicht nur durch unrichtige Angaben, sondern auch durch Zeitversionen etc.
vorkommen kann, liegt dann vor, wenn in ihnen Merkmalsausprägungen zugewiesen werden, die
aufgrund modell- bzw. domänenspezifischer Integritätsregeln nicht gemeinsam in einem Frame
auftreten dürfen. Zur Überprüfung der Kompatibilität von Einträgen in nicht-terminalen Slots kann
hier nicht allein der Frame-Name herangezogen werden, sondern es muß die Frame-Struktur
überprüft werden.
Das Bestehen dieser Relation zwischen zwei Texteinheiten kann, muß aber nicht
zwangsläufig auf Fehlinformation in einer der beiden hinweisen. Es kann sich auch um Beschrei-
bungen zweier nicht kompatibler Ausprägungen einer Objektklasse handeln. In beiden Fällen
können die aus den Texten gewonnenen Fakten nicht im Sinne einer gegenseitigen Bestätigung
oder Elaboration aufeinander bezogen werden.
In dem unten angeführten Beispiel (zur Erläuterung siehe auch Abb. 3) läßt sich ein Konflikt
einerseits daraus ableiten, daß Cpu als Slot nur einen Eintrag zuläßt, andererseits aber auch





































Abbildung 3 Dem Slot Betriebssytem des Frame Zenon-x ist eine Integritätsbedingung
zugeordnet:, die die Gleichheit der Ausprägungen des Merkmals Cpu fordert.
4.4 Rollenwechsel
Diese Relation bezeichnet die Diskussion eines Objekts unter unterschiedlichen Per-
spektiven. Diese Sichtweisen lassen sich unterschiedlichen Oberbegriffen in der Spezia-
lisierungshierarchie zuordnen. Ein Perspektivenwechsel zwischen zwei Texteinheiten findet also
genau dann statt, wenn in jeder von ihnen Aspekte des Objekts diskutiert werden, die sich nur
einem dieser Oberbegriffe zuordnen lassen. Behandelt z.B. (s. Abb. 4) eine Textpassage ein
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Software-Paket unter dem Gesichtspunkt des Programmierstils, während eine andere auf Preis
und Marktchancen abhebt, so liegt ein Wechsel der Perspektive vor, der durch den Übergang
vom Oberbegriff Software zum Oberbegriff Produkt gekennzeichnet ist.


















































Im allgemeinen werden solche Perspektiven in einem gemeinsamen Unterbegriff integriert
(Software-Paket). Liegt aber ein ungewöhnlicher Verwendungszusammenhang vor (Mikrorech-
ner als Arbeitsplatzcomputer, aber auch als intelligente Terminals), so ist möglicherweise keine
integrierende Sicht modelliert. In diesem Fall kann ein Konzept in zwei Text-Repräsentationen
verschiedenen Prototypen zugeordnet werden. Diese Behandlung von "Rollen" als nur lokal
gQitige Einordnung in eine Spezialisierungshierarchie ist vielleicht formal weniger stringent als an-
dere Ansätze zu diesem Problem, die z.B. eigene Modellkonstrukte für Rollen vorsehen (Reimer
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86), aber für den Einsatz im automatischen Aufbau von Hypertexten ist vor allem die Flexibilität
der vorliegenden Lösung entscheidend, die es erlaubt, unterschiedliche Rollen evtl. auch ohne
eine letzlich starre Vormodellierung zu erfassen.
4.5 Ähnlichkeit
Übereinstimmung zweier Instanzen eines Prototyps bezüglich der zu einem Merkmal akqui-
rierten Fakten ist eine sinnvolle Voraussetzung für eine vergleichende Gegenüberstellung ins-































Sind zwei Instanzen eines Prototyps Fakten zugeordnet, die, analog zur Konflikt-Relation (s.
Abschnitt 4.3), aufgrund modellinhärenter oder domänenspezifischer Integritätsregeln inkompa-
tibel sind, so sind die Voraussetzungen für eine kontrastive Gegenüberstellung von Texteinheiten
gegeben, die insbesondere bei Übereinstimmung hinsichtlich anderer Merkmale informativ sein






















Die oben definierten Kohärenzrelationen sind entsprechend den Möglichkeiten derzeit
verfügbarer Volltext-Analysesysteme weitgehend referenziell orientiert und ohne tieferen
rhetorischen Gehalt. Im Zusammenhang eines umfassenderen Textschemas (Hammwöhner
90), das Elaborationen, Kontrastierungen etc. einem bestimmten Diskursziel zuordnet, das hier
in Beschreibung oder Vergleich von Produkten aus dem Bereich der Mikrocomputertechnolo-
gie bestehen kann, ermöglichen sie dennoch Informationsdienstleistungen, wie sie von konven-
tionellen Retrievalsystemen nicht angeboten werden können.
Die Ober den aktuellen Zeitpunkt hinaus am Lehrstuhl für Informationswissenschaft
geplante Forschung auf dem Gebiet Hypertext schließt aber die Erfassung komplexerer
Kohärenzrelationen, die weniger die referenzielle als die rhetorische Struktur von Texten wieder-
spiegeln, ein. Da wir zur Zeit nicht davon ausgehen, derartige Relationen mit vertretbarem
Aufwand automatisch erkennen zu können, wird die inhaltliche Erschließung der Texte zumin-
dest vorübergehend intellektuell erfolgen. Nicht aufgegeben wird jedoch die Vorstellung, daß der
Aufbau der textübergreifenden Verweisstrukturen automatisch erfolgen muß, um auch in umfang-
reichen Hypertexten eine konsistente und vollständige Vernetzung zu erreichen. Das Beispiel in
Abbildung 5 illustriert diese Vorgehensweise: Zwei Texte — Produktbeschreibungen von Nadel-
druckern — werden intellektuell inhaltlich erschlossen, das heißt das eine Segmentierung in
funktional aufeinander bezogene Texteinheiten stattfindet, deren propositionaler Gehalt, The-
matik und Funktion für den Gesamttext angegeben werden. Der erste Abschnitt von Text 1 z.B.
dient als Motivation sich trotz des Booms der Laser-Drucker-Technik mit Nadel-Druckern zu be-
fassen, d.h. den weiteren Text zu lesen. Unter Vorgabe von Verallgemeinerungsbedingungen für
die rhetorische Funktion Motivation, wie z.B. thematische Übereinstimmung des Zielabschnitts,
läßt sich eine intertextuelle Beziehung automatisch ableiten, d.h. der erste Abschnitt von Text
1 kann analog auf den Text 2 bezogen werden.
55
(1.1) Obwohl Drucker mit Laeeruchnik immer beliobter werden, hinkt die
WeHerontwkkhn» von Printern mit Nadekechnft nicht hinterher.
(12i Dar Anwender kommt um den EinHB von Druckern m* dieeer horkoommlichen
Technik nicht herum, wenn er uarochierflirf» Vortagen bedrucken will.
(13) Der neue C-l« *oa C-feh in «ia f r. dir »woM Bndlof-Fbnnuhre,
(M) Dat neue Modell belk tener durch >eme kompakte Banraee auf und durch die
ren vom und »on hinten erfclft, a
arwofeendH
|(l«DI«Or«faeiiflueiiiiib«B»eitllO0ul36OPBnlaeproZoa.
1(1.7) D » reicht «ach mor Breda-Dreck •
( 1 * Der 34-Kedel-KeBfnrft AMT ein kkne SchriftbOd.
(1.10) Und nun kenn riet dieeeo Profi-Drecker leieten.
(1.11) Er koeutiifke2iaO Merk.
I Hinter(rand-lDii>
q.l)Mit dem KX-Pm*jnamktlPmmcn<c M M 24-Nedel-Onicfcer. der
Qrriitmk ring AuOoeiaB«»on 360 OMU 360 Punkua pro Zoll wicdalil«.
(12) Der Drucker hei sieben feetineleiliirt« Schriftarten n d «srarbeilet Papier b» u m Formet D1N A 4 <|iier.
(2J)Er«nulimdier>iick<rE|»ooljQ-2500urulIBMProprtaler.
(14) Standard tat eawCentloaia-SchaitMeOe. eine RS232C M eb Option verftie|bar.
a ^ ) Sein Preif Heft bei 1 2 » Mark.
Abbildung S Zwei kurze Fachtexte, die Produktbeschreibungen von Nadeldruckern
enthalten. Die jeweils Textinternen Relationen werden intellektuell erschlossen,
wihrend die lextabergreifenden Relationen automatisch vergeben werden.
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2. Deckung des Informationsdefizits
3. Unterstützungskomponenten beim Online-Retrieval
4. Schlußbemerkung
1 Einleitung
Im Zusammenhang mit der fortgeschrittenen Informationsverarbeitung tritt die mögliche
Verarbeitung nichtlinearer Informationsstrukturen zusehends in den Vordergrund. Der Auf-
bau von Hypertext- oder Hypermediabasen ermöglicht es, umfangreiche Informationsban-
ken mit typischen Mustern für nichtlineare Darstellung aufzubauen. Bei Hypertext- oder
Hypermediabasen werden die abgespeicherten Informationseinheiten ("Information Units")
mithilfe von "Links" [1] untereinander verbunden [2] [3] [4]. Die Links können dabei
für einen bestimmten Zusammenhang, etwa assoziative oder hierarchische Verknüpfungen
zwischen den Fragmenten stehen [5]. Im Vordergrund wissenschaftlicher Arbeiten stehen
zur Zeit Fragen im Zusammenhang mit Hypertextbasen, wohingegen multimediale Aspekte
eine eher unbedeutende Rolle spielen.
Sinn und Zweck von Hypertextbasen ist die Bereitstellung von Informationen, welche sich
der Benutzer durch assoziatives und/oder gerichtetes Navigieren bzw. Browsing in der Hy-
pertextbasis aneignen kann. Diese Art des Vorgehens steht in starkem Gegensatz zu dem in
der Online-Industrie üblichen Information Retrieval Paradigma, auch Matching Paradigma
genannt [6], entspricht aber eher einer typischen Vorgehensweise eines Informationssuchen-
den.
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2 Deckung des Informationsdefizits
Eine Hypertextbasis muß neben dieser assoziativen Unterstützungskomponente auch andere
Möglichkeiten der Informationssuche bieten, falls der Benutzer durch einfaches Browsing
nicht zu seinem Ziel, d.h. der gesuchten Information findet Reines Navigieren von Textein-
heit zu Texteinheit führt eventuell, besonders bei sehr umfangreichen Hypertextbasen, nur
unter großem Zeitaufwand zu den gesuchten Informationen. Es müssen somit weitere Lö-
sungen und Hilfen bei der Informationssuche angeboten werden, die über die hypertextspe-
zifische Komponente des Browsing und auch die Hypertextbasis selbst hinausgehen. Zwei
sich prinzipiell unterscheidenden Komponenten sind denkbar, wie und wo das Informati-
onsdefizit gedeckt werden kann:
1. Die von dem Benutzer gesuchte Information befindet sich in der Hypertextbasis, ist von
ihm nur noch nicht gefunden worden. Hier braucht der Benutzer Unterstützung, um ziel-
gerechter suchen zu können. Neben anwendbaren Möglichkeiten des herkömmlichen
Information Retrievals (Indexierung und Invertierung und daraus folgenden Suchmög-
lichkeiten), sind hypertextspezifische Identifizierungs-, Navigations- und Orientierungs-
hilfen notwendig.
2. Das Informationsbedürfnis kann nicht durch das in der Hypertextbasis vorhandene
Wissen befriedigt werden, oder der Suchende kann das in der Hypertextbasis vorhandene
Wissen nicht nutzen. Es müssen zusätzliche, externe Quellen benutzt werden, um dem
Informationslack zu begegnen.
Die externen Informationsquellen können verschiedener Natur sein. Neben dem traditio-
nellen Gang in die Bibliothek oder der Anfrage bei einem Kollegen tritt zunehmend die
Online-Information als Alternative zu den eher herkömmlichen Mitteln der Informations-
versorgung auf. Die mit diesem Informationsmedium auftretenden Probleme, wie etwa die
Kenntnis der Retrievalsprache(n) oder das Beherrschen der technischen Infrastruktur sind
hinlänglich bekannt. Jedoch gibt es nach wie vor kein geeignetes Mittel, um sowohl die
volle Leistungsfähigkeit der Retrievalsysteme zu erhalten, als auch entsprechende Benut-
zerhüfen zu integrieren, so daß bei der Nutzung der Informationsbanken keine Abstriche
gemacht werden müssen und der Benutzer auch als Laie die externen Informationsquellen
optimal nutzen kann. Ansätze bei den Hosts, Mailboxen, Gateways und im Front-End-
Softwarebereich können noch nicht als befriedigend angesehen werden [7] [8] [9]. Die
Frage, wie sich aus einer Hypertextbasis heraus eine Recherche auf externen Datenbanken
durchführen läßt, ist von großem Interesse, besonders unter dem Aspekt, daß hier zwei
verschiedene Recherchetechniken in scharfem Gegensatz aufeinanderprallen. Es stellt sich
die Frage, welche Hilfestellung erforderlich ist, um diesen Gegensatz zwischen Matching
Paradigma im Online Retrieval und Exploratory Paradigma [6], d.h. assoziatives Browsing
in der Hypertextbasis zu mildern.
3 Unterstützungskomponenten beim Online-Retrieval
Um die bei Recherchen in externen Datenbanken auftretenden Probleme zu lösen, sind
verschiedene Wege eingeschlagen worden, die von der einfachen Unterstützung durch
Hilfetexte, über Menüsteuerung bis zur automatischen Durchführung der Recherche rei-
chen. Es zeigt sich aber, daß mit diesen Hilfen nicht die volle Mächtigkeit der Online-














Abbildung 1: Hypertextbasis mit den Unterstützungskomponenten für die Recherche auf
externen Datenbanken und den Informationsflüssen
Retrievalkenntnisse verlangt und ihn dann bei der Auswahl der für sein Suchproblem rele-
vanten Begriffe unterstützt, am geeignetsten. Dadurch wird dem Benutzer bei der schwie-
rigen Formulierung seines Suchprofils geholfen, und die Einschränkungen bei der Suche
werden gering gehalten. Die Tatsache, daß der Benutzer die Retrievalsprachen bis zu einem
gewissen Grad beherschen muß, wird dabei in Kauf genommen.
Unterstützungskomponenten sollen also vornehmlich die Auswahl der Begriffe für das Re-
trievalproblem verbessern. Als Komponenten stellen wir uns verschiedene Hilfen vor, die
in der Hypertextbasis integriert sind, und damit nicht nur für die Recherche in externen Da-
tenbanken, sondern auch beim Suchen und Navigieren in der Hypertextbasis zur Verfügung
stehen können. Wir unterscheiden vier Komponenten (Abbildung 1), die den Benutzer bei
der Online-Recherche unterstützen:
1. Spezielle, auf den Benutzer zugeschnittene Tools (Benutzerprofil) erzeugen Voraussagen
bezüglich seiner Ziele, der Methoden zum Erreichen der Ziele und über das vorhandene
Wissen des Benutzers [10]. Dabei können stereotype Inhalte, die dem Benutzer
zugeordnet werden,1 als auch typische Verhaltensstrukturen, die durch andere Sitzungen
von dem System erlernt wurden, verwendet werden.
2. Als interne Informationsquellen gelten die dem Benutzer innerhalb seiner Arbeitsum-
gebung zur Verfügung stehenden Hilfsmittel, um die Suchfrage zu formulieren. Neben
den in den Nodes enthaltenen Informationen und ihrer Darstellung, auf die der Suchende
bei der Fragestellung sicherlich eingehen kann, soll Teil einer benutzerunterstützenden
Basis für das Retrieval in externen Datenbanken ein auf den Benutzer zugeschnittener
Thesaurus sein. Ausgehend von einem Standardthesurus kann der Einzelne diesen in
1
 Etwa bestimmte Aspekte, zu denen der Suchende immer Informationen benotigt (Hypertext and Information Retrieval). Diese
können explizit angegeben oder vom Syriern erkannt werden.
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seinem Arbeitsbereich nach den eigenen Bedürfnissen erweitern, vertiefen und verbes-
sern. Mehrere Verfahren zur Erweiterung sind dabei denkbar:
a. Der Benutzer kann den Thesaurus nach eigenen Bedürfnissen beliebig erweitern2.
b. Vom System vorgeschlagene Begriffe, die beim Eingang neuer Dokumente erstmals
auftreten, können in den Thesaurus eingebracht werden.
c. Eine Mischform aus beiden.
Es ist dabei zu beachten, daß kein kontrolliertes Vokabular für die Recherche in einem
Thesaurus aufgebaut wird, sondern ein auf den Benutzer zugeschnittener Wortschatz
entstehen soll, der dessen Recherche, bzw. die Begriffssuche unterstützt. Bei einzelnen
Begriffen kann die Zugehörigkeit zu einem kommerziell erwerbbaren Thesaurus genannt
werden, so daß in der entsprechenden Datenbank in kontrolliertem Vokabular gesucht
werden kann. Der Aufbau des Benutzerthesaurus sollte in der Hypertextumgebung
geschehen und der natürlichen, hierarchischen Struktur eines Thesaurus entsprechen3,
so daß der Benutzer innerhalb seiner gewohnten Umgebung arbeiten kann.
3. Wie oben erwähnt, ist ein grundlegender Unterschied von Hypertextsystemen gegenüber
konventionellen Methoden der Informationsdarstellung die Nichtlinearität. Das Brow-
sing und Navigieren durch Hypertexte ermöglicht das durch Assoziationen unterstützte
Suchen in einer Informationen enthaltenden Basis. Der Benutzer folgt also nicht vor-
gegebenen Pfaden, sondern Wegen, die er selbst auswählt, um relevante Informationen
zu finden. Dieser Weg, den er durch die Hypertextbasis verfolgt, entspricht somit sei-
nem individuellen Informationszuwachs, läßt aber auch Schlüsse ziehen, welche Art der
Information gesucht wird. Diese Information, wie man sich durch die Hypertextbasis
bewegt, in welcher Umgebung man navigiert und wie lange man bei einzelnen Wis-
sensfragmenten verweilt, ermöglichen Aussagen über die gesuchte Information. Dieses
Navigationswissen so umzusetzen, daß es dem Benutzer bei der Fragestellung für die
Online-Datenbanken Empfehlungen zur Optimierung der Recherche geben kann, wirft
umfangreiche Fragestellungen auf. Zunächst ist festzuhalten, welche Art von Infor-
mationen man dem Navigationsverhalten des Benutzers entnehmen kann. Dazu ist es
notwendig, das der Navigation zugrundeliegende System zu verstehen. Das Navigati-
onsverhalten des Benutzers in dem Hypertextsystem muß nachzuvollziehbar sein, d.h.
die drei Fragen
a. Wo bin ich ?
b. Woher komme ich ?
c. Wohin kann ich gehen ?
müssen bantwortbar sein. Dies erfordert ein sehr umfangreiches Hilfssystem, welches
etwa durch die Kartenfolge bei Hypercard, dem Backtracking bei Guide, oder einfa-
cher hierarchischer Muster nicht gewährleistet ist. Sicherlich kann für eine hierarchisch
durchstrukturierte Hypertextbasis eine Darstellung gefunden werden, die auf die oben
genannten Fragen ausreichend Auskunft geben kann, bei Hypertextsystemen, die das
freie Assoziieren erlauben und die selbständige Wegegestaltung durch dynamisch kon-
zipierte Links erlauben, erscheint ein graphischer Browser [12], wie er etwa in Note-
Cards oder gIBIS angeboten wird, notwendig. Neben dem möglichen Zooming muß
2
 Dieses Verfahren erfordert beim Benutzer ein gewisses Maß an Selbstbeschränkung, wie es auch bei der Navigation durch den
Hyperspace, oder bei der Erstellung eines eigenen Korrekturwöiterbuchs bei einem Textverarbeitungssystem benötigt wird.
Denkbar wäre ein Form, wie sie in [11] beschrieben wird.
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auch der bisherige Weg des Benutzers durch die Hypertextbasis dargestellt sein. Ein-
zelne Teile der Hypertextbasis müssen in Güster zusammengefasst werden können, so
daß die Übersichtlichkeit bei umfangreichen Hypertextbasen gewahrt bleibt.
4. Zusätzliche Informationen, die als Recherche in externen Informationsquellen mit ste-
reotypen Abfrageformaslismen durchfürbar sind, müssen automatisiert sein, so daß der
Benutzer nur das Informationsproblem benennen muß4. Hierbei gelangt man in die
bring-hold Problematik, die man aus den Bibliotheken kennt. Dem Benutzer müssen
daher die möglichen Optionen und angebotenen Informationen der externen Informati-
onsquellen ständig bekannt sein.
Nach der Recherche in der Online-Datenbank kann die Präsentation der Ergebnisse der Dar-
stellung in der Hypertextbasis angeglichen werden, um die Diskrepanz zwischen Online-
Datenbank der Hypertextbasis zu verringern. Dem Benutzer wird zunächst nur eine Doku-
mentationseinheit aus der Online-Datenbank zur Verfügung gestellt, die für die Fragestellung
die Relevanteste sein sollte. Diese Dokumentationseinheit kann etwa mittels statistischer
Verfahren bestimmt werden [13]. Der Benutzer gewinnt somit den Eindruck, daß er zur
nächsten Informationseinheit in seiner Hypertextbasis gegangen ist. Wird sein Informati-
onsdefizit behoben, kann er sich in seiner Hypertextbasis weiter bewegen oder verabschie-
den. Benötigt er weitere Informationen können andere Dokumentationseinheiten aus der
Online-Recherche aufgezeigt werden und im Anschluß mit Refcvance-Feedback Verfahren
[14] eine verbesserte Recherche durchgeführt werden.
4 Schlußbemerkung
Die vier zur Unterstützung der externen Informationsbeschaffung angesprochenen Kompo-
nenten unterscheiden sich sehr stark durch den Grad ihres Bezuges zum Benutzer. Für die
Online-Recherche liefert besonders das Navigationsverhalten Informationen über das aktu-
elle Informationsbedürfnis. Aus dem Wissen heraus, welche Inhalte der Benutzer sucht, und
wie sich diese Inhalte ändern, muß eine eindeutige Zuordnung zu Begrifflichkeiten gefun-
den werden, die das Informationsbedürfnis des Benutzers wiedergeben. Diese Komponente,
zusammen mit den anderen, ermöglicht dann die leichtere Formulierung der Frage für die
Online-Recherche.
4
 g jter Benutzer sucht zusätzliche Publikationen einet Autoren, oder sucht ein zitierte» Buch im Kaulog der Bibliothek, etc.
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Abstract
This paper reports on the extensJon of the System WISKREDAS which has been designed to
support a complex decision-making process (credit worthiness test of business founders) by
cooperative knowledge processing. To Improve the cooperativeness in knowiedge processing
and consequently the decision support Performance of the System we have extended it with
some hypertextual properties concerning the user Interface as well as knowledge representation,
in order to provide users more flexibülty in both interaction and Information display. The presenta-
ttori of the new System component 'presentation manager1, which is based on the hypertext idea,
and the necessary extensions in the frame-based knowledge representation are the main
concerns of this paper.
Referat
Dieser Beitrag behandelt die Erweiterung des Systems WISKREDAS, das zur Unterstützung eines
komplexen Entscheidungsprozesses (Kreditwürdigkeitstests von Existenzgründungsvorhaben)
mit Hilfe kooperativer Wissensverarbeitung erstellt wurde. Um die KooperatMtät und dadurch
auch die Leistungsfähigkeit hinsichtlich der Entscheidungsunterstützung durch das System zu
verbessern, haben wir Insbesondere die Benutzerschnittstelle und die Wissensrepräsentation von
WISKREDAS um hypertextuelle Eigenschaften erweitert, damit die Benutzer eine größere Flexibi-
lität bezüglich der Interaktion und der Präsentation von Information erhalten. Die Präsentation der
neuen Systemkomponente 'presentation manager*, die wesentlich auf der Hypertextidee basiert,
und der dazu notwendigen Erweiterungen In der frame-basterten Wissensrepräsentation stellen
das Hauptanliegen dieses Beitrags dar.
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1. Introductlon
One important aspect of Information Systems is their ability to Support users' actlvitles In
elaborating the necessary Information needed for problem sotving in a concrete decislon Situa-
tion1. The bnprovement of (co)operational properties of Information Systems (e.g. man/ machine
interactlon, transparency of System actions, etc.) is viewed as one of the main aims of research
on Information Systems (Bubenko 1986). Especially in ill-structured domains of application where
it is impossible to compietely represent the relevant knowledge in the System the consideration,
inclusion and Integration of human directives, expertise and experience become indispenslble.
In the context of deciskxi support the corresponding Systems (DSS) may be designed to
help the user in various levels of support. Extended decision support Systems (Keen 1986)
provide not only a passive support to the user (e.g. by comfortable means of interactton), they
also intervene actively in the course of decisfon-making. This active support may consist In the
supply of real cooperative graphical and mutti-medial facilttes for a goaJ-directed preparation and
presentation of Information in dependence on user Intentions (e.g. the access to and the supply
with meta-information, proposals, wamings, explanations, etc.) in order to elaborate exactly that
part of knowledge which Is needed in a concrete Situation.
Hypertexts or hypermedia represent an integrated form of data base technology,
knowledge management and multl-medlal presentation technics (texte, sound, graphics, movles,
etc.). The rton-iinear properties (see below) and midti-medial facüities of hypertexts meet the
efforts to gain a higher degree of fiexibility in knowledge presentation as well as in the elaboration
of Information relevant for concrete decislon situations (Kuhlen 1990b). The application of hyper-
text may dramatically hnprove efficlency and effectivity of decislon-making2 In W-structured
problem domains. The Performance of hypertext Systems not only lies in the textual and
graphical preparation of Information, but additionally in enabling the user to navigate freely in a
knowledge base and to Introduce his/her own specific proposals, positions and arguments to
specific instances of knowledge units.
In order to profit from the advantages of hypertext for the Improvement of decision support
Systems' Performance we have extended the prototype WISKREDAS3, - a frame-based System
which has been designed to support a complex decision-making process (credit worthiness test
of business founders) by cooperative knowledge processing - with some hypertextual properties
concerning especially user Interface as well as knowledge representation. Before presenting
these hypertextual extensions we Start in chapter 2 with a brief discusslon of the general rele-
vance of hypertext for decision support In chapter 3 we give a description of the WISKREDAS
project: after the presentation of Its components (in chapter 3.1) and the discussion about the
role of hypertext for the improvement of Its Performance (in chapter 3.2) we go into detail about
the extended hypertextual knowledge representation of WISKREDAS (in chapter 3.3). In order to
show the user Interface facilitles we flnally demonstrate the variety of knowledge presentation
with some examples.
Information is the subset of knowledge which is needed but not immediately available to a
specific person in a concrete Situation in order to sotve a problem and its availability
requires so called 'Information work* to be done (Kuhlen 1990a).
for a discusslon about effectivity and efficiency concerning decision support Systems see
Herget (1990).
WISKREDAS Stands for "WlSsensbasiertes KREDitAbsicherungsSystem", a German term
meaning knowledge-based reviewal-system for credit-worthiness. WISKREDAS has been
implemented in Prolog on a Micro-Vax Workstation under Ultrix.
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2. Hypertext and DSS
Aithough the Uea of hypertext has been long known, the Instruments for Its realfzation,
however, have been avalable for a graat number ol users for only a few years. Hypertexts are not
standardlzed; there are many different hypertext irnplernentations In varied application flekJs (for
a survey on hypertexts see ConWln 1987 resp. Kuhlen 1990b). The central notion in all hypertext
Systems is that of linking" together objects (knowledge structures) accordlng to different (e.g. se-
mantteal or syntactical) aspects. It te thte linicing capabWty whlch ailows a non-llnear organlzatlon
of objects. The tradWonal linear presentation of knowiedge, as it is usual In e.g. printed publica-
tions, are completed and partiaily replaced by non-linear and non-verbsJ means. A hypertext
base can be oonsidered as a network whose nodes can contaln objects (texte, graphlcs or muJü-
mediai matenals) and whose links represent diverse reiatlons between these nodes (Yetim 1989).
A hypertext base can be constructed manualry as well as automaticaNy (Kuhlen/Yetim 1989). The
'node-ilnk-node' structure of hypertexts enables the user to browse in the hypertext network in
whlch links represent paths between nodes. The user can make Ms/her own decteton about
whJch links tofoUow and In what order. In thlssense, hypertext eases the restrictlons on the user.
An Increasing number of efforts to Integrate hypertexts into decteton support Systems can
be registered (e.g. problem soMng Systems such as SYNVIEW (Löwe 1985), IBIS (ConMin 1987),
gIBIS (Begeman/Conkün 1988) and JANUS (Fischer/McCaH 1989). Kuhlen (1990b, 43) mentions
the followlng generaJ factors for success* of hypertexts, which we thlnk to be of great practical
relevance for the roleof hypertext In decteton support, too:
• the Interest to appiy the gK/en hard- and Software facSIttes of Information technlcs (such as
graphics, mouse and mtiö-wlndowing, direct manlpiiatton of objects on the screen, etc.),
- the less compllcated operating wlth hypertexts,
- the presumption of a cognWve plausblity for presenting knowledge in non-llnear structures,
- the demand for conservatton resp. Increase of browsing and serendiplty effects,
- the easy and flexible access to and presentation of Information being relevant for dedston-
making: whle searching for Information, the user of a hypertext system is no longer bound
by the linear way of access to Information, which is the case In most conventtonaJ Informa-
tion Systems; he can navkjate comfortabry In the multkllmenstonaJ hypertext network.
In hypertext Systems wfth wlndow technlcs (and presupposed appropriate hardware
resources) several nodes can be dteplayed on the screen, allowing a simultaneous presentation
of nodes which are content-related to each other. Due to the fact that nodes in a hypertext base
can be organlzed appropriatery accordlng to varied prlndples (e.g. WerarchlcaJIy or/and associa-
ttvefy), diverse presentation technlcs are provided accordlng to these organization prlnclples: If
nodes are organlzed hlerarchlcally they can be presented on different levels of abstraction. The
user can galn access to each of them indMdually. Embedded menus can be used in a text or
graphic as integrated means of selectton which may be In the form of IndMdual words or
symbols. They support assodatrve organization of hypertext nodes and lead to another node or
part of hypertexL Having seiected and dteplayed a certain node on the screen additional Informa-
tion to k can be viewed by the use of (murtty-wlndow technics.
These various faditles of organization or presentation of hypertext nodes can be com-
bined wlth each other as weH. Dolng so would make the structurlng and the layout of Information
flexible, just dependent on user Interests. Thte flexibilty has also been of great Importance in our
project which we wart to present In the foUowing.
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3. Tha WISKREDAS Project
After a detaled empJrical aurvay of an actual workpiace at a aemi-public German credk
guarantee bank our project devotoped the prototypa WISKREDAS (Dambon et al. 1989) which
8upport8 an Office worker of that bank in treaüng bualnesa fbundare' appllcattons for the gJvIng of
credlt guaranteea. The ayatem'a aupport of the worker essentiaüy lies In a auitable preparation of
a multituda of Information (and vartous typea of Information), which constitutes the one decteton,
to accept or deny the application (case).
The decteton to deny or accept a concrete application is based on the graat experience of
the case worker, who not only haa to apply certain fbced nies and regulations to the case, but
who also has to take into account severai possibly contradictiuos judgments and oplnions In
different documents (application data, economJcaJ and statbtlcai Indexes for certain regtons,
branchea, etc., testlmontels that the case worker demands from varioua extemal experts such as
chambera, ata and not least hls own oplnlon) which he has to homogenke andcomWnewtththe
case-specific data in order to get a positive or negative dedston.
3.1 Componenta of WISKREDAS






Fig. 1: th« «xtandcd «ystem WISKREDAS
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- The 'case base manager* (Dambon 1988) admlnlstrates cases In the case-archfve, where alt
termlnated and actual cases are stored.
- The •declder1 (Wolf 1988) Is equlpped with strategles and nies needed to evaluate the actual
data and to come to and propose a declsion, when a sufflcient amount of Information has
become avalable.
- The 'resources manager* (Glasen 1990) acquires Information by having access to Internat
and external knowledge resources (e.g. online-databases).
- The 'Information evaluator* (Thost 1989) administrates an Information resource model in
order to evaluate Incoming Information by dependlng on the credibHity of its corresponding
resource and to homogenize contradictory Information.
- Finally, the dialog component, whlch Is able to communicate with each of these components
directiy. It supervises the man/machlne dialogue and consists of two sub-components:
* The 'explanation manager' (Yetim 1990), whose principles are based on hypertext con-
cepts, exptains system actlons by providing answers to different types of user questions.
* The 'presentation manager* whom we intend to describe in detal beiow, supervises the
presentation of Information on the screen.
3.2. Hypertext and WISKREDAS: Requlremerrt» for the user Interface
Hypertext as a problem solving system can generally suppott unstructured thinking about
a problem when many disconnected kJeas come to mind (for example during problem solving).
From the functional point of view, our system WISKREDAS whlch supports decislon-making in an
ll-structured domain, resembles this system type.
In our context decisions are based not only on the results of calcutation but very strongly
on the Statements resp. opinions of consulted experts as well as relevant documents from data
bases. These testimonials are avattable in non-formalized and non-standardlzed fashion. in
WISKREDAS these different types of knowledge are represented as hypertexts In order to enabie
access to them by the user.
One essential function of WISKREDAS consists In its cooperation with the user and in
support of the decision-making process by the Provision and presentation of a reliably
aggregated Inforrnatlonal baste. Both factors may help to gain a qualitattvely better informational
security for the case worker. The suitable presentation of data and knowledge as Information
(that means selected and purposive) and the supply of mighty and comfortable tools for free and
directed navkjation are of great importance for the case worker, who moreover carries the
responsibllty for decision-making.
These appilcatlon domain requirements on the one hand and the fadlities of Information
technology on the other hand moth/ated us to use hypertext methodologies for the design of the
user Interface of WISKREDAS. That Interface is able to operate as a hypertext system and to
communicate with other system components. It can take Charge of the whole system, so that the
processing of each system component coukJ be kept under control as well as its actions
becoming transparent for the user.
Graphlcal Interfaces generally are considered to be very powerful tools. They are used par-
tlcularly In hypertext Systems and their structures facllltate the effective processing of information.
Information about relatlonships, etc. can be transformed, reduced, elaborated on, stored and
retrieved more effectively ff It Is portrayed in network structures (McAleese 1987, Pracht 1990).
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To fit the requirements made above the graphlcal 'presentation manager" of W1SKREDAS
should not oniy use wlndowing technique but should also make it possIbJe to directly manlpulate
objects according to an appropriate object representation. The following requirements have been
made for the 'presentation manager'4:
- concerning the organlzation of the screen: different types of Windows are to be provlded for
different types of Information (knowledge presentation). There's a need to take into
consideration
* the display of several variants (that are various values for just one property) slmul-
taneously,
* the simultaneous access to several Information resources,
* the facflity for supervising changes In paralleily running processes (components),
* the Provision of help and reminding facBities,
* different methods of Information presentation (e.g. tables, graphics, etc.) in dependence
on different Situation« or user specifications;
- The user has to be able to navigate freely within the knowledge space (organized as a
network) and to access to a specific Information directly;
- The System should support the user to integrate his/her own entries (sdutlon proposals, po-
sitions, arguments, etc.) to be used in the further declsion-maklng process.
These requirements necessitate corresponding consequences concerning knowledge represen-
tation as weil as the management of the Information being relevant for the decision:
- the currently existlng knowledge base has to be extended in order to manage norv
formalized knowledge which can be integrated and considered as a hypertext node. Hyper-
text nodes can contain not only texts and graphics, but also arguments, positions, pro-
posals for problem soMng, etc. Two advantages can be drawn by representing formallzed
and non-formalized knowledge in a hybrid knowledge base:
- the non-unique use of concepts within the knowledge base can be clarified by revlewing the
unformalized knowledge,
- aspects (e.g. of a full-text) leading to a formalization (which is simultaneously a filtering
process with loss of some Information) can be re-kJentifled and reset into their original
context; thus, knowledge can be duplicated, supplemented and rectified, if necessary.
In the following we discuss knowledge representation in WISKREDAS in more detaH, because the
knowledge representation is the most bnportant preconditkxi for a flexible elaboration and
presentation of Information.
Hardman/Sharrat (1989) present In their paper a set of design prindples and guidelines
talored to the hypertext design process and they show how they can lead to a more
'reader-frtendly1 hypertext For the design of the 'presentation manager1 we appiy some of
those design pririciples and guidelines, which we suppose to be relevant for our
conception.
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3.3. Knowledge Repräsentation in WtSKREDAS
The taste unÄ of representation of WISKREDAS is the so-called 'macroframe'. There the
compiete statte knowiedge about cases ha« been modeMed in a frame-Uke strueture. The macro-
frame is the prototype stnjcturefor the representation of IndMdual cases, k Is the unique skeleton
of each Singular case. Concrete cases are instances of the macroframe whose macroframe
strueture has been flled up wtth values, i.e. case-speeifle data and Information. The macroframe
provides both, the controi mechanism for the (Interactive) generatlon of new and the processing
of already existlng cases.
One can considerthe macroframe as a network whose nodes represent coneepts (frames)
and whose links (re/atfons) express interrelationships between coneepts. Each frame has a set of
properties (slots, which can be coneepts agaln) and for each of these properties exlst various
entries. Entries are
- either - In the case of macroframe coneepts - different types (fecets) of entry speeifleations.
That are both (see flg. 2): on the orte band instruetions or restrictions, that speeify permitted
slot-entrles (e.g. defaufts, constralnts, ranges, domains, etc.) or subsequent actlons (e.g.
attached procedures, etc.), that are to be inltiated when certain slot-entrles have been
made. On the other hand conceptuaJ slot-entries can provide statte texte (e.g. definitlons,
explanations, errors, etc.) that mlght serve as an expianation or a help for the user.
concept( tumover, amount, dtetate( wttrOn_range( 10000,10000000)))
concept( tumover, amount, K_added( affect( 'cash-floW)))
concept( tumover, amount, exptaln( "turnover* is the economteal definltion for...;
ft can be computed from the sub-parameters...
using the following mathematical formula...")
Fig. 2: the macroframe coneept tumover': in the upper prolog-llke notation each
line represents one fact conceming a certain coneept of the macroframe.
In these examptes the first argument of the reiation (here: turnover') de-
notes the conceming coneept name, the second argument speeifies the
slot name (here: 'amount') and the thtad argument represents the slot-
entry (speeifleation) to the corresponding coneept of the macroframe.
Thus, the first fact denotes that a potentlal entry (to the corresponding
concept/slot) deflnitely has to lle wfthin the kiterval between 10,000 and
10,000,000 (let's say DM). The second fact teils the System that if an entry
(to the corresponding concept/slot) has been written It mlght affect
another concept's slot-entry. That possibie effect Is examined by the
(attached) procedure caH 'affectf cash-flow1)1. At last the third fact provides
an explanatory text (for the corresponding concept/slot), that can be dis-
piayed when a demand for expianation or a wrong Input has oecured.
or - In the case of instance frames - concrete and case-speeifte values and data (see flg. 3).
Such values always are stored as a quintuple of Information consistlng of the value's
actuality (actual or obsolete), the date of entry, its authorship (resource), its validlty rate (a
real number from the ränge between-1 (means Information is deflnitely false) and +1 (Infor-
mation is definitely true)) and the value Itseif.
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instance( 11, tumover, amount, (actual, 900801, chambera, 0.65,300000))
Fig. 3: instance tumover'; in the upper notation the gh/en fact represents one
Instance of the macroframe, I.e. a concrete case numbered '11'. In this
example the first argument of the raiation identifies the case, the second
and tWrd argument denote the concept and slot names (here: 'tumover'
resp. 'amount') for which the concrete entry holds, and finally the forth
argument represents the qulntuple of Information. This examplary fact of
the case base contalns the following actual data conceming case '11' and
the concept tumover': on August 1,1990 (second argument of quintuple)
an amount of 300,000 (let's say DM) was the forecast glven by the Institu-
tion 'chamber_a' (third argument of quintuple) and its opinlon has got an
evaluation rate (by the evaluator component) of 0.65 (a rather credible
Information).
The so far Introduced frame modei differs from other (non-frame) representation and data
modeis in that it permtts a very flexible (physically and optlcally) and arbitraiHy abstracted access
to data and knowledge stored in the knowledge base. Knowledge can be expressed in multiple
degrees of differentiatlon and abstraction, because each frame represents not only one concept
(name) but also a huge Information unit consisting of furtner aggregated properties, entry specifi-
cations and concrete values. That not very new property of frame-representation Is one feature
suited to be exploited for a hypertext appiication, that enables the user to organize knowledge
Präsentation in an individual, goal-dlrected, arbitrarüy detailed, flexible and not sequential or fixed
way on the screen.
Concepts are reiated to each other by links ifelatlons) which build up a certain hierarchy
within the concepts of the network. In frame modeis very often the isa-reiation plays an important
role in order to Inherit properties from super- to subordinated concepts. In WISKREDAS relatlons
are used to support user intentions conceming knowledge Organisation, knowiedge navkjation
and knowledge presentation. One can use several relattons to represent different aspects of how
concepts are reiated to each other. Thus a multi-hierarchical network arises and the presentation
of the knowledge network differs in dependence on the reJation chosen to be exposed. Thus a
facility is given to view knowledge out of different perspectives. WISKREDAS uses the following
two classes of relatlons:
- Abstraction relatlons to build up a concept hierarchy (see flg. 4): The 'isjeflneableb/-
reiation is used to represent that one concept can be refined by another one. For example
the concept 'case overview" can be refined, among others, by the concept 'applicant',
which describes in detal the applicant's particulars such as adress, age, etc. The
'is_parameter of-relation functions to structure reiated mathematlcal-economical para-
meters. For example, the forecast of the very central concept 'profits', which conceming the
acceptance of appiication must be sufficiently high to earn the applicant's Irving, is a
function of the concepts 'extended cash-flow* and 'debts Service' (see also flg. 6). Using
that 'is_parameter of-function enables the user to review the Coming into existence of the
top-interesting valüe for the predicted amount of the concept 'profit' by its various multi-
leveled subvariables such as the Influence of e.g. personal factors of the applicant or such
as the impact of the world econom/s development
concept( caseovervtew, is_refineable_by, [ applicant,... ] )
concept( profits, teparameterof, [ 'extended cash-flow', 'debts Service' ])
Fig. 4: examples for abstraction relations
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Argumentation relations, e.g. 'pro', 'contra' and 'neutral' (see fig. 5), which dassify the
content of experts' opinions. They can be set by both,
* the user he Interpret« the contents of the experts' opinions concerning certain concepts
and he sets corresponding argumentation links between them. Both, opinions
(documents) and concepts, can be viewed as hypertext-nodes.
* the system: the Information, which has been evaluated by the Information evaluator as
credibie, te Interpreted wtth respect to its values and In dependence on changeabie
comparatlve Parameters (e.g. as threshoJds) and the corresponding dynamic links of
argumentation are set automatically.
instance( 11, tumover, pro, (actual, 900801, technology_center, 0.85, documentj 1 3 2 ) )
lnstance( 11, tumover, contra, (actual, 900805, association, 0.375, document j 1_37))
instance( 11, tumover, neutral, (actual, 900810, chamber, 0.667, document j 1_52))
Fig. 5: examples for argumentation relations; these three facts represent argu-
mentative structures within the knowledge base. There are three docu-
n w t e commenting the tumover of caseH.Thefirstdocument (which has
been stored under the fBe Identification 'documenti 132') was dellvered
on August 1,1990 bytnetechnologycenterwhoseopinionconcerningthe
gtven concept yielded a high credlbüity rate and was considered as a pro-
argument for the acceptance of the applicatlon. SimBarly the other two
documents are related to the concept tumover.
The testlmonlaJs are Integrated Into the system both, as natural-language texts and as
concept-values (e.g. a concrete amount for the concept tumover1). The system administrates
those various and non-standardized texts In order to keep them avaflable to the user for case
worklng or declskxvmaklng, especially for the consideration and Interpretation of Statements or
arguments that the text contains. Those texts are represented by hypertext-nodes and they
cannot be Interpreted by the system as texts. But the user can make explicit the texts' semantics
by explicltly settlng pre-deflned hypertext-links (relations) so that the text contents become Inter-
pretable for the system.
An approprlate knowledge representation is the main prerequisite for a comfortable user
Interface being able to perform the presentation of flexible and goal-directed Information in a way
we wart to demonstrate by some examples In the next chapter.
4. Interactive Elaboration and Prasentation of Information
As menöoned above, orte essential functkxi of WISKREDAS consists in its cooperation
wlth the user and In the support of Ms/her decision-making process by the Provision of a reliably
aggregated and presented Informatlonal basis. Therefore, the most Important role of the
'presentation manager* consists of a suitable presentation of data and knowledge as Information
as well as of the Provision of free navlgatlon fadlitles which enable the user to gain access to data
accordlng to Ms/her own Mormational need.
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The'presentationnwnager'i8abletoperfomithefoUowlngfunction8:
a) graphlcal display of theknov^edgenetwtxkenablestheusertonavJgatewIthinthekrKJwtedoe
space and to select there ambigously the frame-based concepts of Interest (see flg. 6). The
selection of certain concepts permtts further operations such as explanation, concept refine-
mentorzoomlng. etc. onthem.
rapaymant* J f all Intarast J
/
Fig. 8: Pratantation of knowladga bata concapti
linkad by tha 'It_paramatar_of' -ralation;
tha 'turnovar'-concapt hat baan talactad
(high-l lghud) for furthar oparationi.
b) Präsentation of Information about concepts and instances In different Windows (see flg. 7): that
could be case-8pec«c data (entries) as weil as stot-enüy specMcations such as constraints,
explanations, errors and warnings, etc. The user can get informatton about slot-entry restric-
tions of a spedfte concept befbre entering Ns/her own data to K, or the System provides the
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c) reconst ructlon of a case (entry) history, which Hörn« not only about the temporal deveiop-
ment of certaln entries, but also about the corresponding resources of Information and about
tts evaluatlon by the System (see flg. 8). The User gets the possibSSty on the one hand to test
whether Information of any resource haa not been considered yet. on the other hand he/she
can reconstruct the State of case-specific infonnation at any time in order to justify his/herown

























Rg. I: An of sn •ntry hMofy
d) presentation of arguments: in W1SKREDAS the decision about the application's acceptance Is
based not only on the computation of 'hard' facts (e.g. computabie siot-entries of concepts)
but mainry on the conskjeratkxi of opinlonated Information which has been acquired by the
consuitation of different experts. These opinions that are avaHable as füll text documents are
represented in hypertext nodes In an unformallzed form, as described above. The Inter-
pretation of the node contents as weH as the creation of the links (of the corresponding
relatlons) are made by the user. After thte, the System can present documents (opinions)
reiated to a certaln concept (e.g. turnover* in flg. 9) and enables the user to view different
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oplnJons (arguments) of various experts concerning the same concept In Order to establlsh
Ms/her ownJudgmenL Depending on his/her need the user can choose between two different
ways of viewing arguments, Wretly aU arguments conceming a selected concept and secondly
ad concepts linked to a certain argumentatlon reiation (e.g. aH 'pro'-arguments) can be
presented. Thus, concerning a given case, an (pro and/or contra) argumentative overview can
be expoeed, which is able to support the user's welghing process during decision making and
which can flnaMy be used for the constitution of a report, that serves as an Informational
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e) Präsentation of various cases in dHferent Windows simuitaneousiy; the comparison of a new
case wtth precedent cases (aH of them use the same unique structure provided by the macro-
frame) mav be of great knportance for the case worker, when simlar cases already extet in the
casebase*.
f) presentatlon of mode of work in and comrnunlcatlon between the dHferent System
components. Thus, the actions of the MMdual components of WISKREDAS are made
transparent TNs fadRy Is useful espedatty to inform the user abou the case processing State
as weH as about unexpected oecurences (e.g. in case of a detay of expected data).
the'flnal decision about cases' aeeeptance or dental is made not by the case worker
himsetf, but by a decIsJve gremlum, that is Independent in Rs decision but that depends
strongly on the case worker's report as a basis for Information and upon which the
proposais permtttlng the development of a broad overview In respect of the merlts and
demerits of a certain case, can be bull
however, r s up to the user to recaJI simüar cases of the past An automatfc retrieval of
simlar cases would require the deflnition of a measure of simlarlty, that Identiftes the
comparabHity (analogy) of cases (cf. Ashley 1989).
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5. Concluslon and Outlook
Because of Hs non-iinear propertles and multknedial facüitles hypertext can improve the
knowledge processing in declsion support Systems, provide a higher degree of cooperation in
interaction, flexibSity in knowledge presentation and aüow a hybrid knowiedge representatlon by
combining formallzed wfth non-formaiized knowledge. By the Integration of hypertext into our
System WISKREDAS we intend to support the consideratlon of user Intuition and experience in
the declsion making process (which is relevant especially for Hl-structured probiem domains) and
a better informational work to gain a higher informational securlty for probiem sotving resp.
decision-making.
Our future work wfll concentrate on the evaluation of WISKREDAS, especially on the study
of the system'8 acceptance by the user regarding its flexibüity in use and consequentiy its contri-
bution to Improve efflciency (e.g. by providing the data relevant for a speclfic Situation) and
effectrveness (e.g. by a goal-directed access to Information) for case working.
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Welchen Beitrag leisten prozedurale










2 Das Information Control Net-Modell als prozedurale Beschreibungssprache
3.1 Der Ablauf des Vorgangs - Kontrollfluß
32 Nutzung und Erzeugung von Informationen - Informationsfluß
3 3 Analyse des ICN-Modells
3.4 Schwierigkeiten bei der Modellierung
3.4.1 Kontrollfluß
3.4.2 Informationsfluß
4 KinsrliatTOiig der Mächtigkeit des ICN-Modells für die Beschreibung und Analyse der
informationeUen Absicherung
4.1 Daten und Informationen
4.1.1 Darstellung der Daten
4.12 Der Zusammenhang zwischen Handlung und Informationserarbeitung





In dieser Arbeit wird Im Rahmen einer Fallstudie untersucht, inwieweit das von Ellis
entwickelte Information Control Net-Modell (ICN-Modeil) zur Darstellung der informationellen
Absicherung schwachstrukturierter Verwaltungshandlungen geeignet ist. Dabei wird festgestellt,
daß das ICN-Modell, obwohl es eher für die Beschreibung von klar formulierbaren
Bürovorgängen konzipiert wurde, auch einen wesentlichen Beitrag zur Modellierung des als
Beispiel gewählten und vergleichsweise schwach strukturierten Hardwarebeschaffungsvorgangs
leisten konnte. Einige Aspekte des Vorgangs konnten adäquat dargestellt werden, andere
dagegen nur unzureichend oder Oberhaupt nicht. Da andere vergleichbare
Beschreibungssprachen, welche inforrnationsprozesse telweise sehr detailliert und formal
darstellen, bezüglich Anschaulichkeit und Flexibflität dem ICN-Modell wiederum unterlegen sind,
stellt sich die Frage, wieweit das ICN-Modell erweitert werden kann und wo eventuell ein völlig




Die irtformationswissenschaftliche Forschung wendet sich zunehmend über den engeren
Bereich der Fachinformation hinaus Fragen der organisationeilen Informationsverarbeitung zu
(vgl. Kuhlen 1984). Die AusbNdung von Informationswissenschaftlem zielt darauf, die
informationeile Absicherung von organisatorischem Handeln durch ein professionelles
Informationsmanagement zu gewährleisten (vgl. Kuhlen/Finke 1988). Dabei wird der gesamte
Bereich der Information betrachtet, also auch bisher nicht dokumentierte Daten sowie das, zum
TeH nur In den Köpfen der Aktionsträger befindliche Wissen, soweit beide für das Handeln in der
Organisation relevant sind. Um diese Relevanz wiederum zu bestimmen, benötigen wir eine
Methode mit deren Hilfe wir beschreiben können, welche Informationen aus internen als auch aus
externen Quellen zur Erfüllung der Teilaktivitäten eines Verwaltungsvorgangs benötigt werden.
Da eine solche Beschreibungssprache dem Informationsmanager, dem es ja obliegt, die
sachgerechte Beschaffung und Verteilung von Informationen zu organisieren, von Seiten der
informationswissenschaftlichen Forschung noch nicht zur Verfügung gestellt wurde, stellt sich die
Frage der Verwendbarkeit von bereits vorhandenen Methoden der Büromodellierung, die primär
dazu entwickelt wurden, den Einsatz verteilter DV-Anwendungen zu planen und zu realisieren
(vgl. Olle et al. 1982 und 1983). Dieser Orientierung an der Implementation von Bürosystemen
steht aus Informationswissenschaftiicher Sicht das Interesse an einer umfassenderen, d.h. Ober
die jeweiligen Systemgrenzen hinausreichenden Beschreibungssprache gegenüber. Eine auf
dem Gebiet der Büromodellierung vieldiskutierte Methode ist das von Ellis entwickelte
Information Control Net (ICN) (vgl. Ellis 1979 und 1983). Im Folgenden wird der Versuch
beschrieben, die Validität des ICN-Modeiis als Methode zur Darstellung der informationeilen
Absicherung schwachstrukturierter Verwaltungshandlungen an einem Beispiel aus der
Organisation, der der Verfasser angehört, zu überprüfen.1
2 Das Information Control Net-Modell als prozedurale
Beschreibungssprache
Prozedurale Modelle dienen zur Beschreibung der Vorgänge in einem Büro. Ein Bürovorgang
wird verstanden als eine geordnete Folge von Aktivitäten, die von bestimmten Personen oder an
bestimmten Arbeitsplätzen hintereinander oder parallel ausgeführt werden. Zusätzlich können
input-ouput- bzw. informationeile Abhängigkeiten zwischen den einzelnen Aktivitäten
beschrieben werden (vgl. Bracchi/Pernid 1984). Die Darstellung erfolgt meist als gerichteter
Graph. Das hier ausgewählte Information Control Net (ICN), wurde von Ellis bei XEROX
entwickelt (vgl. Ellis 1979). In einem ICN werden einerseits die Aktivitäten einer Prozedur in ihrer
zeitlichen Ordnung (Kontrollfluß), andererseits Informationsaufnahme und -abgäbe der Aktivitäten
von und in Datenbehälter (Informationsfluß) beschrieben. Diese Beziehungen können zusammen
oder getrennt In Kontroll- und Informationsfluß als gerichteter Graph dargestellt werden. Es
werden externe, interne und temporäre Datenbehälter (Reposltories) unterschieden (vgl. Abb. 1
nach Wurch 1983, 143). Diese Ausdifferenzierung der Datenbehälter entspricht der natürlichen
Vorstellung von externen Informationsquellen (z.B. Publikationen, Datenbanken,
Aussenkontakte), internen permanenten Ablagen (z.B. Akten, eigene Dateien) und internen
temporären Informationsspeichern (z.B. Notizzettel, Formulare, Postkörbe). Aus informations-
wissenschaftlicher Sicht war dies von besonderem Interesse, da es die Modellierung der
Aussagen der beteiligten Aktoren zu begünstigen schien.
Im Generalized-ICN (vgl. Ellis 1983) wird die Sicht des ICN-Modells von einem einzelnen
Routinevorgang und die von ihm benutzten informationeilen Ressourcen und Speicher um eine
Darstellung des organisatorischen Zusammenhangs und anderer Ressourcen (Personen,
Sachmittel, Geld, Zeit) erweitert
1 Diese Arbeit wurde durchgeführt im Rahmen de* Informattonswissensohaftltchen Teilprojekt« B3/D6 de«
Sonderforschungsberetohe« Verwaltungswissenschaft (SFB 221) an dar Universität Konstanz unter Leitung von
Prof. Dr. Rainer Kuhlen (vgl. Kuhlen 1990). Das Projekt tragt den TiM -Informationelle Absicherung von
Verwartungshandein durch kooperative Wissensverarbeitung".
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3 Beschreibung mit dem Information Control Net-Modell
Im Folgenden soll versucht werden, mit Hufe der Möglichkeiten, die das Information Control
Net-Modell bietet, den Vorgang der Hardwarebeschaffung in einem Forschungsprojekt zu
beschreiben. Als Beispiel dient dabei der Vorgang der Beantragung eines neuen Rechners für die
am Lehrstuhl für Informationswissenschaft der Universität Konstanz angesiedelten Projekte
TOPIC und TOPOGRAPHIC. Eine Zusammenstellung der über diesen Vorgang erhobenen Daten
gibt Wolf (1986).
3.1 Der Ablauf des Vorgangs - Kontrollfluß
Die Analyse der Daten hinsichtlich des Ablaufs des Vorgangs äs einer Folge von diskreten
Aktivitäten führte zu folgenden Ergebnissen:
- Es lassen sich 17 verschiedene Aktivitäten unterscheiden, wovon einige noch in weitere
Teilaktivitäten aufgeteilt werden können.
- Die zeitliche Abfolge der Aktivitäten ist nur sehr ungenau rekonstruierbar.
- Ein Tel der Aktivitäten wurde während des Vorgangs wiederholt durchgeführt Da der Antrag
zuerst abgelehnt wurde, mußte ein Teil des Vorgangs ein zweites Mal durchlaufen werden.
Innerhalb einiger Aktivitäten sind ebenfalls iterative Teilprozesse identifizierbar.
Es wurde nun versucht, den gesamten Ablauf des Vorgangs als ein zweimaliges Durchlaufen
eines von beiden tatsächlichen Verläufen abstrahierten allgemeinen Verlaufs darzustellen.
Der so entstandene verallgemeinerte Ablauf enthält 17 Aktivitäten, die zum Teil parallel
ausgeführt werden. Die wegen fehlender Angaben zum zeitlichen Verlauf eher willkürliche
Bestimmung des Verlaufs orientiert sich zum einen an der vom Verfasser hineininterpretierten
Logik, zum anderen an den informationellen Abhängigkeiten unter den einzelnen Aktivitäten, im
ICN-Modeil kann eine Aktivität nur dann beginnen, wenn die anderen Aktivitäten, von denen sie
Informationen benötigt, abgeschlossen sind. Diese Restriktion des Modells zwingt dazu,
nebenläufig verlaufende, sich wiederholt austauschende Aktivitäten, als zeitlich hintereinander
ablaufende Aktivitäten mit einseitiger und einmaliger Informationszulieferung darzustellen. Abb. 2
zeigt eine Auflistung der festgestellten Aktivitäten.
Den ersten Durchgang des Vorgangs zeigt Abb. 3 in seinem zeitlichen Verlauf. Zusätzlich
werden die Aktor-Beziehungen zwischen den personellen Ressourcen und den Aktivitäten
dargestellt, d.h. die Pfeile zeigen an, von welchen Personen bzw. Institutionen die Aktivitäten
ausgeführt werden.
In der Mitte des Jahres 1984 erkannte Aktor ur daß zur Behebung der Probleme, die durch
den zu Meinen Adressraum des ONYX-Rechners bedingt sind, ein neuer Rechner benötigt wird
(1,2). Im weiteren Verlauf wurden unter Einbeziehung der anderen Aktoren die Aktivitäten 4-5
ausgeführt. Ohne eine Markt- und Kostenanlyse durchzuführen (6) und ohne Präferenzbildung für
einen bestimmten Rechner (7), wurde danach direkt zur Antragsformulierung übergegangen. Es
wurde zu jener Zeit auch nicht über die Alternative hierzu (Weg 13-16) nachgedacht
(Entscheidung 8). Nach der Ablehnung des Antrags auf einen neuen Rechner (bei gleichzeitiger
Bewilligung des Verlängerungsantrags) wurde entschieden (11), einen zweiten Antrag zu stellen.
Inzwischen hatten sich die Anforderungen an den neuen Rechner verändert. Deswegen wurde
erneut mit Aktivität 3 begonnen, diesmal unter Einbeziehung der Mitarbeiter des Projektes
TOPOGRAPHIC.
Nach der erneuten Formulierung der Anforderungen an den neuen Rechner (3) (vgl. Abb. 4),
der Formulierung einer neuen Strategie (4) und deren Absicherung durch den Projektleiter (5),
wurde diesmal eine Markt- und Kostenanalyse durchgeführt (6). Die neue Strategie sah ferner
vor, daß der Antrag neben einer Aufstellung dreier alternativer Angebote auch eine begründete
Präferenz für einen dieser Rechner enthalten sollte. Aktor ur entschied sich für den Rechner der
Firma PCS (7).
Gleichzeitig zur erneuten Antragsstellung beim Geldgeber (9) wurde auch der Weg der
Formulierung von Bittbriefen (13) beschritten (Entscheidung 8). Damit wurde eine etwaige
erneute Ablehnung des Antrags antizipiert, die dann doch nicht erfolgte. Der Antrag wurde
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bewilligt (10) und somit der andere Weg nicht mehr weiter verfolgt (Ende bei Entscheidung 15).
Der Rechner wurde nun bestellt (12) und schließlich im August 1985 von der Firma PCS geliefert
(17).
Das ICN-Modell bietet die Möglichkeit der Verfeinerung der Darstellung, Indem Aktivitäten als
eigene Netze beschrieben werden. Daneben ist auch das entgegengesetzte Vorgehen der
Vergröberung möglich. Die Protokolle enthalten die detaillierte Schilderung zweier Aktivitäten (6
und 9), die im folgenden als eigene ICN-Modelle dargestellt werden.
Bei der Markt- und Kostenanalyse (Aktivität 6) verschaffte sich Aktorin ch zuerst eine
Marktübersicht (6.1), danach wählte sie interessante Produkte aus (6.2), zu denen sie konkrete
Angebote von den Herstellern einholte (6.3). Auf der Basis der eingegangenen Angebote machte
sie eine Kostenabschätzung und eine vergleichende Aufstellung dreier Angebote (6.4). Das
Einholen der Angebote (6.3) Ist Gegenstand einer weiteren Verfeinerung.
Die Antragsformulierung (Aktivität 9) hatte iterativen Charakter, wie das auch beim Einholen
der Angebote (6.3) der Fall war. Der Antrag wurde unter der Federführung von ur wiederholt von
ch verändert, bis der redigierende Projektleiter rk mit dem Entwurf einverstanden war. Eine
grafische Darstellung der Verfeinerungen mit Informationsfluß geben die Abbildungen 10-12.
3.2 Nutzung und Erzeugung von Informationen • Informationsfluß
Im Verlauf des Vorgangs der Hardwarebeschaffung wurden von den Aktivitäten Daten
erzeugt, die in gleichzeitig geschaffenen temporären Datenbehältern abgelegt wurden.
Im folgenden wird nach den Kriterien von Cook (1980) verfahren, die topical interest or
immediate usefulness* einer Information als typisches Merkmal für ihre Zuordnung zu einem
temporären Datenbehälter benutzt Damit ergeben sich für den Vorgang der
Hardwarebeschaffung 22 temporäre Datenbehälter.
Die von einer Aktivität gelesenen und beschriebenen Datenbehälter sind in den infin- und
infout-Relationen formal (Abb. 6) und grafisch (Abb. 8/9) dargestellt.2 Der Informationsfluß der
verfeinerten Aktivitäten ist In den Abbildungen 10-12 grafisch wiedergegeben. Die zwischen
Datenbehältern und Aktivitäten fließenden Informationen werden dargestellt durch Beschriftung
der Kanten mit Datenlabels. Die von ihnen symbolisierte Information ist in der Liste der
Datenlabels beschrieben, wie in Abb. 7 ausschnitthaft gezeigt wird (vgl. Cook 1980).
Die Darstellung des Informationsflusses besteht somit aus drei Elementen (vgl. Abb. 5-12):
- Der Liste der externen permanenten, internen permanenten und temporären Datenbehälter
- Einer formalen und grafischen Darstellung der Informationsinput- und Outputbeziehungen
zwischen Aktivitäten und Datenbehältern (infin- und infout-Relation)
- Der Liste der Datenlabels.
3 3 Analyse des ICN-Modells
Im Folgenden sollen mögliche Aussagen skizziert werden, die aus dem nun erstellten ICN-
Modell gezogen werden könnten. Die Analyse von ICN-Modellen beschränkt sich im
wesentlichen auf strukturelle bzw. soziometrische Aspekte eines Bürovorgangs. Da geht es
darum, einen Überblick über die "patterns of Information usage" (Cook 1980) bei der
Durchführung eines Vorgangs zu bekommen, Informationswege durch Restrukturierungen zu
verkürzen und durch den Einsatz elektronischer Medien schneller zu machen. Die Bedeutung der
einzelnen Tätigkeiten bleibt unberücksichtigt. Weil kritische Informationssituationen so nicht
identifiziert werden können, d.h. nicht festgestellt werden kann, wo Informationen besonders
dringend benötigt werden, müssen sich die aus einem ICN-Modell abzuleitenden
Verbesserungsvorschläge auf eine technische Optimierung des Informationsflusses
beschränken. Betrachtet man die Modelle in Abb. 8/9 unter diesem Optimierungsaspekt, läßt
2 Au» druck- sowie au« mnemotechnischen Gründen, werden hier die Symbole "Infin- und Infout" für die in der
formalen Definition de* ICN-Modells hierfür eingeführten griechischen Symbole benutzt (vgl. Blis 1979).
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sich feststellen, daß die Aktivitäten der Strategieabsicherung (5) und der Marktanalyse (6) auf
mehrere externe Datenbehälter zugreifen. Benutzte Medien hierfür waren Telefon, schriftliche
Korrespondenz, Lektüre gedruckten Materials sowie persönliche Gespräche mit
Firmenvertretern. Hier könnte durch den Einsatz neuer Kommunikationstechnologien eine
Beschleunigung der Zugriffe erreicht werden. Eine Erleichterung für die Marktanalyse (6) wäre es
auch, wem die Informationen Ober die verschiedenen Rechner in einer Datenbank
zusammengefaBt wären, wie das für Softwareprodukte der Fall ist
Abb. 9 bzw. die formale Darstellung der Infln-Relation in Abb. 6 lassen eine weitere Möglichkeit
für die Milderung des Zeitdrucks erkennen, unter dem Aktivität 6 laut Aussage der betroffenen
Aktorin durchgeführt wurde. Da Aktivität 6 von den während des Vorgangs beschriebenen
temporären Datenbehättem nur TR-3 einliest, kann sie bereits nach Abschluß von Aktivität 3
begonnen werden, welche die Anforderungen an den Rechner in TR-3 einschreibt Aktivität 6
würde dann parallel mit den Aktivitäten 4 und 5 ausgeführt. Damit würde eine
Reorganisationstransformation des Vorgangs durchgeführt, (vgl. Ellls/Nutt 1980).
Auf weitere derartige Verbesserungsvorschläge wird hier verzichtet, da der Mißerfolg des
ersten Durchgangs nicht auf zu langsame Informationsflüsse zurückgeführt werden kann.
Trotzdem lohnt es sich, die Struktur der Informationsflüsse, die durch einzelne Aktivitäten sowie
Gruppen von Aktivitäten hindurchgehen, näher zu betrachten. Dabei fällt nämlich auf, daß es
sowohl zwei Gruppen von Aktivitäten als auch eine einzelne Aktivität gibt, die durch wenig
Information angestossen werden, selbst jedoch viel Information benötigen und wiederum wenig
Information zur Wetterverarbeitung durch andere Aktivitäten abgeben. Dies weist auf einen Such-
oder einen Entscheidungsprozeß hin. Die Struktur des Informationsflusses kann so etwaige
Aufschlüsse Ober die Art der Informationsverarbeitung geben. Es handelt sich um die Aktivität 3
und die Aktivitätengruppen, die von den Aktivitäten 4 und 5 bzw. 6 und 7 gebildet werden. Alle
drei so Identifizierten Handlungseinheiten erweisen sich als Entscheidungsprozesse, vergewissert
man sich der Im Modell nicht repräsentierten Bedeutung der genannten Aktivitäten.
Es geht um die folgenden Entscheidungen:
1) Weiche Eigenschaften soll der anzuschaffende Rechner haben ? (3)
2) Welche Strategie wollen wir bei der Antragstellung verfolgen ? (4-5)
4) Welcher Rechner soll präferiert werden ? (6-7)
In Abb. 9 sind jene Entscheidungsprozesse am Beispiel des 2. Durchgangs durch Umrahmung
gekennzeichnet (E-1 - E-3).
Sind Entscheidungsprozesse als solche erkannt, wird die Modellierung der informationeilen
Absicherung, die sich diese Arbeit als Ziel gesetzt hat, erleichtert. Denn Entscheidungsprozesse
haben einen bereits strukturierten Informationsbedarf. Das Verhältnis Entscheidung • Information
ist wissenschaftlich aufgearbeitet (vgl. z.B. Witte 1972 m.w.N).
3.4 Schwierigkeiten bei der Modellierung
3.4.1 Kontrollnuß
Der tatsächliche Ablauf von Verwaltungsvorgängen weicht oft stark von jenem 'Normalverlauf
ab, wie er u.U. schriftlich niedergelegt ist, oder wie er in den Idealvorstellungen der Aktoren
existiert. Zum betrachteten Vorgang gibt es keinen durch die Organisation normierten Ablauf. Als
Richtschnur für die Planung der Aktivitäten diente daher eher die allgemeine Vorstellung, die die
Aktoren einerseits von einem Anschaffungsvorgang und andererseits von einem Vorgang der
Antragsstellung hatten. So herrscht Einigkeit In den Protokollen darüber, daß zuerst
Anforderungen an den anzuschaffenden Rechner formuliert wurden, daß man sich Ober die
Strategie einig wurde, daß eine Marktanalyse durchgeführt und daß zweimal ein Antrag gestellt
wurde. Es fehlen jedoch Obereinstimmende Aussagen darüber, wann mit der Durchführung der
verschiedenen Aktivitäten begonnen wurde und wie lange sie andauerten. Dies hat verschiedene
Gründe:
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- Die Aktoren hatten zur Zeit des Vorgangs auch noch eine Vielzahl anderer Aufgaben zu
erfüllen.
- Der 1. Durchlauf des Hardwarebeschaffungsvorgangs selbst war nur Teil der Stellung des
Verlängerungsantrags für die beiden Projekte.
- Die Ausführung der Aktivitäten überlappte sich wahrscheinlich in vielen Fällen. Kam es zu
einem Gespräch zwischen den Aktoren, wurden Informationen zu verschiedenen Aktivitäten
des Vorgangs ausgetauscht Die Aktivität 13 wurde schon mal begonnen, obwohl eine zweite
Ablehnung des Antrags durch den Geldgeber noch nicht erfolgt war.
- Es gibt eigentlich zwei Vorgänge, einen offiziellen und einen inoffiziellen, die sich gegenseitig
beeinflussen, zeitlich verschoben verlaufen und erst am Ende zusammenfinden. Die eine
Handlung orientiert sich am offiziellen, eine andere am inoffiziellen Stand. Schon vor der
offiziellen Ablehnung des Antrags, waren Inoffiziell die Zeichen für eine erneute
Antragsstellung gesetzt.3
3.4.2 Informationsfluß
Ahnlich wie beim Kontrollfluß verlief auch der Informationsfluß nicht in derart geordneten
Bahnen, daß eine direkte Übertragung in das ICN-Modell möglich gewesen wäre. Der AnteH
informeller Kommunikation unter den Aktoren sowie zwischen Aktoren und externen
Datenbehältern überstieg bei weitem die formellen Informationsflüsse. Ein Großteil der
Informationen wurde zwischen Tür und Angel* und in informellen Besprechungen ausgetauscht,
wie in den Protokollen geäußert wurde. Iterative Kommunikationsprozesse zwischen sich
koordinierenden Aktivitäten, z.B. zwischen der Strategieformulierung und der
Strategieabsicherung, mußten im ICN-Modell auf eine einmalige einseitige
Informationsweitergabe reduziert werden. Auch bei der Darstellung der Federführung der
Antragsformulierung durch den Aktor ur (vgl. Abb. 12) führte das Fehlen einer flexiblen und
realitätsnahen Möglichkeit der Modellierung von Zweiweg-Kommunikation zu einer dem
Exaktheitsanspruch des ICN-Modells unangemessenen Reduktion bzw. Verfälschung des
tatsächlichen Informationsflusses.
Ein weitere Schwierigkeit der Modellierung ergab sich daraus, daß auf Grund des informellen
Informationsflusses sowohl Herkunft als auch Verbreitung vieler Informationen kaum mehr
räumlich und zeitlich lokalisierbar waren. So konnten sich Aktoren zum Tel nicht mehr erinnern,
woher und wann eine Information Ins Spiel kam. Die Zuordnung solcher "in der Luft liegender*
Informationen zu bestimmten Datenbehältern sowie die Bestimmung ihrer Nutzung durch
bestimmte Aktivitäten, wird zu einer Frage der Interpretation jener Informationen während des
Modellierungsprozesses (vgl. 4.1.2).
4 Einschätzung der Mächtigkeit des ICN-Modells für die
Beschreibung und Analyse der informationeilen Absicherung
Im Folgenden soll versucht werden, die Brauchbarkeit des ICN-Modells zur Beschreibung und
Analyse der informationeilen Absicherung von Verwaltungstätigkeiten abzuschätzen. Als
wesentliche Komponenten der informationeilen Absicherung werden im folgenden betrachtet:
- die Daten und Informationen (4.1)
-die Datenbehälter (4.2)
- die Informationsprozesse (4.3).
3 Auch Harris/Brightman (1964) weisen auf dia Schwäch« das ICN-Modells hin, wenn es darum geht, relativ
unstruMurierte Abläufe zu beschreiben:
Thls approach (das ICN-Modall, M.T.) ha* been successfully applied to very structured asynchronous Office
actMties but has not been as useful in modeling Office actfvities that ara unstructured, and require significant
parallel and exoeption-condition praoassing."
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4.1 Daten und Informationen
4.1.1 Darstellung der Daten
Im ICN-Modeil wird bei der Beschreibung des Informationsflusses von den geflossenen
Informationen abstrahiert Dargestellt werden nur die Wege der Informationen, nicht jedoch die
Informationen selbst Auch In der Literatur wird mehrfach kritisch hingewiesen auf die beim ICN-
Modell fehlende Möglichkeit der Darstellung von Inhalt und Struktur von Daten bzw.
Datengruppen, wie sie bei den Formular- bzw. Datenbankmodellen realisiert Ist.4 Im ICN-Modell
besteht die Möglichkeit, Schreib- und Lesezugrtffe von Aktivitäten auf Repositories mit
sogenannten Datenlabels zu versehen. Die geflossenen Informationen sind dann in einer Uste
der Datenlabels verbal beschrieben (vgl. Cook 1980).5
4.1.2 Der Zusammenhang zwischen Handlung und Informationserarbeitung
In der Informationswissenschaft wird unterschieden zwischen Daten bzw. Nachrichten, die
erst dann zu Informationen werden, wenn sie für die Ausführung einer Handlung gebraucht
werden (vgl. Kuhlen 1984). Damit setzt die Analyse informationeller Absicherung voraus, daß
sowohl die Daten als auch deren Verwendungszweck beschrieben werden können. Erst wenn
der funktionale Zusammenhang zwischen Aktivitätszielen und den zu ihrer Erreichung
erforderlichen Informationellen Ressourcen in einem Modell dargestellt ist, können Aussagen
gemacht werden darüber:
- welche Informationen zur Durchführung einer Aktivität erarbeitet werden müssen
- Inwieweit die dafür erforderlichen informationeilen Ressourcen in einem konkreten Fall
vorhanden waren und inwieweit sie tatsächlich genutzt wurden.6
Kuhlen (1986) unterscheidet zwei zur Gewinnung von Handlungsinformationen notwendige
Teilschritte der informationellen Absicherung: die Informationserarbeitung und die daran
anschließende Informationsverarbeitung. Die für eine Handlung zu erarbeitende Information ist
funktional abhängig von dem Typ der Handlung und von den Zielen, die durch die Handlung
erreicht werden sollen. Auch bei der von Ellis mit dem GeneraJized ICN eingeführten
Beschreibung der Ziele eines Bürovorgangs (vgl. Ellis 1983) bleibt unklar, welche Rolle die
eingelesenen Daten letztlich für die Erreichung der darüber skizzierten Ziele spielen. Um von den
Zielen einer Aktivität auf damit einhergehende Informationsziele zu schließen, bedarf es eines in
der Beschreibung nicht dargestellten Wissens um die informationeilen Anforderungen des
betreffenden Aktivitätstyps.
So geht aus der Beschreibung der Aktivitäten 4-5 nicht hervor, welche Funktion die
eingelesenen Informationen für das Erreichen des Vorgangsziels, nämlich der Bewilligung des
Antrags, hatten. Lag der Erfolg des zweiten Durchgangs daran, daß bei der Wiederholung der
4 Vgl. Homduch et al.:The Generalized Information Control Net aa introduced in /EL83 (Blis 1963.M.T.) it alM
baMd on Pttri rwt concepts, however on th« slmpl« PMri n«t mo<M wtth simpk» tokens. In additton, dato modeling
oonoepts are not provktod «t all.' (1984,3); Auch Wurch 1983 und Haneke 1964 zahlen zu d m Nachtellen de«
Modell« da« Fehlen einer Möglichkeit, "Inhalt und Struktur" von Daten darzustellen, wobei Wurch weiterhin auf die
fehlend« Möglichkeit verwaist, "bestimmt« mit dem Status der Daten zusammenhangende Aspekte (z.B.
Vertraulichkeit)-darzustellen (Wurch 1983,144).
5 Dies« Kritik am Fehlen einer formalen Darstellungsmöglichkeit für Oaten und Datanstrukturen ist Jedoch u.U.
nicht mehr gerechtfertigt. Aus der Beschreibung des Generalized ICN (Blis 1983) geht hervor, daß die dort
erwähnten Datentoken als Objekte mit Attributen beschrieben werden können. Der Verweis auf SMALLTALK in Blis
1983 laßt darauf schlieBen, daß im Generalized ICN die Beschreibungsmittel für Daten und Datengruppen den
Stand anderer Beschreibungssprachen erreicht, wenn nicht sogar überholt haben.
6 Vgl. Brinckmann 1985, der ausgehend von der Informationsdefinition in Kuhlen 1984 (Kriterium der
Handlungsrelevanz) folgende vier Informationssituationen für Verwaltungshandlungen unterscheidet:
M.Das notwendig« Wissen ist nicht vorhanden. ...
2. Das notwendig« Wissen ist vorhanden, aber innerhalb des Handlungsrahmens nicht erreichbar.
3. Das erreichbare Wissen wird im konkreten Fall« zur Erarbeitung von Informationen nicht genutzt.
4. Das Wissen ist vorhanden, erreichbar und wird beim Handeln als Information umgesetzt'
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Aktivitäten 4-5 auf einen zusätzlichen Datenbehälter (das BMFT) zugegriffen wurde? Oder lag es
daran, daß aus dem Datenbehälter "GID" mehr Informationen erarbeitet wurden, z.B. über die
formale Gestaltung des Antrags ? Dies sind Fragen, die erst dann beantwortet werden könnten,
wenn wir Jene Aktivitäten als typische Entscheidungshandlung begreifen und daraus die Funktion
der erarbeiteten Informationen verstehen können.
In den Beiträgen zum ICN-Modell, werden die Begriffe "data" und "Information" völlig synoym
benutzt (vgl. z.B. Cook 1980), was den Informationswissenschaftler stutzig macht. Die
Unterscheidung scheint jedoch für ein ICN-Modell überflüssig zu sein, da ja nur solche
Datenbehälter repräsentiert werden, die bei der Durchführung von Aktivitäten gelesen werden.
Daten, die nicht für den Vorgang gebraucht werden, werden nicht dargestellt. Doch hier liegt
schließlich ein Mangel des Modells, denn beschrieben werden nur die routinemäßig benötigten
vorgangsspezifischen Daten, die immer auch gleichzeitig Informationen sind. Aus der
Beschreibung heraus fallen alle anderen Daten bzw. alles andere Wissen, das mehr oder weniger
implizit - von Fall zu Fall verschieden - direkt von den Aktoren in die Aktivitäten eingebracht wird.
Typisch erscheint hier auch die Im ICN-Modell durchgeführte Zuordnung der Daten zu den
Aktivitäten. In dieser Darstellung gehen Daten und Aktoren getrennt in die Aktivitäten ein. In der
Praxis sind es jedoch die Aktoren, die nach ihrem Informationsverhalten befragt werden. Ihre
Aussagen müssen übertragen werden auf die "Menge der Prozeduren" bzw. deren Aktivitäten, an
denen sie beteiligt sind. Die Trennung des Informationsbedarfs von der Person ist sinnvoll für
stark strukturierte Tätigkeiten mit einem ebenso festgelegten starren Bedarf an Informationen. Die
Aktoren sind relativ leicht austauschbar. Bei höheren, schwachstrukturierten
Verwaltungstätigkeiten machen die während eines Vorgangsdurchlaufs jeweils genutzten
Information nur einen geringen Anteil an dem potentiell erforderlichen Wissen aus. Die
Datenaufnahme findet ständig statt, z.B. durch das Lesen von Fachzeitschriften oder informellen
Gedankenaustausch mit Kollegen, also nicht weil eine anstehende Aktivität die Datenaufnahme
erfordert, sondern um den Stand des eigenen Wissens aktuell zu halten. Kommt es dann zum
Bedarfsfall, z.B. wenn ein neuer Rechner beschafft werden muß, werden wichtige Informationen
aus dem eigenen Wissen oder aus eigenen Unterlagen erarbeitet. Diese zeitliche Trennung
zwischen der Aufnahme potentieller Information und ihrer eventuellen Nutzung für die
Durchführung einer Handlung ist typisch für professionelle Arbeitsumgebungen. Für den
Fachmann sind Nachrichten aus seiner Fachwelt auch dann interessant, wenn er noch nicht
weiß, ob er sie jemals in Handlungsinformation umsetzen wird. Für den Informatiker ist die
Nachricht, daß ein neuer Prozessor auf dem Markt ist, schon dann Information, wenn er sie in
einer Fachzeitschrift liest. Bei der Befragung der Aktoren war die Herkunft von Informationen
zuweilen nicht mehr zu ermitteln, da jene nicht ad hoc beschafft wurden, sondern schon
"Hintergrundwissen" waren.
Neben der allgemeinen, vorgangsunabhängigen Informationserarbeitung wird das
Hintergrundwissen auch durch die Teilnahme an anderen Vorgängen angereichert. Da die
Aktoren in Verwaltungsumgebungen bzw. In professionellen Arbeitsumgebungen normalerweise
mehrere Vorgänge nebeneinander bearbeiten, findet eine gegenseitige informationelle
Befruchtung zwischen den Vorgängen statt. Informationen, die für einen Vorgang erarbeitet
wurden, werden in einem anderen Vorgang noch einmal verarbeitet.
4.1.3 Der Zusammenhang zwischen erarbeiteter Information und Handlung
Die in Abhängigkeit von Typ und Ziel einer Handlung erarbeiteten Informationen haben neben
den eingesetzten Informationsverarbeitungsverfahren einen wesentlichen Einfluß auf die erzeugte
Handlungsinformation und somit auf die Handlung. Das ICN-Modell enthält keine Aussagen über
jenen kausalen Zusammenhang zwischen Information und Handlung bzw. über die Abhängigkeit
zwischen eingelesener und abgegebener Information. Die Durchführung von Aktivitäten
geschieht in Abhängigkeit von den eingelesenen Daten, z.B. von einzelnen Einträgen in einem
eingelesenen Formular. Vergleichbare Beschreibungssprachen wie z.B. Prädikat-Transitionsnetze
(vgl. Richter 1983; siehe auch Zlsman 1977, Homdasch et al. 1984) haben diese Abhängigkeit,
wenn auch nur auf einer operationalen Ebene, verwirklicht Im ICN-Modell fehlen hierfür zwei
Voraussetzungen:
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- die In eine Aktivität eingehenden Daten und Datenstrukturen (z.B. Formulare) werden nicht
beschrieben. Diese sowie die folgenden Aussagen beziehen die für das Generalized ICN
angedeuteten Erweiterungen nicht mit ein, da sie sich auf Grund einer fehlenden klaren
Darstellung einer seriösen Bewertung entziehen.
- die aktMtätsinteme Verarbeitung der Daten wird nicht beschrieben.
Aktivitäten im ICN-ModeH sind Black Boxes: Es werden Daten eingelesen und eventuell
werden wieder Daten abgegeben. Die einzige Möglichkeit, die Informationsverarbeitung innerhalb
einer Aktivität darzustellen, bildet die Verfeinerung jener Aktivität zu einem eigenen lCN-Modell.
Dieser Weg ist sinnvoll, wenn alle potentiellen Verläufe der Aktivität, bedingt durch alle möglichen
Informationslagen, noch in einem Netz dargestellt werden können. Damit können im ICN-Modell
nur triviale Entscheidungsverlaufe beschrieben werden.
Auch wenn der Ablauf eines Vorgangs klar ist, sind es oft mehrere Bedingungen, die
gleichzeitig erfüllt sein müssen, damit einer von zwei möglichen Wegen begangen werden kann.
Im ICN-ModeH können solche Entscheidungsbedingungen nur durch die Beschriftung der beiden
eine nachfolgenden Oder-Verzweigung verlassenden Arme dargestellt werden. Somit ist die
Modellierung von Entscheidungsbedingungen beschränkt auf Situationen mit nur einer
Entscheidung zwischen zwei Alternativen wie z.B. zwischen "Zahlung auf Rechnung" und
•Zahlung per Nachnahme* (vgl. Ellis/Nutt 1980). Bei der Beschreibung des
Hardwarebeschaffungsvorgangs tauchte folgende Schwierigkeit auf: Bei der in Abb. 11
dargestellten Verfeinerung der Aktivität des Einholens von Angeboten konnten die beim
Gespräch mit dem Hersteller herangezogenen Entscheidungsregeln nicht adäquat beschrieben
werden, d.h. nicht als eine Uste von Bedingungen, die für einen Übergang zur nächsten Aktivität
(6.3.4) erfüllt sein müssen. Die Bedingungen waren:
- die gemeinsam formulierten Anforderungen
- deutsche Distribution
- kurze Lieferzeiten.
Um deren Erfüllung oder Nichterfüllung zu prüfen, müssen entsprechende Informationen
erarbeitet werden. So ist mit der Auflistung der Entscheidungsbedingungen gleichzeitig der
Informationsbedarf einer Aktivität dargestellt
Um die kombinatorische Explosion der Informations- bzw. der potentiell anzutreffenden
'Sachlagen" nicht in der Modellierung grafisch nachvollziehen zu müssen, empfiehlt sich die
Beschreibung der Bedingungen bzw. der Regeln, die die eigene Informationsverarbeitung
bestimmen, d.h. eine deklarative Repräsentation anstatt einer prozeduralen. Das ICN-Modell zeigt
hier die selben Nachteile wie eine traditioneile algorithmische Programmiersprache gegenüber
einer deklarativen Programmlersprache, wie sie in der Künstiichen-Intelligenz-Forschung benutzt
wird (z.B. PROLOG). Hierbei wird darauf hingewiesen, daß Aktoren in Verwaltungsumgebungen
nicht den Verlauf möglicher Ausnahmefälle gespeichert haben, sondern jenen erst planen, wenn
die Ausnahme eintritt. Die in der Literatur mehrfach auftretende Kritik an prozeduralen
Büromodellen bezieht sich hauptsächlich auf deren Unvermögen, die unübersehbare Vielfalt
möglicher Situationen darzustellen bzw. überhaupt vorherzubestimmen (vgl. Flkes/Henderson
1980, Fikes 1982, Barber et al. 1983, Barber 1983, Maes 1985).7
42 Datenbehälter
Die Im Vorausgegangenen geübte Kritik an fehlenden Beschreibungsmitteln zur Beschreibung
von Struktur, Inhalt und Verwendung von Daten, gut indirekt ebenfalls für die Beschreibung der
Datenbehälter, da jene Im ICN-ModeH der indirekten Beschreibung der Datentoken, die sie
aufnehmen und abgeben können, dienen. In der Informationswissenschaft gibt es neben der
Information das Konzept der Informationsquelle bzw. der informationeilen Ressource. Nun soll
7 Bn«n Ansatz in der richtigen Richtung verfolgt nach der Meinung de« Verfassers Zisman (1977, 24), der den
groben Ablauf einer Prozedur ebenfalls als Netz beschreibt für die aktivitateinteme Informationsverarbeitung
hingegen die deklarative Reprasentationsform der Produktionsregeln wahrt.
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untersucht werden, inwieweit das Beschreibungsmittel der Datenbehälter geeignet ist, jene
Konzepte abzubilden.
Das ICN-Modell unterscheidet Datenbehälter nach ihrer
- Lokalität (intern/extem/gemeinsam)
• Lebensdauer (temporär/permanent).
Die informationeile Absicherung eines Aktors, die es zu analysieren und zu verstehen gilt, wird
jedoch wesentlich beeinflusst von anderen Eigenschaften der Datenbehälter. Informationelle
Ressourcen erfordern bzw. erlauben eine Jeweils spezifische Art und Weise ihrer Nutzung. So
kann an eine Datenbank keine natürlichsprachliche Anfrage gestellt werden: die Anfrage muB
zuvor in eine formale Sprache übersetzt werden. Unkenntnis dieser Sprache oder zu hohe
Gebühren können z.B. einen Verzicht auf die Nutzung der Ressource begründen. Das Wissen
eines Menschen ist eine informationeile Ressource, die u.U. erst nach einem Gespräch mit dem
Vorgesetzten des Wissensträgers zugänglich ist. Ein Mensch oder eine Organisation verfolgen
eigene Ziele, die berücksichtigt werden müssen bei der Formulierung der Fragen und bei der
Bewertung der Antworten . Beim Vorgang der Hardwarebeschaffung waren die
Informationsquellen "GID" und "BMFT gleichzeitig die Aktoren, die über Erfolg oder Mißerfolg des
Vorgangs entschieden. Das soziale Verhältnis zwischen Anfrager und Informationsquelle ist auch
von großer Bedeutung, falls sie beide Mitglieder der selben Organisation sind.
43 Informationsprozesse
Der Begriff Informationsprozess wird Im folgenden verstanden als der Vorgang des sich
Informlerens oder des Informierens eines anderen Aktors, also sowohl die individuelle oder
kollektive Erarbeitung von Information als auch deren Weitergabe mit dem Ziel, eine andere
Person oder Personengruppe zu informieren.
In 4.1 wurde bereits kritisch darauf hingewiesen, daß im ICN-Modell die Beziehung zwischen
Aktoren und Daten nicht repräsentiert ist. Lediglich indirekt über die Beziehung zwischen Aktor
und Aktivität läßt sich darstellen, wie sich ein Aktor informiert Daher fallen, wie ebenfalls schon
bemängelt, Informationsprozesse, die nicht unmittelbar Im Zusammenhang mit der Ausführung
einer Aktivität stehen, aus der Betrachtung heraus.
Das ICN-Modell erlaubt die Darstellung zweier Typen von Informationsprozessen als
Beziehungen zwischen einer Aktivität und einem oder mehreren Datenbehältern:
- Das Einlesen von Daten aus einem Datenbehälter
- Das Schreiben von Daten in einen Datenbehälter.
Diese Prozesse sind durch die Infin- bzw. durch die infout-Relation beschrieben (vgl. Abb. 6).
Ferner besagt die infin-Relation nicht, daß die Daten in jedem Fall gelesen werden. Unklar bleibt
daher, ob im Einzelfall nun bestimmte Daten wirklich gelesen werden müssen.
Betrachten wir noch einmal die zum Vorgang der Hardwarebeschaffung vorliegenden
Aussagen der beteiligten Mitarbeiter (vgl. Wolf 1986), so muß festgestellt werden, daß eine ganze
Reihe von Informationsprozessen erwähnt wurden, die mit Hilfe der soeben dargestellten
Möglichkeiten des ICN-Modells nicht entsprechend den unterschiedlichen Formulierungen
beschrieben werden können. Folgende Aussagen aus den Interviewprotokollen zeigen, daß
mehrmals wichtige Informationen In Konsensbfldungsprozessen erarbeitet wurden. Weiterhin
differenzieren die Aktoren zwischen verschiedenen Modi der Informationserarbeitung, wenn dazu
das Wissen einer anderen Person benutzt wird:
- "In informellen Gesprächen mit Ulrich, Udo... wurde hierüber... Konsens erzielt"
- "Allgemeiner Konsens... Die Begründung soll so formuliert sein"
8 Vgl. hierzu das vom Verfasser (Thost 1990) entwickelte Konzept des Wormattonaquellenmodelte (IQM), das den
hier gewonnenen Erfahrungen Rechnung tragt. In einem IQM wird das Wissen über sotehe Eigenschaften einer
Informationsquelle, die für die Bewertung ihrer Glaubwürdigkeit ausschlaggebend sind, repräsentiert. Hierzu
gehören Insbesondere die Kompetenz, die Motivation zur Weitergabe von Informationen und die Macht einer
Informationsquelle.
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- "Allgemeiner Konsens... Bei der Antragstellung hatte man die Wichtigkeit des neuen Rechners
nicht deutlich genug gemacht.'
- 'Diskussion Claudia - Ulrich Ober den anzuschaffenden Rechner.*
- 'Claudia formulierte einen entsprechenden Antrag in Interaktion mit Ulrich. Beratende
Funktion hatten Udo und Rainer."
- "Rainer hat es begrüßt und unterstutzt, daß ein neuer Rechner beantragt wird... er hat
redaktionelle und fachliche Hinweise gegeben.'
- "Rainer hat das zunächst nicht so gesehen (er hatte keine entsprechenden Informationen),
aber er hat sich von Ulrich überzeugen lassen".
- "Die Federführung bei der Formulierung des Antrags lag bei Ulrich*.
- 'In Vorgesprächen mit Herrn.. wurde schon während der Diskussion, ob ein Antrag gestellt
werden soll, abgeklärt, Inwieweit ein Antrag Aussicht auf Erfolg hätte.*
- "In Gesprächen mit Herrn... wurde bald klar.*
- 'Die Ablehnung des Rechners hat in Rücksprache mit.. stattgefunden.'
- 'Rainer hat... mit Herrn... Kontakt aufgenommen, um ihm die Wichtigkeit des beantragten
Rechners zu verdeutlichen.'
- "Wertvolle Hinweise... kamen von Herrn... Er teilte mit, daß...".
- "Rainer rief... an und erläuterte ihm, daß... verzögern würde, wenn... vorausgehen sollte".
-".. schlug eine nochmalige Prüfung... vor*.
Nun stellt sich die Frage, ob eine Reduktion der erwähnten Informations- und
Kommunikationsprozesse auf die im ICN-Modell zur Verfügung stehenden Lese- und
Schreiboperationen ausreichend oder sogar wünschenswert ist, um zu verstehen, wie die
Aktoren sich Informationen abgesichert haben, oder ob eine Ausdifferenzierung von
Informationsprozessen entsprechend den In der natürlichsprachlichen Beschreibung gemachten
Unterschieden die Aussagekraft des Modells noch erhöhen könnte. Betrachten wir die
Beschreibung des Informationsflusses tan Hardwarebeschaffungsvorgang, sehen wir Aktivitäten,
die auf DatenbehaJter zugreifen und in Datenbehälter schreiben, auch wenn es in Wirklichkeit oft
die menschlichen 'Datenbehaiter" waren, die aktiv Informationen beigetragen haben, z.B. durch
das unaufgeforderte Erteilen von Ratschlägen. Femer wurden kollektive Informations-
erarbeitungsprozesse als eigene Aktivitäten dargestellt (Aktivitäten 3 und 4) und durch ihre
Bezeichnung als Konsensbildungsprozesse verbal beschrieben. Es läßt sich somit feststellen,
daß die Beschreibung ausreicht, um die folgende Frage zu beantworten:
- Aus welchen Datenbehältern gingen Informationen in die jeweilige Aktivität ein ?
Unklar bleibt Jedoch:
- Welchen Antei hatten die Aktoren und die menschlichen Datenbehälter an der Erarbeitung
von Informationen ?
- Wurden die Informationen durch einseitige Befragung beschafft oder im Diskurs mit dem
Datenbehälter erarbeitet?
- Welche sozialen Prozesse oder Verhältnisse haben die Erarbeitung von Informationen
gefördert oder behindert?
Da in den uns interessierenden schwachstrukturierten Arbeitsumgebungen die soziale
Interaktion zwischen den Aktoren das wichtigste Mittel zur Erarbeitung, Verarbeitung und
Weitergabe von Informationen9 Ist (vgl. 5.3), wäre eine Erweiterung der auf Face-to-FHe-
9 Manag« zeigen »in» klar« Priorität für verbal« Informationen, was von Mintzberg damit begründet wird, daß die
von ihnen nachgesuchte Information hauptsächlich durch verbale Medien erarbeitet werden kann:
"Getting Information raptdry appears to ba more important to the manager than getting it absolutely right. Hence
gosaip, hearsay, and speculatton constitute a large share of his Information diet Rumor takes time to become
substantiated fact, and it takes even longer for that fact to find Hs way into a quantitative report... The manager
ctearty prefers to have his Information In the form of ooncrete «timull or triggers, not general aggregatJons ...
Because of the Information he seeks, tne manager must r»ty largely on verbal media. The mall oontains littl« that
can be acted on, whereas meetings and telephone cail» bring him the current, trigger Information he requires."
(Mintzberg 1973,149)
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Kommunikation ausgerichteten Informationsprozesse des ICN-Modells um einige typische Modi
der Face-to-Face-Kommunikatlon wünschenswert. Zusätzlich zur reinen Anfrage sollten
zumindest noch die folgenden beiden Arten von Informationsprozessen darstellbar sein (vgl.
Wynn 1979,39,88):
- Das Anbieten von Information
- Das gemeinsame Erarbeiten von Information.10
Auch hier gut, daß eine personenunabhängige Darstellung von Informationsprozessen für
Vorgänge, die selbst als weitgehend personenunabhängig betrachtet werden können, durchaus
sinnvoll sein kann. Für schwachstrukturierte Vorgänge mit einem großen Anteil an informeller
Kommunikation sowie verstärkter Nutzung personengebundenen Hintergrundwissens erfolgt mit
der Modellierung mit dem ICN-Modeil neben einer Reduktion auf die mehr formellen und
medialisierten Informationsprozesse eine Abstraktion von der Art der Informationsprozesse.
Bei der Kritik am ICN-Modell muß hier jedoch im Auge behalten werden, daß auch andere
Beschreibungssprachen, mit Ausnahme der Agent-basod Models (vgl. Aiello et al. 1984),
gleichfalls keine weitere Darstellung von Informationsprozessen ermöglichen. Ansätze zu einer
Ausdifferenzierung von Informationsprozessen bzw. zur Bildung einer Menge elementarer
Operationen der Informationsverarbeitung müssten daher an anderer Stelle aufgegriffen
werden.11
5 Schlußbetrachtung
Obwohl das ICN-Modell eher für die Beschreibung von klar formulierbaren Bürovorgängen
konzipiert wurde, konnte es auch einen wesentlichen Beitrag zur Modellierung des
vergleichsweise schwach strukturierten Hardwarebeschaffungsvorgangs leisten. Es zeigt sich,
daß einige Aspekte des Vorgangs sehr schon dargestellt werden konnten, andere dagegen nur
unzureichend oder überhaupt nicht. Da andere vergleichbare Beschreibungssprachen, welche
Informationsprozesse teilweise sehr detailliert und formal darstellen, bezüglich Anschaulichkeit
und Flexibilität dem ICN-Modell wiederum unterlegen sind, stellt sich die Frage, wieweit das ICN-
Modell erweitert werden kann und wo eventuell ein völlig anderes Modell ansetzen sollte, z.B.
dann, wenn man den sozialen Kontext oder einzelne Wissensbasen darsteilen möchte. Einige
bereits in anderen Beschreibungssprachen verfügbaren Konstrukte wie z.B. Datenstrukturen und
Entscheidungsregeln könnten in das ICN-Modell übernommen werden, falls sie nicht bereits ins
Generalized ICN-Modell übernommen worden sind. Die in dieser Arbeit durchgeführte
Beschreibung und Analyse des Hardwarebeschaffungsvorgangs haben jedoch gezeigt, daß dem
Trend zum Mixed Model bei den Bürobeschreibungssprachen (vgl. Bracchi/Pernici 1984)
Grenzen gesetzt sind, wenn in die Analyse auch der semantische und pragmatische Aspekt der
ausgetauschten und erarbeiteten Informationen einbezogen werden soll, denn hierfür bedarf es
einer Betrachtung des Vorgangs bzw. einzelner Handlungen aus einer anderen Sicht, die sich mit
der Sicht eines prozeduralen Modells als inkompatibel erweist. Datenbehälter sind dann
Verhandlungspartner, Schreiboperationen werden zu Sprechakten usw. Wahrscheiniich wird man
nicht umhin kommen, nach der Darstellung der Kommunikationsstruktur eines Vorgangs mit Hilfe
eines erweiterten ICN-Modells, sozialwissenschaftliche Modelle wie z.B. Entscheidungsmodelle
heranzuziehen, um den Zusammenhang zwischen Information und Handlung bei den
Nichtroutinehandlungen zu verstehen und darzustellen.
Abschließend seien noch einmal die nach Meinung des Verfassers wesentlichen Vor- und
Nachtelle des ICN-Modells aufgezählt:
10 "In practical «ffairs, proof must glve way to oonsemus" (Stamper 1985,69);
11 Witt« (1972,144«) benutzt den Begriff der "Informaiions-Versorgungs-Operationen" für "all* Operationen, die
einen unmittelbaren Zuflu8 von Informationen an die Entscheidungs-trager (Verwender-Personen) bewirken".
Dabei unterscheidet er hinsichtlich der "versorgungs-Quelle" zwischen "Eigenversorgung" und "Fremdversorgung"
und hinsichtlich der 'Versorgungs-Richtung" zwischen "einseitiger" und "zweiseitiger" "Versorgungs-Richtung .
89
Vorteile:
- ICN-Dlagramme sind leicht verständlich und anschaulich, daher geeignet zur Kommunikation
mit den Aktoren bei der Erhebung von Daten Ober die von ihnen durchgeführten Vorgänge
sowie zur Verifikation der Beschreibung durch die Beschriebenen. Das Modell bietet wenige
einfache Symbole» eine Trennung zwischen grafischer und formaler Beschreibung sowie die
Möglichkeit der Verfeinerung- und Vergröberung.
- ICN-Dlagramme sind gut geeignet zur Gewinnung eines Oberblicks Ober die für einen
Vorgang bzw. für eine bestimmte Aktivität benutzten, d.h. von den Aktoren als relevant
erachteten, informationelien Ressourcen bzw. Wissensbasen.
- Die ICN-DarsteUung zeigt, welche Aktivitäten besonders informations- und
kommunikatlonsinten8iv sind, wobei ferner das Verhältnis von interner zu externer
Kommunikation klar ersichtlich ist Somit ist eine Beschreibung mit dem ICN-Modell eine
brauchbare Grundlage für die Einführung von Bürolnformations- und -
kommunikatlonstechnologien. Dies gut jedoch nur für anwendungsunspezifische
Technologien.12
- Das ICN-ModeH kann auch eingesetzt werden im Vorfeld des Knowledge Engineering zur
Identifikation relevanter Wissensbasen und zur Planung der Wissensakquisition.
- Das ICN-ModeH Ist ebenfalls geeignet als Vorstufe zur funktionalen Analyse der
informationelien Absicherung, d.h. der Bestimmung des pragmatischen Aspekts der
Informationen mit Hufe von Modeilen, die den sozialen bzw. organisatorischen Kontext der
Informationsprozesse beschreiben: Entscheidungs-, Verhandlungs- und andere Modelle.
Nachteile:
- Es fehlt eine Beschreibung des Zusammenhangs zwischen den Zielen einer Handlung und
ihren informationelien Anforderungen, als auch des Zusammenhangs zwischen eingehender
und ausgehender Information. Es wird nicht beschrieben wofür Informationen gebraucht
werden und wie einzelne Informationselemente den Verlauf bzw. das Ergebnis von
Handlungen beeinflussen.
- Entscheidungen und Entscheidungsbedingungen sind nur auf sehr einfacher Ebene
darstellbar. Treten mehrere Entscheidungen oder eine Entscheidung mit mehreren
Alternativen auf, die den Ablauf des Vorgangs beeinflussen, wird die Darstellung sehr schnell
unübersichtlich.
- Da sich aus den von einer Aktivität benutzten Entscheidungsregeln auch der
Informationsbedarf der Aktvität ableiten läßt, ist deren fehlende Beschreibung von doppeltem
Nachtel.
- Bei der Beschreibung der informationelien Absicherung in schwachstrukturierten
Verwaltungsvorgängen zeigt das ICN-Modell die für prozedurale Modelle typische
Ausklammerung von Informationellen Ressourcen, auf die nicht direkt von einer Aktivität aus
zugegriffen wird. Die Herkunft wichtigen Hintergrundwissens, das aktivitätsunabhängig
aufgenommen wird, bleibt der Beschreibung entzogen.
- Der Aktivitätsorientierung des ICN-Modeils steht die starke Personenabhängigkeit höherer
Verwaltungstätigkelten gegenüber. Der fachliche Hintergrund eines Aktors, seine persönlichen
Ziele und Überzeugungen sowie seine sozialen Kontakte bestimmen sein individuelles
Informationsverhalten.
- Bei schwachstrukturierten Verwaltungstätigkeiten überwiegt der Anteil der Face-to-Face-
Kommunikation bei weitem den Antel der Face-to-FHe-Kommunikatlon (ca. 90 zu 10 % beim
12 Vgl. Hamrrwr/Ziwnan 1980, <«• unterscheiden zwischen den anwendungsunspezifischen "generlc tooto" (z.B.
einem Textverwtaeitungssystem) und den anwendungsspezifiachen 'cuttern tools" (z.B. einem wissensbaslertan
System).
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Hardwarebeschaffungsvorgang). Dagegen Ist die Beschreibung der Informationsprozesse im
ICN-Modell abgeleitet von der Face-to-File-Kommunikatton. So fehlen wesentliche
Beschreibungsmittel für eine adäquate, d.h. differenzierte Darstellung der Mehrheit der
stattgefundenen Informationsprozesse.
- Das ICN-Modell, insbesondere das Generalized ICN ist schlecht dokumentiert. In Eliis (1983)
wird vieles angedeutet aber nicht genauer beschrieben. Dadurch wird eine seriöse
Evaluierung zwangsläufig in Frage gestellt.
- Erfahrungen aus der Praxis mit dem Modell und den bereits als Prototypen existierenden ICN-
Systemen liegen noch kaum vor (vgl. Wurch 1983,144).
- Bei der Modellierung stoßt man bald an die Grenzen der manuellen Verwaltung der
verschiedenen Modellkomponenten. Eine geringfügige Änderung, wie etwa das nachträgliche
Hinzufügen einer neuen Aktivität, erweist sich als sehr zeitaufwendig. Daher ist der Einsatz
von rechnergestützten Modellierungshilfen, die bisher nur als Protoypen existieren (vgl.
Nutt/Ricd 1981) für den Einsatz des Modells bi der Praxis notwendig.
- Das ICN-Modell ist nur geeignet zur Optimierung schon bestehender Informationsflüsse. Eine
qualitative Verbesserung der Informationellen Absicherung, die sich an den Arbeitsinhalten
orientiert und diese durch eine Erweiterung des Informationsangebotes anreichert, ist allein
auf Grund eines ICN-Modells nicht erreichbar.
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Adresse und Teteformumner des Herstellers heraussuchene
Hersteller anrufen und aoklaeren, ob lieferbar
Entscheidung, ob lieferbar oder nicht
Detailliertes Angebot erbitten i





Entscheidung, ob noch Infos fehlen >
Nochmai telefonisch nachfragen |
Oder-Zusaflmenfuehrung |
Entscheidung, ob weiteres Angebot in Datenbehaclter TR-17!
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Entscheidung, ob Antrag an Geldgeber oder Bitte an Firmen t
Antragsfomulierung und -Stellung >
Feder fuehrung '




Entscheidung, ob 1cxt o.k. oder nicht '
Antragsformular ausfuellen >
Bearbeitung des Antrags seitens des Geldgebers >
Entscheidung, ob Antrag bewilligt oder nicht •
Bestellung des Rechners beim Hersteller '
Bearbeitung des BHtschretbens durch Hersteller !
Entscheidung, ob unentgeltliche Bereitstellung durch !
Hersteller oder nicht >
Oder-Zuswimenfuebrung f
Lieferung des Rechners durch Hersteller '
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! EPR-6 Rechenzentrum UK
! EPR-7 EUROTRA Saarbruecken und Manchester
! EPR-8 Fachzeitschriften
! EPR-9 European Unix User Group
! EPR-10 Ehemalige ONYX-Vertretung
! EPR-11 UNI Bochum
! EPR-12 UNI Bielefeld
! EPR-13 VerhaUenseruartungen extern/Politisches Klima
! EPR-U Telefonbuch










! IPR-9 Entscheidungskriteria fuer Hardwareinvestitionen
! IPR-10 Verhaltenserwartungen intern
TR -1 Problembeschreibung
TR-2 Anforderungen von Ullrich Reimer
TR-3 Konsens ueber Antragstellung und Anforderungen !
TR-4 Konsens ueber Strategie !
TR-5 Abgesicherte Strategie !
TR-6 Begruendung projektextern !
TR-7 Begruendung projektintern !
TR-8 Aufstellung dreier Hardwareangebote !
TR-9 Praeferenzliste !
TR-10 Antragsformular !
TR-11 Bescheid von Geldgeber !
TR-12 Brief an Hersteller !
TR-13 Bescheid von Hersteller !
TR-U Bestellschein !
TR-15 Begruendung fuer Graphikterminal !
TR-16 Marktuebersicht !
TR-17 Ausgewaehlte Produkte !
TR-18 Angebote !
TR-19 Einzelnes Angebot !
TR-20 Antragsentwurf
TR-21 Redaktionelle Anmerkungen
TR-22 Rechnung des Herstellers
Abb. 5 Liste der Repositories
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Die inf in- und infout-Relatic ?n:
${ifin(*Aktivitaetsnummer*,*Liste der Input-Repositories«)
infout(*Aktivitaetsnunmer*,»Liste der Output-Repositories*)
infin(1a,( IPR-4,IPR-8 ) )
infin(2a,( IPR-4, TR-1 ) )
infin(3a,( IPR-2, IPR-3, IPR-4,
TR-1, TR-2 ) )
infin(3b,( IPR-2, IPR-3, IPR-«., IPR-5,
IPR-6, IPR-7, TR-1, TR-2, TR-1O > )
infin(4a,( IPR-2, IPR-4, IPR-6, IPR-1O. TR-3 )
infin(4b,( IPR-2, IPR-4, IPR-5, IPR-6,
IPR-7, TR-3 ) )
infin(5a,( EPR-2, EPR-13, IPR-3, TR;4 ) )
infin(5b,( EPR-1, EPR-2, EPR-13, *
IPR-3, TR-4 ) )
infin(6b,( EPR-3, EPR-4, EPR-5, EPR-6, EPR-8,
EPR-9, EPR-10, EPR-11, EPR-12,
EPR-14, IPR-1, IPR-2, IPR-9, TR-3 )
infin(7b,( EPR-3, EPR-11, EPR-12,
IPR-4, TR-8 )
infin(8b,( TR-5 ) )
infin(9a,( IPR-2, IPR-3, IPR-4, TR-5 )
infin(9b,( IPR-2, IPR-3, IPR-4, IPR-5, IPR-7,
TR-5, TR-8, TR-9, TR-15 ) )
infin(11a,( EPR-2, TR-11 ) )
infin(11b,( TR-11 ) )
infin(12b,( TR-11 ) )
infin(13b,( IPR-2, TR-7, TR-18 ) )
infin(14b,( TR-12 ) )
infin(15b,( TR-13 ) )
infin(16b,( ) )
infin(17b,( TR-14 ) )
infoutda, ( TR-1 ) )
infout(2a, ( TR-2 ) )
infout(3a, ( TR-3 ) )
infout(3b, ( TR-3 ) )
)infout(4a, < TR-4, TR-5 ) )
infout(4b, < TR-4 ) )
infout(5a, ( TR-5 ) )
infout(5b, ( TR-5 ) )
infout(6b, ( TR-8 ) )
infout(7b, ( TR-9 ) )
infout(8b, ( ) >
infout(9a, ( TR-10 ) )
infout(9b, ( TR-10 ) )
infout(11a, ( > )
infoutdib, ( ) )
infout(12b, ( TR-14 > )
infout(13b, < TR-12 ) )
infout(14b, ( TR-13 ) )
infout(15b, ( ) )
infout(16b, ( > )
infout(17b, ( TR-22 ) )
dl: ( (adressraum zu klein (1984 wurden schon mehr als 70K benoetigt)
(partitionierung der Programme noetig)
(partittonierung extrem zeitaufwendig ca. 3 Mann-Monate)
(Z 8000 veraltet)
(neuer Rechner mit groesserem Adressraum wuerde Problem (oesen) )
d2: ( (grosser Adressraum)
(CPU: Motorola 68000)
(BS: UNIX) )
d3 ( (integratives System zu teuer)
(aussichtslos, integratives System zu beantragen)
(mit Foerdermitteln lassen sich nur "Inselstrukturen" schaffen)
(wenn preis > 150 000, dann aufwendigeres Beantragungsverfahren
notwendig))
Abb. 7 Liste der Datenlabels (Ausschnitt)
Abb. 6 Formale Darstellung der infin- und infout-Relationen
Abb. 9 Der 2. Durchgang mit Informationsfluß Abb. 8 Der 1. Durchgang mit Informationsfluß
Abt>. 10 Verfeinerung von Aktivität 6
Abb. 11 Verfeinerung von Aktivität 6.? Abb. 12 Verfeinerung von Aktivität 9
WIREMAN: Ein wissensbasiertes System zur Erarbeitung von









2 Kreditwürdigkeitsprüfung von Unternehmensgründungen
2.1 Informationsbedarf
2.2 Informationsmarktanalyse





4.2 Die anwendungsbezogene Wissensbasis zum ErschlieSen kipUzIter Information
4.3 Die internen problembezogenen Datenbanken
4.4 Die Gateway-Komponente
4.4.1 Aufgaben der Gateway-Komponente
4.4.2 Die Schnittstellen der Gateway-Komponente
4.4.3 Die Komponenten der Gateway-Komponente
4.4.3.1 Die Datenbankmodelle
4.4.3.2 Die Komponente zur Selektion der Datenbanken
4.4.3.3 Die Komponente zur Übersetzung der Prolog-Anfrageprddikate in EC-CCL
4.4.3.4 Die Übersetzungskomponente ESURS
4.4.3.5 Die Interaktionskomponente
4.4.3.6 Die Downloading-Komponente
4.4.4 Arbeltsweise und Zusammenspiel der Gatewaykomponenten
5 SchluB
Referat
Der WIREMAN (Wissensbasierter REssourcenMANager) ist ein wissensbasiertes System, das ein
Entscheidungsunterstützungssystem mit der benötigten Information auch aus Online-Datenbanken
versorgt. Er wurde als Komponente des EntscheldungsunterstQtzungssystems WISKREDAS
(WlSsensbasiertes KREDitAbsicherungsSystem) zur Unterstützung der Kreditwürdigkeitsprüfung
von Unternehmensgründungen konzipiert Der WIREMAN versucht zunächst, die von WISKREDAS
angeforderten Daten aus der Wissensbasis und den internen Datenbanken allein zu erarbeiten.
Hierzu wird sowohl auf in der Wissensbasis explizit gespeichertes Wissen rekuniert als auch
versucht, darin Implizit enthaltenes Wissen zu erschließen. Gelingt dies nicht, wird versucht, durch




Der W1REMAN1 ist ein wissensbasiertes System, das gezielt Information für ein EntschekJungs-
unterstützungssystem erarbeitet Er wurde als Komponente des Entscheidungsunterstützungs-
systems WISKREDAS2 zur Unterstützung der Kreditwürdigkeitsprüfung von Unternehmens-
gründungen konzipiert. Der WIREMAN versucht zunächst, die von WISKREDAS angeforderten
Daten aus der Wissensbasis und den internen Datenbanken allein zu erarbeiten. Hierzu wird sowohl
auf in der Wissensbasis explizit gespeichertes Wissen rekurriert als auch versucht, darin implizit
enthaltenes Wissen zu erschließen. Gelingt dies nicht, wird versucht, durch Hinzunahme von Daten
aus dem System bekannten und zugänglichen Online-Datenbanken eine Antwort zu finden.
Der Artikel beginnt mit einer kurzen Darstellung des Entscheidungsproblems "Kreditwürdigkeits-
prüfung". Es werden das Entscheidungsproblem, der Informationsbedarf und eine Analyse des
Informationsmarktes zur Deckung dieses Bedarfs skizziert. Daran schließt sich eine Beschreibung
des Systems an. Abschließend wird an Hand der vorgestellten Systemkonzeption aufgezeigt, welche
Typen von Informationsarbeit wesentlich sind, um relevante Information aus hinsichtlich der
Problemstellung indifferenten Informationsressourcen zu gewinnen.
2 Kreditwürdigkeitsprüfung von Unternehmensgründungen
Die Kreditwürdigkeitsprüfung3 von Unternehmensgründern ist ein Entscheidungsproblem, bei dem
eine Bank über den Kreditantrag eines Unternehmensgründers zu entscheiden hat. Da für die
Beurteilung des Kreditrisikos noch keine objektivierbaren Verfahren* existieren (SCHMOLL 1983b),
muß sich die Automatisierung der Entscheidung an Heuristiken orientieren, die in der Praxis
angewendet werden, und die sich als sinnvoll herausgestellt haben.
Wesentliche Aufgabe der Kreditwürdigkeitsprüfung ist es, die Liquidität des Kredit beantragenden
Unternehmens zu prognostizieren. Dazu müssen die zu erwartenden Ausgaben und die zu
erwartenden Einnahmen des Unternehmens in der Zukunft geschätzt und gegenübergestellt werden.
Versteht man unter Cash-flow den Überschuß der einnahmenwirksamen Erträge über die ausgaben-
wirksamen Aufwendungen (laut Gewinn- und Verlustrechnung), wird die Kreditwürdigkeit eines
Unternehmens also letztendlich am Cash-flow gemessen werden müssen (GINDL 1987). Auf der
Grundlage verfügbarer Bilanzen5 und detaillierter Unternehmensplanungen lassen sich die zu
erwartenden Ausgaben relativ gut vorhersagen. Schwierigkeiten macht vor allem die Voraussage der
zu erwartenden Einnahmen. Dabei ist die Frage, ob Anzahl und Güte der zu vermarktenden
Produkte zu den angegebenen Selbstkosten mit den eingesetzten Produktionsmitteln hergestellt
werden können, was ja eine notwendige Bedingung dafür ist, daß der In den vorgelegten
hypothetischen Bilanzen prognostizierte Umsatz auch erreicht werden kann, noch relativ einfach zu
beurteilen. Schwieriger ist die Frage zu beantworten, ob die angebotenen Produkte von der Firma zu
den geplanten Preisen auch abgesetzt werden können.
Ob solche Voraussagen realistisch sind, kann durch Vergleich mit aussagekräftigen Branchendaten
oder durch exemplarischen Vergleich mit entsprechenden Daten bereits existierender Firmen
überprüft werden. Dabei müssen die betrachteten Finnen zu der gleichen Branche wie die Kredit
beantragende Firma gehören. Zusätzlich muß die spezielle Situation der Kredit beantragenden Firma
(z.B.: Standort, Branche, Größe) angemessen berücksichtigt werden. Neben der Konkurrenzanalyse
ist die Frage relevant, ob es sich bei der Branche, der die Kredit beantragende Firma angehört, um
eine Wachstumsbranche handelt, und wie sich die Gesamtkonjunktur in den nächsten Jahren
entwickeln wird. Zusätzlich können politische Rahmenbedingungen (Steuergesetze, Zollgebühren,
rechtliche Bestimmungen, Ein- und Ausfuhrbeschränkungen etc.) wesentlichen Einfluß auf die
zukünftige Liquidität eines Unternehmens haben.
Nach (SCHMOLL 1983b) hängt die Entscheidung von 4 Beurteilungsbereichen ab:
- dem Beurteilungsbereich 'Unternehmer"
- dem Beurteilungsbereich "Unternehmen"
- dem Beurteilungsbereich "Branche"
- dem Beurteilungsbereich "Sicherheiten"
* WIREMAN-fWIssensbasierter REssouroenMANager)
2
 WISKREDAS-WISsensbasiertes KREDHAbsicherungsSystem). Di« Systemkonzeption ist das Ergebnis einer
empirischen Untersuchung bei einer Kreditabsicherungsbank WOLF (1988), für deren Kreditsachbearbeiter ein
Unterstützungssystem konzipiert wurde.
3
 Manche Autoren z.B. WEIBEL (1970), SCHMOLL (1983a), EILENBERGER (1989), verwenden den Ausdruck
"Kreditwürdigkeitsprüfung" eingeschränkt für die Prüfung der persönlichen Eigenschaften des Kreditnehmers, den
Ausdruck "Kreditfahlgkeitsprüfung" für die Prüfung der wirtschaftlichen Lage des kreditsuchenden Unternehmens und
den Ausdruck "Kreditprüfuna" für die umfassende Prüfung einer Kreditvergabe. Hier wird der Terminologie von Autoren
wie z.B. DENK (1979), ROSSLE (1979), WOLTER (1985) gefolgt, und die umfassende Prüfung einer Kreditvergabe
durch den Ausdruck "Kreditwürdigkeitsprüfung" benannt.
Damit sind Verfahren gemeint, die, wenn richtig angewandt, jede Fehlentscheidung ausschließen.
5
 Bei Untemehmensgründungen werden meist hypothetische Bilanzen zugrundegelegt.
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Andere Autoren z.B. LAUER (1987) nehmen noch die BeurteiungsbereJcne:
- "gesamtwirtschaftliche Situation"
- "politische Rahmenbedingungen*
hinzu. In der Praxis stellt sich die Gute der Kreditvergabeentscheidung als eine Funktion von
Informationssammlung, Informationsauswertung und Informationsbewertung hinsichtlich der
zugrundegelegten Beurteilungsbereiche dar (SCHMOLL 1983b).
2.1 Informationsbedarf
Der Informationsbedarf für die Kreditwürdigkeitsprüfung ergibt sich unmittelbar aus einer
Ausdifferenzierung der relevanten Beurteilungsbereiche. SCHMOLL (1983a) gibt eine detaillierte
Darstellung des Informationsbedarfs für alle 4 der von ihm vorgeschlagenen Beurteilungsbereiche.
Da für eine Unternehmensgründung nur hinsichtlich der Untemehmensumweit Daten über den
ONLINE Informationsmarkt beschafft werden können, soll im folgenden nur dieser Informations-
bedarf näher aufgeschlüsselt werden. Der Informationsbedarf des Entscheidungsprozesses an
Daten über die Organisationsumwelt läßt sich in vier große Komplexe einteilen. Es werden benötigt:
- Brancheninformationen,
- Finneninformationen,
- Informationen über die gesamtwirtschaftliche Situation,
- Informationen über politische Rahmenbedingungen.
Dabei sind je nach Fall unterschiedliche Aspekte dieser Komplexe relevant.
a) Die folgenden Branchendaten sind für die Entscheidung relevant:
- absoluter Umsatz der Branche (Region/Jahr)
- Branchendurchschnittswerte (Region/Jahr)
- Zahl der Insolvenzen in der Branche (Region/Jahr)
- Anzahl der Firmen in der Region (Jahr)
- Anzahl der Mitarbeiter in der Branche (Region/Jahr)
b) Die folgenden Firmendaten sind relevant:
- direkte Konkurrenz: alle Firmen, die für den gleichen Markt produzieren, d.h. Firmen, die das
gleiche Produkt dem gleichen Kundenkreis anbieten. Dabei interessieren besonders Informationen
über geplante Aktionen, verfolgte Ziele, gewählte Strategien der betreffenden Firmen. Zusätzlich sind
interessant die Stärken und Schwächen der direkten Konkurrenten bezüglich Finanzkraft, Marketing,
Vertrieb und Management.
- indirekte Konkurrenz: all jene Firmen, die Substitutsprodukte anbieten. Hinsichtlich dieser Firmen
interessieren die gleichen Daten wie bei der direkten Konkurrenz.
- direkte und indirekte potentielle Kunden, wobei letztere Kunden von Kunden sind. Hier interessiert
besonders deren Kaufkraft und Verhandlungsstärke.
- direkte und indirekte potentielle Zulieferer, wobei unter letzteren die Zulieferer von Zulieferern zu
verstehen sind. Hier interessieren besonders die Uefertreue und die Verhandlungsstärke.
c) Relevante Daten über die gesamtwirtschaftliche Situation sind:
- Konjunktur (allgemein und branchenspezifisch)
- Wechselkurse
- Zinsentwicklung im Kreditgeschäft
- Inflationsrate
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d) Relevante politische Rahmenbedingungen sind:
-Steuergesetze
- Zölle/Einfuhrrichtllnten
- erforderliche Produktqualltat, Umweltschutzbestimmungen
- Entwicklungen am Arbeitsmarkt
- Kosten der Nutzung der öffentlichen Infrastruktur (z.B. Datenübertragungskosten)
In allen Fällen interessieren sowohl Daten, die die gegenwartige Situation beschreiben, als auch
Prognosedaten. Zusätzliche Informationen, die zur Prüfung der Anträge auch interessant sind und
über den Informationsmarkt beschafft werden können, sind Fachinformationen zum Stand der
Wissenschaft und Technik der im Antrag aufgeführten Endprodukte oder Fertigungsverfahren sowie
Patentinformationen. Diese Informationsarten werden im folgenden nicht weiter betrachtet, weil auch
der Sachbearbeiter diese kaum in ihrer Relevanz wird einschätzen können, und weil die
Heterogenttät der weltweit verfügbaren Fachinformationsbanken eine automatische Verarbeitung
bislang kaum gestattet
2.2 Informationsmarktanaiysa
Bezogen auf den im vorigen Abschnitt aufgeschlüsselten Informationsbedarf läßt sich über das
Informationsangebot auf dem Informationsmarkt folgendes sagen:
a) Branchendaten
Für die Bundesrepublik Deutschland wird von dem Datenbankanbieter GENIOS die Branchendaten-
bank FINF-Branchen und von der WEFA GmbH die Branchendatenbank REGIO angeboten. Dies
sind gegenwärtig die einzigen Branchendatenbanken für die Region BRD. FINF-Branchen enthält
Daten zu 53 Branchen. Es handelt sich dabei um aggregierte Daten der Firmendatenbank FINF-
Numerik, die Daten über ca. 1200 Unternehmen der BRD enthalt, die den Geschäftsberichten der
entsprechenden Unternehmen entnommen sind. Die Datenbank REGIO enthält ab 1970 monatliche,
vierteljährliche und jährliche Zeltreihen für die BRD, die auf die Ebene von Bundesländern verfeinert
werden können. Sie umfaßt u.a. den Umsatz für mehr als 60 Branchen und die Anzahl der Betriebe
und der Beschäftigten. Die Daten basieren auf Veröffentlichungen der statistischen Landesämter und
des Rheinisch-Westfälischen Instituts für Wirtschaftsforschung. Vorhandene Branchendatenbanken
mit Bezug auf den nordamerikanischen und den Weltmarkt lassen sich für kleine deutsche Unter-
nehmen, die für kleine Märkte meist innerhalb der Bundesrepublik Deutschland produzieren, nicht
verwerten. Zusätzliche regional weiter ausdifferenzierte Brancheninformationen für die BRD
existieren wahrscheinlich dennoch "versteckt" in elektronisch verfügbaren Volltextdatenbanken, die
das elektronische Pendant von Wirtschaftszeitungen sind, wie z.B. "Handelsblatt* oder
"Wirtschaftswoche*. Diese Volltextdatenbanken erlauben bekanntlich keine gezielte Extraktion von
Fakten. Die Ergebnisse von Recherchen In diesen Datenbanken sind immer Texte, die meist nur
über Deskriptoren oder "Freitextsuchausdrücke" unter Verwendung von Boole'schen Operatoren
selektiert werden können. Eine automatische Verarbeitung dieser Texte mit dem Ziel der Fakten-
extraktion ist bislang nur in experimentellen Umgebungen möglich.
b) Finnendaten
Firmendatenbanken für die Bundesrepublik Deutschland werden angeboten von GENIOS, der
Schimmelpfeng GmbH und von der GBI. GENIOS bietet die Datenbanken Creditreforrn (330 000
Firmenprofile), Hoppenstedt (1600 Firmenprofile) und FINF-Numeric (1200 Firmenprofile) an. Die
Schimmelpfeng GmbH bietet die Datenbank DUNSPRINT Bundesrepublik Deutschland (400 000
Firmenprofile) und die GBI bietet die Datenbank HADOSS (12 000 Firmenprofile) an.
102
c) Gesamtwirtschaftlich« Daten
Gesamtwirtschaftliche Daten können bei vielen Hosts bezogen werden. Für Wirtschaftsdaten der
Europäischen Gemeinschaft und der Bundesrepublik Ist besonders der Datenbankanbieter CISI
WHARTON einschlägig. Er bietet u.a. In drei großen numerischen Datenbanken meist Zeitreihen an:
- in CRONOS: Wirtschafts- und Handelsdaten der Europäischen Gemeinschaft,
- In COMEXT: Binnen- und AuBenhandeisdaten der Europäischen Gemeinschaft,
- In STATIS-BUND: ca. 48 000 Zeitreihen zur BRD und Europäischen Gemeinschaft.
Weitere Hosts, die umfangreiche Wirtschaftsinformationen anbieten, sind: The WEFA Group, DRI,
DATASTAR, I.P. Sharp Associates. Datacentralen, BRS und DIALOG.
d) Informationen über politische Rahmenbedingungen
Informationen über bestehende oder sich möglicherweise änderende politische Rahmen-
bedingungen können In den online verfügbaren Tages- oder Wochenzeitungen, die als Volttext-
datenbanken aufgelegt sind, sowie in der Datenbasis Juris gefunden werden .
2.3 Schwierigkelten bei der automatischen Integration von Wirtschaftsinformationen aus
Online-Datenbanken in Entscheidungsunterstützungssysteme
Die größte und entscheidende Schwierigkeit bei der automatischen Beschaffung von
Wirtschaftsinformationen aus Online-Datenbanken besteht darin, daß der Informationsmarkt i.allg.
keine direkten Anworten auf problemspezifische Fragen bereithält. Allerdings lassen sich In manchen
Fällen durch problemadäquate Methoden der Selektion und Aufbereitung der Daten aus der Ge-
samtheit der verfügbaren Daten Antworten auf problemspezifische Fragen erarbeiten. Zur
Erarbeitung dieser Antworten ist es nötig, sehr heterogene Daten zielgerichtet zu finden, zu




- Darstellungssprachen der Datenbankinhalte,
- Einheiten, die den Daten zugrundeliegen,
-Namen,
- Abstraktionsniveaus und Aggregationsstufen der Entttles,
- ontologischen Sichtweisen.
Eine zusätzliche erhebliche Schwierigkeit für den automatischen Zugriff auf Online-Datenbanken
ergibt sich aus der Tatsache, daß dazu Lallg. unterschiedliche Datenbankanfragesprachen bedient
werden müssen.
3 Systemkonzeption WISKREDAS
W1SKREDAS, ein experimentelles Entscheidungsunterstützungssystem für die Kreditwürdigkeits-
prüfung bei Unternehmensgründungen (DAMBON et aJ. 1989), besteht aus fünf Komponenten,
weiche permanent als parallele Prozesse aktiv sind und mittels asynchroner Kommunikation gegen-
seitig Nachrichten austauschen. Die Zusammenhänge zwischen den fünf Komponenten, der Dialog-
komponente, dem Entscheider, dem bereits erwähnten WIREMAN, dem Fallbasisverwalter
(DAMBON 1988) und dem Informationsbewerter sind in Abbildung 1 graphisch dargestellt.
Di« Analyse des InformationamarMes »»folgt» durch Auswartung der Arbeiten von Vernon (1984).
Löcher/Schuhmacher (198«, Newlin (1985), Schubert (1986), Schwuchow/Stegeman (1986), Kmuche (1987), Staud
(1987), Schulte-Hillen (1988) und durch AnalyM von Prospekten der einschlägigen Datenbankanbieter. Sie erhebt
keinen Anspruch auf Vollständigkeit. Bei der untersuchten Kreditabsicherungsbank wurden hauptsachlich












Abb. 1: Systtmkomponenten von WISKREDAS
i Dialogkomponente führt den Dialog mit dem Benutzer des Systems und muß deshalb mit jeder
leren Telkomponente kommunizieren können. Sie enthält eine Komponente zur graphischen,
Diel
and . . _ .
hypertextartigen Präsentation und Eingabe von Falten (DAMBON/YETIM 1990) und eine
Komponente zur Erklärung der Systemtetetungea Der Entscheider (WOLF 1988b) verfügt über die
zur Entscheidung eines Falles notwendigen Regeln, braucht aber zur Anwendung dieser Regein
Informationen, die der WIREMAN (GLASEN 1988) auf Anfrage für den Entscheider zu beschaffen
versucht Der WIREMAN greift dabei sowohl auf systeminterne als auch auf systemexterne
Informationsressourcen zurück. Der Informationsbewerter (THOST 1988) transformiert externe
Meinungsinformationen in eine mit einem Sicherheitsfaktor verknüpfte Systemmeinung, bevor er
diese an den Entscheider weiterleitet Durch die parallele und asynchrone Konzeption des Systems
wird eine zeWtebe Entkopplung bei der gleichzeitigen Bearbeitung mehrerer Fälle erreicht.
4 Systemkonzeption WIREMAN
Im WIREMAN wurde versucht, die Informationsbeschaffung aus organisationsexternen und
organisationsinternen Datenbanken für die Kreditwürdigkeitsprüfung bei Unternehmensgründungen
weitgehend zu automatisieren. WISKREDAS benötigt für die Bearbeitung von Anträgen Branchen-
informationen, HrmenMormationen. volkswirtschaftliche Rahmendaten und Informationen über
relevante politische Rahmenbedingungea Der WIREMAN ist In der gegenwärtigen Version auf die
problembezogene Erarbeitung von Firmen- und Brancheninfonnationen spezialisiert
Obwohl die gezielte und automatische Extraktion von Fakten aus Votttexten und die automatische
Weiterverfolgung von Verwetsinformationen in WISKREDAS im Rahmen der Automatisierung der
Gesamtentscheidung nicht vorgesehen Ist, soll für den zu unterstützenden Arbeltsplatz auf diese
Informationen nicht verzichtet werden. Deshalb wurde eine zwekjtellge Aufgabenstruktur für den
WIREMAN vorgesehen. Einerseits so» zur automatischen Beantwortung einer Frage des
Entscheiders ein faktenorientiertes Retrieval In Faktendatenbanken durchgeführt werden, anderer-
seits soll, wenn der Sachbearbeiter dies explizit wünscht, zusätzlich ein themenorientiertes Retrieval
in Volltext- und Referenzdatenbanken erfolgen (GLASEN 1988). Die Analyse der gefundenen
Volltexte und Verweise soll vom Sachbearbeiter vorgenommen werden, könnte aber in Zukunft
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möglicherweise auch von leistungsfähigen Textanalysesystemen automatisch erledigt werden


















Abb. 2: Die zweiteilige Aufgabenstruktur des WIREMAN
Das Faktenretrieval basiert auf einem zweistufigen Verfahren (GLASEN 1968), welches auf eine
formale Anfrage des Entscheiders automatisch eine Antwort aus den Internen und externen Daten-
banken zu erarbeiten versucht Die erste Stufe dieses Verfahrens sorgt dafür, daB der WIREMAN
nicht nur nach explizit verfügbaren Daten sucht, sondern durch Wissen Ober logische oder
mathematische Zusammenhänge von Konzepten, angewendet auf die explizit vorhandenen Daten
der Internen problembezogenen Datenbanken, auch darin implizit enthaltenes Wissen erarbeiten
kann (GLASEN 1990a). Wenn in der Wissensbasis einschlie6lich der problembezogenen internen
Datenbanken keine Antwort erarbeitet werden kam, wird die zweite Stufe aktiv. Diese versucht, die
Datenbasis der problembezogenen internen Datenbanken um Daten aus entsprechenden nicht
problembezogenen internen Datenbanken und aus entsprechenden Online-Datenbanken8 gezielt für
die Anfragebearbeitung so zu erweitern, daB ein neuerlicher Versuch der ersten Stufe mehr Aussicht
auf Erfolg hat, die Ausgangsfrage zu beantworten.
Der Vorgang, implizite Information zu erarbeiten, wird dazu für jede Stufe In einem anderen Modus
durchlaufen: zuerst in Modus 1 nur mit Zugriff auf die aktuell vorhandenen Internen problem-
bezogenen Daten, dann, wenn der Lauf in Modus 1 fehlgeschlagen Ist, wird der Prozeß nochmals in
Modus 2 gestartet Im Rahmen dieses zweiten Durchlaufs des Prozesses wird, wenn auf die Daten
Bei den Internen Datenbanken wird unterschieden In problembezogene und nicht problambazogana Datenbanken.
Dia problambazogenan Intaman Datenbanken «ind apaziall für «Ha Anwandung ao konzipiart wordan, daB sie als
«können r " " ' c -1989). Sie aind
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aus den problembezogenen Internen Datenbanken zugegriffen werden soll, zunächst eine
entsprechende Recherche in Online-Datenbanken durchgeführt, um die Datenbasen der betroffenen
problembezogenen internen Datenbanken zu erweitern.
Der WIREMAN besteht auf der Anwendungsebene aus vier Komponenten: der Steuereinheit, der
anwendungsbezogenen Wissensbasis, den problembezogenen internen Datenbanken und der
Gateway-Komponente (Abb.3). Die vier Komponenten sind zum Tel mittels unterschiedlicher Tools
realisiert Die wichtigsten Tools sind IF/Prolog, ein darin realisiertes Framemodell, das DBMS
INGRES und Kommunikationssoftware. Teie der Software sind auch In C bzw. In Pascal
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Abb. 3: Komponenten des WIREMAN für das faktenorientierte Retrieval
Die Steuereinheit steuert die Zusammenarbeit der einzelnen Komponenten des WIREMAN und
wickelt die Kommunikation mit den anderen Komponenten von WISKREDAS ab.
Die Internen problembezogenen Datenbanken dienen der Speicherung von unmittelbar
entscheidungsrelevanten Daten gleichen Type, die in großen Mengen anfallen.
Die anwendungsbezogene Wissensbasis versucht, die Daten In den Internen problembezogenen
Datenbanken mittels Wissen Ober Zusammenhange der betrachteten Konzepte auf der Basis der
verfugbaren Inferenzmechanismen soweit wie möglich hinsichtlich der Jeweiligen Fragestellung
auszuwerten.
Die Gatewaykomponente wird durch die Steuereinheit aktiviert und hat als Input spezieile Proiog-
Pradikate. Die Aktivierung erfolgt gegebenenfalls in zwei Modi gestaffelt entlang des In der Wissens-
basis bestehenden "Plans" für die Zugriffe auf die internen problembezogenen Datenbanken. Dabei
werden nur die In den Online-Datenbanken hinsichtlich der internen problembezogenen Daten-
banken wirklich neu gefundenen Daten in die internen problembezogenen Datenbanken eingespielt.
Um dies sicherzustellen, wird, bevor diese Daten eingespielt werden, eine Duplizitatskontroile durch-
geführt9. Danach versucht die Wissensbasis erneut, die Ableitung der Antwort, bzw. zunächst der
Teilantwort, auf der aktuellen Stufe des Plans zu ermöglichen. Wenn dies miBlingt, wird versucht, auf
einem alternativen Zweig des Plans auf die gleiche Weise zu reüssieren. Falls ein solcher Zweig nicht
vorhanden ist, bzw. wem auf allen alternativen Zweigen auch nicht reüssiert werden kann, wird
gemäß der Kontrollstruktur von Prolog ein Backtracking durchgeführt in diesem Modus wird jedoch,
wenn ein Zugriff auf die Internen problembezogenen Datenbanken stattfinden soll, zunächst eine
entsprechende Anfrage an die Gateway-Komponente abgesetzt Diese wird dann versuchen, die
internen problembezogenen Datenbanken um die gemäß der aktuellen Stufe des
Ableitungsprozesses benotigten Daten aus Online-Datenbanken anzureichern.
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Die Kommunikation zwischen dem Wissensverwaltungssystem (lF/Protog) und dem DBMS
(INGRES) erfolgt Ober Dateischnittsteilen, wefl keine systemimmanente Schnittstelle zwischen den
beiden Systemen verfügbar ist Datenbankanfragen werden von Prolog aus generiert. Recherche-
ergebnisse aus den internen problembezogenen Datenbanken werden in Dateien abgelegt, In
entsprechende Prolog-Prädikate umgeformt und In die Prolog-Wissensbasis eingespielt (konsultiert).
Im Zusammenspiel der internen problembezogenen Datenbanken mit der Gateway-Komponente
werden einerseits die benötigten Daten erarbeitet und andererseits so aufbereitet, daß sie in die
problembezogenen internen Datenbanken eingespielt werden können. Die Gateway-Komponente
liefert zu jeder Relation der entsprechenden Internen problembezogenen Datenbank als Output eine
Import-Datei. Gleichzeitig sendet sie eine Meldung an die Steuereinheit, daß entsprechende Datelen
angelegt worden sind. Die Steuereinheit läßt die Daten In den Import-Dateien durch das DBMS in die
Internen problembezogenen Datenbanken einspielen.
Für das themenorientierte Retrieval sind an zusätzlichen Komponenten noch nötig: 1. eine
Komponente zur Generierung einer Suchtermmenge aus dem Prolog-Prädikat, das die Suchfrage
repräsentiert, 2. eine Komponente, die themenorientiert die einschlägigste Datenbank selektiert,
sowie 3. eine Komponente, die aus der Suchtermmenge und der für die Recherche selektierten
Datenbank eine CCL Kommandodatei erstellt (GLASEN 1988). Die Übersetzungskomponente
ESURS, das Kommunikationsgedächtnis, die Datenbankbeschreibungen und die Interaktions-
komponente können für beide Retrievalformen verwendet werden. Damit die Datenbankbe-
schreibungen für das themenorientierte Retrieval fruchtbar werden können, muß eine Indexierung
der Datenbanken auf der Grundlage eines kontrollierten Vokabulars vorgesehen werden. Aus
Tennen dieses Vokabulars muß sich auch die Suchtermmenge zusammensetzen. Die Indexierung
der Datenbanken durch Terme des kontrollierten Vokabulars soll sinnvollerweise gewichtet erfolgen.
4.1 Die Steuereinheit
Die Steuereinheit aktiviert und synchronisiert die Arbeit der einzelnen Komponenten. Sie vorzusehen,
ist u.a deshalb sinnvoll, wel Tools invoMert sind, die über keine angepaßten Schnittstellen verfügen
(z.B. das DBMS INGRES, Prolog, Kommunikationssoftware, C und Pascal), und die gegenwärtig
über Dateien miteinander kommunizieren. Ferner ermöglicht eine entsprechend konzipierte Steuer-
einheit, daß mehrere Anfragen des Entscheiders im WIREMAN (quasi)parallel bearbeitet werden
können10. Die Parallelität bezieht sich zunächst nur auf die Hauptkomponenten des WIREMAN. Die
durch die asynchrone Steuerung ermöglichte Parallelität vorzusehen liegt nahe, da einerseits
Recherchen In Online-Datenbanken mitunter durch die notwendige Datenübertragung und die
zeitweise hohe Belastung der Hostsysteme sehr langwierig sein können, und anderereseits nicht alle
Anfragen des Entscheiders neuerliche Online Recherchen erforderlich machen. Femer werden so
die Eigenheiten der betrachteten Informationsarbeit plastischer, und eine Abbildung der Konzeption
auf eine parallele Rechnerkonfiguration wird vorbereitet. Die Steuereinheit synchronisiert nicht nur
die Vorgänge im WIREMAN sondern wickelt auch die Kommunikation mit den anderen
Komponenten von WISKREDAS ab.
4.2 Die anwendungsbezogene Wissensbasis zum Erschließen impliziter Information
Die anwendungsbezogene Wissensbasis hat als Input die Anfragen des Entscheiders in der Form
des zugrundeliegenden Framemodells und als Output eine Antwort auf die Anfrage oder eine
Meldung, daß eine Antwort nicht erreicht werden kann. Sie versucht die Daten in den internen
problembezogenen Datenbanken mittels Wissen über die Zusammenhänge der betrachteten
Konzepte auf der Basis der verfügbaren Inferenzmechanismen soweit wie möglich hinsichtlich der
Fragestellung auszuwerten. Dabei arbeitet sie in zwei unterschiedlichen Modi. Im ersten Modus
nimmt sie nur Bezug auf die internen problembezogenen Datenbanken. Im zweiten Modus läßt sie
auf jeder Stufe des Inferenzprozesses, auf der auf Daten aus den internen problembezogenen
Datenbanken zugegriffen werden soll, die Gatewaykomponente aktivieren. Diese soll dann neue
Daten, die auf der aktuellen Stufe benötigt werden, in die interenen problembezogenen
Datenbanken einspielen. Dadurch soll die Datengrundlage soweit erweitert werden, daß sie zur
Generierung einer Antwort ausreicht.
ings nötig, daB dl« zwischen den Komponenten ausgetauschten Nachrichten immer explizit
auf den Fall Bezug nehmen, auf den tle «Ich Inhaltlich beziehen. Dieser Aspekt wird In der Darstellung vemachUurtgt
Dadurch wird es allerdi  i , <
1 1
 Das verwendete Framemodell tot gemäß dem Vorschlag von SCHNUPP/HUU (1987) in Prolog Implementiert und,
um den speziellen Bedürfnissen zu genügen, entsprechend erweitert und modifiziert worden. Das Prädikat
•fr«oe[Objekt,Slot1WBrtr liefert darin unter Berücksichtigung aller vorgesehenen kiferenzen im Framemodell einen
Wert für das Jeweilige (Ot>£kt,Stot) Paar.
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4.2.1 Erschließen impliziter Information aus zeitlichen und räumlichen Regularitäten
Da vleje Wirtschaftsdaten sich auf regionale Einheiten und fast alle Wirtschaftsdaten sich auf
Zeitpunkte oder Zeltintervalle beziehen, liegt es nahe, hinsichtlich dieser sehr allgemeinen Eigenart
dieser Daten, Wissen zu formulieren, das es ermöglicht, diesbezüglich Implizite Daten aus einer
Menge expliziter Daten zu erschließen. Dieses Wissen wird immer dann nützlich sein, wenn zu einem
Raum- und/oder Zeitsektor spezifische Wirtschaftsdaten angefordert werden, für die die Daten nicht
explizit vorhanden sind. Dann wird das System versuchen, mitteis des verfügbaren Wissens
automatisch die angeforderten Daten implizit zu erschließen. Das Wissen basiert dabei auf der
Tatsache, daß dann rechnerische Zusammenhänge zwischen Daten des gleichen Typs existieren,
wenn der Raum- Zeitsektor, für den der Wert gesucht wird, eine Partition von Raum- Zeitsektoren ist,
für die entsprechende Werte bekannt sind. Eine Partition eines Raum- Zeitsektors RZ1 ist dabei eine
Menge von Raum- Zeitsektoren, deren Elemente alle paarweise dlsjunkt und zusammengesetzt mit
RZ1 identisch sind (GLASEN 1990a). Z.B. läßt sich der absolute Umsatz einer Branche in der BRD in
einem bestimmten Jahr als Summe der absoluten Umsätze der gleichen Branche eines jeden
Monats dieses Jahres berechnen, wenn die monatlichen Umsatzzahlen sich auf die BRD beziehen,
aber auch dann, wenn die monatlichen Umsatzzahlen für alle Bundesländer der BRD einzeln
bekannt sind. Dies ist ein Beispiel dafür, daß sich Werte für größere Sektoren aus entsprechenden
Werten kleinerer Sektoren berechnen lassen. Unter bestimmten Umständen können aber auch
Werte für kleinere Sektoren aus einer Menge von Werten erschlossen werden, in denen auch
größere Sektoren enthalten sind.
4.2.2 Erschließen impliziter Information aus Zusammenhängen zwischen Branchen und
Firmen
Ein anderer für die Anwendung relevanter Zusammenhang, der es ermöglicht, implizite Information
zu erschließen, ist der Zusammenhang zwischen Firmendaten und Branchendaten. Branchendaten
eines Raum- Zeitsektors sind das Ergebnis einer Aggregation entsprechender Firmendaten. Dabei
müssen sich die Firmendaten auf den gleichen Zeitsektor beziehen und die Standorte der Firmen im
entsprechenden Raumsektor liegen. Zusätzlich muß bekannt sein, daß es sich bei den Firmen um
alle Firmen der Branche In dem entsprechenden Raumsektor handelt. Dies kann z.B. erschlossen
werden, wenn das System die Anzahl der Firmen der entsprechenden Branche in dem
entsprechenden Raumsektor kennt.
Ein Zusammenhang besteht auch zwischen unterschiedlichen Branchendaten. Branchen sind häufig
ineinander enthalten. So gehören beispielsweise "Einzelhandel" und "Großhandel" beide zum
Handel. Wenn eine Menge von Branchen eine Partition einer anderen Branche ist, lassen sich
Branchendaten implizit erschließen. So ergeben sich z.B. die absoluten Umsätze des Handels in
einem festen Raum- Zeitsektor, als Summe des absoluten Umsatzes des Einzelhandels und des
absoluten Umsatzes des Großhandels in diesem Sektor, weil Einzelhandel und Großhandel
zusammen eine Partition von "Handel" sind.
4.2.3 Erschließen impliziter Information aus einem Marktmodell
Hierbei werden die gegenseitigen Abhängigkeiten zwischen Firmen so beschrieben, daß sich
entsprechende Ableitungen machen lassen. Das Hauptaugenmerk liegt auf den Produkt- und
Geldflüssen zwischen den Wirtschaftssubjekten und den sich daraus ergebenden Auswirkungen auf
zukünftige Finnen- und Branchendaten. Zusätzlich werden die Zusammenhänge zwischen
Produkten miteinbezogen. Dabei spielt die "part of(X,Y)" Relation eine besondere Rolle. Konzepte
die hier eine Rolle spielen sind: potentielle Zulieferer bzw. Abnehmer, Auswirkungen des Auftrags-
bestandes einer Branche auf andere Branchen, Zahlungsfähigkeit von Unternehmen, etc. (RUPP
1988).
4.3 Die internen problembezogenen Datenbanken
Die internen problembezogenen Datenbanken dienen der Speicherung von Daten gleichen Typs, die
in großen Mengen anfallen. Zunächst sind vorgesehen: eine Firmendatenbank, eine Branchendaten-
bank und eine Volltextdatenbank mit Wirtschaftsinformation. Die einzelnen Datenbanken sind zum
Teil aus Redundanzgesichtspunkten nicht in einer Relation abgespeichert. Die Volltextdatenbank
wird im Rahmen des automatischen Erarbeitungsprozesses nicht verwendet, jedoch für das themen-
orientierte Retrieval benötigt. In ihr werden auch die Gutachten der Experten gespeichert, die bei der
untersuchten Kreditabsicherungsbank bei der EntschekJungsfindung berücksichtigt werden.
Es erscheint für die Anwendung nicht sinnvoll, auf Datenintegrität im eigentlichen Sinn zu achten. Es
werden Daten aus unterschiedlichen Datenbanken in eine interne Datenbank eingespielt. Dabei kann
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es vorkommen, daß Daten gefunden werden, die den Einträgen in der internen problembezogenen
Datenbanken widersprechen. Da In WISKREDAS eine Komponente vorgesehen ist, die aus
unterschiedlichen externen Meinungen eine Systemmeinung generiert, soll widersprüchliche
Information In den internen problembezogenen Datenbanken zugelassen werden . Datenintegrität
bedeutet in diesem Zusammenhang in erster Unie Vermeidung von Doppeleinträgen13. Dabei ist zu
beachten, daß Doppeleinträge erlaubt sein sollen, wenn die Einträge aus unterschiedlichen Online-
Datenbanken stammen. Nur die gleichen Informationen aus der gleichen Datenbank sollen nicht
doppelt gespeichert werden. Da aber auch die Online-Datenbanken gelegentlich aktualisiert werden,
sollen, da davon ausgegangen werden kann, daß diese Änderungen zu einer Verbesserung der
Daten führen, diese Veränderungen auch intern nachvollzogen werden .
4.4 Die Gateway-Komponente
Im Rahmen des WIREMAN wird automatisch auf externe Datenbanken zugegriffen. Hierzu ist eine
Gateway-Komponente erforderlich, die u.a. die relevanten Datenbanken selektiert, die Übersetzung
der Ausgangsfrage in die unterschiedlichen Retrievalsprachen ermöglicht, den Verbindungsaufbau
mit den Rechnern der Online-Datenbankanbieter herstellt und die Rechercheergebnisse in die
problembezogenen internen Datenbanken einspielt. In diesem Kapitel wird diese Komponente
vorgestellt.
Für die Konzeption dieser Komponente ist die Tatsache leitend, daß der Informationsmarkt sich
dynamisch entwickelt. Dies bedeutet vor allem, daß sich das Angebot an Datenbanken, die Struktur
der Datenbanken und damit auch die Form der zu importierenden Rechercheergebnisse und die zu
bedienenden Retrievalsprachen schnell verändern können. Deshalb muß die Konzeption dieser
Komponente eine möglichst einfache Adaptierbarkeit an diese Veränderungen ermöglichen.
Um dies zu erreichen, wurde die Architektur dieser Komponente so modular angelegt, daß den
möglichen einzelnen Veränderungen auf dem Informationsmarkt durch Veränderung einzelner
Module begegnet werden kann. Dabei wurden die betreffenden Module so konzipiert, daß sie durch
Änderung expliziter Beschreibungen angepaßt werden können. Dadurch sollte es den Benutzem des
Systems möglich werden, die notwendigen Anpassungen selbständig vorzunehmen. Betroffen
hiervon sind vor allem die Datenbankmodelle, die für viele Funktionen innerhalb der Gateway-
Komponente gebraucht werden, die Komponente zur Übersetzung von Retrievalsprachen und die
Downloading-Komponente.
4.4.1 Aufgaben der Gateway-Komponente
Zunächst sollen die Aufgaben der Gatewaykomponente stichwortartig vorgestellt werden. Die
Aufgaben sind grob gegliedert in Rechercheplanung, Recherchedurchführung und
Rechercheaufbereitung.
Rechercheplanung
a) automatische Selektion relevanter Datenbanken (Hosts und Datenbasen)
- Überprüfen, ob die relevanten Datenbanken neue Informationen enthalten können
- Reihenfolge festlegen in der Menge der potentiell relevanten Datenbanken
b) Aufbau einer Kommandodatei In EC-CCL für die Durchführung der Recherche
c) automatische Übersetzung von EC-CCL in die Zielsprache
Recherchedurchführung
Interaktion mit den Online-Datenbanken
- Verbindungsaufbau und Verbindungsabbau mit Hostsystem
- Reaktion auf Fehlermeldungen des Hostsystems
- Aufbau des SHOW-Kommandos in Abhängigkeit von den Ergebnissen des FIND-Kommandos
- Kostenabschätzung
Es wäre auch denkbar, auf der Grundlage von Wissen über die Informationsressourcen die Wissensbasis
konsistent zu halten, indem nur die "besten" Daten gespeichert würden. Da sich aber, wenn neue Informationen
hinzukommen, unter Berücksichtigung des gesamten Wissens nachträglich herausstellen kann, daB die zunächst als
"beste" angenommenen Daten nicht die besten sind, sollen alle recherchierten Informationen, insofern sie nicht
redundant sind, gespeichert werden, und erst zum Zeitpunkt, an dem spezifische Information gebraucht wird,
ausgewertet werden.
Obwohl durch das Kommunikationsgedächtnis vermieden werden soll, daB Datenbankrecherchen unnütz doppelt
durchgeführt werden, kann es dennoch vorkommen, daB einzelne Dokumente doppelt angefordert werden.
1 4
 Es ist also nicht daran gedacht, unterschiedliche Versionen von Dokumenten zum gleichen Objekt aus der
gleichen Online-Datenbank zu speichern. Hier soll immer die neueste Version als verbindlich gelten.
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Rechercheaufbereitung
Downlgading der Rechercheergebnisse In die internen Datenbanken
- Übersetzung der Rechercheergebnisse in Import-Dateien
- Importleren der Import-Dateien in die internen Datenbanken
4.4.2 Die Schnittstellen dar Gateway-Komponente
4.4.2.1 Input der Gateway-Komponente
Der Input der Gatewaykomponente sind Datenbankanfragen in Prolog Notation. Es kann davon
ausgegangen werden, daß die betrachteten Online-Datenbanken Beschreibungen von Objekten
enthalten. Daraus ergibt sich, daB entweder spezifische Eigenschaften bekannter Objekte gesucht,
oder alle Objekte, die eine bestimmte Eigenschaftskombinationen erfüllen und darüberhinaus noch
andere Eigenschaften haben, die Interessieren, in Online-Datenbanken gesucht werden können. Zur
Repräsentation der letzten Fragestellung wird das Prädikat
*suche_alle_obJekte(typ(ryp),Suchende_Eigenschaften,lmeressierende_Eigenschaften)"
verwendet "Suchende Eigenschaften" und "Interessierende Eigenschaften" sind jeweils Listen.
"Suchende Eigenschaffen" besteht aus Listen die jeweHs'zwei Elemente enthalten nämlich
"[Eigenschäftsname.Eigenschaftsausprägungj". "Interessierende Eigenschaft" besteht nur aus
Eigenschaftsnamen. Um die relevanten Datenbanken über die "rnain_entlty" selektieren zu können,
muß der Typ der Objekte spezifiziert werden. Dies geschieht durch die Struktur "typ(Typ)", wobei
Typ" den Typ des Objektes angibt
Die Suche nach Eigenschaften von bekannten Objekten wird durch das Prädikat
"suche eigenschaftenvon objektßs a(Objekt,Typ),Suchende Eigenschaftenjnteressierende Eige
nschaffen)" ~ ~ ~ ~
repräsentiert. Auch in diesem Fall muß der Typ des Objektes in der Anfrage spezifiziert werden, um
die einschlägigen Datenbanken über ein Matching mit deren "main entity* selektieren zu können.
Dies geschieht durch die Struktur "is a(Objekt,Typ)". "Objekt" bezeichnet dabei das Objekt, zu dem
die entsprechenden Interessierenden Eigenschaften gesucht werden. Ansonsten sind die beiden
Listen mit "Eigenschaften" gleich aufgebaut wie im zuerst beschriebenen Prädikat15.
Die Objekt- und Eigenschaftsnamen müssen in beiden Fällen so gewählt sein, daß sie mit den
entsprechenden Namen in den Datenbankbeschreibungen in gewünschter Weise matchen können.
Die "mainentlty" der Datenbanken wird durch den in der Objekthierarchie des Objekts
nahegelegensten Objekttyp festgelegt. Die anderen Eigenschaftsnamen korrespondieren mit den
Feldnamen der Datenbanken. Die Eigenschaftsausprägungen der Objekte korrespondieren mit den
Feldeinträgen der den Eigenschaften korrespondierenden Felder der Datenbanken.
In beiden Prädikaten tauchen keine Variablen auf, weil die Prädikate selbst keine neuen Werte





4.4.2.2 Output der Gateway-Komponente
Fast alle DBMS besitzen die Möglichkeit, Daten aus Dateien in eine Datenbank zu importleren. Je
nach Datenbank sind eine oder meherere solcher Dateien der Output der Gateway-Komponente. In
dem verwendeten relationalen DBMS INGRES korrespondiert eine Import-Datei eindeutig mit einer
Relation einer Datenbank. Zeilen der Datei entsprechen einem Tupel. Die Datenelemente in den




Zeilen werden von INGRES in der Reihenfolge, wie sie in der Definition der Relation angegeben
wurden, Interpretiert Sie müssen durch Komma getrennt angegeben werden.
4.4.3 Die Komponenten der Gatewaykomponente
Abbildung 4 zeigt die Komponenten der Gateway-Komponente.
Abb. 4: Gateway-Komponente des WIREMAN
Der ZugrHf auf nicht problembezogene interne und externe Datenbanken erfolgt im WIREMAN Ober
die Gatewaykomportente. Die Komponenten der Gatewaykomponente sind: die Daten-
bankmodelle .die Komponente zur Selektion der relevanten Datenbanken , die Komponente zur
Übersetzung von Prolog in die EC-CCL-Kommandodatei, die Obersetzungskomponente ESURS, die
Interaktionskomponente und die Downloading-Komponente.
4.4.3.1 Die Datenbankmodell«
Datenbanken18 sind Datenbasen Im Angebot eines Host Sie sind im Framemodell beschrieben. Ihre
Beschreibungen enthalten manche Informationen direkt (z.B. Preise pro Anschaltminute, Preis pro
Dokument und Ausgabeformat), Werteren aber auch Informationen von den Beschreibungen der
zugehörigen Datenbasen (z.B. main entity, Datenbankfelder, Indexierung) und der zugehörigen
Datenbankanbieter (z.B. Retrievalsprache, Hostadresse, PaBwort, Ausgabeformat von Dokumenten
und sonstigen Hostmeldungen). Die wichtigsten Merkmale der Datenbasis sind die 'main entity" und
deren Eigenschaften. Die "mainentity" bezeichnet dabei den Objekttyp, zu dem alle Einträge in der
Datenbank Instanzen sind. Die Eigenschaften korrespondieren weitgehend mit den
Datenbasisfeldern. Es kann jedoch auch vorkommen, daß mehrere Eigenschaften in einem Feld,
und daß eine Eigenschaft in mehreren Feldern vorkommt Die wichtigsten Eigenschaften der
Datenbankanbieter sind die Retrievalsprache und die Informationen, die zur Herstellung der
Diese beinhalten auch Modrtl« dar Datenbasen und dar Datenbankanbieter.
Mit Angaba dar Reihanfolg«, in dar In ihnen recherchiert werden soll.
Dia vorgenommene Festlegung dar Begriffe •Datenbankanbieter", •Datenbasis" und "Datenbank" ist funkttorwl
notwendig, well nur für Datenbanken eine eindeutige Kostenangabe gemacht werden kann, nicht Jedoch für
Datenbasen oder Datenbankanbieter. Der Name einer Datenbank setzt sich zusammen aus dem zugehörigen
Datenbasisnamen und dem zugehörigen Host. So bezeichnet "Creditreform/GENIOS* die Datenbank "CredKreform"
im Angebot von GENOS.
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Verbindung benötigt werden. Datenbankspezifisch sind die Ausgabeformate und deren Kosten
sowie die Zeiträume innerhalb derer die Datenbanken aktualisiert werden. Die






main_entity: ifneeded: übernimm Wert aus Creditreform.
Eigenschaften: if_needed: übernimm Wert aus Creditreform.
Name: value: vc.
EigenschaftenFeWer: value: [eigen_feld(umsatz,['UM']), eigen_feld(Beschäftigte,['BE']),
eigen_fekJ(Firmenname, ['CO']), eigen_feid(Land, ['CN']), eigenfeld (Eigentümer, ['EG']),
eigen_feld(Export,'EX'), eigen_feW(Gründungsjahr,['GL']), eigen_feld(Handelsregister_Nr,['HR']),
eigenjeld (Import, ['IM']), elgen_fe)d(Kapital,['KA']), eigen_feld(Management,['NN']),
eigen_feld(Standort, ['OR'.'PL']), eigen_feld(Branche. ['PC'.'PX']), eigen_feld(Rechtsform, ['RF']),
eigen_feld(Stra8e.['ST<]), eigen_fekJ(Telefon_Nr,[TE']), eigen_feld(rätigkeitsbeschreibung,[TX']),
elgen_feld(Datum, ['YR'])].
KanalAdresse: Ifneeded: übernimm Datex_P(Wert) von GENIOS.
Retrievalsprache: ifneeded: übernimm Wert von GENIOS.
geographische_Abdeckung: ifneeded: übernimm Wert von Creditreform.
zeitlicheAbdeckung: Ifneeded: übernimm Wert von Creditreform.
Kosten: ifneeded: kostenberechnung_genios_creditreform(Wert).
Qualität: If needed: übernimm Wert von Creditreform.
Abb. 5: Frame Creditreform/GENIOS
Den Slot "main entity" universell als Slot zur Metabeschreibung von Datenbanken zu verwenden,
setzt voraus, däB alle betrachteten Datenbasen Eigenschaften von Objekten eines Typs enthalten.
Der Eintrag im Slot "main entit/ beschreibt diesen Typ. Vorläufig sind aus der Anwendung heraus
motiviert nur 3 Objekttypen als Einträge erlaubt, nämlich "firma", "branche" und "dokument". Der Slot
Aus Platzgründen werden nur dl« wichtigsten Slots aufgeführt, die als Informationen zur automatischen
Durchführung der anstehenden Funktionen gebraucht werden. Die Beschreibungen der Felder der Datenbanken, die
Im wesentlichen Angaben zum Typ der Einträge z.B. Währung "DM" oder "Dollar" unterschiedliche Codes etc.
enthalten, müssen ebenso wie die Beschreibungen der Ausgabeformate, deren Beschreibung nötig ist, um das auf die
Frage bezogen kostengünstigste Ausgabeformat zu bestimmen, aus Platzgründen unterbleiben. Eine vollständige
Bestreitung findet »tcn in GtASEN (IJöOb). ^
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ist u.a. notwendig, um die einschlägigen Datenbanken zu einer Suchfrage auszuwählen. Ebenfalls
muß hierzu bekannt sein, zu weichen Eigenschaften der "main entity" die Datenbasis Information
enthalt. Diese Information ist im Slot 'Eigenschaften" gespeichelt"
Im Slot "Eigenschaften Felder" werden nur Eigenschaften aufgeführt, die bei der Modellierung des
Objektes, das in der Datenbankbeschreibung als "mainentity" vorkommt (im Beispiel: "firma"),
vorgesehen sind und für die Felder in der Datenbank existieren. Felder und Eigenschaften werden
einander in diesem Slot gleichzeitig zugeordnet.
Wie man aus der Modellierung der Datenbank Creditreform/GENIOS erkennt, sind Slots der Objekte
"Creditreform" und "GENIOS", für die intendierte Verwendung des Objekts "Creditreform/GENIOS"
relevant. Für die einzelnen Datenbankinstanzen sollen diese Slots durch Zugriff auf die Werte von
den zugehörigen Datenbasis- und Hostinstanzen "vererbt" werden. Hierzu wird die "ifjieeded"
Facette benutzt.
4.4.3.2 Die Komponente zur Selektion der Datenbanken
Die beiden Prädikate "suche eigenschaften von objekt(...)" und "suche alle objekte(...)" bilden die
Grundlage für alle Aktionen "der Komponente, die die einschlägigen Datenbanken auswählt und in
eine Liste schreibt. Die Auswahl der Datenbanken geschieht durch Bezugnahme auf den In der
Prolog-Anfrage spezifizierten Typ des aktuellen Objektes. Dieser Typ oder einer seiner Oberbegriffe
muß notwendigerweise mit der "main entity" einer Datenbank, der im "main entity"-Slot der
Datenbankbeschreibungen gespeichert ist, matchen, wenn diese als einschlägige Datenbank für die
anstehende Recherche selektiert werden soll. Findet sich also für den aktuellen Typ keine Datenbank
mit entsprechender mainentity, wird hinsichtlich des aktuellen Typs in der "is_a"-Hierarchie weiter
nach oben gegangen und nach Datenbanken mit entsprechenden "abstrakteren* "main entities"
gesucht. Zusätzlich müssen alle "Eigenschaftsnamen" in "Suchende Eigenschaften" und alle
Elemente von "Interessierende Eigenschaften" in der Menge der Eigenschaften des Slots
"Eigenschaften" der gleichen Datenbankbeschreibung enthalten sein. Ferner werden nur
Datenbanken berücksichtigt, in denen es möglich ist, Informationen zu finden, die noch nicht in die
internen problembezogenen Datenbanken eingespielt wurden. Dies geschieht durch Zugriff auf das
Kommunikationsgedächtnis und den "Updatezyklen'-Slot in den Datenbankbeschreibungen.
Nur wenn alle Tests für eine Datenbank positiv sind, kommt die Datenbank für eine Anfrage in Frage.
Für die Festlegung der Reihenfolge, In der in den Datenbanken recherchiert werden soll, werden
zusätzlich noch folgende Kriterien herangezogen:
- interne Datenbank vor externer Datenbank
- Qualität der Datenbank
- Kostenschätzung einer Recherche in der Datenbank
Das Kommunikationsgedächtnis
Das Kommunikationsgedächtnis enthält Informationen darüber, wann in welchen Datenbanken
welche konkreten Recherchen durchgeführt wurden. Als Beschreibung für die durchgeführten
Recherchen werden einfach die Prolog-Prädikate verwendet, die als Input der Gateway-Komponente
in der Vergangenheit aufgetaucht sind, weil mit ihnen die entsprechenden Abgleiche am einfachsten
gemacht werden können. Zusätzlich werden diese noch mit dem Zeitpunkt verknüpft, an dem die
Recherchen durchgeführt wurden, und mit der Datenbank, in der recherchiert wurde. Zusammen mit
der Information über die "Updatezyklen" der Datenbanken läßt sich unter Verwendung des
Kommunikationsgedächtnisses feststellen, ob eine bestimmte Recherche gegenwärtig überhaupt
sinnvoll ist, d.h. ob sie gegenwärtig überhaupt neue Information liefern kann. Diese Überprüfung
dient der Komponente zur Auswahl der Datenbanken als notwendiges Kriterium dafür, daß eine
Datenbank als relevant eingestuft wird.
4.4.3.3 Die Komponente zur Obersetzung der Prolog-Anfrageprädikate in EC-CCL
Die Übersetzung der beiden Prolog-Prädikate, die als Input der Gateway-Komponente vorkommen
können, in EC-CCL liefert als Output nicht nur ein einzelnes EC-CCL-Kommando, sondern die
vollständige EC-CCL-Kommandodatei zur Durchführung der Recherche. Es werden die vier EC-CCL-
Kommandos BASE, FIND, SHOW und STOP nacheinander aufgebaut. Das BASE-Kommando wird
einfach erstellt, indem "BASE "Datenbankname"* geschrieben wird, wobei "Datenbankname" der
Name der Datenbank ist, der von der Komponente, die die Datenbankauswahl vorgenommen hat,
an die erste Stelle der Liste der potentiell relevanten Datenbanken geschrieben wurde. Das STOP-
Kommando besteht nur aus der Zeichenfolge "STOP*.
Zur Generierung des FIND-Kommandos sind ausschließlich die Elemente von
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"Suchende Eigenschaften" relevant Die einzelnen Elemente "[Eigenschaftsname,
Eigenschafisausprägung]" werden aufgeschlüsselt, Indem der dem "Eigenschaftsname"
korrespondierende Feldname "P der selektierten Datenbank mittels der Zuordnungen Im Slot
"Eigenschaften Felder" ermittelt, und der Ausdruck "F=Eigenschaftsausprägung"20 gesetzt wird.
Enthalt "Suchende Eigenschaften' mehrere Elemente, werden diese nach dem gleichen Prinzip
umgesetzt und durch "AND" verknüpft hintereinandergeschrieben.
Für das SHOW-Kommando mu6 das bezogen auf den Informationsbedarf kostengünstigste
Ausgabeformat angegeben werden. Das SHOW-Kommando bezieht sich Immer auf das letzte FIND-
Kommando. Deshalb kann der Parameter, der angibt, auf welche Suchfrage sich das SHOW-
Kommando bezieht, weggelassen werden. Zur Spezifikation der Menge der auszugebenden
Dokumente wird auf die Dokumentkosten Im kostengünstigsten Ausgabeformat rekkuriert. Die
maximale Anzahl (Obergrenze) der auszugebenden Dokumente ergibt sich dann direkt aus dem
verfügbaren Budget für die aktuelle Recherche. Bei der Durchführung der Recherche korrigiert die
Interaktionskomponente diesen Betrag entsprechend nach unten, wenn die Anzahl der gefundenen
Dokumente kleiner ist als die vorgegebene Obergrenze. Das Kommando lautet also: "SHOW
f=•Formatname", r=1-'Obergrenze~. "Formatname" wird aus der Menge
"Interessierende Eigenschaften" ermittelt. Es wird das kostengünstigste Format ermittelt, das alle
Elemente aus "Interessierende Eigenschaften' enthalt. Die Formatbeschreibungen sind zusammen
mit den Formatkosten Tel der Datenbankbeschreibung.
Beispiel: Aus einer formalisierten Anfrage an den WIREMAN in Prolog:
frage(buchhandel,umsatz([[ig88],[ig89]]lkonstanz),Wert),
wird, nachdem im ersten Modus keine entsprechende Antwort gefunden wurde, also insbesondere
keine hinreichenden Branchen- und Finnendaten in den internen problembezogenen Datenbanken
gefunden werden konnten, versucht, eine Online-Datenbank zu finden, die Branchendaten zum
regionalen Bereich Konstanz enthalt. Da eine solche Online-Datenbank nicht existiert, wird versucht,
eine Firmendatenbank zu finden, deren Wert im Slot geographische Abdeckung eine Region
bezeichnet, die die Region Konstanz enthalt. Die Anfrage an die Gateway^Komponente hierzu lautet
dann:
suche_alle_objekte(typ(firma),[[branche,buchhandel],[region,konstanz]], [umsatz])
Die Komponente zur Auswahl der Datenbanken findet mehere einschlägige Firmendatenbanken für
die BRD. Aufgrund einer vorgenommenen Bewertung liefert sie das Ergebnis:
Creditreform/GENIOS
Mittels Wissen über die Datenbank Creditreform/GENIOS, in der recherchiert werden soll, wird die
Kommandodatei der notwendigen Datenbankanfragen in Form spezifischer EC-CCL-Kommandos
(BASE/FIND/SHOW/STOP) generiert, z.B.:
BASEVC
FIND PC = P5942 AND PL = 7750
SHOWF = 6, R = 1-20
STOP
Der Name der Datenbank Creditreform/GENIOS lautet: VC, Es existieren 2 Felder zur Angabe der
Branche. Im Feld PC wird der Sic-Code verwendet. Der Sic-Code von Buchhandel lautet P5942. Das
Feld "PL" enthält die Postleitzahl. Sie kann zur regionalen Selektion von Firmen verwendet werden.
Die Postleitzahl von Konstanz ist "7750". Für das SHOW-Kommando wurde das billigste
Ausgabeformat, in dem die Umsatzwerte enthalten sind, "F=6", gewählt. Die Ausgabeformate sind
durch die Menge der Ausgabefelder und den ihnen zugeordneten Preise beschrieben. Das
Umsatzfeld heißt "UM". Dieser Feldname erscheint in mehreren Ausgabeformaten. Für das Format 6
kostet die Ausgabe 14.- DM und dies ist damit das billigste Ausgabeformat in dessen Beschreibung
der Feldname "UM" enthalten Ist. Wenn die maximalen Kosten für diese Recherche 280.- DM nicht
übersteigen dürfen, was hypothetisch angenommen werden soll, dürfen maximal 20 Dokumente
"R=1 -20" angezeigt werden.
Dies ist eine etwas verkürzte Darstellung. Es ist zu beachten, daS 'Bgenschaftsausprägung* zunächst
datenbankspezifisch ermittelt werden muß. Um Bgenschaftsausprägung" datenbankspezifisch angeben zu können,
muß zunächst auf die entsprechenden Feldbeschreibungen zugegriffen werden. Je nach Inhalt dieser
Feldbeschreibungen müssen spezifische Ubersetzungsregeln aktiviert werden, die u.a. den Zugriff auf umfangreiche
kontrollierte Vokabularien und Beziehungen zwischen diesen Vokabularien zur Vorausssetung haben.
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Zusätzlich wird in diese Kommandodatei noch der Name der Datenbank, In der recherchiert werden
soll, eingetragen. Dadurch stehen vermittelt über die zugehörige Datenbankbeschreibung der
Ubersetzungskomponente ESURS der Name der Zielsprache, in die übersetzt werden soll, der
Interaktionskomponente die Informationen, die zum Verbindungsaufbau nötig sind, und der
Downloading-Komponente der Datenbankname für die weitere Verarbeitung zur Verfügung.
In nächsten Schritt werden die EC-CCL Kommandos in der Kommandodatei nach einer kurzen
Anpassung an die Schnittstellen von ESURS durch ESURS in die entsprechenden Kommandos der
Retrievalsprache der aktuellen Datenbank übersetzt und mit Hilfe der Interaktions- und der
Kommunikations-Komponente nacheinander an den entsprechenden Host übermittelt.
4.4.3.4 ESURS21: Die Obersetzungskomponente zwischen Retrievalsprachen
Die Übersetzungskomponente hat die Aufgabe, Datenbankanfragen in Form von EC-CCL-
Kommandos in die Retrievalkommandos des jeweiligen Zielhosts zu übersetzen. Als Zielhosts
werden GENIOS, DATA-STAR, FIZ-Technik und DIALOG betrachtet, weV diese Systeme über für die
Anwendung einschlägige Firmen- und Branchendatenbasen sowie über Volltextdatenbasen mit
Wirtschaftsinformationen für den Raum BRD verfügen. Damit ergeben sich als Zielsprachen:
STAIRS/MIKE, DSO und DIALOG.
Da der Sachbearbeiter ESURS ebenso wie die gesamte Gatewaykomponente und andere
Teilkomponenten der Gatewaykomponente direkt ansprechen können sollte, wurde als
Quellsprache für ESURS eine Retrievalsprache gewählt. Die EC-CCL wurde als Quellsprache für
ESURS verwendet, weil sie aus etablierten Retrievalsprachen, welche zum Teil auch wieder bei
ESURS als Zielsprachen eingesetzt werden, synthetisiert wurde. Die dadurch erreichte hohe
Übereinstimmung der Syntax und Semantik von Quellsprache und Zielsprachen vereinfacht den
geplanten Übersetzungsprozeß.
Die Übersetzung zwischen Retrievalsprachen ist nur insoweit möglich, wie sich der Funktionsumfang
der Quellsprache und der Funktionsumfang, der Zielsprache überschneiden. Bei den vier
untersuchten Sprachen besteht weitgehende Übereinstimmung in den verfügbaren Funktionen.
Deshalb lassen sich die meisten Funktionen der EC-CCL auf die Funktionen der anderen Sprachen
abbilden.
Im Rahmen des WIREMAN werden Datenbankbeschreibungen zur automatischen Auswahl
relevanter Datenbanken und zum korrekten Aufbau der EC-CCL Kommandos verwendet. Deshalb
kann davon ausgegangen werden, daß die EC-CCL Kommandos, die ESURS übersetzen soll,
korrekt sind, und daß ESURS sich darauf beschränken kann, syntaxorientiert zu übersetzen.
Dadurch wird ESURS sehr universell verwendbar (ZBORNIK1990).
Im ersten ESURS-Prototyp wurde nur ein Teil des vollen Funktionsumfangs der EC-CCL
implementiert. Die Ermittlung dieses minimalen Funktionsumfangs basiert auf den unmittelbaren
Anforderungen des WIREMAN. Folgende EC-CCL Kommandos werden von ESURS übersetzt:
BASE Datenbasis selektieren
FIND Suche nach Dokumenten
SHOW, BACK, MORE Anzeige der Rechercheergebnisse
STOP, OWN Systemsteuerung
HELP Benutzerhiife
Für die Retrievalsprachübersetzung, eine Übersetzung zwischen formalen Sprachen, läßt sich in
leicht vereinfachter Form das verbreitete und praktisch erprobte Phasenmodell der Compilertheorie
anwenden. Dieses Modell teilt den Übersetzungsprozeß in Analyse- und in Synthesephase. Die
Analysephase ist bei ESURS in lexikalische und syntaktische Analyse unterteilt. Die Generierung wird
von ESURS In einem Schritt mittels zielsprachenspezifischer Prozeduren durchgeführt. Zusätzlich
kommen noch zwei Hilfsphasen hinzu, weiche für die Symboltabellenverwaltung und die Fehler-
behandlung zuständig sind.
Im Rahmen der Analysephase hat die lexikalische Analyse die Aufgabe, die Zeichen der Anfrage
einzeln einzulösen und Symbole der Quellsprache zu erkennen. Die Symbole werden für die weitere
Verarbeitung in einer Symboltabelle gespeichert. Die syntaktische Analyse orientiert sich an der
kontextfreien Grammatik. Sie versucht für die Symbolfolge der Quellsprache einen Parsebaum zu
erstellen. Während der Generierungsphase werden die erzeugten Symbole der Zielsprache in
syntaktisch korrekter Form in einer Tabelle abgelegt. Die letzte Phase setzt diese Tabelle um in eine
textliche Form, welche für die weitere Verarbeitung in einem Zielsystem verwendet werden kann.
Werden Unkorrektheiten während einer der genannten Phasen erkannt, so wird eine Fehler-
behandlungsphase eingeleitet (ZBORNIK 1990).
Zu jeder Phase des Übersetzungsprozesses wird eine systeminterne Repräsentation des zu
2 1
 ESURS-(Experlmentelles System für dt» Uebersetzung von HetrievalSpracrwn)
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übersetzenden Kommandos erzeugt Die lexikalische Analyse extrahiert aus der Datenbankanfrage
Symbole und tragt diese in eine Tabelle ein. Die syntaktische Analyse produziert aus den Symbolen
und zusätzlichen grammatikalischen Regeln einen Parsebaum. Die Generierung aktiviert die
entsprechenden Übersetzungsprozeduren, die auf dem Parsebaum ansetzen und mit Hufe der Über-
setzungstabelle die Übersetzung vornehmen. Während der Generierungsphase werden die
entsprechenden Symbole der Zielsprache in eine Synthesetabelle eingetragen. Zuletzt setzt die
Ausgabeaufbereitung die Synthesetabelle in eine Output-Message um. Abbildung 6 zeigt den Aufbau
der Schnittstellen von ESURS (Input/Output Fle), die wesentlichen während der Übersetzung intern
angelegten Datenstrukturen und parallel dazu ein Beispiel für die Übersetzung eines konkreten EC-
CCL-Kommandos.
Beispiel
I »-Parameter | EOL |Anfrage |COF f
Input - File



































Abb. 6: Schnittstellenkonzept und Interne Repräsentation der Datenbankanfragen
aus ZBORNIK (1990)
Die Schnittstellen von ESURS sind folgendermaßen definien In der Input-Message wird dem System
mit dem Übersetzungsparameter die Zielsprache, in die übersetzt werden soll, mitgeteilt22. In
"Anfrage" steht das aktuelle EC-CCL Kommando, das übersetzt werden soH.
Der Aufbau der Output-Message ist ähnlich wie der Aufbau der Input-Message. Am Anfang einer
Meldung stehen Fehlercodes und Fehlermeldungen. _Danach folgt das übersetzte Datenbank-
kommando "Übersetzung" In der Zielsprache. Falls die Übersetzung eines EC-CCL-Kommandos zu
mehreren Kommandos in einer Zielsprache führt, werden diese nacheinander und durch Zeilen-
umbrüche getrennt in dieselbe Output-Message geschrieben.
ESURS kann auch In alnsn Trantpan
nicht aktiv tat.
TKXJU« mnton, in dwn dk» Übanwtzungafunktion dM Systems
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4.4.3.5 Di« Interaktionskomporont«
Die Interaktionskomponente soH es ermöglichen, die zur Durchführung einer Recherche
notwendigen Kommandos einzeln abzusenden und angemessen auf die Reaktionen der
Hostsysteme zu reagieren. Dabei sollen u.a. Fehlermeldungen erkannt und das SHOW-Kommando
in Abhängigkeit von den Ergebnissen des FIND-Kommandos neu aufgebaut werden.
4.4.3.6 Di« Downloading-Komponent«
Die Downioading-Komponente bereitet das Importieren der Ergebnisse der Recherchen in die
internen problembezogenen Datenbanken vor, indem sie eine Übersetzung der Textdateien, die als
Ergebnisse der Online-Recherchen anfallen, in Import-Dateien der entsprechenden
problembezogenen internen Datenbanken vornimmt. Dies beinhaltet sowohl formatorientierte als










Abb. 7: Die Downioading-Komponente
Die Übersetzungskomponente hat als Input eine Textdatei mit Rechercheergebnissen aus einer
Datenbank und den zugehörigen Datenbanknamen (Datenbasisnamen und Hostnamen). Der Output
sind die zu Jeder Relation der entsprechenden problembezogenen Internen Datenbank
anzulegenden Importdatelen. Die Übersetzungskomponente ähnelt dabei einem Interpreter, der auf
der Basis von expliziten Beschreibungen, wie die Downloadergebnisse zu übersetzen sind, und
Bescheibungen der Import-Dateien, die Übersetzung vornimmt. Dadurch wird erreicht, daß bei einer
Anpassung des Systems an die Systemumwelt, nur diese Beschreibungen aktualisiert oder erweitert
zu werden brauchen. Für jede Online-Datenbank und für jede Relation jeder internen Datenbank
muß eine solche Beschreibung existieren. Jede Beschreibung steht in einer eigenen Datei. Für jede
Relation der betroffenen internen Datenbank wird durch die Ubersetzungskomponente eine Import-
Datei erstellt.
Das vorläufige Ziel war, eine Beschreibungssprache für die Übersetzung zu entwickein, die auf der
Basis der In ihr formulierten Übersetzungsregeln zumindest die Übersetzung der zugrundegelegten
Ausgabedokumente aller betrachteten Datenbanken (Creditreform/GENIOS, Hoppenstedt/GENIOS,
FINF-Numeric/GENIOS) vollständig ermöglicht. Die bislang vorliegende Beschreibungssprache
bewältigt nur einen Tel dieser Absicht. Teile der Dokumente müssen noch mittels Prozeduren auf
bestimmte Formate gebracht werden, andere Teile können noch überhaupt nicht systematisch
erschlossen werden. Dabei ist zu bedenken, daß nur 3 Finnendatenbanken betrachtet wurden, und
die Arbeit nur eine sehr kleine Menge von Ausgabedokumenten berücksichtigt. Die Aufgabe ist in
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gewisser Hinsicht so lange ein offenes Problem, bis die Datenbankanbieter sich zumindest für
manche schwach strukturierte Datenbanken an härtere syntaktische und semantische Regeln bei
der Erstellung der Ausgabedokumente halten. Bis dahin scheint dieses Problem in der allgemeinen
Form unlösbar zu sein. Zusätzlich ist jedoch zu beachten, daB mit stärkerem theoretischem
Rüstzeug als der hier ad hoc vorgenommenen Sprachkonzeption das Übersetzungsproblem nur
mitteis expliziter Beschreibung der Übersetzungsregeln, ohne datenbankspezifische Prozeduren zu
verwenden, gelöst werden könnte. Zu denken ist in diesem Zusammenhang vor allem an die
attrributierten Grammatiken (MAHN 1988) bzw. an ihre "logischen" Varianten, die "definite clause
translation grammars" (ABRAMSON/DAHL 1989). Voraussetzung bleibt aber immer, daß die
Ausgabedokumente überhaupt eine Grammatik haben.
Ungeachtet dieser aufgetretenen Schwierigkeiten und der sich andeutenden Lösungsmöglichkeiten
muß eine andere Hoffnung, die auch eine Motivation für diese allgemeine Art der Systemkonzeption
war, aufgegeben werden: der Benutzer des Systems kann durch die Entwicklung einer solchen
Beschreibungssprache nicht in die Lage versetzt werden, das System selbständig an den
Informationsmarkt anzupassen. Denn die Aufgabe, eine Beschreibung der Ausgabeformate zu
erstellen, erfordert derart viel Vorwissen über die Beschreibungssprache und das System insgesamt,
daß die Komplexität der Systemwartung eigentlich nur von einem Experten bewältigt werden kann.
Dies wird umso deutlicher, wenn man die gesamte Systemwartung berücksichtigt. Hierzu muß nicht
nur diese Komponente angepaßt werden, sondern es kann auch nötig sein, zusätzlich die
Datenbankbeschreibungen und die Retrievalsprachbeschreibungen zu erweitern oder zu verändern.
Probleme beim Importieren von Downloadergebnissen
Die Ausgaben der betrachteten Online-Datenbanken sind auf den Menschen ausgerichtet und
setzen zu ihrem Verständnis ein komplexes Weltwissen voraus. Würden die Datenbankanbieter die
Ausgaben der Online-Datenbanken datenelementorientiert23 und nicht feldorientiert gestalten,
könnten die Dokumente der Rechercheergebnisse einfacher bearbeitet werden.
Die Downloadergebnisse setzen sich aus Retrievalanfragen, Systemantworten und den erfragten
Dokumenten zusammen. Die einzelnen Dokumente können aus den Rechercheergebnissen ohne
große Probleme extrahiert werden, da sie auf Zeichenebene einen eindeutigen Beginn und ein
eindeutiges Ende aufweisen. Die Eindeutigkeit bezieht sich auf eine Datenbank, d.h. für jede
Datenbank muß die Beschreibung eigene Übersetzungsregeln zum Erkennen von Dokumenten
enthalten. Die Dokumente sind in Felder unterteilt, welche eine eindeutige Kennung enthalten. Die
Feidkennung besteht in den untersuchten Datenbanken aus jeweils zwei Buchstaben. Die
Schwierigkeit, eine Grammatik für die Übersetzung zu formulieren, besteht also weder in der
Extraktion der Dokumente noch in der Erkennung der einzelnen Felder. Die eigentliche Schwierigkeit
liegt im Umgang mit den Feldinhalten. Diese Feldinhalte besitzen in vielen Fällen keinen eindeutigen
Aufbau, sie sind z.B. manchmal zwecks besserer Lesbarkeit für den Menschen in Tabellen
aufbereitet. In den wenigen untersuchten Dokumenten der betrachteten Rechercheergebnisse war
zu erkennen, daß Tabellen gleicher Felder in verschiedenen Dokumenten unterschiedlich aufgebaut
sein können. Die Unterschiede beziehen sich auf die Anzahl der Einträge und die damit verbundenen
unterschiedlichen Tabellenformen, welche für eine Übersetzung in ihrer Gesamtheit nur sehr schwer
beschrieben werden können. Zusätzliche Probleme ergeben sich durch unterschiedliche
Schreibweisen (z.B. Tippfehler oder Synonyme) und durch den zum Teil unsystematischen Aufbau
der Feldinhalte. Ist ein Feld eines Dokumentes z.B. aus den Attributen NAME, TITEL, STRASSE, PLZ
und ORT aufgebaut, so kann es vorkommen, daß in manchen Dokumenten nicht für alle Attribute
Datenelemente vorkommen, daß sie in unterschiedlicher Reihenfolge auftreten, und daß sie durch
unterschiedliche oder gar keine besonderen Trennzeichen getrennt hintereinander stehen. Um
solche unsystematischen Einträge dennoch in Datenelemente zerlegen zu können, die eindeutig in
Attribute der Internen Datenbanken abgebildet werden können, braucht es zumindest Wissen
darüber, welchen Typ die auftretenden Symbole haben. Wenn nämlich der Typ eines Symbols
bekannt ist, und zusätzlich die Beziehung zwischen Typen innerhalb eines Feldes und Attributen der
internen Datenbank bekannt sind, kann für viele Fälle eine eindeutige Zuordnung erfolgen, auch
wenn keine eindeutige Trennung der Datenelemente durch Trennzeichen vorliegt. Im Beispiel müßte
es also möglich sein, ein Symbol eindeutig einem der Attribute NAME, TITEL, STRASSE oder ORT
zuzuordnen.
4.4.4 Arbeitsweise und Zusammenspiel der Gatewaykomponenten
Im ersten Schritt werden aus Prolog-Prädikaten, die bezogen auf die Recherchemöglichkeiten in den
betrachteten Online-Faktendatenbanken den Informationsbedarf gezielt anzeigen, mittels der
Die datenelementorientierte Ausgabe setzt eine eindeutige Trennung in einzelne Datenelemente voraus, die als
Einträge oder als Baustein« für Eintrage in die Felder der internen Datenbanken verwendet werden können.
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vorhandenen Datenbankbeschreibungen und einem Abgleich mit dem Kommunikationsgedächtnis
alle Namen der einschlägigen Datenbanken selektiert. Diese Ergebnismenge von Datenbanknamen
wird in eine Reihenfolge gebracht, die die Relevanz der Datenbanken hinsichtlich eines
vorzunehmenden Retrievals widerspiegelt. Hierzu werden u.a. die geschätzten Kosten und eine
allgemeine Bewertung der Datenbank verwendet. In der Datenbank, die durch den ersten
Datenbanknamen in der festgelegten Reihenfolge bezeichnet wird, wird nun ein Retrieval geplant
und durchgeführt. Die Metabeschreibungen der Datenbank liefern die dafür nötigen Informationen.
Die Planung besteht Im Aufbau einer Kommandodatei. Diese enthält die Informationen zum
Verbindungsaufbau und die EC-CCL Kommandos BASE, FIND, SHOW und STOP mit
situationsspezifischen Parametern in korrekter Reihenfolge. Diese Kommandodatei wird von ESURS
in die Zielsprache des Datenbankanbieters übersetzt. So entsteht eine neue Kommandodatei. Von
der Interaktionskomponente werden die Kommandos in der neuen Kommandodatei einzeln
abgesetzt. Die Rechercheergebnisse werden von der Downloading-Komponente in die Import-
Dateien der problembezogenen internen Datenbanken übersetzt und vom DBMS in die problem-
bezogenen internen Datenbanken eingespielt Gibt es in der aktuellen Datenbank keine relevanten
Daten, werden solange der Reihe nach die restlichen Datenbanken in der Menge der potentiell
relevanten Datenbanken kontaktiert, bis der spezielle Informationsbedarf gedeckt oder die Liste der
relevanten Datenbanken abgearbeitet oder das verfügbare Budget ausgeschöpft ist.
5 Schluß
In der Arbeit wurde ein System zur Erarbeitung von Wirtschaftsinformation für die
Kreditwürdigkeitsprüfung von Unternehmensgründungen vorgestellt. In der Systemspezifikation
stecken erwartungsgemäß viele Implizite Hinweise auf Typen von Informationsarbeit, die nötig sind,
um einen konkreten Informationsbedarf aus hinsichtlich des bestehenden Problems indifferenten
Informationsressourcen zu decken.
Um die verfügbaren Daten automatisch auf das konkrete Entscheidungsproblem beziehen zu
können, müssen zunächst klare Vorstellungen über den unmittelbaren Informationsbedarf existieren.
Wenn der unmittelbare Informationsbedarf durch die verfügbaren Daten nicht explizit abgedeckt
wird, kann versucht werden, den Bedarf durch implizites Erschließen von Information aus den
verfügbaren Daten dennoch zu befriedigen. Hierzu müssen die Ressourcen selektiert werden, In
denen direkt oder indirekt relevante Informationen stecken könnten. Um die benötigten Daten dann
aus diesen Ressourcen zu selektieren, muß in eine Kommunikation mit diesen Ressourcen
eingetreten werden. Dabei sind eine Reihe von Fertigkeiten nötig: Das System muß mit den
Ressourcen in Venbindung treten und mit ihnen kommunizieren können. Sowohl zur Selektion der
Ressourcen, zur Formulierung von Fragen und zum Verstehen (Interpretieren) der Antworten ist
Wissen über die Ressourcen nötig. Die Formulierung der Fragen an die Ressourcen und das
Verstehen der Antworten der Ressourcen stellt sich weitgehend als ein Übersetzungsproblem dar
und zwar von der Sprache des Systems in die Sprachen der Ressourcen und umgekehrt.
Die Informationsarbett beinhaltet, insbesondere wenn man den Zugriff auf Online-Datenbanken
vorsieht, eine Vielzahl von Kostenfaktoren. Dies erfordert Maßnahmen zur Minimierung und zur
Begrenzung der anfallenden Kosten. Dies kann geschehen: durch Recherchieren in den
preiswertesten Datenbanken, durch gezieltes Suchen von Daten in diesen Datenbanken, durch
Festschreiben von Arbeitsabläufen zur Deckung des konkreten Informationsbedarfs und durch
Automatisierung der Informationsarbeit. Um die Kosten zu minimieren, wird man immer auch
versuchen, für jeden Typ von Entscheidungsproblem eigene problembezogene
Informationsspeicher oder im Rahmen einer unternehmensweiten Datenmodellierung entsprechende
"views* anzulegen, auf die dann schnell und kostengünstig zugegriffen werden kann. In diese
Speicher wird man Daten, die während der Bearbeitung von Fällen angeschafft wurden, ablegen,
wenn Aussicht besteht, daß sie für zukünftige Fälle relevant werden können.
Die detaillierte Konzeption des Gesamtsystems und seiner Komponenten und die partielle
Realisierung von Systemkomponenten hat die prinzipielle Machbarkeit eines wissensbasierten
Ressourcenmanagers aufgezeigt. Die größten Schwierigkeiten macht der Umgang mit den
Feldinhalten der externen Datenbanken sowohl bei der Formulierung der Suchfragen, als auch beim
"Downloading*. Hierzu ist die formale Rekonstruktion sehr großer zum Teil sehr schwer zu
systematisierender Vokabularien und die Herstellung von Bezügen zwischen diesen Terminologien
und der Systemterminologie erforderlich.
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Funktion in mittelständischen Unternehmen.
Ergebnisse einer explorativen Studie zur Nutzung
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2. Nutzung von Online-Datenbanken in der indirekten Informationsvermittlung








3. Folgerungen für weitere Forschung
Referat
Die bisherige Nutzungssituation von Online-Datenbanken ist trotz zahlreicher Förderaktivitäten
des Staates als auch intensiver Anstrengungen der Informationsindustrie nach wie vor unbefrie-
digend. Vor allem kleine und mittlere Unternehmen (KMU) treten als Nachfrager nach derartigen
Informationsprodukten kaum in Erscheinung.
Im Rahmen einer explorativen Studie zur Situation der indirekten Informationsvermittlung wird
das tatsächliche Informationsnachfrageverhalten analysiert. Danach werden Online-Datenbanken
weder als ein regelmäßig zu nutzendes, noch als ein vielseitiges Informationsmedium begriffen.
Es wird deutlich, daß die bisherige Nutzung eher unsystematisch und insbesondere personen-
bezogen ist. Die möglichen Potentiale von Online-Datenbanken werden bei weitem nicht ausge-
schöpft.
Die bisherigen Interaktionsbeziehungen zwischen den Informationsorganisationen und den
nachfragenden KMU müssen daher eine Neubewertung erfahren. Eine weitergehende Externali-
sierung der Informationsmanagement-Funktion, die von den intermediären Informationsorgani-
sationen wahrzunehmen sein wird, ist ein zentraler und integraler Ansatz hierzu.
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1. Informationsmanagement in mittelständischen Unternehmen
Zunehmende Komplexität und Dynamik der ökonomischen, technologischen, ökologischen,
politischen und sozio-kulturellen Umwelt beeinflussen im wachsenden Maße das Verhalten von
kleinen und mittleren Unternehmen. Relative Stabilität der Märkte, wie sie in der Vergangenheit
für diese Unternehmensgruppe noch charakteristisch war, wird in Zukunft durch turbulente und
diskontinuierliche Entwicklungen abgelöst Die Folge ist eine erhöhte Handlungsunsicherheit.
Notwendiges Rexibllsierungsmanagement zur permanenten Anpassungs- und Veränderungs-
fähigkeit von Unternehmen (Wimecki 1987,341) stellt nicht nur gestiegene Anforderungen an die
Entscheidungsträger, sondern auch an die Verfügbarkeit entscheidungsrelevanter Information.
Unmittelbar aus dieser Entwicklung erwächst die Bedeutung externer Informationen für KMU. Für
Unternehmungen wird es im Rahmen des strategischen Managements von entscheidender
Bedeutung sein, weiche externen Informationsquellen ihr zur Verfügung stehen, wie verläßlich
diese sind, für welchen Zeitraum sie gelten und wie schnell sie zu beschaffen sind.
In modernen internationalisierten Gesellschaften erhält zudem der Informationsvorsprung (z. B.
über neue Technologien, Produkte, Märkte, Lieferanten, Bedarfsentwicklungen und
Kooperationspartner) im Sinne eines Zeit- und Reaktionswettbewerbs überragende Bedeutung.
Untersuchungen zum Innovationsverhalten von KMU (Mensch 1979) zeigen ebenso, daß
besonders für die mittelständischen Unternehmen die Erfolgswahrscheinlichkeit von
Innovationen vom "Kontaktreichtum zum Informationsmarkt" abhängt.
Unternehmen - verstanden als offene Systeme - müssen folglich Mechanismen zur zielgerichteten
Informationsbeschaffung entwickeln. Der Koordination der Informationsversorgung kommt kon-
sequenterweise eine unmittelbare Bedeutung für den Unternehmenserfolg zu. Eine leistungs-
fähige Informationsinfrastruktur wird zur essentiellen Voraussetzung für die Manövrier- und Wett-
bewerbsfähigkeit und somit für die Existenz des Unternehmens (Szyperski 1982,154).
Das Informationsmanagement - verstanden als die Gestaltung, Lenkung und Entwicklung von
Informationsstrukturen und -prozessen - entwickelt sich zu einer wichtigen und zentralen Unter-
nehmensaufgabe und stellt einen wesentlichen Erfolgsfaktor der Unternehmensführung dar.
Andererseits kann die sich akkumulierende Informationsflut aber nicht mehr allein mit herkömm-
lichen Methoden erfaßt, erschlossen, kanalisiert und vor allem den Informationssuchenden
bereitgestellt werden. Als moderne Formen der Wissensspeicherung und -bereitstellung rücken
daher zunehmend Online-Datenbanken In den Vordergrund.
Die systematische Gewinnung und Verarbeitung relevanter Informationen stellt jedoch einen
weitverbreiteten Engpaßfaktor dar (Herget 1990). Ein zur effektiven und effizienten Nutzung der
externen Informationsressourcen notwendiges Informationsmanagement ist aber in kleinen und
mittleren Unternehmen nicht einmal in Ansätzen vorhanden.
Innerhalb der verschiedenen Aufgabenkomplexe der Informationsmanagement-Funktion (vgl.
hierzu Herget 1990b) kommt der Integration externer Informationsressourcen in das unter-
nehmenseigene Informationssystem ein bedeutender Stellenwert zu. Zur Durchführung dieser




Bestimmung der Art der Informationsakquisition
Festlegung der Periodizität der
Informationsbeschaffung
Festlegung der Transformationsregularien
(Erfassung, Erschließung, Verarbeitung, Speicherung)
Bestimmung der inhaltlichen Aufbereitung
(Verdichtung, Verknüpfung, Selektion)
Bestimmung der visuellen Aufbereitung
Festlegung der Modalitäten der Informationsvermittlung
(Zielgruppe, Zeitpunkt, Frequenz)
Festlegung der Verrechnung der entstehenden Kosten
Durchführung eines Informationscontrollings
(Kontrolle, Audit)
Abb.: Planungssystematik zur Integration externer Informationsressourcen in
Informationssysteme
Bereits die Wahrnehmung dieser Aufgaben stellt hohe qualitative Anforderungen an ein innerbe-
triebliches Informationsmanagement und dürfte in aller Regel das durchschnittliche kleine und
mittlere Unternehmen überfordern.
Die Strategie der Externalislerung verfolgt das Prinzip, die Organisation von der Verrichtung
bestimmter Aufgabenkomplexe zu entlasten und diese Tätigkeiten an externe Träger zu über-
tragen. Die betriebswirtschaftliche Literatur bezeichnet diesen Vorgang als
"Funktionsausgliederung", d. h. aus dem betrieblichen Funktionsgefüge werden bestimmte
Teilaufgaben herausgelöst und einem betriebsfremden Organ zur Wahrnehmung übergeben.
Externalisierung bedeutet also, daß der ausgliedernde Betrieb nicht auf die Funktion bzw.
Leistung verzichtet, sondern lediglich ihre Ausübung bzw. Erstellung weitergibt
(Hess/Tschirky/Lang 1989).
Die Informationsbeschaffung durch Online-Datenbanken wird bisher umfassend über alle Unter-
nehmensgrößen hinweg extemaiisiert, wie auch aktuelle Untersuchungen belegen (RKW-Bayern
1990).
2. Nutzung von Online-Datenbanken in der indirekten
Informationsvermittlung - eine explorative Studie
2.1. Anlage und Methodik der Untersuchung
Die durchgeführte empirische Analyse befaßt sich mit der Erforschung der tatsächlichen Informa-
tionsnachfrage und des realen Informationsverhaltens von Unternehmen (1). Angestrebt wird
eine exemplarische Analyse der Nutzungssituation bei einer intermediären Informationsorgani-
1) Zu anderen empirischen Untersuchungen zur Erforschung des Informationsverhaltens und
des Informationsbedarfs vgl. beispielsweise Ahrend 1990, Krups 1985, Pieper 1986, Rein-
hard 1987, RKW-Bayern 1990, Schmidt 1986, Staud 1984, Szyperski et al. 1985.
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sation. Es handelt sich um eine explorative Studie mit Längsschnittcharakter. Die Form der
Längsschnittanalyse bietet im Vergleich zur Querschnittanalyse einen erheblichen Vorteil: Durch
die dynamische Betrachtung des Untersuchungsgegenstandes im Zeitablauf können kausale
Beziehungen durch die Zeitverschiebung erfaßt und identifiziert werden.
Gegenstand der Untersuchung war die Auswertung sämtlicher Informationsnachfragen, die in
einem Zeitraum von 2 1/2 Jahren (01.01.86-30.06.88) an eine intermediäre Informations-
organisation (2) gerichtet und von dieser ausgeführt wurden. Zu diesem Zweck wurden schrift-
liche Materialien der IVS (Kundenlisten, Rechnungen und Aufzeichnungen zur Auftragsabwick-
lung und Recherchedurchführung) inhaltsanalytisch ausgewertet.
Auf der Grundlage einer ausführlichen Uteraturanalyse wurde ein halbstandardisierter Erhe-
bungsbogen entwickelt, in den für jedes Unternehmen relevante Fakten zum Unternehmen und
durchgeführter Recherche aufgenommen wurden. Folgende Punkte wurden im einzelnen erfaßt:
1. Name des Unternehmens
2. Branche
3. Fragestellungen) der Recherche(n)
4. Aufbereitungsgrad der Recherche(n)
5. Zeitpunkt(e) der Recherche(n).
Die Branche wurde anhand eines in der Informationsvermittlungsstelle vorliegenden Branchen-
schlüssels ermittelt. Dieser umfaßte 35 unterschiedliche Branchen. Um eine aussagekräftige
statistische Analyse zu gewährleisten, wurden die Branchen auf sieben Branchenklassen
komprimiert
Die Fragestellung der Recherchen wurde im Wortlaut erfaßt. Zu Auswertungszwecken wurde ein
6er-Schema (3) entwickelt und die Informationsnachfragen in dieses Schema eingeordnet. Das
erstellte Kategorienschema und die unter die einzelnen Klassen subsumierten potentiellen Frage-




• Stand von Forschung und Entwicklung
B Patente/Uzenzen/Warenzeichen/Standards
- Patente, Lizenzen, Warenzeichen
- Produktspezifikattonen, technische Standards, Normen
C Markt-/Brancherv/Länderinformattonen
• Marktprognosen
• Kosten- und Preisentwicklungen
- Wettbewerber, Importeure, Lizenznehmer
- Fusionen, Akquisitionen, Konkurse, Neugründungen
• Auftragsbestände/-eingänge
• Umsätze bzw. Verbrauch, Import/Export
• Beschäftigungsstruktur
2) Die Informationsvermittlungsstelle (IVS) bleibt anonym.



























- politische Lage und Entwicklung.
Abb.: Kategorienschema zur Inhaltsanalyse
Der Aufbereitungsgrad der Informationsprodukte wurde in fünf unterschiedliche Stufen eingeteilt:
1. Datenbank-Ausdrucke (Referenzen)
2. kommentierter Datenbankausdruck
3. Fakten, Adressen, Volltext
4. Kurzbericht
5. Informationsüberwachung (SDI = Selective Dissemination of Information)
Andere Aufbereitungsformen, z. B. Einbindung der Informationsprodukte in umfassende Studien,
kamen nicht vor.
Als Untersuchungsziele wurden formuliert:
1. Identifizierung der Informationsintensiven Branchen
2. Identifizierung der Informationsinhalte, die mittels Online-Datenbanken recherchiert werden
125
3. Feststeilung inhaltlicher Unterschiede der Informationsnachfragen zwischen verschiedenen
Branchen
4. Kennzeichnung von Merkmalen informationsintensiver Unternehmen
5. Ableitung von Differenzen zwischen empfundenen Informationsproblemen und der tatsächli-
chen Informationsnachfrage
6. Bedeutung von Gütekrtterien (Informationsaufbereitung) für die Informationsvermittlung
7. Ermittlung der PeriodizKät (Zeitpunkte) und Frequenz (Abstände) der Informationsnachfragen
8. Ermittlung der Formalisierbarkeit und Programmierbarkeit der Informationsversorgung
9. Erforschung des Vertraulichkeitscharakters der Informationsnachfragen
10. Erforschung des Einflusses von Lemeffekten auf das Informationsverhalten.
Im ausgewerteten Zeitraum haben 126 Unternehmen Recherchen durchführen lassen. In die
spätere Auswertung konnten 120 Unternehmen einbezogen werden (4). Eine Größenzuordnung
konnte anhand des vorliegenden Materials nicht vorgenommen werden. Eine Teilüberprüfung
durch Nachschlagewerke und Recherchen in Firmendatenbanken läßt vermuten, daß ca. 4/5 der
Unternehmen dem KMU-Bereich zuzuordnen sind.
Ebenso konnte in früheren empirischen Erhebungen bei der untersuchten Informationsvermitt-
lungsstelle festgestellt werden, daß ca. 80 % der Nutzer dem KMU-Sektor zuzurechnen sind,
insofern kann im Rahmen dieser Untersuchung zu Recht der Anspruch erhoben werden, daß die
Nutzungssituation der KMU analysiert wird.
Zur Unterstützung der Interpretation der Ergebnisse wurden vom Verfasser eigene Recherchen in
Firmendatenbanken durchgeführt, um spezifische Informationen über ausgewählte Unternehmen
zu erhalten.
4) Sechs Unternehmen mußten aufgrund fehlender Angaben und nicht möglicher
Branchenzuordnung aus der Stichprobe genommen werden.
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2.2. Ergebnisse
Im untersuchten Zeitraum sind von 120 Unternehmen 200 Recherchen in Auftrag gegeben
worden. Das entspricht einer durchschnittlichen Recherchenanzahl von 1,7 pro Unternehmen in
einem Zeitraum von 2 1/2 Jahren. Auf ein Jahr gerechnet bedeutet dies, daß ein durchschnittli-
ches Unternehmen 0,7 Recherchen durchführen ließ. Akzeptiert man die plausible Annahme, daß
die nachfragenden Unternehmen nicht mehrere Informationsvermittlungsstellen parallel zur
Lösung ihrer Informationsprobleme beauftragt haben (vgl. hierzu Hauer 1985, 87), so erstaunt die
doch geringe Nutzung. Sämtliche Unternehmen sind - wie noch spater detaillierter ausgeführt
wird - von einer als Übergangsschwelle zur Eigendurchführung genannten Zahl von 50 - 60
Recherchen pro Jahr (Donhauser 1989,70; Kroll 1987,154) weit entfernt
2.2.1. Branche
Welche Branchen können nun als besonders informationsintensiv angesehen werden? In der
































Tab. 1: Branchenverteilung der recherchierenden Unternehmen
Es zeigt sich, daß bei der Indirekten Informationsvermittlung die Branchen Elektro-
technik/Elektronik, Maschinenbau, Dienstleistungen und die chemische Industrie dominieren.
Dies entspricht weitgehend auch den Untersuchungen über direkte Nutzer von Online-Daten-
banken (vgl. hierzu Schulte-Hillen 1984). Diese Branchen können somit als informationsintensiv,
sowohl In der direkten als auch indirekten Nutzung angesehen werden. Bei der Dienstleistungs-
branche muß eine Einschränkung gemacht werden. Es handelt sich fast vollständig um Bera-
tungsunternehmen. Die überragende Bedeutung der informationsintensiven Branchen wird



























Tab. 2: Branchenverteilung der Unternehmen in der Bundesrepublik
(Berechnet nach: Statisches Jahrbuch 1989)
Das oben skizzierte Ergebnis wird durch die allgemeine Branchenverteilung gestützt. Insbeson-
dere fallt auf, daß der Handel - obwohl mit 27,40 % eine der stärksten Branchen - als Nachfrager
nach den hier fokussierten Informationsprodukten überhaupt nicht In Erscheinung tritt. Dies
dürfte jedoch nicht nur auf eine weniger informationsintensive Branche Rückschlüsse zulassen,
sondern auch darauf, daß diese Branche über andere, vermutlich die Informationsnachfrage voll-
kommen befriedigende Informationsmedien und -kanale verfügt.
Ebenso sollte bei diesen Interpretationen die verschieden ausgeprägte Größenverteilung der
Unternehmen in den unterschiedlichen Branchen berücksichtigt werden. Beispielsweise handelt
es sich bei den Branchen chemische Industrie. Elektrotechnik/Elektronik und Maschinenbau um
Unternehmen, die eher den mittleren bis großen Unternehmen zuzurechnen sind. Der
Zusammenhang zwischen Untemehmensgröße und Informationsbedarf wirkt hier also verzer-
rend.
2.2.2. Recherchehäufigkeit
Welche Branchen haben nun die Online-Datenbanken im untersuchten Zeitraum öfter genutzt? In




































Tab. 3: Branchenverteilung der Einmal- bzw. Mehrfachrechercheure (in Prozent)
Das Bild wird nun differenzierter: Mehrfachnutzer - also Unternehmen, die Informationsprodukte
innerhalb des untersuchten Zeitraumes mehrfach nachfragten - steilen vor allem die Branchen
Elektrotechnik/Elektronik, Maschinenbau, chemische Industrie und Dienstleistungen. Bereits hier
wird deutlich, daß mehr als 2/3 aller Unternehmen im Zeitraum von 2 1/2 Jahren nur einmal
recherchieren ließen. Über die Gründe, die zu einer vermutlichen Nichtakzeptanz dieser neuen
Informationsprodukte führten, können hier keine Aussagen getroffen werden. Hierzu wären
ergänzende Analysen, vor allem Befragungen in den betroffenen Unternehmen oder in der IVS
notwendig, um letztlich zu gesicherten Aussagen zu gelangen.
Die durchschnittliche Anzahl der Recherchen In den einzelnen Branchen im untersuchten Zeit-



















Tab. 4: Durchschnittliche Recherchenanzahl in den einzelnen Branchen
Als besonders rechercheintensiv haben sich die Dienstleistungsunternehmen erwiesen.
































































Tab. 5: Recherchehäufigkeit in den Branchen (in Prozent); (n =120)
Maximal wurde im untersuchten Zeitraum 9 x für ein Unternehmen recherchiert. Mehr als sechs
Recherchen haben nur drei Unternehmen in Auftrag gegeben. Aber auch diese sind noch um ein
Mehrfaches von einer als Übergangsschwelle zum direkten Recherchieren angenommenen
Mindestanzahl von Recherchen weit entfernt. 71,68 % der Unternehmen ließen nur einmal im
untersuchten Zeitraum recherchieren. Rechnet man die Unternehmen, die zweimal im besagten
Zeitraum recherchieren ließen hinzu, erreicht man einen Anteil von 87,52 % der Unternehmen.
Dies ist eine ernüchternde Zahl. Die Informationsbeschaffung durch Online-Datenbanken stellt
demnach eher eine Ausnahme dar. Von einer Regelmäßigkeit der Nutzung kann nicht gespro-
chen werden.
Der Anteil der Dienstleistungsunternehmen unter den Vielnutzem muß nachfolgend näher analy-
siert werden. Hinter den Dienstleistungsunternehmen verbergen sich ausschließlich Beratungs-
unternehmen. Das überproportionale Rechercheverhalten - verglichen mit anderen Branchen -
läßt sich vermutlich darauf zurückführen, daß die Beratungsunternehmen die Informations-
produkte benutzen, um diese Ergebnisse im Rahmen von Beratungsprojekten einfließen zu
lassen. Online-Datenbanken haben bei einigen dieser Unternehmen bereits einen bedeutenden
Stellenwert als ein hilfreiches und wichtiges Informationsmedium erreicht.
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2.2.3. Inhaltskategorien
Für welche Informationsprobleme scheinen Online-Datenbanken nun geeignet zu sein? Die
























Tab. 6: Recherchefragestellungen (5)
Überwiegend werden Online-Datenbanken für technologische Informationen genutzt. Technolo-
gische Informationen, Patente/Lizenzen/technische Standards/Normen vereinigen über 70 %
aller Rechercheergebnisse auf sich. Häufig genutzt werden Online-Datenbanken auch als
Kontaktmöglichkeit. Überhaupt nicht Ins Gewicht fallen Informationen zur Unternehmens-
führung/Umweit. Vergegenwärtigt man sich, daB sich hinter dieser Inhaltskategorie vor allem die
erste Entwicklungsstufe der Datenbanken, nämlich Referenzdatenbanken, verbergen, wird
ersichtlich, wie notwendig der Aufbau stärker an den Interessen der Wirtschaft orientierter Daten-
banken war und ist. Erstaunlich wenig wurden auch Markt-/Branchen-/Länderinformationen
genutzt. Vorsichtig formuliert läßt sich vermuten, daß diese inhaitskategorie eine größere Trans-
formationsanstrengung verlangt. Wie aufgezeigt wurde, führte die Informationsvermittlungsstelle
über Kurzberichte hinausgehende Veredelung der Informationsprodukte nicht aus. Demzufolge
läßt sich daraus schließen, daß Informationen der beschriebenen Kategorie eine besonders
umfangreiche Transformationsleistung erfordern und dementsprechend hohe qualifikatorische
Anforderungen sowohl an die IVS als auch an das nachfragende Unternehmen stellen.
Interessant ist die Frage, welche Branchen nun in unterschiedlichen Inhaltskategorien recher-
chieren ließen. Das Ergebnis gibt die nachfolgende Tabelle wieder:
5) Es wurden insgesamt 200 Recherchen durchgeführt, bei sechs Recherchen wurden jedoch


























































Tab. 7: Verteilung der Recherchefragestellungen über die Branchen (in Prozent, n= 209) (6)
Legende:
1: Technologische Informationen





Die Branchen chemische Industrie, Elektrotechnik/Elektronik und Maschinenbau nutzen Online-
Datenbanken vornehmlich zur Analyse der technologischen Umwelt (Inhaltskategorie 1 und 2).
Dies läßt auf eine besondere Eignung der Informationspotentiale für diese forschungsorientierten
Branchen schließen. Bemerkenswert ist die Tendenz der anderen Branchen, die Online-
Datenbanken auch für andere Informationsprobleme zu verwenden. So wurden Online-Daten-
banken als Kontaktmedien sehr häufig vom Textilgewerbe etc. und von den Beratungsunterneh-
men genutzt. Branchen also, die weniger forschungsintensiv sind.
Wie korrespondiert nun die Recherchehäufigkeit mit der Nutzung von Online-Datenbanken als ein
"vielseitiges" Informationsmedium?
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Tab. 8: Anzahl der recherchierten Fragestellungen pro Unternehmen (7)
Fast 78 % aller Unternehmen haben Online-Datenbanken nur zur Deckung eines bestimmten
Informationsproblems genutzt. In über 93 % sind diese Informationsmedien nur für zwei inhaltlich
unterschiedliche Fragestellungen in Anspruch genommen worden. Hier scheint noch viel Auf-
klärungsarbeit notwendig zu sein: Offensichtlich werden Online-Datenbanken bisher nicht als
Informationsmedien begriffen, die bei den unterschiedlichen informationeilen Defizitsituationen
eine Zweckeignung besitzen. Ferner läßt dieses Ergebnis vermuten, daß in den jeweilig nachfra-
genden Unternehmen Datenbanken nur von wenigen Mitarbeitern (in der Regel wohl nur von
einem) als unterstützendes Werkzeug wahrgenommen werden. Diese "Gatekeeper" haben es
bislang versäumt, die aus Online-Datenbanken produzierten Informationsprodukte auch anderen
betrieblichen Funktionsbereichen als ein mögliches Informationsmedium zu empfehlen und
nahezubringen.
Vergleicht man die AnzaN der von den einzelnen Branchen recherchierten unterschiedlichen
Fragestellungen (Inhaltskategorien), ergibt sich folgendes Bild:
7) Eine Recherche konnte mehrere verschiedene Fragestellungen beinhalten





















Tab. 9: Durchschnittlich recherchierte Kategorienanzahl in den einzelnen Branchen
Auch die Beratungsunternehmen haben Online-Datenbanken nicht als ein vielseitiges
Informationsmedium wahrgenommen und genutzt. Aufgrund der geringfügig umfassenderen
Nutzung läßt sich ein Zusammenhang zwischen Qualifikation und Inormationsnachfrage jedoch
nur tendenziell bestätigen: Unternehmen, die über ein hohes qualifikatorisches Potential verfügen
(wozu Beratungsunternehmen fraglos gehören), sind in der Lage, vermehrt Informationen und
diese insbesondere auch für unterschiedliche informationeile Problemsituationen, nachzufragen.























































Tab. 10: Branchenverteilung der Unternehmen mit mehr als einer recherchierten Frage-
stellung
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Von den nur 27 Unternehmen, die die Nutzung von Online-Datenbanken zur Deckung verschie-
denen Inhaltskategorien zuzurechnenden Informationsbedarfs genutzt haben, gehören die
meisten zu den bereits vorher als informationsintensiv gekennzeichneten Branchen.
Dieses Ergebnis stutzt die These, daB informationsintensive Unternehmen generell ein besser
funktionierendes Informationssystem besitzen. Das Informationssystem umfaßt vor allem auch
mehrere inhaltliche Informationskategorien.
2.2.4. Aufbereitungsgrad
Die Bedeutung des Aufbereitungsgrades für die Zufriedenheit und vor allem "Nutzungsfähigkeit"























Tab. 11: Aufbereitungsgrad der Recherchen
Es zeigt sich, daß eine partielle Veredelung der Informationsprodukte kaum stattfindet. Nur in
15,5 % aller Fälle hat eine Veredelung stattgefunden. Zweifel an der Konformität und Adäquanz




Einer näheren Analyse sollen nun die Mehrfachnutzer unterzogen werden. Die Verteilung der



































Tab. 12: Recherchehäufigkeit der Unternehmen
Zur Interpretation kann auf bereits Gesagtes verwiesen werden: Knapp 72 % aller Unternehmen
haben nur einmal im untersuchten Zeitraum recherchieren lassen. Über die möglichen Gründe (z.
B. Nichtübereinstimmung von erwartetem und geliefertem Informationsprodukt, Probleme bei der
Umsetzung der gelieferten Informationen in Entscheidungen (Transformationsdefizite), man-
gelnde Aufbereitung der Informationsprodukte, zu hohe Kosten, Einrichtung eines eigenen
Anschlusses usw.) können im Rahmen dieser Untersuchung keine Aussagen gemacht werden.
Diese Fragen bleiben jedoch von eminenter Wichtigkeit für die Erforschung des auf die hier
fokussierten Informationsprodukte bezogenen Informationsverhaltens.
Von besonderem Interesse sind nun die Vielnutzer, d. h. Unternehmen, die öfter als 3 x Informa-
tionsprodukte beschafft haben. Insgesamt erfüllen elf Unternehmen dieses Ausschlußkriterium.
Davon sind sechs Unternehmen Beratungsunternehmen. Diese sollen nicht näher betrachtet

























Tab. 13: Strukturmerkmale ausgewählter Vielnutzer
Von Bedeutung erscheinen nähere Angaben zum Kontext der Fragestellung. Entsprechende

































































Tab. 14: Ausgewählte Unternehmen mit mehr als drei Recherchen
Legende zu Recherchierte Fragestellung:
1: Technologische Informationen





Die rechercheintensiven Unternehmen sind durchgehend stark exportorientiert. Umso erstaun-
licher ist daher, daß nicht nach Länderinformationen (Fragestellung 3) recherchiert wurde.
Gestützt auf die Inhalte der Recherchen, handelt es sich ebenso um forschungsorientierte Unter-
nehmen. Eine derartige Konstellation läßt eine hohe Qualifikation der Führungsverantwortlichen
erwarten. Diese Annahme konnte durch eigene Recherchen in Firmendatenbanken gestützt
werden: Zum überwiegenden Teil handelt es sich bei den Geschäftsführern um Akademiker. Ein
Personenkreis, der sich eher innovativer Informationsmedien bedient und der durch die berufs-
soziologische Sozialisation den Umgang mit Informationen erlernt hat. Ebenso erfordern die
Aufgabenstellungen von exportorientierten und forschungsintensiven Unternehmen eine höhere
informationeile Absicherung von Entscheidungsprozessen.
Betrachtet man den Recherchezeitraum fällt insbesondere auf, daß die Unternehmen 84 und 36
ein diskontinuierliches Informationsverhalten - bezogen auf die hier betrachteten Informations-
produkte - zeigen. Hingegen haben sich die Unternehmen 109, 54 und 98 regelmäßig der Infor-
mationsprodukte bedient. Die Bandbreite der recherchierten Fragestellungen ist ebenso weit-
gespannt. Die Vermutung, hier würden mehrere Personen für unterschiedliche betriebliche
Funktionsbereiche die neuen Informationsmedien nutzen, erscheint durchaus plausibel.
Weitere Analysen zum auf andere Informationsprodukte bezogenes Informationsverhalten, zum
Stand der Institutionalisierung eines Informationsmanagements, zum betriebsinternen Informa-
tionssystem, zum herrschenden Informationsklima usw. wären notwendig, um weitere Struktur-
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merkmale dieser "Pionier"-Unternehmen zu identifizieren und daraus Handlungsempfehlungen
und Gestaltungsstrategien für andere Unternehmen ableiten zu können.
2.3. Zusammenfassung
Die wesentlichen Ergebnisse dieser explorativen Studie sind:
1. Alle Unternehmen sind von einer aus ökonomischen und qualifikatorischen Kriterien abgelei-
teten Nutzungsschwelle von 50-60 Recherchen pro Jahr zum Selbstdurchführen von Recher-
chen (direkte Online-Nutzung) um ein Mehrfaches entfernt. Eine indirekte Online-Nutzung
dürfte somit für KMU auch für die mittelfristige Zukunft die adäquate Form der Nutzung dieser
modernen Informationspotentiale sein.
2. Relativ einfache Fragestellungen, die unter "Make'-Gesichtspunkten relevant sind
(Informationskategorie Kontakte), nehmen mit 17,7 % aller Fragestellungen eine nur geringe
Bedeutung ein.
3. Die informationsintensiven Branchen sind sowohl bei direkter Online-Nutzung (vgl. Schulte-
Hillen 1984) als auch bei indirekter Online-Nutzung nahezu identisch.
4. Besonders informationsintensiv sind Beratungsunternehmen.
5. Aus Online-Datenbanken abgeleitete Informationsprodukte werden bislang nur unregelmäßig
genutzt. Die Nutzung von Online-Datenbanken stellt nach wie vor eine Ausnahmesituation
dar.
6. Die wenigsten KMU begreifen Online-Datenbanken als ein vielseitiges, sich für verschiedene
informationeile Problemsituationen eignendes Informationsmedium.
7. Vielnutzer haben tendenziell die Eignung der Online-Datenbanken für verschiedene Informa-
tionsprobleme realisiert.
8. Besondere Eignung wird den Online-Datenbanken im Bereich der technologischen Informa-
tionen und im Bereich der Patente, Lizenzen usw. (zusammen 70,80 % aller Informations-
nachfragen) zugemessen.
9. Bei den Informationskategorien technologische Informationen, Patente, Lizenzen usw. und
Markt-/Branchen-/Länderinformationen handelt es sich um besonders "sensitive" Informa-
tionsarten. Die Unternehmen - so lassen die Ergebnisse vermuten - bringen das hierzu
notwendige Vertrauen zur Zusammenarbeit mit externen Stellen durchaus auf.
10. Eine Aufbereitung der Informationsprodukte durch die untersuchte intermediäre Informa-
tionsorganisation findet in nur wenigen Fällen (15,5 %) statt. Anderslautende Wünsche der
nachfragenden KMU (Hauer 1985, 73) werden nur unzulänglich erfüllt. In dieser Situation
dürften einige Nutzungsbarrieren zu vermuten sein.
11. Vielnutzer weisen sowohl eine Forschungs- und Exportorientierung als auch ein hohes inter-
nes Qualifikationspotential auf. Die These vom Zusammenhang zwischen Qualifikation und
Informationsnachfragen scheint durch diese Ergebnisse gestützt zu werden.
12. Online-Datenbanken werden bislang nicht als die Hilfsmittel zur Deckung des als schwer zu
befriedigen bezeichneten Informationsbedarfs erkannt und genutzt. In einer von Szyperski et
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al. (1985, 76) durchgeführten Untersuchung gaben 54,2 % der Unternehmen an, Probleme
im Bereich der Information über Absatzmärkte, Kundenbedarf, Marktentwicklung und Konkur-
renz zu haben. Zum Vergleich: In der eigenen Untersuchung stammen nur 10,99 % aller
Informationsnachfragen aus diesem als problematisch und schwer zu deckend bezeichneten
Informationsbereich. In der SzyperskMJntersuchung (ebd.) gaben nur 1,9 % der Unter-
nehmen an, Probleme in der Beschaffung von Patentinformationen zu haben. Diese Informa-
tionsart hat in der eigenen Untersuchung aber einen Anteil von 25,84 % an den gesamten
Informationsnachfragen. Die darausfolgende Vermutung ist, daß die Online-Datenbanken
überwiegend als ein substitutives (und vielleicht ergänzendes) Informationsmedium genutzt
werden. Traditionelle, aber vielleicht umständlicher zu handhabende Informationsmedien
werden primär - führt man diese Vermutung weiter - durch diese modernen Formen der
Informationsbeschaffung ersetzt.
13. Auffallend ist, daß neue, additive Möglichkeiten der Informationsbeschaffung, die durch die
Verfügbarkeit von Online-Datenbanken und deren Potentiale ermöglicht wird, kaum festzu-
stellen sind.
Zusammenfassend kann festgehalten werden, daß durch die praktizierte Externalisierung der
Informationsmanagement-Funktion Risiken der eigenen Erstellung ausgeschlossen werden
können und die Möglichkeit eröffnet wird, an einem höheren Leistungspotential zu partizipieren.
Damit können Qualifikationen in Anspruch genommen werden, deren Bereitstellung im Unter-
nehmen nicht möglich oder zu aufwendig wären.
Notwendig erscheint bei der Strategie der Externalisierung jedoch eine umfassendere Sicht: Das
Erstellen und Liefern eines Informationsproduktes ist dabei nur ein Teilprozeß. Vergegenwärtigt
man sich die eingangs aufgezeigten Aufgaben innerhalb der Planungssystematik zur Integration
externer Informationsressourcen wird dies besonders deutlich. Stellt man diese Aufgaben zudem
noch in den umfassenderen Kontext des Problemlösungsprozesses, in dessen Rahmen und zu
dessen Bewältigung ja externe Informationen beschafft werden, zeigen sich ganz neue Gestal-
tungsspielräume auf.
3. Folgerungen für weitere Forschung
Die durchgeführte empirische Analyse kann nur ein Mosaikstein in den Bemühungen um eine
Theorie zur Analyse des Informationsverhaltens sein. Ein exemplarischer Eindruck zur Nutzungs-
situation konnte jedoch vermittelt werden. Diese Ergebnisse sollten jedoch auch nicht überstra-
paziert werden, eine weitergehende Explanation erfordert eine größere Fallzahl und sollte aus
Repräsentativitätsgründen mehrere intermediäre Informationsorganisationen umfassen. Zukünf-
tige Forschungen auf diesem Gebiet sollten daher folgende Bereiche umfassen:
1. Einführung weiterer Variablen, z. B. Kosten der Recherche, Faktoren des Interaktionsprozesses
usw.
2. Einbezug zusätzlicher Erhebungsmethoden zu einem Methoden-Mix. Zweckmäßig erscheint
eine Ergänzung der Inhaltsanalyse durch eine Befragung der nutzenden KMU. Dadurch
könnten zusätzliche Variable, z. B. Zufriedenheit mit dem Informationsprodukt, Bewertung der
Preiswürdigkeit, einbezogen werden.
3. Untersuchungen Im Rahmen von Fallstudien bei einigen ausgewählten KMU. Wegleitende
Fragen könnten u. a. sein:
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* Aus welchen Aufgaben und Umweltsituationen entsteht ein extern zu deckender Infor-
mationsbedarf?
* Welche Informationsmedien werden hierzu genutzt?
* Wo bestehen ökonomisch sinnvolle Substitutionsmöglichkelten?
* Welchen Einfluß hat ein (nicht) vorhandenes Informationsmanagement?
* Welche Bedeutung kommt dem lnformations-(Kommunikations)-KIima zu?
* Welche Barrieren behindern die Nutzung neuer Informationsmedien?
* Welcher Einfluß kommt neuen Informations- und Kommunikationstechnologien bei der
Generierung der Informationsnachfrage zu?
* Welchen Einfluß auf die Informationsnachfrage übt eine institutionalisierte Planung aus?
* Welche Wirkungen auf die Informationsnachfrage übt eine Qualifizierungsstrategie aus?
4. Untersuchungen des Interaktionsprozesses zwischen intermediären Informa-
tionsorganisationen und KMU. Beispiele:
* Welche Rolle kommt dem Marketing von Informationsorganisationen zu?
* Welche Aufgaben eines nicht vorhandenen Informationsmanagements können die
intermediären Informationsorganisationen wahrnehmen (Externalisierung der Informa-
tionsmanagement-Funktion)?
5. Erforschung der Erfolgsfaktoren der Informationsvermittlung:
* Welche Faktoren kennzeichnen erfolgreiche Informationsorganisationen?
* Welche Faktoren zeichnen erfolgreiche Informationsnutzer aus?
* Welche Rahmenbedingungen fördern eine erfolgreiche Informationsvermittlung?
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Bei der Durchführung der Aufgaben beim Information Retrieval ist ein großer Bereich und eine
Vielfalt an Problemen involviert. Das Wissen des Benutzers das benötigt wird, diese Aufgaben zu
bewältigen, kann als vieldimensionaler Wissensraum dargestellt werden, der unter anderem Wissen
über Fachgebiet(e), System(e) und Fremdsprachen beinhaltet. Ungenügende Kenntnis in einer oder
mehreren dieser Dimensionen fuhrt zu unzureichenden Ergebnissen beim Retrievalprozeß. Für
jeden Problembereich bestehen daher zwei Annäherungen, den Ausgleich zwischen Expertise und
Komplexität herzustellen, die sich auch gegenseitig ergänzen können: 1. Verbesserung des Wissens
durch Ausbildung oder Hilfe. 2. Reduzieren der Notwendigkeit von Wissen durch Vereinfachung der
Systeme oder Übertragen der Verantwortung an das System. In diesem Zusammenhang wird auch
die Stellung der Artificial Intelligence zu anderen Entwicklungen im Bereich des Information
Retrieval diskutiert. Aus den vorgeschlagenen Möglichkeiten ergibt sich ein Rahmen, der
Anwendungen der Notwendigkeit und den Umständen entsprechend zu gestalten erlaubt mit
Rücksichtnahme auf unterschiedliche Benutzer, Fachgebiete, Systeme, Fremdsprachen und neue
Entwicklungen. Dieser Rahmen erlaubt auch die Anpassung der Lösungen, wo ein intellektueller




Durch den wachsenden Wettbewerb in allen wissenschaftlichen, industriellen und sozialen Bereichen
des täglichen Lebens wird Information neben finanziellen, materiellen und menschlichen Ressourcen
zum wesentlichen Bestandteil. Durch Informationen können neues Wissen und Erkenntnisse
entwickelt werden, wodurch neue Informationen entstehen, die wieder angeboten werden und so den
Informationszyklus schließen [14]. Der adäquate Zugang zu Information und die Regulation des
Informationsflusses sind von wachsender Bedeutung für die heutige Gesellschaft. Benutzer moderner
Informationssysteme sind aber immer mehr mit deren Vielfalt und deren Komplexität konfrontiert.
Nur ein in seiner Gesamtheit funktionierendes Informationssystem - Informationsbeschaffung und
Informationsmanagement - kann die gewünschten Auswirkungen auf die Arbeit und das Leben
zeigen. Ziel einer Studie war, Verbesserungen der Informationsbeschaffung aufzuzeigen, wenn auch
der organisatorische Faktor zur Aufbereitung der Information gleichbedeutend eingeschätzt wird.
Die Verwendung von Informationssysteme hängt ab von:
1. Vorhandenen Mitteln
2. Wissen und Expertise
Zu Mitteln zählen die Verfügbarkeit von Information, technische Einrichtungen für erfolgreiches
Retrieval und vorhandene Geldmittel. Alle anderen Probleme, die bei der Lösung der Aufgabe
entstehen, können zum Bereich des Wissens und der Expertise gezählt werden.
Zahlreiche Studien haben spezielle Probleme - meist eingeschränkt - behandelt, wovon
stellvertretend genannt sein sollen [2,4, 5,6,10,11,15,18,23, 25,26, 27,29,32,33]. Es fand sich aber
keine Studie, die alle Aspekte der Aufgabenkomplexität enthält. Speziell war zu bemerken, daß das
Sprachenproblem nicht behandelt wird, da meist vorausgesetzt wird, daß englischsprachige Systeme
von englischsprechenden Benutzern verwendet werden. Lösungen und Entwicklungen, die in diesen
Studien gefunden wurden, sind daher nur für spezielle Situationen zutreffend und können oft nicht in
eine andere Umgebung transferiert werden.
Die Arbeit, die hier in Zusammenfassung wiedergegeben wird [16], hatte zum Ziel, die Effizienz bei
der Verwendung von Informationssystemen zu verbessern unter besonderer Berücksichtigung der
Verhältnisse zwischen dem Wissen des Benutzers und der Aufgabenkomplexität.
Im Speziellen wurden dabei folgende Teilbereiche angestrebt:
1. Analyse des gesamten Aufgabengebietes beim Information Retrieval und den damit
zusammenhängenden Problemen
2. Entwicklung eines Lösungsrahmens zur Schaffung des Ausgleichs zwischen Wissen des
Benutzers und der Aufgabenkomplexität
3. Bewertung der Rolle von Artificial Intelligence im Vergleich zu anderen Entwicklungen
Ziel war, einen Rahmen zu entwickeln, der verschiedene Lösungsmöglichkeiten für unterschiedliche
Situationen und auch für zukünftige Entwicklungen erlaubt. Ein derartiger Rahmen sollte eine




Ahnlich wie bei anderen Gebieten ist es bei der Informationsgewinnung praktisch unmöglich, alle
unterschiedlichen Probleme und möglichen Lösungen aufzuzählen, geschweige denn sie einzeln zu
benennen und zu vergleichen. Es bestand vielmehr die Absicht, einen Rahmen aus
Aufgabenbereichen zu entwickeln, der eine Identifizierung und Evaluierung von möglichen Aktionen
zuläßt unter Berücksichtigung von Standards, Systementwicklungen, zukünftigen Planungen und
Benutzerausbildung.
Informationssuche kann von jedem Informationssuchenden (Benutzer) in unterschiedlichen Quellen
auf verschiedenen Medien durchgeführt werden - vom Menschen als Auskunftsquelle bis zu den
elektronischen Datenbanken. Zur Analyse der wesentlichsten Problembereiche bei der
Informationssuche wurde für die Studie die Situation eines Informationszentrums in Österreich
gewählt, das den Zugang zu vielen Datenbanken auf unterschiedlichen Hosts in verschiedenen
Ländern für eine große Zahl von Benutzern und Anfragen durchführte. Die wesentlichsten
Schwierigkeiten und ihre Ursachen könne dabei folgendermaßen zusammengefaßt werden:
1. Probleme mit der Technik können in Verbindung mit der Erfahrung gebracht werden.
2. Kommunikationsbarrieren zwischen Menschen sind einerseits auf Mangel an Wissen über
den Fachbereich oder die menschliche Informationsverarbeitung zurückzuführen.
3. Tiefgehende Kenntnis von Informationssystemen ist auch oft nach Jahren an Erfahrung
schwer zu erreichen.
4. Mangel an Fremdsprachenkenntnissen (z.B. Englisch) bildet einen zusätzlichen Engpaß bei
der Handhabung dieser Systeme [17].
Zusätzlich zu den allgemeinen Problemen beinhaltet die oben erwähnte Situation die Problematik
eines kleinen, informationsarmen, nicht-englischsprachigen Landes. Theorien und Lösungen, die eine
derartige Situation nicht einschließen, müssen als unvollständig angesehen werden. Dieser spezielle
Fall, der innerhalb des allgemeinen Rahmens der Problematik liegt, hilft die Probleme zu
identifizieren und beleuchtet die Anforderungen einer konkreten Situation.
2.1. Aufgabenkomplexität
Unter "Aufgabenkomplexität" sollen jene Schwierigkeiten bezeichnet werden, mit denen der
Benutzer bei der Informationssuche in den einzelnen Aufgabenbereichen konfrontiert ist. Damit in
Verbindung sind bei der Verwendung von Informationssystemen folgende Problembereiche zu
erkennen: der Benutzer, die Anfrage, die Suchstrategie, Datendarstellung und -speicherung, das
verwendete System und die Fremdsprache. Die Einteilung dieser Problembereiche ist beliebig
gewählt; sie kann auch anders gestaltet oder verfeinert werden. Diese Einteilung schien aber für das
Vorhaben ausreichend.
Die einzelnen Bereiche seien hier kurz beschrieben:
Benutzer unterscheiden sich wesentlich in ihrem Wissen über das Fachgebiet, das System, die
Fremdsprache; sie besitzen Preferenzen, persönliche Eigenschaften und bringen (vielleicht)
Erfahrung aus anderen Suchen mit. Eine oft zitierte Einteilung von Benutzern ist jene nach
Ingwersen: elite, intennediary, end-user, layman [21].
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Der Bedarf für Information entsteht aus einer Unwissenheit und Unsicherheit [3] oder einer
Notwendigkeit [13]. Die Notwendigkeit für Information hängt von einer (oder mehreren)
Situation(en) ab. Anfragen entstehen, da der Benutzer aus seiner allgemeinen Unwissenheit einen
Wert in den Bezug einer bestimmten Information legt [31]. Anfragen werden oft unklar ausgedrückt
[24]. Der Informationsbedarf muß daher in Zusammenhang mit dem Fachbereich, dem Kontext und
allen verwendbaren Quellen analysiert werden, bevor eine Transformation in das Informationssystem
erfolgen kann, das wahrscheinlich die Information enthält.
Informationssuche erfolgt schrittweise. Die geäußerte Anfrage muß mit der Darstellung der
Information im Informationssystem abgeklärt werden. Informationen über den Benutzer, den
Informationsbedarf und das System müssen angeglichen, adaptiert und evaluiert werden. Die daraus
entstehende Strategie der Vorgangsweise beim Suchvorgang muß allmählich verfeinert werden. Bei
dieser Aufgabe stößt die flexible Welt des Benutzers auf die inflexible Welt der Systeme. Die
Strategie soll außerdem eine Vorgangsweise enthalten, Wissen und Offenheit, wie zusätzliche
Information eingebunden bzw. nicht relevante Information entfernt und wie die Strategie
dementsprechend verändert werden kann, falls das Ergebnis nicht den gewünschten Erfolg bringt.
Information muß in einer bestimmten Art im System dargestellt werden, bevor sie gesucht werden
kann. Die Aufgaben der Darstellung - der Indexierung und Klassifizierung - werden dabei von
anderen Menschen (oder Maschinen) durchgeführt, als jenen, die die Information suchen. Sie
enthalten daher andere Perspektiven und ihre Problematik liegt vorrangig im linguistischen Bereich
[20].
Unter System soll jede Art von technischen Mitteln verstanden werden, die der Speicherung der
Daten und dem Zugang zum System dient. Es beinhaltet sowohl den Zugang zur beziehbaren
Information als auch die Zugangsmechanismen.
2.2. Wissensbereiche
Dieses weite Spektrum an Problembereichen erfordert einen weiten Bereich an intellektuellen
Fähigkeiten - Wissen und Expertise -, um die Aufgaben der Informationsgewinnung durchführen zu
können.
Benutzenrissen beinhaltet Wissen über den Benutzer, seine Erfahrung, seine Ausbildung,
Preferenzen, Restriktionen, Werte, Charakteristiken und seine Suchgeschichte.
Unter Fachwissen werden Konzepte, Terminologien, Zusammenhänge und Klassifikationen von
Fachbegriffen verstanden. Dabei kann es sich um eine wissenschaftliche Disziplin oder ein
Hobbygebiet handeln, dem die Anfrage zuzuordnen ist bzw. deren Verbindung zu anderen Gebieten.
Retrievaiwissen beinhaltet das Verständnis und die Erfahrung beim Retrievalprozeß. Dabei müssen
Entscheidungen über die Auswahl und Verbindung verschiedener Strukturen und Inhalte getroffen,
Suchvorgänge überarbeitet und angepaßt und es müssen aus der Erfahrung neue Erkenntnisse
abgeleitet werden. Es ist als übergeordnete Kontolleinheit zum ordnungsgemäßen Einsatz der
anderen Wissensgebiete zu sehen.
Datenwissen enthält das Wissen über die Darstellung der Information im Informationssystem in
bezug auf den Inhalt und die Struktur; es muß aber auch die Darstellung des Fachbereiches
(Indexierung, Abstrahierung und Klassifizierung) in der entsprechenden Quelle bekannt sein; ebenso
wie die Kenntnis der Terminologie und Wissen über beschreibende Unterlagen.
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Wissen über das System erfordert die Kenntnis der Funktionalität und der manuellen Handhabung.
Dazu zählen sowohl der Zugang zum System, zum Fachbereich und den Daten, die im System
beinhaltet sind, ebenso wie die Kosten, die Verfügbarkeit der Information, spezielle Funktionen und
Unterlagen.
Zusätzlich zu diesen Wissensbereichen ist die Kenntnis der natfirlichen Sprache in bezug auf das
System und die Information notwendig. In Österreich ist das zum Beispiel Deutsch bei der
Verwendung der "Österreichischen Rechtsdatenbank", kann aber auch Englisch (z.B. Medline) oder
Französisch (z.B. Questel) sein.
Diese Wissensbereiche lassen sich als sechs-dimensionaler Wissensraum darstellen: Benutzer,
Fachbereich, Retrieval, Daten, System und Fremdsprache. Zur besseren Illustration, die keineswegs









Das Wissen eines Benutzers kann auf jeder der Wissensachsen irgendwo zwischen "schwach" und
"ausgezeichnet" liegen. Zu jedem Zeitpunkt der Informationssuche kann das Wissen des Benutzers
durch einen Punkt in diesem vieldimensionalen Wissensraum dargestellt werden, wie es durch "X" in
Abbildung 1 erfolgt ist. Jede Kombination von Anfrage, Retrievalsystem und Quelle erfordert dabei
spezielle Kenntnisse. Das Wissen für erfolgreiches Retrieval ist daher auch als Bereich in diesem
Wissensraum zu sehen. Dieser Bereich kennzeichnet das für den Informationsbezug notwendige
Niveau. Die Frage erhebt sich nun, ob die Kenntnis des Benutzers besser oder schwächer ist als die
erforderliche Schranke?
Veränderungen bei Anfragen, Retrievalsystem oder Quellen verändern diese Schranken des
erforderlichen Wissensbereiches. Je schwieriger oder unfreundlicher ein System ist, desto größer ist
die Aufgabenkomplexität und desto mehr Wissen wird gefordert.
Die wesentlichen Probleme für die Informationsgewinnung können daher folgendermaßen
zusammengefaßt werden:
1. Die Anzahl, Vielfalt und Komplexität der Aufgaben.
2. Unterschiede zwischen dem tatsächlichen und dem erforderlichen Wissen des Benutzers,
d.h. der Abstand zwischen dem Benutzer und dem System.
3. Die wachsende Zahl und Vielfalt der Benutzer, Fachbereiche, Systeme und Fremdsprachen.
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Während der Benutzer sein Wissen und seine Expertise allmählich verbessert, während er die
Aufgaben löst (Pfeil A in Abbildung 2) werden die Erfolge der Informationsgewinnung immer
besser. Der Bedarf an Wissen kann dabei als Summe jener Aufgaben gesehen werden, die mit den
Problembereichen in Verbindung stehen. Andererseits ist die Handhabung des Systems durch den
Systementwurf gegeben, bei dem die Schwierigkeiten der Aufgaben in den Problembereichen
reduziert werden können (Pfeil B in Abbildung 2). Die Verwendung der Begriffe "Nützlichkeit" und
"Notwendigkeit" drückt die Beziehung zwischen dem Wissen des Benutzers und der
Aufgabenkomplexität aus. Alle Schwachstellen im Wissen des Benutzers stehen relativ zur Lösung
der Aufgabe und reduzieren die Wahrscheinlichkeit einer erfolgreichen Informationssuche. Je größer
die Unwissenheit, desto niedriger die Wahrscheinlichkeit einer erfolgreichen Suche. Es bleibt aber
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Abbildung 2: Benutzerwissen und Aufgabenkomplexität
Wegen dieser Schwierigkeiten und Unzulänglichkeiten im Verhältnis von Kenntnis bzw. Expertise
und Aufgaben wird oft zum Ausgleich ein Informationsspezialist eingeschaltet. Diese Fachexperten
verbessern das Wissen des Benutzers, indem sie besonders im mittleren Aufgabenbereich die
Probleme zu reduzieren helfen (Pfeil C in Abbildung 2).
Je mehr ein System in die Richtung entwickelt wird, den Suchvorgang zu erleichtern, d. h. die
Notwendigkeit für Wissen reduziert, desto erfolgreicher werden die Ergebnisse beim Suchvorgang.
Verbesserungen in beiden Richtungen - Erhöhen des Wissensstandes des Benutzers (abwärts) und
Entwickeln eines "benutzerfreundlichen" Systems (aufwärts) - ergänzen sich. Jede dieser
Entwicklungen trägt unabhängig zum Erfolg bei. Fortschritt in der einen Richtung reduziert die
Notwendigkeit für die andere. Das führt zu einem Ausgleich zwischen Expertise und
Aufgabenkomplexität.
3. Lösungen, Verbesserungen und praktische Auswirkungen
Die gegebene Situation der Informationssuche kann folgendermaßen zusammengefaßt werden:
1. Die Komplexität der Komponenten in den Aufgabenbereichen
2. Das Wissen, das zur Erfüllung der Aufgaben erforderlich ist
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Je mehr Wissen vorhanden ist, desto leichter wird es fallen, die Aufgaben zu bewältigen. Je geringer
die Aufgabenkomplexität ist, desto weniger Wissen ist erforderlich. Verbesserungen liegen daher in
der Erhöhung des Wissensstandes relativ zur Aufgabenkomplexität.
Daraus ergeben sich zwei Möglichkeiten:
1. Verbesserung des Wissens und/oder
2. Reduzieren der Aufgabenkomplexität und daher der Notwendigkeit von Wissen
Es ist aber notwendig, geeignete Lösungen für alle sechs Wissensbereiche zur Verfügung zu stellen.
Lücken und Mängel in einem oder mehreren Gebiet(en) führen wieder zu den vorhin erwähnten
Problemen.
Um das Ziel zu erreichen, die Distanz zwischen Benutzer und System zu verbessern, lassen sich vier
Möglichkeiten entwickeln:
1. Verbesserte Ausbildung des Benutzers
2. Unterstützung durch Hilfe
3. Reduzieren der Notwendigkeit von Wissen
4. Übertragen der Verantwortung an das System
Verbessertes Wissen kann durch (1) oder (2) erreicht werden; Reduktion der Aufgabenkomplexität
durch (3) oder (4).
Die Verbesserung des Wissens des Benutzers kann auf verschiedene Weise für die einzelnen
Bereiche erzielt werden. Neue Kenntnis kann erworben oder alte neu aufgefrischt werden. Dies kann
durch Unterlagen oder durch Besuch von Kursen erreicht werden. Diese Kenntnisse können vom
Benutzer dann in verschiedenen Situationen eingesetzt werden.
Unter Hilfe kann man jede Form von gedrucktem oder elektronischem Material über Fachbereiche,
Daten, Systeme oder Fremdsprachen verstehen. Während die Komplexität noch besteht, wird der
Benutzer über den gewünschten Bereich informiert [8, p. 115]. Hilfemasken sind dafür ein typisches
Beispiel.
Komplexität kann dadurch reduziert werden, wenn einige Aspekte, die diese Probleme verursachen,
teilweise oder ganz entfernt werden. Dies kann durch einen "menschlichen" oder "künstlichen" Mittler
erfolgen. Die Komplexität wird dabei nicht eliminiert sondern delegiert. Die Aufgabe, die vom
Benutzer gelöst werden muß, wird vereinfacht und das Wissen des Benutzers in ein besseres
Verhältnis zur Lösung der Aufgabe gesetzt.
In ähnlicher Weise können die Aufgaben ganz an das System delegiert werden. Dabei wird die
Komplexität ganz vom Benutzer hin zum System verschoben. Ahnlich dem Benutzer muß aber in
diesem Fall das System über den Benutzer, die Anfrage, die Suchstrategie, das Fach, das System, die
Daten und die Fremdsprache Kenntnis besitzen. Je mehr die Aufgaben des Benutzers an das System
delegiert werden können, d. h. je mehr benutzerähnliches Verhalten vom System oder einem
künstlichen Informationsspezialisten erreicht werden kann, desto eher kann man von einem System
in Sinne der Artificial Intelligence sprechen.
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Daraus ergibt sich die Frage des Einsatzes von Artificial Intelligence in diesem Aufgabenbereich [z.B.
7, 19, 28, 30]. Unter "Expertentum" wird die Anzahl und Komplexität von Entscheidungen bei der
Lösung von Aufgaben verstanden; dazu zählt auch, welcher Schritt als nächster gesetzt wird, wo die
Information zu suchen ist, und wie und wann sie eingesetzt werden muß. Je mehr und verläßlicher
ein Benutzer die situationsbezogenen Aufgaben behandeln kann, desto eher ist er als Experte
einzustufen. Wie oben bereits gezeigt wurde, beinhaltet Informationssuche eine große Zahl und ein
breites Gebiet an Aufgaben und Wissen. Je mehr ein Informationsexperte über dieses Wissen
verfügt, desto mehr kann er als Experte angesehen werden. Das Expertentum eines Systems hängt
von denselben Kriterien ab: der Anzahl der Probleme, die verläßlich gelöst werden kann. Als beste
Entwicklungen scheinen jene, bei denen eine Mischung von menschlichem und künstlichem Wissen
geschaffen wird.
Ein künstlicher Informationsspezialist oder ein Expertensystem - ähnlich einem menschlichen
Experten - wird die Aufgaben besser lösen, wenn Wissen aus allen sechs Bereichen vorhanden ist und
fordert daher weniger Wissen vom Benutzer. Das Wissen des Systems über den Benutzer wird oft als
"kognitives Modell" bezeichnet. Unter dem "konzeptuellen Modell" wird das Wissen des Benutzers
über das System verstanden [12, 24]. Da der Begriff "konzeptuell" auch Verständnis beinhaltet und
"kognitiv" Lernen, ist die Verwendung dieser beiden Begriffe nicht ganz korrekt. Ein intelligentes
System muß sowohl wissen, was der Benutzer weiß als auch wie er lernt. Benutzer haben ihre
Annahmen wie das System reagiert und sich anpaßt. Sowohl die Annahmen des Systems über den
Benutzer als auch jene des Benutzers über das System müssen daher sowohl kognitive als auch
konzeptuelle Komponenten enthalten.
Für eine breitgestreute und allgemeine Anwendbarkeit ist es aber notwendig, Informationen über
verschiedene Kanäle zur Verfügung zu stellen, woraus sich verschiedene Lösungsmöglichkeiten und
Kombinationen ergeben. Als Beispiele für Lösungen in den verschiedenen Problembereichen seien
genannt:
Ein Benutzer, der einen Ausbildungskurs über Information Retrieval besucht, fällt in den Bereich der
verbesserten Ausbildung.
Als Beispiel für Hilfe sein die Verfügbarkeit eines Online-Thesaurus genannt, das dem Benutzer die
Möglichkeit bietet, die Fachbegriffe direkt nachschlagen zu können.
Die Einführung einer "Common Command Language" oder ein "künstlicher" Informationsspezialist
("Intelligenter Assistent") könnte die Notwendigkeit für Wissen reduzieren.
Die automatische Erstellung von Suchstrategien aus Anfragen, vom System selbständig durchgeführt,
wäre ein Beispiel für die Übertragung der Verantwortung und ist im Bereich der "Artificial
Intelligence" anzusiedeln.
Verbesserte Ausbildung unterstützt den Benutzer, der dieses Wissen in verschiedenen Situationen
und Systemen einsetzen kann. Die anderen Aktionen sind auf die speziellen Systeme zugeschnitten,
könnten aber allen Benutzer dienlich sein. Die Möglichkeiten sind zahlreich, schließen sich aber nicht




Evaluierung und Vergleich der verschiedenen Lösungsmöglichkeiten müssen Kriterien zur
gleichmäßigen und ausgewogenen Beurteilung beinhalten wie Kosten, Effizienz und Nutzen. Die
Kosten sind im Zusammenhang mit dem System, der Anwendung, den möglichen Benutzern und der
verfügbaren Infrastruktur zu sehen. Sie sind von Situation zu Situation verschieden und variieren oft
von Land zu Land. Eine Entscheidung, welche Lösung herangezogen werden soll, erfordert den
Vergleich alternativer Möglichkeiten, abhängig vom Ergebnis der Evaluierung in bezug auf Kosten-
Effizienz und Kosten-Nutzen-Rechnung. Die beste Lösung wird jene sein, die, abhängig von den
Umständen, den größten Beitrag zu einem verbesserten Suchergebnis liefert. Die
Auswahlmöglichkeiten hängen jedoch von der technischen und organisatorischen Machbarkeit ab.
Einige Varianten sind möglicherweise nicht finanzierbar; andere auf Grund des Wissensstandes nicht
durchführbar; und wieder andere liegen außerhalb des Kompetenzbereiches der Organisation.
Nimmt man diesen Rahmen für alle Wissensgebiete, kann man Lösungen der jeweiligen Umgebung
entsprechend entwickeln, indem man die Machbarkeit, die Kosten-Effizienz und die Kosten-Nutzen
Auswirkung vergleicht. Die Lösungen können so den verschiedenen Situationen und kulturellen
Umgebungen angepaßt werden. Dadurch ist es auch möglich, zusätzliche Benutzer, Fachbereiche,
Strategien, Datendarstellungen, Systeme und Fremdsprachen einzubeziehen ebenso wie neue
Entwicklungen [9, 22],
Die Entscheidung der Auswahl kann aus verschiedenen Aspekten erfolgen:
1. Von Seiten des Benutzers als Inititiator und Empfänger der Information:
Abhängig vom Wissen und der Expertise des Benutzers und seiner persönlichen Eigenschaften,
welche Verbesserungen können für die jeweilige soziale oder kulturelle Umgebung erzielt werden?
Je weniger der Benutzer weiß, desto mehr Unterstützung ist notwendig.
2. Abhängig von technischer oder politischer Machbarkeit:
a. Die Entwicklung neuer Technologien durch Forschung kann zu neuen Varianten führen.
b. Verschiedene Platzhalter haben verschiedene Möglicheiten. Ein "intelligenter Assistent"
kann von DIALOG, Inc. als Front-End entwickelt werden, wodurch sich die Funktionalität des
DIALOG-Systems ändert. Die Einführung von Standards kann die Notwendigkeit für technische
Entwicklungen bringen. Verbesserungen derzeitiger Systeme kann die Komplexitäten reduzieren, die
Verwendung erhöhen und die Notwendigkeit für andere Entwicklungen reduzieren.
3. Abhängig von der Kosten-Effizienz:
In direktem Zusammenhang mit 1. und 2. muß eine Kosten-Effizienz- und Kosten-Nutzen-Rechnung
erfolgen. Gemeinsame internationale Abkommen können Anstrengungen für lokale Entwicklungen
reduzieren.
Fragen, die bei der Evaluierung und Entwicklung von Lösungen gestellt werden sollten:
1. Wie wichtig, machbar und kosteneffizient ist die vorgeschlagene Entwicklung?
2. Welche Möglichkeiten und Unterschiede entstehen für die verschiedenen Wissensgebiete
und Aktionen?
3. Wie weit kann Wissen angeeignet werden?
4. Wie weit kann die Notwendigkeit für Wissen reduziert werden?




Ein derartiger Rahmen könnte die Grundlage für den Entwurf eines "intelligenten Assistenten" zum
Beispiel für ein Inforrnationszentrum in Österreich oder in den Vereinigten Staaten bilden. Die Idee
wäre, den Assistenten derart zu entwickeln, daß er den Informationsspezialisten bei der
Durchführung der Anfrage berät, ihm hilft, ihni "Vorschläge" aus seinem gespeicherten 'Wissen" -
Benutzer, Fachgebiet, Retrieval, Daten, System und Fremdsprache - unterbreitet, Entscheidungen
trifft und Schlüsse zieht. Die Architektur könnte sechs Hauptkomponenten beinhalten:
1. Ein Benutzer Interface, das das Benutzer-Modell enthält.
2. Eine Fachwissensbasis, die Wissen über eine Fachdisziplin enthält.
3. Eine einfache Dialog-Komponente, die den Benutzer durch die Aufgaben führt
4. Informationen über Hosts und Datenbanken
5. Eine Sprachkomponente, die automatisch in die einzelnen Host-Sprachen übersetzt
6. Eine zweisprachige Übersetzung des Fachwissens (Deutsch/Englisch) und deutsche
Hilfetexte.
Das Benutzer Interface bezieht vom Benutzer Informationen über seine Ausbildung, Interessen,
Preferenzen und die Suchgeschichte und speichert diese Informationen in einer Datenbank ab.
Das Fachwissen könnte als semantisches Netz aufgebaut sein, dessen einzelne Knoten aus Frames
bestehen. Die Slots stellen die Verbindungen zwischen den Knoten dar und drücken die Beziehungen
ähnlich einem Thesaurus aus. Grundlage könnte ein Klassifikationsschema darstellen, das durch
Thesaurustherme und benutzerspezifische Begriffe laufend ergänzt wird. Das ergäbe eine günstige
Verbindung zwischen der offiziellen Fachterminologie und der persönlichen Sprache des Benutzers.
Durch Browsen kann der Benutzer sich seine Anfrage aufbereiten.
In einem vereinfachten Dialog - ähnlich jenem zwischen Menschen - kann das System Fragen an den
Benutzer stellen und so die Informationen zur Ausführung der Aufgaben sammeln. Es "weiß", welche
Information bereits vorhanden ist, was noch fehlt und welcher Schritt als nächster zu erfolgen hat. Es
geleitet somit den Benutzer durch den Informationsdschungel.
Transformationstabellen oder "Linked Systems Protocols" (z.B. NISO 239:50; ISO DPs 10162 &
10163) könnten die
Übersetzung von einer Common Command Language in die verschiedenen Hostsprachen
durchführen.
Informationen über Host und Datenbanken können vom Benutzer über Fenster eingeblendet werden
ebenso wie Hilfetexte. Für detailliertere Ausführungen sei auf [16,17] verwiesen.
In ähnlicher Weise könnte dieser Rahmen aber auch für die Entwicklung und Realisierung eines
größeren Informationskonzeptes zum Beispiel in einem Unternehmen oder in einem Land
herangezogen werden.
6. Zusammenfassung
In dieser Studie wurde gezeigt, daß effiziente Infonnationssuche abhängt von der Verfügbarkeit von
Systemen und ausreichendem Wissen zur Bedienung der Systeme. Dabei muß das Wissen des
Benutzers für den zu bewältigenden Aufgabenbereich ausreichend sein. Die Aufgabenkomplexität
kann in sechs Bereiche geteilt werden: Benutzer, Fach, Suchstrategie, Datendarstellung, System und
Fremdsprache. Eine umfassende Untersuchung der Probleme muß den gesamten Bereich umfassen
und darf die Fremdsprache nicht ausschließen.
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Für jedes Problem bei der Aufgabe bestehen zwei Möglichkeiten, den Ausgleich zwischen Wissen des
Benutzers und Aufgabenkomplexität zu kompensieren: Verbesserung des Wissens des Benutzers
durch Ausbildung oder Hilfe; reduzieren der Notwendigkeit für Wissen durch Einschaltung einer
Mittlers (menschlich oder künstlich) oder Übertragung der Verantwortung an das System.
Anders ausgedrückt: die Wahrscheinlichkeit für erfolgreiche Informationssuche erhöht sich durch das
Expertentum des Benutzers, die Verwendbarkeit des Systems und/oder das Einschalten eines
Mittlers.
Um dies zu erreichen, erfordert eine umfassende Lösung eine Betrachtung aller vier Möglichkeiten
in allen sechs Problembereichen. Künstliches Wissen kann dabei sowohl in den Bereich eines
verbesserten Hilfesystems eingegliedert werden, durch einen künstlichen Mittler oder die
Übertragung einer Aufgabe an das System erfolgen. Eine Evaluierung der Möglichkeiten ist
unbedingt notwendig, da einige Lösungen nicht für alle ökonomischen, technischen und
organisatorischen Gegebenheiten geeignet sind.
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Referat
Der Einsatz wissensbasierter Techniken begünstigt die Entwicklung innovativer Informa-
tionssysteme, die dem Benutzer nicht mehr nur Referenzen und Dokumente aufgrund
oberflächenorientierter Verfahren nachweisen, sondern auch einen Zugriff auf Textinhalte, be-
nutzerspezifische Abstracts oder einschlägige Textpassagen ermöglichen. Die Flexibilisierung
des Informationsangebots wird unterstützt durch ergonomische Schnittstellen, die häufig auf
dem Ansatz der direkten Manipulation von virtuellen Objekten basieren. Mit komplexer wer-
dender Funktionalität der Systeme zeigen sich jedoch die Nachteile dieser räumlich orientierten
graphischen Interaktion, die z.B. in Hypertext-Anwendungen zu Konfusionen der Benutzer führen.
Als Ausweg erweitern wir die Konzeption des graphischen Dialogs um illokutive Komponenten,
die eine sprechakttheoretische Analyse der mit visuellen Präsentationen und Zeigegesten ein-
hergehenden Dialogakte erlauben. Die Möglichkeiten dieses Ansatzes werden am Beispiel des
wissensbasierten graphischen Retrievalsystems TWRM-TOPOGRAPHIC erläutert. Die konver-
sationale Pespektive auf den Dialog ermöglicht den Entwurf kooperativer Systemreaktionen, die
auf einer Modellierung des Benutzerverhaltens basieren.
Abstract
Knowledge-based methods enhance the development of new types of information Systems
which not only offer references or full-text documents to the user but also provide access to
text contents, user-specific abstracts or relevant passages by semantics based criteria. This
diversification of the information offered is supported by user-friendly interfaces that often employ
methods of direct manipulation as a means to access and modify Virtual objects. The growing
complexity of application Systems, however, reveals the shortcomings of this approach to human-
computer interaction: In hypertext Systems, for instance, users are confused by the vast varieties
of navigation possibilities. As a reaction, we present an approach to conversational graphical
interaction with a knowledge-based full-text information system. Starting with an Interpretation of
graphical actions as communicative acts performed by Visual presentations and deictic gestures
we extend the dialog model by illocutive components. In this paper, we illustrate this approach
by an analysis of the knowledge-based graphical retrieval System TWRM-TOPOGRAPHIC.
The conversation metaphor enhances the design of cooperative system reactions based on
a modelling of the user's behaviour.
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1 Einleitung
Ein wesentlicher pragmatischer Aspekt bei der Nutzung von Informationssystemen ist ihre
Flexibilität: Wie weit ist es dem Benutzer möglich, aus den verfügbaren Daten Information zu
gewinnen, die in Umfang und Darstellung seinen Bedürfnissen entspricht? Konventionelle Re-
trievalsysteme — auch wenn sie z.B. Volltexte anbieten — werden den Erfordernissen oft nicht
gerecht (vgl. z.B. Blair/Maron 1985), so daß alternative Ansätze auf der Basis wissensbasierter
Verfahren vorgeschlagen werden. Eine dieser Konzeptionen beruht auf der inhaltlichen Er-
schließung der Dokumente und der Präsentation des auf diese Weise gewonnenen Wissens
in situationsgerechter Form, d.h. unter Berücksichtigung dialogpragmatischer und kognitiv-
ergonomischer Randbedingungen. Der erste dieser Problemkreise war Gegenstand des TOPIC-
Projektes1 (Hahn/Reimer 1986, Reimer/Hahn 1988), während die zweite Fragestellung im Rah-
men des TWRM2-TOPOGRAPHIC3-Projektes4 (Kuhlen et al. 1989, Thiel/Hammwöhner 1989)
behandelt wurde, in dem auf den Resultaten der TOPIC-Textanalyse aufbauend eine Benutzer-
schnittstelle entwickelt wurde.
Beim derzeitigen Stand der Entwicklung kann auf folgende Ansätze zu einer "natürlichen
Interaktion" (vgl. Hayes 1987, Krause 1988) zurückgegriffen werden, die dem Design des
Interface zugrunde gelegt werden können:
1. Natürlichsprachige Schnittstellen erlauben die Eingabe von Kommandos, Anfragen etc. in
verbaler Form und ersparen somit dem Benutzer den Aufwand, seinen Beitrag zum Dialog
in einer formalen Sprache zu kodieren.
2. Direkt-manipulative Schnittstellen basieren auf der Illusion eines Raumes, in dem die auf
dem Bildschirm sichtbaren "Objekte" lokalisiert sind. Diese können deiktisch manipuliert
werden.
Schriftsprachliche Eingabemöglichkeiten, die der natürlichen Sprache weitgehend entspre-
chen und der Mensch-Maschine-Interaktion den Charakter einer Konversation verleihen, können
ohne Trainingsaufwand vom Benutzer genutzt werden, mildern jedoch die Schwierigkeiten, die
dem Benutzer durch eine Formulierung seines Informationsbedarfs entstehen, ebensowenig wie
formale Retrievalsprachen. Geht man von der Annahme aus, daß ein Benutzer oft nur ungenaue
Angaben darüber machen kann,5 welche Information ihn zufriedenstellen würde, erscheint es
angebracht, den medialen Charakter des Systems zu betonen, indem man die Möglichkeit zu
einer direkten Manipulation der als Objekte präsentierten Text- und Wissensfragmente eröffnet.
Dies hat den Vorteil, daß die Distanz zwischen den Intentionen des Benutzers und den
Objekten, auf die sie sich beziehen, nicht durch die Formulierung von Anweisungen oder Fra-
gen vergrößert wird (vgl. hierzu Hutchins et al. 1986). Obwohl dieser exploratorische Ansatz
den Benutzer nicht durch den Zwang zu Präzisierungen einengt, sondern ihm durch die Naviga-
tionsoptionen das Aufsuchen von Dokumentfragmenten nach semantisch begründeten Kriterien
erleichtert (vgl. Kuhlen et al. 1989), führt diese Interaktionsform oft zu einem inakzeptablen
Aufwand für den Benutzer.6
Als eine Lösung des damit skizzierten Problems schlagen wir in diesem Beitrag eine Kom-
bination beider Interaktionstypen vor, die darin besteht, die graphisch-interaktive Schnittstelle
TWRM-TOPOGRAPHIC mit der Möglichkeit zu einer konversationalen Dialogführung auszu-
statten. Die damit realisierbaren "Überreaktionen" des Systems, die Navigationsschritte des
Benutzers antizipieren, Fehlbedienungen kompensieren und auf relevante, im antizipierten Navi-
gationsverlauf nicht auftretende Objekte hinweisen, können den Benutzer bei der Navigation
entlasten.
1




 TOPOGRAPHIC: Topic Operating with Graphical Interaction Components
4
 Projektträger: GMD, Förderungskennzeichen: 1020018 1
6
 Er befindet sich dann in einem "anomalous State of knowledge" (vgl. z.B. Brooks et al, 1986).
6
 Hutchins et al. 1986 bezeichnen dieses Charakteristikum der direkten Manipulation als "maximized
engagement" des Benutzers in den Prozeß der Interaktion.
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Vergleichbare Konzeptionen intendieren primär die Koordination der verschiedenen Modi
(Graphik und natürliche Sprache) in einer natürlichen Kommunikation (vgl. z.B. Hayes 1987,
Neal/ Shapiro 1988, Cohen et al. 1989) oder untersuchen Möglichkeiten zur Kombina-
tion natürlicher Sprache mit "gestischen Operationen", die als Zeigegesten(äquivalente) in-
terpretiert werden (z.B. Allgayer et al. 1989). Der in diesem Beitrag vorgestellte Ansatz
einer konversationalen graphischen Interaktion ist dazu komplementär: Es wird der graphisch-
interaktive Charakter der Schnittstelle beibehalten, die Aktionen des Benutzers und die Reaktio-
nen des Systems jedoch als Beiträge zu einer Konversation modelliert. Die graphisch-interaktive
Schnittstelle, die dabei im Sinne der "conversation metaphor" (Reichman 1986) als "virtueller Di-
alogpartner" (vgl. Maass 1984) reagiert, kann unter Verwendung pragmatischer Konzeptionen,
die spezifische Aspekte der visuell-deiktischen Kommunikationsform berücksichtigen, analysiert
und gestaltet werden. So ist unter der Prämisse, daß der Zugang zu den Wissensbasen in
der Form eines kooperativen Dialogs zu realisieren ist, ein Rekurs auf die Griceschen Kon-
versationsmaximen (Grice 1975) sinnvoll, die eine situationsadäquate Flexibilisierung erfordern.
Dieses Verlassen des Aktions-Reaktionsschemas basiert dabei auf komplexen Dialogakten des
Systems, die auf der Basis einer Benutzermodellierung definiert werden können.
2 Informationelles Zooming: Graphisches Retrieval
mit TWRM-TOPOGRAPHIC
Die für das Interface TWRM-TOPOGRAPHIC gewählte Interaktionsform ermöglicht die Kon-
struktion von Anfragen mit Hilfe von Auswahloperationen (vgl. Abb. 1). Dieses "graphische
Retrieval" wird kombiniert mit Darstellungsvarianten für Retrievalergebnisse, die den Rahmen
der rein textuellen Ausgabe von Dokumenten verlassen und zusätzlich graphische Informatio-
nen in die Dialoggestaltung einbeziehen. Dabei werden Ausschnitte der Wissensbasis in un-
terschiedlichen Detaillierungsgraden visualisiert. Diese graphisch-interaktive Präsentation der
Textinhalte bricht die starre lineare Struktur des Textes auf zugunsten einer zweidimensionaien
Darstellung, die durch Navigationsoperationen dem Benutzer neue Möglichkeiten des Umgangs
mit der Textinformation eröffnet (vgl. Abb. 2).
Die Heterogenität der in TWRM-TOPOGRAPHIC verfügbaren Daten erfordert die Kombi-
nation verschiedener konventioneller und experimenteller Formen des Information Retrieval, die
dem jeweiligen Abstraktionsgrad angemessen sind. Sie wurden in einem integrativen objektori-
entierten Ansatz implementiert, wobei die Objekte nach dem Detaillerungsgrad der angebotenen
Information (Deskriptoren, Themenübersichten, Abstracts, Passagen, Volltexte) und der Art der
Präsentation (graphisch, textuell) in Klassen — im folgenden "Informationsniveaus" genannt —
zusammengefaßt werden. Dem Benutzer sind diese Niveaus im Verlauf des Dialogs nacheinan-
der zugänglich:
1. Dem Benutzer wird zunächst auf einem noch textunspezifischen Niveau nach dem Ansatz
der Schema- bzw. Thesaurusexploration (vgl. z.B. Frei/Jauslin 1983) die Möglichkeit
gegeben, sich über die Diskursbereichsmodellierung zu informieren, die während der Text-
analyse als Ausgangspunkt für die inhaltliche Erschließung der Dokumente gedient hat (vgl.
Abb. 1 Hierarchische Darstellung eines Wissensbasisausschnitts mit 2 selektierten Frames. Die ausgewählten Frames
können mit unterschiedlichen Gewichtungen versehen werden (Verkaufsprodukt: positiv, Software: negativ).
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Hahn/Reimer 1986)7. Die Konzepte dieser sog. "Weltwissensbasis" — intern als Frames
repräsentiert — erscheinen als Knoten eines Baums, der die Begriffshierarchie visualisiert
(Abb. 1). Zusätzlich zu dieser Spezialisierungsrelation können andere inhaltliche Beziehun-
gen zwischen Konzepten nach Bedarf in einem weiteren Fenster gezeigt werden (z.B. die
'slot'-Relation, die einem Konzept seine Merkmale zuordnet). Die Selektion von Suchbe-
griffen erlaubt die Konstruktion einer Query, die wahlweise als Graph oder Tabelle gezeigt
werden kann.
2. Während die Queryobjekte Deskriptormengen darstellen, werden die nach einem wissens-
basierten Matching (vgl. Hamrnwöhner/Thiel 1987) als relevant klassifizierten Textpassagen
unter Angabe bibliographischer Daten (Titel etc.) und einem kurzen Textausschnitt (Abb. 2
Mitte, im Hintergrund) aufgelistet. Wir bezeichnen diese Form der Darstellung von Textfrag-
menten als Passagenbeschreibungen, da sie im wesentlichen Hinweis- und Orientierungs-
funktion haben. Die Beschreibungen sind nach einem Relevanzmaß sortiert, das sich aus
dem Grad der Übereinstimmung von Suchprofil und thematischem Profil der Passage unter
Berücksichtigung der Aktivierungsgewichte berechnet.
3. Die Visualisierung des thematischen Profils einer Passage (als Themenbeschreibungs-
graph, vgl. Abb. 2, rechts oben) kann ihrerseits als Ausgangspunkt einer erneuten
Querykonstruktion benutzt werden, indem sie vom Benutzer modifiziert bzw. ergänzt wird.
Diese Form des "retrieval by reformulation" (vgl. Tou et al. 1982, Fischer / Nieper-Lemke
1989) erlaubt die Einbeziehung der Textwissensbasis in den Prozeß der Frageformulierung.
4. Innerhalb des Textwissens erfolgt dann einerseits eine Art intelligentes Faktenretrieval, das
die Informationen eines Textes zu einzelnen Konzepten — vergleichbar dem Zugriff auf eine
Datenbank — in Form von Frametabellen zugänglich macht.
Abb. 2 Gesamtdarstellung eines Bildschirms mit den Objekten: Textpassage, Abstract und Volltext (im
Hintergrund noch die Liste der relevanten Passagen und ein Themenprofil). (Quelle: Kuhlen et al. 1989)
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 TOPIC analysiert deutsche Texte im Umfang von 2-5 Seiten zum Themengebiet "Informationstech-
nologie".
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5. Das Präsentieren ausgewählter Textfragmente bricht die lineare Struktur des Gesamttextes
auf. Zu jedem Themenbeschreibungsgraphen existiert eine textuelle Version der Passage,
die durch weiteres Expandieren den Zugang zum zugehörigen Volltext bzw. (als Vorstufe)
zu dessen Abstract erlaubt (vgl. Abb. 2).
Im Rahmen der graphischen Navigation in TWRM-TOPOGRAPHIC sind von einem "Objekt"
ausgehend nur Objekte des gleichen Abstraktionsgrades (via "Browsing") oder des nächsten
konkreteren Informationsniveaus (via "Zooming") erreichbar. Dieses Konzept — "informationelles
Zooming" genannt — erlaubt einen moduslosen Dialog, da die Kommandos auf allen Abstrak-
tionsebenen analog sind und kontextsensitiv interpretiert werden:
1. Browse: Visualisiert bislang unsichtbare Nachbarn des aktuellen Objekts (z.B. eines Frame
aus dem Weltwissen), die mit dem Objekt in einer aus dem Kontext zu erschließenden oder
vom Benutzer aus einem Menü zu wählenden semantischen Relation stehen.
2. Select/Deselect: Dient zur Anwahl/Freigabe eines Objekts. Ist es Teil einer um-
fassenderen Struktur, so dient die Operation der Spezifikation des Suchprofiles für den
nächsten Zoomvorgang, ansonsten der Auswahl unter verschiedenen angebotenen Objek-
ten, z.B. Passagen.
3. Zoom: Wechsel des Abstraktionsgrades. Richtet man das Kommando an ein einfaches
graphisches Objekt, das ein Fragment der Welt- oder Textwissensbasis ikonisch präsentiert,
so soll es "expandiert" werden, damit die Detailinformation zugänglich wird. Das Zooming
eines komplexen Objekts resultiert in der Visualisierung der Detailinformation zu den vorher
duch Selektionen spezifizierten Teilstrukturen.
Mit dem hier skizzierten Funktionsumfang wird eine "kohäsive" Struktur des graphischen
Dialogs erzielt, die einerseits die Erfüllung der Griceschen Quantitäts- und Relationsmaximen
ermöglichen und andererseits Thematisierungsmuster natürlicher Dialoge approximieren kann.
Zur Untersuchung dieser Hypothese wurde die Dialogstruktur in den Kategorien der linguistischen
Pragmatik, insbesondere der Sprechakttheorie, rekonstruiert und formal beschrieben (Thiel
1990). In den folgenden Kapiteln stellen wir die wichtigsten Komponenten dieses Modells der
konversationalen graphischen Interaktion vor.
3 Konversationale Interaktion mit einer objektorientierten
Schnittstelle
Der Wechsel des Interaktionsmodells von der räumlichen Metapher zu einem dialogischen
Ansatz, der die Aktionen und Reaktionen von Benutzer und System als "Sprachhandlungen"
in einer visuell-deiktischen Interaktionsform interpretiert, erfordert zunächst eine Analyse des
oben postulierten Äußerungscharakters der im Dialog präsentierten graphischen Objekte. Ein
graphisches Objekt wird als Reaktion auf einen Dialogbeitrag des Benutzers generiert und stellt
die Visualisierung eines Wissensfragments (Frame, konzeptueller Graph etc.) dar, das aufgrund
semantischer Kriterien als relevante Systemantwort ermittelt wurde.
Eine Manipulation ist — unter der konversationalen Perspektive — als Äußerung des Be-
nutzers zu betrachten, die vorhergehende Dialogbeiträge des Systems aufgreift und erneut zum
Thema der Konversation macht. Die hier als Äußerungen interpretierten Aktionen der Dialog-
partner dienen dem Erreichen von Diskurszielen, so daß die hier entwickelte Dialogmodellierung
illokutive Aspekte erfassen muß. Eine Aktion — seitens des Benutzers i.a. die Manipulation
eines Objekts, seitens des Systems die Generierung oder Veränderung von Objekten — wird
daher als Teil eines visuell-deiktischen Dialogaktes modelliert, wobei zusätzliche Angaben zum
konversationalen Kontext hinzukommen können.
Ein Ansatz zur Diskursmodellierung, der diese Aspekte visuell-deiktischer Dialogbeiträge
zu erfassen gestattet, ist das für natürlichsprachige Schnittstellen entwickelte Interaktionsmodell
von Reichman 1985, in dem "context Spaces" als frame-ähnliche Strukturen dargestellt werden,
die in den zugeordneten Slots u.a. Angaben zu dem Agenten, der Illokution (gc^slot), der
Proposition (method-sM) und dem konversationalen Kontext aufweisen. Für die Modellierung
eines graphischen Diskurses muß insbesondere der me//?ocf-slot den Ausdrucksformen der
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visuell-deiktischen Interaktion angepaßt werden, so daß wir im folgenden die Slotstruktur eines
"context space" verwenden können, wobei jedoch anstelle des method-sloi ein cperaf/ön-slot8
benutzt wird, um die Erzeugung oder Manipulation graphischer Objekte zu erfassen, die von
dem Agenten zur Erreichung seines Diskurszieles durchgeführt wird. Der mit dieser Aktion
einhergehende Dialogakt wird in einem "Rahmen" vollzogen, der einerseits die Bedingungen
der Ausführung bestimmt — in Analogie zu den Konditionen eines Sprechaktes (vgl. Austin
1962, Searle 1969) — und andererseits den Kontext (vgl. Reichman 1985) der folgenden,
sich auf diese Äußerung beziehenden Dialogbeiträge9 definiert. Damit ergibt sich zunächst die
allgemeine Repräsentation des Rahmens eines visuell-deiktischen Dialogaktes:
Dialogaktrahmen
Agent: < Benutzermodell > bzw. <Systemmodell>
Goal: <Assertiv> oder <Direktiv>
Operation: <Operation(sfolge)>
Kontext: <Menge von Dialogaktrahmen>
Die Sloteinträge in den Instanzen dieses "Prototyps" sind jedoch nicht beliebig, sondern
müssen einer semantischen Kontrolle unterliegen, die in diesem Falle durch die Konditionen der
jeweiligen Sprechakttypen gegeben ist. Im hier zugrundegelegten Framemodell (vgl. Reimer
1989, Thiel 1990) ist jedem Slot eine "Integritätsbedingung" zugeordnet, die bei Reimer 1989 als
prädikatenlogische Formel spezifiziert wird. In Thiel 1990 benutzen wir eine zweisortige Typen-
logik, in der "mögliche Welten" zur Definition epistemischer Prädikate zur Verfügung stehen. Mit
Hilfe dieser Prädikate können dann die Konditionen der Dialogakte als Integritätsbedingungen
der Slots formuliert werden.
3.1 Graphisch-interaktive Manipulation eines Objekts
als Dialogakt des Benutzers
Im Kontext von TWRM-TOPOGRAPHIC beziehen sich die assertiven Akte des Benutzers,
die wir im folgenden zuerst analysieren, auf die von ihm mit dem Se/ec/-Operator manipulierten
Objekte, die dabei als Gegenstand von Interessensbekundungen auftreten. Das kommunikative
Ziel, das mit dem Se/ec/-Akt verbunden ist, modellieren wir als Teil der Kondition des Aktes, die
den Method-S\ot des zugehörigen Dialog aktrahmen als Integritätsbedingung zugeordnet wird.
Betrachten wir zunächst eine Selektionsoperation, die sich auf ein als Knoten eines Netzes
dargestelltes Konzept k bezieht, unter dieser Perspektive genauer:
Falls fr bislang noch nicht zum Interessenprofil10 IP -.= {klt ...,kn} des Benutzers gehörte,
so besteht das kommunikative Ziel einer Selektion der Visualisierung dieses Konzepts darin, das
Interesse für potentiell im System vorhandene Textinformation zu diesem Thema zu bekunden.
In der Integritätsbedingung des Operation-Slot des Dialogaktes stellen wir dies wie folgt dar:
1. Das Konzept muß den Benutzer (als Thema potentiell verfügbarer Textinformation) inter-
essieren, d.h. es muß Aussagen p(k) zu dem Konzept k geben, die er wissen will:11
interest (user, k) <S> 3 p (user WANT user KNOW p(k))
2. Weiterhin muß es sein Ziel sein, dies dem System mitzuteilen. Dies modellieren wir als den
Wunsch des Benutzers, das System möge wissen, daß er sich für k als Thema interessiert.
8
 Damit soll auch eine Verwechslung mit dem auf der programmiertechnischen Ebene angesiedelten
Begriff der einem Objekt zugeordneten "Methoden" vermieden werden.
9
 Im Falle der visuell-deiktischen Interaktion ist der Kontext auch konkret gegeben, da die Äußerungen
des Systems als informationelle Objekte auf dem Bildschirm sichtbar bleiben.
10
 Das Interessenprofil umfaßt die Konzepte, die der Benutzer im Dialogverlauf selektiert hat. Es ist ein
Aspekt des Benutzermodells, das als Eintrag im AgentStox des Dialogaktrahmens erfaßt wird. Eine weitere
Ausdifferenzierung der Benutzermodellierung nehmen wir in Kap. 4 vor.
11
 Wir erweitern hier die Notation von Allen/Perrault 1980 um A-Abstraktion für Prädikatenvariable. Für
eine strikt formale Darstellung in einer typenlogischen Spezifikationssprache verweisen wir auf Thiel 1990.
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Damit erhalten wir als Integritätsbedingung des Operatfon-Slot, in den die Repräsentation
selectjopi der Selektionsoperation eingetragen werden kann:
slotentry (select _opl, Operator, sehet) A
slotentry (select.opl,argument, k) A
interest (user, k) A
user WANT System KNOW interest (user, k)
Da das Interessenprofil alle im aktuellen Dialogzustand für den Benutzer interessanten











Das Dialogdesign von TWRM-TOPOGRAPHIC integriert die Selektion von Objekten als
Vorbereitung zu Zoom-Operationen in ein exploratorisches Gesamtkonzept. Aus der konver-
sationalen Perspektive ist die Navigation in einer Wissensbasis ein direktiver Dialogakt, da die
Operation des Benutzers darauf abzielt, das System zur Präsentation weiterer bzw. relevanter
Information zu veranlassen. Ein solches Anfordern dem Benutzer noch nicht bekannter Objekte
stellt ein graphisches Analogon zu zu einer Frage dar. Zoom- und ßrotvse-Aktionen, die jeweils
unterschiedliche Navigationsrichtungen bei der inhaltsorientierten Exploration des Objektraums
ermöglichen, sind illokutiv gleichwertig, da in beiden Fällen die Präsentation weiterer Objekte
angefordert wird. In der Modellierung enthält deswegen der goa/-slot des Dialogaktrahmens,
der eine Zoom- bzw. ßroivse-Operation repräsentiert, den Eintrag "requesf. Eine Unterschei-
dung zwischen den direktiven Dialogakt(typen) erfolgt aufgrund unterschiedlicher Einträge in den
operation-S\o\s, die jeweils die graphischen Aktionen repräsentieren.
In beiden Fällen können wir davon ausgehen, daß der Benutzer eine Information will — im
folgenden zunächst mit "X" bezeichnet — und darüber hinaus den Wunsch hat, das System (als
virtueller Dialogpartner) möge dieses Ziel übernehmen:
userWANT user KNOW X A
user WANT System WANT user KNOW X
Die Charakterisierung der gewünschten "Information" X erfolgt nun aufgrund der un-
terschiedlichen Navigationsrichtungen, die mit Zoom- und ßrowse-Aktionen verbunden sind.
Während ein Zooming weitere (Detail-)lnformation zu dem aktuellen Thema bzw. den aktuellen
Themen des Dialogs anfordert, bereitet eine ßroivse-Operation einen potentiellen Themenwech-
sel vor, indem semantisch benachbarte Objekte angefragt werden.
Wir skizzieren im folgenden eine Formalisierung dieser Operatoren, die sich am "katego-
rialen Ansäte' ( vgl. Hoepelman 1983) zur Darstellung der Semantik von Fragen orientiert.13
12
 War das selektierte Konzept k dagegen bereits Bestandteil des Interessenprofils in der Repräsentation
der letzten Benutzeräußerung, was durch eine invertierte Darstellung des Knotens auch optisch angezeigt
wird, so ist die aktuelle Se/ec/-Operation als Freigabe aufzufassen, die wir durch einen Dialogaktrahmen
darstellen, in dem das aktualisierte Interessenprofil IP\ {fc}eingetragen wird.
13
 Dabei wird z.B. die Frage "Wer liest das Buch?" unter Verwendung des Prädikats "lesen" und der
Individuenkonstante "Buch" als Lambda-Ausdruck formalisiert, in dem das Fragewort durch eine Variable
repräsentiert wird: \x. lesen (x, Buch). Eine korrekte Antwort (z.B. "Peter) kann daran erkannt werden,
daß sie beim Einsetzen in den Ausdruck eine wahre Aussage ergibt: [Xx. lesen (x, Buch)] (Peter) •»
lesen (Peter, Buch) 4* true
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Eine Zoom-Operation fordert die Visualisierung eines Wissensfragments, das zu den aktuellen
Themen des Dialogs weitere Aussagen enthält. Wir betrachten zunächst den komplexen Fall
des Zooming eines Query-Objekts und leiten aus der entwickelten Kondition die Bedingungen
für einfachere Navigationsakte ab, in denen die Information X weiter eingeschränkt ist.
In Analogie zum kategorialen Ansatz können wir x im Falle des Zooming eines Query-
Objekts unter Verwendung des Ausdrucks Ap.p(fc) charakterisieren, wobei ifc ein vom Benutzer
angewähltes Konzept und p einen darauf bezugnehmenden Sachverhalt aus dem Textwissen
repräsentieren.14 So sind alle p', für die Ap.p(ifc) (p') zum (Text-)Wissen des Systems gehört,
in dieser Situation bestimmend für x. Insgesamt erhalten wir die folgende Bedingung für den
Dialogakt, der mit dem Zooming eines Queryobjektes realisiert wird (im folgenden sei IP die
Menge der von diesem Objekt visualisierten selektierten Konzepte):
V p' V ifc e IP [ system KNOW (Ap.p (ifc) (p')) =>
(userWANTuserKNOW (Ap.p(fc)) (p') A
user WANT System WANT user KNOW (Ap.p(Jfe)) (p')) ]
Während im Falle des Zooming einfacher graphischer Objekte die Betrachtung auf die Slot-
bzw. Sloteintragsrelationen beschränkt wird, grenzen wir bei einer ßrowse-Operation die Klasse
der zu testenden Aussageformen wie folgt ein: In Bezug auf ein Konzept k, das im Kontext einer
Relation R präsentiert wird, sind Aussagen der Art R(k,x) (x Konzept) interessant, in zweiter Linie
dann andere Relationen: R'(k,x), wobei R' von R verschieden ist.
3.2 Die Präsentation von Objekten als Dialogakt
im Retrievaldialog
Die derzeitig implementierten Systemreaktionen, über die TWRM-TOPOGRAPHIC verfügt
(vgl. Kuhlen et al. 1989), sind als Varianten des Inform-AkXes (vgl. Appelt 1985) interpretierbar.
Dieser Dialogakt dient dem Ziel, das als informativ eingeschätzte Textwissen zu vermitteln.
Da die Operationen Zoom und Browse Fragecharakter haben, wird i.a. die im Rahmen des
Dialogmodells vorgesehene direkte Antwort generiert.
Als Beispiel betrachten wir hier die Planung eines inform-Aktes als Reaktion auf eine Query,
der dann zu der Generierung einer Liste mit relevanten Passagen führt: Durch den Abgleich
mit der Query15 werden aus den potentiell relevanten informationellen Objekten diejenigen aus-
gewählt, die geeignet sind, die Suchanfrage des Benutzers zu beantworten. Wir bestimmen
zunächst die zu visualisierenden Fragmente der Textwissensbasis durch ein partielles Match-
ing: Seien die für den Benutzer interessanten Konzepte der Wissensbasis als Interessenpro-
fil {^.....kn} gegeben, das die Suchbegriffe aus der Query umfaßt und zusätzlich um weitere
Konzepte angereichert sein kann, die Thema noch nicht endgültig abgeschlossener Dialogab-
schnitte waren, so daß anzunehmen ist, daß sie auch aktuell von Interesse sind. Dann sind die
Prädikate p', die sich aus dem Textwissen ergeben und für die gilt: Ap.p(fc1,...,jfcn)(p') für die
inhaltliche Ausgestaltung der Systemantwort relevant.16
Die Reaktion des Systems modellieren wir nach Allen/Perrault 1980 und Appelt 1985 als
einen inform-Akt, der aus einer Kohärenzperspektive mit dem Erkennen und Fortführen der Pläne
des Benutzers erklärt werden kann.17 Dabei ist die Bedingung (vgl. Appelt 1985, p. 92), daß
14
 Dieses Vorgehen trägt dem Charakter von "Retrievaldialogen" Rechnung, in denen im Gegensatz
zu Alltagsdialogen nicht die Argumente einer Proposition unbekannt sind, was i.a. durch W-Fragen
ausgedrückt wird, sondern die Information zu den Konzepten in der aktuellen Anfrage ("Was ist über k, kn
bekannt?") bereitgestellt werden soll.
15
 Betrachtet man die Konzepte im Fokus des Dialogs als eine Art "verallgemeinerte Query", so können
auch in den anderen Dialogsituationen inform-AkXe geplant werden.
16
 Wir vernachlässigen an dieser Stelle den quantitativen Aspekt. Kognitiv begründete Relevanzkriterien
zur Auswahl der zu visualisierenden Propositionen diskutieren wir in Thiel 1990.
17
 vgl. hierzu die Kooperativitätskonzeption von Kobsa 1985 und den "Diskursplan" "CONTINUE_PLAN"
bei Litman 1986.
162
das System über die Information verfügt und sie dem Benutzer mitteilen will, zu erfüllen:18
system KNOW Xp.p(ku....,kn)(p') A
System WANT user KNOW Xp.p(ku ..... jbn) (p')
TWRM-TOPOGRAPHIC reagiert auf das Zooming eines Query-Objekts mit dem Präsentieren
einer Liste der einschlägigen Passagen. In unserer illokutiven Modellierung, in der Aktionen von
System und Benutzer als Dialogakte dargestellt werden, kann dies wie folgt spezifiziert werden:
QueryJZoom










In der hier skizzierten sprechakttheoretischen Analyse des graphischen Retrievaldialogs
mit TWRM-TOPOGRAPHIC erwiesen sich /nform-Akte als pragmatisch relevante Antworten
des Systems auf die Zoom-Operationen des Benutzers. Ihre inhaltliche und graphische Aus-
gestaltung unterliegt dabei weiteren Kriterien, sich auf die konzeptuelle und kognitive Relevanz
der Systemreaktionen beziehen. Weitergehende Darstellungen dieser Aspekte finden sich in
Hammwöhner/Thiel 1987 und Thiel 1990. Im Rahmen dieses Beitrags vertiefen wir dagegen die
pragmatische Betrachtung des graphischen Retrieval anhand hypothetischer komplexer System-
reaktionen, deren Illokutionen mit Hilfe einer Benutzermodellierung spezifiziert werden.
4 Kooperative Reaktionsmöglichkeiten für TWRM-
TOPOGRAPHIC: Ein Entwurf
Im letzte Abschnitt dieses Beitrags illustrieren wir die Möglichkeiten, die eine konversationale
Interpretation visuell-deiktischer Interaktion für das Design von Benutzerschnittstellen bietet. Am
Beispiel eines möglichen kooperativen Reaktionsrepertoirs, das wir für TWRM-TOPOGRAPHIC
vorschlagen, wird gezeigt, wie die vorwiegend im Bereich natürlichsprachlicher Schnittstellen
entwickelten Methoden der Benutzermodellierung auf den graphisch-interaktiven Anwendungsfall
übertragen und um spezifische Komponenten erweitert werden können, die das für expiorative
Interfaces wichtige Navigationsverhalten von Benutzern erfassen.
4.1 Benutzermodellierung als Basis kooperativer Dialoge
Die Benutzermodellierung soll den Entwurf komplexer Dialogakte des Systems ermöglichen,
die dialogimmanente Ziele des Benutzers antizipieren und so den Navigationsaufwand re-
duzieren. Bei der Modellbildung werden unterschiedliche Aspekte des Benutzerverhaltens
berücksichtigt und mit dem Blick auf die Spezifikation kooperativer Systemreaktionen integriert.
Interessenprofil. Für den Benutzer potentiell relevante Themen werden in einem "User
Profile" repräsentiert, das die im Dialog als interessant selektierten Konzepte enthält. Formal
gesehen ist das Interessenprofil eine Konzeptmenge, deren Elemente die Bedingung erfüllen,
18
 Diese Formel wird als Integritätsbedingung dem goalstot des Rahmens zugeordnet.
19
 Dieses Listenobjekt visualisiert die relevanten Passagenbeschreibungen, vgl. Abb. 2.
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daß sie für den Benutzer relevante Textinformation charakterisieren. Die taxonomische Analyse
dieser Interessenbeschreibungen liefert Hinweise auf den "Differenzierungsgracf der Anfrage,
der als durchschnittliche Anzahl der (modellierten) Merkmale aller in der Anfrage auftretenden
Konzepte definiert werden kann. Besteht die Query aus einem oder mehreren Konzeptclustern,
so ist ihr "Strukturierungsgracf hoch (den Gegensatz dazu bildet ein Suchprofil aus inhaltlich
kaum zusammenhängenden Suchbegriffen).
Taktiken. Darüber hinaus werden Ansätze aus dem Bereich Software-Ergonomie (hier ins-
besondere Verfahren zur Bewertung der "Systemkenntnis" bzw. der Vertrautheit mit einzelnen
Operationen, vgl. Möller/Rosenow 1987) aufgegriffen. Diese Modellierung erfaßt die Differen-
zierung der traditionellen Benutzerklassen (Novize, Gelegenheitsbenutzer, Experte, vgl. Dehning
et al. 1981, Brajnik et al. 1987). Kriterien zur Einschätzung der Systemkenntnis ergeben sich
aus einer Modellierung von "search tactics" (vgl. Bates 1979), die der Benutzer im Dialogverlauf
verwendet. Im Rahmen des graphischen Retrieval beziehen wir den Begriff der Taktik auf kurze
Aktionsfolgen, die operationalen Zielen dienen und durch den eingesetzten Navigationsoperator
charakterisiert sind. Die generelle Klassifikation des Grades der Vertrautheit, aber auch einzelne
eingesetzte Taktiken, gehen in die Bewertung der Eignung komplexerer Dialogakte (wie z.B.
Überbeantwortung) ein.20
Strategien. Eine weitere Dimension der Benutzermodellierung beruht auf den Ergebnis-
sen der empirischen Benutzerforschung (Canter et al. 1985) und wird zur Beschreibung des
"Navigationsverhaltens" eingesetzt. Dazu wird die Suchstrategie21 nach topologischen Gesicht-
spunkten (bzgl. des Suchraums) klassifiziert, so z.B. nach dem Auftreten von Zyklen. Bei der
manipulativen Navigation im Raum der informationeilen Objekte können zwei prinzipielle Be-
wegungsrichtungen unterschieden werden, wobei spezielle Mischformen in charakteristischer
Weise auftreten:
1. Navigation innerhalb eines Informationsniveaus (Browsing-Sequenz)
Der Benutzer kann durch Browse-Operationen die ihm auf einem gegebenen Abstraktions-
niveau zugänglichen Objekte erforschen. Eine Differenzierung ergibt sich nach Bates
1986 aus der Zielgerichtetheit der Aktionen. In unserem Rahmen läßt sich dies wie folgt
operationalisieren: Wird bei den Browse-Operationen stets die gleiche Relation (z.B. is-a)
gewählt und die Richtung beibehalten,22 so ist das Browsing gerichtet, im anderen Falle
ungerichtet.
2. Bewegung entlang den Stufen des kaskadierten Abstracting (Zooming-Sequenz)
Ein Wechsel des Abstraktionsniveaus ohne dazwischengeschaltete Selektionen, die eine
Fokussierung bzw. Verlagerung des Interesses kennzeichnen, dient der Auswahl der
geeigneten Darstellung einer bereits gefundenen Information.
3. Komplexe Navigationsstrategien
Durch die Kombination der Wirkungen verschiedener Operationen können komplexe Strate-
gien realisiert werden. Als ein Beispiel betrachten wir an dieser Stelle das retrieval by
reformulation: Nach Bearbeitung der Suchanfrage stellt die Textwissensverwaltung eine
Liste der relevanten Textpassagen zur Verfügung. Der Benutzer wird dann (evtl. nach einer
Scrolloperation) einen Listeneintrag durch zooming in eine graphische Themenskizze ex-
pandieren, deren thematische Struktur er zunächst betrachten kann. Er kann nun, statt in
der Zooming-Sequenz das nächste Informationsniveau aufzusuchen, seine Anfrage mit Hilfe
von Textinformationen verfeinern, indem er die präsentierte Themenbeschreibung als neue
Query selektiert. Auch eine Modifikation des Graphen durch Freigeben, Austauschen oder
Hinzunehmen von Konzepten ist erlaubt.
20
 In der Formalisierung betrachten wir Taktiken als klassendefinierende Instanzen von Akt ionsframes mit
nicht gefül l tem Argument-Slot Dadurch wird die Modalität der Akt ion erfaßt, während vom manipulierten
Objekt abstrahiert w i rd .
21
 Die Strategie manifestiert sich anhand beobachtbarer Handlungsmuster, die sich in der direkten
Navigation ausprägen.
22
 Eine neue Browse-Akt ion setzt dabei auf einem Objekt, das durch die unmittelbar vorhergehende
Akt ion erreicht wurde, die Sequenz fort.
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Eine framebasierte Formulierung der empirischen Benutzerklassifikation. Anhand der
skizzierten Kriterien lassen sich zunächst stereotypische Benutzerklassen formalisieren, die als
spezielle Frames repräsentiert werden können. Wir beginnen mit den Fideischen Benutzertypen
(Fidel 1984), die aufgrund einer ausgefeilten, allerdings quantitativ beschränkten Fallstudie
als differenzierte Hypothesen über stereotypische Verhaltensweisen bei der Informationssuche
postuliert wurden. Danach lassen sich zwei Prototypen von professionellen Rechercheuren
ausmachen:
1. "Operationalisten", die unter virtuoser Ausschöpfung aller Möglichkeiten der Systemfunk-
tionalität eine optimale Strategie anstreben, so daß die nachgewiesenen Dokumente eine





Systemkenntnis: <(fast) alle Taktiken>
Navigationsverhalten: <komplexe Strategie>
2. "Konzeptualisten", die zunächst die Anfrage in Facetten strukturieren, dann die interes-
santeste Facette eingeben und anschließend unter Verwendung der anderen Facetten den
Recall verbessern.
Konzeptualist





Zusätzliche im Rahmen der Dialogführung erforderliche Unterscheidungen zwischen Be-
nutzertypen können unter Ausnutzung der inhärenten Vererbungsmechanismen des Formalis-
mus leicht eingebracht werden, z.B. der Typ des "Analogisten" (vgl. Pejtersen 1986), der die
komplexe Strategie des "retrieval by reformulation" verfolgt und dabei nach Art des "Konzep-
tualisten" immer weiter verfeinerte Queries erstellt. Als Ausgangspunkt nimmt er dabei aber
nicht die im Weltwissen erstellte Ursprungsquery, sondern eine ihm interessant erscheinende
Themenbeschreibung, die er dann modifiziert. Dies setzt eine relativ hohe Systemkenntnis vo-
raus, so daß man hier von einem nicht in das oben entwickelte Schema passenden Verhalten
ausgehen muß:
Analogist
Profil: < Konzeptmenge >
Differenzierungsgrad: < bel.>
Strukturierungsgrad: <bel.>
Systemkenntnis: <einige Taktiken, darunter das Selektieren eines
Themenbeschreibungsgraphen>
Navigationsverhalten: retrieval_by_reformulation
Mit Hilfe der hier vorgestellten (und ähnlich konzipierten) Stereotypen ist es möglich, allein
aus dem Dialogverhalten des Benutzers Kriterien abzuleiten, die eine kooperative Systemantwort
ermöglichen.23 Dabei könnte das System z.B. auf die im folgenden Abschnitt vorgeschlagenen
komplexen Dialogakte zurückgreifen.
4.2 Komplexe Dialogakte des Systems
Die konversationale Perspektive auf den "Retrievaldialog" ermöglicht nicht nur eine
sprechakttheoretische Rekonstruktion der graphisch-interaktiven Dialogsegmente — diese kann
23
 Die Beschränkung auf das Dialogverhalten als Informationsquelle leitet sich aus dem medialen
Charakter des Informationssystems ab. Der Benutzer soll mit den angebotenen Informationsobjekten un-
eingeschränkt umgehen und nicht durch Fragen zur Person, Interessenlage etc. abgelenkt werden.
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z.B. der Integration der graphischen Komponenten in ein multi-modales Dialogmodell vorausge-
hen —, sondern erlaubt darüber hinaus den Entwurf situationsspezifischer Antworten des Sy-
stems, die den graphischen Dialog im Sinne des Griceschen Kooperationsprizips flexibilisieren
können. Wir illustrieren dies zum Abschluß an einigen Beispielen für komplexe visuell-deiktische
Dialogakte:
1. overanswer:
Zusätzlich zum im /nform-Akt präsentierten Wissensfragment können weitere angeboten
werden, falls die Strategie des Benutzers hinreichend sicher vermutet werden kann. Dies
kann durch folgende Kriterien geprüft werden:
a. Der Benutzer ist als Konzeptualist klassifiziert, so daß unterstellt werden kann, daß er
bei der Erstellung der Query sorgfältig vorgegangen ist. Deshalb können die als relevant
eingestuften Objekte sein Informationsbedürfnis wahrscheinlich recht gut befriedigen.
b. Die Dialoghistorie zeigt eine auf diese Objekte zielende Folge von Navigationsaktionen
(Browsing- bzw. Zooming-Sequenz).24
So kann im Falle einer sehr konkreten Query beim Übergang in das Themenprofil einer
Passage unterstellt werden, daß der Benutzer die im Fokus befindlichen Konzepte ex-
pandieren wird, da er sich offensichtlich für faktische Details interessiert. Im Falle einer
gerichteten konzeptuellen Browsingsequenz ist anzunehmen, daß der Benutzer seine Query
vervollständigen will. Bei der Hinzunahme weiterer Konzepte wird der Benutzer den Differen-
zierungsgrad wahrscheinlich beibehalten wollen, so daß eine passende "Überbeantwortung"
der Browse-Aktion das (zusätzliche) Präsentieren von Konzepten ist, die im Grad der Mo-
dellierung den bereits in der Query vorhandenen entsprechen.
2. validate:
Auch dieser Dialogakt basiert auf einer antizipierten Benutzerstrategie, die in diesem Fall
erkennbar auf eine Absicherung bzw. Überprüfung bereits vermittelter Information abzielt.
Eine kooperative Systemreaktion in dieser Situation ist die Wiederholung einer Sequenz von
Aktionen zur Sichtung des Retrievalergebnisses. Die Relevanz eines solchen Aktes kann
sich z.B. aus einer leicht modifiziert wiederholten Aktionenfolge des Benutzers herleiten,
wie dies z.B. bei der Strategie Retrieval-by-Refomulation eines Analogisten auftritt. Der
Dialogakt legitimiert sich also durch folgende Benutzerstrategie, die auf eine Absicherung
bzw. Überprüfung bereits vermittelter Information abzielt:
a. Der Dialogverlauf weist wiederholt ähnliche Queryobjekte auf, ist also zyklisch mit
leichten Differenzierungen im Fokus.
b. Die Operationen auf den Queryobjekten bezogen sich auf den Austausch von Konzepten
gegen verwandte Begriffe (up-, downposting).
Bei der gerichteten Navigation zwischen Themenbeschreibungsgraphen oder Passagen
haben die Objekte eine hohe Relevanz, die einerseits mit der Query eine weitgehende
thematische Übereinstimmung aufweisen. Falls diese nicht mit dem aktuellen Objekt in der
gerade die Browse-Sequenz bestimmenden Relation stehen, wird die Systemreaktion als
va/Wate-Akt, der kontrastive Information vermittelt, geplant.
Initiierung eines Meta-Dialogs. Die sprechakttheoretische Modellierung der graphischen
Interaktion erlaubt nicht nur die Flexibilisierung des Dialogverhaltens durch situationsadäquate
Systemantworten, sondern ermöglichen darüber hinaus ein aktives Initiieren von Meta-Dialogen
durch das System. Die Direktiva, über die das System — in dem hier nur skizzierten Modell —
verfügen könnte, basieren auf der Analyse des Navigationsverhaltens des Benutzers:
1. anticipative offer:
Im Falle des Scheiterns von Benutzeraktionen sind Hilfsangebote erforderlich, die es dem
Benutzer ermöglichen, sich neu zu orientieren. Im Gegensatz zu Ansätzen im Bereich ak-
tiver Hilfesysteme (vgl. Lutze 1985) sollen hier jedoch nicht Einspielungen von Erläuterungen
oder Verbesserungsvorschläge zur Vorgehensweise (vgl. Wahlster et al. 1988) betrachtet
24
 Im Falle des visuell-deiktischen Dialogs ist die räumliche Metapher der "Richtung" einer Argumentation
oder Fragensequenz direkt aus der dialogischen Uminterpretation der Benutzeraktionen herleitbar.
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werden, sondern ein eher an natürlichen Dialogen orientiertes Paraphrasieren fraglicher
Komponenten der aktuellen Dialogsituation, z.B. die Verbalisierung graphisch präsentierter
Relationskanten, in Kombination mit dem Aufzeigen von Informationsobjekten als Antworten
auf eine im Dialogkontext zu erwartende, jedoch nicht erfolgte Aktion des Benutzers.
Das Scheitern von Benutzeraktionen läßt sich im hier betrachteten Kontext auf zwei Fälle
zurückführen:
a) Mißlingen der Referenz (Anwendung des intendierten, also richtigen Operators auf das
falsche Objekt)
b) Mißlingen der Prädikation (Anwendung des falschen Operators)
Eine Hypothese über die Art der vermutlichen Fehleingabe kann im Einzelfall aufgestellt
werden, so ist z.B. im Falle der Anwendung des Browse-Operators auf das Weltwissens-
objekt (vgl. Abb. 1) folgende Heuristik sinnvoll:
Sind wenige Konzepte in die Query aufgenommen und/oder der Benutzer ein Operationalist
(vgl. den Abschnitt über Benutzermodelle), so ist es wahrscheinlicher, daß die Browse-
Operation auf ein Konzept zielte, dabei aber infolge falscher Mauspositionierung das die
Konzeptobjekte präsentierende Weltwissensfenster angesprochen wurde. Ist die Query
dagegen elaboriert und/oder der Benutzer als Konzeptualist klassifiziert, so kann eine Ver-
tauschung der Maustasten, also eine mißlungene Prädikation angenommen werden.
2. encourage:
Um den Benutzer zu einer ausschöpfenden Anwendung der Systemfunktionalität zu
befähigen bzw. anzuregen, kann das System im Falle alternativer Fortsetzungen des Di-
alogs die auf Verdacht generierten Antworten zur Auswahl stellen und dies geeignet kom-
mentieren. Werden unterschiedliche Entwicklungen angedeutet, kann der Benutzer flexibler
reagieren. Für den Dialogakt gibt es somit zwei komplementäre Begründungen:
a. Einerseits können die guten Kenntnisse des Benutzers zur Rechtfertigung herangezo-
gen werden: Der Benutzer muß als Operationalist klassifiziert sein und die Dialogsitua-
tion zwei (oder mehrere) potentiell sehr relevante Fortsetzungen aufweisen. In diesem
Fall kann die antizipative Ausführung dieser Aktionen — die natürlich zu revidieren sein
muß — die Planung und Ausführung komplexer Strategien anregen und erleichtern.
b. Andererseits kann der Akt gelegentliche Benutzer über die volle Funktionalität des
Systems unterrichten: Im Falle einer ungerichteten Browsing-Sequenz im Weltwissen
ist es plausibel, davon auszugehen, daß der Benutzer den Konzeptraum erforschen
will, und deshalb insbesondere bei geringer Systemkenntnis Alternativen als hilfreich
ansehen wird.
5 Zusammenfassung und Ausblick
Der hier vorgestellte Ansatz erweitert die im Rahmen des Projekts TWRM-TOPOGRAPHIC
entwickelte Konzeption des graphischen Dialogs (vgl. Thlel/Hammwöhner 1989), indem die
Präsentation und Manipulation von Objekten als Dialogakte interpretiert werden. Im Rahmen
dieses an die Besonderheiten der graphischen Interaktion adaptierten Dialogmodells können ko-
operative Systemreaktionen definiert werden, die auf spezielle Benutzermodelle zurückgreifen,
um die gegenüber der natürlichen Sprache stark restringierte Ausdrucksmöglichkeit des Be-
nutzers in einem graphischen Dialog zu kompensieren. Die Benutzermodellierung erfaßt auf-
grund von a priori postulierten generischen Strategie- und Taktikschemata die aktuelle Dialoghis-
torie als Instanz einer solchen Vorgehensweise und ermöglicht so eine Hypothesenbildung über
Dialogziele des Benutzers, so daß Dialogsituationen charakterisiert werden können, in denen als
komplexe Dialogakte modellierte Überberbeantwortungen, Validierungen bereits bekannter Fak-
ten oder metadialogische Reaktionen adäquate Systemantworten darstellen. Die dazu notwendi-
gen Dialogheuristiken können in einer formallogischen Spezifikationssprache formuliert werden,
so daß die Entscheidungsprozesse zur pragmatischen Determinierung des Dialogs als Inferen-
zen über Benutzermodelle darstellbar sind (vgl. Thiel 1990).
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Abstract
The thesis of this paper is that information retrieval is an inherently interactive process, and that
understanding the nature and structure of such interaction will be necessary in order to design
information retrieval Systems which actively cooperate with their users; that is, 'intelligent'
information retrieval Systems, in this paper, we discuss the context in which the information
retrieval Situation arises; how that context defines the components and processes of the
information retrieval System; and why, and in what ways, interaction is a central process to
information retrieval. On the basis of this discussion, and of empirical research in information
retrieval dialogues, a general structure for information retrieval interaction is proposed, which we
believe could be the basis for intelligent information Systems.
Information retrieval arises in a specific context which defines the goals, components and
processes of information retrieval Systems. This context is that a person, who has some goal or
intention, recognizes that her/his State of knowledge is in some way inadequate for the
achievement of that goal. Such inadequacy has been variously described as a 'problematic
Situation' (Schutz & Luckman; Wersig), an 'anomalous State of knowledge' (Belkin, Oddy &
Brooks), or a 'gap' (Dervin). If the person, in recognition of the inadequacy, has recourse of some
knowledge resource extemal to her/himself, which is believed to be able to help the persor» to
resolve the inadequacy, we say that an Information retrieval System has been instigated. fn
general, access to the knowledge resource is through some mediating person or device. Thus,
the components of the information retrievar system are the person who instigates it, the user, the
knowledge resource which will help the person to resolve her/his inadequacy, and the
intermediary, through which the user accesses the knowledge resource.
A central feature of this view of information retrieval is the nature of the inadequacy in the user's
State of knowledge. Although there are differences between the various descriptions of the
inadequacy cited above, they all have the common feature that they suppose that the user
cannot, in general, specify what is necessary in order to modify her/his State of knowledge
appropriately. That is, in informal terms, the user cannot specify the information which they
require, since if they could, they would already know it. This implies that information retrieval
should proceed by some process other than explicit specification. We suggest that interaction
between user, knowledge resource and intermediary leading to gradual and progressive
description of the inadequacy, and what might be appropriate for its resolution, is the key to this
process (cf Oddy, 1977).
This view of information retrieval has a variety of forms of interaction inherent in it. Of Special
interest so us are the forms of interaction that have to do with how the user's inadequacy is
described and modified; in particular, this means interactions between the user and the
intermediary, between ttie- user and the knowledge resource, and between the knowledge
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the user's inadequate State of knowledge. Of Special interest for the design and analysis of
information retrieval Systems then, are the specific forms of interaction or modification that take
place, and the structure of those modifications.
There is a strong assumption that the interaction in this Situation is cooperative; that is, that the
parties collaborate in achieving the user's goal. In this sense, we can term this interaction a
dialogue. Cooperative diaiogues can be interpreted as having structures at a variety of Ievels,
which include general discourse, social, goal or functional, and social. Some empirical work has
been done in investigating the forms and structures of information interaction diaiogues at most
of these Ievels, but in particuiar at the functional level (Beikin, Seeger & Wersig, 1983 and Daniels,
Brooks & Beikin, 1985 are examples).
In this paper, we build upon such previous work, to suggest a general structure for information
interaction diaiogues at the discourse and functional Ievels. Although this structure is primarily
based upon the investigation of information retrieval Systems in which the intermediaries are
humans, we believe that at these two Ievels it is possible to generalize to information retrieval
Systems in which the user interacts with the knowledge resource through some Computer
interface. Indeed, we will suggest that appropriate generalization from the human-human
information interaction is the most likely means to the design of truly intelligent information


















3.2.1 Syntaktische und textuelle Variationen
3.2.2 Fragestil
3.2.3 Dialogorganisation und partnerorientierte Dialogsignale
4. Schlußbemerkungen
Referat:
Dieser Beitrag beschäftigt sich mit Simulationsexperimenten natürlichsprachlicher infor-
mationsabfragender Mensch-Maschine-Dialoge, die 1988-1990 im MMI-Labor der Lin-
guistischen Informationswissenschaft an der Universität Regensburg (LIR) durchgeführt
wurden. Mit einem flexiblen Simulationsmodell ließen sich im Projekt DICOS gene-
relle Merkmale und Eigengesetzlichkeiten des Mensch-Maschine-Dialogs gegenüber der
zwischenmenschlichen Kommunikation feststellen. Das Testdesign der DICOS-Studie
erlaubt speziell eine Antwort auf die Frage, wie sich die Parameter Computerbild, sprach-
liche Restriktionen des Informationssystems und Kanaleigenschaften auf das Benutzer-
verhalten auswirken.
Abstract:
This paper reports on Simulation experiments with information-seeking man-machine-
dialogues in natural language, done at the MMI-Laboratory of the Institute for Linguistic
Information Science at the University of Regensburg (LIR). With a flexible model of an
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information System the project DICOS achieved results on the behavior of the human
partner in man-machine-dialogues. These dialogues proved to be completely different
from man-man-communication. Moreover our Special interest was concerned with the
question of influence of the interlocutor model, the language restrictions and the input
mode on language variations.
1. Einleitung
Unser Wissen über das Sprachverhalten von Benutzern im Mensch-Maschine-Dialog ist
auf wenige bislang evaluierte Teilbereiche beschränkt (cf. Capellmann/Franzke/Krause
1988; Falzon 1988; Krause 1982; Krause 1990; Morel 1988; Ogden 1987). Darüber-
hinaus sind dialogfähige Computersysteme auf den getippten Input beschränkt, da
die Speech-Technologie noch nicht ausgereift genug ist für ein testfähiges Informa-
tionssystem zur Erkennung sprecherunabhängiger und kontinuierlich gesprochener Spra-
che. Somit stellen bisherige Evaluierungsstudien zwar Unterschiede zwischen Mensch-
Maschine-Dialogen und zwischenmenschlicher Kommunikation fest, können aber nicht
angeben, welchen Einfluß das Computerbild, die spezifische Beschränkung im Leistungs-
umfang des Systems, der Inputmodus oder die Anwendungsdomäne auf Umfang und
Form der Sprachvariation haben. Antworten auf diese Fragen sind mit dem Testdesign im
Projekt DICOS möglich, das den direkten Vergleich zwischen Mensch-Mensch-Dialog
und Mensch-Maschine-Dialog vor dem Hintergrund übereinstimmender Informationsab-
fragen zuläßt. Die DICOS-Simulationsstudien haben damit einerseits grundlagentheore-
tischen Aussagegehalt über die Ursachen und Formen von Sprachvariationen im Mensch-
Maschine-Dialog und andererseits den pragmatischen Wert der direkten Verwertbarkeit
für das Systemdesign. Letzterer liegt darin, daß Designentscheidungen für hochkom-
plexe Systeme (wie sprachverstehende Systeme) zu einem sehr frühen Stadium des Ent-
wicklungsprozesses gefällt werden müssen. Die hierfür notwendigen Festlegungen, die
zum großen Teil später nicht mehr revidierbar sind, können die Akzeptanz des Systems
aber entscheidend einschränken. In einer vorherigen Hidden-Operator-Simulation lassen
sich Erfahrungen sammeln über das Benutzerverhalten bei dem gewählten Leistungs-
umfang.Hieraus sind dann akzeptable bzw. nichtakzeptable Einschränkungen ableitbar.
Im Projekt DICOS (Dialoge mit Computer in natürlicher Sprache) wurde im Rahmen
des BMFT-Verbundprojekts sprachverstehende Systeme ein Weg beschritten, der o.g.
Mangel ausgleichen kann. Ein flexibles Simulationsmodell diente dazu, Erkenntnisse
über das Verhalten des menschlichen Dialogpartners im Mensch-Maschine-Dialog zu
gewinnen. In zwei Versuchsreihen wurden die Domänen Bundesbahnauskunft und Bi-
bliotheksauskunft mit einem flexiblen Simulationsmodell modelliert. Unser Interesse gilt
speziell der Frage, wie sich die Parameter Computerbild, sprachliche Restriktionen des
Informationssystems und Kanaleigenschaften auf das Benutzerverhalten auswirken.
Die explorative Analyse ergab empirische Hinweise auf die Eigengesetzlichkeiten der
Mensch-Maschine-Interaktion.
2. Methode
Die DICOS-Simulationsstudie basiert auf einer 'wizard-of-oz' Situation, bei der ein
Hidden Operator in einem Raum eine Datenbank abfragt und alle bislang nicht reali-
sierten Systemkomponenten simuliert (Malhotra-Experiment: cf. Malhotra 1975). Die
Hidden-Operator-Simulation wurde als kontrolliertes Experiment durchgeführt, so daß




Die Grundsituation der Hidden-Operator-Simulation sind zwei getrennte Räume. Einen
Überblick hierzu bietet Abbildung 1.
Der Hidden Operator kontrolliert an seinem Versuchsleiterrechner in einem der beiden
Räume über ein Kommunikationsprogramm die gesamte Interaktion mit der Versuchs-
person. Diese befindet sich in einem zweiten separaten Raum und glaubt, alle Anfragen
direkt an den vor ihr befindlichen Versuchspersonenrechner zu richten. Der Versuchs-
person steht entsprechend der Benutzergruppe, der sie zugeordnet ist, nur das Keyboard
(für getippten Input) oder nur das Mikrofon (für den gesprochenen Input) zur Eingabe
des Informationswunsches zur Verfügung. Die Ausgabe der Systemantwort erfolgt in
jedem Fall über Bildschirm.
Sobald die Versuchsperson ihre Anfrage an das System formuliert hat, tritt der Hidden
Operator in Aktion. Aus der vorbereiteten Datenmenge sucht er die relevante Antwort
und übermittelt sie an den Versuchspersonen rech ner. Diese Antwortdaten werden nicht
ad-hoc produziert, sondern aus vorbereiteten Standardtexten, Datenbankabfrage etc.
nach genau festgelegten Regeln bzw. Formaten aufbereitet und abgerufen (cf. Krit-
zen berger 1989). Auf diese Weise ist die Konstanz im Antwortverhalten des Systems
gewährleistet.
Je nach Komplexität der Anwendung kann die oben beschriebene Rechnerkopplung
der Hidden-Operator-Simulation auch erweitert und als Netzwerk implementiert wer-
den. Für das Anwendungsgebiet Bibliotheksauskunft wurde ein CD-ROM-Gerät mit
zugehörigem Rechner im Rahmen eines LAN (lONet) installiert. Von der Deutschen
Bibliographie (ca. 400 000 Einträge) auf CD ermittelte der Hidden Operator die nach
der Informationsabfrage relevanten Daten durch Datenbankabfrage und leitete sie nach
der notwendigen Formatierung durch ein eigens hierfür entwickeltes Aufbereitungspro-
gramm (z.B. Ergänzung einer Signatur nach den Vorgaben der Universitätsbibiliothek
Regensburg) als Systemantwort an den Benutzer weiter.
Verschiedene Medien zeichnen den gesamten Dialog der Versuchsperson mit dem Infor-
mationssystem auf. Das Bild der Kameraaufzeichnung der Versuchsperson (mit Ton-
spur) und das Videosignal des Versuchspersonenrechners (Aufzeichnung über MATROX-
Karte VGO-AT/PAL) werden über ein Mischpult sichtbar übereinandergeblendet. Ein
Videorekorder speichert diese sichtbare Bildüberlagerung auf Videokassette, so daß diese
Materialien anschließend für Auswertungszwecke verwendbar sind. Dasselbe Bild bleibt
dem Versuchsleiter während der gesamten Versuchsdauer über Monitor sichtbar. Wei-
ter werden Benutzereingabe (bei getipptem Input; für den gesprochenen Input müssen
die Leerstellen durch die Transkriptionen des gesprochenen Inputs aufgefüllt werden)
und Systemantwort in chronologischer Reihenfolge von einem Protokollprogramm aufge-
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Videorecorder
1 Videokamera 4 LAN-Server 7 Videomischpult 10 Datenbankrechner
2 Mikrofon 5 Versuchsleiterrechner 8 Videorecorder 11 CD-ROM Lesegerät
3 VP-Rechner mit Videoausgang 6 Videomonitor 9 Tonbandgerät Abb. 1
Der Versuchsplan der DICOS-Simulationsstudie sieht vier Kommunikationssituationen
vor (cf. Kritzenberger 1989).
Es handelt sich um drei qualitativ unterschiedliche Informationssysteme (System 2,
System 3, System 4), sowie um eine Situation, in der ein Mensch mit einem anderen
Menschen mittels Computer einen Dialog führt (System 1):
System 1: Der Versuchsperson wurde in der Versuchsanleitung mitgeteilt, daß sie
mit einem Menschen einen Dialog führe, der ein Experte bzgl. der vor-
gegebenen Auskunftssituation sei (Domäne Bundesbahnauskunft: Bahn-
beamter; Domäne Bibliotheksauskunft: Bibliothekar). Für die Kommu-
nikation sind keinerlei Einschränkungen vorgegeben.
System 2: System 2 ist im Verhalten funktionsgleich mit System 1 (d.h. es han-
delt sich um ein optimales Informationssystem mit uneingeschränktem
Sprachverstehen und Kooperativst wie im Mensch-Mensch-Dialog). Im
Gegensatz zu der Dialogsituation glaubt der Benutzer aber, einen Dialog
mit einer Maschine zu führen.
Da ein optimales Informationssystem in qualitativer Hinsicht der Leistung informa-
tionsabfragender Mensch-Mensch-Dialoge nicht nachstehen sollte, sind Informations-
menge und kooperatives Verhalten so nah wie möglich an der vorausgegangenen Ana-
lyse von Mensch-Mensch-Dialogen orientiert. Die Daten hierfür stammen aus dem im
FACID-Korpus auf Tonband aufgenommenen und transkribierten informationsabfragen-
den Mensch-Mensch-Dialogen der jeweils entsprechenden Domäne (cf. Hitzenberger et
al. 1986).
Während es sich bei System 2 um ein optimales Informationssystem handelt, repräsen-
tieren die Systeme 3 und 4 die Möglichkeiten gegenwärtiger Informationssysteme. Im
einzelnen bedeutet dies: Nach jeder Benutzereingabe kontrolliert das System durch
ein semantisches Echo die Richtigkeit der erfolgten Analyse. Weiter bestehen Be-
schränkungen im Leistungsumfang bzgl. des Sprachverstehens und der Kooperativität.
Die Definition der Systeme 3 und 4 erfolgte nach den gegenwärtigen bzw. den evtl. in
geraumer Zukunft bestehenden Möglichkeiten der Sprachanalyse. Der Unterschied zwi-
schen System 3 und System 4 besteht insbesondere im Umfang der Beschränkungen im
Sprachverstehen, wobei für System 4 die größere Restriktionsmenge festgelegt wurde:
System 3: Die Eingabe ist auf einen Satz beschränkt. Im oberflächenstrukturellen
Bereich sind Ellipsen (außer isolierter Nominalphrasen und Präpositio-
nalphrasen), Füllwörter und Korrekturen zu unterlassen. Ebenso werden
semantisch vage Adjektive und Adverbien zurückgewiesen. Referenzie-
rungen sind eindeutig anzugeben. Die Zurückweisung erfolgt jeweils mit
Fehleranalyse.
System 4: Die bereits für System 3 geltenden Restriktionen werden durch die fol-
genden Einschränkungen erweitert: Nebensätze mit Ausnahme von Rela-
tivsätzen werden zurückgewiesen, ebenso Modalverben und vage Quan-
toren. Im Gegensatz zu System 3 gibt System 4 jedoch keine zusätzliche
Fehleranalyse.




Die DICOS-Simulationsstudien wurden als kontrolliertes Experiment durchgeführt. Aus
den 4 unterschiedlichen Dialogsituationen und den zwei Inputmodi ergibt sich ein 2-
faktorieller Versuchsplan mit zweimal vier Faktorstufen und 40 Versuchspersonen (acht
unabhängige Stichproben zu je 5 Personen).
Jede der 40 Versuchspersonen hatte 8 Aufgaben (Bahnauskunft) respektive 7 Aufgaben
(Bibliotheksauskunft) zu lösen. Die Aufgaben waren realistischen Dialogsituationen
nachempfunden (aus FACID-Korpus) und waren von unterschiedlicher Komplexität.
In dem Hidden-Operator Experiment wurden zwei Anwendungsgebiete (Bundesbahnaus-
kunft und Bibliotheksauskunft) simuliert, wobei die Systemdefinitionen jeweils so nah
wie möglich an realen Auskunftsdialogen der jeweiligen Domäne orientiert (Projekt FA-
CID) waren. Auf diese realitätsnahe Grundlage griffen auch die Aufgabenstellungen
zurück. Die Aufgaben waren als Szene im Stil des folgenden Beispiels formuliert, um
den Benutzer möglichst wenig in der freien, individuellen Formulierung seines Informa-
tionswunsches einzuschränken.
Beispiel zur Bahnauskunft:
Ihre gebrechliche Großmutter möchte
nach Hamburg reisen. Finden Sie eine
möglichst bequeme Fahrtmöglichkeit.
Beispiel zur Bibliotheksauskunft:
Sie haben den Roman Der Krieg am
Ende der Welt gelesen. Weil er Ihnen
sehr gut gefallen hat, möchten Sie noch
weitere Bücher des Autors in der Stu-
dentenbücherei ausleihen. Den Namen
des Autors wissen Sie aber im Moment
nicht mehr.
3. Ergebnisse
Die Auswertungsgrundlage bilden für jede Domäne jeweils 20 Dialoge mit getipptem
und 20 Dialoge mit gesprochenem Input. Die Dialoglänge variiert zwischen einer und
zweieinhalb Stunden. Der Korpus umfaßt 518 Sätze (getippt) und 620 Sätze (gespro-
chen) zur Bundesbahnauskunft, sowie 599 Sätze (getippt) und 615 Sätze (gesprochen)
zur Bibliotheksauskunft.
Die Auswertung der Versuchsprotokolle erfolgt sowohl explorativ als auch mit den Mit-
teln der statistischen Varianzanalyse. (Letzteres ist zum gegenwärtigen Zeitpunkt noch
nicht vollständig durchgeführt.)
3.1 Statistische Auswertung
Ergebnisse der statistischen Auswertung liegen bislang nur für Teile der Bundesbahnaus-
kunft vor. Eine Übersicht über die Ergebnisse der Wort- und der Fehlerzählung geben
die Tabellen 1 und 2.
In die Wortzählung gingen alle Zeichen ein, denen Bedeutung zugeschrieben werden
konnte (einschließlich Zahlen und Füllwörter wie „äh"). Zeitangaben wurden als zwei
(„9 Uhr") oder als drei Wörter („9.30 Uhr") gezählt.
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Die Fehlerzählung wurde für den getippten Input nach Vorgabe der betreffenden ortho-
graphischen bzw. grammatischen Regeln und für den gesprochenen Input nach einer
angenommenen Grammatik für gesprochene Sprache vorgenommen.


















































Die Hypothese 1 (H l ) , wonach die Anzahl der Tokens im Dialog mit dem Menschen
(System 1) höher sein sollte als im Dialog mit dem Computer (System 2) konnte für
keinen der beiden Inputmodi bewiesen werden. Es zeigte sich aber ein Einfluß des
Inputmodus auf die Anzahl der Tokens. Sie ist für alle Systeme (mit Ausnahme von
System 4) bei gesprochenem höher als bei getipptem Input. (Im Gegensatz dazu fanden
Chapanis et al. (cf. Chapanis et al. 1977) und Zoltan et al. (cf. Zoltan et al. 1982)
sowohl mehr Types als auch mehr Tokens bei gesprochenem Input).
Auch die Hypothese 2 (H2), nach der die Fehlergenauigkeit (prec.) im Dialog mit dem
Computer gegenüber dem Dialog mit dem Menschen zunehmen sollte, konnte nicht
bewiesen werden. Fehlergenauigkeit scheint ebenfalls keine Frage des Computerbildes
oder des Restriktionseinflusses, sondern des Inputmodus zu sein.
Die Anzahl der Types hingegen wurde unter dem Einfluß des Computerbildes und unter
dem Einfluß der Restriktionen reduziert. Insbesondere unterscheiden sich die Systeme
(System 1) : (System 2, System 3, System 4); (System 1, System 2) : (System 3,
System 4); (System 2) : (System 3, System 4); (System 2) : (System 4); (System
1) : (System 4). (Für die ausführlichere Darstellung der Ergebnisse der statistischen
Auswertung cf. Hitzenberger/Kritzenberger 1989; Krischker 1989)
3.2 Explorative Datenanalyse
Aus der explorativen Datenanalyse lassen sich empirische Hinweise auf die Eigenge-
setzlichkeiten des Mensch-Maschine-Dialogs gegenüber der zwischenmenschlichen Kom-
munikation gewinnen. Ursache für viele der vorkommenden Sprachvariationen ist das
Computerbild. Vielfach verstärkten Beschränkungen im Leistungsumfang des Systems
(Restriktionen) die Veränderungen im Sprachgebrauch. Benutzer zeigen die Tendenz,
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sich ihrem Verständnis nach „vereinfachend" oder „klarer" auszudrücken. Wesentliche
Unterschiede wurden deutlich hinsichtlich syntaktischer und textueller Eigenschaften in
der Formulierung des Informationswunsches, hinsichtlich des Fragestils, sowie dialog-
organisierender Mittel und partnerbezogener Dialogsignale. Weitere Einzelheiten und
eine genauere Darstellung der Ergebnisse sind Kritzenberger 1990a, 1990b, 1990c zu
entnehmen.
3.2.1 syntaktische und textuelle Variationen
Bei der Domäne Bundesbahnauskunft fiel im Verhalten der Benutzer, die einen Dialog
mit dem Computer führten, auf, daß sie die Variationsbreite syntaktischer Konstruk-
tionen einschränkten. Diese oberflächenstrukturellen Reduktionen beginnen bei System
2 und sind somit auf das Computerbild zurückzuführen. Die Einführung von Restrik-
tionen (System 3, System 4) verstärkt dieses Verhalten deutlich. Je eingeschränkter
die sprachlichen und kooperativen Fähigkeiten des Systems sind um so größer wird die
Tendenz, bereits erfolgreich eingeführte Syntaxmuster im Verlauf des Dialogs beizu-
behalten. Oftmals tauschen die Versuchspersonen lediglich die zur Spezifizierung des
neuen Informationswunsches notwendigen Slots (z.B. für Zeit- und Ortsangaben etc. )
aus.
Parallel zur Umstrukturierung der Anfragen auf syntaktischer Ebene vollzieht sich ein
textueller Wechsel. Während im Dialog mit dem Menschen (System 1) häufiger Anfra-
gen mit kontextueller Information an den Diaiogpartner gerichtet werden (z.B. „Grüß
Gott ich hätte gerne eine Rückfahrkarte von Regensburg nach Mannheim und zwar zum
Studententarif. - Könnten Sie mir bitte den Preis nennen und wie lange die Fahrkarte
gültig ist, da ich heute noch nicht abfahren will."), nimmt diese Form im Dialog mit
dem Computer ab. Eines der sichtbaren Zeichen für diese Veränderung in der Anfra-
gestrukturierung ist auch die Serialisierung mit dem Korrelat „und zwar..". Während
bei System 1 im getippten Input in 4 Fällen der Informationswunsch in dieser Form
serialisiert wird, bedient sich keiner der Versuchspersonen, die einen Dialog mit dem
Computer führen dieses Mittels. Beim gesprochenen Input tritt „und zwar" im Dialog
mit dem Computer in 12 Fällen, im Dialog mit dem optimalen Informationssystem 2
lediglich noch in 2 Fällen, jedoch in keinem Fall bei den restringierten Systemen 3 bzw.
4.
Reduktionen im Leistungsumfang des Dialogpartners führen z.T. auch zu einer freiwilli-
gen Beschränkung der Formulierungsmöglichkeiten, die nach den vorgegebenen Restrik-
tionen nicht notwendig wären. Beispielsweise schränken Benutzer Nebensatzstrukturen
(Objekt-, Subjekt-, Konditional-, Kausal-, Konsekutivsätze und Infinitivkonstruktionen)
beim restringierten System 3 im Vergleich zum nicht-restringierten System 2 stark ein
(getippter Input: von 8 auf 4 Belege; gesprochener Input: von 28 auf 8 Belege), obwohl
sie nach den Restriktionsregeln alle Arten von Nebensätzen bis zur ersten Einbettung-
stiefe hätten verwenden dürfen.
Neben den beschriebenen oberflächenstrukturellen Einschränkungen findet sich im
Mensch-Maschine-Dialog ein weiteres Phänomen der Sprachvariation. Es werden
Konstruktionen verwendet, die gegenüber dem normalen Sprachgebrauch im Mensch-
Mensch-Dialog als abweichend oder überspezifiziert erscheinen. Beispielsweise handelt
es sich bei Überspezifikationen um Formulierungen wie „Zeigen Sie mir die Zugyerbin-
dungen zwischen Abfahrtsort Regensburg und Ankunftsort Dortmund mit Zwischen-
aufenthalt in Köln." bzw. bei Abweichungen (z.B. Abweichung in der Wortwahl) um
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eine Formulierung wie „Ich möchte nächsten Dienstag von Regensburg nach Kiel fah-
ren. Geben Sie mir die Zeitpläne.". Die o.g. Beobachtungen stammen aus der Domäne
Bundesbahnauskunft. Für die Domäne Bibliotheksauskunft liegen zur Verwendung der
Syntaxmuster noch keine Ergebnisse vor.
Als weitere Sprachvariation ist im gesprochenen Input zu beobachten, daß die im
Mensch-Mensch-Dialog typischen Fehlleistungen gesprochener Sprache kontrolliert wer-
den. Die Tendenz zur Reduktion gilt für beide Anwendungsbereiche der DICOS-
Simulationsstudie.
Bei diesen Phänomenen gesprochener Sprache handelt es sich um verschiedene Arten
von Anakoluthen wie Abbruch (z.B. „Kann ich da mit diesem / Gilt dies dann auch oder
muss ich dann eine neue Karte lösen?"), oder Verbesserungen (z.B. „Können Sie mir sa-
gen, wann heute abend ein Zug / Züge nach Frankfurt fahren?"). Weiter zählen zu den
Merkmalen gesprochener Sprache auch Nachträge, Ausklammerungen und Durchbre-
chung von Satzkonstruktionen (z.B. „Ist das dann eigentlich praktisch egal Hauptsache
ein Wochenende liegt da dazwischen, äh an welchem Wochentag man da abfährt?").
Die genannten Phänomene kommen bei den Systemen 1 bis 4 der Bundesbahnauskunft
in einem absoluten Zahlenverhältnis von 51:15:9:2 und bei der Bibliotheksauskunft in
einem Zahlenverhältnis von 31:18:10:4 Belegen vor. Dieser Rückgang in der Beleglage
bereits bei dem optimalen, im Leistungsumfang nicht beschränkten Simulationssystem
(System 2) zeigt, daß hier ebenfalls der Einfluß des Computerbildes wirksam wird.
3.2.2 Fragestil
Als weiterer Unterschied zwischen Mensch-Mensch- und Mensch-Maschine-Dialogen ist
die Veränderung des Fragestils zu nennen. Dieser verhält sich jedoch domänenspezifisch
unterschiedlich.
Bei der Domäne Bahnauskunft nimmt der indirekte Fragestil mit Aussagesätzen (z.B.
„Ich suche eine Verbindung, mit der ich am 23.12. um 8 Uhr in Oldenburg sein kann.")
und Wunschsätzen (z.B. „Ich hätte gerne eine Verbindung von Etterzhausen nach Hin-
delang für Samstag möglichst früh hin und Sonntags möglichst spät zurück.") ab,
während der direkte Fragestil zunimmt. Dies bedeutet einen Anstieg der W-Fragen (z.B.
„Wann geht am Samstag der erste Zug von Regensburg nach Nürnberg und am Sonntag
abend der späteste zurück.") und der Entscheidungsfragen (z.B. „Gibt es eine Zugver-
bindung zwischen Regensburg und Hamburg zwischen 8 Uhr und 15 Uhr."), sowie der
Imperativsätze (z.B. „Nennen Sie mir eine Zugverbindung am 23.12.1989 von Regens-
burg nach Oldenburg.").Beim getippten Input beträgt das absolute Zahlenverhältnis für
den direkten Fragestil 82:86:93:122 und für den indirekten Fragestil 45:36:26:9. Im ge-
sprochenen Inputmodus sind es 81:56:117:114 für den direkten Fragestil und 97:55:25:5
für den indirekten Fragestil.
Auffällig war auch der gehäufte Gebrauch von Ellipsen bei den Versuchspersonen, die
mit dem nicht-restringierten Computermodell (System 2) der Domäne Bundesbahnaus-
kunft arbeitete. Der Anteil der Ellipsen liegt bei System 2 bei ca. 22% (getippter Input)
bzw. bei ca. 35% (gesprochener Input). Kennzeichnend für einen Großteil dieser Ellip-
sen ist, daß sie auf überflüssige oberflächenstrukturelle Organisation (d.h. Einbettung
der domänenspezifischen Informationsfelder in wohlgeformte, vollständige Satzstruktu-
ren) verzichten und die Informationsabfrage auf die Nennung der relevanten Felder im
domänenspezifischen Informationsgerüst reduzieren. Beispielsweise treten Anfragen auf
wie „Preise" oder „Bahnsteig".
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Bei der Domäne Bibliotheksauskunft nimmt der direkte Fragestil im Dialog mit dem
Computer ab (gesprochener Input: 53:27:2:2 Belege, getippter Input: 37:41:19:30
Belege), ebenso z.T. der indirekte Fragestil (gesprochener Input: 68:40:100:46 Belege,
getippter Input: 48:13:3:0 Belege). Eine besonders starke Zunahme ist hingegen bei den
Ellipsen zu beobachten. Bereits bei System 2 neigten die Benutzer dazu, nur noch das
Schlagwort oder den Themenbereich der Suche als isolierte Nominalphrase anzugeben
(gesprochener Input: 19:53:51:77 Belege, getippter Input 19:57:95:80 Belege).
3.2.3 Dialogorganisation und partnerorientierte Dialogsignale
Die explorative Datenanalyse fand auch hinsichtlich der Mittel der Dialogorganisation
und der partnerorientierten Dialogsignale Veränderungen im Mensch-Maschine-Dialog.
Während sie im Mensch-Mensch-Dialog eine vorwiegend pragmatische Funktion haben
und u.a. Höflichkeit signalisieren, sozialen Kontakt herstellen, die Aussage abtönen oder
als Kohärenzmittel dienen sollen, können sie ihre Funktionalität im Mensch-Maschine-
Dialog nicht mehr erfüllen. Ihr Fehlen zeigt besonders deutlich einen anderen Ge-
brauch von Sprache als in der zwischenmenschlichen Kommunikation, denn dort ist der
pragmatische Gehalt von Äußerungen stets ein inhärenter Bestandteil der sprachlichen
Verständigung.
Benutzer verwenden im Dialog mit dem Computer weniger häufig eine explizite Dia-
logeröffnung durch Gruß und indirekte metathematische Einführung (z.B. „Grüß Gott.
Ich hätte eine Frage und zwar..."). Auch die Dialogbeendigung durch Bedanken und
Verabschiedung am Ende des Dialogs (z.B. „Vielen Dank.") wird verringert. Bei den
partnerorientierten Dialogsignalen werden Modalpartikeln (z.B. „allerdings", „eventuell"
etc.), satzeinleitende Partikeln (z.B. satzeinleitendes „und", „und außerdem", „dann"
etc.) und Höflichkeitsindikatoren wie konjunktivisch formulierte Frageäußerungen (z.B.
„Könnten Sie mir das Gleis sagen") und Frageäußerungen mit „bitte" unter dem Einfluß
des Computerbildes reduziert.
Die Vorkommenshäufigkeit der Partikeln bei den Systemen der Bahnauskunft beträgt
225:48:20:2 Belege (gesprochener Input) bzw. 63:37:12:5 Belege (getippter Input) und
bei den Systemen der Bibliotheksauskunft 13:8:1:0 Belege (gesprochener Input) bzw.
36:6:1:0 Belege (getippter Input). Die genannten Höflichkeitsindikatoren kommen bei
der Bahnauskunft mit 47:37:27:0 Belegen (gesprochener Input) bzw. 37:9:2:1 Belegen
(getippter Input) und bei der Bibliotheksauskunft mit 38:19:0:1 Belegen (gesprochener
Input) bzw. 18:2:5:2 Belegen (getippter Input) vor.
4. Schlußbemerkungen
Die o.g. Ergebnisse des Projekts DICOS zeigen deutlich, daß Sprache im Mensch-
Maschine-Dialog zum Teil anders gebraucht wird als in der zwischenmenschlichen Kom-
munikation. Benutzer verändern ihr Sprachverhalten gegenüber dem Dialogpartner
Computer entweder, um ihm das Verstehen zu erleichtern (z.B. Einschränkung der syn-
taktischen Vielfalt oder gegenüber dem normalen Sprachgebrauch Verwendung abwei-
chender oder überspezifizierter Strukturen) oder weil sie ihn hinsichtlich einiger Faktoren
als inkompetenten Dialogpartner einstufen (z.B. hinsichtlich der Fähigkeit sprachliche
Fehlleistungen auszufiltern und auch hinsichtlich der pragmatischen Kompetenz). Die
Ergebnisse zeigen auch, daß sich Veränderungen im Sprachgebrauch bereits unter dem
Einfluß des Computerbildes vollziehen, selbst wenn der Dialogpartner Computer keinerlei
Beschränkungen im Sprachverstehen und im kooperativen Verhalten zeigt. Je offensich-
licher jedoch die technische Natur des Dialogpartners zutage tritt, um so stärker wird
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das Sprachverhalten variiert. So konnte für die meisten der genannten Merkmale von
Sprachvariationen beobachtet werden, daß sie bei beschränktem Leistungsumfang des
Informationssystems noch deutlicher auftreten.
Aus diesen Erkenntnissen ergeben sich wichtige Einsichten und Forderungen für das
Systemdesign. Benutzervorstellungen über Eingabegenauigkeit und Verstehenshilfen
sind ohne empirische Grundlage nur schwer vorhersehbar. Auch müssen sie nicht im-
mer tatsächlich eine Erleichterung für den Sprachanalysealgorithmus darstellen. Es
ist offensichtlich, daß Introspektion und direkte Ableitung aus der Mensch-Mensch-
Kommunikation nur sehr unzureichende Mittel sind, die Leistungsanforderungen an
Sprachanalysealgorithmen für spezifische Informationssysteme zu beschreiben. Da sich
zeigt, daß die Festlegung des Leistungsumfangs des Systems starke Auswirkungen auf
Sprachvariationen hat, braucht Systemdesign immer eine solide empirische Absicherung,
die über die intuitive ad-hoc Setzung von Beispielsätzen hinausgeht. Nur so kann ein
Subset der natürlichen Sprache festgelegt werden, das auf der einen Seite die Formulie-
rungsmöglichkeiten des Benutzers berücksichtigt und auf der anderen Seite Fähigkeiten
der heutigen Spracherkenner und linguistischen Analysealgorithmen nicht überfordert.
Unter diesen vorgegebenen Bedingungen kann der Benutzer sich auf die vorgegebene
Teilmenge grammatischer Regeln leicht einstellen, ohne sie eigens erlernen zu müssen.
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Referat
In diesem Beitrag wird beschrieben, wie ein Benutzer, der gelegentlich Informationen in
internationalen Datenbanken sucht, durch ein intelligentes Frontendsystem unterstützt
werden kann. Es wurden die folgenden Teilaufgaben untersucht, die ein solches System
ausführen muß: Auswahl von Datenbanken, Hilfe bei der Beschreibung des
Interessensgebietes, Kommunikation mit verschiedenen Hostrechnern, Aufbereiten der
gefundenen Informationen und deren Nutzung zur Verbesserung weiterer
Informationssuchen. Weiters wird dargestellt, welche Vorteile durch den Einsatz eines
Expertensystems entstehen, und wie die Benutzeroberfläche aussehen muß, um die
Kommunikation mit dem Benutzer in einer anschaulichen, leicht verständlichen Form
führen zu können.
Abstract
This paper reports on the possibilities, how an intelligent frontendsystem can support a
casual user who needs Information stored in international databases. The frontendsystem
has to support the following tasks: selection of databases, the description of the user's
interests, communication with different hosts, presentation of retrieved information and
use of all available information to improve the next retrieval. The paper describes the
advantages of using an expert System as frontendsystem and the design of an easy
understandable user interface as well.
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1. Ausgangslage
Bei Entwicklungen und Forschungen im Bereich von Industrie und Hochschule spielt
verfügbare Information eine zentrale Rolle. Es gibt bereits viele Informationsanbieter, die
Informationen gespeichert in anwählbaren Datenbanken auf ihren Rechnern ( Hosts )
anbieten. Diese können über internationale Netze erreicht werden. Für den
Informationssuchenden ist die Lage so, daß vielleicht ein Großteil der von ihm
gewünschten Informationen vorhanden ist, daß er aber nicht weiß, wo diese Informationen
gespeichert sind, und wie er darauf zugreifen kann.
Als Informationssuche ( Recherche ) wird im folgenden der Vorgang bezeichnet, bei dem
Informationen in internationalen Datenbanken gesucht werden. Wir haben uns im Rahmen
dieses Projektes mit der Suche in bibliographischen Datenbanken, die auf Hosts
internationaler Anbieter (wie z.B. Dialog und STN) gespeichert sind, und dem Aufbereiten
und Verarbeiten der gefundenen bibliographischen Informationen beschäftigt.
Vom Informationssuchenden ( bzw. Nutzer der Datenbanken ) erwarten wir, daß er in der
Forschung tätig ist, ein Spezialist auf einem bestimmten Wissensgebiet ist und außerdem
einige Erfahrung im Umgang mit Computern hat. Er braucht Informationen von
internationalen Datenbanken ein paar Mal im Jahr. Er kann mit einem Computer arbeiten,
wenn ihm ein benutzerfreundliches Interface zur Verfügung steht, aber er hat wenig
Erfahrung im Durchführen einer Recherche (Zugriffsmethoden, Kommandos etc.).
Es ist die Aufgabe eines Informationsvermittlers einen Informationssuchenden zu
unterstützen oder eine Informationssuche für ihn durchzuführen. Der
Informationsvermittler ist kein Spezialist auf dem Wissensgebiet des
Informationssuchenden. Sein Expertenwissen beinhaltet hauptsächlich Wissen darüber,
welche Datenbanken angeboten werden, auf welchen Hosts sie zur Verfügung stehen,
über welche Netze diese erreichbar sind und mit welchen Kommandos die Kommunikation
mit dem entsprechenden Host durchgeführt werden kann. Außerdem hat er Erfahrung
darin, wie man bei einer Informationssuche vorgeht ( z.B. Formulieren der Anfragen,
Auswahl und Aufbau von Suchstrategien).
Ein intelligentes Frontendsystem soll es einem Informationssuchenden ermöglichen, eine
Informationssuche selbst, eventuell von seinem persönlichen Arbeitsplatz aus,
durchzuführen.
Vom CIG ( Computer Informationsdienst Graz ), einer Abteilung des Institutes für
Informationssysteme wurde bereits seit vielen Jahren die Informationsvermittlung für
Kunden aus dem Bereich von Hochschule und Industrie durchgeführt. In Zusammenarbeit
mit dem CIG und dem Institut für Psychologie der Universität Graz konnten wir Experten
beim Durchführen von Recherchen beobachten. Wir haben versucht, mit den Experten und
mit den Informationssuchenden gemeinsam zu erkennen, welche Vorgangsweisen beim
Durchführen von Recherchen am erfolgreichsten sind. Anschließend haben wir die
Ergebnisse der Recherchen gemeinsam mit den Informationssuchenden analysiert, um die
bei den Recherchen aufgetretenen Probleme erkennen zu können. Genaue Berichte
darüber befinden sich in /DO89/.
1.1. Vorgehensweise bei der herkömmlichen Informationssuche
Durchgeführt wird eine Informationssuche üblicherweise von einem Terminal aus oder von
einem Arbeitsplatzcomputer, auf dem ein Terminalprogramm, eventuell mit einigen
zusätzlichen Fähigkeiten, läuft.
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Als erstes muß der Informationssuchende in der Lage sein, sein Wissensgebiet zu
beschreiben. Durch Vergleiche mit Beschreibungen der angebotenenen Datenbanken, die
in den von den Betreibern der Hosts herausgegebenen Handbücher zu finden sind, kann
er die für ihn interessant scheinenden Datenbanken auswählen. Diese Tätigkeit wird auch
oft unterstützt von Erfahrungen, die er bereits bei früheren Recherchen gemacht hat. Die
meisten Informationssuchenden arbeiten mit nur mit einer kleinen Anzahl von
Datenbanken und verwenden dann stets die selben. Abhängig von den gewählten
Datenbanken können dann die entsprechenden Hosts gewählt werden. Manche
Datenbanken werden nur auf einem Host angeboten, andere jedoch auf verschiedenen
Hosts und zu verschiedenen Bedingungen. Bei der Auswahl von Datenbanken und Hosts
wird die Entscheidung meist auf Grund des Wissensgebietes getroffen.
Es können jedoch noch wettere Kriterien dabei berücksichtigt werden:
Kosten entsprechend der Dauer der Informationssuche
Kosten entsprechend der Menge der gefundenen und angeschauten Informationen
Kosten für die Verbindung zum Host
Menge der Informationen in einer Datenbank
Aktualität der Informationen
Quellen der Informationen (Zeitschriften, Bücher, Konferenzberichte, etc.)
Darstellung der gefundenen Informationen
Obwohl man mit Hilfe derartiger Kriterien Regeln für die Auswahl von Datenbanken
angeben kann, werden Enscheidungen vom Informationssuchenden oft intuitiv getroffen.
Um in der gewählten Datenbank Informationen finden zu können, muß der
Informationssuchende jetzt Suchaufträge formulieren, so daß sie am Hostrechner
bearbeitet werden können. Diese bestehen aus Suchbegriffen, Operatoren und Befehlen.
Die Suchbegriffe sind Worte, die in einem Dokument, das für den Informationssuchenden
interessant ist, unbedingt vorkommen müssen. Es sind Begriffe, die für sein
Wissensgebiet charakteristisch sind. Falls mehrere Begriffe angegeben werden, wird durch
die Operatoren, meist boolsche Operatoren oder Abstandsoperatoren bestimmt, in
welchem Zusammenhang die Suchbegriffe stehen; d.h. ob ein Dokument nur dann
interessant ist, wenn alle Begriffe darin vorkommen, oder ob es genügt, wenn einer oder
mehrere der angegebenen Suchbegriffe darin enthalten sind. Von der Auswahl geeigneter
Suchbegriffe ist es großteils abhängig, ob in der Datenbank enthaltene Dokumente
gefunden werden können. Für die meisten Datenbanken gibt es umfangreiche gedruckte
Thesauri, in welchen für die in der Datenbank enthaltenen Begriffe Oberbegriffe,
Unterbegriffe, Synonyma und verwandte Begriffe angegeben sind. Die Befehle sind die
Anweisungen an den Hostrechner, was getan werden muß ( Suchen, Informationen
anzeigen etc.). Während die Wahl der Suchbegriffe durch die Datenbank beeinflußt wird,
sind die zu verwendenden Kommandos vom Hostrechner abhängig.
Abhängig vom verwendeten Terminalprogramm können Kommandos und Suchbegriffe
schon eingegeben werden, bevor eine Verbindung zum gewählten Rechner aufgebaut wird
( offline ) oder erst, wenn die Verbindung zum gewünschten Rechner schon besteht (
online ). Wenn der Informationssuchende mit der Menge der gefundenen Informationen
nicht zufrieden ist, können weitere Suchbegriffe eingegeben und mit den bereits
verwendeten kombiniert werden. Falls zu wenig gefunden wurde können Suchbegriffe
durch Oberbegriffe ersetzt werden, oder die Suche kann durch Angabe von Synonyma und
verwandten Begriffen erweitert werden. Falls zu viel gefunden wurde kann die Suche durch
Verwenden von spezielleren Begriffen ( Unterbegriffe ) oder durch Angabe weiterer
notwendiger Begriffe eingeschränkt werden. Das Ändern und wiederholte Durchführen
einer Suche ist ein iterativer Vorgang, der eine ständige Interaktion mit dem
Informationssuchenden erfordert. Abhängig vom Terminalprogramm und von der Art der
186
Verbindung zum Host kann die Verbindung während dieser Zeit stets aufrecht bleiben oder
während des Änderns der Suche unterbrochen werden.
Die gefundenen Informationen können angezeigt, gedruckt, oder am eigenen
Arbeitsplatzrechner gespeichert werden (download), um dann lokal aufbereitet und weiter
verarbeitet zu werden.
1.2. Probleme bei der herkömmlichen Informationssuche
So einfach eine durchschnittliche Informationssuche dargestellt werden kann, für den
ungeübten Informationssuchenden gibt es dabei viele Punkte, an welchen für ihn
Probleme entstehen. Diese sollen hier noch genauer beschrieben werden, da es Punkte
sind, an welchen der Informationssuchende entweder von einem Informationsvermittler
oder aber von einem intelligenten Frontendsystem unterstützt werden muß.
1.2.1. Die Auswahl der Datenbanken
Um aus den Beschreibungen in den Handbüchern die gewünschten Datenbanken
auszuwählen, muß man als erstes die Handbücher zur Verfügung haben, was bei
Informationssuchenden, die nur gelegentlich mit internationalen Datenbanken arbeiten,
nicht immer der Fall ist. Hat man die Handbücher, muß man viele hundert Beschreibungen
lesen, die oft unabhängig vom Wissensgebiet in alphabetischer Reihenfolge angegeben
sind. Außerdem sind den gelegentlichen Nutzern die bereits erwähnten Auswahlkriterien
nicht immer geläufig. Die richtige Auswahl jedoch ist eine der Grundlagen einer
erfolgreichen Suche.
1.2.2. Die Auswahl der Suchbegriffe
Die Suche in internationalen Datenbanken kann dazu dienen um spezielle Informationen
auf einem exakt abgegrenzten Gebiet zu bekommen oder um über ein Wissensgebiet einen
Überblick zu erhalten. Jemandem, der schon viel gelesen und schon einige
Informationssuchen gemacht hat, fällt es leichter treffende Suchbegriffe zu finden als
jemanden, der sich in ein Gebiet einarbeitet und daher als erstes Ergebnis einer
Informationssuche einen Überblick über vorhandene Arbeiten haben möchte. Da bei der
Informationssuche nicht nach dem Sinn oder der Bedeutung von Begriffen gesucht wird,
sondern einfach überprüft wird, ob sie innerhalb eines Dokumentes vorkommen oder
nicht, ist es wichtig, genau die Worte zu verwenden, die in der Datenbank auch wirklich
vorhanden sind. Es hilft nichts, wenn man ein Synonym oder ein ähnliches Wort
angegeben hat, das zwar die gleiche Bedeutung hat, aber in der Datenbank nicht
vorkommt. Wird mit einem Begriff nichts gefunden, sollte er durch einen im Thesaurus als
ähnlich, synonym oder übergeordnet angegebenen ersetzt werden. Der gelegentliche
Nutzer besitzt aber meist keine Thesauri, da ein Thesaurus für jede einzelne Datenbank ein
dickes Buch ist, das er ja selten und nur zu einem geringen Teil brauchen würde. Wurden
wenige Dokumente gefunden, kann man durch Auswerten der darin enthaltenen
Informationen neue Suchbegriffe finden und die Suche entsprechend überarbeiten. Dazu
bedarf es jedoch einiger Erfahrung. ( Auf die Einteilung der Informationen in Felder, z.B.
Abstrct, Descriptor, etc. und deren Bedeutung wird in Kapitel 4.1 näher eingegangen). Ein
Informationsvermittler kann, auch wenn er kein Spezialist auf dem betreffenden
Wissensgebiet ist, den Informationssuchenden auf Grund seiner Erfahrung und seiner
Informationen über die Datenbanken beraten.
Außerdem haben ungeübte Nutzer oft Probleme mit der Verwendung der Boolschen
Operatoren und der dazugehörenden, oft nötigen, Verwendung von Klammern /CH89/. Die
Abfragesprachen der Hosts kennen meist die Operatoren "und", "oder", "nicht". Zusätlich
gibt es noch Abstandsoperatoren, mit denen der größte erlaubte Abstand zwischen zwei
187
Begriffen angegeben werden kann (z.B. maximal zwei Worte dazwischen, Im selben Satz,
etc. ). Diese von der Durchführung her einfache Arbelt, durch die die Bedeutung einer
Frage jedoch grundlegend beeinflußt wird, kann vom Informationsvermittler oder von
einem intelligenten Frontendsystem gemacht werden.
1.2.3. Die Kommunikation mit dem Host
Um eine Kommunikation mit einem Hostrechner durchführen zu können, muß man wissen,
wie die Verbindung zu diesem Host aufgebaut werden kann ( meist über öffentliche Netze
), und man muß die vom Host akzeptieren Befehle kennen. Es gibt eine Gruppe von
Befehlen, die für eine Informationssuche unbedingt notwendig sind, und die auf jedem
Host möglich sind ( z.B. auswählen der Datenbank, suchen, anzeigen ). Abhängig vom
Host haben diese Kommandos jedoch verschiedene Name; so heißt z.B. "suchen" einmal
"select", einmal "search" oder in der Kurzform einfach "s" oder "ss". Bei Informationssuchen
in verschiedenen Datenbanken, die auf unterschiedlichen Hostrechnern gespeichert sind,
müssen dem Informationssuchenden die Kommandos der verschiedenen Rechner geläufig
sein, oder er braucht entsprechend viel Zeit für die Vorbereitung, um die Kommandos in
den Handbüchern zu suchen und die Suchen im voraus zusammenzustellen. Bei einem
lokalen Rechner erhält man gleich eine Fehlermeldung, wenn man sich vertippt oder ein
falsches Kommando eingibt. Bei der Informationssuche in internationalen Datenbank wird
ein fehlerhaftes Kommando erst an den Hostrechner übertragen und von diesem wird dann
eine Fehlermeldung geschickt. Dadurch werden unnötige Kosten (für die Übertragungen)
und Wartezeiten verursacht.
Es ist eine der an ein intelligentes Frontendsystem gestellten Anforderungen, daß es
Kommandos übersetzen kann und nur korrekte Befehle an den Hostrechner sendet.
1.2.4. Download und Aufbereiten der gefundenen Informationen
Ein Informationssuchender ist mit einer Suche sicher unzufrieden, wenn zu wenig
gefunden wurde. Aber auch das Gegenteil, d.h. wenn sehr viel gefunden wurde und er eine
Flut von Informationen bewältigen muß, kann ihn vor Probleme stellen. Er erhält dann eine
Vielzahl von Dokumenten in einer für ihn nicht erkennbaren Ordnung. Bei manchen ist gar
nicht erkennbar, warum gerade dieses Dokument gewählt wurde. Nun hat der
Informationssuchende die zusätzliche Arbeit aus der vielen angebotenen Information die
zu suchen, die er wirklich braucht.
Außerdem sollte das Ergebnis einer Suche dazu dienen, um daraus zu lernen, und die
nächste Suche besser gestalten zu können. Auf Grund der damit gefundenen Dokumente
sollte festgestellt werden, welche Begriffe zu unpräzise waren, weil sie zu viel
Uninteressantes geliefert haben. Aus den interessanten Dokumenten können weitere, dort
oft auftretende Begriffe für die nächste Suche gefunden werden. Das geht viel schneller
und einfacher, wenn das Ergebnis bereits von einem Programm so aufbereitet wird, daß
dem Informationssuchenden eine eindeutige Zuordnung der gefundenen Dokumente zu
den Suchbegriffen gezeigt wird.
2. Ziele des Projektes
Die Aufgabe eines Intelligenten Frontendsystemes ist die Beratung und Unterstützung des
Informationssuchenden und damit eine Verbesserung der Qualität von Recherchen.
Als Ergebnis dieses Projektes haben wir zweierlei erwartet:
Erstens ein prototypisches Programm, um zu zeigen, wie ein System zur Unterstützung
von Informationssuchen arbeiten soll und
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zweitens Erkenntnisse darüber, welche Programmierumgebungen (Programmiersprachen,
Datenbanksysteme, Expertensystemsheils) zur Entwicklung eines solchen Systems
zweckmäßig sind, ob und an welchen Stellen einer Recherche man ein Expertensystem am
zweckmäßigsten einsetzen kann, welche Vorteile man dadurch hat, und welche Probleme
dabei auftreten.
Im Rahmen dieses Berichtes wird das prototypische Programm behandelt, sein Ablauf und
seine Benutzeroberfläche.
3. Das intelligente Frontendsystem
Bereits in vorhergehenden Kapiteln wurde erwähnt, daß der Informationssuchende durch
ein intelligentes Frontendsystem unterstützt werden kann; ohne jedoch darauf einzugehen
warum sich dafür ein Frontendsystem am besten zu eignen scheint. Die wichtigsten
Gründe dafür sind:
- Zwischen dem Host und dem Arbeitsplatzrechner besteht meist nur eine
Schmalbandverbindung, so daß nur eine bestimmt Menge Daten in akzeptabler Zeit
übertragen werden kann (um gut gestaltete Windows anzuzeigen würde man zu viele
Daten brauchen).
- Alle Übertragungen und auch die Verbindungsdauer verursachen Kosten. Je größer der
Anteil der Arbeit ist, die lokal am Arbeitsplatzrechner durchgeführt werden kann,
desto günstiger wird die Recherche.
- Einige Hosts bieten Menüführungen und etwas benutzerfreundlichere Dialoge an. Diese
sind aber von Host zu Host verschieden, bzw. nicht bei allen vorhanden. Am
Arbeitsplatzrechner kann dem Informationssuchenden ein einheitlicher Dialog für
alle Hosts angeboten werden.
- Die Informationen die vom Host kommen, müssen so gestaltet sein, daß sie auf den
verschiedensten, von den Benutzern eingesetzten Terminals angezeigt werden
können. Bei der Gestaltung der Benutzeroberfläche am lokalen System können die
Möglichkeiten miteinbezogen werden, die der Arbeitsplatzrechner bietet.
- Bei einem Host, mit dem die unterschiedlichsten Benutzer arbeiten, kann bei der
Gestaltung des Dialoges nicht auf persönliche Wünsche eingegangen werden. Am
eigenen Arbeitsplatzrechner kann es jedoch gemacht werden.
Jetzt ist noch zu klären, wann ein Frontendsystem als intelligent bezeichnet werden kann.
Im Sinne der künstlichen Intelligenz kann man es als intelligent bezeichnen, wenn es eine
Wissensbasis hat und einen Inferenzmechanismus, der Regeln interpretieren und daraus
neue Schlüsse ziehen kann. Ein Teilgebiet der intelligenten Systeme sind die
Expertensysteme, in welchen das Wissen von Experten in Form von Regeln verarbeitet
wird. Man kann es aber auch so sehen, daß die intelligente Informationssuche dort
beginnt, wo die herkömmlichen Systeme zur Informationssuche enden /CH89/.
3.1. Die Aufgaben des intelligenten Frontendsystemes
Nachdem bereits erklärt wurde, wie Recherchen üblicherweise ablaufen, was es dabei für
Probleme gibt, und daß es sinnvoll ist zur Unterstützung des Informationssuchenden ein
intelligentes Frontendsystem einzusetzten, sind hier zusammengefaßt die Aufgaben
angegeben die dieses zu erfüllen hat.
- Der Dialog mit dem Benutzer muß in einer übersichtlichen und leicht verständlichen
Weise geführt werden (die Benutzeroberfläche wird in Kapitel 6 beschrieben).
- Der Benutzer muß bei der Auswahl der Datenbanken beraten und geführt werden.
- Die Eingabe der Suchbegriffe muß in einer überschaubaren Form möglich sein, auch
für einen Informationssuchenden, der an logische Operatoren und damit verbundene
Klammerungen nicht gewöhnt ist.
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- Der Benutzer muß bei der Verwendung der Suchbegriffe beraten werden, d.h. wenn
bereits mit Synonyma oder verwandten Begriffen gute Erfahrungen bei
Informationssuchen gemacht wurden, müssen ihm diese zusätzlich zu den von ihm
eingegebenen Begriffen vorgeschlagen werden.
- Mit Hilfe lokal gespeicherter und bei der Recherche gefundener Informationen kann
eine Suche überarbeitet und verbessert werden.
- Das System muß mit den definierten Suchbegriffen die Fragen syntaktisch richtig
erstellen und in die entsprechende Hostsprache übersetzen.
- Das System muß selbständig die Kommunikation mit dem Host durchführen (Anwahl,
Recherche, Abwahl).
- Die Kosten für die Verbindung zum Host müssen möglichst niedrig bleiben, d.h.
während der Beratung des Benutzers bzw. der Änderung einer Suche muß die
Verbindung zum Host unterbrochen und dann automatisch wieder aufgebaut
werden.
- Die gefundene Information muß aufbereitet und dem Informationssuchenden
anschaulich präsentiert werden.
- Vom Host erhaltene Informationen müssen dazu verwendet werden, das Wissen des
lokalen Systemes zu erweitern.
- Der Informationssuchende muß die Möglichkeit haben, das Ergebnis einer Recherche
zu bewerten, und mit den dabei gemachten Angaben muß das Wissen des lokalen
Systemes erweitert werden.
- Wie weit es notwendig und möglich ist, auf ganz persönliche Wünsche des Benutzers
einzugehen wird in Kapitel 4 behandelt.
3.2. Der Aufbau des Frontendsystemes
Da das System für den Einsatz am Arbeitsplatz eines Wissenschaftlers gedacht ist, soll es
auf einem Computer laufen, der dort zur Verfügung steht und auch für andere Aufgaben
verwendet wird. Unsere Ziel- und Entwicklungsmaschine ist daher ein IBM PC, IBM/PS2
oder ein dazu kompatibler Computer.
Entsprechend den bereits aufgezählten Aufgaben, die das Programm auszuführen hat
besteht es aus folgenden Modulen:
- Identifikation des Benutzers
- Auswahl und Überarbeiten der Suchbegriffe
- Auswahl der Datenbank
- Recherche (Kommunikation mit Host)
- Aufbereiten der Ergebnisse
Jeder Modul beinhaltet Angaben darüber, was innerhalb dieses Modules gemacht wird,
wie es gemacht wird und wie er mit anderen Modulen zusammenarbeitet.
Informationen, die von mehreren Modulen benötigt werden, sind in einem gemeinsamen
Datenbereich gespeichert (z.B. die zu verwendenden Suchbegriffe oder Daten, die
zwischen Modulen übergeben werden). Informationen, die für die Aufgabe eines Modules
benötigt werden, sind in dessen eigenem Datenbereich gespeichert (z.B. wie die
Verbindung zu einem Host aufgebaut wird).
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Weitere Programmbeschreibungen befinden sich in /PR89A
Innerhalb dieser Module werden zwei Arten von Aufgaben durchgeführt:
- Aufgaben, die durch einen sequentiellen Ablauf beschrieben werden können (z.B.
Verbindungsaufbau, Kommunikationsroutinen, Verbindungsabbau)
- Aufgaben, zu deren Durchführung das Wissen von Experten verwendet wird (z.B.
Erstellen von Suchaufträgen, Beratung bei der Auswahl von Suchbegriffen).
Die notwendigen sequentiellen Abläufe wurden in C programmiert. Der Ablauf des
Gesamtprogrammes jedoch wird von einem Expertensystem gesteuert. Die Arbeitweise
des Systems ist in Form von Regeln definiert. Die C-Programme werden nur vom
Expertensystem aus aufgerufen. Die Grundlage des Programmes bildet Wissen; Wissen,
das in Form von Regeln darstellbar ist, und Wissen, das in Form von Daten gespeichert ist.
Wissen über den Ablauf einer Recherches
Tätigkeiten, die bei der Vorbereitung und Durchführung einer Informationssuche
notwendig sind, werden derzeit von Experten gemacht. Diese beraten den
Informationssuchenden bei der Auswahl der Datenbanken und übernehmen die
Formulierung der Fragen entsprechend der angegebenen Suchbegriffe. Ein Teil des
Wissens dieser Experten besteht aus Erfahrungen. Es kann oft in Formulierungen mit
wenn - dann ausgedrückt werden
z.B. wenn der Informationssuchende etwas über Computer wissen möchte
dann suche in den Online-Datenbanken "Inspec", "Compendex", etc.
z.B. wenn mit einem Suchbegriff nichts gefunden wurde,
dann verwende einen übergeordneten Begriff
z.B. wenn die gewählte Online-Datenbank vom Host STN angeboten wird
dann verwende die Suchsprache "Messenger".
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Dieses Wissen kann am besten in Form von Regeln dargestellt werden. Im wenn-Tel\ wird
angegeben, welche Bedingungen erfüllt sein müssen, damit die im dann-Te\\
angegebenen Aktionen ausgeführt werden. Die Reihenfolge, in welcher derartige Regeln
ausgeführt werden, hängt nur von der Erfüllung der Bedingungen ab. Es ist kein
zwingender sequentieller Ablauf vordefiniert.
Für die Darstellung dieses Wissens in Form von Regeln haben wir eine Expertensystem-
shell verwendet.
Eine ausführlichere Beschreibung des Modules zur Durchführung der Recherchen befindet
sich in /PR89/.
Wissen über die erreichbaren Datenbanken
Zusätzlich zu ihrem Wissen über die Vorgangsweise brauchen die Experten Informationen
über die zur Verfügung stehenden Datenbanken. Diese Informationen stehen ihnen in
Form von Handbüchern zur Verfügung. Darin sind Angaben über das in der Datenbank
behandelte Wissensgebiet, die Darstellung der Informationen (Recordstruktur), die Kosten
für die Benutzung dieser Datenbank, die Häufigkeit der Updates der Informationen, die
Zuordnung der Datenbanken zu den Hosts, Kennwörter für das login und ähnliches.
Dieses sind große Datenmengen mit vorgegebener Struktur. Sie können auf beliebigen
Files gespeichert oder von einem Datenbankmanagementsystem verwaltet werden.
Wissen über die Zusammenhänge zwischen Suchbegriffen
Für die meisten Datenbanken stehen gedruckte Thesauri zur Verfügung. Das sind
umfangreiche Handbücher, die von den Experten zum Nachschlagen verwendet werden,
um für die gewählte Datenbank besser geeignete Suchbegriffe zu finden. Im Thesaurus
sind alle Begriffe enthalten, die in der entsprechenden Datenbank als Deskriptoren oder
Indexbegriffe gefunden werden können. Zu jedem dieser Begriffe sind Oberbegriffe,
Unterbegriffe, Synonyma und ähnliche Begriffe angegeben. Es ist nicht gut möglich,
Thesauri über viele dieser Datenbanken in einem Peronat Computer zu speichern und in
einer für den Suchenden akzeptablen Zeit abzufragen und zu bearbeiten; abgesehen von
dem Aufwand der nötig wäre, um alle diese Daten einzulesen. Aber die meisten
Informationssuchenden arbeiten auf einem oder vielleicht zwei Wissensgebieten und
verwenden dafür einen wohldefinierten Wortschatz. Wir bearbeiten in unserem System
daher für einen Informationssuchenden einen eigenen Thesaurus. Dieser persönliche
Thesaurus enthält Informationen über die Zusammenhänge zwischen den Suchbegriffen
und darüber, ob sie bereits bearbeitet wurden und in einer Datenbank gefunden wurden.
Die Struktur des persönlichen Thesaurus wird in Kapitel 4 beschrieben.
Wissen über die Benutzer
Im Dialog mit dem Benutzer und während einer Informationssuche sammelt das System
Wissen über den Benutzer. Dazu gehört sein Wissensgebiet, eine Zuordnung zu einer
Benutzergruppe, bevorzugte Datenbanken, eine Zuordnung eines persönlichen Thesaurus
und Beziehungen zu bereits gefundenen Dokumenten.
4. Die persönl iche Unterstützung
Die Qualität einer durchgeführten Recherche wird nach folgenden Kriterien bewertet:
Recall: bezeichnet das Verhältnis der Anzahl von gefundenen relevanten (den aktuellen
Suchkriterien des Benutzers entsprechenden) Zitaten zur Anzahl der vorhandenen
relevanten Zitate. Es sollen möglichst alle vorhandenen Zitate gefunden werden.
Deshalb wird die Suche bei verschiedenen Hosts, in verschiedenen Datenbanken
durchgeführt.
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Precision: bezeichnet das Verhältnis der Anzahl der für den Benutzer relevanten Zitate zur
Anzahl aller gefundenen Zitate. Es sollen möglichst nur zutreffende Zitate geliefert
werden. Zitate, die in mehreren Datenbanken vorhanden sind dürfen, wenn möglich,
nur einmal abgerufen werden. Hat man trotzdem Zitate mehrfach erhalten, müssen
die Dupletten gelöscht werden, die Information darüber, in welchen Datenbanken
und wie oft sie vorgekommen sind, jedoch erhalten bleiben. Durch sorgfältige
Auswahl der Suchbegriffe wird die Precision entscheidend verbessert.
Recall und Precision können als Maße für die Qualität einer Recherche betrachtet werden.
Man kann bei derartigen Meßungen jedoch nur bewerten, ob die gesuchten Begriffe
vorhanden sind. Ob die gefundenen Informationen auch vom Inhalt her den Vorstellungen
des Inforamtionssuchenden entsprechen, kann nur dieser selbst beurteilen /CH89/. Jeder
Mensch hat bevorzugte Ausdrucksweisen. Er hat konkrete Vorstellungen über das, was er
haben möchte. Wenn aber die Worte, die er verwendet um seine Interessen zu beschreiben
nicht mit den in der Datenbank verwendeten übereinstimmen, kann er vorhandene, für Ihn
interessante Informationen nicht finden. Es kann auch passieren, daß er Informationen
erhält über ein völlig anderes Wissensgebiet, zu dessen Beschreibung die selben Worte
gebraucht wurden, im Zusammenhang gesehen jedoch eine andere Bedeutung haben. Mit
den Erfahrungen, die bei derartigen Suchen gemacht werden, soll das intelligente
Frontendsystem die Fähigkeit erlernen, die Eigenheiten der Sprache des Benutzers zu
kennen und zu interpretieren.
4.1. Die Darstellung von Informationen
Um Informationen speichern, verwalten und wiederfinden zu können, müssen diese in ein
bestimmtes Schema gebracht werden. Wir bezeichnen dieses als die Darstellung bzw.
Repräsentation von Informationen. In Datenbanken werden Dokumente in Form von
Records gespeichert, die verschiedene Felder haben. In fast allen Datenbanken vorhanden
sind die Felder "Autor", 'Titel", "Abstract", "Dokumenttyp", "Deskriptoren",
"Informationsquelle", "Sprache" und "Veröffentlichungsjahr". Die Suche nach bestimmten
Begriffen kann auf diese Felder eingeschränkt werden ( z.B. so daß Namen nur im Feld
"Autor" gesucht werden, oder daß man im Feld "Dokumenttyp" angiebt, daß man nur an
Konferenzberichten interessiert ist ). Es ist abhängig von der gewählten Datenbank,
welche Felder vorhanden sind, und wie man darauf zugreifen kann (z.B. "Name/AU" um
den Namen im Feld "Autor" zu suchen). Es können nicht nur unterschiedliche Felder
vorhanden sein, es können auch gleichbedeutende Felder in verschiedenen Datenbanken
unterschiedlich ansprechbar sein (z.B. "Name/AU" oder "AU = Name" um im Feld "Autor" zu
suchen).
Ungeübte Benutzer haben meist kein Wissen darüber, in welchen Feldern sie in der
gewählten Datenbank suchen können und wie diese Felder heißen. Sie können nur
ausdrücken, worüber sie Informationen haben wollen, und machen dies üblicherweise mit
unstrukturierten Anfragen ( z.B. "Ich möchte etwas über Expertensysteme für die
Informationssuche wissen").
Alles das, was der Benutzer wissen möchte, bezeichnen wir als seinen Informationsbedarf.
Durch seine Sprache kann er diesen Informationsbedarf beschreiben. Um in einer
internationalen Datenbank Informationen zu finden, muß sein Informationsbedarf in einen
dem entsprechenden Host verständlichen Suchauftrag abgebildet werden. Dieser muß aus
Suchbegriffen, Boolschen Operatoren und Abstandsoperatoren konstruiert werden. Je
besser die Abbildung des Informationsbedarfes auf den Suchauftrag ist, desto besser wird
die gefundene Information den Informationsbedarf des Benutzers decken können. Bei der
Erstellung des Suchauftrages muß ein ungeübter Benutzer durch einen
Informationsvermittler oder durch ein intelligentes Frontendsystem unterstützt werden.
Somit gibt es mehrere Darstellungsarten für ein und denselben Bedarf an Information; so
wie es der Benutzer ausdrücken kann und so wie es der Host versteht. Je besser der
logische Inhalt bei der Abbildung dazwischen erhalten bleibt, desto mehr wird der
Benutzer mit der erhaltenen Information zufrieden sein.
193
Um diese Abbildungen durchführen zu können hat das intelligente Frontendsystem eine
einheitliche interne Darstellung für alle Informationen. Diese ist als semantisches Netz
implementiert. Die Informationen, die der Benutzer vom System geführt innerhalb von
Windows eingeben kann, werden in den Knoten des semantischen Netzes gespeichert.
Daraus werden dann unter Verwendung des Wissens über die Struktur der gewählten
Datenbank und über die Sprache des Hosts die Suchaufträge konstruiert.
Ein ausführliches Beispiel für die verschiedenen Darstellungen der Informationen befindet
sich in /MR89A
4.2. Der persönliche Thesaurus
Der persönliche Thesaurus wird im Dialog mit dem Benutzer und möglicherweise
gemeinsam mit einem Experten des entsprechenden Wissensgebietes erstellt. Wenn das
System weitere Informationen über verwendete Suchbegriffe erhält, wird die Information im
Thesaurus verbessert bzw. ergänzt. Diese Informationen können
- im Dialog mit dem Benutzer eingegeben werden, durch Angabe von Suchbegriffen,
Synonyma, übergeordneten, untergeordneten und ähnlichen Begriffen,
- während einer Recherche gespeichert werden, z.B. die Anzahl von Dokumenten die mit
diesem Begriff in einer bestimmten Datenbank gefunden wurden,
- oder aus gefundenen Dokumenten erarbeitet werden (z.B. Auswerten der Informationen
in den Deskriptoren).
Durch die Identifikation des Benutzers weiß das System welcher Thesaurus verwendet
werden muß.
Die Informationen im Thesaurus können verwendet werden, wenn
. die Datenbanken für die Informationssuche ausgewählt werden,
- eine Suche überarbeitet wird, weil zu wenig gefunden wurde,
- eine Suche überarbeitet wird, weil zu viel gefunden wurde.
Zwischen den Begriffen im persönlichen Thesaurus bestehen folgende Beziehungen:
Oberbegriff, Unterbegriff, Synonym, Related Term.
Bei einer Recherche mit mehreren Begriffen enthält man nicht nur Informationen über die
einzelnen Begriffe, sondern auch über die daraus zusammengesetzte Suchstruktur (z.B.
wie oft zwei Begriffe gemeinsam im selben Dokument vorkommen). Auch diese
Informationen werden im persönlichen Thesaurus gespeichert. Deshalb beinhaltet er zwei
Typen von Suchbegriffen:
Keywords: Begriffe, die nicht weiter geteilt werden dürfen (z.B.Expertensystem,
Information Retrieval)
Phrases: Zusammengesetzte Begriffe (z.B. Expertensystem und Information Retrieval).
Weitere Beschreibungen der Datenstruktur befinden sich in /PR89/, /RE90/.
Zur internen Darstellung derartiger Strukturen haben wir zwei Möglichekeiten untersucht:
- Listen, in welchen die Beziehungen zwischen den Begriffen als Properties angegeben
werden. Diese Listen können beliebig rekursiv sein, so daß jedem Begriff einer Liste
wiederum eine Liste von Beziehungen zugeordnet werden kann. Diese Struktur ist in
einem Prototyp für einen Thesaurus in Lisp implementiert; beschrieben in /IF88/.
- Semantisches Netz; die Begriffe bilden die Objekte in diesem Netz, die Beziehungen
zwischen den Objekten im Netz entsprechen den Beziehung zwischen den Begriffen.
Beziehungen können in Form von Properties angegeben werden oder durch
Zuordnung der Objekte zu einer Klasse (d.h. Zusammenfassen aller Objekte, die eine
bestimmte Beziehung zueinander haben).
Wir haben für weiterführende Implementationen die Struktur des semantischen Netzes
gewählt, da diese flexibler ist, und besser mit den anderen Teilen des Systems in
Verbindung gebracht werden kann.
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Beispiel für eine Phrase im semantischen Netz:







Bei der direkten Kommunikation mit einem Host ist es meist nur möglich Kommandos in
einem zeilenorientierten Modus einzugeben. Auch die meisten verwendeten
Terminalprogramme können nicht mehr als Informationen zeilenweise anzeigen; eventuell
in zwei verschiedenen Windows, eines für gesendete und eines für empfangene
Informationen. Wer jedoch einen Rechner am Arbeisplatz hat, kennt bereits von anderen
Programmen (z.B. Textverarbeitung, Spreadsheetprogramme) eine mit Windows gestaltete
Benutzeroberfläche
Auch ist es für viele Benutzer selbstverständlich, daß die Ein- und Augaben in ihrer
Muttersprache durchgeführt werden können und ebenso Menüs und Hilfsinformationen in
ihrer eigenen Sprache angezeigt werden. Das scheint aus der Sicht des Gesamtsystems
oft nur eine Kleinigkeit zu sein, ist aber für den ungeübten Benutzer von nicht zu
unterschätzender Bedeutung.
Wichtig ist auch, daß der Benutzer stets weiß, in welchem Zustand sich das System gerade
befindet. Dazu muß er laufend Informationen über die Aktivität des Systemes erhalten, wie
z.B. "die Auswahl der Datenbanken wird durchgeführt", "die Verbindung zum Host ist
aufgebaut" und ähnliches.
Wie bereits bei den Anforderungen an das intelligente Frontendsystem beschrieben, soll
die Benutzeroberfläche so gestaltet sein, daß ein unerfahrener Benutzer damit arbeiten
kann. In unserem intelligenten Frontendsystem ist die Benutzeroberfläche mit Windows
gestaltet. Jeder nötigen Aktivität ist ein entsprechendes Window zugeordnet. So gibt es
z.B. Windows
- für die Identifikation des Benutzers,
- für die Eingabe und für die Überarbeitung der Suchbegriffe,
- für die Auswahl von Feldern in welchen gesucht werden soll,
- für die Auswahl der Dokumente, die vom Host abgerufen werden sollen,
- für die Auswahl des Formates für die abgerufenen Dokumente, und ähnliches
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Welters gibt es Windows zum Anzeigen von Informationen, z.B.
- für die bereits eingegebenen Suchbegriffe
- für die Anzahl der gefundenen Dokumente
- für den Text eines Suchauftrages
- für erhaltene Dokumente
- für Informationen über den augenblicklichen Zustand des Systemes und
- Hilfetexte.
An Stelle weiterer Erklärungen werden Im folgenden einige der Windows abgebildet.
Die folgende Abbildung zeigt links Im Hintergrund ein Window mit den beretls eingegebenen Suchbegriffen, recht3 Im
Hintergrund ein Window zur Eingabe weiterer Suchbegriffe und im Vordergrund ein Window im dem In der Datenbank
















Die folgende Abbildung zeigt Im Hintergrund ein Window mit dem &gebnls einer Suche, Im Vordergrund ein Window
In dem der Text einer Phrase angezeigt wird. Da am Bilschlrm nur ein beschränkter Platz für die Anzeige zur Verfügung
steht, werden Informationen In knapper Form angezeigt. Auf Wunsch erhält der Benutzer weitere Informationen, wie
hier z.B. den vollständigen Text.
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(expert System or artificial intelligence) and
(info$ retrieval)
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Die folgende Abbildung zeigt ebenfalls das Ergebnis einer Suche. Hier wurde jedoch für einen eingegebenen Begriff







Inripx: Niimmpr: nefunden : laden:
Hit "Expertensystem" wurde nichts
gefunden t
Soll nach dem Synonym gesucht werden ?
Synonym: Expert System
( OK ) [cnNCELJ
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Die nächste Abbildung zeigt ein Window In dem ein vom Host abgerufenes Dokument gemeinsam mit dem
Suchbegriff durch welchen es gefunden wurde angezeigt wird.






Titel: ftnalysis of Online Searching Knowledge for
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Deskriptor: Infornation retrieual; Data bases
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6. Einsatzmöglichkeiten von Expertensystemen bei der Informationssuche
Zusätzlich zu den im Kapitel 3 erklärten Aufgaben haben wir an den Prototyp unseres
intelligenten Frontendsystemes noch folgende Forderungen gestellt:
- Gute, überschaubare Benutzeroberfläche mit Menüführung und Windowtechnik
- Klare, übersichtliche Struktur der Programme und Daten
- gute Wartbarkeit
- Flexibilität (gute Möglichkeiten, den Prototyp an eine geänderte Arbeitsumgebung oder
verschiedene Hostrechner anzupassen)
- Einsatz von Standardwerkzeugen und effiziente Programmentwicklung
Und wie bereits in Kapitel 2 beschrieben, war es eines unserer Ziele, die Eignung eines
Expertensystemes für die bei der Informationssuche gestellten Aufgaben zu untersuchen.
Wir haben dabei die folgenden Erfahrungen gemacht.
Einsatz bei der Beratung
Für die Aufgabenstellung, bei welcher eine Beratung durchgeführt wird, so wie man es
durch einen Experten gewohnt Ist, kann ein Expertensystem entweder einem Experten
routinemäßige Arbeit abnehmen (z.B Nachschlagen, Aufbau von Suchstrukturen) oder
einen im Umgang mit Computern vertrauten Laien unterstützen.
Mit dem im Expertensystem gespeicherten Wissen, können Entscheidungen getroffen
werden und dem Benutzer können die Gründe für diese Entscheidungen gezeigt werden.
Denn gerade bei einer Beratung ist es wichtig, daß man nicht nur ein Ergebnis präsentiert
bekommt, sondern auch die Gründe dafür sehen kann, und auch Alternativen gezeigt
bekommt und wählen kann.
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Wichtig ist die Gestaltung einer übersichtlichen Benutzeroberfläche, um dem Benutzer das
Wissen und die Entscheidungen verständlich präsentieren zu können.
Darstellung von Expertenwissen
Wissen, das in Form von Regeln ausgedrückt werden kann, hat die ideale Form, um in
einem Expertensystem dargestellt zu werden.
Die Regeln beinhalten das Wissen über die Vorgehensweise des Systems. Sie sind ein
fixer Bestandteil des Expertensystemes. Man kann sie auch als statisches Wissen
bezeichnen.
Um den Regeln entsprechend arbeiten zu können, braucht das System das aktuelle
Wissen, das in Form von Fakten angegeben wird ( Faktenwissen, z.B. Oberbegriff von
Expertensystem ist Künstliche Intelligenz). Das Faktenwissen steht oft in Form von großen
Datenmengen zur Verfügung (z.B. Begriffe im Thesaurus, Beschreibungen der
Datenbanken ). Diese großen Datenmengen können besser und effizienter von
Datenbankmanagementsystemen verarbeitet werden.
Es ist daher sinnvoll, ein Expertensystem durch ein Datenbankmanagementsystem zu
unterstützen, welches die Speicherung und Verwaltung des Faktenwissens übernimmt.
Benutzeroberfläche
Gerade von Beratungssystemen erwartet man, daß sie nicht nur intern viel Wissen
verarbeiten, sondern auch in der Lage sind, den Benutzer zu beraten und zu führen, und
ihm die Information übersichtlich und leicht verständlich zur Verfügung zu stellen. Auf
Graphikausgabe haben wir keinen Wert gelegt, da wir mit bibliographischen Datenbanken
arbeiten, und die Informationen in Form von Texten zur Verfügung stehen.
Es ist auch zu beachten, daß auf einem Bildschirm nur eine begrenzte Menge von
Informationen angezeigt werden kann. In unserem System gibt es daher Informationen, die
in Kurzform angezeigt werden, und für die bei Anfrage Erklärungen gezeigt werden (z.B.
vollständige Suchstruktur).
Expertensysteme sind gut dazu geeignet, die für den Benutzer wichtigen Informationen zu
liefern, um diese jedoch anschaulich präsentieren zu können, müssen sie oft mit anderen
Programmpaketen (z.B.Graphikprogramme) zusammenarbeiten.
Zusammenfassung
Expertensysteme sind gut dafür geeignet, um die Tätigkeiten eines Experten
durchzuführen, oder diesen zu unterstützen. Um sequentielle Abläufe effizient durchführen
zu können (z.B. Kommunikation mit Host) müssen sie konventionelle Programme
beinhalten, um mit großen Datenmengen arbeiten zu können, müssen sie von einem
Datenbankmanagementsystem unterstützt werden.
Unser intelligentes Frontendsystem zur Informationssuche ist als Expertensystem
implementiert, mit der bereits erklärten Unterstützung durch andere Programme.
Es führt eine Beratung eines Informationssuchenden durch und stellt als intelligentes
Frontendsystem eine mögliche Verbindung von Benutzer zum Host dar. Es führt
Funktionen aus, die bisher von menschlichen Experten durchgeführt wurden.
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Future Prospects for Text-Based
Information Retrieval
Gerard Salton







The widespread availability of machine-readable textual databases makes it necessary to deal with large col-
lections of heterogeneous texts in arbitrary subject areas. The normal linguistic text analysis methods based
on deep semantic analysis and on the construction of detailed knowledge bases covering the subject matter
of interest are not viable in these circumstances because the knowledge needed to understand unrestricted
subject matter is not readily available. Necessarily, the texts themselves must form the basis for the analysis
and text retrieval operations.
Approaches are outlined for text structuring and retrieval, based on flexible text matching methods
performed in a variety of different contexts. When global as well as local similarities exist between distinct
texts, the presumption is that the texts cover semantically similar subject areas. Evaluation results are
given covering retrieval experiments performed with textbook materials and collections of electronic-mail
messages.
2 Extended Summary
In dealing with large text databases in arbitrary subject areas, the following tasks are especially important:
• the content analysis and content representation of information items included in heterogeneous collec-
tions;
• the structuring of heterogeneous data collections to simplify data access - for example by forming
groups of related items, or by linking documents exhibiting sufficiently large subject similarities.
• the rapid comparison of query and document representations, and the identification of stored items
with sufficiently large query similarity;
• the design of flexible Systems for interaction between the users and the information System.
Many of these operations are related, and all of them ultimately depend on the methods used to represent
text content. The well-established methods for text analysis are not fully satisfactory when large masses of
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heterogeneous texts must be processed. Obviously, the text content cannot be represented fully accurately
by using sets of unrelated single terms or keywords, even when some contro] is imposed on the assignment of
the terms, and weights are assigned to the terms in order of presumed term importance. On the other hand,
the deep semantic approaches are also not immediately viable in unrestricted text handling Systems of the
type now needed in practice. Typically, knowledge bases providing semantic subject characterizations have
been built for limited contexts - stories dealing with certain traffic accidents, or with financial mergers and
acquisitions, or with certain violent crimes. But those approaches are not extendable to cover other contexts,
because quite different knowledge structures may then be needed for the text characterizations, including in
particular a good deal of eommon sense knowledge in addition to the more narrow technical know-how used
in restricted contexts.
Instead of following a weak strategy based on poorly understood knowledge-base constructions, or on
uncertain semantic characterizations obtained from dictionaries and thesauruses, an alternative text handling
approach is proposed where the texts themselves form the basis for the analysis operations. The basic idea
is that large masses of text are available for analysis, and that much of the text appears within particular
contexts that can be used for text Interpretation. Assuming that enough text is analyzed, and enough
contextual Information is used in the analysis, it should be possible to isolate text environments where word
meaning and word relationships are reasonably unambiguous. Such homogeneous text neighborhoods could
then ha linked, and the text links could then be used advantageously for text traversal, and tetrieval.
The following basic strategy may be considered:
1. Each text is broken down into individual local documents - for example, individual text paragraphs,
or text abstracts.
2. Each local document may be further broken down into local components, such as individual sentences
and phrases.
3. Context identifications are assigned globally to the documents and locally to the document components.
4. All documents are compared with all other documents, and when a sufficient coincidence exists between
two documents, based on both global as well as local text similarity measurements, the two texts are
considered to be related.
Given the variability of the language and the ambiguities inherent in natural-language text, how can
one argue that text excerpts with sufficiently similar vocabulary patterns in fact represent semantically
homogeneous text environments? For one thing, there are the arguments of certain influential philosophers
of language. Wittgenstein, in particular, claimed that the meaning of words is best obtained by studying
how the words are used in the spoken or written language:[l]
"For a large class of cases - though not for all - in which we use the word "meaning", it can be
defined thus: the meaning of a word is its use in the language".
By "use", Wittgenstein no doubt did not refer only to the word context within which the sentences or
utterances are placed, but also to the Situation and circumstances in which the utterances appear. But the
texts and utterances themselves are surely primary, and not some external knowledge base or dictionary
containing preset definitions.
In dealing with actual texts, regularities will be found that can help in text comprehension and elicit
appropriate responses by text users. For example, semantically distinct texts may well exhibit superficially
similar vocabularies; however, it is unlikely in such a case that substantial similarities are also present in
the local context of the overlapping vocabulary. Analogous considerations make it possible to conclude that
two sample texts are probably related, when reasonably large local similarities are detected, even though the
global similarity does not immediately lead to an unequivocal text classifkation.
The strategy followed in the text matching system then consists in comparing text excerpts, or text
units, at various levels of detail: global text similarities, applied for example to text paragraphs; more local
coincidences within the global contexts, applied for example to text sentences; still more local comparisons,
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applied for example to phrases. When enough similarities are detected in a variety of contexts for particular
sample texts, the assumption is that the texts are indeed semantically related.
In performing the text comparisons, the assumption is that each text is represented by a set of weighted
terms that can be generated automatically from the document texts [2,3] To determine the most effective
way to perform the text comparison, the füll text of a recent text in Information science was used as an
experimental database.[4]
The following questions were investigated in detail:
• how best to compare text paragraphs and text sentences;
• whether sentence matches are more secure when the sentences appear in matching paragraph pairs;
• whether semantically related paragraph pairs are easily identified by individual sentence matches, or
whether global text matches between the complete paragraphs are essential;
• whether matching paragraph pairs are more securely linked when the corresponding paragraphs also
contain matching sentence pairs;
• and whether secure and effective text links can be generated by any vocabulary matching system.
The experimental Output shows that when the proper combination of text matching criteria and similarity
measurements are used, related text paragraphs can be recognized with a high degree of accuracy.
The text matching methods developed with the textbook materials are used with collections of electronic-
mail messages, where the vocabulary is much more diverse, and the authorship varies from message to
message. When e-mail messages are processed, relevance assessments of queries with respect to documents
are automatically available by using coincidences in the subject descriptions and normal cross-references
between messages. Thus an objective evaluation System exists to assess the reträeval Performance.
Detailed evaluation figures are given of the Performance of various kinds of automatic message processing
Systems. It is believed that no other text analysis and retrieval strategy currently in view can compete in
effectiveness with the proposed automatic text matching Systems.
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3. Analogie zwischen Regeln und Dokumenten
4. Regeln und Methoden des Information Retrieval
4.1 Erschließung von Regelbeständen
4.2 Inferenzmechanismus als eine Retrievalstrategie mit
Erklärungskomponente
5. Schlußbemerkung und Ausblick
Abstract
In den regelbasierten Expertensystemen ist das Fachwissen in der Wis-
sensbasis in einer WENN - DANN - Form repräsentiert: WENN <Konditions-
folge> DANN <Aktion bzw. Entscheidung;». Zur Formulierung von Regeln
wird eine beschränkte Untermenge der natürlichen Sprache verwendet, die
um vereinbarte Relationen und Operatoren ergänzt ist. Die Regeln haben
eine einfache Syntax. Damit wird einerseits eine einfache Wissens-
akquisition mit Hilfe eines Fachmanns ermöglicht, andererseits die Wis-
sensbasis auf Plausibilität hin prüfbar, ohne daß der Fachmann die
Implementierungssprache und die Feinheiten des Systems kennen muß. Die
passenden Regeln werden während des Regel-Matching-Teils in mehreren
Schritten ausgesucht (Grob- und Feinsuche, Rückwärts- und Vorwärtsver-
kettung) . Es fällt auf, daß die Regeln im Prinzip ideale wohlstruk-
turierte Dokumente für ein Information Retrieval darstellen, zumal die
Anzahl von Regeln in einem regelbasierten System übersichtlich bleibt.
Im Beitrag wird gezeigt, daß dies eine automatische Erschließung der
Regelbestände mit Hilfe der Methoden aus dem Bereich der Information-
Retrieval-Systeme erlaubt (d.h. automatische Indexierung, automatische
Klassifikation, automatischer Thesaurusaufbau über die behandelte Wis-
sensbasis) . Eine so erschlossene und strukturierte Wissensbasis läßt
die Verwendung einer komplexen anwendungsorientierten Suchstrategie und
somit auch eine effiziente und effektive Realisierung von Schlußfol-
gerungsmechanismen zu. Die Realisiesung solcher Schlußfolgerungsmecha-




Im Bereich der Forschung und Entwicklung zu Information-Retrieval-Systemen (IR-
Systemen) ist schon vor der Hinzunahme von Methoden aus dem Gebiet der Künstlichen
Intelligenz (KI) eine Reihe fortgeschrittener (intelligenter) Verfahren zur automatischen
(oder semiautomatischen) Erschließung und Wiedergewinnung der Informationsquellen
entstanden. Obwohl sich diese Methoden zumindest in Laborversuchen (unter der Be-
rücksichtigung der gängigen Bewertungsparameter) bewährt haben bzw. ihre Überlegen-
heit theoretisch-experimentell nachgewiesen wurde, haben diese bislang keine Chance,
Eingang in existierende kommerzielle IR-Systeme zu finden. Die Gründe dafür liegen
u.a. in der Schwerfälligkeit der sich am Markt befindlichen Produkte solcher Systeme
gegenüber konzeptioneller Innovation und daraus resultierenden Schwierigkeiten (bzw.
prinzipielle Unmöglichkeit), die notwendigen Veränderungen beim laufenden Betrieb
solcher Systeme durchzuführen. Dem kann nur eine gänzliche Neukonzeption moderner
IR-Systeme abhelfen. Solche Projekte gibt es nicht, jedenfalls keine mit realer Zeit-
planung und realem Anwendungsbezug (vgl. auch Kuhlen (1985)).
Die sog. Expertensysteme (ES) befinden sich demgegenüber konzeptionell größtenteils
noch in der Entwicklung und viele sie betreffende Probleme sind noch ungelöst. Daher
sollten sie auch für eventuelle Innovation offener sein. Die mangelhafte Kontinuität zwi-
schen den Forschungsaktivitäten zu beiden o.g. Systemarten führte insbesondere auf der
Seite der Expertensysteme häufig zu redundanten "Neuentwicklungen" (vgl. z.B. den
Rete-Algorithmus von Forgy (1982)) oder schwerfälligen Lösungen gerade dort, wo Er-
fahrungen aus dem IR-Bereich genutzt werden könnten. Im weiteren wird auf einige die-
ser Lösungsmöglichkeiten aus dem Bereich der IR-Systeme hingewiesen, die sich u.a.
auf eine strukturelle und inhaltliche Ähnlichkeit zwischen einem (Text-)Dokument (der
IR-Systeme) und einer Regel (der regelbasierten ES) und auf die daraus resultierende
Verwandschaft geeigneter Inferenzprozesse stützen.
2. Regelbasierte Expertensvsteme
Im weiteren werden einige der Haupteigenschaften von regelbasierten Systemen (RB-
Systeme) etwas stilisiert dargestellt. In einem regelbasierten System ist die Darstellung
des Fachwissens in der Wissensbasis in einer WENN-DANN-Form repräsentiert:
WENN <Konditionsfolge> DANN Entscheidung bzw. Aktion>.
Bei der Formulierung der Regeln wird in vielen Anwendungen eine beschränkte Unter-
menge der natürlichen Sprache (für Attribute, Variable, Objekte, Aktionen oder auch
ihre Ausprägungen) verwendet, die um syntaktisch eindeutige Relationen und Operato-
ren ergänzt wird.
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Die Regelbedingungen können eine der folgenden Formen annehmen:
Attribut (Variable) rel Wert
Attribut (Objektr) rel Attributj (Objekts)
Objekti rel Objektj,
wobei 'rel' für eine Relation steht (s.u.).
Beispiele:
Tiefe (Frästasche) - 50,00 mm;
Radius (Bohrloch) < Breite (Frästasche),
Bearbart () = Feinbearb;
Bearbart (Fräse) - Feinbearb;
Bohren (Bohrloch) nach Fräsen (Frästasche);
Typ (Fläche) = Planar;
Typ (Werkzg3) = Fräse2
Ähnliche Ausdrücke können auch im Entscheidungsteil stehen (als Schlußfolgerung
einer Konditionsfolge). Um die Speicherung von Regeln zielgerichteter zu gestalten,
können noch sog. Task-Konditionen eingeführt werden. Diese ermöglichen eine Vor-
sortierung von Regehi, die auch ihre gezielte Abspeicherung im Arbeitsspeicher bewirkt.
Die erste Bedingung (Kondition) jeder Regel wird dann ein Test auf den entsprechenden
Task oder Arbeitsspeicherbereich.
Beispiele ("Identif' entspricht "identifiziert als"):
Identif = Frästasche (bzw. Task = Frästasche);
Identif = Bohrloch in Frästasche;
Identif = Feinbearb.
In fast allen KI-Anwendungen tritt ein Suchproblem in irgendeiner Form in Erschei-
nung, im einfachsten Fall als Entscheidung bzw. Wahl zwischen mehreren Alternativen.
Die eigentliche Suche bzw. Wahl geschieht im sog. Regelinterpreter. Man spricht in
diesem Zusammenhang auch von "pattern matching" oder "Regel-Matching". Für das
Durchlaufen (Suche) der Regelbasis muß eine Steuerungsstrategie (d.h. eine Abarbei-
tungsstrategie - engl.: "control strategy") bestimmt werden. Häufig wird eine solche
Strategie schon bei der Regelsyntax bzw. Regelformulierung berücksichtigt. Wenn ein
RB-System von bekannten Fakten ausgeht und zu neuen, abgeleiteten Fakten gelangt,
spricht man von Vorwärtsverkettung. Bei Rückwärtsverkettung dagegen zieht ein
RB-System hypothetisch Schlußfolgerungen und WENN-DANN-Regeln werden ver-
wendet, um rückwärt» zu hypotheseuterstützenden Fakten zu gelangen.
Ein deduktionsorientiertes WENN-DANN-Regelsystem kann vorwärts oder rückwärts
ablaufen. Die Wahl der geeigneten Strategie wird durch die Aufgabenstellung und durch
die Form des Suchraumes entschieden. Wenn von einer Reihe Fakten alles aufgedeckt
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werden soll, was abgeleitet werden kann, sollte nach Winston (1987:199) das RB-Sy-
stem vorwärts laufen (vgl. z.B. das regelbasierte Expertensystem für die Konfiguration
von VAX-Computern XCON). Wenn jedoch das Ziel darin besteht, eine bestimmte
Schlußfolgerung zu bestätigen oder abzulehnen, sollte das RB-System rückwärts laufen,
denn gewöhnlich können sehr viele für den Zielschluß irrelevante Schlüsse aus einer an-
fänglich gegebenen Reihe von Fakten entstehen. Wenn alle diese Fakten in ein vorwärts-
verkettendes WENN-DANN-Regelsystem eingegeben werden, wird dies durch ihre
Kombination zur Entstehung eines zu großen Suchraumes führen. Rückwärtsverkettet
arbeitet z.B. das bekannte Expertensystem MYCIN zur Diagnose von Blutinfektionen.
Die Regeln in einem RB-System bilden (nach Winston (1987:203ff)) natürliche Grup-
pen gemäß den in ihren Aktionsteilen ausgedrückten Schlüssen. Wie noch gezeigt wird,
ist eine pseudohierarchische Regelklassifikation auch unter der Einbeziehung der Re-
gelbedingungen dem späteren Verwendungszweck (d.h. einer effektiven und effizienten
Inferenzstrategie bzw. Regelauswahl) angemessener. Durch diese automatisch ablaufen-
de Klassifikation kann der o.g. Suchraum reduziert und beide Abarbeitungsstrategien
auch sinnvoll vermischt werden.
Werden mehrere Regeln als geeignet ausgewählt, muß eine passende Konfliktlösungs-
strategie angewandt werden, die eine von den gewählten Regeln zur Aktivierung be-
stimmt. Die Mechanismen der Konfliktlösung variieren von ES zu ES und ihre Wahl
wird meistens ad hoc getroffen (vgl. Winston (1987:188ff) oder Jackson (1986: 33ff)).
Durch die im Abschnitt 4 beschriebenen Methoden, die zu einem Regel-Ranking füh-
ren, sind mögliche Kriterien für eine Konfliktlösungsstrategie schon vorgegeben.
Williams/Bainbridge (1988) führen die folgenden Vorteile der RB-Systeme auf:
RB-Systeme weisen eine nützliche Modularität auf, in der die Regeln voneinan-
der und vom Rest des Systems unabhängig sind. Jede Regel kodiert einen Teil
des unabhängigen Fachwissens.
Die o.g. Modularität erlaubt inkrementelles Entwickeln der Wissensbasis.
Für die Implementierung von Inferenzprozessen werden einfache Verkettungs-
methoden verwendet, die den Vorgängen beim Menschen nicht unähnlich sind.
Da die Regeln voneinander und von der Steuerungsstrategie unabhängig sind, ist es nicht
möglich, die genauen Eigenschaften des Systemverhaltens durch eine statische Analyse
zu bestimmen. Dies ist jedoch für einen Systemtest notwendig. Daher entsteht bei der
Verwendung in kritischen Situationen eine Reihe von Problemen.
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Nach Jackson (1986:46ff) hat sich die Methodik der regelbasierten Programmierung nur
langsam entwickelt. Es bedarf beträchtlich mehr Aufwand, ein effektives regelbasiertes
Programm zu entwickeln, als eine Menge von Regeln, die die Verallgemeinerungen dar-
stellen, welche von einem Experten benutzt werden, aufzuschreiben und in einer ent-
sprechenden Sprache zu kodieren. Sogar für den Fall, daß die Regeln präzise wahre Aus-
sagen über den Gegenstandsbereich ausmachen, wird die erwartete Regelauswahl und
Programmabarbeitung nicht garantiert. Nach Jackson (1986:87) unterstützen die
meisten Regelinterpreter kein Backtracking, da "die Modifikationen der Datenstruktur
destruktiv sind", was das Zurückgehen auf einen früheren Zustand erschwert. Die de-
struktiven Modifikationen sind effizienter - sie sparen offensichtlich Platz, indem sie
Speicherrepräsentationen am Ende jedes Erkennungs-Aktions-Zyklus verändern, anstatt
alte Zustände stapelartig aufzubewahren.
Es besteht kaum Zweifel, daß regelbasiertes Programmieren als eine Implementierungs-
möglichkeit für Expertensysteme auch weiterhin populär bleibt. Eine der Gründe dafür
liegt in der Tatsache, daß es viele Experten gibt, die ihr Wissen relativ leicht in dieser
Form auszudrücken vermögen. Nun, wie schon gesagt, eine explizite Strategie für die
RB-Programmierung gibt es nicht. Die in Abschnitt 4 vorgeschlagene Vorgehensweise
versucht eine Alternative darzustellen.
3. Analogie zwischen Regeln und Dokumenten
Aus der obigen Beschreibung ist ersichtlich, daß die Regeln wohlstrukturierte
Dokumente für ein Information Retrieval darstellen. Für die Regeln gilt u.a.:
Sie haben eine feste und eindeutig auflösbare Syntax, d.h. syntaktische Mehrdeu-
tigkeit tritt nicht auf.
Sie verwenden einen beschränkten, kontrollierten (natürlich-sprachlichen) Wort-
schatz und eine bestimmte Anzahl eindeutiger Beziehungen (Relationen) zwi-
schen ihren Elementen (u.a. die Synonymiekontrolle und Homonymieauflösung
werden gewährleistet - d.h. semantische Mehrdeutigkeiten treten nicht auf).
Sie haben als Dokumente für die automatische Erschließung eine ideale Länge
(etwa bis eine Seite, d.h. sie entspricht der Länge eines Abstracts).
Diese Merkmale erlauben eine automatische Erschließung der Regelbestände (d.h.
automatische Indexierung, automatische hierarchische Klassifikation von Regeln, Regel-
teilen und Regeltermen und somit auch automatischen Thesaurusaufbau über die behan-
delte Wissensbasis), zumal die Anzahl von Regeln in regelbasierten Systemen einiger-
maßen übersichtlich bleibt. Eine so erschlossene, hierarchisch strukturierte regelbasierte
Wissensbasis erlaubt dann die Verwendung einer beliebig komplexen Suchstrategie und
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somit auch ein komplexes anwendungsorientiertes Retrieval. Im Rahmen eines sol-
chen Regelretrieval sind auch die üblichen Schlußfolgerungsmechanismen, wie z.B.
Backtracking, Rückwärts- und Vorwärtsverkettung, wesentlich effizienter und effektiver
zu realisieren, als dies bisher in herkömmlichen regelbasierten Systemen der Fall ist.
4. Regeln und Methoden des Information Retrievals
In diesem Abschnitt wird an einem Beispiel gezeigt, wie einige fortgeschrittene
Methoden aus dem Bereich der IR-Systeme bei der Problemlösung mit RB-Systemen
sinnvoll eingesetzt werden können.
Es werden die folgenden Regeln behandelt*:
formal
formal
Rl: WENN das Tier Haare hat
DANN ist es Säugetier.
R2: WENN das Tier Milch gibt
DANN ist es Säugetier
R3: WENN das Tier Federn hat
DANN ist es ein Vogel
R4: WENN das Tier fliegt formal
und es Eier legt
DANN ist es ein Vogel
R5: WENN Tier = Säugetier R6:
und es frißt Fleisch
DANN Tier = Fleischfresser
R7: WENN Tier = Säugetier R8:
und es Hufe hat
DANN ist es ein Huftier
R9: WENN Tier = Fleischfesser RIO:
UND Farbe (Tier) = gelbbraun
UND Flecken (Tier) = dunkel
DANN Tier = Gepard
Rll: WENN Tier = Huftier R12:
UND Hals (Tier) = lang
UND Farbe (Tier) = gelbbraun
UND Flecken (Tier) = dunkel
DANN Tier = Giraffe
R13: WENN Tier = Vogel R14:
UND Tier .tun. Nichfliegen
UND Beine (Tier) = lang
UND Farbe (Tier) = schwarz+weiß
DANN Tier = Strauß
WENN Tier .haben. Haare
DANN Tier = Säugetier
WENN Tier .tun. Milchgeben
DANN Tier = Säugetier
WENN Tier .tun. Fliegen
UND Tier .tun. Eierlegen
DANN Tier = Vogel
WENN Tier = Säugetier
und es spitze Zähne hat
und es Klauen hat
DANN Tier = Fleischfresser
WENN Tier = Säugetier
und es wiederkäut
DANN ist es ein Wiederkäuer
und ist es ein Paarhufer
WENN Tier = Fleischfresser
UND Farbe(Tier)=gelbbraun
UND Streifen(Tier)=schwarz
DANN Tier = Tiger
WENN Tier = Huftier
UND Farbe (Tier) = weiß
UND Streifen(Tier)=schwarz
DANN Tier = Zebra
WENN Tier = Vogel
UND Tier .tun. Nichtfliegen
UND Tier .tun. Schwimmen
UND Farbe = schwarz+weiß
DANN Tier = Pinguin
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R15: WENN das Tier ein Vogel ist
UND es gut fliegt
UND Farbe (Tier) = weiß
UND Tier >Möve
DANN ist es ein Albatros
R16: WENN das Tier ein Vogel ist
UND Farbe (Tier) = schwarz
UND Tier = Fleischfresser
UND
DANN ist es ein Kondor
4.1 Erschließung von Regelbeständen
Die Regeln aus dem obigen Beispiel können nun indexiert werden. Dabei soll zumin-
dest die Kompositazerlegung und die Zurückführung auf die Grundform durchgeführt
werden. Die ersten Bedingungen der Regeln, die eine Identitätsrelation aufweisen, kön-
nen als die o.g. Task verwendet werden und somit implizit zu einer Erweiterung der
Indexierung von einzelnen Regeln beitragen (durch WENN-Teile von Regeln, die eine
identische Bedingung im DANN-Teil haben - s.u.). Die Regel R8 wird nun mit folgen-
den bedeutungstragenden Wörtern indexiert:
WENN-Teil: Tier, Säugetier (,Haare, Milch), wiederkäuen
DANN-Teil: Hufe, wiederkäuen (, Tier)
Im Thesaurus werden z.B. beim Begriff "Säugetier" die Verweise auf Rl und R2
(DANN-Teil) bzw. auf die Regeln R5 bis R8 (WENN-Teil) eingetragen. Die Vorgehens-
weise der Indexierung und der Regelinvertierung ähnelt dem Rete-Algorithmus von
Forgy (1982).
Unabhängig von der oben erwähnten Möglichkeit der automatischen Klassifikation kann
nun auch die Vorauswahl der Regeln effizienter gestaltet werden. Der Interpreter wählt
in diesem Falle zunächst nur die potentiellen Regeln aus dem Arbeitsspeicher aus. Diese
Regeln sind indexiert und der Zugriff auf sie wird über ein Thesaurus verwaltet. Diese
Vorauswahl kann in zwei Stufen ablaufen (vgl.Panyr/Schütt (1988)):
(a) Grobsuche: Die Regeln werden nur anhand ihrer äußeren Merkmale ausgewählt.
Diese Merkmale können direkt in einem Thesaurus verwaltet werden. Wurden
mehrere Regeln gefunden, die sich auf die entsprechende Problematik beziehen,
werden diese anhand der berechneten einfachen Gewichte (z.B. nach der Art der
linearen Pseudobooleschen Logik - etwa nach der Anzahl der vorhandenen rele-
vanten Merkmale) sortiert, d.h. es wird ein Regel-Ranking durchgeführt.
(b) Feinsuche: Bei der Feinsuche werden die passenden Regeln nacheinander ausge-
wählt (bei Rückwärtsverkettung nacheinander ergänzt). Die Auswahl kann u.a.
durch eine Modifikation der Gewichtung (z.B. anhand der erfüllten Bedingun-
gen) und der daraus resultierenden Veränderung der Regelrangfolge erfolgen.
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Der Suchvorgang (Wiederauffindungsvorgang) kann ähnlich wie beim Information Re-
trieval auch als die Recherche bezeichnet werden. Dementsprechend wird auch über die
Grob- und Feinrecherche gesprochen.
Eine komplexere Suchstrategie ermöglicht z.B. die Anwendung des pseudohierarchi-
schen Klassifikationsverfahrens STEINADLER (vgl. Panyr (1986a)). Das Verfahren
klassifiziert sowohl Terme als auch Dokumente. Es läuft in drei Stufen ab:
Bestimmung der Hierarchieebenen der Klassifikation (sog. Prioritätsklassen -
PK), d.h. die Einteilung der Deskriptoren und der zugehörigen Regelbedingungen
in regelbestandbezogene Wichtigkeitsstufen (z.B. anhand ihrer Häufigkeit)2;
PK 5 (die allgemeinste): Tier (16 Regeln: WENN-Teil);
PK 4: Säugetier (6 Regeln: 4 mal WENN, 2 mal DANN),
Vogel (6 Regeln: 4 mal WENN, 2 mal DANN);
PK3: Hufe (4 Regeln: 2 mal WENN, 2 mal DANN),
Fleischfresser (5 Regeln: 3 mal WENN, 2 mal DANN),
Fliegen (4 Regeln: 4 mal WENN-Teil);
PK 2 (bei zwei Worten handelt es sich um ein Attribut mit Wert):
Farbe gelbbraun (3 Regeln), Nichtfliegen (2 Regeln),
Streifen schwarz (2 Regeln), Farbe schwarz+weiß (2 Regeln),
Farbe weiß (2 Regeln), Flecken dunkel (2 Regeln);
PK 1: restliche (spezifische) Wörter (einschließlich Komposita).
Clustering der Regelbegriffe und der zugehörigen Regeln nur innerhalb der
einzelnen Hierarchieebenen: Die Güster können sich überlappen. Sie bilden die
Knoten des erzeugten Klassifikationsnetzes (-baumes). In unserem Beispiel wer-
den sich keine neuen Cluster - Knoten des entstehenden Klassifikationsnetzes -
bilden, d.h. es bleibt bei den ursprünglichen Begriffen und ihren zugehörigen
Regelmengen. Ein anderer Fall wird eintreten, wenn PK 4 und PK 3 zusammen-
geführt werden. Dann werden noch andere Cluster entstehen, wie z.B. (Vogel,
Fliegen), (Säugetier, Heischfresser), (Säugetier, Hufe), (Vogel, Fliegen, Fleisch-
fresser). Die Relationen "tun" und "haben" werden zunächst gleich behandelt.
Verknüpfung der Knoten benachbarter Hierarchieebenen untereinander:
Dabei kommt es zu einer Korrektur (Ergänzung) der vorher für jede Ebene ge-
trennt durchgeführten Clusterbildung und zu einer Spaltung der Knoten in mehre-
re Teilknoten (sowohl bzgl. der Klassifikationsterme als auch bzgl. der zugehö-
rigen Regelmengen). Hier z.B. wird anhand der disjunkten Knoten Vogel und
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Säugetier in der PK 4 der Fleischfresser Kondor in der PK 3 von sonstigen
Fleischfressern abgespalten und zum Cluster (Fliegen) zugeordnet (als Teil-
knoten (Fliegen, Fleischfresser)). WENN-Teile werden implizit mit Hilfe der
DANN-Teile anderer Regeln evtl. rückwärtsgehend ergänzt (z.B. R16 durch R4
oder R9 durch R5). Dementsprechend werden auch die zugehörigen Regelmen-




































Abbildung 1: Klassifikationsbaum (ein Ausschnitt)
für die behandelte Regelmenge
Aufgrund der in Abschitt 3 genannten Eigenschaften kann das Klassifikationsverfahren
STEINADLER für die Erschließung von Regelmengen insbesondere in seiner dritten
Stufe (gegenüber der Anwendung bei großen thematisch heterogenen Dokumentenmen-
gen in einem IR-System) wesentlich vereinfacht werden, ohne daß dies die Qualität der
Klassifikation beeinträchtigen wird. Die Ergebnisse der Klassifikation können auch um
neuen Regeln erweiten werden (Updating), ohne daß die Klassifikation neu durchge-
führt werden muß. Nach einem abgeschlossenen Klassifikationsprozeß müssen noch die
o.g. Verweise im Thesaurus ergänzt bzw. modifiziert werden. Sie werden sich jetzt
nicht auf die einzelnen Regeln, sondern auf die einzelnen Knoten des Klassifika-
tionsnetzes bzw. -baumes beziehen. Die gewonnene Ordnungsstruktur der Regeln kann
als Erklärungskomponente des Systems direkt ausgewertet werden (s.u.).
4.2 Inferenzmechanismus als eine Retrievalstrategie mit Erklärungskomponente
Die Suche (Recherche) in einem so erschlossenen Regelbestand kann mit einer aus dem
Bereich der IR-Systeme bekannten Methode, wie z.B. mit Suche mit Ähnlichkeitsmaßen,
mit Fuzzy-Suche bei unscharfen Bedingungen (vgl. Panyr (1986b)) bzw. mit einem der
Verfahren der Clustersuche (vgl. Panyr (1986a,1987)), vollgezogen werden. Auf die
Gruppe der erstgenannten Suchverfahren, die in der Regel über eine invertierte Liste
gesteuert werden, wird nicht näher eingegangen.
Wie schon oben erwähnt wurde, sind durch die Anwendung der beschriebenen Suchver-
fahren und auch durch die Anwendung von Regel-Ranking auch die möglichen Kon-
fliktlösungsstrategien vorgegeben (so z.B. die Spezialisierungs-, Regel- und Grö-
ßenanordnung oder Kontextbeschränkung). Durch die Anordnung von Regeln und Re-
gelbedingungen (unter Berücksichtigung von sowohl WENN- als auch DANN-Bedin-
gungen bzw. -Aktionen) in einem hierarchischen Klassifikationsnetz bzw. -bäum (mit
Verweisen zu Vater- und Nachbarknoten) wird sowohl Vorwärts- als auch Rückwärts-
verkettung mit entsprechender Backtracking-Strategie unterstützt. Die Suche, die von
Blättern eines Baumes ausgeht, ist immer effizienter als die von der Wurzel.
Die eigentliche Suche auf der Grundlage eines vorklassifizierten Regelbestandes kann in
zwei Schritten erfolgen:
Im ersten Schritt ist der Suchprozeß auf das Auffinden eines oder mehrerer Clu-
ster - Knoten eingeschränkt. Diese Schritt entspricht der Grobrecherche und
wird als Clustersuche bezeichnet.
Im nachfolgenden Schritt kommt es zu einer "Inspektion" der zu diesen Clustern
gehörigen Regeln bzw. Regelteile und zur Auswahl der relevantesten, d.h. zu
einer Art von Feinrecherche.
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Die Grobrecherche in der vorklassifizierten Regelmenge basiert (ähnlich wie bei der
Dokumentenklassifikation in IR-Systemen) auf der sog. Clusterhypothese (vgl. Van
Rijsbergen (1979: 45)). Für die durch das STEINADLER-Verfahren erzeugte Ordnungs-
struktur (es werden primär Regelterme klassifiziert und dabei auch die zugehörigen
Regelgruppen modifiziert), lautet diese Hypothese wie folgt (vgl. Panyr (1986a:256)):
Die Regeln (bzw. Regelteile) eines Teilknotens sind bezüglich der gleichen Pro-
blemstellung (zunächst) als gleich relevant betrachtet.
Dabei kommen vor allem die Teilknoten in Frage, die die Ausgangsknoten eines Astes
bilden (s.u.), der durch die Projektion der Problemformulierung in den Klassifikations-
baum gewonnen wurde. Im günstigsten Falle, falls alle Konditionen für die Wahl einer
Regel erfüllt werden, entsprechen die ausgewählten Ausgangsknoten irgendeinen Blät-
tern des Klassifikationsnetzes.
Die im folgenden beschriebene Retrievalstrategie operiert auf einer hierarchischen
Klassifikationsstruktur und ist daher effizienter als die Clustersuche in einer nicht-
hierarchischen Klassifikation. Zum Auffinden des Clusters (Teilknotens) mit dem größ-
ten Korrelationswert werden ("top down") etwa log p Vergleiche benötigt (p ist die An-
zahl der Klassifikationsobjekte). Die STEINADLER-Suchtechnik ist schneller, da sie
auch "bottom up" arbeitet. Sie benötigt eine Term-Knoten-Liste. Die Verwendung
einer solchen Liste ist jedoch zum Einfügen, zur Aktualisierung und zum Löschen von
Klassifikationsobjekten unabdingbar. Da es sich dabei primär um eine Termklassifika-
tion handelt, übernimmt diese Liste auch die Funktion eines Thesaurus. Die Klassifika-
tionsstruktur ist so gestaltet, daß sie immer eine Rückkehr "nach oben" (d.h. sog. Back-
tracking) und eine Verzweigung zu einem Nachbarknoten ermöglicht, falls bei vorher
erreichten Teilknoten ein bestimmter Schwellenwert nicht erzielt wurde.
Während der Recherche auf dem Klassifikationsnetz (entspricht hier der Problem-
lösungskomponente) werden die folgende Schritte durchlaufen:
(i) die Projektion der Problemstellung (Anfrage) auf das Klassifikationsnetz;
(ii) die Auswertung der Übereinstimmung dieser Abbildung mit der Ordnungs-
struktur des Regelbestandes, die durch den Klassifikationsbaum dargestellt wird
(Rankingalgorithmen als vorweggenommene Konfliktlösungsstrategie);
(iii) die Bereitstellung von Recherchehilfen, u.a. das Angebot der Präzisierungs-
möglichkeiten zur Verbesserung oder auch Erklärung des Rechercheergebnisses;
(iv) Inspektion der gefundenen Regeln zwecks genauerer Beantwortung der Anfrage;
(v) die Möglichkeit der Wiederholung eines beliebigen Rechercheschrittes mit der
Ausgabe der Zwischenergebnisse.
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Die Schritte (iii) und (v) dienen auch als Erklärungskomponente. Der Schritt (iv) ent-
spricht in etwa der Feinrecherche. In ihm wird z.B. untersucht, auf welcher Position in
einer Identitätsrelation ein Suchterm auftritt (da "Tier" in der Regel links auftritt, wird es
niedriger gewichtet als seine spezielle Ausprägung). Der größte Teil der zu einer Feinre-
cherche benötigten Informationen kann in der Term-Knoten-Liste gespeichert werden.
Auf die formale Repräsentation der entsprechenden Retrievalfunktion und eine detail-
lierte Beschreibung der Retrievalstrategie wird nicht näher eingegangen. Sie ist ausführ-
lich in Panyr (1986a:265-281) dargestellt. Es gilt jedoch - grob gesagt, daß als Ergebnis
der Recherche (im Rang 1) der Regelteil eines solchen Termteilknotens betrachtet wird,
der den Ausgangsknoten ("bottom up") des längsten Astes (Pfades) im Klassifikations-
baum bildet, der durch die Terme der vorgelegten Problemstellung bestimmt werden
kann. Die Suchterme des Ausgangsknotens haben also die niedrigste (spezifischste) PK
aller Suchbegriffe. Als die Länge eines Astes wird dann die Anzahl der Suchbegriffe
genommen, die sich im Klassifikationsbaum auf diesem Pfad befinden (alle Hierarchie-
ebenen müssen dabei nicht besetzt werden). Haben mehrere verschiedene Äste die glei-
che Länge, so kann z.B. als Rechercheergebnis (im Rang 1) der Ausgangsteilknoten
(bzw. sein Regelteil) eines solchen Astes genommen werden, der in einer niedrigeren
(spezifischeren) Prioritätsklasse anfängt. Gegebenenfalls können noch weitere Parameter
hinzugezogen werden. Die in die Retrievalvorgehensweise integrierten Ranking-Algo-
rithmen bilden also auch die Basis für die Konfliktlösungsstrategie. In einem nicht
eindeutig entscheidbaren Fall wird dann die Präzisierungskomponente eingeschaltet. Die
Vorgehensweise wird nun anhand einiger Beispielen illustriert (vgl. Abbildung 1).
Beispiel 1:
Frage: Wann ist ein Tier ein Säugetier ?
Es werden also DANN-Teile mit "Säugetier" gesucht (hier also Rl und R2 mit "Säuge-
tier" auf der rechten Seite der Identitätsrelation). Von den gefundenen und von den auf
dem gleichen Ast in den oberen PK befindlichen Regeln werden dann die WENN-Teile
ausgebenen.
Antwort: Ein Tier = Säugetier, wenn .haben. Haare und wenn .tun. Milchgeben.
Beispiel 2:
Frage: Wie wird ein Pinguin erkannt ?
Es wird ein DANN-Teil mit "Pinguin" gesucht (hier R14) und dazu alle auf den gleichen
Ast darüberliegenden Konditionen der WENN-Teile einschließlich der WENN-Teile zur
Identifikation eines Vogels ausgegeben. "Fliegen" wird nicht mehr angeboten, da es im
Kompositum "Nichtfliegen" vertreten ist
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Antwort: Ein Pinguin = Vogel und .tun. Nichtfliegen und Farbe (Pinguin) =
schwarz+weiß und .tun. Schwimmen und .tun. Eierlegen und .haben. Feder.
Beispiel 3:
Frage: Was ist es für ein Tier, das die folgenden Merkmale aufweist: Farbe gelbbraun,
Flecken dunkel, Säugetier ?
Es wird versucht, vom Ausgangsteilknoten (Farbe gelbbraun, Flecken dunkel) "nach
oben" ausgehend, den Ast mit Term "Säugetier" zu bestimmen. Diese Fragestellung wird
von zwei Teilknoten mit Regeln R9 ("Gepard") oder Rl l ("Giraffe") auf zwei verschie-
denen Ästen erfüllt.
Antwort (zwei Möglichkeiten):
1) Es werden zwei Antworten gegeben:
"Gepard" mit "Fleischfresser" und "Giraffe" mit "Hufe" (als Unterscheidungs-
merkmale).
2) Es wird mit Hilfe der in der Fragestellung fehlenden Unterscheidungsmerkmale (und
somit auch in den Astlängen nicht berücksichtigten Knoten aus der PK 3) präzisiert:
Hat das Tier Hufe oder ist es Fleischfresser ?
Je nach dem Benutzerfeedback wird die passende Regel ausgewählt.
Beispiel 4:
Frage: Frage aus dem Beispiel 3 mit zusätzlicher Eigenschaft "Hals lang".
Antwort: Die Fragestellung korrelliert am meisten mit der Regel Rl 1, die dann auch im
Rang 1 angeboten wird. Im Rang 2 wird jedoch noch die Regel R9 angeboten, da in ihrer
Bedingungen die Angaben in bezug auf "Hals" fehlen. Zusätzlich werden zu beiden Re-
geln noch die astbildende Unterscheidungsmerkmale "Hufe" (Rll) und "Fleischfresser"
(R9) angegeben.
Die o.g. Präzisisierug kann noch zwischen folgenden Präzisierungsarten unterscheiden:
Präzisierung in der Umgebung der Suchbegriffe, wie z.B. beim Suchbegriff
"Fliegen" die Wahl zwischen dem Knoten (Fliegen) und (Fliegen, Fleischfresser);
Präzisierung "nach oben", wie z.B. die Wahl zwischen den Knoten K8 und K9
mit Hilfe der darüberliegenden Knoten (Hufe) und (Fleischfresser);
Präzisierung "nach unten", wie z.B. beim Knoten (Säugetier) die Wahl zwi-
schen den Ästen mit dem Knoten (Hufe) oder mit dem Knoten (Fleischfresser).
Alle Präzisierungsarten können miteinander kombiniert und weiter "nach oben" oder
"nach unten" fortgesetzt werden. Die Präzisierungsvorgehensweise kann zu den
Relevanzfeedback-Verfahren zugeordnet werden (vgl. auch Panyr (1986a:288ff) und
auch als Erklärungskomponente bzgl. der Systementscheidungen verwendet werden.
216
5. Schlußbemerkung und Ausblick
Die Theorie der IR-Systeme und auch der Clusteranalyse bietet noch weitere technologi-
schen Anregungen für die Methoden der Expertensysteme. Das konzeptionelle Clu-
stering (vgl. z.B. Michalski/Stepp (1983)) hat sich im KI-Bereich schon durchgesetzt.
Die Analogie zwischen Regeln und Dokumenten wurde bisher nicht ausgenutzt (der
Rete-Algorithmus von Forgy (1982) wurde anders motiviert). Im natürlich-sprachlichen
Bereich wurde schon versucht, eine Korrespondenz zwischen Frames und Clustern fest-
zustellen (vgl. auch Rieger (1984)). Dadurch könnte die obige Strategie u.U. auch auf
objekt-zentrierte Systeme übertragen werden.
Während die Fachleute aus dem Gebiet der IR-Systeme (z.T. aus puren Opportunismus)
oft unüberlegt versuchen, Entwicklungen aus dem KI-Bereich in IR-Systeme einzu-
bauen, sind IR-Methoden im Bereich der Expertensysteme (bis auf ein paar Ausnahmen
- vgl. Panyr (1988)) nahezu unbekannt. Eine direkte Kooperation (z.B. in der Form von
gemeinsamen Projekten) zwischen den Gebieten der Expertensysteme und der IR-Syste-
me existiert bisher nicht. Sie ist jedoch für die Entwicklung beider Systemarten auf die
Dauer unabdingbar. Nur durch eine verstärkte Zusammenarbeit der KI und Informa-
tionswissenschaft, auch gerade im Bereich der grundlagenorientierten Forschung, ist die
Chance gegeben, neuartige Informationssysteme zu konzipieren und zu entwickeln, wel-
che den technischen Möglichkeiten und den Anwendungen gerecht werden. Nur so
könnten auch redundante "Neuentwicklungen" in beiden Gebieten vermieden werden.
Anmerkungen:
Die verwendete Regelmenge ist z.T. einem Beispiel aus Winston
(1987:195f) entnommen.
Die Kompositateile "Fleisch" und "Fresser" (bzw. "Fressen") tre-
ten nur im Kompositum "Fleischfresser" (bzw. "Fleischfressen")
auf. Daher werden diese Kompositateile nicht berücksichtigt. Ähn-
lich wird das Kompositum "Säugetier" behandelt (bzgl. des Teils
"Saugen").
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Erhöhung des Niveaus der Nutzerkommunikation mit
einem Informationssystem durch Anwendung von
Methoden der Künstlichen Inte l l igenz
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5.3. Ensemble maschineller Spezialisten
6. Ausblick
Referat
Dieser Beitrag stellt eine Methode vor, nach der daß Niveau
der Konmunikation zwischen Endnutzer und Retrieval-Systea
durch die Anwendung von Methoden der Künstlichen Intelligenz
erhöht werden kann. Dazu wird die Kommandosprache des Retrie-
val-Systems in eine Programmiersprache eingebettet. Ein inter-
essanter Anwendungsfall dieser Methode ist die Einbindung von
Verfahren des Begriffslernens in die Kommunikation des End-
nutzers mit dem Retrieval-System. Dabei gibt der Endnutzer
durch Relevanzbewertung eine extensionale Bestimmung seines
Themas an, aus der dann interaktiv eine intensionale Beschrei-
bung des Themas in Form einer Anfrage an das Retrieval-System
aufgebaut wird.
Abstract
This paper presents a method which aims at raising the level
of communication between the end-user and the retrieval System
by adopting methods of Artificial Intelligence. To that end,
the command language of the retrieval System is embedded into
a high level programming language. An interesting application
of this method consists in the incorporation of concept learn-
ing procedures into the communication of the end-user with the
retrieval system. According to this method, the user presents
an extensional description of his subject of interest by
evaluating documents with regard to their relevance. Starting
from this extensional description, the intensional representa-
tion of the subject is constructed in an interactive process
resulting in a query to the retrieval system.
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1. Einleitung
Das Problem der besseren Unterstützung des Endnutzers bei
seiner Kommunikation mit eines Datenbanksystem (DBS) gewinnt
zunehmend an Bedeutung. Während in den siebziger Jahren noch
etwa 90 I der Nutzer automatisierter Informationssysteme Fach-
informatoren waren, nahm in den letzten Jahren die Anzahl
jener Nutzer stark zu, die nicht speziell für die Arbeit mit
Datenbanksystemen ausgebildet wurden. Daher ist international
das Bestreben zu erkennen, Datenbanksysteme mit Nutzerober-
flächen auszustatten, die dem unerfahrenen Endnutzer die Ar-
beit erleichtern sollen. In diesem Beitrag wird am Beispiel
eines bibliographischen Datenbanksystems eine Methode vorge-
stellt, nach der ein nutzerfreundliches Interface für ein
Informationssystem entwickelt werden kann.
Mit der enormen Zunahme der Anzahl von Veröffentlichungen
haben die bibliographischen Datenbasen eine Größenordnung
erreicht, die zwei wesentliche Probleme bei ihrer Nutzung
sr stärker in den Vordergrund treten läßt:
- Zum einen treten immer häufiger die Endnutzer in unmittel-
bare Kommunikation mit dem DBS. Die Endnutzer haben aber
zumeist weder exakte Kenntnisse von der Struktur der einzel-
nen Datenbasen noch verfügen sie über ausreichende Erfahrun-
gen, wie sie ihr Thema als Anfrage an das DBS zu formulieren
haben. Um ihren Informationsbedarf zu befriedigen, prakti-
zieren sie deshalb zumeist die Trial-and-Error-Methode,
wobei die Anzahl der benötigten Versuche mit der Größe der
Datenbase stark ansteigt. Zur Lösung dieses Problems müssen
in die Kommunikation des Endnutzers mit dem DBS Komponenten
eingefügt werden, die die methodischen Erfahrungen der Kon-
struktion von Anfragen als "Navigationshilfen" für den End-
nutzer verfügbar halten.
- Zum zweiten verstärkt sich mit dem Anwachsen der bibliogra-
phischen Datenbasen das Interesse, diese nicht nur für das
traditionelle Information Retrieval, sondern auch noch für
andere Zwecke zu nutzen, beispielsweise um durch bibliome-
trische Analysen Entwicklungen des Fachgebietes aufzuzeigen.
Zur Lösung solcher Aufgaben müssen die vom DBS bereitge-
stellten Informationen nach nutzerspezifischen Algorithmen
weiterverarbeitet werden.
In beiden Fällen ist es notwendig, die Kommunikation zwischen
dem Nutzer und dem DBS auf ein höheres Niveau zu heben. Das
setzt aber eine Erweiterung eines traditionellen DBS um Metho-
den der Künstlichen Intelligenz voraus. Die faktographischen
Datenbanksysteme sind in dieser Richtung schon stark weiter-
entwickelt worden. Davon zeugt die rasch wachsende Anzahl von
Expertensystemen. Bei bibliographischen Datenbanksystemen be-
steht dagegen ein großer Nachholebedarf. Diesen Rückstand
wenigstens teilweise abzubauen, war das Anliegen einer For-
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schungsarbeit, deren Ziel darin bestand, die methodischen
Grundlagen für ein Verfahren zu entwickeln, durch das zu-
sätzliche Software in bibliographische Datenbanksysteme vom
Typ STAIRS /STAI81/ eingebunden werden kann. Die zusätzliche
Software soll es eraöglichen, Nutzeroberflächen tur Realisie-
rung von KI-Methoden zu entwickeln. Dabei standen zwei Ent-
wurf sziele ia Vordergrund:
- Erstens sollten zur Gewährleistung des stabilen Datenbankbe-
triebs Eingriffe in die bewährte Datenbank-Software auf ein
Miniaua beschränkt bleiben.
- Zweitens sollten die Betreiber von Informationsdiensten die
Möglichkeit erhalten, ihre Zusatz-Software für das DBS auf
einea aodernen Niveau der Anwenderprograaaierung selbst zu
erstellen.
2. Methode
Bei der Erweiterung des Datenbanksysteas ua Rutzeroberflächen
kann aus dea aodularen Aufbau aoderner Software-Systeme Nutzen
gezogen werden. Ia vorliegenden Fall löst das eigentliche DBS
alle Aufgaben, die ait dea Zugriff zur Datenbase verbunden
sind. Eine zweite Software-Komponente, der TP-Monitor, der
hier vereinfacht als Steuerprogramm bezeichnet wird, gewähr-
leistet u. a. den Multi-user-Betrieb und die Fernverarbeitung.
Ia praktischen Betrieb geben nun mehrere Nutzer Kommandos ein,
die durch Vermittlung des Steuerprogramms dem DBS zugeschickt
werden. Das DBS führt die Kommandos aus und sendet den Nut-
zern - wiederum durch Vermittlung des Steuerprogramms - die
Antworten zu. Der Nutzer kann dabei zur Lösung seiner Informa-
tionsaufgabe natürlich nur diejenigen Algorithmen in Anspruch
nehmen, die ia DBS vorformiert sind. Sollen nun aber die
Eingaben des Nutzers oder die vom DBS gelieferten Informatio-
nen nach zusätzlichen Algorithmen verarbeitet werden, so müs-
sen auBer dem DBS auch noch spezifische Anwenderprogramme in
den Verarbeitungszyklus einbezogen werden.
Zu diesem Zweck wurde der bisher geradlinige Kommunikations-
fluß zwischen dea Nutzer und dea DBS aufgebrochen und durch
zwei Teilflüsse ersetzt: durch einen problemspezifischen Dia-
log, den der Nutzer ait den Anwenderprogrammen führt, und
durch einen programmierten Dialog, der zwischen den Anwender-
programmen und dea DBS abläuft. Bei dieser Lösung bleibt das
DBS völlig unverändert, lediglich das Steuerprogramm wird
erweitert. Das erweiterte Steuerprogramm übergibt die Eingaben
des Nutzers nunmehr an die Anwenderprogramme. Diese können
einerseits die Eingaben beliebig auswerten und können anderer-
seits dem DBS Kommandos zuschicken. Das DBS übernimmt die
Kommandos so, als ob sie direkt vom Nutzer kämen. Es führt die
Kommandos aus und gibt die Ergebnisse an das erweiterte Steu-
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erprogramm zurück. Dieses schickt diese Ergebnisse nun nicht
•ehr des Nutzer zu, sondern reicht sie an die Anwenderprogram-
me weiter. Erst die Anwenderprogramme wenden sich wieder an
den Mutier.
Der programmierte Dialog zwischen den Anwenderprogrammen und
dem DBS läuft in der Anfragesprache des DBS ab. Diesen Dialog
nimmt der Nutzer gar nicht wahr. Mit ihm führen die Anwender-
programme nur dann Kommunikation, wenn sie ihm Erklärungen
zuschicken oder von ihm Entscheidungen abfordern. Die Kommuni-
kation zwischen den Anwenderprogrammen und dem Nutzer ist nun
von der Sprache des DBS unabhängig und kann nach problemspezi-
fischen Gesichtspunkten gestaltet werden.
Der beschriebene Fluß der Kommunikation zwischen dem Nutzer,
den Anwenderprogrammen und dem DBS ist in Abb. 1 dargestellt.
Abb. t ZuMimneraplel von Nutzern,
Anwenderprogramm*»! und DBS
Entsprechend den modernen Prinzipien des Software-Entwurfs
wurde für das Paket der Anwenderprogramme eine modulare Struk-
tur vorgesehen. Die einzelnen Strukturkomponenten arbeiten
unabhängig voneinander. Sie verfügen über ein individuelles
Gedächtnis und treten miteinander lediglich durch den Aus-
tausch von Nachrichten in Beziehung. Eine solche Komponente
kann deshalb als ein maschineller Kommunikationspartner ver-
standen werden.
Die maschinellen Kommunikationspartner erweitern in ihrem
Zusammenspiel den Leistungsumfang des DBS. Wir bezeichnen
deshalb ein Ensemble maschineller Kommunikationspartner als
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"intelligente Schale" zua DBS. Eine gegebene intelligente
Schale soll die Möglichkeiten des DBS hinsichtlich einer spe-
ziellen Problemlösung erweitern. Ein Nutzer kann im Laufe
seiner Teminalsitzung nacheinander verschiedene intelligente
Schalen in Anspruch nehmen. Andererseits kann zu eines gegebe-
nen Zeitpunkt jeder einzelne Nutzer unabhängig von den anderen
seine spezielle intelligente Schale verwenden.
3. Modell
Das probleaspezifische Zusammenwirken eines Ensembles Maschi-
neller Komaunikationspartner und die Abwicklung ihrer Koaauni-
kation untereinander, mit dem DBS und mit dem Nutzer sind
komplizierte Steuerungsprozesse, für die ein theoretisches
Modell gefunden werden mußte. Dieses kann hier aus Platzgrün-
den jedoch nur kurz skizziert werden.
Wir beschreiben in unserem Modell jeden maschinellen Kommuni-
kationspartner - und damit auch das DBS - als eine abstrakte
Maschine. Eine abstrakte Maschine m arbeitet nach einem Algo-
rithmus -ÖL- und modifiziert ein Datenobjekt d. Wir abstrahie-
ren von der konkreten Ausprägung des Algorithmus und betrach-
ten nur als wesentlich, daß er Sendepunkte enthält:
S * (
Erreicht der Algorithmus XL , nach dem die abstrakte Maschine
m arbeitet, einen Sendepunkt s, so schickt sie eine Nachricht
n einem Empfänger m' zu. Dabei wird die abstrakte Maschine m
passiv und übergibt der abstrakten Maschine m* die Steue-
rung. Irgendwann erhält die Maschine a die Steuerung zurück
und setzt ihre Arbeit an der Stelle fort, an der sie sie
unterbrochen hat. In speziellen Sendepunkten kann eine ab-
strakte Maschine eine andere abstrakte Maschine ins Leben
rufen. Wir bezeichnen diesen Vorgang als Generieren. In ande-
ren Sendepunkten kann eine bereits existierende Maschine zur
Fortsetzung ihrer Arbeit aufgefordert werden. Dies bezeichnen
wir als Aktivieren. Erreicht die Maschine m ihren Endpunkt
s*, so gibt sie die Steuerung gemeinsam mit einer Nachricht
an diejenige Maschine zurück, von der sie einst generiert
wurde.
Der jeweilige Zustand eines Ensembles abstrakter Maschinen
wird als ein zeitabhängiges System W beschrieben. Zum
Zeitpunkt t enthält es eine endliche Menge M abstrakter
Maschinen. Zu dieser Menge gehören stets das DBS und eine
sogenannte Monitormaschine mc, die der Nutzer mit dem Aufbau
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der intelligenten Schale generiert hat. Die restlichen Maschi-
nen uf bis m. werden durch die Aktivitäten der abstrakten
Maschinen generiert. Die Information, welche abstrakte Ma-
schine von welcher generiert wurde, ist in der Relation
y* gespeichert. Die Relation d& enthält dagegen die Angabe,
von welcher Maschine eine Maschine zuletzt aktiviert wurde:
(2)
Das Zeitverhalten des Systems der abstrakten Maschinen wird






Diese Ereignisse bedeuten i» einzelnen folgendes:
El: Das System der abstrakten Maschinen wird Bit dem Entstehen
der intelligenten Schale eingerichtet. Es enthält zu die-
sem Zeitpunkt außer dem DBS nur die Monitonaaschine, die
den Informationsverarbeitungsprozeß steuert.
E2: In einem Generierungspunkt richtet eine Maschine m„ eine
Maschine m neu ein und aktiviert sie. Die Relationen
/»'und qC? werden dabei erweitert.
E3: In einem Aktivierungspunkt fordert eine Maschine m^ eine
Maschine m zur Fortsetzung ihrer Arbeit auf. In der Rela-
tion Wt wird die Angabe Ober einen eventuellen früheren
Aktivator x durch den jetzigen ersetzt.
E4: In eines Aktivator-Rückkehrpunkt gibt die Maschine • die
Steuerung an ihren Aktivator •*. xurück. Der Hinweis auf
den bisherigen Aktivator wird aus der Relation <** ent-
fernt.
E5: In eines Endpunkt erreicht der Algorithmus, nach des die
Maschine • arbeitet, sein Ende. Die Maschine hört auf zu
existieren und gibt die Steuerung an ihren Generator •„
zurück. Dabei werden die Relationen jr* und ei* aktuali-
siert. *
Im Rahmen eines solchen Verhaltens der abstrakten Maschinen
lassen sich leistungsfähige Steuerungsmechanismen, bis hin zur
Arbeit von Koroutinen, realisieren. Besonders vorteilhaft ist
es, daß das DBS ebenfalls wie eine abstrakte Maschine akti-
viert werden kann. Erreicht wurde das dadurch, daß die Punkte,
in denen das DBS Informationen bereitstellt, als Aktivator-
Rückkehrpunkte umgedeutet wurden, in denen die Steuerung je-
weils an den maschinellen Kommunikationspartner der intelli-
genten Schale zurückgegeben wird, der dem DBS das letzte
Kommando zugeschickt hat.
Auf Grund der unterschiedlichen Verhaltensweisen der Algorith-
men bei der Rückgabe der Steuerung an den Generator unter-
scheiden wir zwei Klassen von Algorithmen - die Routinen und
die Prozesse. Routinen arbeiten wie traditionelle Unterpro-
gramme. Sie werden generiert und geben erst im Endpunkt die
Steuerung an ihren Generator zurück. Prozesse können dagegen
die Steuerung vor Erreichen ihres Endpunktes an ihren Genera-
tor zurückgeben. Sie werden dabei passiv, wobei ihr Gedächtnis
aber erhalten bleibt. Sie können zu einem späteren Zeitpunkt
von einer beliebigen anderen Maschine wieder aktiviert werden
und setzen dann ihre Arbeit an der Stelle fort, an der sie sie
unterbrochen haben - und genau mit dem inneren Zustand, den
sie zuletzt angenommen haben. Diese Technik kann vorteilhaft
dazu verwendet werden, um abstrakte Maschinen wie autonome
maschinelle Spezialisten arbeiten zu lassen.
Bisher wurde die Kommunikation beschrieben, die innerhalb der
intelligenten Schale bzw. zwischen der intelligenten Schale
und dem DBS abläuft. Nun betrachten wir noch die Kommunikation
zwischen den Maschinen der intelligenten Schale und dem Nut-
zer. Dabei sind drei Arten von Kommunikationspunkten zu unter-
scheiden. Will der Nutzer mit einer intelligenten Schale ar-
beiten, so wird diese vom erweiterten Steuerprogramm einge-
richtet und ihr die erste Nachricht des Nutzers in einem Ein-
trittspunkt übergeben. Während der Lebenszeit der intelligen-
ten Schale durchläuft der Informationsverarbeitungsprozeß in
unterschiedlichen abstrakten Maschinen Dialogpunkte, in denen
ein Nachrichtenaustausch mit dem Nutzer stattfindet. Schließ-
lich erreicht irgendeine Maschine der intelligenten Schale
einen Austrittspunkt. Der Nutzer erhält dann eine letzte Nach-
richt, die intelligente Schale wird abgebaut, und der Nutzer
tritt wieder in direkte Kommunikation mit dem DBS. Er hat




Zur Realisierung intelligenter Schalen werden die Algorithmen
und die Datenobjekte der abstrakten Maschinen in Anwenderpro-
grammen beschrieben, für deren Formulierung die Programmier-
sprache KOMPROMISS (KOMmunikations- und PROzeßMonitor für
Informationssysteme) /JARO86b/ entwickelt wurde. KOMPROMISS
nutzt PL/1 als Hirtssprache und integriert die entstehende
Software in den Teilhaberbetrieb des TP-Monitors CICS
/CICS82/. Die Programmiersprache KOMPROMISS enthält spezielle
Sprachkonstruktionen zur Beschreibung der Sendepunkte. Dies
sind unter anderem Kommandos zum Generieren, Aktivieren und
Terminieren abstrakter Maschinen. Für die Kommunikation der
intelligenten Schale mit dem Mutzer stehen Kommandos für die
Bildschirmarbeit bereit. Der Nachrichtenaustausch der abstrak-
ten Maschinen untereinander erfolgt über problemorientierte
Schnittstellen, für deren Beschreibung und Verwaltung
KOMPROMISS Anweisungen bereitstellt. Zur Auswertung von Tex-
ten, die die intelligente Schale vom Nutzer oder vom DBS
erhält, stehen Werkzeuge der lexikalischen Analyse bereit.
Sprachkonstruktionen für die Arbeit mit speziellen Datentypen-
so beispielsweise mit Prozeßvariablen, Strings, Stacks und
Leseköpfen - vervollständigen das sprachliche Instrumentarium.
Selbstverständlich stellt KOMPROMISS Testhilfen für den Anwen-
dungsprogrammierer bereit. Sie betreffen insbesondere das
Tracing und das Beobachten der Nachrichtenflüsse.
In ihrer Gesamtanlage bietet die Sprache KOMPROMISS den Vor-
zug, daß sie beim Software-Entwurf zu einer Programmierweise
anregt, die dem Niveau der zu lösenden Aufgabe - zusätzliche
Intelligenz in das DBS einzubinden - gerecht wird. Das Pro-
grammpaket KOMPROMISS wird vom Internationalen Zentrum für
wissenschaftliche und technische Information (Moskau) als
Zusatz-Software zum STAIRS-Ableger DIALOG/2 /JARO86a/ bereit-
gestellt.
5. Nutzeroberfläche
Die in den vorangegangenen Abschnitten beschriebene Methode
und die Programmiersprache KOMPROMISS wurden mit dem Ziel
entwickelt, ein Datenbanksystem um eine "intelligente Schale"
zu erweitern, die als Nutzeroberfläche dazu verwendet werden
kann, Methoden der Künstlichen Intelligenz in die Kommunika-
tion des Nutzers mit dem DBS einzuführen. Erreicht wurde das
dadurch, daß dem DBS ein Ensemble maschineller Kommunikations-
partner zur Seite gestellt wird. Jeder maschinelle Kommunika-
tionspartner wird dabei so gestaltet, daß er im Sinne eines
maschinellen Spezialisten konkrete Verfahren und Methoden
beherrscht.
Bei seiner Arbeit mit der intelligenten Schale veranlaßt der
Nutzer nun die maschinellen Spezialisten, für ihn in Lern-
prozessen Hissen anzureichern. Dabei wird die für die Mensch-
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Maschine-Kommunikation typische Rollenverteilung verwirklicht:
Der Mensch bringt durch Bewertungen und Entscheidungen seman-
tische Informationen in den Informationsverarbeitungsprozeß
ein. Die maschinellen Spexialisten hingegen nehmen dem Men-
schen die syntaktische Informationsverarbeitung ab. Sie bewäl-
tigen in der Kommunikation mit dem DBS die Massendatenverar-
beitung, führen beispielsweise Filterproiesse durch und ver-
binden vor allem die Daten der Datenbase mit den Wertungen des
Nutzers. Auf der Grundlage solcher bewerteter Daten können nun
in Lernprozessen Informationsverarbeitungsleistungen des Men-
schen nachgebildet werden, so daß dieser von geistiger Routi-
nearbeit entlastet wird.
Als Beispiel für die Gestaltung von Nutzeroberflächen wird
eine "intelligente Schale" beschrieben, die den Nutzer mit
Methoden des Begriffslernens bei der Konstruktion einer An-
frage an das DBS unterstützt /JAR088/.
Der Nutzer steht vor dem Problem, dem DBS sein Thema mitzutei-
len. Er entwickelt seine Vorstellungen zur Angabe des Themas,
indem er sich einerseits über die Begriffe klar wird, die zum
Thema gehören, und indem er andererseits diese Begriffe in-
haltlich zum Thema zusammenfügt. Das DBS dagegen versteht nur
Anfragen, also syntaktische Strukturen, die aus Suchwörtern
bestehen, welche durch logische Operatoren bzw. durch Kontext-
operatoren verknüpft sind. Die Aufgabe der intelligenten
Schale ist es nun, die Kluft zwischen der syntaktischen Infor-
mationsverarbeitung auf der Ebene des DBS und der semantischen
Informationsverarbeitung des Nutzers zu verringern. Insbeson-
dere muß die Abbildung von den Begriffen auf die Suchwörter
und von der inhaltlichen Verknüpfung auf die formal-logischen
Operatoren unterstützt werden. Kurz: die intelligente Schale
soll dem Nutzer ein Niveau der Kommunikation ermöglichen, das
seinem Denken entspricht. Als methodische Werkzeuge dazu nutzt
sie ein lernfähiges Wörterbuch und einen lernfälligen Klassi-
fikator.
5.1. Lernfähiges Wörterbuch
Dem Nutzer fehlt exaktes Wissen darüber, welche Wortformen in
der jeweiligen Datenbase als Indiz dafür gelten können, daß
von einem bestimmten Begriff die Rede ist. Das ist besonders
problematisch in Volltextsystemen. Ein Ensemble von maschinel-
len Spezialisten erhält deshalb die Aufgabe, Informationen
über Wortformen aus der Datenbase zu sammeln und sie derart
mit Wertungen des Nutzers zu verknüpfen, daß diesem geeignete
Suchwörter angeboten werden können. Die Suchwörter stellen
normierte Wortformen dar, die durch Eliminieren von Endungen
gewonnen wurden.
Die Entscheidung, ob eine Symbolfolge als Truncation-Suchwort
verwendet werden kann, wird in einem Lernprozeß herbeigeführt.
In diesem Lernprozeß wird eine einlaufende Wortform > f dar-
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aufhin untersucht, ob die Fortsetzung nach den Präfix **" in
einer Endungsliste auftritt, die dem Wörterbuch als Startwis-
sen zur Verfügung gestellt wird. Ist das der Fall, wird sie
jedoch nicht automatisch abgeschnitten, sondern nur dann als
Endung akzeptiert und eliminiert, wenn eines von zwei Lerner-
eignissen eingetreten ist. Im ersten Lernereignis ist das
Präfix eine im Wörterbuch bereits gespeicherte normierte Hort-
form. Dadurch kann C zweifelsfrei als Endung angesehen wer-
den. Im zweiten Lernereignis ist im Wörterbuch bereits eine
Wortform TT£K mit demselben Präfix gespeichert, dessen Fort-
setzung ebenfalls in der Endungsliste enthalten ist. Dann
scheint der Schluß gerechtfertigt, daß 7f ein echter Wortstamm
ist. Werden größere Mengen von Dokumentennachweisen verarbei-
tet, so häufen sich die Lernereignisse, die zur Ermittlung von
Truncation-Wörtern führen. Dieser Lernprozeß läuft ohne Be-
lehrung durch den Nutzer als ein Prozeß des Selbstlernens ab.
Wenn die Dokumentennachweise, aus denen das Wörterbuch ge-
speist wird, vom Nutzer hinsichtlich ihrer Relevanz für sein
Thema bewertet wurden, so können im Wörterbuch Informationen
darüber kumuliert werden, welche Suchwörter besonders gut zur
Unterscheidung von relevanten und irrelevanten Dokumenten-
nachweisen geeignet sind. Ist eine solche Eignung statistisch
gesichert, wird das Suchwort dem Nutzer zur Verwendung ange-
boten. Das lernfähige Wörterbuch unterstützt auf diese Weise
den Nutzer dabei, seine Begriffe zum Thema in Form von Be-
griff skonstrukten zu formulieren.
5.2. Lernfähiger Klassifikator
Während es dem Nutzer noch relativ leicht fällt, die Begriffs-
konstrukte für sein Thema zu formulieren, bereitet ihm erfah-
rungsgemäß ihre logisch-formale Verknüpfung zur Anfrage
Schwierigkeiten. Ohne intelligente Schale versucht der Nutzer,
unter Auswertung von Zwischenergebnissen schrittweise eine
Anfrage zu erarbeiten, die zu akzeptablen Ergebnissen führt.
An die Stelle des Probierens wird nun die theoretisch fundier-
te Methode des Begriffslernens /DNGE81/ gesetzt. Bei dieser
Methode kann sich der Nutzer darauf konzentrieren, sein Thema
extensional zu bestimmen, indem er angebotene Dokumentennach-
weise hinsichtlich ihrer Relevanz für sein Thema bewertet. Aus
der extensionalen Bestimmung des Themas kann dann nach der
Methode des Begriffslernens ein Modell der Intension des The-
mas abgeleitet werden. Die intelligente Schale übernimmt diese
Aufgabe und generiert aus dem Modell schließlich die Anfrage
an das DBS.
Die Methode des Begriffslernens gehört zur Klasse der Lern-
prozesse mit Belehrung. Als Startwissen fließen in diesen
Lernprozeß die Begriffskonstrukte ein, die der Nutzer mit
Unterstützung des lernfähigen Wörterbuchs aufgebaut hat. Mit
ihrer Hilfe wird eine Grobanfrage an das DBS formuliert, deren
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Suchergebnis den Startsuchraum bildet. Die Idee des Verfahrens
besteht nun darin, diesen Startsuchraum sukzessive so in Teil-
räume zu zerlegen, daß diese im wesentlichen nur relevante
bzw. nur irrelevante Dokumentennachweise enthalten. Daait die
intelligente Schale diese Aufgabe lösen kann, bietet sie dea
Nutzer Dokuaentennachweise des Startsuchrauas zur Relevanzbe-
wertung an. Durch systematisches Probieren versucht die intel-
ligente Schale, ein Begriffskonstrukt und einen Operator zu
ermitteln, durch deren Anwendung die relevanten Dokuaen-
tennachweise gut von den irrelevanten getrennt werden. Die
dadurch entstehenden beiden TeilrSuae werden nach dem gleichen
Verfahren weiter zerlegt.
Während der sukzessiven Zerlegung des Startsuchrauas werden
sowohl die Zerlegungsoperationen, die in den einzelnen Rekur-
sionsschritten ausgeführt wurden, als auch die Entscheidungen
"ausgeben" bzw. "nicht ausgeben", die als Abbruchbedingungen
für die Teilaengen gefällt wurden, in einem Klassifikator
fixiert. Der Klassifikator entscheidet für jeden Dokuaenten-
nachweis des Startsuchrauas, ob er in das Suchergebnis auszu-
geben ist oder nicht. Aus diesea Klassifikator wird schließ-
lich die Anfrage an das Datenbanksystea abgeleitet.
Durch das beschriebene Verfahren wurde die traditionelle Me-
thode des Begriffslernens an das Information Setrieval adap-
tiert und in zwei Richtungen weiterentwickelt: Statt der in
den Dokuaentennachweisen unmittelbar enthaltenen Wortformen
werden als Merkaale der Klassifizierung die Begriffskonstrukte
verwendet. Durch das Anheben der Merkmale auf die Begriffs-
ebene wurden themenspezifische Merkmale gebildet, die zweck-
mäßigere Zerlegungen des Suchraums ermöglichen. Die zweite
Besonderheit des Verfahrens besteht darin, daß Belehrungs- und
Lernphase nicht mehr hintereinander ablaufen, sondern mitein-
ander verzahnt wurden. Die Relevanzbewertung von Dokuaenten-
nachweisen erfolgt nicht mehr im vorhinein, sondern immer nur
dann, wenn es sich bei der Suche nach einer zweckmäßigen
Zerlegung eines Suchraums herausstellt, daß die vom Nutzer
bisher für diesen Suchraum eingebrachten semantischen Informa-
tionen nicht ausreichen. Die Bewertung weiterer Dokumenten-
nachweise erfolgt dann lediglich in diesem Suchraum, also
jeweils in einem dem Nutzer semantisch beschriebenen Umfeld.
5.3. Ensemble maschineller Spezialisten
Zur Realisierung der skizzierten intelligenten Schale, die den
Nutzer bei der Konstruktion von Anfragen an das Datenbank-
system unterstützen soll, wird nun aus dem theoretischen Mo-
dell zunächst ein Ensemble von maschinellen Spezialisten ein-
schließlich ihrer Kommunikationsbeziehungen abgeleitet. Dann
werden die Algorithmen, nach denen die maschinellen Speziali-
sten arbeiten sollen, in der Programmiersprache KOKPROMISS
programmiert. Dabei lassen sich die folgenden Spezialisten kon-
zipieren:
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ein Editor für die Erstellung und Korrektur der Begriffskon-
Btrukte,
eine Erklärungskoaponente, die den Nutzer bei der
Konstruktion der Anfrage das jeweilige semantische Umfeld
des Suchraums erläutert,
ein Spezialist für die Relevanzbewertung von Dokumentennach-
weisen und für das Extrahieren von Wortformen aus den Doku-
mentennachweisen,
ein lernflhiges Wörterbuch,
ein Spezialist zur Verwaltung der inversen Datei,
ein Konstrukteur für den Aufbau des Klassifikators, der mit
dem Spezialisten für das systematische Erproben von Zerle-
gungsoperationen zusammenarbeitet,
das Datenbanksystem als ein bereits vorformierter Spezia-
list, um den sich alle anderen maschinellen Spezialisten
gruppieren.
6. Ausblick
Im Mittelpunkt der Forschungen, deren Ergebnisse hier refe-
riert wurden, stand der Entwurf eines theoretischen Modells
und einer Programmiersprache zur Einbindung zusätzlicher In-
telligenz in die Kommunikation mit einem Datenbanksystem. Bei
der Entwicklung einer "intelligenten Schale" als Nutzerober-
fläche, die den Nutzer in Lernprozessen bei der Konstruktion
von Anfragen an das DBS unterstützt, ergaben sich auch Pro-
blemstellungen, deren weitere Verfolgung interessant wäre.
Es sei hier auf die Möglichkeiten verwiesen, die sich aus
einer Kommunikation zwischen den intelligenten Schalen erge-
ben, die für verschiedene Nutzer arbeiten. Auf dieser Grund-
lage könnte ein Beitrag zur Modellierung der Arbeitsteilung
zwischen Fachwissenschaftlern bei der Nutzung von Datenbasen
geleistet werden. Im Kontext der Probleme der verteilten In-
telligenz in Rechnernetzen gewinnt eine solche Modellierung
wesentlich an Bedeutung. In Verfolgung des Gedankens, mensch-
liches Lernen nachzubilden, geht es schließlich auch darum,
nicht nur das Erlernen einzelner Begriffe und Themen zu prak-
tizieren, sondern auch Beziehungen zwischen Begriffen und
Themen zu erlernen und damit Probleme des Wissenserwerbs zu
bearbeiten.
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Der Beitrag beschäftigt sich mit der Erweiterung von Informationssystemen um qualitative
Koordinationsmechanismen, mit denen Gruppenarbeit bzw. Gruppen-Problemlösungsprozesse
formal unterstützt werden können. Es werden die zugrundeliegenden pragmatischen Modelle
für diesen Ansatz vorgestellt: die handlungspragmatische Modellierung von argumentativen
Verhandlungen, die sprechaktheoretische Modellierung von Handlungen von Gruppen auf der
Basis eines Kontraktnetzprotokolls sowie eine verteilte Dialoggrammatik für multipersonale
Problemlösungsdialoge.
Für die Lösung komplexer Aufgaben hat sich die Bildung von Expertengruppen als eine sehr
effektive Organisationsform erwiesen, die sich gegenüber Problemlösungsversuchen von Individuen
als nahezu durchgängig überlegen erweist1. Die hervorstechenden Merkmale gruppenorientierter Pro-
blemlösungen sind
• die Bündelung individuell verschiedener Problemlösungsstile (streng analytisch, frei asso-
ziierend, synthetisierend, klassifikatorisch u.a.) auf ein komplexes Problem;
Die hier beschriebenen Forschungsarbeiten werden im Rahmen des DFG-Schwerpunktbereichs "Objektbanken für
Experten" von der Deutschen Forschungsgemeinschaft (DFG) unter der Fördernummer Ja 445/1-1 sowie teilweise
im Rahmen des ESPRIT-II Technology Integration Project "MULTIWORKS (MULTimedia Integrated WORK-
Station)" von der Kommission der Europäischen Gemeinschaft unter dem Esprit-Kontrakt 2105 gefördert und wur-
den im wesentlichen an der Fakultät für Mathematik und Informatik der Universität Passau ausgeführt.
Ich möchte mich für die Implementation des Konferenzsystems bei Rainer Gallersdörfer besonders herzlich bedan-
ken. Matthias Jarke hat mir das Themengebiet erschlossen und durch seine Kommentare zur Entwicklung der hier
diskutierten Konzepte beigetragen.
1
 Die Beschränkungen, denen menschliche Individuen bei der Informationsaumahme und -Verarbeitung komplexer
Phänomene unterliegen, hat SIMON [1957] in seiner Theorie der "begrenzten Rationalität" problemlösender In-
dividuen zusammengefaßt, die durch nachfolgende sozialpsychologische Studien in ihren Grundzügen experimen-
tell bestätigt wurde (vgl. etwa VROOM et al. [1969], BOUCHARD et al. [1974] oder HACKMAN/MORRIS
[1975]).
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• die qualitative und quantitative Vergrößerung des von einer Gruppe gegenüber einem Indivi-
duum abgedeckten Kompetenzspektrums sowie die Möglichkeit, durch Rekonfiguration ei-
ner Gruppe ihr Kompetenzprofil dynamisch zu verändern, was die lediglich statische Kom-
petenz eines Individuums (kurzfristig) unmöglich macht;
• die Steigerung (möglicherweise verzerrter) individueller Rationalität durch (eine möglicher-
weise ausgeglichenere, Extreme dämpfende) Gruppenrationalität.
Bei dem Versuch, diese für Gruppen-Problemlösungen in einem sozialen Kontext konstitutiven
Merkmale durch technische Mechanismen von Informationssystemen zu unterstützen, gilt es, das
klassische Interaktionsmodell für Informationssysteme, das vom Dialog eines Benutzers mit einem
Informationssystem ausgeht (Abb_l.l), grundlegend zu erweitern. Verfahren des Mehrbenutzer-
betriebs (Abb_1.2) greifen hier ebenfalls zu kurz. Obwohl sie mehreren Benutzern gleichzeitig die
Interaktion mit den Datenbeständen und Auswertungsprozeduren des Informationssystems gestatten,
gewähren für den einzelnen Benutzer Betriebssystemmechanismen, wie das Time-Sharing, die Illu-
sion eines Einzelbetriebs. Dabei liefert die physische und logische Abschottung der Benutzer unter-
einander durch Mittel der Integritäts- und Parallelitätskontrolle die technische Grundlage für die
Durchführung eines wechselseitig störungs-, aber unter Gruppenaspekten auch einflußfreien Mehr-
benutzerbetriebs. Diese Isolierung einzelner Benutzer ist nach dem oben skizzierten Verständnis von
Gruppenarbeit aber völlig inadäquat, da in diesen Fällen die Kooperation und Koordination der an
einer Problemlösung beteiligten Personen (m.a.W. Gruppenprozesse) explizit verhindert werden.
Unzureichende Versuche, Gruppenarbeit durch Informationssysteme auch modellseitig zu unter-
stützen2, orientieren sich zunächst an formalen Definitionsansätzen für Gruppenzuordnungen3. Sie
verkennen, daß bereits in den Systementwurf ein inhaltliches Modell der Semantik und Pragmatik
von Gruppeninteraktionen eingehen muß, in dem neben einer gruppenorientierten Problemlösungs-
komponente auch eine an die Bedingungen von Gruppenarbeit adaptierbare Kommunikationsumge-
bung für Informationsaustausche in und zwischen Gruppen berücksichtigt ist. Elektronische Post-,
Botschafts- und Konferenzsysteme stellen hierzu die grundlegende kommunikationstechnische Infra-
struktur bereit. Sie verfügen jedoch im Vergleich zu konventionellen Formen der face-to-face Kom-
munikation über nur rudimentäre Mittel zur strukturellen Organisation von Gruppendialogen4. Die
Anforderungen an entsprechende Interaktionsschnittstellen erweitern sich damit neben der Grund-
furrktionalität von Benutzerschnittstellen, die den Zugriff (von Gruppen und Individuen) auf die im
Informationssystem verfügbaren Daten und Werkzeuge ermöglichen, um zusätzliche qualitative Steue
Einen Überblick über unterschiedliche methodische Ansätze zur Modellierung von Gruppenarbeit im Kontext von
Informationssystemen geben JARKE/HAHN [1987].
Etwa Gruppen-Transaktionsmodelle [KLAHOLD et al. 1985], gruppenbezogene Partitionierungen von (Hyper-
text-)Datenbasen [DELISLE/SCHWARTZ 1987] oder rollenspezifische Kriterien bei der Zugriffskontrolle auf ver-
teilte Daten [GREIF/SARIN 1987]. Zu weiteren Mechanismen der access und concwrency control in groupware-
Sytemen vgl. etwa GREIF et al. [1986] oder ELLIS/GIBBS [1989].
Hierzu zählen Systeme wie Cognoter [STEFIK et al. 1987], die keinerlei Restriktionen hinsichtlich der Inter-
aktionsformen der Gruppenmitglieder setzen, oder RTCAL [SARIN/GREIF 1985] mit einer starren zentralisti-
schen Organisation der Konferenzstruktur, wo Rederechte von einem Konferenzleiter wie Betriebsmittel verteilt
werden. Entwickeltere Optionen zur inhaltlichen Strukturierung von Kommunikationslinien bietet Information
Lens, wo benutzerdefinierbare Filter die Post- bzw. Botschaftsverteilung in einem Kommunüsafonssystem regu-
lieren [MALONE et al. 1987].
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rungsfunktionen, mit denen die Kommunikation in und von Gruppen während des Problemlösungs-
prozesses direkt unterstützt werden kann (Abb_1.3)5.
I n f o r m a t i o n s s y s t e m
t
B e n u t z e r s c h n i t t s t e l l e
Abb_l.l Architekturskizze eines Einbenutzer-Informationssystems
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Abb_1.2 Architekturskizze eines Mehrbenutzer-Informationssystems
Diese Konzeption von Gruppen-Informationssystemen entspricht in ihren Grundzügen den Anforderungen an
sog.participant Systems [CHANG 1986]. Durch die dominierende Rolle qualitativer Verfahren bei der Gruppen-
unterstützung unterscheidet sich dieser Systemtyp auch von den bislang durch quantitative Verfahren der Präferenz-
extraktion und -aggregation geprägten Gruppen-Entscheidungsunterstützungssysteme [KRAEMER/KING 1986,
DeSANCnS/GALLUPE 1987, JELASSI/BEAUCLAIR 1987] sowie den stark kommunikationstechnisch orien-
tierten Lösungen für komfortable Gruppen-Benutzerschnittstellen im Kontext sog. Groupware [COOK et dl.
1987,ELLISera/. 1988].
234
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I n t a r a k t i o n s s c h n i t t s t a l l *
Abb_1.3 Architekturskizze eines Gruppen-Informationssystems
An den Universitäten Passau und Freiburg kooperieren Forschungsgruppen, die einen Prototyp
eines Gruppen-Informationssystems gemeinsam entwickeln, das verteilte Problemlösungsprozesse
im Rahmen argumentativer Diskurse von Gruppen(mitgliedern) sowie gruppenorientiertes Handeln
unterstützt. Folgende Entwicklungsschwerpunkte charakterisieren dieses Forschungsprogramm:
(1) Auf der strukturellen Ebene von Problemlösungsprozessen wird ein auf die Erfordernisse und
qualitativ neuen Möglichkeiten elektronischer Kommunikationssysteme abgestelltes Interak-
tions- und Dialogmodell für Gruppen entwickelt. Es orientiert sich an dem Argumentations-
modell von TOULMIN [1958], das wohlgeformte Debatten als strukturierte Folgen von Argu-
menten beschreibt. Das Ergebnis von argumentativen Verhandlungen zwischen Gruppen-
(mitgliedern) sind bindende Verabredungen (ähnlich dem Konstrukt der commitments; vgl.
FIKES [1982]) über zu realisierende Ziele. Das Modell unterstützt in besonderem Maße "All-
tags"begründungen, da es dynamische Optionen anbietet, Argumentationslinien inkrementell zu
verschärfen, zu kritisieren oder zu schwächen — Argumentationen, die i.a. nicht nur über fak-
tische Aussagen oder durch formale Transformationen generierte Daten (letztere etwa abgestützt
auf numerische Auswertungsprogramme oder deduktiv, induktiv o.a. inferierende Regelsyste-
me), sondern häufig genug über Meinungen, Vermutungen und persönliche/organisationelle
Wertesysteme geführt werden und somit nur eingeschränkte Möglichkeiten für die empirische
Verifikation ihres "Wahrheits"gehaltes zulassen [WONG 1986]. Dieses handlungsorientierte Be-
gründungs- und Erklärungskonzept6 bildet den Bezugsrahmen unserer Studien des über Infor-
mations- und Kommunikationssysteme vermittelten Argumentationsverhaltens in Gruppen-
diskussionen [HAHN 1989]. Die dabei ausgearbeitete formale Einbettung des Argumentations-
Eine Anwendung des Argumentationsmodells auf die Erweiterung von Erklärungskomponenteirvon Experten-
systemen beschriebt HAHN [1990b].
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Schemas in ein umfassenderes Gruppen-Problemlösungsmodell7 gestattet die Unterscheidung
formal zulässiger Argumentationslinien, die den Typbedingungen und Constraints des Argu-
mentationsmodells genügen, von nicht-wohlgeformten Argumentationen und fördert damit den
disziplinierten, d.h. rationalen Abtausch von Argumenten in Mehr-Agenten-Umgebungen.
(2) Auf der inhaltlichen Ebene soll die Kooperation und Koordination von Leistungsbeiträgen ein-
zelner Gruppen(mitglieder) unter den Rahmenbedingungen der verabredeten Handlungsseman-
tik (was zu tun ist) und Gruppenpragmatik (wie es zu tun ist) gewährleistet werden. Die Model-
lierung folgt einem Vorschlag für die sprechakttheoretische Beschreibung kooperativ agierender
Akteure8 von WINOGRAD [1987]. In diesem handlungsorientierten Teil des Modells werden
die Bedingungen für die Realisierung der durch argumentative Verhandlungen verabredeten Zie-
le durch verbindliche Kontrakte PAVIS/SMTTH 1983, KOO/WIEDERHOLD 1988] festgelegt,
die neben der Kernhandlung auch die verabredeten Rahmenbedingungen beschreiben (Betriebs-
mittelanforderungen, Ressourcenbeschränkungen, aber auch Optionen für die Zielmodifikation
oder Zurückweisung von unzureichenden Handlungsresultaten usf.).
Es ist in diesem Zusammenhang ein kohärentes formales Modell für Gruppenarbeit entwickelt
worden [HAHN et al. 1990]. Formal orientiert es sich an einem objektorientierten Modellierungs-
ansatz, der auf den Konzepten der hybriden Wissensrepräsentationssprache CML / Telos [MYLO-
POULOS et al. 1990] beruht, die Konstrukte für frameartige Objektstrukturierung, FOL-Inferenzen,
Regel- und Constraintauswertung sowie einen intervall-basierten Zeitkalkül bereitstellt. Technisch
wird CML / Telos durch das Wissensbanksystem ConceptBase [EHERER et al. 1989] realisiert.
Das ConceptBase-System hat eine Client-Server-Architektur. Der Server verwaltet das abgespei-
cherte Wissen, der Client stellt eine Reihe von interaktiven Tools zur Verfügung, mit denen dieses
Wissen angezeigt bzw. verändert werden kann. Über einen Editor werden existierende komplexe Ob-
jekte textuell dargestellt, Objekte für ungültig erklärt sowie neue Objekte eingefügt. Beziehungen zwi-
schen Objekten werden über verschiedene Browser (textuell, graphisch) dargestellt.
Bislang dominieren bei der Unterstützung von Argumentationsprozessen in Informationssystemen Ansätze, die
sich auf die Aspekte der Generierung, Protokollierung und Präsentation von Argumenten konzentrieren. Beispiele
für diese mehr explorativen Systeme sind Synview [LÖWE 1985], das um einen Argument-Browser erweiterte
NoteCards [TRIGG 1988] oder Weiterentwicklungen wicArgnoter [STEFIK et al. 1987]. Letzteres verfügt neben
einer komfortablen Benutzerschnittstelle für Ideen- und Argumententwicklung auch über einfache Kontrollmecha-
nismen für die Stringenz von Argumenten und ihre Bewertung. Der bislang entwickeltste Versuch, Argumenta-
tionsaustäusche von Gruppen in Informationssystemen formal zu kontrollieren, ist in gIBIS [CONKLIN/BEGE-
MAN 1988] realisiert - legale rhetorische Züge in Gruppendiskussionen sind mittels eines Transitionsdiagramms
spezifiziert, deren Verletzung wird von Übergangs-Constraints überwachL Die formale Kontrolle inkrementell
wachsender Argumentationsstrukturen realisiert KANDT [1987] für den Ein-Benutzerfall mit einem abhängig-
keitsorientierten Backtracking-Mechanismus, wie er klassischen TMS [DOYLE 1979] zugrunde liegt.
Akteure können menschliche Experten, aber auch technische Agenten sein (wie Simulationsprogramme, Opti-
mierungsalgorithmen, Planungssysteme, Inferenzmaschinen sowie daran gekoppelte Wissensbasen o.a.), die im
Sinne von Toolkits dynamisch Beiträge zur Lösung von Teilproblemen beisteuern. Im Unterschied zu klassischen
Programmbibliotheken oder Methodenbanken sind es nicht passive Programme, die von Systembenutzern bei Be-
darf aktiviert werden, sondern in das Problemlösungsmodell integrierte Systemobjekte, die auf eigene Initiative
(etwa beim Vorliegen einer signifikanten oder kritischen Datenkollektion) selbständig operieren.
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Neben diesen allgemeinen Interaktionswerkzeugen enthält ConceptBase eigens entwickelte
Tools zur Unterstützung von Gruppenaktivitäten. Für die Diskussionen zwischen Gruppenmitglie-
dern wird ein sog. Argumenteditor zur Verfügung gestellt. Er unterstützt das Einbringen neuer Dis-
kursobjekte (Aufgabenbeschreibungen, Zielvorgaben, Handlungsideen, Verträge u.a.), ihre logische
Abstützung durch die Explizierung des jeweiligen Begründungszusammenhangs und ihre Bewertung
(Zustimmung, Ablehnung) auf der Basis des Toulminschen Argumentationsmodells. Durch die For-
malisierung dieses Modells (u.a. unterschiedlicher Typen von Argumenten, argumentationslogischer
Abfolge-Constraints, Konsistenzkriterien für wohlgeformte Argumentationsgraphen) in Telos
[HAHN 1989] wird ein formales Protokoll für Meinungsaustausche in Gruppen festgelegt, das auf
eine rationale Form der Gruppeninteraktion ausgerichtet ist. Durch seine Formalisierung und Integra-
tion in das Wissensrepräsentationsmodell einer Anwendungswelt unterscheidet es sich von vergleich-
baren, aber semantisch unterdeterminierten Systemen zur Argumentationsunterstützung
[CONKLIN/BEGEMAN 1988].
Ein zweites Tool, der sog. Kontraktmonitor, implementiert das Protokoll, das die Realisierung
von beschlossenen Zielen durch Gruppenhandlungen steuert und überwacht. Ähnlich dem Argumen-
tationsmodell werden - sprechakttheoretischen Konzepten für aktionsorientierte Gruppenhandlungen
[KIMBROUGH/LEE 1986, WINOGRAD 1987, De CINDIO etal. 1987, AURAMÄKI etal. 1988]
folgend - grundlegende Handlungsprimitive (Auftragsformulierung, -annähme, -Zurückweisung,
Ressourcenanforderung, -erteilung, -Verweigerung, Produktannahme, -Zurückweisung) und zwi-
schen ihnen bestehende Constraints (Abnahme des Produkts zu den verabredeten Konditionen, Sank-
tionen bei Lieferverzögerung u.a.) als Komponenten eines formalen Kontrakts [SMITH 1980] defi-
niert, der den Handlungsrahmen für Gruppen fixiert. Das Protokoll ist zwar formalisiert, aber damit
keineswegs unsensibel gegenüber Constraint-Verletzungen oder -Aufweichungen, die in Form ent-
sprechender Subverhandlungen sogar wesentlicher Bestandteil des Kontraktmodells sind.
Das hier skizzierte Gruppen-Dialogmodell ist (noch) nicht mit einem natürlichsprachlichen
Interface gekoppelt, sondern dient zur Dialogsteuerung eines menüorientierten elektronischen Kon-
ferenzsystems. Experimentelle Prototypen sind für zwei Applikationen entwickelt worden:
• CoNeX: Beim Projektmanagement von großen Software-Systemen stehen der strukturierte
Austausch von Argumenten und relativ formalisierte (d.h. stark vorstrukturierte) Handlungs-
optionen (Weisung, Kooperationssuche um technische Unterstützung u.a.) im Vordergrund
[HAHN et al. 1990].
• CoAUTHOR: Beim Co-Authoring - dem Entwurf und der Realisierung von Dokumenten
(etwa technischen Manuals, Software-Dokumentationen) durch mehrere Autoren - domi-
nieren dagegen eher unstrukturierte Ideenfindungsprozesse und Abstimmungsprobleme einer
geeigneten (hyper)textuellen Organisation argumentativ verabredeter Inhalte [HAHN et al.
1989].
Vier methodische Problemstellungen bilden die Schwerpunkte der weiteren Forschungsarbeiten:
1) Die Erweiterung des "KenTmodells der Argumentation um zusätzliche Argumenttypen und
nicht-deduktive (induktive, analogische, hypothetische) Schlußregeln, wie sie vor allem rheto-
rischen Argumentationsfiguren zugrunde liegen [WONG 1986], sowie RoutineiEÖlf die Verwal-
tung mehrerer (alternativer, kompetitiver) Argumentationsstränge.
237
2) Die Entwicklung einer verteilten Dialoggrammatik (analog zu den Vorarbeiten im Bereich objekt-
orientierter Textgrammatiken und -Parser [HAHN 1990a]) zur Steuerung von über technische
Interaktionsmedien (wie Konferenzsysteme) vermittelten argumentativen Problemlösungsdialo-
gen (vgl. a SIEGEL etal. [1986]), an denen i.a. mehrere kooperierende Experten(gruppen) teil-
nehmen und in denen damit das bislang dominierende Dialogparadigma einer streng bilateralen
zugunsten einer dynamisch konfigurierbaren multilateralen Kommunikationsstruktur erweitert
wird9.
3) Die Kopplung von Argumentations- und Inferenzprozeduren durch ein an den Diskurstyp
"Argumentation" angepaßtes Repräsentationskonstrukt {Argumentationsgraphen10).
4) Die formale Kontrolle des Argumentationsablaufs und der ihn charakterisierenden wiederholten
Meinungsumschwünge (inkl. ihrer Seiteneffekte) durch ein auf die Überwachung des Gruppen-
meinungsbildes abgestelltes konsistenzsicherndes Gruppen-Reason-Maintenance-System^.
Implementation. Das beschriebene System ist in ConceptBase [EHERER et al. 1989], einem Pro-
grammsystem, das CML / TELOS realisiert, implementiert. ConceptBase ist seinerseits in BIMProlog
implementiert und läuft in einer Prototypversion auf SUN 3/260 und MicroVax. Das elektronische
Konferenzsystem ist auf XI1 aufgesetzt und mit dem X-Window-Toolkit implementiert. Diese
Prototyp-Lösung wird kurzfristig von der Integration des Conference Desk [BONFIGLIO et al.
1989] in einer erweiterten Mehr-Benutzer-Version vonConceptBase abgelöst werden.
9
 Die für Gn^ppendiskussionen (strukturell durch ANDERSEN [1970] beschrieben) im Vergleich zu Zwei-Perso-
nen-Dialogen typischen Faktoren (mehr als zwei Diskutanten mit unterschiedlichen sozialen "Rollen" in Grup-
pendiskursen (vgl. BENNE/SHEATS [1970]), "Gruppen" als Teilnehmer, parallele Diskussionsbeiträge, "soziale"
Formen der Altemativenbewertung durch Abstimmungen oder Konfliktlösungsverhandlungen) und die daraus fol-
gende Komplizierung für die Kontrolle und Darstellung des sich ggf. verzweigenden Diskussionsverlaufs stellen
an die Dialogmodellierung neue Anforderungen und verlangen eine Neubewertung der für Zwei-Personen-Dialoge
bislang untersuchten Dialogstrukturen. Weitere Problemstellungen ergeben sich aus anderen gruppenspezifischen
Diskurstypen (etwa der Modellierung des Brainstorming) oder grundlegend anderen Interaktionskonstellationen
(etwakompetitive [KANDT1987] oder antagonistische [FLOWERS et al. 1982] statt kooperative Interaktionen).
10 Argumentationsgraphen dienen zur Repräsentation der Organisation einer Argumentation, stellen taktische Regeln
zur Argumenterwiderung und generalisierte, auf rhetorischen Mustern beruhende Argumentationsmacros (argu-
ment molecules) bereit, mit denen die Ablaufcharakteristik oder taktische Optionen zur Fortsetzung von Argu-
mentationen geplant werden können [FLOWERS et al. 1982].
1 1
 Zum Einbenutzer-Grundmodell vgl. das Konzept der TMS [DOYLE 1979] und ATMS [KLEER 1986], das von
KANDT [1987] bereits auf die Konsistenzüberwachung von Argumentationsbasen angewandt worden ist. Erste
konzeptionelle Ansätze, zur Modellierung von Gruppewentscheidungen grundlegende Theoriebestandteile nicht-
monotoner Schlußverfahren heranzuziehen, stellen DOYLE [1985] und BORGIDA/IMIELINSKI [1984] vor.
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Zeitabhängige, numerische Daten über das Unternehmen und aus dem Unter-
nehmensumfeld werden zur Unternehmensplanung und zum Controlling oft nur
unzureichend genutzt. Zu den Gründen hierfür zählen eine nicht an den
Wünschen des Endbenutzers orientierte Auswertung und Aufbereitung. Der
vorliegende Tagungsbeitrag stellt das im Projekt EISREVU entwickelte,
auf der Struktur über und von Zeitreihenobjekten aufbauende und struk-
turerzeugende, Modellierungssystem vor. Es ermöglicht dem Endanwender
einen individuellen, verteilten und netzwerktransparenten Aufbau von un-
terschiedlichen Kennzahlensystemen einschl. der Definition und Anwendung
von formalen Bewertungskriterien für Kennzahlen. Daneben wird ein allge-
meiner Überblick über Aufbau und Anwendung von Zeitreihenobjekten und
die Sprache zur Definition von komplexen Zeitreihenobjekten gegeben.
1. Ausgangspunkt
Die flexible Definition, Integration und Verwaltung ausschließlich nume-
rischer Daten in betrieblichen Informationssystemen führt in der wissen-
schaftlichen Diskussion eher ein Schattendasein; ebenso deren Auswertung
und sprachliche Interpretation. Dabei stellen numerische Daten wichtige,
jedoch interpretationsbedürftige Informationsträger für Entscheidungen
der Unternehmensleitung, der zweiten Führungsebene und für das Control-
ling dar. Zu dieser Fragestellung wird von unserem Lehrstuhl in Zusam-
menarbeit mit zwei Unternehmen aus der Energieversorgung das im folgen-
den teilweise vorgestellte Projekt EISREVU durchgeführt.
Der vorliegende Beitrag stellt das Konzept der "Zeitreihenobjekte", ih-
rer Strukturierung und darauf aufbauend das System zur Gewinnung von In-
formationen aus numerischen, zeitabhängigen Daten vor. Er ist die Be-
schreibung eines auf Grundlage eines theoretischen Konzepts implemen-
tierten Prototyps. Aufgabe des Systems ist es, periodisch erhobene nume-
rische Daten aus dem Unternehmen und dem Umternehmensumfeld zu bewertba-
ren Kennzahlen umzuformen und diese automatisch für den Entscheidungs-
träger vorzubewerten. Dabei kann das System auch von sich aus aktiv wer-
den. Der Unterschied zu vergleichbaren Systemen (z.B. teilautomatischer
Bilanzbewertung) [Schä 88] besteht darin, daß der Anwender kein fertig
Das Projekt EISREVU wird finanziell und durch fachliche Zusammenarbeit
von den Unternehmen Mainkraftwerke AG Frankfurt-Höchst (MKW) und Ener-
gieversorgung Oberfranken AG (EVO) gefördert.
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strukturiertes, sondern eine flexibles, nach eigenen Bedürfnissen ein-
setzbares Werkzeug zur eigenen Modellbildung erhält.
2. Adressaten und Zielvorstellungen des Projekts
Anwender-Zielgruppen des Systems sind Entscheidungsträger aus der zwei-
ten Führungsebene und dem Top-Management (zur Differenzierung Modellie-
rer/Anwender siehe [Aug 89]). Durch Aggregation, Selektion, Bewertung
numerischer Daten und deren Oberführung in leicht verständliche Texte
ist es möglich, Informationen, die in den "Datengräbern" einer Unterneh-
mung zwar prinzipiell vorhanden, aber aufgrund mangelnder Aufbereitung
und/oder Verdichtung nicht zu verstehen sind, für Entscheidungsträger
bereitzustellen. Auch praxisorientierten Werken [Oeh 78] sind kaum
Richtwerte für eine optimale Größe selbst der wichtigsten Kennzahlen zu
entnehmen. Ein Informationssystem auf der Basis von Kennzahlen hat sich
deshalb in erster Linie mit deren zeitlicher Entwicklung zu befassen, um
Entwicklungstendenzen und Auffälligkeiten im Unternehmen und in der Ge-
samtwirtschaft erkennen zu können. Um auch Prognosen aufgrund neuer Ent-
wicklungen schnell - und nach Möglichkeit automatisch - revidieren zu
können, ist die Etablierung eines quasi permanenten Zeitreihenverwal-
tungssystems (im folgenden ZRV genannt) erforderlich.
3. Konzeption des Zeitreihenverwaltungssystems (ZRV)
Die EISREVU-Systemkonzeption folgt der Entwicklung zur Trennung von Be-
nutzersicht und Datenstruktur. Anders als klassische Datenbanksysteme,
die nur eine logische und keine systemtechnische Trennung beinhalten,
anders als Front-Ends (wie z.B. [Fre 84]), die ihre Clients auf primiti-
ven Endbenutzerschnittstellen aufsetzen, hat EISREVU eine Client-Server-
Architektur mit einer ausschließlichen Maschine-Maschine-Kopplung (s.
hierzu auch [Kuh 89], [Her 86] u.a.) und einer gewissen lokalen Intelli-
genz im Client. Aus diesem Grund enthält das ZRV keine direkte Endbenut-
zer-Schnittstelle, sondern wird von anderen Programmen über Prozeßkommu-
nikation angesprochen. Der Endbenutzer kommuniziert dabei direkt mit ei-
nem anderen Prozeß, normalerweise auf seinem lokalen Rechner, der ihm
eine graphische Oberfläche bietet und der seinerseits wieder mit den
ZRV-Servern kommuniziert. Zusätzlich sind weitere Anwendungssyteme als
Clients denkbar.
Abb. 1 zeigt netzwerktransparente ZRV-Server. In einem Netzwerk können
theoretisch beliebig viele Serverprozesse gleichzeitig arbeiten. Ein
ZRV-Server kann mit mehreren und ggf. auch verschiedenartigen Clients
kommunizieren. Werte von Zeitreihen innerhalb des ZRV können als Aus-
gangsinformation für ein Prognosesystem und/oder entscheidungsunterstüt-
zendes System auf Basis eines Expertensystems oder eines künstlichen
neuronalen Netzes dienen. Des weiteren ist ein Client zur automatischen
Generierung natürlichsprachlicher Berichte denkbar. So könnte beispiels-
weise zu jeder "Ausnahmesituation" eine Meldung von einer Überwachungs-
funktion (Demon) generiert werden: zeigt ein oder zeigen mehrere Demons
auf Werte, die außerhalb eines "normalen", vom Endbenutzer definierbaren
Wertebereichs liegen, so wird für das entsprechende Zeitreihenobjekt ein
Bericht generiert. Dieser setzt sich aus folgenden Informationsquellen
zusammen:
* der dem Zeitreihenobjekt assoziierten Beschreibung.
* Textstücken, die an die Bewertungsskalen der Demons geheftet sind und
bei entsprechenden Demonergebnissen aktiviert werden.
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Der Client zur Berichtgenerierung sollte dabei wahlweise lineraen.
druckfähigen Text oder
Hypertext erzeugen.
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Konstruktion eines konkreten Modells wird dabei jeder von außen in das
System eingeführten betriebswirtschaftlichen Größe ein elementares Zeit-
reihenobjekt zugeordnet. Elementare Zeitreihenobjekte besitzen, wie in
Abb. 2 dargestellt, eine innere Struktur mit identifizierenden Namen und
einer Zeitreihe mit Zusatzangaben (Einheit, Periodizität, etc. ).
Elementare Zeitreihenobjekte erhalten ihre Daten entweder automatisch
über einen "Update-Client" oder durch manuelle Eingabe über den Client
zur Benutzerinteraktion. Quellen für den "Update Client" sind die opera-
tiven Systeme des Unternehmens, amtliche Statistiken [Stau 85] auf Da-
tenträgern sowie Daten aus Betriebsvergleichen [Reh 88], etc..
4. 3. Die Komponenten eines höheren Zeitreihenobjekts
Durch die Bildungsregel (s. Abb. 3) ist festgelegt, wie die ZR-Werte er-
rechnet werden. Zu diesem Zweck wurde eine Beschreibungssprache entwik-
kelt, die modellie-
rungstechnisch auf
der Ebene der Regel-
sprachen von Exper-
tensystemen angesie-
delt und in Kap. 7.
im Detail beschrieben
ist. Die Bildungsre-





















Abb. 3: Aufbau eines höheren ZR-Objekts
Die ZR-Objekt Beschrei-
bung ist eine Art Notizzettel für Anmerkungen zum jeweiligen ZR-Objekt.
Als Werkzeug für die (Vor-)Bewertung und Überwachung von numerischen
Größen in Zeitreihenform stehen die Demons zur Verfügung. Bei der Beur-
teilung betriebswirtschaftlicher Größen tritt das Problem auf, daß in
der einschlägigen Literatur Bewertungskriterien oft nur sehr vage formu-
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[Lef 77] u.a.) die Berechnungsalgorithmen für Kennzahlen einen vielfa-
chen Seitenumfang gegenüber den Bewertungskriterien ein. Selbst "Kochbü-
cher" wie [BIF 80] geben selten konkrete Soll-Werte für Kennzahlen an.
Die einzige Möglichkeit, die zeitliche Entwicklung von Kennzahlen in Re-
geln zu fassen, ist somit die Betrachtung der zeitlichen Entwicklung (s.
[Schä 88]). Ein anderer Gesichtspunkt des Demon-Konzepts ist, daß sich
die in verschiedenen Unternehmen eingesetzten Kennzahlensysteme aufgrund
individueller Gegebenheiten stark voneinander unterscheiden, und da je-
der Analytiker normalerweise seine eigenen Kriterien zum Einsatz bringen
will, ist es notwendig, dem Benutzer eine flexible Modellierung von Da-
tenbewertungsfunktionen zu ermöglichen.
Ein EISREVU-Demon führt diese Bewertung durch und ist normalerweise ei-
nem höheren Zeitreihenobjekt zugeordnet. Er besteht aus einem Verfahren,
das jeweils nach up-dates an dem ihm zugeordneten Zeitreihenobjekt akti-
viert wird. Nach der Aktivierung prüft der Demon, ob die ZR-Werte Bedin-
gungen für die Auslösung einer Meldung an den Benutzer erfüllen. Zur
Analyse der zugeordneten Zeitreihen kann sich ein Demon einer Reihe von
vorgegebenen Verfahren bedienen. Der Demon kann z.B. feststellen, ob der
letzte Zeitreihenwert einen vom Benutzer definierten Grenzwert über-
schritten hat. Treffen die Bedingungen für die Auslösung einer Meldung
zu, so gibt der Demon vom Benutzer vordefinierte Meldungen aus, die die-
ser wiederum nach verschiedenen Gesichtspunkten abfragen kann.
Abb. 4 zeigt einen Demon KST_UEBERW zur Überwachung der Kostenstellenko-
sten. Falls die Werte der Zeitreihe eines des höheren Zeitreihenobjekts
KST_Lager im Vergleich zum letzten Wert um mehr als 5 Prozent gestiegen
sind, gibt der Demon die Meldung "Kostenstellenkosten sind zu stark ge-
stiegen" und die Werte der Zeitreihen aus.
DEMON_DESCR ( KSTJJEBERW )
BINDJTO KST_Lager
IF Steigung ( KST_Lager > 0.05 )
THEN
Meldung ("Kostenstellenkosten
sind zu stark gestiegen")
AND
Liste ( [KST_Lager])
KST Lager: 1025 1150 1328 1419 1589 1730
Abb. 4: Überwachung der Lagerkosten (leicht gekürzte Syntax)
4. 4. Globale Modelle und Strukturmodelle
Der Benutzer faßt Zeitreihenobjekte nach sachlogischen Gesichtspunkten
in globalen Modellen und Strukturmodellen zusammen. Ein globales Modell
ist ein in sich abgeschlossenes System. Es beinhaltet elementare Zeit-
reihenobjekte und Strukturmodelle über höhere Zeitreihenobjekte. Globale
Modelle sind voneinander unabhängig. Es können mehrere Strukturmodelle
in einem globalen Modell und somit mehrere Strukturmodelle über densel-
ben elementaren Zeitreihenobjekten existieren. Ein Strukturmodell be-
steht aus höheren Zeitreihenobjekten. Es hat die Struktur von überein-
andergelagerten, transponierten wurzelbäumen mit benannten Kanten.
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5. Der ZRV-Server als abstrakte Maschine
Der ZRV-Server wird im folgenden als abstrakte Maschine, die Befehle
entgegennimmt und Antworten generiert, beschrieben. Der folgende Über-
blick über die Funktionalität eines ZRV-Servers beschreibt die Interak-
tionen, die zwischen dem Server und möglichen Clients ausgeführt werden
können.
Verwaltung von Zeitreihenobjekten
Hierzu zählen Befehle zum Anlegen und Löschen von elementaren und höhe-
ren Zeitreihenobjekten. Beim Anlegen eines höheren Zeitreihenobjekts ist
dessen Bildungsregel mitzugeben. Weiterhin zählen hierzu Befehle zum An-
legen, Anfordern und Löschen der natürlichsprachlichen Beschreibung und
der Demons eines Zeitreihenobjekts.
Zeitreihenobjekte mit Inhalt füllen
Elementare Zeitreihenobjekte werden gefüllt, indem die Werte eines defi-
nierten Zeitraums, ggf. auch zum Anhängen an einen vorhandenen Bestand
dem ZRV zusammen mit dem jeweiligen Befehl übergeben werden. Beim Füllen
von höheren Zeitreihenobjekten werden keine Daten übergeben, sondern es
wird die Bildungsregel des jeweiligen Zeitreihenobjekts aktiviert. Auf
Wunsch können alle Zeitreihenobjekte eines Strukturmodells oder auch
eines globalen Modells (in sinnvoller Reihenfolge) neu berechnet werden.
Inhalt von Zeitreihen ausgeben
Es existieren Befehle zur Ausgabe aller Werte eines Zeitreihenobjekts,
des Werts zu einem Zeitpunkt, der Werte eines Zeitintervalls, der Anzahl
der vorhandenen Werte sowie von den Werten der Attribute.
Befehle zur Verwaltung von (globalen) Modellen
Diese Befehle ermöglichen ein neues globales Modell anzulegen und wieder
zu löschen.
Befehle zur Verwaltung der Struktunnodelle einschl. ihrer ZR-objekte
Diese Befehle ermöglichen es, ein neues Strukturmodell anzulegen und
wieder zu löschen. Zusätzlich dazu existieren Befehle, die ein im Hin-
tergrund vorhandenes Strukturmodell (mit seinen höheren Zeitreihenobjek-
ten) in den aktuell bearbeitbaren Bereich laden bzw. aus dem bearbeitba-
ren Bereich entfernen (ohne dabei das Strukturmodell zu löschen). Dies
macht z.B. dann Sinn, wenn zu einem globalen Modell mehr Strukturmodelle
existieren als auf dem Bildschirm sinnvoll anzeigbar sind.
Konfiguration von Zeitreihenobjekten in Modellen und Strukturmodellen
Die Befehle dieser Familie liefern Listen von elementaren und/oder höhe-
ren Zeitreihenobjekten in einem globalen Modell oder einem Strukturmo-
dell und eine Liste von Strukturmodellen in einem globalen Modell.
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6. Aufgaben der Beschreibungssprache für höhere Zeitreihenobjekte
Für den ZRV-Server ist ein höheres Zeitreihenobjekt durch die Bildungs-
regel, die als Argument des Befehls "höheres ZR-Objekt erzeugen" mitge-
















Die Schnittstelle allein würde
jedoch der Philosophie des EIS-
REVU-Systems widersprechen,
nach der der modellierende Be-
nutzer selbst die Definition
Graphikeditor seiner Zeitreihenobjekte und
r
 die Komposition seiner Modelle
vornehmen können mu3. Wie in
Abb. 5 dargestellt, wird die
Beschreibungssprache im Endaus-
bau des EISREVU-Systems von ei-
nem graphischen Editor (als
Teil des Clients zur Benutzer-
interaktion) erzeugt. Diese
wird dann wiederum mit dem Be-
schreibungssprachencompiler in
vom ZRV benutzbaren Prolog-Code
übersetzt.
Abb. 5: Erstellung höherer
Zeitreihenobjekte
Durch die interne Architektur
des Servers werden im Prolog-
Code des ZRV zur Laufzeit des
Programms nicht nur Fakten son-
dern auch Regeln modifiziert.
Durch die damit erfolgte de-
facto Aufhebung der Trennung
von Programm und Daten in einem
Prolog-System (Bra 87] können die Regeln zur Beschreibung höherer Zeit-
reihenobjekte (nach deren-Übersetzung in Prolog-Syntax) sofort in das
laufende ZeitreihenverwaltungsSystem geladen, bzw. diese bei Laufzeit
modifiziert werden. Hiermit unterscheidet sich der vorgestellte Ansatz
von vielen wissensbasierten Systemen auf Prolog-Basis und allen Systemen
auf Prolog-Dialekten wie Turbo-Prolog, die zur Laufzeit nur Fakten, aber
keine Regeln modifizieren können.
7. Die Syntax der Beschreibungsspräche
Aus Gründen des Gesamtumfangs dieses Beitrags ist die folgende Darstel-
lung der Beschreibungssprache nicht ganz vollständig. Ebenso muß leider
auf eine Darstellung der Syntax des Prolog-Compilats verzichtet werden.




Die Beschreibung eines höheren Zeitreihenobjekts besteht aus zwei Tei-
len: der erste Teil beinhaltet die objektdefinition..des neuen Zeitrei-
hen-Objekts. Er entspricht in der Gramnatikbeschreibung der object_def
und beginnt mit dem Schlüsselwort "NODE_DESCR". Der zweite Teil bein-
haltet die eigentliche Bildungsregel. Sie entspricht in der Grammatikbe-
schreibung einer expression und beinhaltet die Berechnungsvorschrift für
die Werte des jeweiligen höheren Zeitreihenobjekts.
object_def
: "NODE_DESCR" object model_types
Die Objektbeschreibung <object> besteht aus den terminalen Symbolen für
die Definition der Parameter
Objekt
: ( name level type unit period )
name: Eindeutiger Identifikator des Objekts,
level: Niveau des ZR-objekts - wird benötigt, um Zyklen bei der
Definition von Zeitreihenobjekten zu vermeiden und ent-
spricht einer Schicht in streng hierarchischen Systemen
type: Wert, Verhältnis oder Index,
unit: DM, $, etc.,
period: Tag, Monat, Vierteljahr, Halbjahr oder Jahr
und der Definition der Zugehörigkeit zum globalen Modell und Strukturmo-
dell in model_types
model_types
: "GLOB_MODEL" STRING "STRUCT_MODEL" STRING
Beispiel:
NODE_DESCR (MA_Einkauf 27 value DM MONTH)
GLOB_MODEL LAGER_BA
STRUCT MODEL Mitarbeiter ..
7. 2. Aufbau der Berechnungsvorschrift
Die Berechnungsvorschrift für die Werte eines höheren ZR-Objekts wird in
der Grammatik der Beschreibungssprache <expression> genannt.
expression
: { object }
{ slot { expression ) }
{ method { expression } }
operator_expression
Im <object>-Zweig terminiert die Beschreibung durch Nennung des Zeitrei-
henobjekts, aus dem sich das beschriebene Zeitreihenobjekt errechnet.
object
: ( name level typ unit periods )
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Mit <slot> kann die Länge der Werte durch Eingrenzung des zeitlichen
Gültigkeitsbereichs eingeengt werden.
Der einfachste Fall einer expression ist eine l:l-Abbildung, d.h. die
Kopie eines anderen (elementaren oder höheren) Zeitreihenobjekts. Dabei
müssen, wie am folgenden Beispiel ersichtlich, die identifizierenden Na-
men unterschiedlich und der Level des neuen Objekts höher sein. Das fol-
gende Beispiel zeigt die Berechnung der Gesamtpersonalausgaben für das
Lager Bamberg aus den Ausgaben für den einzigen Mitarbeiter "Krause."
NODE_DESCR (Angestellte 1 value DM M O N T H )
GLOB_MODEL Lager_BA
STRUCT_MODEL Ausgaben
{ (Krause 0 value DM MONTH) }
7. 3. Beschreibung höherer Zeitreihenobjekte durch Verknüpfung von Zeit-
reihenobj ekten
Unter diesem, in der Beschreibungssprachendefinition <operator_expres-
sion> genannten Konstrukt versteht man die Verknüpfung von mindestens
zwei Zeitreihenobjekten zu ei-
nem neuen, übergeordneten höhe-
ren Zeitreihenobjekt. Am Bei- .
 Wm,DM>Monat
spiel von Abb. 6 entstehen die j Angestellte | [_eve( s
Werte des Zeitreihenobjekts
"Angestellte" durch Aufsummie-
rung der entsprechenden Werte
der Zeitreihenobjekte "Maier",uer ^eiLiexxienoujeKte neuer , i 1 rr; 1 i ; r i
"Krause" und "Lehner". 1 Maief I 1 *""* I 1 Lehncr 1
Wert, DM. Monat Wert, DM, Monat Wert, DM. Monat
Diese Verknüpfung ist SO reali- Level 0 Level 0 Level 0
siert, daß im Anweisungsteil,
d.h. nach der ersten "(", mit
dem Operator (z.B. "+") zwei Abb. 6: Additive Verknüpfung
Zeitreihenobjekte verknüpft von Zeitreihenobjekten
werden. Der Operator beschreibt
die Verknüpfung (z.B. Addition) zweier Zeitreihen-Objekte, eines Zeit-
reihenobjekts mit einer Zahl oder mit zwei Zahlen. Werden zwei Zahlen
miteinander verknüpft, so ist das Ergebnis wieder eine Zahl, wird ein
Zeitreihenobjekt mit einer Zahl verknüpft, so ist das Ergebnis ein Zeit-
reihenobjekt und jeder Wert wird mit der Zahl verknüpft. Werden zwei
Zeitreihenobjekte miteinander verknüpft, so müssen sie die gleiche
Periodizität besitzen.
Bei normalen Operatoren, z.B. "+", wird zu einem Datum nur dann ein Er-
gebnis errechnet, wenn beide Ausgangs-Zeitreihenobjekte zu diesem Datum
einen Wert besitzen. Total-Operatoren (z.B. "T+") errechnen zu jedem Da-
tum, zu dem in mindestens einem Zeitreihenobjekt ein Wert eingetragen
ist, einen Wert.




















Operatoren sind "links-nach-rechts"-assoziativ, so daß z.B. die Addition
mehrerer Zeitreihenobjekte auf die zweier Zeitreihenobjekte zurückge-
führt werden kann. Sie verhalten sich auch sonst wie ihre Gegenstücke
aus der Arithmetik. Folgendes Beispiel zeigt die totale Addition der Ge-
hälter der Angestellten "Maier", "Krause" und "Lehner" zum Gesamtposten
"Angestellte".
NODE_DESCR (Angestellte 10 value DM MONTH)
GLOB_MODEL Lager_BA
STRUCT_MODEL Ausgaben
{ (Maier 0 v alue DM MONTH) } +
{ (Krause 0 value DM MONTH) } +
{ (Lehner 0 value DM MONTH) }
Anstelle eines Zeitreihenobjekts (entspricht in der Grammatik einer ex-
pression) kann auch eine Zahl stehen. Diese wird zu allen Werten des
Zeitreihenobjekts addiert, wie im folgenden Beispiel die Zahl 10 zu al-
len Werten des Zeitreihenobjekts Lehner:
NODE_DESCR (Angestellte 10 value DM MONTH)
GLOB_MODEL Lager_BA
STRUCT_MODEL Ausgaben
{ (Lehner 0 value DM MONTH) } + 10
Ändert sich die Berechnungsvorschrift für Kenngrößen (z.B. durch eine
Gesetzesänderung), so ist die Handhabung von Strukturbrüchen erforder-
lich. Die Beschreibungssprache kann sie als <operator_expression> aus-
drücken und stellt dafür den Operator <+> zur Verfügung:
NODE_DESCR object
expression_l <+> expression_2
Dabei wird das zu berechnende Zeitreihenobjekt mittels zweier verschie-
dener Berechnungsvorschriften (expression_l und expression_2) errechnet.
Dabei werden zuerst alle Werte, die mit der Berechnungsvorschrift ex-
pression_l errechenbar sind, berechnet. Dann folgt Analoges für expres-
sion_2. Zuletzt wird geprüft, daß sich im Sinne der Zeitachse der letzte
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(durch expression_l errechnete) Wert direkt vor dem ersten (durch ex-
pression_2 errechneten) Wert befindet. Ggf. muß, um keine Fehlermeldung
zu erzeugen, der Zeitraum für eine oder beide expressions eingeschränkt
werden. Der Operator <+> eignet sich auch zur Darstellung externer Er-
eignisse bei Simulationen.
7. 4. Beschreibung eines höheren Zeitreihenobjekts unter Benutzung von
ümformungsregeln (Methoden)
Bei diesem Verfahren werden, wie in Abb. 7 dargestellt, die Werte eines
höheren Zeitreihenobjekts aus einem einzigen anderen Zeitreihenobjekt
(d.h. systemtechnisch gesehen
aus einem elementaren oder höhe-
rem Zeitreihenobjekt mit niedri-




Methoden, Zur Umformung der Werte des
Zeitraum etc. Zeitreihenobjets können Stati-
I stische Verfahren, eine Änderung| Lehner j ^ £ o M . Monat der Periodizität und/oder eine
Einschränkung des Zeitraums her-
angezogen werden. An statisti-
schen Verfahren stehen derzeit
Abb. 7: Bildung eines höheren Zeit- die Glättung durch gleitende
reihenobjekts durch die Anwen- Durchschnitte, die Indizierung,
düng von Methoden (im Sinne die Versetzung von Zeitreihen
einer Abbildung) (z.B. zur Ermittlung des Vor-
jahreswertes) zur Verfügung. Sie
können jederzeit erweitert werden. Die Syntaxdefinition der Beschrei-












"shift" + INTEGER period_param






Wie aus der Syntaxdefinition für <expressions> (s. Kap. 7.2.) und den
Beispielen für die einzelnen Verfahren ersichtlich, steht der Methoden-
aufruf hier (zusammen mit ggf. benötigten Parametern) vor der expres-
sion, auf die er angewendet werden soll.
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Ein einfaches Beispiel für Methoden ist die Änderung der Periodizität.
Das nachfolgende Beispiel zeigt die Umrechnung des G.ehalts des Ange-
stellten Lehner von monatlichen in jährliche Werte.
NODE_DESCR (Lehner_Y 3 value TDM YEAR)
GLOB_MODEL Ausgaben
STRUCT_MODEL Lager
{ period YEAR (Lehner 0 value DM MONTH) }
Wird keine Rechenvorschrift <per_method> angegeben, so werden bei der
Umrechnung von kleiner auf große Einheit wie im obigen Beispiel die Wer-
te aufsummiert; bei einem Zeitreihenobjekt vom Typ "index" wird das Mit-
tel genommen. In der umgekehrten Richtung wird der entsprechende Bruch-
teil (z.B. 1/12) gebildet (und beim Typ-Index der Wert unverändert ge-
lassen) . Als Rechenvorschriften stehen Mittelwerte, Differenz max-min im
jeweiligen Zeitraum, maximaler Wert, minimaler Wert etc. zur Verfügung.
Andere Methoden sind gleitender Durchschnitt (statistisch und heuri-
stisch) zum Ausschalten zeitlicher Schwankungen, die Umrechnung von Ein-
heiten sowie die Indexbildung (z.B. 1.1980 = 100).
Das Versetzen von Zeitreihen auf der Zeitachse kann z.B. zu Zeitverglei-
chen mit Vergangenheitsdaten und Zukunftsprognosen verwendet werden. Dem
Methodennamen "shift" folgen als Parameter eine INTEGER-Zahl und der Typ
der Zeiteinheit. Die INTEGER-Zahl ist die Anzahl der Zeiteinheiten, um
die verschoben werden soll. Die Werte für Zeiteinheiten (period_param)
entsprechen den Angaben für die Periode aus den Parametern der Zeitrei-
henobjektdefinition (DAY , .. ,YEAR). Zusätzlich dazu kommt die Wertebe-
legung "STEP". STEP wird intern durch die Periodizität der aktuellen ex-
pression substituiert.
Das folgende Beispiel erzeugt die Vorjahreswerte:
NODE_DESCR (Lehner_vj 10 value DM MONTH)
GLOB_MODEL Lager_BA
STRUCT_MODEL Ausgaben
{ shift -12 STEP {Lehner 0 value DM MONTH) }
7. 5. Kombination verschiedener Beschreibungstypen
Die in den vorstehenden Abschnitten dargestellten Techniken lassen sich,
wie in Abb. 8 dargestellt, beliebig verknüpfen:
Die BeschreibungsSprache hierzu:
NODE_DESCR (Lagerkosten 12 index .1990 YEAR)
GLOB_MODEL Lager_BA
STRUCT_MODEL Ausgaben
{ index .1990 lin_trend L_DATE .2000
{ { period YEAR (Maier 0 value DM MONTH) } +
{ period YEAR (Krause 0 value DM MONTH) } +
{ period YEAR (Aushilfen 0 value DM DAY) J +
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Abb. 8: Kombination von Verknüpfungen und Methoden
Expressions können sich demnach gegenseitig beliebig oft (rekursiv) auf-
rufen. Dadurch lassen sich Hilfs-Zeitreihenobjekte ohne eigenständige
Semantik vermeiden (vgl. hierzu die Vielzahl unnötiger Hilfskennzahlen
in den klassischen Kennzahlenmodellen [Lef 76]).Dies erhöht die Über-
sichtlichkeit für den informationssuchenden Benutzer.
7. 6. Beschreibungssprache und Strukturmodelle
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Abb. 9: Zwei Strukturmodelle über elementaren Zeitreihenobjekten
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Abb. 9 zeigt die Anwendung der Beschreibungssprache bei der Definition
von Strukturmodellen. Dargestellt sind die zwei elementaren Zeitreihen-
objekte Maier und Krause. Auf diesen und anderen, aus Platzgründen nicht
dargestellten elementaren Zeitreihenobjekten fußen die Strukturmodelle
SM1 und SM2. Diese sind für unterschiedlichste Zwecke konstruiert. SM1
ist eine einfache Aufsummierung der Personalkosten nach Organisations-
einheiten. SM2 bezweckt eine Prognose der Kostenenentwicklung eines La-
gers. Die höheren Zeitreihenobjekte ohne "Unterbau" (z.B. Aushilfen,
Personal, Vertrieb) errechnen sich entweder aus nicht dargestellten ele-
mentaren Zeitreihenobjekten oder aus höheren Zeitreihenobjekten eines
anderen Strukturmodells.
8. Implementierung in Stichpunkten
Die Implementierung verfolgt das Prinzip einer netzwerkfähigen Client-
Server-Architektur. Es können gleichzeitig beliebig viele Serverprozesse
in einem Netz betrieben werden. Als Beispiele sind derzeit Server für
Bilanzkennzahlen und für Kennzahlen aus der Materialwirtschaft implemen-
tiert. Der Server ist größtenteils in Prolog geschrieben. Jeder Server
ist ein Prozeß. Der Client für die graphische Oberfläche ist in C unter
X Window implementiert. Clients greifen über Netz auf die Server zu,
transformieren die von den Servern gelieferten Informationen in eine für
den Anwender lesbare Form, erlauben die Eingabe zusätzlicher Daten und
stellen einen Editor zur Erstellung der Beschreibungssprachen bereit.
Die Kommunikation wird über ein eigenentwickeltes Protokoll abgewickelt.
Darunter liegt eine Kommunikation über ETHERNET und stream sockets.
9. Stand des Projekts
Derzeit sind implementiert:
* Die netzwerkfähige Verwaltung der Zeitreihenobjekte,
* ein graphikfähiger Client zur Interaktion mit Endbenutzern,
* Compiler für Bildungsregeln und für die hier nur kurz vorgestellten
Demons.
Die Rechnerumgebung ist UNIX-System V und SunOS. Der Client für den End-
benutzer arbeitet unter X Window. Die Implementierung der Textgenerato-
ren und der Inferenzmaschine ist einem Folgeprojekt vorbehalten. Die De-
monsprache und das Implementierungskonzept werden in späteren Berichten
im Detail beschrieben werden.
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Referat
Die Konzeption des Informationssystems WIDAB orientiert sich an dem Ziel, aus einer wahrhaftig
unübersehbaren Menge an Wirtschaftsdaten, die bei den statistischen Ämtern und Wirtschaftsfor-
schungsinstituten gehalten werden, Informationen werden zu lassen, diesoeinfach zugänglich sind
wie der Inhalt einer Zeitung.
Die Beziehung von den Informationsnachfragern zu den Informationsautoren wird über Informa-
tionsmittler hergestellt. Ihr Analysewissen wird in einem semantischen Netz abgebildet, das einen
automatisierten Prozeß der Informationserstellung unterstützt. Die Nutzer identifizieren lediglich in
der Netzstruktur die ihr Informationsproblem charakterisierenden Begriffe. Anhand dieser Auswahl
und der thematischen Zuordnung der Zeitreihen und Texte zu derselben Netzstruktur kann eine
automatische Datenbankabfrage generiert werden.
Die Dienstleistung Informationserstellung wird in einem temporären Rechnernetz erstellt, wobei die
unterschiedlichen Funktionskomponenten einerseits in räumlicher Distanz zueinander stehen und
andererseits die Benutzeraufträge in kooperativer Autonomie bearbeiten.
Abstract
The basicconceptofthe WIDAB information System iscenteredonthegoalofpresentinginformation
from the vast quantities of economic data compiled by the statistical Offices and research institutes
in a form that is as easily accessible as the daily newspaper.
The linkbetween the information source and the information requester is established by information
mediators.Theiranalyticalknowledgeisdepicted in asemanticnetworkwhich supports an automatic
process of information preparation. The users need only specify the terms that characterize their
information needs in the network. Based on this selection and the subject-oriented arrangement of
the time series and texts in the network, an automatic database search can be generated.
The service of information presentation is prepared in a temporary Computer network, whereby the
various functional components, on the one hand, stand at spacial distance to each other and, on
the other hand, process the user requests in cooperative autonomy.
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1. Neue Marktsituationen erfordern neue Informationsmedien
Mit derzunehmenden Konkretisierung des Gemeinsamen Europäischen Marktes und der wachsen-
den Bedeutung der osteuropäischen Märkte wird sich für viele Unternehmen die Marktsituation
spürbar verändern. Den geänderten Chancen und Risiken unternehmerischen Handelns ist folglich
mehr denn je bereits in der Planungsphase Rechnung zu tragen. Dies verdeutlicht, daß die
Informationen Ober die neuen und veränderten Märkte in Zukunft eine bedeutende Rolle im
Planungsprozeß spielen werden: Die Konkurrenzfähigkeit hängt mehr und mehr von den Informa-
tionen ab, die in den Entscheidungsprozeß eingehen. Kürzere Reaktionszeiten auf Marktverände-
rungen und eine größere Komplexität des Marktgeschehens erfordern ein Mehr an. Information.
Dieses muß sich allerdings eher in qualitativer als in quantitativer Hinsicht entwickeln. Mit einem
ungebremsten Anwachsen der Informationsflut wird die Informationsverarbeitungskapazität der
Unternehmen nicht mehr Schritt halten können.
MitHilfederelektronischen Datenverarbeitung istesbishervorallemgelungen, große Datenmengen
zu erstellen und zu speichern. Dagegen ist es offenbar trotz E DV noch immer sehr schwer, aus einer
wahrhaftig unübersehbaren Menge an Wirtschaftsdaten Informationen werden zu lassen, die so
einfach zugänglich sind wie der Inhalt einer Zeitung. Dabei könntedie Information ausder Datenbank
ebenso aktuell wie eine Tageszeitung sein, und zusätzlich gezielt und problemorientiert der
augenblicklichen Entscheidungssituation des Nutzers entsprechen.
Um diesem Anspruch zu genügen, sind folgende Rahmenbedingungen zu erfüllen:
Aktualität. Die Zeitdifferenz zwischen Entstehung der Information und ihrer Verfügbarkeit ist so
gering wie möglich zu halten. Diese Eigenschaft ist für viele Nutzer von zentraler Bedeutung, da sie
so Informationen, die eben erst entstanden sind (z.B. Börsennotierungen, Preise u.a.), sofort in ihre
Entscheidungsfindungeinfließen lassen können. Gleichzeitig kann diese Funktion vondenanderen
Informationsträgern wie Printmedien, Messen usw. nur sehr unbefriedigend erfüllt werden.
Problemorientiertheit. Die Nachrichten der Informationsautoren, worunter numerische wie Textin-
formationen zu subsumieren sind, müssen möglichst exakt auf den Informationsbedarf der Nutzer
ausgerichtet sein.
Dervon ihnen artikulierte Informationsbedarf resultiertausdemlnformationsdefizitin ihrer relevanten
Entscheidungssituation. Durch den Informationsgehalt der übermittelten Nachrichten wird sein
Wissensdefizit reduziert. (Bössmann,1978, S.185/186)
Aufgabe eines Informationssystems ist es einerseits, denNutzern die Möglichkeit zu eröffnen, den
Informationsbedarf möglichst genau einzugrenzen. Andererseits muß es in der Lage sein, aus dem
Gesamtangebot der Informationsautoren die Nachrichten zu selektieren, die sich genau auf den
Bedarf beziehen. Durch ein hohes Maß an Problemorientiertheit wird eine Reduktion der Informa-
tionsflut erreicht. Das bedeutet, dieNutzer müssen weniger Zeit für die Verarbeitung der Informa-
tionen aufwenden.
Flexibilität. Den Nutzern muß die Möglichkeit geboten werden, die erhaltenen Informationen
weiterzu verarbeiten, um sie möglichst optimal in die jeweilige Entscheidungssituation integrieren zu
können. Weitere Informationen können aus den übermittelten Nachrichten gewonnen werden,
sobald sie mit den entsprechenden Werkzeugen bearbeitet werden. In diesem Zusammenhang
wären als Beispiele die Verwendung von Zeitreihen in statistischen Modellen oder die Gegenüber-
stellung von Texten im Rahmen einer Inhaltanalyse zu nennen.
Leichter und kostengünstiger Zugang. Damit das System bei einem großen Kreis von Nutzern
Anwendung finden kann, muß die Zugangsschwelle so niedrig wie möglich gehalten werden. Diese
Bedingung beeinflußt in erster Linie die Gestaltung der Bedienungsoberfläche und der Preise. Die
Steuerung des Systems per Knopfdruck mit situationsbezogenen Hilfestellungen ermöglicht es
selbst dem EDV-Laien, sich den vollen Funktionsumfang des Systems nutzbar zu machen.
Durch die ausschließliche Zuordnung derjenigen Funktionskomponenten zu den Arbeitsplatzrech-
nern der Nutzer, die in ihren Arbeitsbereich fallen, kann eine beachtliche und in vielen Fällen
ausschlaggebende Reduzierung der Informationskosten erreicht werden. Auf diese Weise treten
als relevante Größe nur noch die Kosten für die Informationskomponenten und deren Übermittlung
auf.
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2. Das Informationsmittlerkonzept im Überblick
Das Konzept des Informationssystems WIDAB (Wirtschaftsinformationen- und DAtenBank) sieht
vor, daß die Nutzer nicht direkt in der jeweiligen Datenbank recherchieren, von der sie vermuten,
ihr Datenbestand könne ihren Informationsbedarf decken. Sie bedienen sich eines Informations-
mittlers, dem sie ihr Informationsproblem anvertrauen und der aufgrund seines Fachwissens in der
Lage ist, daraus eine geeignete Recherche in den relevanten Datenbanken abzuleiten. Der
Informationsmittler weiß, in welchem Themengebiet der Informationsbedarf anzusiedeln ist und er
weiß auch, welche Informationsautoren welche Informationen zu diesen Themen auf iheren
Datenbanken vorhalten. Darüberhinaus kennt er auch die Arbeitsweise für den Abruf der nötigen
Informationen.
Um den Nutzern die Definition ihres Informationsproblems zu erleichtern, bietet er ihnen eine
Übersicht derThemen an, dieer aufgrund seiner Fachkompetenz bearbeiten kann. Diese Übersicht
enthält allerdings nicht eine schlichte Auflistung aller Themen sondern vielmehr eine Themenstruk-
tur, die auch den nötigen Kontext verdeutlichen soll. D.h. die Nutzer können so erkennen, aus
welchen übergeordneten Punkten ein betrachtetes Thema abgeleitet wurde und welche Punkte
darunter zu subsumieren sind. Sie brauchen also in der vorgefertigten Struktur nur noch die Themen
"ankreuzen", die mit den Begriffen korrespondieren, die ihren Informationsbedarf charakerisieren.
Die vom Informationsmittler durchgeführte Datenbank-Recherche liefert dann Informationen, die
stark auf die relevanten Themen unter Berücksichtigung ihres jeweiligen Kontexts zugeschnitten
sind.
Anfrage
Abb. 2.1 Das Informationsmittler-Konzept als Grundlage für den Prozeß der Informationser-
stellung
Im Rahmen des Projekts WIDAB wird die gesamte Dienstleistung Informationserstellung vollstän-
dig automatisiert. D.h. die Prozesse Analyse der Benutzeranfrage, Datenbank-Recherche und
Transport der Informationen werden durch die Übermittlung der Themenstruktur mit den markierten
relevanten Knoten initiiert und vom System automatisch abgewickelt.
Die gesamte Themenstruktur wird in der Datenbasis des Informationsmittlers abgebildet; ein Teil
davon aber, der zur Definition des Informationsbedarfs ausreicht, wird den Nutzern zur Verfügung
gestellt. Mit Hilfe eines Navigationssystems, das auf diesem Ausschnittbasiert, definieren die Nutzer
lokal ohne Verbindung zum Informationsmittler ihren Informationsbedarf. Anhand einer Übersicht,
die die Inhalte der verschiedenen Datenbanken katalogisiert, kann der Informationsmittler deren
Informationskomponenten in seine Themenstruktur integrieren. Umgekehrt leitet er bei der Analyse
der Benutzeranfrage die relevanten Schlüssel aus der Struktur ab. Sie verknüpft er mit den
Abfrageroutinen für die relevanten Datenbanken und führt die automatische Recherche durch. Die
Informationen werden anschließend an die Nutzer übermittelt zusammen mit einem Ausschnitt der
Themenstruktur, der einerseits auf die relevanten Problemthemen der Nutzer zugeschnitten ist und
andererseits die Informationskomponenten in ihren thematischen Kontext integriert. Durch die
gleiche Arbeitsweise wie bei der Definition ihres Informationsbedarfs können die Nutzer das
thematisch gegliederte Informationsmaterial einsehen.
Dabei unterstützt sie wiederum das WIDAB-Navigationssystem, das ihnen durch seine einfache
Bedienungsoberfläche bequem an die Themen und Informationen heranführt. Das Drücken einer
Taste bzw. Tastenkombination reicht aus, um von einem Thema in das nächste zu navigieren. Sie
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sind nicht gezwungen, eine Retrieval-Sprache zu beherschen, wie es die meisten Informationssy-
steme noch erfordern. Diese aber bereiten vielen Nutzem vor allem ohne EDV-Kenntnisse große
Probleme, gerade wenn sie selten angewendet und daher immer wieder etwas in Vergessenheit
geraten. Insgesamt gesehen erhöhen sie merklich die Zugangsschwelle zu einemlnformationssy-
stem.
Durch die Abbildung seines Fachwissens in die Themenstruktur macht der Informationsmittler es
nutzbar für die Definition des Informationsbedarfs, die problemorientierte Datenbank-Recherche
und die einfache Analyse des Informationsmaterials. Darüberhinaus greift er bei seiner Recherche
auf die Bestände mehrerer Datenbanken zurück, um den Informationsbedarf der Nutzer zu decken.
Durch diese Organisation der Informationserstellung nimmt WIDAB eine Sonderstellung unter den
Informationssystemen ein. Denn weit verbreitet sind nach wie vor Systeme, die den Nutzern die
Recherche in einer Datenbank bieten, die allenfalls durch die Möglichkeit des "Durchschaltens" zu
anderen Datenbanken noch etwas ausgedehnt werden kann. Dabei können sie sich in manchen
Fällen einer einheitlichen Retrieval-Sprache für alle Datenbanken bedienen; das Wandern durch
die Datenbanken bleibt ihnen aber kaum erspart.
Das Ergebnis der Recherche wird ihnen am Monitor oder in Papierform präsentiert. Indem WIDAB
die Informationen in den Arbeitsplatzrechner der Nutzer überträgt, bietet es ihnen darüberhinaus
noch die Möglichkeit, die Daten auch mit anderer Anwendungssoftware weiterzubearbeiten. Dies
geschieht ebenso wie die Definition des Informationsbedarfs und die Analyse des Materials ohne
Verbindung zum Informationsmittler. Das bedeutet, diese Tätigkeiten sind mit keinem Kostenauf-
wand verbunden. Während bei WIDAB lediglich Kosten für die Informationskomponenten und die
Übermittlung anfallen, werden bei vielen Systemen zusätzlich noch die beanspruchte Rechnerlauf-
zeit und ähnliches verrechnet. Dadurch wird die Datenbankrecherche derzeit oftmals noch zu einem
kostspieligen Unternehmen. Gerade aber die hohen Informationskosten sind für viele potentiellen
Nutzer ein wichtiger Grund, auf die Nutzung von Informationssystemen weitgehend zu verzichten.
Die genannten Nachteile, die die traditionelle Organisation vieler derzeit existierender Informations-
systeme aufwirft, gaben den Anlaß, mit WIDAB ein System zu schaffen, das einen leichten und
kostengünstigen Zugang zu Informationen bietet, die durch die Integration des Fachwissens von
Informationsmittlern und die Heranziehung mehrerer Datenbanken problemorientiert und aktuell
gestaltet werden können. Vordrei Jahren begannen das Deutsche Institut für Wirtschaftsforschung,
Berlin, und das Ifo-Institut gemeinsam mit der Entwicklung dieses Informationssystems, das sich der
Probleme potentieller Nutzer von Wirtschaftsdatenbanken in besonderem Maße annimmt. Den
Praxisbezug stellt die laufende Konsultation von Fachleuten aus den Bereichen der Unternehmen,
der Datenbankanbieter und der Informationsforschung her. Wegen der generellen Bedeutung
dieser Bemühungen wird das Projekt in seiner augenblicklichen Pilotphase vom Bundesministerium
für Wirtschaft gefördert.
3. Die logisch-technische Struktur von WIDAB
Nachdem die Übertragungskosten einen bedeutenden Kostenfaktor darstellen, wird es wirtschaft-
lich sinnvoll, durch Verteilung der Rechnerkapazität und Datenhaltung den gesamten Teil Daten-
haltung an den Entstehungsort der Informationen zu verlagern, und über den Verbund dieser und
der Benutzerrechner nur diejenigen Daten und Informationen zwischen ihnen auszutauschen, die
zum jeweiligen Zeitpunkt für die Nutzer von Bedeutung sind. (Schnupp,1982,S.19) Bezüglich der
Datenübertragung soll das System so offen gestaltet werden, daß es den Nutzern grundsätzlich
mehrere Alternativen bieten kann (Feste Leitungsverbindung, Diskettenversand oder Papierform).
Bei den öffentlichen wie privatwirtschaftlichen Informationsnachfragern hat der Personalcomputer
aufgrund seiner vielfältigen Einsatzmöglichkeiten eine weite Verbreitung gefunden. Die Nutzer von
Großrechenanlagen stellen im Vergleich dazu eine kleine Personengruppe dar. Dieses Verhältnis
spiegelt sich auch bei den potentiellen Nutzern des WIDAB-Informationssystems wieder. Daraus ist
auch zu schließen, daß die Grundformen der Kommunikation mit dem PC nahezu dem gesamten
potentiellen Nutzerkreis von WIDAB bekannt sind.
Von der eigentlichen Datenbankfunktion aber wird er aufgrund seiner unzureichenden Speicher-
kapazität und der großen Distanz zum Entstehungsort der Informationen überwiegend ausgenom-
men. Die Verwaltung der Informationskomponenten, insbesondere auch die Pflege der Datenbe-
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stände geschieht ausschließlich bei den Informationsanbietern, die zu diesem Zweck jeweils über
eine leistungsfähige Großrechnerkonfiguration verfügen. Diese Datenstationen stellen also im
Gesamtsystem diejenigen Systemelemente dar, an denen die Informationskomponenten entste-
hen, welche dem Netz zur Übermittlung an andere Datenstationen übergeben werden, und an sie
gelangen über das Netz Nachrichten von anderen Datenstationen zur Verarbeitung. Ihre primäre
Aufgabe ist folglich die Schaffung des Informationsangebots, also die Datenhaltung und -pflege.
Diese Systemkomponenten sind jedoch einerseits mit unterschiedlichen Betriebs- und Datenbank-
systemen ausgerüstet und andererseits weisen die Strukturen der Datensätze große Unterschiede
auf, so daß eine Kommunikation miteinander nicht oder nurerschwert möglich ist. An dieser Situation
wird sich, das zeigen Erfahrungen aus der Vergangenheit, auch langfristig nichts ändern. Ziel von
WIDAB kann es deshalb auch nicht sein, den Einsatz eines bestimmten einheitlichen Datenbank-
systems oder eines Systems, das zumindest eine gewisse Harmonisierung herstellt, zu fordern. Die
Akzeptanz- und technischen Probleme auf Seiten der Informationsanbieter verurteilen derartige
Bestrebungen zum Scheitern.
Das System WIDAB muß also auf eine andere Artdas Problem der mangelnden Kompatibilität lösen,
das sich auch auf die Datenübertragung bezieht. Dazu bedientes sich sogenannter Zentralrechner
als Vermittlungsstelle. Sie stellen das Bindeglied zwischen Benutzer-PC und In-
formationsdatenbank dar und wissen über die systemspezifischen Gegebenheiten ihrer Kommu-
nikationspartner Bescheid. Dadurch wird gleichzeitig das Informationsmittlerkonzept auf die
Gestaltung der physischen Systemstruktur übertragen.
Diese Zentralrechner, die aufgrund dieser Funktionszuordnung auch mit dem Fachbegriff Terminal
Interface Processer" (TIP) bezeichnet werden können, übernehmen Nachrichten von den Daten-
stationen zur Weiterleitung an eine bestimmte Zieladresse und wickeln im umgekehrten Fall den
Nachrichtenverkehr mit den Benutzerrechnern ab. (Schnupp,1982,S.27)
Abb. 3.1 Schema der physischen Struktur von WIDAB
Der TIP emfängt die Informationsanforderung der Benutzer, wandelt sie in Algorithmen für
Datenbank-Recherchen um, führt sie an den Datenbanken durch und veranlaßt den Transfer der
Informationen zurück in seinen Externspeicher. Nachdem er alle notwendigen Informationskompo-
nentengesammeltundaufbereitethat, übermittelt er dasfertige Informationspaketanden Benutzer-
PC. DiesegesamteTransaktionskette.dieim Rahmen derDarstellungderfunktionalen Systemstruk-
tur ausführlich erläutert wird, ist vollständig automatisierbar.
(Jessen, 1989;Schnupp,1982,S.24)
Die wichtigste Aufgabe der Analytiker am TIP ist aber, die Daten aufzubereiten und zu pflegen. Die
Verwaltung derStrukturdatenliegtausschließlich in ihren Händen. Durch die Möglichkeitder individu-
ellen Strukturgestaltung unterscheiden sich letztendlich auch die Informationsangebote der
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verschiedenen TIPs. Erst wenn eine Informationskomponente in der Struktur abgebildet ist, ist sie
fürdas Informationssystem verfügbar. Aufgrund der IndividualitätderZusammenhangsstrukturkann
es für die Nutzer sinnvoll sein, zu mehr als einem TIP Kontakt zu knüpfen. In der Regel aber wird
eine Beziehung ausreichen. Die Informationsmittler werden im Gegensatz dazu Beziehungen zu
möglichst vielen Datenbanken unterhalten, um eine größtmögliche Informationsvielfalt zu wahren.
Bei der Zuordnung der Informationskomponenten zu den Knoten der Themenstruktur in einem
semantischen Netz werden die Identifikatoren dieser Komponenten in den entsprechenden
Relationen festgehalten. Um diesen Vorgang durchführen zu können, muß am TIP ein Katalog
verwaltet werden, der Auskunft über das Informationsangebotder angeschlossenen Datenbanken
gibt. Der Katalog beinhaltet dabei Referenzlisten, in denen die Titel der Informationskomponenten
ihren Identifikatoren gegenüberstellt sind.































Abb. 3.2 Schema der Informationsmittlerfunktionen am TIP
Um die Datenbank-Recherche durchführen zu können, muß der TIP auf die entsprechenden
Algorithmen zum Abruf der Daten zugreifen können. Die Verwaltung dieser Abfrageprozesse fällt
somit ebenfalls in den Zuständigkeitsbereich der Analytiker am TIP.
Das System WIDAB kann aufgrund dieser Darstellung als ein System charakterisiert werden, das
aus einer Menge von Funktionskomponenten besteht, die einerseits in räumlicher Distanz
zueinander stehen und andererseits Benutzeraufträge durch kooperative Autonomie bearbeiten.
Der einzelne Nutzer braucht die Arbeitsgliederung und den Ort der jeweiligen Funktionskomponen-
ten nicht zu kennen. Einem System, mit derartigen Eigenschaften wird in der Fachterminologie der
Begriff "Distribuiertes System" zugeordnet.
(Jessen,1989)
Die dargestellte physische Struktur des distribuierten Systems ist zunächst ein theoretisches
Konstrukt. Seine reale Ausgestaltung läßt vielfältige Variationsmöglichkeiten zu.
So kann beispielsweise die Datenbank in zwei räumlich getrennte Komponenten geteilt werden,
wobei die vorgelagerte nur einen Teil (z. B. häufig angeforderte Daten), die nachgelagerte aber alle
Daten verwaltet. Die vorgelagerte könnte darüberhinaus noch mit mehreren nachgelagerten in
Verbindung stehen. Selbstverständlich können auchTIP und Datenbankan einem Ort installiert sein
und Beziehungen zu weiteren Datenbanken unterhalten. In diesem Fall können beispielsweise die
gesamten Informationskomponenten auf einem Rechner verfügbar gemacht werden. Findet die
Beratung der Informationsnachfrager am Ort der Datenhaltung und -aufbereitung statt, sind alle drei
Grundkomponenten räumlich nicht getrennt.
4. Die funktionale Struktur von WIDAB
Die Gestaltung der funktionalen Struktur, d.h. der Struktur der Daten und Prozesse sowie deren
Wechselwirkungen systemintern oder -extern in Kommunikation mit der Umgebung, orientiert sich
am Ziel, ein distribuiertes System zu schaffen, das die Datenbestände mehrerer Datenstationen
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logisch zusammenfaßt. (Jessen,1989;Schnupp.1982.S.24) Die Verarbeitungsprozesse realisieren
in diesem Rahmen einen ökonomisch effizienten Zugriff der Nutzer auf Teile dieser Daten sowie die
lokale Verarbeitung und eventuelle Korrelation mit lokalen Daten (z. B. unternehmensinternen
Daten).
Die Verarbeitungsprozesse in den Datenstationen der Nutzer übernehmen den Aufgabenbereich
der Mensch-Maschine-Kommunikation. Diese Prozesse in den abgegrenzten Benutzerbereichen,
den Terminal-Subsystemen, leisten folgende Funktionen:
0 Menüauswahl und Benutzerführung. Basis sind die Kontrollflußdaten, die nicht Bestandteil
des lokalen Systems sind, sondern in Form der oben erwähnten Zusammenhangsstruktur
vom Zentralrechner (TIP) übermittelt werden.
© Präsentation derHilfs-und Erläuterungstexte. Entsprechende Textdateien enthält das Nach-
richtenpaket des TIP.
0 Verwaltung einer lokalen Datenbasis, um die Möglichkeit der Veränderung der Daten oder
der Korrelation mit eigenen Daten zu bieten. Die Daten können Texte oder numerischer Natur
sein.
© Erstellung der Grafiken und Tabellen evtl. unter Zuhilfenahme mathematischer Algorithmen.
® Verknüpfung der Informationskomponenten entsprechend der vom TIP transferierten Struk-
tur.
4.1 Definition des Informationsbedarfs
Die Nutzer definieren also mit Hilfedes Menüsystems und der Netzstrukturen zu Branchen, Regionen
und Variablen an ihren PCs zunächst ihren Informationsbedarf. Dabei werden die interessierenden
Begriffe markiert.
Abb. 4.1 Zur Definition ihres Informationsbedarfs markieren die Nutzer in der Netzstruktur die
Begriffe ihres Interesses.
Auf Wunsch liefert das System den Nutzern an jedem beliebigen Auswahlpunkt eine Abschätzung
der Informationskosten, die mit dem jeweiligen Thema verbunden sind. Durch die thematische
Verbindung zu den Detailinformationen ist dem TIP Art und Umfang der Informationen bekannt, die
mit den jeweiligen Themen der Netzstrukturen für die Bedarfsdefinitionen in Beziehung stehen.
Durch die Eigenschaft können die damit verbundenen Kosten den Auswahlpunkten zugeordnet
werden. Dadurch wird es den Nutzern ermöglicht, ihre Auswahl unter Berücksichtigung der
zuerwartenden Kosten zu treffen.
Der Vorgang der Bedarfsermittlung wird vom Programm dokumentiert, d.h. die Struktur mit den
markierten Knoten wird abgespeichert und steht damit für den Transport an den TIP zur Verfügung.
Sofern eine direkte Verbindung zum relevanten TIP hergestellt werden kann, wird vom Programm
diese Kommunikationsbeziehung aufgebaut und die standardisierte Anforderungsliste per File-
transfer übermittelt. Dies geschieht nach Abschluß der Bedarfsermittlung. Die Datenfernverbindung
zum Zentralrechner muß also lediglich für die Dauer der Übertragung aufrecht erhalten werden.
Verfügen Benutzer über keine Datenfernverbindung, wird die Anforderungs-Interpretation ausge-
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druckt oder auf eine Diskette kopiert, die den TIP auf dem normalen Postweg erreicht. Diese vom
Benutzer-PC angestoßene Einzeltransaktion stellt das erste Glied der gesamten notwendigen
Transaktionskette im Rahmen der Rechnerkommunikation dar.
4.2 Analyse des Informationsbedarfs und Datenbank-Recherche
Der TIP empfängt die Anforderung der Nutzer, führt einen Abgleich mit der gesamten Netzstruktur
durch. Dabei werden die für das Informationsproblem relevanten Teilstrukturen extrahiert.
Abb. 4.2 Der Abgleich der Benutzeranfrage mit der gesamten Netzstruktur erfolgt durch "Über-
elnanderlegen" der beiden Strukturen und "Abschneiden" der irrelevanten Teile.
Abb. 4.3 Das Resultat des Abgleichs Ist die für den Informationsbedarf relevante Teilstruktur.
Jeder Netzknoten verweist auf Referenzlisten, anhand derer die Identifikatorenfürdie Informations-
komponenten ermittelt werden können. Auf diese Weise wird eine für den Informationsbedarf des
Nutzers spezifische Referenzliste erzeugt, die daraufhin mit den Algorithmen zur Datenbank-
Recherche verknüpft werden.
Abb. 4.4 Die Netzknoten besitzen Verweise auf Referenzlisten, die die Identlfikatoren der für
ihr Thema relevanten Informationskomponenten enthalten.
Der TIP leitet also die aktuellen Informationskomponenten ab, die mit den Themenbereichen der
Branchenpakete in Beziehung stehen. Das heißt, er erarbeitet eine Anforderungsliste, in der anstatt
der Themenbereiche alle Identifikatoren für die Informationskomponenten enthalten sind, die in




Abb. 4.5 Ermittlung der für das Informationsproblem spezifischen Referenzlisten und
Verknüpfung mit den Algorithmen zur Datenbank-Recherche.
Diese neu entstandenen Dateien werden entsprechend den zuständigen Informationsquellen
zugeordnet und anschließend per Datenfernübertragung an die Datenbanken transferiert. Dort wird
anhand der mitgelieferten Algorithmen die Recherche automatisch durchgeführt, die abgerufenen
Informationen die Dateien abgespeichert und an den TIP zurückgeschickt.
Abb. 4.6 Datenbank-Recherche anhand der übermittelten Algorithmen und Identiflkatoren.
4.3 Generierung des Informationspakets
Nach Erstellung dieser Datenpakete bei den Datenanbietern und ihrer Übermittlung an den TIP wird
dieGenerierungdes Informationspaketes unddamitder letzte Teilprozeß zur Informationserstellung
am TIP vorgenommen. Zu diesem Zweck werden die Datenstrukturen der eingegangenen
Informationskomponenten vereinheitlicht und in ein vom Benutzer-PC verarbeitbares Informations-
paket transferiert. Um die Informationspakete am PC darstellen zu können, wird dem Informations-
paket noch eine weitere von den Betreuern des TIP erarbeitete Datei hinzugefügt, in der die oben
erwähnte Zusammenhangsstruktur der Informationskomponenten und ihre Themenbezogenheit
abgebildet ist. Die Datei enthält damit auch alle Daten- und Kontrollflußinformationen für die PC-
Software, um eine menügesteuerte Aufbereitung der Informationspakete realisieren zu können.
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Abb. 4.7 Die Daten bzgl. der abf ragespezif Ischen Netzstruktur und der Informationskomponen-
ten werden zum Informationspaket zusammengestellt.
Das letzte Glied der Transaktionskette aktiviert den relevanten Transportweg und realisiert den
Datentransfer zurück zu den Nutzern. Mit Hilfe der Funktionen der Mensch-Maschine-Kommunika-
tion können diese nun ihre gewünschten Informationen analysieren.
5. Wissensrepräsentation des automatisierten Informationsmittlers
WIDAB stellt also keine direkte Verbindung zu den unterschiedlichen für die Fragestellungen der
Nutzer relevanten Datenbanken her, sondern bedient sich eines automatisierten Informationsmitt-
lers. Diese zentrale Vermittlungsstelle produziert aus der Anfrage eines Nutzers ein aktuelles und
problemorientiertes Informationspaket unter Zuhilfenahme der Datenbestände, die bei den Infor-
mationsautoren verwaltet werden. Es werden folglich weitere Daten zentral in das Informationssy-
stem integriert, die das Wissen des Analytikers in strukturierter Form abbilden und damit diesen
Automatismus ermöglichen.
Selbstverständlich kann nicht das komplette Analysewissen dargestellt werden, das für die
Gesamtheit aller möglichen Fragestellungen herangezogen werden müßte, sondern nur der Teil,
der sich mit der Gliederung der relevanten Wissensgebiete und der thematischen Zuordnung der
Informationskomponenten (Zeitreihen und Texte) zu den so entstandenen Unterpunkten beschäf-
tigt.
5.1 Das Analysewissen abgebildet In Themenstrukturen
Durch den rekursiven Prozeß der thematischen Untergliederung entstehtfür jedes Sachgebiet (z.B.
eine Branche) eine hierarchische Themenstruktur. Selbstverständlich existieren die Sachgebiete
nicht streng getrennt voneinander. Genauso wie zwischen ihnen Querverbindungen bestehen,
treten auch zwischen den Begriffshierarchien Interaktionsbeziehungen auf, die die thematischen
Zusammenhänge abbilden. So wird das Thema "Herstellung von Türen und Fenstern" vom
übergeordneten Sachgebiet"Holzverarbeitung"gleichermaßen tangiert wie vom Thema "Kunststoff-
verarbeitung". Fragestellungen zu diesem Thema benötigen folglich Informationen die beiden
Themenstrukturen zugeordnet sind. Es liegt also nahe, aus den getrennten Strukturen eine
Gesamtstruktur zu entwickeln. Dabei werden gleichnamige Knoten zusammengefaßt und nur einmal
abgebildet, sofern ihre Folgestrukturen deckungsgleich sind. Ihnen können in diesem Fall mehrere
semantische Entstehungspunkte zugeordnet werden. Durch diesen Prozeß werden die getrennten
streng hierarchischen Einzelstrukturen in eine gemeinsame Netzstruktur überführt.
Diese bildet nicht nur Begriffe ab, sondern auch die Beziehung zwischen ihnen und erzeugt so die
Repräsentation der thematischen Zusammenhänge. Jeder der darin enthaltenen Begriffe wird
deshalb nicht mehr isoliert betrachtet, sondern in Wechselbeziehung mit den ihn umgebenden
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Begriffen. Dadurch wird deutlich in welchem Kontext er zu sehen ist. Mittels dieser Abstraktion wird
dem Nutzer eine schnelle Information Ober das gesamte Wissensterrain geliefert, mit dem sein
Wissensdefizit abgedeckt werden kann. (Winston,1987,S.265/266) Der Nutzer ordnet intuitiv
seinem Informationsbedarf, d.h. seinem Wissensdefizit, bestimmte Schlüsselbegriffe zu. Er grenzt
dabei sein Entscheidungsproblem thematisch anhand charakteristischer Begriffe ab. Diese oder
deren Synonyma findet er im durch die Netzstruktur dargestellten Kontext wieder. (Radig,1988)
Diese Identifikation der Begriffe seines Interesses, dieses "Anklicken" seiner relevanten Knoten,
verkörpert die Artikulation seiner Informationsnachfrage.
Die Netzstruktur unterstützt im gesamten Prozeß der Informationserstellung folgende Funktionen:
Sie steuert ein Menüsystem, mit dessen Hilfe die Nutzer in ihrem Arbeitsbereich ihren Informations-
bedarf so einfach wie möglich definieren können. Durch die gleiche Herangehensweise können sie
ihre Informationspakete einsehen, in denen ihnen nun die Informationskomponenten (Zeitreihen
und Texte) thematisch aufbereitet präsentiert werden. D.h. es werden aus allen SubStrukturen die
Teile extrahiert, die sich auf die Aufträge der Nutzer beziehen.
Sie dient der automatisierten Generierung der Informationspakete beim Informationsmittler.
Dadurch können die Folgestrukturen der vom Nutzer ausgewählten relevanten Themen (Knoten)
verknüpft und aus den zugehörigen Identifikatoren der Informationskomponenten eine Datenban-
kabfrage generiert werden.
Sie ermöglicht die automatische Zuordnung der Informationskomponenten - genauer gesagt ihrer
Identifikatoren - anhand ihrer charakterisierenden Begriffe (z.B. Titel, Schlagwörter u.a.). Durch den
Zuordnungsprozeß kann darüberhinaus auch eine Manipulation derThemenstruktur (Netzstruktur)
veranlaßt werden.
Es ist zu beachten, daß die Folgestrukturen nur dann deckungsgleich sind, wenn den darin
enthaltenen Knoten in Abhängigkeit ihrer unterschiedlichen Entstehungspunkte auch dieselben
Informationskomponenten zugeordnet werden.
Die Zeitreihe "Geschäftsklima Herstellung von Fenster undTüren"wird dem Knoten "Geschäftklima"
zugeordnet, der in der Folgestruktur des Knotens "Konjunktur" enthalten ist. Dieser wiederum
verweist auf den übergeordneten Knoten "Herstellung von Fenster und Türen". Dem Knoten
"Geschäftsklima", der zwar in der identischen Folgestruktur ab dem Knoten "Konjunktur" zu finden
aber in Abhängigkeit vom Knoten "Herstellung Polstermöbel" zu sehen ist, werden andere
Informationskomponenten zugeordnet.
Ihre Folgestrukturen sind deshalb nicht deckungsgleich.
Andererseits wird der Knoten "Herstellung von Fenster und Türen" bspw. in beiden Branchen Holz-
und Kunststoffindustrie und in Abhängigkeit von ihm ein Knoten "Bautätigkeit Wohnungsbau" mit
seiner Folgestruktur zu finden sein. Den Knoten dieser Folgestruktur werden dieselben Informations-
komponenten zugeordnet unabhängig davon, ob sie der Struktur "Holzindustrie" oder "Kunststoff-
industrie" angehören. Eine Zusammenfassung könnte deshalb vorgenommen werden, wobei der
Knoten "Herstellung von Fenster undTüren"dann von den beiden semantischen Entstehungspunk-
ten "Kunststoffindustrie* und "Holzindustrie" abhängig wäre. Leiderstehteinemderartigen Vorgehen
die nicht deckungsgleiche Folgestruktur ab dem Knoten "Konjunktur" entgegen, der sich an den
Knoten "Herstellung von Fenster und Türen" anschließt. Wie schon im obigen Beispiel werden mit
der Folgestrukturtrotzgleichnamiger Knoten unterschiedliche Informationskomponenten in Abhän-
gigkeit des übergeordneten Sachgebiets verknüpft.
Um aber die Nachteile und Gefahren der Haltung redundanter Daten zu vermeiden und gleichzeitig
die Vorteile der Einmalspeicherung in Anspruch nehmen zu können, wird eine getrennte zentrale
Verwaltung der Strukturen realisiert, die aufgrund der Zuordnung unterschiedlicher Informations-
komponenten in Abhängigkeit ihrer semantischen Entstehung einer Zusammenfassung im Wege
stehen. Die entsprechenden Knoten besitzen anstelle der redundanten Folgestruktur lediglich
einen Verweis auf die gemeinsame Struktur. Ihre Änderung wird folglich sofort für alle Anwendungs-
fälle wirksam. Bei WIDAB werden in diesem Zusammenhang die redundanten Strukturen für die
Variablen (z.B. "ArbeitsmarktYKonjunktur") und Regionen getrennt von der restlichen Branchen-
struktur verwaltet.
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Durch diese Aufteilung aber können den Nutzern mehrere Wege zur Definition ihres Informations-
bedarfs geboten werden, indem der Einstieg nicht auf eine Substrukturbeschränktbleibt. Sind bspw.
vorrangig Variablen des Arbeitsmarktes in allen Branchen interessant, die nur durch die Angabe
einer Region weiter Spezifiziertwerden können, werden die Nutzer zunächst die Themenstrukturder
Variablen wählen und anschließend in der Regionen-Substruktur die relevante Auswahl treffen.
Alle Themenstrukturen werden ausschließlich zentral beim InformatJonsmittler verwaltet. Es kann
davon ausgegangen werden, daß bestimmte Teile dieser Strukturen nur geringen Änderungen
unterworfen sind, d.h. statischen Charakter aufweisen. Diese Daten zu den Bereichen Branchen,
Regionen und Variablen werden den Nutzern zur Verfügung gestellt, um lokal vor Ort ihren
Informationsbedarf zu definieren. Sie bilden ausschließlich thematische Untergliederungen ab.
Die Detailinformationen ändern sichhingegen ständig: NeueTexteundZeitreihensindzuintegrieren
bzw. veraltete herauszunehmen.
Die damit verknüpften dynamischen Strukturteile werden den Nutzern zusammen mit den Informa-
tionspaketen übermittelt.
5.2 Die Repräsentation des "Analysewissens" In einem semantischen Netz
Für WIDAB wird derzeitdeshalb ein Modul geschaffen, das die komplexe Begriffsstruktur, sowie ihre
vielfältigen Beziehungsarten verwaltet. Diese Entwicklung orientiert sich an der strukturierten
Wissensrepräsentationsmethode, d.h. an der Darstellung von Objekten und Beziehungen in einem
semantischen Netz. (Knauss,1987.S.206) Dadurch werden Repräsentationen geschaffen, die die
Möglichkeit bieten, die Objekte zu benennen und die Beziehungen zu beschreiben, die zwischen
ihnen gelten. (Winston,1987,S.267)
Die Syntax eines semantischen Netzes, d.h. die Symbole und ihre Verwendungsmöglichkeiten, sind
einfach: Es gibt Objekte, und es gibt Beziehungen zwischen den Objektpaaren. In grafischer Form
sind Objekte durch benannte Kreise und die Beziehungen zwischen ihnen durch benannte Pfeile
gekennzeichnet. In der Standardterminologie werden die benannten Kreise Knoten und die
benannten Pfeile Kanten genannt. Die Beschreibungen der Objekte und Aktionen liegen in
natürlicher Sprache vor, wodurch das semantische Netz, das im Zusammenhang mit WIDAB
Anwendung findet, auf der deskriptiven Semantik basiert. (Winston,i987,S.266/267) Weiter wird
vereinbart, "daß die Slots eines Knoten den unterschiedlich benannten Kanten entsprechen*.
(Winston,1987,S.269)
Für WIDAB wird deshalb ein Editor-System implementiert, das die Abbildung der Knoten und Kanten
in Klassen zweistelliger Relationen realisiert. Die relationalen Beschreibungen der Objekte ermög-
lichen es letztendlich, unterschiedliche Repräsentationen zu ermitteln. Die unterschiedlichen
Funktionen, die das Netz unterstützen soll, spiegeln sich auch in den unterschiedlichen Slot-Klassen
wieder. (Bayer,1988;Radig,1988)
Um den Anspruch an das Informationssystem gerecht zu werden, müssen die Grundmechanismen,
die durch die Slots des semantischen Netzes initiiert werden,
-Beschreibungen in die Lage versetzen, kontextabhängig zu sein,
-Beschreibungen beim Fehlen spezifischer Informationen bestimmen und
-Prozeduren für das Berechnen von Beschreibungen angeben. (Winston,1987,S.269)
Abb. 5.1 Die KONTEXT-Slots stellen Kontextabhanglgkelt her.
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Die KONTEXT-Slots verkörpern die Kontextabhängigkeit der Knoten und erzeugen damit die
thematische Gliederung eines Sachgebiets, in WIDAB unterstützen sie den Aufbau der Substruk-
turen für die Branchen, Variablen und Regionen.
Die Kanten der KONTEXT-Slots legen die Pfade der Menünavigation fest. Im Nutzerbereich wird
so die Möglichkeit geschaffen, den Informationsbedarf zu definieren bzw. das Informationspaket
einzusehen.
Im Informationsmittler-Bereich kommt ihnen eine wichtige Funktion im Rahmen der Verwaltung der
Strukturdaten zu: Sie ermöglichen die automatische Zuordnung neuer Informationskomponenten
durch Abgleich ihrer charakterisierenden Begriffe mit den Knotenbegriffen. Die Informationskompo-
nente wird letztendlich den Knoten zugeordnet, bei denen die Vergleichsoperation die größte
Übereinstimmung zwischen den Begriffen als Vergleichsoperanden auf beiden Seiten ergab. Das
Ausmaß der Übereinstimmung wird anhand der Differenz gemessen, d.h. anhand der Begriffe, die
zur Unterscheidung derbeiden Vergleichsoperanden beitragen. Die Teile, die nichtzur Übereinstim-
mung gebracht werden konnten, werden einer besonderen Betrachtung unterzogen.
Ziel der Zuordnungsprozesse ist, eine weitgehend automatische und gleichzeitig korrekte Integra-
tion der Informationskomponenten in die Themenstruktur zu erreichen. Um diesen Automatismus
zu unterstützen, ist es notwendig, den unterschiedlichen Ergebnissen der Vergleichoperationen
unterschiedliche Aktionen folgen zu lassen.
Abb. 5.2 Die SUBSUMTION-Slots stellen Beziehungen zu Begriffen her, die unter dem Begriff
zu subsumieren sind, von dem sie ausgehen.
Die SUBSUMTION-Slots stellen Beziehungen zu Begriffen her, die unter dem Begriff des Knotens
zu subsumieren sind, von dem sie ausgehen. Sie unterstützen die Funktion der KONTEXT-Slots:
Sie erhöhen die Aussagekraft der Knotenbegriffe, indem sie sie um weitere charakterisierende
Elemente ergänzen. Dadurch erhöht sich die Wahrscheinlichkeit einer korrekten Zuordnung der
Informationskomponenten. Für den Benutzerbereich sind sie unbedeutend, da sie in der Menüaus-
wahl nicht dargestellt werden.
Die KONTEXT-Slots unterstützen aber nicht nur die thematische Aufbereitung der Gebiete
Branchen, Variablen und Regionen, d.h. die Verwaltung der Strukturdaten, sondern auch ihre
Integration in eine Gesamtstruktur. Für jeden Knoten in der Struktur, die aktuell gewählt wurde,
stehen die jeweils anderen Strukturen zu seiner genaueren Spezifikation zur Verfügung: Sie werden
an ihn als virtuelle Strukturen angefügt. Auf diese Weise ergeben sich die potentiellen, d.h. maximal
realisierbaren.Verzweigungsmöglichkeiten.
KOKTF.XT ^ ^ ^
Abb. 5.3 Durch die Generierung unabhängiger SubStrukturen entstehen virtuelle Folgestruk-
turen.
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Die repräsentierbaren Themen ergeben sich folglich nicht immer nur aus den Begriffen eines
Knotens einereinzigen Struktur, die eventuell um die Begriffe ergänzt wurden, die durch die Kanten
des SUBSUMTION-Slots zugeordnet wurden. In vielen Fällen ist eine Kombination der einzelnen
SubStrukturen nötig.
Dies betrifft ebenso die Zuordnung der Informationskomponenten. Die Zeitreihe mit dem Titel
"Auftragseingang Polstermöbelherstellung in der Bundesrepublik" ist nur dann korrekt zugeordnet,
wenn in der Branchenstruktur der Knoten "Polstermöbel" oder "Polstermöbelherstellung", in der
Regionenstruktur der "Bundesrepublik" und in der Variablenstruktur der Knoten "Auftragseingang"
jeweils eine Kante auf diese Zeitreihe besitzen. Diese Kanten werden den DETAIL-Slots zugeordnet.
Sie realisieren letztendlich die Integration der Informationskomponenten in die Themenstruktur. Die
Werte der Knoten, auf die sie treffen, bilden die Detailinformationen ab.
Abb. 5.4 Die DETAIL-Slots realisieren die Integration der Informationskomponenten, die in den
Knoten der Detailinformationen abgebildet sind.
Diese besitzen folglich einerseits Verweise auf die SubStrukturen und andererseits auf die
Identifikatoren der Informationskomponenten. D.h. jedererfolgreicheZuordnungsprozeß produziert
eine Detailinformation. Im umgekehrten Fall löscht die Herausnahme einer Zeitreihe oder eines
Textes eine Detailinformation und initiiert so u. U. die Veränderung der realen SubStrukturen.
Durch diese Eigenschaft ist es möglich, die Detailinformation auf die SubStrukturen anzuwenden,
um aus potentiellen Verzweigungsmöglichkeiten reale zu generieren.
Abb. 5.5 Erst die Anwendung der Detailinformationen auf die virtuellen Strukturen produziert
zulässige Beschreibungen.
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Dabei kann es z.B. zum Wegfall einer ganzen Teilbranche kommen, sofern keine Informationskom-
ponenten zugeordnet werden konnten. Das bedeutet, daß ein Strukturteil, auf dessen Knoten keine
Kante eines DETAIL-Slots trifft, nicht in die reale Struktur übernommen wird. Denn in dieser werden
nur Teile berücksichtigt, die die Erstellung der Informationspakete ermöglichen. Die so ermittelten
realen SubStrukturen für die Bereiche Branchen, Variablen und Regionen werden den Nutzern zur
Definition ihres Informationsbedarfs zur Verfügung gestellt und dienen gleichzeitig der Generierung
der Informationspakete.
In vielen Datenbanken werden den Identifikatoren die Rolle "sprechender Schlüssel" zugedacht.
D.h. sie sollen, sofern es die Codierung erlaubt, Auskunft über den Inhalt ihrer Daten geben, auf
die sie verweisen.
Der Identifikator kann folglich als Schlüssel mit mehreren Attributen betrachtet werden. (Ferstl/
Sinz,1984,S.217) Die einzelnen Attribute verweisen auf bestimmte Begriffe. So steht bspw. der
Schlüssel 2325700KLS der Zeitreihe mit dem Titel "Geschäftsklima Herstellung von Bau- und
Baustoffmaschinen in der Bundesrepublik" für die folgende Kette von Begriffen:
2 : Verarbeitendes Gewerbe
32 : Maschinenbau
5700 : Herstellung von Bau-, Baustoff- und ähnlichen Maschinen
KLS : Klimasaldo
Beim Auftreten eines derartigen Schlüssels könnte nun eine Prozedur aktiviert werden, die diesen
Schlüssel "übersetzt".
Hier werden also unter Verwendung vorhandener Informationen neue Knoten und Kanten generiert.
Um das System an solche Aktionen zu erinnern, werden diese Prozeduren in WENN-BENÖTIGT-
Facetten gesteckt und wenn-benötigt-Prozeduren genannt. Diese Prozeduren werden auch
Dämonen genannt, "da sie in der Datenbasis auf der Lauer liegen, immer zur Verwendung bereit
sind und nicht erst dann, wenn sie namentlich dazu aufgefordert werden." (Winston,1987.S.270)
Die"Übersetzungs"-ProzedurstehtinderWENN-BENÖTIGT-FacettedesÜBERSET2UNG-Slotsder
Detailinformation zur Hilfe bereit, wann immer die "Übersetzung" eines Schlüssel benötigt wird und
die dafür notwendigen Informationen vorliegen. In diesem Fall ergänzt der Dämon den Titel der
Zeitreihe um weitere charakterisierende Begriffe und erhöht so die Aussagekraft des Vergleichso-
peranden und damit die Wahrscheinlichkeit einer korrekten Zuordnung.
In einigen Situationen ist es unerläßlich, Informationen vor ihrer Präsentation zu modifizieren. Z.B.
ist es manchmal von Vorteil, Zeitreihen vor ihrer grafischen Darstellung einer Saisonbereinigung zu
unterziehen oder zu glätten. Zu diesem Zweck werden ebenfalls Dämonen aktiviert, die diese
Informationen errechnen. Ebenso nehmen die Dämonen die grafische Darstellung von Zeitreihen
und Texten aufgrund der Charakteristika in den Detailinformationen vor.
Abb. 5.6 Immer wenn die "Übersetzung" eines Schlüssels benötigt wird und die dafür
notwendigen Informationen vorliegen, wird ein Dämon (Prozedur) aktiviert, der die "Überset-
zung" vornimmt und so zusätzliche Knoten und Kanten des SUBSUMTION-Slots generiert.
Das Programm, das derzeit für WIDAB zur Verwaltung der Strukturdaten entwickelt wird, stellt einen
Editor zur Verfügung, der der Manipulation der Strukturen dient. Mit ihm können Knoten ebenso wie
Kanten "von Hand* definiert bzw. verändert sowie letztere den Slots zugeordnet werden. Darüber-
hinaus unterstützt es auch das Konvertieren von Textfiles in Strukturdaten, in denen die Begriffe
und ihre hierarchische Einordnung von Kapitelangaben festgehalten werden.
Der wichtigste Programmteil aber beschäftigt sich mit der automatischen Integration der Informa-
tionskomponenten und der damit verbundenen eventuellen Manipulation der SubStrukturen unter
Ausnutzung der dargestellten Algorithmen. Jeder Zuordnungs- bzw. Manipulationsprozeß wird
dokumentiert, um den Automatismus zu überwachen und die Möglichkeit zu bieten, anschließend
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Using the projects described below as demonstrators, the presentation will consider a number of issues
concerning the design and devetopment of hypermedia Systems. These will include:
Establishing user requirements
Domain mapping and the structuring of knowledge
Systems design including the intellectual, technological and financial resources required for Systems
design of multimedia Information products
Testing procedures and iterative Systems devetopment
Evaluation of hypermedia Systems
It is hoped that the experiences gained in the course of these projects will be interesting and useful to
other designers or potential designers of hypermedia Systems.
Summary of presentation
The presentation will concentrate on the design and devetopment of hypertext Systems for non-computer
literate users and will be illustrated by examples of the work undertaken at the Department of Information
Science, University of Strathclyde. It will demonstrate how hypertext can enable the navigation of large
Information spaces and provide a truly user-f riendly interface for the storage and retrieval of multimedia
Information.
Since 1987 we have been engaged in a number of projects to develop hypertext Systems for use in a
ränge of applications. These include:
Glasgow Online
Thts is a database of Information on the City of Glasgow which combines text, graphics, images and
animation. Devetoped using Apple's HyperCard Software it is some 16MB in size and Covers areas such as
the history of the City; what to see and do in Glasgow; business and commercial Information; local
government Services; education; leisure activities and Shopping; accommodation, restaurant and pub
guides. The end product is a public domain Utility to meet the informatton needs of tourists, the
indigenous population and potential inward investors. Glasgow Online is an example of how existing
information can be restructured and repackaged to produce an added-value informatton product. By
integrating previously disparate informatton resources and presenting these in a hypertext environment,
users are presented with a System which is easy to navigate and comprehensive in scope.
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Europe In the Round
The aim of this project is to develop a hypertext on CD-ROM . The theme of its content is Education
Training and Work: Opportunities in Post-1992 Europe. Target user groups include students,
employers, teachers, advisors and trade unions - a user base with vastly different levels of Computer
expertise. Optical disk technology and hypertext provide users with the best of two workte -- CD-ROM's
mass storage capability, and the ease of access and navigation offered by hypertext.Therefore this project
is a good Illustration of how hypertext can make the information retrieval process »rom CD-ROM more
transparent to users as well as showing the scope which multimedia affords for enhancing information
content.
Legal-Ease
The representation and exploitation of legal information using hypertext is the thrust of this research
activity. Legal information is characterised by its volume and complexity. The ränge of sources available
and the varied demands of users require robust and effective information handling tools and techniques
to ensure that relevant and timely information is retrieved. Legal-Ease is a prototype hypertext containing
information on Copyright iaw in respect of new information products and Services - a subject domain of
interest to both legal and information Professionals. Recent changes in the Iaw, combined with the
increased salience which the issue of Copyright protection in the legal and trade agendas of national and
supranational bodies, have led to a burgeoning literature in this area as well as a host of new legislation.
This project explores how hypermedia tools can be employed in the storage and retrieval of such
information.
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Inhalt
1. Informationssystemtypen
2. OODB-Konzepte für MMIS
3. Repräsentationen
4. Anfragen als unsichere Inferenz
5. Lernverfahren für unsicheres Wissen
6. Anfragefunktionen für interaktive Systeme
7. Ausblick
Referat
Multimediale Informationssysteme (MMIS) verwalten sowohl formatierte Daten als auch multime-
diale Dokumente und Regeln oder logische Formeln. Im Gegensatz zu Faktendatenbanken kann
dabei die Repräsentation der zu verwaltenden Objekte nicht mehr als korrekt und vollständig an-
genommen werden. Dementsprechend wird die Beantwortung von Anfragen an solche Systeme
als unsichere Inferenz aufgefaßt. Es wird aufgezeigt, wie das dazu benötigte unsichere Wissen
durch Lernverfahren aus Relevance-Feedback-Daten gewonnen werden kann. Sowohl diese Unsi-
cherheit als auch die interaktive Nutzung von MMIS erfordern zusätzliche Anfragefunktionen wie
Frageformulierungshilfen, Browsing, Ranking, Zooming und Relevance Feedback.
Abstract
In multimedia information Systems (MMIS) formatted data as well as multimedia documents and
rules or logical formulas can be"stored and retrieved. In contrast to database managment Systems,
the representation of multimedia objects cannot be sound and complete. For this reason, query
processing in MMIS is regarded as uncertain inference. We show how the probabilistic parameters
required for retrieval can be derived from relevance feedback data. As a consequence of uncertain
representations and the interactive use of MMIS, additional functions for information search have
to be developed: query formulation aids, browsing, ranking, zooming and relevance feedback.
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1 Informationssystemtypen
Informationssysteme werden heute in vielen neuen Anwendungsbereichen eingesetzt, z.B. als Um-
weltinformationssystem, als Werkstoffdatenbank, zur Kunstdokumentation oder in Büroanwendun-
gen. Dabei wird aber häufig übersehen, daß die derzeit verfügbaren Systeme für diese Anwendung
nur bedingt geeignet sind, da sie die Eigenschaften der zu speichernden Daten nicht ausreichend
berücksichtigen und auch kaum die für die Anwendung benötigten Funktionen zur Verwaltung der
Daten bereitstellten (siehe z.B. [Ammersbach et al. 88]). Die Gründe für dieses Mißverhältnis sind
hauptsächlich in der Entstehungsgeschichte der vorhandenen Informationssysteme zu sehen. Man
kann dabei im wesentlichen drei Grundtypen von Systemen unterscheiden:
- Faktendatenbanken dienen zur Verwaltung von formatierten Daten. Sie wurden ursprünglich
für kaufmännische und administrative Anwendungen entwickelt. Kennzeichnend für diese An-
wendungen sind eine geringe Zahl von Basis-Datentypen (z.B. nur Zeichenketten fester Länge
und Festpunktzahlen) und einfache Datenstrukturen, aber großes Datenvolumen. Durch die
Einführung des relationalen Datenmodells wurde eine stabile theoretische Grundlage für die-
sen Informationssystemtyp geschaffen. Erst das Vordringen von Datenbanken in technische
Anwendungen erforderte eine Revision dieser grundlegenden Konzepte: Die Vielfalt der be-
reitzustellenden Datentypen und der zu verwaltenden Datenstrukturen führte zur Konzeption
der objektorientierten Datenbanken (OODBn, siehe unten).
- Information-Retrieval(IR)-Systeme dienen zur Verwaltung sogenannter "unformatierter Da-
ten" in der Form von Dokumenten. Ursprünglich wurden diese Systeme für das Referenzre-
trieval entwickelt. Dabei gewann neben der Suche in den Deskriptionen der Dokumente die
Suche in deren Text zunehmend an Bedeutung. Die Forschung entwickelte hierfür einerseits
robuste computerlinguistische Verfahren, andererseits auch spezielle Modelle zur Berücksich-
tigung der Unsicherheit und Unvollständigkeit bei dieser Art der Informationssuche (wie z.B.
das Vektorraummodell [Salton 71] und die probabilistischen Modelle [Rijabergen 79]).
- Bei Expertensystemen ermöglichen Regeln oder logische Formeln die Herleitung von Aus-
sagen aus den gespeicherten Fakten. Es wird eine möglichst tiefgehende Modellierung des
jeweiligen Anwendungsbereiches angestrebt, wozu in der Regel spezielle Wissensrepräsenta-
tionsformalismen zur Verwaltung der zugehörigen Terminologie bereitstehen.
Diese Trennung der verschiedenen Informationssysteme wird in neueren Entwicklungen aufzuheben
versucht. Ausgangspunkt für diese Arbeiten ist die Erkenntnis, daß bei neuen Anwendungen
das zu verwaltende Wissen nicht mehr nur in einen der drei oben skizzierten Darstellungsformen
vorliegt, sondern in einer Mischung aus mehreren hiervon; daraus ergibt sich die Notwendigkeit
der Entwicklung von integrierten Systemen.
Ein Schwerpunkt dieser Arbeiten ist die Integration von Faktendatenbanken und Expertensy-
stemen unter der Bezeichnung "Wissensbanken" (Knowledge Base Management System, siehe
z.B. [Brodie k, Mylopoulos 86]). Dabei wird zum einen eine bessere Verwaltung der Terminolo-
gie des Anwendungsgebiets angestrebt, zum anderen sollen durch die Integration von logischen
Wissensrepräsentationsformalismen Integritätsbedingungen besser modelliert werden können und
eine mächtigere Anfragefunktionalität realisiert werden.
Durch das Vordringen von IR-Systemen in neue Anwendungen wie z.B. als Büroinformationssy-
steme müssen nun auch Dokumentmengen mit heterogener Struktur verwaltet werden; die Do-
kumente sind gegenüber dem Referenzretrieval wesentlich umfangreicher, so daß man auch nach
einzelnen Passagen suchen möchte, und zudem enthalten die Dokumente nun neben Texten auch
Abbildungen und Tabellen. Gerade im Bürobereich wird die Kombination von Dokumemten und
formatierten Daten immer wichtiger. Die bislang in diesem Bereich vorgeschlagenen Systeme ver-
nachlässigen aber die IR-Problematik zu sehr zugunsten der Suche in den formatierten Daten
([Lynch ii Stonebraker 88], [Damier & Defude 88], [Woelk et al. 86]).
Die Integration von Informationssystemen der drei verschiedenen Typen von Informationssyste-
men wird derzeit in der Forschung unter der Bezeichnung "multimediale Informationssysteme"
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(MMIS)1 untersucht ([Christodoulakis et al. 84], [Woelk &> Kim 87], [Cordes et al. 89]). Dabei
steht zunächst das Problem der Speicherung der multimedialen Daten im Vordergrund. In diesem
Beitrag beschäftigen wir uns mit der Informationssuche in MMIS, wobei wir uns auf die Suche
nach inhaltlichen Kriterien beschränken. Diese Art der Suche ist z.B. die wesentliche Funktion von
IR-Systemen. Im Gegensatz dazu erlauben Faktendatenbanken in der Regel nur die Suche nach
formalen Kriterien, also solchen Kriterien, die sich durch Vergleich mit den formalen Eigenschaften
von Objekten eindeutig entscheiden lassen (wie z.B. Namen oder Zahlenwerte).
Bei den bisherigen Ansätzen zur Entwicklung von MMIS sind für die inhaltliche Suche nur wenige
primitive Funktionen wie Freitextsuche und die Suche nach Schlagwörtern vorgesehen. Zusätzlich
bieten einige Systeme die Möglichkeit, entsprechend dem Hypertext/Hypermedia-Ansatz Verknüp-
fungen zwischen den multimedialen Objekten mit der Browsing-Technik zu verfolgen ([Conklin 87],
[Pintado & Tsichritzis 90]).
Die Entwicklung von Anfragefunktionen für die inhaltliche Suche in MMIS stellt daher eine große
Herausforderung für die Forschung dar (man denke z.B. an Texte oder Abbildungen als Objekte).
Dabei sind hauptsächlich zwei Problemkreise zu bearbeiten:
- Es müssen geeignete Repräsentationsformalismen für die verschiedenen Darstellungsformen
des Wissens in MMIS entwickelt werden.
- MMIS erfordern eine wesentlich erweiterte Anfragefunktionalität im Vergleich zu Faktenda-
tenbanken: Zum einen können die Repräsentationen der Objekte nicht mehr als korrekt und
vollständig angesehen werden, zum anderen erfordert der interaktive Zugang zu MMIS neue
Funktionen, die in den konzeptionell noch an der Stapelverarbeitung orientierten Faktenda-
tenbanken nicht vorhanden sind.
2 OODB-Konzepte für MMIS
MMIS werden heute meist als spezielle Anwendung von OODBn gesehen. Erst dieser konzeptionelle
Rahmen macht die Integration von so unterschiedlichen Systemen wie Faktendatenbanken und
IR-Systemen möglich. Dieser Forschungsansatz (siehe z.B. [Dittrich 90], [Kim & Lochovsky 89],
der ursprünglich für reine Faktendatenbanken entwickelt wurde, beinhaltet folgende, für MMIS
wesentliche Konzepte.
- Zusammengesetzte Objekte: Im Gegensatz zu den klassischen Datenmodellen (wie hierarchi-
sches, Netzwerk- und relationales Modell) werden bei OODBn alle zu einem Objekt gehörigen
Daten als eine Einheit behandelt. Dadurch ist es einfacher, ganze Objekte einzuspeichern,
zu ändern, zu löschen, zu suchen und auszugeben.
- Kapselung: Es wird unterschieden zwischen den internen Daten und der Struktur eines Ob-
jektes einerseits und den nach außen sichtbaren Eigenschaften andererseits. Diese Eigenschaf-
ten sind durch den Aufruf von Methoden des Objektes zugänglich. Durch diese Trennung
kann z.B. das Verhalten von IR-Systemen modelliert werden, wo intern Texte abgelegt sind,
deren Inhalt nach außen hin durch eine Menge von Schlagwörtern repräsentiert wird.
- Typen/Klassenhierarchie: Anstelle einer uniformen Struktur der Daten (wie in herkömmli-
chen Faktendatenbanken und auch in IR-Systemen) können mehrere Objektklassen definiert
werden, wobei die Objekte einer Klasse die gleiche interne Struktur und die gleichen Metho-
den besitzen. Die verschiedenen Objektklassen stehen nicht isoliert nebeneinander, sondern
sind in einer Klassenhierarchie angeordnet. Ein Vererbungsmechanismus ermöglicht einerseits
die Definition einer neuen Objektklasse als Verfeinerung einer oder mehrerer übergeordneter
Klassen, andererseits können bei Such- und Änderungsoperationen die Objekte einer Klasse
mit all ihren Unterklassen gleichartig und gleichzeitig angesprochen werden.
1
 Streng genommen beschränken sich diese integrierten Systeme meist auf ein einziges Medium - nämlich die
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Abbildung 1: Objekte, Fragen und Repräsentationen in MMIS
- Überladen von Methoden: Dieses Konzept erlaubt es, für verschiedene Objektklassen die
gleiche Methode unterschiedlich zu implementieren. Dadurch wird es (als Erweiterung zum
Vererbungsmechanismus) möglich, Objekte unterschiedlicher Klassen gleich anzusprechen.
Ein klassisches Beispiel hierfür ist die Methode "print" im Smalltalk-System, die fast auf
alle Datentypen (z.B. Zahlen, Zeichenketten, Zeichnungen) anwendbar ist, aber natürlich je-
weils unterschiedlich implementiert ist ([Goldberg & Robson 83]). Für die inhaltliche Suche
in MMIS bedeutet dies, daß prinzipiell auch Objekte verschiedener Klassen mit intern un-
terschiedlicher Darstellungsform — sei es als Sammlung von Fakten oder als multimediales
Dokument — nach außen hin einheitlich durch Deskriptionen repräsentiert werden können,
auf die bei der Suche bezug genommen werden kann.
3 Repräsentationen
Zur Illustration der Zusammenhänge zwischen Objekten, ihrer Repräsentation und den darauf
basierenden Anfragefunktionen führen wir das in Abbbildung 1 dargestellte konzeptuelle Modell
ein.
Wir beschreiben zunächst die Objekte und ihre Repräsentation: In einem MMIS werden Objekte
aus der zu modellierenden Anwendung (hier als "reale Objekte" bezeichnet) auf Objekte in der Da-
tenbank abgebildet. Ein Datenbankobjekt kann z.B. ein multimediales Dokument oder eine Menge
von Fakten sein, die das reale Objekt beschreiben. Wesentlich ist, daß dieses Datenbankobjekt auf
Anforderung ausgegeben werden kann, so daß der Benutzer die gespeicherten Daten des Objektes
interpretieren kann2. In bezug auf das Problem der inhaltlichen Suche in MMIS betrachten wir
auf dieser Ebene das Objekt als eine Einheit, deren Semantik nur dem Benutzer zuganglich ist.
Das System dagegen erstellt intern eine Objektrepräsentation für diesen Zweck. Zum Beispiel wird
bei vielen Forschungsansätzen im Bereich des IR für Texte folgende Repräsentation zugrundegelegt
([Salton & McGill 83]): Der Text wird in Worte zerlegt, die wiederum auf Grund- oder Stammform
reduziert werden; für diese Terme bestimmt man dann die Vorkommenshäufigkeit im Text und in
der gesamten Datenbasis.
3
 Prinzipiell w&re hier noch eine weitere Unterscheidung möglich zwischen dem eigentlichen Datenbankobjekt und
der Sicht des Benutzen auf da» vollständige Objekt; diese Trennung wird z.B. bei Expertensystemen mit Hilfe einer
Erklarungakomponente realisiert.
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Zur Beantwortung von Anfragen an MMIS wird in der Regel eine weitere Art der Darstellung
benutzt: Speziell bei komplexen Repräsentationen ist es nicht sinnvoll, daß sich Anfragen direkt
auf die Objektrepräsentation beziehen. Stattdessen wird eine Objektbeschreibung gebildet, die eine
Art Kondensat der Repräsentation ist. Bei den oben erwähnten Ansätzen für Textretrieval besteht
diese Objektbeschreibung z.B. aus einer Menge von gewichteten Termen. In der Terminologie der
OODBn entspricht die Objektbeschreibung den nach außen sichtbaren Eigenschaften der Objekte.
Als wesentliche Konsequenz aus dieser Trennung der verschiedenen Darstellungsebenen sollte man
zwei Arten von Wissen bei MMIS unterscheiden:
1. Das in den Objekten selbst gespeicherte Wissen, das dem Benutzer zugänglich wird, wenn er
Objekte im Informationssystem lokalisiert hat.
2. Das in den Objektbeschreibungen repräsentierte Wissen, auf das bei der Suche bezug ge-
nommen werden kann. Nach Inhalten, die hier nicht repräsentiert werden, kann auch nicht
in Anfragen bezug genommen werden. Auf diese hat der Benutzer nur Zugriff, wenn er mit
Hilfe anderer Kriterien entsprechende Objekte im MMIS gefunden hat.
Auf der Seite der Anfragen können wir eine analoge Unterteilung in verschiedene Darstellungs-
ebenen einführen3. Der Informationswunsch eines Benutzers manifestiert sich zunächst in einer frei
formulierten (z.B. natürlichsprachigen) Frage. Das System erstellt daraus eine Fragerepräsentation
und bildet diese dann auf eine Fragebeschreibung ab, wofür meist eine formalisierte Anfragesprache
zugrundegelegt wird.
Ein wesentliches Problem bei der Abbildung zwischen den verschiedenen Darstellungsebenen ist das
Moment der Unsicherheit und Unvollständigkeit. Schon bei den "klassischen" Datenbankansätzen
wurde das Problem der korrekten Abbildung von realen auf Datenbankobjekte unter dem Stichwort
"konzeptuelle Modellierung" ausführlich diskutiert ([Brodie et al. 84]). Hier interessieren uns aber
vor allem die Fehler bei der Erstellung der Objektrepräsentationen und -beschreibungen. Bei
multimedialen Objekten sind diese Fehler unvermeidlich: Schon bei Texten ist es nicht möglich,
deren Semantik korrekt und vollständig zu repräsentieren. Bei Abbildungen, gesprochener Sprache
oder gar Bewegtbildern sind die Probleme noch ungleich komplexer. Meist begnügt man sich
daher mit einer Beschreibung durch eine Menge von Schlagwörtern. Um diese Unsicherheit zu
berücksichtigen, hat man im Bereich des IR probabilistische Modelle entwickelt. Wir werden in
den folgenden Abschnitten näher auf diese Ansätze eingehen.
Auf der Seite der Fragen ergeben sich die gleichen Probleme der Unsicherheit und Unvollständig-
keit bei den Repräsentationen der Frageninhalte. Zusätzlich spielt hier das Moment der Vagheit
eine wichtige Rolle4: Bei vagen Anfragen wäre auch bei einer perfekten Repräsentation keine
binäre Entscheidung darüber möglich, ob ein bestimmtes Objekt eine korrekte Antwort auf eine
Frage ist. In der in [Ammersbach et al. 88] beschriebenen Studie über Anfragen an Werkstoffda-
tenbanken wurde z.B. festgestellt, daß der größte Teil der Anfragen der Benutzer entweder vage
Kriterien beinhaltete oder aber zu einem bekannten Material noch ähnliche Werkstoffe gesucht
wurden. Speziell zur Behandlung vager Begriffe wurde die Fuzzy-Logik entwickelt [Zadeh 65]. Die
bislang vorliegenden experimentellen Untersuchungen dieses Ansatzes [Salton et al. 83] [Fuhr 86]
[Fuhr 89b] zeigen aber, daß die Fuzzy-Logik keine Vorteile gegenüber probabilistischen Modellen
aufweist (siehe auch [Fuhr 90]).
4 Anfragen als unsichere Inferenz
Legt man den Formalismus der Logik zugrunde, so läßt sich die Beantwortung von Anfragen an In-
formationssysteme auf den Beweis dieser Anfrag mit Hilfe der im Informationssystem gespeicherten
Aussagen zurückführen. Bekannt ist dieser Ansatz sowohl durch die Programmiersprache Prolog als
3
 Allerdinga müssen diese Ebenen nicht in gleicher Weise wie bei den Objekten innerhalb des Systems realisiert
werden. Häufig wird entweder der Benutzer selbst oder ein Fachmann die Abbildung in die endgültige Fragebe-
schreibung durchfuhren.
*Im Prinzip kann man auch auf der Seite der Objekte vage Beschreibungen zulassen; dabei dürfen aber die
Konzepte der Vagheit und der Unsicherheit nicht miteinander verwechselt werden.
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auch durch den sogenannten beweistheoretischen Ansatz zur Modellierung des Verhaltens von rela-
tionalen Datenbanken ([Reiter 84]). Wenn /* die Repräsentation einer Frage bezeichnet und IS die
Menge der Formeln des Informationssystems, dann soll die Formel / t *- IS bewiesen werden. Bei
IR-Systemen läßt sich diese allgemeine Form der Fragebeantwortung aber kaum realisieren: Man
beschränkt sich darauf, nur einzelne Objekte in bezug auf die Anfrage zu betrachten, und berück-
sichtigt keine Abhängigkeiten zwischen den Objekten. Somit wird also nach einzelnen Objekten
Om gesucht, für die die Gültigkeit der Formel ft *- om bewiesen werden kann. Wegen der oben
beschriebenen Unsicherheit der Repräsentationen und der Vagheit von Anfragen muß man aber
von der zweiwertigen Logik übergehen zu einer probabilistischen Logik. In [Rijsbergen 86] wird
gezeigt, daß (speziell im IR) anstelle des Beweises von /* *- om die Wahrscheinlichkeit P ( / t •- om)
bestimmt werden muß. Dies ist die Wahrscheinlichkeit, daß der Schluß /» <— om korrekt ist. Rijs-
bergen zeigt ferner, daß diese Wahrscheinlichkeit gleich der bedingten Wahrscheinlichkeit P(/t |om)
ist. Erste Anwendungen dieses Ansatzes werden in [Sembok 89] und [Croft & Turtle 89] beschrie-
ben. Ein allgemeines Modell für probabilistische Inferenz in Form von Netzwerken wird in [Pearl 88]
dargestellt; dieses Modell ist insbesondere für die Anwendung in regelbasierten Expertensystemen
interessant. Probleme bereitet bei der Anwendung dieses Ansatzes im Bereich des IR (und da-
mit auch bei MMIS) allerdings die Bestimmung der benötigten Wahrscheinlichkeiten (z.B. die
Schätzung der Wahrscheinlichkeit P(ti —» U), daß der Schluß von einem Term ii auf einen Term
<2 korrekt ist).
Eine weitere Schwierigkeit stellt die Wahl der Unabhängigkeitsannahmen des Modells dar: Welche
Elemente der Inferenzkette können als unabhängig angesehen werden, und wo müssen Abhängig-
keiten berücksichtigt werden?
In dieser Arbeit wird dagegen ein anderer Ansatz favorisiert, der als Variante der klassischen
probabilistischen IR-Modelle gesehen werden kann. Im Gegensatz zu den o.g. probabilistischen
Netzwerken müssen dabei die Unabhängigkeitsannahmen nicht explizit gemacht werden und auch
außer der probabilistischen Gewichtung der Beziehung zwischen Frage und Objekt keine weite-
ren Wahrscheinlichkeiten explizit bestimmt werden. Grundlage dieses Ansatzes ist das im näch-
sten Abschnitt beschriebene Konzept der Relevanzbeschreibung. Dieses Konzept ermöglicht die
Berücksichtigung von beliebig anspruchsvollen Wissensrepräsentationen für Frage und Objekte;
insbesondere können auch Wissensrepräsentationsformen, in denen selbst kein unsicheres Wissen
dargestellt werden kann, mit unsicherer Inferenz kombiniert werden.
Bei den klassischen probabilistischen IR-Modellen geht man davon aus, daß zwischen Objekten
und Fragen eine Relevanzbeziehung besteht, die auf der Basis einer binaren Skala (relevant/nicht
relevant) vom Benutzer beurteilt werden kann, wobei die einzelnen Frage-Objekt-Paare mit ihren
zugehörigen Relevanzurteilen als voneinander unabhängig angenommen werden. Aufgabe eines
probabilistischen Modells ist es nun, für ein Frage-Objekt-Paar d,.,^) mit den Repräsentatio-
nen fk und om die Relevanzwahrscheinlichkeit P(R\fk,om) zu schätzen. Dieser Wert gibt die
Wahrscheinlichkeit an, daß ein zufällig gewähltes Frage-Objekt-Paar, das die Repräsentationen
fk und om besitzt, von Benutzern als relevant beurteilt wird. Für eine Anfrage werden die Ob-
jekte dann nach fallenden Relevanz Wahrscheinlichkeiten geordnet ausgegeben. Man kann zeigen,
daß dieses Ranking zu einer optimalen Retrievalqualität führt ([Robertson 77]).
5 Lernverfahren für unsicheres Wissen
Die probabilistischen IR-Modelle werden in der Art eines maschinellen Lern verfahren« angewen-
det: ausgehend von einer Lernstichprobe von Frage-Objekt-Paaren mit zugehörigen Relevanzur-
teilen (Relevance Feedback) wird die Relevanzwahrscheinlichkeit für andere Frage-Objekt-Paare
geschätzt. Hierzu werden aus den Daten der Lernstichprobe probabilistische Gewichte für die (Ele-
mente der) Beschreibung bestimmt, aus denen dann die Relevanzwahrecheinlichkeit in Abhängig-
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Abbildung 2: Probabilistische IR-Modelle als Lernverfahren
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Abbildung 2 illustriert verschiedene Realisierungen dieses Ansatzes im Bereich des Textretrieval.
Die Elemente der Beschreibung werden hier als Terme bezeichnet. Bei der Fragetermgewichtung
durch Relevance Feedback ([Robertson k Sparck Jones 76], [Yu k Salton 76]) werden zunächst
Gewichte für die Terme der Fragebeschreibung bestimmt. Diese Gewichte können dann benutzt
werden, um für andere Dokumente zu derselben Frage die Relevanzwahrscheinlichkeit zu schätzen;
dabei können allerdings keine weiteren Terme (die nicht in den Lernstichproben aufgetreten sind)
berücksichtigt werden. Orthogonal zu diesem Ansatz ist das in [Maron k Kuhns 60] beschriebene
Indexierungsmodell zu sehen: Hier werden für ein Dokument Daten über eine Menge von Fragen
gesammelt, um daraus Indexierungsgewichte des Dokuments für die in den Fragen vorkommen-
den Terme zu bestimmen. In der Anwendung dienen diese Indexierungsgewichte zur Schätzung
der Relevanzwahrscheinlichkeit des Dokuments in bezug auf neue Anfragen (soweit sie die in der
Lernstichprobe aufgetretenen Terme verwenden). Leider ist dieses Modell aber praktisch nicht
anwendbar, da in der Regel nicht genügend Lerndaten für ein einzelnes Dokument vorliegen.
Dieses Problem wird durch den Darmstädter Indexierungsansatz überwunden (siehe z.B. [Lustig 86],
[Fuhr 89a]). Hierbei wird von den konkreten Fragen, Dokumenten und Termen abstrahiert, wo-
durch es möglich wird, die aus der Lernstichprobe abgeleiteten probabilistischen Parameter auch
auf neue Fragen, Dokumente und Terme anzuwenden. Nachstehend beschreiben wir die Konzeption
des Darmstädter Indexierungsansatzes in bezug auf die Aufgabenstellung der Informationssuche
in MMIS. Die Grundidee dieses Ansatzes besteht darin, die Aufgabe der Schätzung der Relevanz-
Wahrscheinlichkeit P(R\fk,om) in einem Beschreibungsschritt und einen Entscheidungsschritt zu
zerlegen. Im Beschreibungsschritt werden Informationen über die Frage, das Objekt und ihre Be-
ziehung zueinander gesammelt. Diese Daten werden aus den Repräsentationen abgeleitet und in
Form einer sogenannten Relevanzbeschreibung x(/*, dm) abgelegt. Dieses Konzept der Relevanz-
beschreibung ermöglicht die oben erwähnten Abstraktionen von konkreten Objekten und Fragen.
Ein wesentlicher Vorteil von Relevanzbeschreibungen ist deren Flexibilität bezüglich der Art der
zugrundegelegten Repräsentationen der Fragen und Objekte. Im Entscheidungsschritt wird nun an-
stelle der Wahrscheinlichkeit P(Ä|/*,om) der Wert von P(R\x(fk, om)) geschätzt, der Wahrschein-
lichkeit, daß ein zufällig gewähltes Frage-Objekt-Paar, das die Relevanzbeschreibung *( / t ,om )
besitzt, von Benutzern als relevant beurteilt wird. Diese Wahrscheinlichkeit wird allerdings nicht
direkt durch die entsprechende relative Häufigkeit aus den Daten der Lernstichprobe geschätzt,
sondern es wird eine Retrievalfunktion g(x) entwickelt, die Approximationen der Wahrscheinlich-
keit P(R\x) liefert. Zur Entwicklung dieser Retrievalfunktion können verschiedene probabilistische
Lern- und Klassifikationsverfahren eingesetzt werden (siehe z.B. [Fuhr k Buckley 90], [Fuhr 90]).
In [Fuhr 89b] wird die Anwendung dieses Ansatzes auf Textdokumente als Objekte beschrieben.
Eine wichtige Variante dieses Ansatzes besteht in der Anwendung für die probabilistische Indexie-
rung. Wie oben bei der Erwähnung des Indexierungsmodells von Maron und Kuhns angedeutet,
zielt die probabilistische Indexierung auf die Gewichtung einzelner Elemente der Objektbeschrei-
bung ab. Ein weiteres probabilistisches Modell (siehe [Fuhr 89a]) leitet aus diesen Gewichten dann
die jeweilige Relevanzwahrscheinlichkeit für eine Anfrage ab. Entsprechende Experimente für die
Textindexierung sind in [Fuhr 88] und [Fuhr k Buckley 90] dargestellt.
In [Fuhr 90] wird die Anwendung dieses Ansatzes für vage Anfragen und unsichere Daten in Fakten-
datenbanken beschrieben. Unsichere Daten wie zum Beispiel fehlende oder ungenaue Werte können
hierbei als Wahrscheinlichkeitsverteilung über den entsprechenden Attributwerten repräsentiert
werden. Vage Anfragen werden als Mengen von vagen Attributbedingungen behandelt. Eine ein-
zelne Attributbedingung besteht dabei neben der Nennung eines Attributs entweder aus einem
einstelligen Prädikat (wie z.B. "hoch", "niedrig", "mehrere") oder aus einem zweistelligen Prädi-
kat (z.B. "ungefähr gleich", "kleiner", "größer") und einem Vergleichswert. Das System berech-
net dann für den entsprechenden Attributwert eines gespeicherten Objektes ein probabilistisches
Indexierungsgewicht bezüglich der vagen Attributbedingung. Zusätzlich kann der Benutzer die
einzelnen Attributbedingungen seiner Anfrage unterschiedlich gewichten. Das System liefert dann
eine nach fallenden Relevanzwahrscheinlichkeiten geordnete Liste von Antworten. Bei diesem An-
satz können die Attributwerte von beliebig komplexen Datentypen sein. Dadurch ist dieser Ansatz
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auch für andere Darstellungsformen innerhalb von MMIS interessant: Sobald formale Kriterien für
die Ähnlichkeit von zwei Objekten in der jeweiligen Darstellungsform existieren, kann der Ansatz
angewendet werden.
6 Anfragefunktionen für interaktive Systeme
Betrachtet man die Anfragefunktionalität derzeit existierender Informationssysteme, so erkennt
man, daß diese in erster Linie im Hinblick auf die Schnittstelle zu Anwendungsprogrammen konzi-
piert wurde: Die angebotenen Punktionen folgen dem Konzept der Stapelverarbeitung, wo auf eine
korrekt formulierte Anfrage umgehend die endgültige Antwortmenge geliefert wird. Wesentliche
Konzepte für interaktive Schnittstellen zu Informationsssystemen sind dagegen vage Frageformulie-
rungen und eine iterative Vorgehens weise. Beispiele für die Berücksichtigung dieser Konzepte sind
die genannten Verfahren im IR, die mit Relevance Feedback arbeiten, und die Browsing-Strategien
bei Hypertext/Hypermedia.
In [D'Atri & Tarantino 89] werden für Faktendatenbanken drei verschiedene Ansätze zur Entwick-
lung von interaktiven Anfragefunktionen beschrieben:
- Frageformulierungshilfen sollen den Benutzer bei der Transformierung seines Informations-
wunsches in eine korrekte Frageformulierung (Fragebeschreibung) unterstützen. Dabei muß
zum einen das Terminologie-Problem gelöst werden (den Konzepten aus der Frage müssen
die entsprechenden Attributnamen zugeordnet werden), zum anderen muß die Frageformu-
lierung an die Struktur der Datenbank angepaßt werden. Die meisten Ansätze hierzu stellen
das Datenbanksystem in Form eines Begriffsnetzwerkes dar, in dem der Benutzer navigieren
kann.
- Datenbank-Browser zeigen stets einen Ausschnitt aus der Datenbank (mehrere benachbarte
Tupel oder Objekte), wobei jeweils eine bestimmte Nachbarschaftsbeziehung zugrundege-
legt wird. Durch Navigationsoperationen versucht der Benutzer, den gezeigten Ausschnitt
auf die ihn interessierenden Elemente der Datenbank zu positionieren ([Motro et al. 88],
[Stonebraker & Kalash 82], [Motro 86]). Häufig schränken aber die angebotenen Operatio-
nen und die vereinfachende Darstellung der Datenbankstruktur die Menge der möglichen
Anfragen zu sehr ein.
- Das Konzept der Generalisierung kehrt die übliche top-down-Vorgehensweise von einer Fra-
geformulierung zu konkreten Antwortobjekten um; stattdessen gibt der Benutzer ein Ant-
wortobjekt vor, aus dem das System durch Generalisierung die eigentliche Anfrage ableitet.
Der bekannteste Vertreter dieses Ansatzes ist das System "Query by Example" ([Zloof 77]).
Da diese Funktionen aber in erster Linie für die Suche mit formalen Kriterien in Faktendaten-
banken entwickelt wurden, sind sie für die inhaltliche Suche in MMIS nur bedingt geeignet. Die
oben skizzierten probalistischen IR-Modelle und Ansätze aus den Hypertext-Bereich ([Conklin 87],
[Nielsen 90]) zeigen dagegen andere interaktive Anfragefunktionen auf:
- Ranking von Antwortobjekten anstelle der Ausgabe einer festen Menge von Objekten ergibt
sich als Konsequenz aus der Unsicherheit der verwendeten Repräsentationen bzw. der Vagheit
der Anfragen. Beginnend mit den Objekten mit der höchsten Relevanzwahrscheinlichkeit
kann der Benutzer die Liste der Objekte solange durchsehen, wie er das für sinvoll hält, ohne
an einer bestimmten Stelle gezwungen zu sein, zur Anforderung weiterer Objekte umständlich
seine Anfrage zu reformulieren.
- Auf Browsing als Suchstrategie wurde bereits mehrfach hingewiesen. Bezüglich der Art der
Verknüpfung zwischen einzelnen Objekten kann man noch einerseits differenzieren zwischen
typisierten und untypisierten Kanten, und andererseits zwischen globalen Verknüpfungen
zweier Objekte im Gegensatz zu Verknüpfungen, die von bestimmten Stellen innerhalb eines
Objektes (z.B.einer Textpassage) ausgehen.
- Zooming erlaubt die Betrachtung von Objektmengen auf verschiedenen Abstraktionsniveaus.
Obwohl diese Technik bislang hauptsächlich bei Hypertext-Systemen angewendet wird, läßt
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sie sich auch auf andere Darstellungsformen in multimedialen Informationssystemen über-
tragen, z.B. bei Fakten durch statistische Angaben über die Verteilung bestimmter Attribut-
werte.
- Relevance Feedback erlaubt die implizite Reformulierung der Anfrage. Zwar gehen die bislang
im IR entwickelten Verfahren für Relevanz Feedback alle nur von einer globalen Beurteilung
der Antwortobjekte auf der Grundlage einer zwei- oder mehrstufigen Relevanzskala aus. Es
sind aber auch Ansätze denkbar, die eine differenziertere Beurteilung berücksichtigen können.
Schließlich sollten zukünftige MMIS den Benutzer aktiv bei seiner Informationssuche unterstüUsen
und nicht nur passiv die jeweiligen Komandos ausführen. In [Kaplan 82] wurde der Begriff des
kooperativen Systems eingeführt (siehe z.B. auch [Bolc k Jarke 86]): Solche Systeme versuchen
von sich aus, eventuelle Mißverständnisse zu korrigieren, Anfragen werden ggfs. überbeantwortet,
und das System macht Vorschläge für die Reformulierung der Anfrage. Die meisten dieser Ansätze
erfordern allerdings wieder zusätzliches Wissen über das Anwendungsgebiet. Bei der Entwick-
lung von entsprechenden Systemen sollte man sich aber nicht ausschließlich an den innerhalb des
Forschungsgebietes der Künstlichen Intelligenz (KI) formulierten Konzepten orientieren, da diese
bei Anwendungen von realistischer Größenordung kaum zu realisieren sind. Man sollte vielmehr
den Bereich zwischen herkömmlichen und Kl-Systemen als Spektrum auffassen, innerhalb dessen
jeweils akzeptable Lösungen gefunden werden müssen.
7 Ausblick
Die Diskussion in diesem Beitrag hat gezeigt, daß für die Entwicklung von MMIS eine Reihe neuer
Konzepte notwendig ist. Die bisherigen Arbeiten auf diesem Gebiet, die MMIS lediglich als eine
Erweiterung von Faktendatenbanken auf multimediale Datenbanken sehen, bieten keine Lösung
für das Problem der inhaltlichen Suche. In ähnlicher Weise sind Konzepte aus dem Bereich der Kl
nur bedingt anwendbar, da z.B. viele Ansätze von einer perfekten Wissensrepräsentation ausgehen.
Andererseits spielt aber die Wissensrepräsentation eine zentrale Rolle in MMIS: Für die inhaltli-
che Suche sind bessere Repräsentationen der multimedialen Objekte erforderlich, ebenso erfordern
intelligente Anfragefunktionen zusätzliches Wissen. Die Entwicklung von geeigneten Wissens-
repräsentationsformen und den zugehörigen Wissensrepräsentationsverfahren kann daher als ein
Schlüsselproblem für die weitere Forschung auf dem Gebiet der MMIS angesehen werden.
Abschließend sei noch auf die Bedeutung der Evaluierung bei der Entwicklung von MMIS hinge-
wiesen: Viele Arbeiten auf dem Gebiet der Faktendatenbanken können als Negativbeispiel dafür
angesehen werden, wie eine allein an formalen Kriterien oder abstrakter Funktionalität orientierte
Forschung weite Bereiche potentieller Anwendungen völlig ignoriert. Nur durch empirische Unter-
suchungen vor und während der Entwicklung sowie bei der Anwendung von Informationssystemen
können brauchbare Systeme für die Praxis entstehen.
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Referat
In dieser Arbeit wird ein hypertextbasiertes Informationssystem für die Innere Medizin vorgestellt,
das auf die Belange des niedergelassenen Arztes zugeschnitten ist. Hierbei kommt es besonders
darauf an, daß die Struktur des Systems an der entsprechenden Tätigkeit, also am Diagnosepro-
zeß orientiert ist. Es wurden wichtige Erfahrungen bei der Übersetzung der Buchvorlage in ein
Hypertextsystem gewonnen. Zusätzliche Hilfsmittel zur effektiven Nutzung des Hypertextsystems




In allen wissenschaftlichen Bereichen kann man durch immer weitergehende Spezialisierung einen
enormen Wisssenszuwachs verzeichnen. Dies trifft insbesondere auch in der Medizin zu: Hier
rechnet man mit einer Verdopplung der Information in jeweils 10 Jahren [Gross69]. Der Allge-
meinarzt muß die gesamte Bandbreite beherrschen: Er muß schwere und seltene Falle von den
Bagatellfallen unterscheiden können, um eine patientengerechte Behandlung einleiten und even-
tuell die Überweisung an den zuständigen Spezialisten vornehmen zu können. Dazu benötigt er
natürlich auch Kenntnisse über jene schweren und seltenen Fälle. Aufgrund des Wissenszuwachses
ist er dazu allerdings ohne Hilfsmittel kaum in der Lage. Solche Hilfemittel können Informations-
systeme sein, die fähig sind, medizinische Tätigkeiten adäquat zu dokumentieren, und die deshalb
dem Arzt während seiner Arbeit begleitend zur Seite stehen können. Damit kann erreicht werden,
daß während der Arbeit auftretende Informationslücken schnell gefüllt werden können. Computer-
gestützte Informationssysteme wie z.B. Hypertextsysteme, die nicht an Linearit&t gebunden sind,
bieten hier neue Perspektiven, zudem auch organorientierte medizinische Standardliteratur und
technologische Hilfsmittel wie z.B. Diagnoseexpertensysteme nicht auf die Belange des Allgemein-
arztes zugeschnitten sind und deshalb wenig Unterstützung bieten [Fox82], jTimpka86].
Diese Arbeit zielt nun darauf ab, zu zeigen, daß Hypertextsysteme gerade in der ärztlichen Praxis
als leistungsfähiges Informationssystem eingesetzt werden können, da sie dem Arzt einerseits volle




Patienten suchen einen Arzt auf, weil sie irgendwelche Beschwerden haben. Der Arzt muß nun
herausfinden, welche Krankheit sich hinter diesen Symptomen verbirgt. Der diagnostische Prozeß
verläuft also symptomorientiert: Ausgehend von einem Leitsymptom - das ist die im Vorder-
grund der Beschwerden stehende Symptomgruppe wie beispielsweise „Fieber mit Hautausschlag"
bei Masern - stellt der Arzt eine Hypothese über die in Frage kommenden Krankheiten auf. Das
Leitsymptom „Fieber mit Hauterscheinungen" kann etwa Masern, Röteln oder Arzneimittelfieber
als Ursache haben. Nun nimmt der Arzt weitere Symptome und Befunde in seine Überlegungen
mit auf und kann dadurch Krankheiten ausschließen bzw. die anfangs gemachten Hypothesen neu
überdenken, bis im günstigsten Fall nur noch eine - die richtige - übrigbleibt [Gross69], [Braun86].
In dem hier angeführten Beispiel könnte der Arzt als weitere Symptome beispielsweise eine Lymph-
knotenschwellung finden und kann dadurch Masern und Arzneimittelfieber ausschließen. Als ein-
ziger Kandidat bliebe in diesem stark vereinfachten Beispiel des ärztlichen Diagnoseprozesses also
Röteln übrig. Diesen Prozeß des Miteinandervergleichens verschiedener, potentiell zutreffender
Krankheiten bezeichnet man auch als Differentialdiagnose.
Die leitsymptomorientierte Vorgehensweise wirft allerdings ein Problem auf: Der Arzt stellt eine
Hypothese über die möglichen Krankheiten auf und ist dazu geneigt, nur noch nach bestätigenden
Zeichen zu suchen; Symptome, die die anfänglich gemachte Annahme verwerfen würden, werden
oft ignoriert. War die tatsächlich zutreffende Krankheit also nicht in der anfänglichen Hypo-
these enthalten, kann der Arzt die richtige Diagnose nicht stellen, wenn er nicht über die nötigen
assoziativen Querverweise verfugt. Dieses unter Diagnostikern allgemein bekannte Problem, da«
[John8on88] als „garden path errors" bezeichnet, tritt vor allem bei jungen Ärzten auf, da ihnen
diese Querverbindungen zwischen leicht verwechselbaren Krankheiten oft fehlen [Pauker79].
2.2 Situation des Allgemeinarztes
Vom Allgemeinarzt wird stärker als von in der Klinik arbeitenden Ärzten gefordert, auch die
psychologische und soziale Situation des Patienten in seine Überlegungen zur Krankheitsftndung
einzubeziehen. Der Allgemeinarzt konzentriert sich also nicht nur auf die Diagnose an sich, sondern
es steht vor allem der Patient, auch mit seinen persönlichen Problemen, im Mittelpunkt.
Die Arbeit eines praktischen Amtes besteht nach [Timpka86] aus drei Komponenten:
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• Kommunikation mit dem Patienten
• Analyse der medizinischen Situation des Patienten
• Verifizierung der Entscheidungen durch Befragung von Informationsquellen.
Unterstützung durch Computer ist auf absehbare Zeit nur in den beiden letzten Punkten denkbar,
aber schon bei der Analyse der medizinischen Situation des Patienten tauchen Probleme auf. Hier
fließen ja gerade die psychologischen und sozialen Aspekte mit ein; Computer sind jedoch bis heute
noch nicht in der Lage, solche individuellen, subjektiven Daten korrekt zu erfassen und zu verar-
beiten. Restriktive Diagnosehilfemittel wie etwa Diagnoseexpertensysteme passen nicht in diese
Umgebung, da sie die Einbeziehung psychosozialer Faktoren des Patienten wie z.B. die Arbeitslo-
sigkeit des Ehepartners oder schulische Mißerfolge der Kinder nur mit der fertigen Diagnose, die
das Expertensystem liefert, zulassen. Der Arzt kann bei der Verwendung von Expertensystemen
auch seine spezielle Erfahrung und Intuition nicht einbringen. Dies sind aber gerade bei Allgemein-
medizinern wertvolle Teilkomponenten im ärztlichen Entscheidungsprozeß, auf die nicht verzichtet
werden darf [Timpka86]. Der Allgemeinarzt braucht also Hilfsmittel, die nicht direkt in seinen
Entscheidungsprozeß eingreifen.
2.3 Literatur als diagnostisches Hilfsmittel
Dem Allgemeinarzt steht an konventionellen Hilfsmitteln hauptsächlich die Literatur als Informa-
tionsquelle zur Verfügung, da er sich während des Diagnoseprozesses nicht mit Kollegen beraten
kann, wie das in der Klinik der Fall ist. Hierbei muß man feststellen, daß medizinische Standard-
literatur gänzlich anders aufgebaut ist als dies fiir ein rasches Finden von Informationen im Alltag
nötig wäre. Im Mittelpunkt der meisten medizinischen Lehrbücher für die Innere Medizin (wie z.B.
[Huhnstock86] und (Hornbostel77]) steht die Nosologie, die Lehre von der systematischen Eintei-
lung der Krankheiten nach anatomischen und pathophysiologischen Gesichtspunkten [Zöllner86].
Die verschiedenen Krankheiten werden alao bezüglich der betroffenen Organe eingeteilt und nicht -
entsprechend der Retrieval-Situation - nach Symptomen. Diese Differenz in der Systematik macht
das Auffinden von Informationen im ärztlichen Alltag problematisch. Erschwerend tritt hinzu, daß
die bei Büchern anwendbaren Suchmethoden nicht sehr effektiv sind, angefangen mit der Suche
nach geeigneten Büchern in Bibliotheken bis hin zur Suche nach den Textstellen, die die gewünschte
Information enthalten (in Inhaltsverzeichnissen findet man z.B. oft unter einem Stichwort mehrere
Seitenangaben, denen im schlechtesten Fall allen nachgegangen werden muß).
In der praktischen Arbeit benötigt der Arzt aber eine Informationsquelle, die entsprechend seiner
Arbeitsweise symptomorientiert aufgebaut ist und ihm deshalb genau die Informationen liefert, die
er auf seinem jeweiligen Ermittlungsstand braucht. Einige gute Ansätze in diese Richtung lassen
sich in [Zöllner86] und in [Heisig85] finden.
3 Computergestützter Arbeitsplatz in der ärztlichen Praxis
Für den Allgemeinarzt gibt es bis heute nur wenig Unterstützung durch neue Technologien; me-
dizinische Diagnoseexpertensysteme sind eher auf die Bedürfnissse der Klinik zugeschnitten. Der
praktische Arzt findet aber auch unter konventionellen Informationsquellen wie Fachbüchern, Zeit-
schriften usw. nur wenig direkte Hilfe für eine konkrete Konsultation, da medizinische Fachlitera-
tur, wie der vorangehende Abschnitt gezeigt hat, anders aufgebaut ist als es der Handlungsablauf
des praktizierenden Arztes erfordert. Dies hat seine Ursachen auch darin, daß gedruckte, sequen-
tielle Literatur nicht in der Lage ist. komplizierte diagnostische Tätigkeiten [Simon90] adäquat zu
dokumentieren. Man kann von verschiedenen Richtungen, d.h. von verschiedenen Leitsymptomen
aus, zu gleichen Krankheiten kommen. Dazu müßte man in einem sequentiellen Dokument die
Krankheitsbeschreibungen an mehreren Stellen vorsehen. Dies würde allerdings zu einem enor-
men Anstieg des Volumens fuhren und vor allem bei Änderungen erhebliche Konsistenzprobleme
mit sich bringen. Bei Hypertextsystemen treten diese Schwierigkeiten nicht auf: Ein Vorzug von
Hypertextsystemen liegt ja gerade darin, daß sie durch die expliziten Links zusammengehörige
Informationen immer aneinander koppeln können.
Auch das Ausmaß der oben angesprochenen „garden path errorrs" [Johnson88] kann mithilfe von
Hypertextsystemen gemindert werden: Hier können Querverweise explizit gemacht werden, und
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der Leser kann ihnen schnell und bequem folgen. Dadurch wird die Wahrscheinlichkeit erhöht,
daß der Arzt diesen Querverweisen auch tatsächlich folgt und sich weiter informiert. So kann
man Verbindungen zwischen solchen Krankheiten herstellen, die beispielsweise leicht verwechselt
werden, weil sie ähnliche Symptome zeigen. Gerade für Medizinstudenten und junge Änte kann
dieser Aspekt der explizit gemachten Querverweise wichtig sein, da sie viel schneller lernen können,
Zusammenhänge zwischen Krankheiten zu erfassen, die nicht in der Pathophysiologie begründet
sind.
Im Gegensatz zu Diagnoseexpertensystemen haben Hypertextsysteme auch den Vorteil, daß sie
nicht in den medizinischen Entscheidungsprozeß eingreifen. Der Arzt kann Intuition und psycho-
soziale Aspekte einbeziehen; das System tritt nur dann in Aktion, wenn dem Arzt Informationen
fehlen oder er getroffene Entscheidungen verifizieren will. Dabei kann er mithilfe eines handlungs-
orientierten Hypertextsystems die gesuchte Information schnell lokalisieren, da er genau auf der
Ebene suchen kann, auf der er sich gerade im diagnostischen Prozeß befindet. Außerdem ste-
hen bei Online-Informationssystemen wesentlich verbesserte und erweiterte Suchmechaniamen zur
Verfugung, wie z.B. das vollständige Durchsuchen eines Textes nach einem bestimmten Begriff.
[Frisse88] hat beispielsweise in seinem „Dynamic Medical Handbook" , der Übersetzung eines me-
dizinischen Handbuchs in ein Hypertextsystem, einen Suchmechanismus vorgeschlagen, der auf
der Häufigkeit des Vorkommens eines gesuchten Wortes in einer Karte beruht. Auch zusätzliche
Funktionalität kann eingebunden werden, wie z.B. ein integriertes Notizbuch, ein Mechanismus,
um sich Textstellen nebeneinander anzeigen zu lassen, oder die Möglichkeit, einen Weg durch das
Textsystem zu speichern.
4 Hypertextbasierte Online-Version eines medizinischen
Handbuchs
4.1 Die Buch vorläge
Hier soll nun ein handlungsorientiertes Hypertextsystem für die ärztliche Praxis vorgestellt wer-
den, das auf dem Buch von N. Heisig basiert[Heisig85]. Dieses Buch ist - so gut es eben mit
dem sequentiellen Medium „Papier" möglich ist - so strukturiert, daß es dem diagnostischen Ent-
scheidungsprozeß gerecht wird, nämlich symptomorientiert: Auf der obersten Ebene hat man eine
grobe Einteilung in verschiedene Symptombereiche, auf der Ebene darunter befinden sich die eigent-
lichen Leitsymptome, unter denen schließlich die jeweils dazugehörigen Krankheiten benchrieben
sind. Am Anfang eines Leitsymptomkapitels finden sich Übersichten, die den Arzt im differential-
diagnostischen Prozeß unterstützen sollen. Die Krankheitsbeschreibungen sind gegliedert nach
„Definition", „Äthiologie und Pathogenese", „Symptomatik", „Diagnose", „Therapie" und „Pro-
gnose". Manche Kapitel passen allerdings nicht in dieses Schema: Es sind dies vor allem solche, in
denen es um allgemeine Informationen (z.B. über Impfungen) und nicht um bestimmte Krankhei-
ten geht. Am Ende eines Leitsymptomkapitels findet man zusätzlich Verweise auf weiterführende
Spezialliteratur.
4.2 Die Online - Version
4.2.1 Guide
Die Umsetzung von Heisigs Buch in ein Hypertextdokument wurde auf der Grundlage des text-
orientierten Hypertextsystems Guide 3.0 [OWL90] durchgeführt. Guide sieht eine Vielzahl von
Objekttypen vor, die verschiedene Funktionen bieten. Die wichtigsten sind die Buttons, die dem
Leser erlauben, schnell und einfach zwischen verbundenen Komponenten in einem oder mehreren
Guide-Dokumenten zu navigieren. Mit der Maus klickt der Leser die Buttons an, um sich die
verbundenen Objekte anzeigen zu lassen. Es stehen folgende Button-Typen zu Verfügung:
• Reference-Button: Mit ihm kommt man zu referenzierten Objekten im selben oder in anderen
Dokumenten.
• Expansion-Button: Nach Anklicken wird er durch den dazugehörigen Text, der getrennt
gespeichert ist. ersetzt. Er dient üblicherweise zur hierarchischen Strukturierung von Doku-
menten.
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• Note-Button: Der Notiztext erscheint in einem Pop-Up-Window solange der Leser den Maus-
knopf gedrückt hält.
• Command-Button: Hinter diesem Button verbirgt sich ein Programmscript. Beim Anklicken
wird das Programm ausgeführt.
Jedes Guide-Dokument ist in einem File abgespeichert und erscheint in einem eigenen Fenster.
Ein Guide-Pokument kann aus mehreren Frames bestehen, die in etwa das Analogon zu den Seiten
eines Buches darstellen.
4.2.2 Einteilung des Buches in Dokumente
In der hier beschriebenen Hypertext-Version wurde die Einteilung des Buches in fünf Dokumente
folgendermaßen durchgeführt:
1. Dokument: Struktur
Hier findet sich unter anderem das durch Expansion-Buttons strukturierte Inhaltsverzeichnis
des Papierbuches. Die Leitsymptome symbolisieren Links, die wahlweise auf die zu einem












l.S Fieber mit Grippe
1.3 Fieber mit Hütten
t.4 Fieber mit Angina
1,5 Fieber mit LK'Schwellung
2. Dokument: Differentialdiagnostische Übersichten (DD-Übersichten)
Hier sind die differentialdiagnostischen Übersichten zu allen Leitsymptomen enthalten. Über
einen Zwischenschritt, bei dem das Leitsymptom in mehrere Klassen eingeteilt wird, kommt
















3. Dokument: Krankheitslisten (KH-Listen)
Dieses Dokument enthält zu jedem Leitsymptom eine Liste von Krankheitsnamen, die in
Heisigs Buch unter diesem Leitsymptom beschrieben sind. Im Unterschied zur Papierversion
hat man hier zusätzlich einen Expansion-Button, hinter dem sich alle anderen Krankheiten
verbergen, die aus den in Kapitel 3 genannten Gründen (nämlich daß die Beschreibung einer
Krankheit nur einmal erscheint) im Buch nicht an dieser Stelle beschrieben sind, aber in
der differentialdiagnostischen Übersicht auftauchen. Ein weiterer Expansion-Button listet
























Hier finden sich alle Krankheitsbeschreibungen. Jede Krankheitsbeschreibung ist in einem
Frame abgelegt und mit Expansion-Buttons strukturiert: Zunächst sieht man nur die Ober-
schriften der einzelnen Abschnitte, also „Definition", „Äthiologie und Pathogenese", „Sym-
ptomatik" usw.; durch das Anklicken des entsprechenden Begriffs mit der Maus erscheint













generalisierte Krankheit mit hoher
Morbidität wnef weltweiter Ver-
breitung. Vorwiegend Brkranknng




In diesem Dokument sind alle Kapitel zusammengefaßt, die nicht eine spezielle Krankheit
beschreiben, z.B. die Kapitel über Impfungen, Therapien oder spezielle medizinische Test*.
Die beiden Dokumente DD-Übersicht und KH-Liste stellen die Verbindung her zwischen dem
Struktur-Dokument und den Dokumenten Krankheiten und Sonstiges, die die eigentliche Informa-
tion enthalten. Die KH-Listen, die eigentlich zur Gliederung gehören, wurden von dem Struktur-
Dokument ausgekoppelt, um explizit zu machen, daß der Leser zwei parallele Möglichkeiten hat,
von einem Leitsymptom zu den dazugehörigen Krankheiten zu kommen: über die KH-Liste oder
die DD-Übersicht.
Die Dokumente sind untereinander mit Reference-Links verbunden, wobei auch hier wieder eine
dreistufige Hierarchie im Vordergrund steht: Auf der ersten Ebene befindet sich das Strukturdoku-
ment, auf der zweiten die beiden Dokumente „DD-Übersicht" und „KH-Liste"und auf der dritten
schließlich die Krankheitsbeschreibungen und das Dokument „Sonstiges" (Siehe Abb. 1).
Zwischen der DD-Übersicht und der KH-Liste zu einem Leitsymptom gibt es eine direkte Verbin-
dung, damit der Leser die Vorteile beider Strukturen schnell zur Verfügung hat: Die DD-Übersicht
leitet gezielt zu einer kleinen Gruppe von Krankheiten, während die KH-Liste einen raschen Über-
blick über alle zu einem Leitsymptom gehörenden Krankheiten vermitteln kann. Neben diesen
organisatorischen gibt es auch assoziative Links, die aus der jeweiligen Textumgebung heraus auf
weitere Einträge verweisen. Damit lassen sich z.B. Querverbindungen wie „Siehe auch Kapitel ..."
oder Verweise auf ähnliche Krankheiten im Abschnitt „Diagnose" sehr leicht verfolgen.
4.2.3 Navigation und Orientierung
Die Navigation durch das Hypertextsystem erfolgt mit den drei Dokumenten Struktur, KH-Liste
und DD-Übersicht. Das Struktur-Dokument enthält nicht mir die Einstiegsmöglichkeit über die
Gliederung, sondern zusätzlich den alternativen Einstieg über den Index: Beim Index handelt es
sich hier nicht nur um ein einfaches Stichwortverzeichnis; er enthalt zusätzlich noch weitere, alpha-





Abbildung 1: Aufbau der Dokumente mit organisatorischen Links
die Sonderkapitel und die Literaturverweise. Dies ermöglicht eine schnelle Orientierung auf jedem
Level des diagnostischen Prozesses.
Die beiden verschiedenen Einstiegsmöglichkeiten (Gliederung und Index) wurden gewählt, da einer-
seits ein alphabetisch organisierter Einstieg dem Arzt einen schnellen Oberblick vermitteln kann,
andererseits birgt die Gliederungsstruktur des Buches durch die Aufeinanderfolge der einzelnen
Kapitel wertvolle Information in sich, auf die nicht verzichtet werden konnte. So steht z.B. das
Sonderkapitel über Impfungen im Anschluß an das Kapitel „Fieberhafte Krankheitserscheinungen",
weil gerade in diesem Kapitel die Infektionskrankheiten, für die Impfungen existieren, beschrieben
sind. Auch die Aufeinanderfolge der Krankheitsbeschreibungen in einem Leitsymptomkapitel ist
nicht willkürlich gewählt: zuerst werden die häufigen Krankheiten beschrieben, zuletzt die sel-
tenen. Weitere implizite Information steckt auch darin, unter welchem Leitsymptomkapitel eine
Krankheit, die zu mehreren Leitsymptomen gehört, tatsächlich beschrieben wird.
Durch den Gliederungseinstieg, der genau die Buchstruktur widerspiegelt, gehen diese impliziten
Informationen nicht verloren. Bei der Umsetzung des Papierbuchs in ein Hypertextsystem ist es
also in diesem Fall nicht gelungen, sich vollständig von der im Buch vorgegebenen Struktur zu
lösen. Der Leser ist immer noch an die Gliederung, die der Autor des sequentiellen Buches vorgibt,
gebunden. In dieser Studie wurde deutlich, daß man nur in enger Zusammenarbeit mit Experten
ein „echtes" Hypertextsystem entwickeln kann, indem man die Informationen im Hinblick auf die
Abspeicherung in einem „Knoten-Kanten-System" von Anfang an neu strukturiert. Die Umset-
zung von Papierbüchern in Hypertextsysteme, das hat diese Studie gezeigt, ist also ein proble-
matisches Unterfangen. Allerdings bietet schon die hier entwickelte Online-Version ein gegenüber
Papierbüchern wesentlich leistungsShigeres Informationssystem; die Vorteile sind in Abschnitt 4.3
zusammengetragen.
Um dem Leser die Orientierung zu erleichtern, wurden bestimmte Bildschirmpositionen für die
verschiedenen Dokumente gewählt. Die drei orientierenden Dokumente sind stets in Fenstern auf
der linken Bildschirmhälfte zu sehen. Die informierenden Dokumente Krankheiten und Sonstiges
findet man dagegen immer auf der rechten Bildschirmhälfte.
Auch Farbe wurde als Orientierungshilfe benutzt: Jede Entscheidungsebene erhielt eine andere
Farbe; so findet man die übergeordneten Symptombereiche in grüner Farbe, Leitsymptome in ro-
ter und Krankheiten in blauer Farbe. Sonstige Kapitel erhielten die Farbe Rosa. Der Leser kann
schnell mit den verschiedenen Farben die verschiedenen Ebenen assoziieren und findet sich damit
viel leichter im Hypertextdokument zurecht.
Die beschriebenen Punkte
• Paralleles Darbieten von Navigationsstruktur und Information
• Spezielles Bildschirmlayout
• Farbliche Absetzung verschiedener Ebenen
tragen dazu bei, dem altbekannten Problem „lost in hyperspace" vorzubeugen.
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Neben dem „normalen" Betrieb, d.h. der Benutzung der fünf Basisdokumente, stellt das Hyper-
textsystem zusätzliche Funktionalität zur Verfügung. Diese Punktionen können über ein Control
Panel (Siehe Abb. 2) abgerufen werden.
Der Hilfe-Button öffnet ein Dokument, das die Benutzung des Systems erläutert. Die drei
Buttons Deckblatt, Gliederung und Index sind Links zu den entsprechenden Positionen im Struk-
turdokument. Sie sind wichtig, wenn man einen „Neuanfang" starten will, wenn sich z.B. der
anfänglich gewählte Einstieg als ungünstig erweist.
Diese Online-Version stellt dem Leser auch viele Nutzungshilfen zur Verfugung, die er bei Pa-
pierbüchern schon kennt: Der Marker markiert die vom Leser selektierten Textstellen mit grüner
Farbe. Mit dem Notiz-Button können Anmerkungen als Pop-Up-Window in den Text eingefügt
werden.
Als zusätzliches Navigationshilfsmittel stehen die Lesezeichenliste und die Agenda zur Verfügung.
In der Lesezeichenliste werden die Lesezeichen verwaltet, die der Leser an beliebigen Stellen im
Text einfügen kann. Die Einträge in der Liste sind Links zu diesen Textstellen. Jedes Lesezeichen
erhält eine vom Benutzer definierte Identifikation, die dem Leser als Gedächtnisstütze dienen soll.
Der Agendamechanismus bietet eine ganz neue Zusatzfunktion, die nur bei einem Online-Infor-
mationssystem möglich ist. Die Agenda ist ein multifunktionaler Browser, der speziell auf die
diagnostische Arbeit zugeschnitten ist. Hier kann der Leser sich erst alle Krankheiten zusammen-
stellen, die z.B. bei der Symptomatik eines Patienten in Frage kommen. Anschließend kann er
von der Agenda aus direkt zu den relevanten Abschnitten navigieren. Sie ist also Zwischensta-
tion zwischen der DD-Übersicht bzw. KH-Liste und dem Krankheitendokument. Die Agenda ist
(ähnlich wie bei [Foss89]) als Matrix strukturiert (Siehe Abb. 3): Eine Zeile entspricht einer Krank-
heit, eine Spalte entspricht einem der Abschnitte „Definition", „Äthiologie und Pathogenese" usw.
Die Matrixelemente sind Reference-Buttons zu den entsprechenden Abschnitten und erhalten eine
Markierung, wenn der Arzt den entsprechenden Abschnitt gelesen hat. Hier hat der Arxt auch die
Möglichkeit, sich zwei Krankheitsabschnitte gleichzeitig anzeigen zu lassen. Mit dem Suche-Button
kann der Leser das Dokument, in dem er sich gerade befindet, vollständig uach einem bestimmten
Begriff durchsuchen. Ein Back-Button bringt den Leser zu dem Reference-Button zurück, dessen
Link er zuletzt gefolgt ist. Mit dein Reset-Button kann der Leser alle von ihm gemachten Ände-
rungen wie Markierungen, Lesezeichen, Notizen usw. wieder rückgangig machen.
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Im Unterschied zu Papierbüchern können alle durch diese Punktionen erzeugten, leserspezifischen
Einträge sowohl einzeln als auch global wieder rückgängig gemacht werden.
Die hier vorgestellte Online-Version verfugt außerdem auch über eine integrierte Kartei, in der der
Arzt Krankenblätter ablegen kann. Sie ist in einem eigenen Dokument abgespeichert und enthält
ein alphabetisches Verzeichnis der Patienten, von dem aus man zu den Krankenblättern navigieren
kann.
4.2.5 Beispielsitzung
Hier soll nun ein typischer Weg durch das Hypertext-Netzwerk beschrieben werden, und zwar ex-
emplarisch für den Fall, daß der Patient über Fieber mit Grippe klagt. Der Arzt weiß also noch
nicht, um welche Krankheit es sich handelt und wird sich deshalb erstens für die DD-Übersicht
als Verknüpfung zwischen den Dokumenten Struktur und Krankheiten entscheiden und zweitens
den Weg über die Gliederung einschlagen. Hier findet er als Oberkapitel „Fieberhafte Erscheinun-
gen" und nach der Expansion dieses Buttons in der Liste der dazugehörigen Leitsymptome auch
„Fieber mit grippalen Erscheinungen". Wenn er nun diesen Button betätigt, so kommt er zur
DD-Übersicht, wo er eine weitere Klassifizierung in die drei Gruppen „Exanthem", „Katarrh" und
„Lymphknotenschwellung" findet. Hier entscheidet sich der Arzt für „Exanthem" (Annahme: Der
Patient weise leichte Hauterscheinungen auf).
Wenn der Arzt nun diesen Button expandiert, erhält er eine Aufstellung von möglichen Krank-
heiten und zu jeder dieser Krankheiten eine Kurzfassung der Symptomatik, damit der Arzt eine
gezielte Auswahl treffen kann. Er findet z.B. bei Masern „Kopliksche Flecken, Lichtscheu" und
kann sich jetzt gemäß dieser Kurzsymptomatik dafür entscheiden, ob er dort genauer nachlesen
will. Er klickt also z.B. den Button „Masern" an und kommt jetzt zum Krankheitenfenster, wo
die Beschreibung von Masern erscheint. Hier kann er sich gezielt den Abschnitt auswählen, den er
gerade braucht. Ist er sich also schon sicher, daß es sich um Masern handelt, so wird er gleich im
Abschnitt „Therapie" nachschlagen.
Wenn aber die Kurzsymptomatik mehrerer Krankheiten auf den Patienten zutrifft, so kann der
Arzt die Agenda als Hilfsmittel heranziehen und diese Krankheiten dort erst einmal hinterlegen.
In unserem Beispiel könnten das Masern und Röteln sein. Außerdem trifft auch noch ein zweites
Leitsymptom, nämlich „Fieber mit Exanthem" auf den Patienten zu. Der Arzt kann also, bevor er
sich Informationen zu den einzelnen Krankheiten holt, zunächst zu der entsprechenden DD-Über-
sicht navigieren. Hier findet er eine weitere Klassifikation des Leitsymptoms in „morbilliform",
„rubeoliform", „skarlatiniform " usw. und er entscheidet sich z.B. für morbilliform. Jetzt findet er
fünf Krankheiten, darunter wieder Masern, aber auch Arzneimittelfieber, dessen Kurzsymptomatik
ebenfalls auf die des Patienten paßt. Er trägt also auch Arzneimittelfieber in die Agenda ein.
Da er nun keine weiteren relevanten Krankheiten mehr findet, läßt er sich die Agenda anzeigen und
benutzt sie im weiteren Verlauf der Sitzung als Navigationsmittel. Er kann gezielt beispielsweise
zwischen Masern und Röteln abwägen, indem er sich die Symptomatik dieser beiden Krankheiten
nebeneinander anzeigen läßt. Nachdem er sich daraufhin für Masern entschieden hat, muß er jetzt
noch Arzneimittelfieber gegen Masern abwägen. Auch hier läßt er sich die beiden Symptomatik-
abschnitte nebeneinander anzeigen und entschließt sich dann wieder für Masern. Nun kann er im
Therapieabschnitt von Masern Informationen über die notwendigen therapeutischen Maßnahmen
einholen.
4.3 Vergleich Papierbuch - Online-Version
• In der Online-Version hat der Leser immer die strukturierenden Dokumente und den In-
formationstext gleichzeitig vor Augen, er kann schnell beispielsweise von der Gliederung zur
Information kommen, ohne dabei die Gliederung aus den Augen zu verlieren. Im Buch ist das
nicht möglich: hier muß man immer zwischen Gliederung bzw. Stichwortverzeichnis und dem
Informationstext hin- und herblättern. Allerdings hat man im Buch eine größere Menge des
eigentlichen Informationstextes auf einen Blick verfügbar, während bei der Online-Version,
die auf einem Personal Computer mit kleinem Bildschirm entwickelt wurde, nur ein relativ
kleiner Textausschnitt zu einem Zeitpunkt sichtbar ist.
• Die DD-Übersichten sind ein übersichtliches differentialdiagnostisches Hilfsmittel. In der
Online-Version sind sie voll in den Suchprozeß integriert, man kann direkt zu den jeweiligen
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Krankheiten navigieren. Im Buch ist dies nur durch eine umständliche Suche mithilfe des
Stichwortverzeichnisses möglich, was die Benutzbarkeit stark einschränkt.
• Heisigs Buch weist bei genauer Betrachtung einige strukturelle Inkonsistenzen auf. So fuhren
bespielsweise nicht alle Einträge in den DD-Übersichten zu Krankheiten, die auch beschrie-
ben sind. Manchmal wird man in den DD-übersichten sogar auf Leitsymptome statt auf
Krankheiten verwiesen, ohne daß dies kenntlich gemacht ist. Dies trägt natürlich zu Ver-
wirrungen bei. In der Online-Version werden diese Inkonsistenzen sofort offenbar, weil die
Strukturen und Verweise explizit gemacht sind.
• Die zusätzliche Funktionalität bei der Online-Version eröffnet natürlich Möglichkeiten, die
bei Papierbüchern nicht denkbar sind. Vor allem die Agenda kann sich als leistungsfähiges
Hilfsmittel erweisen, da sie dem Arzt schnelle Gegenüberstellungen erlaubt, die wichtig sind,
wenn der Arzt zwei Krankheiten gegeneinander abwägen muß.
• Im Hypertextsystem wird assoziatives Lesen unterstützt, da man Querverweisen gana einfach
durch Knopfdruck folgen kann und auch leicht wieder zurückkommt, was im Papierbuch
nicht so einfach möglich ist. Gerade dieses schnelle Verfolgen von Querverweisen ist bei der
Differentialdiagnose wichtig, da der Arzt von einer Krankheit aus direkte Verbindungen zu
leicht verwechselbaren Krankheiten benötigt, um nicht in einer Sackgasse zu landen, wenn
seine aniänglich gemachten Hypothesen über die in Präge kommenden Krankheiten falsch
5 Konklusion und Ausblick
Diese Studie zeigt, daß man mit einem Hypertextsystem, das auf die Bedürfnisse de» Praktikers
zugeschnitten ist, einen wertvollen Beitrag zur Unterstützung der niedergelasseneu Ärzte leisten
kann. Mit der Online-Version gehen dem Arzt weder Informationen noch Nutzungshilfen, die er
vom Umgang mit Papierbüchern gewöhnt ist, verloren. Er gewinnt vielmehr ein Vielfaches an
Komfort, Geschwindigkeit und Leistungsfähigkeit. Das hier vorgestellte System ist auch gut als
Lernhilfe einsetzbar: es kann Medizinstudenten zur Vertiefung ihres Wissens (das sie sich gemäß
dem Aufbau des Studiums organorientiert aneignen) dienen, indem es medizinische Sachvcrhalte
von einer anderen - der praktischen - Seite her beleuchtet. Auf diese Weise wird angehenden
Ärzten auch der Übergang vom Studium zur praktischen, symptomorieutiert ausgerichteten Ar-
beit erleichtert.
Um allerdings abschließende und wirklich aussagekräftige Ergebnisse erhalten zu können, bedarf
es noch sorgßiltiger Tests mit Personen aus der Zielgruppe, also mit Allgemeinärzten und Medi-
zinstudenten. Solche Tests sind im Rahmen des Projekts ExpertBook [Simon90] geplant.
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2. Hypertext als Medium zur Kommunikation von Wissen
3. Autorenwerkzeuge zum Design von Hyperdokumenten
4. Schlußbemerkung
Referat
Der Beitrag orientiert sich an zwei Thesen: 1) Die Konzepte "Hypertext/ Hypermedia* eröffnen
qualitativ neue Möglichkeiten für die Kommunikation von Wissen und repräsentieren damit den
Beginn der Entwicklung einer neuen Generation von Informations- und Publikationssystemen.
2) Die Konzepte "Hypertext/Hypermedia" können nur dann überzeugend und erfolgreich
umgesetzt werden, wenn Autoren und Rezipienten über spezielle Werkzeuge verfügen, die
den spezifischen Charakteristika von Hyperdokumenten entsprechen. Die Thesen werden in
Zusammenhang mit einer kurzen Einführung der Konzepte "Hypertext" /Hypermedia" erläutert.
Im zweiten Teil des Beitrags werden Modelle zur Autorentätigkeit und die darauf basierenden
Designentscheidungen für die Entwicklung des Hypertext-Autorensystems SEPIA (Structured
Elicitation and Processing of Ideas) dargestellt.
Abstract
The paper is based on two positions: 1) The concepts of "hypertext/ hypermedia" provide new
means for communicating knowledge and represent the advent of the development of a new
generation of information and publication Systems. 2) The concepts of "hypertext/ hypermedia
will only be convincing and successful if there are dedicated toots for authors and recipients the
functionality of which correspond to the Special characteristics inherent to hyperdocuments.
Elaboration of and support for the two positions indude a brief introduction of the hypertext/
hypermedia concept. The second part of the paper discusses modeis of the authoring activity
and presents design decisions which were made tor the hypertext authoring System SEPIA
(Structured Elicitation and Processing of Weas).
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1 Einleitung
Der Ausgangspunkt dieses Beitrages ist in durch die folgenden beiden Thesen gegeben:
1) Die Konzepte "Hypertext/ Hypermedia" eröffnen qualitativ neue Möglichkeiten für die
Kommunikation von Wissen und repräsentieren damit den Beginn der Entwicklung einer neuen
Generation von Informations- und Publikationssystemen.
2) Die Konzepte "Hypertext/Hypermedia" können nur dann überzeugend und erfolgreich
umgesetzt werden, wenn Autoren und Rezipienten über spezielle Werkzeuge verfügen, die
den spezifischen Charakteristika von Hyperdokumenten entsprechen.
Um die oben genannten Thesen zu prüfen und die darin genannten Forderungen zu erfüllen,
sind eine Reihe von zusätzlichen Überlegungen notwendig. Für die erste These ist zu klären,
worin die qualitativ neuen Möglichkeiten bestehen und in welcher Form sie die nächste
Generation von Informationssystemen beeinflussen. Für die zweite These ist zu zeigen, welche
spezifischen Unterstützungsmechanismen notwendig sind und wie diese als Komponenten
von Hypertextsystemen bereitgestellt werden können. Dies wird am Beispiel der Entwicklung
des speziell für Hypertextumgebungen konzipierten Autorensystems SEPIA (Structured
Elicitation and Processing of Ideas for Authoring) gezeigt.
Dieser "extended abstract" stellt eine überarbeitete Kurzfassung eines zuvor erstellten
längeren Artikels (Streitz, 1990) dar. Für eine ausführliche Behandlung der Thematik und
weitere Detailinformationen zu SEPIA wird auf die Darstellungen in Streitz, Hannemann &
Thüring (1989) und Haake & Schutt (1990) verwiesen.
2 Hypertext ais Medium zur Kommunikation von Wissen
Kommunikation von Wissen ist - vereinfacht gesehen - zunächst als Prozeß des Austausches
von Informationen, die mit zusätzlichen Strukturen versehen sind, zu verstehen. Weiterhin ist
festzustellen, daß Kommunikation (von Wissen) in jedem Fall an ein bestimmtes Medium
gebunden ist. Neben gesprochener Sprache sind geschriebene Texte/Dokumente als die
klassischen Medien der Kommunikation anzusehen. Gehen wir davon aus, daß das zu
kommunizierende Wissen beim Autor in Form komplexer Wissensstrukturen vorliegt, die z.B. als
Netzwerkstrukturen modelliert werden können (für einen Überblick siehe z.B. Brachman &
Levesque, 1985), dann stellt sich die Frage, wie diese Wissensstrukturen vermittelt werden
können. Kommunizieren von Wissen ist zentral durch den Vorgang der Veröffentlichung (das
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Publizieren) definiert. Dem dient der Prozeß der Externalisierung von zunächst internen
Strukturen. Wir vertreten nun die These, daß die im Hypertext-Konzept angelegten nicht-
linearen Strukturen sich hervorragend zur Kommunikation von komplexen Wissensstrukturen
eignen, da in diesem Medium die dem Autor sonst auferlegten Beschränkungen linearer
Dokumentstrukturen entfallen.
Ohne an dieser Stelle den Versuch einer Definition von Hypertext zu machen (siehe dazu u.a.
Bush (1945), Engelbart (1963), Nelson (1965), Conklin (1987). Rderio (1988), Smith & Welss
(1988), seien die für unsere aktuelle Fragestellung wesentlichen Merkmale kurz benannt. Mit
Hypertext meinen wir eine Kategorie von (elektronischen) Dokumenten, deren definierende
Merkmale mit sog. nicht-linearen Netzwerkstrukturen und assoziativen Verweisketten -
innerhalb und zwischen Dokumenten - bei denen Zyklen möglich sind, am besten beschrieben
werden. Dabei verwenden wir eine verallgemeinerte Vorstellung des Begriffs "Dokumente* und
meinen damit Medien zur Repräsentation, Kommunikation und Rezeption von Wissen.
Traditionelle, klassische Dokumente, wie z.B. auf Papier gedruckte Bücher, sind durch im
Prinzip hierarchische Organisationsstrukturen charakterisiert, die eine sequentielle Produktion.
Präsentation und Rezeption von Informationen nahelegen1. Damit ist nicht gesagt, daß der
Text - aus textlinguistischer oder kognitJonswissenschafrlicher Sicht - keine internen Strukturen
hat, die Netzwerkcharakter aufweisen. Sie sind vorhanden, werden aber nicht explizit
kommuniziert. Damit ist auch ein Grund benannt, daß unterschiedliche Leser bei ihrer
Textanalyse zu unterschiedlichen Ergebnissen kommen können. Dieser Umstand macht es
auch für die maschinelle Textanalyse und Übersetzung so schwierig, satzübergreifende
Strukturen zu erkennen und adäquat auszuwerten. Für die Charakterisierung von Hypertexten
ist besonders wichtig, daß die zum Einsatz kommenden Verweisketten als "machine-supported
links" nur in elektronischen Dokumenten realisierbar sind. Während Hypertext den strukturellen
Aspekt betont, verstehen wir unter Hypermedia Hyperdokumente, bei denen die Inhalte der
Knoten multimediale Anteile wie z.B. Ton (Geräusche, Sprache, Musik), komplexe (objekt-
orientierte) Grafiken, Stand- und Bewegtbilder, Video, Animationen und Simulationen
aufweisen.
Die im zweiten Teil der ersten These aufgestellten Erwartungen an das Hypertextkonzept sind
so verstehen, daß Hypertextsysteme, bzw. die Hypertexttechnologie gewissermaßen den
1
 Das bedeutet natürlich nicht, daß man lineare Bücher nicht auch nicht-linear lesen kann.
Schließlich kann man nicht daran gehindert werden, in der Mitte des Buches zu beginnen,
Seiten zu überspringen, einer Fußnote, einer Literaturquelle oder einem Querverweis
nachzugehen. Es ist jedoch wichtig festzuhalten, daß die primäre Intention des Autors und die
sequentielle Präsentation und Organisation - z.B. über fortlaufende Kapitelnummern und
Seitenzahlen - eine lineare Rezeption voraussetzen. Wir nehmen an dieser Stelle
Nachschlagewerke und Lexika aus, die viele Parallelen zur Hypertext-Idee aufweisen, aber nicht
das maschinengestützte Verfolgen von Verweisen realisieren.
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Kristallisationskern für die nächste Generation von Informationssystemen darstellen. Die
Verwendung des Hypertext-Konzeptes ermöglicht eine Neuorientierung beim Entwurf von
Informationssystemen, die sich insbesondere an den Informations- und Unterstützungs-
bedürfnissen der Benutzer ausrichten kann. Damit der soeben postulierte Anspruch aber auch
eingelöst werden kann, bedarf es der Berücksichtigung und Integration von Erkenntnissen aus
anderen Bereichen, wie z.B. der Mensch-Computer-Interaktion und Software-Ergonomie,
Datenbank-Management-Systeme, Information Retrieval, wissensbasierte Systeme. Damit ist
gemeint, daß die zur Zeit existierenden Hypertextsysteme nur als eine erste Demonstration der
elementaren Grundprinzipien anzusehen sind. (Für eine Diskussion der Defizite existierender
Hypertextsysteme siehe auch Conklin, 1987; Halasz, 1987, 1988; Meyrowitz, 1989; Russell,
1990; Streite, 1990.)
3 Autorenwerkzeuge zum Design von Hyperdokumenten
In der zweiten These wird die Notwendigkeit für hypertextspezifische Unterstützung von
Autoren thematisiert. Dazu benennen wir zunächst einige Aspekte der Autorentätigkeit, aus
denen sich dann Anforderungen ableiten lassen. Die Aufgabe des Autors beinhaltet, daß er
sowohl aus vorhandenem Material relevante Elemente auswählt als auch auf der Basis
existierenden Wissens neue Wissenselemente generiert. Im Zusammenhang mit Auswahl und
Generierung ist Umstrukturierung erforderlich. Dabei werden Vor- und Zwischenprodukte in
Bezug auf Form und Struktur so aufbereitet, wie es dem Autor für die von ihm ins Auge gefaßte
Zielgruppe angemessen erscheint. Kommunikation erfordert Veröffentlichung, die wiederum
den Prozeß der Externalisierung impliziert. Dabei ist zu beachten, daß die Externalisierung
interner Wissensrepräsentationen natürlich nicht "pur" erfolgt, sondern einem komplexen
Abbildungs- und Transformationsprozeß unterworfen ist. Externalisierung erfolgt durch
Sprechen und Schreiben. Wir beschränken uns hier auf das Schreiben. Der Prozeß des
Schreibens besteht nicht einfach darin, existierendes Wissen, bzw. relevante Ausschnitte
davon, in Form von Texten zu extemalisieren, sondern die Textproduktion ist immer auch mit
Wissensproduktion verbunden und damit eine epistemische Tätigkeit. Stellt man jetzt ein
Medium zur Verfügung, das neue Charakteristika aufweist, dann eröffnen sich damit auch bis
dahin nicht gekannte Möglichkeiten für die Wissensproduktion. Gleichzeitig stellt sich aber die
Frage, wie die Arbeitsbedingungen von Autoren beschaffen sein müssen, um die neuen
Möglichkeiten tatsächlich zu nutzen.
Um das Innovationspotential des Hypertextkonzeptes wirklich demonstrieren zu können, ist es
notwendig, daß Hyperdokumente von Grund auf mit entsprechenden Autorenwerkzeugen
erstellt werden. Leider wird dieser Ansatz noch viel zu wenig verfolgt. Vielmehr wird zur Zeit ein
großer Teil der Hyperdokumente noch gemäß dem Verfahren "tuming (existing linear) text into
300
hypertext" produziert, um dabei - verständlicherweise - existierende Materialien zu nutzen. Das
Ergebnis sind aber in den meisten Fällen nur elektronische Versionen hierarchischer
Dokumente mit nachträglich ergänzten Querverweisen, die nur unzureichend das volle
Hypertextkonzept realisieren.
Damit die geforderten Autorenwerkzeuge die benötigte Unterstützung auch anbieten können,
ist ein tiefgehendes Verständnis der Autorentätigkeit notwendig, das nach Möglichkeit in Form
eines Modells vorliegen sollte. Dies ist zum Beispiel bei dem wissensbasierten Hypertext-
Autorensystem SEPIA der Fall, das z.Zt. bei der GMD im Institut für Integrierte Publikations- und
Informationssysteme (IPSI) entwickelt wird. Dabei wird ein Ansäte verfolgt, der aus kognitions-
wissenschaftJicher Perspektive Schreiben als Produktion von Wissen und als Designaktivität
konzipiert. Dieser Ansatz ist an anderer Stelle ausführlicher dargestellt (Hannemann, et al.
1990).
Neuere empirische Befunde führten dazu, daß das bislang vorherrschende Phasenkonzept
des Schreibens aufgegeben und der SchreibprozeB als rekursiver ProzeB charakterisiert
werden kann. Dieser ProzeB kann in Form wiederholter Evaluations-Revisions-Zyklen
beschrieben werden, in denen die Zielvorstellungen über das geplante Dokument, sowie Inhalt
und Form des bislang erzeugten Textes solange modifiziert werden, bis ein befriedigender
Endzustand erreicht ist. Die genannten Merkmale weisen Schreiben als die Lösung eines
Design-Problems aus2. Dabei handelt es sich um einen zielgerichteten ProzeB, der sich
entsprechend der allgemeinen Problemraum-Hypothese von Newell (1980) in einer
Problemraum-Architektur modellieren läßt. Die von uns vorgenommene Differenzierung der
Problemraum-Architektur stützt sich auf eine Aufgabenanalyse des Schreibens, auf empirische
Untersuchungen der Schreibforschung und auf eine kritische Diskussion bereits existierender
Modellvorstellungen (Hayes & Rower, 1980; Scardamalia & Bereiter, 1987).
Auf dieser Basis unterscheiden wir drei Problemräume, die zu verschiedenen Wissensbasen
des Autors korrespondieren, auf denen wiederum unterschiedliche Prozesse arbeiten: Im
"Inhalts-Raum" erfolgt mit Hilfe von Abruf- und Inferenzprozessen, die auf dem Wissen des
Autors über den Gegenstandsbereich operieren, die inhaltliche Erschließung des Textes. Im
"Planungs-Raum" werden mit Hilfe des strategischen Wissens der Aufbau und die Struktur des
Dokumentes sowie die Organisation aller am ErstellungsprozeB beteiligten Aktivitäten geplant.
Im "Rhetorischen Raum" wird unter Nutzung der erzeugten Inhalte und der Ergebnisse im
Planungsraum das Dokument auf der Wort-, Säte- und Paragraphenebene generiert. Hier findet
2
 Dazu ist anzumerken, daß Lösungen eines Design-Problems nicht mit richtig oder falsch
bewertet werden können. Eine Lösung kann immer nur "besser" oder "schlechter" als eine
andere sein. Damit gehört Schreiben als "design proWem solving" in die Klasse der "UMiefined
Problems".
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der Designprozeß für das Endprodukt (»Dokument) statt Die Problemräume fungieren als
Module, die fortlaufend untereinander Ergebnisse und Anforderungen austauschen und damit
den Designprozeß vorantreiben. Damit kann man Schreiben als eine "design problem solving" -
Aktivität modellieren.
Auf der Basis dieser Überlegungen wurden die Anforderungen an SEPIA formuliert. Dabei
wurde das Prinzip der "kognitiven Kompatibilität" (Streitz, 1987,1988) als eine Leitlinie für das
Systemdesign zugrundegelegt. Es führte zu der Forderung, daß für die im Rahmen des
kognitiven Modells des Schreibens identifizierten Aktivitäten spezifische Handlungs-
/Aktivitätsräume {"acivity Spaces") bereitgestellt werden3. Diese Aktivitätsräume sollen sowohl
strukturelle Hilfen (z.B. die Verwendung von Notationsschemata) zur Verfügung stellen als auch
prozedurale Hilfen (z.B. das Ausführen generischer problemspezifischer Operationen, die
speziell beim Schreiben auftreten). Eine weitergehende These ist, daß die Möglichkeiten zur
Externalisierung zusätzliche Hilfen für die Entwicklung und darauf folgende Überarbeitung von
Ideen darstellen4.
Um die zuvor postulierten innovativen Möglichkeiten für den Einsatz von Hypertexttechnologie
exemplarisch zu demonstrieren, wurde eine spezielle Ausprägung der Autorenaktivität in den
Mittelpunkt gestellt: Argumentieren und argumentative Texte - und darüber hinaus
Erweiterungen zur computerunterstützten Entscheidungsstrukturierung/-findung bei
Designprozessen und beim kooperativen Arbeiten. Für diese Autorentätigkeit wurde -
zusätzlich zu den drei schon benannten Räumen - ein weiterer spezifischer Aktivitätsraum
konzipiert: der "Argumentationsraum". Zur detaillierten Beschreibung der Eigenschaften, der
Ausgestaltung und der Realisierung dieser Aktivitätsräume im Rahmen von SEPIA (als
Mehrfensterarchitektur mit dedizierter Funktionalität) wird auf die Darstellungen in Streitz et al.
(1989) und Haake & Schutt (1990) verwiesen.
3
 Diese Designidee findet sich in Teilen auch im Konzept der "cognitive modes" des
Autorensystems "Writing Environment" von Smith et al. (1987, 1988) und bei der Verwendung
der "Rooms'-Metapher von Card & Henderson (1987).
* An dieser Stelle weisen wir auf die interessanten Ausführungen von Kleist in seinem
lesenswerten Essay "Über die allmähliche Verfertigung der Gedanken beim Reden" hin. Er
berichtet darin über seine Beobachtungen, daß bereits das Reden über noch unfertige und
nicht zu Ende gedachte Ideen den Wissensgenerierungs- und -strukturierungsprozeß
entscheidend voranbringt. Dabei muß der Gesprächspartner über kein sachspezifisches
Wissen verfügen. Entscheidend ist der durch das Reden ausgeübte "Zwang", die Ideen zu
extemalisieren und dabei in eine strukturierte Form zu bringen. Diese Anforderungen führen
dazu, daß man sich selbst sehr viel klarer über das zu bearbeitende Problem wird.
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4 Schlußbemerkung
Nach dieser, voller Erwartungen an die Zukunft geprägten Darstellung soll aber nicht
unterschlagen werden, daß es eine Reihe von bisher ungelösten Problemen gibt, bzw. mit
noch nicht bekannten Problemen zu rechnen ist. Dabei steht wiederum die Autorentätigkeit an
zentraler Stelle. Obwohl das Hypertext-Konzept neue Möglichkeiten zur Extemalisierung und
Kommunikation von Wissen bereitstellt, ist noch wenig über geeignete Prasentattonsformen
und Navigationsunterstützung für diese Strukturen bekannt. Hinzu kommt, daß es bisher keine
Richtlinien oder gar Standards für das Design von Hyperdokumenten gibt, die vergleichbar
wären mit klassischen Gliederungsvorschriften von linearen Dokumenten. Landow (1987)
argumentiert zum Beispiel, daß für die Realisierung von "links" eine neue Rhetorik benötigt
wird. Autoren und Rezipienten müssen noch viele Erfahrungen mit Hyperdokumenten machen.
Diese könnten dann zu einer "Hyperdokument"-Kultur führen, die mit der für die Produktion
und Rezeption linearer Dokumente vergleichbar wäre, aber anderen Kriterien genügen würde.
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2 Szenario: Was tut ein Service-Techniker?
3 Dokumentation von Expertentätigkeiten




Die Dokumentation von Wissen gewinnt durch den technischen und wissenschaft-
lichen Fortschritt immer mehr an Bedeutung. Besondere Probleme wirft dabei die
Dokumentation von Expertentätigkeiten auf. Gründe dafür liegen vor allem in der
Komplexität der Teilhandlungen. Um als ein effizientes Werkzeug dienen zu können,
sollte die Dokumentation eine Struktur besitzen, die sich an der Tätigkeit und nicht an
irgendeiner funktionalen Dekomposition des technischen Systems orientiert. Für die
Beschreibung komplexer Teilhandlungen muß man Methoden der Wissensakqusition
bzw. -repräsentation aus dem Bereich der Expertensysteme miteinbeziehen. Dieser
Beitrag stellt das System ExpertBook vor. Es soll bei der Erstellung und Benutzung
der Dokumentation von Expertentätigkeiten aktive Unterstützung bieten.
Abstract
Due to the rapidly growing amount of knowledge and Information in science and
technology, technical documentation has become an issue of increasing importance.
One of the biggest problems is the documentation of actions and operations performed
by experts. This is mostly due to the complexity of the tasks. To serve as an efficient
tool, the documentation should be structured along the sequence of actions, rather
than along any functional decomposition of the technical System. The description of
complex operations is greatly supported by the introduction of Knowledge Acquisition
and Representation methods as they are used in the context of expert Systems. This
paper presents the ExpertBook System, which aims at being an active support tool
for the generation and use of documents on operations performed by experts.
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1 Einleitung
Der rasante wissenschaftliche und technische Fortschritt hat dem humanistischen Ideal
vom rundum gebildeten Menschen seine Grundlage entzogen. Für einen Einzelnen ist es
nicht mehr möglich, auch nur einen wesentlichen Teil des angehäuften Wissens parat zu
haben. Die Entwicklung hat genau zum Gegenteil des Ideals geführt: Besonders in der
Medizin und der Industrie, wo die Innovation direkt in die Praxis hineinwirkt und die
Fortentwicklung in einem atemberaubenden Tempo vorantreibt, beherrschen zum Teil nur
noch eine Handvoll von Experten weltweit ein bestimmtes Arbeitsgebiet. Den zeitlichen
und räumlichen Transfer von Wissen zu ermöglichen, d.h. das Wissen zu dokumentieren,
gelten daher gerade dort enorme Anstrengungen.
Besondere Probleme wirft die Dokumentation von Tätigkeiten auf, da zur Beschreibung
der einzelnen Handlungen noch eine zeitliche Dimension - die Abfolge der Handlungen -
tritt. Diese Probleme sind bei einfach strukturierten, weitgehend sequentiellen Hand-
lungsabfolgen mit konventionellen Mitteln z.B. aus der linguistischen Forschung über Ge-
brauchstexte (vgl. z.B. [Gro82]) lösbar. Gute Bedienungsanleitungen geben davon bered-
tes Zeugnis.
Ganz anders ist dies bei Tätigkeiten, die aus kompliziert ineinandergreifenden Handlungen
mit vielen Verzweigungen, Rücksprüngen, Quersprüngen usw. bestehen. Ihre Dokumen-
tation mit Methoden wie bei Bedienungsanleitungen anzugehen, scheitert meist an der
Komplexität des Dokumentationsgegenstandes, der z.T. andere Techniken der Analyse
und der Repräsentation erfordert.
Typische Beispiele für komplexe Tätigkeiten sind Expertentätigkeiten wie „die Inbetrieb-
nahme von Krananlagen" [ANL90b] aus dem Bereich der Industrie oder „die Diagnose
von fieberhaften Erkrankungen" [Hei81] aus dem Bereich der Medizin. Solche Beschrei-
bungen von Tätigkeiten gehören zu den schwierigsten Dokumentationsproblemen über-
haupt. Denn der Gegenstand der Dokumentation ist häufig direkter Beobachtung nicht
zugänglich. Das betrifft vor allem Entscheidungshandlungen, die ein Experte während
seiner Tätigkeit durchführt. Wie z.B. ein Arzt aus beobachtbaren Symptomen zu einer
Diagnose der zugrundeliegenden Krankheit kommt, ist ohne indirekte Analysetechniken
nicht zu erschließen. Selbst, wenn man dieses Problem löst, bleibt noch die Frage der
Repräsentation des analysierten Wissens.
Gerade mit dieser Problematik beschäftigt sich das „Knowledge Engineering" bei der Ent-
wicklung von Expertensystemen, die wiederum eine Anwendung der Künstlichen Intel-
ligenz sind. Analysetechniken bzw. Repräsentationsformalismen bilden den Forschungs-
gegenstand der Untergebiete „Wissensakquisition" bzw. „Wissensrepräsentation". Von
beiden Gebieten kann die Dokumentation von Expertentätigkeiten - speziell von Entschei-
dungshandlungen - prinzipiell profitieren, die vorüegende Arbeit beschränkt sich jedoch
ausdrücklich auf die Repräsentation, die Analyseproblematik wird also ausgegrenzt.
Das Bindeglied zwischen konventioneller und „expertensystem-gestützter" Dokumentation
könnte ein Online-Medium bilden, das es ermöglicht, beide Ansätze unter einem Dach in-
tegriert zu verwenden. Das Medium muß dafür mindestens drei Eigenschaften aufweisen:
• Zum einen gilt es bei der Darstellung von Informationen, die ganze Bandbreite von
Text über Grafik bis hin zu lauffähigen Programmteilen (i.e. Teilen eines Experten-
systems) abzudecken.
• Zum anderen ist die Möglichkeit zu modularer und hierarchischer Dokumentation der
Tätigkeit, d.h. die getrennte und gegliederte Beschreibung der einzelnen Teilhand-
lungen, aus Gründen der Übersichtlichkeit, Transparenz und Wart barkeit wünschens-
wert.
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• Aus den gleichen Gründen soEte das Medium die Abhängigkeiten der Teilhandlun-
gen, mithin die Struktur der komplexen Expertentätigkeit explizit darstellen können.
Diese Eigenschaften besitzt das Medium „Hypertext". Da es sich bei Hypertext um ein
sehr neues und ungewohntes Medium handelt, der Erfolg von Dokumentation jedoch in
einer effizienten Nutzung liegt, sind hier Probleme zu erwarten und zu lösen.
Ziel dieser Arbeit ist es, Erfahrungen aus relevanten JFbrschungsgebieten, so etwa der Lin-
guistik, der Künstlichen Intelligenz und der Online-Dokumentation (speziell hypertext-
basierte) - zusammenzutragen, zu einem Gesamtkonzept zu vereinigen und in einer com-
putergestützten Arbeitsumgebung zur Verfügung zu stellen.
2 Szenario: Was tut ein Service-Techniker?
Um zu erfassen, was eine Dokumentation von Expertenwissen über komplexe Tätigkeiten
überhaupt beinhalten muß, ist es sinnvoll, eine typische Expertentätigkeit vorzustellen.
Dies soll hier am Beispiel der „Diagnose und Reparatur von thyristorgesteuerten Gleich-
stromantrieben" (vgl. [Del90]) geschehen. Die Tätigkeit gliedert sich grob in Vorbereitung,
zentrale Servicetätigkeit und Abschluß (vgl. Abb. 1).
Fehlermeldung vom Kunden Fahrt zum Kunden Heimfahrt Report fertigstellen
Vorbereitende Zentrale Nachbereitende
Handlungen (call open) Servicehandlungen Handlungen (call dose)
Entscheidung:- praktische
bandluogen Handlungen
Abb. 1: Der Arbeitsablauf eines Servicetechnikers
2.1 Beschre ibung der Anlage
Thyristorgesteuerte Gleichstromantriebe sind elektrische Motoren, die mit Gleichstrom
betrieben, jedoch aus einem Drehstromnetz gespeist werden. Die notwendige Umsetzung
geschieht über einen Thyristorsatz, wobei die einzelnen Thyristoren passend angesteuert
werden müssen. Die Leistung der Motoren liegt typischerweise im Megawatt-Bereich. Sie
werden z.B. in Stahl-Walzwerken, großen Druckstraßen oder in Krananlagen verwendet.
Verschiedene^) Experten führen unterschiedliche Tätigkeiten an solchen Antrieben au».
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So gibt es Spezialisten für den Entwurf, die Installation, die Inbetriebnahme, die Wartung
und die Fehlerdiagnose bzw. -behebung. Diese Tätigkeiten können weitgehend als „Black
Boxes" bzw. isolierte Module behandelt werden, da Interdependenzen meist nur zeitlicher
Art sind. Ihre Dokumentation getrennt vorzunehmen, ist damit vertretbar, begründbar
und sinnvoll. Was bildet nun den Inhalt einer Dokumentation der Tätigkeit „Fehlerdia-
gnose und -behebung"?
Zunächst sollte man die verwaltungstechnischen Arbeiten eines Experten außer Acht las-
sen, da sie zu stark von der jeweiligen Firmenorganisation abhängen und nicht zur tech-
nischen Problematik zählen. Die hier zu untersuchende Tätigkeit besteht so aus den
Handlungen im Intervall zwischen Ankunft einer Fehlermeldung vom Kunden bis zum
Abfassen eines Reports über die ausgeführten Arbeiten. Die Reports stellen eine wesent-
liche Schnittstelle zu anderen Tätigkeiten dar.
2.2 Vorberei tung der Tätigkeit
Noch bei der Ankunft der Fehlermeldung muß der Experte versuchen, das Erscheinungs-
bild des Fehlers so genau wie möglich zu bestimmen (mindestens sog. Leitsymptome
festzustellen; s. dazu [Hei81, Pup87]). Dies ist ein wichtiger Teil seiner Informationen,
die er zur Vorbereitung seiner zentralen Tätigkeit, dem Diagnostizieren und Beheben der
Fehlerursachen, benötigt. Weiterhin muß er klären, in welcher Konfiguration bzw. Kon-
struktion der Antrieb dem Kunden geliefert wurde, und welche „Geschichte" die Anlage
hat. Aufgrund dieser Informationen wählt der Experte dann die notwendigen Hilfsgeräte
(z.B. Oszilloskope, Störgeneratoren) aus, die er für die Erledigung der zentralen Tätigkeit
benötigen wird.
2.3 Zentrale Servicetätigkeit
Der Servicetechniker begibt sich nun zur Anlage, die irgendwo auf der Welt steht. Ein Feh-
ler in der Vorbereitung, z.B. wenn er vergessen hat, ein notwendiges Meßgerät einzupacken,
bedeutet oft enorme Mehrkosten. Beim Kunden angekommen, beginnt er, die erhaltene
Fehlermeldung zu verifizieren und die Bählerursache zu suchen. Die dafür notwendigen
Entscheidungshandlungen sind von enormer Komplexität. In ihrem Verlauf stellt der Ex-
perte Hypothesen auf, sammelt Informationen und versucht die Hypothesen schrittweise
zu verfeinern, unter Umständen jedoch auch zu verwerfen und zu modifizieren, bis er die
Fehlerursache soweit eingegrenzt zu haben glaubt, daß er an eine Reparatur gehen kann.
Am Beginn einer Diagnose versucht er typischerweise festzustellen, welche Sicherungen
oder Thyristoren ausgefallen sind, da dies die letzte und „sichtbare" Auswirkung prak-
tisch jeder Fehlerursache ist. Über die näheren Umstände der Ausfälle lassen sich dann
Stück für Stück die möglichen Ursachen eingrenzen. Hierzu sind oft komplizierte Meßauf-
bauten zu realisieren, nicht-triviale Messungen und Berechnungen durchzuführen. Hat
der Servicetechniker die Fehlerursache soweit wie nötig eingegrenzt, führt er die Repara-
tur durch, die wiederum mit ziemlich komplizierten praktischen Handlungen verbunden
sein kann. Führt diese Reparatur nicht zum Erfolg, mit anderen Worten, war die Schlußhy-
pothese falsch, geht der Diagnoseprozeß weiter. Übrigens kann auch „Mangelhafte Daten
lassen eine Diagnosestellung nicht zu" eine abschließende Diagnose sein, auf die mit der
„Reparatur" „Aufstellen eines passenden Datenmeßaufbaus" reagiert wird.
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2.4 Abschluß der Tätigkeit
Ist die zentrale Tätigkeit soweit abgeschlossen, kehrt der Servicetechniker zu seiner Ar-
beitsstelle zurück, und verfaßt einen Bericht über die durchgeführten Arbeiten, die diesen
„Fall" betreffen. Dieser Bericht wird als Teil der „Geschichte" der Anlage archiviert.
3 Dokumentation von Expertentätigkeiten
Angenommen, man besäße eine Dokumentation der im vorangegangenen Abschnitt be-
schriebenen Tätigkeit. Würde sie irgendeine Informationslücke schließen und, wenn ja,
welche? Aus der Antwort sollte sich dann ableiten lassen, ob, und wenn ja, wie die Do-
kumentation von wem zu welcher Gelegenheit verwendet werden wird. Zusammen mit
den Erfahrungen aus relevanten Arbeits- bzw. Forschungsgebieten wird sich dann ein
Bild der Methodik für die ErsteEung wie auch die Benutzung der Dokumentation von
Expertentätigkeiten ergeben.
3.1 Zweck u n d voraussichtl iche Nutzungsa r t en
3.1.1 Zweck
In der Industrie existiert zu jeder Tätigkeit ein großer Korpus an Unterlagen - Literatur,
Reports, Artikel und vieles mehr -, die für die Durchführung der Tätigkeit in irgendeiner














Abb. 2: Das Zugriffsproblem
Grundlagen, der Beschreibung von ISO-, DIN- oder Industriestandards, über die Doku-
mentation bestimmter Anlagenkonzepte und ihrer Komponenten bis hin zu Auflistungen
von speziellen Merkmalen einer bei einem Kunden installierten Anlage.
Allerdings ist dieses schriftliche Hintergrundwissen meist komponenten- oder funkt ions-
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orientiert und damit gänzlich anders als die Tätigkeit strukturiert, sodaß zwangsläufig
Zugriffsprobleme auftauchen (vgl. Abb. 2). Die Probleme entstehen dadurch, daß beim
Auftauchen von Informationsbedarf während der Tätigkeit die Lokalisation der entspre-
chenden Informationsquelle Schwierigkeit bereitet, die Informationen zudem meist weit
verstreut abgelegt sind. Ja es Eßt sich sogar oft nicht feststellen, ob man bestimmte Infor-
mationen nur nicht findet oder ob sie nirgends dokumentiert sind. Die Situation könnte
eine Dokumentation der Expertentätigkeit (vgl. Abb. 3) verbessern, die eine der Tätig-
keit analoge Struktur besitzt (in der Abbildung nur aus grafischen Gründen sequentiell







Abb. 3: Eine Lösung für das Zugriffsproblem
dokumentierten Informationen enthalten und somit einen Großteil der auftauchenden Era-
gen abdecken. Andererseits kann sie an passenden Stellen auf Hintergrundinformationen
im großen Korpus der existierenden Unterlagen verweisen, und so einen gezielten Einstieg
ermöglichen. So erfüllt sie eine wichtige Funktion beim Schließen der Informationslücken,
die während einer Tätigkeit auftauchen können.
3.1.2 Nutzung
Der so bestimmte Zweck macht jetzt voraussichtliche Nutzungsarten der Dokumenta-
tion von Expertentätigkeiten besser faßbar. Um Informationslücken im Praxiseinsatz zu
schließen, ist dem Experten an einem möglichst präzisen Zugriff auf die benötigte Infor-
mation in der Dokumentation gelegen. Schon aus Zeitgründen kann er sich ein komplettes
Durcharbeiten vor Ort nicht leisten. Dies stellt besondere Anforderungen an die verfügba-
ren Zugriffsmechanismen und an die Übersichtlichkeit der Dokumentationsstruktur. Eine
fast wörtlich aufzufassende „Übersichtliche Struktur" muß es dem Benutzer ermöglichen,
den Kontext, in dem er sich nach einem gezielten Einsprang innerhalb der Dokumentation
befindet, möglichst rasch wiederherzustellen. Eine tätigkeits- bzw. handlungsorientierte
Struktur erfüllt diese Forderung.
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Eine zweite nur scheinbar vollständig anders gelagerte Nutzungsart findet sich bei der
Ausbildung von Nachwuchsexperten. Ihr Grundlagenwissen ist oft besser, weil aktueller
als das von erfahrenen Experten. Ihre Informationslücken bezüglich der durchzuführenden
Tätigkeit bzw. dem Zusammenspiel der einzelnen Handlungen sind jedoch sehr viel größer.
Im Extremfall weiß der Nachwuchsexperte nichts über die durchzuführende Tätigkeit. In
diesem Fall muß er praktisch die gesamte Tätigkeitsdokumentation durcharbeiten. Diese
Art der Dokumentation ist also auch für die tätigkeitsorientierte Ausbildung geeignet, die
sich in der Industrie immer mehr durchsetzt (vgl. [ANL90a]).
3.2 Auswertung b isher iger Forschungen und Erfahrungen
Richtlinien für gute, d.h. verständliche und nützliche Dokumentation von Expertentätig-
keiten müssen, wie in der Einleitung angedeutet, auf den Erfahrungen unterschiedlichster
Gebiete basieren. Die Wichtigsten aus der linguistischen Forschung über Anweisungstexte,
von praxisnah eingesetzten Expertensystemen, computergestützten Dokumentationsme-
dien wie z.B. Hypertextsystemen und gezielt durchgeführten Studien sind im Folgenden
kurz zusammengefaßt:
3.2.1 Linguistische Literatur
Die linguistische Literatur über Anweisungstexte beschäftigt sich vor allem mit soge-
nannten „fachexternen" Texten, d.h. mit Texten, deren Zielgruppe Laien (im Sinne von
[DIN79]) sind. Das Spektrum der untersuchten Texte reicht von Bedienungsanleitungen
(z.B. „Wie montiert man einen Fleischwolf?" [Sai82]) bis zu Packungsbeilagen von Arz-
neimitteln [Men88]. Da die auszuführenden Handlungen ansich meist recht unkompliziert
sind, konzentriert sich die Forschung auf Probleme der Verständlichkeit. Entsprechende
Richtlinien für Inhalt, Layoutfragen, Darstellungsmittel, Stil, Wortwahl usw. wurden ent-
wickelt. Weitere untersuchte Aspekte betreffen die Forderung nach handlungsorientierter
Gliederung der Anweisungstexte zur Verbesserung der Verständlichkeit und Nutzbarkeit
oder die Notwendigkeit, einen fertigen Anweisungstext mit Personen der Adressatengruppe
auszutesten. Wesentliche Ergebnisse dieser Forschungen sind sogar in entsprechenden
DIN-Normen zusammengefaßt ([DINSSa, DIN88b]). Trotzdem beachten viele Unterneh-
men bei der Erstellung von Bedienungsanleitungen oft die einfachsten Grundregeln nicht,
was das oft beklagte Problem verursacht, daß schlechte Bedienungsanleitungen den Re-
gelfall darstellen. Obwohl vieles an der mangelnden Aufmerksamkeit liegt, die die Unter-
nehmen der Dokumentationsproblematik zollen, sollte ein geradezu trivialer Aspekt nicht
unterschätzt werden: Oft wissen die Autoren der Bedienungsanleitungen nichts von der
Existenz anwendbarer Richtlinien oder sie benutzen sie nicht.
3.2.2 Expertensysteme
Unter anderem mit dem Ziel, die Durchfuhrung von bestimmten Teilen von Expertentätig-
keiten - nämlich der Entscheidunghandlungen - zu automatisieren oder zumindest weit-
gehend zu unterstützen, sind „Expertensysteme" [Pup88] angetreten. Sie haben ihr ur-
sprüngliches Hauptziel, Expertenleistung auf dem Computer verfügbar zu machen, nur
in sehr eng begrenzten Anwendungsgebieten erreichen können. Allerdings waren sie eine
wichtige Triebfeder bei der Analyse der Entscheidungsprozesse von Experten und bei der
Entwicklung von Formalismen für deren Beschreibung ([Cha87, Cla85]). Diejenigen Be-
schreibungsformalismen können für die Dokumentation genutzt werden, die darauf ange-
legt sind, die Vorgehensweise eines Experten nachzuahmen, und die für einen Benutzer
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bzw. Leser sinnvolle Termini kennen wie z.B. Hypothesen oder Fragen. Besonders geeignet
sind sogenannte „state-space expert Systems" [Lai87]. Ihre Inferenzen finden auf einem
Abstraktionsniveau statt, das für das Generieren von Erklärungen sehr gut geeignet ist.
Diese Eignung hängt sehr eng mit der Eignung für Dokumentationszwecke zusammen.
Wichtige Vertreter dieser Klasse sind neben SOAR [Lai87] MDX [Cha83], NEOMYCIN
[Cla85] und XPLAIN [Swa83].
Die Repräsentation von Handlungen, die z.B. zur Beschaffung notwendiger Meßdaten oder
zum Abfassen eines Abschlußberichts o.a. dienen, liegen außerhalb des Fokus von Exper-
tensystemen. Dies ist ein Mangel, der besonders im praxisnahen Einsatz spürbar wird.
Eine geradezu logische Erweiterung der Expertensysteme für Dokumentationszwecke sind
daher Hypertextsysteme, die für die Beschreibung solcher Handlungen geeignet sind (vgl.
Einleitung sowie [Del90]).
3.2.3 Hypertextsysteme
Nutzt man Hypertext [Con87] für die Dokumentation, erweist es sich als ein äußerst fle-
xibles Medium. Informationen werden in „Knoten" abgelegt und über „Kanten" mitein-
ander verbunden. Der entstehende Graph repräsentiert das gesamte Dokument, wobei
die Knoten den Inhalt tragen und die Kanten die Struktur bzw. Gliederung darstellen.
Dadurch erlaubt dieses Medium, die Sequentialität von Papier zugunsten einer beliebi-
gen Vernetzung von Teilen einer Dokumentation aufzugeben; daher das Präfix „Hyper".
Außerdem ist der Inhalt eines Knotens beinahe beliebig: Text und Grafik, Bilder und Vi-
deosequenzen, Ton und sogar aufrufbare Programme können in einem Hypertext-Knoten
stehen. Gerade die Einbeziehung von aufrufbaren Programmen macht Hypertext zu einem
„aktiven" Dokumentationsmedium. Die Strukturen der Dokumentation können mit Se-
mantik versehen und durch Prozeduren interpretiert werden [Car89]. Auf diese Weise kann
prinzipiell jede beliebige, mehrdimensionale Struktur für die Dokumentation realisiert und
bei Erstellung und Benutzung von hypertextbasierter Dokumentation dem Benutzer aktive
Unterstützung geleistet werden. Ausgedehnte Erfahrungen mit dem Einsatz des Mediums
„Hypertext" existieren nicht in ausreichender Menge, wie das z.B. beim Medium „Papier"
der Fall ist. Daher steckt die Entwicklung von Richtlinien für die Verwendung von Hyper-
text noch in den Anfangen. Zu den am weitesten gehenden Ansätzen sind sicherlich die
Forschungen mit dem Hypertextsystem KMS [Aks88] zu zählen. Ihre generellen Richtlinien
zum Einsatz des Mediums müssen, obwohl auf einem großen Erfahrungsschatz beruhend,
jedoch um anwendungsspezifische ergänzt werden. Mit einem Vergleich wird die Proble-
matik deutlicher: Wie nützlich sind generelle Richtlinien für eine spezielle Anwendung,
z.B. eine Bedienungsanleitung, wenn sie gleichermaßen für Lexika, Zeitungen, Zeitschrif-
ten und Romane beispielsweise gemeinsame Layoutrichtlinien festlegen? Richtlinien für
die Erstellung von „guter" Online-Dokumentation, insbesondere von Expertentätigkeiten,
existieren nicht. Diesen Mangel zu beheben, liegt damit zwangsläufig im Zentrum des
Interesses dieser Arbeit.
3.2.4 Zwei Studien
Um spezielle Aspekte des Potentials und der Eigenheiten von Hypertextsystemen für die
Dokumentation von Tätigkeiten zu untersuchen, wurden im Rahmen des weiter unten
beschriebenen Projekts ExpertBook zwei praktische Studien angefertigt, wobei das Hy-
pertextsystem Guide 3.0 [OWL90] eingesetzt wurde.
Die erste Studie untersuchte anhand eines Beispiels aus der Industrie, einer „Bedienungsan-
leitung für Drehtorantriebe" [Ram90], die Probleme beim Transfer einer auf Papier entwor-
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fenen Bedienungsanleitung zum Online-Medium Hypertext. In einem ersten Schritt wurde
die Bedienungsanleitung nach den oben erwähnten linguistischen Richtlinien optimiert und
die Kapitelstruktur auf eine entsprechende Hypertextstruktur abgebildet. Für Querver-
weise, die im Text oder in Grafiken auftauchten, wurden zusätzliche Kanten eingefügt.
Trotz offensichtlicher Verbesserungen ließ sich die Bedienungsanleitung nicht einfach und
effizient genug benutzen, da zwischen den Beschreibungen der durchzuführenden Tätigkei-
ten noch zu viele andere Informationen (z.B. über Lieferumfang oder Zusatzausstattungen)
vorhanden waren. Daher wurde in einem zweiten Schritt eine streng handlungsorientierte
Struktur eingeführt. Der Hauptteil der Bedienungsanleitung bestand nun aus der Beschrei-
bung der einzelnen Handlungen und ihrer Aufeinanderfolge. Aus diesem Hauptteil gingen
Verweise ausschließlich auf ergänzende Informationen und Abbildungen. Gerade wegen
der Straffung und starken Beschränkung ist die zweite Version der Bedienungsanleitung
wesentlich effizienter zu benutzen. Als wichtiges Ergebnis dieser Studie bleibt festzuhal-
ten, daß ein wesentlicher Aspekt beim Einsatz von Hypertext für die Dokumentation das
Verbergen von zusätzlichen Informationen ist, die jedoch bei Bedarf sehr schnell erreicht
werden können. Diese Eigenschaft macht handlungsorientierte Dokumentation übersicht-
licher und effizienter, was gleichzeitig wichtiges Qualitätsmerkmal und Voraussetzung für
einen erfolgreichen Praxiseinsatz ist.
Eine zweite Studie [Inz90] hatte das Ziel, mögliche Unterstüzungshilfen für die Nutzung
von hypertextbasierter Dokumentation von Expertentätigkeiten zu testen. Diesem Zweck
diente ein Beispiel aus der Medizin: „Innere Medizin in der ärztlichen Praxis - Vom
Leitsymptom zu Diagnose und Therapie" [Hei81]. Die handlungsorientierte Struktur des
Buches konnte bei der Umsetzung in das Hypertextsystem praktisch unverändert über-
nommen werden. Eine erste Lektion war, daß sich trotz Beibehaltung der Struktur auf-
grund von andersgearteten Layout-Problemen beim Online-Medium Hypertext die Um-
setzung durchaus nicht-trivial gestaltete. So wurden z.B. ein spezielles Bildschirmlayout
und eine Farbcodierung von unterschiedlichen Informationsarten entwickelt. Aufgrund
von Analysen der dokumentierten Tätigkeit und der Verwendung der Papierversion der
Dokumentation wurden verschiedene Nutzungshilfen versuchsweise eingeführt:
• ein Agendamechanismus, der einen aufgabenspezifischen, multifunktionalen Browser
ähnlich dem in [Fos89] beschriebenen realisiert,
• Lesezeichen, die der Benutzer an beliebige Stellen der Dokumentation einfügen kann,
• ein Marker, mit dem man beliebige Teile der Dokumentation farblich hervorheben
kann,
• eine Notizmöglichkeit, mit der Notizen an beliebiger Stelle angeheftet und verwaltet
werden können usw.
• eine Patientenkartei, mit der die Krankheitsgeschichte einzelner Patienten auf „Kar-
teikarten" festgehalten und verwaltet werden kann.
Auch hier war das wichtigste Ergebnis der Studie, daß die zusätzlichen Freiheitsgrade,
die Hypertext bietet, am sinnvollsten zur Ausarbeitung einer adäquaten Struktur benutzt
werden.
Beide Studien waren sehr hilfreich, ein Gefühl für die Problematik zu entwickeln, Hyper-
text als Medium für die Dokumentation von Expertentätigkeiten einzusetzen. Praktische
Erfahrung muß gerade bei einem solch ungewohnten Medium, wie Hypertext es ist, Basu
jeglicher Forschungen sein.
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Weitergehende und endgültige Ergebnisse werden sich getreu den Richtlinien für papier-
gestütze Dokumentation jedoch erst aus ausführlichen Tests des jeweiligen Anweisungs-
textes mit der Adressatengruppe folgern lassen. Entsprechende Aktivitäten sind für beide
Studien in Vorbereitung oder im Gange.
4 Eine Umgebung zur Erstellung und Nutzung der Doku-
mentation von Expertentätigkeiten
4.1 Generelle Überlegungen
Um eine Umgebung zu schaffen, in der Dokumentation von Expertentätigkeiten optimal
erstellt und benutzt werden kann, sind vorab einige generelle Überlegungen anzustellen:
4.1.1 „Buch"-Metapher
Hypertext bietet sich als Medium für die Dokumentation von Expertentätigkeiten an (s.o.).
Es ist allerdings für den normalen Benutzer ein ungewohntes Medium mit kaum vergleich-
baren Eigenschaften. Die oft zitierte Problematik des „lost in hyperspace" [Con87] ist u.a.
darauf zurückzuführen. Jeder Benutzer eines neuen Mediums, Arbeitsumgebung o.a. baut
sich ein „mentales Modell" davon auf [Kat90]. Es wird jedoch nicht aus dem „Nichts"
heraus konstruiert, sondern baut auf bereits bekannten Modellen auf. Dies zu berücksich-
tigen war der Kern des Erfolgs der Xerox Star Bedienungsoberfläche [Smi82], die erstmals
für eine büroähnliche Arbeitsumgebung auf einem Computer die „Schreibtisch"-Metapher
verwendete. Analoge Überlegungen muß man für eine computergestützte Dokumentati-
onsumgebung anstellen. Die naheliegendste Metapher für Dokumentation ist das „Buch".
Orientiert sich die Präsentation der Funktionalität der computergestützten Dokumenta-
tion an dieser Metapher und kann anfangs damit ohne Kenntnis weitergehender Funktio-
nalität gearbeitet werden, sind die besten Voraussetzungen für eine Akzeptanz auch bei
Benutzern ohne große Computerkenntnisse geschaffen. Die Berücksichtigung der Meta-
pher betrifft neben der Dokumentation selbst natürlich in erster Linie die Hilfsmittel, mit
denen die Dokumentation benutzt werden kann. Man benötigt also Notizbücher, Marker,
Lesezeichen usw., wie sie bereits bei der oben erwähnten zweiten Studie eingesetzt wurden.
4.1.2 Aktive Richtlinien
Der Hauptgrund, warum bei vielen Unternehmen Bedienungsanleitungen nicht den selbst
in DIN-Form vorhandenen Richtlinien entsprechen, ist weniger in mangelnder Qualität
oder schlechter Präsentation, sondern in der „Passivität" der Richtlinien zu suchen. Kurz
formuliert: Es liest sie niemand. Dieses Problem kann man bei einem computergestützten
Dokumentationsmedium umgehen. Ziel des Projekts ExpertBook ist es, die Erstellung und
Benutzung der Dokumentation von Expertentätigkeiten zu analysieren bzw. entsprechende
Richtlinien zu entwerfen und diese in einer „Werkbank", also quasi einer in Software
gegossenen „Anleitung für Verfasser und Leser" zur Verfügung zu stellen. Die Werkbank
enthält diese Richtlinien „gebrauchsfertig" bzw. überwacht aktiv deren Einhaltung.
4.2 ExpertBook - in Software gegossene „Anleitung für Verfasser" und
anwendungsspezifische Nutzungshilfe
ExpertBook besteht aus einem Erstellungsteil, der aktive Unterstützung bei der Erstel-
lung der Dokumentation von Expertentätigkeiten leistet, und aus einem Nutzungsteil,
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der wichtige Hilfsmittel für die Benutzung der Dokumentation zur Verfügung stellt. Um
Hilfen auch bei der Festlegung von Inhalt und Gliederung geben zu können, wurde als Do-
kumentationsgegenstand der Bereich der technischen Servicetätigkeiten ausgewählt. Eine
typische Tätigkeit aus diesem Bereich ist bereits in Abschnitt zwei vorgestellt worden.
4.2.1 Erstellungsteil
Die Hilfen bei der Erstellung gliedern sich primär in drei Bereiche: Inhalt bzw. Gliederung,
Layout bzw. Darstellungsformen und Stil bzw. Wortwahl. Hinzu kommt noch das Testen
der fertigen Dokumentation. Die ersten drei Bereiche decken gleichzeitig ungefähr die drei
Unterstützungsebenen „Kapitel", „Absatz", „Satz- bzw. Wort" ab.
HyperGliederung Auf der Kapitelebene geht es zum einen um inhaltliche Fragen, wel-
che Information wo dokumentiert werden soll, zum anderen um strukturelle Fragen, welche
Teile der Dokumentation in welcher Beziehung mit anderen Teilen stehen. Die Beantwor-
tung dieser Fragen unterstützt die „HyperGliederung", die eine Art Grundgeriist bzw.
Checkliste der zu schreibenden Dokumentation darstellt. Ähnliches gibt es auch für Be-
dienungsanleitungen [DIN88b]. Für die hier vorliegende Dokumentationsproblematik ist
allerdings diese prototypische Gliederung keine rein sequentielle oder hierarchische Struk-
tur. Sie orientiert sich vielmehr an der Tätigkeit bzw. an dem Ineinandergreifen der ein-
zelnen Handlungen und den dabei benötigten Informationen. Mit dieser Struktur beginnt
der Benutzer den Dokumentationsprozeß und modifiziert sie dann nach und nach entspre-
chend der aktuellen Gegebenheiten. Gliederungspunkte sind die einzelnen Maßnahmen
der Vorbereitung - z.B. die Auswahl von Meßgeräten - ebenso wie der Diagnoseprozeß,
erforderliche Messungen und Berechnungen oder das Abfassen eines Arbeitsreports. Die
Verbindung der einzelnen Gliederungspunkte, die eigentliche Gliederung, besteht aus den
zeitlichen Beziehungen, der Abfolge der einzelnen Handlungen sowie aus Beziehungen zu
speziellen Zusatzinformationen.
Darstellungsformen Mit Darstellungsformen sind die verschiedenen Möglichkeiten ge-
meint, eine Information innerhalb eines Gliederungspunktes darzustellen. Eine einfache,
sequentielle Handlungsabfolge kann z.B. als Folge von Text-Absätzen, als Kombination
von Bild und zugehörigem Text oder als animierte Bildsequenz mit dem jeweils passenden
Text angeboten werden. Die Komplexität der Darstellungsformen reicht bis zur „Ent-
scheidungs"-Handlung, die durch einen autonomen Problemloser eines Expertensystems
repräsentiert werden kann. Der Benutzer kann eine Darstellungsform auswählen und zur
Beschreibung einer Information einsetzen.
Gestaltungsprinzipien Die Gestaltungsprinzipien überwachen die Einhaltung von sti-
listischen Regehi und lenken die Wortwahl, insbesondere die Auswahl von Fachwörtern.
Die hier einzuhaltenden Regeln sind identisch mit denen, die aus der linguistischen Lite-
ratur über Anweisungstexte bekannt sind. Ihre Überwachung bedingt zwangsläufig auch
Methoden aus der Computerlinguistik bzw. Künstlichen Intelligenz.
Testumgebung Das Testen einer praktisch fertiggestellten Dokumentation muß das
letzte Glied der Enwicklungskette bilden. Ohne Tests mit Personen aus der Adressa-
tengruppe bleiben viele Probleme mit dem Verständnis, der Vollständigkeit oder der Red-
undanz einer Dokumentation unentdeckt. Folgerichtig muß eine Testumgebung existieren,
die mit minimalem Aufwand den Entwurf und die Durchführung von Tests ermöglicht.
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Sie enthält vorgefertigte Funktionen für das Sammeln und Abspeichern notwendiger Test-
daten. Eine weitgehend automatische Analyse dürfte allerdings große Schwierigkeiten be-
reiten. Ernsthafte Schritte in diese Richtung machen vermutlich wissensbasierte Lösungs-
ansätze erforderlich.
4.2.2 Nutzungsteil
Die Hilfen für die Benutzung orientieren sich, wie erwähnt, an denen, die bei Dokumen-
tation mittels „papier-gestützter" Bücher üblich sind. Zweierlei ist dort zu finden: Hilfen
für den gezielten Zugriff auf Informationen und Möglichkeiten für den Benutzer, die Do-
kumentation nach seinem Gutdünken zu ergänzen.
Zugriffsmechanismen In einem Buch sind es Inhaltsübersicht und Verzeichnisse, die
den Zugriff erleichtern sollen. Diese Mechanismen haben jedoch zwei Schwächen: Zum
einen kann so nur gefunden werden, was vom Verfasser vorgesehen wurde. Zum ande-
ren ist die Präzision beschränkt, da zu einer gesuchten Information meist einige Seiten
in Präge kommen und sie zudem auf einer Seite erst lokalisiert werden muß. Dies bedeu-
tet im Regelfall einen relativ langsamen Zugriff. Anders mit einem computergestützten
Suchalgorithmus, der z.B. zum gezielten Auffinden eines Wortes in einem bestimmten
Zusammenhang, das „Wissen" über die Struktur, d.h. die HyperGliederung ausnutzen
kann. Allerdings muß auch dieser Suchalgorithmus an der Oberfläche ähnlich wie ein In-
haltsübersicht oder ein Verzeichnis wirken, um einfach begreifbar und benutzbar zu sein.
Inhaltsübersicht und Verzeichnisse werden aber dadurch nicht überflüssig. Denn wenn
der Benutzer nicht genau weiß, was er sucht oder wie der Autor das Gesuchte benannt
hat, ist er auf Mechanismen angewiesen, die ihm einen Überblick über das Vorhandene
verschaffen.
Anwendernotizbuch Das Anwendernotizbuch soll alle Arten von Notizen und Ergän-
zungen ermöglichen, die ein Benutzer einer Dokumentation üblicherweise benötigt. Dazu
gehören das Anheften von Notizzetteln an beliebigen Stellen, die private Erweiterung der
Dokumentation um eigene Dokumente oder um neue Verbindungen. Hier ist leichte Nutz-
barkeit weitaus am kritischsten, da Notizen auf extra Zetteln, die nicht zum zu benutzen-
den „System" - Bedienungsanleitung, Programm o.a. - gehören, das trivialste Hilfsmittel
darstellen. Sie zu benutzen, setzt nur die Fähigkeit und Gelegenheit zum Lesen und
Schreiben voraus. Gerade deswegen sind externe Notizen so hilfreich. Will man dieses
externe Hilfsmittel in das System integrieren, muß es so einfach wie nur irgend möglich zu
benutzen sein. In dem Maße, wie dies gelingt, werden externe Notizen in den Hintergrund
treten. Ein gewisser „Bodensatz" ist jedoch aus prinzipiellen psychologischen Gründen
unvermeidlich.
5 Zusammenfassung
Die Dokumentation von Expertentätigkeiten ist nicht mit den konvetionellen Mitteln wie
bei Bedienungsanleitungen zu erledigen. Der Unterschied liegt darin, daß Tätigkeiten, die
Experten durchzuführen haben, wesentlich komplexer sind und deswegen andere Anfor-
derungen bei ihrer Analyse und Beschreibung stellen. Aus diesem Grund sind vor allem
für die Dokumentation von Entscheidungshandlungen Techniken aus dem Bereich der Ex-
pertensysteme, genauer der Wissensakqusition und Wissensrepräsentation, erforderlich.
Diese Techniken für die Dokumentation zu nutzen, setzt ein aktives, integrierendes und
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modulares Medium mit expliziten Strukturierungsmöglichkeiten voraus: Diese Eigenschaf-
ten besitzt „Hypertext". Richtlinien für die Verwendung von Hypertext als Medium flir
die Dokumentation von Expertentätigkeiten existieren jedoch nicht. Zudem halten Auto-
ren solche Richtlinien in der Regel ohne aktive Hilfe nicht ein. Dies ist der Ausgangspunkt
für das Projekt ExpertBook, das solche Richtlinien erforscht und versucht, sie in einer
aktiven Werkbank, einer „in Software gegossenen Anleitung für Verfasser und Leser" zu-
sammenzustellen.
Entwicklungen wie ExpertBook zielen darauf, die Erstellung der Dokumentation von
Expertentätigkeiten effizienter, die Ausdrucksmöglichkeiten variantenreicher, das Ergebnis
qualitativ höherwertig und die Benutzung einfacher und gezielter zu gestalten. Auf diesem
Weg ist ExpertBook ein erster Schritt in eine neue Richtung. Es wird noch vieler Tests
und Erfahrungen bedürfen, aus diesem Ansatz ein praxistaugliches Werkzeug zu machen.
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Der Beitrag versucht eine Bestimmung der Charakterstika von Hypertext- und
Expertensystemen, unter dem Aspekt ihrer wechselseitigen funktioneilen Ergänzung.
Er stellt an ausgewählten kommerziellen Systemen unterschiedliche Konzepte der
Kopplung und Integration vor. Als Desiderat sowohl für die Entwicklung wie die
Anwendung der Verbindung beider Systemtypen erweist sich eine übergreifendes
Datenmodell. Hier wird gegenüber den vorherrschenden an der von-Neumann-
Programmierung orientierten Ansätzen für ein relationales Konzept plädiert.
Es ist eine Erfahrung, die ich mehr als einmal im Gespräch mit an wissensbasierten
Systemen interessierten Medizinern gemacht habe: Bei der Erwähnung der Möglich-
keiten von Hypertextsystemen begannen ihre Augen zu leuchten, nachdem sie sich
zuvor bei der Darlegung der Strukturierungserfordernisse von Expertensystemen
verfinstert und die Stirn zunehmend umwölkt hatte. "Das ist es doch, was wir
brauchen" war der nahezu einhellige Kommentar. Wie sollen wir Insider, die wir
natürlich wissen, daß es sich bei wissensbasierten und bei Hypertextsystemen um
"völlig verschiedene" Dinge handelt, daß Hypertextsysteme keinerlei "Intelligenz* in
Form von Inferenzmechanismen aufweisen können und so schöne Dinge wie Frames,
Slots und Constraints ihnen unbekannt sind, auf diese Anwendereinschätzung reagieren.
Ich würde vorschlagen: indem wir noch einmal darüber nachdenken, was Experten-
und Hypertextsysteme unterscheidet, wie sich ihre Vor- und Nachteile darstellen und
wie sie sich durch Kopplung oder Integration wechselseitig ergänzen können; und indem
wir das auf drei verschiedenen Ebenen tun:
- auf der Ebene ihrer Benutzeroberfläche und ihrer praktischen Funktion - das heißt
in der Perspektive des Anwenders
- auf der Ebene der zu ihrer Erstellung benutzten Werkzeuge - aus der Sicht des
Entwicklers mithin
- auf der Ebene ihrer "inneren Logik", die ich nicht theoretisch, sondern pragmatisch
nennen möchte, weil anders als in der theoretischen Informatik nicht die formale
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Syntax thematisiert werden soll, sondern, wie schon bei Wittgenstein vorgemacht, die
formale Struktur auf dem Hintergrund ihres Gebrauchs - sozusagen also unter infor-
mationswissenschaftlichem Aspekt
Anwenderperspektive
Dem Anwender stellt sich ein Expertensystem als ein System dar, das unter Ein-
beziehung gespeicherten Wissens einerseits und von vom Anwender abgefragten
Angaben andererseits Schlüsse zu ziehen versucht, um beispielsweise mögliche
Diagnosen zu beweisen oder zu widerlegen. Besonders wenn der Anwender auch den
Fachexperten darstellt, wird er auch wissen, daß die Darstellung dieses Wissens in
Wenn-Dann-Regeln dabei eine besondere Rolle spielt, auch wenn andere Wis-
sensrepräsentationsformen ebenfalls wichtig sein werden. In diesem typischen Fall (es
gibt auch andere) erscheint das System als aktives Element, das vom Benutzer gewisse
Angaben erwartet. Dieser kann Rückfragen stellen, worauf ihm in der Regel die letzten
Schlußfolgerungen explizit genannt werden, was die aktive Rolle des Systems aber eher
betont. Bei der Erstellung des Systems wird eine sehr hohe Differenzierung des
Wissens verlangt, um es in die erforderliche schlußfolgerungsfähige Form zu bringen
- eine Differenzierung, die nicht der ansonsten wissenschaftsüblichen entspricht, so
daß der Experte spezielle Kenntnisse erwerben oder sich der Hilfe eines knowiedge
engineers bedienen muß. Gleichwohl ist es häufig schwierig oder unmöglich, gewisse
Aspekte des fachspezifischen Wissens auszudrücken.
Demgegenüber haben Hypertextsysteme einen eindeutigen Werkzeugcharakter. Der
Anwender sieht sich in der aktiven Rolle eines Benutzers und dies sowohl als Leser wie
auch weitgehend als Schreiber von Hypertextsystemen, wo er sich eher als Autor denn
als Programmierer versteht. Er nimmt die Systeme unter der vertrauten Metapher des
Textes wahr, von der sie sich "nur" durch den Aspekt ihrer Nichtlinearität un-
terscheiden. Ein einfaches nichtlineares Textelement ist Wissenschaftlern wohlbekan-
nt: die Fußnote. Ein Indexelement verweist auf ein Textstück am Seiten- oder Textende.
In Hypertextsystemen läßt sich diese Funktion durch Aufblenden eines
Bildschirmfensters realisieren und stellt dann den Spezialfall einer Extension dar: Das
"Anklicken" eines markierten Textstücks bringt ein anderes, vorher unsichtbares
Textstück zeitweise oder dauerhaft auf den Bildschirm, wobei das markierte durch das
neue ergänzt oder ersetzt werden kann. Diese Funktion entspricht der Gliederungs-
oder outline-Funktion mancher "konventioneller" Programme. Die andere Möglichkeit
besteht im Sprung zu einer anderen Textstelle des Dokuments, sozusagen die
automatisierte Variante eines Querverweises. Beides ist sinngemäß auch mit Frag-
menten bildlicher und tonaler Darstellungen möglich. Wesentlich komplexere
Möglichkeiten eröffnen sich mit einer dritten Hypertextfunktion, der Verzweigung von
einem Textstück in ein auf die Auswahl hin auszuführendes Programm.
Im einzelnen unterscheiden sich die Systeme so weitgehend, daß man einen typischen
Fall ins Auge fassen muß. Wenn hier durchgängig von Hypertextsystemen die Rede ist,
so sind damit Ton und (auch bewegte Bilder) einschließende Hypermediasysteme nicht
ausgeschlossen. Sie bleiben lediglich außer Betracht, weil diese Integration mehr
technische als konzeptionelle Probleme aufwirft. Hypertext kann aber nicht nur ein
Weniger, sondern auch ein Mehr bedeuten, da nicht jedes System die hypertexttypis-
chen Links wirklich eng mit einer Textstruktur verknüpft (z.B. tut dies Hypercard
nicht).
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In jedem Fall scheinen diese Systeme in Funktion und Aufbau deutlich genug von
Expertensystemen unterschieden. Gleichwohl ist es in einer Reihe von Fallen möglich,
ein Expertensystem funktionell vollständig durch ein Hypertextsystem zu ersetzen,
nämlich immer dann, wenn sich diese in einem Entscheidungsbaum darstellen lassen,
dessen innere Knoten Entscheidungsfragen und dessen Blätter die vorgeschlagenen
Lösungen darstellen. In diesem Fall gibt es immer einen eindeutigen Weg durch diesen
Baum. Dann läßt sich das ganze aber auch in einem Hypertextsystem darstellen. Wir
beginnen mit der obersten Frage, schließen die zugehörigen Antworten an und
markieren sie als extension buttons, d.h. als solche Textteile, hinter denen sich
unsichtbare Textteile verbergen, in diesem Fall die jeweils untergeordneten Fragen
mit den wiederum als extension buttons markierten Antwortmöglichkeiten, und so fort
bis auf der letzten Ebene jeweils die Lösungen als normaler Text eingetragen werden.
Eine Erklärungskomponente ließe sich unschwer anfügen. In einem sehr einfachen
Beispiel (einem Teil einer Kraftfahrzeugpannenanleitung) könnte der
Entscheidungsbaum folgendermaßen aussehen.
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In gleicher Weise könnte aber auch ein Großteil der tatsächlich im Einsatz befindlichen
medizinischen Diagnosesysteme nachgeahmt werden, da sie enge themaüsche Beretehe
und deterministische Suchbaumstrukturen aufweisen.
Die funktionale Verschiedenheit zwischen wissensbasierten und Hypertextsystemen ist
also nicht so offensichtlich wie vielleicht zunächst vermutet; aber das heißt natürlich
nicht, daß sie nicht vorhanden wäre. Grundsätzlich besteht der Unterschied, daß Hyper-
textverknüpfungen immer nur zwischen einzelnen Stellen eines Textes hergestellt
werden können. Schlufolgerungen beziehen sich demgegenüber in der Regel nicht auf
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einzelne Gegenstände, sondern auf Mengen von Gegenständen soweit ihnen gewisse
Eigenschaften zukommen. Sie ermöglichen damit die Formulierung von Zusam-
menhängen, die in Hypertextsystemen entweder prinzipiell nicht oder nur unter
unökonomisch hohem Aufwand formulierbar sind. Neben den für sie charakteristischen
Inferenzverfahren verfügen Expertensysteme durch dem schematischen Umgang mit
Mengen über eben die Vorteile, die Datenbanken gegenüber Text- und weitgehend auch
gegenüber Hypertextsystemen aufweisen, wie die der Selektion von Gruppen von
Datenelementen, Sortierung und Vergleich unter verschiedenen Aspekten und allgemein
der gruppenweisen Verarbeitung. Das bisher Gesagte gilt mit gewissen Einschränkun-
gen hinsichtlich der erweiterten Möglichkeiten durch die Einbeziehung von selbstän-
digen Programmstücken in Hypertextsysteme. Auf diese wird noch eingegangen.
Demgegenüber zeigen die Hypertextsysteme schon auf formaler Ebene die bessere
Fähigkeit mit freiem, das heißt mit nicht oder wenig strukturiertem, Text umzugehen.
Das bedeutet aber weiterhin, daß sie Wissen in einer Weise bereitstellen, die zwar für
die schematische maschinelle Weiterverarbeitung nicht so gut geeignet ist, die aber
den menschlichen Rezeptionsgewohnheiten und -erfordernissen besser entspricht. Der
zwanglosere Anschluß an tradierte wissenschaftliche Kommunikationsformen kommt
auch der Produktionsseite zugute: zwar erfordern auch Hypertextsysteme eine
strukturierende Aufbereitung, aber diese kann sich teilweise an die latent bereits
vorhandene Struktur von Lehrbüchern oder Gebrauchsanweisungen anlehnen: an
Kapitel und Abschnitte, Fußnoten, Erläuterungen, Querverweise, Listen etc. Sie
ermöglicht auch den besseren Austausch mit den in einem Fachgebiet vorhandenen
Kommunikationsformen. Zum Beispiel erscheinen neue wissenschaftliche Ergebnisse
in der Regel in Aufsatzform; und diese läßt sich sicher problemloser und schneller in
ein Hypertext- als in ein Expertensystem integrieren.
Die jeweiligen Vorteile der beiden Systemarten legen den Wunsch nach einer Kopplung
oder Integration nahe. Von Seiten eines Expertensystems könnte es wünschenswert
sein, daß dort, wo es keine Antwort geben kann, oder auch zur Einbettung einer
Antwort, in Originalliteratur, z.B. Handbücher oder Forschungsberichte, verzweigt
wird. Eine andere Möglichkeit wäre, daß der Hintergrund von Fragen, die das System
stellt, für bestimmte Benutzergruppen nicht voll übersehbar ist und über ein
Hypertextsystem abgestuft Erläuterungen bereitgestellt werden. Umgekehrt könnte es
für ein Hypertextsystem hilfreich sein, wenn punktuell die Mittel eines Expertensys-
tems eingesetzt werden könnten, also z.B. in einem Hypertext-Benutzerhandbuch für
eine technische Anlage die Fehlerbehebung von einem wissensbasierten System
unterstützt wird. Noch naheliegender ist sein Einsatz für die Orientierung in
komplexen Hypertextsystemen selbst, wobei beispielsweise Kenntnisstand und
Informationsinteresse des Benutzers bercksichtigt werden kann.
Entwicklerperspektive
Ist der Wunsch nach einer Verbindung der beiden Systemarten erst wach geworden,
stellt sich die Frage nach seiner Realisierbarkeit, das heißt nach Werkzeugen, die eine
Verwirklichung erlauben. Dabei wird von einer Entwicklung mit high-level-tools
ausgegangen. (Selber schreiben kann man sich prinzipiell alles, aber die richtigen
Konzepte braucht man auch dann.) Für die Erstellung eines wissensbasierten Systems
bedeutet das den Einsatz einer anwendungsspezifischen oder allgemeinen Expertensys-
temsheil oder einer Kl-Sprache wie Prolog oder Lisp. Für Hypertextsysteme ist die
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praktisch verfügbare Auswahl beschränkter. Im Unix-Bereich gibt es die
ehrgeizigsten Projekte, einschließlich des legendären Xanadu, einige auch kommerziell
verfügbar. Im PC-Bereich, auf den ich mich hier konzentriere, stehen nur wenige
Systeme mit Aussicht auf Marktdurchsetzung zur Verfügung. Eine Sonderstellung
nimmt Hypercard auf dem Macintosh ein, das bereits einen Standard darstellt, aber -
obwohl zweifellos ein sehr bemerkenswertes Stück Software - nicht die reinste
Verkörperung der Hypertextidee. Im DOS-Bereich bildet neben einigen Hyper-
cardnachahmungen Guide von Office Workstations Limited (OWL) noch am ehesten
einen Standard.
Für die Verbindung von Hypertext- und Expertensystemen gibt es auch schon eine
Reihe von Angeboten. Vier repräsentative will ich als Vertreter unterschiedlicher
Konzepte kurz vorstellen. Obwohl die systematische Betrachtung erst nachfolgen soll,
sei die Bemerkung vorausgeschickt, daß die Existenz eines Interfaces zwischen zwei
Programmen im einzelnen sehr Verschiedenes bedeuten kann. Angefangen von der
bloßen wechselseitigen Abrufbarkeit ohne jede Übergabemöglichkeit bis zur völligen
Integration auf einer gemeinsam verfügbaren Datenbasis gibt es alle Spielarten. Man
kann sich das am Beispiel der Kopplung von Logikprogrammierung und relationalen
Datenbanken deutlich machen. Die prinzipielle Übergabemöglichkeit steift aufgrund
der ähnlichen Grundstruktur kein großes Problem dar. Die dabei erforderliche
Übergabe großer Datenmengen zehrt aber die Vorteile der Kopplung auf. Die Ausnut-
zung von Algorithmen, die die Verbindung unter Optimierung der Fähigkeiten beider
Systeme zustande bringen, ist aber nach wie vor noch Forschungsgegenstand.
Die vorzustellenden System verkörpern - wie gesagt - unterschiedliche Konzepte
- MacProlog Hyperbridge: die Kopplung einer Kl-Sprache mit einem Hypertextsystem
(Hypercard)
- Nexpert Object: Hyperbridge die Kopplung einer Expertensystemshell mit einem
Hypertextsystem (Hypercard; ähnlich auch mit Guide)
- KnowledgePro: die Integration einer Expertensystemshell mit einem Hypertextsys-
tem
- Hyperbase: die Integration eines Hypertextsystems in eine Prolog-Umgebung
Bekanntlich ist Prolog durch seinen immanenten Inferenzmechanismus för die
Erstellung von Expertensystemen recht gut geeignet. Weniger bekannt Ist, daß man
damit nicht auf die direkt implementierte Rückwärtsverkettung beschränkt ist. Für
MacProlog von Logic Programming Association (LPA) sind Werkzeuge zur
Vorwärtsverkettung und zur Framehandhabung sogar konfektioniert erhältlich. Zu
diesem System gibt es eine einfache Bridge zu Hypercard, die im wesentlichen zwei
Funktionen enthält: Mit einem Prologprädikat da_open/i kann Hypercard aufgerufen
werden. Ein zweites Prädikat (resume/1) sorgt bei jeder Rückkehr zu Prolog oder bei
dessen Aufruf durch Hypercard für die Abarbeitung eines Programms. Seine Hauptan-
wendung besteht im Lesen externer Daten in einem file (mit der Möglichkeit, am Ende
dieses Programms zu Hypercard zurückzukehren). Eine direkte imeroperabilität ohne
die Zwischenablage in gemeinsamen files ist gegenwärtig nicht möglich, aber för die
nächste Version des Macintosh Betriebssystems versprochen.
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Die Hyperbridge zu Nexpert Object von Neuron Data, einer verbreiteten
Expertensystemshell mit objektorientierten Erweiterungen und einer komfortablen
grafischen Entwickleroberfläche, bietet reichhaltigere Möglichkeiten. Sie kon-
zentrieren sich auf das Ansprechen der Nexpert-Shell von Hypercard aus. Dafür gibt
es nicht einfach eine globale Ansprechmöglichkeit. Vielmehr stellt die Nexpert
Dynamic Library (NDL) Befehle zur Handhabung von Nexpert innerhalb von Hyper-
card zur Verfügung. Diese können als externe Kommandos direkt in Hypertalk-Scripts
verwendet werden. Eine Hauptfunktion der Brücke von Nexpert Object zu Hypercard
deutet sich damit schon an: Hypercard wird gerne zur Entwicklung von Benut-
zeroberflachen für Nexpert verwendet, besonders weil dessen eigenen Fähigkeiten in
dieser Hinsicht eher beschränkt sind.
Einen anderen Ansatz verfolgt KnowledgePro von Knowledge Garden, das ein
integriertes System für Expertensystem- und Hypertextentwicklung mit einer eigenen
Anwendungsprogrammiersprache darstellt. Darüber hinaus wird es in seiner neuesten
Version als Windows 3.0 - Entwicklungstool vermarktet, nicht zu Unrecht, denn
KnowledgePro-Dokumente sind im wesentlichen nicht Text, sondern Programmcode,
der vor allem die Ein- und Ausgabe von als Strings inkorporierten Textstcken
handhabt. Das zentrale Element von KnowledgePro sind die Topics. Sie stellen die
Hypertexteigenschaften zur Verfügung, indem jedesmal, wenn ein als Button markier-
tes Textstück angeklickt wird, ein Topic gleichen Namens zur Ausführung kommt.
Dieses kann zum Beispiel ein Fenster eröffnen mit einer Meldung oder einem Menü. Es
kann aber auch ein in der Anwendungssprache geschriebenes Programm zur Ausfüh-
rung bringen. Topics können ineinander verschachtelt werden. Damit stehen die
klassischen Hypertextmglichkeiten extension-, reference- und command-buttons zur
Verfügung, Referenzen allerdings nur mit der Einschränkung, daß sie nicht zu
einzelnen Textstellen sondern immer nur zu Topics verzweigen. Bemerkenswert auch
allgemein für die Theorie von Hypertextsystemen ist die Tatsache, daß die Topics in
vielen Erscheinungsformen auftreten. Als Verweise von Hypertextbuttons zu Tex-
telementen zum einen, als prozedurähnliche Programmteile zum andern, aber auch als
Variable und als Objekte mit Attributen und Vererbungsfähigkeiten. Ansonsten ist an
der Programmiersprache, die recht gut für Ein/Ausgabeoperationen optimiert ist,
eigentlich nur noch die Fähigkeit zur Listenverarbeitung erwähnenswert. Darüber
hinausgehende Leistungen speziell für die Erstellung "konventioneller" Expertensys-
teme konnte ich nicht feststellen. Dementsprechend empfehlen die Entwickler von
KnowledgePro, regelbasierte Expertensysteme weitgehend durch Hypertextstrukturen
zu ersetzen - in der Weise, wie es eingangs dargestellt wurde.
Auch Hyperbase von Cogent Software stellt eine enge Integration von Hypertext-
und Expertensystementwicklungswerkzeug dar, hier aber auf der Basis der fir-
meneigenen Implementierung von Prolog, zu der auch einfache Tools zur Handhabung
von Frames und Vorwärtsverkettung geliefert werden. Zur Erstellung von Experten-
systemen dürfte diese Sprache besser geeignet sein als die in KnowledgePro verwen-
dete. Außerdem hat sie den Vorteil eines verbreiteteren Standards für sich. Die
Hypertexteigenschaften sind durch spezielle Prologprädikate implementiert. Ähnlich
wie in KnowledgePro kann nicht zu einzelnen Textpunkten sondern nur zu Einheiten
verzweigt werden, und zwar nur zu Dokumenten, Kapiteln oder Seiten. Diese Einheiten,
ebenso wie die Bereiche für eingefügte Codeteile, werden mittels Textauszeichnung
durch Punktbefehle (wie Wordstar) voneinander abgetrennt. Anders als in
KnowledgePro ist die Basis nämlich nicht Code, sondern Text. Vergleichbar ist dagegen
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die Verknüpfung von Hypertextbuttons und Programmiersprache. Whrend in
KnowledgePro dem Button der Name einer Prozedur entspricht, wird er in Hyperbase
in das Sprachkonzept von Prolog integriert, indem er als Kopf einer Klausel genommen
wird, die bei seinem Aufruf ausgeführt wird. Daneben kennt Hyperbase Textvariable,
die Platzhalter für normalen Text, aber auch für Buttons oder Prologcode sein können.
Benutzt man den Cogent Prologcompiler, so ist nicht nur Prolog aus einem Hypertext
jederzeit erreichbar, sondern man kann auch aus einem beliebigen Prologprogramm
Hyperbase aufrufen. In beiden Richtungen stellt die Bindung an die firmeneigene
Implementierung von Prolog jedoch eine Einschränkung dar.
Formalpragmatische Perspektive
Im Hinblick auf eine vorgegebene Aufgabe mag es noch relativ leicht zu beurteilen sein,
welches der angeführten Systeme die Anforderungen erfüllt. Im Hinblick auf die
grundsätzliche Frage der Kopplung von Hypertext- und Expertensystem fällt es
schwerer, weil gar nicht so klar abzusehen ist, welche Möglichkeiten diese Kombina-
tion insgesamt bieten kann. Man benötigt bereits ein allgemeines Datenmodell, das die
Formulierung der Zusammenhänge zwischen beiden Modellen erlaubt, um die Leistun-
gen vergleichen zu können, aber auch um das Verhältnis der beiden Systemarten
bestimmen und optimale Formen ihres Zusammenspiels entwickeln zu können. Dabei
ist nicht zu erwarten, daß es nur ein Datenmodell gibt, daß diese Aufgabe erfüllen
könnte. In der Tat kann man in den vorhandenen Versuchen einer Kopplung
beziehungsweise Integration implizit Ansätze zu derartigen Datenmodellen erkennen,
die dann allerdings auch die Konzeption des Hypertextsystems und seines Verhältnisses
zum Expertensystem wesentlich prägen.
Ein ersichtlich verbreitetes, in KnowledgePro und Hypercard besonders deutlich
hervortretendes Verständnis von Hypertext besteht darin, Hypertextstrukuren als
Spezialfälle von Programmstrukturen aufzufassen. Wenn ein Hypertextbutton den
Aufruf eines Programms bewirken kann, ist es naheliegend, dies als Prozeduraufruf zu
verstehen und den Namen des Buttons als Prozedumamen zu verwenden. Die im engeren
Sinn textlichen Links zu anderen Textstellen oder verborgenen Extensionen ergeben
sich als spezielle, relativ schlichte Programme mit den Funktionen "Gehe zu.." bzw.
"Zeige ..". So betrachtet erweisen sich die altbekannten Menüs als Hypertextstruk-
turen, nämlich als eine Reihe von Buttons, die jeweils zu auszuführenden Program-
mstücken verzweigen. Die in der von-Neumann-Programmierung grundsätzlich
gleiche Speicherung und Adressierung von Programmen und Daten macht dann auch
einsichtig, warum diese Prozedurnamen auch als Variable aufgefaßt werden können: In
beiden Fällen handelt es sich letztlich um Adreßangaben. Da auch Objekte als mit
Prozeduren versehene Datenstrukturen zwanglos in diese Konzeption eingebunden
werden können, läßt sich ihr ein hohes Maß an Intuition und Fruchtbarkeit nicht
absprechen. Schließlich ist es, da Expertensysteme Programme darstellen, auch
möglich, dieses Modell übergreifend für beide Systeme zu verwenden.
Gleichwohl gibt es Gründe gegen dieses Konzeptionsmodell als gemeinsamen Hin-
tergrund von Hypertext und Expertensystemen. Der wichtigste ist vielleicht, daß es
wie die von-Neumann-Programmierung selbst ein mehr am Computer als an den
behandelten Sachverhalten orientiertes Modell darstellt, während doch die Idee
wissensbasierter Systeme und auch die des Hypertextes, wie sie von Nelson formuliert
wurde, mit dem Anspruch auftraten, diesen Zustand zu überwinden und eine Orien-
tierung an inhaltlichen Strukturen an ihre Stelle zu setzen. Am ehesten könnte unter
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den bisher genannten Begriffen noch der Objektbegriff die genannten Ansprüche einer
inhaltlichen Repräsentation erfüllen. Ohne dies hier ausführlich darlegen zu können,
möchte ich doch anmerken, da8 mit dem Objektbegriff eben die Problematik verbunden
ist, daß er eigentlich der Welt der traditionellen Programmierung entstammt, dort
zunächst ein Datenobjekt bezeichnend, und inzwischen wegen gewisser struktureller
Eigenschaften (Attribiuierbarkeit, Vererbung) in der Tradition von Frames auch als
Grundbegriff der Wissensrepräsentation verwendet wird. Diese häufig gar nicht
bemerkte Doppeldeutigkeit des Objektbegriffs führt dazu, daß die wechselseitige
Beziehung dieser zwei Seiten nicht explizit gemacht und damit auch gar nicht mehr die
Frage thematisiert wird, was, ungeachtet der Vorzüge der objektorientierten
Programmierung, die Vor- und Nachteile objektorientierter Wissensrepräsentation
sind.
Nun mag man einwenden, daß dies alles ein bißchen viel Interpretation ist, wo es doch
nicht um Theorien, sondern um die Leistungsfähigkeit von Entwicklungswerkzeugen
geht, für die die Frage, ob sie eine Anwendungsprogrammiersprache zur Verfügung
stellen, allemal wichtiger sei als das gedankliche Modell, das sie verwenden. Dem ist
zuzustimmen, aber es läßt sich, denke ich, zeigen, wie dieses Modell auf die
Ausprägung der Leistungen durchschlägt, wenn man diese genauer ins Auge faßt: Neben
den Möglichkeiten des wechselseitigen Aufrufs und dem möglichst effektiven Zugriff auf
die Daten des anderen Systems sind natürlich weitgehende Manipulationsmöglichkeiten,
wie sie am besten durch eine leistungsfähige Sprache zur Verfügung gestellt werden,
wünschenswert. Das gilt auch schon isoliert für Expertensystemsheils und Hyper-
textsysteme gleichermaßen. Für ein gekoppeltes oder integriertes System wird die
Güte einer derartigen Programmier- oder vielleicht besser Manipulationssprache sich
daran bemessen, wie gut sie die Datenstrukturen beider Paradigmen behandeln und
integrieren kann (und auch daran, ob es eine Sprache ist und nicht für die beiden Teile
je eine andere). Das ist ersichtlich in erster Linie eine Frage des zugrundeliegenden
Datenmodells. Betrachten wir die angesprochenen Realisierungen, so erscheint dieses
Konzept als das von ineinander und nebeneinander schachtelbaren Containern, die
(neben anderem auch) Text aufnehmen können, aber nicht selbst eine textspezifische
Struktur darstellen. Die Manipulationssprache handhabt nicht eigentlich Text, sondern
diese Container, die in KnowledgePro Topics genannt, in Hypercard als Cards und
Stacks veranschaulicht werden. Auf dem Bildschirm zeigen sich diese Container als
Windows. Das macht sie in der Kopplung mit Expertensystemen geeignet, sozusagen als
deren Frontend die Abwicklung der Aufgaben zu übernehmen, mit denen der Umgang mit
größeren Textportionen verbunden ist.
Das sind nicht zu unterschätzende Leistungen. Wenn man aber bedenkt, daß in der
Konzeption Nelsons, des Begriffschöpfers von Hypertext, dieser nicht als Frontend,
sondern aufgrund seiner Text und Datenbanken integrierenden, die herkömmliche
Speicherstruktur und die darauf aufruhenden Programmiertechniken überwindenden
Datenstruktur als Backend für unterschiedliche Programme dienen soll, so hat sich,
auch wenn man Nelson-typische Emphase in Abschlag bringt, hier doch ersichtlich
eine Verschiebung des Konzepts ergeben. Am einprägsamsten wird das daran deutlich,
daß weder KnowledgePro- noch Hypercard-Dokumente selbst überhaupt Texte darstel-
len. KnowledgePro-Dateien enthalten nicht Text, sondern Programmcode, in den
Textstücke eingebettet sind. Allerdings ist es hypertexttypisch möglich, in diesen
Textstücken Buttons als Prozedur- und Textaufrufe einzubetten. Es kann aber nicht zu
einem beliebigen Textelement verzweigt werden, sondern immer nur insofern es einen
Containerinhalt darstellt. Eine Verweisungsstruktur kann also nicht nachträglich
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einem Text aufgeprägt werden. Sie muß schon bei der Textstrukturierung berücksich-
tigt werden. In den auf Hypercard zurückgreifenden Kopplungen sind Texte (in
Feldern) und Buttons sogar verschiedene Elemente, die in der als Container dienenden
Karteikartenmetapher zusammen untergebracht sind. Die Entfernung zur eigentlichen
Textstruktur ist also eher noch größer. Nicht nur von der ursprünglichen Hypertex-
tidee, sondern auch von den Ergänzungsbedürfnissen der Expertensysteme her ist aber
die Möglichkeit einer angemessenen und flexiblen Handhabung von Texten von größter
Wichtigkeit. Es ist ja nicht in erster Linie das Bedürfnis nach einer Benut-
zeroberfläche, das durch ergänzende Hypertexteigenschaften befriedigt werden soll,
sondern der Bedarf nach einer Handhabung wenig strukturierter textlicher Elemente
in einer Weise, die den inhaltlichen Austausch zwischen dieser Form der Wis-
sensrepräsentation und der in Expertensystemen üblichen möglichst leicht macht.
Ein für diese inhaltlichen Anforderungen gegenüber dem "Programmiersprachen-
modell" besser geeignetes Datenkonzept ist auf der Basis eines an Relationen orientier-
ten Ansatzes vorstellbar. Die Expertensysteme charakterisierenden Regeln lassen sich
nicht nur unschwer als Relationen auffassen, häufig ist es sogar von Vorteil sie
inhaltlich als eigene, keine Wenn-Dann-Regeln darstellenden, Relationen zu repräsen-
tieren, weil sie dann über die uniforme Regelform hinaus qualifiziert werden können.
Durch Regeln wird dann nur noch der direkte Ablauf der Inferenz gesteuert. Als Daten-
modell für die Wissensrepräsentation haben Relationen darüber hinaus den Vorteil,
daß sie neben Regeln und Sachverhalten auch ein geeignetes Konzept für objekthafte
Entitäten darstellen, wie man an den relationalen Datenbanken sehen kann. Für
Hypertextsysteme stellen "Links", also Verbindungen zwischen Textteilen, die typische
Grundstruktur dar. Links sind nichts anderes als eine spezielle Relation, nämlich eine
1:1 - Relation zwischen Textteilen - und eventuell auch Grafiken, Tongebilden oder
Programmen. Das heißt, daß ein Link, den man sich hier oft als einen Zeiger vorstellt,
immer nur zu einem Element führt, allerdings eventuell zweiseitig sein kann.
Demgegenüber sind in Expertensystemen wie in Datenbanken die Relationen oft so
beschaffen, daß einzelne Instanzen mit Mengen, oder auch Mengen mit Mengen
verknüpft werden. Sie können, in spiegelbildlicher Metaphorik, sozusagen Links auf
Konzepte oder Mengen darstellen. Insbesonders die Schlüsselstruktur relationaler
Datenbanken kann man sich gut als ein so erweitertes Linkkonzept vorstellen. Gerade
in der hier zum Ausdruck kommenden Verschiedenheit könnte ein Hinweis auf die
wechselseitigen Ergänzungsmöglichkeiten beider Systemtypen liegen.
Das zweite Charakteristikum der Links besteht eben darin, daß sie Relationen
innerhalb von Texten darstellen, allerdings nicht nur in normalen, sondern darüber
hinaus in nichtlinearen Textstrukturen. Das heißt aber, daß man sich bei der
Vorstellung dieser Relationen nicht am optischen Bild der geschriebenen Form
orientieren darf. Man kann sich auch einen Text selbst als relationale Struktur
vorstellen, imn einfachsten Fall als eine zweistellige Relation, die allen Wörtern des
Textes jeweils ihre als Zahl ausgedrückte Position innerhalb des Textes zuordnet.
Obwohl es dort nicht konsequent relational gedacht ist, berührt sich das mit Nelsons
Konzeption des "xanological storage" von Texten, wo er große Mühe darauf verwendet,
mithilfe von "humbers" und "tumblers" leistungsfähige Adressierungen für beliebige
Textteile zu konstruieren. Die lineare Textstruktur, die durch die aufsteigende Reihen-
folge der Adressen gekennzeichnet ist, läßt sich dadurch zur Hypertextstruktur
erweitern, daß an den entsprechenden Stellen an die Stelle eines Wortes der Verweis
auf eine andere Adresse treten kann. Vorteilhaft an dieser Konzeption ist auch, daß
begrifflich zwischen dem Bestehen einer Relation und ihrer Aktivierung unterschieden
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wird. In die Datenstruktur wird sozusagen nicht der Sprung, sondern nur die
Sprungmöglichkeit implementiert.
Als eine Relation zwischen Adresse und Inhalt zeigt sie doch wieder eine gewisse
Ähnlichkeit mit dem "programmiersprachlichen" Modell. Der Unterschied liegt darin,
daß es hier nicht um ein Konzept des Speichers geht, sondern um eines der inneren
Strukturierung von Texten. Nelson tut das auf der Ebene von Benutzern, Dokumenten
und Zeichen. Man kann einen Schritt weiter gehen und fordern, daß die wirklich
textcharakteristischen Strukturen, nämlich die sprachlichen, also z.B. Sätze und
Wörter, zur Basis dieser "Adressierung" gemacht werden. In gewisser Weise ist das
eine Befolgung des Konzepts einer inhaltlichen Auszeichnung, da die Orientierung an
der Bildschirmausgabe entprechend der an der Druckausgabe gänzlich ausgeklammert
im Unterschied zu den fensterorientierten Hypertextprogrammen ausgeklammert
wird. Wie es in den zunehmend für Expertensysteme verwendeten Textauszeich-
nungssprachen (z.B. SGML) auch geschieht, kann die allgemeine sprachliche Struk-
turierung im Einzelfall durch bereichsspezifische Strukturierungen ergänzt werden.
Textauszeichnungssprachen, also Mittel der sematisch-funktionellen Markerung von
Texten lassen sich gut als Mittel zur Beschreibung hypertextueller Strukturen
benutzen. Die Vermittlung zwischen ihnen und relationalen Modellen wird dadurch
geleistet, daß sie durch eine Grammatik mit rekursiven, relationalen Strukturen
erzeugt und analysiert werden können. Extensionen werden durch Regeln der Art
erzeugt, daß ein Kapitel aus Überschrift und Textteil aus Fließtext oder Listen etc.
bestehen können. Alles das sind Regeln der (Hyper-)Texterzeugung. Freie Referenzen
zwischen Texteiementen werden als zusätzliche Strukturen eingeführt, die nicht nur
punktuell über ihre Position bestimmte Textteile verknüpfen können, sondern auch
Bezüge zu inhaltlich bestimmten Textteilen herstellen, in denen z.B. ein bestimmtes
Wort als definiendum in einer Definition vorkommt. Die Möglichkeit der Auszeichnung
von Aspekten ("definiendum", oder "Autor" in einer bibliographischen Angabe),
ermöglicht neben der positioneilen auch eine differenzierte inhaltsadressierte
Ansprache von Textteilen. Sie sorgt darüber hinaus auch für eine Angleichung von
niedrig und hoch strukturierten Daten, wie Fließtext auf der einen Seite und Daten-
banken oder Expertensysteme auf der anderen.
Einer der größten Vorteile dieser Art der Kopplung von wissensbasierten-und Hyper-
textsystemen besteht meines Erachtens aber darin, daß sie gut geeeignet ist, eine
weitere Verbindung zu gewährleisten, die für die zukünftige Entwicklung wis-
sensbasierter Systeme ganz entscheidend sein dürfte: die zu sprachlicher Analyse und
Weiterverarbeitung von Wissensinhalten. Für eine konkrete Implementierung wäre
Prolog ein guter Kandidat, einesteils weil es ein konsequentes Beispiel eines
relationalen Programmierparadigmas darstellt. Zum andern, weil es von vornherein
bequeme Parslngmöglichkeiten bereitstellt, die sowohl für das Parsen von Markierun-
gen einer Textauszeichnungssprache wie auch für die angedeuteten Aufgaben der
Sprachanlyse von Nutzen wären. Die vorliegenden und mir bekannten Implemen-
tierungen einer Verbindung von Prolog und Hypertext haben die Möglichkeiten dieser
Synthese aber sicher noch nicht ausgeschöpft.
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WING: The research prototype of a
multi-modal materials Information System,
comprising natural language-, graphical /
direct manipulation- and knowledge based
components.
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3 Basic Types for Modelling the Retrieval Process
4 State of WING System Development and Outlook
Referat:
Seit September 1989 entwickelt die Linguistische Informationswissenschaft Regens-
burg (LIR) eine multi-modale Benutzerschnittstelle für Werkstoffinformationssysteme.
Konkretes Arbeitsziel ist es, den Zugang zu Werkstoffinformationssystemen zu erle-
ichtern, wofür exemplarisch eine Dialogschnittstelle für die Werkstoffdatenbank der
Firma MTU im Rapid-Prototyping-Verfahren unter intensiver Benutzerbeteiligung und
Evaluation entwickelt wird. Intelligente Information Retrieval Verfahren werden dabei
integriert. Eine zentrale Frage wird sein, welche der beiden "natürlichen" Grund-
modalitäten der Mensch-Computer-Interaktion, die natürlichsprachliche oder die gra-
phisch direkt-manipulative, die adäquate Basis für eine Benutzerschnittstelle in diesem
Bereich bildet.
Abstract:
Since September 1989 the department of Linguistic Information science at the University
of Regensburg (LIR) has been working on a multi-modal dialog interface for materials
information Systems. The project's specific goal, facilitating the access to materials
information Systems, will be approached by developping an exemplary dialog interface
for the materials database of MTU by rapid prototyping combined with intensive user-
participation and evaluation. Intelligent Information Retrieval (IIR) components will be
incorporated as well. A central question will be to find out, which of the fundamental
modalities of "natural" user interfaces, graphics or natural language, will provide a more
adequate basis in this particular domain.
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0 Introduction
Since September 1989 the department of Linguistic Information science at the University
of Regensburg (LIR) has been working on a multi-modal dialog interface for materials
Information Systems. The other partners cooperating on the project WING-IIR, which
is sponsored by the federal ministry of economy (BMWi), are the Institute for Infor-
mation and Language Research (Institut für Informations- und Sprachforschung ) at
the University of Munich (Guenthner), business Consulting Mösl and MTU AG, a major
German producer of engines (both in Munich).
The project's specific goal, facilitating the access to materials information Systems, will
be approached by developing an exemplary dialog interface for the materials database of
MTU by rapid prototyping combined with intensive user-participation and evaluation.
From a broader scientific point of view one has to ask which of the fundamental
modalities of "natural" user interfaces favored today, graphical user interfaces (GUIs)
or natural ianguage, provides a more adequate basis in this particular domain.
On a different level one has to examine the advantages and disadvantages of the
elementary options for designing the retrieval process discussed today, e.g. graphically
supported SQL-Queries, hypertext-like relations, query by example etc., and to find out
which of these promises the best results.
In addition to that, the usefulness of methods discussed in the domain of intelligent
information retrieval (IIR) employing an analysis of dialog-history and user-modelling
should be examined.
1 Starting Point: The Two Primary "Natural" Mo-
dalities
Among the different steps of retrieving information from knowledge about materials the
one that WING-IIR is mainly interested in is the access to this particular knowledge by
a dialog between material experts (or more generally put, the users of the knowledge)
and the Computer. Thus, two problematic aspects of materials information Systems
confronting the user have to be considered, namely the problem of interaction and the
problem of actual retrieval:
a) the way how the interaction between man and Computer is performed:
Users invest a considerable share of their energy in learning and thinking about
how to formulate their actual problem (i.e. their queries) in such a way that they
can utilize the functionality of the Software. Therefore man-computer-interfaces
should be designed as "user-friendly" as possible, thus minimizing the complexity
of interaction.
b) The problem of actual retrieval (method and scope of retrieval):
Apart from the problem of interaction, the user has to be aware of the available
Software functions, the stored data and the actual task in order to be able to put a
query about relevant information to the database (or knowledge-base). The prob-
lem of actual retrieval is made up by the ränge of possible input, the search process
itself (including the possibilities to interactively build up a search-strategy) and by
the extent and structure of the available data.
So-called "intelligent" or "knowledge-based" information Systems are not re-
stricted to the mere access to the desired information, but offer additional
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knowledge-bases designed to optimize this access (they may contain terminological,
task-specific or general world-knowledge).
The problem of interaction and that of actual retrieval can be analysed separately only
in theory, in the mind of the user they are, however, hardly distinguishable.
1.1 Natural Language Access
Natural language interfaces should mainly be seen as a Suggestion about solving the
problem of interaction. The "naturalness" of interaction in German language via
keyboard and screen, which is being developed for WING at the University of Munich,
is established by the fact that users are already familiär with this (almost literally self-
explaining) mode of communication. The underlying thesis is: There is an analogy
between the user's behaviour in man-computer-interaction and human communication.
The need to learn new ways of interacting, prevalent in command-oriented Systems (as
SQL or MESSENGER) is eliminated by the user's already existing and well-trained skills
in human communication. Following this strategy in the case of materials information
Systems, three problematic aspects arise:
a) no natural language interface Covers the whole ränge of human communication.
Thus the question is, whether the partial solution designed for WING meets the
requirements of the actual retrieval Situation.
In the worst case the advantages of taking over knowledge from human commu-
nication get lost, if the handling of the implemented subset of language requires
learning and recalling efforts comparable with those of formal-language alterna-
tives.
b) it is not yet clear whether material experts use the same natural language utter-
ances and show the same behaviour in man-computer-interaction as in human
communication. If differences ("computer talk") exist, they have to be determined
empirically and must be considered in the design of the natural language input
component.
c) Human communication is not restricted to the verbal mode. In many situations
deictic gestures or the presentation of sketches prove to be more efficient than
verbalization.
The fact that human communication itself shows a mingling of different rnodi
suggests a combination of the advantages of various natural communication modi
for WING as well.
1.2 Graphical User Interfaces (GUIs)
Apart from the use of icons, pull-down menus, and Windows GUIs, as the other form of
"natural" user interfaces, can be characterized by two features:
a) underlying metaphors
A central but simple insight, provided by cognitive science, justifies the use of
metaphors: new phenomena (knew knowledge) are easier to learn and remember, if
ties to knowledge that is already present exist. For the domain of word-processing
and Office communication the physical office environment would represent such
a tie. Therefore the screen is designed as a desktop and the functionality of
wordprocessors is realized in analogy to the familiär typewriter. For functions
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that go beyond the desktop or typewriter (e.g. the clipboard) the whole office is
taken as a metaphor for electronic objects (icons representing bookcases, folders,
paperbaskets etc.).
Thus the work of the user is simplified, he can draw conclusions in analogy to the
familiär office environment.
b) direct manipulation and mouse
The term "direct manipulation" was coined by Shneiderman 1982, who also gives
the classic example of this principle of man-machine interaction. He characterizes
the difference between GUIs and conventional (command-oriented) Systems by a
comparison with car-driving as a prototypical example of the application of direct
manipulation. Instead of using function keys to determine the desired direction
("right", "left", specification of angles) or giving natural language input ("turn
the steering wheel 30 degrees to the left" . . . ) we turn the steering wheel itself.
We get an instant feedback of the changes caused by the action and can perform
appropriate corrections. Instead of verbalizing we act immediately.
In the same way the user operates by means of visual objects and the mouse
as the pointing device on his electronic "desk" or in his "office". He is explicitly
encouraged to think in physical (instead of electronical) terms and real actions. The
things the user performs on the screen correspond directly to real-world actions.
It would be an illusion to think that these techniques and theories of GUIs will lead by
themselves to Systems that can be used without mistakes and require no training at
all. The use of the mouse has to be trained in order to perform the desired movements
precisely. Neither is the technique of clicking (single—dick, double-click, holding down
the button in pull-down menus) self-explaining nor can learning be dispensed with.
ßeyond that the theory of metaphors implies that there will always be deviations, that
is, violations of the metaphor. For instance, the electronic desk in office communication
does not really correspond with the real desktop in every respect and the analogy with
the typewriter is incomplete at best. The electronic world is equal to the real office-
world only insofar as there are analogies with a lot of details that help the user in
becoming familiär with the functions of the Software.
1.3 Blendings between natural language and GUIs
The two primary modalities for the design of "natural" user interfaces have both
advantages and disadvantages. They have implicit deficiencies ("subset" and computer-
talk in the natural language domain, violations of the metaphor in GUIs) that can't
be avoided, given the State of the art in System development as well as theoretical
considerations. What is more, we know almost nothing about which kind of interface
promises to be more adequate for which dialog-situation and task. The small number of
studies about multi-modal interfaces trying to combine graphical and natural language
mode focus mainly on the following three topics:
a) heuristically supplementing natural language interfaces with formal language or
graphical components to compensate for serious parsing problems (e.g. language
ambiguities in NLMenu, the Q&A System of Texas Instruments, cf. Tennant et al.
1983).
b) realizing the technical State of the art (cf. Hanne/Hoepelman 1988)
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c) extending natural language interaction by deictic gestures by analogy to human
communication (cf. XTRA (Schmauks/Reithinger 1988) and DISQUE (Hanne/
Hoepelman 1988)).
WING-1IR will, on thecontrary, concentrate on the development of an empirically based
multi-modal prototype for the interface of a materials information system which does
not intend to imitate human communication. It shall be examined which dialog Situation
requires which "natural" mode and whether deficiencies or violations of metaphors can
be neutralized by switching to a different mode.
2 Further Levels of Design and Additional Concepts
Analysing the basic modalities, natural language vs. direct manipulation interaction, is
certainly essential, but it nevertheless Covers only part of the decisions and components
necessary for man-computer-interaction.
The question of search can - almost independently from the chosen modality - be
modelled conceptually in completely different ways e.g. as a mapping of cognitive
structures of a specific task (cf. section 3.5), or built on a Computer centered data model
(e.g. SQL). The possible search strategies also differ considerably, as in descriptor-
systems (cf. section 3.7), hierarchical access (cf. section 3.1), or hypertext-Iike relations
(cf. section 3.2). This, however, doesn't imply an obligatory correspondence with one
of the two basic modalities.
Furthermore, general concepts of software-ergonomy, e.g. adaptivity, adaptability, or
user-modelling, have to be included in the studies, as well as considerations from the
domain of "intelligent information retrieval" (cf. Bauer 1990, Krause 1990:chapter
3, Online 1989, ACM SIGIR 1988 and Information Processing & Management 23 (4)
1987). These can, in turn, be combined with the two primary modalities and different
forms of search strategies.
Consequently, WING-IIR draws the conclusion that an examination of the two "natural"
basic modalities can only be a starting point for the design of the user interface for a
materials information system. The underlying reason is that possible Solutions for the
" problem of actual retrieval" can be separated from the "problem of interaction" only
theoretically, but not for the design itself and during empirical tests.
Furthermore formal language interfaces for materials databases play an important role
at the present time, suggesting an integration of this access-mode (as a third modality)
in the user-tests as well.
Therefore the development of a WING prototype will in a first step start off with eight
basic types for the design of the retrieval dialog, each of which can be considered as a
specific set of (some of) the factors introduced above.
3 Basic Types for Modelling the Retrieval Process
and Model Design for the First Stages of the WING
Research Prototype
In WING-IIR, the first versions of the research prototype WING are designed very
broadly.
a) The database and the field of application of MTU have been examined in coop-
eration with MTU. As a first approach, the MTU-database has been analyzed in
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its present form (cf. Womser-Hacker 1990) and its users have been asked to note
possible queries in the form of natural language sentences (cf. Lutz 1990; further
research will include monitored user tests).
Natural language formulations serve as a initial approximation towards determining
the subset needed for a natural language component. Furthermore, they represent
a first - and general - survey of the information needs of the MTU domain.
b) The principal options for designing a user interface for materials information Systems
have been split up into eight basic types. Ideally, they should all be implemented
parallely in order to be available for user tests. The relational database Systems
COMFOBASE/SQLBASE (and, additionally, ORACLE and PARADOX) serve as a
common basis for all these search types.
This parallel development of different search methods and their partial integration in
a research prototype does not mean that the problem of accessing the MTU-database
should be solved by juxtaposing highly different retrieval methods.
Parallel development of access modes is motivated exclusively by research methodology
and is restricted to the first stages of prototyping.
User interviews and empirical tests depending on the initially separated principal design
options aim at disciosing the strengths and weaknesses of different Solutions in the
context of materials database applications.
Only with theses results at hand reasonable hypotheses concerning a blending of different
query modes can be set up. Such blendings should include as many of the proven
advantages as possible and at the same time avoid the weaknesses of the various access
types.
The basic search modes difFerentiated below represent the eight principal options for
the design of the retrieval process. These types constitute a general matrix of individual
retrieval procedures prevalent today in commercial and experimental Systems.
3.1 Basic Type 1: Hierarchically Organized Search Paths
The presently implemented access to the MTU-database is built upon a hierarchical
structure, that is, query of information is made up by a sequence of individual decisions.
Both entrypoints into the network of relations between generic and specific terms and
the ordering of query stages are determined by the system.
In this hierarchical access mode the potentials of graphical and direct manipulation
interaction have not been exploited yet: To avoid interaction problems, the hierachical
access mode to the MTU-Database will be modelled in a graphical direct manipulation
environment in accordance to the rules of Software ergonomics.
3.2 Basic Type 2: Concatenation by Hypertext-Structures
The underlying notion of hypertext Systems is simple: The linear arrangement of texts
is enriched by a non-linear structuring. This structuring is achieved by relations within
documents and to external documents (cf. Conklin 1987 as an overview).
F.V. Bush characterized the idea of hypertext Systems as early as 1945. He envisioned
an electronic System MEMEX, which employs higly related sets of documents as a new
way of thinking and communicating:
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"The human mind (...) operates by association. With one item in its grasp, it
snaps instantly to the next that is suggested by the association of thoughts, in
accordance with some intricate web of trails carried by the cells of the brain. It has
other characteristics, of course; trails that are not frequently followed are prone to
fade, items are not fully permanent, memory is transitory. Yet the speed of action,
the intricacy of trails, the detail of mental pictures, is aweinspiring beyond all eise
in nature." (Bush 1945:106)
As far as WING-IIR is concerned, hypertext structures will be useful for the design of
display-and browsing-techniques. Furthermorea hypertext-like structuring could serve
as a primary mode of the search process at least for the textual parts of the MTU-
database. Another question is, whether tables, table entries or table fragments (i.e.
subsets of facts) can serve as anchors for "hyper"-relations.
3.3 Basic Types 3 and 4: Formal Language Query and Its Graph-
ical Support
Formal query languages, which require learning effort, play a major part in materials
information processing today.
In WING, this type is represented by the SQL-mode (= basic type 3). Seen from a
software-ergonomic point of view, relational databases have the advantage of an easily
understandable underlying metaphor, namely the table. Moreover, ordering facts in
tables and addressing them by means of table names, rows, and columns is a pattern
that is cognitively easy to handle.
As long as only one table is concerned, Coming up with queries isn't too complex. The
amount of learning is restricted to funtion names and the syntax of SQL.
If otherwise more than one table must be combined, the user must have command over
knowledge concerning the underlying data structure and its procedural mechanisms.
This twicefold demand is a typical feature of formal query languages. Not only must
the user learn the rules of syntax and the relevant terms, he also has to map the
problem from his own cognitive structure onto the conceptual structure of the Software
involved. In the case of SQL this means primarily that the user has to master the
combination of tables by join-operations. This element of SQL in particular does not
have any counterpart in the user's cognitive structures. It is relational database theory
that enforces the join Operation, which has not been covered by a metaphor yet.
Accordingly, there are two principal ways of easing the user's problems with SQL-
databases:
a) the user can be supported in building syntactically correct SQL-queries by providing
him with "prefabricated" query parts employing direct manipulation techniques.
The user can select and combine the desired query parts simply by clicking on
them with the mouse (= basic type 4). Since all the possible elements of a query
are presented by the System, the user does not have to remember structure and
field names actively, he merely has to choose from different alternatives (passive
recognition vs. active recall). Syntax errors are eliminated, if the user fully relies
on the graphical support.
b) If, going further than a), the user shall be relieved from mapping his own cognitive
structuring onto the SQL-concepts characterized by join-operations, the Software
System must provide structures which are not determined by the internal database
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design, but which are adapted to the user's task-oriented way of thinking. How
the content of a problem rather than the structure of the database can serve as
a guideline for the design of a graphical user interface will be described in section
3.5.
3.4 Basic Type 5: Subject—Domain Driven Query Support for
Factual Databases in a Direct Manipulation Environment
The first prototype COGRA (COgnitive/GRAphical) in the WING environment repre-
sents an example for this mode of access (cf. Wolff 1990).
Within COGRA, the the following query types, extracted from typical information
needs of material experts, have been modelled: "information about specific materials",
"search by specification profile", and "comparison of materials". Especially the last
mode underlines the fundamental idea of a graphical query aid designed according to
the subject domain of the application: The user simply has select the materials and
specifications to be compared from two lists into a search matrix.
A direct conversion of this cognitive pattern into a strategy for building the correlating
and very complex SQL-query is undoubtedly a highly difficult task which can not be
expected to be solved by non-expert users.
During the initial design stages of the different access modes of KOGRA, possible
problem types of materials database users were analyzed and problem solving strategies
matching structurally with the human problem solving patterns have been modelled.
An essential part for this solution is that different types of access exist in parallel, that
is, different problem types of one application each have their own query window.
3.5 Basic Type 6: Query—By—Example
Query-by-example is a "natural" interface to factual infomation Systems, which was
developed (Zloof 1975) and commercially utilized comparably early. At the moment, it
is a widespread mode of access for relational databases.
The essential notion of Query-by-example is obvious: The user is presented with a dis-
play of the selected database tables. He makes entries (values, restrictions, calculations
etc.) for the data fields that determine the query process. A major part of the SQL-
Syntax goverining the mapping of restrictions and values onto tables is thus rendered
superfluous.
Compared with the basic retrieval types discussed in sections 3.3 and 3.4, Query-by-
example holds a middle position:
a) Contrary to graphical support for formulating SQL-queries, Query-by-example is
based on a metaphor: Tables are filled in. But even at this point the metaphor is
violated. Not only values can be filled in, but also variables and conditions. As soon
as the mere entry of values is transgressed, formal constructs for formulating entries
become necessary which have to be subsumed under basic type 3 (cf. section 3.2).
Within the domain of graphical support for formulating SQL-queries (= basic type
4), Query-by-example expressesthe hierarchically highest framefor building queries
more adequately (by a visual correspondance to the table structure of relational
databases).
It is controversial, whether this is a real advantage over methods that support the
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formulation of SQL-queries graphically but domain-independently, since elements
of formal languages (e.g. for conditions of comparison) have to be incorporated in
this query mode as well.
b) As soon as join-operations have to be performed, for Query-by-example the same
holds as for basic type 3 (section 3.3): the user has to resort to computer-related
knowledge. This breach will be even more disturbing for the user, since the access
via the presentation of tables may lead to the conclusion that the query can be
formulated without such formal elements.
3.6 Basic Type 7: User-Driven Natural Language Query
This basic type in WING (ideally) allows the user to formulatefactual queries in his moth-
erlanguage - without being restricted by the system or having to adapt to conceptual
violations caused by system functionality.
Whether this basic type can be modelled efficiently for materials applications and
which strengths and weaknesses are prone to occur will be tested in WING-IIR with
a demonstration model for natural language queries (realized at Munich University).
Only these empirical user tests, supplemented by the analysis of natural language query
formulations of the MTU-users, will provide us with reliable insights.
3.7 Basic Type 8: Descriptor Search with Boolean Algebra for
Document Retrieval
Descriptor search is the classic access mode of reference retrieval Systems (cf. Reiner
1988 as an overview). Since the MTU-database apart from factual data also contains
text fields, which could be accessed by freetext search, this mode of access could play
a significant part in the retrieval process within WING.
Since handling the textual parts of the MTU-database is postponed until the basic types
1 through 7 will have been developped, descriptor search and ßoolean algebra as an
independent search mode have not been realized yet.
4 State of WING System Development and Outlook
WING has so far been realized as a first research prototype enclosing the basic retrieval
types 3, 5, and 7. Types 1 and 6 will have been added by December 1990.
With this system core available, user tests with materials experts of MTU will begin.
A further very important research path in WING-IIR has only been treated briefly so far:
the integration of "intelligent information retrieval" (IIR) components into the WING
prototype. Bauer 1990 gives a survey of this field of research. Krause 1990:section 3
relates IIR-methods to the WING prototype model and the eight basic retrieval types
in WING.
For the first WING prototype, an active adaptive help system for handling WING's
graphical user interface has been developped on an exemplary level (cf. Roppel 1990).
The concept of WING-HELP stemsfrom earlier LIR-projectsfocussing on help Systems
for office automization (cf. Krause 1988, Hirschmann 1990). Based on an evaluation of
dialog history, WING-HELP reacts actively and context-sensitively to suboptimal and
incorrect user in put in a graphical direct manipulation environment.
As soon as IIR-components and the eight basic types of WING, which have been held
apart only for the first stage of prototyping, will have been integrated and after the
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evaluation of user tests, this initial stage of prototyping will be completed. Insights
gained from these tests will govern the design of a dialog component trying to preserve
the advantages of the different access modes and at the same time to avoid their
disadvantages as far as possible.
The optimization of this empirically motivated blending is the actual goal of WING-IIR.
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Referat
Vorgestellt wird ein Modell der pragmatischen bzw. illokutiven Aspekte von Dialogbeitragen in infor-
mationssuchenden Dialogen. Interaktionen zwischen zwei Dialogteilnehmern lassen sich - unab-
hängig von ihrer Interaktionsmodalität (graphisch-visuell, verbal) und vom jeweiligen Anwendungs-
kontext - bezüglich ihrer jeweiligen Illokution oder Funktion im Dialog abstrakt beschreiben. Die
Abfolge der Beiträge richtet sich nach Regeln, die zunächst unabhängig von der Thematik, den in-
haltlichen Dialogzielen oder derfachlichen Domäne modelliert werden. Dabei werden die Wechsel-
beziehungen von Aufforderung und Verpflichtung im Dialog, z.B. Fragen, Anbieten, Zurückziehen,
Versprechen, Antworten, Beurteilen, als komplexes Übergangsnetz dargestellt. Es umfaßt die
Summe aller legitimen Dialogakttypen und -Sequenzen in den verschiedenen Stadien des Dialogs
und reguliert die entsprechenden Rollenwechsel, wenn z.B. der Informationssuchende vorüberge-
hend in die Rolle des Informanten tritt und vice versa. Anschließend wird skizziert, wie ein solches
Teilmodell mit anderen Modellierungsebenen verknüpft werden soll, um ein vollständiges Dialog-
modell zu erhalten.
Abstract
This paper presents a model dealing with pragmatic/ illocutionary aspects of contributions to infor-
mation-seeking dialogues. The illocutionary point of the contributions and theirf unction for the dialo-
gue can be described independently of the modality of interaction (graphical-visual, verbal) and the
context of the application. The sequence of the contributions is determined by rules, which are mo-
deled without considering the topic, the dialogue goals, or the domain. The interrelations between
order and commitment in the dialogue, e.g. asking, offering, withdrawal, promising, answering, eva-
luating, are represented by a complex transition network. It defines all legal types and sequences
of dialogue acts depending on the diff erent dialogue states and regulates the related role changes,
e.g. when the Information seeker and the Information giver temporarily take over each other's role.
Finally, the joining of the illocutionary partial model with other levels of modeling, which is a prerequi-
site of a complete dialogue model, is outlined.
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1 Problemstellung
In der computerlinguistischen und der Kl-orientierten Forschung gibt es derzeit eine Reihe von -
teilweise konkurrierenden - Ansätzen zur Diskursmodellierung. Ihre Reichweite variiert mit der Zu-
ordnung zu verschiedenen Forschungsgebieten wie z.B. Textanalyse oder -generierung, Design
von wissensbasierten Dialogsystemen, intelligenten Benutzungsschnittstellen etc. Außerdem ist ihr
Geltungsbereich durch die Auswahl des Diskursgenres sowie des speziellen Anwendungskontex-
tes bestimmt, kurz: durch den gewählten Dialogtypus.
Das vorgestellte Modell entstand im Kontext der Entwicklung eines "Dialogmanagers" im Projekt
COGITO1; er ist eine der Komponenten einer multimodalen Benutzungsschnittstelle für den Zugriff
auf Informationssysteme mit komplex strukturierten Daten im Sinne von "Wissensbanken", für die
als erster Prototyp ein Konferenz-Informationssystem dient. Der Dialogmanager soll möglichst un-
abhängig von der Anwendungsdomäne entwickelt werden. Die Implementierung wird daher auf ei-
nem mehrschichtigen Dialogmodell aufbauen, dessen domänenabhängige Schichten austausch-
bar sein sollen. Die oberste domänenunabhängige Modell-Schicht ist die pragmatische/ illokutive,
die den Dialog strukturiert und den zyklischen Prozeß des Verhandeins (Anfrage, evtl. Rückfragen,
Gegenvorschläge bis zur Beantwortung und Bewertung der Antwort) repräsentiert. Daher kann sie
unmittelbar als Grundlage für die Gestaltung der Benutzungsoberfläche dienen.
Benutzerund System werden als Dialogteilnehmer bzw. -agenten angesehen, die prinzipiell/coope-
rativ miteinander interagieren. Ihre Dialogbeiträge werden als Sprechhandlungen im Sinne der
Sprechakttheorie aufgefaßt - die gewählte Ein-/Ausgabemodalität (graphisch-visuell, verbal, aku-
stisch) ist hierbei nicht entscheidend, da alle Beiträge als Elemente dergleichen abstrakten Sprache
repräsentiert werden. Im Dialogakt übernimmt der Sprecher eine Rolle und weist dem Hörer die
komplementäre zu, z.B. Informationssuchender und Informant. Dadurch sind bestimmte Verhal-
tenserwartungen an die jeweils folgenden Reaktionen des Dialogpartners geknüpft. Die verschie-
denen, in einem bestimmten Dialogstadium legitimen Dialogakte mit entsprechendem Rollenwech-
sel werden durch die Modellierung der illokutiven Ebene beschrieben.
Das Modell soll für einen Dialogtypus mit folgenden Merkmalen gelten:
• Ein Dialogteilnehmer benötigt Information zu einem bestimmten Zweck, der andere verfügt über
Wissen aus der relevanten Domäne.
• Beide "verhandeln" über die Fragestellung und damit verbundene Dialogziele, bis sie zu einer
gemeinsamen Interpretation kommen und der Informationswunsch erfüllt werden kann oder das
Dialogziel zurückgezogen wird.
Mit dieser Kennzeichnung wird das relevante Genreeingeschränkt auf "Dialoge zur Informationsge-
winnung bzw. -suche" im Unterschied etwazu argumentativen oder narrativen Konversationen oder
zu Verkaufsverhandlungen und dergleichen. Derkonkrete Anwendungskontext"Zugr\tf auf elektro-
nische Informationssysteme" wird hier gewissermaßen als Spezialfall dieses Dialogtypus angese-
hen. Auf die Modellierung hatte ein solches Szenario zunächst keinen Einfluß; die Besonderheiten
der Mensch-Rechner-Interaktion sollen dadurch keineswegs ignoriert werden - sie sind auf jeden
Fall beim Design der darauf aufbauenden Benutzungsoberfläche (bei der konkreten Präsentation
des Dialoggeschehens) sorgfältig zu berücksichtigen.
Den Ausgangspunkt für unser Modell bildete der Ansatz von Winograd & Flores [1986] zur Modellie-
rung von Konversationen; er wird im folgenden in den relevanten Ausschnitten dargestellt. Er konn-
te soweit modifiziert werden, daß er die Grundlage unseres illokutiven Teilmodells bildete; unsere
Modifikationen und Erweiterungen enthält Kapitel3. Wie in der Diskussion (Kapitel 4) ausgeführt
wird, gibt es daneben auch zahlreiche theoretische Bezüge zu computerlinguistischen Diskursmo-
dellen.
1. COGITO - "Cognitive Interaction Tools" ist ein Projekt im Forschungsbereich "Cognitive User Interfa-
ce" [vgl. Hoppe et al " " • ' ~ " •
GMD in Darmstadt.
 
., 1989] am IPSI - "Integrated Publication and Information Systems Institute" der
D t d
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2 Pragmatische Modellierung: Der Ansatz von Winograd & Flores
Winograd & Flores [1986] haben versucht, einen Ansatz der Konversationsanalyse theoretisch zu
begründen, der auf einer Kombination ihrer hermeneutischen Orientierung mit sprachphilosophi-
schen Ansätzen beruht. K
Ihre Betonung der pragmatischen Aspekte zwischenmenschlicher Kommunikation begründen sie
mit ihrem Grundverständnis von Sprache und Kognition: Die Bedeutung von sprachlichen Äußerun-
gen werde in der sozialen Kommunikation konstruiert. Wissen entstehe nicht durch Übergabe von
Informationen (Repräsentationen von Objekten der Welt) von einem Kommunikationspartner auf
den anderen, sondern Wissen sei immer Ergebnis von Interpretationin einer gegebenen Kommuni-
kationssituation. Daher müsse bei der Analyse von Konversationen die soziale Dimension vorran-
gig berücksichtigt werden. Winograd & Flores sehen in der Sprechakttheorie (ausgehend von
Austin [1962] und Searle [1979]) sowie der Handlungstheorie von Habermas einen ersten Schritt
in Richtung einer adäquaten Theorie von "Bedeutung", indem der Handlungsaspeto von Sprache
stärker betont wird als ihre darstellende (repräsentierende) Funktion. In der menschlichen Konver-
sation werden - durch Sprechen und Zuhören - komplementäre Handlungsanweisungen und -er-
wartungen ausgedrückt; auf diese Weise entsteht ein komplexes Wechselspiel von gegenseitigen
Verpflichtungen (commitments), das den Verlauf der Konversation bestimmt.
Auf d/eser Ebene kann gemäß Winograd & Flores die Struktur von Konversationen formal beschrie-
ben werden. Andere Ebenen sind nach ihrer Auffassung grundsätzlich nicht objektiv formalisierbar.
Man kann ihren Ansatz als einen Versuch ansehen, die pragmatischen Aspekte von Konversation
eigenständig zu modellieren, d.h. von anderen möglichen Ebenen zunächst zu abstrahieren.
Als gutes Beispiel für "kooperative Dialoge"[vg\. auch King, 1989] nehmen Winograd & Flores die
sog. "Conversation for Action". Sie stellen dafür ein Modell vor (im folgenden als CfA-Modell be-
zeichnet), das die mögliche Abfolge von Dialogakten und ihr Wechselspiel zu verschiedenen Zeit-
punkten eines Dialogs formal beschreibt. Es soll für alle Dialoge gelten, in denen sich zwei Partner
direkt im Hinblick auf eine zukünftige Handlung verständigen. Man könnte auch sagen, sie handeln
die Bedingungen oder Entscheidungsgrundlagen für eine extradialogische Handlung aus2.
Die Verlaufsstruktur des Dialogs repräsentieren sie als Übergangsnetzwerk (Abbildung 1), wobei
die gerichteten Kanten Sprechakte und die Knoten Zustände bzw. Stadien darstellen. Der Dialog
wird durch A mit einem 'Request' initiiert. Diese Handlungsaufforderung an B kann zu mehreren
Reaktionen von B führen: B verspricht, der Aufforderung nachzukommen ('Promise'); er macht
einen Gegenvorschlag ('Counter') oder weist die Aufforderung zurück ('Reject'); A dagegen hat die
Möglichkeit, sein 'Request' wieder zurückzuziehen ('Withdraw'), usw.
A: Declare




A: Counter A: Accept \ B: Renege
A: Withdraw
Abb. 1: "The bast conversation for action" nach Winograd & Flores [1986, S. 65]
2. Das Modell bildete die Basis für die Implementierung des "Coordinator", eines von ihnen entwickel-
ten Mail-Systems, das die Koordination in Gruppen, z.B. bei Terminabsprachen, unterstützt [vgl. Wino-
grad, 1988].
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Auf diese Weise führt jede einzelne Aktion von A oder B zu einem anderen Zustand, der durch seine
"Vorgeschichte" sowie durch Menge und Art der möglichen Folgeaktionen determiniert ist, seinen
"Aktionsraum". Die fettgedruckten Kreise stehen für Endzustände, von denen keine weiteren Aktio-
nen mehr ausgehen; sie unterscheiden sich lediglich durch ihre Vorgeschichte bzw. ihre Position
im Netz. Auch nicht vorhandene Akte können in einem bestimmten Kontext vom Hörer als Aktionen
gewertet werden (z.B. kann Zustimmung häuf ig auch dann erkannt oder erschlossen werden, wenn
keine explizite Aussage wie "Einverstanden, ich bin zufrieden." vorliegt). Wir sprechen in solchen
Fällen kurz von "impliziten Dialogakten"3.
Sofern keiner der beiden Partner den Dialog vorzeitig abbricht4, ist irgendwann das Stadium er-
reicht, indemein Handlungsvorschlag oderGegenvorschlag akzeptiert ist (Zustand 3). Darauf folgt
die Aussage von B ('Assert'), daß er seine Handlungsverpflichtung gegenüber A erfüllt hat. An-
schließend ist allein A am Zuge und muß nun eine Stellungnahme dazu abgeben ('Declare').
Winograd & Flores hatten mit ihrem Modell tatsächlich sehr direkte ("straightforward") Konversatio-
nen und eine eher einfache Dialogstruktur im Auge. Komplexere Pfade oder Schleifen können nur
im Austausch von Gegenvorschlägen ('Counter') oder beim Rücksprung von (4) nach (3) vorkom-
men, wenn A die Erfolgsmeldung von B nicht akzeptiert. Klärungs- oder Meta-Dialoge sind in ihrem
Netz nicht vorgesehen.
3 Ein illokutives Modell für informationssuchende Dialoge
3.1 Einige Anforderungen
Imfolgenden wird demonstriert, wiedasCfA-Modell von Winograd& Flores in seinerursprünglichen
Form für informationssuchende Dialoge modifiziert werden kann. Ein sehr schlichter Dialog, den
das Cf A-Modell beschreiben kann, ist in Beispiel La dargestellt - der Einfachheit halber hier, wie
alle weiteren Beispieldialoge, in natürlicher Sprache und in Alltagsformulierungen gehalten.
Bsp. La A: "Wo findet eigentlich die nächste IJCAI statt?"











Dies ist im Netz von Winograd & Flores (Abbildung 1) ein kurzer Durchlauf von <1 bis 5>; die Frage
von A wurde off enbar zufriedenstellend beantwortet und der Dialog beendet. Auch die Variante, daß
B z.B. sagt "Ich weiß nicht wo, aber ich kann Dir sagen wann." ('Counter'), A dies akzeptiert und
B äußert "Im August '90.", ist unproblematisch (Durchlauf der Zustände <1-2-6-3-4-5>).
Wenn aber A sich mit dem Ergebnis nicht zufrieden gibt und versucht, mehr zu erfahren, mu ß nach
dem CfA-Modell ein neuer, in sich abgeschlossener Dialog beginnen, wie z.B.:
Bsp. 1.b A: "Aber wo denn da genau?" [request] <1-2>
B: "Weiß nicht.
Aber ich kann Dir das 'Call for Participation' zeigen." [counter] <2-6>
A: "OK." [accept] <6-3>
B: "Hier bitte." [assert] <3-4>
A: "Nein, da finde ich auch keinen genauen Ort." [withdraw] <4-9>
Dies als neuen Dialog zu sehen, ist nicht zufriedenstellend, weil die Eingangsfrage von A in 1 .b im
Grunde kein völlig neues 'Request' darstellt, sondern eine Spezifikation des 'Requests' in 1 .a. Da-
her sehen wir die Möglichkeit vor, durch einen Dialogakt von A auf Zustand (1) zurückzukehren. Auf
diese Weise ist auch die Konnotation des "Ja, danke. Aber...", welches nicht völlige Zufriedenheit
von A ausdrückt, besser berücksichtigt. Auch A's 'Withdraw' in Beispiel 1.b wäre dann kein endgülti-
ger Ausstieg, falls der Dialog wie in Beispiel 1.C fortgesetzt wird.
3. Auf der Repräsentationsebene handelt es sich um "Sprünge" (jumps), die im Netz selbst als legitime
Übergänge eingetragen werden müßten. Der Dialog wird weitergeführt, "als ob" der Sprechakt geäußert
worden wäre.
4. Ein solcher Abbruch ist in dem Sinne "kooperativ", als es sich um einen nach dem Modell legitimen
Akt handelt, also um Zurückziehen oder Ablehnen einer Aufforderung zu einem bestimmten Zeitpunkt.
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Bsp. 1.c A: "Schau doch Du mal, ob Du ihn findest." [request] <1-2>
B: "Gerne, ich versuch's mal. [promisel <2-3>
/... Pause...]
Ach nein, [?i ?•
wär's nicht einfacher,
ich zeige Dir das Einladungsschreiben?" [counter] <2-6>
A: "Auch gut." [accept] <6-3>
B: "Voilä. Ja da stehfs: im August in Sydney." [assert] <3-4>
A: "Danke." [declare] <4-5>
* im Netz (Abb. 1) nicht vorgesehen
An Beispiel r.cwird ein weiteres Phänomen deutlich, das in informationssuchenden Dialogen auf-
tritt: Einmal gegebene Selbst- und Fremdverpflichtungen können wieder scheinbar willkürlich zu-
rückgezogenwerden. Im Übergangsnetzwerk aus Abbildung 1 kann B jedoch sein 'Promise' nicht
mehr zurückziehen, ohne ganz aus dem Dialog auszusteigen, und er hätte danach keine Möglich-
keit, einen neuen Dialog unaufgefordert mit seinem Gegenvorschlag zu beginnen.
Zurücknahme von Selbst- und Fremdverpflichtungen ("Rücksprünge") sollten in informationssu-
chenden Dialogen aber häufiger möglich sein. Oft hat der Informationsuchende keine klaren Vor-
stellungen davon, welche Informationen für seine Zwecke relevant sind oder wie diese beschaffen
sein müssen [vgl. Belkin et al., 1987]; ebenso kann auch der Informant unklare Vorstellungen haben,
wie das Informationsbedürfnis zu befriedigen sei. Daher müssen beide die Möglichkeit haben, ihre
Vorstellungen währenddes Dialogs zu klären und gegebenenfalls zu modifizieren. Während das
CfA-Modell viele dieser Klärungsprozesse als "breakdowns" sieht, die außerhalb des modellierten
Dialogs "repariert" werden, möchten wir sie soweit wie möglich als Bestandteile des Dialoges selbst
auffassen.
Die hieraus resultierende Auffassung, daß der Informant nicht nur reagiert, sondern selbst initiativ
werden kann, ist im Cf A-Netz nicht adäquat abgebildet. Zwar kann B im 'Counter'-Akt durchaus ei-
nen Gegenvorschlag anbringen, dies ist allerdings nur als Reaktion auf einen 'Request'-Akt von A
möglich. Statt dessen sollte ein Dialog oder ein Zyklus im Dialog mit einem Informationsangebot
von B beginnen können, um die Symmetrie der Gesprächsinitiative zu gewährleisten. (Natürlich
sollte B nur dann ein Angebot bringen, wenn er ein Dialogziel von A antizipieren kann.) Das 'Coun-
ter' von B lösen wir daher auf in eine Sequenz aus einem 'Reject Request' und 'Off er'. Das hat den
erwünschten weiteren Effekt, daß B nicht zu "konstruktiver Kritik" gezwungen ist, denn er kann sich
auf das 'Reject' beschränken und die Initiative an A zurückgeben. Entsprechend wird das 'Counter'
von A aufgelöst in ein 'Reject Offer' und 'Request'.
3.2 Grundschema
Abbildung 2zeigt das modifizierte Übergangsnetz. Die Dialogakte an den Kanten haben zwei Para-
meter, 'A' und 'B'. Sie bezeichnen die Dialogpartner, wobei A derjenige ist, der einen Informations-
wunsch hat und den Dialog im Normalfall ursprünglich initiiert bzw. das "Hyperthema"5 bestimmt.
Der erste Parameter bezeichnet den jeweiligen Sprecher, der zweite den Hörer. Kreise stehen für
Zustände, von denen aus weitere Aktionen ausgehen können; Zustand <1> ist Startzustand. Qua-
drate stehen für terminale Knoten (der Dialog ist beendet worden).
Anhand des bereits eingeführten Dialogbeispiels kann illustriert werden, wie dieses Übergangsnetz
durchlaufen wird. Beispiel2 (Zusammenziehung von J.abis 1.c) zeigt recht gut die Rücksprünge,
die eine Spezifizierung des 'Request' erlauben, sowie die Symmetrie durch den Wechsel zwischen
'Request'- und 'Offer'-Passagen (der Sprecher-/ Hörerwechsel ist dabei genau modelliert). Die
grauen Balken markieren die einem Zyklus zugeordneten Äußerungen. Das Beispiel dürfte auch
deutlich machen, daß die sprachliche Oberflächenstruktur, die benutzten rhetorischen Mittel oder
Interaktionsmodi stark variieren können, ohne die illokutive Strukturzu ändern. Beispielswelse sind
5 In der "Präger Schule" werden nicht explizit genannte Themen, die über den expliziten Themen ste-
























directive \ \ commissive
definitiveM \definitively
(A,B) * 4 (B.A)
diractives: request; accept commissives: offer;promise evaluation: be contented; be discontented
Abb. 2: Ablaufschema von Dialogen zur Informationsgewinnung
"OK." und "Auch gut." oder ein Nicken zu einem gegebenen Zeitpunkt äquivalent und stehen für ein
'Accept'.
Bsp. 2
A: "Wo findet eigentlich die nächste IJCAI statt?"
B: "Moment, ich schau mal nach.
In Australien."
A: "Ja, danke. Aber
wo denn da genau?"
B: "Weiß nicht.
Aber ich kann Dir das 'Call for Participation' zeigen."
A: "OK."
B: "Hier bitte."
A: "Nein, da finde ich auch keinen genauen Ort."
Schau doch Du mal, ob Du ihn findest."
B: "Gerne, ich versuch's mal.
/... Pause...]
Ach nein, wär's nicht einfacher,
ich zeige Dir das Einladungsschreiben?"
A: "Auch gut."




































| Graue Balken markieren jeweils bei Zustand <1> beginnende Zyklen im Dialog.
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3.3 Dialogakttypen
Die zunächst anhand dieses Beispiels illustrierte Bedeutung der einzelnen Dialogakttypen soll nun
genauer umschrieben werden. In Tabelle 1 wird versucht, die Dialogakte in Anlehnung an die
Searle'sche Taxonomie "illokutiver Sprechakte" [Searle, 1979; vgl. auch Searle & Vanderveken,
1985] zu kategorisieren6.































(Schema von p in Klammern)
Wish(HdoesA)
Intention (S does A)
Belief (p)
Intention (S does A)
Wish (H does A)
Belief (p is sufficient)
Belief (p is insufficient)
Wish (not (H does A))
Wish (not (H does A))
Intention (not (S does A))
Intention (not (S does A))
Bezug des Dialogakts zur
Dialoggeschichte
A wird h/er formuliert
A wird /j/erformuliert
p ist im Dialogkontext relevant
A des vorherigen Request
A des vorherigen Offer
p des vorherigen Assert
p des vorherigen Assert
(H does A) des vorherigen
Request
(H does A) des vorherigen
Offer
(S does A) des vorherigen
Offer
(S does A) des vorherigen
Request
S-Speaker, H-Hearer, A-Action, p-Propositional Content
ÄußerungsbezogeneBedingungen werden in Sparte 3 durch das Schemafür p ausgedrückt, z.B. '(H does A)\
Dialogbezogene Bedingungen werden in Spalte 4 aufgeführt. Beide sind "content conditions" nach Searle.
Es fällt auf, daß 'Request', 'Offer' und 'Assert' genau den Searle'schen Grundkategorien "directi-
ves", "commissives" und "assertives" zugeordnet werden können (Entsprechungen zu Searies
"declarations" und "expressives" gibt es bei uns nicht als eigenständige Kategorien). 'Promise' und
'Accept' sind ebenfalls "commissives" und "directives", nur werden hier keine neuen Handlungsan-
weisungen oder -Verpflichtungen formuliert, sondern die vorher formulierten werden übernommen.
Die evaluativen Akte und die 'Withdraw'- und 'Reject'-Akte beziehen sich auch auf die Proposition
früherer Dialogbeiträge, nur werden hierbei die noch offenstehenden Verpflichtungen ad acta ge-
legt. Ihnen ist also gemeinsam, daß unmittelbar darauf jeweils entweder ein Ausstieg aus dem Dia-
log, oder ein Rücksprung an den Anfang folgt (in jedem Fall markieren sie damit das Ende einer
Dialogsequenz).
6 Die Searle'schen Termini haben wir so weit wie möglich übernommen, um keine mi ßverständlichen
Formulierungen einführen zu müssen, "illocutionary point", "sincerity conditions/ psychological State und
"propositional content" sind seine drei wichtigsten Dimensionen der Klassifikation, andere Dimensionen
wie illocutionary force" oder "Status der Dialogpartner" werden hier nicht berücksichtigt.
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Aus dieser Charakterisierung der Dialogakte wird deutlich, daß die zeitlichen Bezüge zwischen Dia-
logakten sehr wichtig sind und weiter spezifiziert werden müssen. Dies ist u.E. am besten mithilfe
des Konzepts der Rollenzuweisung zu erreichen, denn es ermöglicht, die sozialen und zeitlichen
Aspekte unmittelbar miteinander zu verknüpfen. (Es geht in diesem Zusammenhang nicht um die
globalen Rollen des "Informationssuchenden" und des "Informanten", die dialogbezogen sind, son-
dern um "Mikro-Rollen", die von Dialogakt zu Dialogakt wechseln.) In einem Dialogakt nimmt der
Sprecher eine Rolle ein (des Fragenden/ Antwortenden oder des Anbieters oder des Kritikers) und
weist dem Hörer gleichzeitig die jeweils komplementäre Rolle zu. Auf diese Weise werden also Ver-
haltenserwartungen (Rollen) definiert, an denen sich die folgende Reaktion des Hörers orientieren
muß.7 Selbstverständlich sind alternative oder abweichende Reaktionen möglich, sie sind nur im-
mer vor dem Hintergrund der erwarteten zu interpretieren. In Taöe//e2sind für diejenigen Dialogak-
te, die nicht das Ende einer Dialogsequenz markieren, die jeweiligen Folgeaktionen aufgelistet.


















reject (B,A); withdraw (A,B)




'Withdraw', 'Reject' und 'Be discontented' (in Spalte 3) stellen keine idealtypisch erwarteten Dialog-
beiträge da r - im Unterschied zu den anderen. Dagegen wird beispielsweise durch die Formulie-
rung eines 'Request' eine Verhaltenserwartung ausgedrückt, nämlich der Anforderung nachzukom-
men ('Promise') und danach die angeforderte Information zu liefern; ein Angebot ('Offer') wird in
der Regel mit der Erwartung verbunden, daß der Adressat es akzeptiert, usw.
3.4 Weitere Anforderungen
Das oben dargestellte Dialogbeispiel wirkt bei genauerer Betrachtung ein wenig konstruiert. So sind
alle Dialogbeiträge explizit verbalisiert, was in realen Konversationen nicht immer der Fall sein mu ß,
und trotz aller Rücksprünge und Schleifen liegen die Dialogakte auf der gleichen hierarchischen
Ebene, d.h. es gibt keine in sich komplex zusammengesetzten Dialogbeiträge wie z.B. Einschöbe,
Klärungs- oder Meta-Dialoge. Solche sollten aber ebenfalls zugelassen und in einem Schema re-
präsentiert werden. Wie läßt sich etwa Beispiel3 (siehe nächste Seite) - im Kontrast zu Beispiel
2- analysieren?
Es ist zu erkennen, daß hier einige 'Jumps' vorkommen, z.B. taucht kein explizites Versprechen
mehr auf ("mal nachzusehen"), sondern es ist gewissermaßen implizit in der Antwort enthalten. Au-
ßerdem gibt es Passagen, die als komplexe Dialogbeiträge aufzufassen sind, z.B. mit Rückfragen
beginnende eingeschobene Dialoge. Offensichtlich können diese Phänomene durch das Netz in
Abbildung 2 noch nicht ausreichend abgebildet werden.
7. Halliday [1984], dar ein anderes Genre von Dialogen im Auge hat, bei denen auch andere globale
Rollen auftreten, verwendet ebenfalls das Konzept der Rollenzuweisung und unterscheidet u.a. zwischen
"initiating" und "responding roles".
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Bsp. 3
A: "Wo findet eigentlich die nächste IJCAI statt?"
B: " In Australien."
A: "Wo denn da genau?"
B: "Weiß nicht,
das habe ich nicht so genau notiert.
Aber ich kann Dir das 'Cali for Participation' zeigen."
A: "Wieso, was bringt das?"
B: "Da kannst Du selbst nachschauen."
A: "OK."
B: "Hier bitte."
A: "Das ist ja endlos lang.
Wo könnte es denn stehen?"
B: "Irgendwo halt, da gibt es keine Regeln."
A: "Gut,
















Graue Balkan markieren jeweils bei Zustand <1> beginnende Zyklen im Dialognetz der Abbildung 2.
Klammern geben geschachtelte Unterstrukturen an, die selbst wiederum Dialogform haben können.
3.5 Erweitertes Schema
Die Übergänge (Pfeile) in Abbildung 2 wurden bisher als atomare DialogaMe interpretiert. Dies ist
angesichts von Dialogbeispielen wie Beispiel3 nun zu revidieren. Den neuen Anforderungen kann
man gerecht werden, indem für diese Übergänge komplexe Diatogbeiträge eingeführt werden: Je-
der im Hauptnetz vorkommende Dialogakt hat demnach eine innere Struktur, d.h. die Übergänge
haben selbst die Form von Subnetzen. Wir identifizieren drei verschiedene Arten von Subnetzen.
Die Übergänge in den Subnetzen sind entweder
- atomare Dialogakte oder
- 'jumps'oder
- rekursiv andere Subnetze oder vollständige Dialognetze.
Die Unterscheidung DialogaW- D\a)ogbeitrag lehnt sich an diejenige von Fawcett et al. [1988] an,
die "acts" als atomare Sprechhandlungen und "moves" als daraus zusammengesetzte Substruktu-
ren von Dialogen ("exchanges") sehen. In unserer Sicht haben komplexe Dialogbeiträge im Dialog-
verlauf jedoch die gleiche Funktion wie die durch sie "ersetzten" atomaren Akte. Wegen dieser Äqui-
valenz gilt die Kategorisierung von DialogaWen in Kapitel 3.3 auch für komplexe Beiträge, und wir
unterscheiden im weiteren nicht streng zwischen Beitrag und Akt.
Im folgenden sollen die drei Arten von Subnetzen näher erläutert werden. Zur Notation:
• Die bereits eingeführte Notation, z.B. 'Request (A,B)\ ist ab sofort ausschließlich für komplexe
Dialogakte reserviert;
• für atomare Akte wird die Notation 'A: Request' verwendet, wobei A den Sprecher bezeichnet;
• komplexe Akte und Unterdialoge eines Beitrags haben oft einen dritten Parameter (z.B. 'Assert
(A,B, supply contextual information)', der seine Funktion für den gesamten Beitrag skizziert;
• mit 'jump' bezeichnete Übergänge werden ohne explizite Äußerung durchgeführt.
promise (A.B) |
Q *: promise ^ Q
jump
Abb. 3: Subschema für Vromise' (analog •Accept')
Das einfachste Schema ist bei 'Promise (A,B)' und 'Accept (A,B)' gegeben (Abbildung 3). Hier ist
lediglich als Alternative zum expliziten atomaren 'Promise1 - das nur einen möglichen Inhalt hat,
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nämlich zu akzeptieren - ein 'jump' vorgesehen. Die Struktur ist deshalb so einfach, weil das Aus-
handeln der Bedingungen für das Versprechen oder Akzeptieren im vorangehenden Dialog schon
stattgefunden hat. Zustand <2> vor dem 'Promise' ist nämlich genau dadurch charakterisiert, daß




Abb. 4: Subschema für 'Assert'
Für komplexe 'Assert'-Beiträge {Abbildung 4) sieht unser Schema folgende Möglichkeiten vor:
- es kann ausschließlich aus einem atomaren 'Assert' bestehen;
- diesem 'A: Assert' kann ein Dialog folgen, in dem B hierzu weitere Kontextinformation erhebt;








y ^ assert (A,B, ^ N .
f £ supply contextuai \
{ b)—Information) \
/^\-—— T^offer T T
^
dialogue (B,A, identlfy offer)
Abb. 5: Subschema für 'Offer' (analog für 'Requesf,
Withdraw', 'Rejecf, 'Be contented', 'Be discontented')
In dem Schema für 'Offer' hat A die Möglichkeit, zwei Pfade - <a-b-c> oder <a-b'-c> - einzuschla-
gen. Der Rad <a-b-c> kann
- aus einem atomaren 'Offer' bestehen (das 'Assert' <b-c> ist hier implizit, ein 'jump');
- aus einem 'Offer1, gefolgt von einem komplexen 'Assert', das Kontextinformation liefert;
- aus einem 'Offer', gefolgt von einem von B initiierten Dialog, der die Funktion hat, Kontextinfor-
mation zum 'Offer' zu erheben (in diesem Fall hat B das Angebot identifiziert, benötigt aber noch
weitere Informationen, um anschließend (im Hauptdialog) in der Lage zu sein, das Angebot zu
akzeptieren oder abzulehnen).
Beim Pfad <a-b'-c> handelt es sich nicht um das genaue Spiegelbild mit veränderter Reihenfolge,
wenn auch die gleichen Komponenten vorkommen und die Notation die gleiche ist. Hier beginnt A
mit einem komplexen 'Assert', das von einem expliziten 'Off er' gefolgt sein kann. Formuliert A aller-
dings kein solches 'Offer', dann gibt es genau zwei Möglichkeiten:
• B hat erkannt, daß A mit seinem 'Assert' Kontextinformationen für ein 'Offer' liefert (z.B. als Be-
gründung für das Angebot), aber B kann das eigentliche 'Offer' nicht identifizieren - in diesem
Fall kann B zurückfragen, also einen Unterdialog beginnen;
• B genügt die Information aus A's 'Assert', um das unausgesprochene 'Offer' zu identifizieren bzw.
eine vernünftige Hypothese aufzustellen - in diesem Fall kann B auf Rückfragen verzichten, was
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durch ein jump <b -c> ausgedrückt wird. Genaugenommen handelt es sich in solchen Fällen um
indirekte Sprechakte", die von B als solche verstanden werden. Indirekte Sprechakte sind somit
durch das vorliegende Dialogschema ausdrücklich zugelassen.
Die Schemata für die anderen Dialogakte, 'Requesf, 'WithdraW, 'Rejecf. 'Be contented1 'Be
discontented1, haben die gleiche Form, d.h. in Abbildung 5ist jeweils "off e r durch die entsprechen-
de Bezeichnung zu substituieren.
Zum Schluß noch eine Bemerkung zur Besonderheit der 'Assert'-Beiträge, die nun ins Auge fällt.
Sie kommen im Hauptnetz vor sowie in den Subnetzen der Form von Abbildung 5. Die Funktion
von 'Asserts' besteht darin, Informationen zu liefern. Im einem Hauptnetz ist dies die jeweils ur-
sprünglich durch 'Requesf oder 'Offer' angeforderte bzw. angebotene Information. In den Subnet-
zenfür 'Offer', 'Requesf, 'WithdraW, 'Rejecf, 'Be contented' und 'Be discontented' liefern 'Asserts'
dagegen - unaufgefordert - Kontextinformationen zum damit assoziierten Dialogakt. Diese Diffe-
renz soll nicht vernachlässigt werden, sie relativiert aber durchaus nicht die Definition in Kapitel3.3:
Denn welche Art von Information relevant ist, wird in erster Linie dadurch bestimmt, ob das 'Asserf
im Dialog- oder in einem Subnetz vorkommt.




















































































Abb. 6: Struktur von Dialogbeispiel 3. Die Äußerungen des Dialoges (hkuttve Akte) sind grau unterlegt.
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3.6 Struktur des Beispieldialoges
Das Schema von Winograd & Flores wurde für die Implementierung des "Coordinators", eines Mail-
Tools für Gruppenkoordination [Winograd, 1988] als einfaches Übergangsnetzwerk aufgefaßt. Es
ist naheliegend, unsere Schemata für Dialoge und komplexe Dialogakte analog als RTNs ("recur-
sive transition networks") oder ATNs ("augmented transition networks") [vgl. z.B. Winograd, 1983]
zu interpretieren. Dabei wird das ATN anders als bei Satzgrammatiken üblich abgearbeitet [Martin
1985, zit. nach Fawcett et al. 1988]: Satzgrammatiken sind eher "synoptisch", d.h. es entsteht ein
Endprodukt nach dem Generierungs- oder Analyseprozeß. Diskursgrammatiken müssen "dyna-
misch" sein: Es entstehen bedeutungstragende Strukturen bereits während eines Durchlaufs.
Nun können wirdie Analyse des Beispieldialoges als "Trace" eines Durchlaufes durch unsere Netze
darstellen {Abbildung 6). Nach einem ersten Zyklus durch das oberste Dialognetz treten zusam-
mengesetzte Dialogbeiträge auf:
• Das 'Reject Request' ist zusammengesetzt aus dem atomaren 'Reject' selbst und einem atoma-
ren 'Assert1, das in diesem Fall das 'Reject' begründet.
• Die 'Offer'-Sequenz besteht aus dem 'Offer' selbst und einem Unterdialog, in dem es wiederum
um eine Begründung (des Angebotes) geht. Offensichtlich hatte A zwar das eigentliche Angebot
verstanden, kann aberüber Zustimmung oder Ablehnung des Angebotes erst entscheiden, wenn
er mehr darüber in Erfahrung gebracht hat.
• Das 'Assert' ist ebenfalls zusammengesetzt: Mit "Hier bitte." wird z.B. eine Zeigehandlung auf
ein Dokument kommentiert; imfolgenden UnterdialogersuchtA um Hilfestellung für den Umgang
mit dem Dokument, was B zurückweist. B sagt nicht explizit, daß er die Frage nicht beantworten
kann, sondern drückt es indirekt durch sein 'Assert' aus.
• A sieht aufgrund des Unterdialoges ein, daß er von B keine weitere Hilfe (beim Durchsuchen des
Dokumentes) erhalten kann, und gibt sich zufrieden, was erdann durch das 'Assert' kommentiert.
4 Einordnung und Diskussion des Ansatzes
4.1 Computerlinguistische Diskursmodelle
Neben dem starken Bezug unseres Modells zum Ansatz von Winograd & Flores [1986] gibt es theo-
retische Verwandtschaft zu den Vorstellungen von Fawcett et al. [1988] und Mann & Thompson
[1987a, 1987b]. Unsere Vorstellungen zum Dialog insgesamt sind denen von Fawcett et al. ähnlich.
Allerdings beschreiben diese Autoren die innere Struktur von einzelnen Dialogbeiträgen eher ober-
flächlich, während das Modell von Mann & Thompson diese detaillierter beschreibt.
Fawcett et al. wollen eine Grammatik "freier" natürlicher Dialoge entwickeln, die möglichst jeden
Dialog ("exchange"), seine Komponenten (einzelne "moves" und eingebettete Dialoge) und ele-
mentare Dialogakte ("acts") - Komponenten der "moves" - beschreiben kann. Auch diese Autoren
trennen den illokutiven Anteil von Dialogen von anderen Ebenen, z.B. der thematisch-semanti-
schen. Sie beschränken sich in ihrer Arbeit auf die Modellierung der illokutiven Ebene.
Fawcett et al. stehen in der Tradition der "systemic grammar" von Halliday [1985] und verwenden
zur Beschreibung die dort gebräuchlichen "systemischen Netze". Das sind baumförmige Struktu-
ren, mit denen sequentielle und parallele Entscheidungen repräsentiert werden, durch die ein ein-
ze/nerMove zustandekommt. Diese Netze haben sie ergänzt durch Flußdiagramm-Elemente. Da-
mit beschreiben sie sowohl die Abhängigkeiten aufeinanderfolgender Moves eines Dialoges und
dabei stattfindenden Hörer-Sprecher-Wechsel wie auch die Abfolge der Teile eines Moves.
Moves in einem Dialog sind in der Sicht von Fawcett et al. strukturiert. Sie haben einen "head"-Akt
und evtl. vor- und nachgeschaltete "Starter"- und "continuer"-Akte. Der Head-Akt kann unausge-
sprochen bleiben, wenn er vom Hörer rekonstruierbar ist. Im Modell sind auch eingeschobene Dia-
loge vorgesehen, in denen z.B. Begründungen von Aussagen verlangt werden können.
Ihr Vorhaben bezeichnen sie als die Entwicklung einer "local discourse grammar" (LDG). Diese wä-
re noch durch eine übergeordnete "genre grammar" zu ergänzen; diese setzt, in Abhängigkeit vom
Genre, bestimmte Präferenzen unter den Möglichkeiten, die die LDG anbietet.
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Unsere Sichtweise der Struktur einzelner Dialogbeiträge (Moves) ist ähnlich der Sicht der deskrip-
tiven Variante der "Rhetorical Structure Theory" (RST) von Mann & Thompson [1987a, 1987b] auf
Texte. Die RST ist explizit für schriftlich fixierte Texte beliebiger Art entwickelt worden, d.h. für die
zusammenhängende Produktion eines Autors. Weshalb ein Texrmodell relevant ist, scheint zu-
nächst überraschend, aber gut zu rechtfertigen:
• Texte und ihre Komponenten werden von der RST als sehr komplexe illokutive Akte gesehen,
d.h. in Hinblick auf die beabsichtigte Wirkung auf den Leser verstanden und untergliedert. Dabei
untersucht die RST Texte mit unterschiedlicher Illokution; sie betrachtet z.B. Abhandlungen, d.h.
rein informationsvermittelnde Texte (die insgesamt ein sehr komplexes 'Assert' darstellen) eben-
so wie Werbetexte, d.h. Aufforderungen des Lesers zu einer Handlung (die insgesamt 'Requesf-
Charakter haben).
• Man kann die Ansicht vertreten, daß Monologe Sonderfälle eines sehr stark ausgedehnten Bei-
trages eines Sprechers sind. (Diese Sicht taucht auch bei Fawcett et al. [1988] auf.) Damit sind
einzelne Dialogbeiträge wahrscheinlich einfacher, aber nicht grundlegend andersartig struktu-
riert als fortlaufende Texte.8
Die Beschreibungseinheit der RST ist die Textspanne ("text span"). Der Gesamttext wird selbst als
Textspanne beschrieben, die rekursiv in mindestens zwei Subspannen bis hinunter zu atomaren
Textspannen (z.B. Sätze) zerlegt werden. Diese Subspannen haben gewöhnlich verschiedenen
Status: Eine ist der "nucleus", d.h., sie enthält die Kernaussage der Spanne. Er ist insofern dem
"head" eines Moves im Modell von Fawcett et al. [1988] verwandt. Daneben gibt es gewöhnlich min-
destens einen "satellite", dessen Funktion es ist, die Erfolgswahrscheinlichkeit des Nukleus zu erhö-
hen; je nach Illokution des Nukleus ist dies z.B. seine Glaubwürdigkeit oder seine Überzeugungs-
kraft.
Eine Quelle der Kohärenz zwischen diesen Subspannen wird durch die - in der Regel asymmetri-
sche - rhetorische Relation beschrieben. Soll der Leser eine im Nukleus präsentierte Behauptung
glauben, könnten die Satelliten etwa Belege für die Behauptung enthalten (rhetorische Relation
"evidence"); soll der Leser zu einer Handlung aufgefordert werden, können die Satelliten z.B. auf
die Berechtigung des Autors verweisen, zur Handlung aufzufordern ("justify"), die Aufforderung be-
gründen ("motivation") oder Voraussetzungen schaffen, die Handlung zu befolgen ("enablement").
Es wird postuliert, daß mit ca. 20 verschiedenen Relationstypen so gut wie jeder Text analysierbar
ist. Dabei kann es manchmal mehrere gleich sinnvolle, aber verschiedene Analysen eines Textes
geben.
4.2 Pragmatisch orientierte Dialogsegmentierung
Die in Beispiel3 skizzierte Struktur ist zunächst eine reine Komponentenstruktur und ähnelt in die-
ser Hinsicht der "linguistischen Oberfläche" im Diskursmodell von Grosz & Sidner [1986]. Wird das
Beispiel anhand unserer Netze analysiert, erhält man ebenfalls eine solche Struktur als Trace (Ab-
bildung 6). Sie ist jedoch durch "pragmatische Information" angereichert9:
• Die Struktur enthält auch "implizite", pragmatisch bedeutsame Komponenten, für die es im mani-
festen Dialog keine Entsprechung gibt, vgl. Kapitel4.2.1. Dies gilt etwa für alle in Abbildung 6auf-
tretenden 'Promises'.
• Manche Komponenten sind um funktionale Aspekte ergänzt, z.B. 'supply contextual Information".
Dieser funktionale Aspekt ist derjenige, der bei der RST als rhetorische Relation abgebildet wird
und dort weiter spezifiziert wird als im jetzigen Zustand unseres Modells. Eine andere mögliche
Funktion eines Unterdialoges, für den es in der Abbildung kein Beispiel gibt, ist die Identifikation
der Illokution eines Dialogaktes (z.B. 'identify offer') - es handelt sich um einen Meta-Dialog.
Dialogsegmentierung durch unser Modell hat, abgesehen davon, folgende weitere Merkmale:
8 Die qrößere Einfachheit ist zu erwarten, weil in einem Dialog in der von uns betrachteten Form ein
Hörer unmittelbar Rückmeldung geben kann, ob der Dialogakt des Sprechers die gewünschte Wirkung
erzielt hat; dagegen muß bei Texten der Sprecher mögliche Reaktionen des Hörers antizipieren.
?. Grosz & Sidner [19861 gehen ebenfalls über die reine Komponentenstruktur hinaus; das kann hier
jedoch nicht weiter ausgeführt werden.
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• Die Zerlegung der Dialogsegmente bis hinunter zu elementaren Komponenten geschieht durch
rekursive Anwendung von zwei Schema-Grundtypen, "Dialog" und "Dialogakt". Dialoge werden
in Dialogakte, diese wiederum in (Sub-) Dialoge, andere Dialogakte oder elementare Akte zerlegt.
Im Vergleich dazu kennt die RST - als Texttheorie - Rekursion nur desjenigen Schema-Typs,
der unseren Subnetzen entspricht10; dialogförmige Komponenten treten in den von der RST un-
tersuchten Monologen natürlich nicht auf. In Dialogakten vorkommende Subdialoge haben in un-
serer Sicht die gleiche Funktion für den Dialogakt wie die Subspannen einer Textspanne in RST-
Sicht.
• Innerhalb eines Dialogbeitrags von Teilnehmer A kann B Subdialoge initiieren, die als Kompo-
nenten des Dialogbeitrages von Agelten. Daherwird die Struktur nicht nurdes Dialoges, sondern
auch einzelner Dialogbeiträge von beiden Teilnehmern bestimmt.
• Wie in der RST gibt es die Idee der Nuklearität. Die Komponenten von Dialogakten haben ver-
schiedene Funktion und verschiedenen Status. Der Teil, der auch den Typ des Dialogaktes an-
gibt, entspricht dem Nukleus; erträgt die Illokution. Der andere Teil erhöht die Erfolgswahrschein-
lichkeit des Nukleus und entspricht dem Satelliten.
4.2.1 Implizite und indirekte Dialogakte
Am Beispieldialog wurde gezeigt, daß Dialogakte unausgesprochen bleiben können. An den ent-
sprechenden Stellen im Dialogakt-Schema gibt es einen 'jump'-Übergang. Wenn es der die Illoku-
tion tragende Anteil eines komplexen Dialogaktes ist, der fehlt, während Kontextinformation vermit-
telt wird, trägt letztere (möglicherweise komplexe) Komponente allein die Illokution des gesamten
Dialogaktes. Das ist mit der üblichen Definition von indirekten Sprechakten gut vereinbar [Searle,
1975]. Die Illokution (Sprechabsicht) kann vom Hörer aufgrund der Kontextinformation und auf-
grund der aktuellen Position im Netz rekonstruiert werden.
Diese Möglichkeit ist in der RST nicht vorgesehen, denn -wie Mann & Thompson [1987a] zeigen
- ein schriftlich fixierter Text wird inkohärent, wenn seine Nuklei ausgelassen werden. Wie der Fall
indirekter Dialogakte zeigt, ist es für die Betrachtung von Dialogen nützlich, implizite nukleare Teile
zuzulassen (vgl. der "head" eines Moves bei Fawcett et al. [1988], der fehlen kann, wenn er rekon-
struierbar ist).
4.2.2 Meta-Dialogakte
Meta-Dialogakte sind solche, deren Inhalt sich auf den Zustand des Dialoges auf der Objektebene
bezieht [vgl. z.B. Sanford & Roach, 1986]. Von diesen werden im folgenden nur solche betrachtet,
in denen es um den aktuellen Zustand der illokutiven Ebene des Dialoges geht. Eine Meta-Äuße-
rung des Dialogteilnehmers A kann eine von zwei Funktionen haben:
• den Übergang im Netz bezeichnen, den A vollzogen hat oder vollzieht (z.B. "Ich mache hiermit
einen Vorschlag"), oder dazu dienen, einen Übergang von B zu identifizieren (z.B. "War das so-
eben ein Vorschlag?"). Diese Gruppe von Akten und damit initiierter Dialoge hat den Zweck, aus-
gedehntes Backtracking oder ausgedehnte Verwaltung von alternativen Möglichkeiten, den Dia-
log zu gliedern, überflüssig zu machen.
• B auffordern, einen ganz bestimmten Übergang zu vollziehen (z.B. "Mach' Dueinen Vorschlag").
Ein Dialognetz oder Subnetz wird hiertemporär modifiziert, indem einzelne der Übergänge in den
Abb//dun5en2-5gesperrtwerden. ÜberdiesesMeta-'Request' kann ebenso verhandelt werden
wie über ein 'Requesf auf der Objekt-Ebene, auf der während dieses Aushandelns der Zustand
<1 > jedoch noch nicht verlassen wird. Wenn B das Meta-'Requesf akzeptiert, ist im Objektnetz
nur noch der Übergang von <1> nach <2'> offen.
Die zweite Gruppe von Meta-Dialogen ist in unser Dialogmodell noch nicht befriedigend integriert.
Die erste Gruppe wird dagegen in unserem Modell wie folgt behandelt:
10. Um diese Entsprechung zu zeigen, ist es günstig, den inzwischen fallengelassenen Schema-Begriff
der RST [Mann & Thompson, 1987b] wiederzubeleben: Ein Schema war definiert durch alle möglichen
rhetorischen Relationen zwischen einem Nukleus-Typ und mindestens einem Satelliten; das 'Request'-
Schema hatte als Nukleus eine Aufforderung und enthielt die Relationen "enablement" (z.B. eine Instruk-
tion, wie die Aufforderung erfüllt werden kann) und "motivation".
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• Kontextinformation eines Dialogbeitrages kann Meta-lnformation über den Typ des Dialogaktes
sein. Ein anderes Beispiel sind Subdialoge, die der Auflösung indirekter Diatogakte dienen. Sie
können in der Interaktion mit einem Rechner v.a. deshalb nötig sein, weil dem Rechnerdas Identi-
fizieren von indirekten Akten durch Inferenzprozesse nur selten möglich sein wird.
• Ein 'Promise1 von B ist im Grunde eine Meta-Aussage - sie bringt auf der Objekt-Ebene keine
neue Information, sondern drückt nur aus, daß B die erwartete Reaktion auf A's Anfrage bringen,
also nicht die Beantwortung ablehnen wird. Das 'Promise'-Netz hat daher eine sehr einfache
Struktur. Meist bleibt das 'Promise' implizit; explizite 'Promises' können in der Interaktion mit ei-
nem Rechner z.B. dann sinnvoll sein, wenn die Beantwortung einer Anfrage zeitaufwendig ist und
der Benutzer Rückmeldung braucht. Entsprechendes gilt für das 'Accept'.
5 Anwendung und Ausblick
Zukünftige Arbeiten werde n in zwei Bahnen verlaufen. Wie betont wurde, ist das vorgestellte Modell
ein TeitmodeW, das die illokutive Ebene von informationssuchenden Dialogen beschreibt. Einerseits
ist dieses Teilmodell noch ein wenig weiter auszuarbeiten, indem mögliche rhetorische Beziehun-
gen zwischen Komponenten in Subnetzen ahnlich wie in der RST weiter ausdifferenziert werden.
Bisher wurde lediglich unspezifisch von "Kontextinformation'' gesprochen. Andererseits ist unser
illokutives Modell, das die konventionelle Ebene berücksichtigt, mit wetteren Modellierungsansät-
zen zu verknüpfen, die orthogonal dazu stehen und z.B. Kriterien für verschiedene Aspekte der Re-
levanz von Dialogbeiträgen liefern [vgl. z.B. Thiel, 1990, der die intentionale Ebene stärker betont].
In diesem integrierten Modell kommen auch thematisch-semantische Aspekte mehr zur Geltung.
Parallel dazu soll dieses schrittweise entstehende Gesamtmodell der Implementierung einer multi-
modalen Benutzungsschnittstelle für ein Informationssystem zugrundegelegt werden. Die Benut-
zereingaben bestehen aus graphischen Operationen und dem Ausfüllen von Formularen, die ab-
hängig vom Dialogakttyp in unterschiedlicher Form vom System angeboten werden. Für die
Formulargenerierung sind unsere Überlegungen zu Kategorisierung von Dialogakten, Unterschei-
dung von Meta- und Objekt-Ebene und rhetorischen Beziehungen in Dialogbeitragen wichtig. Z.B.
kann ein 'Accept', das bekanntlich keinen neuen Inhalt einführt, anders präsentiert werden als ein
' Requesf (Tabelle 1); Formulare oder M enüs für erwartete Dialogakte können visuell auffälliger prä-
sentiert werden als solche für alternative Reaktionen (Tabelle 2). Vor allem soll versucht werden,
die Strukturierung in Haupt- und eingeschobene Dialoge transparent zu machen.
Eine weitere Komponente der multimodalen Benutzungsschnittstelle wird ein Generierungssystem
für natürliche Sprache sein [vgl. Bateman et al., 1990], das in das Dialogmodell eingebunden wer-
den soll.
Eine prototypische formularbasierte Dialogschnittstelle zu einem Konferenzen-Informationssystem
wird gegenwärtig unter Verwendung von HyperNeWS entwickelt, wobei die hier angesprochenen
Konzepte sukzessive umgesetzt werden.
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X n h a l x.
Zur Funktion des Beratungssystems




Semantische Äquivalenzen zwischen Merkmalen




Konsistenzprüfung und -herstellung der Quelldaten
4. Schlujäbemerkung
Referat
Am Beispiel eines Informations- und Beratungssystems zu
elektronischen Bauelementen wird die Notwendigkeit fachspe-
zifischer Hintergrundintelligenz als Voraussetzung einer
semantisch korrekten Kommunikation zwischen Nutzer und Sys-
tem dargelegt. Hierzu zählen u.a. die Intellektualisierung
der Recherche durch Explizierung impliziter Redundanzen
zwischen Merkmalen oder Merkmalswerten, wissensbasierte
Systemselbstorganisation und die Berücksichtigung der Situa-
tionsabhängigkeit und Dynamik des Fachwissens. Anhand der
Konsistenzprüfung u.-herstellung der Quelldaten wird ein
Konzept zur Verarbeitung heuristischen Wissens auf der Basis
einer worst-case-Strategie und der Fuzzy-Mengen erörtert.
Das informationstheoretische Umfeld wird dabei einbezogen.
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1. Zur Funktion des Beratungssvstems
Am Beispiel eines wissensbasierten Informations- und Bera-
tungssystems zu elektronischen Bauelementen soll deutlich
gemacht werden, daß pragmatisches Herangehen an ein Informa-
tionsproblem mehr bedeutet als eine einfache softwaretech-
nische Umsetzung der Nutzerforderungen. Mindestens ebensol-
che Aufmerksamkeit beim Systementwurf verdienen die Berück-
sichtigung der konkreten Eigenschaften des jeweils repräsen-
tierten Fachgebietes (Gegenstandsbereich), dessen Eigendyna-
mik, sowie Besonderheiten, die aus der jeweils gewählten
maschinellen Repräsentation des Fachwissens resultieren.
Die Datenbasis des hier untersuchten Informations- und
Beratungssystems stellen zentral erfaßte Bauelementedaten
dar, die zu technisch-funktionalen, ökonomischen und sorti-
mentsstrategischen Sachverhalten informieren. (Tripel der
Form Objekt - Attribut (Merkmal) - Instanz (Merkmalswert) )
Betrachtet man die auf der Basis dieser Daten bearbeitbaren
Problemklassen, so bieten sich zunächst Funktionen eines
einfachen Recherche- oder Informationssystems an:
- Information zu den Daten eines vorgegebenen Typs (Nutzung
des Systems als "Datenbuch")
- Selektion aller Bauelemente, die bestimmten funktionalen
Anforderungen genügen
- Suche nach Äquivalenztypen und Informationen über den Grad
der technischen Äquivalenz des Vergleichstyps
Derartige Funktionen sind für einen breiten Anwenderkreis
interessant, der die folgenden Nutzerklassen einschließt:
- Ingenieure und Naturwissenschaftler mit elektronikorien-
tiertem Arbeitsgebiet
Hierin ist die Gesamtheit der Arbeitsaufgaben von der
Forschung (z.B. Schaltungsentwicklung) bis zur Produktion
(z.B. Technologie) enthalten.
- Reparatur- und Wartungspersonal elektronischer Geräte
- Ökonomen
2. Klassische Ansatzpunkte wissensbasierter Prozesse
Allerdings kann mit einem solch einfachen Informationssystem
nur ein geringer Teil der Arbeitsaufgaben rationalisiert
werden, mit denen die Nutzer tagtäglich konfrontiert werden.
Neue, weitergehende Nutzerforderungen werden entstehen. Um
diesen Forderungen entsprechen zu können, ist die Erweite-
rung des Informationssystems durch Expertensysteme zum In-
formations- und Beratungssystem erforderlich und üblich. In
unserer konkreten Applikation, die sich zunächst nur mit der
Teilmenge "Bipolartransistoren" aus dem Gesamtfonds elektro-
nischer Bauelemente befaßte, bedeutete das die Implementie-
rung von Beratungsfunktionen zu folgenden Problemstellungen:
- Bestimmung eines für eine bestimmte Anwendung privilegier-
ten Bauelementes aus der Gesamtmenge der Objekte, die
bestimmten technischen Anforderungen genügen (Rangierung)
Privilegiert kann ein Objekt infolge der Anzahl seiner
Äquivalenztypen, des Preises oder des Herstellers sein.
- Suche nach Informationen über das Zusammenwirken von Bau-
elementen (Bsp.: Komplementärtransistoren für Gegentakt-
schal tungen)
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- Überblicksinformationen über Bauelemente unter verschie-
densten Gesichtspunkten (Sortimentsüberwachung und Ent-
wicklungsschwerpunkte einer Konkurrenzfirma, gegenwärtig
erreichte Grenzwerte bestimmter Technologien ...)
- Überführung erprobter Schaltungen in fortschrittlichere
Technologien, z.B.
Standardgehäuse — > SMD-Gehäuse (Volumenminimierung)
TTL-Technologie — > Low Power Schottky-TTL (Energieeinspa-
rung)
- Überarbeitung von Schaltungen unter dem Aspekt der Kosten-
minimierung
- Ersatzbestückung bei Reparaturen an Import- / Altgeräten
- Informationen zu "neuen" Bauelementen
("Neu" kann ein Bauelement unter verschiedensten Aspekten
sein, z.B.hinsichtlich seiner Verfügbarkeit, seiner Seri-
enproduktion oder seiner Musterentwicklung.)
- Unterstützung bei Spezialproblemen
(Hier sind dem Erfindergeist keine Grenzen gesetzt, als
repräsentative Problemstellungen seien genannt:
- Berechnung der Verlustleistung von SMD-Bauelementen auf
verschiedenen Trägermaterialien
- Kühlkörperdimensionierung
Durch die in den Beratungsfunktionen enthaltene Informati-
onsaufbereitung wird eine Nutzung des Informationssystems
auch solchen Personengruppen ermöglicht, die über keine
direkten Bauelementekenntnisse verfügen. (z.B. Management)
3. Zur Notwendigkeit fachgebietsspezifischer Hintergrundin-
tel 1igenz
Wie bereits erwähnt, stellen diese klassischen Ansatzpunkte
für wissensbasierte Prozesse nur eine Hälfte der Intelligenz
eines wirklichen Beratungssystems dar.
Die andere Hälfte wird von den Prozessen gebildet, deren
Notwendigkeit für die Lösung seiner Probleme sich der Nutzer
nicht explizit bewußt ist, die aber deshalb nicht minder
signifikant sind. Die Ursachen dieses Nichtbewußtseins der
Bedeutsamkeit bestimmter wissensbasierter Unterstützungs-
funktionen liegen insbesondere in
- der Unkenntnis der Struktur und der Inhalte der Datenbasis
- der Unkenntnis der genauen Systemarchitektur und -Organi-
sation (Recherchestrategie, Wissensrepräsentation)
- der ungenügenden Fachgebietskenntnis, besonders bezüglich
Situationsabhängigkeit und Dynamik von Wissen
- der Unkenntnis bestimmter vom Datenbasisproduzenten vorge-
gebener Restriktionen.
Da die Notwendigkeit derartiger wissensbasierter Systemkom-
ponenten oft unterschätzt wird, werden im folgenden diesbe-
zügliche Ansatzpunkte dargestellt und Lösungswege gezeigt.
3.1. Intel lekt.ual isierung der Recherche
3.1.1. Explizierung semantischer Äquivalenzen zwischen Merk-
malen
Das erste, wohl allen Expertensystementwicklern bekannte
Problem stellt die Unvollständigkeit der verfügbaren Infor-
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mationsbasis dar. So geben manche Bauelementehersteller
typische Werte, andere dagegen garantierte Mindestwerte
(minimale / typische Transitfrequenz fimin» ^Ttyp) an- Zu
bestimmten Merkmalen ist auch die Angabe oberer Grenzwerte
usus (Kollektorspitzenstrom Icmax^- Darüberhinaus sind zu
bestimmten Bauelementen einfach nicht alle Kennwerte be-
schaffbar .
Einen Ausweg stellt das situationsabhängige Generieren feh-
lender Werte durch Explizierung impliziter Redundanzen zwi-
schen Attributen dar. Diese impliziten Redundanzen basieren
auf semantischen Ähnlichkeiten zwischen Bauelementemerkma-
len. Wir nennen diese Form intelligenten Information Retrie-
vals "Intellektualisierung der Recherche".
Unter der Intellektualisierung der Recherche durch das Ex-
plizieren semantischer Äquivalenzen zwischen Merkmalen
verstehen wir eine automatisierte Erweiterung einer Nutzer-
anfrage
? 6b(ai) { 0y: (Xiy e W) }
Lies: Die Anfrage ö^ zum Merkmal a^ selektiert alle die
Objekte (Bauelemente) 0y, für die gilt: Der Merkmalswert x^y
ist Element des vorgegebenen Wertebereiches W.
durch das Informationssystem zur Anfrage
? (6b(a1) { 0y: (xiy € W) } v öc(aj) l 0y: (xjy 6 Wj).
(Der zusätzliche Zählindex der Anfrage dient zur Unterschei-
dung der Ursprungsanfrage (Index 1) von den systemgenerier-
ten Ergänzungsfragen (Index 1, 2, 3, ... ).)
Das bedeutet, daß die Ursprungsfrage in zwei Einzelanfragen
8jD(ai) und 6c(aj) zergliedert wird, deren Ergebnisse logisch
ODER-verknüpft werden.
Eine solche Inte 11ektualisierung wird dann nötig, wenn zum
Merkmal aj, auf das die Ursprungsfrage ? öb(ai) Bezug nimmt,
die Instanzen Xj y zu einigen Objekten leer sind und folglich
nicht im geforderten Wertebereich W liegen, ("unechte Ant-
wort") Es ist aber durchaus möglich, daß die real existie-
rende, aber eben nicht in der Datenbank enthaltene Instanz
Xj y zum Objekt 0y innerhalb des Wertebereiches W liegt.
Derartige Objekte werden durch die Erweiterung der Anfrage
ermittelt. Die Automatisierung dieses Prozesses hat den
Vorteil, daß dem Nutzer dabei die Kenntnis der konkreten
inhaltlichen Struktur der Datenbank, die Kenntnis der ange-
wandten Regel sowie die augenblickliche Erinnerung an diese
Regel abgenommen werden.
Die Intel 1ektualisierung der Recherche beinhaltet zwei
grundlegende Probleme.
1. Auf welches semantisch nahestehende, alternative, Re-
cherchemerkmal ist die Recherche auszuweiten?
2. Welcher Wertebereich ist für die Instanzen Xj y zu diesem
alternativen Recherchemerkmal aj festzulegen, innerhalb
dessen die Objekte 0y als relevant ausgewiesen werden
sollen?
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zu 1. Zur Intellektualisierung der Recherche kommen vor
allem solche Regeln in Frage, welche in der Datenbank ent-
haltene implizite Redundanzen über die Ausnutzung physikali-
scher Gesetze explizieren. Der Vorzug dieser Regeln besteht
darin, daß sie eine hohe Sicherheit bieten und der System-
vorschlag vom Nutzer leicht nachvollzogen werden kann.
Allerdings läßt sich bei der Beschränkung auf Regeln dieser
Art nicht zu jedem Merkmal ein alternatives Recherchemerkmal
angeben.
zu 2. Die Entscheidung zum Wertebereich der Instanzen des
alternativen Recherchemerkmals wird fachgebietsabhängig zu
treffen sein und ist mit der Konzeption des Gesamtsystems
zur Verarbeitung unsicheren und ungenauen Wissens sowie den
entsprechenden Nutzerforderungen in Einklang zu bringen.
Theoretisch läßt sich dieses Problem auf die zur Dokumenten-
information hinreichend diskutierte Entscheidung zwischen
einer hohen Vollständigkeitsrate oder einer hohen Genauig-
keitsrate transformieren. Eine solche Analogiebetrachtung
ist möglich, da weder im Falle fehlender Instanzen zu einem
Merkmal noch bei Dokumenten eine direkte Recherche möglich
ist. Bei Dokumenten erfolgt der Umweg über die Indexierung
mit Deskriptoren und Klassifikatoren, bei Fakten über ein
alternatives Recherchemerkmal. Die zur Bewertung dieser
indirekten Recherche notwendigen Kennziffern Vollständigkeit
und Genauigkeit werden bei /SALTON, McGILL 1983, S.175,
S.186/ dargestellt.
Anzahl der nachgewiesenen relev. Objekte
Vollständigkeit R=
(recall) Anzahl aller relev. Objekte der Datenbank
Anzahl der nachgewiesenen relev. Objekte
Genauigkeit P =
(precision) Anzahl aller nachgewiesenen Objekte
Diese indirekte Recherche bewirkt, daß plötzlich auch bei
Faktendaten Vol1ständigkeits- und Genauigkeitsrate indirekt
proportional sind. Ein sehr eng gefaßter Wertebereich zum
alternativen Recherchemerkmal bewirkt hohe Genauigkeit bei
beschränkter Vollständigkeit, umgekehrt führt ein weit ge-
faßter Wertebereich zu einer sehr hohen Vollständigkeit bei
geringerer Genauigkeit . Da beide Kennziffern orthogonal
zueinander sind, also nicht gleichzeitig erfüllt werden
können, muß ein Konzept vorgelegt werden, welches die zu
treffende Entscheidung fachgebietsspezifisch begründet.
Wir vertreten die Auffassung, daß eine solche Festlegung des
Wertebereiches W der alternativen Recherchefrage am günstig-
sten ist, bei der die Genauigkeit gegen 1 geht. Daß bei ei-
ner solchen Zielstellung die Vollständigkeit deutlich unter
100 % absinken kann, wird dabei bewußt in Kauf genommen.
Warum das? Betrachtet man nur die Ursprungsanfrage ? öbCa^),
so ergeben sich dafür die Idealwerte R=l, P=l. Da wegen der
Existenz leerer Instanzen aber die Zahl der relevanten Ob-
jekte der Datenbank ungleich der Anzahl der in der tatsäch-
lich relevanten Objekte ist, muß zusätzlich die Bewertungs-
größe "Pertinenz" berücksichtigt werden.
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Zahl der nachgewiesenen relev. Objekte
Pertinenz = — —
Zahl relev. Objekte der objektiven Realität
Durch die ergänzende Suchfrage soll folglich die Pertinenz
erhöht werden. Der Sinn dieser ergänzenden Recherchefrage
würde jedoch in Frage gestellt, wenn dadurch die Genauigkeit
der Gesamtanfrage vom Idealwert 1 abweichen würde, d.h.,
wenn irrelevante Objekte als relevant vorgetäuscht würden.
Solcher Abfall (Ballast) könnte schwerwiegende Folgen haben,
wenn auf der Basis eigentlich ungeeigneter Bauelemente
Schaltungen entwickelt bzw. wenn ungeeignete Bauelemente in
bestehende Schaltungen eingesetzt würden. Im Sinne der
Garantiepflicht für vom System unterbreitete Vorschläge kön-
nen keinerlei Abstriche von der Genauigkeit 100 % zugelassen
werden. Eine Pertinenz < 100 % hat bei weitem unkritischere
Auswirkungen. Im Falle einer zu geringen Anzahl relevanter
Objekte hat der Nutzer immer noch auf der Basis seiner eige-
nen Intelligenz und Verantwortung die Möglichkeit, weitere
relevante Objekte durch eine Erweiterung des Wertebereiches
zu ermitteln.
Wir meinen, nur durch diese Vorgehensweise unserer Verant-
wortung als Systementwickler gerecht werden zu können und
betrachten darüberhinaus vertrauenswürdige Systemvorschläge
und Antworten als grundlegend für die Akzeptanz von Informa-
t ionssystemen.
Bsp. für die Bestimmung des Vergleichswertes der ergänzen-
den Anfrage
Ursprungsanfrage
? ßbl<Ptot> t 0y: xptot.y > 40 W }
systemgenerierte Ergänzungsfrage
? 6b2<pcol> t °y: xpcol.y > 40 W }
Die Gesamtverlustleistung Ptot setzt sich zusammen aus der
Kollektorverlustleistung PCol über der Kollektor-Basis-
Diode, der Durchlaßverlustleistung Pß-E über der Basis-
Emitter-Diode und aus Bahnwiderstandsverlusten Pbahn-
Normalerweise sind Pg-E und Pbahn vernachlässigbar klein.
Bei Bipolartransistoren mit kleiner Stromverstärkung kann
Pg_E in Extremfällen bis zu 10 % von Pcol betragen, und es
muß deshalb zwischen Pcoi und Ptot unterschieden werden.
Es gilt also: Pcol =0.9 ... 1 Ptot
Die systemgenerierte Ergänzungsfrage nimmt den worst case-
Fall an und wählt den ungünstigsten, also größten, Ver-
gleichswert aus dem sinnvollen Intervall 36 W - 40 W aus.
Im Diskursbereich elektronischer Bauelemente treten auch
Probleme auf, in denen der alternativen Recherchefrage ein
variabler, von Merkmalswerten anderer Merkmale abhängiger
Vergleichswert zugewiesen werden muß. Da die Erörterung
derartiger Sachverhalte aber tieferes Eindringen in bauele-
mentephysikalische Zusammenhänge erfordert und zu keinen
grundlegend neuen Erkenntnissen führt, soll sie entfallen.
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3.1.2. Explizieren semant. is^hsr Äguival enyen zwischen Merk-
mal swerten
Außer durch das bisher dargestellte Verfahren, semantische
Äquivalenzen zwischen Attributen zu explizieren, kann die
Recherche auch durch das Darstellen von semantischen Äqui-
valenzen zwischen den Werten bestimmter Merkmale intellek-
tualisiert werden. Am Beispiel des Merkmals "Gehäusebezeich-
nung" soll das dargestellt werden.
Tatsache ist, daß völlig identische Gehäuse in verschiedenen
Ländern mit verschiedenen Bezeichnungen belegt werden.
Infolge fehlender Fachkompetenz ist der Quelldatensammler
(Datenbasisproduzent) nicht in der Lage, derartige Äquiva-
lenzen zu erkennen und eine Transformation der Gehäusebe-
zeichnung in die in Deutschland übliche Bezeichnung vorzu-
nehmen. Stattdessen enthalten die Quelldaten die Bezeich-
nung, die die Quelldatensammler in der ihnen zur Verfügung
stehenden Quelle vorfanden. Derartige Äquivalenzen bestehen
z.B. zwischen den Bezeichnungen TO-202 und SOT-32. /vgl.
HALB 1985, S. A 50 - A 51 / Aber nicht nur vollständige
Identitäten zwischen Typbezeichnungen sollten dem Nutzer
transparent gemacht werden, um bedarfsweise die Suchfrage
erweitern zu können. Ebenso kann es für den Nutzer hilfreich
sein, wenn auf Gehäuse mit im Vergleich zum gefragten Gehäu-
se identischen Abmaßen und sich unterscheidenden Pinbele-
gungen bzw. Gehäuse mit ähnlichen Abmaßen (z.B. metrische /
zoll ige Pinabstände) hingewiesen wird. Gerade die neuartigen
Montagetechnologien ziehen ständig neue Gehäusearten nach
sich. Die deshalb notwendig werdende sukzessive Erweiterung
des diesbezüglichen Systemwissens erfordert aus Ubersicht-
lichkeits-, Effektivitäts- und semantischen Integritätsgrün-
den eine wissensbasierte Programmierung.
3.. 1.3. Abhängigkeitsberücksichtigung zwischen Merkmalen
Insbesondere für technische und ökonomische Informationssys-
teme ist es charakteristisch, daß eine Vielzahl von Daten
situationsabhängig ist. Diese Situationsabhängigkeit ist dem
Systemnutzer nicht immer bewußt. Ein weiterer Ansatzpunkt
zur Intellektualisierung der Recherche besteht deshalb da-
rin, zusammengesetzte Anfragen dahingehend zu überprüfen, ob
bei der Verknüpfung mehrerer Einzelanfragen eventuell derar-
tige Situationsabhängigkeiten übersehen und Objekte deshalb
fälschlicherweise als relevant ermittelt wurden.
Am Beispiel der Bipolartransistoren soll das verdeutlicht
werden:
Sowohl konventionelle Bauelementeinformationssysteme in
Buchform wie auch der maschinenlesbare BEDAT-Dienst haben
die Eigenschaft, daß die gegebenen Werte zu recherchierbaren
Merkmalen teils als unter optimalen Bedingungen erreichbare
Grenzwerte, teils in Bezug auf einen bestimmten Transistor-
arbeitspunkt, also bei charakteristischen Werten der zu
diesem Merkmal existierenden Parametermerkmale, angegeben
werden. Diese Unterscheidung ist für den nicht 100-prozentig
fachkundigen Nutzer während des Recherchevorgangs nicht
unmittelbar augenfällig, sondern kann dann frühestens bei
der Datenausgabe bemerkt werden.
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Nimmt ein Nutzer in einer UND-verknüpften Anfrage
i) fl ... , i e l...m
auf mehrere Merkmale aj Bezug, so ist es durchaus möglich,
daß zwischen diesen in der Anfrage verwendeten Merkmalen
Abhängigkeiten im Sinne einer UND-Verknüpfung eines selb-
ständigen Merkmals mit einem seiner Parametermerkmale beste-
hen. Damit trifft der Nutzer unbewußt eine Aussage hinsicht-
lich der Bedingungen, unter denen die Instanzen zum selb-
ständigen Merkmal den dazu vorgegebenen Wertebereich W er-
füllen müssen. Sind die vom Nutzer geforderten Bedingungen
('Wertebereich zum Parametermerkmal) schärfer als die in der
Datenbasis angegebenen Bedingungen zum selbständigen Merk-
mal, so bedeutet das, daß die zum selbständigen Merkmal
erreichbaren Werte schlechter als die im Datenfonds enthal-
tenen Werte sind. Diese Abhängigkeit zwischen Attributen
wird bei einer Recherchestrategie nicht berücksichtigt, bei
der jede Einzelanfrage als unabhängig angesehen wird. Das
führt dazu, daß nicht alle bei der Recherche relevant ermit-
telten Objekte in praxi auch wirklich relevant sind.
Bsp. :
6a(Ic){0y: xICjy>=6000 mA} fl öb(fTtyp){0y:xfTtyp,y>=25 M H z
Die einfache Datenbankrecherche würde hier auch den Tran-
sistor KU.606 (CSFR) als relevant ermitteln.
In der Quelldaten enthaltene Daten zum KU.606:
Ic [mA] : 8000
fTtyp [MHz]: 26 bei fmeJ3 [MHz]: 3
bei U C E 0 [V] : 10
bei Ic [mA] : 500
In der Realität erreicht ein mit 8 A Gesamtverlustleitung
belasteter KU.606 jedoch keine typische Transitfrequenz
von 25 MHz mehr.
3.2. Decodierung komplexer chiffrierter Aussagen
Allgemein gelten Decodierungen als Musterbeispiel algorith-
mischer Prozesse. Daß wir aber Decodierungen als einen An-
satzpunkt für wissensbasierte, also deklarative, Programmie-
rung betrachten, liegt in der hohen Erneuerungsrate und dem
daraus resultierenden Innovationspotential elektronischer
Bauelemente begründet. Das äußert sich in einer kontinuier-
lichen Erweiterung deren Funktionsvielfalt, Einsatzmöglich-
keiten, Herstellungstechnologien, Gehäusearten usw. Da aus
Speicherplatzgründen Aussagen zu mehreren Merkmalen vom
Datenbankproduzenten verschlüsselt worden sind, ist eine
ständige Aktualisierung der Schlüssellisten erforderlich.
Die Möglichkeit zur inkrementellen Systemmodifikation ist
aber einer der Hauptvorzüge deklarativer Programmierung,
deshalb ist diese Softwaretechnologie hier sinnvollerweise
anzuwenden.
Decodierprozesse können deshalb unter den konkreten Bedin-




Unter dieser Überschrift läßt sich eine Vielzahl von Funkti-
onen realisieren, wir beschränken uns hier auf die
1. Schnittstellenintellektualisierung im Sinne echter Feh-
lertoleranz bei Nutzereingaben
2. Automatische Datenfondsaktualisierung
zu 1. Da Kommunikation und Dialog eigentlich nur zwischen
weitgehend unabhängigen Instanzen mit Eigendynamik stattfin-
den können, kommen aus der Sicht der Informatik als Kommuni-
kationspartner nur ein Prozeß in Betracht. Das heißt, daß
dem Nutzer ein intelligentes System als Gesprächspartner
gegenüberstehen muß.
Diese Vorgehensweise ist auch deshalb erforderlich, weil die
Datenbasisproduzenten nicht in der Lage sind, die von ihnen
selbst vorgegebenen Regeln zur Bildung der Typbezeichnung
konsequent einzuhalten. So wird ein und derselbe Schaltkreis
sowohl als "Z.8536.PS" wie auch als "Z.8536/PS" bezeichnet.
zu 2. Um den wettbewerbsentscheidenden Wert automatisierter
Informationssysteme voll zur Geltung bringen zu können, muß
die Datenbank stets aktuell sein.
Für die Aktualisierung gibt es verschiedene Konzepte:
- Aktualisierung beim Quelldatenerstel1 er und jeweils Lie-
ferung des Gesamtdatenfonds
- lediglich Lieferung neuer oder aktualisierter Datensätze
und deren Ergänzung durch den Informationssystembetreiber
- Aktualisierungsvergleich zwischen zwei Anwenderdatenbanken
- Aktualisierung durch Daten anderer Anbieter
Die Problemlösung ist hierbei auch über ein prozedurales
Programm zu jedem Aktualisierungskonzept denkbar. Die aus
dem Bauelementeinnovationszyklus resultierende Forderung
nach ständiger Erweiterung und Anpassung der Aktualisie-
rungsprogramme stellt aber auch hier ein wichtiges Argument
zugunsten wissensbasierter Programmierung dar.
3.4. Konsistenzprüfung und -herstellung der Quelldaten
Es ist wohl unumstritten, daß die Konsistenz der Wissensbank
die "Voraussetzung für eine korrekte und vollständige Pro-
blemlösung durch das Expertensystem ist." / BRAINWARE 1985,
S.21/ Mit der eigentlichen Funktion eines Informations- und
Beratungssystems hat die Konsistenzprüfung und -herstellung
der Quelldaten kaum etwas zu tun. Vielmehr handelt es sich
hier um ein unabhängiges zweites wissensbasiertes System,
welches nur dann realisiert werden muß, wenn der Quelldaten-
sammler die Richtigkeit der von ihm bereitgestellten Daten
nicht garantieren kann.
Das Wesen des hier dargestellten Informationsgenerierungs-
prozesses besteht darin, durch Anwendung von Regeln mit
beschreibbarer Vagheit auf zunächst ebenfalls ungesicherte
Daten eine Unbestimmtheitslage zu explizieren (1. informa-
tioneller Prozeß). In einem 2. informationeilen Prozeß unter
Anwendung weiterer Regeln mit definierter Vagheit wird eine
Auflösung der Unbestimmtheitslage durch Generierung der die
Unbestimmtheit verursachenden Instanzen angestrebt.
363
Konsistenzprüfung und -herstellung sind verwandte Prozesse
und können gemeinsam bei einer Wissensbankkonsultation abge-
arbeitet werden. Der enge Zusammenhang zwischen Prüf- und
Generierungsregeln resultiert daraus, daß jede Prüfung
eines in der Datenbank Fr" enthaltenen Merkmalswertes Xjy
auf der Generierung eines Wertes w° zum i-ten Merkmal der
relationalen Datenbank D, bezogen auf das Objekt Oy, ba-
siert. Weicht w° signifikant von x^y ab, kann unter Berück-
sichtigung des "Vertrauens" in w° auf einen Fehler von x^y
geschlossen werden. Der Prozeß des Generierens besteht dann,
vereinfacht, in einer Instanziierung des Merkmals a^ zum
Objekt Oy mit dem Wert w".
I (ais w*, 0y) = Xiy
Die inhaltliche Nähe von Prüf- und Generierungsregeln macht
es deshalb letztendlich auch unmöglich, Wissen eindeutig der
einen oder anderen Gruppe zuzuordnen. Viel wichtiger als
diese Einteilung ist jedoch, das zu Prüf- und Generierungs-
zwecken gesammelte Regelwissen hinsichtlich seiner Sicher-
heit und Genauigkeit zu klassifizieren. Hierzu ist zunächst
ein Exkurs nötig, in dem Klarheit bezüglich dieser beiden
Begriffe geschaffen wird. Wir erachten diesen Exkurs als
notwendig, da die in der Fachliteratur häufig zu beobachten-
de Verschmelzung von Sicherheit und Genauigkeit unseren
Anforderungen nicht entspricht.
In der KI-Literatur erfolgt überwiegend eine sehr pragmati-
sche, zweckgebundene Definition beider Begriffe. Das ist
legitim, weil deren Verschiedenheit immer nur hinsichtlich
einer bestimmten Problemklasse deutlich gemacht werden kann,
bzw. weil bestimmte Probleme gar keine solche Unterscheidung
erfordern, /vgl. PANYR 1986 S.163/
Nicht projektbezogene, zusammenfassende Kl-Publikationen
behelfen sich häufig damit, ein Konglomerat von Sicherheit
und Genauigkeit zu beschreiben. Eine solche Definition
/STATE 1986, S. 80-83/ soll Ausgangspunkt unserer detail-
lierteren Begriffsfestlegungen sein. Als "Gewißheit (Cer-
tainty)" wird dort der "Grad des Vertrauens, den man in ein
Faktum oder eine Relation setzt", bezeichnet.
Der "Konfidenzfaktor (subjektiver Sicherheitsfaktor, Cer-
tainty Factor)" ist demzufolge eine "zahlenmäßig ausgedrück-
te Einschätzung der Gewißheit eines Faktums oder einer Rela-
tion. "
Den Umgang mit Wissen, welches mit einem Konfidenzfaktor
behaftet ist, wird als "unsicheres Schließen (Reasoning
about Uncertainty)" bezeichnet.
Unsere konkrete Applikation erfordert eine Untersetzung von
"Gewißheit" in "Sicherheit" und "Genauigkeit" dahingehend,
daß man unter Sicherheit das Vertrauen in die inhaltliche
Richtigkeit einer Regel versteht, während die Genauigkeit
oder Schärfe beschreibt, wie präzise der als Konklusion
einer bestimmten Regel entstandene Fakt bestimmt werden
kann. Eine Sicherheit von 100 % steht folglich für eine
unanfechtbare Regel, während eine Genauigkeit von 100 %
bedeutet, daß das Regelergebnis nicht in einem Wertebereich
streut, sondern einen definierten Einzelwert darstellt.
Sicherheit und Genauigkeit verhalten sich also orthogonal
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zueinander, jede Einschränkung des Streubereiches (Genauig-
keitserhöhung) ist automatisch mit einer Erniedrigung der
Sicherheit der Generierungsregel verbunden. Die folgenden
Beispiele werden diesen Unterschied deutlich machen. Zum
Verhältnis von heuristischem zu exaktem Wissen sei bemerkt,
daß es genügt, daß entweder Sicherheit oder Genauigkeit
kleiner als 100 % sind, um von heuristischem Wissen sprechen
zu müssen.
Aufbauend auf diesen Begriffsinhalten soll nun der Versuch
einer inhaltlichen Klassifikation (Art des verwendeten Wis-
sens) der Prüf- und Generierungsregeln bei gleichzeitiger
Ordnung nach deren Sicherheit unternommen werden.
Prüf- und GenerierungsregeIn
physikalische j konstruktiv-techno-
Gesetze | logische Gesetze
Extrapolieren
in Typreihen
Wissen aus Wissen von Äquivalenz- statistisch
Standards oder Grundtypen unter begründete
Berücksichtigung des Grades Regeln
der technischen Äquivalenz
Sicherheit
Eine gleichzeitige Ordnung nach Sicherheit und Genauigkeit
ist unmöglich, da innerhalb einer inhaltlichen Regelklasse
Regeln sehr unterschiedlicher Genauigkeit enthalten sind.
Die Anwendung von Regeln mit einer Genauigkeit<100% für
Generierungszwecke ist dann akzeptabel, wenn man sich der
worst-case-Strategie bedient. Grundgedanke dieses unter
Technikern weit verbreiteten Verfahrens ist es, aus dem
möglichen Wertestreubereich den ungünstigsten Wert auszuwäh-
1 en.
Wird z.B. über eine Generierungsregel ein Kollektorstrom als
im Bereich zwischen 20 A und 24 A liegend generiert, so muß
bei der Instanziierung der Datenbank davon ausgegangen wer-
den, daß das Bauelement nur bis 20 A belastbar ist.
Eine weitere Strategie zur Genauigkeitserhöhung des gene-
rierten Wertes besteht in mehrmaligem Folgern unter Einbe-
ziehung jeweils anderer Generierungsregeln.
Die bei Ableitung eines Ergebnisses über mehrere Regeln
entstehenden Werte sowie deren Sicherheiten sind über eine
besondere Funktion zu einem Einzelwert zusammenzufassen, der
sich durch höchstmögliche Sicherheit und Genauigkeit aus-
zeichnet .
Ein theoretisches Fundament zur Beschreibung derartiger
unscharfer Schlüsse ist mit den Fuzzy-Mengen gegeben.
Das worst case-Konzept, d.h. die Auswahl stets des sichers-
ten Wertes, erreicht seine Grenzen bei Regeln mit großer
Streubreite, also geringer Genauigkeit und gleichzeitig
geringer Sicherheit. So wäre es fragwürdig, aus' der Menge
der zur Bestimmung einer fehlerhaften Instanz generierten
Werte wiederum den ungünstigsten Wert auszuwählen und zu
instanziieren. Dieser Wert kann durchaus von einer Regel mit
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geringer Sicherheit und Genauigkeit abgeleitet worden sein
und würde damit die Vollständigkeit späterer Rechercheergeb-
nisses ohne Grund negativ beeinflussen. Vielmehr kommt es
darauf an, den "vertrauenswürdigsten" Wert zu bestimmen. Das
ist entweder ein Wert, der aus der Anwendung einer Regel mit
sowohl 100 % Sicherheit als auch Genauigkeit hervorgegangen
ist oder, falls keine solche Regel zur Anwendung kam, ein
Wert, der den gewichteten Durchschnitt aller generierten
Werte verkörpert.
Dazu ist es zunächst erforderlich, Sicherheit und Genauig-
keit in einem einzigen, dem Funktionswert der Zugehörig-
keitsfunktion f(Xj) des Fuzzy-Elemnetes x^ entsprechenden
Wert, wir wollen ihn "Vertrauensfaktor" nennen, zusammenzu-
fassen. Dazu sollen folgene Regeln dienen:
Sicherheit=100%, Genauigkeit=100% — > Vertrauen=100%
Sicherheit<100%, Genauigkeit=100% — > Vertrauen=Sicherheit
Sicherheit = 100%, Genauigkeit 100% — > Vertrauen=100%
(diese Annahme ist gerechtfertigt, da aus dem Streubereich
der worst case-Wert selektiert wurde)
Sicherheit<100%, Genauigkeit 100% — > Expertenwissen erfor-
der 1 ich
Für den letzten Fall kann keine Berechnungsvorschrift ange-
geben werden, nur der Experte kann hier aufgrund seiner
Intuition einen Vertrauensfaktor angeben.
Alle generierten Werte werden samt ihrer Vertrauensfaktoren
in einer Fuzzy-Menge gesammelt.
n
Gilt für ein neu in eine Fuzzy Menge A = If(Xi)/Xj aufzuneh-
i = l
mendes Element xj: Xj = Xj , so ist der resultierende Ver-
trauensfaktor über eine der für Fuzzy-Sets üblichen Verknüp-
fungsoperationen Produkt, Maximum, Minimum oder Balance zu
berechnen. /COMM 1986, Kap. "Combining Certainty Factors"/
Wurde die konsultierte Regelmenge vollständig abgearbeitet,
muß der Inhalt der Fuzzy-Menge ausgewertet werden.
Hierzu sind mehrere Verfahrensweisen möglich:
1. Auswahl eines 100%-vertrauenswürdigen Wertes und Vernach-
lässigung der anderen Werte
Im Falle der Existenz mehrerer solcher Werte kann entweder
der Nutzer einbezogen werden oder es ist der "schärfere"
Wert zu selektieren, da er einer Regel mit höherer Genauig-
keit entstammen muß. Die Regeln, die zur Generierung solcher
100 % vertrauenswürdigen Werte führen, wurden im Prozeß der
Konf1iktlösung priorisiert, so daß die Wertegenerierung mit
dem erstmaligen Beschreiben der Zielvariablen beendet werden
kann und keine weitere Regelprüfung vorgenommen werden muß.
2. Ermittlung des gewichteten Durchschnitts aller Elemente
der Fuzzy-Menge /AVERKIN, BATYRSHIN, BLISHUN 1986/
Beide Varianten können als gleichberechtigt betrachtet wei—
den. Wir haben uns für eine Kombination beider Varianten
entschieden, indem im Falle der Existenz von Aussagen mit
einem Vertrauensgrad von 100 % diesen Aussagen der Vorzug
gegeben wird. Anderenfalls wird der gewichtete Duchschnitt
aller generierten Werte mit einem Vertrauensgrad kleiner 100
% als Endergebnis der Wertegenerierung berechnet.
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4. Schlußbemerkun^
Die in unserer Applikation auftretenden Ansatzpunkte intel-
ligenter Hintergrundprozesse sind damit genannt und in ein
entsprechendes theoretisches Umfeld gestellt. Eine abschlie-
ßende Bewertung der Notwendigkeit derartiger Prozesse sei
dem Gastgeber dieser Tagung gestattet: /KUHLEN 1985, S.l/
"Wissensbasierte Ansätze erbringen erst dann Verbesserungen
für Informationssysteme, wenn sie in der Lage sind, sowohl
auf Benutzerinteressen als auch auf aktuelle Problemsituati-
onen einzugehen."
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Zusammenfassung
Ausgehend von den Begriffen Daten, Information und Wissen, sowie einigen Definitionen zu
Daten-, Informations-, Wissensbanken und -Systemen wird versucht, die Begriffe "Information
Engineering" und "Knowledge Engineering" einzugrenzen.
Hierzu wird ein Kreislaufmodell vorgestellt, bei dem zur Abgrenzung die Begriffe Wissen und
Problem sowie Information benutzt werden, deren "Verarbeitung" sich in zwei unterschied-
lichen aber strukturell gleichen Kreisläufen darstellen läßt.
Diesem Kreislaufmodell wird dann ein Phasenmodell für den Komplex "Akquisition von
Wissen" zugeordnet, welches eine viel feinere Strukturierung der Abläufe bei der Entwicklung
von Wissensbasierten Systemen oder Informationssystemen ermöglicht, als der bisher von den




Nicht erst seit wir von Wissensbasierten Systemen sprechen, gibt es einige Unklarheiten mit
Begriffen, die schon im Zusammenhang mit Informationssystemen definiert wurden. Hier wird
der Versuch unternommen, einen Teil der früher entwickelten Terminologie mit neuen
Begriffsbildungen zusammenzubringen. Dies geschieht mit der Absicht, nachfolgend ein Kreis-
laufmodell für "Wissen und Probleme" vorzustellen, dem sich ein "Informationskreislauf" zuord-
nen läßt, sowie die im Zusammenhang mit der Entwicklung von Wissensbasierten Systemen
bzw. Informationssystemen wichtige Phase der "Akquisition" genauer - als bisher üblich - zu
differenzieren.
1.1. Daten. Wissen. Information
Zunächst sollen, ausgehend von dem Begriff "Daten", die Unterschiede zwischen "Wissen" und
"Information" geklärt werden (1), wobei wir uns bewußt sind, daß derartige Versuche mit unter-
schiedlichsten Ergebnissen schon häufig unternommen wurden (2,3).
Während der Begriff Datum für eine Zeitangabe oder einen Zeitpunkt steht, wird unter dem
Begriff "Daten" umgangssprachlich auf Tatsachen, Angaben, Zahlen, Werte, Unterlagen,
Stoffe, etc. Bezug genommen. In einem eingeschränkten Sinn (etwa in der Informatik) versteht
man unter Daten alles das, was sich auf einer DV-Anlage geeignet kodiert erfassen, speichern,
bearbeiten, übertragen und wieder ausgeben läßt. Das waren ursprünglich nur Buchstaben,
Ziffern und Sonderzeichen in verschiedenen Kombinationen und Darstellungsformen für Zahlen
und Zeichenketten. Inzwischen werden aber auch Bitmuster, die etwa Grafiken oder Bilder im
Pixelmode repräsentieren, als Daten bezeichnet. Daten wollen wir hier immer im Zusammen-
hang mit Datenverarbeitung(sanlagen) sehen.
Unter Wissen sollen hingegen vorhandene Bestände an Modellen über konkrete und abstrakte
Objekte, Ereignisse und Sachverhalte bezeichnet werden, die partiell in einem Individuum
(repräsentiert in seinem Gedächtnis), in einer gesellschaftlichen Gruppe, aber auch in einer
Organisation, einem ganzen Kulturkreis oder in der Menschheit insgesamt vorhanden sind.
Information wird dann verstanden als die Teilmenge von Wissen, die von bestimmten Perso-
nen, Gruppen, Organisationen etc. in konkreten Situationen zur Durchführung von Handlungen,
z.B. dem Lösen oder Behandeln von Problemen, benötigt wird.
Information muß unter Berücksichtigung dieser als pragmatisch zu bezeichnenden
Rahmenbedingungen aus Wissen und Wissensstrukturen erschlossen werden. Information hat
keinen "quasi objektiven Charakter", sondern variiert seine Inhalte und seine Bedeutung nach
den wechselnden Anforderungen und Rahmenbedingungen. Der Kontext der Handlungssitua-
tion ist für die Spezifitat und Qualität der Information bestimmend. Information ist quasi "Wissen
in Aktion". Oder um den Aspekt des 'Behandelns von Problemen' zu betonen, kann man dies
vereinfachend auf die Formel bringen:
Wissen + Problem = Information.
Hierbei orientieren wir uns an einer Diskussion, die im Zusammenhang mit einem Forschungsantrag zu dorn
Thema Information au« sprachlich repräsentiertem Wiuen geführt und in dem Antrag von Kuhlen, R..
Endres-Niggemeyer, B, Krause, J., Lenders, W.: Konstanz, Mai 1988, formuliert wurde.
Siehe zur "Diffusion des Begriffes Information' exemplarisch: Wersig, G.: Informationssoziologie. Athenäum Ver-
lag, Frankfurt, 1973.
Übrigens gibt es eine ahnliche Begriffsvielfalt im Zusammenhang mit dem Begriff Kommunkation, die Merten mit
Stand von 1977 zusammengetragen hat: Merten. K.: Kommunikation - eine Begriffs- und Prozessanalyse. Opla-
den, Westdeutscher Verlag, 1977.
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Während Wissen z.B. durch Erinnerung verfügbar wird, wobei man lediglich auf sich selber an-
gewiesen ist, sind Informationen nur durch Interaktionen mit etwas außerhalb des jeweiligen
Subjekts zu erlangen, eingebettet in einen situativen und kommunikativen Kontext, und nicht
nur durch Kommunikation Face to Face, sondern auch Face to File.
Im Moment der Zusammenfassung einer Information mit anderem Wissen verliert diese wie-
derum ihren Charakter als Information und wird zu unspezifischen Wissenseinheiten auf Abruf.
Die Informationseigenschaft ist also "leicht flüchtig".
Information könnte man in Anlehnung an das in der Datenbank-Theorie übliche Konzept als
Sicht (View) - besser vielleicht pragmatische Sicht - von Wissen und nicht nur als neuen
Bestand, bezeichnen, allerdings unter Einbeziehung von situativen und kommunikativen Kon-
texten. Diese Forderung nach Berücksichtigung von Rahmenbedingungen, vor allem von sub-
jektiven Benutzerinteressen und objektiven Situationserfordernissen, wird dann zum pragmati-
schen Primat von sog. "Informationsarbeit", auf die noch weiter eingegangen wird.
Wissen hat nun auch noch etwas mit Kommunikation und Handeln zu tun: dem Handeln von
Individuen und dem Handeln von abstrakten Kollektiven, worauf J. Habermas hingewiesen hat
(4). Dabei ist der Gedankengang in etwa folgender (5):
Menschen zeichnen sich durch Handlungsspielräume aus, d.h. in jeder Situation haben sie eine
Fülle von Optionen, die im Laufe der Geschichte beträchtlich zugenommen haben. Aus diesen
Optionen wählen Menschen nicht zufällig aus, sondern nach bestimmten Mustern, die sich
individuell und gesellschaftlich entwickelt haben. Die Hauptgruppe von Auswahlmustern zeich-
net sich durch Diskursivität aus, was heißen soll, daß jede Entscheidung bezweifelt und
begründet werden kann. Unter Rationalisierung von Handeln wird dann das Handeln ver-
standen, welches jederzeit einem potentiellen Argumentationsgang zuzuordnen ist und sich
auch rechtfertigen kann.
Wissen bildet hierbei den Handlungshintergrund bzw. die Rationalisierungsgrundlage. Somit hat
es mindestens zwei Dimensionen: einerseits "befindet" und "bewegt" es sich in Optionsräumen,
auf der anderen Seite unterliegt es Auswahlentscheidungen, kann in Frage gestellt und
begründet werden. Wissen kann somit ganz allgemein als das verstanden werden, was der
Organismus abspeichert und somit im Sinne der Wortbestandteile wieder-holbar macht, was
für die Rationalisierung des jeweiligen Handelns einmal bedeutsam sein könnte, wobei hierbei
natürlich eine ganz Reihe von individuellen Bewertungen stattgefunden haben und stattfinden.
Für überschaubare Optionsräume und einigermaßen strukturierte Bewertungskriterien ver-
suchen Menschen das Handeln zu routinisieren und durch allgemein anerkannte Rationalisie-
rungsmuster von vornherein gegen Anzweifelungen abzusichern. Stichworte hierzu sind:
Kalküle, Bewertung nach Kosten, etc.
Und in Abgrenzung zu Wissen ergibt sich: Information besteht aus denjenigen Wissenskompo-
nenten, die für derartige Kalküle oder Rationalisierungsmuster notwendig sind und in sie ein-
gehen. Deshalb fehlen uns häufig Informationen, weil das individuelle Wissen nicht notwendi-
gerweise das bereit hält, was die Rationalisierungsmuster erfordern: Denn Individuen speichern
und wählen natürlich unter persönlichen Aspekten von Konsistenz und Vertrauen aus.
4 Habermas, J.: Theorie des kommunikativen Handelns. Frankfurt, 1981.
5 Wir nehmen hier direkten Bezug auf: Wersig, G.; Hennings, R.-D.: "Wissen" und Information" aus
informationswissenschaftlicher Sicht Workshop: Zur Terminologie in der Kognitionsforschung, Gesellschaft für
Mathematik und Datenverarbeitung, GMD, Bonn St. Augustin 16717.11.1988.
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1.2. Informations- und Wissensarbeit
Die Umwandlung oder Transformation von Wissen zu Information macht Information*- bzw.
Wissensarbelt erforderlich, bei der man auf Zeichensysteme und Kommunikationskanäle
angewiesen ist. Wissen selbst ist ebenso wie Information durch an sich unzugängliche semanti-
sche konzeptuelle Eigenschaften bestimmt, muß allerdings kodier- und transformierbar sein, um
über Medien kommunizierbar zu sein. Wissen bedarf einer Vermittlungsinstanz. Ähnliches gilt
natürlich auch für Information.
Die Umwandlung von Wissen zu Information kann mit Hilfe von Prozessen realisiert werden, die
Werte hinzufügen (Value-added Process). In freier Übersetzung läßt sich dies als Schaffung
von informationellem Mehrwert oder der ganze Prozeß auch als informationelle Mehrwertgene-
rierung bezeichnen (6).
Hierbei können die notwendigen Leistungen in direkte und indirekte unterteilt werden. Als
direkte Mehrwertbildung werden etwa Induktions- und Deduktionsprozesse bezeichnet, als
indirekte Mehrwertblldung gelten natürlichsprachliche Zugriffsmöglichkeiten, automatische
Übersetzungsangebote oder auch grafische Aufbereitung von Ergebnissen.
Diese Betrachtungsweise findet sich wieder in dem Begriff einer sog. Verarbeitungskette, die
sich unter dem Eindruck zunehmender Diversifikation von Wissens- bzw. Informationsar-
beit wie folgt aufspalten läßt (vergleiche Abbildung 5):
Repräsentation von Wissen etwa in sprachlichen Zeichensystemen
Rekonstruktion von Wissen in Strukturen die im Computer verarbeitet werden können
Zugriff auf diese Strukturen
Erarbeitung und Bereitstellung von neuen Informationsprodukten und die
Nutzung von Informationen.
Eine der möglichen Formen der an materielle Träger gebundenen Repräsentationen von
Wissen; ist die natürliche Sprache. Diese Festlegung des Begriffs (Wissens-) "Repräsentation"
weicht von der im Bereich Künstliche Intelligenz insofern ab, als dort meistens an formal defi-
nierte Sprachen gedacht wird, ohne zwangsläufig den Umweg über natürliche Sprache zu be-
nutzen, was in voller Konsequenz natürlich gar nicht durchzuhalten istl
Ein noch weiter eingeschränkter Begriff von Wissen (-srepäsentation) beschreibt dieses dann
als Struktur von logischen Propositionen, die sich durch Introspektion in Formulierungen in der
Prädikatenlogik überführen lassen.
Auf jeden Fall - und damit schließt sich der Kreis zu den obigen Ausführungen - kann Wissen in
(formalen) Modellen immer nur unvollständig repräsentiert werden, was impliziert, daß etwa
sprachliche Phänomene oder auch Texte immer dann besser verstanden werden können,
wenn es gelingt sprachunabhängig repräsentiertes (Welt-)Wissen bei der Interpretation zu
nutzen. Analoge Überlegungen gelten dann natürlich auch für nicht-sprachliche Anwendungen
bzw. Domänen.
Da aus Wissensstrukturen erarbeitete Informationen nicht nur in sprachlicher Form repräsentiert
sein müssen, stellt sich sofort die Frage nach den Alternativen medialer Gestaltung und For-
men, etwa als Grafik, stehende/bewegte Bilder mit oder ohne Ton, den situativen Zuordnungen
von Personen mit ihren jeweiligen Rezeptions- und Verarbeitungsmöglichkeiten, sowie von
möglichen kognitiven Grundlagen heutiger multimedialer Darstellungsformen von Wissen.
6 Taylor, R.S.: Value-added Processes in InformaSon System». Norwood, N.J., AWex Publishing Co., 1966.
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1.3. Von Informationssystemen zu Wissensbasen und -banken
Dieser Rahmen erfordert nun eine modifizierte Bedeutungszuweisung für einen klassischen Be-
griff: Informationssysteme (auch Information Storage and Retrieval-Systeme) sind in diesem
Kontext eine Untermenge von Wissenssystemen, weil sie nur das domänenspezifische
Wissen enthalten, welches bei Zugriff von Personen, Organisationen etc. in bestimmten
Problemsituationen - also im pragmatischen Kontext - zu Information geworden ist.
Weiterhin bietet sich die Einführung des Begriffs Wissensbank (als Ergänzung zum Begriff
Informationsbanken) im Kontext der Unterscheidung von Wissen und Information an. Denn
neben den (Online-) Datenbanken, die bibliographische Angaben mit und ohne
Zusammenfassungen, Fakten in weitgehend numerischer Form oder auch Volltexte enthielten,
treten zunehmend Systeme mit anderen medialen Repräsentationsformen in den Vordergrund,
zum Beispiel:
Bilddatenbanken, die Grafiken, feste/bewegte Bilder (folgen) erfassen, speichern und
verarbeiten sowie retrievalfähig vorhalten können, oder
Multimediale Enzyklopädien, die Kombinationen von Texten, Bildern, Tönen,
Geräuschen unter Nutzung neuer Speichertechnologien sogar dezentral (etwa mit Com-
pact Disk) verarbeiten/bereithalten können, wobei zunehmend anstelle von Referenzen,
die Wissensprodukte des Wissens selber vorgehalten werden können.
Derartige Systeme sollten aber zusätzlich zu den einfachen und bekannten Retrieval- und
Suchmethoden wesentlich komplexere Operationsmöglichkeiten auf dem Wissen anbieten: d.h.
intelligente Operationen mit induktiven, deduktiven und abduktiven Ableitungen über Wissen,
bis hin zur Analogiebildung und Berücksichtigung von Benutzerinteressen und Handlungszielen.
Hier liegt aber noch ein weiter Weg vor uns, nicht nur mit sprunghaften, sondern auch mit konti-
nuierlichen Übergängen und einer großen Vielfalt hybrider Systeme.
Wie läßt sich nun dieser informell eingeführte Begriff Wissensbank dem speziell im Kl-Bereich
etablierten Term Wissensbasis zuordnen, wobei beide in dem anglo-amerikanischen
Knowledge Base enthalten sind ?
Ausgehend von den Festlegungen im Datenbankbereich, d.h. der Übersetzung des Begriffes
Database (Data Base) mit Datenbank und Datenbasis bieten sich für die Übersetzung des
Begriffes Knowledge Base ähnliche Überlegungen an, wobei die logische Fortentwicklung von
Datenbanken unter den oben dargelegten Aspekten ohne Berücksichtigung der Problemlage
von Benutzern Wissensbanken, mit Berücksichtigung Informationsbanken sein sollen.
Eine Wissenbasis ist demnach die Menge allen Wissens, welches zum Aufbau organi-
sierter Wissensstrukturen mit Hilfe von Wissensrepräsentationsmechanismen /-sprachen
benutzbar gemacht werden kann, und in jedem Wissensbasierten System notwendig
vorhanden sein muß.
Weiterhin läßt sich in Analogie zu Datenbanken definieren:
Eine Wissensbank ist ein System von Wissensverwaltungsroutinen, -funktionen, und -
Prozessen, einschließlich der Hilfsmittel zur Beschreibung der (logischen) Strukturen von
Wissenseinheiten in der Wissensbasis mit bestimmten Repräsentationssprachen. Dazu
gehören Mechanismen zur Akquisition von Wissen, Inferenzbildung und Generierung von
logischen (vernünftigen) Antworten, bedarfsweiser Erläuterungen, allgemeiner Dialogfüh-
rung mit bestimmten Benutzergruppen und Ein-/Ausgabe auf der Grundlage mindestens
einer Wissensbasis.







Wissensbasis Wisse nsbank(-syste m)
Abb. 1: Triade: Daten - Wissen - Information
Eine Wissensbank ist also keine Online-Version einer gedruckten Enzyklopädie, sondern die all-
gemeinste Rekonstruktion von (u.U. enzyklopädischem) Wissen in strukturierter Form,
einschließlich neuer Interaktionsformen, wobei multimediale Repräsentationsformen zuneh-
mend wichtig werden. Der Zweck von Wissensbanken und entsprechenden Systemen ist die
Vermittlung von Wissen für die Erarbeitung von Informationen zwischen einem oder mehre-
ren maschinellen Prozessen und einem oder mehreren menschlichen Akteuren. Analog erge-
ben sich unter Berücksichtigung der obigen Definitionen Entsprechungen für die Begriffe In-
formatlonsbasis und Informationsbank.
2. Knowledge & Information Engineering
2.1. Eingrenzuno
Aufbauend auf den definitorischen und informellen Erläuterungen zu den Begriffen Wissen und
Information wollen wir nun die Komplexe Knowledge und Information Engineering eingrenzen.
Der Begriff Knowledge Engineering geht zurück auf 0. Mlchle, welcher diesen Begriff in einer
Arbeit über komplexe Informationsverarbeitung am Beispiel von Schachprogrammen, einem
sog. Hand-Auge-Roboter, wie FREDDY aus Edinburgh, und Feigenbaums Programme für
massenspektroskopische Analyse erläuterte. In einer Arbeit mit dem Thema: Knowledge
Engineering (7) ordnete er diesem Begriff drei Aufgaben mit spezifischem Wissen zu, "which ...
can in principle be got into the machine". Dies war Wissen auf den Ebenen:
(1) Transfer von algorithmischem Wissen aus Büchern und von Programmierern in Pro-
gramme durch Menschen;
(2) Generierung von Beschreibungen und Aktions-Schema-Sequenzen (Pläne) durch Maschi-
nen, um die Lücke zum Buchwissen zu schließen;
(3) Akquisition von algorithmischem Wissen durch Lesen von Büchern durch Maschinen.
Einige Jahre später taucht der Begriff in der angesehenen Publikationsreihe Machine
Intelligence auf. Hier wurden 1979 zwei Aufsätze mit diesem Thema veröffentlicht (8).
Mich», D.: Knowledge Engineering. Kybernetes. International Journal of Cybemetics and General Systems. Gor-
don and Breaoh Science Publishers Ltd., England, Vol. 2,1973, pp. 197-200.
Buchanan, B.G.: Issues of Repräsentation in Conveying the Scope and Umitaüons of Intelligent Assistant Pro-
grams. Sowie: Briabrin, V.M.: The Dialogue Information Logical System.
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Und ein Jahr später verwendet ihn E. H. Shortllffe (9) mit direktem Verweis auf D. Michie als
Kapitelüberschrift in einem Aufsatz, in dem er fünf assoziierte Forschungsthemen benennt, an






Letzteres meint ein "Knowledge Interface" zwischen einem Experten(system)programm und den
jeweiligen Benutzern.
Im gleichen Jahr schrieb auch E.A. Feigenbaum einen Bericht zu diesem Thema, in dem er die
Anwendungen von Künstlicher Intelligenz beschrieb (10).
Zwei Jahre später versuchte P. Raulefs eine Eingrenzung des Gegenstandsbereiches. Die Ziel-
setzung von "Knowledge Engineering" brachte er auf eine Formel, die wir hier unter
Berücksichtigung des von uns definierten Zusammenhanges von Wissen und Information so
modifiziert haben, daß die Entsprechung für den Begriff "Information Engineering" herausgear-
beitet werden kann (11):
Knowledge Engineering umfaßt die Entwicklung einer Methodenlehre und ihre praktische
Realisierung für Systeme zur Bereitstellung von Wissen zum Probiembehandeln in jeweils
eingegrenzten Aufgabenbereichen spezieller Fachgebiete.
Ergänzend läßt sich nun unter Berücksichtigung des oben formulierten Zusammenhanges
(Formel: Wissen + Problem = Information) die entsprechende Definition für den Begriff Informa-
tion Engineering angegeben:
Information Engineering umfaßt die Entwicklung einer Methodenlehre und ihre praktische
Realisierung für Systeme zur Bereitstellung von Informationen, d.h. Wissen für spezielle
Probleme, in jeweils eingegrenzten Aufgabenbereichen spezieller Fachgebiete.
Mit diesen terminologischen Festlegungen der Begriffe Knowledge und Information Engineering
haben wir einen Rahmen geschaffen, den wir als nächstes weiter ausfüllen wollen (12). Dies
geschieht mit Hilfe eines Modells mit Kreisläufen.
Beide in: Hayes, J.E.; Michie. D.; Mikulich, L.I.: Machine Intelligence 9, Horwood Ltd., Halsted Press, John Wiley,
1979.
9 Shortliffe, E. H.: Consultation Systems for Physicians: The Rote of Artifidal Intelligence Techniques. Proceedngs
of the Canadian Society for Computational Studes of Intelligence (CSCSI) University of Victoria, Victoria, B.C.:
1980. Reprint in: Webber, B.L.; Nilsson, N.J.: Fteadings in Artificial Intelligence, Tioga Publishing Co.. 1981.
10 Feigenbaum, E.A.: Knowledge Engineering. The Applied Site of Artificial Intelligence. MEMO HPP-80-21. Compu-
ter Science Dept Stanford University, 1980.
11 P. Raulefs formulierte: Knowledge Engineering umfaßt de Entwicklung einer Methodenlehre und ihre praktische
Realisierung für Systeme zur automatischen Problemlosung in jeweils eingegrenzten Aufgabenbereichen spe-
zieller Fachgebiete. Nach eigener Feststellung hatte er bei den Systemen bereits sog. Expertensysteme im
Fokus. Raulefs, P.: Das Stichwort Knowledge Engineering. Informatik-Spektrum, Band 5, Heft 1, Februar 1982,
Seite 50/1.
12 Dieser Definitionsrahmen hat keine Verbindung mehr mit einem Begriff von "Information Engineering", der opera-
tive Level der Datenverarbeitung (Software-Engineering) gegen dspositive Ebenen eines Information Centers
(Datenmanagement) und eine strategische Ebene für Untemehmensplanung (Strategische Informationsplanung)
abgrenzt A. StOlpnagel: Information Engineering. Information Management, Heft 1,1987.
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2.2. Wissens- und Problemkraislaiif
Auf dem Hintergrund dieser Eingrenzung umfaßt ein Knowledge Engineering bei der
"praktischen Realisierung von Systemen zur Bereitstellung von Wissen zum Problembehan-
deln1' methodisch nun folgende Komplexe:
Repräsentation von Wissen und Problemen
Operationen auf Wissensrepräsentationen
Akquisition von Wissen und Problemen
Konstruktion, d.h. Entwurf/Implementierung und
Evaluation von Systemen.
Die Zuordnung dieser Funktionen ergibt sich aus Abbildung 2, der eine duale Betrachtungs-
weise des gesamten Problematik zugrundeliegt. Analog zu einer bei Datenbanksystemen
üblichen Unterscheidung von Storage und Retrieval, der sich jeweils (System-)Daten und
(Benutzer-) Anfragen zuordnen lassen, kann auch bei Expertensystemen der Bereich "Wissen"
vom Bereich "Probleme", die mit ersterem gelöst werden sollen, getrennt werden. Entsprechend
sind die Komplexe komplementär darzustellen, worauf wir hier allerdings verzichten wollen.
Dadurch wird es möglich, bestimmte Komponenten der Problemseite zuzuordnen, wie etwa die
Erklärungskomponenten, die Fragen nach dem Wie, Warum, Was usw. im Kontext bestimm-
ter Inferenzen beantworten sollen.
Ebenso können unter diesem Gesichtspunkt auch Dialogkomponenten für die Benutzer des
Systems zugeordnet werden. Da der Zweck derartiger Module einsichtig ist, die Funk-


















Abb. 2: Wissens- und Problemkreislauf
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2.3. Informationskreislauf
Ausgehend von der zu Beginn eingeführten Kurzformel "Wissen + Problem = Information"
können die symmetrisch angeordneten Funktionen eines Wissens-/ Problemkreislaufs durch
Überlagerung in einen Informationskreislauf überführt werden, bei dem diese Teilung nicht
mehr vorhanden ist (siehe Abbildung 3). In diesem Sinne ergibt sich dann auch die schon zuvor
erwähnte umfassendere Bedeutung des Begriffes Informationssystem, bei dem zwangsläufig
der Benutzer mit seinen Problemen und dem Wissen bereitstellenden System zusammengese-











Im Zusammenhang mit der Erstellung von Wissensbasierten Systemen lassen sich also
Kreisläufen identifizieren, bei denen die Aspekte Wissen und Problem einander symmetrisch
zugeordnet werden können. Weiterhin ergibt sich hieraus ein Informationskreislauf, wenn diese
Separierung aufgelöst wird (13). Vor diesem Hintergrund erhalten eine Reihe von Begriffen
(erneut) klar abgrenzbare Bedeutungen, was nicht nur terminologisch einen großen Vorteil
bringt - lassen sich doch früher eingeführte Begriffe ohne Schwierigkeiten einander zuordnen.
Im nächsten Abschnitt werden wir uns nun - ohne weitere 'Symmetrie-Betrachtungen' - auf die
bei der Entwicklung von Wissensbasierten Systemen wichtige Funktion der Akquisition von
Wissen konzentrieren.
Beschaffung von Wissen
Im Mittelpunkt dieses Kapitels steht die Beschaffung von Wissen, sowie der Versuch, eine Ab-
folge von Schritten bei der konkreten Akquisition genauer zu unterscheiden.
13 Interessant ist in diesem Zusammenhang ein mathematischer Formalisierungsansatz von Niv Ahituv: A Metamo-
del of Information Flow: A Tool to Support Information Systems Theory, Communications of the ACM, September
1987, Vol. 30, No. 9, pp. 781-91.
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3.1. Phasen der Wissens-AkauijfliQn
Im Rahmen der zuvor erläuterten Wissens- und Problem- bzw. Informationskreislaufe lassen
sich die Bereiche Repräsentation, Operation, Design/Implementierung (Konstruktion), Akquisi-
tion und Evaluation identifizieren. Hier geht es um eine genauere Analyse der Phasen von
Wissens-Akqu isition.
Akquisition von Wissen ist Teil des Knowledge Engineering, dessen Ablauf sich ähnlich wie
beim Software Engineering durch einen Lebenszyklus (Lifecycle) beschreiben läßt (14) und sich
- unter anderen Aspekten - über alle Bereiche des Wissens-/Problemkreislaufes erstreckt.
Die Definition des Begriffes (Wissens-) Akquisition ist allerdings noch sehr uneinheitlich, ebenso
die zuzuordnenden Inhalte.
Zum einen wird der Begriff "für die Bearbeitung, Spezialisierung und Verbesserung von
bestehenden Wissensbasen verwendet" - etwa bei der Beschreibung des Systems TEIRESIAS
(15).
Eine zweite einschränkende Bedeutung ließe sich in Anlehnung an die betriebswirtschaftliche
Nutzung des Begriffes (im Sinne von "Akquisition von Aufträgen") zuordnen. Dann wäre hier
unter Akquisition lediglich das Beschaffen von Wissen im Sinne von "Erfassen" oder
"Erwerben" in einem vorgegebenen Rahmen zu verstehen.
Schließlich ist noch auf eine von anderer Seite erfolgte Festschreibung zu verweisen: Seit 1986
werden nämlich Workshops zum Thema unter dem Oberbegriff "Wissens-Akquisition" durchge-
führt, was zwangsläufig zu einer gewissen Konsolidierung der Benutzung des Begriffes
"Akquisition" geführt hat (16).
In der Folge werden wir deshalb eine Interpretation vorschlagen, die zum einen der
Begriffszuweisung durch die Veranstalter der zuletzt erwähnten Workshops nicht widerspricht,
andererseits aber auch eine Einfügung der Begrifflichkeit in bestehende Zusammenhänge
ermöglicht. Hier wollen wir eine Unterteilung vorschlagen, die mit Blick auf Erfahrungen in den
Sozialwissenschaften entwickelt wurde und sich im Zusammenhang mit der Akquisition von
Wissen in verschienenen Domänen als geeignet erwiesen hat (17).
14 Siehe hierzu: Hennings, R.-D.; Munter, H.: Experten-systeme. MathWare-Verlag, Berlin 1985, Kapitel 5, Seite 125
ff. Nachdruck bei J.F. Lehmanns, Berlin, 1988.
15 Davis, Randell: Applications of Meta Level Knowledge to the Construction, Maintenance and Use ol Large
Knowledge Bases. Doctorial Dissertation, Rep. No. STAN-CS-76-564, Computer Seien«» DepL, Stanford Univer-
sity, 1976. Reprint in: Davis, R.; Lenat, D.B. (Eds): Knowledge Based Systems in Artificial Intelligence, New York,
McGraw-Hill, 1980.
16 Ohne Anspruch auf Vollständigkeit verweisen wir auf:
1. Workshop: Knowledge Acquisition for Knowledge Based Systems. Banff, Canada. November 1986.
1. European Workshop: Knowledge Acquisition for Knowledge Based Systems. Reading, England, September
1987.
2. Workshop: Knowledge Acquisition for Knowledge Based Systems. Banff, Canada, October 1987.
2. European Workshop: Knowledge Acquisition for Knowledge Based Systems. Bonn, Germany, June 1988.
3. Workshop: Knowledge Acquisition for Knowledge Based Systems. Banff, Canada, November 1988.
3. European Workshop: Knowledge Acquisition for Knowledge Based Systems, Paris, France, July 1989.
4. European Workshop: Knowledge Acquisition for Knowledge Based Systems. Amsterdam, Holland, 1990.
17 Siehe hierzu exemplarisch die Beitrage in: Hennings, R.-D. (Ed.): Bericht zum Workshop Wissensbasiene
Systeme in den Geowissenschaften. Freie Universität Berlin, Berlin, 1990:
Toussaint, B.: Mustererkennung durch Vektoranalyse mit PROLOG.
Biewer B.; Vrachliotis, L: Transformation von geotypischem Wissen am Beispiel der Entwicklung von ALTRISK.
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Folgende Phasen können beim Erwerb von Wissen unterschieden werden:
- Erschließung von geeigneten Wissensquellen: Sollzitation
- Erkennen und Herauslocken von Wissen: Ellzitation
- Erfassung von Wissen in externen Schemata: Capturing
- Übersetzen des Wissens in interne Formen: Transformation
- Geeignete Darstellung des Wissens: Repräsentation
- Integration des Wissens: Integration
- Ergänzung und Korrektur des Wissens: Update/Malntenance
- Automatisches Erweitern des Wissens: Lernen.
Diese Begriffe werden hier aus den zuvor genannten Gründen dem Oberbegriff Akquisitlon im
weiteren Sinne (i.w.S.) wie folgt zugeordnet:
Akquisition im weiteren Sinn j Solizitation
- Eltzitation
- Capturing (Signifikation & Notifikation)
•Transformation
- Repräsentation
- Integration (Akquisition im engeren Sinn)
• Update/Maintenance
- Lernen
Abb. 4: Zuordnung von Unterbegriffen zur Akquisition im weiteren Sinn
Für die ersten drei Begriffe gibt es noch keine griffigen deutschen Übersetzungen, deshalb
werden wir hier in Anlehnung an die 'Eindeutschung' des Begriffes "Acquisitton" mit
MAkquisition" die Anglismen nur geringfügig anpassen.
Knowledge SollcHation (Solizitation) kann mit "Bitte", "Ansuchen", auch "Belästigung"
übersetzt werden und zielt damit stark auf die (Vor-) Phase des Erschließens von
Wissensquellen, zum Beispiel das Aufsuchen von Interviewpartnern.
In dieser Phase wird dem Aspekt Rechnung getragen, daß sich (menschliche) Informati-
onsquellen nicht immer oder ohne weiteres zur Verfügung stellen, sondern u.U. eine gewisse
Form von "Zwang" ausgeübt werden muß. Dies zielt auch auf Situationen, in denen zur Erlan-
gung von Wissen bestimmte Hindernisse überwunden werden müssen, bzw. der Umgang mit
'Sperrigkeiten' erforderlich sein kann. Insofern sind hier auch besondere psychologische
Aspekte und Verfahren angesprochen. Auf diesen Komplex soll in der Folge nicht weiter
eingegangen werden, da mit dem "Aufspüren von Wissenquellen" eine Vielzahl von Tätigkeiten
und Aktivitäten verbunden sein können.
Knowledge Elicltatlon (Elizitation) meint dagegen mehr das Heraus- und Hervorlocken
oder auch Auffinden von Wissen, d.h. 'An-das-Lichtbringen' von Wahrheit, u.U. auch das
Auslösen von Gefühlen oder Hervorrufen von Reaktionen im Hinblick auf das zu
beschaffende Wissen (18).
Hennings, R.-D.: Transformation von geotypischem Wissen am Beispiel von kartografischem Repräsentation.
Herzog, G.: Strukturierung von Wissen an ausgewählten nicht-gootypischen Beispielen.
18 Siehe hierzu auch die Obersetzung in: Betteridge, H. T (Ed.): Cassell's German English / English Gernian Dic-
tionary. Cassell, London 12. Auflage, 7. Drucklegung, 1976. wo "Solicitation- mit "Ansuchen", "Bitte", "Einladung",
"Bewerbung" und "Aufforderung" abersetzt wird, "Elicitation" mit "Hervorlocken" und "Auslösen".
378
Mit Bezug auf den schon zuvor genutzten Begriff von Modellbildung können wir daher
definieren:
Ellzitation von Wissen (Ellcltatlon of Knowledge) bezeichnet den Prozeß der
Entwicklung eines Modells etwa durch das Befragen von menschlichen Experten und
Beobachten ihrer Umgebung: Es ist damit Theoriebildung und Modellentwurf.
Elizitation wird hier begriffen als ein Prozeß, bei dem Wissen und Erfahrung eines Experten in
einem bestimmten "Aktivitätsfeld" von einem externen "Partner (der in diesem Zusammenhang
häufig auch als Knowledge Englneer bezeichnet wird) ellzltlert, d.h. im Sinne der ersten
Definition "heraus- und vorgelockt" wird.
Das Aktivitätsfeld wird im Zusammenhang mit Wissenbasierten Systemen auch als (Task-)
Domäne bezeichnet, über die menschliche Experten theoretische Kenntnisse und praktische
Erfahrungen sowie die Fähigkeit zur Bewertung und (Selbst-) Einschätzung erlangt haben.
Damit kommen wir zum nächsten, bisher etwas weniger gebräuchlichen, Begriff:
Knowledge Capturlng ("the act of taking") läßt sich zunächst mit "Erfassen", "Fassen",
"Fangen", "Einnehmen", "Erobern" Obersetzen.
Mit Bezug auf den Modellbegriff läßt sich dann formulieren:
Unter Capturlng of Knowledge wird der Prozess des Sammeins von detailliertem Wissen
(Collectlng or Assembllng of Knowledge) verstanden, welches in den Rahmen, der
durch das Modell vorgegeben ist, paßt (19).
Der Begriff Capturlng, ganz im Sinne von Datenerfassung, steht bei unserer Betrachtungs-
weise mit zwei weiteren Begriffen in Verbindung.
Das konkrete Erfassen des Wissens setzt nämlich voraus, daß externe Repräsentations-
schemata festgelegt sind bzw. vorgehalten werden. Dieser Schritt kann als Signifikation
bezeichnet werden.
Von dieser kann in gewisser Hinsicht ein Prozeß abgespalten werden, der als Notifikation
des Wissens bezeichnet werden soll, und bei dem Wissen auf seine kollektive
Rationalisierungsleistung (im Sinne des zuvor erwähnten Habermas'schen Begriff von
Rationalisierung des Wissens) hin geprüft und ggfs. akzeptiert oder verworfen wird.
Dieses muß natürlich im engen Zusammenhang mit der Aktualisierung von schon erfaßtem
Wissen und ständigen Konsistenzprüfungen in der gesamten Wissensbasis erfolgen.
Das Knowledge Capturing soll hier ebenfalls nicht weiter untersucht werden, weil es wesentlich
auf psychologischen und erkenntnistheoretischen Prozessen aufsetzt, bei denen Experten u.U.
mit Tricks zur Selbstreflexion und zum Reden gebracht werden müssen.
Um schließlich eine interne Repräsentation von Wissen zu erlangen, bedarf es
notwendigerweise bestimmter Umformungen, die hier als Knowledge Transformation
bezeichnet werden sollen (ein Wort, bei dem sich kein Problem der deutschen
Übersetzung ergibt). Ihr Ergebnis ist eine Repräsentation des Wissens.
19 Beachte hier den Begriff Information, der - wie vorne ausgeführt - gleichzusetzen ist mit Problem + Wissen
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Immer wenn ein Knowledge Engineer meint, die Ausführungen von Experten verstanden zu
haben, bedarf es der Überführung in Interne Reprasentatlonsschemata (20). Intern bezieht
sich schon auf das zukünftige System. Gemeint ist, daß das jeweilige Ergebnis außerhalb des
menschlichen Experten real vorhanden sein bzw. konkret repräsentiert werden muß, und nicht
nur im "Kopf" auf neuronaler Ebene verbleiben darf, wo es allerdings auch Mechanismen zur
Repräsentation geben muß, die hier allerdings überhaupt nicht thematisiert werden können.
Wissens-Eliziation und -Transformation sind somit komplexe Problematiken, die sowohl
Theoriebildung betreffen, als auch Aspekte von Entwurf/Design berühren, und zum dritten
menschliches Verhalten berücksichtigen müssen.
Das praktische Ergebnis ist gewöhnlich ein komplexes Modell des Verhaltens von Experten,
wobei dieses Modell (im Gegensatz zu dem eingegrenzten Ergebnis bei der Elizitation) auf
der Grundlage einer Theorie von Verhalten entsteht, und mit Beobachtungen bei Befragungen,
Aufzeichnungen von Aktivitäten des Experten in Übereinstimmung sein muß.
Das berührt die Frage der Beobachtbarkelt. Beobachtungen sind nicht immer einfach. Sie
können auf Grund von Generalisierungen erfolgen, selber auf anderen Modellen oder Theorien
beruhen. Jedenfalls sollte das Modell oder die Theorie eine Beschreibung liefern, die alle
gemachten Aussagen einschließt, wobei man in der Praxis häufig auch mit Teilmengen
zufrieden ist.
Was schließlich in einem Wissensbasierten System repräsentiert wird, hängt letztlich auch von
Beurteilungen ab, die nicht immer nur von den involvierten Experten stammen, sondern auch
Resultat von ingenieursmäßigen Entscheidungen sein können.
Taskdomänen können sehr unterschiedlich wahrgenommen werden. Dies kann abhängen von
der Funktion, die der Experte bzw. der Wissensingenieur ausführt, sowie von Interaktionen,
denen sie ausgesetzt sind. Aus diesem Grunde kann die gleiche Taskdomäne von
verschiedenen Individuen sehr unterschiedlich wahrgenommen und beschrieben werden, da
diese infolge unterschiedlicher Ziele und Anforderungen unterschiedliche Facetten der Domäne
als wichtig einstufen. Daher ist jedes Modell oder jede Theorie auch eine Repräsentation von
"Realität", die von den Intentionen und Aufgaben der jeweiligen beteiligten Individuen abhängt.
Damit ergibt sich die Forderung, daß bei der Modellbildung unterschiedliche Abbildungen und
Transformationen von Realität ko-existieren sollten - es muß geradezu das erklärte Ziel von
Knowledge Engineering sein, die Wahrnehmungen über alle und von allen beteiligten Experten
der Taskdomäne in einen einzigen kohärenten Rahmen zu fassen.
Transformation von Wissen bezeichnet den Prozeß der Überführung von Wissen aus
externen Schemata in Interne Repräsentationsformen (mit Bezug zu einem möglichen
System).
Die Möglichkeiten bei Transformationen hängen natürlich stark davon ab, welche externen
Schemata und welche internen Repräsentationsformen auf Maschinenebene zur Verfügung
stehen. Die verschiedenen Repräsentationsformen von Wissen haben diverse Vor- und Nach-
teile, so daß erst die jeweilige Nutzung den Ausschlag gibt. Will man häufig Schlüsse ziehen,
bietet sich die Logik an. Geht es um große Mengen von Fakten, sind Frames nicht ungünstig.
Entsprechendes gilt bei großen Mengen von Regeln für Produktions(-regel)systeme.
20 Siehe hierzu frühere Ausführungen zum Wissens- und Problemkreislauf, bei dem "interne" und "externe"
Repräsentationsaspekte unterschieden wurden, in: Hennings, R.-D.: Expertensysteme: Grundlagen ..., a.a.O.,
Seite 126.
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Semantische Netze lassen sich gut zu Explikationen von Zusammenhängen, oder falls Informa-
tionen gesucht werden müssen, benutzen (21,22).
Da sich aus Komplexität;sgründen die Bereithaltung von Wissen in einem Expertensystem in
mehreren Repräsentationsformen verbietet, kann hierzu auf Wissenstransformation zurück-
gegriffen werden, d.h. die Überführung von Wissen aus einer Repräsentationsform in eine
andere. Und weil die einzelnen Formen jeweils unterschiedlich viel Speicherplatz benötigen,
kann die Nutzung von Transformationsprozessen auch Komplexitätsgewinne einbringen.
Wissenbasierte Systeme werden im übrigen derzeit dann als hybrid bezeichnet, wenn sie hierzu
unterschiedliche Möglichkeiten anbieten.
In diesem Zusammenhang ist es nun weiter wichtig, daß die Integrität der Inhalte erhalten
bleibt, d.h. alles Wissen unabhängig von der Repräsentationsform im gleichen Zustand bzgl.
Korrektheit, Updates etc. verfügbar ist.
Somit lassen sich Probleme eingrenzen, die mit der Integration des neuen Wissens in
schon vorhandene Bestände zusammenhängt. Dies wird von verschiedenen Autoren
ebenfalls als Akquisition bezeichnet, soll hier aber als Akquisltlon im engeren Sinne
(Le.S.) verstanden werden.
Unter Umständen sind die hier definierten Unterschiede zwischen Elizitation, Transformation
und Integration Akquisition (im eingeschränkten Sinne von Erfassung von Wissensentitäten) in
bestimmten einfachen Wissensbereichen nicht immer deutlich zu trennen. Dies kann zum
Beispiel bei Benutzung von Semantischen Netzen, Produktionsregeln oder anderen bekannten
Repräsentationsschemata passieren, wenn sich das Wissen einfach den vorgegeben Struktu-
ren anpaßt, so daß etwa unterschiedliche Betrachtungs- und Behandlungsweisen von Modell
und Beispielen (Exemplar, Fall, etc.) ignoriert werden können (23).
Schließlich ist die Entwicklung und Konstruktion von Wissensbasierten Systemen immer
auch ein iterativer Vorgang, bei dem Ergänzungen, Erweiterungen (Updates), aber auch
'Wartungsarbeiten' bei fehlerhaftem Betrieb (Maintenance) notwendig werden können.
Im Zusammenhang mit Update und Maintenance von Systemen haben wir die Problematik,
daß Wissensbasen bisher häufig monoton fortgeschrieben wurden. Wenn sich aber die aus
altem Wissen abgeleiteten Schlußfolgerungen bei neuen Erkenntnissen als falsch herausstel-
len, werden Korrekturen an den Altbeständen notwendig. Dies ist für den menschlichen Exper-
ten kein Problem, erfordert aber in großen Wissensbeständen enorme theoretische und prakti-
sche Aufwendungen.
Systeme, die diese Fähigkeit haben, werden als nicht-monoton charakterisiert. Ihre Entwick-
lung ist allerdings noch nicht sehr weit gediehen, da umfangreiche Ergänzungen etwa bezüglich
des jeweiligen Zeitpunktes und des Kontextes der Generierung von Wissensentitäten die
Voraussetzung sind. Siehe etwa das Truth Maintenance System von J.Doyle oder ähnliche
Bemühungen unter der Bezeichnung Reason Maintenance (24,25,26).
21 Hierzu gibt es diverse Quellen. Eine Gesamtschau beginnend bei frühen Versuchen findet sich in: Hennings R.-
D., u.a.: Methoden der Repräsentation von Wissen. Projekt INSTRAT, Technischer Bericht, Freie Universität, Ber-
lin, 1982.
22 Ein kurzes Beispiel von vier sehr bekannten Verfahren wird erläutert in: Hennings, R.D.: Künstliche Intelligenz
und Expertensysteme. LOG-IN, Heft 1. März 1987, pp. 10-18.
23 Zum Beispiel kann auch bei Datenbanken der Mo<MUi*p«kt mit den Regeln für die -paradigmatische Organisa-
tion" der Datenbasis (in Form eines Schema«) getrennt werden vom Bel.plela.pokt, repräsentiert durch
Daten, die in solch eine Organisation, d.h. die Datenbank, passen.
24 Doyle, J.: A Truth Maintenance System. Journal of Artificial Intelligence 12. 1979, pp. 231-272.
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Maschinelles Lernen ist schließlich der Oberbegriff aller Aktivitäten, auch lernfähige
(Experten-) Systeme zu entwerfen.
Da es sich hierbei um sehr komplexe Vorgänge handelt, sind die derzeitigen Erkenntnisse im
Hinblick auf eine Nutzung im großen Maßstab noch als wenig relevant einzustufen. Häufig wer-
den Systeme schon dann als "lernend" bezeichnet, wenn sie nicht mehr als einen komfortablen
Editor zur Erfassung von Wissen haben, der automatische Konsistenzüberprüfungen durchfüh-
ren kann. Dies reicht aber wohl bei weitem noch nicht aus. Weitere Stichworte im Hinblick auf
Strategien des Lernens sind:
Lernen durch Erinnerung oder Auswendiglernen
Lernen durch Anweisen/Erzählen
Lernen durch Induktion aus Beispielen/Beobachtungen
Lernen durch Analogiebildung.
Lediglich die ersten beiden Formen scheinen im Hinblick auf Implementierung hinreichend ge-
löst zu sein. Hingegen gibt es erst wenige Systeme, die partiell zur induktiven Inferenzbildung in
der Lage sind, also aus speziellen Beispielen allgemeine Gesetzmäßigkeiten herleiten können,
was eine große Hilfe bei der Transformation von Wissen in Regelform darstellen kann.
Als Zusammenfassung der Ausführungen folgt nun noch eine Grafik, in der die verschiedenen
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Sichtweise: Informatik Knowledge Engineering /Managementinformationswissenschaft
Abb. 5: Zusammenfassung
25 Doyle, J.: The Ins and Outs of Reason Maintenance. Procs. of the International Joint Conference on Artificial
Intelligence, IJCAI.83. Karlsruhe, 1983. pp. 349-351.
26 Reinfrank, M.: An Introduction to Non-Monotonic Reasoning. MEMO-SEKI-85-02, Universität Kaiserslautem,
1985.
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Referat
Eine pragmatische Sicht der Informationsverarbeitung setzt Theorien der menschlichen
Kognition und Kommunikation voraus, die im Gegensatz zu einer Reihe von Ansätzen stehen,
wie sie in Sprachphilosophie, Linguistik und Informationswissenschaft lange vorherrschten. In
diesem Papier wird der Versuch unternommen, Rhetorik und Topik als mögliche Bezugspunkte
für die Entwicklung einer Pragmasemantik zu nützen, die als theoretische Basis
fortgeschrittener Informationssysteme dienen kann. Probleme wie Formen nichtformalen
Schließens oder der sozialen Konstruktion von Wissen spielen eine zentrale Rolle.
Hypertextsysteme bieten sich zur Implementaion topisbher Argumentationsumgebungen an.
Dieses Papier ist somit ein Beitrag zur Diskussion der theoretischen Grundlagen von Hypertext.
Abstract
A pragmatic view of Information processing presupposes theories of human cognfflon and
communication that are richer than many current approaches in the relevant disctpines of the
philosophy of language, linguistics and Information science. In this paper it will be argued that
topics and rhetorics offer themselves as starting points for the Wnd of pragmatico-semantlc
theory necessary for the development of advanced Information Systems. Problems such as
types of non-formal reasoning and the social construction of meaning will play a crucial role.
Hypertext Systems are taken to be »kely cancfidates for the implementation of topics-based
argumentation environments. This paper is thus a contribution to the discussion of the
theoretical underpinnings of hypertext Systems.
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0. Einleitung
Die pragmatische Wende in der Informationswissenschaft reiht sich ein in ein Spektrum
gleichartiger Reorientierungen in Bezugswissenschaften wie der Linguistik, der Philosophie
oder der Kognitionstheorie (16), (22), (26), (34), (45). Im vorliegenden Beitrag sollen Aspekte
dieser Entwicklung aus der Sicht der sprachorientierten Wissenschaften diskutiert werden. Die
teilweise heftige Diskussion zum Status einer (der) pragmatischen Komponente in der Linguistik
und Sprachphilosophie erweisen sich dabei als für die Informationstheorie besonders relevante
Bezugspunkte. Wenn von pragmatischer Wende gesprochen wird, so kann dies in zumindest
zweifacher Weise verstanden werden: Zum einen kann die bloße Feststellung gemeint sein, daß
kontextuelle und handlungsorientierte Faktoren eben auch eine Rolle in der Verarbeitung von
Wissen und Information spielen, oder die Intention zielt in wesentlich grundlegenderer Weise
auf eine Rekonstruktion informationstheoretischer Grundannahmen in pragmatischer
Perspektive ab.
Eine umfassende Erörterung dieser Problematik kann sicher nicht Ziel dieses Beitrags sein,
weshalb eine thematische Bnschränkung auf ein spezifisches Argumentationsfeld notwendig
wird. Das Hypertextkonzept (6), (7), (12) bietet sich aus einer Reihe von Gründen an: Zunächst
wird Hypertext (30), (31) gelegentlich als die Alternative zu klassichen Verfahren der
elektronischen Informationsverarbeitung in die Diskussion gebracht, eine deutliche Konturierung
grundlegender Positionen ergibt sich dadurch von selbst; die Betonung von Prinzipien der
Wissensrepräsentation wie Nichtlinearität und Assoziativität setzen eine Theorie der
menschlichen Kognition voraus, die zu einer Bewertung informationstheoretischer Ansätze
führen kann. Die Hypertexteuphorie macht auch deutlich, daß dieses Konzept, wenn schon
nicht als endgültige Lösung, so doch als neuartiger Problemansatz besondere Bedeutung für
die informationswissenschaftliche Grundlagendiskussion hat.
Die Hypertextproblematik vereinigt in sich Aspekte, die von den unterschiedlichsten
Einzeldisziplinen bearbeitet werden, eine umfassende Perspektive setzt somit einen denkbar
weiten Diskussionsrahmen voraus. In diesem Beitrag soll der Versuch unternommen werden,
anhand des Hypertextkonzepts Parameter einer pragmatisch und kommunikationstheoretisch
fundierten Informationstheorie zu entwickeln. Eine Reihe von Problemen, die im Design von
Hypertextumgebungen auftreten, lassen sich auf Wissens- und sprachtheoretische Annahmen
zurückführen, die zunächst ohne besodere Relevanz für die Entwicklung elektronischer
Informationsmedien erscheinen.
Einen nicht unwesentlichen Teil der besonderen Faszination von Hypertext macht sicher auch
aus, daß theoretische Ansätze, die lange Zeit nur im engeren Rahmen von Einzeldisziplinen
wirksam wurden, durch Transposition in neuartige Anwendungsbereiche ein hohes Maß
fachübergreifender Relevanz gewinnen können. Ein Beispiel für eine solche Neukonstituierung
eines Problemfeldes zeichnet sich in an Rhetorik und Argumentationstheorie (25), (35)
orientierten Perspektiven auf die Entwicklung entiinearisierter Wissensrepräsentationsmodelle
ab. Rhetorik, Topik und Argumentationstheorie können auch, und diesem Aspekt soll im
weiteren besondere Aufmerksamkeit geschenkt werden, als Theorie kognitiver Organisation
interpretiert werden, die zumindest seit der Aufklärung von einer apragmatischen
Strukturtheorie des Wissens fast völlig verdrängt wurde, im Zeitalter der elektronischen Semiotik
aber wieder starke Impulse erhält. Wenn im folgenden Hypertext als Theorieansatz diskutiert
wird, der Probleme einer rhetorischen und topischen Wissensverarbeitung aufnimmt, so kann
es nicht um die Verfolgung geistesgeschichtlicher Parallelen gehen, sondern die Engführung
von Hypertext und rhetorischer Topotogie versteht sich als Versuch einer Rekonstruktion eines
Problemkontextes, der für die Entwicklung von Hypertextsystemen, die tatsächlich pragmatisch
fundiert sind, weitreichende Konsequenzen hat.
Fragen nach kontextsensitiven Formen der Inferenz, nach Analogie oder nach
Wahrscheinlichkeitsschlüssen, im weiteren auch nach sozialer Konstruktion von Wirklichkeit
und nach dem Verhältnis von Handlungs- und Erkenntnistheorie berühren Kernpunkte echter
Hypertextsysteme. Der Beitrag einer an rhetorisch-topischen Formen der Wissensverarbeitung
orientierten Theorie der Wissensverarbeitung besteht darin dem Hypertextmodell einen
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Bezugsrahmen zu liefern, der es ermöglicht, die Aporien der einseitig strukturorientierten
Wissens- und Kommunikationstheorie zu vermeiden.
1. Pragmatische Wende In den Informationswissenschatten
1.1 Der "pragmatlc turn" in der Philosophie
Eine pragmatische Fundierung theoretischer und praktischer Aspekte der
Informationsverarbeitung basiert unmittelbar auf sprachphilosophischen Konzepten von
Bedeutung und sprachlicher Wissensrepräsentation. Die sprachanalytische Philosophie, die in
der Entwicklung informationsverarbeitender Systeme lange Zeit als Bezugsrahmen diente, war
angetreten, pragmatische Faktoren, die als inhärent unklar und nicht formalisierbar angesehen
wurden, durch Verfahren radikaler Kalkülisierung und Algorithmisierung zu eüminiern. Die
Philosophie der idealen Sprache wird in diesem Jahrhundert aufgrund der Möglichkeiten der
formallogischen Werkzeuge zunächst zur in weiten Bereichen dominanten Grundlage. Die
Tradition dieses Ansatzes reicht aber weiter zurück, in erkennbar modemer Form sicher bis zu
Leibnizens Projekt einer charactehstica universalis. Für die Herausbildung des
idealsprachlichen Paradigmas können folgende Ansätze als entscheidend gesehen werden, die
sich alle unter eine Leitidee der Dekontextualisierung von Wissen bringen lassen, und somit für
unsere Diskussion einer kontextualisierten und pragmatischen Konzeption als Gegenentwurf
relevant sind.
Die Strategie der Dekontextualisierung intendiert eine Trennung von Objektbereichen, deren
ontologischer Status im weiteren nicht zur Diskussion stehen muß, und einer beschrankten
Anzahl formaler Manipulationsregeln, die über diesen Objekten definiert werden kann. Im
wesentlichen ist das Ziel der dekontextualisierenden Reduktion erreicht, wenn nur mehr mit
vollkommen allgemeinen, formal zu beschreibenden Inferenzmechanismen gearbeitet werden
kann, die von den Objekten des intendierten Anwendungsfeldes unabhängig sind. In einer
etwas anderen Terminologie bedeutet dies die konsequente Trennung von Daten und
Kontrollstrukturen.
Huberts saloppe Behauptung, daß die Mathematik eben auch mit Bierdeckeln funktionieren
müssen, faßt das Programm der Dekontextualisierung recht gut zusammen. Im Rahmen diese
Ansatzes konnte nun durchaus die Vorstellung aufkommen, das Problem der Bedeutung sei ein
für allemal lösbar, da sich nach einer logischen Rekonstruktion allgemeiner
Inferenzmechanismen, die Semantik aller Diskursuniversen angegeben werden könnte. Die
restliche Arbeit bestünde nur mehr in der empirischen Beschreibung einzelner Objektbereiche,
die sich als Einsetzen von Variablen in vorgegebene Strukturzusammenhänge verstehen läßt.
Wissenssoziologische Folgen dieser Strategie sind Vorstellungen einer Einheitswissenschaft,
die orientiert an den Methoden der am weitesten fortgeschrittenen Bnzelwissenschaft, konkret
der Physik, alle Wissensbereiche neu beschreiben sollte.
Klassische erkenntnistheoretische Formulierung findet dieses Paradigma im Tractatus Logteo-
Philosophicus von Ludwig Wittgenstein (52). Eine Ontotogie, die nur mit Tatsachen und daraus
aufzubauenden Sachverhalten auskommt, soll in einer rein formalen Sprache ausgedruckt
werden. Implizit wird damit auch eine erkenntniskritische Position formuliert, die alle Formen der
Wissensverarbeitung, die sich nicht in eben diesem Rahmen bewegen, als nicht
wissenschaftlich ausgrenzt.
Die Philosophie Wittgensteins ist aber nicht nur Kulminationspunkt des dekontextualisierenden
Paradigmas, sondern formuliert in der späteren Phase eine grundlegende Kritik an diesem
Ansatz. Um in der weiteren Diskussion auf deutliche Bezugspnkte zurückgreifen zu können,
fasse ich Leitlinien dekontextuaüsierender Strategien thesenhaft zusammen.
1) Die Trennung von Daten und Inferenzmechanismen ist durchgängig. Es gibt keine
Inferenzen, die nur über bestimmten Objektbereichen zulassig wären.
Inferenzmechanismen sind in allgemeiner Form in logisch-formaler Sprache anzugeben.
2) Wissen wird als Strukturdynamik eines in 1) definierten Satzsystems gefaßt. Bei
gegebenem Objektbereich und Inferenzmechanismen ergibt sich das Wissen des
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Systems mechanisch aus allen ableitbarer Sätzen.
3) Sowenig der intendierte Objektbereich einen Einfluß auf die Gültigkeit von Inferenzen
haben kann, ebensowenig kann der soziale Kontext der Wissensverarbeitung einen
wesentlichen Einfluß haben. Es wird nicht geleugnet, daß soziologische und
psychologische Aspekte mit Wissensverarbeitung im Zusammenhang stehen, es handle
sich dabei jedoch um Kontingente Phänomene, die den Kern des Problems in keiner
Weise beträfen.
4) Hauptanliegen ist die Entwicklung einer idealen Sprache, die sich von den Vagheiten
und Widersprüchlichkeiten der Umgangssprache durch logische Rekonstruktion und
formalisierte Syntax unterscheidet. Das Problem der Bedeutung reduziert sich dann auf
die formal anzugebende Projektion in einen intendierten Objektbereich.
Insbesondere die spätere Philosophie Wittgensteins (51) artikuliert die Aporien dieses Ansatzes,
die durch den offensichtlichen Erfolg des reduktionistischen Paradigmas in den
Naturwissenschaften noch besonderes deutlich konturiert werden. Hauptprobleme ergeben sich
aus zwei unterschiedlichen Perspektiven, den Fortschritten der formalen Logik einerseits und
den Einsichten in Bedingungen kommunikativer Handlung andererseits. Es mutet schon
ironisch an, daß die Theorie formaler Sprachen es mit ihren eigenen Methoden leistete, den
Nachweis zu erbringen, daß das Projekt der vollständigen Kalkülisierung im ursprünglich Sinn
zum Scheitern verurteilt sein mußte. Gödels Theoreme machten deutlich, daß der in der
Philosophie der idealen Sprache angelegte Traum vom Ende der Rede an streng formal
anzugebenden Bedingungen scheitern muß.
Wenn diese Kritik gleichsam von innen formuliert wurde, so artikuliert sich in der Philosophie
der Normalen Sprache ein Gegenentwurf, der auf Charakteristika natürlicher Sprachen als
Kommunikationsmedium abhebt. Mit Wittgensteins Philosphischen Untersuchungen oder
Austins How to to things with words wird deutlich, daß natürliche Sprache auch dazu verwendet
wird, um Wissensrepräsentation in der Art zu leisten, die im idealsprachlichen Modell als einzig
relevant angesehen wird, daß aber Sprache nicht als Satzsystem und darüber definierten
Schlußregeln funktioniert. Eine alternative Konzeption von Sprache, Kommunikation und implizit
auch von der Tätigkeit der Philosophie entwickelt sich anhand der folgenden Problemkreise.
Sprache ist kein homogenes Gebilde, sondern vielmehr ein Geflecht funktioneller Leistungen,
die in je eigentümlicher Weise eingesetzt werden. Die Leitidee des indikativischen
Aussagesatzes als einzig möglicher sprachlicher Leistung wird differrenziert in eine Reihe
sprachlicher Funktionen, die immer mit Rücksicht auf bestimmte Kontexte beschrieben werden.
Wittgensteins Bild vom Werkzeugkasten Sprache, in dem die verschiedensten Utensilien
vorkommen, steht in deutlichem Kontrast zum Universalhammer der einheitswissenschaftlichen
Wissenschaftstheorie.
Der archimedische Punkt der pragmatischen Neuorientierung besteht darin, daß die Perspektive
weg von Sprache als Satzsystem zu Sprache als Handlung, ja Lebensform im
Wittgensteinschen Sinn gedeutet wird. Durch den pragmatic turn wird die Sprachphilosophie
zugleich auch Handlungstheorie, die im idealsprachlichen Paradigma ausgegrenzten
psychologischen und soziologischen Aspekte nehmen einen Platz im Zentrum der
sprachphilosophischen Argumentation ein.
Pragmatik wird in der normalsprachlichen Philosophie nicht zu einem Aspekt sprachlicher
Vermittlung, sondern zum fundamentalen Prinzip kognitiver und kommunikativer
Handlungsfähigkeit. Methodisch führte die Reorientierung dazu, daß nicht mehr die logisch-
formale Analyse, sondern die subtile Beschreibung von Sprachspielen in den Vordergund tritt.
Anstelle von Kalkül und Inferenz wird von Sprachspiel und Regeln gesprochen, die eben nicht
allgemein, sondern für das jeweilige Sprachspiel charakteristisch sind. Der Anspruch auf
Formalisierung und allgemeine Gültigkeit theoretischer Aussagen wird aufgegeben zugunsten
einer sehr fein granulierten Betrachtung sprachlicher Handlungen, die viel eher durch
Familienähnlichkeiten als durch strenge Entsprechungen miteinander in Beziehung treten.
In Austins Theorie der Sprechakte wird die philoscohische Diskussion unmittelbar für die
konkrete linguistische Analyse kommunikativer Handlungen nutzbar gemacht. Wenn die recht
ttxonomische Präsentation auch wenig anziehend erscheint, so ist mit der Unterscheidung in
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lokutive, illokutive und perlokutive Akte doch wiederum die Möglichkeit in die
sprachphilosophische und im engeren Sinn ynguisösche Theorie getreten, sprachliche
Handlungen in einem Rahmen zu diskutieren, der Ober rein formal-logische Aspekte
hinausgeht.
1.2 Sprach und Kommunikationsbegriff
Jede Theorie der Wissensrepräsentation und Wissensverarbeitung situiert sich in einem Feld
von kommunikationstheoretischen Grundannahmen. Da dieser Bereich für die Bewertung von
Hypertext eine entscheidende Rolle spielt, soll im folgenden das Verhältnis von Kognition und
Kommunikation, wie es sich in einem dekontextualisierenden und in einem pragmatisch
fundierten Rahmen darstellt, erörtert werden. Die kommunikative Vermittlung von Wissen ist der
blinde Fleck des dekontextualistischen Modells, wenn man von der impliziten Behauptung
absieht, daß eine hinreichend genaue Darlegung der strukturellen Beziehungen in einem
Satzsystem, die Vermittlung weitergehender Schlüsse von selbst ergeben soll. Der Erweis der
Wahrheit der aus dem Satzsystem gewonnenen Behauptungen ist der einzige kommunikative
Akt, der sich aus dem System selbst rekonstruieren läßt. Argumentation wird sub speäe
demonstrationis neu gefaßt und das apodiktische quod erat demonstrandum gibt den Endpunkt
jedes sinnvollen Dialogs ab.
Das formalisierende Paradigma bezog auch geistesgeschichtlich eine Hauptmotivation aus den
unergiebigen argumentativen Ritualen einer in Konvention gefangenen Wissenschaft, die als
Beweisgrund sehr häufig nur auf Autorität oder Tradition verweisen konnte. Die logische
Rekonstruktion von Aussagensystemen erlaubt es dann, die Richtigkeit von Propositionen an
Maßstäben zu messen, die von allen Teilnehmerinnen am Diskurs als gültig anerkannt werden.
Es findet sich in der impliziten Argumentationstheorie der formalisierlen Vernunft also die
genaue Entsprechung zur Trennung von Daten und Kontrollstrukturen, die für die
Repräsentationsstrategie dieses Ansatzes charakteristisch ist. Der Objektbereich, über den
argumentiert werden soll, ist von untergeordneter Bedeutung, solange die allgemeingültigen
Argumentationsregeln, soll hier heißen die Gesetze der formalen Logik, beachtet werden. Da
diese Gesetze in gleicher Weise für alle Diskussantinnen gelten, ist die Oberzeugungskraft von
Argumenten nur mehr eine Frage der Geschicklichkeit in der Manipulation formaler Regeln.
Besonderer Erfolg ist dieser Strategie immer dann beschieden, wenn es darum geht, Aussagen
auf ihre logische Plausibilität hin zu überprüfen: Wenn sich eine Propositon mittels der logischen
Inferenzregeln aus dem Satzsystem herleiten läßt, kann die Behauptung ohne Einschränkung
als gültig erkannt werden. Sollte dies nicht gelingen, liegen die Dinge zunächst etwas
komplexer, da ja aus der Unfähigkeit, eine Ableitung zu finden, nicht der Schluß gezogen
werden darf, daß der Satz als solcher nicht ableitbar sei. Es muß in diesem Fall sichergestellt
werden, daß eine Deduktion nicht an intellektuellem Unvermögen, sondern an der faktischen
Unmöglichkeit der Ableitung scheitert. Das rein pragmatische Argument, daß in einem
bestimmten Diskurs eine Behauptung nicht als haltbar erwiesen werden konnte, ist im formalen
Paradigma zu schwach. Es werden Parameter benötigt, die auch negative Evidenz mit
endgültiger Konsequenz verwertbar machen.
Die Grundlagenkrise der Mathematik zu Beginn dieses Jahrhunderts entzündet sich genau an
diesen Fragen: Welche Werkzeuge und Methoden sind zulässig, um Beweise auch dann führen
zu können, wenn einen mehr oder weniger direkte demonstratio ad oculos intellectus nicht
gelingen kann. Der Streit zwischen Intuittonisten und Konstruktivsten fokussiert sich auf das
Problem in der mathematischen Diskussion zulässiger ArgumentationsforTnen. Diese
Auseinandersetzung, die freilich auch mit formalen Mitteln geführt wird, zeigt deutlich, daß es
sogar in der Mathematik eine "Rhetorik der Erkenntnis" gibt.
Die Problematik eines nur auf die Strukturbeziehungen von Satzsystemen abzielenden
Wissensbegriffs wird bereits in der Behandlung beweisförmiger Argumentation sichtbar, den
Aspekt des Auffindens potentiell beweiswürdiger Sätze, die heuristische Funktion der
Argumentation also, bleibt in diesem Rahmen völlig unberücksichtigt.
Wie man zu den Sätzen kommt, die dann einem logischen Riter unterworfen werden, wird nicht
als bedenkenswertes Problem betrachtet, sodem vielmehr in den Bereich der Psychologie der
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Forscherinnen verbannt. Es könnte nun eingewandt werden, daß formallogische Satzsysteme
doch prototypische Heuristikmechanismen darstellten, da die Regeln mit denen aus
Propositionen neue Propositionen entwickelt werden, doch Teil des logischen Formelapparates
seien. Im formallogischen Sinn ist dies auch durchaus zutreffend, das eigentliche Problem
bestünde dann sogar darin, aus der unendlichen Vielzahl herstellbarer Formeln diejenigen
auszuwählen, die eine, wenn auch bescheidene, Aussicht hätten, in der Erörterung eines
Gegenstandsbereiches etwas Relevantes beizutragen. Insbesondere in Beiträgen zur
Erforschung mathematischer Kreativität wird immer wieder darauf hingewiesen, daß
mathematische und logische Heuristik nach ganz anderen Gesetzen als denen der formalen
Analyse zu verfahren scheint. Die Anekdoten von bildhaften Vorstellungen, die gerade beim
Auffinden abstraktester Strukturbeziehungen eine Rolle spielen, zeigen zumindest, daß in der
menschlichen Wissensverarbeitung Funktionen eine Rolle spielen, die von einer Satz-
Wissenssystemkonzeption nicht in den Blick gebracht werden kann.
Der Sprach- und Kommunikationsbegriff einer pragmatisch fundierten Theorie der
Wissensverarbeitung muß beträchtlich weiter angelegt .sein. Wenn die pragmatische
Komponente nicht nur als bloße Addition zu einem auch ansonsten funktionsfähigen System,
sonder als konstitutives Prinzip gefaßt werden soll, muß Wissensverarbeitung als sozialer
Prozeß und nicht als statische Eigenschaft eines Satzsystems gefaßt werden.
Ein pragmatischer Wissensbegriff kann auch Aspekte der Heuristik, der Wissensfindung also,
einschließen und muß sich nicht auf beweisförmige Argumentationstypen beschränken. Eine
handlungsorientierte Konzeption ist als Theorie einer praktischen und kommunikativ vermittelten
Vernunft denkbar, die sich des gesamten Spektrums kognitiver und argumentativer
Möglichkeiten bedient.
Ein deratiger Wissensbegriff kann als topisch-rhetorisch bezeichnet werden, da sich in der
Rhetorik und Topik eine Form der Wissensverarbeitung herausgebildet hat, die sich
kontrapunktisch zum dekontextualisierten Verständnis der idealsprachlichen Reduktion
verstehen läßt.
Der Fokus des formalen Paradigmas liegt auf der Möglichkeit einer Argumentationstheorie, die
sich selbst dadurch aufzuheben imstande wäre, daß mechanisch reproduzierbare Endpunkte für
argumentative Sequenzen angebbar werden. Argumentation und somit Wissensverarbeitung
erscheint somit als prinzipiell geschlossener Prozeß, der zwar in der Praxis in einer bestimmten
Chronologie abläuft, aber logisch durch das System vorweggenommen wird.
Ein pragmatisches Paradigma der Informationsverarbeitung mußt ohne eine tendenzielle
Schließung von Argumentationshorizonten auskommen, da die kontextuelle Einbindung
argumentative Positionen immer wieder neu konstitutiert. Dies soll und kann nicht heißen, daß
nicht auch in einem pragmatischen Rahmen Probleme gelöst werden könne: lokale
Argumentationsprozesse kommen freilich zu einem Abschluß, der aber wiederum als
Ausgangspunkt für weiteres argumentatives Handeln dient.' Das universe of discourse der
idealsprachlichen Konzeption ist geschlossen, während ein pragmatischer Ansatz mit
fundamentaler Offenheit rechnen muß.
Diese Offenheit bietet die Möglichkeit, Wissensverarbeitung als Prozeß sozialer Interaktion zu
sehen, die Dichotomie von idealsprachlicher Wissensverarbeitung und konkreten
Handlungskontexten zu überwinden. Mit der Postulierung offener Systeme ist aber so lange
nichts gewonnen als nicht auch Prinzipien und Regulative angebbar sind, die argumentatives
Handeln in diesen offenen Diskursräumen gestatten. Wenn dies nicht gelingt, dann wird die
übermäßige Rigididät einer idealsprachlichen Reduktion durch ein anarchistisches "anything
goes" ersetzt, das zwar nicht unsympathisch, aber doch wenig fruchtbar für eine topisch-
rhetorische Argumentationstheorie wäre.
Informationsverarbeitung im elektronischen Medium bietet die Möglichkeit, das Konzept einer
Topik zu entwickeln, die sich auch in hochkomplexen Diskursuniversen anwenden läßt. Die
leitende Idee hinter diesem Projekt besteht darin, daß der Erfolg der formalen
Reduktionsstrategie auch darauf zurückzuführen ist, daß kognitive Komplexität in einer Weise
beherrschter gemacht wurde, wie dies traditionelle Wissensverarbeitungstechnologien nicht
leisten konnten. Eine elektronisch gestützte Topik kann intellektuelle Komplexität ebenso
vermitteln, ohne von Leistungen menschlicher Kognition wie Analogizität oder nichtmonotone
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(18) Inferenz abstand zu nehmen. Computergestützte Informationsverarbeitung, die sich lange
Zeit nur den formallogischen Konzepten verbunden fühlte, kann somit zum Entwicklungfeld
eines Umgangs mit kognitiver Komplexität werden, der Abstraktion und Dekontextualisierung
als wesentliche Teilstrategien, nicht jedoch als epistemologische Basis des gesamten Projekts
nimmt.
In anderer Formulierung kann der Fortschritt einer topisch-rhetorischen Theorie der
Wissensverarbeitung auch darin gesehen werden, daß Funktionen menschlicher Kognition sich
nicht mehr ausschließlich an den beschränkten Rahmenbedingungen des FormaMsierbaren
orientieren müssen. Computergestützte Informationssysteme, deren Entwicklung ohne die
komplexitätsreduzierenden Ansätze der Formänderung und Dekontextualisierung nicht möglich
gewesen wäre, können in einem avancierteren Stadium zu Chancen werden, die verkürzenden
Aspekte dieses Ansatzes aufzuheben. Eine Parallele zu dieser Entwicklung findet sich im
Übergang von oraler zu literaler Kultur: Verschriftlichung bedeutet immer auch
Dekontextualisierung, Abstraktion und damit Komplexitätsreduktion, sie unterläuft auch, wie
dies in Piatons Theaitetos dargelegt wird, die wissensorganisierenden Regulative, wie zum
Beispiel die "ars memoriae", der oralen Kultur und destabilisiert damit die soziale Konstruktion
von Bedeutung. Dieser Prozeß differenziert sich im Laufe der Entwicklung stark, und es bilden
sich auf der Basis der Schriftkultur neue Formen der Wissensproduktion und -Organisation
heraus. Diese Parallele ist für unsere Argumentation von Bedeutung, da pragmatisch fundierte
elektronische Informationsmedien in ihren Auswirkungen auf die Informationsökologie durchaus
mit der radikalen Neuordnung durch Verschriftlichung verglichen werden können. Die sozialen
Aspekte der beiden Prozesse, mit der Herausbildung einer Wissenstechnologieelite und der erst
allmählichen Verbreitung als Kulturtechniken, sind auffällig. -
Proponenten von Hypertext machen dies mit ihren Attacken gegen lineare Formen der
Wissensverarbeitung deutlich: Hypertext ist auch der Versuch, Spätfolgen von Schriftkulturen zu
behandeln. Es wird jedoch zu zeigen sein, daß bestimmte Aspekte textueller Organisation
Hypertext direkt beeinflussen und motivieren.
2.Neue Rhetorik und Toplk
2.1 Rhetorik und Topik als Wissenstheorie
Im folgenden soll die Möglichkeit einer Topik und Rhetorik als theoretisches Fundament zur
Entwicklung von Hypertextsystemen diskutiert werden. Da allgemeine Vertrautheit mit der
Begrifflichkeit der Topik nicht vorausgesetzt werden kann, werde ich zunächst einen Überblick
über diesen Ansatz der Wissensverarbeitung geben, der von Aristoteles zuerst formuliert wurde
und dann in der abendländischen Geistesgeschichte in unterschiedycher Weise wirksam wurde.
Die klassische Definiton von Topik ist Theorie und Praxis der lopoi", d.h. argumentativer
Schemata, die in sehr allgemeiner Weise angewandt werden können". In etwas anderer
Formulierung sind Topoi semantische Bausteine, aus denen durch kontextspezifische
Veränderung größere argumentative Sequenzen gewonnen werden können. Diese
semantischen Einheiten sind nun nicht mit den Daten in einem formallogischen Satzsystem zu
vergleichen, da die Topoi sehr wohl auf die Semantik der Konstituenten zurückgreifen.
Beziehungen wie "Ähnlichkeit", "Teil-Ganzes" oder "Graduierung" werden dazu verwendet,
Kataloge von Schlüssen aufzustellen, die, wenn schon nicht streng logisch gültig, so doch in
hohem Maß semantisch plausibel sind.
In der weiteren Entwicklung der topischen Theorie wurden immer komplexere Kataloge
entwickelt, die eine große Auswahl von semantischen Beziehungen umfassen können. Da die
Semantik der Beziehungen in Topoi die entscheidende Rolle spielt, steht dieser Ansatz in einem
Spannungsverhältnis zur streng logischen Deduktion. Dieses Verhältnis wird in der Geschichte
der topischen Theorie einmal in Richtung auf eine stärkere Logifizierung, ein anderes Mal auf
eine reine Sammlung semantisch plausibler Argumente verschoben. Kernpunkt eines topischen
Ansatzes bleibt immer, daß keine prinzipielle Trennung zwischen allgemeingültigen
Schlußregeln und einem bloßen Anwendungsmaterial durchgeführt wird, sondern der
argumentative Baustein sich hoystisch präsentiert und auch so verwendet wird.
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Wenn im folgenden einige wenige Beispiele aus topischen Katalogen des Aristoteles gegeben
werden, dürfte die deutliche Parallele zu Ansätzen datengetriebener Inferenzregeln in der
Künstlichen Intelligenz überraschen. Für Hypertext lassen sich die topischen Ansätze mit
Sicherheit relativ direkt verwerten, da bei Hypertext ja im Grunde auch die Verkettung
semantischer Bausteine im Vordergrund steht. Zunächst aber eine Reihe von Beispielen aus
der Topik des Aristoteles.
Teil - Ganzes (meros - holon)
Wenn das Ganze zugrundegeht, gehen die Teile deswegen nicht auch zugrunde. (Top. 150a 34
-36)
Beispiel: Eine Hypertextarchitektur wird aufgelöst, einzelne Netzwerke können aber weiter
bearbeitet werden.
Wenn alle Teile zugrundegehen, geht notwendig auch das Ganze zugrunde. (Top. 150a 34-36)
Beispiel: Wenn aus einem Hypertext alle Knoten entfernt werden, bleibt nichts mehr übrig.
(Oder doch: Eine verdächtig metaphysische Frage.)
Wenn die Teile teils gut, teils schlecht sind, ist das Ganze besser als der schlechte Teil und
schlechter als der gute Teil. (Top. 150b 14-18)
Beispiel: Der Topos beschreibt derzeitige Hypertexte recht adäquat.
Wenn Teile bloß irgendwie und nicht in adäquater Weise verbunden werden, entsteht kein
Ganzes. (Top. 150b 22-26)
Beispiel(Aristoteles): Wenn Baumaterialien bloß irgendwie verbunden werden, ist das Ergebnis
kein Haus.
Beispiel: Addition von noch so vielen Konten ergibt kein echtes Hypertextnetz.
Wenn die Hinzufügung eines Gegenstandes X zu einem Gegenstand Z das resultierende
Ganze wünschenswerte macht als die Hinzufügung eines Gegenstandes Y zu Z, ist X besser
als Y (jedoch nur in Kombination mit Z). (Top. 118b 10-19)
Beispiel: Eine Erweiterung der Werkzeug und Komponenten eines Hypertexts ist nicht an sich
sinnvoll und wünschenswert, sondern nur relativ zu den Intentionen des gesamten Systems.
Ahnliches (homoia)
Wenn X und Y (nicht) ähnlich sind, kann (nicht) dasselbe bzw. analog Entsprechendes von X
und Y pradiziert werden.(Top. 114b 25-36)
Beispiel( Aristoteles): Wenn es ein Wissen über mehrere Gegenstände gibt, gibt es auch
Meinung über mehrere Gegenstände. Wenn 'Sicht haben'ein 'Sehen' ist, ist 'Gehör'ein 'Hören'
Die Definitionen ähnlicher Gegenstände sollen analog aufgebaut sein. (Top. 153b 36-154a 3)
Beispiel(Aristoteles): Wenn das Gesunde das Gesundheit Erzeugende' ist, ist auch das
Bekömmliche 'das Wohlbefinden Erzeugende' und das Nützliche 'das Gutes Erzeugende.
Gegensatze (antlkelmena)
Wenn eine Definition einem Gegenstand zukommt, kommt auch das konträre Gegenteil der
Definition dem konträren Gegenteil des Gegenstandes zu. (Top. 147a 29)
Beispiel(Aristoteles): Wenn 'Nützlich' durch 'das, was Gutes hervorbringt'definiert ist, ist
'Schädlich' durch 'das, was Schlechtes hervorbringt' oder 'das, was Gutes zerstörfdefiniert.
Wenn eine possessive Spezies in dem nächsthöheren Genus liegt, liegt die privative Spezies
nicht in diesem Genus. (Top. 124a 35-38)
Beispiel: Wenn 'Sehen'eine Wahrnehmung ist, ist Blindheit keine Wahrnehmung.
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Ursache - Wirkung (altla)
Von zwei Mitteln ist das vorzuziehen, das dem Ziel näher ist (Top. 116b 23)
Beispiel: In einem Hypertext, der Analogieleistungen der menschlichen Kognition modellleren
soll, soll Analogie als Werkzeug verfügbar sein.
Von zwei Mitteln ist das vorzuziehen, das auf das Lebensziel bezogen ist. (Top. 116b 23-26)
Beispiel: Mittel zur Erlangung von Glückseligkeit sind Mitteln zur Erlangung von Klugheit
vorzuziehen. (33)
2.2 Topologlsche Wissensorganisation und kontextsensitive Inferenz
Topoi heben sich durch folgende Charakteristika von logischen Schlußregeln ab:
1) Semantische Motiviertheit Die Richtigkeit der Topoi ergibt sich aufgrund semantischer
Prinzipien, auf eine strenge Deduktion wird verzichtet.
2) Fuzzy logic und Wahrscheinlichkeit (54): Eine Reihe fundamentaler Probleme einer
formallogischen Rekonstruktion, wie Klassenzugehörigkeit und Eindeutigkeit der
Wahrheitswerte, tritt nicht auf. Da sich Regeln und Schlüsse immer auf die Situation des Topos
beziehen, kann semantische Desambiguierung geleistet werden. (Siehe oben Top. 118b,
Graduierung nur relativ zur Situation. Angesichts der teilweise schon recht gequälten Ansätze
zur logischen Rekonstruktion von Gradausdrücken ( Wann is jemand groß?) ist der topische
Ansatz reizvoll.)
3) Nichtmonotone Referenz: Eigentlich ergibt sich die Möglichkeit, Inferenz nicht in gleicher
Weise über ein intendiertes Satzsystem zuzulassen, schon aus 1) und 2). Lokale
Schlußfolgerungen sind für topische Netzwerke nicht außergewöhnlich, obwohl sich gerade an
diesem Aspekt der Allgemeingültigkeit die Geister in der Geschichte der Topik immer wieder
geschieden haben.
4) Topoi sind auch Beweisformeln, da eine Argument als durch topische Sequenzen motiviert
dargestellt werden kann, noch wesentlicher ist aber ihre Funktion als heuristische
Mechanismen, d.h. als Werkzeuge einer "ars inveniendi".
5) Topisches Wissen ist immer in einen konkreten Argumentationszusammenhang eingebettet
(43). Deduktion in einem formalen System läßt sich idealtypisch als rein mechanischer Vorgang
darsteilen, der von seinem pragmatischen und sozialen Bezugsrahmen weitgehend
unbeeinflußt bleibt. Topisches Wissen bezieht sich aufgrund seiner semantischen Motiviertheit
immer auf eine Diskursgemeinschaft, die diese Semantik in einem pragmatischen Horizont zu
aktualisieren vermag. Topoi sind außerhalb argumentativer Zusammenhänge recht wenig
erhellend, was dazu geführt hat, daß eine nur an logischer Gültigkeit interessierte Tradition den
"locus communis" als Gemeinplatz und somit für die Wahrheitsfindung untauglch abwerten
konnte. In diesem Zusammenhang muß deutlich gemacht werden, daß topische
Wissensorganisation nicht als Ersatz für logische Rekonstruktion gesehen werden kann: Wenn
es um Wahrheitsfindung im Sinne formaler Ableitung aus Praissen geht, kann die Topik keine
hilfreiche Rolle spielen. Anknüpfungspunkt kann topische Wissensorganisation jedoch für
Theorien sein, die von der Erkenntnis ausgehen, daß Wissensverarbeitung in jedem Fall über
formale Manipulationen in Satzsystemen hinausgeht. Die nur in pragmatisch fundierten
Kontexten einsetzbare Topik weist somit auf eine nicht hintergehbare Rahmenbedingung von
Informationsprozessen hin, die Einbettung in kommunikative Handlunsprozesse.
Wie oben angedeutet spielt die "ars inveniendi" prinzipiell in einer an formallogischen
Strukturbeziehungen interessierten Theorie keine wirklich wesentliche Rotte. Aussagenfindung
sei eigentlich ein psychologisches Phänomen, die Prüfung und Valderung von Sätzen stelle
das eigentliche Aufgabengebiet einer logischen Idealsprache dar. Eine topische Konzeption der
Wissensverarbeitung geht davon aus, daß das Auffinden relevanter Argumente mindestens im
gleichen Maß interessieren muß wie die stringente Prüfung schon gefundener Annahmen. Die
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Relevanz topischer Wissensorganisation für die Heuristik kann jedoch unmittelbar für die
Entwicklung elektronischer Informationssystem eingesetzt werden. Im folgenden werden die
Möglichkeiten eines topisch-rhetorischen Bezugsrahmens für Hypertextsysteme erörtert. Im
Zentrum des Interesses stehen hier Aspekte der inventio im Sinne der Aufbereitung von für
bestimmte Kontexte relevanter Inhalte, aber dispositio, Strukturierung dieser Inhalte und
elocutio, d.h. die kommunikative Konkretisierung von Wissensbeziehungen. Der sozio-
pragmatische Ansatz der topischen Wissenstheorie bietet sich dann auch dazu an, über ein
individuenzentriertes Konzept der Wissensverarbeitung hinauszugehen und Wissen ganz
konkret als Eigenschaft eines sozialen Beziehungsnetzwerkes zu rekonstruieren.
2.3 Materialität von Zeichenprozessen
Die Materialität von Zeichenprozessen ist der verbindende Aspekt von topischer Wissenstheorie
und elektronischen Informationssystemen, wenn unter Materialität nicht nur das physische
Substrat, das zur Informationsvermittlung benötigt wird, sondern die Gesamtheit der
instrumentellen Funktionen, die Informationsökologien konstituieren mitbedacht wird. Die
Oralitäts/literalitätsdebatte hat in überzeugender Weise demonstriert, daß Faktoren der
Materialiät und Medialisierung von Information nicht äußerliche und relativ zufällige
Eigenschaften sind, sondern Informationsverarbeitung durch sie fundamental geprägt wird. Ein
Pendant zu dieser Diskussion kann in den Debatten um die "physical symbol hypothesis" in der
Künstlichen Intelligenz gefunden werden: Die Symbolisten gehen davon aus, daß
Informationsverarbeitung als Symbolverarbeitung konzeptualisiert werden muß und von der
physischen Realisierung in einem bestimmten symbolverarbeitenden System unabhängig sei.
Ein Gegenentwurf, der sich mit Begriffen wie subsymbolische Informationsverarbeitung oder
Konnektionismus festmachen läßt, weist jedoch darauf hin, daß die Symbolebene nur eine
Abstraktion sei, Information sich als physischer Prozeß in einem verteilten System ereigne. In
einer philosophischen Radikalisierung dieser Position vertritt John Searle die Meinung, daß
menschliche Informationsverarbeitung untrennbar mit der Physiologie des Gehirns
zusammenhänge, der "wetware" in seiner Terminologie und daß daher die starke These der Kl,
Intelligenz prinzipiell in jeder physischen Realisierung rekonstruieren zu können, unahltbar sei.
Hier ist nicht der Ort, den Verästelungen dieser Argumentation nachzugehen, sie bleibt für
unsere Zwecke aber dadurch relevant, daß Fragen der Wissensorganisation in der Kl wieder
kontrovers diskutiert werden und damit auch nicht in der Hauptlinie liegenden Ansätzen ein
gewisses Interesse entgegengebracht wird.
Für eine topische Theorie der Wissensorganisation ist von entscheidender Bedeutung, ob im
materiellen Rahmen eines informationsverarbeitenden Systems die Ressourcen zur Verfügung
gestellt werden können, Information in holistischer Weise abzurufen. Die Ansätze der
klassischen Informationsverarbeitung waren mit diesem Problem nicht eigentlich konfrontiert, da
zwar beträchtliche Datenmengen zu verwalten waren, die Retrievalmechanismen aber immer
auf relativ einfache Suchprinzipien eingerichtet waren. Ein an topisch-rhetorischen Leitlinien
orientiertes Hypertextsystem wäre auch weniger für den Einsatz im herkömmlichen Retrievai
gedacht, obwohl Zugang zu diesen Modulen sicher nötig wäre, sondern sollte vielmehr eine
pragmatisch fundierte Umgebung zur sozialen Konstruktion von Bedeutung anbieten.
3. Hypertext als Novlsslma Rhetorica
Hypertext definiert sich als elektronisches Werkzeug zur Unterstützung von Prozessen
nichtlinearer Wissensverarbeitung. Unter Nichtlinearität wird hier gemeint, daß die Organisation
von Wissen, die durch Hypertext unterstützt wird, auf der Basis semantischer Netzwerke
aufgebaut ist. In dieser Allgemeinheit mag das Hypertextkonzept etwas simpel, vielleicht sogar
simplistisch klingen, in der Tat ist aber mit der Nichtlinearität ein zentrales Problem in einer
Modellierung menschlicher Wissensverarbeitung angesprochen. Hier kann nun nicht in
umfassender Weise auf Geschichte und Struktur des Hypertextmodells eingegangen werden,
es soll lediglich der Versuch unternommen werden, ein topisch-rhetorisches Paradigma der
Semantik für pragmatisch motivierte Hypertextsysteme fruchtbar zu machen. Da das
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Erkenntnisinteresse ein primär theoretisches ist, wird die Diskussion der Implementation In
konkreten Hypertexten eher im Hintergrund bleiben, obwohl gerade im Design von Hypertexten
der Teufel ganz besti mmt im Detail steckt.
3.1 Inventio und Ars Memorlae
Die Anwendungen von Hypertext als Interface zu Retrievalsystemen (9) zeigen klar, daß sich
Netzwerke semantischer und pragmatischer Strukturen besonders dazu eignen, die Navigation
in komplexen Informationswelten zu erleichtem. Hypertext und klassische Informationssysteme
sind eine elektronische "ars memoriae", die zwei wesentliche Forderungen erfüllen kann:
Zunächst erlauben Informationsdatenbanken die Bereitstellung umfangreichster Mengen von
roher Information, wohingegen die Hypertextschnittstelle die Strukturierung des
Informationsuniversums in einer Weise ermöglicht, die Prinzipien menschlicher Kognition in viel
höherem Ausmaß entgegenkommt als nur auf klassisches Retrieval aufbauende Systeme.
Bei der Entwicklung von Hypertexten, die über die quantitativ relativ beschränkten
Anwendungen im Bereich des "personal information management" hinausgehen, hat sich
gezeigt, daß wir bei tatsächlich großen und vielleicht sogar verteilten Systemen mit Problemen
zu tun bekommen, die zwar auch bei kleinen Systemen auftauchen können, aber dort mit
Werkzeugen wie Navigationshilfen relativ leicht behoben werden können. Die Aufgabe, wie die
Verbindung großer Datenmengen mit pragmatisch modellierten Interaktionsformen zu schaffen
sei, muß noch als weitgehend ungelöst bezeichnet werden. Die ersten umfassenden Systeme
wie Intermedia versuchen einen Ansatz, der von professionellem Design der Hypertextstruktur
und einer ganzen Reihe von Werkzeugen, wie zum Beispiel Orientierungsmodule oder
mächtige Suchkomponenten, bis zu theoretischen Entwicklungen reicht, die durch
weitestgehende Integration in Arbeitsumgebungen ein Element der Vertrautheit schaffen.
Hier soll im weiteren die Möglichkeit interessieren, eine Hypertextumgebung zu schaffen, die
Prozesse der sozialen Konstruktion von Bedeutung und Wissen unterstützen kann. Klassische
Retrievalaufgaben werden somit nur dann relevant, wenn sie in den Wissensverarbeitunsprozeß
online einbezogen werden, Hypertext als softwareergonomische Unterstützung einer im übrigen
konventionellen Informatinsökologie kann nicht das Ziel dieser Ansätze sein.
Als prototypische Anwendung eines topisch-rhetorisch orientierten Hypertexts kann die
Entwicklung einer Umgebung gesehen werden, die die Produktion von Texten argumentativen
Charakters unterstützen soll. Da sich dieses Problemfeld auch nahtlos an die
Erkenntnisinteressen der textorientierten Wissenschaften anschließt, soll es hier im Zentrum der
Diskussion stehen.
Die Entwicklung solcher Arbeitsumgebungen ist bis jetzt nicht im Vordergrund gestanden, da
Hypertext vor allem als Präsentationsmedium verwendet wurde. Die zur Zeit vorhandenen
Hypertexte als Museumsführer (38) oder als Benutzerführungen für interaktive Lernsysteme
sind sicher legitime Realisierungen der Hypertextidee, die Tendenz, eine Betonung des
Produkts zuungunsten von Hypertext als Prozeß zu vermitteln, ist in diesem Kontext leicht
verständlich. Es sollten aber gerade auch Anwendungen mit immanent prozeßhaftem Charakter
in Forschung und Praxis eine wichtige Rolle spielen, da Hypertext eben nicht als Struktur,
sondern als Modell der Entwicklung semantischer Beziehungsgefüge am deutychsten als
komplementärer Ansatz zu klassischen, nicht pragmatisch begründeten Ansätzen der
Informationsverarbeitung Kontur gewinnen kann.
Hypertext eignet sich besonders als Umgebung, die es ermöglichen kann, Prozesse
argumentativer Tätigkeit (17) zu unterstützen. Der Argumentationsbegriff, der hier
zugrundegelegt werden soll, muß allerdings weiter gefaßt werden, als er etwa in der
Konversationsanalyse verwendet wird. Argumentation sei jeder Prozeß, der zur
Wissensorganisation in einem sozio-pragmatischen Rahmen dient, eine Einschränkung auf
persuasive Kommunikation im engeren Sinn des Wortes sollte vermieden werden.
Argumentative und rhetorische Strukturierung dienen also nicht nur der Kommunikation, sonder
ebenso der Kognition. Die Dichotomie dieser beiden Begriffe könnte in einm Hypertext als
"cooperatjve work support environment" stark relativiert werden.
Hypertext kann Prozesse sozialer inventio in einem weiten Spektrum unterstützen. Da kann es
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sich um die recht vordergründige Hilfestellung beim Auffinden relevanter Information zu einem
argumentativen Feld handeln. Diese Funktion können schon an Hypertext orientierte
elektronische Konferenzsysteme recht gut bewältigen. Wenn in einem elektronischen
Arbeitsplatzverbund zu jeder Zeit die Möglichkeit besteht, die zu einem bestimmten Punkt
vorgebrachten Argumente bequem sichten zu können, so ist dies eine nicht unwesentliche
Unterstützung. Diese Funnktion wird in bestehenden Systemen (Notecards oder WE) schon in
weitem Umfang unterstützt (21), (41). Perspektive dieser Entwicklung muß sein, die
Rekonstruktion bestimmter argumentativer Sequenzen zu unterstützen. Dies kann zum Beispiel
dadurch geschehen, daß die Annotationen oder Kritiken zu einem bestimmten Knoten im
Hypertext in beliebiger zeitlicher Tiefe nachverfolgt werden können. Dies wurde das System
historisch und damit dynamisch machen, da der Prozeß der Ideenfindung verfolgt werden kann.
Wenn man die oft komplexen und gelegentlich auch verworrenen Formen kooperativer
Problemlösung betrachtet, ist ein System, das Lösungsansätze, auch und besonders bereits
verworfene, jederzeit verfügbar macht besonders wertvoll. Mit Bezug auf eine topische Theorie
könnte dies ein erster Schritt sein, die Topologie einer kommunikativen Gemeinschaft deutlicher
hervortreten zu lassen. Psychologische Theorien der Kreativität unterstreichen immer wieder
die Tatsache, daß kreative Problemlösung konstitutiv mit lalse Starts" verbunden ist: ein
topischer Hypertext ist eine Umgebung, die auf strukturierte Bewahrung dieser zunächst nicht
zielführenden Ansätze abzielt.
3.2 Hypertext als Argumentationsgerüst
Die Unterstützung durch Dokumentation und Rekonstruktion des argumentativen Netzwerks
kann weiterentwickelt werden zu einer heuristischen Komponente, die Ressourcen für die
Entwicklung weiterer Argumente bietet. Dieser Funktion muß eine Argumentationstheorie für
elektronische Informationsökologien zugrundeliegen, wie sie zur Zeit noch nicht vorliegt. Wenn
man das differenzierte Argumentationsmodell von Toulmin als Bezugsrahmen nimmt, so kann
ein Hypertext eine Reihe von möglichen Effekten einer argumentativen Positionierung
aufzeigen. Im Beziehungsgefüge argumentativer Sequenzen sollte ein Hypertextsystem die
Findung geeigneter Begründungen liefern können. Diese Funktion beschreibt freilich
Leistungen, wie sie im Bereich der Expertensysteme in der Künstlichen Intelligenz intendiert
werden (2), (23), (24), (27), (39). Ein System, das tatsächlich in intelligenter Weise mögliche
Begründungszusammenhänge aufzuzeigen imstande wäre, setzt eine Modellierung zumindest
wesentlicher Teilaspekte menschlicher Kognition voraus. Es soll hier nicht angerissen werden,
ob dieses strategische Ziel möglich, oder auch nur wünschenswert sei, ein topisch orientierter
Hypertext kann in beschränkterer Weise den Prozeß der Argumentation doch effektiv
unterstützen.
Dies kann zum Beispiel dadurch geschehen, daß in einem Hypertext zum Thema eines
Diskursfeldes relevante Informationen aus anderen Bereichen gegeben werden. Hier in
Konstanz arbeitet man intensiv an Systemen, die selbständig semantische Information in der
Form von Abstracts aus Fachaufsätzen gewinnen können. Bne solche Komponente kann auch
auf Diskursthemen angewandt werden, indem das System relevante Beiträge in einem
Argumentationskontext findet. Dies unterstreicht die prinzipiell offene Konstruktion eines
Hypertexts, da relevante Verknüpfungen online gefunden werden können. Verfahren
semantischer Abstraktion verfahren auch in einem topischen Verfahren, indem sie die
relevanten semantischen Muster aus einer Datenbank herausfinden.
Ein verteilter Hypertext kann nicht nur auf die argumentativen Ressourcen der unmittelbar
eingebndenen kommunikativen Gemeinschaft zurückgreifen, sondern auch im Sinnne einer
Hyperdatenbank ein breites Spektrum relevanter Informationsquellen verwerten. Besonders
ehrgeizige Projekte wie Xanadu würden prinzipiell keine Grenzen zwischen allen miteinander
vernetzten Hypertexten annehmen, sondern das "universe of discourse" auf einer globalen
Ebene ansetzen, doch sollten auch lokal konzipierte Umgebungen bedeutende Fortschritte
bringen.
Die Crux bei allen Verfahren, die semantische Wissensverarbeitung durch ein Hypertextsystem
leisten lassen wollen, liegt in der semantischen Theorie, die auch pragmatische Analyse
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bewerkstelligen müßte. In einem streng formalen Paradigma kann dies nicht geleistet werden
eine topisch orientierte Konzeption der Wissensorganisation vermeidet in diesem Fall eine
Reihe von Aporien.
Ein Hypertext würde in diesem Fall auf einen Katalog von Topoi zurückgreifen, de
domänenspezifisch konturiert sein können und die Strukturierung von Argumentation und
Semantik erlauben.
3.3 Systemdesign
Abschließend sollen die Konsequenzen für das Systemdesign von Hypertexten beleuchtet
werden, die sich aus einer pragmatischen Fundierung ergeben. Eine strategische
Entwicklungslinie von Hypertext soll allgemein in der Offenheit für soziale Konstruktion von
Bedeutung in argumentativen Zusammenhängen liegen, wobei die pragmatische Funderung
dieses Untertanges über eine nichtformale Semantik mit einer topischen Komponente erfolgen
kann.
3.3.1 Typologie der Konkatenation
Hypertexte stellen zur Zeit als hauptsächliches Strukturierungsprinzip Konkatenation von
Knoten zur Verfügung. Aus diesem Netzwerk von Knoten (nodes, cards) und Verknüpfungen
(links) wird der Hypertext aufgebaut. Im einfachsten Fall wird de Ontotogie der
Verknüpfungsrelation in keiner Weise eingeschränkt, es liegt ein vollkommen freies "Steht-in-
Relation-mit" vor. Die nun schon klassischen Probleme von Hypertext, wie "getting lost in the
hypertext" oder de Explosion der Architektur, resultieren aus deser geringen Strukturiertheit,
die allerdings auch die große Flexibilität deses Modells ausmacht.
Echtes Desiderat ist also eine Typologie von Konkatenationen, de semantische Beziehungen
zwischen Knoten explizit machen können. An eine formale-semantische Rekonstruktion aller
möglichen Beziehungen in einem Hypertext kann dabei freilich nicht gedacht werden, ein
erweitertes topisches Konzept, das Relationen wie "Teil-Ganzes", "Kontrarietät" oder
"Ähnlichkeit" umfassen könnte, läßt sich jedoch vorstellen. Die Verknüpfungssemantik bestünde
dann aus einer allgemeinen Komponente, de zum Beispiel eine gerichtete
Ausschließungsbeziehung umfassen könnte, und einer domänenspezifischen Komponente, In
der Problemzusammenhänge, wie eben "Teil-Ganzes" ausgedrückt werden.
Mit einem Typ von "Wenn-Dann" Knoten kommen wir in einen Bereich, der zwischen
Hypertexten und Expertensystemen Hegt, wobei sich der Hypertext auf probabilistische
Implikationen sozusagen spezialisieren könnte. In einer verteilten Text- und
Argumentationsumgebung wäre es sicher nützlich, auf ein Werkzeug zurückgreifen zu können,
das typische, aber nicht strenglogische Verbindungen von Tatbeständen aufzeigen kann.
3.3.2 Verteilte Hypertexte
Die Konzeption einer verteilten Arbeitsumgebung ist ein Ansatz, der angesichts der zur Zeit
kommerziell verfügbaren Hypertextsysteme rächt sehr plausibel erscheint, doch eignet steh
Hypertext als Argumentationsdispositiv in hervorragender Weise. Hypertext wird dann allerdings
wirklich zur virtuellen Struktur und unterstützt dann kognitive und kommunikative Prozesse der
Wissensorganisation und -Produktion.
Soll die verteilte Umgebung nicht rein Instrumenten gesehen werden, was uns ohnehin vor
einige Probleme stellen müßte, denn welche Tätigkeit soll denn ein verteilter Hypertext
unterstützen, die er nicht fundamental mitkonstrtuiert, benötigen wir eine prozeBorientierte
Semantik und Pragmatik für diese Systeme.
4. Ausblick: Hypertext als Forum
Die Herausforderung, de Hypertext zweifellos für alle an Wissensorganisation interessierten
Disziplinen stellt, wird die Forschung in einem werten Spektrum von Antworten aufnehmen
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müssen. In diesem Beitrag wurde der Versuch unternommen, den Beitrag einer pragmatisch
fundierten Semantik für das Projekt Hypertext zu diskutieren. Da Hypertext vor allem auch ein
Ansatz zu einem Modell der Informationsverarbeitung ist, das Aspekte meschlicher Kognition
und Kommunikation als Leitlinien und nicht als Störfaktoren elektronischer
Informationsökologien begreift, kann eine semantische Theorie, die sich nicht nur mit
formalisierbaren Faktoren von Bedeutung beschäftigt, wesentliche Beiträge leisten. Eine
pragmatisch orientierte Theorie der Wissensorganisation und -kommunikation läßt Hypertext
weniger als hochkomplexe Struktur von Wissensbeständen denn als kommunikativer Prozeß
erscheinen: Hypertext als Forum im Sinne der alten Topik und Rhetorik, als Korrektiv zum
Projekt eines nur formalen Umgangs mit Bedeutung.
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Das Wiederfinden natürlichsprachlicher Information in einer Dokumentenkollektion ist das
Grundthema dieses Beitrages. Erweiterte Informationsspuren werden eingeführt, um Texte im
Sinne einer automatischen Indexierung zu abstrahieren und, darauf basierend, einen Ähnlich-
keitsvergleich zwischen Texten (Dokumenten und Fragen) durchzuführen. Informationsspuren
bilden die Basis des Vergleichs von (reduzierten) Texten, wozu eine aus einem direkten und
einem indirekten Faktor zusammengesetzte Ähnlichkeitsfunktion benutzt wird. Ausserdem bil-
den Informationsspuren die Basis zur Visualisierung natürlichsprachlicher Texte - ein weiterer
sehr interessanter und neuer Aspekt im Information Retrieval. Es werden Möglichkeiten der
graphischen Darstellung bzw. Visualisierung und des Vergleichs statistisch-syntaktischer
Strukturen von Texten aufgezeigt.
Abstract
The topic of this paper is the retrieval of natural language Information out of a collection of
documents. Extended information traces are introduced for abstracting texts (in terms of
automatic indexing). The comparison of texts (documents and queries) is based on the
information traces of the (reduced) texts. For this, a compound similarity function - consisting of
a direct and an indirect factor - is introduced. Furthermore, information traces are the basis for
the visualisation of natural language texts - another rather interesting and new perspective in
information retrieval. Possibilities for graphically representing, i.e. visualising, and comparing
statistical-syntactical structures of texts are shown.
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1. Vom Textvergleich zur Wiedergewinnung von
Information
Das Verwalten, Wiederfinden und Verteilen natürlichsprachlicher Information ist nicht mehr nur
eine "Bibliotheksproblematik", sondern ist heute in nahezu allen Bereichen anzutreffen, wo
Rechner und damit verbunden Textverarbeitungssysteme zur Speicherung und Generierung
natürlichsprachlicher Information eingesetzt werden. Das Wiederfinden von Information wird
durch die in diesem Bereich üblichen vagen Suchfragen erschwert. In modernen Arbeitsplatz-
umgebungen muss davon ausgegangen werden, dass solche vagen Suchfragen in Form von
natürlichsprachlichem Text gestellt werden - Text, den der Benutzer bereits auf seinem
Rechner verfügbar hat (Briefe, Reports, etc.).
Ausgehend von diesem Gesichtspunkt, sollte eine Informationssuche durch Textvergleiche
erfolgen, wozu eine geeignete Abstraktion der involvierten Texte notwendig ist. Methoden
hierzu können entweder auf Wissens- bzw. Informationsstrukturen zurückgreifen, oder aber,
wie hier, auf syntaktisch-statistischer, d.h. auf nicht-grammatikalischer Basis aufbauen. Ziel einer
Textanalyse ist es, die zu vergleichenden Objekte zu abstrahieren, um die so erzeugten
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Bild 1: Nicht-grammatikalische Verarbeitung von Texten.
Die Grundelemente des Konzeptes des nicht-grammatikalischen Vergleichs von Texten sind in
Bild 1 dargestellt. Natürlichsprachliche Texte werden zunächst reduziert und anschlessend auf
sogenannte Informationsspuren (siehe Abschnitt 2) abgebildet. Für die Erzeugung der redu-
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zierten Texte werden klassische Filter- bzw. Reduktionsmechanismen aus dem Bereich des
Information Retrieval angewandt. Die Informationsspuren sind dann die Basis sowohl für nume-
rische Vergleiche, d.h. für die Berechnung von Ähnlichkeitswerten, als auch für Visualisie-
rungen, d.h. graphische Darstellungen natürlichsprachlicher Texte (die visuellen Vergleichs-
zwecken dienen).
2. Informationsspuren
Bevor Informationsspuren (bzw. erweiterte Informationsspuren) eingeführt werden, wird eine
Definition der Grundbausteine der Spuren gegeben. Ausserdem wird das Konzept der Homeo-
semie eingeführt, auf dem der Vergleich von Texten mittels n-Grammen basiert.
Wortfragmente und n-Gramme
Ein Wortfragment ist ein beliebig langer, zusammenhängender Teil eines Wortes. Ein n-Gramm
ist ein Wortfragment der Länge n. Ein Trigramm ist ein Wortfragment der Länge drei (analog
dazu werden Wortfragmente der Längen zwei, vier und fünf Bi-, Tetra- und Pentagramme
genannt).
308 915 776.
Anzahl theoretisch möglicher n-
Gramme Ober einem Alphabet der
Kardinalität 26
Bild 2: Anzahl n-Gramme für ein Alphabet der Kardinalität 26.
Über einer Menge der Kardinalität m sind genau m n Variationen n-ter Ordnung mit Wiederho-
lung möglicti, d.h. über einem Alphabet der Kardinalität m sind genau m n n-Gramme theoretisch
möglich. Dieser exponentielle Zusammenhang ist für ein Alphabet mit 26 Zeichen in Bild 2
dargestellt.
Wichtig für die Verarbeitung von natürlichsprachlichen Texten auf der Basis von n-Grammen ist
die Kenntnis darüber, dass nur ein Bruchteil aller möglichen n-Gramme in Texten bzw. Text-
sammlungen tatsächlich auftritt. Bezogen auf eine INSPEC-Testkollektion (2472 englische
Abstracts) ergibt sich folgendes Verhalten: Monogramme 100%, Bigramme 90%, Trigramme
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26% Tetragramme 3%.1 Dieses asymptotische Verhalten ist in Bild 3 zu sehen, in welchem die
Anzahl unteischiedbcher n-Gramme in Abhängigkeit der Textlänge (Anzahl Token) dargestellt
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Anzahl unterschiedlicher n-Gramme in Abhängigkeit der
Textlänge (Basis: INSPEC-Testkollektion mit 2472 Dokumenten).
Homeosemie
Für den Vergleich zweier Texte ist es nach Karlgren [KARL 77] nicht notwendig, eine exakte
Repräsentation der Bedeutung dieser Texte zu erstellen. Vielmehr liegt das Interesse in der
Bestimmung der gegenseitigen Übereinstimmung, als in der Erklärung der Texte. Dabei ist eine
wichtige Voraussetzung, dass die Texte nicht zu einem "System generellen Wissens", sondern
gegeneinander in Beziehung gestellt werden sollen. Die Frage ist, wie stark wird ein Text durch
einen anderen Text approximiert?
Aus der Numerik ist der Begriff der Approximation bekannt. Für Textvergleiche ist eine Theorie
der "qualitativen Approximation" gefordert, um die Bedeutung der Approximation eines Textes
durch einen anderen Text ausdrücken zu können. Das Problem ist vergleichbar mit dem mathe-
matischen Problem, den gemeinsamen Teiler zweier gegebener Zahlen zu finden [KARL 77\;
1
 Die angegebenen Werte haben sich bei neuerlichen Untersuchungen an Textkollektionen
aus den Bereichen Wolle/Schafszucht und Umweltschutz bestätigt. Diese Dokumente wurden
freundlicherweise von der Division of Information Technology, CSIRO, Sydney zur Verfügung
gestellt.
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We need Euclidean algorithms operating on pairs of documents yielding a measure of
what is common to them. We need to establish not the meaning ofone given expression
but the similarity of meaning between two given expressions. The fundamental concept,
then, is not meaning, but similarity of meaning. We shall use the word homeosemy (from
Greek homojos, almost the same) for the similarity of meaning.
Unter Homeosemie wird also die Ähnlichkeit der Bedeutung zweier natürlichsprachlicher Texte
verstanden. Dazu kann die Semantik nicht unberücksichtigt bleiben. Nun ist zu beachten, dass
Semantik in Texten immer in irgendeiner Form syntaktisch repräsentiert ist [DEHE 82], [LOCK
88]. Nach de Heer kann damit die Homeosemie zwischen zwei Texten durch eine - unter
Umständen sehr komplizierte - Beziehung zwischen syntaktischen Formen ausgedrückt
werden. Dazu werden Informationsspuren definiert.
Informationsspuren
Aus jedem natOrlichsprachiichen Dokument kann nach de Heer [DEHE 74] eine sogenannte
Informationsspur generiert werden. Die Informationsspur eines Dokumentes kann mit einer
Fussspur verglichen werden, die jemand im Sand hinterlässt. Mit anderen Worten, die Informa-
tionsspur "ist der Fussabdruck" eines natürlichsprachlichen Dokumentes.
Unter einer Informationsspur n(t) (kurz: Spur jt(t)) eines Textes t wird die Menge aller sich
überlappender Trigramme verstanden, die aus den Einzelworten des Textes generierbar sind.
Somit gilt z.B.
7t(MISSISSIPPI) = (IPP, ISS, MIS, PPI, SIP, SIS, SSI}
3 Zeichen langes Fenster



































































{MIS, ISS, SSI, SIS, SIP, IPP, PPI}
Bild 4: Erzeugung einer Informationsspur.
Informationsspur
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Durch die Erzeugung der Informationsspur eines Textes muss ein bestimmter Informations-
verlust in Kauf genommen werden [DEHE 79], der dadurch entsteht, dass aus einer Informa-
tionsspur ein Text nicht mehr unbedingt eindeutig rekonstruierbar sein muss.
Erweiterte Informationsspuren
Die de Heer'sche Definition der Informationsspuren mit ausschliesslicher Verwendung von
Trigrammen vernachlässigt bewusst sämtliche Wörter eines Textes mit einer Länge kleiner drei
Zeichen. De Heer nimmt an, dass solche Wörter ohne Informationsgehalt sind. Diese Annahme
gilt sicherlich nicht für Texte aus dem Bereich der Chemie, wo Abkürzungen chemischer
Elemente vielfach in Form von zwei Zeichen auftreten. Aber auch in anderen Bereichen
existieren Abkürzungen mit weniger als drei Zeichen, z.B.
DB, IR, C, IC, RS, JK, PC. 2D, EG, DM, FF.
Die Beispiele zeigen, dass die Verwendung von Bi- und Monogrammen in Informationsspuren
ebenfalls angebracht ist.
Ausserdem wurde in [TEUF 89] gezeigt, dass eine Reihe von Trigrammen in reduzierten
Textkollektionen existieren, die ein grosses Rauschen aufweisen (wobei das Rauschen in
Analogie zu Shannons Informationsmass definiert wird, cf [SALT 83]). Solche Trigramme
werden daher zu Tetragrammen bzw. Pentagrammen erweitert (für Details siehe [TEUF 89]). Die
erweiterte Informationsspur p(t) eines Textes t besteht damit aus n-Grammen mit n s 5.
3. Retrieval mittels Informationsspuren
Die Erzeugung der Informationsspur eines Textes kann entweder vom Volltext oder vom redu-
zierten Text ausgehen. Allgemein gilt, dass eine Textreduktion vielfach die Trefferwahrschein-
lichkeit zwischen Dokumenten und Fragen (und damit die Ausbeute) erhöht [SALT 89]. Die
Vorteile bei der Verwendung von reduzierten Texten für die Anwendung von Informations-
spuren sind beispielsweise in [TEUF 89] aufgezeigt.
3.1 Textaufbereitung
Natürlichsprachliche Texte sind bekanntermassen redundant und enthalten Wörter und
Wortteile, die zwar grammatikalisch wichtig sind, aber keinen Informationsbeitrag liefern. Diese
Textteile müssen eliminiert werden, um bei der Bildung von Informationsspuren gewissermas-
sen a priori gegebene Gemeinsamkeiten zu vermeiden. Nur auf semantischer Ebene ist es
möglich, die Erzeugung bedeutungsloser n-Gramme zu verhindern, denn die angestrebte n-
Gramm-Elimination erfordert Wissen, das durch die Semantik der Sprache gegeben ist und mit
der Erzeugung der Informationsspuren zerstört wird.
Stoppwortliste
Sehr häufig auftretende Wörter, meistens Strukturwörter, beeinflussen die n-Gramm-Vertei-
lungen von Textkollektionen [TEUF 89]. Durch die Anwendung einer Stoppwortliste wird eine
semantische n-Gramm-Elimination erreicht, d.h. dass z.B. Trigramme wie THE gelöscht werden.
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wenn sie die Bedeutung des englischen Artikels haben und somit wenig Information tragen,
aber erhalten bleiben, wenn sie beispielsweise in Worten wie MATHEMATICS auftreten.
Reduktionsalgorithmus
Neben den sehr häufig auftretenden Wörtern in einer Dokumentenbasis beeinflussen vor allem
auch die ebenso häufig vorkommenden Wortendungen die Häufigkeitsverteilungen der n-
Gramme. Reduktionsalgorithmen haben damit für Textvergleichssysteme, die auf Informations-
spuren basieren, eine ähnliche Wirkung wie Stoppwortlisten: Nämlich die Elimination von n-
Grammen dort und nur dort wo sie bedeutungslos sind. Sie erfüllen also in n-Gramm-basierten
Systemen zuvorderst nicht die Funktion der Abbildung der verschiedenen morphologischen
Formen eines Wortes auf eine gemeinsame Grundform, um die konzeptionelle Gleichheit
dieser Wörter zu erkennen, sondern sie beseitigen durch die Grammatik gegebene, suffixiale
Gemeinsamkeiten zwischen Texten und dienen damit der besseren Abgrenzung der Texte
gegeneinander.
Prinzipielles Schema
The isothermal recrystalhzation kinetics of rolled Cu - Ag alloys
isothermal recrystallization kinetics rolled Cu Ag alloys
Erweiterter Porter-Algorithmus!
isotherm recryst kinet roll Cu Ag alloy
Informationsspurengenerierung
AG, ALLO, CRY, CU, HERM,
INET, ISO, KIN, LOY, OTH, RECR,
ROLL, RYS, SOT, THER, YST
Bild 5: Reduktion und Abbildung eines natürlichsprachlichen Textes t auf seine erweiterte
Informationsspur p(t).
Bild 5 zeigt den Ausschnitt eines realen Textes, die durch Anwendung der Reduktions-
mechanismen erzeugte reduzierte Form und die zugehörige erweiterte Informationsspur.
3.2 Ähnlichkeitsfunktion
Der Vergleich eines "Frage-Textes" q mit den Texten d einer Kollektion D erfolgt über den
Vergleich der zugehörigen Informationsspuren. Dazu ist die Definition einer Ähnlichkeitsfunk-
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tion erforderlich. De Heer empfiehlt hier eine Funktion, die aus einem direkten (YD) und einem
indirekten (XD) Faktor zusammengesetzt ist [DEHE 82]:
HD = *D + YD - X D * Y D
Als direkte Ähnlichkeitsfunktion YQ kann z.B. ein sehr einfacher Koeffizient wie der sogenannte
PS-Index gewählt werden:
YD =
wobei gj bzw. d, die relative Häufigkeit des i-ten n-Grammes in der Frage gbzw. im Text d be-
zeichnen.
Hinter dem indirekten Ähnlichkeitsfaktor steckt folgende Idee: Ist ein Text t^ zu einem Text t2,
und der Text t2 zu einem Text 13 ähnlich, dann kann zwischen t i und t3 eine stärkere Bezie-
hung bestehen, als dies durch einen direkten Vergleich festzustellen wäre. Dies sei mit folgen-
dem einfachen Beispiel demonstriert: 3 "Texte" mit den Synonymen QUEUE und WAITING
LINE seien gegeben:
t-| = QUEUE
t 2 = QUEUE, WAITING LINE
t3 = WAITING LINE
Es gilt: it(t-\) n ^ 3 ) = {} , leere Menge;
jc(t2) n j t ^ ) = TC^);
?t(t2) n jt(t3) = Jt(t3).
Obwohl t-| und t3 synonym zueinander sind, kann - unter der Annahme, dass in die verwendete
Ähnlichkeitsfunktion die Anzahl gemeinsamer Elemente der zu vergleichenden Objekte ein-
geht (wie z.B. beim Kosinus-Mass) - zwischen den beiden Texten keine direkte Ähnlichkeit
festgestellt werden, wohl aber eine indirekte Ähnlichkeit über t2 . Der indirekte Ähnlichkeitsfak-
tor löst also in der Ähnlichkeitsfunktion H Q das Problem der Transitivitat und trägt so zu einer
besseren Ausbeute bei.
Für die Bestimmung der indirekten Ähnlichkeit zwischen q und d interessieren die Texte, die
einerseits Elemente von q und andererseits Elemente von d enthalten. Es werden daher für
jedes Element x e p(q) die Anzahl Texte N x d bestimmt, welche neben dem n-Gramm x
mindestens ein n-Gramm aus Text d enthalten. Dieser Wert wird normiert mit der Gesamtanzahl
Texte Nx, die das n-Gramm x enthalten, und mit der Gesamtanzahl der Texte N^, die n-Gramme
aus d enthalten:
Offensichtlich wird ox(d) in Anlehnung an das Kosinus-Mass gebildet. Für den indirekten
Ähnlichkeitsfaktor werden nun die Einzelwerte ax summiert und mit |p(q)| normiert:
xep(q)
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In [TEUF 89] sind verschiedene zusammengesetzte Ähnlichkeitsfunktionen zum Vergleich von
Informationsspuren untersucht worden. Typische Werte für Ausbeute bzw. Präzision liegen bei
36% bzw. 65%. Für detailliertere Angaben wird auf [TEUF 89] verwiesen.
4. Graphische Darstellung von Texten
Durch die Abbildung von Texten auf ihre Informationsspur (und die zugehörigen n-Gramm-
Häufigkeiten) wird die Möglichkeit geschaffen, natürlichsprachliche Information in quantitative
Information umzusetzen. Da dies eine Grundvoraussetzung für den Einsatz von graphischen
Methoden zur erkundenden Datenanalyse ist, bietet sich die Möglichkeit, deren Methoden
auch im Bereich des Information Retrievals einzusetzen (Die graphische Darstellung bzw.
Visualisierung statistisch-syntaktischer Strukturen von Texten entspricht einem völlig neuen
Ansatz im IR).
In [HINT 88] und [TEUF 89] sind verschiedene Methoden zur Visualisierung von Texten mittels
Informationsspuren aufgezeigt. Hier sollen die auf der Basis paralleler Koordinaten definierten
n-Gramm-Diagramme als Beispiel dienen.
4.1 Parallele Koordinaten
Die meisten traditionellen Methoden der graphischen Darstellung zur Datenanalyse manipulie-
ren linear auf zwei- oder dreidimensionale Räume projizierte Datenwolken, d.h. zu Punkten im
euklidischen Raum reduzierte multivariate Daten. Auf Projektionen basierende Methoden be-
reiten jedoch oft Schwierigkeiten, wenn nichtlineare Strukturen visualisiert werden müssen, sie
können zudem u.U. zu irreführenden Resultaten führen (siehe [WEGM 86] für Beispiele). Der
Grund des Versagens der gewöhnlichen kartesischen Koordinatenrepräsentation ist die Vor-
schrift nach orthogonalen Koordinatenachsen. Es wäre wünschenswert, eine gleichzeitige
Repräsentation aller Koordinaten eines Datenvektors zu erreichen. Eine mögliche Lösung ist in










X-j X3 Xj Xk
Bild 6: Parallele Achsen für Rk (aus [INSE 85]).
Um k-dimensionale Daten zweidimensional darstellen zu können, wird eine Abbildung Rk -> R2
benötigt, die durch ein System paralleler Koordinaten erreicht werden kann [INSE 85]. Für den
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k-dimensionalen euklidischen Raum Rk wird ein Koordinatensystem wie folgt konstruiert. In der
xy-Koordinatenebene werden k reelle Linien äquidistant, rechtwinklig zur x-Achse gelegt und
mit x i , X2 xk markiert. Dies sind die Achsen des parallelen Koordinatensystems, sie weisen
die gleiche positive Orientierung wie die y-Achse auf (Bild 6).
Ein Punkt mit den Koordinaten (c i , C2, .., Ck) wird durch den polygonalen Linienzug, dessen k
Scheitelpunkte bei (i-1, q) auf der xj-Achse für i = 1, 2,..., k liegen, repräsentiert. Dadurch wird
eine eins-zu-eins-Übereinstimmung zwischen Punkten im Rk und polygonalen LinienzQgen mit
Scheitelpunkten auf x-|, X2 xk erreicht; Eigenschaften von parallelen Koordinaten sind
detailliert in [INSE 85] beschrieben.
4.2 n-Gramm-Diagramme
Zur Darstellung von n-Grammen mit n 5 5 werden in der durch das kartesische xy-Koordinaten-
system aufgespannten Ebene 5 reelle Linien mit gleichem Abstand rechtwinklig zur x-Achse
gelegt und mit Ci, C2, C3, C4, C5 bezeichnet. Dies sind die Achsen des parallelen Koordinaten-
systems.
n-Gramm-Diagramme werden nun wie folgt erzeugt (vergl. Bild 7 fürTrigramrndiagrarnme): Jeder
Komponente eines n-Grammes (c-|, c2 , . -.) wird eine Koordinate zugeteilt, deren Skala dem
verwendeten Alphabet entspricht. Es werden Folgen von Buchstaben visualisiert, indem für ein
gegebenes n-Gramm die entsprechenden, aufeinanderfolgenden Koordinaten durch eine der
n-Gramm-Häufigkeit entsprechenden Anzahl Linienzüge verbunden werden. Damit die Häufig-
keit eines n-Grammes nicht durch Überlappung verloren geht, werden die polygonalen Linien-
züge "verzittert" dargestellt (künstliche kleine, zufällige Verschiebung der Scheitelpunkte
derart, dass Überlappungen von Punkten mit gleichen Koordinaten reduziert, die Daten setost
jedoch nicht störend verzerrt werden).












Bild 7: Darstellung von Trigrammen mittels paralleler Koordinaten.
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Für den Vergleich zweier Texte werden in einem Diagramm nur die, beiden Texten gemein-
samen, Strukturen dargestellt (Durchschnittsdarstellung). Zusätzlich wird die Lesbarkeit von n-
Gramm-Diagrammen erhöht, wenn die darzustellenden Strukturen nicht in einem einzigen
Diagramm, sondern in mehreren Diagrammen mit unterschiedlicher Steigungsfilterung der
Linienzüge aufgezeigt werden. Dies ist in Bild 8 am Beispiel zweier ähnlicher Texte und in Bild 9
am Beispiel zweier nicht-ähnlicher Texte gezeigt. Die Durchschnittsdarstellungen werden dabei
mit fünf unterschiedlichen Steigungsfilterungen gezeigt.
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
A
n-Gram diagram, -IS/D1ffDocs.1s.st.ng, Intersection
Item 1 : 1, Item 2 : 2
Bild 8: Zwei ähnliche Texte.
" 1 2 3 4 5 1 2 3 4 5 1 2 3 4 1 2 3 4 5 1 2 3 4 5
n-Gram diagram, -IS/DUfDocs. is .st .ng, Intersection
Item 1 : 1, Item 2 : 3
Bild 9: Zwei nicht-ähnliche Texte.
5. Schlussbemerkungen
Ausgiebige Tests haben gezeigt, dass Informationsspuren eine Perspektive für Textvergleich
und Visualisierung darstellen. Textvergleiche mitteis Informationsspuren sind ohne absolutes
inhaltliches Verständnis der Texte möglich und reduzierte Texte können sowohl numerisch als
auch graphisch analysiert werden. Ein Vergleich bzw. ein Retrieval von Texten auf der Basis von
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Informationsspuren hat sich als äusserst robust erwiesen und liefert bezüglich Präzision und
Ausbeute Ergebnisse, die mit denen termbasierter Systeme vergleichbar sind. Dennoch ist es
sinnvoll über Verbesserungen der Methode nachzudenken, dies gilt insbesondere für die
Visualisierung, wo weitere, für den ungeübten Anwender leicht interpretierbare, graphische
Darstellungsmöglichkeiten entwickelt werden können. Für die Generierung von Informations-
spuren werden in [TEUF 90] Verbesserungen vorgeschlagen.
Für die Anwendung eines auf Informationsspuren beruhenden Systems können Umgebungen
empfohlen werden,
in denen fehlerhafte und inexakte Texte behandelt werden müssen (z.B. im Bereich
der elektronischen Post);
in denen auf Grund des breiten Spektrums der vorhandenen Texte keine Informations-
strukturen angeboten werden können;
in denen die Entwicklung des verwendeten Vokabulars (im Sinne der Generierung
neuer Begriffe) sehr rasch erfolgt;
in denen nicht nur sinntragende Wörter auftreten, sondern auch beliebige Zeichen-
folgen (wie z.B. betriebsinterne Produktbezeichnungen, Warenzeichen, Spezifikationen,
DIN-Normen, chemische Formeln);
die Anwendung einer n-Gramm-lndexierung in Hypertext-Umgebungen wurde bei-
spielsweise auch in [HALA 88] vorgeschlagen.
Zusammenfassend gilt, dass die n-Gramm-lndexierung von Dokumenten als gute Alternative
zur Termindexierung angesehen werden kann, zumal die n-Gramm-lndexierung äusserst
tolerant bezüglich Schreibfehlern oder unterschiedlichen Schreibweisen ist.
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Die Verdichtung von Information -
Eine Gratwanderung zwischen funktionaler
Reduktion und möglichen Informationsverlusten
Herbert Tekles





1) Prinzipielle Möglichkeiten der Informationskomprimierung
2) Funktionale Aspekte der Verdichtung von Informationen
3) Komprimierungsgrade und Gefahren einer "Überverdichtung''
4) Probleme der Kombination von Informationen bei unterschiedlichen Verdichtungsgraden
5) Ein pragmatisches Beispiel: Konzeption und Prototypentwicklung eines Integrierten
Informationssystems im Umweltschutzbereich
Referat
Dieser Beitrag erörtert die besondere Problematik der notwendigen Reduktion umfassender
Rohlnformatlonen. Die erforderliche kognitive VerarbeltbarkeH von großen und In der Regel schlecht
strukturierten "Informationsmengen" wirft grundsätzlich zwei völlig verschiedene Probleme auf. Zum
einen droht bei den Verdichtungsschritten die Gefahr von Irreversiblen Informationsverlusten, zum
anderen sind durch die häufig gewünschten Kombinationen unterschiedlicher Informationen zu
tiefergreifenden Analysen auf den dann bereits fixierten Verdichtungsgraden oft keine
Kompatibilitäten mehr erreichbar.
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1) PRINZIPIELLE MÖGLICHKEITEN DER INFORMATIONSKOMPRIMIERUNG
Die Verdichtung von Informationen erscheint auf den ersten Blick eine relativ
unproblematische, vollkommen normale und eigentlich triviale Handhabung bei der
Informationsverarbeitung darzustellen.
Wie sehr diese Annahmen eine gefährliche Unterschätzung beinhalten, soll auf
pragmatische Welse in der vorliegenden Abhandlung anschaulich gemacht werden.
Insbesondere der letzte Schwerpunkt wird dabei praktische Aspekte von Möglichkeiten
und Problemen der Komprimierung von Informationen anhand eines ausgewählten
Anwendungsgebiets Illustrieren. In den davorliegenden Punkten erfolgt bereits eine
allgemeine theoretische, Jedoch durch pragmatische Berufserfahrungen des Autors
geprägte globale Darstellung des hier behandelten Themenkreises von
Informationsverdichtungen sowie den damit verbundenen funktionalen und
problembehafteten Aspekten.
Die Notwendigkeit zur Verdichtung bzw. Komprimierung"! von Informationen ergibt sich
aus einer Vielzahl von Gründen.
In erster Linie sind hier kognitive Funktionen anzuführen, d.h. die Erfüllung des Zwecks
der Verständlichkeit von Informationen, die sich häufig aus sehr umfangreichen,
schlecht strukturierten und In ihrem Wesensgehalt nicht unmittelbar zugänglichen
Rohinformationen konstituierend
Neben der bedeutungsvollen kognitiven Funktion spielen jedoch auch Aspekte der
"Verwertbarkeit" von Informationen eine gewichtige Rolle.
Hierunter sind Insbesondere die Transformation von Rohinformationen zum Zweck einer
Speicherung, die Weitergabe an Dritte, die Zusammenführung mit weiteren
Informationen, etc. zu verstehen.
Grundlegend besitzt die Verdichtung von Informationen einen essentiellen Charakter, der
bereits aus Ihrer Benennung zu erkennen Ist: Die Rohinformationen werden nicht nur
verändert, d.h. es findet keine bloße Transformation im Verhältnis 1:1 statt. Vielmehr
stellt das Resultat einer Komprimierung von Informationen eine Reduktion3 dar.
Dies bedeutet, daß aus den Rohinformationen eine (unter Umständen erheblich)
geringere, dafür jedoch (von Ihrem Anspruch her) aussagekräftigere Informationsmenge
entsteht.
Wie unschwer zu belegen Ist, liegt in diesem eigentlich trivialen Prozeß eine ganze Reihe
von potentiellen Fehlermöglichkeiten verborgen.
So kann beispielsweise eine Informationsmanipulation geradezu ideal und relativ
gefahrlos an diesem Informationsverarbeitungsschritt ansetzen.4
1 Die Begriffe Komprimierung und Verdichtung von Informationen werden in dieser
Abhandlung bedeutungsgleich verwendet.
2 Zur Bedeutung der kognitiven Funktion vgl. Punkt 3).
3 Zum wissenschaftstheoretischen Aspekt der Reduktion vgl. W.L. Bühl,
Reduktionismus, In: ders. (Hrsg.), Reduktionistische Soziologie, S. 9 ff.
4 Entsprechende Beispiele werden im letzten Punkt der vorliegenden Abhandlung
dargestellt.
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Desweiteren besteht hier die große Gefahr, daß die Informatlonsverdlchtuna entweder zu
gering oder zu hoch ausfällt.
Im ersten Fall wäre durch noch immer nicht gegebene kognttlv-postlve Reduktion eine
bloße Ressourcenverschwendung zu konstatieren.
Der zweite Fall hätte durch den mit Ihm verbundenen (und Im Regelfall Irreversiblen)
Verlust von Informationen jedoch ein wesentlich schlimmeres Resultat zur Folge: die
Möglichkeit weiterer Analyseschritte, eventuell notwendiger Folgeuntersuchungen, etc.
wäre damit zunichte gemacht.5
Grundlegend existiert eine Vielzahl von möglichen Typen der Verdichtung von
Informationen.
Neben den In Punkt 2) noch aufzuführenden funktioneil orientierten
Klassifizierungsmöglichkeiten, d.h. der Typisierung anhand von möglichen
Anwendungsgebieten, lassen sich vor allem folgende prinzipielle Möglichkelten
herauskristallisieren:
a) Quantitative InformatlonsverdlchtunosmOgllchkelten:
Die Informatlonselnheiten6 bleiben bei dieser Möglichkeit In Ihrer Zusammensetzung
erhalten, d.h. jeder einzelne Informationsträger Ist auch nach diesem Verdichtungsschritt
wieder lokalisierbar. Verändert wird hier die Ausprägung der Informatlonsmerkmale7 in
der Form, daß die In der Regel breitgestreuten quantitativen Werte numerischer
Informationen In Intervallen komprimiert werden. Die Bildung der jeweiligen Intervalle,
d.h. die Festlegung der jeweiligen Unter- und Obergrenzen kann dabei sinnvoll entweder
nach rein numerischen Orientierungen (z.B. 0 bis unter 4 / 5 bis unter 10 /10 bis unter 15
/ usw.) oder nach theoretischen Gesichtspunkten (z.B. Übergänge zwischen Intervallen
bei qualitativen Diskontlnultätenß) erfolgen.
b) Qualitatives Komprimieren von Informationen:
Auch bei diesem Verdichtungstyp bleiben die einzelnen Informationseinheiten der
ursprünglichen Rohinformationen erhalten. Der wesentliche Unterschied Im Vergleich
zur quantitativen Informationsverdichtung besteht darin, daß die Komprimierung hier
nicht anhand der Zuordnung der Werte der Informationseinheiten nach Intervallen,
sondern nach qualitativen Kategorien bzw. Klassen erfolgt.
5 Zur Problematik einer derartigen Überverdichtung von Informationen vgl. ausführlich
Punkt 3).
6 Unter Informationseinheiten werden Im folgenden die einzelnen Basisträger von
Informationen verstanden; diese können je nach Beschaffenheit der Rohdaten völlig
verschiedener Natur sein (z.B. einzelne Personen, einzelne Städte, einzelne Abschnitte
bestimmter Literaturdokumente, einzelne Organisationseinheiten, etc).
7 Informationsmerkmale sind Im Gegensatz zu Informationseinheiten die jeweiligen
Werte bzw. Ausprägungen der relevanten Informationen; sie können sowohl qualitativer
Art (z.B. bei Personen: männlich - weiblich, bei Städten: Hauptstadt - Regionales
Oberzentrum - etc.) als auch (wie hier) quantitativer Art (z.B. bei Personen: Alter, bei
Städten: Einwohnerzahl) sein.
8 Qualitative Diskontinuitäten bei quantitativen Informationen können beispielsweise bei
dem Alter von Personen durch den Beginn des schulpflichtigen Alters, den Beginn der
Volljährigkeit, usw. berücksichtigt werden; vgl. hierzu allgemein E. Gehmacher,
Methoden der Prognostik, S. 48 ff.
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Damit können nicht nur wie beim obigen Typus allein numerisch-quantitative
Ausprägungen von Informationsmerkmalen, sondern auch qualitative Werte verdichtet
werden. Im Fall der Transformation numerischer Wertet muß dabei nicht zwangsläufig
ein Informationsverlust einhergehen; oft kann hierdurch ein strukturell-informativer
Gewinn an Aussagekraft erzielt werden.10
Besondere Bedeutung besitzt die qualitative Informationsverdichtung allerdings für
nichtnumerische Ausprägungen von Informationsmerkmalen. Hier besteht nicht nur die
einzige Möglichkeit der Komprimierung von Werten der Merkmale (ohne die gleichzeitige
Verdichtung nach Informationseinheiten). Darüber hinaus bietet sie die Chance, bereits
gegebene qualitative Strukturinformationen adäquat größeren qualitativen Kategorien
zuzuordnen und somit einen eventuell schon vorliegenden Sinngehalt der Informationen
zu bewahren.
c) Zeitlich orientierte Komprimierung von Informationen:
Ein besonderer Typus der Informationsverdichtung besteht In der Möglichkeit der
Komprimierung von Ausprägungen einzelner Informationsmerkmale nach bestimmten
Zeltabschnitten, z.B. nach Monaten oder Jahren. Dieses Vorgehen Ist insbesondere beim
Vorliegen mehrerer zeltlich differenzierter Werte für ein Informationsmerkmai pro
einzelner Informationseinheit sinnvoll.
In einem solchen Fall, der die jeweiligen Informationseinheiten (ebenso wie dies unter
Punkt a) und b) gegeben ist) auch nach der Verdichtung lokalisierbar beläßt, ergibt sich
für qualitative Ausprägungen kaum eine sinnvolle Komprimierungsstrategie (eventuell,
aber sicherlich problematisch, nach dem häufigsten qualitativen Merkmal). Für
quantitativ-numerische Werte hingegen existiert eine ganze Reihe von Methoden zur
Informationsverdichtung, die Im Bereich der Zeltrelhenanalyseii und
Zeltrelhenprognose*l2 systematisiert sind.
d) Verdichtungen nach Informationseinheiten:
Diese Verdichtungsmöglichkeit unterscheidet sich grundsätzlich von den oben
aufgeführten drei Kategorien; hier findet eine Komprimierung von Informationen auf der
Basis einer Bildung von Kategorien (numerischer oder qualitativer Art) durch die
Verschmelzung13 mehrerer Informationseinheiten mit relativ ähnlichen
Werteausprägungen bezüglich eines relevanten Informationsmerkmais oder aufgrund
einer zeltlich dominierenden Orientierung statt. Damit Ist gleichzeitig (sofern keine
Speicherungen der ursprünglichen Rohinformationen vorgenommen wurden) eine
potentielle Rückführung der verdichteten Informationen auf die einzelnen
Informationseinheiten nicht mehr gegeben.
Bei diesem Typus spielt allgemein die Reduzierung eines breiten Informatlonseinheiten-
und Informationswertespektrums auf wenige Parameter die zentrale Rolle. Für bestimmte
Funktionen des "strukturellen Verstehens" stellt diese Reduzierung eine durchaus
bedeutsame und sinnvolle Transformation dar.
9 Hier kann In bestimmten Situationen die Grenze zur Intervallbildung mittels qualitativer
Diskontinuitäten fließend sein.
10 Z.B. bei der Verdichtung numerischer Werte bestimmter regionaler ökonomischer
Parameter zu Kategorien, welche die Wirtschaftsstruktur (beispielsweise die Dominanz
einzelner Wirtschaftssektoren) widerspiegeln.
11 Vgl. hierzu J. Pfanzagl, Allgemeine Methodenlehre der Statistik I, S. 115 ff.
12 Vgl. hierzu P. Mertens (Hrsg.), Prognoserechnung.
13 Unter dem hier gewählten Begriff "Verschmelzung" Ist die Irreversible
Zusammenfügung einer Vielzahl von Informationseinheiten zu einer umfassenderen
Informationseinheit zu verstehen.
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Im Extremfall können sogar Verdichtungen der gesamten Informationseinheiten zur
Erzlelung weniger deskriptiver Werte bezüglich relevanter Informationsmerkmale
angestrebt sein; die Resultate bestünden In diesem Fall lediglich aus statistischen
Maßen wie beispielsweise Mittelwert, Streuung und häufigstem Wert.14
2) FUNKTIONALE ASPEKTE DER VERDICHTUNG VON INFORMATIONEN
Je nach Anwendungsgebiet stellen sich an die Komprimierung von Informationen
unterschiedliche Anforderungen, die durch die spezifischen Funktionen der
Anwendungen geprägt werden.
Die funktionalen Aspekte der Informationsverdichtung werden dabei zusätzlich durch die
jeweilige Datenlagei5 beeinflußt.
In dieser Abhandlung soll daher In einem Schwerpunkt auf relevante mögliche
Anwendungsgebiete von Informationstechnologien eingegangen werden.
Die Problematik der Datenlage erfährt Insgesamt bei allen Abhandlungspunkten eine
adäquate Berücksichtigung.
Vor allem folgende Anwendungsgebiete werden hinsichtlich der Bedeutung der
Verdichtung von Information erörtert:
a) Laufende Beobachtung. Informatlonsspelcherung und Kontrolle (mit entsprechenden
statistischen Auswertungen):
Dieser elementarste funktionale Bereich erfordert Im Regelfall qualitativ und quantitativ
weitreichende Informationsverdichtungen.
Zum einen Ist dies hier durch die normalerweise große Informationsmenge aus Gründen
der kognltlveniß überschaubarkeit notwendig, zum anderen resultiert die Erfordernis
aus der Im Regelfall ungenügenden Strukturiertheit der Rohdaten.
Weitere Verarbeitungen werden nach der Informationskomprimierung durch die dann
jeweils sehr ähnlichen Informationsmuster erleichtert.
b) Entscheldunasunterstützung:
Auch In diesem funktionalen Gebiet spielt die Verdichtung von Informationen eine
bedeutsame Rolle. Hier geht nicht nur als Basisinformationsbedarf der oben aufgeführte
Aspekt ein; desweiteren stellen auch die Entscheidungskriterien und einzelnen
Entscheidungsschritte (Präferenzstrukturen, Alternativenauswahl und -bewertung,
etc.17) Informationen mit einer Komprimierungsnotwendigkeit dar.
c) Planunashllfe:
Planungshilfen unterscheiden sich nur In einem zentralen Aspekt von
Entscheidungsunterstützungen: der Dominanz der Orientierung auf zukünftige SOLL-
Strukturen.18
14 Je nach Interessenlage Ist die Bildung einer ganzen Reihe weiterer Werte möglich;
allerdings hängt Ihre sinnvolle Konstruktion und Verwendung entscheidend von dem
Skalenniveau (nominal - ordlnal - metrisch) der zugrunde liegenden Informationen ab.
15 Unter dem Begriff Datenlage werden hier In erster Linie folgende Aspekte verstanden:
der Bereich zwischen numerischen und nichtnumerischen Informationen, das
Skalierungsniveau, die Kompatibilität von Informationen, etc.
16 Zu den kognitiven Funktionen der Informationsverdichtung vgl. auch Punkt 3).
17 Vgl. hierzu B. Becker, öffentliche Verwaltung, S. 423 ff.
18 Vgl. N. Luhmann, Politische Planung, In: ders., Politische Planung, S. 67; hier wird
Planung als Festlegung von Entscheidungsgrundlagen für künftige Entscheidungen
definiert.
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Somit erlangen hier Ziele und Zwecke einen erheblich größeren Stellenwert;
dementsprechend muß zusätzlich eine erforderliche Informationsverdichtung bereits Im
Vorfeld bei der Operatlonallslerung der künftigen SOLL-Strukturen stattfinden
(ergänzend zu den unter Punkt a) und b) aufgeführten Erfordernissen).
d) Analyse wissenschaftlicher Untersuchungen:
Wissenschaftliche Analysen stellen Im Vergleich zu den oben aufgeführten drei Punkten
eine besondere Kategorie dar. Zwar können die unter Punkt a) erwähnten Funktionen der
laufenden Beobachtung und Informationsspeichernng die Grundlage für
wissenschaftliche Auswertungen bilden; auch Ist es möglich, daß die unter Absatz b)
und c) erläuterten Funktionen der Entscheidungs- bzw. Planungshilfe Ziele
wissenschaftlicher Analysen darstellen.19
Im Gegensatz zu allen drei Punkten tritt bei den wissenschaftlichen Auswertungen ein
relativer "Elnmallgkelts-Charakter" In den Vordergrund, d.h. es werden weniger
routinlslerbare Strukturen zugrundegelegt; damit erscheint hier auch das Problem der
Verdichtung von Informationen unter einem anderen Gesichtspunkt.
Informationskomprimierungen sind dementsprechend weniger routlnlslerbar und
müssen In der Regel von Fall zu Fall neu bestimmt werden.
e) Verbesserung der Realisierung von Koordinationserfordernissen und
Kommunikationsmöglichkelten:
Die Anwendungsmöglichkeiten und -erfordernlsse moderner Informationstechnologien
auf diesen Gebieten sind bereits heute sehr bedeutsam; ihre Relevanz wird auch In
weiterer Zukunft noch stelgen.20
Gleichzeitig ergeben sich In diesem funktionalen Feld besondere Bedürnisse hinsichtlich
der Verdichtung von Informationen. Zum einen können gerade bei dem Einsatz Im
Bereich der Kommunlkatlon2i häufig relativ hohe Komprimierungsgrade erforderlich
sein, um eine gut funktionierende Verständigung überhaupt zu ermöglichen. Zum
anderen bringt eine notwendige höhere Standardisierung und Formallslerung von
Informationsinhalten, wie dies vor allem für den Koordinationsbedarf innerhalb von
Organisationen gilt, In der Regel weniger hohe Verdichtungsgrade (v.a. bei bereits
eingespielten Koordinationsmustern) als jeweils sehr spezifische Verdichtungsformen
mit sich.
g) Präsentationen und pädagogische Anwendungen:
Dieser letzte hier aufgeführte funktionale Bereich ist in erster Linie dadurch
gekennzeichnet, daß mit Hilfe von Informationstechnologien Wissen an fachlich
Interessierte, Jedoch (evtl. noch) nicht besonders spezialisierte Personen vermittelt
werden soll. Der wesentliche Unterschied zwischen den beiden hier angesprochenen
Gebieten Ist für die Informationsverdichtung nur graduell; während Präsentationen
notwendiges Wissen an Personen vermitteln, die lediglich die Resultate für
weltergehende eigene Zwecke benötigen, bieten pädagogische Anwendungen darüber
hinaus auch Einblick und Verständnis für dahinter liegende Zusammenhangs-, Wirkungs-
und Entstehungsstrukturen.
19 Selbstverständlich können wissenschaftliche Untersuchungen auch weitere
Funktionen beinhalten, wie z.B. Systemmodellierungen und Vorausschätzungen. Der
Vergleich mit den ersten drei Punkten wurde jedoch aus Gründen einer besseren
Unterscheidbarkelt gewählt.
20 Vgl. hierzu A. Plcot / R. Reichwald, Bürokommunikation.
21 Der Unterschied zwischen Kommunikation und Koordination wird hier In der
Ausprägung der Notwendigkeit zu einer arbeitsteiligen Verständigung gesehen.
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Die wesentlichste Funktion der Informationskomprimierung besteht Jedoch in beiden
Fallen In einer bezüglich der jeweiligen Zielgruppe von Interessenten adäquaten
Vereinfachung von Informationen; auf die dafür geeigneten didaktischen Mittel wird auch
im folgenden Abschnitt eingegangen.
3) KOMPRIMIERUNGSGRADE UND GEFAHREN EINER "UBERVERDICHTUNG"
Die Verdichtung von elndlmenslonalen22 Informationen (numerischer und
nichtnumerischer Art) kann theoretisch sowie praktisch In den meisten Fällen eine sehr
große Zahl von Ausprägungen annehmen; ein markantes Beispiel hierfür stellt die
Bildung von Altersgruppen bei Personen anstelle der Verwendung des genauen Alters
dar.23
Mit steigender Zahl der Ausprägungen geht Jedoch zunehmend ein zentraler Nutzen der
Verdichtung von Informationen verloren: die kognitive Funktlon24 des erleichterten
Informationsverständnisses.
Dieser Funktion kommt Im Rahmen der normalerweise vorliegenden Menge und
Unstrukturlerthelt der Rohinformationen eine sehr bedeutsame Rolle zu. Sie kann
durchaus als eigentlicher Hauptzweck der Informationsverdichtung angesehen werden,
da Informationen für den jeweils interessierten Betrachter nur in einer verständlichen
Form zugänglich sind und häufig auch nur so Ihre tatsächliche Relevanz Beachtung
findet.
Faktisch lassen sich drei elementare Grundtypen der Komprimierung von Informationen
differenzieren:
a) Informatlonsselektlon
Hierunter wird Im folgenden die entweder theoretisch begründete oder "willkürliche''
Einbeziehung relevant erscheinender Informationseinheiten verstanden; ein weiterer
bedeutsamer Faktor bei der Selektion von Informationen kann In der
Ressourcenbeschränkung bestehen. Die nicht Im Rahmen dieses Selektionsprozesses
erfaßten Informationseinheiten eines Informationsmerkmals gehen dabei unwiderruflich
verloren.
b) Informatlonskateaorleblldung
Dieser Typus der Informationsverdichtung Ist vor allem bei der Verwendung numerisch-
metrischer Daten sehr nützlich, da mit seiner Hilfe eine bei großen Datenmengen kaum
mehr überschaubare Informationsstruktur transparent gemacht werden kann.25
Die hierdurch gewonnene Informationskomprimierung Ist jedoch entscheidend durch die
- wie auch Immer begründete • Bildung von "Klassen" oder "Kategorien" sowie die
entsprechende Zuordnung der selektierten Information geprägt.
22 Unter eindimensionalen Informationen werden hier alle Informationstypen verstanden,
die sich auf ein einziges Informationsmerkmai (z.B. Alter, Haarfarbe, etc.) stützen.
Eindimensionale Informationen eignen sich lediglich für Informationsauswertungen mit
deskriptivem Charakter.
23 So würden beispielsweise bei der Bildung von 1-Jahres-Altersklassen ca. 100
Kategorien entstehen; bei der Bildung von 5-Jahres-Altersklassen wären es Immer noch
ca. 20 Kategorien.
24 Zur Bedeutung kognitiver Funktionen vgl. allgemein J.R. Anderson, Kognitive
Psychologie.
25 Eine Kategorlebildung kann Jedoch auch bei Informationen sinnvoll sein, die
nichtmetrischer und sogar nichtnumerischer Art sind; entscheidend Ist hier der Jeweilige
Umfang der Merkmalsausprägungen der Rohinformationen.
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c) Informatlonsverelnfachung
Darunter soll hier die häufig zur Erfüllung kognitiver Funktionen notwendige Umsetzung
der zwar kategorislerten, aber "rohen" Informationen in gut verständlich aufbereitete und
somit höher verdichtete Informationen verstanden werden. Hierunter ist allerdings nur Im
Extremfall die in Punkt 1) angesprochene "Hochverdichtung" auf ein oder wenige
statistische Maße gemeint. Vielmehr geht es hier um die (gerade auch für pädagogische
und Präsentationszwecke bedeutsame) vereinfachte Darstellungsform von
Informationen. Zu diesem Zweck eignen sich Insbesondere relativ einfach aufgebaute
Graphiken, übersichtliche Schaubilder und leicht verständliche Tabellen.26
Wie bereits aus der obigen Aufzählung zu erkennen ist, birgt jeder der genannten
Verdichtungsschritte die Gefahr einer "Überverdichtung" in sich.27
Unter dem Begriff Überverdichtung soll Im folgenden das für pragmatische Aspekte zu
hoch komprimierte und damit gleichzeitig für die weitere Verwendung zu gering
differenzierte Resultat einer Komprimierung von Informationen verstanden werden.
So können bereits bei der Informationsselektion als Irrelevant "qualifizierte", kognitiv
überhaupt nicht registrierte oder mangels vorhandener Ressourcen wie beispielsweise
Zelt, Geld, Personal, etc. nicht erfaßte Informationen Irreversibel unzugänglich werden;
sofern keine adäquate Nacherhebungsmöglichkeit besteht, sind diese Informationen
endgültig verloren.
Bei der Kategoriebildung wiederum Ist es möglich, daß einerseits zu große Klassen
konstruiert werden, so daß eine ausreichende Differenzierung zu Auswertungszwecken
nicht mehr stattfinden kann.
Andererseits sind auch Resultate von Verdichtungen denkbar, bei denen die gebildeten
Kategorien mit weiteren relevanten Informationsmerkmalen nicht vergleichbar sind.
Beide Problemtypen ergeben sich häufig erst Im Laufe der konkreten Anwendung, bzw.
bei späteren Sekundär- oder Langzeltanalysen.
Die oben aufgeführten Problemfelder existieren grundsätzlich auch bei der
Informationsvereinfachung, wobei hier noch als besonderes Problem (Insbesondere bei
numerischen Informationen) die Im Regelfall nicht mehr rekonstruierbare Genauigkeit
hlnzukommt.28
Gegen diese Gefahren des Informationsverlustes durch "Überverdichtung" kann nur ein
konsequentes Speichern der jeweiligen Basisinformationen sowie eine großzügige, aber
theoretisch gut fundierte Selektionspraxis schützen.
Ein zusätzliches Speichern der In Zwischenschritten erzielten verdichteten Informationen
wäre hingegen wesentlich aufwendiger als die jeweilige Speicherung der genauen
Verdichtungsanweisung, mit deren Hilfe die gesamten Informationen in allen
Verdichtungsebenen nachträglich exakt rekonstruierbar sind.
26 Vgl. hierzu J. Pfanzagl, Allgemeine Methodenlehre der Statistik I, S. 224 ff.
27 Selbstverständlich existiert auch immer die Gefahr einer "Unterverdichtung", d.h. des
Vorllegens zu gering differenzierter Resultate Im Sinn der Erfüllung der kognitiven
Funktion. Diese Problematik erscheint jedoch In Ihren Konsequenzen weit weniger
bedeutsam, da hier stets noch die Möglichkeit einer "Nachverdichtung" besteht.
28 Insbesondere durch den Immer vorhandenen Ungenaulgkeltsgrad bei der
"numerischen Rekonstruktion" von Graphiken.
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4) PROBLEME DER KOMBINATION VON INFORMATIONEN BEI UNTERSCHIEDLICHEN
VERDICHTUNGSGRADEN
Im obigen Punkt 3) wurden die bedeutsamsten spezifischen Aspekte und Problemfelder
der Komprimierung von Informationen bei eindimensionalen Informationstypen erörtert;
als größte Gefahr wurde dabei vor allem die Möglichkeit einer Überverdichtung
herausgestellt.
Grundsätzlich ähnliche sowie zusätzliche Besonderheiten und Schwierigkelten ergeben
sich bei der Verdichtung von zwei- und mehrdimensionalen lnformatlonstypen.29
Diese Informationstypen eignen sich Insbesondere zur Verknüpfung von mehreren
Informationsmerkmalen; beispielsweise für bestimmte Analysezwecke, wie etwa für
multlvariate Zusammenhangsanalysen30 (Kontlngenzanalysen, Regressionsanalysen,
etc.), die Bildung multipler Indlzes31 und das Herauskristallisieren von angenommenen
(d.h. möglicherweise existenten) Hlntergrundsfaktoren32.
Aber hier existieren auch Ober die bereits erörterten eindimensionalen
Verdichtungsprobleme hinausreichende Aspekte. Sie basleren Insbesondere darauf, daß
die jeweiligen Informationsmerkmale untereinander kompatibel modifiziert (d.h.
verdichtet) werden müssen; darauf wird Im folgenden noch ausführlicher eingegangen.
Die Relevanz der zwei- und mehrdimensionalen Informationstypen Ist hoch
einzuschätzen; im anwendungsspezifischen wie Im wissenschaftlichen Bereich zählen
gerade Analysen über Zusammenhänge, mögliche Ursachen bzw. ganzer
Ursachenkomplexe bestimmter Entwicklungen und darauf basierende Entscheidungs-
und Planungshilfen mit zu den wertvollsten Erkenntnlssen.33
In diesem Kontext ist jedoch eindringlich auf die notwendige theoretische Fundierung
der vorgenommenen Kombinationen von Informationen hinzuweisen. Ohne dies«
Fundierung besteht sowohl die Gefahr der Ermittlung rein zufälliger34, allerdings nicht
unplausibel wirkender Zusammenhangsstrukturen als auch der Konstruktion statistisch
relevanter, jedoch theoretisch sinnloser Kombinationen.
Zur Realisierung der Informationskombinationen auf verdichtetem Niveau muß aus
Gründen der Vergleichbarkelt eine generelle Kompatibilität der eingehenden einzelnen
Informationsmerkmale und somit auch Ihrer verdichteten Formen vorliegen.
29 Unter zwei- und mehrdimensionalen Informationen werden hier alle Informationstypen
verstanden, die sich für jeweils eine Untersuchungseinheit auf zwei oder mehr
Informationsmerkmale stützen.
30 Vgl. hierzu K.D. Opp / P. Schmidt, Mehrvariablenanalyse.
31 Vgl. hierzu R. Mayntz / K. Holm / P Hübner, Einführung In die Methoden der
empirischen Soziologie, S. 44 ff.
32 Speziell für diesen Zweck Ist bei numerischen Informationen die Faktorenanalyse
besonders geeignet. Vgl. K. Überla, Faktorenanalyse.
33 Vgl. hierzu H. Zelsel, Die Sprache der Zahlen, S. 101 ff.
34 Der Begriff "zufällig" Ist hier im rein statistischen Sinn zu verstehen.
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Aus den oben ausgeführten Aspekten resultieren folgende Forderungen:
a) Bei multlvarlaten Analysen und multiplen Auswertungen ist es generell unbedingt
erforderlich, daß die Verdichtungsvorschriften für die zentralen Informationsmerkmale
so weit wie möglich gleichförmig gebildet und die Informationen entsprechend
zugeordnet werden.
Diese Notwendigkeit basiert auf der prinzipiellen Vergleichbarkeltserfordernls der
einzelnen Informationsmerkmale untereinander; eine Negierung dieser Notwendigkeit
würde bei Auswertungen unzulässige und sinnlose Resultate erbringen, sofern Analysen
bei einer derartigen Konstellation überhaupt möglich waren.
b) Erhebungen bzw. Untersuchungen über einen gewissen Zeitraum hinweg erfordern
sowohl die Konstanz der Verdichtungsbildungen als auch insbesondere gleiche
Informatlonserhebungs- bzw. Verdlchtungszelträume.
im Idealfall wären dabei konstante Zeltintervalle (z.B. Monate, Jahre, etc.) von noch
größerem Nutzen.35
c) Die zentralen Informationsmerkmale müssen unter möglichst vergleichbaren
Umstanden erhoben werden. Kontextanderungen räumlicher, personeller und sonst
systematisch verzerrender Art übertragen einen derartigen Blas36 (möglicherweise
verstärkt) auf die multiplen Analysen und Auswertungen.
Eine nachtägliche "Standardisierungs-Verdichtung" kann solche Verzerrungen nicht
mehr beheben.37
Informatlonsselektlonen "höheren Grades"38 bergen Im Kontext der Berücksichtigung
der Zwei* und Mehrdlmenslonalität von verdichteten Informationen eine spezifische
Gefahr in sich, sofern auf die ursprünglich "ausselektierten" Daten ganzer
Informationseinheiten nicht mehr zurückgegriffen werden kann.
Allerdings besteht diese Gefahr auch schon bei weniger krassen
Informationsselektionen; ein derartiger Fall kann v.a. bei zwar umfassender Erhebung
der Informationseinheiten, jedoch dem gleichzeitigen häufigen Fehlen einiger relevanter
Informationsmerkmale vorliegen.
35 Eine Vielzahl von Analysemöglichkeiten mit größerer Aussagekraft setzt das
Vorliegen von konstanten Zeitintervallen voraus.
36 Zur generellen Definition eines Blas vgl. H. Gaensslen / W. Schubö, Einfache und
komplexe statistische Analyse, S. 53.
37 Hierdurch könnte allenfalls der gefährliche Trugschluß einer Vergleichbarkelt
"gewonnen" oder vermittelt werden.
38 Darunter wird hier der wie auch Immer begründete Ausschluß ganzer
Informationseinheiten verstanden.
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Häufig tritt erst während oder nach einer bereits durchgeführten Auswertung der
Wunsch nach weiteren Analysemöglichkelten auf. Diese können beispielsweise eine
komplexere multlvarlate Analyse39, die Einbeziehung weiterer Informationsmerkmale für
eine Faktorenanalyse oder die statistische Prüfung nach dem Vorliegen von
Scheinkorrelat lonen^O beinhalten.
Derartige Analysewünsche können dann In den oben skizzierten Situationen Im Regelfall
nicht mehr realisiert werden.
5) EIN PRAGMATISCHES BEISPIEL: KONZEPTION UND PROTOTYPENTWICKLUNG
EINES INTEGRIERTEN INFORMATIONSSYSTEMS IM UMWELTSCHUTZBEREICH
Als pragmatisches Beispiel soll am Schluß dieser Abhandlung eine Erörterung der oben
aufgezeigten generellen Bedeutungen und Probleme der Verdichtung von Informationen
an Beispielen adäquater Anwendungsfelder der derzeit In Arbelt befindlichen
Habilitationsschrift des Autors erfolgen.41
Diese Schrift behandelt die Thematik der Möglichkelten des Einsatzes von Informations-
und Kommunikationstechnologien Im Bereich des Umweltschutzes für die öffentliche
Verwaltung.
Sie beinhaltet damit eine Vielzahl von bereits angewandten sowie für zukünftige
Informationssysteme noch zu konzipierenden lnformatlonsverdlchtungen.42
Aus den darin jeweils interessantesten Gebieten werden ausgewählte Beispiele der
Komprimierungen von Informationen beispielhaft dargestellt, die gerade unter
pragmatischen Aspekten eine besondere Qualität besitzen. Die Unterteilung folgt dabei
im wesentlichen den Im allgemein-theoretischen Teil bislang herausgestellten zentralen
Gesichtspunkten.
a) Generelle Möglichkeiten der Informatlonsverdlchtung:
Der Umweltschutzbereich mit seinen vielschichtigen und mannigfaltigen funktionalen
sowie strukturellen Aspekten stellt gleichzeitig eine besondere Herausforderung bei der
Bewältigung der In ihm anfallenden Informationsflut dar.43
39 Beispielsweise kann das zusätzliche Einbeziehen eines weiteren
Informationsmerkmals sich als unmöglich erweisen, wenn für eine größere Zahl von
Informationseinheiten Werte für die entsprechende Variable fehlen (Mlsslng-Values-
Problem).
40 Vgl. hierzu H.A. Simon, Schelnkorrelatlonen: Ihre kausale Interpretation, In: HJ.
Hummell / R. Ziegler, Korrelation und Kausalität, Band 1, S. 55 ff.
41 Diese Arbelt befindet sich zur Zelt Im Abschlußstadium; sie wird voraussichtlich Im
kommenden Jahr publiziert werden.
42 Einschließlich einer Prototypentwicklung; vgl. hierzu LJ. Heinrich / P.Burgholzer,
Systemplanung I, S. 26 ff.
43 Eine ebenfalls bedeutende, wenn nicht sogar gewichtigere Problematik besteht hier In
der notwendigerweise vorausgehenden informatlonserhebung; dieser Aspekt bleibt
jedoch im Rahmen der vorliegenden Abhandlung unberücksichtigt.
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So sind hier v.a. Informationen medienspezifischer Art (Luft, Wasser, Boden),
schädlgungsorlentlerter Art (diverse Emissionen, Altlasten, etc.) sowie objektorientierter
Art (Menschen, Fauna, Flora, Bausubstanzen, usw.) in einer mehrschlchtlgen44 und zu
großen Teilen miteinander verbundenen Weiset bei entsprechenden Auswertungen und
Analysen zu berücksichtigen.
Der Umfang und die Struktur der im Umweltschutzbereich gegebenen
Informationseinheiten sowie Informationsmerkmale lassen Informationsverdichtungen
als absolute Notwendigkeit erscheinen.
In einem allerersten Schritt sind Im Regelfall Normierungen der vorliegenden
Informationstypen erforderlich, um überhaupt Vergleiche und wertende Analysen
erstellen zu können. So Ist beispielsweise die Beurteilung bestimmter
Schadstoffkonzentrationen nur dann in einem übergreifenden Rahmen möglich, wenn
einheitliche Grenzwerte zugrunde gelegt werden; eine hier vorzunehmende qualitative
Informationsverdichtung (z.B. mit den Kategorien "gefahrlos" - "risikobehaftet" -
"schädigend") kann erst sinnvolle Richtlinien für ein adäquates Entscheiden und Planen
im Umweltschutzberelch gestalten.
Ein besonders herausragendes Beispiel für die Möglichkelten von
Informationsmanipulationen mittels Informationsverdichtungen stellt hier die Relativität
von umweltrelevanten Grenzwerten dar. Im Fall von häufigen Überschreitungen bislang
gültiger Grenzwerte und dem damit verbundenen Wechsel der Kategorieausprägungen in
negativer Richtung lassen sich durch "adäquate" Verschiebungen der
Grenzwertdefinitionen unproblematisch erscheinende Entwicklungen vortäuschen.
44 Unter diesem Begriff ist das Vorliegen einer Informationsstruktur zu verstehen, die
unterschiedlich große Betrachtungsebenen In einer differenzierten, jedoch nicht
isolierten Welse miteinander verknüpft; vgl. hierzu HJ . Hummell, Probleme der
Mehrebenenanalyse.
45 Vgl. hierzu G. Nlemeyer, Kybernetische Systeme, In: H. Noltemeler (Hrsg.),
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Umweltschutzsektor darüber hinaus weitere Verdichtungstypen eine
bedeutsame Rolle spielen. Quantitative Datenstrukturen sind hier aufgrund der
dominierenden naturwissenschaftlichen Meßmethoden46 sehr häufig anzutreffen-
dementsprechend bieten sich bei komplexeren Datenmengen quantitative
Verdichtungsmethoden an (beispielsweise durch Richtlinien zur gleichförmigen
Erfassung und Intervallblldung bei Luftschadstoffkonzentrationen, um Interregionale
Vergleichsmöglichkeiten zu erzielen).
Auch zeitlich orientierte Komprimierungstypen sind Im Umweltschutzberelch bedeutsam
Erst die Zusammenfassung der Werte von unterschiedlichen Erhebungszeltpunkten in
normierte Zeltintervalle ermöglicht die Durchführung weiterer Analyseschritte. Es Ist
allerdings festzustellen, daß diese Zeltintervalle je nach Situation einen sehr
unterschiedlichen Umfang besitzen können; so kann bei einer akuten Katastrophe, z.B.
verbunden mit der Freisetzung toxischer Chemikalien, die Normierung der Zeltintervalle
Im Bereich von Stunden oder niedriger liegen, hingegen bei einem langfristigen Prozeß
wie der Zerstörung bestimmter Biotope Im Bereich von Jahren.
Schließlich kann für den Umweltschutzsektor auch der Verdichtungstyp nach
Informationseinheiten von großer Bedeutung sein. Insbesondere bei sehr
unterschiedlich strukturierten regionalen Erhebungsgebieten oder aufgrund externer
Faktoren kaum kompatibler Rohdaten ergibt sich hier die Notwendigkeit einer
Komprimierung der Informationseinheiten auf ein vergleichbares Niveau.
Von nicht zu unterschätzendem Wert kann sich allerdings auch die totale Verdichtung
der gesamten Informationen
 z u wenigen aussagekräftigen Maßzahlen erweisen; dies
gilt insbesondere für noch wenig In Ihrer Struktur bekannte umweltrelevante Situationen
sowie für kurzfristig eingetretene und rapide negativ verlaufende ökologische
Entwicklungen.
b) Funktional differenzierte Verdlchtunpsaspekte:
Für die vielfältigen Aufgabengebiete der öffentlichen Verwaltung auf dem Gebiet des
Umweltschutzes, Insbesondere bei der Bewältigung und Auswertung ökologisch
relevanter Informationen, werden die Anwendungsmöglichkeiten der modernen
Informationstechnologien zunehmend In Anspruch genommen. Der hierdurch relativ neu
konstituierte Zweig der anwendungsorientlerten Informatik, der noch erhebliche
Erweiterungschancen besitzt, etabliert sich langsam unter der Hauptbezeichnung
"Umweltlnformatlk".48
Breite Anwendungsmöglichkelten finden die Informationstechnologien derzeit schon auf
dem funktionalen Gebiet der laufenden Beobachtung, Informatlonsspelcherung und
Kontrolle. Dem geforderten Charakter eines überregionalen (wenn nicht sogar
grenzüberschreitenden) Umweltschutzes werden die bislang ausgeübten Praktiken der
diesbezüglichen quantitativen, qualitativen und zeltlich orientierten
Informationsverdichtungen selten gerecht; da der Umweltschutz In der Bundesrepublik
Deutschland weltgehend Ländersache (wobei es sogar Innerhalb der einzelnen Länder
diesbezüglich Kompetenzverteilungen über verschiedene Ministerlen gibt) Ist, liegen
häufig nicht kompatible verdichtete Resultate vor.
46 Vgl. hierzu beispielsweise I.L. Marr / M.S. Cresser / L.J. Ottendorfer, Umweltanalytik.
47 D.h. über alle Informationseinheiten bezüglich eines oder mehrerer
Informationsmerkmale.
48 Vgl. B. Page (Hrsg.), Informatik im Umweltschutz.
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Fundierte Beiträge von Informationsverdichtungen für umweltschutzpolitische
Entscheidungen können zur Zelt nur In besonderen ausgewählten Sektoren erkannt
werden. Diese berühren allerdings noch nicht derart relevante Aspekte wie
beispielsweise die Präferenzstrukturen.
Auch planungsorlentlerte Anwendungen von Informationstechnologien existieren
bislang nur In Ausnahmefallen; ihr funktionaler Beitrag für umweltschutzrelevante
Planungen beschrankt sich In den bekannten Anwendungsbereichen auf die
Unterstützung bei Planungsprozessen durch das Bereitstellen von Basisinformationen
sowie die Erstellung von Vorausschätzungen bzw. die Konstruktion von
Slmulatlonsmodellen.49
Derartige Entscheidungs- und Planungsunterstützungen beeinflussen durch die jeweils
konstruierten Verdichtungen die kognitive Aufmerksamkeit und damit auch Aspekte der
Präferenz- und Zielstrukturen der Entscheidungs- und Planungsträger in einem nicht zu
unterschätzenden Maße. Die Erstellung dieser Entscheidungs- und Planungshilfen
beinhaltet somit die Gefahr einer Informationsmanipulation durch gezielt gewählte
Verdichtungen, deren Zustandekommen den Entscheidungsträgern (gerade In einem
solchen komplexen Gebiet wie dem Umweltschutz) im Regelfall unbekannt ist.
Eine sehr ähnliche Manipulationsgefahr existiert in dem funktionalen Gebiet der
umweltschutzspezifischen wissenschaftlichen Auswertungen. Auch hier kann durch die
Wahl der quantitativen und qualitativen Regeln zur Informationsverdichtung das
Erscheinungsbild der jeweiligen Resultate in nicht unbedeutender Weise beeinflußt
werden.
Besonders Im Bereich des Umweltschutzes spielen dabei wissenschaftliche Analysen
und die mit ihrer Hilfe gewonnenen Informationen zur Zeit eine wichtige Rolle, da in
diesem Gebiet noch große Kenntnislücken über Wirkungsstrukturen und komplexe
Zusammenhänge vorllegen.50
c) Unterschiedliche Verdichtungsgrade und Gefahren von
InformatlonsOberverdichtunaen:
In der obigen theoretischen Erörterung wurden die elementaren Grundtypen der
Informationskomprimierung dargestellt (Informationsselektion,
Informatlonskategorleblldung und Informationsvereinfachung). Diese drei Typen liegen
grundsatzlich auch bei Informationsverdichtungen Im Umweltschutzberelch vor.
Umfassendere Informationsselektionen bei ökologisch relevanten Erhebungen und
Untersuchungen stellen aufgrund der umfangreichen und vielfältigen
Informationseinheiten sowie Informationsmerkmale einerseits und den in vielen Gebieten
des Umweltschutzes noch unzureichenden Kenntnislagen andererseits den Regelfall dar.
Bei der Dynamik ökologischer Entwicklungen gehen dabei nicht gleichzeitig erhobene
Informatlonenöi irreversibel verloren.
49 Ein sehr bekanntes Beispiel hierfür ist die Studie "Global 2000".
50 Trotz der politischen und ökonomischen Relevanz; vgl. hierzu G. Frederichs / H.
Blume, Umweltprognosen.
51 In Form von Informationseinheiten.
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Die Notwendigkeit für eine Kategoriebildung bei der Verarbeitung von Informationen Im
Umweltschutzberelch resultiert neben den oben erwähnten Besonderheiten auch
aufgrund der zumeist mit naturwissenschaftlichen Methoden gewonnenen Daten. Bei der
Kategorie- bzw. Klassenbildung ist jedoch stets die Möglichkeit einer willkürlichen
Manipulation gegeben; dies gilt beispielsweise für die Zuordnung "Kranker
Baumbestände In verschiedene Schadensklassen.
Die Informationsvereinfachung Ist Im Umweltschutzsektor von enormer Bedeutung. Die
kognitiven Probleme bei der Erfassung und Auswertung ökologisch relevanter Daten
erfordern hier nämlich wegen der oben bereits angesprochenen Komplexität die
Notwendigkeit relativ hoher Verdichtungsschritte.
So stellen beispielsweise auf wenige statistische Maßzahlen komprimierte
Informationen eine enorme kognitive Erleichterung bei entscheldungs- und
planungsunterstützenden Funktionen dar.
Desweiteren sind In diesem Gebiet graphische Umsetzungen von hohem Wert. Die
Verwertung von Satellitenblldern ermöglicht Im Vergleich zu einer numerischen
Aufbereitung entsprechender ökologischer Daten eine wesentlich raschere und
Insbesondere verständlichere Erkennung umweltschutzrelevanter Entwicklungen. Aber
auch die eigene graphische Darstellung erhobener Informationen erweist sich für
Präsentationzwecke von Bedeutung; dies gilt Insbesondere für die Absicht, mit den
vorliegenden verdichteten Informationen Warnungen bezüglich erkennbarer negativer
Entwicklungen zu übermitteln.
Die Gefahr einer Informationsüberverdichtung stellt sich Im Umweltschutzberelch nicht
in dem Maße, wie dies bei den meisten anderen Anwendungsgebieten der
Komprimierung von Informationen der Fall Ist.
Dieser Aspekt resultiert in erster Linie aus der Tatsache, daß das ökologische
Grundlagenwissen sowie die entsprechenden Entscheldungs- und Planungsmethoden
bislang noch nicht problemadäquat entwickelt sind.
d) Notwendigkeiten und Problemfelder von zwei- und mehrdimensionalen
Betrachtungsweisen und Auswertungen:
Wie bereits Im allgemein-theoretischen Teil dieser Abhandlung erläutert wurde, Ist die
zwei- und mehrdimensionale Auswertungsmöglichkeit von verdichteten Informationen
hochgradig relevant; Insbesondere zur Analyse von Verknüpfungs- bzw. Ursache-
Wirkungs-Strukturen existiert keine weitere sinnvolle Alternative.
Für den Umweltschutzbereich stellen zwei- und mehrdimensionale
Informationsstrukturen eine besondere Chance zum Aufdecken von Zusammenhängen
dar. Dies gilt hier nicht nur wegen den sehr komplexen und bereits theoretisch zu
vermutenden Wechselwirkungen, sondern auch aufgrund der von Fachleuten
zunehmend geforderten Dominanz einer präventiven Umweltpolitlk.53
52 Z.B. beim Waldsterben: Prozentzahlen der Jeweiligen Schadensklassen betroffener
Baumarten.
53 Vgl. hierzu beispielsweise U.E. Simonis (Hrsg.), Präventive Umweltpolitik.
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Die Komplexität und Dynamik von umweltrelevanten Entwicklungen legt Ober die
Anwendung "konventioneller" multipler Untersuchungsmethoden hinaus auch die
mathematische Modellierung ökologischer Systeme nahe.54
Ein nicht zu unterschätzendes Problem stellt hier die Anforderung an das mathematische
Modell dar, die reellen ökologischen Strukturen zumindest annähernd realistisch
abzubilden. Sofern relevante Parameter nicht In das Modell eingehend, werden durch
entsprechende Simulationsläufe genauso unsinnige und täuschende Resultate erzielt,
wie dies auch bei der Verwendung nicht kompatibel verdichteter Informationsmerkmale
der Fall wäre.
54 Vgl. W. Metzler, Dynamische Systeme In der Ökologie.
55 Diese Problematik Ist allerdings auch bei der Anwendung "konventioneller" multipler
Untersuchungsmethoden von hoher Bedeutung.
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Referat
Der Beitrag behandelt die Ermittlung und geeignete
Darstellung von Informationen bzw. Wissen mit dem Ziel des
Entwurfs eines wissensverarbeitenden Systems für
diagnostische Aufgaben.
Die Wissensermittlung beginnt mit der Problemmodellierung
auf abstraktem Niveau.
Unsicherheit, Unvollständigkeit und Widersprüchlichkeit des
Wissens sind Motivationen für den Einsatz wissens-
verarbeitender Systeme.
Es wird eine allgemeine Entwurfsstrategie für wissens-
verarbeitende Systeme vorgestellt und auf die konkrete
Aufgabenstellung angewendet.
Abstract
The contribution deals with the acquisition and representa-
tion of information (respectively knowledge) for the purpose
of designing knowledge based Systems for d iagnos t ic
Problems.
The knowledge acquisition begins with an abstract level
problem modeiling.
Uncertainty, incompleteness and contradictoriness of the
knowledge are motivations (reasons) for using knowledge
based Systems.
A universal strategy of designing knowledge based systeas
will be presented and applied to the design of a knowledge
based diagnostic System called "DIANA".
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1 . Einführung
Der Entwurf w i s s e n s v e r a r b e i t e n d e r S y s t e m e umfaßt u . a .
P r o z e s s e
- der Acquisition und Modellierung fachspezifischer Informa-
tionen,
- der formalen Repräsentation dieser Informationen und
- der Suche nach geeigneten Strategien für deren Verarbei-
tung
und ist deshalb auch von informationswissenschaftlichem
Interesse.
Beim Entwurf solcher Systeme erweist sich der Wissenserwerb
als "Flaschenhals". Eine Strategie zu dessen "Aufweitung"
wird in immer näher am Problemgebiet orientierten formalen
Wissensrepräsentationen gesehen, was zu spezifischen
Modellen für die Aufgabenstellungen in den verschiedenen
Einsatzgebieten führt.
I« vorliegenden Beitrag werden die o.g. Prozesse beim
Entwurf wissensverarbeitender Systeme für diagnostische
Aufgabenstellungen in der Technik beleuchtet. Die Betrach-
tungen stützen sich auf Erfahrungen der Autoren beim Entwurf
eines wissensverarbeitenden Diagnosesystems.
2. Ein allgemeines Modell diagnostischer Aufgabenstellungen
Diagnostische Aufgabenstellungen haben die Fehlererkennung
bzw. -^Lokalisierung in technischen Systemen (den Diagnose-
objekten) zum Inhalt. Ein Diagnoseobiekt se tze s ich aus
e i n e r Anzahl n von Diagnoseelementen { D E Q , . . , D E n _ ^ I
zusammen. Ein Diagnoseelement sei ein nach pragmatischen
Gesichtspunkten festgelegter, nicht (sinnvoll) zerlegbarer
B e s t a n d t e i l des Diagnoseobjekts , der reparabel bzw.
austauschbar i s t . Die Fehlerbelegung F„ e ines Diagnose-
objekts kann durch ein n-Tupel von Wahrheitswerten
F = [ f
 v . . . f0 ]
beschrieben werden mit n-1
f TRUE, fal ls DE^  fehlerhaft r *
z = / ordtfj) * 21
FALSE, fa l l s DE4 fehlerfrei UO
ord(TRUE)=l ord(FALSE)=0
Das Ziel des Diagnostizierens kann als Ermittlung der
Fehlerbelegung Fz eines gegebenen Diagnoseobjekts aufgefaßt
werden.
Da Fz i.allg. nicht beobachtbar ist, müssen zum Diagnosti-
zieren andere (beobachtbare) Eigenschaften des Diagnose-
objekts (im folgenden Merkmale genannt) herangezogen werden.
Die Verschiedenartigkeit der Ausprägungen solcher Merkmale
(binär bevertbar, explzit aufzählbar, Wertebereiche
unendlicher Mächtigkeit) machen sie für eine rechen-
technische Verarbeitung kaum handhabbar. Deshalb werden Sie
auf eine Menge einfacher Aussagen I A Q , . . , A - « | (im folgenden
Symptome genannt) abgebildet. Diese Abbildung ist für jede
Sorte von Merkmalen möglich und entspricht nach Auffassung
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der Autoren auch der menschlichen Vorgehensweise.
Aus dieser Symptommenge können nun Symptombelegungen
s
 = l s ]y 
 m , .., s 0 ]
gebildet werden mit
 n_l
f TRUEf TRUE, falls A± wahr
i = j
{ FALSE, falls A± falsch
plexere D i a g n o s b j k
z = ord(f.) * 21
± sch j Ö
Für komplexere Diagnoseobjekte gelingt es jedoch «eist
nicht, von einer gegebenen Symptombelegung eindeutig auf die
vorliegende Fehlerbelegung zu schliefen. Es ist durchaus
möglich, daß bei einer gegebenen Symptombelegung mehrere
Fehlerbelegungen in Frage kommen (dieses ist insbesondere
bei m < n der Fall).
Aber auch der entgegengesetzte Fall ist denkbar, daß man von
mehreren Symptombelegungen auf ein und dieselbe Fehler-
belegung schließen kann (dies ist insbesondere bei m > n der
Fall).
Deshalb werden diejenigen Fehlerbelegungen, die aufgrund
einer vorliegenden Symptombelegung nicht unterscheidbar
sind, jeweils in einer Fehlerklasse zusammengefaßt. Analog
dazu werden diejenigen Symptombelegungen, von denen auf die
gleiche Fehlerklasse geschlossen werden kann, jeweils zu
einer Symptomklasse zusammengefaßt.
Die Aufgabe des Diagnostizierens besteht darin,
1. die für ein gegebenes Diagnoseobjekt vorliegende Symptom-
belegung zu ermitteln und
2. anhand dieser Symptombelegung auf die vorliegende
Fehlerklasse zu schließen, d.h. eine Abbildung aus der
Menge der Symptomklasse in die Menge der Fehlerklassen zu
realisieren.
3. Möglichkeiten der formalen Repräsentation von Diaqnoae-
wissen
Die (zunächst informal vorliegenden) Kenntnisse, welche der
Mensch zur Diagnostizierung verwendet, sind sehr viel-
schichtiger Natur. Mit Blick auf eine Formalisierbarkeit
wird jedoch davon ausgegangen, daß sie folgender Art sind:
1. Kenntnisse über den (funktioneilen und/oder struktu-
rellen) hierarchischen Aufbau des Diagnoseobjekts (die
Diagnosehierarchie),
2. Kenntnisse über die zur Diagnostizierung heranzuziehenden
Symptome,
3. Kenntnisse über das Auftreten bestimmter Symptom-
belegungen bei bestimmten fehlerhaften Elementen der
Diagnosehierarchie und
4. Kenntnisse über die am gegebenen Diagnoseobjekt
auftretenden Symptombelegung, wobei i.allg. nicht für
alle Symptome die Wahrheitswerte bekannt sind.
Dies stellt keine Beschränkung der Allgemeinheit dar, da
sich alle anderen dabei herangezogenen Kenntnisse (z.B.
solche technischer oder ökonomischer Art) darauf abbilden
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lassen.
Die o.g. Arten bilden das zu formaiisierende Diagnosewissen,
wobei 1.-3. als bereichspezifisches Expertenwissen und 4.
als fallspezifisches Faktenwissen bezeichnet werden soll.
Für komplexere Diagnoseobjekte weist das Diagnosewissen
leider einige unschöne Eigenschaften auf (Unüberschaubar-
keit, Unsicherheit, Unvollständigkeit, Widersprüchlichkeit)
und unterliegt einer ständigen Kritik. Deshalb erweisen sich
diagnostische Aufgabenstellungen als ein exponiertes
Anwendungsgebiet für wissensverarbeitende Systeme. Durch
eine Explizierung und problemorientierte formale Notation
dieses Wissens in einer Wissensbasis ist eine leichte
manuelle bzw. maschinelle Modifizierbarkeit gegeben. Auf
diese Weise kann das System ständig qualifiziert werden,
indem der Inhalt einer solchen Wissensbasis manipuliert
wird.
Zu diesem Zweck benötigt man zunächst eine problem-
orientierte formale Repräsentation des Diagnosewissens.
Zur Repräsentation der Diagnosehierarchie eignet sich ein
semantisches Netz mit Baumstruktur, dessen Knoten die
Elemente der Diagnosehierarchie symbolisieren.
Zur Repräsentation einer Symptomklasse (Menge von Symptom-
belegungen, die jedem Element der Diagnosehierarchie
zugeordnet ist) ist ein logischer Ausdruck denkbar, welcher
als bedingte zusammengesetzte Aussage zu interpretieren ist
und im folgenden Symptomatik genannt werden soll. Die
Repräsentation der Zuordnung einer Symptomatik zu einem
Element der Diagnosehierarchie sowie die Repräsentation des
Wahrheitswertes eines Symptoms ist mit Hilfe von Ausdrücken
des Prädikatenkalküls der ersten Stufe (PK1) möglich.
Auch die o.g. Repräsentationsformen lassen sich leicht
(manuell oder maschinell) in Ausdrücke des PK1, ja sogar in
HORN-Klauseln, überführen, so daß die Programmiersprache
PROLOG eine gute Basis zur Repräsentation und (wie wir
später noch sehen werden) zur Verarbeitung von Diagnose-
wissen bildet.
4. Das Inferieren über dem Diagnosewissen
Ein Problem des diagnostischen Schließens besteht darin, daß
zunächst logische Schlüsse mit umgekehrter Orientierung, als
es der natürlichen Kausalität entspricht, erfolgen müssen:
natürliche Kausalität
Fehler im > Symptomatik
Diagnoseobjekt < ist wahr
diagnostisches Schließen
Es handelt sich um einen abduktiven Schluß. Um die
praktische Anwendung einer solch fragwürdigen Schlußweise zu
legitimieren, sollten die Regeln möglichst so beschaffen
sein, daß sie ein vollständiges und eindeutiges Regelsystem
bilden. Für die Diagnoseproblematik bedeutet das, daß sie
alle überhaupt denkbaren Diagnosen erfassen (vollständig)
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und für eine gegebene Symptombelegung nur eine einzige
Diagnose a l s Prämisse in Frage kommt. Liegen beide
Eigenschaften vor, so kann die Implikation durch die
Äquivalenz ersetzt werden und es handelt sich um einen
(formallogisch korrekten) deduktiven Schluß. Eine weitere
wünschenswerte Eigenschaft eines solchen Regelsystems ist
eine logische Vollständigkeit in dem Sinne, daß es keine
Syptombelegung geben darf, die nicht durch die Symptomatik
einer Regel erfaßt wird.
Die o.g. Eigenschaften sol l ten in jedem der durch die
Diagnosehierarchie gebildeten souveränen Subregelsysteme
vorliegen. Da sie z.T. auch maschinell überprüfbar sind,
sehen die Autoren hier eine (in gegenwärtigen Systemen nicht
unterstützte) Möglichkeit einer automatischen Semantik-
überprüfung.
Die in Diagnosesystemen realisierten Inferenzmechanismen
unterscheiden sich in ihrer Systematik bei der Suche nach
Lösungen. Sie stellen i .a l lg . einen Kompromiß zwischen noch
beherrschbarem Suchraum und ausreichender Systematik der
Suche bereit.
Ein weit verbreitetes (und auch in dem hier vorgestellten
System verwendetes) Verfahren i s t das sog. "Establish
Refine" /PUPPE 87/. Es beinhaltet ein hierarchisches
Vorgehen bei der Diagnostizierung. Es wird eine mögliche
Lösung durch Rückwärtsverkettung b e s t ä t i g t und dann
verfeinert, d.h., das Verfahren wird auf der nächst niederen
Ebene der Diagnosehierarchie f o r t g e s e t z t . Ober die
Auswahlmechanismen zur Generierung dieser möglichen Lösung
werden in der Fachliteratur keine Angaben gemacht. Denkbar
ist hier
- eine Hypothesengenerierung auf der Grundlage von (explizit
repräsentierten) Wahrscheinlichkeiten dafür, daß ein
Element der Diagnosehierarchie fehlerhaft ist oder
- eine "naive" Hypothesengenerierung in der Reihenfolge der
Notation (auch das kann effektiv sein, z.B. wenn in dieser
Reihenfolge implizit eine Ausage über die o.g. Wahrschein-
lichkeiten steckt).
5. Wissenserwerb und Lernfähigkeit
In Anlehnung an die Terminologie in der Fachliteratur soll
hier mit dem Begriff "Wissenserwerb" die Acquisition be-
reichsspezifischen Expertenwissens verbunden werden.
Definiert man die Aufgabe einer Wissenserwerbskomponente in
o.g. Sinne, so gehört neben der Unterstützung des Wissens-
erwerbs im Dialog mit dem Erstel ler einer Wissensbasis
gleichfalls die Acquisition bereichsspezifischen Experten-
wissens anhand von Nutzerinformationen (z.B. durch Aus-
wertung von Fallbeispielen aus einer.Reihe von Sitzungen) zu
deren Aufgabe. Letzteres wird in der Fachliteratur i . a l l g .
als "Lernen" bezeichnet; aber auch ers teres s t e l l t eine
triviale Form des Lernens dar: Lernen durch Instruktion.
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Wissenserwerb und Lernen sind somit synonym verwendbare
Termini.
Für den Dialog mit dem Ersteller einer Wissensbasis i s t
mindestens ein Wissenseditor notwendig. Die meisten Systeme
verfügen über einen speziellen Wissenseditor; andere Systeme
verwenden einen anwendungsunabhängigen Editor. Wünschenswert
wäre eine Editierung auf einem stärker auf das Problem
orientierten Niveau der Wissensdarstellung mit anschließen-
der Transformation auf das Niveau der verarbeitbaren
Wissensdarstellung. So könnte z.B. für ein Diagnosesystem,
welches über PKl-Ausdrücken inferiert, durchaus auch ein
Teil des bereichsspezifischen Expertenwissens (z.B. die
Diagnosehierarchie) in Form semantischer Netze editiert und
anschließend auf das PK1-Niveau transformiert werden. Ein
derartiges Verfahren wird z.B. von den Wissenserwerbs-
komponente des Systems DIANA unterstützt.
Außer einer syntaktischen Oberprüfung einer ed i t i e r t en
Wissensbasis wären einige Oberprüfungen semantischer Natur
angebracht, z.B.
- Konsistenztests,
d.h. eine Oberprüfung der logischen Vollständigkeit
und/oder Widerspruchsfreiheit einer Wissensbasis,
- eine Oberprüfung auf redundante Wissensinhalte und
- eine Oberprüfung auf mögliche Schleifenbildungen beim
Inferenzprozeß (falls dieser und die formale Wissens-
darstellung so etwas überhaupt ermöglichen).
Die zweite Aufgabe des Wissenserwerbs, die Acquisition be-
reichsspezifischen Expertenwissens anhand von Nutzer-
informationen, wird von den wenigsten existierenden Systemen
erfüllt. Diese Form des Wissenserwerbs läßt sich einteilen
in stochastisches Lernen und maschinelles Lernen.
Beim stochastischen Lernen handelt es sich um das Erlernen
unbekannter Parameter (z.B. Wahrscheinlichkeiten) mit Mit-
teln der stochastischen Approximation. Es wird in adaptiven
Systemen eingesetzt. Ein Einsatz solcher Methoden in
wissensverarbeitenden Systemen setzt allerdings eine Er-
folgsbewertung durch den (hoffentlich kompetenten) Nutzer
voraus. Nur mit Hilfe einer Erfolgsbewertung kann sich das
in einer Wissensbasis enthaltene Modell sukzessive an die
Realität anpassen. In diese Kategorie fallen auch die aus
der KI-Literatur bekannten Ansätze zur Repräsentation und
Verarbeitung unscharfen Wissens, bei denen i.allg. ein
(reellwertiger) Wahrheitswert Gegenstand der Approximation
ist. Viele der Ansätze scheinen aus der Sicht der Autoren
recht willkürlich, so daß an der Adäquatheit zur damit dar-
gestellten Realität ernsthafte Zweifel bestehen. Solche
Ansätze sind nur dann akzeptabel, wenn sie mathematisch
fundiert und interpretierbar (z.B. als Wahrscheinlichkeiten)
sind.
Bein maschinellen Lernen handelt es sich um die Generierung
neuer Wissensinhalte des bereichsspezifischen Experten-
wissens. Diese haben zwangsläufig hypothetischen Charakter,
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da die Informationen i.allg. aus einer begrenzten Menge mehr
oder weniger repräsentativer praktischer Anwendungsfälle
stammen. Das maschinelle Lernen beinhaltet Verfahren
- des Lernens aus Beispielen,
- des Lernens aus Analogien und
- des Lernens aus Experimenten und Beobachtungen.
Zusammenfassend seien die Komponenten für die Unterstützung
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6. Eine Strategie des Entwurfs wissensverarbeitender Systeme
In diesem Abschnitt sol l eine S t r a t eg i e des Entwurfs
wissensverarbeitender Systeme diskutiert werden, die bei dem
im nachfolgenden Kapitel vorgestellten Diagnosesystem Anwen-
dung fand /KILLENBERG 88/. Die folgende Abbildung veran-


























































Die Problemaufbereitung geht aus von einer informalen Be-
schreibung der Aufgabenstellung. Ziel dieses Entwurfsab-
schnitts ist die Erstellung eines Problemmodells, d.h. das
Finden einer problemorientierten (computerunabhängigen)
formalen Wissensdarstellung und eines darüber arbeitenden
Inferenzmechanismus zur Problemlösung. Es erfolgt zunächst
eine Wissensanalyse, d.h. die Klärung der Art des zu ver-
arbeitenden Wissens, seiner Struktur, Möglichkeiten der
Modularisierung, des zu erwartenden Umfanges der Wissens-
basis usw.
In nächsten Schritt muß nun eine formale Wissensdarstellung,
die veitestgehend am Problem orientiert sein sollte,
festgelegt werden. Diese soll die Strukturierung und
Systematisiemng der Wissensinhalte möglichst gut unter-
stützen.
Eng zusammenhängend mit der Wahl der Wissensdarstellung ist
die Festlegung des über der Wissensbasis arbeitenden
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Inferenzmechanismus. Hierbei geht es vor alle» um eine effi-
ziente Suche in der Wissensbasis, um die Art der Verkettung
ihrer Komponenten (vorwärts, rückwärts), die Auswabl-
mechamsmen für die als nächstes anzuwendende Regel u.a.
Der nächste Schritt, die Implementierung, kann erfolgen
- mit Hilfe eines vorgefertigten Rahmensystems oder
- durch Entwicklung speziell auf die Aufgabe zugeschnittener
Komponenten.
Da dieser Weg beim Entwurf des konkreten Systems aus
verschiedenen Gründen nicht beschritten wurde, soll hier
nicht weiter auf den Einsatz und die Auswahlkriterien von
Rahmensystemen eingegangen werden.
Für einen eigenen Entwurf einer Shell muß zunächst eine
(oder mehrere) geeignete Implementierungssprache(n) gewählt
werden. Wesentliche Auswahlkriterien sind dabei:
1. Die problemorientierte Form der Wissensdarstellung sollte
einfach in die Ebene der Implementierungssprache über-
führbar oder bereits die Implementierungssprache selbst
sein.
2. Der aus der Problemstellung abgeleitete Inferenzmechanis-
mus sollte von der Implementierungssprache möglichst gut
unterstützt werden.
Im Falle der Verwendung imperativer Sprachkonzepte
müssen
a) die durch die Sprache unterstützten Datentypen und -
strukturierungsmöglichkeiten sowie die unterstützten
Algorithmengrundbausteine und -Strukturen eine
effiziente (d.h. möglichst kurze und überschaubare)
Notation des über der o.g. Wissensdarstellung
arbeitenden Inferenzmechanismus erlauben
und
b) der durch den Obersetzer aus o.g. Notation erzeugte
Code eine hinreichende Speicherplatz- und Laufzeit-
effizienz aufweisen.
Im Falle der Verwendung deskriptiver Sprachkonzepte,
bei denen keine scharfe Trennung zwischen Daten und den
diese verarbeitenden Algorithmen vorgenommen wird, muß
der ihnen i.allg. inhärente Sprachverarbeitungs-
mechanismus dem Inferenzmechanismus möglichst adäquat
sein bzw. ein solcher effizient (im Sinne von a) und b)
des o.g. Falles) programmierbar sein.
3. Die Sprache(n) sollte(n) bereits möglichst viele der
häufig verwendeten Elemente der Dialoggestaltung
(Fenstertechnik, Graphik usw.) unterstützen.
4. Die Anforderungen an Laufzeitverhalten, Hardware- und
Betriebssystemvoraussetzungen sowie an die Programaier-
unterstützung sollten weitestgehend erfüllt werden.
Die Rolle der logischen Programmierung bei der Implemen-
tierung der einzelnen Komponenten wird aufgrund ihrer
besonderen Eignung für die geplante Anwendung i* nach-
folgenden Kapitel näher beleuchtet.
In Abschnitt "Wissensimplementierung und Syatemvalidation"
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wird die vollständige Implementierung des vorliegenden
Wissens in der Wissensbasis vorgenommen. Es entsteht eine
Version des Systems, die von Nutzern und Fachexperten er-
probt wird. Gemäß den Erprobungsergebnissen wird u.a. die
Wissensbasis verändert und erweitert. Angestrebt wird eine
automatische Wissenspflege, bei der Konzepte des maschinel-
len und stochastischen Lernens durch die Wissenserwerbs-
komponente Anwendung finden.
Außer der "Erstellung der Wissensbasis" können auch die
anderen (vorherigen) Entwurfsschritte Gegenstand der sich
aus der Erprobung und Nutzung ergebenden Kritik sein, so daß
sich von dort aus eine Überarbeitung der einzelnen
Entwurfsschritte notwendig macht.
Der Wechsel zwischen Nutzung des Systems und Veränderungen
in der Wissensbasis kann als "normaler Betriebsfall" an-
gesehen werden, so daß sich der Gesamtentwurf als iterativer
Prozeß darstellt.
7. Die Rolle der logischen Programmierung beim Entwurfs-
prozeß
Die logische Programmiersprache PROLOG erfüllt die im
vorangegangenen Kapitel genannten Anforderungen an eine
Implementierungssprache für wissensverarbeitenden Systeme
für die Diagnoseproblematik in hervorragender Weise, denn
1. mit Hilfe von PROLOG-Klauseln kann das Diagnosewissen in
einer problemorientierten Form repräsentiert werden.
2. der in PROLOG-Systemen eingebaute Verarbeitungs-
mechanismus ist für das Inferieren über dem Diagnose-
wissen sinnvoll einsetzbar.
3. die heutigen PROLOG-Systeme verfügen über eine Fülle von
Prädikaten, die Elemente einer modernen Dialoggestaltung
(Fenstertechnik, Graphik etc.) zum Seiteneffekt haben.
4. bei diagnostischen Aufgabenstellungen werden meist keine
harten Anforderungen an das Laufzeitverhalten gestellt,
so daß dieser potentielle Nachteil einer PROLOG-
Implementierung weniger ins Gewicht fällt.
Auf eine Möglichkeit der Befriedigung der ersten beiden
Anforderungen soll im weiteren eingegangen werden.
Repräsentation des Diaqnosewissens in PROLOG
Das Diagnosewissen, welches aus den in Kapitel 3 genannten
Komponenten besteht, könnte in PROLOG beispielsweise wie
folgt repräsentiert werden:




2. Die zur Diagnostizierung heranzuziehenden Symptome können




<Kode> eine Kodierung (eine natürliche Zahl)
<r™L„> 6 i n e ( e i 1 n d e u t i ^ ) textliche Charakterisierung
<Grenzen) - eine leere Liste ist , falls
 d a s S y B p t 0 B ^ s
einem Merkmal mit binärem oder expl iz i t
aufzählbarem Wertebereich abgebildet wurde
- eine Liste mit Ober- und/oder Untergrenze
eines Wertebereiches (über dem eine
Ordnungsrelation definiert i s t ) , bei deren
Einhaltung das Symptom als wahr gi l t .
3. Die Zuordnung einer Symptomatik zu einem Element der
Diagnosehierarchie kann jeweils als Klausel der Art
symptome_von(<Element),(Symptomatik)).
dargestellt werden mit
<Element) Element der Diagnosehierarchie
<Symptomatik) eine Liste der Fundamentalkonjunktionen der
disjunktiven Normalform der logischen
Verknüpfung vor Symptomen
Die Fundamentalkonjunktionen sind ihrer-
seits Listen von Kodes der entsprechenden
Symptome. Negiert auftretende Symptome
werden durch ein vo ranges t e l l t e s " - "
gekennzeichnet.
Eine k le ine r Ausschnitt aus e iner Wissensbasis des
bereichsspezifischen Expertenwissens könnte z.B. wie folgt
aussehen:
teile_von(auto,[karosse,motor,elektrik]).





symptome_von(auto,[[-1], . . ] ) .
symptome_von(elektrik,[[-2],[1,-3], . . ] ) .
Auch das fallspezifische Faktenwissen läßt sich sehr leicht
in Form von PROLOG-Klauseln notieren, worauf hier jedoch
nicht weiter eingegangen werden kann.
Implementierung eines Inferenzmechanismus über dem
Diagnosewissen in PROLOG
Das Inferieren über o.g. Wissensdarstellung besteht in einer
Abfolge von Hypothesengenerierungen auf verschiedenen Ebenen
der Diagnosehierarchie. Als geeignetes Verfahren wird
h i e rbe i eine Tiefensuche mit Backtrack in s e lb ige r
angesehen.
Ein sehr einfach zu realisierendes Verfahren wäre zunächst
eine "naive" Hypothesengenerierung entsprechend der
Reihenfolge der Notation in der Wissensbasis. Von einer
derart generierten Hypothese kann durch Ermittlung des
Wahrheitswertes der Symptomatik die Legitimation des
abduktiven Schlusses überprüft werden. Dieser wird entweder
vollzogen (d.h. die Hypothese wurde angenommen) oder es wird
nach e iner a l t e r n a t i v e n Hypothese gefahndet. Dieses
437
Verfahren wird dann rekursiv auf der nächst niederen Ebene
fortgesetzt. Es läßt sich sehr elegant in PROLOG notieren:
diagnostiziere(Teil):-
teile_von(Teil,Teileliste), "i naive ~i
I Hypothesen- ! ab-
raember(Teilesteil,Teileliste), _| generierung i duk-
"I Oberprüfung 1 tiver
symptome_bestaetigt(Teilesteil), ! der i Schluß
_i Symptomatik _|
diagnostiziere(Teilesteil). 1! rekursive Verfeinerung
Auch das Prädikat "symptome_bestätigt" und die dabei
anfallenden Teilprobleme ließen sich ähnlich elegant in
PROLOG implementieren.
8. Das wissensverarbeitende Diagnosesystem DIANA
DIANA (Diagnosesystem mit nachladbarer Anwenderwissensbasis)
ist eine Shell, welche die Diagnose technischer Geräte
unterstützt. Das System ist lauffähig auf 16-Bit-PC unter
DOS. Es stellt eine problemorientierte formale Wissens-
darstellung für das Diagnosewissen, eine Inferenzmaschine,
eine Dialog- und eine Erklärungskomponente bereit. Eine
Wissenserwerbskomponente ist
- in Form eines Wissenseditors gleichfalls Bestandteil des
Systems und
- in Form eines Verfahrens des stochastischen Lernens in
einer ersten Version implementiert.
Mit Ausnahme des Wissenseditors sind alle Komponenten mit
PROLOG implementiert worden. Das System wurde als Nachweis
der praktischen Umsetzbarkeit der vorangegangenen Ober-
legungen geschaffen, es aber auch industriell einsetzbar.
Der Verlauf einer Sitzung mit DIANA sei hier kurz charak-
terisiert. In einem Anfangsmenü hat der Nutzer zunächst die
Möglichkeit, eine der auf dem aktuell eingestellten
Datenträger vorhandenen Wissensbasen auszuwählen, welche
dann in den Arbeitsspeicher geladen wird.
Anschließend wird ihm die Möglichkeit gegeben, eine
Anfangshypothese zu favorisieren. Er bekommt die baumförmige
Diagnosehierarchie der gewählten Wissensbasis graphisch auf
dem Bildschirm präsentiert und kann (mit Hilfe der Maus oder
der Kursortasten) ein Element auswählen. Dies bewirkt, daß
die Diagnosehierarchie so umstrukturiert wird, daß an jedem
Knoten derjenige Nachfolger am weitesten "links" angeordnet
wird, der auf dem Pfad von der Wurzel zur favorisierten
Anfangshypothese liegt. Dadurch wird für den erfahrenen
Nutzer der Inferenzmechanismus effektiviert, da zuerst diese
Hypothese zielgerichtet überprüft wird.
Im weiteren wird mit der Ermittlung von Wahrheitswerten von
Symptomen gemäß der Inferenzstrategie begonnen, d.h. das
fallspezifische Faktenwissen acquiriert.
Auf die Fragen kann der Nutzer wie folgt reagieren:
1. Der Nutzer möchte die Frage beantworten:
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j -ja
Das Symptom ist zutreffend (wahr).
n - nein
Das Symptom ist nicht zutreffend (falsch).
<Zahlenwert)
Das Merkmal, aus dem das Symptom generiert wurde, hat die
Ausprägung <Zahlenwert>. Der Wahrheitswert des Symptoms
wird in diesem Falle durch das System selbständig
ermittelt.
u - unbekannt
Der Nutzer kennt den Wahrheitswert des Symptoms nicht
(z.B. weil er kein entsprechendes Mep- oder Prüfmittel
zur Hand hat). In diesem Falle werden beide Wahrheits-
werte als möglich unterstellt und die anhand solcher
Antworten inferierten Ergebnisse mit einem entsprechenden
Vermerk ("möglicherweise") versehen.
2. Der Nutzer möchte den Inferenzmechanismus manipulieren:
z - zurück
Der Nutzer möchte zu einem (von ihm selbst auszuwählen-
den) Ergebnis zurückkehren. Die Auswahl erfolgt anhand
einer graphischen Darstellung der baumförmigen Hierarchie
aller Zwischen- und Endergebnisse ähnlich der Auswahl der
Anfangshypothese.
In diesem Falle reagiert das System, als hätte es dieses
Ergebnis gerade erst gefunden und nimmt alle vom Nutzer
danach gegebenen Antworten zurück (streicht sie aus dem
fallspezifischen Faktenwissen). Die vom System zurückge-
nommenen Antworten werden dem Nutzer mitgeteilt.
Ein solcher Schritt entspricht einem künstlichen
determinierten Backtrack im Inferenzmechanismus.
r - revidiere (in Vorbereitung)
Der Nutzer möchte einige der von ihm gegebenen Antworten
zurücknehmen. Danach bestimmt das System selbständig,
wohin durch die Rücknahme zurückgesprungen wird (nämlich
dorthin, wo die erste der revidierten Antworten zu einem
Inferenzschritt beitrug).
Ein solcher Schritt entspricht einem künstlichen
nichtdeterminierten Backtrack im Inferenzmechanismus.
e - Ende
Der Nutzer möchte die Sitzung beenden. Der Dialog kehrt
ins Anfangsmenü zurück.
3. Der Nutzer möchte die Erklärungskomponente aktivieren:
w - warum
Es wird die Fragestellung des Systems begründet. Die
Begründung erfolgt durch schrittweise Angabe des Pfades
von der Wurzel der Diagnosehierarchie bis zur aktuell
untersuchten Hypothese (bzw. auf Wunsch auch umgekehrt).
Alle auf diesem Pfad liegenden Zwischenergebnisse werden
einschließlich der Konjunktion von Symptomen, die zu
selbigen führten, angegeben. Für die aktuell untersuchte
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Hypothese wird die gegenwärtig in Oberprüfung befindliche
Konjunktion angegeben, in der auch das zuletzt erfragte
Symptom enthalten ist. Für die Symptome dieser Konjunk-
tion, für die bereits Antworten in der Wissensbasis
enthalten sind, werden selbige angegeben.
b - begründe
Es wird ein (vom Nutzer aus einer graphischen Darstellung
auszuwählendes) vom System bereits gefundenes Ergebnis
begründet. Die Begründung erfolgt analog der "warum"-
Erklärung.
p - Pfad
Der Nutzer bekommt alle auf dem aktuell untersuchten Pfad
der Diagnosehierarchie liegenden Zwischenergebnisse
präsentiert.
a - Antworten
Der Nutzer bekommt alle bislang von ihm gegebenen
Antworten übersichtlich präsentiert.
4. Fixieren der Diagnoseergebnisse (in Vorbereitung)
s - speichern
Der Nutzer möchte eine unvollendete Sitzung abspeichern,
um sie zu einem anderen Zeitpunkt fortzusetzen.
d - Druck
Der Nutzer möchte die gefundenen Diagnoseergebnisse
ausdrucken.
Bei Fehleingaben aller Art wird in einem Fenster eine
Fehlermeldung eingeblendet, die Hinweise auf die in dieser
Situation möglichen Eingaben enthält.
9. Schlußbemerkungen und Ausblick
Gegenwärtige Arbeiten am System DIANA konzentrieren sich
auf folgende Schwerpunkte:
1. Es wird ein Verfahren des stochastischen Lernens
implementiert. Gegenstand der Approximation sind hierbei
a) eine geschätzte bedingte Wahrscheinlichkeit dafür, daß
eine Aussage der Form
Symptomatik > Element der Diagnose-
ist wahr hierarchie ist fehlerhaft
wahr ist unter der Bedingung, daß das übergeordnete
Element der Diagnosehierarchie fehlerhaft ist und
b) eine geschätzte bedingte Wahrscheinlichkeit dafür, daß
ein Element der Diagnosehierarchie fehlerhaft ist
unter der Bedingung, daß das übergeordnete Element
fehlerhaft ist.
Grundlage für das sukzessive Erlernen o.g. Wahrschein-
lichkeiten ist eine Erfolgsbewertung durch den Nutzer.
Eine erste (aber leider sehr laufzeitineffiziente)
Version einer aus den Ergebnissen ihrer eigenen Anwendung
lernenden DIANA ist bereits lauffähig.
2. Der Wissenseditor wird erweitert um semantische
Oberprüfungen der Wissensbasis (Inkonsistenzen,
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Redundanzen e tc . ) .
3. Das System wird den Bedürfnissen der industriellen Praxis
angepaßt, d.h.
- um eine Prozeß-Schnittstelle erweitert (berei ts
lauffähig) und
- um eine graphische Repräsentation der Diagnose-
ergebnisse erweitert.
Die durchgeführten Arbeiten zum Entwurf wissensverarbeiten-
der Systeme sind einerseits Ausgangpunkt und andererseits
Beispiellösung für eine weitere Forcierung der Entwicklung
und industriellen Anwendung wissensverarbeitender Systeme.
Die Forschungen müssen sowohl darauf gerichtet sein, immer
mehr Anwendungsgebiete zu erschließen als auch darauf
gerichtet sein, das Wissen auf diesen Gebieten immer
tiefgründiger zu erfassen und fundierte Methoden zu dessen
Verarbeitung zu finden.
Als "Flaschenhals" dabei erweist sich der Wissenserwerb, da
er bis zu einem formalisierbaren Niveau nicht maschinell
unterstützt werden kann. Als Wege zur Entschärfung dieses
Problems werden die folgenden gesehen:
1. Das Niveau der formalen Wissensdarstellung s o l l t e
möglichst nahe am Problem o r i e n t i e r t se in . Diese
Entwicklung wird in letzter Konsequenz dazu führen, daß
für spezifische Anwendungsgebiete auch spezifische
Wissensdarstellungskalküle entstehen. Der Wissenseditor
sollte direkt an diesem Niveau ansetzen.
2. Der Wissenserwerb im Dialog mit dem Ers te l le r der
Wissensbasis sollte weitestgehend durch die mit Hilfe von
Metawissen oftmals möglichen semantischen Oberprüfungen
ergänzt werden.
3. Zukünftige wissensverarbei tende Systeme s o l l t e n
weitestgehend mit der Eigenschaft ausgestattet werden,
die "Erfahrungen" aus ihrem eigenen Einsatz zur
Umstrukturierung und/oder Erweiterung ihrer Wissensbasen
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for the Management of Knowledge Resources
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7. Basic conditions for generic knowledge bases in companies
8. Advantages of generic knowledge bases
9. Generic knowledge bases and teaching business management
1.Management of knowledge ressources and knowledge-based Systems
Business management contains the tasks of planning, organizing, Controlling, motivating and
implementing. These tasks are to be solved on all the existing levels of management in order
to achieve the best possible coordination of business activities within the Company and the
best adaptation of the Company to its environment and markets. The handling of these tasks
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requires information and knowledge. But also, however, experiences, emotions and social
competence.
Knowledge is both a potential and a ressource for problem-solving, for warding off risks and
making use of chances. Knowledge is not anymore a "free" commodity, but highly valuable
and very costly. Acquisition, use and maintenance of knowledge is to relate with
effectiveness and efficiency. Therefore, it is a central task of management and a critical
success factor too. Knowledge is a productive factor such as the classic production factors.
Differently to these factors its existence is often not clearly verifiable and in the combination
process for production and marketing the results of knowledge use are hardly to calculate.
Knowledge is filed (but can't often be retrieved) in documents, documentations, data bases,
expert-systems, but also in human brains.
Problem-orientated knowledge contains (no thought is given here to "being independent of
each other") knowledge of contents and method - in each individual case of a very general
nature ("common place knowledge"), of domain and problem specific ("situative")
knowledge. Within the realm of contents do, for example, fall facts, coherences, structures,
cause-results-chains, prognoses, hypothesises, probabilites. Amongst the methods are, for
example, heuristics, mean-end-schemes, classifications, logical operations and algorithm.
On the one hand knowledge is a robust, on the other hand a very transistory resource. With
regard to knowledge the dimension of time deserves Special attention. Maintenance of the
knowledge has to be done as carefully as the maintenance of the potential factors, f.e.
technical equiments.
The management of knowledge must intend to create basic conditions for optimising its use
or to adapt the knowledge to existing restrictions. The success criterions for ressource
management - in generally - are adaptable: economy, increasing of efficiency, maintenance of
the potential (this means, for example, no "pollution", no unintended destruction, but planned
discharging and updating). Transferable are also strategies such as multiple use/recycling,
standardization, rationalisation, acceleration (in provision), management of maintenance and
quality control.
In addition to broad-fanned difficulties accompanied with information technology, which
arise in implementing these concepts, a fundamental uncertainty results from the fact that the
effect of knowledge on problem-solving is dependent on "human filter" and on the divergent
abilities of problem-solving individuals to combine knowledge (from different sources, in
different medial representations), in particular to couple it with the individual's internal
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knowledge stock.
The tradition support afforded to companies on the project processing and management levels
by Information and communication technology is currently frequently considered to be
insufficient. There is an increasing demand, often fuelled by exaggerated marketing
promises, for more comprehensive support. There is a need to Supplement the provision of
information and simple information processing procedures by knowledge processing
techniques. There is also a great demand for guaranties of systematic support, which is
always standardized on the highest State of art and which is extensively independent of
human problem solvers and their day-condition, but, nevertheless, is taylor made. This kind
of support leaves the user free to make the essential last evaluation of the solution or to make
desicions which fall outside the scope of knowledge-based Systems. The basis for great
improvements in the quality of support provided by information and communication
technology as outlined above has been created in recent years.
The use of knowledge-based Systems provides a realistic opportunity to contribute to
rationalisation, to the more reliable, faster and more consistent solving of problems, to the
maintenance, transfer and up-dating of knowledge within an administrative and managerial
work. It should, however, be said that the level of application is currently unsatisfactory.
This is most certainly attributable to the fact that AI research is primarily not understood as
applied research. In particular the important and success-relevant subject of designing the
personal, organizational and technical interfaces of knowledge-based Systems is displaced on
the shoulders of the user. Fictions, not emperical tested concepts of situations of application
lead construction of knowledge-based Systems, especially not the process of knowledge
acquisition.
One of these fictions is based on the negligence of expert's interests, of all the diversified
interests existing in organizations and of the real differences of knowledge sources to use.
Important implications for acquisition, maintenance, use and acceptance of knowledge bases
may run consequently out of control. In this way experts are not absolut utilitarian in relation
to the disclosure of their expertises. They are not just giving up advantages of competition.
Experts within organizations do, also, guard their knowledge niches and bulkhead them
against the possiblity of flowing into the reservoir of "organizational knowledge".
Knowledge in organizations is just as little identical with the organizational knowledge as the
set of goals for an organization is identical with the set of organizational goals. This can't be
changed by decree. Shrewd organizations take this into account. They try to keep these
niches as small as possible. At the same time they try to enable to function the symbiosis
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between individual and organizational knowledge. Experts further are not very patient when
being urged to explicite and symbolize their knowledge extensively. If necessary they rely on
their personal flexibility in order to couple knowledge in System with knowledge remaining in
their brains. Using a pattern of thougth of N. Szyperski the implications for knowledge-













Fig. 1: Knowledge space and problem solving
According to that, "to be an expert" (f.e. a consultant) is based on different knowledge
sources and qualities: From generally accessible knowledge via Special" State of the art -
knowledge" (for example from qualified studies) via "insider-expertise" ("the
friend/colleague, who gives a helping hand because of the fact that on the one hand he
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knows, that the answer can also be founded by the asking. On the other hand, however,
because he hopes that - if necessary - the asking will help him too in a similar Situation) to
"private expertise", which substiantiate the uniqueness of the expert in his environment.
Knowledge ressources of the different levels are to be modelled in different extent in
information Systems (the hatched parts show the assumed direction). The particulars of the
different knowiedge levels implicite different requirements with respect to the user interfacc
for modelling and maintenance of knowiedge. They also require Special demands on security
(reliability), on knowiedge acquisition and representation (languages, media etc.).
Fig. 1 by the way shows that knowledge-based Systems, which are on the lower levels of our
knowiedge hierarchy (and these are majority), can just give good support to an expert if it
comes possible to communicate these Systems in a cognitive/didactic way (for example with
the help of intelligent explanation components). Than the expert will be able to couple XPS-
knowledge with his "knowlege in brain", especially with his "private expertise". At the same
time fig. 1 clarifies our intention, that expert Systems can't "replace" or even "clone" experts.
They have to be thought as support instruments for successful knowiedge management.
This subscription dealing with a subproblem of acquisition and modelling of knowiedge is
embedded in the expertise-scheme of figure 1. It is, however, limited to the fact, that the
structural and hierarchical potential (ranging from generic to case-speeifie, situative know-
iedge) inherent in all problem knowiedge is used constructively for the System design, in the
sense of multiple-use of Software modules (1). It is based on the observation, that for the
solution of concrete problems knowiedge is widely used which is of a more general nature,
not company-speeifie, not relevant to competition, not secret and which does not fall within
the realm of expert's advantages ("no trademark"), such knowiedge, however, is suitably
combined with or included in other knowiedge basis, indispensable for problem solving.
Appropriately extracted, it is this so-called "generic" knowiedge which may be used in a
variety of contexts, may be recycled, and be transferable. (2) The systematic use of this
generalisation and transfer potential has not been explored in the past; there is in paiticular a
lack of coneepts with regard to the contents, but also technical coneepts are missing (3).
In Figure 1 the ovals in the levels (1) tö (3) represent parts of generic knowiedge. From the
unsolved integration problems, brought up in figure 1, just the integration of generic and
situative system-knowledge will be dealt with in the following.
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2. What does "generic" mean?
Two converging motives dominate further consideratons: The more effective exploitation of
business management knowledge in practice and the more efficient development of
knowledge-based support Systems.
The term "generic" has already been mentioned and will be outlined briefly here. Generic
knowledge represents the core of knowledge which is generally required or helpful in the
solution of a specific problem category. At the same time it is generally accessible. "Generic"
Stands for generally valid and available, but at the same time for insufficient in individual























Fig. 2: Generic knowledge
In the context of knowledge-based Systems the consideration of generic orientation takes
several directions. In addition to the modelling of generic knowledge complexes (problems,
tasks, procedures) mentioned here there are also approaches towards the use of generic
concepts in the structuring of knowledge (4), in the realization of solving tasks (5), and in the
development of complete expert Systems (6). There exist, of course, some relations to these
aspects, emphasis, however, is put on the modelling and the handling of knowledge which
may be classified by terms such as "general purpose", "multi-use" and "multifunctional". (7)
Generic knowledge bases therefore represent an analogous step towards development of
knowledge-based Systems such as the development of Software modules for traditional
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Programming. Use is made of the fact that large parts of expert knowledge are not the
exclusive property of experts but that expertise in many areas is built on a wealth of
knowledge which may be classified as collective property: Each problem solver Stands on the
"shoulders of giants" (Robert K. Merton). (8) Working on this hypothesis, it will not be
necessary to remodel this part of basic knowledge for each individual application. It would
appear considerably more effective to program it once only, but better founded and
Consolidated and to integrate this programmed basic knowledge in the development of a
specific System. In the knowledge engineering process one or several generic knowledge
bases will be used in addin'on to expert knowledge and a development environment (cf. Fig.
3). This core-shell-principle, of course, can even be realized in a multilevel approach with the









Fig. 3: Knowledge engineering including generic knowledge bases
The concept of generic knowledge bases raises the following practical and theoretical
questions which will be discussed in the following:
• The identification of generic knowledge components
• The integration of generic and situative (individual) knowledge elements
• The realisation of promising basic conditions for implementation
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3. The nature of business management knowledge
If one considers business management in terms of Schmalenbach as an interdisciplinary art
theory and not as a science, commited to natural science Standards, one will discover the es-
sence of its application relevance. Business management knowledge is not complete, not
differentiated enough to be able to provide problem Solutions by deduction or pattern-
matching. The theory of business management cannot correspond to the individuality of
almost all its Clients' problems. Concrete problem-solving in addition requires situative
knowledge. It is this very factor which makes it difficult for business management theory to
be taken seriously in practice since it is unable to prove the value of its contribution for
concrete problem solving in general and particularly in individual cases. The results of
research within business management are inadequately used, the necessary feedback effects
between practice and science are low and the development of business management theory
suffers from this "alienation". Business management theory provides a multitude of
engineering knowledge, heuristics and "theoretical" concepts and modeis, broadly-fanned
"formal worlds" in the sense of accounting and ratio modeis, varied empirical, usually
heterogeneous findings, case studies. This knowledge is relevant to problem solving and it is
even used more or less explicitly and systematically. However, the degree of effectiveness
can be improved. A transparent problem-orientated preparation would appear to be suitable to
provide the necessary foundation. The elaboration of operational "knowledge interfaces" on
the levels "general - individual" or "discipline A - discipline B" is another precondition.
Knowledge-based concepts can assume an imparting function in this context, can increase
their own application potential and make it more economically by the way. Modelling,
Provision and maintenance of generic business management knowledge bases is conceived as
a step in this direction.
4.Identification of generic knowledge
Idealiter a generic knowledge base contains a very great proportion of the knowledge required
for problem-solving. This means that a minimum of individual knowledge needs to be
additionally acquired and that the problem of knowledge integration remains small. At the
same time, however, it should be possible to use this generic knowledge base for as many
individual problems as possible. These objectives are usually contradictory. There is no
optimising formula to solve the dilemma. Pragmatism is required in this Situation in keeping
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with a true "art theory", together with a good portion of courage to deal with imperfection
and standardisation. However, the concept of a generic knowledge base as a Variation of
incremental problem-solving is not new in all. Similar thought has been given to the
reduction of complexity in connection with known multi-level concepts. The analysis of their
guiding principles is also useful in drawing up rules for the identification of generic
knowledge bases. The following are mentioned by way of example: the strategy concept of
Strategie management (9), the world model approach ä la Mesarovic/Pestel (10), the PPBS
approach (11), the concept of terms in business planning (12), the structural concepts of
organizational theory (13).
A basic rule for the identification of generic knowledge is the application of the robustness
concept analogous to Hanssmann's "robust Steps" (14). This rule requires the determination
of knowledge struetures which are helpful for defined problem categories but which in no
way restrict the space for manoeuvre in finding a solution in individual problem situations. In
this context consultants are rather to be seen as sources for expertise than researchers, ratios
rather a basis than behavioral theory. The emphasis is placed on basic knowledge and not on
individual sophistry. This knowledge should, however, be compiled in a problem-orientated
manner, classification topologies as dominant in many teaching books are of little help in this
context. Problem topologies as apparent in procedural and functional illustrations are more
suitable. Personnel sources, "generic experts", sould be university lecturers, consultants,
representatives of industry associations, all experienced in giving advice with a basic generic
orientation to problem-solving (for their own benefit).
An important role for the identification of generic knowledge bases is played by the available
technology; in this particular instance the question which form of transition from "general" to
"individual" this technology is able to support or to get under control. Thought is given here
to the concepts of "refinement", of "enrichment" and of "modification". The type of support
provided will influence the room for manoeuvre in defming the generic knowledge base (15).
The identification of generic knowledge bases can be approached from a company-speeifie
point of view or/and from a supra-company aspect. In the first case, in large diversified
companies, the concept of diverse synergy potentials may often facilitate the beginnings of
determining generic knowledge bases (16). Vertical and horizontal synergy potentials in
relation to Company funetions, for example, represent a variety of approaches (see the
following examples).
The modelling of a generic knowledge base may be the first Step in the development of
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knowledge-based Support (equivalent to: development of a basic module which the expert-
system user will then adapt according to defined rules). This is the Top-Down-Approach. It
may also be beneficial, however, (in view of the history of the development of expert
Systems) to analyse comparable expert-system solutions for their mutual core and to extract
this core: the Bottom-Up-Approach. Future alterations, i.e. improvements of the core, could
then be effected on an uniform basis.
5. Clarification by way of example
There are a number of problem areas in the world of financial Services in which the creation
of generic knowledge bases appears possible and advisable. This becomes clear when one
examines a sufficiently large number of existing expert Systems. In the insurance world,
Claims processing and risk assessment are among the most frequent applications. All these
Systems have a central core of similar design.
• Vertical synergies between generic knowledge parts result from the fact that generic
knowledge may be refined and rendered more complex in a gradual process. In the
insurance sector there exists very general knowledge for claim settlement and risk
assessment. This knowledge may be rendered more complex in different stages without
the level of company-specific knowledge being reached. There thus arises, for
example, a hierarchy of "generic knowledge for claim settlement" with a first possible
level of complexity: generic knowledge for fire damage processing, generic knowledge
for vehicle damage processing and finally, a further level of complexity: generic
knowledge for "KH claim settlement". Similar hierarchies may be drawn up for the risk








































Fig. 5: Generic knowledge base (GenKB) "Claim Settlement"
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Horizontal synergy potentials are more difficult to identify since they are to be found in
areas which are organizationally separated within the Company. Employees often work
on problem Solutions in different departments or in independent lines within an
insurance group in which structurally equivalent (generic) knowledge is used. In this
sense risk is analysed in many departments of an insurance Company and parts of risk
assessment is also used for the setting of rates, product development or in the actuary
department.
More ideas of possible areas of application can be drawn from cases studies in which generic
concepts play a role: in pattern recognition, in manufacturing problems (material testing,
sequencing problems, supervising, use of robots), a hardware error analysis or in make-or-
buy decisions (17)
6 . Concept of Integration
The objective of developing generic knowledge bases is to extract cores of application and to
model and represent them in such a way that generic knowledge is available in a form which
allows company-specific parts to be added: problem of integration. The solution to this
problem of integration requires a response in terms of both integration didactics and
integration technique.
6 . 1 . Integration didactics
Knowledge in knowledge bases always is only a part of the knowledge required to make
decisions; this is also true of expert Systems (18). Solution proposals derived from
knowledge bases should always be evaluated by the user. When using knowledge-based
technologies, it should always be ensured in a didactic/organizational/technical way that the
user is the one to make the final decision (consciously!). This also applies, of course, to the
Contents of generic knowledge bases if a concept of this nature is used. In order to realize
such a kind of concept it is necessary that the user should be given an insight into the contents
of the generic knowledge base and into its effects on his problem context (19). If this is not
possible, there is the danger of the problem solution only being executed without the user
being convinced of its viability. Commitment and creativity are lost. The didactic preparation
of the generic knowledge base has to be in such a way that it enables the individual user to
react to it intellectually by adding, removing, restructuring, refining. This becomes a central
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task and there are no convincing concepts to master this task (but this is not only a problem
with generic knowledge bases!). This applies in particular from the point of view that people
embody different learning types and thus the "network of learning" (20) is "instrumented"
differently in each individual case and accordingly must be "operated" differently.
A few approaches aimed at reducing this problem are outlined in the following:
• The continuous use of concepts for pre-structuring of problem solving for the purpose
of knowledge modelling both for generic and for individual/situative knowledge
complexes implants at least an illustrative and descriptive level which maintains clarity
in the basic order of the knowledge bases Concepts (21) such as KADS (knowledge,
acquisition and design-structuring) (22), generic tasks (23), "method-to-task" or "role
limiting methods" are of relevance in this context.
• The arsenal of didactic aids and techniques can also make it easier for the user to get
nearer to generic knowledge bases.
The testing of the generic knowledge base using concrete examples/cases show
where to Supplement and alter. Results and strategies of sensitivity and Simulation
research must be adapted in this context. Explanation components bring the user
nearer to gaining an insight.
The use of a validation tool (24) which, for example, analyses an expert System
for logical and syntactic errors in the knowledge base provides Support in the
modification of the generic knowledge base and gives an indication of problem
areas.
The user-adequate design of the surface can considerably facilitate the analysis of
the contents of the generic knowledge base by the use of different media
(graphics, text, tables, animations, language - see learning type), by navigational
and browsing functions (25) for example.
The documentation of the generic knowledge base does, of course, assume a
significant role. Hypertext/Hypermedia concepts provide the user with a more
effective access to contexts.
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6.2. Integration technique
The effectiveness of the technical Integration support is, of course, also dependent on
the available surface. In particular, however, the representation concepts used for
knowledge modelling fix the expenditure and Performance of the integration of generic
and individual knowledge bases. Semantic networks appear particularly suitable for
smaller complexes to keep integration under control without additional technical or
acquisitory tools (26) . Problems of consistency arise if individual
refinements/enrichments affect the rules of the generic knowledge base. Object-
orientated representations provide possibilities of integration by means of generic and
specific slot modelling. Parameterizing of generic knowledge bases only makes it
possible to specify them and not to enrich them or add to their complexity form case to
case.
• A blackboard architecture (27) is proposed for communication between knowledge
bases. This architecture which controls and coordinates independent knowledge bases
and their Solutions via a global data base, the blackboard, provides an approach for
handling the integration problem. In (28) this approach is propagated for a comparable
task.
• Individual knowledge acquisition and modelling as well as the modelling of integration
control remain, however, separate activities. Didactic support for the handling of
generic knowledge bases is not provided. Both shortcomings can be reduced in a
concept which is currently being investigated in the GMD Research Center for the
Information Industry. The concept is based on the application of BLIP for evolutionary
developping of a given generic knowledge base to an individual knowledge base. BLIP
is a tool for knowledge acquisiton on the basis of "mechanical" learning which has been
developed at the Technical University of Berlin, and is currently being further
developed in the GMD under the name "MOBAL". (29) BLIP takes fact and rule inputs
of the user (here individual knowledge) and integrates them into the existing knowledge
stock (here, for example, the generic knowledge base). The System checks this input
for consistency and attempts to create new relations between the available facts by
"firing" of rules. It integrates the evaluated regularities into the knowledge base
immediately, restrueturing it when necessary. The user is informed of the consequences
of his entries, i.e. retains the ability to react. This combined learning process of
"learning by observation" and "learning in a closed cireuit" is realised effectively
(sort/topology concept). The system thus facilitates a comfortable, rapid and interactive
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integration of generic knowledge base and individual knowledge.
7. Basic conditions for generic knowledge bases in companies
The prerequisites for the practical success of the concept of generic knowledge bases are
comparable to those which generally determine the success of expert Systems. These
prerequisites (placed on knowledge acquisition for example) should not be set at a higher
level for generic knowledge bases. There are particular requirements with respect to generic
knowledge bases acquired and used in an intra-company manner:
• The acquisition of a generic knowledge base must concentrate on knowledge that is not
subject to any competition ban. Competition-relevant knowledge - as far as it is
modelled - must be part of the individual component. Liability questions in view of
quality and security of a generic knowledge base should be clarified.
• Generic knowledge bases should be implemented independent of hardware, operating
System and tools or should be widely portable.
• The necessity of updating and learning from use requires regulär maintenance of the
generic knowledge base. Since the individual knowledge bases are also usually affected
here, an appropriate monitoring system must be assured and adaptation should be
extensively automated. The maintenance concept must be orientated to contents,
technical support, timing and organizational competences.
• It must be possible to overwrite, delete or deactivate generic knowledge bases. The
implications of Intervention with respect to the functionality of the generic knowledge
base must be imparted to the modifying knowledge engineer.
8. Advantages of generic knowledge bases
• Generic knowledge bases lead to a stabilisation in modelling and maintenance if the
basic conditions outlined above are successfully realised. Knowledge-based Systems
can be realised more quickly and more reliably.
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Its saving effects from multiple use result from the conscious division of work and
tasks in knowledge acquisition. This reduces expenditurc required for the entire System
development.
Generic knowledge bases increase the probability of this part of knowledge in expert
Systems being better founded and more complete than would usually be the case within
the framework of traditional concepts.
Generic knowledge bases prestructure the acquisition of individual knowledge. On the
one hand this makes it easier to enter into the System but also carries with it the danger
of encountering an error of the third type.
9. Generic knowledge bases and teaching business administration.
Generic knowledge bases within the context of business management theory offer a
"tangible" material to prove that business management knowledge can be used explicitly in
problem-solving, although a real business ressource is represented. The frustrating idea for
many students and lecturers that in practice many subjects are handled differenüy than learned
at university would be less convincing. The training on such differentiated material would
achieve a more concrete aspect despite the relatively aggregated level (30).
On the other hand, the approach of generic knowledge bases provides business
administration with an opportunity of processing knowledge in a problem-orientated and
constructive manner and of transferring this into practice as an usable ressource.
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Referat
Die Untersuchung der Zusammenhänge zwischen dem Einsatz von Informations- und
Kommunikationstechnologien und dem Unternehmenserfolg ist Gegenstand eines relativ
neuen Gebiets im Bereich der strategischen Planung, dem strategischen Informations-
management. Eine besonders wichtige Rolle spielt dabei die Entwicklung von Informatik-
Strategien und damit in Verbindung die Erfolgsfaktoren-Analyse. Hauptanliegen des Autors ist
es, aufbauend auf Ergebnisse und Erfahrungen in Feldstudien*, einen Beitrag zur Ver-
besserung des methodischen Vorgehens bei der Durchführung der Erfolgsfaktoren-Analyse
zu leisten.
Abstract
The investigation of the correlation between the use of information and communication
technology and success in business ist the subject matter of a relatively new area in Strategie
planning and Strategie management information. In this sense the Success Factors Analysis plays
a Special and important role in the development of information strategies. The author's main
concern is the improvement of methodical procedures through the implementation of the
Success Factors Analysis. The achievements are based onresults and experiences which were
made in field studies.
* Die Feldstudien wurden vom Autor am Institut für Wirtschaftsinformatik und Organisationsforschung in
gemeinsamen Projekten mit Prof. Dr. L. J. Heinrich durchgeführt.
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1. Grundlagen der Erfolgsfaktoren-Analyse
1.1 Einordnung in das Informationsmanagement
Die meisten Ansätze zur strategischen Planung der Informationsinfrastruktur gehen von der
Überlegung aus, wie durch den Einsatz der Informations- und Kommunikationstechnologie die
Wettbewerbsfähigkeit eines Unternehmens gesichert oder verbessert werden kann. Einer
Befragung bundesdeutscher Groß- und Mittelstandsunternehmen zufolge gehören die
Schaffung von Wettbewerbsvorteilen durch Informationssysteme und die strategische Planung
der Informationsverarbeitung zu den fünf wichtigsten, zukünftigen Problembereichen des
Managements (vgl. Krcmar 1990). Die Bedeutung einer methodischen Unterstützung der
dabei anfallenden Aufgaben ist vor allem unter dem Aspekt der Komplexitätsreduktion zu
sehen.
Unter den für die strategische Planung bzw. für die Entwicklung von Informatik-Strategien
verfügbaren Methoden hat die Erfolgsfaktoren-Analyse eine besondere Bekanntheit und
Bedeutung erlangt. Dabei werden in der Literatur die Ermittlung der kritischen Erfolgsfaktoren
einerseits und Analyse der Erfolgsfaktoren bzw. die darauf abgestimmte Informationsbedarfs-
analyse andererseits nicht immer deutlich voneinander abgegrenzt, sondern beides unter dem
Begriff Erfolgsfaktoren-Analyse zusammengefaßt (vgl. Adrian 1989, 114). Nach der hier ver-
tretenen Auffassung handelt es sich jedoch um zwei grundsätzlich verschiedene Problem-
kreise, die auch analytisch getrennt zu betrachten sind. In den Feldstudien, die in diesem
Beitrag dargestellt sind, wird davon ausgegangen, daß die Erfolgsfaktoren der Informations-
infrastruktur bekannt sind, sodaß sich die Ausführungen auf die Erfolgsfaktoren-Analyse im
engeren Sinn konzentrieren.
1.2 Erfolgsfaktoren
Das Konzept der kritischen Erfolgsfaktoren hat seine Grundlage in der sogenannten "manage-
ment Information crisis", die erstmals von Daniel thematisiert wurde (vgl. Boynton/Zmud 1984,
17, Klotz/Strauch 1990, 37). Untersuchungen Daniels zufolge existieren in den meisten
Branchen eine begrenzte Anzahl kritischer Erfolgsfaktoren, die den Unternehmenserfolg ent-
scheidend beeinflusssen. Von Anthony et al. wurde der Ansatz durch den Nachweis, daß
Erfolgsfaktoren nicht nur für eine Branche, sondern auch für bestimmte Unternehmen
analysiert werden können, weiterentwickelt (vgl. Klotz/Strauch 1990, 38). Demnach unter-
scheiden sich kritische Erfolgsfaktoren nicht nur nach der Branche, sondern auch in
Abhängigkeit von der Auffassung des Managements über die wesentlichen Erfolgsgrößen des
jeweiligen Unternehmens. Aus diesen Grundlagen wurde an der Sloan School of Management
die methodische Grundlage entwickelt, um das Management bei der Identifikation und Analyse
der kritischen Erfolgsfaktoren und der Ableitung des daraus resultierenden Informations-
bedarfs zu unterstützen (vgl. Rockart 79, 81, Klotz/Strauch 1990, 38).
Kritische Erfolgsfaktoren stellen Bereiche höchstrangiger Bedeutung für eine spezifische
Führungskraft in einer spezifischen Branche zu einem ganz bestimmten Zeitpunkt dar
(Bullen/Rockart 1981, 14, zit. nach Klotz/Strauch 1990, 38, zur Typologie und Definition von
kritischen Erfolgsfaktoren siehe z.B. auch Adrian 1990, 16f). So verschieden die inhaltlichen
Schwerpunkte des Begriffs Erfolgsfaktor sein können, so unterschiedlich sind auch die
verwendeten und z.T. synonymen Bezeichnungen (z.B. kritischer Erfolgsfaktor, strategischer
Erfolgsfaktor, Strategie Factors, Key Success Factor, Key Result Area). Ein Erfolgsfaktoren-
ansatz der im Prinzip für alle Arten von Unternehmen gleichermaßen Gültigkeit hat, ist in der
PIMS-Studie (Profit Impact of Marketing Strategy) formuliert (Overlack 1987,185). Ein anderes
Ergebnis mit sehr allgemeinen und grundsätzlichen Wirkungszusammenhängen stellen
Peters/Waterman in ihrem bekannten Buch "In Search of Excellence" dar. Nur wenige Ansätze
sind bekannt, die besonders auf den Einsatz von Informations- und Kommunikationssystemen
abgestimmt sind. Es sind dies die Ansätze von Rockart (vgl. Rockart 1979, Bullen/Rockart
1981, Rockart 1982, vgl. auch Mayer-Piening 1987, Bayer 1987) und von Martin (vgl. Martin
1982, vgl. auch Raghunathan et al. 1989). Der Ansatz Rockarts liegt den Feldstudien, die im
vorliegenden Beitrag beschrieben werden, zugrunde. Ohne auf die unterschiedlichen Ansätze
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EürtUJ Ä e'nz.u9ehen, ist darauf hinzuweisen, daß die Wahl der Erfolgsfaktoren stets
mit der Konstruktion einer ganz bestimmten Erfolgshypothese verbunden ist.
Sl9en.h'lErfOw9Sfawktw T , w i r d 2 u w e i l e n d e r Vorwurf erhoben, daß sie wissenschaftlich nicht
abgesichert sind und daß die erzielten Ergebnisse eher die Auffassung der Interviewer als die
Repräsentation der Wirklichkeit darstellen (vgl. z.B. Munro 1983, 67, Boynton/Zmud 1984 18)
Dies bedeutet, daß unterschiedliche Personen, welche die Erfolgsfaktoren parallel mit
unterschiedlichen Managern des selben Unternehmens erheben würden, zu verschiedenen
Ergebnissen kommen könnten. Ein Vergleich, den Munro zwischen den Studien Rockarts und
Martins anstellte, führte zu dem Schluß, daß die Ergebnisse trotzdem ziemlich ahnlich sind. Die
nachfolgende Tabelle zeigt die kritischen Erfolgsfaktoren, die von Rockart und Martin
festgestellt wurden, in der Gegenüberstellung.
Kritische Erfolgsfaktoren nach Rockart (1982) Kritische Erfolgsfaktoren nach Martin (1982)
• Service (Operations and Development) • Data Processing Operations
• System Development
• Communication . Relationship with the Management of the
Parent Organization
• Human Ressources • Human Ressources Development
• Repositioning the IS Function • Support of the Objectives and Priorities of
the Parent Organization
• Management of Change (Technological)
• Management Control of the MIS/DP
Organization
Diese Gegenüberstellung ist für eine endgültige Beurteilung sicher nicht ausreichend. Wenn-
gleich auch einige Inkonsistenzen festgestellt werden können, sowie Interessen und Auf-
fassung des Interviewers nicht völlig ausgeschaltet werden können, so scheint der Erfolgs-
faktoren-Ansatz dennoch brauchbare und vergleichbare Ergebnisse zu liefern.
1.3 Methode der Erfolgsfaktoren-Analyse
Die Methoden der Erfolgsfaktoren-Analyse lassen sich nach ihrem Bezugssystem, nämlich
Wettbewerbssituation des Gesamtunternehmens oder Informationsinfrastruktur, in zwei
Gruppen einteilen. Ähnlich wie bei den Erfolgsfaktoren beziehen sich die in der Literatur vor-
gestellten Methoden der Erfolgsfaktoren-Analyse überwiegend auf die Erfolgsfaktoren des
Gesamtunternehmens (z.B. Klotz/Strauch 1990, 114-129, Martin 1990, 87-112, Adrian 1989,
65-71). Ein besonderer Bedarf an methodischer Unterstützung besteht jedoch im Rahmen der
Aufgaben des Informationsmanagements, sodaß im vorliegenden Beitrag ausschließlich dieser
Einsatzbereich weiter behandelt wird. Ziel ist dabei die Beeinflussung des Erfolgs der Infor-
mationsinfrastruktur, die wiederum direkt oder indirekt den Unternehmenserfolg beeinflußt. Die
Erfolgsfaktoren-Analyse liefert dabei konkrete Ansatzpunkte für Maßnahmen zur Beeinflus-
sung des Erfolgs der Informationsinfrastruktur. Anwendungsbeispiele für diese Art der
Verwendung der Erfolgsfaktoren-Analyse finden sich bei Bayer (vgl. Bayer 1987, siehe auch
Heinrich 1990), der sich auf den Ansatz von Rockart stützt, bei Raghunathan et al. (1989), die
den Ansatz von Martin als Grundlage verwenden, sowie bei Boynton/Zmud (1984).
Die Erfolgsfaktoren-Analyse ist eine weitgehend formalisierte, systematische Vorgehensweise.
Grundgedanke der Methode ist es, die wesentlichen Leitlinien, an denen Manager ihre
Entscheidungen orientieren, sichtbar werden zu lassen. Auf der Basis der kritischen
Erfolgsfaktoren erfolgt eine Analyse der jeweiligen Erfolgsindikatoren und auf dieser Grundlage
die Ableitung des relevanten Informationsbedarf. Die Analyse der Erfolgsfaktoren liefert damit
auch die Grundlage für Prioritätensetzungen für die Anwendungsentwicklung. Um dies zu
erreichen ist es zunächst nötig, die Erfolgsfaktoren näher zu bestimmen. Manche Autoren
empfehlen dabei von allgemeinen Erfolgsfaktoren auszugehen, und diese für einzelne
Branchen Unternehmen, Produkte usw. zu präzisieren. In den meisten Fällen kristallisieren
sich 3 bis 6 Erfolgsfaktoren heraus (vgl. Nagel 1988,99, Overlack 1987,180).
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Die von Rockart/Bullen vorgeschlagene Methode stützt sich im wesentlichen auf Interviews, die
in zwei bis drei Befragungsrunden durchgeführt werden. Im Verlaufe einer Analyse werden
verschiedene Manager nach ihren kritischen Erfolgsfaktoren befragt, um auf diese Weise die
Indikatoren für das Unternehmen als Ganzes herauszuarbeiten. Die Erfolgsfaktoren-Analyse
beinhaltet demnach folgende Schritte (Bullen/Rockart 1981, 45f, zit. nach Klotz/Rauch 1990,
41):
• Analyse der wichtigsten strategischen und operativen Ziele;
• Identifikation der kritischen Erfolgsfaktoren;
• Entwicklung von Indikatoren als Meßkriterien für jeden ermittelten Erfolgsfaktor;
• Ermittlung des relevanten Informationsbedarfs für die Indikatoren.
Eine der Befragung vorgelagerte Phase dient dem Interviewer für die Auseinandersetzung mit
der spezifischen Untemehmenssituation. Insbesondere sollten dabei Informationen über die
Branche, Wettbewerbsfaktoren der Branche, die Struktur des Unternehmens, die Konkurrenz-
situation und die Unternehmensstrategie gesammelt werden. Anhand der einzelnen Interviews
und der dort ermittelten kritischen Erfolgsfaktoren kann eine entsprechende Liste für das
Gesamtunternehmen bestimmt werden. Für das Vorgehen bei der Aggregation der individuel-
len Erfolgsfaktoren wird in der Literatur allerdings kein Verfahren angegeben.
Da die kritischen Erfolgsfaktoren für die unmittelbare Ermittlung des Informationsbedarfs zu
allgemein oder zu wenig greifbar formuliert sind, sind für jeden einzelnen Erfolgsfaktor
Indikatoren oder Meßkriterien zu entwickeln (vgl. Adrian 1989, 114). Im Rahmen der Erfolgs-
faktoren-Analyse werden diese Indikatoren als Maßstäbe für die Beurteilung bzw. die
Einschätzung der Ausprägung eines kritischen Erfolgsfaktors definiert. Die Indikatoren weisen
üblicherweise einen niedrigeren Aggregationsgrad als die zu ihnen gehörigen Erfolgsfaktoren
auf. Sie tragen demnach zur Konkretisierung des kritischen Erfolgsfaktors bei und über-
nehmen die Funktion einer Schnittstelle zwischen dem Erfolgsfaktor und dem jeweiligen
Informationsbedarf. Die Ableitung dieser Indikatoren gilt als kreativer und kaum vorstrukturier-
barer Prozeß (vgl. Adrian 1989, 115). Eine Auflistung der verwendeten Indikatoren geben
Heinrich (Ansatz von Rockart, vgl. Heinrich 1990) und Raghunathan et al. (Ansatz von Martin,
vgl. Raghunathan et al. 1989).
Die Ermittlung der Indikatoren wird umso schwieriger, je mehr die kritischen Erfolgsfaktoren
qualitativen Charakter annehmen und sich somit der Operationalisierung entziehen. In diesen
Fällen muß auf Ersatzkriterien ausgewichen werden, wobei sicherzustellen ist, daß sie
tatsächlich Aussagen über den kritischen Erfolgsfaktor treffen. Je nach Beschaffenheit der
kritischen Erfolgsfaktoren und der Meßkriterien handelt es sich sowohl um "harte"
Informationen, als überwiegend auch um "weiche", qualitative Informationen, bei denen die
subjektive Einschätzung eine große Rolle spielt (vgl. Adrian 1989, 116). Zur Erzielung einer
ausreichenden Genauigkeit bei den Ergebnissen sollten die Einschätzung bzw. die Meßwerte
für die Indikatoren bei einer möglichst großen Anzahl von leitenden Mitarbeitern erhoben
werden.
Auf der Grundlage der kritischen Erfolgsfaktoren, der Indikatoren und der ermittelten Werte
kann im nächsten Schritt überprüft werden, inwieweit die Informationsinfrastruktur den
Anforderungen entspricht. Das Vorgehen bei der Überprüfung und die Ableitung von
Maßnahmen wird hier als Erfolgsfaktoren-Analyse im eigentlichen Sinn verstanden und nachfol-
gend am Beispiel von Feldstudien näher erläutert.
2. Anwendung der Erfolgsfaktoren-Analyse in Feldstudien
2.1 Rahmenbedingungen und Zielsetzung der Feldstudien
Im Rahmen von Feldstudien wurde in zwei Unternehmen eine Erfolgsfaktoren-Analyse durch-
geführt. Aus Gründen der Anonymität werden die Unternehmen in der Folge mit A und B
bezeichnet. Das Unternehmen A ist ein Handelsbetrieb mit ca. 4000 Mitarbeitern und 26
Filialen, die auf das gesamte österreichische Bundesgebiet verteilt sind. Beim Unternehmen B
handelt es sich um ein Dienstleistungsunternehmen bzw. eine Interessensvertretung in Ober-
österreich mit der Zentrale in Linz und je einer Außenstelle pro Bezirk. In beiden Fällen ist eine
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1 1 z !1n t ra l 's , i e r t e DV-Lösung mit nur teilweiser Online-Unterstützung für operativen Aufgaben
vorhanden. Neue Datenbanktechnologien, der Einsatz von PCs. Netzwerke Endbenutzer-
werkzeuge usw. sind in keinem der beiden Unternehmen verbreitet. Die DV-Abteilung besteht
in beiden Unternehmen aus ca. 15 Mitarbeitern. Es wird sowohl Standardsoftware eingesetzt
als auch im Rahmen der eigenen, begrenzten Möglichkeiten Eigenentwicklung betrieben. Im
Unternehmen A wurden ca. 300 Mitarbeiter in die Befragung einbezogen, im Unternehmen B
etwa 400 Mitarbeiter. Die Ausgangssituation ist zwar verschieden, dennoch sind in beiden
Fällen erwartete Änderungen in der Unternehmensumwelt Anlaß für die Durchführung der
Erfolgsfaktoren-Analyse. Mit Hilfe der geeigneten Informationsinfrastruktur sollen die
Voraussetzungen für die erforderlichen organisatorischen und sonstigen Anpassungen
geschaffen werden. Die Zielsetzung der Projekte bestand daher darin, den Erfolg der
Informationsinfrastruktur zu definieren und zu messen, ihre Stärken und Schwächen
festzustellen und daraus Schwerpunkte für eine Veränderung abzuleiten.
2.2 Vorgehen und Ergebnisse
Als methodische Grundlagen dienten die Erfolgsfaktoren nach Rockart, sowie eine darauf ab-
gestimmte und vorbereitete Liste mit Indikatoren zu diesen Erfolgsfaktoren. Auf den Erfolgs-
faktoren bzw. den Indikatoren baut eine schriftliche Befragung auf. Im einzelnen wurden
folgende Arbeitsschritte durchgeführt:
• Präsentation des geplanten Vorgehens
Zweck der Präsentation ist die Bildung einer unternehmensinternen Arbeitsgruppe. Neben
der Klärung von Verfahrensfragen (z.B. Terrminplan) und der Sicherstellung der Akzeptanz
der Ergebnisse bestehen die besonderen Aufgaben dieser Gruppe in der moderations-
gesteuerten Erarbeitung bzw. Anpassung der kritischen Erfolgsfaktoren und nach Abschluß
der Analysephase in der Umsetzung des Maßnahmenplans.
• Anpassung der vorbereiteten Liste der Indikatoren an die spezifische Unternehmenssituation
Jeder einzelne Indikator beschreibt eine Eigenschaft der Informationsinfrastruktur, die für den
Erfolg der Informationsinfrastruktur im Sinne einer wirkungsvollen Unterstützung der
Aufgaben des Unternehmens maßgeblich bestimmend ist. Da je nach Unternehmen andere
Eigenschaften von Bedeutung sein können, muß die Liste dieser Indikatoren an das zu
untersuchende Unternehmen angepaßt werden. Dies geschieht in enger Zusammenarbeit
mit dem Management des jeweiligen Unternehmens. Die Notwendigkeit der Anpassung ist
auch darin begründet, daß sich in der Vergangenheit die Erfolgsfaktoren sowohl zwischen
Wirtschaftszweigen oder Branchen als auch über die Zeit hinweg stark verändert haben (vgl.
z.B. Martin/Leben 1989, Martin 1990, 90). Man kann daher immer nur von einer Liste von
Erfolgsfaktoren ausgehen, die nach der bisherigen Erfahrung in der entsprechenden
Branche relevant waren, und versuchen, sie anzupassen.
• Erstellung des Fragebogens
Der Fragebogen setzt sich aus drei Blöcken zusammen und wird direkt aus den definierten
Indikatoren abgeleitet. Er enthält für jeden Indikator eine Frage nach der Einschätzung des
jeweiligen Istzustands und des Sollzustands. Im dritten Block wird nach der Beurteilung der
gesamten Informationsinfrastruktur (ohne genauere Differenzierung) gefragt.
• Auswahl der Adressaten für den Fragebogen
Zur Erzielunq einer ausreichenden Genauigkeit der Ergebnisse sollten - neben dem Top-
Manaqement - jeweils auch alle Mitarbeiter der DV-Abteilung sowie alle sonstigen leitenden
Mitarbeiter befragt werden. In beiden erwähnten Feldstudien wurden wegen der zu geringen
Stichprobenqröße auch alle betroffenen Sachbearbeiter einbezogen. Die Einbeziehung von
Mitarbeitern, deren Tätigkeit gar nicht oder nur in geringem Ausmaß DV-unterstützt erfolgt, ist
wegen der fehlenden Möglichkeit zur Beurteilung allerdings nicht sinnvoll.
• Durchführung der Erhebung
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Den Adressaten ist der Fragebogen verfügbar zu machen. Nicht bewährt hat sich die Aussen-
dung mit der Post oder Hauspost, da möglicherweise Absprachen zwischen den Befragten
getroffen werden und der Rücklauf nur schwer kontrolliert werden kann. Es wurde daher im
vorliegenden Fall die Verteilung und Erhebung durch speziell geschulte und beauftragte
Mitarbeiter durchgeführt. Damit konnte auch sichergestellt werden, daß eventuell auftretende
Fragen bei der Beantwortung des Fragebogens unmittelbar geklärt werden konnten. Der
Zeitbedarf für das Ausfüllen eines Fragebogens beträgt ungefähr eine halbe Stunde.
• Auswertung der Erhebungsergebnisse
Die Auswertung der Erhebungsergebnisse wird nachfolgend an Beispielen aus den Feld-
studien genauer erläutert.
• Erarbeiten von Vorschlägen für einen Aktionsplan
• Präsentation der Erhebungsergebnisse und des Aktionsplans
Abbildung 1 zeigt die Gegenüberstellung der Einschätzung des Istzustands der Informations-
infrastruktur, gemessen an den formulierten Indikatoren, zwischen DV-Abteilung und Gesamt-
unternehmen am Beispiel des Unternehmens A. Deutlich zu erkennen ist die wesentlich
günstigere Einschätzung des Istzustands der meisten Indikatoren durch die DV-Abteilung. Man
sieht an dieser Auswertung, daß der grafischen Darstellung vor allem ein diagnostischer Wert
zukommt. Ein ganzheitliches Bild der Unternehmenssituation ergibt sich jedoch nicht durch
Überbetonung einzelner Ergebnisse, sondern esrt im Vergleich der Auswertung aller
Funktions- und Benutzergruppen. Nur auf dieser Grundlage kann festgestellt werden, ob es
sich nur um ein zufälliges Einzelphänomen oder um einen signifikanten Trend handelt. Die
Ursachen bestimmter, extremer oder typischer Ausprägungen müssen dann in gesonderten
Analysen bestimmt werden. Dies bedeutet im vorliegenden Beispiel, daß nach einer Erklärung
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Abb. 1: Einschätzung des Istzustands (Unternehmen A)
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Abgesehen vom Indikator D2 ist kein Unterschied in der Einschaltung*r \ S A t e r
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Abb. 3: Gegenüberstellung von Soll- und Ist-Einschätzung (Unternehmen B)
Die Klassifizierung der Indikatoren in einem Portfolio, dessen Dimension der Ist- und der Soll-
zustand sind ist ein weiterer wichtiger Teil der visualisierten Darstellung der Erhebungs-
ergebnisse Das Portfolio zeigt die Einordnung der Indikatoren in die vier Bereiche "Ver-
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schwendung" (Ist hoch, Soll niedrig), "Erfolg" (Ist hoch, Soll hoch), "o.k." (Ist niedrig, Soll
niedrig) und "Killer" (Ist niedrig, Soll hoch). Abbildung 3 zeigt dies am Beispiel der DV-Abteilung
von Unternehmen B. Aus der Gegenüberstellung mehrerer Benutzergruppen kann die
Übereinstimmung der Beurteilung überprüft werden. Dort wo die Gruppenurteile weitgehend
übereinstimmen, werden die dringlichsten Projekte für den ressourcenausbau (Killer) bzw.
Ressourcenabbau (Verschwendung) gesehen. Die Einteilung der Portfoliofelder erfolgt nach
folgendem Verfahren: für die Soll-Achse erfolgt die Achsenteilung mit dem Mittelwert der Ist-
Werte, für die Ist-Achse mit dem Moittelwert der Soll-Achse. Damit wird sichergestellt, daß für
die Einteilung der Soll-Achse nicht von einem fiktiven und schwer begründbaren Wert sondern
vom bestehenden Ist-Zustand bestimmt wird; umgekehrt gilt dies auch für die Einteilung der Ist-
Achse.
Für die Errechnung des Erfolgs für jeden Indikator F wird folgende Formel zugrundegelegt:
Erfolg
AnzPers
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Abb. 4: Gegenüberstellung des errechneten Erfolgs (Unternehmen A)
Die grafische Darstellung der Ergebnisse erfolgt dann in der gleichen Weise wie beim Soll- bzw.
Istzustand. Abbildung 4 zeigt dies an einem Beispiel anhand der Gegenüberstellung des
errechneten Erfolgs je Erfolgsfaktor zwischen Gesamtunternehmen und DV-Abteilung. Hier
spiegelt sich die gleiche Situation, die bereits in Abbildung 1 sichtbar wurde, wieder.
Tatsächlich bestand im untersuchten Unternehmen eine deutliche Überschätzung der eigenen
Leistung durch die DV-Mitarbeiter, die in keinem Verhältnis zur tatsächlichen Leistung der
entwickelten Systeme stand.
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Als zusätzlicher Vergleichswert steht noch eine globale Erfolgseinschätzung (d.h nicht pro
Indikator sondern für die gesamte Informationsinfrastruktur), die ebenfalls von jedem der
Befragten angegeben wird, zur Verfügung. Dieser Wert wird mit dem errechneten Erfolg je
Mitarbeiter verglichen, der sich durch die Anwendung folgender Formel ergibt (wobei "Ind" für
die Anzahl der Indikatoren steht):
Ind.
Erfolg




Bei der Auswertung der Fragebögen wird von der Überlegung ausgegangen, daß der beste
Beitrag der Informationsinfrastruktur zum Unternehmenserfolg dann erzielt wird, wenn bei allen
wichtigen Indikatoren bzw. Erfolgsfaktoren durch die Informationsinfrastruktur eine Leistung
(»Einschätzung Istzustand) erbracht wird, welche der Priorität (»Einschätzung Sollzustand)
entspricht. Die Notwendigkeit einer Leistungsverbesserung bzw. einer Leistungsverringerung
und die Reihung der Maßnahmen in einem Prioritätenkatalog wird daher durch die
Leistungsdifferenz aufgezeigt bzw. unterstützt. Die Leistungsdifferenz eines Indikators ist
dabei als Unterschied der Einschätzung zwischen Sollzustand und Istzustand definiert.
Abbildung 5 zeigt die Gegenüberstellung der Leistungsdifferenzen zwischen DV-Abteilung
und Gesamtunternehmen im Unternehmen A. In dieser Abbildung sieht man, daß bei den
Indikatoren Z4, Z8, B4 und N4 aufgrund der einheitlichen Einschätzung und der festgestellten
Leistungsdifferenz Maßnahmen erforderlich sind.
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Abb. 5: Gegenüberstellung der Leistungsdifferenzen (Unternehmen A)
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Die Formulierung des Aktions- und des Maßnahmenplans geht von den gemessenen
Leistungsdifferenzen aus. Die maximale Leistungsdifferenz kann bei Verwendung einer 7-
stufigen Skale zwischen +6 und -6 liegen. Negative Werte zeigen, daß eine Zurücknahme der
Leistung angebracht ist (Ressourcenabbau, Desinvestition); positive Werte geben an, daß
leistungsverbessernde Maßnahmen erforderlich sind (Ressourcenausbau, Investition). Die
Prioritätenreihung und die Ableitung des Maßnahmenkatalogs können aber wegen der
bestehenden Zusammenhänge zwischen den einzelnen Indikatoren nur in den seltensten
Fällen automatisch übernommen werden, sondern bedürfen noch einer Abklärung. Abbildung
6 zeigt einen Maßnahmenplan im Überblick. Die vorgeschlagenen Maßnahmen werden dann





















2.3 Die Schlüsselfaktoren-Analyse als Weiterentwicklung der Erfolgs-
faktoren-Analyse
Eine Schwäche des ursprünglich beim Unternehmen B verwendeten Verfahrens der Erfolgs-
faktoren-Analyse war, daß kein unmittelbarer Bezug zu den kritischen Wettbewerbsfaktoren
des Unternehmens hergestellt wurde. Wie oben erwähnt, liegt dem Verfahren die Annahme
zugrunde, daß der beste Beitrag der Informationsinfrastruktur zum Unternehmenserfolg dann
erzielt wird, wenn bei allen wichtigen Indikatoren bzw. Erfolgsfaktoren Sollzustand und
Istzustand weitgehend übereinstimmen. Diese Schwachstelle wurde beseitigt, indem zusätz-
lich zu den kritischen Erfolgsfaktoren der Informationsinfrastruktur auch die kritischen Erfolgs-
faktoren des Unternehmens berücksichtigt werden. Zur besseren Unterscheidung werden die
letzteren als kritische Wettbewerbsfaktoren bezeichnet.
Zweck der Schlüsselfaktoren-Analyse ist es, den Einfluß der Informationsinfrastruktur auf die
kritischen Wettbewerbsfaktoren des Unternehmens zu analysieren und daraus Schwerpunkte
für Maßnahmen zu ihrer Verbesserung abzuleiten. Methodische Grundlagen sind eine Liste
der kritischen Erfolgsfaktoren sowie eine Liste der kritischen Wettbewerbsfaktoren, die an die
jeweils spezifischen Bedingungen des untersuchten Unternehmens angepaßt werden. Jeder
kritische Erfolgsfaktor beschreibt eine Eigenschaft der Informationsinfrastruktur, die für den
Erfolg der Informationsfunktion im Sinne einer wirkungsvollen Unterstützung der Aufgaben des
Unternehmens maßgeblich bestimmend ist. Die kritischen Wettbewerbsfaktoren sind jene
Faktoren, die für den Erfolg des Unternehmens am Markt verantwortlich sind. Die Beziehungen
zwischen den kritischen Erfolgsfaktoren und den kritischen Wettbewerbsfaktoren werden
gemeinsam mit einer Projektgruppe, die sich aus leitenden Mitarbeitern des untersuchten
Unternehmens zusammensetzt, in der sogenannten Schlüsselfaktorenmatrix festgelegt. Aus
Gründen der Einfachheit und der Handhabbarkeit wird ein monokausaler Zusammenhang
unterstellt, d.h. eine nachweisbare und gerichtete Einflußnahme zwischen einzelnen Erfolgs-
faktoren und Wettbewerbsfaktoren. Abbildung 7 zeigt die fertige Schlüsselfaktorenmatrix aus












































Abb. 7: Schlüsselfaktorenmatrix (Unternehmen A)
Jene Schlüsselfaktoren, für die ein zielgerichteter Einfluß besteht werden in der Matrix
markiert Da die Art und die Bedeutung des Einflusses zwischen verschiedenen Unternehmen
variiert erfolgt im nächsten Schritt eine Klassifizierung der markierten Schlüsselfaktoren nach
der ABC-Analyse Die schriftliche Befragung wird nur für den A-Bereich durchgeführt. Der
VPrfahrenVablauf und auch die Auswertung der Erhebungsergebnisse sind ab diesem
Zeitpunkt i d e S m i t d e r Erfolgsfaktoren Analyse. Mit der auf den Schlüsselfaktoren
au bauende? schrStlichen Befragung wird einerseits der Istzustand und andererseits der
S S E j e d e s Schlüsselfaktors eingeschätzt. Auswertungen der Befragungsergebn.sse,
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welche durch graphische Darstellungen unterstützt werden können, weisen auf Schwerpunkte
für erfolgsverbessernde Maßnahmen hin.
Die Schlüsselfaktoren-Analyse ist wie die Erfolgsfaktoren-Analyse eine weitgehend formali-
sierte und systematische Vorgehensweise. Sie liefert konkrete Ansatzpunkte für Maßnahmen,
mit denen die Ausrichtung der Informationsfunktion auf die kritischen Wettbewerbsfaktoren
des Unternehmens verbessert werden kann. Im einzelnen arbeitet sie folgende Ansatzpunkte
heraus:
• Schlüsselfaktoren, bei denen die Leistung größer als erforderlich ist ("Verschwendung");
• Schlüsselfaktoren, bei denen die Leistung geringer als erforderlich ist ("Killer");
• Vergleichende Leistungsdifferenzen zwischen der Einschätzung der DV-Abteilung
einerseits und den Fachabteilungen andererseits, sowie der Fachabteilungen untereinander;
• ABC-Analyse der Schlüsselfaktoren in bezug auf die Wirkung leistungsverbessernder
Maßnahmen;
• Verbesserung der Zusammenarbeit zwischen DV-Abteilung und Fachabteilungen.
3. Zusammenfassung und Konsequenzen
Die Methode der Erfolgsfaktoren-Analyse zielt in erster Linie auf die Bedürfnisse der oberen
Managementebene ab. Die in der Literatur zuweilen geäußerte Meinung, daß die Technik auf
jede beliebige Managementebene übertragbar ist (vgl. z.B. Rockart 1979, 88), kann aufgrund
der Erfahrungen in den zugrundeliegenden Feldstudien bestätigt werden. Die Ausfüllung der
Fragebögen erwies sich als problemlos und erforderte ungefähr 30 Minuten, wenn
sichergestellt war, daß Rückfragen gestellt und beantwortet werden konnten. Versuche mit
unterschiedlichen Skalierungen bei den Fragebögen zur Einschätzung der Indikatoren legen
wegen der größeren Trennschärfe die Verwendung einer 7-stufigen gegenüber einer 4-
stufigen Skala nahe.
Die Ergebnisse der Erfolgsfaktoren-Analyse wurden jeweils der Unternehmensführung
präsentiert und gemeinsam zu einem Aktionsplan verabeitet. Den beteiligten Mitarbeitern
wurde Zusammenfassung zur Verfügung gestellt. Diese offene Information trug vermutlich zur
Akzeptanz der Ergebnisse bei, die in beiden Fällen festzustellen war und fördert auch das
Verständnis zwischen der Unternehmensleitung, den Fachabteilungen und der DV-Abteilung
in bezug auf die weitere Entwicklung der Informationsinfrastruktur.
Die Erfolgsfaktoren-Analyse macht die Mehrdimensionalität des Erfolgs der Informations-
infrastruktur bewußt und konnte erfolgreich für die systematische Erarbeitung erfolgsver-
bessernder Maßnahmen eingesetzt werden. Sie zeigt, wo diese Maßnahmen am dringlichsten
sind. Dies ist erfahrungsgemäß selten dort, wo sie aus der Problemsicht der täglichen Arbeit
vermutet werden, sondern dort, wo langfristig wirksame Benutzerbedarfe liegen (vgl. Bayer
1987). Die Erfolgsfaktoren-Analyse mißt auch die Zufriedenheit der Fachabteilungen mit der
DV-Abteilung und kann daher manches Vorurteil entkräften oder auch bestätigen. Bei
regelmäßiger Wiederholung der Analyse läßt sich feststellen, inwieweit erfolgverbessernde
Maßnahmen gegriffen haben. Die Erfolgsfaktoren-Analyse läßt sich leicht an die
unternehmensspezifische Situation anpassen; sie läßt sich erweitern (z.B. mehr Indikatoren)
oder reduzieren.
Als besonderer Mangel erwies sich die derzeit noch fehlende Werkzeugunterstützung. Die
Daten mußten zunächst manuell erfaßt werden. Besonders Aufwendig gestaltete sich dann
nach der Auswertung der Daten, die mit dem Statistikprogramm SPSSx erfolgte, die grafische
Aufbereitung der Ergebnisse, die ebenfalls manuell durchgeführt werden mußte. Neben der
Entwicklung von Werkzeugen zur Unterstützung der Erfolgsfaktoren-Analyse ist die faktoren-
analytische Untersuchung der Indikatoren ein besonderes Anliegen der nächsten Projekte.
Ziel dieser Untersuchung ist die statistische Überprüfung der Zusammenhänge zwischen
Indikatoren und Erfolgsfaktoren und gegebenenfalls eine Reformulierung der Erfolgsfaktoren
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Grundregeln zum erfolgreichen Aufbau integrierter Informationssysteme
am Beispiel des Umweltinformationssystems
Dr. Christoph Weiss




Die Entwicklung eines landesweiten Informationssystems ist eine
hochkomplexe Aufgabe: Eine Vielzahl von Einzelsystemen ist zu
integrieren, gewaltige Datenmassen sind zur Sicherstellung eines
lückenlosen Informationsflusses zu koordinieren. Die sorgfältige
Planung eines solchen Vorhabens ist unabdingbar, alleine angesichts
der damit verbundenen Investitionssummen. Die folgende kurze
Vorgehensbeschreibung am Beispiel des Umweltinformationssystems
Baden-Württemberg soll denjenigen eine Hilfe sein, die eine ähnlich
komplexe Aufgabe übernommen haben und sie zum Erfolg führen wollen.
Einleitung
Beim bloßen Durchblättern der Tagungsbände zu den bisherigen Gl-Sympo-
sien "Informatik für den Umweltschutz" wird deutlich, welche Fülle von
Systemansätzen es inzwischen im Bereich der Umweltinformatik gibt - alle
durchaus mit sehr vielversprechenden Perspektiven. Dies ist die erfreuli-
che Seite der technologischen Entwicklungen. Auf der anderen Seite aber
sind zunehmend Klagen über "Datenfriedhöfe", "Systeminseln" und große
Informationslücken zu hören; gerade auch von seiten der Entscheidungsträ-
ger in den Umweltverwaltungen.
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Daraus wird eines deutlich: Technik alleine kann komplexe Probleme im
öffentlichen Sektor nicht lösen. Was dringend benötigt wird, um die Er-
rungenschaften der Technik für Politik und Verwaltung effektiv nutzen zu
können, sind Rahmen konzepte. Die Entwicklung von Einzelkomponenten
ohne übergreifende Ausrichtung führt sonst zu suboptimalen Lösungen und
birgt das Risiko, daß in entscheidenden Momenten dringend benötigte
Informationen nicht zur Verfügung stehen. Diese Erkenntnis hat das Land
Baden-Württemberg dazu veranlaßt, einen Beratungsauftrag zu vergeben, in
dem die wesentlichen Eckpfeiler für ein integriertes Umweltinformations-
system (UIS) bestimmt werden sollten.
Im Rückblick auf die knapp dreijährige enge Zusammenarbeit mit dem Um-
weltministerium Baden-Württemberg lassen sich aus Sicht des Beraters sechs
wichtige Schritte ableiten, von deren Beachtung die erfolgreiche Imple-
mentierung eines landesweiten Informationssystems weitgehend abhängt.
Haupterfolgsfaktoren
1. Entwicklung einer durchgängigen und ressortübergreifenden Entwick-
lungsstrategie
Jährlich werden in Baden-Württemberg Millionenbeträge in die Entwicklung
und Pflege des Umweltinformationssystems investiert. Zur Vermeidung von
Fehlinvestitionen war eine einheitliche Rahmenkonzeption für das System
unabdingbar: Ohne klare Vorgaben für Anwendungssystemstrukturen und
Hardwarestrukturen und ohne eindeutige Regeln für Entwicklung, Wartung
und Betrieb der Systeme wären technische wie auch logische System-In-
kompatibilitäten nicht zu vermeiden. Folgerichtig war der erste Schritt bei
der Entwicklung des UIS die Formulierung einer Entwicklungsstrategie. Im
Idealfall ist für eine solche Strategie ein Kompromiß zwischen einer
"zentralistischen" EntwicklungsStrategie (Gefahr der Überorganisation) und
einer "dezentralen" Strategie (Gefahr der "organisierten Anarchie") anzu-
streben. Diesem Ziel dient die Formulierung von Regeln und Standards für





- Datenstrukturen und Datenhaltung
- Netzwerkschnittstellen
- Rechner, Speicher- und Peripheriegeräte.
Die dezentralen Entwicklungseinheiten erhalten auf diese Weise greifbare
Entwicklungsvorgaben, die jedoch ihre Kreativität nicht unnötig einschrän-
ken und die Nähe zum Anwender bestehen lassen (Schaubild 1). Gleichzei-
tig ermöglichen es die Regeln und Standards, daß auf eine Zentralinstitution
verzichten werden kann.
Schaubild 1
Die UlS-Strategia strebt ein ausgewogenes Verhältnis zwischen Zentralisierung und Dezenualisierung an
UIS-SYSTEMSTRATEGIE
Entscheidung«- Entscheidung*- ,
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Im Fall des UIS wurden die formulierten Regeln und Standards aus der
Zielphilosophie des baden-württembergischen Landessystemkonzeptes abgelei-
tet, nach der das UIS sowohl vertikalen Datenaustausch (von der Amtsebene
bis zum Ministerium) als auch horizontalen Datenaustausch (zwischen Dienst-
stellen derselben Ebene) ermöglichen soll (Schaubild 2). Das heißt, mit
Hilfe des Systems sollen einerseits Führungsinformationen bereitgestellt
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werden, die zur Entscheidungsvorbereitung dienen; andererseits sollen vor-
gangsbezogene Informationen zwischen den bearbeitenden Instanzen ausge-
tauscht werden, um so Effizienzreserven in der Verwaltung erschließen zu
können.
Schaubild 2
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2. Identifikation zu unterstützender Verwaltungsauf gaben und Synchroni-
sation des Systemeinsatzes
Um die in Form von Regeln und Standards festgelegte Entwicklungsstrategie
konkretisieren zu können, müssen in einem zweiten Arbeitsschritt die in
einer Umweltverwaltung anfallenden Aufgaben systematisch erfaßt und
beschrieben werden. Hierzu empfiehlt es sich, ein "Geschäftssystem11 der
Umweltverwaltung aufzustellen, das einen Überblick über alle wesentlichen
Aufgaben gibt (Schaubild 3). Gleichzeitig sind die Erfolgsfaktoren zu
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Nach Abschluß dieser sehr zeitaufwendigen und mit zahlreichen Interviews
verbundenen Erhebung können erstmals fundierte Aussagen darüber ge-
macht werden, welche der Aufgaben Systemunterstützung erfordern bzw.
wie diese Unterstützung konkret zu gestalten ist.
3. Setzen von Entwicklungsschwerpunkten
Nachdem die Aufgabenübersicht vorliegt, müssen im nächsten Schritt ein-
deutige Entwicklungsprioritäten gesetzt werden. Dazu sind insbesondere
Kosten und Nutzen jedes Einzelprojektes zu bewerten; aber auch Synergie-
effekte, die durch die Integration von einzelnen Systemen entstehen, dürfen
nicht außer acht gelassen werden. Interessant ist, daß das Nutzenpotential
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überproportional zunimmt, je flächendeckender die Systemlandschaft über
das gesamte Geschäftssystem aufgebaut wird (Schaubild 4). Diese Poten-
tiale können allerdings nur erschlossen werden, wenn ' die in Schritt 1
definierten Regeln und Standards konsequent eingehalten werden.
Schaubild 4
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4. Synchronisation des Technikeinsatzes mit organisatorischen Maßnahmen
Um zu gewährleisten, daß die in Schritt 3 definierten Schwerpunktprojekte
nicht im Tagesgeschäft "untergehen", muß eine durchdachte und in sich
stabile Projektorganisation geschaffen werden.
Bei der Umsetzung des UIS Baden-Württemberg hat es sich bewährt, dem
Referat IuK (Informations- und Kommunikationstechnik) des Umweltministe-
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riums eine achtköpfige Projektgruppe zu unterstellen, die, losgelöst von der
Tagesroutine, in erster Linie die Entwicklung von UlS-Schwerpunktpro-
jekten voranzutreiben und zu koordinieren haben (Schaubild 5).
Schaubild 5
Abwicklung dar Umsetzungsarbeiten durch Projektorganisation
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Den Mitgliedern dieser Projektgruppe wurden nun die Projekte so zugeteilt,
daß jeweils zwei für ein Projekt zuständig sind und jeder Mitarbeiter
wiederum mindestens zwei Projekte betreut. Für jedes Projekt wurden
- unterschiedlich stark besetzte - gemischte Arbeitsgruppen gebildet, in die
außer den "Betreuern" die künftigen Systemnutzer (Mitarbeiter der Fach-
verwaltungen, wie etwa Gewerbeaufsichtsämtern, Landesanstalt für Umwelt-
schutz, Chemischen Landesuntersuchungsämtern) sowie externe Experten
(Berater und Entwicklerteams) einbezogen sind. So können ohne aufwen-
dige Administration, und unter Wahrung der Regeln und Standards, zahl-
reiche Entwicklungsvorhaben parallel vorangetrieben werden (Schaubüd 6).
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Die Federführung und Entwicklungsverantwortung (Inhalte und Budgets)
für jedes Einzelprojekt haben jeweils die beiden zuständigen Projekt-
gruppenmitglieder.
Schaubild
I Umsatzung von UlS-Systsmen mussan "gemischte Arbeitt- und Projektgruppen"
ROLLENVERTEILUNG IN DEN GEMISCHTEN ARBEITSGRUPPEN
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Voraussetzung für die weitgehende Delegation der Projekt Verantwortung auf
einzelne Projektgruppenmitglieder ist die Bereitstellung von Instrumenten
des Projektmanagements. Hierzu wurde gemeinsam mit dem Umweltministe-
rium ein UlS-Projekthandbuch entwickelt, das konkrete Vorgaben zur Pro-
jektplanung sowie inhaltliche Beschreibungen der einzelnen Entwicklungsstu-
fen eines IuK-Systems enthält. Daneben werden "Standard-Verträge",
Checklisten, Budgetplanungsübersichten u.a. herangezogen. Das Projekt-
management wurde ergänzt um ein Projektcontrolling, angesiedelt im Referat
IuK des Umweltministeriums, das den Stand der einzelnen Projekte - Ein-
haltung der zeitlichen Meilensteine wie auch Budgetausschöpfung - perio-
disch überprüft.
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5. Bestimmung der langfristig benötigten Ressourcen
Die Entwicklung eines ressortübergreifenden Umweltinformationssystems ist
eine Generationsaufgabe: Bis das Schwerpunktprojekt mit der geringsten
Priorität seine vorgesehene Ausbaustufe erreicht hat, wird das Jahr 2000
kurz bevorstehen. Somit muß bereits heute auf einen Zeitraum von rund 10
Jahren Klarheit darüber herrschen, in welcher Größenordnung personelle
und finanzielle Ressourcen benötigt werden, um das Projekt Schritt für
Schritt realisieren zu können. Ohne Absicherung ausreichender Ressourcen
wäre das Risiko sehr groß, daß die Projektkontinuität laufend durch ak-
tuelle "Tagesereignisse" gefährdet wäre. Folglich wurde im Falle des UIS
Baden-Württemberg mit den Entwicklungsarbeiten erst begonnen, nachdem
die Gesamtkonzeption und ein entsprechender Finanzierungsrahmen verab-
schiedet worden waren.
6. Steuerung der Erwartungshaltungen durch regelmäßige Information der
Verantwortlichen
Eine der größten Gefahren für die IuK-Technik in der Verwaltung liegt
darin, daß Hard- und Softwareanbieter bei Präsentationen vor Entschei-
dungsträgern den Eindruck vermitteln, die technischen Möglichkeiten seien
grenzenlos und die Systementwicklung im Grunde ein Kinderspiel. Hier-
durch werden überzogene Erwartungen geweckt, zuweilen sogar eine regel-
rechte Euphorie ausgelöst - die Gefahr, daß daraus wenig später Frustra-
tion entsteht (bis hin zur totalen Ablehnung der IuK-Technik) ist damit um
so größer. Um dies zu vermeiden, empfiehlt es sich, von vornherein
gezieltes "Erwartungsmanagement" zu betreiben; insbesondere aber ist es
hilfreich, kurzfristige Etappen für jedes Projekt zu definieren, nach denen
den Entscheidungsträgern der aktuelle Stand der Arbeiten vorgeführt wird.
In diesem Zusammenhang hat sich das Verfahren des "Rapid Prototyping"
bei der UIS-Entwicklung voll bewährt: Für jedes Schwerpunktprojekt
konnte nach sechs bis acht Monaten eine erste lauffähige Version des künf-
tigen Systems vorgeführt werden; auf diese Weise konnten den Entschei-
dungsträgern die Entwicklungsfortschritte in den Projekten sehr anschaulich
gemacht werden, und gleichzeitig wurden sie mit den Möglichkeiten und
Grenzen der Technik vertraut.
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Entwicklung des datenorientierten Ansatzes zum
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Viele Unternehmen streben heute die Integration ihrer Informationsverarbeitung über eine konsolidierte
Datenarchitektur (Unternehmensdatenmodell) an. Dieser Weg vollzieht sich in verschiedenen
Entwicklungsstufen, die als datenorientierter Ansatz für das Management der Informationsverarbeitung
in Organisationen diskutiert werden. Der Übergang zum Informationsmanagement bezieht neben den
Datenressourcen auch die Programmsysteme, die Informationstechnologie sowie die personelle
Resssource - als Betreiber und Benutzer eines Informationssystems - in den Management-Ansatz mit
ein. Die Entwicklung zum Informationsmanagement und seine weiteren Perspektiven werden
aufgezeigt.
Stichworte
Datenorientierter Ansatz, Datenmodellierung, Datenmanagement, Informationsmanagement,
Ressourcen-Life-Cycle, strategische Informationsplanung, Informations-Ressourcen-Controlling,
Information Resources Dictionary System.
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1. Ausgangssituation und Fragestellung dieses Beitrages
Die Position, von der aus die Informationsverarbeitung in vielen Unternehmen heute gesteuert und
geplant wird, läßt sich wie folgt kennzeichnen: Der Aufbau und Betrieb integrierter Informationssysteme
ist wirtschaftlich nur auf der Basis einer unternehmensweit konsolidierten Datenarchitektur
(Unternehmensdatenmodell, Datenmodellierung/Datenstandardisierung) möglich.
Es erhebt sich nun die Frage:
a) wie kam es zu diesem Standpunkt (datenorientierter Ansatz)
und
b) welche weiteren Entwicklungsschritte sind erforderlich, um die nächst höhere Stufe der
Informationsverarbeitung, das Informationsmanagement, zu erreichen?
Im folgenden werden diese beiden Teilfragen näher erörtert und beleuchtet. Dabei wird der gesamte
Entwicklungsprozeß (a) und b)) auf der Grundlage eines Entwicklungsstufenkonzepts dargestellt und
diskutiert, wie er in zahlreichen Unternehmen der Wirtschaft und Verwaltung empirisch festzustellen ist.
2. Entwicklungsstufen der Informationsverarbeitung aus der Sicht der Daten
Die Entwicklung der Informationsverarbeitung (IV) in Organisationen vollzog sich in den letzten 30
Jahren in verschiedenen Entwicklungsstufen, die man unter verschiedenen Fortschrittsgesichtspunkten
untersuchen kann. Der Prozeß läßt sich unter dem Aspekt der technologischen Entwicklung darstellen,
oder, man faßt die verschiedenen, neu entstandenen Anwendungsbereiche der IV ins Auge. Ein
weiterer, tendenziell feststellbarer Entwicklungsprozeß ist die zunehmende Bedeutung der
Datenressourcen innerhalb der IV und Fortschritte, die sich aus ihrer spezifischen Sichtweise und
Behandlung für die betreffende Organisation ergeben.
Abbildung 1 veranschaulicht den schrittweisen Entwicklungsprozeß der IV hin zu einem da-
tenorientierten Ansatz und in der letzten, in der 4. Stufe, auch die Entwicklung über diesen Ansatz
hinaus. Danach ist der datenorientierte Ansatz gekennzeichnet durch eine schrittweise Trennung der
Daten von den Anwendungen und der Schaffung einer eigenen Zuständigkeit für Daten In Unter-
nehmen. Das Ziel dieser Entwicklung ist die Integration der betrieblichen Anwendungssysteme durch
den Aufbau einer einheitlichen, unternehmensweiten Datenverwaltung - zu vergleichen mit einer zentral
koordinierten Materialwirtschaft oder dem gemeinsamen Rechnungs- oder Finanzwesen eines
Unternehmens.
Daten werden als Ressourcen des ganzen Unternehmens aufgefaßt und nicht mehr als lokale,
persönliche Ressourcen einzelner Anwendungen geführt. Ihre unternehmensweit einheitliche
Organisation und Konsistenzerhaltung sowie die Forderung nach hoher Verfügbarkeit und Qualität der
Daten für die Anwendungen führen zu neuen Aufgabenstellungen im Unternehmen, zu einer
veränderten Arbeitsteilung und zum Einsatz neuer Technologien zur besseren Lösung der
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Eine Besonderheit der Darstellung in Abb. 1 ist die Tatsache, daß lediglich Stufe 0 abzulösen Ist,
während sich die Stufen 1-4 in ihrer Wirksamkeit zur Ablösung der Stufe 0 ergänzen - d.h., sie werden
durch die jeweils nächste Stufe nicht abgelöst, sondern in ihrem Aufgabenspektrum erweitert.
Datenmanagement setzt Datenbankadministration oder Datenmodellierung nicht außer Kraft, es
verbindet beide zu einem Aufgabenkomplex höherer organisationeller Stufe und Zuständigkeit. Auch
der Übergang zum Informationsmanagement macht Datenmanagement nicht überflüssig, sondern
nimmt es in sein Aufgabenspektrum mit auf. Damit baut man gemäß Abb. 1 mit dem Einsatz von
Datenbankmanagementsystemen (DBMS) und allen weiteren Stufen schrittweise an einer Ablösung der
isolierten Teilanwendungen in den Unternehmen durch das besondere Augenmerk auf Daten, ihre
Organisation und ihre Verwaltung.
Ein Unternehmen muß sich hier nicht Im Detail in diese Schrittfolge einordnen. Es ist jedoch klar, daß
der Aufwand und die Vorleistungen, um die jeweils nächste Entwicklungsstufe zu erreichen, erheblich
sind. Der Versuch "aus dem Stand" von isolierten Teilanwendungen in ein Informationsmanagement zu
wechseln, ist eine unrealistische Zielsetzung.
Weitere Ansätze, die diesen Entwicklungsprozeß nach anderen Klassifikationsmerkmalen und
Prioritäten systematisieren, wurden von Nolan (28), Marchand (21) oder Wilder (36) vorgelegt.
2.1 Stufe 0: Probleme isolierter Anwendungsentwicklung und Isolierten
Anwendungsbetriebs
In den Anfängen der Datenverarbeitung und zum Teil auch noch heute werden Anwendungen aus der
Sicht einzelner Aufgabenstellungen wie: Kundenstammverwaltung, Rechnungsschreibung,
Buchhaltung, Lohn- und Gehaltsabrechnung etc. geplant und entwickelt. Im Vordergrund steht das
einzelne Verarbeitungsprogramm, für das die Daten als notwendige Voraussetzung (Input),
Zwischenergebnis oder angestrebtes Endergebnis (Output) verarbeitungseffizient zu organisieren sind.
Diese Realisierung und der Betrieb von Anwendungssystemen auf der Basis von unabhängigen Dateien
(Abb. 2) bringt eine Reihe von Nachteilen mit sich (11):
- Durch wiederholte Speicherung gleicher Daten für verschiedene Anwendungen in unterschiedlichen
Dateien wird ein hoher Grad an (unkontrollierter) Redundanz geschaffen.
- Die zeitgerechte Änderung von Daten wird durch Mehrfachkopien behindert.
- Gleiche Funktionen wie Speicherverwaltung, Datenverwaltung, Änderungsdienst, Retrieval und
Vorkehrungen für die Datensicherheit sind in Anwendungsprogrammen wiederholt zu realisieren.
- Durch die hohe Abhängigkeit der Programme von der Datenorganisation (Programmlogik wird von
der gewählten Speicherungsstruktur mitbestimmt) haben schon geringe Änderungen in den Daten-
und Speicherungsstrukturen massive Programmänderungen zur Folge.
- Die Kontrolle der Richtigkeit und Qualität der verarbeiteten Daten obliegt dem Anwen
dungsprogramm.
- Jeder Programmierer bestimmt die Art und das Ausmaß der Integritätskontrollen und die
Vorsorgemaßnahmen für den Fehlerfall aus der Sicht "seiner" Isolierten Anwendung selbst.
- Durch die unterschiedliche Datenorganisation und Datensemantik ist die Vergleichbarkelt und




Kommunikation notwendig für Änderungen
Abb. 2: Anwendungsrealisierung nach dem Dateikonzept
Anwendungssysteme dieser Konzeption sind extrem inflexibel und basieren auf der Grundannahme,
daß "alles gut geht und alles stabil bleibt" (11). Stufe 0 beschreibt den Entwicklungsstand einer
Informationsverarbeitung, wie sie in vielen Unternehmen auch heute noch anzutreffen ist. Diese
Situation gilt es in den nachfolgenden Entwicklungsstufen durch den angemessenen Einsatz von
Technologie, wahrzunehmenden spezifischen Aufgaben und organisatorischen Maßnahmen sowie
fachlichem Know-how effizient abzulösen.
2.2 Stufe 1: Einsatz von Datenbank-Management-Systemen
Um dem Mangel und den Unzulänglichkeiten isolierter Problemlösungen in der Informa-
tionsverarbeitung von Unternehmen zu begegnen, wurde Mitte der 60er Jahre das Datenbank-Konzept
(Abb. 3) entwickelt. Dabei handelt es sich um die Idee einer integrierten Datenverwaltung, die
unabhängig von den Verarbeitungsprogrammen zu organisieren und zu realisieren ist (8).
Das Datenbanksystem besteht aus einer strukturierten Sammlung (operationaler) Daten, die man
Datenbank nennt und spezieller Datenbanksoftware, dem Datenbank-Management-Sytem (DBMS), zur
Verwaltung der separat von den Anwendungen gespeicherten Daten.
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Für den reibungslosen Betrieb der zentralisierten Datenverwaltung und der zahlreichen auf die Daten
zugreifenden Batch- und Online-Programme sorgt das DBMS. Es realisiert die Funktionen
Speicherverwaltung, Retrieval und Zugriffsschutz einmalig, gemeinsam für alle Anwendungen. Zudem
stellt es zusätzliche Funktionen für eine zentralisierte Integritätskontrolle (system enforced integrity)
bereit und ergreift selbständig Maßnahmen für die Datensicherheit (back-up and recovery) Es steuert





Abb. 3: Vereinfachte Sicht des Datenbank-Konzepts
Zur besseren Anpassung an organisationeile Strukturen wurde in der 2. Hälfte der 70er Jahre das
Konzept der verteilten Datenbank(en) entwickelt. Die Verteilung der Datenressourcen (3) kann heute
nach unternehmensorganisatorischen Gesichtspunkten (Zentrale, Filiale, Arbeitsplatz), aber auch nach
Gesichtspunkten der Leistungsfähigkeit der Subsysteme (Verbundverarbeitung, Server-Konzept)
erfolgen.
Als besondere Kennzeichen verteilter Datenbanken gilt der "transparente Zugang" zu allen Daten des
Systems von beliebiger Stelle im Verbund. Transparent heißt in diesem Falle, daß der Benutzer oder
sein Anwendungsprogramm keine Kenntnis von der Ortsverteilung der angeforderten Daten haben
müssen. Sämtliche Aufgaben, die mit der Datenverteilung und ihrer Verwaltung zu tun haben, führt das
verteilte DBMS in eigener Regie durch. Dem Benutzer erscheint es, als ob er über die gesamten
Datenressourcen "zentral" verfügen würde.
DBMS im Großrechnerbereich oder im PC-Verbund eingesetzt sind komplexe Basissoftware-Systeme,
die professionell betrieben werden müssen. Diese Aufgabe wird in der DV-Organisation des
betreffenden Unternehmens durch die Datenbankadministration (Datenbankadministrator)
wahrgenommen. Sie hält den Kontakt zum Hersteller des DBMS (Releaswechsel, Fehlerbehebung),
aufrecht, organisiert die Datenhaltung unter dem System (Speicherungsstrukturen, Zugriffspfade etc.),
sorgt durch Optimierungsmaßnahmen für ein gutes Anwortzeitverhaiten der Gesamtanlage und ist für
eine hohe Verfügbarkeit des DBMS verantwortlich (2).
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Durch den breiten und technisch optimierten Einsatz von DBMS in Unternehmen ist aber noch nicht
sichergestellt, daß die implementierten DB-Anwendungen auch tatsächlich integrierte Lösungen der
Aufgabenstellungen sind. Dies ist erst durch die weitere, inhaltlich und nicht technologisch bestimmte
Aufgabe, des anwendungsübergretfenden Datendesigns oder anders ausgedrückt, durch die
Datenmodellierung und durch das dabei erzielte Ergebnis, das unternehmensweite Datenmodell
(Konzeptionelles Schema) zu erreichen.
Tatsächlich haben es bis heute viele Unternehmen versäumt, bei der Einführung von DBMS neben der
Funktion des Datenbankadministrators (technischer Aspekt) die Aufgabe und Zuständigkeit für das
anwendungsübergreifende Datendesign und die Datenvereinheitlichung (inhaltlicher Aspekt) mit zu
etablieren.
Diese Situation, die es bei der Zielsetzung integrierte Lösungen einzuführen ähnlich zu überwinden gilt
wie die Stufe 0 der Informationsverarbeitung (Abb. 1), bildet hinsichtlich des datenorientierten Ansatzes
die Erfahrungstufe 1 für die Unternehmen. Das technische Vehikel "DBMS" wird zwar genutzt, aber aus
Mangel an Einsicht, Entschlußkraft, Durchsetzungsvermögen, Know-how, zeitlicher, personeller oder
finanzieller Ressourcen wird es nicht im Sinne der Erfinder des Datenbank-Konzepts eingesetzt.
2.3 Stufe 2: Datenmodellierung
Die Integration von Anwendungssystemen der Informationsverarbeitung über eine integrierte
Datenverwaltung ist durch Technologieeinsatz allein nicht zu erreichen. Als weitere Maßnahmen
müssen das anwendungsübergreifende Datendesign (Datenmodellierung) aufgenommen, in die
Anwendungsentwicklung integriert und mit seinen Resultaten in allen weiteren Phasen des
Informationssystem-Life-Cycle integriert sein.
Ein Datenmodell ist nicht nur für die Anwendungsentwicklung von entscheidender Bedeutung, sondern
es verpflichtet auch die Benutzer von Informationssytemen zur Einhaltung der im Datenmodell
getroffenen begrifflichen Festlegungen. In der Phase der Planung von Informationssystemen deckt das
Datenmodell wichtige Gesamtzusammenhänge auf. Durch Datenmodellierung wird schrittweise,
begleitend zu den einzelnen Anwendungsentwicklungsprojekten, die Datenorganisation sämtlicher
Anwendungen des Unternehmens auf eine gemeinsame begriffliche Basis gestellt. Das Ergebnis ist das
Konzeptionelle Schema oder Unternehmensdatenmodell und sein herausragendes Merkmal ist die für
Anwendungsentwickler und Benutzer (Fachabteilungen) gleichermaßen verbindliche fachsprachliche
Fixierung der Unternehmensbegriffe für Informationsobjekte (Objekttypen) und deren Eigenschaften
(Attribute) sowie der Beziehungen zwischen diesen Begriffen (Abb. 4).
Durch das gemeinsame, anwendungsübergreifende Datendesign kommt man dem Ziel: "Entwicklung
und Betrieb integrierter Anwendungssysteme" ein wesentliches Stück näher. Zur Demonstration dieses
Effekts werden dem Datenmodellausschnitt in Abb. 4 einige potentiellen Anwendungssysteme
überlagert. Dabei tritt deutlich die gemeinsame Bedeutung einzelner Fachbegriffe (Objekttypen) für
verschiedene Anwendungen hervor.
So ist z.B. der Objekttyp RECHNUNG sowohl für einen funktionalen Software-Baustein wie die
Fakturierung (Rechnungsschreibung) als auch für die Debitoren- oder Offene-Posten-Buchhaltung im
Rechnungswesen eines Unternehmens gleichermaßen von Bedeutung. Durch seine gemeinsame
Definition wird ein Integrationseffekt hinsichtlich dieser beiden Anwendungen ausgelöst. Trotz der re-
lativen organisatorischen Distanz von Rechnungswesen und Fakturierung (Vertrieb) im Unternehmen
rücken über das Datenmodell die beiden Anwendungssysteme eng zusammen. Es ist unwahrscheinlich,
daß nach Vorliegen des Datenmodells die Fakturierung im Vertrieb und die Offene-Posten-Buchhaltung
im Rechnungswesen als isolierte Teillösungen implementiert werden.
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Für die Modellierungsarbeit selbst ist eine geeignete Methode einzuführen, die zu Ergebnissen der
geforderten Präzision und Wirkung führt. Dabei kommen Methoden der "semantischen
Datenmodellierung" zum Einsatz, die seit Mitte der 70er Jahre zahlreich entwickelt wurden (7), (24),


















Abb. 4: Integrationseffekt der Daten
2.4. Stufe 3: Datenmanagement
Der Schritt von der Datenadministration (Datenmodellierung) zum Datenmanagment (vgl. Abb. 1) stellt
keine neue Qualität der Informationsverarbeitung in Organisationen dar. Er ist ein Kennzeichen für die
wachsende Bedeutung der Datenorientierung in den Unternehmen.
In der Entwicklungsstufe "Datenmanagement" werden die technisch ausgerichteten Aufgaben der
Datenbankadministration und die primär inhaltlich definierten Aufgaben der Datenadministration
(Datenmodellierung/Datenstandardisierung) zu einer Organisationseinheit höherer Hierarchiestufe
zusammengefaßt. Die organisatorische und administrative Trennung der Daten von den Anwendungen
erreicht ihren höchsten Stellenwert und Entwicklungsstand im Unternehmen.
Neben dem Software- oder Application-Life-Cycle sind die Aufgaben innerhalb eines Data-Life-Cycle
(Abb. 5) als eigenständiges Arbeitsfeld eingeführt (2) und fest in der Informationsverarbeitung verankert.
495
Daten werden als Ressourcen des ganzen Unternehmens aufgefaßt und unter den Zuständigkeits- und
Verantwortungsbereich einer eigenen Organisationseinheit, des Datenmanagement, gestellt.
Die Stelle "Datenmanagement" umfaßt Aufgaben wie:
Datenmodellieruna: Aufbau einer einheitlichen, anwendungsübergreifenden Sicht der Datenressourcen
des Unternehmens.





















Abb. 5: Data-Life-Cycle in Ergänzung zum Application-Life-Cycle
Logische und physische Datenoroanisation: Optimale Auslegung der Datenstrukturen (logisches
Datenmodell, Speicherung, Zugriffspfade, Datenverteilung etc.) für den Einsatz geeigneter
Daten (bank)verwaltungssoftware.
DatenfbankWerwaltuna: Hohe Verfügbarkelt der Daten und sicherer, effizienter Betrieb der
Daten(bank)verwaltungssoftware.
Datennutzunasadministration: Bereitstellung der Daten in dem Umfang und in der Qualität, in der sie die
Anwendungen/Anwender gerade benötigen.
Hinzu kommen Maßnahmen hinsichtlich der Datenqualität und Datenintegrität, des Datenschutzes, der
Datensicherheit und Datenkontrolle sowie die Aufgabe des Aufbaus und der Einführung eines
umfassenden Dictionary- oder Repository-Systems (31) für die Informationsverarbeitung im
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Unternehmen.
Erklärtes Ziel des Datenmanagement ist der schrittweise, systematisch organisierte und kontrollierte
Übergang von einer an Einzelanwendungen ausgerichteten Datenorganisation (viel unkontrollierte
Redundanz) zu einer anwendungsübergreifenden, an den Aufgaben des Gesamtunternehmens
ausgerichteten Organisation und Verwaltung der Datenressourcen.
Kennzeichen für ein funktionierendes bzw. sich entwickelndes Datenmanagement in Organisationen mit
dieser Zielsetzung sind:
- Die Funktion der anwendungsübergreifenden, unternehmensweiten Datenmodellierung und
Datenstandardisierung ist etabliert und fest verankert in Unternehmen.
- Die Anwendungsentwicklung findet auf der Basis eines Vorgehensmodells statt, das einerseits die
Trennung zwischen datenbezogenen Aufgaben und anwendungsbezogenen Aufgaben koordiniert
und andererseits die Entwicklung von Anwendungssystemen aus Integrationsmodellen heraus
(Datenmodell, Funktionsmodell, Standards etc.) regelt.
- Die Planungen für den breiten Einsatz von Daten(bank)verwaltungssoftware werden kontinuierlich
fortentwickelt und die Zuständigkeit für den effizienten Betrieb der Datenverwaltungssysteme ist
klar geregelt.
- Für die Bereitstellung, Nutzung und Auswertung der Unternehmensdaten an Arbeitsplätzen im
Rahmen festgelegter Konventionen und Standards existiert eine Stelle "Benutzerservice".
- Ein (Data-)Dictionary-Sytem, das Überblick über die Datenressourcen des Unternehmens und ihre
Nutzung verschafft, ist eingeführt oder befindet sich im Aufbau.
Die Informationsverarbeitungen größerer Unternehmen und Organisationen befinden sich heute l.d.R. in
der skizzierten Entwicklung.
3. Stufe 4: Informationsmanagement
In einer Umfrage unter dem Top-Management europäischer und US-amerikanischer Firmen Ende 1989
(COMPUTERWORLD) zur Einschätzung der Position und dem Nutzen der zentralen Datenverarbeitung
in diesen Unternehmen war zu vernehmen: Informationsverarbeitung ist ein notwendiges Übel; ... ist
etwas, was unkontrolliert Ressourcen verschlingt; ... ist etwas, was außerhalb der allgemeinen
Unternehmensstrategie liegt; ... ist etwas, was keine dem Vertrieb oder der Produktion vergleichbaren
Ergebnisse erzielt; etc. War in den vergangenen Jahren noch eher eine "respektvolle Distanz" des
Unternehmensmanagement vor den "EDV-Spezialisten" festzustellen, wird heute Informations- und
Kommunikationstechnologie zusehendst als ein "bloßes" Mittel für die doch primären
Unternehmenszwecke angesehen.
Die Zuständigkeit für die Zwecksetzung liegt beim Unternehmensmanagement, während die Wahl
kluger Mittel zur effizienten Zweckerreichung in der Verantwortung des EDV-Fachpersonals Hegt.
Informationsmanagement nimmt in dieser Aufgabenteilung die Brückenfunktion wahr. Es erarbeitet mit
dem Unternehmensmanagement aus der generellen Zwecksetzung die exakt terminierten Teilzieie der
Informationsverarbeitung, plant und organisiert die Ressourceneinteilung zur Zielerreichung und
kontrolliert bzw. steuert die Ergebnisproduktion in der Informationsverarbeitung.
Ergebnisse der Informationsverarbeitung sind neben den informationellen Basisarbeiten (Buchhaltung,
Automatisierung der Schreibarbeit etc.) relevante Informationen für Handlungs- und Ent-
scheidungsträger in Unternehmen. Zu den Einsatzressourcen zählen neben den Daten die
Anwendungssysteme (Programmsysteme), die Informations- und Kommunikationstechnologie, die
Betreiber und Benutzer der Informationsverarbeitung (Human-Ressource) und ihre adäquate
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Organisation (dispositiver Faktor).
Diese ganzheitliche, ressourcenorientierte Sicht der Informationsverarbeitung in Unternehmen
charakterisiert den Übergang des Stufenmodells in Abb. 1 vom Daten- zum Informationsmanagement.
Daten werden erst durch Anwendungen zu (relevanten) Informationen. Für die Speicherung der Daten
und den Betrieb der Anwendungssysteme ist Informations- und Kommunikationstechnologie
erforderlich. Der Betrieb der Informationsverarbeitung sowie die Nutzung ihrer Dienstleistungen erfolgt
durch Personen und ihre Organisation. Informationsmanagement (als Disziplin) hat zum Ziel, die
Informationsverarbeitung zur Managementaufgabe zu entwickeln und sie als Teil der allgemeinen
Unternehmensstrategie in die Planungs- und Kontrollprozesse des Gesamtunternehmens zu integrieren.
In der Auffassung der hier diskutierten Entwicklungsstufentheorie (Abb. 1) ist Informationsmanagement
ohne Datenmanagement (und ohne weitere, noch festzulegende Aufgabenbereiche) nicht möglich,
während Datenmanagement durchaus eine sinnvolle Vorstufe des Informationsmanagement in
Organisationen sein kann.
3.1 Gegenstand des Informationsmanagement
Der kommerzielle Rechnereinsatz in den Unternehmen und Verwaltung ist häufig einseitig, von dem
primären Ziel einer hohen Auslastung der Computersysteme (Batch-Betrieb, Online-Betrieb) bestimmt.
Man konzentriert sich auf die Ressource 'Technologie" und vernachlässigt z.T. andere
Ressourcenbereiche wie Datenressourcen, Anwendungen (Programmsysteme) und die personelle
Ressource in der Informationsverarbeitung. Im Vergleich zum Kosten- und Investitionsaufwand in
diesem Bereich ergaben dagegen Untersuchungen, daß ca. 10% der Ressourcenbindung der
Hardware, 30% der Software und immerhin 60% den Datenbeständen zuzurechnen sind. Die Ressource
"Daten" verursacht den weitaus größten Kosten- und Investitionsaufwand in der Informationsverar-
beitung. Daher sollten die Daten auch stärker als Wirtschafts- und Kalkulationsfaktor in die Planungs-
und Entscheidungsprozesse des Unternehmens einbezogen werden.
Die zum Teil einseitige Ausrichtung der Informationsverarbeitung an der Technologie" hat z.B. auf dem
Gebiet der informationeilen Routinearbeiten zu isolierten Anwendungspaketen in der Buchhaltung und
im Rechnungswesen, in der Produktionsplanung und -Steuerung, für die Materialwirtschaft, im
Bürobereich, für den Vertrieb usw. geführt. Die Datenressourcen blieben als Investitions- und
Integrationsfaktor weitestgehend unberücksichtigt. Sie wurden als beliebig vermehrbares Gut aufgefaßt,
und es wurde ihnen auch kein wesentlicher ökonomischer Wert beigemessen.
In letzter Zeit setzt sich mehr und mehr die Ensicht durch, daß sich die effiziente Nutzung von
Informations- und Kommunikationstechnologie nicht ausschließlich in der optimalen Auslastung von
CPU-Ressourcen niederschlägt. Die Organisatlons- und Führungsleistung im Hinblick auf die
Ressourcenbereiche "Daten", "Anwendungen" und "Personal" trägt erheblich zum Einsatzerfolg von
Informations- und Kommunikationstechnologie bei.
Eine solche ganzheitliche Sicht der Informationsverarbeitung stellt Abb. 6 vor. Die Ressourcenbereiche:
-Technologie (Hardwarekonfiguration, Kommunikationssystem, Basissoftware),
- Datenressourcen und
- Anwendungen
sind in Schichten (Ebenen) organisiert und von der
- personellen Ressource (Benutzer- und Betreiberorganisation)
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umgrenzt. Das Unternehmen befindet sich mit seiner Informationsverarbeitung In einem relevanten
Umfeld (15) mit Märkten, Staat und Verbänden, technologischer Entwicklung, Ökologie etc..
Gegenstand des Informationsmanagment sind einerseits die Ressourcenbereiche der
Informationsverarbeitung im Unternehmen. Planung, Organisation und Führung der in sich verzahnten
Ressourcen-Life-Cycle "Daten", "Anwendungen", 'Technologie" und "personelle Ressource" stehen Im
Vordergrund. Andererseits erstreckt sich das Informationsmanagement aber auch auf das relevante
Umfeld des Unternehmens aus Sicht der Informationsverarbeitung (IV). Das Informationsmanagement
hat neben den internen auch die externen Informationsquellen in die IV-Strategie und in den operativen
IV-Betrieb einzubeziehen. Die zu erbringende Informationsleistung (relevante Information) hat sich
neben den betrieblichen auch an den geschäftlichen, nach außen, auf die Märkte (Einkaufsmarkt,
Absatzmarkt, Arbeitsmarkt) gerichteten Handlungs- und Entscheidungsprozessen zu orientleren.
Dieser Ansatz des ganzheitlichen, ressourcenorientierten und in die Unternehmensstrategie
eingebundenen Management der Informationsverarbeitung führt zu einer Überforderung der traditionell
gewachsenen EDV-Abteilungen. Sie sind mit ihrer Aufgabenstellung nicht in das
Unternehmensmanagement und oft nur unzureichend in die Problemsituation in den Fachabteilungen
einbezogen. Dadurch ist die Gefahr groß, daß nicht der aktuelle Informationsbedarf, sondern allein die
Verfügbarkeit und die Möglichkeiten neuer Technologien die Entwicklung der IV bestimmen. Dagegen
wird das Informationsmanagement Technologieeinsatzentscheidungen eher auf der Basis ökonomi-



























Abb. 6: Gegenstand des Informationsmanagement
499
3.2 Aufgabenspektrum und Werkzeug des Informationsmanagement
Die bisherigen Feststellungen und die geführte Diskussion führen zu einem konzeptionellen Rahmen für
das Informationsmanagement, wie ihn Abb. 9 darstellt. Diese Gesamtkonzeption kann durch die
Unterscheidung von drei Aufgabenfeldern des Informationsmanagement näher definiert werden.
Aufaabenfeld 1: Management der Informationsverarbeitung.
Hierzu zählen Aufgaben des lnformationsmanagement(vgl. auch 13), die an den Phasen der Ressour-





- Organisationsmanagement (der Benutzer und Betreiber eines Informationssystems)
Besonders zu berücksichtigen sind die Wechselwirkungen zwischen den einzelnen
Ressourcenbereichen, die durch das Informationsmanagement positiv (synergetisch) zu gestalten sind.
So entscheidet Technoloaiemanaaement einerseits über die geeigneten Mittel für die verfolgten Zwecke
im Unternehmen. Andererseits richtet es sich mit seinen Maßnahmen aber auch an die
Technologiebenutzer, um den fachmännischen und effizienten Technologieeinsatz sicherzustellen.
Hinsichtlich des technologischen Fortschritts gilt es für das Technologiemanagement, die
Leistungsgrenzen einer eingeführten Technologie frühzeitig zu erkennen und den Wechsel zu neuer,
leistungsstärkerer Technologie im Untenehmen vorzubereiten.
Das Datenmanaaement verfolgt gemäß den Aufgaben im Data-Life-Cycle (Abb. 5) das Ziel, Daten als
Ressourcen des ganzen Unternehmens zu behandeln und sie nicht als Objekte einzelner
Anwendungen, Personen oder Abteilung zu sehen. Wichtige Faktoren für das Datenmanagement sind
die unternehmensweit einheitliche Bedeutung oder Semantik der Daten (Datenmodellierung), ihre
effiziente Organisation und Verwaltung innerhalb der informationsverarbeitenden Systeme sowie die
rechtzeitige Verfügbarkeit der Daten in der Qualtiät und Zusammensetzung, in der sie die Anwender
bzw. deren Anwendungen gerade benötigen.
Anwendunqsmanaaement ist im Rahmen des Informationsmanagement ein Aufgabenkomplex, der die
Life-Cycle-bedingten Phasen der Anwendungssysteme: Analyse des Anwendungsbereichs, Auswahl
von Standardsoftware oder Eigenentwicklung, Einführung, Nutzung und Betrieb, Wartung und Ablösung
der Systeme effektiv und wirtschaftlich gestaltet. Hier ist vor allem die Phase "Ablösung" älterer
Software-Bausteine durch neuere Systeme ein Gebiet, das aus Sicht des Management größere
Probleme aufwirft. Oft wird, in der Absicht ein älteres System abzulösen, ein neues Software-Paket
entwickelt, mit dem Erfolg, daß später beide Systeme für ähnliche Aufgabenstellungen im Einsatz sind.
Das Management der Benutzer- und Betreiberorganisation (Oraanisationsmanaaement) behandelt
Themen der Aufbau- und Ablauforganisation in Unternehmen und in diesem Zusammenhang Fragen,
die die Mitarbeiter und ihre Fähigkeiten, die zu erledigenden Aufgaben und ihre Organisation und die
zum Einsatz kommenden Verfahren (Arbeitstechniken, Methoden) betreffen. Zu diesem Arbeitsfeld
gehören auch soziale Faktoren (z.B. Wertewandel), der Umgang und Einsatz von Technologie, Aspekte
















































Aufaabenfeld 2: Management der Ressource "Information"
Die Aufgaben des Informationsmanagement werden hier aus Sicht der Ergebnisse der
Informationsverarbeitung - aus Sicht der bereitzustellenden Informationen und der zu leistenden
informationeilen Basisarbeit - weiter bestimmt und beleuchtet. Es lassen sich die Schwerpunktthemen
- strategische Informationsplanung (SIP),
- Aufbau adäquater Anwendungssysteme und
- Informations-Ressourcen-Controlling (IRC)
näher unterscheiden.
Unter der Bezeichnung "strategische Informationsplanuna" sind, ausgerichtet an der primären
Zwecksetzung des Unternehmens, Anwendungssysteme mittel- und langfristig zu planen, die den
Handlungs- und Entscheidungsträgern in den Anwendungsbereichen relevante Informationen für deren
Zielerreichung liefern. Die Informationsplanung hat die Schaffung eines, die gesamten
Funktionsbereiche (Beschaffung, Produktion, ... Absatz) und alle Unternehmensebenen (operative,
dispositive, strategische Ebene) unterstützenden Systems von Anwendungen zum Ziel. Dabei ist nicht
nur der interne, sondern auch der externe Unternehmensbereich Planungsgegenstand für adäquate
Anwendungen.
An die Planung von Informationssystemen schließt sich die Realisierung (Aufbau) adäquater
Anwendungssvsteme an. Die Management-Aufgabe liegt hier einerseits in der angemessenen
Organisation des "Appliction-Life-Cycle" (Aufgabenfeld 1). Andererseits ist es jedoch auch Aufgabe des
Informationsmanagement, die Koordination der verschiedenen Anwendungssysteme zu einem
umfassenden, unternehmensweiten Informationssystem sicherzustellen. Die entscheidende
Management-Leistung liegt hier in der Steuerung und Organisation einer schrittweisen, abgestimmten
Durchdringung sämtlicher Unternehmensebenen mit Informations- und Kommunikationstechnologie
und mit geeigneten, integrierten Anwendungen.
Ein weiterer Aufgabenkomplex für das Informationsmanagement - aus der Sicht der (Output-)Ressource
"Information" und der zu ihrer Erzeugung aufgewandten Einsatzressourcen "Daten", "Anwendungen",
Technologie" und "personelle Ressource" - ist ein funktionierendes Abrechnungswesen der
Informationsverarbeitung. Informations-Ressourcen-Controlling (16),(17) hat zum Ziel, wertmäßige
Planungs- und Steuerungsinstrumente der Informationsverarbeitung (Wirtschaftlichkeitsanalysen,
Planungsrechnungen, Verrechnungs- und Lenkpreise etc.) auf der Basis der Abrechnungsfähigkeit des
Wirtschaftsguts "Information" einzuführen. Für diesen Zweck ist als erster Schritt eine Kosten- und
Leistungsrechnung der Informationsverarbeitung zu entwickeln.
Aufaabenfeld 3: Information-Resources-Dictionary-System
Diesem dritten, abschließenden Arbeitsfeld des Informationsmanagement aus Abb. 7 liegt die
Feststellung zugrunde, daß für die Verwaltung und für das Management der Informationsverarbeitung in
Organisationen seinerseits ein Informationssystem über die organisationeile Informationsverarbeitung
aufzubauen ist. In diesem Informationssystem werden die "Benutzerinformationssysteme" hinsichtlich
der verschiedenen Ressourcenbereiche (Daten, Anwendungen, Technologie, Benutzer und
Betreiberorganisation), in ihrer Struktur (z.B. Modul eines Programms) und mit den wichtigsten Quer-
/Verbrauchsbeziehungen (z.B. Datei auf Speichereinheit) systematisch dargestellt und verwaltet.
Ein solches System wird Dictionary, Repository oder Metainformationssystem genannt. Sein Aufbau
und seine schrittweise Einführung in das Unternehmen sind mit erheblichem finanziellen, personeilen
und zeitlichen Aufwand verbunden. In (31) wird ein Referenzmodell für den stufenweisen Aufbau eines
Dictionary/Repository-Systems in Organisationen vorgestellt. Die Bezeichnung "Information-Resources-
Dictionary-System" (IRDS) stammt von ISO, die 1987 einen Standard-Entwurf für die Architektur solcher
Systeme vorsah.
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Ein IRDS ist global gesehen ein Instrument zur Unterstützung und Umsetzung einer, den gesamten Llfe-
Cycle von Informationssystemen umfassenden Management-Strategie. Für das Management der
Informationsverarbeitung (Aufgabenfeld 1) stellt es die Ressourcenbereiche der
Informationsverarbeitung in ihrem strukturellen Aufbau und mit den wichtigsten Verbrauchsbeziehungen
in Form einer Datenbank-Lösung dar. Das IRDS fungiert hier als eine Art "Buchungssystem", das den
Informationsverarbeitungsbetrieb auf Ebene der zum Einsatz kommenden Ressourcen abbildet und
verwaltet. Für das Management der Ressource "Information" (Aufgabenfeld 2) bietet sich das IRDS als
Planungs-, Steuerungs- und Abrechnungsinstrument der Informationsverarbeitung an. Es dokumentiert
in Form des Datenmodells die genutzen Unternehmensdatenressourcen und deckt etwaige
Nutzungslücken auf. Es gibt Auskunft, wer, mit welchen Anwendungskomponenten, auf welchen DV-
Systemen, welche Informationen nutzt und schafft dadurch die Möglichkeit der nutzerbezogenen
Abrechnung von IV-Diensten.
Die vorgeschlagene Gesamtkonzeption für ein Informationsmanagement in Organisationen (Abb. 7)
bildet eine Perspektive für Unternehmen, die sich schrittweise (vgl. Abb. 1) in diese Richtung entwickeln.
Andererseits steckt die Konzeption den Rahmen für eine Teildisziplin "Informationsmanagement" ab, die
in der Schnittstelle zwischen Betriebswirtschaftslehre und Informatik angesiedelt ist. Mit diesem Ziel ist
sie als Forschungs- und Lehrgebiet an einigen Hochschulen eingeführt.
4. Organisationeller Aufstieg der Informationsverarbeitung
Es wird heute gefordert, die Zuständigkeit für die Informationsverarbeitung in Organisationen auf
oberster Führungsebene zu verankern (23). Informationssysteme tragen zum Unternehmenserfolg auf
den Märkten erheblich bei (26) und helfen die Geschäfts- und Betriebssprozesse einer Organisation
effektiver zu gestalten. Zur Erreichung dieser Ziele gilt es Informations- und Kommunikationssysteme
nicht nur technologisch, sondern auch inhaltlich (relevante Information) unter Anwendung
betriebswirtschaftlicher Methoden und Maßstäbe, als Teil der allgemeinen Unternehmensstrategie, zu
organisieren und zu führen.
Der organisationeile Aufstieg der Informationsverarbeitung, wie er heute gefordert wird, läßt sich am
datenorientierten Ansatz (Abb. 1) und seiner stellenbezogenen Entwicklung plausibel darstellen. Dazu
wurden in Abb. 8 als erster Einordnungsbereich die Hierarchiestufen oder Unternehmensebenen einer
Organisation aufgetragen. Die zweite Einordnungsrichtung bilden die Ebenen eines
Informationssystems. Die Ebene der Benutzer-und Betreiberorganisation (Abb. 6) wurde hierbei aus-
geklammert.
Gegenstand der Datenbankadministration ist das Datenbankmanagementsystem (DBMS). Sein
effizienter Einsatz und sicherer Betrieb stehen als Aufgaben im Vordergrund. Beurteilungskriterien für
die Datenbankadministration sind z.B. die hohe Verfügbarkeit des DBMS und ein gutes
Antwortzeitverhalten der Datenbank-Anwendungen. Organisatorisch ist die Datenbankadministration
systemnah (Technologie) eingeordnet und ihre "Führungsaufgaben" richten sich primär auf die
Erarbeitung von Ergebnissen (sicherer Datenbankbetrieb) zur effizienten Zielerreichung (Entlastung der
Anwendungen von der Datenverwaltung). Die Datenbankadministration ist im Rahmen fest vorge-




























Abb. 8: Organisationelle Einordnung der Entwicklungsstufen
Die Datenadministration ergänzt die Zuständigkeiten der Datenbankadministration um Aufgaben, die die
Datenressourcen selbst, ihre unternehmensweit einheitliche Organisation und standardisierten Inhalte
(Unternehmensdatenmodell) betreffen. Qualitätsmaße für die Arbeit der Datenadministration sind
unternehmensweit einheitlich definierte Daten, die Existenz und Verwendung von Datenstandards, ein
hoher Grad an logischer Datenunabhängigkeit (Datenneutralität) der Programme (Anwendungen) von
Veränderungen in der konzeptionellen Organisation der Daten. Die "Führungsaufgaben" der
Datenadministration bewegen sich ebenso wie die der Datenbankadministration im Rahmen fest
vorgegebener Detailziele (keine eigene Projektwahl) und der zur Verfügung stehenden Ressourcen
(operatives Management). Zu steuern und zu kontrollieren sind primär die Qualität der Ergebnisse, der
Arbeits-, Methoden- und Werkzeugeinsatz und die Einhaltung der Termine.
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Datenmangqement faßt die Aufgaben der Datenadministration und Datenbankadministration zu einer
Organisationseinheit höherer Hierarchiestufe zusammen. Einerseits auf Basis der technischen
Verfügbarkeit (Datenbankadministration) und andererseits auf Basis der inhaltlichen Verwendbarkeit
(Datenadministration) der Datenressourcen liegt es im Verantwortungsbereich des Datenmanagement,
die richtigen Daten, zur richtigen Zeit, in der geforderten Qualität und Detailliertheit, kosteneffizient den
Anwendungen verfügbar zu machen. Hinsichtlich der Ressourceneinteilung (Disposition) zur Erreichung
dieser Ziele hat das Datenmanagement Entscheidungs- und Wahlmöglichkeiten (dispositives
Mangement). Es werden Ressourceneinsatzentscheidungen getroffen, für den Einsatz neuer
Datenbankmanagementsysteme und die Ablösung älterer Datenverwaltungssoftware, für den Kauf von
Extraktions- und Migrationstools, für den Einsatz des Datenmodellierungspersonal in Software-
Entwicklungsprojekten etc. Eine weitere Aufgabe des Datenmanagement ist es, sich mit den anderen
Managementbereichen der dispositiven Ebene innerhalb der Informationsverarbeitungsorganisation
(Anwendungsmanagement, Technologiemanagement, Organisationsmanagement), aber auch mit den
Anwendungsbereichen (Vertrieb, Produktion, Einkauf etc.) über die Reihenfolge der in Angriff zu
nehmenden Projekte und eine entsprechende Ressourceneinteilung zu verständigen und abzustimmen.
In Konfliktsituationen ist die nächst höhere Weisungsinstanz einzuschalten.
Die gemeinsame Zielvorgabe, die optimale Versorgung der Anwendungsbereiche mit adäquater
Informations- und Kommunikationstechnologie und effektiven lnformations(dlenst)leistungen, ist vom
I nformationsmanaqement (strategische Ebene) zu gestalten. Die zentrale Aufgabe des
Informationsmanagement liegt in der Erarbeitung der Informationssystem-Ziele und In einer
Informationssystem-Politik zur Erreichung dieser Ziele. Dazu hat man sich mit den anderen
Direktionsbereichen abzustimmen und die geplanten Zielvorgaben als Teil der allgemeinen
Unternehmensstrategie zu entwickeln. Mit welchen Herstellern, unter Einhaltung welcher Industriestan-
dards, gilt es die Büroautomation fortzuentwickeln? Können auf den Gebieten der strategischen
Entscheidungsfindung und der dispositiven Aufgaben im Unternehmen, entscheidungsunterstützende
Software-Systeme bereits wirtschaftlich eingesetzt werden? Gibt es externe Informationsquellen, die
systematisch in die unternehmensinterne Informationslogistik zu integrieren sind? Welche
Anwendungsfelder (z.B. elektronischer Geschäftsverkehr) sind im Hinblick auf einen
Technologiewechsel neu zu untersuchen? etc. sind Themen, die von strategischer Untemehmensebene
aus als Behandlungsgegenstand der Informationsverarbeitung in Angriff zu nehmen sind. Daneben sind
Wirtschaftlichkeitsuntersuchungen, Veränderungen in der Benutzer- und Betreiberorganisation,
Herstellerwechsel, die Vergabe von Informationsverarbeitungsaufgaben an externe Stellen (z.B. Service-
Rechenzentren) und vieles mehr Maßnahmen, die von strategischer Ebene aus veranlaßt und
durchgesetzt werden.
Das vorgestellte Organisationsmodell (Abb. 8) der Informationsverarbeitung in Organisationen geht von
einer Unternehmenssituation aus, in der das Informationsmanagement auf oberster Führungsebene
eingeführt ist. Das Datenmanagement auf der zweiten Führungsebene ist neben anderen
Aufgabenkomplexen der Infortmationsverarbeitung auf dieser Ebene (Anwendungsmanagement,
Technologiemanagement, Organisationsmanagement) integraler Bestandteil des Informations-
management. Ebenso bilden die Aufgabenbereiche Datenadministration und Datenbankadministration
organisationeile Teileinheiten des Datenmanagement, die der operativen Unternehmensebene
zugeordnet sind.
In Unternehmen, die über kein voll entwickeltes Informationsmanagement verfügen, können die
Datenadministration oder die Datenbankadministration weitergesteckte Aufgabenfelder bearbeiten und
organisatorisch höher angesiedelt sein als hier angenommen. Weiterhin ist zu berücksichtigen, daß die




Kaum ein Unternehmen kann bis dato die Basis für den Aufbau und Betrieb integrierter
Informationssysteme - eine unternehmensweit konsolidierte Datenarchitektur - vorweisen. Viele
Organisationen befinden sich noch auf der Stufe "isolierter Teilanwendungen" und das, obwohl die
Datenbanktechnologie seit ca. 20 Jahren für den kommerziellen Einsatz zur Verfügung steht. Das
Mißverständnis liegt in den mit dem Einsatz dieser Technologie wahrzunehmenden Aufgaben und
einschneidenden organisatorischen Veränderungen, die nicht oder nur unzureichend wahrgenommen
werden.
Den entscheidenden Beitrag zur Integration der Anwendungssysteme über die Daten leistet die
Funktion (Aufgabe) "Datenmodellierung". Darüber hinaus bildet sie den Einstieg in eine
ressourcenorientierte Sicht der Informationsverarbeitung in Organisationen.
Das Informationsmanagement beruht auf einem Informationssystem-Begriff, der sämtliche
Ressourcenbereiche der Informationsverarbeitung in ihrer Wechselwirkung (Synergieeffekte) darstellt
und behandelt, die Systemumgebung (offenes System) in die Betrachtung einbezieht und diesen
Gesamtkomplex ganzheitlich, unter Ausrichtung am primären Unternehmenszweck, zur Management-
Aufgabe erklärt.
Zur Unterstützung der Management-Aufgaben ist ein Informationssytem über die Organisationelle
Informationsverarbeitung, ein Information-Resources-Dictionary-System (IRDS) einzuführen, das den
Bestand, die Strukturen und die Verwendungsbeziehungen zwischen den Ressourcenbereichen der
"Benutzerinformationssysteme" systematisch darstellt und verwaltet.
Als zwei wesentliche Aufgabenkomplexe des Informationsmanagement müssen die Planung und
effiziente Nutzung von Informationsressourcen (Informationspragmatik) sowie die Aspekte "Kosten- und
Leistungsrechnung der Informationsverarbeitung" und "Wirtschaftlichkeitsüberlegungen" (Informations-
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Referat
Die Grundlage für ein umfassendes FuE-Informationssystem wird von einer einheitlichen Informa-
tionsstruktur gebildet, die auf einfache Weise in eine relationale oder objektorientierte Datenbank
überführt werden kann. Drei Gruppen von Quellen speisen das Informationssystem: Quellen aus
dem FuE-Bereich, Quellen aus anderen betrieblichen Funktionsbereichen sowie unternehmens-
externe Quellen. Die Informationen aus dem FuE-Bereich bilden dabei den Kern eines umfassen-
den FuE-Informationssystems. Sie werden in die vier Bereiche Aufgabenhierarchie, Ergebnisver-
wendung, Personal- und Organisationsstruktur sowie Technologieeinsatz gegliedert.
Abstract
The basis for a comprehensive R&D information System is a uniform Information structure which
can be transformed in a simple way into a relational or objectoriented databasa Three, groups, of
sources offer information for a R&D information System: sources of the R&D departmerrt^of mher
functional areas of the Company, and extern sources outside the Company. The .nformatrans out
oTtteR&Ddepartmemfoun^^^
be grauped in four areas: hierarchy of assignment, application of results, organ.sat.onal and
personal structure, and use of technology.
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1 Betriebliche Forschung und Entwicklung: Weites Einsatzgebiet für Infor-
mationssysteme
Informationssysteme können sowohl für ein Unternehmen als Ganzes als auch für seine betrieblichen
Funktionsbereiche wie Beschaffung, Produktion, Absatz, Rechnungswesen etc. [1] geschaffen
werden. Innerhalb der betrieblichen Funktionsbereiche bietet vor allem die Forschung und Ent-
wicklung (FuE) ein weites Einsatzgebiet für den Einsatz von leistungsfähigen und umfassenden
Informationssystemen. Die FuE besitzt strategische Bedeutung für die langfristig erfolgreiche
Unternehmensentwicklung, denn in der FuE werden die technologischen Grundlagen für zukünf-
tige Produkte und Verfahren geschaffen. Neben dieser strategischen Bedeutung eignet sich die
FuE aus drei weiteren Gründen für den Einsatz von umfassenden Informationssystemen:
• Die FuE zielt generell auf neues Wissen und neue Kenntnisse, also auf neue Informationen ab
[2.S.16].
• Dazu benötigt sie stets aktuelle Informationen über den technologischen Stand, die Verhältnis-
se am Absatzmarkt sowie über den Stand und die Leistungsparameter eigener Anstrengun-
gen.
• In FuE werden zu einem hohen Anteil gut ausgebildete Mitarbeiter mit Hochschulabschluß
eingesetzt [3, S.33-36], die qualifiziert sind, leistungsfähige Informationssysteme zu nutzen.
Im folgenden wird über drei Aspekte von umfassenden FuE-Informationssystemen berichtet:
• Die Architektur von FuE-Informationssystemen basiert auf Datenbanken (Kapitel 2). Vielfältige
Auswertungen werden auf der Basis einer einheitlichen Informationsgrundlage möglich.
• FuE-Informationssysteme werden aus drei Gruppen von Informationsquellen gespeist: Quel-
len aus dem FuE-Bereich, Quellen aus anderen betrieblichen Funktionsbereichen und unter-
nehmensexternen Quellen (Kapitel 3).
• Die FuE-intemen Informationen bilden den Kern eines FuE-Informationssystems. Sie werden
vertiefend behandelt und in vier Bereiche eingeteilt: die Aufgabenhierarchie, die Ergebnisver-
wendung, die Personal- und Organisationsstruktur sowie der Technologieeinsatz (Kapitel 4).
2 Architektur von FuE-Informationssystemen
In der betriebswirtschaftlichen Praxis werden FuE-Informationssysteme eingesetzt, allerdings
nicht überall und normalerweise nur als Spezialsvsteme für eine bestimmte Anwendung wie z.B.
die Netzplantechnik. Das ergab eine empirische Untersuchung in 34 Unternehmen der bundes-
deutschen elektrotechnischen Industrie. Die Teilnehmer an der Expertenbefragung wiesen auf
mehrfache Informationseingaben in verschiedene Systeme, mühsame Abstimmarbeiten und
hohen manuellen Aufwand bei vielen Auswertungen hin. Für den Zweck der Informationsversor-
gung des FuE-Managements scheinen daher neu zu konzipierende, umfassende FuE-Informa-
tionssvsteme besser geeignet als die bestehenden Systeme.
Im Zentrum von umfassenden FuE-Informationssystemen stehen Datenbanken, wegen ihrer
großen Flexibilität vor allem relationale und obiektorientierte [4, S.23-34] [5]. Der Einsatz von
Datenbanken beruht im wesentlichen auf der Anwendungsunabhängigkeit der Informationen: In
einer Datenbank werden de Informationen eines Unternehmens oder betrieblichen Funktionsbereichs
unabhängig von bestimmten Anwendungen (Programmen) gespeichert. Gleichwohl können
sämtliche Anwendungen auf den kompletten Bestand an Informationen zurückgreifen. Durch die
Anwendungsunabhängigkeit der Informationen entfallen zudem Mehrfacherfassungen und -spei-
cherungen derselben Information innerhalb verschiedener Anwendungen.
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Umfassende FuE-Informationssysteme ermöglichen vielfältige Auswertungen (Bild 1):
• Online-Abfragen geben dem Benutzer direkt am Terminal schnelle Auskunft über die in der
Datenbank gespeicherten Informationen. Beispielsweise könnte die FuE-Leitung wissen wol-
len, ob zu einer bestimmten Technologie Erfahrungen vorliegen, welche FuE-Mitarbeiter in
einigen Monaten noch verfügbar sein werden oder welcher Terminverzug sich bei einem
bestimmten FuE-Projekt ergeben hat.
• in Berichten und Graphiken sind die Informationen bereits aufbereitet. Hierunter zählen
Projektstrukturpläne ebenso wie Auswertungen der Netzplantechnik, etwa Gantt-Diagramme,
Netzpläne oder Auslastungsübersichten [6]. In FuE-Programm-Portfolios werden Zusammen-
hänge zwischen den FuE-Projekten transparent [7], und Technologie-Portfolios geben Auf-
schluß über die technologische Situation [8, S.77].
• Anwenderprogramme greifen auf die Informationen der Datenbank zurück und verarbeiten sie
weiter. So benötigt z.B. ein Anwenderprogramm zur Auswahl von FuE-Projekten die Kapital-
werte aller FuE-Projekte, deren Ressourcenbeanspruchung und die Verfügbarkeit der Res-
sourcen [9, S.228-229],
Um einen geordneten Zugriff auf die gespeicherten Informationen gewährleisten zu können,
bedarf es innerhalb der Datenbank einer einheitlichen Informationsstruktur. Als Strukturierungs-
mittel für eine solche Informationsstruktur eignet sich der Obiekttvpenansatz (analog zum Entity-
Relationship-Ansatz) in besonderem Maße [10, S. 1038-1041] [11], im folgenden in der Termino-
logie von [12] verwendet. Im Objekttypenansatz werden gleichartige Elemente oder gleichartige
Beziehungen zwischen Elementen zu Mengen zusammengefaßt, den Obiekttypen. Je nachdem,
ob gleichartige Elemente oder gleichartige Beziehungen zusammengefaßt werden, spricht man
von elementaren oder komplexen Objekttypen. Diesen Objekttypen werden sodann Eigenschaf-
ten der Elemente oder Beziehungen als Attribute zugeordnet, darunter jeweils eine Nummer als
identifizierendes Attribut. Das Ergebnis kann graphisch im Obiekttypenzusammenhanosoraphen
dargestellt werden, wobei die elementaren Objekttypen als Kreise und die komplexen als Ellipsen







Bild 1 : Auswertungen von umfassenden FuE-Informationssystemen
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3 Drei Informationsquellen für FuE-Informationen
In einer Informationsstruktur für ein umfassendes FuE-Informationssystem sollten möglichst alle
Informationen erfaßt werden, die für das FuE-Manaaement von Interesse sind. Bei der Vielzahl
dieser Informationen bietet sich eine Unterqliederunq an. Ein hilfreiches Kriterium hierfür bilden die
drei Gruppen von Informationsquellen, aus denen das FuE-Management seine Informationen
bezieht (Bild 2):
• Informationsquellen aus dem FuE-Bereich.
• Informationsquellen aus anderen betrieblichen Funktionsbereichen des Unternehmens,
• ferner die zahlreichen unternehmensexternen Informationsquellen.
Vielfältige Informationen sind im FuE-Bereich selbst vorhanden. Die Informationsquellen umfas-
sen die verschiedenen FuE-Mitarbeiter, Projektleiter, Bereichsleiter, aber auch Karteien, interne
schriftliche Berichte etc. Die FuE-internen Informationen, die sie liefern, beziehen sich auf einzel-
ne Vorgänge, FuE-Projekte, FuE-Bereiche, FuE-Mitarbeiter, interne Technologien, Know-How, Or-
ganisation etc. (vgl. Kapitel 4).
Die FuE steht in innigem Verbund mit anderen betrieblichen Funktionsbereichen, insbesondere
mit der Beschaffung, der Produktion und dem Absatz als den Hauptabnehmern von FuE-
Leistungen, ferner mit dem Rechnungswesen und dem Personalwesen. Mitarbeiter aus diesen
Funktionsbereichen stellen dem FuE-Management jeweils bereichsspezifische Irrformationen zur
Verfügung. Im Absatz verfügt man unter anderem über Marktprognosen und Wettbewerberdaten,
die zur Bewertung von FuE-Projekten hilfreich sind. Mitarbeiter der Produktion besitzen normaler-
weise umfangreiches fertigungsorientiertes Technologiewissen. In der Beschaffung ist man über
Fremdbezugsmöglichkeiten informiert. Mitarbeiter des Rechnungswesens kennen die Kosten, die
in den FuE-Kostenstellen angefallen sind. Mitarbeiter des Personalwesens bieten schließlich





Bild 2: Informationsquellen, zu drei Gruppen zusammengefaßt
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A u c h
 außerhalb des Unternehmens werden zahlreiche Informationen angeboten, etwa von
Patentämtern, Bibliotheken, Universitäten, fremden Unternehmen, fremden Forschungseinrich-
tungen, dem Bundesministerium für Forschung und Technologie etc. Die von ihnen gelieferten
Informationen umfassen
Bücher, Nachschlagewerke und Lexika,
Zeitschriftenaufsätze,
Patentschriften,
Technische Regelwerke (Normen) und Vorschriften,
Prospekte,
wissenschaftliche Arbeiten, Forschungsberichte, Reports,
Prognosen, Berichte über Tagungen, Kongresse und Vorträge,
Lizenz- und Messeliteratur sowie
Referatsdienste [13, S.6].
Die Informationen aus den drei Informationsquellen bilden eine logische Reihenfolge bei der
Konzeption eines FuE-informationssystems: Aus der Sicht der FuE bilden die FuE-internen
Informationen den Kern, gefolgt von den Informationen aus anderen betrieblichen Funktionsbe-
reichen an zweiter Stelle und den unternehmensexternen Informationen an dritter Stelle. Die
logische Reihenfolge ist zur Gliederung der Informationen hilfreich; gleichwohl stellt sie keine
Empfehluno dar, ein FuE-Informationssystem in der gleichen Reihenfolge zu implementieren. In
manchen FuE-Informationssystemen wird man zu Beginn nur Informationen aus der FuE intern
sowie aus unternehmensexternen Quellen aufnehmen und die Informationen aus anderen Funk-
tionsbereichen aus deren Informationssystemen abrufen. Die Implementation hängt also in erster
Linie von den Gegebenheiten und Rahmenbedingungen des Unternehmens ab.
4 Informationsstruktur für FuE-Informationssysteme
Im folgenden werden die FuE-internen Informationen als Kern eines umfassenden FuE-Informa-
tionssystems vertiefend betrachtet. Viele FuE-interne Informationen sind für ein umfassendes
FuE-Informationssystem geeignet. Sie ergeben eine umfangreiche Informationsstruktur im Ob-
jekttypenansatz (Bild 3). In ihm sind zum einen die grundlegenden, für das FuE-Management
wichtigen Mengen von Elementen als elementare Obiekttypen abgebildet, beispielsweise Vor-
gang, FuE-Projekt, FuE-Berelch, FuE-Budget etc. Sie werden durch komplexe Obiekttvpen ver-
knüpft, beispielsweise die FuE-Mitarbeiter mit den Stellen durch den komplexen Objekttyp Stel-
lenbesetzung (Objekttypen sind im folgenden fett gesetzt).
Die einzelnen Objekttypen werden in den folgenden Abschnitten näher erläutert. Sie werden
hierzu in vier Bereiche eingeteilt:
• die Aufoabenhierarchie,
• die Eroebnisverwendung.
• die Personal- und Organisationsstruktur und
• den Technologieeinsatz.
In der Aufoabenhierarchie werden die Gesamtaufgaben der FuE auf mehreren Ebenen unterteilt
(Abschnitt 4.1). Die Ergebnisverwendung gibt Aufschluß über die Produkte und Prozesse, in die
die FuE-Ergebnisse eingehen (Abschnitt 4.2). Die Personal- und Organisationsstruktur spiegelt
den personellen und aufbauorganisatorischen Rahmen für die FuE-Tätigkeit wider (Abschnitt











Bild 3: Objekttypenzusammenhangsgraph der FuE-internen Informationen
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4.1 Informationen zur Aufgabenhierarchie
Zur Aufgabenhierarchie gehören die elementaren Objekttypen FuE-Budget, FuE-Berelch FuE-
Projekt, Vorgang, Reihenfolgebeziehung und Projektidee (Bild 4, Tabelle 1). Die Gesamtaufga-
be der FuE in einem Unternehmen spiegelt sich im FuE-Budget wider. Das FuE-Budget wird auf
die verschiedenen FuE-Bereiche aufgeteilt. In jedem FuE-Bereich werden verschiedene FuE-
Projekte bearbeitet. Diese werden in einzelne Vorgange aufgeteilt, zwischen denen jeweils eine
Anordnungsbeziehung besteht. Neben die FuE-Projekte treten die Proiektideen als Bestand an
zukünftigen Aufgaben.
Das FuE-Budget ist der finanzielle Spiegel der FuE-Anstrengungen eines Unternehmens. Die
Höhe und geschätzte Verzinsung pro Jahr
sowie die abgerufenen Mittel sind wichtige
Attribute des Objekttyps FuE-Budget
Das FuE-Budget wird auf die verschiedenen
FuE-Bereiche aufgeteilt. Der Objekttyp FuE-
Bereich enthält neben der Bereichsbezeich-
nung und der zugehörigen FuE-Budget-
Nummer Informationen wie die Aufwendun-
gen des FuE-Bereichs jeweils auf ein Jahr
bezogen, die geschätzte Verzinsung dieser
Aufwendungen, auch die zugeteilte Arbeits-
fläche.
In jedem FuE-Bereich werden verschiedene
FuE-Proiekte bearbeitet. Informationen, die
an dem Objekttyp FuE-ProJekt zugeordnet
werden können, sind die Projektbezeichnung,
die zugehörige FuE-Bereichs-Nummer, fer-
ner vielfältige Termin-, Kosten- und Leistungs-
informationen (vgl. hierzu auch den Entwurf
einer FuE-Projekte-Datenbank bei [14, S.240-
248], in dem zusätzliche Informationen wie
Personaleinsatz oder Rechnemutzungszeiten
dem Objekttyp FuE-ProJekt zugeordnet wer-
den).
Die FuE-Projekte werden in einzelne Vorgän-
ge aufgeteilt. Dem Objekttyp Vorgang sind
ähnliche Attribute zugeordnet wie den voran-
gegangenen Objekttypen: die Vorgangsbe-
zeichnung, die zugehörige FuE-Projekt-Num-
mer, Termin-, Kosten- und Leistungsinforma-
tionen.
Die zu einem FuE-Projekt gehörenden Vor-
gänge können in der Regel nicht alle gleich-
zeitig und unabhängig voneinander bearbei-
tet werden, sondern es bestehen vielerlei Ab-
hängigkeiten zwischen ihnen. Das spiegelt
der komplexe Objekttyp Anordnungsbezie-
hung wider, in dem zwischen jeweils zwei
Vorgängen die Reihenfolge festgelegt wird.
Erst wenn der eine Vorgang, der Vorgänger,




Bild 4: Objekttypenzusammenhangsgraph zur













































Tabelle 1 : Attributsliste der Objekttypen zur Aufgabenhierarchie
tezeit vergangen ist, kann der andere Vorgang, der Nachfolger, begonnen werden.
Auf gleicher Ebene wie die FuE-Projekte stehen die Projektideen. Sie sind der Bestand noch nicht
realisierter zukünftiger Aufgaben der FuE. Neben der Bezeichnung und der zugehörigen FuE-
Bereichs-Nummer umfaßt der Objekttyp Projektidee noch weitere Informationen: die möglichen
Realisierungskosten und -termine, die Marktattraktivität, die Technologieattraktivität.
4.2 Informationen zur Ergebnisverwendung
Der zweite Bereich der FuE-internen Informationen umfaßt Produkte und Prozesse als das
Ergebnis der FuE-Tätigkeit, insbesondere als das der FuE-Proiekte. Zur Ergebnisverwendung
gehören daher die elementaren Objekttypen Produkt und Prozeß, femer die komplexen Objekttypen
Produktverfolgung und Prozeßverfolgung, die an den bereits bestehenden Objekttyp FuE-
Projekt anknüpfen (Bild 5, Tabelle 2). So werden mit den Ergebnissen vieler FuE-Projekte
entweder neue Produkte und Prozesse geschaffen oder bestehende weiterentwickelt. Über diese
Produkte und Prozesse liegen in FuE weitreichende Informationen vor, ebenso über ihre Bezie-
hung zu den FuE-Proiekten.
Das Ergebnis vieler industrieller FuE-Projekte ist neues Wissen, das in ein neues Produkt oder
einen neuen Prozeß umgesetzt werden kann oder mit dem bestehende Produkte oder Prozesse
verbessert werden können. Die Attribute der elementaren Objekttypen Produkt und Prozeß sind
dabei weitgehend gleich. Ihnen werden Informationen wie die Bezeichnung und die Beschreibung
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Tabelle 2: Attributstabelle der Objekttypen zur Ergebnisverwendung
des Produkts oder Prozesses, charakteristische technische Daten sowie der für das Produkt oder
den Prozeß verantwortliche Untemehmensbereich zugeordnet.
Produkte und Prozesse können in mehreren Ebenen erfaßt werden. Beispielsweise kann zwi-
schen einer Produktgruppe, einem Produkt und einer Baugruppe (vgl. hierzu das ähnliche
Klassifizierungssystem bei [15, S.50]) oder einem Hauptprozeß und seinen Bestandteilen unter-
schieden werden. Beide Objekttypen werden daher um eine übergeordnete Produkt- bzw.
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Prozeß-Nummer ergänzt, mit der diese Hierarchie abgebildet wird.
Über Produkte und Prozesse liegt in FuE eine Vielzahl weiterer Informationen vor: Zeichnungen-
Skizzen. CAD-Daten. Erläuterungen. Da zur Zeit die Integration dieser technischen Daten in ein
FuE-Informationssystem erst in Ansätzen möglich ist [16, S.1 Oj [17, S.82-106], bedarf es zumin-
dest geeigneter Verweise auf diese Informationen.
Zwischen FuE-Projekten und den Produkten oder Prozessen können mehrfache Beziehungen
bestehen. So kann das Ergebnis eines FuE-Projekts in mehrere Produkte oder in mehrere Prozes-
se eingehen, umgekehrt können ein Produkt oder ein Prozeß von den Ergebnissen mehrerer FuE-
Projekte abhängen. Aus diesem Grund werden mit den komplexen Objekttypen Produktverfol-
gung und Prozeßverfolgung ohne weitere Attribute die Beziehungen modelliert.
4.3 Informationen zur Personal- und Organisationsstruktur
Der dritte Bereich einer FuE-Informationsstruktur umfaßt die personellen und organisatorischen
Informationen in FuE. Zu ihm gehören die elementaren Objekttypen Stelle und FuE-MKarbeHer,
ferner die komplexen Objekttypen Projektteam und Stellenbesetzung, die an die bereits beste-
henden Objekttypen FuE-Bereich und FuE-Projekt anknüpfen (Bild 6, Tabelle 3).
Bild 6: Objekttypenzusammenhangsgraph der Personal- und Organisationsstruktur als Unter-
































Tabelle 3: Attributsliste der Objekttypen zur Personal- und Organisationsstruktur
Unter einer Stelle werden verschiedene Aufgaben zusammengefaßt. In FuE werden oftmals
Stellen ganz oder teilweise bestimmten FuE-Projekten zugeordnet, indem ein Pro|ektteam gebil-
det wird. Eine Stelle umfaßt immer nur so viele Aufgaben, wie ein einzelner FuE-Mitarbeiter
bewältigen kann. Jedem FuE-Mitarbeiter wird eine Stelle zugewiesen, die Stellenbesetzunq. Die
Modellierung der organisatorischen Aspekte ist im folgenden an ORGIS (Organisations-Informa-
tionssystem) orientiert, dem in [12, S.24-32] vorgestellten Objekttypenansatz zur Modellierung
von Stellen, Instanzenbaum, Stellenbesetzung, Verteilungszusammenhang, Stellvertretung,
Arbeitszusammenhang und Gremien.
Die unter einer Stelle zusammengefaßten Aufgaben können etwa die Mitarbeit an einem FuE-
Projekt, die langfristige Betreuung eines Produkts, die Beobachtung einer Technologie oder die
Mitwirkung in verschiedenen Gremien sein. Als Attribute werden dem Objekttyp Stelle daher
neben der Bezeichnung eine Beschreibung dieser Aufgaben zugeordnet. Um eine Stelle auszu-
füllen müssen ferner gewisse Anforderungen erfüllt werden. Mit der Stelle ist eine bestimmte Ver-
antwortung verbunden, wovon teilweise auch die Eingruppierung in eine Vergütungsgruppe
abhängt. Ferner sind Stellen jeweils einem FuE-Bereich zugeordnet.
Zwischen verschiedenen Stellen bestehen Über- bzw. Unterordnungsbeziehungen, welche in
Ihrer Gesamtheit als Instanzenbaum bezeichnet werden. Für den Instanzenbaum wird der
SblekSyp Stelle um eine übergeordnete Stellen-Nummer erweitert, was für B n t a n g m
durchaus ausreicht. In einem Mehrliniensystem, z.B. einer Matnxorgan.sat,on, m
xer Objekttyp zusätzlich eingefügt werden.
FuE werden Aufgaben oftmals als FuE-Projekte bearbeitet. Mehrere Stellen werden dabei zu
SSmengefaßt. Projekteam ist *^^™™^™^™LinemFS amzusammenge j
Stellen einerseits und den FuE-Projekten andererserts. W 'Ssenswer t i ^s . chg .
Grad eine Stelle einem FuE-Projekt zugeordnet ist und welcher Art die Mrtarbert ist (z.B. als
Projektleiter, Mitarbeiter, Berater).
Eine Stelle entspricht normalerweise dem Aufgabenumfang, den ein einzelner FuE-Mitarbeiter
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leisten kann. Dessen Name, Adresse, Geburtsdatum, höchster Ausbildungsabschluß, Fachrich-
tung, Interessen und Firmenzugehörigkeitsdauer sind Attribute des elementaren Objekttyps FuE-
MttarbeRer.
FuE-Mitarbeiter besetzen bestimmte Stellen. Dies spiegelt sich im komplexen Objekttyp Stellen-
besetzung wider. Dabei gibt es verschiedene Arten der Stellenbesetzung: So kann ein FuE-
Mitarbeiter eine Stelle fest, kommissarisch oder kurzfristig vertretend innehaben.
Die Informationen aus dem Personalbereich unterliegen besonderen juristischen Bedingungen.
Diese sind teils im Arbeitsrecht, teils im Datenschutzrecht niedergelegt [18, S. 167-170, S.210-215,
391-401 und S.979-996] [19]. So können hier Informationen nicht beliebig gesammelt und verar-
beitet werden, sondern es bestehen zum Schutz des einzelnen Arbeitnehmers bestimmte
Grenzen, die zu einem Teil in den Gesetzen festgeschrieben sind, zum anderen Teil der betrieb-
lichen Mitbestimmung unterliegen.
4.4 Informationen zum Technologieeinsatz
Der vierte Bereich der FuE-internen Informationen betrifft den Technologieeinsatz. Zu ihm gehö-
ren die zwei elementaren Objekttypen Wissenschaftliches Gebiet und Technologie sowie die
fünf komplexen Objekttypen Zusammensetzung, Spezialisierung, Technologieverfolgung,
Know-how-Bedarf und Qualifikation, die an die bereits bestehenden Objekttypen FuE-Berelch,
FuE-Projekt, Stelle und FuE-Mitarbeiter anknüpfen (Bild 7, Tabelle 4).
Das gesamte naturwissenschaftliche Wissen kann in wissenschaftliche Gebiete eingeteilt werden.
Eine Aufstellung, welches wissenschaftliche Gebiet in welchem FuE-Bereich vertieft wird, gibt
Aufschluß über die Spezialisierung der FuE-Bereiche. Neben die wissenschaftlichen Gebiete
treten die Technologien. Sie umfassen nicht das gesamte naturwissenschaftliche Wissen, werden
eher fallweise bestimmt und sind meist nur für eine bestimmte Zeitspanne interessant. Technolo-
gien bestehen oftmals aus einer Kombination wissenschaftlicher Gebiete, was der Objekttyp
Zusammensetzung widerspiegelt. Von den Technologien gehen drei weitere Beziehungen aus:
In dem Objekttyp Technologieverfolgung werden die FuE-Projekte ganz oderteilweise bestimm-
ten Technologien zugeordnet. Für jede Stelle besteht ein Know-how-Bedarf über Technologien.
Das Gegenstück hierzu bildet die Qualifikation des FuE-Mitarbeiters, die Auskunft über dessen
Know-how-Angebot gibt.
Das naturwissenschaftliche Wissen kann in wissenschaftliche Gebiete eingeteilt werden, bei-
spielsweise in Physik, Chemie, Elektrotechnik, Maschinenbau etc. Die einzelnen Gebiete können
in mehreren Ebenen weiter unterteilt werden, die Elektrotechnik z.B. in Nachrichtentechnik, Meß-
und Regelungstechnik, Energietechnik, Datentechnik etc. Eine von mehreren möglichen Syste-
matiken hierzu liefert die Internationale Patentklassifikation [20, S.9-10], in der das gesamte
patentierbare Wissen gegliedert ist. Als Attribute des Objekttyps wissenschaftliches Gebiet wird
neben der Bezeichnung daher auch das jeweils übergeordnete Gebiet aufgenommen. Ferner hat
jedes wissenschaftliche Gebiet eine bestimmte Bedeutung für das Unternehmen, was sich in bis-
herigen und zukünftigen Tätigkeiten niederschlägt.
Die Mitarbeiter in den FuE-Bereichen verfügen über SpezialWissen über die einzelnen wissen-
schaftlichen Gebiete. Diese Spezialisierung zeigt sich direkt an der Anzahl an Stellen, die einem
wissenschaftlichen Gebiet gewidmet sind, wobei auch die Tiefe des Wissens zu berücksichtigen
ist.
Durch die wissenschaftlichen Gebiete wird das naturwissenschaftliche Wissen eher deduktiv
eingeteilt. Daneben werden in der FuE Informationen über aktuelle und bedeutsame Technolo-
gien benötigt. In der Literatur werden verschiedene Technologiebegriffe verwendet [21] [22,
S.16]. Hier wird unter Technologie ein Wissensgebiet verstanden, das im Gegensatz zu den








Bild 7: Objekttypenzusammenhangsgraph zum Technologieeinsatz als Untergraph von Bild 3
bestimmten Zeitraum von Interesse ist. So war es in den 40er und 50er Jahren für jedes
Unternehmen der Elektronikindustrie noch unabdingbar, die Technologie der Elektronenröhren
zu beherrschen, heute spielt diese Technologie kaum noch eine Rolle.
Als Attribute werden dem Objekttyp Technologie eine Bezeichnung und eine Beschreibung, eine
Attraktivitätskennnzahl und eine Priorität zugeordnet In der übergeordneten Technologie-Num-
mer wird die Hierarchiebeziehung abgebildet, in der verschiedene Technologien zueinander
stehen können.
Der Anteil, den verschiedene wissenschaftliche Gebiete an einerTechnologie haben, wird mit dem
komplexen Objekttyp Zusammensetzung modelliert. So besteht z.B. die Mikromechanik teilweise










































Tabelle 4: Attributsliste der Objekttypen zum Technologieeinsatz
Vom elementaren Objekttypen Technologie bestehen drei weitere Beziehungen zu bereits vorge-
stellten Objekttypen. Erstens werden in FuE-Projekten bestimmte Technologien verfolgt: Techno-
logieverfolgung erfaßt diese Verbindung mit der Art der Verfolgung (Haupt- oder Nebentätigkeit)
als Attribut. Zweitens werden für die Stellen jeweils bestimmte Kenntnisse von Technologien
vorausgesetzt: Es existiert also ein Know-how-Bedarf, der spezifiziert werden kann. Drittens
verfügen die FuE-Mitarbeiter über solche Kenntnisse, sie haben eine ebenfalls spezifizierbare
Qualifikation.
5 Ausgangsbasis für effektives Informationsmanagement in FuE
Die vorgestellte Informationsstruktur dient als Ausqanqsbasis für ein effektives Informationsmana-
qement in FuE. und zwar mit zwei direkten Einsatzmöglichkeiten:
• Die heutige Informationsversorgung kann mit kritischen Augen betrachtet werden. Ein Ver-
gleich zwischen der vorgestellten Informationsstruktur als Soll-Vorgabe und den bestehenden
Informationssystemen als Ist-Zustand zeigt Schwerpunkte, Lücken und Erweiterungsmöglich-
keiten in der Informationsversorgung auf.
• Neu zu entwickelnde Informationssysteme können auf der vorgestellten Informationsstruktur
aufbauend in einem Gesamtzusammenhanq konzipiert werden. Eine informationswissen-
schaftliche Einbindung externer und interner Informationen kann zu einem geschlossenen
Konzept der Informationsversorgung führen. Insellösungen für Projektplanung, Programmpla-




Die vorliegende Arbeit repräsentiert ein Teilergebnis des Forschungsvorhabens "FuE-Informa-
tionssystem der Unternehmung. Rahmenkonzept für ein EDV-gestütztes FuE-Managment". Der
Verfasser dankt der Volkswagen-Stiftung, die dieses Forschungsvorhaben in ihrem Schwerpunkt-
programm "Management von Forschung und Entwicklung" gefördert hat. Das Gesamtergebnis
wird in Kürze als Monographie veröffentlicht.
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Referat
Die Kreditwirtschaft ist aufgrund der Eigenart ihrer Produkte und
Leistungen in besonderem Maße in Informationsprozesse eingebunden.
Erfolgreiche Bankgeschäfte erfordern einen aufgabenbezogenen und
aktuellen Wissensstand von Geschäftsführung und Mitarbeitern. Da-
rüberhinaus wird die Informationsvermittlung zunehmend zu einem
eigenständigen Teil des Leistungsangebots von Banken. In Abhängig-
keit vom raschen Wandel der Finanz- und Nichtfinanzdienstleistunaen
entwickelt sich das Informationswesen in der Kreditwirtschaft zu einem
bedeutenden Produktivitäts- und Geschäftsfaktor.
Abstract
With regard to the quality of its products and Services banking bu-
siness is highly involved in information proceedings. Staff members
and management require Special and actual knowledge to fulfil their
tasks properly. Moreover, information Services becomes an individual
part of the Services rendered by banks. Dependent on the fast
change of financial and nonfinancial Services of banks information
work expands to a significant element of banking business.
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Neben den klassischen Produktionsfaktoren Arbeit, Kapital und Boden
gewinnt Information als vierter Faktor immer mehr an Bedeutung. Dies
betrifft in besonderem Maße die Kreditwirtschaft, deren Produkte
stark informationsorientiert sind. Die rasch sich wandelnden Finanz-
märkte, neue Geschäftsfelder, aber auch das wechselnde politische
und wirtschaftliche Umfeld verlangen von Kreditinstituten, ihren
Mitarbeitern und ihren Führungsstäben eine ausgeprägte Fähigkeit zur
Flexibilität, zur Anpassung und zur Innovation. Kaum eine Sparte des
Bankgeschäftes gibt es heute, die sich nicht in ständiger Entwicklung
befindet. Dazu werden neue Produkte kreiert, getestet und bei Er-
folgsträchtigkeit angeboten, so daß der Begriff "Kreditwirtschaft"
das Bankgeschäft längst nicht mehr hinreichend charakterisiert.
Neben der Internationalisierung, Diversifizierung, Multiplizierung der
Finanzleistungen selbst ist das zunehmende Engagement von Banken in
Nichtfinanzbereichen bemerkenswert. Als Beispiele seien die Unterneh-
mensberatung, der Immobilienhandel und die nicht finanzgeschäftsge-
bundenen Informationsdienstleistungen zu nennnen.
Banken sind Informationsbetriebe schlechthin: Sie akkumulieren,
verarbeiten und vertreiben Information. Information bedeutet für
Banken also Rohstoff und Produktionsfaktor einerseits und Produkt-
angebot andererseits. Dabei ist die Informationsvermittlung als ei-
genständiger Teil recht neu in der Angebotspalette der Banken.
Schon immer war das Bankgeschäft von Informationsdienstleistungen
geprägt, aber eben nur im Zusammenhang mit herkömmlichen Bankge-
schäften .
Zur Abgrenzung der Thematik sei geklärt, daß es in diesem Beitrag
nicht um Information im allgemeinen und unspezifischen Sinne geht, im
Sinne also der innerbetrieblichen Kommunikationsflüsse, sondern um
die zweckgerichtete Information, die dem Bankmitarbeiter und dem
Management die Basis zur optimalen Bewältigung einzelner Aufgaben-
stellungen gibt und dem Kunden eine bestmögliche Lösung seines
I nformationsproblems.
Ebenso soll hier unter Informationsmanagement nicht die Steuerung
betrieblicher Informationsflüsse gemeint sein - so wie es in der Or-
ganisationslehre verstanden wird - sondern das Management von
Informationsressourcen im Dienste des Unternehmenserfolges.
Der sich rasch vollziehende Wandel am Markt für Finanzdienstlei-
stungen und das damit einhergehende Komplexerwerden des Bankge-
schäfts erhöhen die Anforderung an das Informationswesen in Banken
und tragen so zu seiner Entwicklung bei.
Informationsvermittlung in Banken ist, wie in anderen Wirtschafts-
unternehmen, streng bedarfsorientiert. Sie unterscheidet sich hier in
nicht unbeträchtlichem Maße von derjenigen in öffentlichen und wis-
senschaftlichen Informationseinrichtungen (Bibliotheken, Dokumenta-
tionsstellen). Während letztere bestimmte Felder fachlich möglichst
vollständig abzudecken trachten, sind erstere primär marktorientiert.
Dies geht z.B. hin bis zur Vernachlässigung allgemein anerkannter
Ordnungsverfahren, wenn selbstgestrickte sich als zweckmäßiger
erweisen.
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Bemißt sich der Wert und das Ansehen einer öffentlichen und wissen-
schaftlichen Informationseinrichtung an deren fachlich-inhaltlicher
Durchdringung eines Themenkreises, so bemißt sich Wert, Bedeutung
und Ansehen der Informationseinrichtungen von Banken an deren
Beitrag zu den Unternehmenszielen. Informationsleistungen sind
betriebswirtschaftlich eingebunden, im Mittelpunkt steht der informa-
tionswirtschaftliche Ansatz.
Daß der effektive Umgang mit Informationen ein Kriterium für Wettbe-
werbsfähigkeit eines Bankinstitutes ist, brauche ich in diesem Kreise
nicht weiter zu betonen. Der Grundsatz der Benutzeradäquanz heißt
nicht nur den Informationsbedarf des Nutzers in angemessener Zeit
möglichst vollständig und inhaltlich relevant zu befriedigen, sondern
die Information in geeigneter Form zu präsentieren und ebenso die
geeignete Übertragungsweise zu wählen (so wird ein Datentransfer
einer umfangreichen numerischen Datenreihe über LAN in den PC
eines Kollegen sinnvoll sein, während man dem Kunden einzelne ihn
interessierende Daten telefonisch durchgibt). Führungskräfte, Mitar-
beiter und Kunden müssen von der Aufbereitung und Verdichtung
von Einzelinformationen entlastet sein, stattdessen Information un-
mittelbar in Aktion umsetzen können. Zuviel für den Ceschäftserfolg
benötigte Zeit ginge verloren, wenn sie Aufgaben übernähmen, die
der Informationsspezialist effizienter bewältigt.
Informationsressourcen bestehen sowohl intern als auch extern. Dem
Informationsmanagement oder besser Informationressourcenmanagement
einer Bank kommt die Aufgabe zu, die internen und externen Res-
sourcen zu erschließen, sie miteinander zu verknüpfen, sie nutzbar
zu machen. Natürlich neigen in großen Häusern die Fachabteilungen
zum Hüten ihres Fachwissens. Aber ohne die Zusammenfassung der
Wissenspotentiale ist effektive Informationsarbeit im heutigen Bank-
geschäft kaum möglich.
Zur Gewährleistung einer funktionierenden Fach informations-Infra-
struktur bedarf es einer zuständigen Einrichtung, die zugleich die
Koordination der Informationspools übernimmt, als auch die zentrale
Anlaufstelle für Haus und Kunden für alle Art der fachlichen Informa-
tion ist.
Diese Einrichtung hat die Aufgabe und Funktion des Informatinsmana-
gements in eingangs beschriebenem Sinne. (Hier soll allerdings nicht
der leidigen Pflichtübung nachgegangen werden, eine eigene Definition
des schwammigen Begriffes "Informationsmanagement" zu geben).
Die heutige Informationsinfrastruktur in der Kreditwirtschaft ist noch
nicht so weit entwickelt, wie es theoretisch möglich und wünschens-
wert wäre. Allerdings ist in den meisten Häusern ein Trend zu Organi-
sation, zur Strukturierung, zur Verwirklichung schon langfristig ent-
worfener Konzeptionen zu erkennen. Kleinere Häuser sind hier auf-
grund überschaubarer Strukturen organisatorisch weiter, größere
Häuser eher technologisch.
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Der derzeitige Stand des Bankinformationswesens ist geprägt von der
zentralen Informationsvermittlungseinrichtung. Sie erfüllt im wesent-
lichen folgende Funktionen:
- sie ist Servicestelle für jeden Informationsbedarf wirtschaftlicher
oder fachlicher Ar t , für den keine andere zuständige Stelle bekannt
oder vorhanden ist;
- sie versorgt die Nutzer also einerseits selbst mit den notwendigen
Informationen, vermittelt sie andererseits an die zuständigen in-
ternen oder externen Stellen
- in ihr sind alle größeren Archive und Dokumentationsdienste zusam-
mengefaßt;
- sie führt Nachweis über alle im Hause gehaltene Fachliteratur;
- sie entlastet die Fachressorts, vor allem die Volkswirtschaftliche
Abteilung, von Routinefragen und Recherchediensten;
- sie übernimmt die Recherchen in externen Datenbanken bzw. berät
bei deren direkter Nutzung;
- sie gibt Informationsdienste heraus (z .B. Pressespiegel);
- sie ist verantwortlich und zuständig für die technologische Weiter-
entwicklung des Informationswesens im Haus.
Vor allem letzter Punkt erklärt, warum die Bedeutung der Informati-
onsvermittlungsstellen in den Häusern wächst. Professionelle Informa-
tionsarbeit und die Einbeziehung neuer Informationstechnologien ist
der Motor für die Entwicklung einer leistungsfähigen Informations-
infrastruktur.
Und damit ist auch etwas Entscheidendes angesprochen: Je komplexer
die Finanz- und andere Dienstleistungen der Kreditwirtschaft sich ge-
stalten, desto höher sind auch die Anforderungen an die Informati-
onsarbeit in den Banken. Wie in jedem anderen Bereich auch, ist die
Personalentwicklung in der Informationsdienstleistung der Schlüssel
zum Erfolg. Nur die Mitarbeiter, die sich den fachlichen, technologi-
schen und innovativen Anforderungen stellen, werden selbst Erfolg
haben und ihren Arbeitsbereich zum Erfolg führen. Denn die not-
wendige, permanente Entwicklung des Informationswesens kommt nicht
von selbst und wird auch nicht von oben angeordnet, sondern wird
von fachlich versierten, kreativen und begeisterungsfähigen Kollegen
gestaltet. Und es ist nicht abzustreiten: hier herrscht auch in un-
serem Bereich Mangel.
Aus der Oberzeugungsarbeit der Informationsspezialisten und aus der
Notwendigkeit heraus werden sich künftig in den Banken ganzheitliche
Strukturen entwickeln, in denen der Informationsvermittler eher der
Informationsmanager ist. Dies ist nicht hierarchisch gemeint - ich
halte nichts von der These, daß das Informationsmanagement auf Vor-
standsebene angesiedelt sein muß - sondern funktional.
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Die Aufgaben des Informationsmanagements umfassen dann grob gesagt
- die Entwicklung und Pflege der Infrastruktur des Informations-
wesens
- die strategische und konzeptionelle Planung
- die Steuerung und Kontrolle der Prozesse
- die optimale Nutzung interner und externer Ressourcen
- die Koordination und Integration unabhängiger Systeme
- die Entwicklung der Technologie
Einige zukünftige Entwicklungsrichtungen seien noch aufzuzeigen.
Banken gehen immer mehr dazu über, als Informationsanbieter am
Markt aufzutreten. Diese Leistungen erfolgen unabhängig von anderen
Finanz- und sonstigen Dienstleistungen. Information als Ware zu
betrachten, deren Bereitstellung Kosten verursacht, und die zu
kalkulierbaren Preisen zu erwerben ist, ist für viele Kunden noch
neu. Allerdings wird, marktpsychologisch gesehen, das zu einem Preis
zu erwerbende Informationsprodukt, als höherwertig und nutzbringen-
der angesehen, als eine gratis angebotenen Zugabe.
Einige Banken haben die durchaus interessante Erfahrung gemacht,
daß sie nach Einführung eines Abrechnungsverfahrens eine größere
Nachfrage nach ihrem Informationsangebot hatten als vorher. Die
Kreditwirtschaft wird sich also auf dem Feld der Informations-Broker
bzw. auch auf dem Feld der Datenbankanbieter mehr und mehr
etablieren.
Noch nicht gelöst ist in diesem Zusammenhang die Frage nach dem
quantifizierbaren Wert von Information. Forderungen bestehen nach
der betriebswirtschaftlichen Erfassung von Informationskosten und
Informationsleistungen. Bisher sind allerdings kaum geeignete In-
strumentarien zur Kosten- und Nutzenanalyse entwickelt worden. Dies
betrifft besonders den innerbetrieblichen Informationsservice. Der
externe Service unterliegt auch noch anderen Kriterien.
Banken, die Informationsleistungen marktmäßig anbieten, setzen die
Preise in der Regel auch unter dem Ziel der Kundenbindung und
-akquisition fest, d .h . der strategische Vorteil dieser Leistungs-
erbringung wird ins Kalkül gezogen. Für die Informationsanbieter in
der Bank ist allerdings heute, wie in Zukunft, die wirtschaftliche
Betrachtungs- und Arbeitsweise unumgänglich.
Das Informationswesen in der Kreditwirtschaft hat unter dem pragma-
tischen Aspekt der Zweckgebundenheit zweifellos einen hohen Ent-
wicklungsstand. Mehr denn~ je wird es künftig Vorreiter sein in der
Ausgestaltung von Informationsmanagement, in der Verfeinerung von
Strukturen, in der Entwicklung geeigneter Konzeptionen, in der
Erprobung und Anwendung neuer Technologien und last not least in
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Referat
Eine empirische Untersuchung zur Struktur und Arbeitsweise von 134 Informanonsvermittlungsstellen (P/5) dient
als Grundlage zur systematischen Beschreibung unterschiedlicher Formen der Informauonsdienstleistung und zur
differenzierten, wirkungabezogenen Typisierung von Institutionen und Funktionen im In&rmationatransferbereich.
Im Rahmen des Modellversuchs Informauonsvermittlung konnten die Nutzung, die Akzeptanz und die Umsetzung
von Online-Datenbankrecherchen in verschiedenen institutionellen Umgebungen und in Verbindung mit unter-
schiedlichen Ihformationsdiensueistungen erprobt analysiert und bewertet werden. Aus den Ergebnissen der
strukturierten Befragung aller untersuchten IVS und aus den Erhebungen zum Rechercheaufkommen bei den
beteiligten Stellen wurde ein multivariates Indikatorensystem entwickelt mit dessen Hilie Gemeinsamkeiten und
Unterschiede im Informationsverhalten, der Stellen, bei der Realisierung von InformationsvemutAungskonzepten
und bei der Wahl von Strategien zur Distribution von Informationsdienstleisningen herausgearbeitet werden
konnten. Der Beitrag unterteilt die beobachteten Vermittlungsstrategien zum einen nach wirkungsbea>genen
Kriterien auf der Ebene des institutionellen Umfelds der IVS und zum anderen auf einer personal-bezogenen
Ebene der individuellen Dispositionen und Haltungen der beteiligten Informaüornvermittler. Zu diesem Zweck
werden institutionelle Faktoren wie wirtschaftliche Bedeutung, geographischer Wirkungsbereich, Dienstleistungs-
spektrum und Klientelstruktur des IVS-Trägers den personell-bedingten Einfluflgrööen wie Ausbüdungsstand,
Informationsqualifikation, subjektiv» Bewertung des Bereichs Online-Information oder individuelle Einstellung
zur Informationstätigkeit der Vermittler gegenübergestellt In den drei institutionellen Formen der Informations-
vermittlung - nicht-kommerzielle Infrastrukturleistung, wirtschaftsnahe Service-Leistung und kommerzielle
Informationsdiensueistung - werden die folgenden Vermittlertypen aufgrund ihres funkubnellen Verständnisses
unterschieden: Informationsberater. Informationsbearbeiter und Information Broker. In dem Papier wird die These
vertreten, dafl die Wirkung und der Erfolg von Informationsdienstleistungen mehr noch als vom institutionellen
Umfeld und Wirkungsbereich der IVS von den persönlichen Voraussetzungen und Veranlagungen abhängen,
die von den jeweiligen IVS-fcfitarbeitem und Mitarbeiterinnen in die Informaubnstätigkeit eingebracht werden.
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In den vergangenen 30 Jahren hat die zunehmende Differenzierung und Techni-
sierung des Informationssektors die Entwicklung und Etablierung einer Vielzahl
neuer Tätigkeiten, Dienste und Berufe in diesem Bereich begünstigt. Im folgen-
den Beitrag sollen diese speziellen Dienstleistungen theoretisch beschrieben,
empirisch analysiert und pragmatisch typisiert werden. Bei Informationsdienst-
leistungen handelt es sich im Gegensatz zu mediengebundenen Informationspro-
dukten, und -diensten um Prozesse, die zur Befriedigung eines individuellen
Informationsbedarfs den gegenseitigen, interaktiven Kontakt zwischen Anbieter
und Nachfrager erfordern. Dabei wird die Nutzung von Informationsquellen und
-medien mit der intellektuellen Informationsverarbeitung personengebundenen
Wissens zu einem problembezogenen Ergebnis kombiniert. Als 'funktionale
Dienste' oder 'Informationsdienstleistung' werden im weiteren alle Verrichtungen
und Betätigungen bezeichnet, die von Informationsspezialisten zur Lösung von
Informationsproblemen übernommen werden.
1 Informationsdienstlelstung und Wissenstransfer
Mit zunehmender technischer Komplexität und struktureller Verflechtung der
Informationsinfrastruktur in den industrialisierten Ländern wächst der Bedarf
an spezialisierten Informationsexperten und -dienstleistungen. Fachleute, die
sich in den vernetzten Strukturen und Inhalten der weltweit organisierten
Fachinformationsbestände auskennen, die das technische und methodische
Informationsinstrumentarium beherrschen und die zwischen den vielfältigen
Informationsangeboten und den aktuellen wie potentiellen Informationsbedürf-
nissen beratend vermitteln können, erweisen sich bereits heute für die effiziente
Informationsversorgung von Wissenschaft und Wirtschaft als unentbehrlich.
Noch in den siebziger Jahren orientierte sich das moderne IuD-Wesen im wesent-
lichen an den Informationsbedürfnissen in Wissenschaft und Technik. Dabei
diente der mengenmäßige Nachweis von Fachliteratur als Leistungsmaßstab für
die von unterschiedlichen Institutionen aufgebauten fachspezifischen Datenban-
ken und Informationssysteme. In neuerer Zeit ist hingegen ein Trend zur Ent-
Institutionalisierung von Informationsfunktionen zu beobachten CBUDER/
SEEGER/ WERSIG 1982, S. 10], die nicht die Sammlung von Daten und die
Pflege von Informationsbeständen ins Zentrum des Interesses stellen, sondern
die vor allem zur Lösung von wissenschaftlichen, technischen oder wirtschaft-
lichen Problemen mit Methoden der Wissensvermittlung beitragen wollen.
Als nachfrage- und problembezogene Unterstützungs- und Beratungstätigkeit
sind die funktionalen Informationsdienste ein Teil des umfassenden Wissens-
transfers, der alle Formen von Informationen, Daten, Bewertungen und Progno-
sen in ein wirkungsorientiertes Beratungskonzept integriert. Wissenstransfer
zielt darauf ab, die in wissenschaftlichen, technischen oder praktischen Erkennt-
nissen enthaltenen Informationen als Handlungswissen zwischen Produktions-
und Anwendungsbereich zu transferieren und für weitergehende Problemlösungen
nutzbar zu machen [SCHMIDT 1990a, S. S39J. Dabei sind die bestehenden oder
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die neu entwickelten funktionalen Dienste insbesondere an den Schnittstellen
zwischen gesellschaftlichen Informationsbereichen mit unterschiedlichen
Wissensstrukturen und Informationsstandards zu verorten. Im Geflecht der
vielfältigen gesellschaftlichen Informationsprozesse erweitern und verbessern
die personenorientierten Vermittlungsinstanzen die Nutzungsmöglichkeiten der
mediengebundenen Informationsdienste.
Während in der Anfangsphase vor allem die Speicherung und Vermittlung von
wissenschaftlich-technischer Fachinformation Hauptziel aller IuD-Bemühungen
war, geht man in den letzten Jahren verstärkt dazu über, den Wissenstransfer
zwischen Hochschule, Forschung und Wirtschaft zu intensivieren. Die Fach-
informationspolitik der achtziger Jahre ist maßgeblich von der Idee geprägt, die
Innovationsfähigkeit insbesondere der mittelständischen Wirtschaft durch geeig-
nete Maßnahmen zur Vermittlung von Fachinformation zu verbessern. Nur ein
kleiner Teil aller Prozesse im Wissenstransfer stützt sich dabei auf die Hilfs-
mittel der klassischen Information und Dokumentation; von weitaus größerer
Bedeutung ist in diesem Zusammenhang der Informationstransfer aufgrund
'verkörperten Wissens' durch Personaltransfer, Beratungsleistungen oder Koope-
rationsprojekte. Es ist aus diesem Grund nicht einfach, in der Vielfalt vorhan-
dener Wissenstransferprozesse die funktionalen Informationsdienste von den
traditionellen Informations- und Auskunftsdienstleistungen abzugrenzen.
2 Zum Begriff der Informationsdienstlelstung
Die Terminologie zur Beschreibung funktionaler Dienste erfuhr in den letzten
Jahren eine Reihe von Veränderungen. Nachdem der ursprünglich im Bibliotheks-
bereich verankerte Begriff der Informationsvermittlung auch im privatwirtschaft-
lichen Dienstleistungssektor Verbreitung fand, nährte bald darauf der aus den
USA importierte Begriff 'Informationsmakler' übersteigerte Hoffnungen und
Erwartungen auf neue profitträchtige Dienstleistungsnischen [GESCHÄFTS-
IDEE 1985]. Heute ist das Bild vom technisch versierten Informationsvermitt-
ler oder vom onllne-fixierten Information Broker weitgehend vom Verständnis
des beratend wirkenden Informationsunternehmers und Information Consultant
abgelöst worden [SEEGER/STRAUCH 1979, S. 10]. Man sieht die Vermittlung
von Fachinformation eher als 'neo-klassischen' Dienst an, der die Tradition
herkömmlicher Wissensvermittlungsaktivitäten lediglich unter geänderten techni-
schen Bedingungen fortsetzt [WERSIG 1980, S. 170].
Im Vergleich mit anderen Erscheinungsformen von Informationsdiensten (z. B.
papiergebundene Informationsprodukte, elektronische Informationssysteme,
institutionelle Informationsdienste) zeigt sich, daß die Zielsetzung der funktio-
nellen Informationsdienstleistung über die reine Bereitstellung und Vermittlung
fachlicher Informationen weit hinausgeht. Ihrem Produktcharakter entsprechend
werden mediengebundene Informationsdienste für einen festgelegten Informa-
tionszweck erstellt, sie werden in geeigneter Form verteilt und können vom
Nutzer selektiv konsumiert werden. Institutionell gebundene Dienste reagieren
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auf Informationsanfragen mit Auskünften und Hinweisen auf Wissen, das in
dem jeweiligen fachlichen oder sektoralen Rahmen zur Verfügung steht oder
beschafft werden kann. Lediglich bei der Inanspruchnahme funktionaler Informa-
tionsdienste ist gewährleistet, daß vorhandene Informationsdefizite in wechsel-
seitiger Problemformulierung und Beratung zwischen Anfrager und Experte
erkannt, untersucht und behoben werden können. Da die Funktion des Problem-
lösens bei dieser Diensteform in der Regel im Vordergrund steht, begnügt sich
der funktionale Informationsdienst nicht mit der Beschaffung und Aufbereitung
benötigter Information, sondern er sorgt im Idealfall auch dafür, daß die vermit-
telte Information in eine Problemlösung überführt wird.
3 Funktionale Typisierung von Informationsdienstlelstungen
Aus drei Gründen erweist sich eine Systematisierung und Typisierung der funk-
tionalen Informationdienste als schwierig:
• Da in einer modernen Dienstleistungsgesellschaft die meisten Dienstlei-
stungsformen in der einen oder anderen Form die Beschaffung, Verarbeitung
und individuelle Verbreitung von Information beinhalten, ist es generell
schwer, administrative, organisatorische oder strukturelle Dienstleistungen
von den funktionalen Informationsdiensten abzugrenzen.
• Die Palette bestehender, sich entwickelnder oder noch zu etablierender
Informationsdienstleistungen ist so umfangreich und reichhaltig, daß kaum
geeignete Klassifizierungsmerkmale für eine logische und sachbezogene
Typisierung anzugeben sind.
• Zuletzt sind typische Informationsdienstleistungen in reiner Form nirgends
zu finden, da Informationsunternehmen, die ihre Auftraggeber in Informa-
tionsangelegenheiten unterstützen, eine Vielzahl von sich durchdringenden
funktionalen Diensten anbieten, um ihr Dienstleistungsspektrum für viele
potentielle Zielgruppen attraktiv zu machen.
Als geeignetstes Merkmal zur Typisierung von funktionalen Informationsdiensten
kann die Komplexität funktionaler Dienste herangezogen werden. Dabei bezieht
sich dieses Merkmal sowohl auf die Komplexität der Probleme, mit deren Lö-
sung das Unternehmen beauftragt wird, als auch auf die bereitzustellende Infor-
mationsverarbeitungskapazität der Dienstleistungsagentur und auf die Komplexi-
tät der erarbeiteten Auskunft oder Problemlösung [SCHMIDT 1990b, S. 349].
In einem Merkmalsraum, der von den drei Dimensionen 'Komplexität der Infor-
mationsleistung', 'Nutzungsintensität von Informationsquellen und -medien' und
'Bearbeitungszeit der Dienstleistung' aufgespannt wird, lassen sich verschiedene
Typen funktionaler Informationsdienste in ein Verhältnis setzen (Abb. 1). Die
beiden Pole des langgestreckten Clusters werden dabei von sehr gegensätzlichen










wenige einige viele Quellennutzung
Abb. 1: Zur Systematisierung von Informationsdienstleistungen
Bibliothek auf verhältnismäßig wenige Informationsquellen stützt und in der
Regel rasch erfolgt, wird im Rahmen komplexer und langfristiger Forschungsauf-
träge eine sehr differenzierte und breite Wissensbasis zu Rate gezogen.
Da funktionale Dienste nach dem Grad ihrer Komplexität voneinander unter-
schieden werden können, sollen Beispiele für Dienstleistungstypen anhand der
folgenden Einteilung beschrieben und dargestellt werden.
• standardisierte Informationsdienstleistungen, deren Erstellung einem weit-
gehend systematisierten Schema folgt;
• modifizierende Informationsdienstleistungen, die die aufgefundene Informa-
tion strukturell den Nutzerwünschen anpaßt;
0 qualifizierende Informationsdienstleistungen, die Entscheidungsprozesse des
Nutzers informatorisch unterstützen können;
• evaluierende Informationsdienstleistungen, die dem Nutzer die Bewertung
und problembezogene Transformation von Informationen abnehmen.
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3.1 Standardisierte Inrormattonsdlenstlelstung
Die Vermittlung von nicht veränderten Fachinformationen aus konventionellen
bibliothekarischen und dokumentarischen Quellen oder aus elektronisch gespei-
cherten Datenbeständen eignet sich als eigenständige Dienstleistung nur für
spezielle Einsatzbereiche. Standardisierte Informationsdienstleistungen, bei
denen schematisierbare Rechercheprozesse einen Hauptanteil des Dienstes aus-
machen, können in solchen Bereichen gewinnbringend genutzt werden, in denen
ein wissenschaftlich geschultes Informationsverhalten vorherrscht und wo regel-
mäßig größere Mengen an standardisierter Referenz- und Fakteninformation
benötigt werden.
InformationsVermittler, die ihre Recherchen fast ausschließlich mit der Nutzung
von Online-Datenbanken realisieren und die die gefundenen Daten und Literatur-
referenzen inhaltlich nicht weiterverarbeiten, arbeiten z. B. als fest angestellte
Rechercheure bei größeren Konzernen, Unternehmen und Institutionen. Standar-
disierte Informationsdienstleistungen werden demzufolge in den Entwicklungs-
abteilungen großer Maschinenbaufirmen, in chemischen Hochschulinstituten, in
Labors der Pharmaindustrie, in Marketingabteilungen internationaler Konzerne,
bei der Bonitätsprüfung durch Bankinstitute oder in den Informationsabteilungen
der Massenmedien genutzt. Auch bei wirtschaftsnah arbeitenden Infrastruktur-
einrichtungen wie Industrie- und Handelskammern, Handwerkskammern, Lan-
desgewerbeämtern, Berufs- und Fachverbänden oder Technologiezentren können
die angeschlossenen Mitglieder standardisierte Informationsvermittlungsdienste
in Anspruch nehmen. Allerdings hat sich in den letzten Jahren gezeigt, daß ein
Bedarf für die Vermittlung einfacher Fachinformationsdienste gerade bei kleinen
und mittelständischen Firmen so gut wie nicht existiert.
3.2 Modifizierende Informatlonsdlenstlelstung
Als modifizierend können Informationsdienstleistungen bezeichnet werden, die
recherchierte Informationen den Nutzerbedürfnissen entsprechend selektiv und
strukturell verändern, ohne die Inhalte der Informationen wesentlich zu verar-
beiten und zu transformieren. Rechercheergebnisse vorwiegend aus dem Online-
Retrieval werden einer themenkritischen Auswahl unterzogen, die gefundene
themenrelevante Literatur wird beschafft und das gesammelte Material zu einem
strukturierten, aber nicht bewerteten Ergebnis zusammengestellt.
Diese Form der Informationsvermittlung findet sich vor allem bei selbständigen
Information Brokern, die ihre Dienstleistungen bevorzugt potentiellen Nutzern
aus Wirtschaft und Industrie anbieten. Einen Sonderfall stellen in diesem Zusam-
menhang Patentberichterstatter dar. Diese Berufsgruppe hat sich darauf spezia-
lisiert, für Patentanwälte oder im Auftrag von Patentabteilungen größerer Unter-
nehmen zum Teil in Patentdatenbanken, zum Teil in den Patentauslegestellen
nach gewerblichen Schutzrechten zu suchen, die für Patentanmeldungen, für
Stand-der-Technik-Recherchen, für Einspruchsverfahren oder für Markt- und
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Technologieanalysen verwendet werden können. Gerade in diesem Dienstlei-
stungsbereich ist nicht nur das Geschick im Datenbankretrieval und in der Re-
cherchemethodik, sondern auch die langjährige Erfahrung mit Odnungssystemen
und die Fähigkeit zu assoziativem Suchen von grundlegender Bedeutung für den
Erfolg der Recherchetätigkeit.
3.3 Qualifizierende Informationsdienstleistung
Das Endergebnis eines qualifizierenden Informationsdienstes trägt wesentlich
zur Vorbereitung und Begründung von informationsabhängigen Entscheidungen
bei. Typische Produkte dieser Form funktionaler Dienste sind Expertisen,
Dossiers, Fortschrittsberichte oder Über sie hts Studien, die die Resultate um-
fangreicher Informationsrecherchen systematisieren, zusammenfassen, gewichten
und dem Wissensstand des Klienten entsprechend aufbereiten. Diese Dienstlei-
stungen müssen sich inhaltlich und intellektuell intensiv mit den Fragestellungen
des Klienten auseinandersetzen und können deshalb nicht standardisiert werden.
Andererseits bewirkt das Ergebnis nicht unmittelbar eine konkrete Problemlö-
sung, sondern befähigt den Auftraggeber und Nutzer der Informationsdienstlei-
stung zu qualifizierten Entscheidungen und Argumentationen.
Um Informationsdossiers und Gutachten erstellen zu können, werden neben
Online-Datenbanken und traditionellen Informationssystemen auch informelle
Informationsquellen wie externes Expertenwissen, Auskünfte durch Fachver-
bände oder Anfragen bei anderen Informationagenturen genutzt [STRIZICH
1988, S. 28]. Abnehmer für solche Informationsdienste sind große und mittlere
Unternehmen, Marktforschungsinstitute, Unternehmensberatungen oder Behör-
den, die die zu einer Entscheidung notwendigen Daten und Informationen nicht
selbst beschaffen können. Da die Bearbeitungszeit für qualifizierende Informa-
tionsdienste oft mit mehreren Wochen veranschlagt werden muß, kann für eine
umfangreichere Markt- und Technikrecherche durchaus ein Preis von über
10 000 DM verlangt werden [KAMINSKY 1983, S. 197]. Im Gegensatz zur ein-
fachen Informationsvermittlung, bei der Online-Recherchen und gedruckte Fach-
information weiterverkauft werden, können höherwertige qualifizierenden Infor-
mationsleistungen demnach auch mit Kostendeckung abgerechnet werden.
Qualifizierte Informationsdienste werden von selbständigen Informationsbera-
tern, von Recherchebüros, von Beratungsfirmen, in besonderen Fällen aber
auch von spezilisierten Forschungsinstituten, von anerkannten Fachgutachtern
oder von Expertengremien übernommen. Besonders in angelsächsischen Ländern
haben sich größere Informationsunternehmen etabliert, die im Rahmen ihrer
Tätigkeit qualifizierende Literaturstudien, Auftragsanalysen oder Fortschritts-
berichte erstellen [RODWELL 1987, S. 93]. Weitaus stärker als in der BRD
ist in Großbritannien und in den USA die Bereitschaft von Industrieunterneh-
men und Fachinstitutionen vorhanden, Angelegenheiten der Informationsbeschaf-




Informationsdienstleistungen, die dem Nutzer die problembezogene Bewertung
und anwendungsorientierte Transformation von nachgefragten Informationen
abnehmen, können als evaluierende funktionale Dienste bezeichnet werden. Die
Bewertung von Daten und Fakten und damit die Überführung von Information
in Anwendungswissen ist neben der Umsetzung dieses Wissens in Problemlösun-
gen die Endstufe eines Verdichtungsprozesses, den hochqualifizierte Informa-
tionsagenturen im Rahmen ihrer Dienstleistungstätigkeit durchfuhren (Abb. 2).
Informationsagenturen wirken dabei wie Filter, die aus den Informationsströ-
men, die auf sie wie auf ihre Klienten einwirken, die problemrelevanten Informa-
tionen recherchieren, selektieren und beschaffen, danach verdichten und in einer
letzten Phase bewertend umsetzen. Evaluierende Informationsdienste nutzen
die so transformierten Informationen als integrierten Bestandteil einer umfas-
senden Beratungstätigkeit.
Die Integration von Informationsrecherchen in komplexere Aufgabenbereiche
der Beratung und Unterstützung hat sich bei privaten Dienstleistungsunterneh-
men als erfolgversprechendstes Modell der Informationsvermittlung erwiesen.
Technische oder betriebswirtschaftliche Unternehmensberatungen, die für grö-
ßere Betriebe oder für Unternehmen der mittelständischen Wirtschaft arbeiten,
sind typische Vertreter dieses Informationsvermittlungsmodells. Die Nutzung
von Informationsquellen und -medien geschieht hier in der Regel nur innerbe-
trieblich, und oft kann der Endnutzer einer Informationsdienstleistung nicht
erkennen, welche Informationen wie und wo zur Erstellung einer Beratungslei-
stung recherchiert worden sind [GRAUMANN 1986].
Neben den klassischen Unternehmensberatungen, die immer häufiger auf die
Möglichkeiten der Online-Recherche zurückgreifen, sind in den letzten Jahren
zahlreiche Institutionen entstanden, die im Rahmen der Wirtschafts-, Innova-
tions- und Technologieförderung beraten, Informationen vermitteln und kleine
und mittlere Unternehmen unterstützen. Als Innovations-Beratungs-Stelle, als
Technologieberatungsunternehmen oder als Technologie-Transfer-Agenturen
bieten diese Stellen innovierenden mittelständischen Firmen, Erfindern mit
Patentierungabsicht, technologieorientierten Unternehmen oder modernisieren-
den Handwerksbetrieben eine weitgefächerte Palette von Beratungsdienstleistun-
gen an, die sich nicht zuletzt auf den Transfer von Fachinformation stützen.
Die Motive der beratenen Unternehmen können dabei sehr unterschiedlich sein:
Die angeforderten Beratungsleistungen erstrecken sich auf die Bewertung tech-
nischer Ideen, Entwicklungsvorhaben oder Umstellungen in technischer und
wirtschaftlicher Hinsicht, sie umfassen die Mithilfe bei der Lösung technischer
Detailprobleme oder sie bieten zusätzliche Informationen zu bereits konzipierten
oder vorgeschlagenen Lösungswegen. Oft reicht es auch aus, wenn die Bera-
tungsagenturen Hinweise auf Hilfestellungen bei der Inanspruchnahme öffent-
licher Finanzierungshilfen geben oder wenn sie einmal eingeschlagene Problem-















Abb. 2: Funktionale Informationsverarbeitung
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i Pragmatische Typisierung der Inrormatlonsdlenstleistung
Theoretische Annäherungen an das Forschungsgebiet Informationsvermittlung
und Informationsdienstleistung, wie sie ansatzweise in den ersten Abschnitten
dieses Beitrags versucht worden sind, wurden bislang nur selten in Angriff
genommen. Einigen Autoren erscheint das Phänomen Informationsvermittlung
zudem als reine Manifestation der marktwirtschaftlich fixierten Informations-
praxis, für die theoretische Überlegungen und Begründungen nur im Nachhinein
einen legitimativen Cnarakter haben können. "Ein gewaltiges Hemmnis für die
Entwicklung realistischer Theorien für die IVS-Nutzung liegt in der Breite der
gesamtgesellschaftlichen Relevanz" moniert GEHMACHER (1982, S. 77) und
leitet aus seinen Vorbehalten gegenüber einer Theorie der Informationsvermitt-
lung folgendes Postulat ab: "Es sollte zu einer Trennung zwischen Forschungen
zur fundamentalen Theorie der Informationsvermittlung [...] einerseits und der
praxisorientierten Markt- und Nutzerforschung andererseits kommen." [GEH-
MACHER 1982, S. 77-78].
Mit dem vom BMFT geförderten Modellversuch Informationsvermittlung, der
in den Jahren 1986 bis 1989 den Auf- und Ausbau von 134 Informationsvermitt-
lungsstellen (IVS) unterstützte, ergab sich nun die einmalige Gelegenheit, die
Entstehung und Entwicklung neuer Dienstleistungsstrategien im Informations-
sektor zu beobachten und zu erproben. Gleichzeitig wurde durch Einsetzung des
ISI für die Begleitforschung im Modellversuch die Voraussetzungen dafür ge-
schaffen, daß theoretische Annahmen und hypothetische Grundlagen zur Rolle
der Informationsvermittlung als innovationsunterstützender Dienstleistung mit
Hilfe praktischer Feldforschung und teilnehmender Beobachtung im Rahmen
eines experimentellen Förderprogramms an der Realität der IVS-Arbeit über-
prüft werden konnten. Der hier vorgestellte Systematisierungsansatz unterteilt
die beobachteten Vermittlungsstrategien zum einen nach wirkungsbezogenen
Kriterien auf der Ebene des institutionellen Umfelds der IVS und zum anderen
auf einer personal-bezogenen Ebene der individuellen Dispositionen und Haltun-
gen der beteiligten Informationsvermittler.
i.i Inrormatlonsvermlttlung Im Modellversuch
Im Rahmen des Modellversuchs Informationsvermittlung konnten die Nutzung,
die Akzeptanz und die Umsetzung von Online-Datenbankrecherchen in verschie-
denen institutionellen Umgebungen und in Verbindung mit unterschiedlichen
informationsbezogenen Dienstleistungen erprobt, analysiert und bewertet wer-
den. Ursprünglich sollte der Modellversuch zur qualifizierten Ausweitung der
Nachfrage nach Online-Fachinformation aus den Bereichen Naturwissenschaft
und Technik beitragen und die Informationsnutzung in Wissenschaft und Wirt-
schaft, insbesondere bei kleinen und mittleren Unternehmen fördern. Gleichzeitig
wurde mit dem Modellversuch angestrebt, vermeintliche fachliche, sektorale
und regionale Defizite in der Versorgung mit Online-Fachinformation auszuglei-
chen und abzubauen.
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Dabei ging es nicht in erster Linie darum, die Existenzgründung selbständiger
Information Broker anzuregen. Das Ziel des Modellversuchs bestand vorrangig
darin, private Dienstleistungsunternehmen zur Anreicherung und zur Ausweitung
ihres vorhandenen Dienstleistungsangebots um Online-Dienste zu stimulieren.
Dabei war die Annahme zugrundegelegt worden, daß Online-Recherchen die
Produktivität und Qualität vorhandener Dienstleistungen verbessern [RUFFER
1989] und bei entsprechender Nachfrage als selbständige Dienstleistungen Dritten
gegen Entgelt angeboten werden können.
Die indirekt-spezifischen Förderziele des Modellversuchs wurden durch experi-
mentelle Förderkomponenten und Aspekte eines Demonstrationsprogramms
ergänzt. Damit ist der Modellversuch Informationsvermittlung im wesentlichen
ein Stimulierungs- und Förderprogramm, das zugleich für die öffentliche Hand
und die interessierte Fachöffentlichkeit als Experimentierprogramm und für die
geförderten Modellvorhaben selbst als Lernprogramm verstanden werden kann.
Deshalb wurde die Entwicklung der geförderten IVS auch daraufhin untersucht,
ob die Modellvorhaben zur bedarfsgerechten Erschließung neuer Träger- und
Nutzergruppen beitragen und ob sich durch Kombination von Informationsver-
mittlungsdiensten mit anderen Dienstleistungen neue, effektive Formen der
Innovationsunterstützung entwickeln lassen.
£.2 Statistische Analyse von Vermittlertypen
Großangelegte, umfassende und repräsentative Untersuchungen über Funktion,
Arbeitsweise und Wirtschaftsverhalten von Institutionen und Unternehmen der
Informationsdienstleistung gehören bislang auch im angelsächsischen Bereich zu
den Ausnahmen. Aus der Anfangszeit der professionellen Informationsvermitt-
lung sind zwar einige Analysen in diesem Bereich erfolgt [vgl. z. B. KEENAN/
HARGREAVES 1980; HURT 19831, spätere Studien begnügten sich hingegen
mit einzelnen IVS-Teilgruppen einer Region, aus einem fachlichen Sektor oder
in einem institutionellen Bereich.
Im Modellversuch Informationsvermittlung konnten jedoch für den bundesdeut-
schen Raum Daten und Erfahrungen einer größeren Anzahl repräsentativ ausge-
wählter IVS ermittelt und Aussagen über die Akzeptanz und die Nutzung von
Online-Informationen in unterschiedlichen institutionellen Umgebungen gewon-
nen werden. Die empirische Untersuchung zur Struktur und Arbeitsweise der
134 am Modellversuch beteiligten IVS diente als Grundlage zur systematischen
Beschreibung unterschiedlicher Formen der Informationsdienstleistung und zur
differenzierten, wirkungsbezogenen Typisierung von Institutionen und Funktio-
nen im Informationstransferbereich. Zu diesem Zweck wurden sowohl institutio-
nelle Faktoren wie wirtschaftliche Bedeutung, geographischer Wirkungsbereich,
Dienstleistungsspektrum und Klientelstruktur des IVS-Trägers erhoben, aber
auch die personell-bedingten Einflußgrößen wie Ausbildungsstand, Qualifikation,
subjektive Bewertung des Bereichs Online-Information oder individuelle Einstel-
lung zur Informationstätigkeit der Vermittler und Rechercheure erfragt.
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Das zugrundegelegte Analsysedesign des ISI stutzte sich dabei auf vier unter-
schiedliche, sich ergänzende Erhebungsinstrumente:
• die Auswertung der halbjährlich von den geförderten IVS erstellten struktu-
rierten Sachstandsberichte lieferte erste Hinweise auf die Ausgestaltung
und die Entwicklung der IVS-Arbeit in den Modellvorhaben;
• in zweimal jährlich angebotenen fachlich oder regional zusammengesetzten
Erfahrungsaustauschrunden mit IVS-Mitarbeitern konnten aktuelle Erfah-
rungen, Einschätzungen und Probleme der IVS protokolliert werden;
• die Beobachtungen und Bewertungen aus diesen Veranstaltungen wurden
durch explorative Interviews mit Rechercheuren und Projektverantwortlichen
bei den IVS-Trägerinstitutionen vertieft und erweitert;
• die qualitativen Ergebnisse wurden durch eine standardisierte Befragung zu
Strukturmerkmalen der IVS und durch quartalsweise erfolgende Erhebungen
zum Rechercheverhalten und zum quantitativen Rechercheaufkommen
ergänzt.
Aus den Ergebnissen der strukturierten Befragung aller untersuchten IVS und
aus den Daten zum Rechercheaufkommen wurde ein multivariates Indikatoren-
system entwickelt, mit dessen Hilfe Gemeinsamkeiten und Unterschiede im
Informationsverhalten der Stellen, bei der Realisierung von Informationsvermitt-
lungskonzepten und bei der Wahl von Strategien zur Distribution von Informa-
tionsdienstleistungen herausgearbeitet werden konnten. Dabei wurden unter
anderem die folgenden, skaliert vorliegenden Variablen auf der Grundlage einer
Ward-Clusteranalyse miteinander verknüpft und gruppiert:
• Rechercheaufkommen in einer IVS bezogen auf ein Quartal;
• Anzahl der genutzten Hosts und Datenbanken während einer Recherche;
• Art der Fragestellung (Naturwissenschaft, Technik, Patente usw.);
• Art der Recherche nach Datenbanktyp (bibliographisch, Fakten usw.);
• Anteil konventioneller Informationsquellen bei der Recherche;
• Aufbereitungsgrad des Rechercheergebnisses;
• interne oder externe Verwendung des Rechercheergebnisses;
• Typ des Auftraggebers.
Die Ergebnisse aus der mit qualitativen und statistischen Verfahren gewonnenen
Gruppierung und Typisierung der untersuchten Modellvorhaben läßt erkennen,
daß sowohl institutionelle als auch funktioneile Faktoren bei der Systematisie-
rung von Informationsvermittlungsstellen zu berücksichtigen sind.
£.3 Institutionelle Typen der Inrormationsdienstleistung
Zuerst sollen anhand einer groben und zunächst annähernden Typisierung von
IVS-Modellen gezeigt werden, in welchen Bereichen durch den Modellversuch
die Online-Informationsvermittlung als neue Dienstleistungskomponente in ein
bestehendes Dienstleistungsangebot eingeführt und integriert worden ist. In
541
Abb. 3 sind die drei im Modellversuch geförderten institutionellen IVS-Haupt-
gruppen vier unterschiedlichen Arten von Online-Nutzungen und Informations-
strategien gegenübergestellt worden, die bei den IVS im Modellversuch beo-
bachtet werden konnten. Die vier Strategietypen werden gleichzeitig mit vier
unterschiedlichen Vermittlertypen assoziiert: Rechercheure, die standardisierte
Informationsleistungen erbringen, Informationsbearbeiter mit qualifizierenden
Leistungen, Berater mit ihren evaluierenden Diensten und Information Broker,
die Online-Information zum Teil nur modifizieren. Die Segmente der Typ-
Nutzen-Matrix sind exemplarisch mit einzelnen Institutionenarten besetzt, die
im Modellversuch vertreten sind und die die entsprechenden Merkmale auf-
weisen.
Recherchen nur für die eigene und interne Nutzung führen im Bereich Forschung
und Wissenschaft (Typ F) fuhren vor allem die geförderten Hochschulinstitute
durch. Im Sektor wirtschaftsnah arbeitender, nicht-kommerzieller Einrichtungen
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Abb. 3: IVS-Typen und -Funktionen im Modellversuch
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die interne Prüfung von Anträgen, Projekten und technischen Entwicklungen auf
die Recherche in Online-Datenbanken zurückgreifen. In der Gruppe der privaten
IVS (Typ P) sind hier private Forschungs- und Entwicklungsinstitute zu nennen.
Online-Recherchen zur Unterstützung allgemeiner qualifizierender Informations-
dienstleistungen werden im Bereich des Typs F von Forschungstransferstellen
oder auch von IVS in Fachhochschulen angeboten. Im W-Sektor sind hier Inno-
vations- und Technologietransferstellen zu nennen, aber auch die Innovations-
beratung von Industrie- und Handelskammern. Patentberichterstatter, private
Auskunftsdienste oder Architekturbüros finden sich unter den IVS vom Typ P,
die Online-Recherchen als Teil einer umfassenderen Informationsdienstleistung
anbieten.
Von der funktionalen Klasse der qualifizierenden Informationsvermittlung unter-
scheidet sich deutlich jene Online-Nutzung, die als integrierter Bestandteil von
höherwertigen Beratungsleistungen anzusehen ist. Wenn in Universitäten und
Fachhochschulen im Rahmen von drittmittelfinanzierten Beratungs- und Ent-
wicklungsprojekten Datenbankrecherchen benötigt werden, dann liegt eine evalu-
ierende Online-Nutzung für den Typ F vor. Innovationsberatungsstellen, zum
Teil auch Handels- und Handwerkskammern besetzen dieses Segment ebenfalls,
das im Privatbereich von klassischen Unternehmensberatungen, von Lizenzver-
mittlern oder Patentanwälten repräsentiert wird. In der Sparte der extern und
gewinn-orientierten Online-Dienstleistungen sind vor allem die kommerziellen
Information Broker im P-Bereich zu nennen. Während im Forschungsbereich
keine solchen Brokerdienste angeboten werden, lassen sich z. B. bei Industrie-
land Handelskammern oder in Technologiezentren vom Typ W einzelne Informa-
tionsagenturen mit Broker-Funktion finden.
Die unterschiedlichen Nutzungsstrategien für Online-Information spiegeln sich
auch im Rechercheaufkommen der drei institutionellen IVS-Typen im Modell-
versuch wider. Das relativ niedrige, aber gleichbleibende Rechercheaufkommen
bei IVS in privaten Dienstleistungsunternehmen ist auf zwei Ursachen zurück-
zuführen: bei den für Beratungszwecke intern genutzten IVS besteht im Rahmen
von sporadisch auftretenden Nutzungssituationen ein geringerer Informations-
bedarf; die extern anbietenden, auftragsorientiert arbeitenden Informationsstel-
len sind mit einer unvollkommen ausgebildeten Nachfrage nach online-bezogenen
Informationsdiensten konfrontiert. Die IVS in wirtschaftsnah arbeitenden Ein-
richtungen weisen aufgrund ihres größeren Zielgruppenpotentials und wegen der
besseren Integrationsmöglichkeiten für Informationsrecherchen in andere innova-
tionsunterstützende Service-Leistungen eine etwas höhere Rechercheaktivität
auf. Deutlich übertroffen werden diese Recherchezahlen von den Online-Nut-
zungsraten in naturwissenschaftlichen Universitätsinstituten und technisch
orientierten Fachhochschulen, wo der Bedarf für fachliche Information den
Inhalten und den Strukturen des Datenbankangebots besser angepaßt ist und
wo die Online-Nutzung besser geeignet ist, konventionelle Formen der Informa-
tionssuche zu ersetzen [vgl. WELLEMS 1990].
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i.i Funktionelle Typen der Informationsdlenstleistung
Die Beobachtungen und Hypothesen zur Typisierung von Informationsdienst-
leistungen im Modellversuch sind mit Hilfe der durchgeführten Clusteranalyse
zum Teil bestätigt worden. Bei einer Clusterungstiefe von vier Untergruppen
entsprachen die so gebildeten IVS-Mengen in etwa den bereits beschriebenen
vier Vermittlertypen mit ihren besonderen funktioneilen Unterscheidungsmerk-
malen. Dabei fanden sich alle vier Vermittlertypen in den drei institutionellen
Formen der Informationsvermittlung wieder: nicht-kommerzielle Infrastruktur-
leistung, wirtschaftsnahe Service-Leistung und kommerzielle Informationsdienst-
leistung. Im einzelnen können die vier geclusterten IVS-Gruppen durch folgende
Merkmale charakterisiert werden:
• In der Gruppe I sind 6 IVS in chemischen Hochschulinstituten und eine IVS
aus einem privaten Forschungsinstitut zusammengefaßt. Diese IVS bearbei-
ten im Quartal durchschnittlich 26 bis 50 meist bibliographische Recherchen,
die sie fast ausschließlich für interne wissenschaftliche Zwecke nutzen. Die-
ser IVS-Gruppe kann der Typ 'Informationsrechercheur' zugeordnet werden.
• 21 IVS mit gleichen Anteilen in allen drei Institutionengruppen bilden die
Gruppe II, in der pro Quartal im Mittel ca. 16 bis 20 Recherchen benötigt
werden. Außer einem hohen Anteil an Faktenrecherchen weist diese Gruppe
sonst jedoch keine charakteristischen Merkmale auf. Dieses Cluster ent-
spricht am ehesten dem Typ 'Informationsbearbeiter'.
• Gruppe III umfaßt 26 Stellen, bei denen neben kleineren Dienstieis tungs-
unternehmen die IVS aus wirtschaftsnah arbeitenden Institutionen über-
repräsentiert sind. Diese Gruppe führt im Durchschnitt 6 bis 20 Recherchen
im Quartal durch, von denen über 80 % in modifizierter Form an externe
Nutzer weitergegeben werden. Mit dieser Gruppe kann der funktionelle
Typ 'Information Broker' assoziiert werden [vgl. WILKIN 1974].
• Die Gruppe IV bildet mit 73 IVS, von denen über drei Viertel in privaten
Dienstleistungsunternehmen aus dem Beratungsbereich eingerichtet wurden,
das größte Cluster. Hier wird durchschnittlich nur 1 bis 10 mal im Quartal
für interne Zwecke recherchiert. Eine detaillierte Analyse der IVS in dieser
Gruppe zeigt die Präsenz von überdurchnittlich vielen IVS vom Typ 'Infor-
mationsberater' [vgl. VICKERS 19881. In dieser Gruppe der innovations-
orientierten Berater werden insbesondere Recherchen zur Marktanalyse, zu
Patentanmeldungen, zu öffentlichen Ausschreibungen, zu Normen und tech-
nischen Vorschriften sowie zu öffentlichen Finanzierungshilfen benötigt
[VOGEL 1988, S. 83].
Die Untersuchungen zur Typisierung der IVS im Modellversuch haben gezeigt,
daß der Erfolg von Informationsdienstleitungen nicht nur vom institutionellen
Wirkungsbereich einer IVS abhängen. Gleichzeitig sind funktionelle Strategie-
konzepte und nicht zuletzt die persönlichen Voraussetzungen und Veranlagungen
der jeweiligen IVS-Mitarbeiter und Mitarbeiterinnen mit dafür verantwortlich,
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1. Vorbemerkung
Die Fachrichtung 5.5 Informationswissenschaft an der Universität des Saarlandes
(Prof. Dr. Harald Zimmermann) befaßt sich seit 1980 u.a. mit Information-Retrieval
bzw. mit Informationslinguistik (Indexing, maschinelles Übersetzen). Daher wurde
ein der Fachrichtung Informationswissenschaft (Direktor Prof. Dr. Zimmermann)
verbundenes Forschungsinstitut, das "Institut der Gesellschaft zur Förderung der An-
gewandten Informationsforschung e.V. an der Universität des Saarlandes" (horribile
dictu) vom Bundesminister für Forschung und Technologie in den Modellversuch
"Informationsvermittlungsstelle (IVS)" von 1987-89 aufgenommen. Über den dadurch
ausgelösten Praxisschock werde ich berichten.
Ziel des Vorhabens war, eine für Zwecke der Ausbildung und der internen Nutzung
für verschiedene Forschergruppen tätige Online-Stelle auszubauen zu einer erwerbs-
bezogenen Informationsvermittlungsstelle für die ganze Universität und für Kleine
und Mittlere Firmen aus dem Saarland. Dabei sollte im Verlauf des Projektes festge-
stellt werden, in welchem Zeitraum und durch welche Maßnahmen Kostendeckung
für Gemein- und Personalkosten erreicht werden kann. Die Gebührenordnung enthielt
demgemäß einen Sachmittel- und einen Personalkostenanteil. Ziel des Vorhabens war
langfristig, für das Saarland eine Firmengründung für einen Informationsbroker zu er-
möglichen. Dazu sollten Eckwerte und Kenndaten ermittelt werden.
2. Wissenschaftlich-technische Erfahrungen
Aus dem Projekt sind einige Konsequenzen für die "Fachinformationsprogramme"
insgesamt offenbar geworden:
Für den Vertrieb von Online-Datenbanken sind deutsche und mehr noch
deutschsprachige Datenbanken unerläßlich. Wenn nicht gerade Grundlagen-
forschung betrieben wird, erwartet der Anfrager schwerpunktmäßig Informa-
tionen aus dem deutschen Sprachbereich. Arbeiten zur Wirtschaft beziehen
sich meist auf den Geltungsbereich der DM, zum Recht auf deutsches Recht
(einschließlich Patente), zur Soziologie/Politologie auf deutsche Gegebenhei-
ten und Verhältnisse. Hier wird Information aus dem Ausland kaum benötigt
oder sogar zurückgewiesen. Für alle Wissensgebiete zeigt sich, daß der
Schwerpunkt des Interesses auf deutschen Instituten liegt, wovon die Origi-
nalliteratur schnell beschafft werden kann. Dieses Orientieren an der schnellen
Bereitstellung der Literatur, möglichst in einer Bibliothek am Orte, ist der
Normalfall. Für die Gewinnung eines weiteren Benutzerkreis neben den bis-
her üblichen Hochschul- und Großfirrnenbereich sind der Ausbau deutscher
bzw. deutschsprachiger Datenbanken unerläßliche Voraussetzung. Allein mit
ihnen bildet sich das Massengeschäft.
Die unterschiedlichen Retrievalsprachen stellten für die IVS natürlich ein
Gewöhnungsroblem, aber kein echtes Hindernis dar. Die größten Probleme bei
der Recherche liegen in den unterschiedlichen Layouts der Records. Abgese-
hen von den Standard-Kategorien AU, TL SO etc. haben wir in einer beglei-
tenden Untersuchung über 1000 verschiedene Kategorien festgestellt. Für
Druck und Anzeige der Dokumente muß der Searcher hier auswählen. Weil
für eine Recherche meist mehrere Datenbanken angewählt werden müssen, die
wiederum oft bei verschiedenen Hosts aufliegen, ist eine genaue Planung der
Recherche erforderlich, um auch das optimale (=billigste) Anzeigeformat zu
erhalten: die Gebührenpolitik der Hosts ist auf diese Möglichkeit hin ausge-
legt. Generell ist für die Mitarbeiter einer IVS oder der Searchers insgesamt
praktisches Arbeiten erforderlich, um hier sattelfest zu werden. Je mehr Da-
tenbanken es gibt, desto größer wird die Zahl der Kategorien werden, beson-
ders durch die Faktendatenbanken.
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Das belegt einerseits, daß die Broker bzw. Searcher ihre gute Funktion haben -
das dürfte das Projekt allen Beteiligten klar gemacht haben - daß aber ande-
rerseits (internationale) Standardisierungen bzw. Normierungen hinsichtlich
der Such- und Anzeigekategorien trotzdem an der Zeit sind.
Ein Unterricht im Online-Retrieval, der sich isoliert auf die Subsprachen (Re-
trieval) orientiert, läuft Gefahr, in bloßer Technik den Gegenstand zu verfeh-
len. Wichtiger sind u.E. die Datenbankkunde, die Dokumentkunde, das Pro-
blem des Ballastes, also die eigentlich inhaltlichen Themen. Diese setzen aber
dokumentarisches/bibliothekarisches Grundwissen voraus (z.B. Bradford's
"Law of Scattering", "Precision-Recall" etc.). In den 90er Jahren sollte der
zukünftige Endnutzer-Markt - die Studierenden an Universitäten und Fach-
hochschulen, Kleine und Mittlere Unternehmen - durch spezielle, thematisch
angepaßte Einführungen systematisch an die Nutzung herangeführt werden.
Eine kostengünstige Lösung - im Extremfall: kostenlos - muß hier durchge-
führt (und ggf. experimentell erprobt) werden).
Die bisherige Fachinformationspolitik mit der Förderung deutscher Daten-
banken und zentraler Hosts beginnt sich praktisch zu bewähren. Dennoch ist
die Basis immer noch schmal. Ganze Bereiche wie Wirtschaft und Politik sind
in Deutschland unterrepräsentiert. Die Schnittstelle zur Literaturversorgung ist
- von Ausnahmen abgesehen - nicht befriedigend gelöst (zu teuer, dauert zu
lange). Die Komplexität der Datenbankdokumente nimmt zu statt ab. Die Zahl
der Datenbanken steigt ständig, jedoch können Bestände unter 100.000 DE
unser Erfahrung nach ökonomisch kaum verwertet werden. Das sind i.d.R.
Spezialbestände, in denen der normale Anfrager mit Alltagswortschatz nicht
bedient werden kann.
Datenbanken sind um so leichter vermarktbar, je besser die inhaltliche Er-
schließung und je einfacher und übersichtlicher die Records struktu-
riert sind. Unerläßlich erscheint, eine Recherche mit einem Standard-Index,
, dem Basic-Index beginnen zu können, von dem aus zur Not die Struktur der
Dokumenteinheiten sukzessive erschlossen werden kann. Ansonsten kann der
Benutzer praktisch nur mit den "Blue-sheets" auf den Knien recherchieren,
vom casual user einmal ganz abgesehen.
Unter diesen Umständen war es sehr hilfreich, die Broker zu unterstützen.
Durch die implizite Vermittlungsleistung v.a. der Broker können die Daten-
banken einer weiteren Öffentlichkeit zugänglich werden. Wahrscheinlich wäre
es sinnvoll, ausgewählte Teilnehmer des Modellversuchs zu Brokern im Sinne
von Kompetenzzentren für jeweils eine Region weiter zu qualifizieren. Dabei
erscheint im Regelfall eine Eingrenzung von Searchern auf ein Fachgebiete als
wenig sinnvoll. Das erfordert dann für eine Informationsverrnittlungsstelle zu
viel Personal. Das Verständnis für Dokumentationssprachen und Klassifikati-
onssysteme ist hier brauchbarer, nützlicher als das Fachwissen i.e.S. Der Se-
archer sollte im Sinne universellen Einsatzes geschult werden und einsetzbar
sein. Nur wenn der eigentliche Fachmann selber regelmäßiger Endnutzer von
Datenbanken ist, wird er den Searcher übertreffen können.
3. Entwicklung des Rechercheaufkommens
Zahl und Umfang der Recherchen sind für die Informationsvermittlungsstelle (IVS)
ein wichtiger Indikator.
Es wurden insgesamt 181 kostenpflichtige Recherchen gemäß Definition des Pro-
jektgebers durchgeführt (selbständige Sitzungen pro Kunden). Dabei wurden 253
Hosts angewählt und 405 Datenbanken angesprochen. Pro Recherche wurden dem-
nach 1,4 Hosts angewählt und 2,3 Datenbanken benutzt.
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Für das Jahr 1988 wurden 33 Std. Anschaltzeit an die Kunden weitergegeben, was ei-
ner Dauer von 15 Minuten pro Recherche entspricht. Daraus folgen wiederum Ge-
bühren pro Recherche von 50,-DM pro Auftrag (hinzu treten Gemeinkosten und Per-
sonalkosten).
Acht Retrievalsprachen (BRS, DIALOG, DSO, GOLEM, GRIPS/DIRS, MESSEN-
GER QUESTEL, STAIRS) wurden benutzt und etwa 600 verschiedene Feldnamen
(AU, TI, SO etc.) in den entsprechenden Datenbanken wurden für Anzeige und Aus-
druck selektiert Obwohl das Personal schon seit 1981 recherchiert hatte, vornehmlich
in den Datenbanken zum eigenen Fachgebiet, hat es die Komplexität des Datenban-
kenangebots, die sich in einer Unzahl von Kategorienbezeichnungen niederschlägt,
erst durch dieses Projekt ermessen können. Besonders auffallend ist, daß die Auswahl
der passenden Datenbank für eine Fragestellung erst nach einigen Monaten Tätigkeit
in den Mittelpunkt des Interesses rückte. Erst danach wurde die Datenbank nicht mehr
nach der Beherrschung einer jeweiligen Retrievalsprache ausgewählt.
4. Entwicklung der Kundenstruktur
Die Auftraggeber bestanden in z.B. 1988 in 62 Fällen aus Privatpersonen (zumeist
Studenten), aus 54 Angehörigen von wissenschaftlichen Instituten und aus 19 Fir-
menangehörigen.
Die Art der Fragestellung war in 66 Fällen "gemischt" bzw. wissenschaftliche Infor-
mation, in 38 Fällen Wirtschaft, in 18 Fällen Marktinformation (13 Sonstige).
Auch weil bei den Datenbanken zumeist wissenschaftliche Inhalte vorliegen, sind An-
gehörige von Hochschulen die am besten geeignete Zielgruppe. Auch hier wirkt die
Diffusion von oben nach unten: Wenn Professoren die Datenbanken nutzen und z.B.
in ihren Veranstaltungen darauf hinweisen, nutzen auch Studierende diese Möglich-
keit. Die verstärkte Nutzung der Wirtschaftsdatenbanken beruht auf einer Demon-
strationsveranstaltung, die für alle Mitarbeiter eines Institut durchgeführt wurde.
Generell ist der Beratungsbedarf hoch. Datenbanken sind ein Produkt, das sich (noch)
nicht von selbst verkauft. Nutzen und Vorteile dieses Produkts müssen ausführlich er-
klärt, Sensitivität für Kosten und Recherchestrategie allmählich entwickelt werden.
Besonders für Angehörige der Wirtschaft kann dies nur durch Exempel, durch gute
Recherchen geschehen. Bei Universitätsangehörigen kann i.d.R. das dokumentari-
sche Grundwissen als abstrakte Einführung in den Gegenstand dienen.
Leider wurde von uns keine Statistik geführt, wieviele Kontakte, Besuche, sowie Be-
suche von interessierten Kunden fruchtlos blieben, bzw. nicht zu Aufträgen führten.
Die Bedeutung dieser Kennziffer wurde von uns zu spät erkannt. Erfahrungsgemäß
führt aber nur jeder dritte Kontakt zum Erfolg. Grund ist einmal die Kostenfrage, zu-
meist in der Form, warum eine bibliothekarische Auskunft überhaupt kostenpflichtig
sei. Weiterhin wurde unsere Auskunft oft als Nachweis des Originaldokumentes ver-
standen, nicht nur seiner Referenz. Schließlich war für Wirtschaftskreise der Inhalt
der Datenbanken oft zu anspruchsvoll. Das resultiert daraus, daß bei Unternehmen im
Saarland erhebliche Defizite hinsichtlich FuE-Sektor festzustellen sind.
Auf die Recherchezahlen hat sich am gravierendsten ausgewirkt, daß der normale
Benutzer Datenbanken nicht regelmäßig nutzt Die 180 Recherchen wurden für 120
verschiedene Personen durchgeführt. Betriebswirtschaftlicher Erfolg kann sich nur
einstellen, wenn die Häufigkeit der Nutzung steigt. Auf der anderen Seite sind gerade
im Hochschulbereich die regelmäßigen Nutzer zumeist solche, die über ein eigenes
Paßwort für die in Frage kommenden Datenbanken verfügen oder ein solches anstre-
ben. Die gehen für uns als Kunden verloren. In diesem Zusammenhang ist folgende
Entwicklung von besonderer Bedeutung: Große Firmen und Institutionen im Saarland
legen sich zwar Paßwörter für ihre wichtigsten Datenbanken zu, aber geben Aufträge
für Randbereiche und Spezialbestände, oder für Datenbanken die schwierig zu .re-
cherchieren sind, an uns weiter. Das könnte für uns die "Marktlücke" bedeuten.
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5. Entwicklungen und Trends bei Kundenanfragen
Der Großteil des Umsatzes wurde von wenigen großen Forschungsprojekten erbracht.
Insbesondere im Bereich Naturwissenschaft und Technik mit ihrem hohen Anteil an
Zeitschriften-Literatur erscheint die Nutzung von Datenbanken inzwischen fast schon
selbstverständlich. Man muß aber sehen, daß auch hier Rechnungen von ca. 500,- DM
bis 1.500,-DM schon ins Gewicht fallen. Der Nutzen und Vorteil von Datenbanken
konnte z.T. leicht demonstriert werden, weil die Datenbanken um 50% mehr an Lite-
ratur zu den einzelnen Gebieten enthielten, als den Projektmitarbeitern anderweitig
bekanntgeworden war.
Große Kunden verwenden demgemäß die Recherche in Datenbanken überwiegend in
einer Kontrollfunktion, z.B. bzgl. Vollständigkeit; kleine Kunden suchen eher die
punktuelle Information zu einem eng umrissenen Gebiet, z.B. zum Thema einer Exa-
mensarbeit (also eher eine "Erst- und Spezialfunktion"). Die Erfahrung zeigt, daß man
allen Nutzern vor der Recherche eine entsprechende Selbstbeschreibung ("Typisie-
rung" der Suche) abverlangen sollte.
Die Durchschnittskosten der Recherchen sind im Projektverlauf gesunken, weil die
Rechercheure an Erfahrung gewannen hinsichtlich Auswahl der Datenbank, Ein-
schätzung des Kunden, Recherchestrategie etc. Bewährt hat sich insbesondere, den
Kunden am Terminal gleich den Ballast bei jedem Schritt angeben zu lassen. Der
Endbenutzer sieht beim "Browsen" erst die Tragweite seiner jeweiligen Schlagwörter
bzw. Suchbegriffe. Ärger über Ballast (und darauf bezogene Kosten) kann damit re-
duziert werden.
Bei erstmaligen Nutzern ist noch kein Verhältnis zu den Fähigkeiten und Grenzen von
Datenbanken vorhanden. Weil eine Frage, so wie sie gestellt wurde, selten direkt be-
antwortet werden kann, sondern zumeist eine Anpassung an die Dokumentations-
sprache der Datenbank erfolgen muß, kommt der unerfahrene Anfrager ins "Schwim-
men". Er überschätzt die Ergebnisse, stürzt sich durch Bestellung zahlloser Doku-
mente in Unkosten oder er unterschätzt sie, ist enttäuscht, wenn z.B. nur wenige Do-
kumente selektiert werden, was wiederum der Searcher als Erfolg bewertet. Hier wä-
re Nutzerschulung erforderlich. Bewährt hat sich im Projekt, mit jedem Anfrager ein
Presearch-Interview zu führen. Das führt dann aber dazu, daß jede noch so kleine Re-
cherche mit Vorbereitung, Sitzung und Ausdruck mindestens eine Stunde Zeitauf-
wand erfordert.
Bei den Studierenden spielt der Preis bei der Entwicklung eines "Kundenstammes"
eine besondere Rolle. Wenn eine Minute, einschließlich Ausdruck eines Dokuments,
5,- DM kostet, und die Grundpauschale 10,- DM beträgt, ergibt sich als Minimalbe-
trag i.d.R. eine Summe um 40,- DM. Davon kann sich aber beispielsweise ein Stu-
dierender eine Woche lang morgens und abends in der Mensa versorgen. Die materi-
elle Lage der Studenten ist schlecht: Die Ferienzeit muß i.d.R. mit Berufsarbeit bzw.
Aushilfstätigkeiten verbracht werden. Daher sollte die finanzielle Situation dieser
Zielgruppe auch vom BMFT bzw. den Informationsanbietern einmal gesondert be-
dacht werden.
6. Marketing
Die IVS veranstaltet keine Werbung mehr auf Verdacht hin, jemand könnte sich für
Datenbanken interessieren. Es muß doch für jede Person Überzeugungsarbeit am
Terminal geleistet werden. Die Dienstleistung erscheint auch als zu speziell, zu per-
sönlich bezogen, als daß sie durch Prospekte und Handzettel illustriert werden könn-
te. Im übrigen ist Literatursuche ein sensitives Gebiet, das nur ungern an Externe ver-
geben wird (?). Daher verstand sich die FVS eher als ein Arzt oder Rechtsanwalt, der
darauf angewiesen ist, daß seine Leistung sich durch Erfolg und Empfehlung durch-
setzt. Die Schwierigkeiten beim Marketing mögen folgende Beispiele illustrieren:
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Die IVS hat ein Plakat (40x60 cm) in einer Auflage von 50 Exemplaren drucken las-
sen. Die Plakate wurden in den Instituten der Universität installiert. Allerdings ist es
dort üblich, zum Semesterende alle Anschläge zu entfernen. Gedruckt wurden ferner
250 Faltblätter als Handouts. In der Zeitschrift "cogito" wurden zwei Anzeigen auf-
gegeben. Das hatte eine Reihe von Firmenanfragen zur Folge (u.a. Opel, Siemens),
die uns aber offenbar als Anbieter eigener Datenbanken verstanden hatten. Dabei hat
es mindestens sechs Monate bis nach der Publikation gedauert, bevor sich diese und
andere auswärtige Kunden unter Berufung darauf bei uns gemeldet hatten. Die Wer-
bung mit Plakaten etc. hatte auch Erfolg, die mit Handouts offensichtlich nicht Neue
Kunden werden jedoch i.d.R. durch zufriedene alte Kunden gewonnen (Schneeballef-
fekt). Dies war im übrigen auch die einhellige Meinung auf verschiedenen Begleit-
seminaren.
Die IVS war (u.a. auch mit Vorträgen) 1988 und 1989 auf der INFOBASE vertreten.
Auch auf der größten Verbrauchausstellung im südwestdeutschen Raum, der Messe
"Welt der Familie" in Saarbrücken, wurde die IVS eingeladen, auf dem Stand der
Landesregierung zu repräsentieren. Dort mußten allerdings einer weiteren Öffentlich-
keit Online-Datenbanken erst erklärt werden. Bei diesen Gelegenheiten wurde wie-
derum festgestellt, daß der Bekanntheitsgrad von Online-Datenbanken immer noch
gering ist. Zu wenige wissen genau, was überhaupt von Datenbanken erwartet werden
kann. Wir haben es daher für ein wichtiges Anliegen gehalten, Datenbanken und In-
formation Retrieval der Öffentlichkeit als solche überhaupt erst einmal vorzustellen.
So waren wir an vier Terminen 1888 und 1989 am "Saarländischen Sommer" mit dem
Thema "Das Saarland in den internationalen Referenzdatenbanken" aktiv. Dankens-
werterweise hat das Saarland durch verschiedene Institutionen (Saarmesse, Kultus-
ministerium) jeweils die Recherchekosten übernommen.
7. Äußere Erfolgskriterien
Der Vorstand des IAI hat beschlossen, die IVS als kommerziell orientiertes "Kompe-
tenzzentrum Datenbanken" fortzusetzen. Ein betreffender Mitarbeiter wurde im Pro-
jektzeitraum qualifiziert. Ohne alle Werbung und ohne Bemühen um neue Kunden
(das Vorhaben mußte nach Ablauf der Förderung aus Personalgründen einige Monate
gedrosselt werden) ergeben sich z.Zt. hochgerechnet ca. 150 Recherchen pro Jahr.
Das ist der Stamm an Nutzern, die in den 18 Monaten des Projektzeitraums gewon-
nen werden konnten. Auf dieser Basis arbeiten wir nun weiter. Ziel sind zunächst 300
Recherchen. Das ist die Schallmauer für einen regulären Betrieb, weil dann aus dem
Personalkostenanteil eine Hilfskraft bezahlt werden kann.
8. Lehren für die Theorie
Selbstredend ist, daß alle diese Angaben nicht repräsentativ für den Modellversuch
"Informationsvermittlung" des Bundesministers für Forschung und Technologie sind.
Auch die aus diesem Anlaß gezogenen Schlüsse geben nur die Meinung des Autors
wieder:
Online-Datenbanken werden in ihrer heutigen Form, sowohl im technischen Aufbau,
als auch in der inhaltlichen Ausgestaltung, auf lange Zeit hin für den Vertrieb das
Massengeschäft ausmachen. Für die Forschung werden sie weiter einen wichtigen
Gegenstand bedeuten. Denn wenn sie auch als CD-ROM angeboten werden, mit
Frontend-Software mit Menü- und Window-Technik, mit Gateway-Software, wenn
z.B. die Records in Hypertext-Cards umgeformt werden, das Produkt Datenbanken
wird sich in absehbarer Zeit nicht ändern (natürlich gilt das nicht für andere oder neue
Anwendungen wie statistische Datenbanken, Konstruktionsdatenbanken etc.) Nur die
Benutzerschnittstelle kann bei den marktgängigen Datenbanken variiert bzw. opti-
miert werden. Das Problem des Ballastes mit 20-50% pro Anfrage bleibt. Der Recall
ist mit 50-70% nach wie vor zu niedrig. Das hat unmittelbare Auswirkungen auf die
Kosten des Retrieval. Nur die tägliche Erfahrung kann demonstrieren, wie nieder-
schmetternd diese Werte für einen Searcher sind: Der Umgang mit Precision/Recall
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beruht nach wie vor - trotz aller Forschung - in wesentlichen Teilen auf Fingerspitzen-
gefühl, Erfahrungswerten und allgemeiner Sensibilität für diese Problematik: Ein
Skandalon der Informationswissenschaft.
Die Notwendigkeit, die Syntax der Retrievalsprachen für den Endbenutzer zu abzu-
fangen, ist unbestritten. Selbstredend ist es auch notwendig, Datenbanktechnologie
und Regel-/Expertensysteme zu integrieren. Aber die alten Fragen werden damit nicht
gelöst, sondern umgangen (?). Sie werden in neuer Form wieder auftreten. Kurzfristig
können auch andere Wege das Retrieval verbessern.
Wir haben z.Zt. maschinelle Freitextanalyse, manuelle Indexierung oder maschinelle
Indexierung (Lustig, Knorz) in der Regel im BASIC-Index integriert. Die manuelle
Indexierung könnte durch Erweiterung der Thesauri in folgender Form gesteigert wer-
den: Bisher sind pro Thesaurus 10% Nicht-Deskriptoren und 90% Deskriptoren die
Regel. Die Zahl der Nicht-Deskriptoren sollte auf ein Verhältnis von mindestens 50%
zu 50% gesteigert werden. Dabei werden nur die Thesaurus-Eingänge erhöht. Das
müßte aller Voraussicht nach den Recall erhöhen. Ggf. könnten dabei die Tesauri
auch auf einen kleineren und "härteren" Kern reduziert werden
Die Records der meisten Datenbanken enthalten weiterhin getrennte Felder für die
Deskiptoren und für die Notationen der Klassifikationssysteme. Zwischen Klassifika-
tion und Thesaurus besteht ja der fließende Übergang in den Benennungen für die
zumeist numerische Notation. Man könnte diese Benennungen markiert in den The-
saurus integrieren. Das erleichtert dann die Wahl der Termini für eine "AND"-
Operation. Zumindest sind hier Hilfen notwendig, weil bei ca. 150 marktgängigen Da-
tenbanken kein Searcher alle Klassifikationen (soweit überhaupt erhältlich) beschaf-
fen kann.
Schließlich und endlich, das Information-Retrieval ist eine Mensch-Maschine-
Symbiose. Was der Computer auch und gerade beim Retrieval macht und "kann"
hängt - zwar nicht nur, aber doch vor allem - vom Bediener/Benutzer ab. Daher habe
ich mich auch nicht gescheut, pragmatische Lösungen aus der Praxis abzuleiten.
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In den Bereichen Technik, Wirtschaft und Wissenschaft werden seit
mehreren Jahren Datenbanken als Informationsquellen angeboten. Sie
können den Anforderungen nach gezielter und umfassender Information gut
gerecht werden.
An der Technischen Hochschule Darmstadt wurde in Zusammenarbeit mit der
HLT mbH, Wiesbaden, die Nutzung von externen Datenbanken und Informati-
onsvermittlungsstellen durch kleine und mittlere Unternehmen unter-
sucht. In einer ünternehmensbefragung wurde zugleich auch die Nutzung
der übrigen Informationsquellen, wie z.B. Fachzeitschriften, Kenn-
zifferzeitschriften und Messen, betrachtet. In der Auswertung konnten
vier Befragungen mit über 400 Fragebögen berücksichtigt werden. Über
75% der Fragebögen wurden von Mitgliedern der jeweiligen Geschäftslei-
tung beantwortet.
Von den befragten Unternehmen hatten bisher nur 9% externe Datenbanken
genutzt; davon 80% mehr als einmal. Auch die Inanspruchnahme von Infor-
mationsvermittlern war sehr gering. 40% der Befragten hatten keine
Kenntnis von der Möglichkeit, Informationsvermittler mit der Durch-
führung von Datenbank-Recherchen zu beauftragen.
Im Rahmen des Beitrags soll auf weitere Ergebnisse der Befragung einge-




Durch das Bestehen von Datenbanken (DB) ist heute der selektive Zugriff
auf Informationen relativ einfach möglich. Online-DB stehen seit über
20 Jahren der Öffentlichkeit zur Verfügung. Lockheed Missiles & Space
Company, Inc. hat 1969 erstmals seinen Informationsdienst zur allgemei-
nen Nutzung angeboten.
"Die Forschungs-, Entscheidungs- und Arbeitsprozesse machen es täglich
notwendiger, die wachsende Flut von Informationen aller Art - wissen-
schaftliche, wirtschaftliche, technische und sonstige Informationen -
zu bewältigen. Der Einsatz der Datenverarbeitung und Datenfernübertra-
gung bietet die Möglichkeit die Probleme zu lösen, d.h. vor allem die
Informationen rationeller, effektiver und auf breiterer Basis zugäng-
lich zu machen."
Jedoch werden DB bisher nicht entsprechend der möglichen wirtschaftli-
chen Bedeutung genutzt.
Große unternehmen nutzen zum größten Teil Datenbanken als Informations-
quellen in hausinternen Informationsvermittlungsstellen (IVS). Daneben
besteht ebenso die Möglichkeit externe Informationsvermittler mit Re-
cherchen zu beauftragen. Gerade für kleine und mittlere Unternehmen
(KMU) ist es oft nicht wirtschaftlich, hausinterne IVS einzurichten. In
diesen Fällen sind externe Informationsvermittler eine kostengünstige
Alternative.
An der Technischen Hochschule Darmstadt wurde im Fachgebiet Informati-
onssysteme und Datenverarbeitung die Nutzung von externen Datenbanken
und externen Informationsvermittlungsstellen durch kleine und mittlere
Unternehmen untersucht. Die erforderlichen Daten wurden durch ver-
schiedene Befragungen erhoben.
Durch persönliche Erfahrungen beim Aufbau und Betrieb einer IVS konnten
der Arbeit entscheidende Impulse verliehen werden. So sind durch den
Umgang mit den unterschiedlichen Datenbankanbietern, Datenbanken und
Retrievalsprachen und vor allem bei der Durchführung von Datenbank-
Recherchen für KMU Erfahrungen gesammelt worden.
Anläßlich des 1. Internationalen Symposiums für Informationswissen-
schaft (ISI'90) sollen Teilaspekte der wissenschaftlichen Arbeit vorge-
stellt werden.
Zunächst wird auf die verschiedenen Erhebungen und untersuchten Merk-
male eingegangen. Daraufhin werden wichtige Ergebnisse, mit der Unter-
scheidung, ob KMU bereits Erfahrungen mit DB oder IVS gemacht haben
oder nicht, dargestellt. Der letzte Gliederungspunkt enthält die Zusam-
menfassung der Ergebnisse.
1Grosse, Ulrich; S.4E-3




Es zeigte sich als unzureichend, vorhandenes statistisches Material
oder bestehende Veröffentlichungen durch Sekundäruntersuchungen zu ana-
lysieren. Es sind nur wenige Untersuchungen in diesem Bereich bisher
durchgeführt worden, sodaß nur wenig Datenmaterial zur Verfügung steht.
Auch können Untersuchungen in diesem Bereich ohne praktische Problembe-
zogenheit kaum erfolgreich sein. Zusätzliche empirische Erhebungen
waren notwendig, um die erforderlichen Informationen zu erhalten.
Die Untersuchung stützt sich auf ein breites, abgesichertes Datenmate-
rial. Es wurde, je nach Fragenkomplex, sowohl durch schriftliche als
auch mündliche Befragungen erhoben.
Für die mündliche Befragung wurden bestehende Kontakte zu Unternehmen
genutzt. Hier war eine hohe Kooperationsbereitschaft vorhanden. Aus-
führliche Gespräche mit der Möglichkeit, DB-Recherchen vor Ort vorzu-
führen zeigten sich hilfreich für beide Seiten.
Es wurden vier verschiedene Befragungen durchgeführt. In der hier ange-
strebten Kürze der Darstellung wird die Betrachtung von Befragung I und
II für ausreichend erachtet. Zunächst sollen diese beiden Befragungen
stichpunktartig erläutert werden.
Befragung I
- Schriftliche Befragung (mit Pretest)
- Zufallsstichprobe (repräsentativ)
- Stichprobe: 293 Unternehmen (5,8% aller hessischen KMU)
- Rücklaufquote: 41%3
- 39 Fragen mit insgesamt 249 Einzelfragen
Befragung II
- Schriftliche Befragung (mit Pretest)
- Unternehmen mit Erfahrungen bei Datenbank-Recherchen
- Stichprobe: 27 Unternehmen
- Rücklaufquote: 64%
- 45 Fragen mit insgesamt 272 Einzelfragen
Eine Vielzahl von Merkmalen wurde untersucht. Im Rahmen dieses Vortra-
ges können jedoch nur einzelne Aspekte genauer dargestellt werden. Ins-
gesamt wurden folgende Merkmale betrachtet:
Rücklaufquote - Summe der auswertbaren Fragebögen













Bewertung der Forschungs- und
Entw i cklungsaufWendungen
- Externe DB / IVS
Online-DB / IVS bereits bekannt
durchgeführte Anzahl von Recherchen
Zeitpunkt der ersten Nutzung
Gründe für geringe Nutzung






Zeitraum bis zur Verfügungsteltung
























- Position des Befragten
Stellung des Befragten
Abteilung
Tabelle 1: Untersuchte Merkmale
3 Ergebnisse
Befragung I - Informationsverhalten
Externe DB werden nur von einem geringen Teil der KMU genutzt. Ledig-
lich 9% haben Datenbank-Recherchen angewendet; davon jedoch 80% mehr
als einmal.
Dagegen werden Fachzeitschriften als die wichtigste Informationsmög-
lichkeit eingeschätzt. Direkt danach sind Messen und Ausstellungen,
Geschäftspartner und Firmeninformationen, Prospekte und Kataloge aufge-
führt.5
Auffallend ist, daß Datenbank-Recherchen im letzten Drittel und Infor-
mationsvermittler hinter Unternehmensberatern an letzter Stelle aufge-
führt sind.
Bei Kennzifferzeitschriften ist die Verweigerung der Antwort besonders
hoch. Es konnte bei einer anderen Untersuchung des Verfassers bereits
festgestellt werden, daß der Begriff Kennzifferzeitschrift in der Pra-
Quelle: Befragung I, Frage 2
;jvgl. Abb. 1
°vgl. Abb.l "keine Angaben"
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xis nicht sehr bekannt i s t . Ebenfalls hohe Antwortverweigerungen sind
bei Datenbank-Recherchen, Einrichtungen zur Wirtschaftsförderung, Pa-
tentinformationen und Informationsvermittlern zu erkennen. Es sind je-
weils Verweigerungsquoten von größer gleich 10% zu verzeichnen. Auch
bei diesen Informationsarten is t genauso wie bei Kennzifferzeitschrif-
ten eine Unwissenheit über diese Informationsmöglichkeit zu vermuten.
So haben 41% aller Befragten noch nichts davon gehört, Datenbank-
Recherchen von "Externen" durchführen lassen zu können.7
=> Beurteilen Sie b i t te den Grad der Wichtigkeit der folgenden
Informat ionsmögli chkei ten:
sehr wichtig = 1
vö l l ig unwichtig = 5












































































































Abb. 1: Wichtigkeit verschiedener Informationsmöglichkeiten
Quelle: Befragung I






































































































































































































































































































































































































































Unternehmensberater, Hochschulkontakte und Bibliotheken "alle paar
Jahre" oder "überhaupt nicht" als Informationsmöglichkeit genutzt.
Die Rangordnung nach der Wichtigkeit wird durch die Reihenfolge über
die Nutzungshäufigkeit der verschiedenen Informationsquellen signifi-
kant bestätigt.
Befragung I - Mögliche Informationsdefizite
Die Zufriedenheit der Versorgung mit Informationen aus verschiedenen
Bereichen wurde ermittelt. Auffallend ist zunächst die geringe Band-
breite der Antworten. Eine Unzufriedenheit ist vor allem bei Informa-
tionen über Experten, neue Aufgabengebiete, Lizenzen, technische- na-
turwissenschaftliche Bereiche, Patente und Adressen von potentiellen
Kunden zu erkennen. Dies sind alles Bereiche, in denen Datenbanken zur
Verfügung stehen.
Dagegen ist eher eine Zufriedenheit bei Informationen über Wirtschaft
allgemein, Finanzbereiche, Einkaufsquellen, Produktionsbereich und
Stand der Technik zu verzeichnen.
=> Uie beurteilen sie die Versorgung Ihres Unternehmens mijt
folgenden Informationen?
Mit der InformationsVersorgung im Bereich
sind wir ...
vollkommen zufrieden = 1













































































Befragung I - Gründe für geringe Nutzung
Bei der repräsentativen Befragung I ist der Anteil der bisherigen
Nichtnutzer von externen DB bzw. IVS sehr hoch.8 Als Gründe für die
Nichtnutzung werden vor allem "zu wenig Informationen" und ein "fehlen-
des Angebot über Datenbank-Recherchen" genannt. Dagegen wird überwie-
gend9 verneint, "schlechtes über IVS gehört" zu haben. Auch der Aus-
sage, daß "kein Vertrauen in IVS" vorhanden ist, wird weitgehend
widersprochen.












1 2 3 4 5
zu wenig Informationen über
Datenbank-Recherchen
bisher kein Angebot über
Datenbank-Recherchen erhalten
die Meinung, daß Datenbank-
Recherchen zu teuer sind
kein Bedarf an Datenbank-Recherchen
nicht die finanziellen Möglich-
keiten, Datenbank-Recherchen in
Auftrag zu geben
kein Vertrauen in IVS









Abb. 4: Gründe für die geringe Nutzung von Datenbank-Recherchen
Quelle: Befragung I
Befragung II - Informationsverhalten
Die Befragten haben im Mittel drei Datenbank-Recherchen im Jahr der
Untersuchung durchgeführt. In den folgenden zwei Jahren wird eine er-
wartete Steigerung des Einsatzes von DB-Recherchen von ca. 230% von den
Unternehmen angegeben.
Auch hier wurde nach der Wichtigkeit von verschiedenen Informationsmög-
lichkeiten gefragt.11 Datenbank-Recherchen werden im Gegensatz zu der
repräsentativen Stichprobe I als wichtige Informationsquelle (Rangplatz
5) bewertet. IVS befinden sich jedoch immer noch im unteren Drittel.
91% haben bisher keine DB-Recherchen durchführen lassen.
9Mittelwert: 4,55
10.
11v g l . Abb.5v g l . Abb.5 (Befragung I I ) und im Vergle ich dazu Abb.l
(Befragung I )
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Es zeigte sich bei näherer Untersuchung, daß die Differenz zwischen der
Beurteilung von DB-Recherchen und IVS, bei den Unternehmen, welche eine
eigene Stelle zur Durchführung von DB-Recherchen besitzen, besonders
groß war. Aber auch bei den übrigen Unternehmen war diese Differenz
nachweisbar. Es is t eine Tendenz festzustellen, den institutionalisier-
ten Stellen als ausführenden Organen eine geringere Wichtigkeit beizu-
messen.
So werden Auskunfteien, Marktforschungsinstitute, Unternehmensberater
und IHKs ebenfalls schlecht beurteilt.
=> Beurteilen Sie b i t te den Grad der Wichtigkeit der folgenden
Informati onsmögli chkei ten:
sehr wichtig = 1
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Abb. 5: Wichtigkeit verschiedener Informationsmöglichkeiten
Quelle: Befragung II
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DB-Recherchen werden vor allem dann genutzt, wenn in neue Pro-
duktzweige eingestiegen werden s o l l , bzw. wenn neue Produkte e in-
geführt werden s o l l e n . 1 2 Weiterhin werden Kurzberichte zur The-
menstellung und. Zusammenfassungen von Veröffentlichungen durch
die IVS a l s sehr wünschenswert erachtet . Nur wenig Bedarf besteht
nach-Grafiken und ausführlichen Berichten zur Themenstellung.13
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wenn in neue Produktzweige eingestiegen werden soll
wenn neue Produkte eingeführt werden sollen
wenn in ausländische Märkte eingetreten werden sol l
wenn der Markt ständig beobachtet werden sol l
wenn wichtige Lieferanten, Abnehmer oder
Vertragspartner ausgewählt werden sollen









Abb. 6: Benötigte Informationen aus Datenbanken
Quelle: Befragung II
Befragung II - Mögliche Defizite
Eine Zufriedenheit bei der Versorgung mit allgemeinen Wirtschaftsinfor-
mationen, mit Informationen zum Stand der Technik, zur Marktentwicklung
und zum Wettbewerb ist festzustellen.14 Dagegen werden Informationen zu
Exportdaten, Lizenzen, neuen Aufgabengebieten und Experten weniger zu-
friedenstellend beurteilt.
Der Vergleich von Befragung I und Befragung II bei dieser Frage ergibt
einen signifikanten Unterschied. Besonders die Informationsversorgung
über Marktentwicklung, Patente, Experten und technisch- wissenschaftli-
chen Bereiche werden bei den Nutzern von DB und IVS viel positiver be-





vgl. Abb. 7 (Befragung II) und Abb. 3 (Befragung I)
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=> Wie beurteilen sie die Versorgung Ihres Unternehmens mit
folgenden Informationen?
Mit der Informationsversorgung im Bereich ...
sind wir ...
vollkommen zufrieden = 1
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Abb. 7: Zufriedenheit über die Versorgung von Unternehmen mit
Informationen
Quelle: Befragung II
Befragung II - Anforderungen
KMü welche Erfahrung mit DB-Recherchen haben, legen besonderen Wert auf
die Aktualität der gewünschten Informationen. Quantität ist weniger
gefragt. Auch der Kostenfaktor wird als ein nicht sehr bedeutsamer Fak-
tor bei der Informationsvermittlung angegeben.
Bei der Frage, welche Kosten die KMO maximal bereit sind zu akzeptie-
ren, wurde auf Grund der Angaben ein durchschnittlicher Betrag von
DM 167 für eine Kurzrecherche bzw. DM 725 für eine ausführliche
Recherche errechnet. Allerdings waren große Differenzen zwischen den
einzelnen Antworten zu verzeichnen.
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-> Welche Bedeutung haben für Sie folgende Faktoren
bei der Informationsvermittlung?
sehr gro^e Bedeutung = 1
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Abb. 8: Bedeutung ausgewählter Faktoren für die IVS
Quelle: Befragung II
4 Zusammenfassung
Die wichtigsten Ergebnisse können wie folgt zusammengefaßt werden:
* Die gegenwärtige Nutzung und Akzeptanz von externen DB ist in KMU
sehr niedrig und unbefriedigend.
* Die geringe Nutzung ist mehr auf Unkenntnis über das Medium und die
Vorgehensweise zur Beschaffung von Informationen aus DB als auf Unzu-
friedenheit, zu hohen Preis, mangelnden Bedarf oder geringes Ver-
trauen zurückzuführen.
* Insbesondere in den Bereichen Technik und Naturwissenschaft, Lizen-
zen, neue Aufgabengebiete und Experten halten die meisten Unternehmen
ihre Informationsversorgung für nicht ausreichend.
* Durch DB-Nutzung können zufriedenstellende Informationen insbesondere
in den Bereichen Marktentwicklung, Patente, Experten, Technik und
Wissenschaft gewonnen werden.
* Informationsvermittlung ist für KMU wichtig und sollte daher, nach
Angaben der Befragten, gefördert werden.
Es ist offensichtlich, daß noch viel Aufklärungsarbeit zu leisten ist.
Neben den Informationsanbietern werden auch Verbände, Kammern und Wirt-
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Skizziert werden Idee, Intention, Merkmale und Verfahrensweise der Begriffskombinatorik des
Raimundus Lullus (13. Jh.) als einer mittelalterlichen Vorläuferin moderner Wissensorganisation.
Eine Wissenschaft mag noch so jung sein, ihr Selbstverständnis noch so pragmatisch, also
anwendungs- wie fortschrittsbezogen zugleich - und dies heißt, an Gegenwart und Zukunft
orientiert - sofern sie sich den geltenden Kriterien von Wissenschaftlichkeit unterwirft, ist sie
immer auch, ob ihr dies bewußt ist oder nicht, traditionsverhaftet und -abhängig, reichen auch
ihre Wurzeln tief in das Erdreich der Geistesgeschichte hinein oder stellt sie - um ein anderes Bild
zu gebrauchen - stets nur eine auf anderen Wissenschaftsschichten aufgewachsene obere
Schicht mächtiger Korallenstöcke geistiger Leistungen dar.
Das dies auch im Falle unseres eigenen Faches gilt, ist nicht schwer nachzuweisen. Sofern sich
Informationswissenschaft zentral mit Problemen der Wissensorganisation beschäftigt, wurzelt sie
letztlich In den uralten, vielschichtigen Böden philosophischer Kerndisziplinen.
Daran zu erinnern und ein Stück davon, nämlich ein mittelalterliches Kapitel, lebendig werden zu
lassen, scheint vor einer Kulisse mit zahlreichen Zeugnissen der mittelalterlichen Kultur mehr als
gerechtfertigt zu sein. Ich denke nicht nur an Konstanz, sondern zumal an das nicht ferne St.
Gallen, aber auch an die Skriptorien in den ehemaligen Klöstern der Reichenau.
Die Eselsbrücke zu dem von mir vorzustellenden Autor aber bildet das bekanntermaßen
mediterrane Klima der Insel Mainau: So entrücke ich Sie denn dahin, wo dieses Klima
gewissermaßen zu Hause ist, auf die Balearen. Denn wie der Titel meines Beitrages schon
verraten hat, geht es um Raymundus Lullus, oder katalanisch Ramon Loll, und der wurde in
Palma auf Mallorca geboren um das Jahr 1235, führte dort, in Spanien und Nordafrika ein
wechselvolles Leben - eher am Rande der geistigen Hauptströme seiner Zeit - und starb
schließlich im Jahre 1316 in Tunis, der Überlieferung nach als christlicher Märtyrer im Steinhagel
der Sarazenen.
Kern seines überaus voluminösen Werkes mit theologischen und philosophischen Traktaten -
hinterlassen hat er aber auch gefühlvolle Liebeslyrik - ist die sogen. "Ars magna" oder auch "Ars
compendiosa inveniendi verltatem", auf die ich Ihre Aufmerksamkeit bei diesem kleinen Ausflug in
die Geschichte unserer Disziplin lenken will (1).
Es kann in diesem kurzen Beitrag nicht darum gehen, die romantische Entstehungsgeschichte
der Ars in den katalanischen Bergen nachzuzeichnen, auch nicht darum, die zahlreichen
Variationen der Iulischen Kunst vorzuführen, die sein ganzes Werk durchziehen und eine gültige
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Darstellung erschweren. Natürlich müssen auch die apologetischen und missionarischen
Intentionen Ullis in Auseinandersetzung mit dem kabbalistischen Judentum einerseits und dem
islamischen Suflsmus andererseits beiseite bleiben. Hier sollen lediglich die Grundideen der
lullschen ars magna vorgestellt werden, die ihn als einen der Urväter unseres eigenen Handwerks
erweisen.
Vorausgeschickt werden muß die Bemerkung, daß Raimundus Lullus methodisch der
deduktionistischen Logik des Aristoteles verhaftet ist und insofern als Rationalist zu gelten hat,
womit deutlich ist weicher Erkenntnisquelle er stets den Vorrag einräumt.
Das seinem Denken zugrundeliegende Weltbild stützt sich ebenfalls auf aristotelische Vorgaben,
nämlich auf die Vorstellung eines festgefügten und wohlgeordneten Stufenbaus alles Seienden.
Lull verband diese Vorstellung allerdings mit dem dialektisch-dynamischen Emanationsmodell
des Neuplatonlsmus eines Plotln und eines Proklos. Der das lullsche Weltbild beherrschende
Grundgedanke sieht demnach das Universum - wie es später Nikolaus von Kues ausgedrückt hat
- als das Ergebnis einer Selbstexplikation an, näherhin als das Ergebnis einer stufenweise
absteigenden Entfaltung des urelnen Absoluten, beginnend mit den Emanationen des
Weitgeistes und einer allgemeinen Weltseele bis: letztlich hinunter zu jedem einzelnen und
konkreten Gegenstand der materiellen Welt.
Dieser reale, prozeßgenerierte Stufenbau des Universums besitzt aber nun, nach den
Anschauungen Luils und auch seiner Zeitgenossen - und dies ist für unseren Zusammenhang
wichtig - eine vollständige, ihn widerspiegelnde Entsprechung in der menschlichen Begriffswelt,
deren Entwicklung selbst - was nahelag - als rationale Nachahmung des emanativen
Schöpfungsprozesses angesehen wurde, sowie in Analogie zur Entfaltung des Absoluten als
Explikation menschlicher Rationalität
Nun galt aber der Schöpfungsprozeß als vollendet und sein Ergebnis als ein lückenloses,
vollständiges und zumal abgeschlossenes System. Von einer ähnlichen Vollständigkeit und
Abgeschlossenheit des das System des Universums nachahmenden menschlichen
Begriffssystems konnte hingegen nicht annähernd die Rede sein.
Hier war deshalb anzusetzen, und von hierher legitimierten sich alle wissenschaftlichen
Bemühungen, nämlich das begriffliche- Wissen über das System der Weit zu vervollständigen,
und dies natürlich nicht vermittels trügerischer sinnlicher Wahrnehmung, also auf dem Wege der
Empirie, sondern durch ein Verfahren gewissermaßen emanattver Begriffsgenerierung, das aber
zugleich sowohl die Wahrheit der Ableitungen als auch deren Systematik und schließlich sogar
Ihre Vollständigkeit garantierte.
Das aristotelische Organon reichte dazu nicht aus, was, wie es heißt, Raimundus Lullus in einer
Stunde der Erleuchtung auf die Idee brachte, ein neues Verfahren zu entwichen, mit dessen Hilfe
der begriffliche Widerspiegelungsprozeß der Welt zu komplettieren und zu systematisieren war,
d.h. ein Verfahren zu entwickeln, das gestattete, Wissenslücken systematisch aufzufinden und
auszufüllen und das generierte Wissen reproduktionsfähig zu verwalten.
Und eben dieses Verfahren verbirgt sich hinter der genannten ars magna, dl» sich als eine ars
comblnatoria darstellt
Diese lullsche Kunst stützt sich - ganz vereinfacht gesagt - auf drei Momente:
1. Sie operiert mit einer bestimmten Anzahl von Grundbegriffen.
2. Sie verfügt über eine formale Sprache zur kombinatorischen Manipulation der Grundbegriffe.
3. Sie besitzt ein mechanisches Kombinations- und Zugriffinstrumentarium
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Das "Alphabet der Grundbegriffe", wie Lull es nennt, besteht aus sechs Enneaden
(Neunergruppen) (Abb. 1).
Den Anfang machen die "praedicata absolute" (bzw. "principia absoluta"), nämlich die Attribute
des in seiner Wesenheit einen und vollkommenen absoluten Seins, das Gott heißt Die Attribute
kennzeichnen die Instrumente seiner schöpferischen Tätigkeit und werden deshalb in jedem
Aspekt der Schöpfung widergespiegelt, sind damit also auch Attribute der Schöpfung. Aus ihrer
Interpretation ergibt sich offensichtlich alles Wissen über den Schöpfer, aber eben auch das
Wissen über alles Geschaffene und selbst über den Prozeß der Schöpfung, und dies zufolge der
Mischen Korrelationslehre, die allerr Begriffen eine trladfsche Struktur zuschreibt, d.h. in jedem
Begriff stets zugleich ein "agens", ein "patiens" und den Vorgang, Prozeß, den Zustand der
Einwirkung des agens auf das patiens (»"actus") mit einschließt (2). Die neun "absoluten*
Seinsprädikate lauten:
Bonttas, magnitudo, aetemitas seu duratlo, potestas, sapientia, voluntas, virtus, veritas, gloria.
(Die substantivische Form schließt zugleich die adjektivische und verbale (Infinitiv Präsens Aktiv
wie Partizip Perfekt Passiv) ein, z.B. magnitudo, magnum, magnifteare, magniflcatum.)
Die zweite Enneade Ullis präsentiert die "praedicata relata" (bzw. "principia relativa"), d.h. eine
Liste von logischen, zeitlichen und räumlichen Vergleichsoperatoren, die im Erkenntnisprozeß
formale Abhängigkeiten und Beziehungsgefüge zwischen den Dingen der uns umgebenden
Wirklichkeit klären helfen. Die praedicata relata bilden die drei folgenden Triaden:
- differentla, concordantia, contrarietas;
- principium, medlum, flnls;
- majoritas, aequalitas, mlnoritas
(zuweilen ergänzt Lull sie noch durcrr eine Triade der JJrteüsqualltäten: affirmatlo, dubitatio,
negatlo).
Die dritte Enneade besteht nach Lullus aus einer Liste von Fragepronomen (der aristotelischen
Kategorienlehre entlehnt), von denen Lullus behauptet; daß mit ihrer Hilfe systematisch alle
denkbaren Fragen generiert werden können. Die Liste der'quaestiones" lautet:
Utrum, quid, de quo, quare, quantum, quäle, quando, ubi, quomodo bzw. cum quo?
Die Liste dieser Fragewörter galt Lull als das treibend» Instrumentarium seiner ars magna
cornbinatoria.
Die vierte Begriffsenneade schließlich führt die "subjecta* auf, also dl» Gegenstandsbereiche des
Wissens bzw. der sie erforschenden Wissenschaften. Irr absteigender Folge spiegeln diese
subjecta den aristotelischen und auch im Mittelalter für gültig angesehenen Seinsstufenbau
wider. Die neun subjecta lauten:
Deus, angelus, coeium, homo, imaginatio, sensittva, vegetativa, elementatlva, instrumentaüva.
Die fünfte und sechste Enneade, ein Tugend- und ein Lasterkatalog, verweisen auf die
Zweckbestimmung der ars invenlendl veritatls. Jede Erkenntnis erfüllt nur dann einen Sinn, wenn
sie Ausgangspunkt und Grundlage für das Handeln des Menschen ist und wenn sie damit - so
Lull - zum Anlaß für die Vermehrung der Tugenden und für die Vernichtung der Laster wird.
Das zweite Charakteristikum der ars magna ist die Verwendung einer "formalen Sprache" zur
Repräsentation und Manipulation der Begriffsenneaden. Lull benutzt - und damit wird auch
verständlich, warum er seine Prinzipienliste als Alphabet bezeichnet - zur Codierung seiner
Grundbegriffe die neun Buchstaben BCDEFGHIK. Da sie auf alle sechs Enneaden gemeinsam
angewandt werden, sind sie zunächst mehrdeutig ("E" kann z.B. stehen für das praedlcatum
absolutum: potestas, für das praedicatum relatum: principium, für die quaestio: quare?, für das
subjectum: homo, für die virtus: temperantia und für das vitium : superbla). Was jeweils gilt,
ergibt sich aus dem Zusammenhang. Der Buchstabe A ist übrigens reserviert für die Darstellung
des (triadisch-trinitarisch interpretierten) Absoluten (In seiner Wesenheit, Einheit und
Vollkommenheit).
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Zur Darstellung von Begriffeverbindungen benutzt Lull
- geometrische Figuren, segmentlerte Kreise (Räder) oder Polygone, wobei Verbindungslinien
zwischen den mit Begriffsymbolen versehenen Segmenten bzw. Ecken die zwischen diesen
Begriffen existierenden Relationen verdeutlichen (Abb. 2);
-Tabellen mit der vollständigen Auflistung von Begriffs-Paaren, -Tripein, -Quadrupeln
usw. (Abb. 3);
- Bäume zur Ableitung von Prinzipien (Abb. 4);
- Leitern (Gitter) zur Darstellung der Seinsstufen und der sich auf sie beziehen-
den Wissensbereiche (Abb.5)
Zuletzt müssen wir noch von einer Art Mechanismus reden, den sich Lull zur Generierung und
Reproduktion von Begriffskombinationen geschaffen hat Er fertigt» sich Kreisscheiben von
verschiedenem Durchmesser, segmentierte sie an der Peripherie und beschrieb die Segmente
mit seinen Begrfffssysmbolen, dann ordnete er sie konzentrisch und gegeneinander drehbar
übereinander an und konnte so mechanisch vollständige Folgen von Begriffskombinationen und
damit von Aussage- bzw. von Fragesätzen erzeugen, oder auch von Inferenzen, je nach den den
einzelnen Scheiben zuzuschreibenden Funktionen (Abb. 6).
Soweit die knappe und sehr vereinfachend» Präsentation der luilschen "großen Kunst"; dl»
Umstände dieses Vortrages zwingen uns, die Darstellung auf diese wenigen Sätze zu
beschränken.
Es kann hier nun nicht darum gehen, in eine Methodendiskussion und erst recht nicht in ein»
inhaltliche Auseinandersetzung mit Logik und Metaphysik des Ralmundus Lullus einzutreten.
Schon zu Lebzeiten war Lullus ein höchst umstrittener Denker, von vielen wurde sein» Kunst als
Irrsinn abgelehnt Das Werk jenen Kritikern gegenüber zu rehabilitieren, ist keineswegs mein»
Absicht Wohl aber ist es meine Intention, mit diesem kurzen Beitrag Engagement und
Enthusiasmus eines Mannes zu würdigen, der bereits Jahrhunderte vor unserer Zeit von der
Notwendigkeit eines professionellen Wissensmanagements überzeugt war.
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(Die Originale finden sich in der Werksausgabe von 1721).
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Abb. 1 Das "Alphabet" des Lullus






































Abb. 3 Begriffspaare des lullschen Alphabets
Abb. 4 Begriffsbaum "homo"
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Abb. 5 Beoriffsleltern der Seinsstufen
Abb. 6 Kombinationsscheiben, die beiden Inneren Kreise sind je für sich drehbar
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