Introduction
It is no doubt that the number of documents on the Internet is increasing every second. And with the tremendous increase in the size of the document is not difficult for anyone to seek and obtain the necessary documents quickly and accurately. In fact, it also applies to the uploaded documents on the internet which is relatively new. Actually, that is the contribution of search engine technology that is increasingly mature. Search engines make documents more easily and more quickly searched. This kind of situation also means that the opportunity for someone to cheat by way of plagiarism is also increasing. Some people use other people's ideas through his writings and claim as his idea and his worked. Of course, this kind of bad attitude, cannot be justified, and it is categorized as a crime of plagiarism. Plagiarism has always been considered as a serious problem so it becomes very important to prevent the recognition of copyright. That is why many of the techniques and technology offered for the prevention. Several tools have been commercialized as is quite famous, for example, is Turnitin [1] and ithenticate. There are also some tools that are free such as viper, plagiarismdetect, plagium and Plagiarism Checker with all its pros and cons. In general, almost all existing plagiarism detection technique is based on measuring similarity that is both local and global similarity [2] .
Generally, cases of plagiarism can be solved by similarity approach, because a pair of similar sentences generally has the same idea. As known, the core problem rather than a crime of plagiarism is theft of ideas. However, there are also cases where things are not valid; for example, there is one word in the negation of the sentence that could mean the opposite idea. Another problem is related to the output of the similarity measurement. Similarity measurement produces a value between 0 and 1, where a value of 1 means 100% similarity value. Thus there must be a minimum value (threshold) to determine a document said to be plagiarism. The judgment of the plagiarism is difficult to do, although it could be done with the survey or the measurement precision and recall. Indeed, the advantages can be carried adjustment, but it also could be due to a deficiency point uncertainty. Another common problem is the definition of plagiarism that existed at the intersection. Inconsistency occurs expert in judging a case is considered plagiarism. Once a case is regarded as plagiarism, while in other very similar cases regarded as not plagiarism. In our opinion, all of three problems may be solved by a statistical approach. Much machine learning can be a solution to the statistical problem.
This paper offers a different approach that is machine learning. Machine learning is a classifier based on learning system using empirical data, which have been validated by experts. Based on the learning results will be obtained by a set of mathematical formulas with few constants, and variables are referred to as a model. Furthermore, this is considered a model of intelligence and will be used in general to classify cases other.
Consideration of machine learning approach is based on the assumption that although the theory of plagiarism has been understood by the experts, but in reality, they often differ in the same case. For example, a sentence that has a certain resemblance interpreted as a plagiarism by an expert, but it turns out; there are other experts disagree with regard not as plagiarism. For example, there are two very similar sentences in the text but one of them contains the word "not". The word "not" of course meaning is the opposite or no different than the "not" its. This can be confusing. This is just one example of the many examples of inequality perceptions of plagiarism. With accommodate these differences are expected to machine learning approaches could be the solution.
In general, the source used in the detection of plagiarism comes from two different sources. The first source is the primary repository that has built itself where all documents are collected, processed, and indexed so that it becomes easy and suitable for the purpose of detecting plagiarism. The second source is derived from secondary sources that the search engines are already proven mature like google, yahoo and others. The first source would be faster in the detection process but requires a resource that is large enough to hold the data that is very large and very fast growing. Turnitin is the one that uses this type of source. While the second source is a bit slow in the detection process for using secondary data and existence of additional processes to ensure cases of plagiarism. However, both types of sources are better able to detect new uploaded documents on the internet because it is generally owned by the search engine crawler is able to update the documents quickly. With these advantages in addition to the resources used in this experiment is the second kind of the Internet.
Machine Learning and Similarity Approach
Most of the existing techniques in detecting plagiarism using the similarity measurement approach. This technique is actually similar to the technique used in information retrieval (IR) is to determine the rank retrieval based on measuring the similarity to a query.
The similarity-based plagiarism detection can be divided into three groups, namely textbased similarity (Cosine, fingerprint, etc.) [3, 4] , graph similarity (ontology, etc.) [5, 6] , and line matching (bioinformatics, etc.) [7] . All techniques are based on similarity measurements that return a degree value of similarity from 0 to 1. A value equal to 1 is the greatest value of the mean level of similarity is 100%, the smaller value means getting away from a similar thing. The problem is the number of how many digits an appropriate degree of similarity can be regarded as plagiarism? Value of 90% may be considered as the minimum threshold of plagiarism but could also 95% if you want a higher level of similarity as a category of plagiarism. It means the measurement of the similarity-based plagiarism requires similarity threshold adjustment [8] .
However, the threshold value is not required in the machine learning approach. The level of similarity in machine learning has been never visible because of plagiarism decision depends on the outcome of learning from the experts that have been presented in a numeric value. Experts have been asked to assess a number of comparisons couple sentences, and then he had to determine whether it is in the category of plagiarism or not. The decision data will be an intelligence of machine learning.
Several machine learning techniques that has proven its performance are k-Nearest Neighbors (KNN), Support Vector Machine Learning (SVM), and Artificial Neural Network (ANN). KNN is a simple theory but has proved very good accuracy. This technique will categorize a member of X based on its nearest neighbors. The number of nearest neighbors (n)
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211 which determines the classification results are generally more than one but also not be too much. To optimize the accuracy of the variation in the value of n needs to be tried. If X has some neighbors are mostly in the category of plagiarism then X is a member of plagiarism, and vice versa. Although KNN has a high accuracy but this technique is slow because of high computing to calculate the distance to all neighbouring members. That is why this technique is also known as lazy classifier. SVM is a classifier that also proven has good performance, especially in cases related to text. This technique is based on a statistical approach. Basically, the formula of this technique is to find the boundary between the two classes. The learning technique is to find an optimal threshold for each class with the goal furthest from the two boundaries.
The set of coordinates that determining boundary is exactly hereinafter called the support vectors. In this case the two classes plagiarism are plagiarism class and not plagiarism class.
ANN is a learning classifier based on the amount of data by modeling the brain works with mathematical models, in this case the data plagiarism and non-plagiarism. The workings of this machine refer to the relationship between neurons with other neurons in the other layer. Mathematically, a function neuron network is defined as the composition of other functions . This in turn can be defined as a function of composition between interdependent. It really depends on how the network structure is designed that describes the relationship between the dependency. In general, the most widely used is the nonlinear weighted sum as in the formula below. Where K is the activation function, for example using the hyperbolic tangent, as simply a vector , , … , .
A common use of the phrase ANN model really means the definition of a class of such functions (where members of the class are obtained by varying parameters, connection weights, or specifics of the architecture such as the number of neurons or their connectivity).
Some hybrid method proved successful in improving performer in some cases, such as KNN hybrid language for detection [9] .
Work in this paper will prove that the only cases of plagiarism cannot be solved by similarity measurement approaches but also can be solved by machine learning approaches. This paper will show the experimental results of three single learning machines KNN, SVM and ANN like some hybrid of the single engine is. The purpose of the hybrid is to get a better performance than a single machine, especially on plagiarism cases.
Plagiarism Data Representation
A sentence generally contains an idea that will be delivered [10] . It is common in natural language. This reason is strong enough to construct machine learning algorithms based on a comparison of the level of the sentence.
The data is taken from a comparison of the query sentence with another sentence, which is the result of an Internet search. From the data of the search results are then validated by experts who understand the definition of plagiarism category well. With this method of data collection as we expect the experimental results are not much different from that resulting at the time of real application of Internet-based plagiarism detection. Figure 1 summarizes the validation process starts with the collection of data with the sample input document in a standard format PDF, DOC and TXT. After going through the process of pre-processing will produce a bunch of sentences that will be validated by experts. Experts mark next section for suspected plagiarism and what is not suspected further.
Including unnecessary suspicion is the bibliography, the phrase in quotation marks, numeric data, images, and special characters that do not form a sentence. Data validation result is beneficial for the filter engine to throw in a process that does not detect plagiarism as mentioned above. Output of this process is a collection of sentences that will be used as a query in a search engine to find some sentences potential plagiarism. 
Pre-processing
Data sentence validated by experts further processed with the tokenization. Generally, the processing of a sentence using the standard text in natural language programming (NLP) is a word stemming and stopping removal. Synonym search process is also applied in this work.
As to the machine learning data are represented in the vector space model (VSM). It is standard technique in Information Retrieval [11] . Slightly different from other learning machines, which features a numeric VSM is calculated based on the features of a data query, but in the case of plagiarism, the data represented by the formula of a combined two sentences. This combined show of relationships between two sentences of suspected plagiarism. The process of how the merger of the two climates has been illustrated in Figure 2 . The function F (x) = {s, d} is a relation between sentences comparator (s) of the suspected sources of plagiarism sentence (d).
The more similar words in a sentence with the sentence comparison is then possible to plagiarism will be even greater. In this work this feature is used with the range between 0 and 1. Maximum value 1 if a sentence is all token are the same/similar to the comparator, and will be zero if none of with the sentences the same token comparison. The graph in Figure 3 tells the mapping of our plagiarism data collection to the frequency of same / similar token and token density. Dark blue indicates plagiarism while a light yellow color indicates no plagiarism. From the graph appears that in general the more words / tokens are similar then chances are detected as plagiarism will be greater but there is no guarantee that it is definitely plagiarism. There are even cases where all the tokens in a sentence there are similarities with the tokens in other words (frequency = 1) but is not considered as plagiarism. This is particularly likely to occur if the value of the tokens density comparison is small. Density calculations illustrated with the picture and formulas in Figure 4 and equation 2. Figure 4 describes the relationship between the two sentences p and q. There are 4 the same token, namely A, B, C, and E show the frequency same/similar token. Similar token means synonymous. The frequency normalization produces a value between zero and one. In this experiment the frequency used as the first feature. While the second feature is called with the density. The density describes the relationship between the densities of the two groups of tokens. The relationship of this density can also be calculated based on the two token groups. Formula eucledian distance is commonly used, as in equation 2. Density value of zero means the two tokens groups are identic, while the density is close to 1 means that the two groups are very different density. Two features are enough to detect the presence of elements in a document plagiarism.
Hybrid Machine Learning
Machine learning KNN, SVM, ANN has two inputs in the form of training dataset and testing dataset, with the same data format that is VSM (vector space model). The machine output is a classifier which is usually called a model. The KNN model is a reduction of the training set, the SVM model is a collection of vectors, and ANN models is the structure of neurons and their weights. The same input data format of them make relatively easy to combine between single machine learning. This work will experiment four combinations that are KNN-SVM, KNN-ANN, SVM-ANN and ANN-SVM. Figure 5 shows the design of hybrid A-B of two learning machines A and B. Machine A is a machine that performs the training set to get the optimal value in the form of prediction sets. Based on this prediction set that will be found some results are not the same prediction with input from the testing dataset that called error. Error has two possibilities, namely real error and misclassification of data. Real error means the results of the validation expert is right, but the machine is not able to predict accurately the data testing. While misclassification of data is very likely to occur in cases of plagiarism due to two things, namely due to lack or inconsistency carefully situations. Inaccuracy due to lack of care-giving an expert in plagiarism signed during data validation. Inconsistency occurs if it finds dubious cases, so when encountering other Assuming that the error containing a mixture of misclassification, the predicted result that was reduced will be used as a training dataset again on machine B. This is the most important part of a hybrid system that will improve the performance of the classifier. With a training dataset that is relatively cleaner from misclassification, the results of training on machine B is expected to produce a better performance of classifier model. Hybrid Machine A-B will determine the overall accuracy from the classifier system while machine B is the part that determines the speed of classification of each other similar case X. That is why in this experiment did not include a hybrid ANN-KNN and SVM-KNN caused KNN is a lazy classifier. Explanation of Figure 4 will be described by the following algorithm model. Table 1 shows the performance of several experiments conducted. All the experiments show that the hybrid method is better than the performance of single learning machines premises. In some experiments we did not hybridise it ANN-KNN and SVM-KNN, because KNN slow in doing so it does not fit that classification is placed at the tip when the tip of a hybrid is a hybrid that determines the speed of the classification process. Hybrid ANN-SVM shows the best performance with an accuracy of 97.6%, a precision of 98.92% and recall of 97.37%. Figure 6 shows a comparison of the performance of accuracy, precision, and recall of machine learning SVM with hybrid KNN-SVM and ANN-SVM. In the hybrid architecture seen that SVM always in the back position, this means that the SVM is the main engine of a hybrid, while the front machine position is supporting. Pure SVM actually be quite good performance when looking at that the accuracy of 95%. Even in terms of precision and recall turned out better than hybrid KNN-SVM. Although the hybrid has better accuracy. This shows that the hybrid is not necessarily better than pure machine learning. Hybrid architecture largely determines the overall performance. Seeing the overall variation of the hybrid SVM can be concluded that ANN is a very significant support to improve the performance of SVM, especially in cases of plagiarism. Hybrid ANN-SVM has the overall best performance of the three. With accuracy, precision, recall all of the above 97% then the hybrid is said to be the best of hybrid SVM. Figure 7 illustrates the comparison of the performance of the hybrid SVM method. Here, accuracy, precision, and recall pure ANN compared with the hybrid of two, KNN-ANN and SVM-ANN. Like the earlier discussion that the hybrid method is not necessarily improve the performance proved here. Hybrid SVM-ANN produces no better performance than a pure ANN, be it accuracy, precision, and recall. The graph shows that the hybrid KNN-SVM method successfully improves the performance of ANN. KNN-ANN accuracy was the best of the other while the value of precision and recall almost the same as pure ANN. This graph concludes that the best performance of hybrid ANN method is a hybrid method of KNN-ANN. Figure 7 shows a comparison of the best hybrids ANN with the best hybrid SVM. As a result, the hybrid ANN-SVM method is superior in every way. With an accuracy of 97.6%, the precision 98.92% and recall of 97.37%, we conclude that the hybrid ANN-SVM is the best in the experiments that have been carried out. ANN-SVM is able to improve the performance of pure SVM and pure ANN. 
Conclusion
The general conclusion from the results is that the machine learning eksmerimen suited to solving detection of plagiarism. This is shown by the results of all methods of learning machines that do produce an average value above 90%.
The experimental results show that in general there is improvement performance in the use of hybrid machine learning methods in the case of plagiarism. In terms of accuracy, precision and recall are better than pure KNN, SVM, ANN. However, the hybrid method does not always produce better performance, can even reduce performance. As happened in the performance of SVM-ANN which is worse than a pure ANN. Comparison of all methods in this work, can be concluded that the hybrid ANN-SVM method with the best performance techniques. This paper shows that the search engines can be optimized functions for detecting plagiarism, ie. by adding computing machine learning in it. It has been proved with the results of this experiment in which the use of machine learning has an average high accuracy.
