Abstract-Assumptions regarding eye morphology are implicit in iris recognition algorithms. The cornea is assumed to have little to no effect on the view of the iris texture when the eye gaze is non-frontal, the iris is assumed flat, and the eye is assumed to be imaged via an orthographic projection. If these assumptions hold, affine transformations may be used to rectify non-frontally posed images to a frontal view and the rubber sheet model may be accurately used to normalize the iris annulus to a rectangular image. This paper examines how iris recognition performance degrades when the first two assumptions are violated. Using a computer renderable eye model, a data set is created varying the presence of the cornea and a parameterized non-planarity of the iris shape across a large range of eye gaze angles. Matching scores are created using a commercial matcher. When comparing the relative impact of each assumption violation, it is observed that iris non-planarity presents a more significant problem than corneal refractive distortion with regard to iris recognition accuracy in non-frontal images.
This result is not surprising and has been witnessed since the early days of the field. Despite awareness of the problem posed by non-frontal iris images, an adequate solution has not been found. Many solutions have been proposed and will be discussed in Section II. However, the problem is difficult and robust solutions are elusive.
An additional difficulty arises from the structure of the iris and the optical properties of the cornea. If the iris surface were a planar structure, the refracting cornea did not exist, and an orthogonal imaging system were used, changes in gaze angle would manifest as affine transformations of the frontally imaged iris. However, the previous assumptions are not strictly true and contribute to the difficulty of non-frontal iris recognition. The details of these assumptions are discussed further in Section III.
This work examines the relative impacts of the non-planar iris and the presence of the refractive cornea in non-frontal iris recognition. Using a realistic biological eye model, images are created varying the iris surface shape and presence of the cornea. Analyzing the scores generated by matching these images yields insights into the relative difficulties posed by both iris non-planarity and the cornea. Section IV describes the biological eye model and Section V explains the construction of the data set.
While recent work has proposed methods to account for corneal refraction in non-frontal recognition [1] - [3] , the results of this study indicate the performance degradations due to non-planar iris shapes are greater than those introduced by the refracting cornea. The experiments are outlined in Sections VI and VII. A discussion of the implications of the results appears in Section VIII.
II. RELATED WORK
The idea for an iris recognition system was originally patented by Flom and Safir [4] in 1987. This described an imaging system and theorized a basic matching approach. Iris matching was formalized in the scientific literature in 1994 when Daugman proposed an automatic segmentation method, procedures for normalization and 2D Gabor filter feature extraction, and a match dissimilarity metric [5] . A mathematical analysis of matching experiments was conducted and it was postulated that this method could achieve false accept rates on the order of one in one billion matches.
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extract features, and match iris images. Wildes et al. [6] , [7] proposed a Hough circle detector to segment the images and performed matching using a Laplacian pyramid for feature extraction. Ma et al. developed two methods, one based on the location of keypoints of areas in large variation in the images [8] , and another based on a bank of circular symmetric filters to create feature vectors [9] . Monro et al. created a method similar to that of Daugman, but instead of 2D Gabor filters, used patch differences of the discrete cosine transform of an image to create features [10] . These citations are far from exhaustive. The field is quite mature and high recognition performance can be achieved by a variety of methods. Non-frontal iris images have caused recognized problems for iris recognition systems as long as these systems have existed. Chun and Chung [11] proposed to fit ellipses to the iris and pupil boundaries instead of circles. This is accomplished by modifying the integro-differential operator originally proposed by Daugman [5] to add additional parameters for the major and minor axes of the ellipses modeling the pupillary and limbus boundaries. The normalization from the image coordinates to polar coordinates would implicitly perform an affine transformation to the frontal view. This technique was shown to improve match quality, but performance of non-frontal images was still worse than that of frontal images.
Fancourt et al. [12] analyzed the performance of an iris recognition algorithm under non-frontal conditions and variations in acquisition distance. The authors aligned probe and gallery images before matching. This alignment procedure is a combination of a weak perspective transform (scale, rotation, translation, and skew) and a "foreshortening" transformation that the authors do not describe in detail. After alignment, optical flow corrections are applied to account for small pixel shifts between matching images. If the images do not match, then the correction will further distort the images. Using a data set of 50 subjects, the work found that gaze angle deviations up to 30 • did not result in matching errors. Although these deviations did not cause matching errors, the match and nonmatch distributions were shifted closer together, indicating a potential performance degradation.
Schuckers et al. [13] proposed two methods for estimating the gaze angle of iris images. One used a modified integro-differential operator to find an ellipse to fit the iris boundaries. The modified operator introduces the parameters of pitch and yaw. Because a circle rotated in three-dimensional space and then projected onto a plane will yield an ellipse, additional pitch and yaw parameters are enough to fit elliptical boundaries. Once the boundaries are found, the pitch and yaw are used to calculate affine transformations to attempt to rectify the iris image to a frontal view. Their second method trains a 3D pose estimator from a set of iris images. The estimator provides the gaze angle to an affine transformation to rectify the non-frontal view.
Zuo and Schmid [14] created an alternate process for fitting ellipses to the iris boundaries that is more robust to image noise. Once the boundaries are found, no frontal view rectification is used. Instead, an elliptical normalization method similar to [11] is used to unwrap the non-frontal iris to normalized form.
Daugman [15] describes a method to estimate the gaze angle of an iris using the complex contours of the iris boundaries. Once the gaze angle is determined, an affine transform is used to rectify the frontal view.
The previously described works have the common theme of estimating the gaze angle and then applying an affine transform, either implicitly through an elliptical unwrapping procedure or explicitly before normalization. This rectifies the non-frontal view to a frontal view that may be used by standard frontal matching algorithms. Other methods exist in the literature as well.
Proenca and Alexandre [16] present a method for handling multiple types of noise in an image in addition to non-frontal gaze. Multiple signatures from a number of regions of the iris are created and merged into a single template. A pair of irises are considered a match if enough corresponding signatures fall below a dissimilarity threshold. The authors claim this method works for non-frontal images but no significant deviations from frontal view are present in the data sets used in the paper.
Yang and Du [17] developed a feature point matching algorithm. Using a method similar to SURF [18] , the most significant feature point is marked. Gabor descriptors of the local regions around these points are calculated to create the templates. To match two templates, the locations of the feature points are used as a first step followed by comparisons of the descriptors. The results of this work indicate some robustness to non-frontal gaze.
Other works have focused on rectification of the frontal view through non-affine transformations. Santos-Villalobos [1] proposed using ray tracing of a geometric eye model to measure how the view of an eye changes with gaze angle. By measuring the non-affine effects of the cornea, inverse transformations could be created to rectify the image to a frontal view. Thompson et al. implemented this system and applied it to a real world data set showing an improvement over affine transformation methods [2] . Others have experimented with ray tracing methods [19] , [20] , but only recently have they been applied to larger data sets.
III. THE AFFINE ASSUMPTION
A fundamental assumption made in iris recognition algorithms is that the iris is planar [21] . This enables the use of a simple normalization of the annular region containing the iris such that its radial coordinate always has unit length, mapping from the pupil boundary to the limbus. This transformation compensates both for different sizes of an iris in an image (due to distance and magnification), and for changes in pupil dilation. The model and method are often referred to as the rubber sheet model.
There is a second benefit to assuming the iris is a planar disk shape: rotations of the eye in the image can be represented as affine rotations under the weak perspective assumption. If the perspective imaging effects are minor, the rotations of the eye are simply affine transforms, then a frontal view of the iris can be created by applying the inverse affine transform to the image. The assumption is beneficial to recognition procedures because non-frontal iris images can be processed in an identical manner to frontal images after applying the inverse affine transform. This will be referred to as the affine assumption.
An additional assumption employed in iris recognition systems is that the cornea has a negligible effect on the view of the iris region. In reality, the cornea is a dome-like structure of transparent refracting tissue situated over the iris region. From a transformation perspective, this structure will apply a non-linear transformation to the underlying shape in the imaging process. Further, this transformation is dependent upon the viewing and gaze angles. Current systems do not appear to model or account for corneal refraction effects.
IV. EYE MODEL
A biometric eye model was proposed in [1] as a means to rectify non-frontal iris images to a frontal view. This model was later implemented and the non-frontal transformations were used to improve recognition performance of real world data in [2] . The model was also used to generate synthetic data for the analysis of performance impacts of difficult to measure biological aspects of the eye, such as non-planarity of the iris surface, in [22] . While all of these models differed slightly, they incorporated both a model of the human cornea and some shape for the iris surface. This shape was flat in [1] and [2] and both three-dimensional and dynamic in [22] .
A variation of the biological eye model is used in this work. The model uses a single dual layer cornea model and a parameterized elliptic three-dimensional iris shape. Images of irises are created by rendering the model using the POVRay [23] ray tracing software.
A. Cornea and Aqueous Humor
The cornea is a complex three-dimensional structure. For modeling purposes, the cornea can be represented by the intersection of two less complex objects. The surfaces of these objects represent the anterior (outer) and posterior (inner) surfaces of the cornea. Between these surfaces, there exists corneal tissue with certain refractive properties. The space between the posterior corneal surface and the iris and lens surfaces is filled with the aqueous humor. The aqueous humor has its own refractive index that must also be modeled. These shapes are shown in Figure 1 .
The corneal shapes are defined in keeping with average cornea parameters as measured by Navarro et al. [24] . The shape is extracted from one end of a quadric ellipsoid that may be defined implicitly or as a scaling of a sphere.
This shape is used for both the anterior and posterior layers where the posterior layer is translated and scaled to provide a corneal thickness of 0.48mm. The corneal tissue is set to have an index of refraction of 1.37, and the aqueous humor has an index of refraction of 1.33. The resulting cornea model represents an average corneal shape from a population of people. The limbus is defined as a specific contour within the corneal tissue and tapers at a specific height as shown in Figure 1 . 
B. Iris Shape
To examine the extent to which the non-planarity of the iris impacts recognition performance, it is beneficial to define a consistent yet realistic shape model for the iris shape. This shape will be completely determined by a single dependent variable. The dependent variable will be referred to as the curvature of the iris shape and increasing its value will yield an increasingly non-planar iris shape. Real examples of such curved irises are shown in Figure 2 . While an elliptical toroid cannot capture the exact shape of the iris surface, we feel that they yield a reasonable approximation to the irises in Figure 2 and this same shape model is used a basis for iris curvature measurement in Dorairaj et al. [25] .
The iris model is constructed as follows: An actual planar iris shape, a flat disk, is created in the 3D space as follows ( Figure 1a ): 1) Let the pupil be centered at (0, 0, 0) and have diameter in the xz-plane = 2mm (radius = 1mm). 2) Let the width of the iris, the radial distance between the pupil boundary and the outer iris boundary, be 5mm. 3) Let the iris outer boundary circle have a diameter of 12mm. 4) The planar shape is defined as the annulus between the planar circles.
The non-planar elliptic torus is constructed in a similar manner (Figure 1b): 1) Let the pupil be centered at (0, 0, 0) and have diameter in the xz-plane = 2mm. 2) Let the iris have a width of 5mm.
3) Define an ellipse in the xz-plane. The ellipse will be centered at (−3.5, 0, 0). The major axis is oriented along the x-axis and has a length of 5mm (the iris width). The minor semi-axis is oriented along the z-axis and has a radius of C μm. This value, C, is the curvature. 4) Revolve the ellipse about the z-axis to generate the elliptic torus. 5) The iris shape is the top half (z > 0) of this elliptic torus.
With regard to the curvature parameter, C, a curvature value of C = 0 will yield a planar disk shape when viewed from a point on the +z axis looking in the −z direction. Increasing the curvature value will create a family of increasingly curved (increasingly non-planar) iris shapes.
With the shape defined, the iris is textured using an orthogonal projection of an iris image onto the shape. The iris in the image has the same parameters (pupil and iris boundary centers and radii) as the iris shape. The projected textures were obtained from real irises imaged using an LG4000 [26] iris sensor.
Thompson et al. [22] explored the effects of curvature differences on the match score distribution of one subject using an elastic code matcher. In [22] , the base iris shape was obtained from a contour in an Optical Coherence Tomography (OCT) image. In [22] perturbations of the shape of a single subject's iris were examined and thus a subject specific shape model was practical. This study examines general trends caused by various morphological factors in fifteen subjects. The more generalized shape model provides for a controlled transition from the rubber-sheet model's planar iris shape and a shape that corresponds to general iris shapes seen in OCT images.
V. DATA SET AND MATCHER

A. Data Set
The data used in the experiments consists of renderings of fifteen synthetic eyes. The iris textures used in the eyes come from iris images of ten human subjects with the left and right irises being used from five of the ten subjects. The subjects were selected because they had unoccluded and specularityfree iris images in our database.
A representative image acquired by an LG4000 [26] sensor was selected for each eye. This image was stretched to a predefined and fixed dilation amount based upon the rubber-sheet model. These consistently dilated images are then mapped onto the iris shapes as a texture map "decal".
The iris shapes and resulting rendered images differ by changes in the curvature measure, c. The curvature measure varies from 0μm of curvature to 1200μm of curvature in steps of 10μm. This yields 151 iris shapes. Each of the iris shapes is imaged at horizontal gaze angles between −50 • and 50 • with steps of 2 • for a total of 51 horizontal gaze angles. The vertical angle varies from −2 • to 2 • with steps of 2 • totaling 3 distinct vertical gaze angles. The vertical angle was limited to two degrees of deviation from frontal gaze as to simultaneously limit the size of the data set but still provide subtle variation when considering comparisons of irises rendered with similar properties. Because the images are rendered without and use a symmetric iris surface shape model, a similar data set could have been created by varying the vertical angle a large degree and limiting the horizontal angle. Lastly, these are rendered both with and without a cornea.
Thus, each base iris image is used to create 151 × 51 × 3 × 2 = 37026 images. This yields a data set of 37026 × 15 = 555390 images. Example images are shown in Figure 3 .
It is important to not that using current sensors, a data set of this type is extremely difficult, if not impossible to obtain. Further, assuming iris surface shape measurements could be acquired simultaneously with NIR texture images, controlling the parameters of the acquired irises for examination would present additional difficulties. As it stands, simulation of the imaging process is the only feasible way to perform this analysis.
B. Matcher
The synthetic iris images are segmented using a simple segmentation algorithm. This is possible because the rendered irises are on a flat white background. The segmentation algorithm outputs 8-connected contour lines for each of the pupil and iris boundaries.
For template creation and matching, the VeriEye 4.4 SDK [27] is used. This software is not designed to handle synthetic data of this nature, so the previously segmented contours are provided during template creation. Default SDK parameters are used to create the templates.
Once created, matching scores are calculated. The SDK outputs similarity scores in the range [0, 1557] where higher scores indicate a better match. Default parameters are used for matching except for score thresholding. The VeriEye 4.4 SDK has the default behavior of thresholding scores below 100 (the recommended non-match score boundary) to zero. This was disabled to allow for complete match score histograms to be generated.
C. Score Sets
The following terms will be useful in explaining the score sets. Assume we have two images ( A and B) that will be compared. The iris shape in image A has a curvature of C A , and the iris shape in image B has a curvature of C B . The horizontal gaze angles of the images are θ • A and θ • B respectively.
• comparison pair: images A and B can be compared to yield a similarity score. The images and the score constitute a comparison pair. If A and B are images of the same subject, then it is a matching pair. Otherwise, it is a nonmatching pair. A score set is a subset of all match and nonmatch scores that satisfy a given constraint.
A number of score sets will be used here that cover the range of the previously mentioned variables. We define the following interval constraints for each variable. allowed range for the probe and gallery iris shape parameters. Once selected, one matching pair is compared for each of the fifteen subjects and 15 2 = 105 nonmatching pairs are compared. This random sampling is done 300,000 times resulting in a score set containing 4,500,000 matching scores and 31,500,000 nonmatching scores.
VI. EXPERIMENTS
A. Analyzing Distributions
Because a number of the following experiments will use score sets containing completely separable match and nonmatch distributions, Receiver Operating Characteristic (ROC) analysis is not useful for measuring differences caused by various effects.
Examining the nonmatch distributions for all score sets in every experiment indicates that the range of nonmatch scores is similar in all cases. The distributions change slightly in shape, but do not appear practically different. Distributions are shown in Figure 4 . Because the nonmatching score distributions are all very similar, experiments will focus on differences in the match score distributions. Distribution differences will be examined both qualitatively and quantitatively through the use of box plots and median shifts. The box plots provide information regarding the location, spread, and outliers of the distributions, and the median shift measures how much better one distribution is than another allowing for relative comparison of different morphological effects.
This form of analysis may seem to ignore traditional hypothesis testing using p-values. For these experiments, the sample size for each distribution renders hypothesis testing almost meaningless. This is not a flaw of the experiments, but rather a limitation of p-value testing.
B. Differing Iris Shapes
Thompson et al. [22] explored the effects of curvature differences on the match score distribution of one subject using an elastic code matcher. In [22] , the base iris shape was obtained from a contour in an Optical Coherence Tomography (OCT) image. That work differs from the case in this study where the shape varies between flat and elliptical tori.
The first experiment is an attempt to see if biologically feasible intra-subject iris shape differences present significant challenges to the matcher being used. The basis for these shape changes is the mechanism of accommodation as a subject's focus changes between near and far. The extent of shape changes were measured in Dorairaj et al. [25] and this extent determined the constraints on the C variable. The measurements in that work indicate that a single subject's iris shape curvature may feasibly change in range of about C ∈ [−100, 100]μm. Thus, curvature differences between a probe and gallery are capped at 200μm.
We formulate the following hypothesis -given two matching pairs of the same subject, P1 and P2 with scores s P1 and s P2 :
This states that an increase in the curvature difference between a probe and gallery image will degrade the matching performance.
To test the hypothesis, scores from varying curvature differences must be analyzed under similar conditions. This is done by fixing the constraints for θ and μ C and testing for differences between the four μ C sets. If the hypothesis holds, the score distribution of the set with a lower μ C constraint should lie to the right of the set with higher μ C constraint.
C. Non-Planarity Effects
We hypothesize that match performance between pairs of non-planar irises will be worse than for pairs of more planar irises. Because the non-planarity violates the rubber sheet assumption employed by normalization procedures, deformation errors are likely introduced into the process. An additional problem may arise in the frontal view rectification of non-frontal images. Because the rectification operations are applied on the image (a two-dimensional projection of the three-dimensional non-planar structure), the non-planarity is ignored in any affine transformation.
The magnitude of the non-planarity of the irises in our data set is determined by the amount of curvature used to construct the iris shapes. Comparing two irises with larger curvature values will result in a matching pair with a larger μ C value. This experiment measures the impact of μ C on matching performance. To eliminate the bias that may be introduced by differing iris shape effects, the curvature difference is fixed to C range for the comparisons. Given two matching pairs of the same subject, P1 and P2:
The hypothesis is tested in a similar manner as before. Groups of distributions are created by fixing the θ and C constraints and allowing the CA constraint to vary. This yields four distributions in each group. Let us label the sets C 1 , . . . , C 4 in order from least curvature average to greatest curvature average. The hypothesis predicts that the following ordering will be present: The previous ordering is expected across all θ/ C groups. However, because the performance degradation is expected to arise from being unable to correctly rectify the images to a normalized view, it is expected that performance should be relatively similar in near frontal comparisons. The performance differences should increase as θ increases until some point where the algorithm fails and all scores become uniformly poor.
D. Cornea Effects
The second violation of the affine assumption is due to the influence of the refracting cornea. The cornea distorts the image of the iris surface in an angle dependent and non-linear manner, affine transformation procedures cannot correctly rectify a frontal view. This experiment seeks to establish the significance of the presence of the cornea on the recognition process. This is measured by comparing two score sets; one score set will contain iris images with corneas in the optical path and the other will not.
Because the cornea provides an extra distortion factor, it is expected that performance of the non-cornea score sets will be better than the cornea score set for a given set of constraints. Given two corresponding matching pairs (same subject and shape parameters), P1 containing corneas, and P2 not containing corneas:
Because the scores are paired, a difference of the scores can be computed. Based on the hypothesis, the distribution created by taking the difference of all P2 (non-cornea) and P1 (cornea) corresponding pairs should have a positive median and few negative samples.
E. Comparing Cornea Effects to Non-Planarity Effects
The previous experiments seek to establish the presence of performance degradations caused by violating the affine assumption and order the variables of the score sets. Now, we aim to measure the relative impact of each type of violation. The calculated median shifts from the prior experiments indicate the performance penalty caused by each factor. Where necessary, this will be done with both the images containing corneas and the images without corneas separately. Using both image sets will allow for the establishment of the effect independent of the cornea, but also create a measure of the impact of the cornea structure.
To measure the impact of the presence of the refractive cornea, the median shift will be calculated between the data sets with and the without corneas present at rendering.
VII. RESULTS
A. Differing Iris Shapes
The results indicate that small iris shape differences have a negligible effect on matching performance. Figure 5 shows the box plots of four groups of distributions. In each group, the θ and μ C ranges are kept constant and the distributions created from four C constrains are shown.
In every group, little difference is noted in the medians of the distributions. Additionally, the extent of the distributions do not significantly change except in the frontal case ( θ = [0, 6] • ) where the upper extents are different. The change in the upper extent for the distributions in the frontal group can be attributed to the greater number of perfect match scores of 1557.
These results seemingly contradict the results in [22] . However, it should be noted that iris shapes and a matcher different from that study were used to obtain these results. This indicates that the VeriEye SDK may be robust to the slight image differences in comparison pairs with small curvature differences.
Because the small curvature differences do not cause significant changes in the score distributions across all other parameters, we will simplify the analysis of the following experiments by fixing the C constraint to [0, 50]μm for all score sets. 
B. Non-Planarity Effects
The second experiment examines at the impact of the curvature average (μ C ) on matching performance. Increasing the value of μ C increases the non-planarity of both the probe and gallery images in a comparison pair. Figures 6 and 7 show the distributions of each of four μ C constraint score sets in each of the θ groups. Except for the frontal ( θ = [0, 6] • ) group, there is a significant downward shift of the match scores as the non-planarity of the matched images increases. Frontally, the distributions are all very similar with minor differences in medians. However, as the μ C ranges increase, the spread of the frontal distributions increases as well.
C. Cornea Effects
The score set generated from images containing corneas is compared to the set generated from images without corneas for each combination of θ and μ C constraints. The assumption was that the "no cornea" sets should perform better than cornea sets. Figure 8 contains the box plots for each of the cornea and no cornea score sets grouped by θ and μ C constraints. Table I contains the medians for the cornea and no cornea score sets. For cases where the no cornea set has a higher median than the cornea set, the entries are colored green, otherwise they are colored red. Additionally, set of distributions are created by taking the difference of paired elements in corresponding cornea and no cornea distributions. The medians for the distributions are shown in Table II .
Frontally, the cornea is a degrading factor for the match score distributions. As non-frontal matches are considered, this ceases to be the case. For nearly planar iris match pairs, as the θ value increases, the cornea remains a degrading factor. However, for non-planar iris match pairs, the existence of the cornea actually improves matching performance. This trend continues even as all score distributions degrade due to extreme non-frontal conditions.
D. Comparing Cornea Effects to Non-Planarity Effects
Finally, we compare the relative impacts of the cornea and iris non-planarity. and are expected to be positive. Table III shows the average left shift of the medians of the match score distribution across fixed θ with and without corneal refraction effects.
Frontally ( θ = [0, 6] • ), the distribution shifts are minor. These increase as θ increases through the non-frontal range. The shift magnitude decreases as match performance becomes universally poor in the extreme non-frontal range. Also, note that the existence of the cornea decreases the shift magnitude between the distributions in all cases except the extreme non-frontal.
The impact of the cornea is observed by examining the medians of the distributions of the differences between paired cornea and no cornea distributions. An average of the medians for θ group is calculated and shown in Table II . Comparing these averages to the averages in Table III indicates that iris non-planarity is a much more significant degrading factor for iris matching.
VIII. DISCUSSION
The prior section established that increasing the curvature (amount of non-planarity) of the iris surfaces in a comparison universally decreases the matching scores. While minor effects are present in frontal iris images, the effects are much greater in non-frontal images. Secondly and surprisingly, the existence of the refracting cornea does not universally degrade matching scores. For non-planar irises, the presence of the cornea actually improves matching performance in every case except for frontal images. Why does this occur? Though we do not know for certain, we speculate that the cornea helps to correct for distortion caused by non-planarity in non-frontal comparisons. This conclusion is reached by observing the degradation of match scores as the angle difference ( θ ) increases. The degrading effect caused by the angle difference ( θ ) is more prominent in nonplanar iris images as shown in Table IV . This may be due to increased iris texture deformation along the pupillary and limbus boundaries and small amounts of self occlusion of the iris surface. With the cornea present, areas near the limbus boundary may become less distorted.
To discuss the relative impact of the non-planarity of the iris or the existence of the cornea on matching performance, the non-planarity appears to be the more degrading factor, especially as θ increases.
The results indicate that the cornea is certainly not the only issue that needs to be considered in non-frontal iris recognition. The affine correction methods do not account for the cornea nor the non-planarity of the iris surface. Incremental improvement was observed once a corneal model was incorporated into the non-frontal correction routine by [1] and [2] . We believe these results show that non-planar irises must be considered in correction methods in order to see the next jump in performance. Not only that, but consideration of non-planar irises may be more important than correcting for the existence of the cornea.
IX. DISCLAIMER
Notice: The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or allow others to do so, for the United States Government purposes.
