In this short paper, we report the performance of multiple threadparallel algorithms for spherical region queries on multicore architectures motivated by a challenging data analytics application in materials science. Performances of two tree-based algorithms and a naive algorithm are compared to identify the length scales at which these approaches perform optimally. The optimal algorithm is then used to scale the driving materials science application, which is shown to deliver over 17X speedup using 32 OpenMP threads on data sets containing many millions of atoms.
INTRODUCTION
A broad class of data analysis techniques in materials science (and other sciences such as geospatial sciences) is based on spatial correlations of points in massive d-dimensional point data sets. While the specifics of each analysis technique vary, they all fundamentally rely on querying the geometric space around each point in the data set. These query operations are computationally expensive and need to be performed for each point in the data set for a true at-scale analysis. As a result, the overall computational load quickly becomes prohibitive, even with modest-sized data sets. Memory This manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 with the U.S. Department of Energy. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paid-up, irrevocable, worldwide license to publish or reproduce the published form of this manuscript, or allow others to do so, for United States Government purposes. The Department of Energy will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
ACM acknowledges that this contribution was authored or co-authored by an employee, contractor, or affiliate of the United States government. As such, the United States government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for government purposes only. Figure 1 : The concentration C r of each atomic species within concentric shells of radii r = r 1 , r 2 , r 3 , · · · , r max has to be computed to evaluate the three dimensional radial autocorrelation function (see Eqn (1)).
limitations place additional constraints on the number of points that can be processed sequentially. Parallel approaches, therefore, become a natural path forward for at-scale spatial analysis methods on massive point data sets.
Modern computing platforms offer multiple levels of parallelism, both within a processor node and across multiple processor nodes. In this on-going work, we study the per node shared-memory performance of three spherical region query algorithms with the goal of extending the parallelism to heterogeneous platforms with both shared and distributed memory nodes as a next step.
This study is motivated by a materials science data analysis application that computes what is called the radial autocorrelation function (RACF), R k . The three dimensional RACF is a mathematical tool used to study the compositional profile of different atomic species in atom probe tomography data sets, which nowadays consist of hundreds of millions to billions of atoms. The RACF is defined as:
where C r is the concentration of a spherical shell at radius r from the chosen center point, r max is the maximum radius over which the analysis is carried out, σ 2 is the variance of the compositions given if Naive Algorithm then 3: compute all pairwise distances 4: else Tree-based Algorithm 5: query cubic region enclosing sphere of radius r max about a i . build N (a i ) by including all neighbors whose distance from a i is at most r 9: end for by r max 0 (C k −C 0 ) 2 and C 0 is the mean concentration of the element of interest. This RACF is plotted for multiple values of k and for all (or some subset) of the constituent types to accurately detect correlations within the different chemical species in the sample [3, 4] .
In terms of spatial queries (see Fig. 1 ), the fundamental operation underlying the RACF computation is, therefore, a spherical range query (SRQ) which is defined as follows: Definition 1.1. Given n points, a spherical region query about a point finds all those points that lie within a radial distance r > 0 from that point.
To compute the RACF, it is necessary to perform O (n) SRQs. When n = 10 7 − 10 8 , computing the RACF becomes extremely challenging often requiring days to complete.
ALGORITHMS AND DATA STRUCTURES
In the rest of the paper, we denote the set of n points by A = {a 1 , a 2 , · · · , a n } and the list of neighbors that lie within the radial distance r ∈ R from point a i by N (a i ).
Naive algorithm
A naive SRQ algorithm is shown in Algorithm 1 where each of the n points first builds N (a i ) by computing all the pair-wise distances and retaining only those that are smaller than or equal to the maximum search radius r max . This requires O (n) work. Summing up over all points, the total work performed by a naive algorithm is O n 2 .
Tree-based algorithms
In a tree-based algorithm, a tree data structure is constructed on the set of points A. For each point a i in A, the tree is queried for a cubic region of side length 2r which is the smallest cube that encloses a sphere of radius r centered on a i . The neighbor list N (a i ) is constructed by including all those points in the cube whose distances are at most r from a i . It should be noted that the time to construct a tree is a one time cost since the data is static. Since steps 4 and 5 are identical in both tree-based approaches (see Algorithm 1), the performance differences between the two approaches are mainly influenced by the construct and query costs of the different trees.
k-d tree.
The construction cost of a three dimensional k-d tree is O (n log n) and the cost of a three dimensional orthogonal search on it is O n 2 3 + K where K denotes the number of points within the query region [1, 2] . Summing over all the points in the data set, the total cost is O n log n + n 5 3 + nK .
Range tree.
The construction cost of a three dimensional range tree is O n log 2 n and the cost of a three dimensional orthogonal search on it is O log 3 n + K where K again denotes the number of points within the query region. Summing over all the points in the data set, the total cost is O n log 2 n + n log 3 n + nK .
TREE IMPLEMENTATIONS
Range Tree: The thread-parallel range tree construction algorithm is recursive (see Algorithm 2). The n data points are first sorted along each dimension and split equally across the T threads based on a chosen dimension. Thus, each thread contains a subset of the data that are contiguous in that dimension. Based on the thread local data, a lookup array of size T is constructed from the minimum coordinates of local data of each thread. The lookup array provides a trivial way to identify which subtree (of a global tree) to query during the SRQ phase without explicitly needing to build the upper logT levels of the range tree. The parallel range tree, therefore, has as many root pointers as the number of threads. Each thread then builds an independent subpart of the global tree. To minimize the cost of memory allocation for tree building, the amount of memory needed for each independent subtree is computed by finding out the number of unique coordinates in each subtree and allocating it once. After memory allocation, the d-dimensional range tree is constructed by recursively splitting the data point about the median of the thread local points with respect to the chosen dimension. Each split of the data points is represented as a node in the range tree, where the value of the node is the median. Each node then recursively builds a (d − 1)-dimensional range tree on the local data points.
k-d Tree: For k-d tree, we use the implementation in [5] which is considered the state-of-the-art in correlation analysis for atom probe data.
EXPERIMENTAL RESULTS
Performance evaluation of the implementations were carried out on a 32-core Haswell node with two sockets where each has a 16-core Intel Xeon Processor E5-2698 v3 running at 2.3 GHz. Each node has 128 GB DDR4 2133 MHz memory with four 16 GB DIMMs per socket. Performance: Figure 2 (a) shows near-linear scaling of the parallel range tree construction algorithm on data sets of size n = 4 million and n = 8 million. Since O log 2 (n) memory allocations are required during the tree construction phase, the system-level synchronization overhead of thread memory allocations quickly degrades the performance, as shown in Fig. 2(b) by the V1 curve. For T = 8, system level synchronization overheads of O log 2 (n) memory allocations results in a severe slowdown. To get around this, the heap and stack memory requirement for tree construction are precomputed and user-space thread local memory is allocated sortedPoints ← std::sort(Points, d) node.nextd ← BuildTree(ThreadLocalPoints, d+1)
23:
return node 24: end procedure only once in the beginning. The resulting scaling improvement in the range tree construction is illustrated by the V2 curve in Fig. 2(b) . The super-linear speedups are due to: (a) non-linear complexity (n log 2 n → n T log 2 n T ) and (b) larger T implies more upper levels (logT ) can be omitted from the tree construction and smaller memory allocations. Figure 3 illustrates the cost of performing 100 SRQs on two data sets of points contained within a needle shaped volume of space (x-span=y-span ≪ z-span), as is the case for APT data sets. Any number of SRQs other than 100 is valid since it would only change the execution times of each algorithm proportionately without any effect on the relative performance of the three approaches. The comparison is made with increasing query sizes starting from under 10% all the way to 90% of the xy-span. Based on Fig. 3 , the following observations can be made:
• the range tree-based algorithm outperforms the k-d treebased algorithm for all query sizes.
• the range tree-based algorithm outperforms the naive algorithm when the size of the SRQs remains smaller than about 35%-40% of the xy-span (≪ z-span).
• the naive algorithm out-performs both tree-based algorithms when the size of the SRQs exceeds about 40% of the xy-span. In practice, the query radius never exceeds 30% to 35% of the xyspan because of the customary needle shaped volume of APT data sets. Analysis: As shown in Section 2.2.2, the three dimensional range query cost using a range tree is O log 3 n + K . In practice, the total cost is significantly smaller. When data is very dense (as is the case with atom probe data sets), the numbers of unique values of x-, y-and z− coordinates in the data, denoted by U x , U y and U z , respectively, are much smaller than n. The number of these unique values can be even smaller if the desired accuracy of the coordinates in all three dimension is reduced as long as the computations of the target application (such as, RACF in Eqn (1)) are not adversely affected. Let U ′ x ≤ U x , U ′ y ≤ U y and U ′ z ≤ U z denote the subset of the unique values of along each dimension that is spanned by the query radius r . Clearly, the fraction of total points whose x-coordinates are in the query region is
n. Then, the cost T xyz of a three dimensional orthogonal query is:
where log U x is the height of x-tree in the three dimensional range tree and T yz is the cost of searching the y-and z-dimensions for the query region. But:
where T z is the cost of searching the z-dimension once the correct x-and y-ranges have been found. Similarly:
The total number of points in the query region is:
Combining Eqn (3) and Eqn (4) with Eqn (2) and using Eqn (5) it follows that the cost of a single SRQ with radius r that spans unique U ′ x ,U ′ y and U ′ z values along each of the three dimensions is:
Application: The range-tree based SRQ implementation was used to compute the RACF on multiple workloads. Figure 3(b) shows the strong scaling speedup of RACF computations on data sets with n = 2, 4 & 8 million points. The strong speedups were computed with SRQs about a 1000 random points in each of the data sets and resulting times scaled to the entire data size. This was done to reduce the single thread base case time which would have otherwise been very large. The speedup reduces at larger thread counts because memory was pre-calculated and allocated to each thread during the tree construction phase. This leaves a limited amount of memory local to the socket during the query phase for which memory allocations are not pre-computed and assigned. Non-uniform memory accesses across two sockets of the node reduces the scalability.
SUMMARY AND FUTURE WORK
Performances of naive, k-d tree-and range tree-based threadparallel algorithms for spherical region queries were reported in this paper. Range-tree was demonstrated to deliver the best performance (over 17X speedup) for large, dense data sets, especially for query sizes of any practical interest in state-of-the-art highthroughput APT data analysis. The study reported here is part of an ongoing effort to enable at-scale RACF-based data analyses for billion atom data sets using a hybrid (distributed+shared memory) implementation.
