Letter to letter top-down tree transducers are investigated in this paper. Informally, trees which appear in the rules of such transducers are reduced to one letter in the right-hand side as in the left one. With an encoding of the tree transformations induced by such transducers into recognizable forests, we recently established the decidability of equivalence for linear top-down transducers. Here, in order to capture the non-linearity of top-down transducers, we introduce new classes of tree automata with equivalence constraints between direct subterms for which equivalence is decidable. We then show that the equivalence problem for non-linear top-down transducers can be reduced to the equivalence problem of automata with equivalence constraints.
Introduction
From a general point of view, tree automata and tree transducers model computations on structured objects. Consider a concrete algorithm A taking terms from T as input and producing terms of T , where and are nite sets of operators. Abstracting from the meaning of the operators, A turns into a symbolic algorithm which is a tree transducer transforming elements of T into elements of T . Finite state tree transducers, which are a generalization of Generalized Sequential Machines in the word case, were introduced by Rounds and Thatcher 13, 16] . This generalization to trees is interesting from the syntax-directed translation point of view. Let us give some examples. In compiler construction nite state transducers can be used to express simple transformations of abstract syntactical trees. Attribute grammars with only synthesized attributes correspond closely to deterministic top-down transducers. Also, subclasses of functional programs behave like tree transducers on their arguments. Naturally, the question arises whether or not results obtained for transformations in the word which appear in t. In the particular case T (;), we will write T .
For any tree t, the height of t, denoted by (t), is de ned by (t) = 0 if t 2 0 or t 2 X p and (t) = 1 + maxf (t 1 ); : : :; (t n )g if t = (t 1 ; : : : ; t n ). A tree t 0 (x 1 ; : : :; x n ) is a pre x of a term t if there exist t 1 ; : : :; t n such that t = t 0 (t 1 ; : : :; t n ).
For any p 2 IN, p] denotes the set f1;..; pg. A torsion from p] to q] is a mapping from p] to q]. We denote it by < q; (1) ;..; (p) >. By id n] we denote the identity mapping on n].
A rewriting rule over an alphabet is a couple (l; r) of terms of T (X), usually denoted l ! r, such that either (l) 1 and V(r) V(l) or l and r are elements of T . A rewriting system S over an alphabet is a nite set of rewriting rules over . A rewriting rule (l; r) is non-deleting if V(r) = V(l). A rewriting system S is non-deleting if each rule of S is non-deleting. A rewriting system S over an alphabet is letter-to-letter if, for each rule of S, trees which appear in the left-hand side and in the right-hand side either are of height equal to 1 or are included in .
We write t ! S t 0 if t is rewritten in t 0 by using one rule of S. By + ! S (respectively ! S ) we denote the transitive (respectively re exive and transitive) closure of ! S . A rewriting system S over an alphabet is noetherian if there does not exist any in nite sequence t 0 ! S t 1 ! S : : : t i being in T (X) for any i. A rewriting system S is con uent if 8x; 8y;8z 2 T (X), (z ! S x and z ! S y) ) 9t 2 T (X) (x ! S t and y ! S t). Let S be a noetherian and con uent rewriting system. The unique irreducible form of any term t is denoted by S(t) or b t if there is no ambiguity about the considered rewriting system.
A nite state top-down tree transducer is a 5-tuple T =< ; ; Q; I; R > where and are ranked alphabets of respectively input and output symbols, Q is a nite set of unary symbols called states, I is the subset of Q of initial states and R is a nite set of rules of the form q( (x 1 ; : : : ; x n )) ! t with q 2 Q, 2 n and t 2 T (Q(X n )) (Q(X n ) is the set of trees fq(x)jq 2 Q; x 2 X n g) or of the form q( ) ! t with 2 0 and t 2 T . These rules will be denoted by q( (x 1 ;..; x n )) ! (q 1 (x (1) );..; q p (x (p) )) with 2 n , 2 T (X n ), q; q 1 ;..; q p states of Q, and torsion from p] to n] (if n = 0 we write q( ) ! ).
So the torsion can express permutations, duplications or deletions of subtrees 1 . A transducer is letter-to-letter if, for every rule, belongs to .
The rules de ne patterns for rewriting trees, so we write t ! u if t is rewritten in u in one step. By ! we denote the re exive and transitive closure of !. A sequence of rewriting steps q(t) ! u is called a computation.
For any state q of a top-down transducer, we denote by b T q the transformation realized from For instance, by using the rule q( (x 1 ; x 2 )) ! (q 1 (x (1) ); q 2 (x (2) )) where =< 2; 2; 1 >, a permutation of the two subtrees of is realized. For the rules q( (x 1 ; x 2 )) ! (q 1 (x (1) ); q 2 (x (1) ); q 3 (x (2) )) where = < 2; 1; 1; 2 > and q( (x 1 ; x 2 )) ! (q 1 (x (2) )) where =< 2; 2 >, we have respectively a duplication and a deletion of the rst subtree of q. Formally, b T q = f(t; u) 2 T T j q(t) ! ug. Let T be a computation on a term t = (t 1 ; : : : ; t n ) from a state q of a top-down transducer T:
T : q( (t 1 ; :::; t n )) ! (q 1 (t (1) A top-down tree transducer is deterministic if the set of initial states is a singleton and there are no two rules with the same left-hand side. A transducer is linear (respectively non-deleting) if for each rule the torsion is injective (respectively surjective).
Property For any letter-to-letter tree transducer T, for any couple of trees (t; u) of b T, we have (t) = (u) if T is non-deleting and (t) (u) in the other cases.
Example
Let 0 = f0g and 1 = fSg, 0 = f1g, 1 = fSg and 2 = f g, Q = ff; qg and I = ffg.
Consider the following set of rules R
This transducer, by consuming an input tree of the form S n (0) (which can be interpreted as the integer n) computes syntactical trees of A n p = n! (n?p)! for p 2 n]. This transducer is letter-to-letter and it is neither deterministic, nor linear, nor non-deleting, nor nite-valued ( nite-valued transducers are investigated in 14]).
Notation
We denote by NdT-LL the class of all non-deleting top-down letter-to-letter tree transducers. Remark
For easier exposition, we will restrict ourselves to letters of rank at most 2. It is the typical case from which constructions and results to be discussed below are easily transferred to the general situation (with slight adaptations in the statement of some lemmas).
Tree Automata with Equivalence Constraints
Non-linearity is an important phenomenon which appears very often in tree processing (in logic programming or in rewriting systems for instance). As the set of all ground instances of a non-linear term is not a recognizable forest, the classical notion of tree automaton has been extended in order to manipulate equalities or disequalities. A tree t is recognized by A if there exists a nal state q such that t ! A q(t). The set of all trees recognized by automaton A is denoted by F(A).
An automaton with equivalence constraints is deterministic (resp. complete) if and only if for any letter 2 n , for any n-tuple of states q 1 ; : : :; q n and for any equivalence description d there exists at most (resp. at least) one rule of the form (q 1 ; : : : ; q n ) d] ! q.
Using the method of B. Bogaert and S. Tison 5], we can compute a complete and deterministic automaton from any non-complete and non-deterministic one. Thus, we can show that, for any equivalence relation, the so de ned class of tree automata is e ectively closed under union, intersection and complementation.
Let be a noetherian and con uent non-deleting rewriting system. We denote by REC the class of automata with equivalence tests between direct subterms where the equivalence relation is de ned so that t and t 0 are said to be equivalent if and only if (t) = (t 0 ) (by (t) we denote the irreducible form of t). For convenience, the class of tree languages which are recognizable by an automaton of REC will be also denoted by REC . Furthermore, if
is letter-to-letter, the set of the irreducible forms of the trees recognized by an automaton of REC is a forest of REC 6 = . An automaton which recognizes this forest is called a normal forms automaton. To construct this automaton, we use a canonical form of called 1-reduced form. We rst de ne a partial order relation over the set of rules of any letter-to-letter rewriting system such that a rule r is said to be \more general" than a rule r 0 if everywhere the rule r 0 is applied, the rule r can be used with the same result.
De nition Let r : (x (1) ;..; x (n) ) ! (x (1) ;..; x (m) ) and r 0 : (x 0 (1) ;..; x 0 (n) ) ! (x 0 (1) ;..; x 0 (m) ) be two rules of a letter-to-letter rewriting system. r is more general than r 0 , or r 0 is less general than r, if there exists a mapping such that = 0 and = 0 . We write r r 0 (or r 0 r). Example Let r 1 : (q(x 1 ); q(x 2 ); q(x 1 ); q(x 3 )) ! q( (x 1 ; x 1 ; x 2 ; x 3 )), r 2 : (q(x 1 ); q(x 2 ); q(x 1 ); q(x 2 )) ! q( (x 1 ; x 1 ; x 2 ; x 2 )) and r 3 : (q(x 1 ); q(x 2 ); q(x 3 ); q(x 1 )) ! q( (x 1 ; x 1 ; x 2 ; x 3 )).
We have r 1 r 2 but neither r 1 r 3 nor r 3 r 1 .
De nition A rewriting system S over the alphabet is 1-reduced if it is letter-to letter, noetherian, con uent and the irreducible form bx (n) ) !~ (x (1) ; : : : ; x (m) ) that can be applied.
(b) Second case
No rule can be applied on ( b t 1 ; : : :; b t n ) 2 . Then~ = and b t = ( b t 1 ; : : : ; b t n ). That is to say, by using a bottom-up strategy of rewriting, we get the irreducible form and moreover each node is rewritten at most once.
From now, we will only consider non-deleting rewriting systems. Property 3.1 For any noetherian, con uent and non-deleting letter-to-letter rewriting system over an alphabet , there exists a 1-reduced rewriting system over , denoted by 1r , such that, for any term t, (t) = 1r (t).
Hint of Proof :
Let be a noetherian, con uent and non-deleting letter-to-letter rewriting system. We construct 1r as follows:
-For any letter of rank 0, !~ is a rule of 1r if and only if + ! ~ and~ is irreducible.
-For any letter of rank 1,
) is a rule of 1r if and only if (x) + ! ~ (x) (resp.~ (x; x))
and~ (x) (resp.~ (x; x)) is irreducible. -For any letter of rank 2, (2) ) (resp.~ (x (1) )) is a rule of 1r if and only if (x (1) ; x (2) 
By induction on the height of the terms we prove that, for any term t, t ! 1r b t if and only if t ! b t and that 1r is 1-reduced. 2
In the following, we will consider that, for any class REC , the noetherian, con uent and nondeleting letter-to-letter rewriting system which induce the equivalence relation is 1-reduced.
Normal Form Automaton
In this section, we associate with any automaton A of REC the automaton A of REC 6 = such that IRR(F(A)) = F(A ) (where IRR(S) denotes the set of the irreducible forms of the terms of S).
Construction
Let be a 1-reduced non-deleting rewriting system de ned on a nite alphabet . With any automaton A =< ; Q; F; R > of REC , where , we associate the automaton A = < ; Q ; F; R > of REC 6 = constructed in two steps. 2 we have no rule of the form (x; y) ! (y; x) because is a noetherian rewriting system 3.2.1 First step : Construction of Q 0 Q and R 0 R .
Initially, for any state q in Q, we add q in Q 0 .
In the following arrays, which summarize the cases that is a nullary symbol and is a unary symbol, rows are indexed by rules of , columns are indexed by rules of R and the cells contain rules of R 0 .
no matching rule (q i ) ! q j ] A duplication turns into an equality constraint.
For the case that is a symbol of rank 2, we distinguish four disjoint subcases :
1. There is no rule in whose left-hand side contains the symbol , ] Equivalence between subterms turns into equality between their normal forms.
We obtained, in the left-hand side of some rules, new states which are in fact subsets of Q but these new states are not reachable. In the second step, we construct the smallest set of rules R which contains R 0 , with these new states in the right-hand side of the rules and such that the following property is satis ed : Note that at each step of this algorithm, the previous property is satis ed. It can be used to establish the correctness of the completion algorithm.
So for any step of computation of a term b t in A , from the applied rule we are able to determine the corresponding rule of A used in the computation of t.
We have for this automaton of REC the following fundamental property : Lemma 3.1 Let A be an automaton of REC , with a non-deleting 1-reduced rewriting system, and let A be the normal form automaton associated with A. Let It is by induction on the depth of the trees. The property is obviously true for trees of depth 0. Suppose property is true up to the height n and let t be a tree of height n + 1. Property 3.2 Let A be an automaton of REC , with a non-deleting, noetherian and conuent letter-to-letter rewriting system. The set IRR(F(A)), of the irreducible forms of the trees of F(A), is recognized by an automaton of REC 6 = .
We now give two examples of tree automata with equivalence constraints with the construction of the normal form automata.
Examples
Let 0 = f a;ãg, 1 = f ;~ g, 2 = f g. 
Normal form automaton B
We obtain :
S(fq; q f g) ! q S(q f ) ! q f 1 ! q 1 ! q f (q; q f ) 1]; 2] ! dead The state fq; q f g is not reachable. By using the previous \completion" algorithm, we add the rules S(fq; q f g) ! fq; q f g and 1 ! fq; q f g. Finally, we get F(B ) = fS n (1) j n 2 INg.
Decidability of Equivalence in REC
By means of the previous lemma and the decidability of emptiness in REC 6 = we prove the following lemma : Lemma 3.4 For any automaton A of REC , the property \F(A) = ;" is decidable. The class REC is e ectively closed under union, intersection and complementation (part 3.1) and the property \F(A) = ;" is decidable (lemma 3.4). 2
This result will be used to establish the decidability of equivalence for non-deleting (and non-linear) top-down letter-to-letter tree transducers.
Equivalence of Letter-to-letter Non-deleting Tree Transducers
In this section, we show that the equivalence problem in NdT-LL can be reduced to the equivalence problem of tree automata. The main problem is that, even if T and T 0 are equivalent transducers, for some trees, computations may not be realized with the same torsions in T and T 0 .
We rst prove that this phenomenon is of \bounded height". T E = b T F , with (t) 6 = (t 0 ), because T is nondeleting, we have (u) = (t), (u 0 ) = (t 0 ) (section 2) and so (u) 6 = (u 0 ). Consequently, ( (t; t 0 ); (u; u 0 )) 6 2 b T E ( ; ; ) ? b T F ( ; ; ) .
Computations from Equivalent States
ii) Now, we only consider couples of trees ( (t; t 0 ); (u; u 0 )), with (t) = (t 0 ). It is computed from E by using the rule q( (x 1 ; x 2 )) ! (q i (x 1 ); q 0 i (x 2 )) and so it is in b T E ( ; ; ) . But it cannot be computed from any state k of F by using the \initial transformation" ( ; ; ), because for any rule k( (x 1 ; x 2 )) ! (k j (x 1 ); k 0 j (x 2 )), we have either (t; u) 6 
Remark
Only letters of rank at most 2 are considered in this proof but there are no signi cant di erences for the other cases. We obtain the same kind of lemma for letters of rank greater than 2 4] . The following example illustrates the case of rank 2 and of rank 3.
Example Let T and T 0 be two transducers of NdT-LL de ned by: T : q( (x; y)) ! (q 1 (x); q 2 (y); q 1 (x)) q 1 (a(x)) ! a(q 1 (x)) q 1 ( a) ! a q 2 ( (x)) ! (q 2 (x)) q 2 ( ) ! states of a transducer T of NdT-LL) we will consider as atomic the rewritings of the trees of these nite sets. It is formalized by the following construction. We do not give an algorithm to compute this bound but, even if the constructions are valid for any natural number , the correctness of the results is connected to a large enough value of this integer.
-Semi-Normalized Forms
For any natural number , we associate with any non-deleting letter-to-letter top-down transducer T =< ; ; Q; F; R > its -semi-normalized form T =< ; ; Q ; F ; R > and constructed as follows. In order to control the height of the trees which are computed, for any state q of T, we will nd in T the state q < , from which only trees of height less than (identi ed with new letters) are computed and the state q for the other trees. So, Q = fq < ; q j q 2 Qg and F = fq < ; q j q 2 Fg. For every couple of trees (t; u) 2 b T q such that (t) , we construct a new rule of the form q < (t) ! u if (t) < or of the form q (t) ! u if (t) = where the ground trees t and u are identi ed with new nullary symbols. We also adapt the \non-ground" rules of T and we get as rules of T :
for any rule q( (x 1 ; x 2 )) ! (q i (x (1) ); q j (x (2) )) of T Computations in T and T are nearly identical with the only slight di erence that when computations of trees and subtrees of height less than are realized in several steps in T, they are realized in T in one step. So we get : 
Remark
To avoid a multiplication of notations and because the context always allows to decide what transducer, among T and T , is concerned, for any set of states E of a non-deleting letter-toletter top-down tree transducer T, the set of states fq ; q < j q 2 Eg of T is also denoted by E.
We now prove that, when is large enough, from two globally equivalent sets of states E and F, for each (t; u) 2 b T E = b T F , there exist computations of (t; u) in T E and T F such that each node of the input tree t is rewritten with the same torsion in both computations. In order to formalize this fact, we introduce a new form of the transducer for which the torsions applied in a computation are encoded in the node of the output tree.
Construction of T ;d
From T =< ; ; Q ; F ; R >, non-deleting letter-to-letter top-down transducer, we construct T ;d =< ; ;d ; Q ; F ; R ;d > as follows -q(t) ! u id is a rule of R ;d and u id 2 ;d if and only if q(t) ! u is a rule of R, with t 2 and u 2 -q(t(x 1 ;..; x n )) ! u (q 1 (x (1) ) ;..; q m (x (m) )), n 2 f1; 2g, is a rule of R ;d and u 2 ;d if and only if q(t(x 1 ;..; x n )) ! u(q 1 (x (1) It is by induction on the pre x t 0 of t. Let be the natural number de ned in corollary 4.1.
? By lemma 4.2, it is obvious that for any (t; u), property is true when the pre x of t is a letter of .
? Assume now, that for trees of the form t 0 (t 1 ;..; t n ) in b T E , property is true for the prex t 0 and let us show that it is true again for a larger pre x. (1) );..; q j ( );..; q im ( t (m) )) and t (i) ! T u i with q 2 E and q j 2 Q j , when for any computation k(t 0 ( t 1 ;..; ;..; t n )) ! T ;d u d 0 (k i 1 ( t (1) );..; k i j ( );..; k in ( t (n) )) with k 2 F and k i j 2 K j , ( ; ) cannot be obtained from k i j . It contradicts the assumption that property holds for t 0 and so the sets of states Q j and K j are globally equivalent. T
In the other direction, we apply the previous lemma (using as pre x of a tree the tree itself). 2
Let us note that, if some input subtrees are duplicated in a computation of a couple (t; u) of T ;d E , proposition 4.2 allows us to claim that there exists a computation of (t; u) in T ;d F which duplicates the same subtrees.
From these -normalized forms, for which the torsions are expressed in the nodes of the output trees, we now construct automata with equivalence constraints.
Automaton Associated with the -normalized form of a transducer
In this section, for any natural number we associate with the -normalized form T ;d of any non-deleting letter-to-letter top-down transducer T a bottom-up automaton with equivalence constraints, denoted by A , which recognizes encodings of the couples of trees of b T ;d .
As the torsions are expressed in the nodes of the output trees, it is no more useful to apply them. Because of the non-linearity, to build a \superposition" of a given input tree and of one of the output trees associated with it, whenever a non-linear rule is applied, each duplicated subtree will be \superposed" with its image.
For instance, the couple ( a , b ), (with =< 1; 1; 1 >), of a tree transformation a b a id t u 1 u 2 u 3 will be encoded in < a; b > . < a; b > < a; a id > < t; u 1 > < t; u 2 > < t; u 3 > Note that, because a non-linear transducer can duplicate an input subtree and then process the copies di erently, we obtain, from the same input tree t, di erent couples of trees (t; u 1 ), (t; u 2 ), (t; u 3 ). These couples are encoded into equivalent trees denoted by < t; u 1 >, < t; u 2 >, < t; u 3 >.
For instance, the superpositions < a; b > and < a; a id > are \equivalent". < t; u 1 > < t; u 2 > < t; u 3 > Using a noetherian and con uent non-deleting letter-to-letter rewriting system which associate with each superposition < t; u > the tree t, we can check whether or not two superpositions < t; u > and < t 0 ; u 0 > are \equivalent".
So any non-linear rule can be translated into a transition with equivalence constraints.
We now successively de ne the superposition and the construction of the automaton.
Superposition
First of all, let us de ne the alphabet used in the superpositions.
De nition
The product of two ranked alphabets and is the subset of the cartesian product composed of couples of letters < ; > where 2 , 2 and ( ) ( ). The rank of a letter of is de ned as follows :
Rank of 2 Rank of 2 Rank of < ; > The proof is by induction on the terms. There are several cases, but we only consider two. Some obvious adaptations are necessary for the other ones. Theorem 4.2 Equivalence of linear letter-to-letter top-down transducers is decidable.
On the other hand, our method does not allow to investigate the general (non linear and deleting) top-down case because, as it is illustrated in the following example, lemma 4.1 fails.
Example
Let T and T 0 be non-linear and deleting letter-to-letter top-down transducers de ned by :
T : q( (x; y)) ! (q 1 (x); q 1 (y)) q( (x; y)) ! (q 1 (x); q 2 (x)) q( (x; y)) ! (q 2 (y); q 1 (y))
T 0 : k( (x; y)) ! (q 1 (x); q 2 (x)) k( (x; y)) ! (q 2 (y); q 1 (y)) Couples of trees ( (a m ( a); a n ( a)); (a m ( a); a n ( a))) obtained by the rst rule of T, which is torsion-free, will be produced in T 0 as follows :
k( (a m ( a); a n ( a))) ! (q 1 (a m ( a)); q 2 (a m ( a))) ! (a m ( a); a n ( a))
in the case n m and k( (a m ( a); n ( ))) ! (q 2 ( n ( )); q 1 ( n ( ))) ! (a m ( a); n ( )) in the case m n:
To end, let us note that the general bottom-up case can be completely solved by our techniques 3].
Conclusion
From theorem 4.1, we can deduce a recursive procedure for testing equivalence of NdT-LL; this procedure is based on semi-decision algorithms. Thus we cannot give an estimation of its complexity but surely it would be rather bad. So, some extensions of our work immediately arise : -designing an e cient decision procedure -bounding the value of the integer (the main di culty comes from the fact that we consider di erences between subsets of tree transformations). To end, as obvious applications of our results, let us quote for instance -checking the relevance of a rule of a letter-to-letter transducer -decision of equivalence for letter-to-letter transducers modulo commutativity of some operator symbols.
