Deep neural network (DNN) has become a popular means for separating target speech from noisy speech due to its good performance for learning a mapping relationship between the training target and noisy speech. For the DNN-based methods, the time-frequency (T-F) mask commonly used as the training target has a significant impact on the performance of speech restoration. However, the T-F mask generally modifies magnitude spectrum of noisy speech and leaves phase spectrum unchanged in enhancing process. The recent studies have revealed that incorporating phase spectrum information into the T-F mask can effectively improve perceptual quality of the enhanced speech. So, in this paper, we present two T-F masks to simultaneously enhance magnitude and phase of speech spectrum based on non-correlation assumption of real part and imaginary part about speech spectrum, and use them as the training target of the DNN model. Experimental results show that, in comparison with the reference methods, the proposed method can obtain an effective improvement in speech quality for different signal to noise ratio (SNR) conditions.
Introduction
Speech enhancement is very useful due to its wide range of applications such as mobile phone/communication disturbed by background noise, hearing aids and noise-robust speech recognition. Speech enhancement aims at suppressing background noise while improving quality and intelligibility of the enhanced speech.
In the last several decades, some effective methods have been proposed, e.g. spectral-subtractive algorithm [1] , Wiener filtering [2] and statistical-model-based method [3] . These methods could achieve a good performance for stationary noise. When the non-stationary noise is concerned, their performance degrades quickly [4] . In order to improve the ability to deal with non-stationary noise, some supervised methods considering pre-training information of speech and noise have emerged and worked well in various noise conditions [4, 5] . For example, the method based on hidden Markov model (HMM) model [5, 6] , the method based on auto-regressive (AR) model [4, 7, 8] , the method based on Gaussian mixture model (GMM) [9] [10] [11] [12] , the method based on support vector machine (SVM) [13] and the DNN-based method [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Specially, the supervised DNN-based speech separation/enhancement methods have achieved a great success, because the strong learning capacity of the DNN can effectively model nonlinear interaction between the training target and the acoustic features of noisy speech. For the DNNbased methods, the learning target plays a very important role on the performance of speech restoration and the T-F mask is commonly used for the learning target. Currently, the mask is mainly focused on restoring magnitude spectrum of clean speech and the recovering of phase spectrum of clean speech is considered rarely. The studies in [25, 26] have shown that the perceptual quality of the enhanced speech can be further improved by restoring phase spectrum. Based on this investigation, a so-called complex ideal ratio mask (cIRM) [22, 23] was proposed. The cIRM is divided into real part and imaginary part. Two real values corresponding to real part and imaginary part are fed into the DNN as the training target simultaneously. Since the imaginary part is considered in the cIRM, the mask can simultaneously restore magnitude and phase spectra.
In this paper, we exploit cosh distance measure [27] to generate a new T-F mask with phase restoration for speech enhancement. Different from the cIRM, the proposed mask is a real-valued mask consisting of two sub-masks. For two submasks, one only acts on real part of noisy speech, which is used to restore real part of clean speech spectrum, and the other one only acts on imaginary part of noisy speech for restoring imaginary part of clean speech spectrum. Thus, once these two sub-masks are obtained, the real and imaginary parts of clean speech spectrum can be estimated so that the magnitude and phase spectra of noisy speech are enhanced simultaneously.
The rest of this paper is organized as follows. In Section 2, the structure of complex speech spectrum is described. In Section 3, the details of the proposed method are discussed. Experimental results are provided in Section 4, and the conclusions are given in section 5.
The structure of complex speech spectrum
When speech signal is transformed into frequency domain by the short-time Fourier transform (STFT), each T-F unit X(m,k) of the complex spectrum can be expressed as follows,
where X r (m,k) and X i (m,k) are real part and imaginary part of speech spectrum at the k th frequency bin for the m th frame. Thus, the magnitude spectrum and phase spectrum can be represented respectively as follows, 2 2 ( , ) = ( , ) + ( , )
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where arctan(.) is the arctangent function. Figure 1 : An example of clean magnitude spectrogram (a), phase spectrogram (b), real spectrogram (c) and imaginary spectrogram (d). Fig. 1 gives an example of magnitude spectrogram (topleft), phase spectrogram (top-right), real spectrogram (buttomleft) and imaginary spectrogram (buttom-right) of clean speech signal. From Fig. 1 , we can see that the magnitude spectrum, real spectrum and imaginary spectrum all exhibit fine structure and envelope, while the phase spectrum looks like a random spectrum. In order to simultaneously restore the magnitude and phase of speech spectrum, using DNN model to predict magnitude and phase is the most direct way. However, according to the study in [23] , the phase of clean speech is hard to be successfully predicted by using DNN model due to the lack of specific structure of spectrum. Due to the similar structure of real and imaginary spectra to the speech magnitude spectrum, naturally, the cIRM was proposed to simultaneously obtain magnitude and phase of speech spectrum [23] . Since the compression of no boundary is possibly detrimental to the DNN model based on gradient descent [18] , the cIRM is hard to achieve optimal performance for the unbounded values of real and imaginary components.
The proposed approach
In this paper, our goal is to derive a bounded mask applied to the STFT spectrum of noisy speech for producing real and imaginary spectra of clean speech. In other words, given the complex spectrum of noisy speech, Y(m,k), we get complex spectrum estimation of clean speech, X ˄ (m,k), as follows,
where H(m,k) is the proposed T-F mask. Y r (m,k) and Y i (m,k) are real and imaginary parts of noisy speech spectrum, respectively. In the proposed method, the mask H(m,k) is divided two uncorrelated real-valued sub-masks, H 1 (m,k) and H 2 (m,k), i.e., 1 2 ( , )
For the H 1 (m,k) and H 2 (m,k), we assume that there is a correlation between the H 1 (m,k) and the real part of noisy speech spectrum, and the H 1 (m,k) does not affect imaginary part of noisy speech spectrum. Moreover, the H 2 (m,k) is only assumed to have an influence on imaginary part of noisy speech spectrum. Note that, different from the cIRM, the H(m,k), H 1 (m,k) and H 2 (m,k) are all the real-valued masks. Obviously, when the estimation of the H(m,k) is given, the spectral estimation of clean speech, X ˄ (m,k), can be obtained as follows,
The study in [2] has pointed out that the Log-MMSE (logarithmic minimum mean square error) measure is more suitable for speech processing. However, the Log-MMSE measure is hard to be used to compare complex spectrum. Fortunately, the author in [27] has given a fact that the performance of the cosh measure is similar to that of the Log-MMSE measure. Thus, in this paper, the cosh measure [27] is used as the cost function to obtain the H(m,k). For the sake of convenience, the index symbols m and k are omitted later.
Here, the real and imaginary parts of clean speech spectrum are assumed to be uncorrelated, and the real and imaginary parts of noisy speech spectrum are assumed to be uncorrelated. Moreover, speech and noise are also assumed to be uncorrelated.The cosh measure [27] 
J(H 1 , H 2 ) is the cost function with respect to two sub-masks, H 1 and H 2 . Since the partial derivatives of cost function with respect to the H 1 and H 2 are set to zero, we have 
where N r and N i are real and imaginary parts of noise spectrum, respectively. Fig.2 gives a comparison about the spectra of the real part (top-left) and imaginary part (top-right) of clean speech, and the real part (bottom-left) and imaginary part (bottom-right) of noisy speech. Herein, noisy speech is generated from babble noise under 0 dB input SNR. Moreover, a comparison about the spectra of ideal H 1 , ideal H 2 , the enhanced speech obtained by ideal H 1 and ideal H 2 are shown in Fig.3 . From Fig.2 and Fig.3 , we can see that using proposed two sub-masks, H 1 and H 2 , can effectively remove background noise and restore real part and imaginary part of clean speech spectrum under ideal condition. Fig. 4 depicts the DNN model that is used to estimate the H 1 and H 2 . It is similar to the DNN structure used in [22, 23] . The DNN has three hidden layers and each layer has 1024 nodes with the rectified linear (ReLU) activation function. The backpropagation algorithm with dropout regularization (dropout rate 0.2) and the adaptive gradient descent with a momentum term are used to train the DNN. The momentum rate is 0.5 for the first 5 epochs and 0.9 for the rest epochs. The output layer is separated into two sub-layers, which corresponds to the H 1 and H 2 of the H, respectively. When the proposed mask is used as the learning target, the sigmoid activation function can be used at output layer due to the learning target is in the range of [0, 1]. 
Experimental results
In the experiment, three different types of background noise are chosen from NOISEX-92 database including babble noise, f16 noise and factory noise for training. In addition, volvo noise from NOISEX-92 database and street noise from ITU-T database are used as the unseen noise for mismatch evaluation. Two hours of utterances are selected from TIMIT training set for the training. In the test, 200 utterances are chosen from the TIMIT test set. The noisy speech is obtained by adding abovementioned five types of noise to speech signal at four input SNR levels (i.e., -5dB, 0dB, 5dB and 10dB). The speech and noise are down-sampled to 8 kHz. The frame length is 256 samples and the frame shift is 128 samples. In this work, the DNN-based method given in [21] is selected as the first reference method (named Ref.1). The cIRM incorporating phase information [22] is considered as the second reference method (named Ref.2). The proposed masking estimation method is termed as the Pro. In training stage, the DNN model of all methods is composed of three hidden layers, each layer has 1024 hidden units and the log-power spectrum of noisy speech is used as input feature of the DNN model. The mean squared error is used as the cost function for the DNN training. The number of output units correspond to the dimensionality of the training target. In the output layer, the sigmoid activation function is selected in the Ref.1 and proposed method, while linear activation function is selected in the Ref.
2. The quality measurements used in this paper include perceptual evaluation of speech quality (PESQ) [28] and short-time objective intelligibility (STOI) [29] . Table 1 shows the PESQ results for five types of noise at different input SNR levels. It is clear that the PESQ of the Ref.1 without speech phase information is relatively lower than the Ref.2 and proposed method in all input SNR conditions. This implies that the masking methods including phase information can recover more spectral information of speech to result in quality improvement. For the Ref. 2 1 . This proved that incorporating phase information into mask is helpful to increase intelligibility. As a comparison, the proposed system gives a higher STOI value than the Ref.2.
Conclusions
In this paper, a T-F masking method was presented by considering both magnitude and phase spectrum information for single-channel speech enhancement. Different from the existing mask with phase information, the proposed method divides the conventional real-valued mask into two uncorrelated real-valued sub-masks. One of them is only assumed to be related to real part of noisy speech spectrum, which is used to restore real part of clean speech spectrum, and the other one is only assumed to be related to imaginary part of noisy speech spectrum for restoring imaginary part of clean speech spectrum. Since the real and imaginary parts of clean speech spectrum are all estimated, the magnitude and phase information can be restored simultaneously. The quality and intelligibility tests showed that the proposed method outperformed reference methods.
