Abstract-This letter investigates the joint recovery of a frequency-sparse signal ensemble sharing a common frequencysparse component from the collection of their compressed measurements. Unlike conventional arts in compressed sensing, the frequencies follow an off-the-grid formulation and are continuously valued in [0, 1]. As an extension of atomic norm, the concatenated atomic norm minimization approach is proposed to handle the exact recovery of signals, which is reformulated as a computationally tractable semidefinite program. The optimality of the proposed approach is characterized using a dual certificate. Numerical experiments are performed to illustrate the effectiveness of the proposed approach and its advantage over separate recovery.
I. INTRODUCTION
C OMPRESSED SENSING (CS) is an emerging theory enabling sub-Nyquist sampling via combination of signal acquisition and signal compression [1] - [4] . Despite its remarkable impact on a wide range of signal processing theory and methods, conventional CS developments are constrained to signals with sparse or compressible representations on a pre-defined grid [5] - [7] . However, in applications including communciation, radar, seismology, localization and remote sensing, signals of interest are usually specified by parameters in a continuous domain [8] - [15] . Performance degradation due to basis mismatch between real parameters and pre-defined grid is studied and addressed [16] , [17] , and many approaches have been proposed to mitigate this effect [18] - [20] .
Most recently, a group of works has concentrated on the obviation of the basis mismatch conundrum. It has been shown that a frequency-sparse signal can be successfully recovered from its consecutive sub-Nyquist samples using total-variation minimization [21] , which can be solved via semidefinite program (SDP), where only a minimum separation between spectral spikes is required [22] . The usage of atomic norm [23] extends this work to the random sampling regime, and reaches improved trade-off between minimum spectral separation and number of observations required [24] . This framework has been further extended to cases including multiple measurement vectors [25] , [26] , two-dimensional frequencies [27] , direction-of-arrival estimation [15] , [28] , spectrum estimation with block prior information [29] , etc. Another recent approach is to apply matrix pencil [30] to CS, and reformulate the problem as structured matrix completion [31] . In addition, inspired by the idea of model selection [32] , the recovery problem is resolved as a parametric estimation problem via *e-mail: zhenqilu2014@gmail.com The authors are with the Dept. of Electrical Engineering, Shanghai Jiao Tong University, Shanghai, P.R. China. This work was partially supported by NSFC under grant number 61171171.
order selection [33] , [34] , which can be solved efficiently using greedy methods.
In this letter, we address the problem of simultaneously recovering a joint frequency-sparse (JFS) signal ensemble sharing a common frequency-sparse component, with frequencies continuously valued in [0, 1] . This common/innovation joint sparsity model is shown to significantly reduce the number of measurements in conventional distributed CS framework by utilizing common information shared in multiple signals [35] . Our main contribution is to develop the continuous counterpart of the joint sparsity model, and propose the concatenated atomic norm (CA-norm) for the description of joint frequency sparsity, of which the minimization can be solved via SDP. We also characterize a dual certificate for the optimality of the proposed optimization problem. Numerical results are given to illustrate the effectiveness of our approach and its advantage over separate recovery, which indicate a significant reduction in the number of measurements per signal required for successful recovery. Empirical observations also show improved performance for ensemble involving a large number of signals, implying the promise of application to large-scale sensor systems including MIMO communication, sensor array, multi-antenna, radar array, etc., where signals sensed are affected by structured global (common) factors and structured local (innovation) factors combined.
II. JOINT FREQUENCY-SPARSE SIGNAL ENSEMBLE
Let Λ = {1, 2, . . . , J} denote the set of indices for the J signals in the ensemble. Denote the signals in the ensemble by x j ∈ C n , and assume that each x j is frequency-sparse. The signal ensemble is denoted by
* . The superscript * means Hermitian transpose. Each signal x j is sensed using a different sensing matrix Φ j ∈ C mj ×n , and the corresponding measurement is denoted by y j = Φ j x j ∈ C mj . Define Φ = diag (Φ 1 , . . . , Φ J ). In the JFS setting, we additionally assume that each signal is generated as a combination of two frequency-sparse components: (i) a common component z c , which is present in all signals, and (ii) an innovation component z j , which is unique to each signal. The component ensemble is denoted by Z = [z additively, giving
The frequency-sparse property of the components implies that these can be expressed as
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where the atoms a(
The sets of frequencies are defined as
and
, and frequencies f c,k , f j,k are continuously valued in [0, 1].
III. CONCATENATED ATOMIC NORM AND SEMIDEFINITE PROGRAM CHARACTERIZATION A. Concatenated Atomic Norm
Define the atom set as
and the " 0 -norm" type atomic norm [24] is defined as
and its convex relaxation, the atomic norm [23] , is defined as
To develop a norm description of the joint sparsity, we extend the atomic norm to the JFS setting and give the definition of CA-norm. The " 0 -norm" type CA-norm is defined as
and thus our goal becomes the minimization of X CA,0 satisfying the measurement a-priori
which can be shown to be equivalent to the following rank minimization problem using approach similar to Theorem 1
where d-toep(u) is the block diagonal matrix
composed of toeplitz matrices generated from complex vectors u = {u c , u j , j ∈ Λ}. Due to the NP-hard nature of rank minimization problem, solving the " 0 -norm" type CA-norm minimization would become computationally intractable. An alternative approach is to consider its convex relaxation, CAnorm, defined as
(8) The atomic norm defined for single vector in (4) is actually a special case of CA-norm for J = 1. In this work, we propose to solve the following CA-norm minimization problem to achieve accurate recovery of off-the-grid joint frequencysparse signal
B. Semidefinite Program Characterization
In this section, we prove the equivalence between CA-norm and SDP, and thus propose the computationally tractable SDP solution to the CA-norm minimization problem (9) .
Proof: First we define I c , I j , j ∈ Λ the J + 1 submatrices with dimension (J + 1)N × N of the identity matrix I in
Denote the term on the right side of (10) by SDP (X)
and thus
is positive semidefinite. It follows that
and thus k |c c,k | + j∈Λ k |c j,k | ≥ SDP(X). Since it holds for any z c and z j satisfying z c + z j = x j , it follows that z c A + j∈Λ z j A ≥ SDP(X), implying that X CA ≥ SDP(X). Conversely, suppose for some z c , z j and u c , u j satisfying
form the Vandermonde decomposition toep( diagonal matrices, and thus 1 n tr(toep(u c )) = tr(D c ) and
The full rank property of V c and V j implies that there exist vectors q c and q j satisfying V * c q c = sign(ω c ) and 
0.
Further performing the Vandermonde decomposition, we have
implying that
By the arithmetic geometric mean inequality,
which completes the proof. With Theorem 1, (9) is reformulated as the following computationally tractable SDP 
In this section we study the dual problem to check the successful recovery of the optimization (9) [23] . We establish the conditions the dual certificate should satisfy to guarantee uniqueness and optimality. Denote the optimal solution to (9) by X , and let Q = [q * 1 , . . . , q * J ] * , where q j ∈ C mj . Then the dual problem of (9) is
where · * CA is the dual norm of CA-norm, and Φ * Q * CA = sup
Strong duality simply holds since (9) is only equality constrained and thus satisfies Slater's condition [37] . Based on this, a dual certificate to the optimality of the solution to (9) can be obtained.
Proposition 1.
The solutionX = X is the unique optimizer to (9) if there exists a dual polynomial ensemble
Proof: Any Q satisfying the conditions in Proposition 1 is dual feasible. It also follows that for X
where the last inequality is due to the definition of CAnorm. On the other hand, Hölder's inequality [37] states that Φ * Q, X R ≤ Φ * Q * CA X CA ≤ X CA , which thus combined with (21) implies that Φ * Q, Z R = X CA . Because of strong duality, the primal-dual feasibility of (X , Φ * Q) implies that X is a primal optimal solution and Φ * Q is a dual optimal solution [37] . For uniqueness, supposeX with z c = kĉ c,k a(f c,k ) and z j = kĉ c,j a(f c,j ) is another solution, then we have
due to conditions (19) and (20) if either z c is not solely supported on Ω c or z j is not solely supported on Ω j , contradicting strong duality. Therefore, all optimal solutions must have a common component supported on Ω c and innovation components supported on Ω j , j ∈ Λ, respectively. The uniqueness of optimal solution simply follows from the linear independency of the set of atoms with frequencies in Ω c or in Ω j . Proposition 1 serves as a guide for the construction of dual polynomials, of which the details we leave for future work. The construction of dual polynomials following the guide would give a comprehensive theoretical analysis of the performance of the CA-norm minimization. A consequence of this proposition is a way to determine the composing frequencies by evaluating the reconstructed dual polynomial ensemble and identifying the locations where (17) and (18) hold. An instance of frequency localization is illustrated in Figure 1 . For joint recovery, both the dual polynomials and their sum achieve modulus 1 only at truth frequencies, and are strictly bounded in other regions, while the separate recovery suffers from severe inaccuracy and errors.
IV. NUMERICAL EXPERIMENTS
In this section, we evaluated the proposed approach by performing numerical experiments. Since the numerical results in our previous work [33] illustrate that the atomic norm minimization yields state-of-the-art performance for noiseless recovery, we simply sidestep other approaches and compare the joint recovery approach to its separate counterpart. We chose the success rate as the major performance measure. The recovery is considered successful if the relative error x j − x j 2 / x j 2 ≤ 10 −6 , ∀j ∈ Λ is true. We set n = 40, s c = 4, s j = 2 for each signal. Frequencies were generated uniformly random on [0, 1] with an additional constraint on minimum separation ∆ as follows The joint SDP exhibits a definite advantage over its separate counterpart. The joint SDP achieves exact recovery after m j exceeds a certain threshold. For J = 4, the intrinsic sparsity of signal ensemble is K = (4 + 2 × 4) × 3 = 36, since at least three independent parameters are required to determine one sinusoid. The number of measurements required for perfect recovery is 14 × 4 = 56 for joint SDP, approximately 1.56K, while separate SDP requires at least 30 × 4 = 120 measurements to achieve comparable performance, approximately 3.33K. Hence the joint SDP in practice overcomes the performance bound encountered in separate recovery. The gap increases with the increase of J, implying the promise of application to large-scale sensor systems.
V. CONCLUSION
In this letter, we proposed the CA-norm minimization for recovering a JFS signal ensemble sharing a common frequencysparse component from the collection of their compressed measurements. We established a computationally tractable joint SDP solution to the CA-norm minimization. We also characterized a dual certificate for the optimality of the proposed optimization problem. As shown in Figure 2 , the definite advantage of joint SDP for large J implies the promising application to large-scale sensor systems. The core contribution is twofold. First, we extended off-the-grid formulation to distributed CS framework, providing an instance of addressing signal ensemble with joint structure specified in continuously parameterized dictionaries. Second, the requirements of the certificate polynomials are far more stringent and require a non-trivial modification of construction using additional kernel parts. The successful localization of common frequencies is dependent on the combined contribution of all polynomials.
