Polynômes orthogonaux et surfaces solitoniques associés by Chalifour, Vincent
UNIVERSITÉ DU QUÉBEC 
MÉMOIRE PRÉSENTÉ À 
L'UNIVERSITÉ DU QUÉBEC À TROIS-RIVIÈRES 
COMME EXIGENCE PARTIELLE 










Université du Québec à Trois-Rivières 






L’auteur de ce mémoire ou de cette thèse a autorisé l’Université du Québec 
à Trois-Rivières à diffuser, à des fins non lucratives, une copie de son 
mémoire ou de sa thèse. 
Cette diffusion n’entraîne pas une renonciation de la part de l’auteur à ses 
droits de propriété intellectuelle, incluant le droit d’auteur, sur ce mémoire 
ou cette thèse. Notamment, la reproduction ou la publication de la totalité 
ou d’une partie importante de ce mémoire ou de cette thèse requiert son 
autorisation.  

PRÉSENTATION DU JURY 
CE MÉMOIRE A ÉTÉ ÉVALUÉ 
PAR UN JURY COMPOSÉ DE: 
M. Alfred Michel Grundland, Directeur de Mémoire 
Département de mathématiques et informatique 
Université du Québec à Trois-Rivières 
M. Jean-François Quessy, Membre du jury 
Département de mathématiques et informatique 
Université du Québec à Trois-Rivières 
M. Pierre Bénard, Membre du jury 
Département de chimie, biochimie et physique 




Dans ce mémoire, nous construisons par la méthode des surfaces solitoniques les surfaces 
minimales associées à dix polynômes orthogonaux classiques : Legendre, Legendre associé, 
Bessel, Chebyshev de première espèce, Chebyshev de seconde espèce, Laguerre, Laguerre 
associé, Hermite, Gegenbauer et Jacobi. Les équations de Gauss-Weingarten et de Gauss-
Mainardi-Codazzi sont étudiées pour les cas où la courbure moyenne de la surface est constante 
ou nulle. Une nouvelle méthode de transformations de jauges permettant de simplifier le pro-
blème linéaire associé à ces surfaces est présentée. Cette méthode fait appel à la théorie des 
groupes et des algèbres de Lie et permet de réduire un système d'équations aux dérivées par-
tielles à une équation différentielle ordinaire linéaire homogène du second ordre. Une analyse 
détaillée est effectuée par la résolution du problème linéaire associé aux fonctions spéciales 
considérées. Les matrices de potentiel et la fonction d 'onde satisfaisant le problème linéaire 
sont présentées. Pour chaque surface, la représentation d'Enneper-Weierstrass pour l'immer-
sion de surfaces minimales dans l'espace euclidien ~3 est donnée de manière explicite. Une 
description quaternionique des surfaces est effectuée, menant à la considération de surfaces 
minimales plongées dans l'algèbre de Lie su(2). À cet effet, la formule d'immersion de type 
Sym-Tafel est présentée. L'immersion de surfaces dans l'espace hyperbolique H 3(Â) de cour-
bure prescrite Â est considérée et les équations de Gauss-Mainardi-Codazzi sont détaillées 
pour les surfaces de courbure moyenne constante H = Â. Une image numérique des surfaces 
est présentée, ainsi qu'une impression 3D de la surface associée au polynôme de Gegenbauer. 
La théorie de Sturm-Liouville est abordée, accompagnée de diverses notions relatives aux es-
paces de Hilbert et à la théorie entourant les polynômes orthogonaux. La méthode de résolution 
des équations différentielles par les séries généralisées est détaillée, accompagnée d'une mé-
thode d'approximation des solutions par développement asymptotique. 





In this thesis, we use the soliton surface approach to build minimal surfaces associated 
with ten classical orthogonal polynomials : Legendre, Legendre associated, Bessel, Chebyshev 
of the first kind, Chebyshev of the second kind, Laguerre, Laguerre associated, Hermite, Ge-
genbauer and Jacobi. The Gauss-Weingarten and the Gauss-Mainardi-Codazzi equations are 
studied for surfaces with constant and zero mean curvature. A new method of gauge trans-
formations is applied to the linear problem associated with the surfaces, using Lie algebra 
and group theory, leading to the reduction of a system of partial differential equations to a 
single linear homogeneous ordinary differential equation of the second order. A detailed ana-
lysis is performed by solving the linear problem associated with specific special functions. 
The potential matrices and the wavefunction solution of the linear problem are given. For each 
surface, the Enneper-Weierstrass representation for the immersion of minimal surfaces in the 
Euclidean space]R3 is given explicitly. A quaternionic description of the surfaces is presented, 
leading to the consideration of surfaces immersed in the .5u(2) Lie algebra. For this purpose, 
a Sym-Tafel type immersion formula is considered. The immersion of surfaces in the hyper-
bolic space H 3 (').) with prescribed curvature À is considered and the Gauss-Mainardi-Codazzi 
equations are detailed for constant mean curvature H = À. A numerical image of each surface 
is presented, accompanied by a 3D printing of the surface associated with the Gegenbauer po-
lynomial. The Sturm-Liouville theory is discussed, together with notions about Hilbert spaces 
and the theory related to orthogonal polynomials. The generalized series method for solving 
differential equations is presented, together with a method for approximating solutions using 
asymptotic series development. 
Keywords: Soliton surfaces, Integrable systems, Minimal surfaces, Orthogonal polynomials. 
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Le but de ce mémoire est de construire une forme explicite des surfaces minimales asso-
ciées à différents polynômes orthogonaux (PO) classiques, plongées dans des espaces multidi-
mensionnels. Une surface F peut être décrite en terme du repère mobile (J = (dF, aF,N)T sur 
cette même surface. Ce repère est soumis aux équations de Gauss-Weingarten et ces équations 
peuvent être formulées comme un système matriciel d'équations différentielles linéaires pour 
le repère mobile (J sur la surface F, nommé problème linéaire (PL) 
d(J = %' (J , a(J = 1/ (J. (1.1) 
L'idée de construire des surfaces par la solution de systèmes linéaires est d'ailleurs «une idée 
classique de la géométrie différentielle» [19] . Nous posons les hypothèses découlant d'un 
contexte où les surfaces possèdent une courbure moyenne constante. En particulier, nous nous 
intéressons aux surfaces minimales [11; 27] (de courbure moyenne nulle H = 0) plongées dans 
l'espace euclidien IR3 et dans l'espace hyperbolique H 3 (À). 
Les matrices %'(u,H,Q) et 1/ (u ,H ,Q) sont les matrices de potentiel du PL (1.1) et sont 
soumises aux équations de Gauss-Mainardi-Codazzi pouvant être formulées comme une condi-
tion de compatibilité de la forme 
(1.2) 
Un triplet (u ,H ,Q) doit satisfaire la relation (1.2), où u(z,z) est une fonction à valeur réelle 
caractérisant la surface, H(z,z) est la courbure moyenne de la surface et Q(z,z) est le coeffi-
cient du différentiel de Hopf associé à la surface. Nous considérons donc le PL (1.1) associé 
aux surfaces, ainsi que la condition de compatibilité (1.2) entre les matrices de potentiel ap-
paraissant dans ce système, i.e. que les équations de Gauss-Weingarten liées au repère mobile 
sur la surface et les équations de Gauss-Mainardi-Codazzi sont étudiées. Il est connu que dans 
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l'espace euclidien IR3, une courbure moyenne constante nulle (H = 0) entraîne une réduction 
des équations de Gauss-Mainardi-Codazzi à une équation différentiel de type Liouville. Nous 
étudions donc les cas des équations de Gauss-Mainardi-Codazzi associées à des surfaces plon-
gées dans l'espace hyperbolique H 3(À) ayant une courbure moyenne constante H = À, pour 
fins de comparaison. 
Différentes approches existent pour l'immersion des surfaces. Parmi les approches di-
rectes, nous nous intéressons à la représentation d'Enneper-Weierstrass pour l'immersion de 
surfaces minimales dans l'espace euclidien IR3 formulée dans [17; 19; 20; 27]. Mentionnons 
que Weierstrass et Enneper ont été les premiers à présenter une telle formule d'immersion 
(vers 1860). Pour des coordonnées complexe et complexe conjuguée (z ,z), cette formule est 
composée de deux fonctions arbitraires méromorphes 11 (z) et X (z) et s'écrit 
(1.3) 
Nous utilisons la description quaternionique des surfaces proposée dans [6; 7] pour étudier 
les surfaces plongées dans l'algèbre de Lie.su(2) rv IR3. Une formule d'immersion sous la forme 
d'une matrice de dimensions 2 x 2 est ainsi donnée, en termes des deux fonctions arbitraires 
de la représentation d'Enneper-Weierstrass. L'un des objectifs de cette étude est d'explorer 
le lien entre la formule d'immersion des surfaces d'Enneper-Weierstrass (1.3) et le PL (1.1) 
associé à des surfaces minimales. Les équations de Gauss-Weingarten, lorsque formulées par 
un problème spectral linéaire (PSL), forment une paire de Lax. Nous présentons une méthode 
algorithmique permettant de simplifier le PL en faisant appel aux transformations de jauges 
et à la théorie des groupes et des algèbres de Lie. Ces transformations de jauges successives 
doivent permettre de simplifier les équations de Gauss-Weingarten formulées comme un PL. 
Cette simplification vise la résolution du PL et l'application de la formule d'immersion de type 
Sym-Tafel [30; 31; 12] 
FST (À;x ,y) = '1'- 1 (À;x,y)a)., 'P(À;x ,y) E fi (1.4) 
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pour construire les surfaces correspondantes à partir de la fonction d'onde 'l' solutionnant le 
PL (voir le théorème 3.4.1). Les transformations de jauges appliquées au PL font appel à des 
notions de la théorie des groupes et permettent d'introduire dans le problème les deux fonc-
tions arbitraires de la représentation d'Enneper-Weierstrass et un paramètre jouant le rôle de 
paramètre libre, que nous pouvons interpréter dans certains cas comme un paramètre spectral 
du PL. 
L'application de la représentation (1.4) fait appel à la théorie des groupes, mais est fonda-
mentalement équivalente à la représentation (1.3). Nous considérons le même objet, dans des 
espaces différents (structures algébriques abstraites). Le PL peut être formulé par une équa-
tion différentielle ordinaire (EDO) linéaire homogène du second ordre, ayant des coefficients 
variés s'exprimant en termes des deux fonctions arbitraires holomorphes de la représentation 
d'Enneper-Weierstrass [12]. Nous étudions donc le lien entre le PL et les polynômes ortho-
gonaux. Cette formulation simplifiée des équations de Gauss-Weingarten mène à l'objectif 
principal de cette étude : construire une forme explicite des surfaces solitoniques associées à 
différents PO classiques. Cette famille de surfaces est paramétrisée par le paramètre spectral À 
associé au PL simplifié. Les résultats motivant cet objectif sont liées à la forme simplifiée du 
PL obtenue par transformations de jauges. En effet, les équations de Gauss-Weingarten sont 
alors formulées comme une EDO linéaire homogène du second ordre. Les fonctions spéciales 
apparaissent dans de nombreux problèmes physiques et mathématiques, et les PO forment une 
classe de fonctions spéciales largement étudiées [1; 9; 26]. Plusieurs de ces polynômes sont 
solution d'une EDO linéaire homogène du second ordre pouvant être formulée comme un pro-
blème de Sturm-Liouville. Il est donc naturel d'effectuer une association entre l'EDO décrivant 
le PL simplifié et différentes EDOs fixées pour un PO donné. Ce faisant, nous sommes en me-
sure de déterminer les fonctions arbitraires de la représentation d'Enneper-Weierstrass tout en 
solutionnant le PL associé aux PO considérés, soient les solutions particulières associées aux 
équations de Legendre, Legendre associée, Bessel, Chebyshev de première espèce, Chebyshev 
de seconde espèce, Laguerre, Laguerre associée, Hermite, Gegenbauer et Jacobi. La forme 
explicite de la surface plongée dans l'espace euclidien }R3 et dans l'algèbre de Lie su(2) est 
donnée, accompagnée d' une image de la surface dans }R3 . Nous présentons à la figure 5.10 une 
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impression 3D de la surface associée aux polynômes de Gegenbauer. 
Une motivation justifiant cette recherche est de caractériser les surfaces minimales obte-
nues par l'approche des surfaces solitoniques associées aux PO, i.e. les surfaces associées à 
une classe spécifique de fonctions, elles-mêmes liées par des propriétés dont nous discutons au 
chapitre 2. Par exemple, les PO sont associés à une EDO linéaire homogène du second ordre 
pouvant être formulée comme un problème aux conditions frontières de Sturm-Liouville, soit 
un problème de fonctions propres et de valeurs propres (spectre de l'EDO). Chaque famille 
de PO forme un système orthogonal complet dans un espace de Hilbert ;/e et ces différentes 
familles possèdent de nombreuse propriétés de récurrence de même nature. De plus, les PO 
sont liés entre eux par des relations algébriques et différentielles, et possèdent diverses repré-
sentations dont la forme et l'existence dépend des paramètres de la fonction et du domaine 
considéré. 
Nous discutons de la forme prise par les surfaces lorsque programmées dans un logiciel 
de calcul symbolique. Nous posons l'hypothèse que cette forme est liée à l'équation différen-
tielle de type Sturm-Liouville décrivant ces polynômes. Fondamentalement, une EDO décrit 
le comportement de sa solution. L'expression mathématique des surfaces est-elle clairement 
identifiable à ces solutions? Autrement dit, la solution du PL et la forme explicite des sur-
faces décrivant une classe particulière de polynômes orthogonaux s'exprime-t-elle en termes 
de ces polynômes? Dans la mesure ou ce serait le cas, nous posons l'hypothèse qu'il serait 
alors possible d'utiliser les propriétés de récurrence et les relations différentielles propres à ces 
polynômes pour simplifier l'expression obtenue. 
Est-il possible d'exprimer ces surfaces par une forme purement algébrique (explicite), 
et non différentielle ou intégrale? Cette question émerge du fait que la formule d'immersion 
d'Enneper-Weierstrass pour les surfaces plongées dans ]R3 est une représentation intégrale. 
Cette intégrale possède-elle une primitive, et sommes-nous en mesure de la déterminer expli-
citement ou devons-nous procéder par approximation? Une telle démarche a été initiée dans 
[12] pour le cas spécifique des surfaces associées à la fonction d'erreur plongée dans l'espace 
hyperbolique H 3 (J,.,) et dans l'algèbre de Lie .5u(2). Les résultats qui y sont présentés nous 
portent à croire qu ' une représentation explicite des surfaces peut être obtenue, et si tel est le 
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cas, cela faciliterait la programmation de telles équations pour l'obtention d'une représentation 
tridimensionnelle (imagerie numérique). Ces représentations numériques sont importantes, tout 
comme le développement de méthodes numériques pour la visualisation de formules mathé-
matiques. En effet, une image visuelle d'une surface reflétant le comportement de sa solution 
est d ' intérêt, car elle donne des indices à propos de propriétés de ces surfaces qui seraient 
autrement cachées dans des expressions mathématiques implicites. 
Plan du mémoire 
Le chapitre 2 présente la théorie de Sturm-Liouville et les polynômes orthogonaux. La 
section 2.1 traite des propriétés de l'opérateur différentiel de Sturm-Liouville et de la forme 
du problème aux conditions frontières de Sturm-Liouville. La théorie des espaces de Hilbert 
est abordée à partir de résultats présentés dans [2; 23; 45], accompagnée par un exemple d'ap-
plication aux états cohérents généralisés tiré de [35]. La section 2.1.3 traite des polynômes 
orthogonaux à partir de résultats présentés dans [1; 3; 16; 26; 28]. Une applications des po-
lynômes d 'Hermite à l'équation de Schrodinger indépendante du temps provenant de [35] est 
détaillée dans l'exemple 2.1.6. Dans la section 2.2, nous traitons de la résolution des EDOs 
par le développement en séries généralisées des solutions, notions appliquées à l'équation de 
Bessel dans l'exemple 2.2.1. Le chapitre 2 se termine par la section 2.3 où est présentée une 
méthode d'approximation des solutions nommée Développement asymptotique des solutions 
d'une EDO, accompagnée d'un exemple détaillé. 
Le chapitre 3 traite de la théorie des surfaces. Dans la section 3.1, nous définissons les 
équations de Gauss-Weingarten, les équations de Gauss-Mainardi-Codazzi et la formule d'Enneper-
Weierstrass associées à des surfaces minimales plongées dans l'espace euclidien IR3. La section 
3.2 reprend divers résultats présentés dans [6; 7] afin d'établir une description des surfaces et 
du PL associé en termes de matrices de dimension 2 x 2. L'immersion de surfaces dans l'es-
pace hyperbolique H 3(').) Y est abordé. Finalement, la section 3.4 traite de l'approche par les 
surfaces solitoniques et du PL associé à de telles familles de surfaces. La formule d'immersion 
de type Sym-Tafel est présentée [30; 31]. 
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Le chapitre 4 présente une nouvelle méthode de transformations de jauges des équations 
de Gauss-Weingarten. Nous y expliquons les conséquences d'une telle simplification et de l' ex-
ploitation du lien entre le PL et la représentation d'Enneper-Weierstrass. Une méthode algo-
rithmique est détaillée dans la section 4.1.1. Dans la section 4.2, nous effectuons une sélection 
de surfaces de courbure moyenne constante Â, et présentons l'EDO découlant de cette sélec-
tion. Nous expliquons dans la section 4.3 une approche par étapes pour la résolution du PL et 
la détermination de la forme explicite des surfaces associées, approche reprise au chapitre 5 
afin d'effectuer une dizaine d'analyses de cas. La section 4.4 explore la possibilité d'exprimer 
le PL sous une forme équivalente où la fonction d'onde est isolée, exploration motivée par le 
fait que toute EDO linéaire homogène du second ordre peut s'exprimer comme un système 
d' ordre premier. 
Nous présentons, dans le chapitre 5, les résultats découlant de l'analyses de dix équations 
différentielles classiques (sections 5.1.1 à 5.1.10). Nous y appliquons l'approche par étapes 
présentée dans la section 4.3 afin de simultanément résoudre le PL associé aux équations de 
Gauss-Weingarten et déterminer la forme explicite des surfaces soli toniques associées aux po-
lynômes orthogonaux. Dans chaque cas, une image tridimensionnelle de la surface plongée 
dans ~3 est présentée. Dans la section 5.2, nous reprenons chaque analyse de cas et vérifions 
que la compatibilité entre la matrice de potentiel et la fonction d'onde calculées est satisfaite. 
Cette section motive empiriquement l'établissement de formules explicite pour les fonctions 
arbitraires de la représentation d'Enneper-Weierstrass, en termes des coefficients de l'équation 
différentielle considérée (voir la liste ci-haut mentionnée). Ces formules sont démontrées dans 
la section 5.3, où est exploité le lien différentiel entre les composantes de la fonction d'onde 
solutionnant le PL. 
Le chapitre 6 présente les conclusions de cette étude, les réponses aux questions ci-haut 
formulées, ainsi que les perspectives de recherches futures. 
Le chapitre 7 comprend deux annexes. La première est une synthèse des résultats présen-
tés dans les dix analyses de cas du chapitre 5, sous forme de tables. Celles-ci comprennent les 
fonctions arbitraires de la représentation d'Enneper-Weierstrass, la forme explicite de la famille 
de surfaces ainsi que la fonction d'onde et la matrice de potentiel solutionnant le PL associé. 
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La deuxième annexe consiste en un code Mathematica permettant de générer une image tridi-
mensionnelle d'une surface plongée dans ]R3. 

CHAPITRE 2 
THÉORIE DE STURM-LIOUVILLE ET POLYNÔMES ORTHOGONAUX 
Nous présentons dans ce chapitre les notions de base de la théorie de Sturm-Liouville né-
cessaires à l'étude des équations différentielles considérées dans le chapitre 5. Nous abordons 
ensuite la généralisation de la méthode de Frobenius pour la résolution des EDOs, nommée mé-
thode par les séries généralisées. Nous concluons en détaillant une méthode d'approximation 
des solutions par développement asymptotique. 
2.1 Théorie de Sturm-Liouville 
Nous construisons au chapitre 5 les familles de surfaces solitoniques associées à divers 
polynômes orthogonaux classiques. Ces polynômes sont solution d'un problème de Sturm-
Liouville aux conditions frontières qualifié de problème de valeurs propres et de fonctions 
propres associées. Ces familles de surfaces sont une représentation du comportement des poly-
nômes orthogonaux considérés. Il est donc pertinent de discuter des résultats élémentaires de la 
théorie de Sturm-Liouville entourant les polynômes orthogonaux que nous souhaitons décrire. 
2.1.1 Opérateur de Sturm-Liouville 
Le problème de Sturm-Liouville est un problème différentiel soumis à des conditions fron-
tières dont on doit déterminer le spectre, soit l'ensemble des valeurs propres, ainsi que l'en-
semble des fonctions propres associées à celles-ci. L'opérateur de Sturm-Liouville 
d d !:2 := -p(x)- -q(x) 
dx dx 
(2.1) 
est un opérateur différentiel linéaire d'ordre 2 défini par les fonctions p(x) et q(x). L'équation 
aux valeurs propres d'un système basé sur le poids p(x) > ° prends la forme (!:2 + Âp) w(x) = 
0, i.e. 
d ( dW) 




Nous remarquons que les zéros de p(x) sont des points singuliers de l'équation différen-
tielle. Pour x E (a , b) c IR, l'équation (2.2) est soumise à des conditions frontières décrites 
en termes de la fonction w et/ou de sa dérivée, évaluées aux points frontière a et b. Le pro-
blème de Sturm-Liouville régulier consiste à trouver un ensemble de valeurs propres dis-
crètes {Ân} et un ensemble de fonctions propres associées {wn } qui solutionnent (2.2) et sa-
tisfont les conditions frontières. Celles-ci peuvent prendre différentes formes. Par exemple, 
les conditions de Dirichlet sont de la forme w(a) = oo(b) = ° et les conditions de Neumann 
prennent la forme 00' (a) = 00' (b) = 0, alors que des conditions périodiques sont de la forme 
w(a) = w(b) , w'(a) = oo'(b). En général, les conditions frontières peuvent s'énoncer 
lX{)w(a)+alw'(a) =0 
/3ow(b) + /31 w' (b) = 0, (2.3) 
où lX{) , al , /30 , /31 E IR. Le problème de Sturm-Liouville est qualifié de singulier lorsque les coef-
ficients du problème possèdent des singularités aux points frontières de l'intervalle considéré. 
Le spectre peut alors être continu et l'ensemble des fonctions propres ne serait alors plus dé-
nombrable. 
Des fonctions propres f et g réelles seront considérées comme des éléments d'un espace 
de Hilbert réel Ye par rapport au produit scalaire 
(f 1 g) := lb f(x)g(x) dx = (g 1 f)· (2.4) 
Des fonctions complexes seront considérées comme des éléments d'un espace de Hilbert com-
plexe Ye par rapport au produit scalaire 
(flg ) := lb j*(x)g(x) dx = (glf) *, (2.5) 
où * désigne le complexe conjugué de l'expression considérée. 
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Definition 2.1. Deux fonctions propres sont dites orthogonales sur (a, b) par rapport au poids 
p (x) > 0 si 
U 1 p l g) := lb f(x) p(x)g(x) dx = 0 
(resp.) 
U 1 pl g) := lb f * (x) p (x)g(x) dx = O. (2.6) 
Definition 2.2. Un opérateur différentiel linéaire 2 est auto-adjoint si 
U121g) = (gI2If) Ç:} lb f(x)2(g(x)) dx= lb g(x)2(f(x)) 
(resp.) 
U 121 g) = (g 121 f) * Ç:} lb f * (x)2(g(x)) dx = (lb g* (x) 2 (f(x) ) dx = 0) * . (2.7) 
L'opérateur de Sturm-Liouville (2.1) est un cas particulier d'opérateur auto-adjoint [16]. 
Ces opérateurs sont soumis à des conditions frontières pouvant s'énoncer généralement en 
utilisant le théorème fondamental du calcul intégral. En effet, si p et q sont des fonctions 
réelles et si f et g sont lisses, alors 
d (df ) g* (x) çg(f(x)) = g* dx dx - g* (x)q(x)f(x) 
d ( dg) f *(x)çg(g(x)) = f* dx dx - f*(x)q(x)g(x) 
et en intégrant de chaque côté, 
rb rb d (df ) rb la g*(x) çg(f(x)) dx = la g* dx dx dx - la g*(x)q(x)f(x) dx 
lb lb d (dg) lb f*(x) çg(g(x)) dx = f *- - dx- f*(x)q(x)g(x) dx a a dx dx a 
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ce qui implique que 
lb lb d (df ) lb g*(x)Ç2(f(x)) dx = g*- - dx- g*(x)q(x)f(x) dx a a dx dx a (lb j*(x) Ç2 (g(x)) dX) * = (lb f * :x (~~) dX) * - (lb j*(x)q(x)g(x) dX) * 
Or, par les propriétés d'un espace de hilbert complexe, 
( b)* b 1 j*(x)q(x)g(x) dx = Ulqg) * = (qglf) = 1 g*(x)q(x)f(x) dx 
donc 
lb g*(x) Ç2(f(x)) dx- (lb j*(x) Ç2(g(x)) dX) * 
= lb g* ~ (~~) dx- (lb j* ~ (~~) dX) * (2.8) 
\. .J \. ,/ 
V v 
A B 
En intégrant par parties les termes du côté droit de l'égalité, nous obtenons 
lb * d (df ) * dg lb lb dg df* A = g - - dx = f (x)p(x)- - -p(x)- dx a ~ ~ ~a a~ ~ 
(lb d (dg) ) * df* lb lb dg df* B = j* -d - dx = g(x)p(x)- - -p(x)- dx. a X dx dx a a dx dx (2.9) 
En substitutant (2.9) dans (2.8), l'équation devient 
rb ( rb ) * d lb df* lb la g*(x) Ç2(f(x)) dx- la f *(x)Ç2(g(x)) dx = f *(x)p(x) d~ a - g(x)p(x) dx a 
ce qui est équivalent à 
dg lb df* lb (g 1 Ç2 1 f) - U 1 Ç2 1 g)* = j*(x)p(x) dx a - g(x)P(x)dx a 
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et puisque Ç) est auto-adjoint, alors 
d lb df* lb f * (x)p(x) d! a = g(x)p(x) dx a 
et les conditions frontières s'énoncent donc 
p(b) (J*(b)g'(b) - g(b)j'(b)*) = p(a) (J*(a)g'(a) - g(a)j'(a)*). (2.10) 
Théorème 2.1.1. [16]. Le spectre du problème de Sturm-Liouville régulier (2.2) est réel. De 
plus, pour m -1=- n, m, n E N, wm..l wn, i.e. que les fonctions Wm et Wm sont orthogonales sur 
(a,b) par rapport au poids p(x) > o. 
Démonstration. Soient m, n deut entiers positifs fixés et (,A'm , Wm), (Àn, wn ) les solutions asso-
ciées. Alors, 
(Ç) + ÂmP) wm(x) = 0 
(Ç) + Ànp) wn(x) = 0 
{::} w~ (x) Ç)wm (x) = -Âmw~ (x)p (x) wm(x) 
w~(x)Ç)wn(x) = -Ânw~(x)p(x)wn(x) 
(2.11) 
(2.12) 
et en intégrant de chaque côté et en prenant le complexe conjugué de la deuxième équation, 
lb w~(x)Ç)Wm(X) dx = -Âm lb W~(X)P(X)Wm(X) dx 




et puisque Ç) est auto-adjoint et que les propriétés d'un espace de Hilbert complexe impliquent 
pour p > 0 que (wn 1 pl wm ) = (wm 1 p 1 wn ) *, alors 
(2.16) 
Supposons que m = n. Alors, (wn 1 p 1 wm ) > 0 pour tout n et pour toute fonction propre Wn =j. 0, 
(2.17) 
L'entier positif n étant quelconque, nous concluons que le spectre discret du problème de 
Sturm-Liouville régulier est réel. D'un autre côté, si m i=- n et ~n i=- Àn, alors 
(2.18) 
ce qui signifie que les fonctions Wm et Wn sont orthogonales sur (a , b) par rapport au poids 
p(x) > O. Supposons qu'il existe r fonctions propres {Ui}i=1 linéairement indépendantes asso-
ciées à la même valeur propre Àj. L'indépendance linéaire peut être vérifiée par l'évaluation du 
Wronskien associé à ces fonctions et la méthode d 'orthogonalisation de Gram-Schmidt peut 
alors être appliquée afin de former r nouvelles solutions orthogonales deux à deux, ainsi que r 
nouvelles valeurs propres associées, en posant 
À' = _ (Wi 1 Ç) IWi ) 
1 (wilplwi )' (2.19) 
o 
Les valeurs propres {Ân} sont discrètes, bornées inférieurement et en évitant les répéti-
tions, forment une suite monotone strictement croissante 
Ao < Àl < À2 < ... < Àn < ... (2.20) 
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Definition 2.3. Un ensemble { qJn 1 n E N} orthogonal sur (a , b) par rapport au poids p (x) > ° 
est complet [38J sur [a ,b] si pour toute fonction f lisse sur [a,b], l'estimateur quadratique En 
est tel que 
(2.21) 
Exemple 2.1.1. Les polynômes de Laguerre d'ordre n et de degré a décrits en termes de la 
formule de Rodrigues [1] 
n ~ 0, a > -1 , (2.22) 
forment un système orthogonal complet dans l'espace de Sobolev L 2 (xa e- x , lR.+ ) (espace de 
Hilbert) sur l'intervalle (0,00) c lR. par rapport au poids p (x) = xae- x > ° [29]. Ces polynômes 
orthogonaux sont les fonctions propres associées aux valeurs propres {Àn = n } ;=0 du problème 
x-a~_ xa+le- x _ +Âw(x) = ° d ( dW) 
dx dx 
(2.23) 
et l 'orthogonalité est vérifiée par 
(2.24) 
Exemple 2.1.2. Nous souhaitons trouver les valeurs propres et fonctions propres associées du 
problème aux valeurs frontières 
2d2y dy 
x -+x-+ Ây=O 
dx2 dx ' 1 < x < e, 
(2.25) 
y(1) = 0, y(e) = O. (2.26) 
Nous reformulons le problème sous la forme d'un problème de Sturm-Liouville 
~ (x dY) + Â y = 0, 
dx dx x 
1 < x < e. (2.27) 
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L' hypothèse À = 0 mène à une solution triviale. Supposons que À =1= 0 et posons À = J.L 2 . 
L'equation (2.25) est de type Euler-Cauchy homogène ayant comme solution 
(2.28) 
La solution trouvée est soumise aux conditions frontières menant à la résolution du système 
homogène. 
(2.29) 
possèdant une solution non-triviale ssi 
(2.30) 
Pour J.L = a + ib E C , l'étude des différents cas possibles générés par la condition (2.30) mène 
à la détermination des valeurs propres du problème 
J.Ln = nn, n=1 ,2, ... (2.31) 
Par les conditions frontières et en effectuant la transformation inverse logx = t, les fonctions 
propres associées sont 
n= 1,2, ... (2.32) 
Nous montrons l'orthogonalité du système sur l'intervalle (1 , e) par rapport au poids ~ > 0 
'\Ix E (1 , e) par l'expression 
~e 1 {1 /2 sin (mnlogx) sin (nnlogx)- dx = 1 x 0 m=n (2.33) m =1= n 
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Lemme 2.1.1. Transformation d'une EDO pour l'obtention de laforme de Sturm-Liouville. 
Toute EDO linéaire homogène du second ordre de laforme 
d2m dOJ 
p(z) dz2 +q(z)Tz + r(z) OJ = 0 (2.34) 
où p(z), q(z) et r(z) sont intégrables et où p(z) possède un nombre fini de zéros, peut être 
ramenée à une formulation du problème de Sturm-Liouville 
d ( dOJ) dz P(z)Tz +Q(z)OJ = Àp(z) OJ , À E <C, 
où P( z) est différentiable. 
Démonstration. La formulation de Sturm-Liouville est équivalente à 
d2 m +_l_dPdOJ +Q(z)-Àp(z)m=O 
dz2 P(z) dz dz P(z) . 








~ P(z) = cExp {J ;~:~ dZ}, 
Q(z) - Àp(z) 
P(z) 
r(z) {J q(z) } Q(z) - Àp (z) = c p(z) Exp p(z) dz , cE <C. 









et ainsi p(z) = Z2, q(z) = z et r(z) = Z2 - p2. Nous trouvons que 
P(z) = cExp {J ~ dZ} = cz, 
Z2 p2 {J 1 } Q(z) - Âp(z) = c ~ Exp ~ dz = c(Z2 _ p2). 
Posons Q(z) = cz2, Â = p2 et p(z) = 1. Alors le problème de Sturm-Liouville s'écrit 
2d2m dw 2 2 {::} z -+z-+(z - p )m=O. 
dz2 dz 
Lemme 2.1.2. Transformation vers la forme standard [24 J. 
Toute EDO linéaire homogène d'ordre 2 de laforme 
d2w dw 
-2 +a(x)- +b(x)w = 0, dx dx xE (a ,b) c lR 
se ramène à une forme standard 
par les transformations 
dA 
dx = a(x) , y(x) = e1/ 2A (x)m(x), 
Démonstration. Pour une équation de la forme 
1 da 1 2 Q(x) = --- - -a(x) +b(x). 
2dx 4 
d2m dw 
p(x) dx2 + q(x) dx + r(x)m = 0, 
les coefficients variés a(x) et b(x) s'expriment par les quotients 
q(x) 
a(x) := p(x) , 
r(x) 











Les zéros de p(x) sont des points singuliers de l'EDO (2.45), car ce sont des points singuliers 
de ses coefficients. Nous exigerons donc que p(x) ait un nombre fini de zéros dans l'intervalle 
(a,b) afin que les points singuliers soient de type pôle. Supposons donc que p,q E 9t'[(a, b)] et 
p,q E Cl [(a ,b)] afin d'assurer que a(x) est dérivable et intégrable. Alors, par (2.47), 
dA 1 dx = a(x) {::} A(x) = a(x) dx + c, cE IR (2 .50) 
et en substituant (2.50) dans l'équation pour y(x) (2.47), nous obtenons 
y(x): = e1j 2A (x) w(x) = Exp {1 /2 (1 a(x) dX+C) } w(x) 
d
2
y {(1 ) } (d2ro dw 1 da 1 ) 
d 2 = Exp 1/2 a(x) dx+c -2 +a(x)- + --w(x) + -a
2 (x)w(x) 
x dx dx 2dx 4 
(2.51) 
et en substituant (2.51) dans (2.46), nous trouvons 
(2.52) 
(2.53) 
et après simplification 
Or, eax =1= 0 'l/cx,x E IR donc la relation (2.54) est équivalente à la relation (2.45) 
(2.55) 
qui est satisfaite par hypothèse. Les formes standard et canonique sont donc équivalentes. 
Remarque. La forme standard peut être utilisée dans divers contextes, notamment pour le 
développement asymptotique des solutions tel qu'illustré dans l'exemple 2.3.1, où la transfor-
mation de l'EDO vers une forme standard permet le passage à une équation aux valeurs limites 
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à coefficients constants. Évidemment, si nous sommes en mesure de résoudre (2.46), alors nous 
sommes en mesure de déterminer la solution de l'équation canonique, par transformations, et 
VIce-versa. 
2.1.2 Espaces de Hilbert 
Zeidler explique dans [45] que l'étude des espaces de Hilbert nécessite la considération 
de l ' intégrale au sens de Lebesgue. En effet, si limn-too Un (x) = u(x), la relation par l'intégrale 
de Riemann 
lim r un (x)dx = r u(x)dx 
n-too Je Je (2.56) 
ne serait vraie que sous certaines restrictions . Ainsi, l'intégrale au sens de Riemann dans un 
espace pré-hilbertien mènerait au fait que le critère de Cauchy pour la convergence des suites 
n'est pas toujours satisfait. Un espace pré-hilbertien généralise l'idée d'espace Euclidien ou 
d'espace Hermitien. S'il est de dimension finie, il n'est pas complet, i.e. il est faux que toute 
suite de Cauchy converge par rapport à la norme considérée, elle-même induite par un produit 
scalaire en particulier. Sinon, il peut être complété pour obtenir un espace de Hilbert. La notion 
d'orthogonalité y sera fondamentale et nous écrirons pour u, v E Jf' , u.l v ssi (u 1 v) = O. Le 
livre de Zeidler [45] porte sur l'analyse fonctionnelle et l'auteur explique que «[ ... ] lajustifica-
tion fonctionnelle analytique du principe de Dirichlet est basée sur l'idée d'orthogonalité» et 
que «la théorie des espaces de Hilbert est la formulation abstraite et efficace de l'idée d'ortho-
gonalité». Il s'agit donc du bon outil pour décrire les phénomènes de la physique quantique. 
La notion d'orthogonalité étant formulée efficacement dans ces espaces, il est naturel de les 
considérer pour la manipulation des polynômes orthogonaux (PO). Afin d'introduire la théorie 
des espaces de Hilbert, nous énumérons ici quelques définitions tirées de [45]. 
Proposition 2.1.1. Tout espace pré-hilbertien X sur :oc est aussi un espace normé sur :oc par 
rapport à la norme 
Il u Il = (u 1 u) 1/ 2 VuEX. (2.57) 
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À partir de cette norme, nous citons l'inégalité de Schwarz entraînant le principe d'incerti-
tude d'Heisenberg. La description de systèmes dans un contexte où les phénomènes considérés 
comportent des éléments infiniment petits sont soumis à ce principe d'incertitude faisant inter-
venir des modèles probabilistes. Le principe d'incertitude d'Heisenberg découle de l'inégalité 
de Schwarz. 
Proposition 2.1.2. Inégalité de Schwarz 
I(u 1 v)1 ~ Ilullllvll Vu, v E X. (2.58) 
Definition 2.4. Un espace de Hilbert ye est un espace pré-Hilbertien qui est un espace de 
Banach par rapport à la norme 11·11 induite par le produit scalaire défini, i.e. qu'un espace de 
Hilbert est un espace vectoriel muni d'un produit scalaire et dans lequel toute suite de Cauchy 
est convergente par rapport à la norme 11·11. 
Exemple 2.1.4. Soit a, b tels que - 00 ~ a < b ~ 00 et ~ (a, b) l'ensemble de toutes les fonctions 
mesurables 
u :Ja ,b[-r IR, 
Alors dim(L2 (a , b)) = 00 et L2(a, b) est un espace de Hilbert réèl par rapport au produit scalaire 
(u 1 v):= lb uvdx. 
Puisque l'intégration (et donc la mesure) est prise au sens de Lebesgue, alors deux fonctions u 
et v sont considérées comme le même élément ssi 
u(x) = v(x) pour presque tout xE Ja, br· 
Nous parlerons donc de classes de fonctions. 
Definition 2.5. Un espace vectoriel normé V est dit séparable s'il admet une base finie ou une 
base de Schauder, soit une base infinie dénombrable. 
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Le thoérème suivant est utile pour les diverse manipulations impliquant la multiplication 
de deux éléments de la base B = { ({Jm (z) }, assurant que cette multiplication résulte en un delta 
de Kroenecker 
'Pm(Z) . 'P.(z) = Dm,. = { 
K E jR+ si m = n 
o si m # n 
(2.59) 
Théorème 2.1.2. Tout espace de Hilbert séparable admet une base orthonormale. 
Dans le cas spécifique des espaces de Hilbert, la notion de séparabilité par une base coïn-
cide avec la notion générale de séparabilité. Nous rappelons également que tout sous-ensemble 
ne contenant pas le neutre additif est dit orthogonal si le produit scalaire des éléments deux à 
deux est nul. Si le produit scalaire de chaque élément avec lui-même est égal à 1, alors l'en-
semble est dit orthonormal, ce qui mène évidement à la notion de base orthonormale, que l'on 
peut obtenir par l'algorithme d'orthogonalisation de Gram-Schmidt. Pour un exemple d'appli-
cation de la méthode de Gram-Schmidt à un problème physique concret, voir l'exemple 2.1.6 
traitant d'une formulation particulière de l'équation de Schrodinger. 
Les propriétés des espaces de Hilbert sont également utilisées lorsque sont considérés des 
états cohérents généralisés. L'exemple 2.1.5 présente les états cohérents en tenant compte de 
notions liées au corps des quaternions 1HI et fait notamment appel à 1'isomorphisme 1HI rv E C 
M2 x2(C), utilisé pour définir la transformation (3.47) du chapitre 3 afin d'obtenir une descrip-
tion quaternionique des surfaces. Nous considérons ici la définition des espaces de Hilbert V~ 
à droite (R) et V~ à gauche (L) sur le corps 1HI. 
Definition 2.6. Soit V~ un espace vectoriel sous la multiplication par la droite d'un quater-
nion. Le produit scalaire 
(- 1· ) : V~ x V~ -+ 1HI (2.60) 
est tel que pour tout J, g , h E V~ et pour tout q E 1HI, 
i)Ulg) = (glf) 
ii)llfl1 2 = Ulf) > 0 saufsi f = 0 
iii) U lg+h) = Ulg ) + Ulh) 
iv) Ulgq) = Ulg )q 
v) Uqlg ) = qUlg) · 
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(2.61) 
Definition 2.7. Un état cohérent généralisé Iq ) E V~ associé au quaternion q E IHI et convergent 
sur un certain domaine !!2, est tel que 
où Iv,R est l'identité de V~. 
!Hl 
(qlq) =I , (2.62) 
Exemple 2.1.5. Les quaternions forment un corps non-commutatif IHI. C'est pour cette raison 
que l'on considère séparément dans [35] les états cohérents dans des espaces de Hilbert «à 
gauche» et «à droite». Nous supposons que toute suite de Cauchy est convergente et que l'es-
pace est séparable; V~ est donc un espace de Hilbert à droite séparable. En notation de Dirac 
et en considérant les propriétés de V~ , 
Ifq ) = If) q, Uql =qUI · (2.63) 
Puisque l' espace v~ est séparable, alors par le théorème 2.1.2, il admet une base orthonormale 
de Schauder {fm}:=o. Considérons l'état cohérent généralisé comme un vecteur de V~ 
00 
Iq ) = JY(lql)- I/2 L 
m=O 
qm 
fmv ' Xm· 
"--.,.---' 
mult . par la droite 
(2.64) 
24 
où la suite {xm}:=o est telle que 1 = Xo ~ Xl ~ ... ~ Xm ~ ... . La i ème composante de Iq ) s'écrit 
(2.65) 
Le normalisateur JV( lql) est choisi pour satisfaire la condition de normalisation (q 1 q) = 1 de 
la definition 2.7. Le produit scalaire s'écrit 
(q Iq) = ch"(lqll -tË/m f! 1 ta!, ~) (car ch" E ]R+) (2.66) 
= JV(lql) - J f f / fm ;m ,Ifl ~) (par iii) de 2.6) (2.67) 
m=Ol=O \ Xm· YXl ! 




= JV( lql)- l L ~. 
m=Oxm· 
(2.71) 
Nous concluons que (q 1 q) = 1 ssi JV (lql) = [ :=0 ~~;. Nous considérons la représentation d'un 
quaternion q = xoeo +x\e\ +X2e2 +X3e3 E 1HI par une matrice 2 x 2 en utilisant l'isomorphisme 
(2.72) 
défini par l'application 
F : 1HI -----t E , (2.73) 
où (jo := ll2 et où {(ja}~= \ sont les matrices de Pauli. Une forme analogue à l'application 
(2.73) sera utilisée au chapitre 3 en (3.43) pour effectuer une descrition quaternionique à partir 
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qO Iql q) 
=Iql ~+~Iql ' 
= 1 q 1 (cos ( e) + ID ( q) sin ( e) ) , 
(2.74) 
- q 
w(q) := Iql' (2.75) 
e E [0,2n[. (2.76) 
Les composantes de la partie vectorielle q E IR3 en coordonnées sphériques sont 
et ainsi 
qi = rsin(cp) cos(lfI) , 
q2 = r sin ( cp ) sin ( lfI) , r ~ 0, cp E [0, n], lfI E [0,2n[ 
(2.77) 
(2.78) 
q3 = rcos(cp), (2.79) 
==;. w(q) = I~I = (sin(cp) cos(lfI) ,sin(cp) sin(lfI),cos(cp)l , (2.80) 
q = r (cos( e)eo + sin( e) sin( cp) cos( lfI)el + sin( e) sin( cp) sin( lfI)e2 + sin( e) cos( cp )e3) (2.81) 
où r E [0 ,00[, cp E [0, n] , e, lfI E [0, 2n[. En utilisant l'isomorphisme (2.73), nous obtenons les 
composantes de la représentation matricielle d'un quaternion F(q) := (Fij) E E 
Fll = Iql (cos( e) + i sin( e) cos( cp)) , 
FI2 = 1 q 1 ( - sin ( e) sin ( cp ) sin ( lfI) + i sin ( e) sin ( CP) cos ( lfI)) , 
F2I = 1 q 1 (sin ( e) sin ( cp) sin ( lfI) + i sin ( e) sin ( cp ) cos ( lfI)) , 
F22 = Iql (cos( e) - isin( e) cos( cp)) , (2.82) 
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où r E [0,00[, cp E [0, n] , e, lJI E [0, 2n[. Cette représentation est équivalente à la forme polaire 
présentée dans [33], i.e. 
F(q) = A(r)eieO"(fl) , A(r) = rO'o , A (cos( cp) sin( cp )e
ilJl ) 0'0) = . . 
sin( cp )e11Jl - cos( cp) 







Par le test de D'Alembert et en supposant que limm-+ooxm = x, 
. 1 am+ 1 1 2· 1 r
2 
hm -- =r hm--=- < l 
m-+oo am m-+oo Xm+ 1 X 
{=? r < -IX = : L. 





çg= {(r, e,cp , lJI)IO ~ r <-IX= L, O ~ cp ~ n , 0 ~ e , lJI < 2n} (2.87) 
utilisé pour vérifier la relation fondamentale de la définition 2.7 
(2.88) 
où lh est l'identité de l'espace de Hilbert à droite séparable V~ et où la mesure introduite est 
dÇ (r, e, cp , lJI) = d'r(r)ded0.( cp , lJI) = 4~d'r(r)de sin( cp )dcpdlJl. Ainsi, 
Or, 
t { TI2 si m= 1 fmfi = Ifm ) (fIl = 
o si m =1- l 













En considérant la mesure d1:(r) = ~~) t(r)dr, où t(r) est une densité auxiliaire, nous obtenons 
Iq)(ql dÇ(r,8 ,</J , lfI) = L -, r r2mt(r)drTI2. 1 00 1 L ~ m=Oxm · Jo (2.100) 
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Nous devons donc résoudre 
qui est sujet à 





Pour une suite réelle positive monotone croissante {xml fixée, s'il existe une densité auxiliaire 
t(r) telle que (2.102) est vérifiée, alors nous sommes en présence d'un état cohérent généralisé. 
Les résultats présentés dans [35] pour un espace de Hilbert quatemionique à gauche sont ana-
logues. On y présente un exemple menant à la détermination de la densité auxiliaire, en fixant 
Xm = m pour tout mEN et en utilisant le lien entre la factorielle et la fonction Gamma d'Euler 
complexe, représentée sous la forme d'une intégrale complexe. Avec ces hypothèses, les états 
cohérents prennent la forme 
(2.103) 
(2.104) 
2.1.3 Polynômes orthogonaux et applications liées 
Les polynômes orthogonaux (PO) apparaissent et trouvent des applications dans de nombreux 
problèmes en physique. Certains d'entre eux sont étudiées depuis des centaines d'années et 
sont aujourd'hui qualifiés de fonctions de la physique mathématique. Le développement de 
méthodes numériques augmente l'intérêt quant à l'utilisation de cette classe de fonctions spé-
ciales. En effet, les PO trouvent des applications, par exemple, dans les méthodes numériques 
liées à la méthode des moindres carrés et à l'approximation d'intégrales [44]. 
Les PO ont plusieurs propriétés communes, telles que la forme du problème différen-
tielles décrivant, la définition du problème de Sturm-Liouville, la formule de Rodrigues, etc. 
Ces caractéristiques sont définies par les coefficients du problème de Sturm-Liouville P(z) et 
Q(z), ainsi que par le poids p(z) et le paramètre du problème Â définissant le spectre du pro-
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blème (valeurs propres) . Fait intéressant, le poids réel p (z) > 0 fait partie de la formulation du 
problème de départ et sert à la vérification de l'orthogonalité. Il définit également, avec l'inter-
valle et le produit scalaire considérés, un système orthogonal complet (voir la définition 2.3 et 
l'exemple 2.1.1) formé de l'ensemble des fonctions propres du problème {ÇJn}, dans l'espace 
de Hilbert noté Yt{a ,b) (p (x)dx). Voici quelques propriétés des polynômes orthogonaux étudiées 
au chapitre 5. 
1. Problème différentiel: les PO sont solutions d'une EDO linéaire homogène d'ordre 2 à 
coefficients variés, comportant a priori au moins un paramètre. 
2. Problème de Sturm-Liouville: les PO sont intimement liés au problème de Sturm-Liouville, 
puisque pour un spectre discret, la paire d'ensembles des PO d'un type particulier et 
de nombre réels dénombrables ({Pn(Z) 1 n E N'}, {Àn E lR 1 n E N'}) est la solution du pro-
blème de valeurs propres et de fonctions propres (2.2), sujet à des conditions frontières. 
3. Représentation: les PO possèdent diverses représentations dont l'existence est tributaire 
des caractéristiques des paramètres et de la variable indépendante. Par exemple, la repré-
sentation en une série infinie de la fonction hypergéométrique 2F I (VI, V2; V3; Z) peut être 
considérée sur un certain domaine du plan complexe entraînant des conditions sur les pa-
ramètres et la variable complexe z. En effet, à l'intérieur du disque unitaire Izl < 1, le 
paramètre V3 ne peut être un entier négatif V3 ~ Z-, alors que sur le cercle de Izl = 1, les 
contraintes lRe( v3 - VI - V2) > 0, C ~ Z- doivent être satisfaites pour que la convergence 
soit assurée et que les manipulations aient un sens. Nous écrivons donc 
Izl ~ 1 et lRe( V3 - VI - V2) > 0 et C ~ Z- . 
Selon certaines hypothèses, les PO possèdent des représentation par une intégrale curvi-
ligne ou par une intégrale de contour. Une représentation bien connue en terme du poids 
p (x) > 0 et permettant de vérifier l'orthogonalité est la formule de Rodrigues, de la forme 
où les coefficients an, le poids p (x) et la fonction g(x) dépendent du PO in (x) et sont 
présentés dans [1] sous forme de tables. 
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4. Orthogonalité : les PO sont, comme leur nom l'indique, orthogonaux deux à deux, i.e. que 
le produit scalaire défini sur l'espace de Hilbert JC(a,b) (p (x )dx) dans lequel sont définis 
les PO d' un même type, est tel que m , n E N et m #- n implique que (Pm (x) 1 p (x) 1 Pn (x) ) = 
o {:} Pm 1.. Pn. 
5. Série génératrice: chaque type de PO possède une série génératrice associée permettant de 
déduire de nombreuses propriétés algébriques. Cette série génératrice est intrinsèquement 
liée aux propriétés de récurrence des PO. Ces propriétés sont énoncés sous forme de tables 
dans [1] , où l'on présente d' abord la relation sous la forme générale 
Vn EN, 
accompagnée d'une table de la forme 
in Il al ,n 1 a2,n 1 a3 ,n 1 a4,n 1 
pl (x) 1 al ,n 2 a2,n 1 a3,n 1 a4,n 
p2(x) 2 a1 ,n 2 a2,n 2 a3,n 2 a4,n 
p3(x) 3 al ,n 3 a2,n 3 a3,n 3 a4,n 
Tableau 2.1 Relation de récurrence pour les polynômes orthogonaux 
où l'exposant fait référence à un type de PO particulier. Des nombreux types de relations 
de récurrence existent, notamment des relations différentielles. 
6. Il existe des liens (algébriques et différentiels) entre les différents types de PO. Par exemple, 
les polynômes d'hermite Rn (x) sont liés à la fonction hypergéométrique confluente de 
Kummer U(VI , V2;X) parla relation 
Remarque. La sous-section 2.1.2 présente la notion d'orthogonalité sous une forme abstraite 
formulée par la théorie des espaces de Hilbert. 
Nous présentons dans l ' exemple qui suit une application des polynômes d'Hermite tirée de 
[35] et traitant de résultats sur l'oscillateur harmonique. 
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Exemple 2.1.6. Le polynôme d'Hermite probabiliste d'ordre n s'écrit en termes de la formule 
de Rodrigues [1] pour les polynômes orthogonaux 
(2.105) 
Cette variante du polynôme d'Hermite classique est liée au polynôme classique également 
décrit en termes de la formule de Rodrigues 
(2.106) 
par les relations 
(2.107) 
Considérons la formulation par la notation de Dirac de l 'équation de Schrodinger indépendante 
du temps 
(2.108) 
où fI est l'opérateur différentiel hamiltonien défini par 
(2.109) 
Le premier terme est lié à l'énergie cinétique de la particule alors que le deuxième est lié à son 
énergie potentielle. Dans ce contexte, fi est l'opérateur différentiel du moment linéaire défini 
par 
(2.110) 
où n = 2~' h ~ 6,62607004· 10- 34 m2;kg (constante de Planck), x est l'opérateur de position, k 
est la constante liée à la force et m est la masse de la particule. Ainsi, (2.108) est un problème de 
valeurs propres et de fonctions propres, où les valeurs propres En indiquent les niveaux d'éner-
gie indépendants du temps, auxquelles sont associés des états propres Io/n). 10/) est nommée 
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fonction d'onde du problème. Les valeurs propres du problème (2.108) 
ro = 2nJ, n = 0, 1,2, ... (2.111) 
composent le spectre discret (mode) réel du problème et sont associées aux états propres 
(2.112) 
où Hn est le polynôme d'Hermite défini par (2.105). Des coordonnées «naturelles» sont asso-
ciés à l'oscillateur harmonique. En exprimant les niveaux d'énergie en termes d'unités de nro et 
les distances en termes d'unités de ~ (adimensionnement), l'hamiltonien simplifié devient 
1 d2 1 H= ---+-x2 2dx2 2 
et les valeurs propres et fonctions propres associées du problème simplifié 
s'écrivent 
1 




L'opérateur différentiel linéaire H est un cas particulier de l'opérateur de Sturm-Liouvillle (2.1) 
avec p(x) = -i et q(x) = -ix2 et s'écrit donc 
Ç) := !!..- (p(x)!!..-) - q(x) dx dx (2.116) 
En négligeant la constante n-;;4 et en utilisant les relations (2.107), la solution (2.115) devient 
1 
En =n+ 2, n = 0, 1,2, ... (2.117) 
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Remarque. L'opérateur H étant linéaire, toute combinaison linéaire de ces solutions par su-
perposition est également une solution. 
D 
2.1.4 EDOs classiques décrivant des polynômes orthogonaux 
Soit l'équation différentielle du second ordre décrivant le problème de Sturm-Liouville 
(2.118) 
Le tableau suivante présente une synthèse des coefficients associés aux équations différentielles 
étudiées dans le chapitre 5 et ayant des PO comme solution particulière et plus généralement, 
des EDOs décrivant une solution en termes de fonctions spéciales. Nous définissons ici les 
solutions comme étant complexes a priori. 
Équation P(z) 1 Q(z) Poids p(z) > 0 
Legendre (1 - Z2 ) 0 1(1 + 1) 1 
Legendre ass. (1 - Z2) m2 1(1 + 1) 1 
- I-z2 




Chebyshez 1 (1- Z2) ~ 0 n2 (1 - Z2) - ~ 
Chebyshez 2 (1 - Z2 ) ~ 0 n(n + 2) (1- z2) -~ 
Laguerre ze- z 0 a e- z 
Laguerre ass. za+le- z 0 k le- z 
Hermite e-z2 0 2a e- z2 
Gegenbauer (l -z)I /2+a(1 + z)- I/2- a 0 n(2a +n) (1 - z)- I/2+a (1 + z)-3/2-a 
Jacobi (l -z)a+I (1 +Z)J3+1 0 n(n+a+f3+1) (l -z)a(1 + z)J3 
Tableau 2.2 Coefficients des EDOs décrivant des polynômes orthogonaux. 
Le tableau 2.2 illustre implicitement les liens entre les équations considérées. Les poly-
nômes orthogonaux sont caractérisés par des propriétés communes, sauf exceptions, à l'en-
semble des fonctions de cette classe spécifique de fonctions spéciales. Ces propriétés sont 
mises en évidence dans la section 2.1.3. 
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2.2 Développement d'une solution en série généralisée 
Nous présentons dans cette section une généralisation de la méthode de Frobenius pour la 
résolution des équations différentielles. 
2.2.1 Point ordinaire d'une EDO 
Definition 2.8. On dit que Xo est un point ordinaire de l'équation différentielle 
(2.119) 
si les coefficients p(x) et q(x) sont holomorphes en ce point. Dans le cas contraire, le point Xo 
est un point singulier de l'équation différentielle (2.119). 
2.2.2 Série généralisée 
Definition 2.9. Une série de la forme 
(2.120) 
où cr est un nombre donné et la série entière 
(2.121) 
converge dans un certain domaine Ixl < R, s'appelle série entière généralisée. De plus, si cr 
est un entier non-négatif, alors la série généralisée (2.120) se transforme en une série entière. 
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2.2.3 Existence de la solution 
Théorème 2.2.1. Si le point x = ° est un point singulier de l'équation (2.119), alors les coeffi-
cients p(x) et q(x) de l'équation peuvent être représentés sous laforme 
00 




q(x) = x- 2 L bk:x!' , 
k=O 
(2.122) 
où les séries aux numérateurs convergent dans un certain domaine Ixl < R et les coefficients 
ao, bo et bi de l 'équation ne sont pas simultanément nuls, alors l'équation (2.119) possède au 
moins une solution sous la forme de la série entière généralisée 
00 
y(x) = x(J L ck:x!' , Co -1 ° 
k=O 
qui converge au moins dans le même domaine Ixl < R. 
2.2.4 Méthode des séries généralisées 
(2.123) 
Pour déterminer l'exposant Œ et les coefficients Ck , k = 0, 1,2, ... , la série (2.123) doit être insé-
rée dans l'EDO (2.119). Celle-ci doit donc être dérivée terme à terme sous l'hypothèse qu'elle 
converge pour le domaine considéré. Une simplification par x(J doit ensuite être effectuée et les 
coefficients de toutes les puissance de x doivent être annulées par la méthode des coefficients 
indéterminés. Dans ce contexte, le nombre Œ se détermine à partir de l'équation déterminante 
Œ(Œ - 1) +aoŒ+bo = 0, aO := limxp(x) , 
x-tO 
bo := limx2q(x). 
x-tO 
(2.124) 
Soient ŒI , Œ2 les racines de l'équation déterminante (2.124). Trois cas sont à considérer. 
Cas 1. Si la différence (ŒI - (2) n'est pas égale à un entier ou à zéro, alors nous pouvons 
construire deux solutions linéairement indépendantes de la forme (2.123) : 
00 
YI (x) = X(Jl L ck:x!' , 
k=O 
00 
Y2 (x) = X(J2 L Ak:x!' , 
k=O 
co ,Ao -10. (2.125) 
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L'équation (2.119) étant linéaire, le principe de superposition des solutions peut être utilisé 
pour établir la solution générale, i.e. 
00 00 
Yg(x) = klYl(X) +k2Y2(X) = klxU\ Lckx"+k2XU2 LAkx", (2.126) 
k=O k=O 
où kl , k2 sont des constantes arbitraires. 
Cas 2. Si la différence (0'1 - 0'2) est un entier positif, nous ne pouvons en général construire 
qu'une seule série (solution particulière) de la forme 
00 
YI (x) = XUj L ckx", Co -10. 
k=O 
(2.127) 
Cas 3. Si l'équation déterminante (2.124) possède une racine multiple, i.e. 0'1 = 0'2, nous ne 
pouvons construire qu'une seule série solution de l'équation (2.119). 
Dans les cas 1 et 3, l'équation (2.119) aura comme deuxième solution linéairement indé-
pendante 
00 
Y2(X) = AYI (x) log Ixi +xu L Akx" 
k=O 
où la constante A peut être nulle. 
Exemple 2.2.1. Résoudre l'EDO homogène d'ordre 2 
d 2y 1 dy 1 
x-+--+-y=O dx2 2dx 4 
par le méthode des séries généralisées. Cette équation est de la forme 





où a = !' b = 0, C = * et m = 1. Ramenons l'équation à une forme correspondant à une équation 
de Bessel en introduisant une nouvelle variable t et une nouvelle fonction u = u(t), telles que 
et (2.131) 
(2.132) 
Nous obtenons une équation de Bessel en t avec un paramètre p = ! 
2 2 1 
d u + ~ du + t - 4 u = o. 
dt2 t dt t2 
(2.133) 
'-v-" "-v-" 
p(t ) q(t) 
Cette équation possède un point singulier en xo = to = O. Ce point est un pôle d'ordre 1 de p(t) 
et un pôle d'ordre 2 de q(t). L'équation déterminante (2.124) entraîne Pl = !, P2 = -! et ainsi 
Pl - P2 = 1 E Z+ . Malgré le fait que la différence (Pl - P2) est un entier positif, l'équation 
(2.133) possède deux solution UI (t) et U2(t) linéairement indépendantes de la forme 
00 
UI(t) = tPI L Cktk , 
k=O 
00 
U2(t) = tP2 L Aktk, (2.134) 
k=O 
où Co =J 0 =J Ao· Le calcul des solutions fait appel au principe d'égalité des coefficients de 
termes de même puissance, permettant la détermination des coefficients Ck et Ak par récurrence. 
Puisque y = t i U et x = t 2, nous trouvons 
(2.135) 
La solution générale de (2.129) s'obtient par superposition des solution particulières (2.135) . 
o 
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2.3 Développement asymptotique des solutions d'une EDO 
Nous présentons dans cette section, sous la forme d'un exemple, une méthode permettant 
d'approximer la solution d'une EDO par la considération du développement asymptotique de 
la solution de l'équation aux valeurs limites associée à cette même EDO. 
2.3.1 Opérations admises 
Considérons les développements non nécessairement convergents 
00 




Si des fonctions j ,g admettent un tel développement (formule approchée), nous écrirons 
00 
j(x) rv [ amx- m, g(x) rv [ bmx- m, (2.137) 
m=O m=O 
pour des valeurs suffisamment grandes de x. L'opération d'addition est alors permise 
j(x)±g(x)rv [(am±bm)x-m (2.138) 
m=O 
et si ao = al = 0, alors nous pouvons formellement intégrer par parties et nous écrivons 
(2.139) 
Supposons que h(x) = j(x) . g(x) . Alors le développement asymptotique de h peut être obtenu 
par la multiplication formelle des développements de j et de g 
(2.140) 
En général, la dérivation formelle d'un développement asymptotique est inadmissible. Cepen-
dant, cela ne signifie pas que nous ne pouvons trouver un développement. En effet, considérons 
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la fonction 
0 < x < +00. (2.141) 
Son développement asymptotique est une série de coefficients am = 0, m = 0, 1,2, ... , alors que 
la dérivée 
du . 
dx = _e- x sm (~) + cos (~) (2.142) 
ne possède pas de limite lorsque x -+ +00, puisque -e- x sin (~) -+ ° et que le cosinus est 
une fonction périodique. Pourtant, si une fonction f admet le développement (2.136), et si sa 
dérivée admet un développement asymptotique, alors 





2.3.2 Développement asymptotique des solutions de l'équation de Bessel 
Exemple 2.3.1. La fonction de Bessel de première espèce d'ordre p /p(x) est une solution 
particulière de l 'équation de Bessel 
x#o. (2.144) 
Nous ramenons l 'équation (2.144) à la forme standard (2.46) par les transformations (2.47) 
1 x2 _ p2 
a(x) = -, b(x) = 2 ::::} A(x) = loglxl +loglcl 
x x 
::::} y(x) = e1/ 2A (x}w = cxl /2W 
1 da 1 2 p2 - 1/ 4 
Q (x) = -"2 dx - 4a + b = 1 - x2 . 
L'équation de Bessel sous la forme standard est donc 
d
2
y (_ p2 - 1/4) _ ° 






où (2.146) signifie que (2.148) a pour solution particulière Xl /2/p(X). Pour des valeurs de x 
suffisament grandes (x»p), nous obtenons l'équation aux valeurs limites 
soit une équation homogène à coefficients constants ayant pour solution 
y = ao sin (x) + bo cos (x) , ao ,bo E IR. 
Pour des valeurs de x suffisament grandes, 
00 
ao rv L amx- m, 
m=O 
00 





et ainsi, le développement asymptotique de la solution de l'équation aux valeurs limites (2.149) 
est 
00 
y rv L amx- msin(x) + L bmx-mcoS(x) , am,bm E IR, m = 0, 1,2, .. . (2.152) 
m=O m=O 
La substitution de (2.152) dans l'équation de Bessel sous la forme standard (2.46) donne 
00 
sin(x) L (m(m+ 1) - (p2 -1/4)am +2mxbm)x-m- 2 
m=O 
00 
+cos(x) L (-2mxam +m(m+ 1) - (p2 -1/4)bm)x- m- 2 = 0, (2.153) 
m=O 
où x-m- 2 =f- 0 entraine que les coefficients de x- m- 2 doivent être nuls. Les coefficients sont 
donc déterminés de manière récurrente par l'analyse des différentes puissances, d'une façon 
analogue à la méthode de Frobenius ou résolution par les séries. Nous trouvons que ao et bo 
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sont arbitraires et pour m ~ 1, 
si m est pair 
si m est impair 
(111+1)(111+2) m- I (2 (2k+ 1 j2 ) (-1) 2 TI _ p ---k- O 4 2 
bm = 2mm! Dao ,bo(m), 
2 . _ {bO si m est pair 
Dao bo (m) .-
, Qo si m est impair 
(2.154) 
La solution (2.152) est donc de la forme 
_ ( p2 _ 1/4 b (p2 - 1/ 4) (p2 - 9/ 4) (p2 - 1/ 4) (p2 - 9/ 4) (p2 - 25/4) b ). ( ) 
y cv Qo - 1 !(2.x) 0 - 2!(2x)2 Qo + 3!(2.x)3 0 + ... SIn X 
( 
p2 _ 1/ 4 (p2 _ 1/4)(p2 - 9/4) (p2 - 1/4)(p2 - 9/4)(p2 - 25/ 4) ) () 




111 (111+1) m- l (2 (2k+ l)2 ) ) 
L
oo (-1) ---y- I1k=o P - -'--;-4 -'- 1 m y cv aO + 8ao bo(m)x- sin(x) 2mm! ' 
m=1 
( 
(111+1 )(111 +2) m-l (2 (2k+l?) ) ~ (-1) 2 I1k=o P - 4 2 m 
+ ho + i.... 2mm! 8ao ,bo (m)x- cos(x). 
m= l 
(2.156) 
Pour les valeurs spécifiques p = ± 2mt 1, m = 0, 1,2, ... permettant de tronquer le dévelop-
pement (m + 1 termes) et pour de grandes valeurs de x, l'équation (2.156) donne une bonne 
approximation du comportement de la solution de l'équation aux valeurs limites (2.149). Nous 
soulignons le fait que la forme (2.156) a été obtenue en considérant le développement asymp-
totique des constantes de la solution de l'équation aux valeurs limites (2.149), pour laquelle les 
coefficients ont pu être déterminés par substitution dans l'équation standard (2.148). 

CHAPITRE 3 
THÉORIE DES SURFACES 
Nous présentons dans ce chapitre les équations de Gauss-Weingarten et les équations 
de Gauss-Mainardi-Codazzi associées aux surfaces de courbure moyenne constantes plongées 
dans l'espace euclidien }R3 . Une description quaternionique des surfaces est ensuite effectuée, 
menant à la considération de surfaces plongées dans des algèbres de Lie spécifiques et à la for-
mulation du PL par des matrices de dimensions 2 x 2. L'immersion de surfaces dans l'espace 
hyperbolique H 3(À) est ensuite considérée. Nous concluons ce chapitre par la présentation 
de l' approche par les surfaces solitoniques pour l'obtention de familles de surfaces solito-
niques par la résolution du problème linéaire spectral associé. La représentation d 'Enneper-
Weierstrass et une formule de type Sym-Tafel sont présentées. À partir de cette section, nous 
utilisons la notation 
a 
a := az' 
- a 
a:= at 
Dans le cas d ' une fonction d ' une variable complexe, nous écrivons 
dfj> 
afj> (z) := -. dz 
3.1 Surfaces minimales et représentation d'Enneper-Weierstrass 
Considérons une variation de la surface 




le long d ' un champ vectoriel v E TxN s' annulant sur la frontière de F , où TxN est un espace 
tangent en un point fixé x. La variation correspondante de l'aire, jusqu'aux termes d 'ordre 
supérieur du paramètre infinitésimal e, est donnée par le calcul variationnel de déformation 
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infinitésimale 
où F est une surface dans ]E3, V est un champ vectoriel de déformation, fi est un vecteur 
normal à la surface tel que fi· fi = 1, et H est la courbure moyenne sur la surface. Les surfaces 
à courbure moyenne nulle (H = 0) sont nommées surfaces minimales. 
3.1.1 Équations de Gauss-Weingarten, équations de Gauss-Mainardi-Codazzi et surface 
paramétrisée conformément dans l'espace euciidien]E3 
Soit F une surface lisse orientable dans l'espace euclidien ]E3 
(3.5) 
où !Il = <C U { oo} est la surface de Riemann. La paramétrisation conforme requiert que les 
vecteurs JF et aF soient nilpotents 
(3.6) 
De plus, les vecteurs tangents JF, aF et la normale unitaire N forment un repère mobile 
. - T 3 x 3 
CI.= (JF,JF,N) 3x3 E M (<C) (3 .7) 
et sont tels que 
(JF IN) ( orthogonalité) (3 .8) 
et 
(NIN) = 1. (unitaire) (3.9) 
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Les fonctions u, H (courbure moyenne) et Q (coefficient du différentiel de Hopf Qdz2) sont 
définies par 
(3.10) 
La fonction u caractérise la surface et est telle que 
u(z,z) : U c te ~ IR (3.11) 
car (a Fla F) E IR implique que eU E IR+ et ainsi u E IR. Les équations de Gauss-Weingarten 
sont 
aŒ =Dl! Œ, aŒ =1/Œ, (3.12) 
où 
au 0 Q 0 0 lHeu 2 
Dl! = 0 0 lHeu 2 1/= 0 au Q Dl! , 1/ ~ Eu(3 , te), 
-H 2 - u - e 0 -2e- LIQ - H 0 
(3.13) 
où l'algèbre de Lie Eu(N, te) et le groupe associé sont définis par la représentation matricielle 
fidèle 
Eu(n,te) = {A E MN XN(te) 1 At = -A et Tr(A) = O} , (3.14) 
SU(N,te)={AEMN XN(te)IAtA =AAt= / et det(A)=I}. (3 .15) 
Les équations de Gauss-Mainardi-Codazzi sont 
(équation de Gauss) (3.16) 
(équations de Codazzi) (3.17) 
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La condition assurant qu'une surface est minimale est la courbure moyenne nulle (H = 0) 
(3.18) 
i. e. Q = Q(z) est une fonction holomorphe. Nous remarquons que les équations (3.6) à (3.17) 
décrivent des contraintes imposées sur F, Cft, 1/, N, H , u et Q découlant de contraintes géomé-
triques telles que la contrainte d'orthogonalité, la paramétrisation conforme et la contrainte de 
compatibilité sur les matrices de potentiel du système (3.12). 
3.1.2 Représentation d'Enneper-Weierstrass 
Il existe différentes approches directes pour l'immersion des surfaces. On présente dans [19; 
20] la formule originale de Weierstrass pour l 'immersion de surfaces minimales dans l'espace 
euclidien ]R3, aussi nommée représentation d'Enneper-Weierstrass, i.e. des surfaces de cour-
bure moyenne nulle H = O. Cette représentation bien connue a été fortement étudiée et est 
construite à partir de deux fonctions holomorphes arbitraires cp(z) et ç(z) des coordonnées 
complexes (z ,z) 
(3.19) 
où [' c te est une courbe arbitraire. La formule (3.19) a été généralisée dans [17] par une 
formule permettant de représenter toute surface de courbure moyenne prescrite dans IR3. Cette 
représentation est construite à partir de deux fonctions f( z,z) et g(z,z) 
(3 .20) 
où f(z ,z) et g(z ,z) sont liées par la condition de compatibilité 
- 2jaf 
dlogg =- 1+lfI2 · (3.21) 
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Nous considérons dans la présente étude une variante de la formule (3.20) décrivant une sur-
face minimale [12], composée de deux fonctions méromorphes arbitraires 11 et X, soient des 
fonctions holomorphes sauf en un nombre fini de leurs pôles respectifs. La représentation 
d'Enneper-Weierstrass prend alors la forme 
(3.22) 
où a11 = aX = O. Dans le contexte d'une paramétrisation conforme et sous la contrainte de 
minimalité, la fonction vectorielle 
(3.23) 
ainsi que la normale unitaire N peuvent être exprimées en termes de deux fonctions méro-
morphes 11 et X telles que 
X+x 
N = i(X - X) 
XX- 1 
1 (3 .24) 
I+XX' 
Sous cette forme, nous vérifions que (0/ 10/) = 0 et (N 1 N) = 1. De plus, nous aurons que 
En effet, de (3.10), nous avons que 
1- X2 
2 











et en posant J.1(z) := 1J2(Z), nous tirons de (3.10) que 
Q: = (ddF IN) = (dq> IN) (3 .28) 
T 
~ (1- X2) - J.1XdX X+X 
i? (1 + X2) + iJ.1XdX 1 (3.29) - i(X - X) l+XX 
dJ.1X + J.1dX XX-1 
1 
+ 1 - (dJ.1X(XX -1) + J.1dX(XX -1)) (3.30) 
+XX 
-J.1XdXX - J.1dX 
-
l+XX (3 .31) 
(3.32) 
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La fonction d'immersion F, nommée représentation d 'Enneper-Weierstrass, est donnée par 
(3.22) et lorsque Q 1, les équations de Gauss-Mainardi-Codazzi se réduisent à l'équation de 
Liouville 
(3.33) 
dont la solution est donnée en terme de la fonction holomorphe X 
(3.34) 
(3.35) 
De plus, Q = 1 implique que 
2 1 11 =--
dX 
(3.36) 
et la formule d'immersion (3.22) devient 
(3.37) 
Considérons la relation (3.34) et remarquons que le dénominateur p(z) := (1 + Ix12)2 =1- 0, car 
sinon Ixi < O. Il n'y a donc aucun point singulier à considérer. Aussi, e-u =1- 0 Vu E IR ~ 
dX =1- O. Ainsi, le dénominateur du côté droit de l'équation (3.35) ne peut être nul; la fonction 
u est donc définie partout sur C (aucun point singulier) sauf aux points qui sont des zéros de 
3.2 Description quaternionique des surfaces 
Dans l'algèbre des quaternions lHI, le groupe multiplicatif des quaternions est noté 
(3.38) 
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et est engendré par la base canonique 
B = {ll ,!,l ,k} , ·2 ·2 ,? . 'k 1 ! =] = IÇ=!J_=- . 
- -
Les relations entre les matrices de Pauli {O'd~= 1 et la base B sont les suivantes 
où 
0'1 := (0 1) (0 -i) 1 ° = i!, 0'2 := i ° = il, 
0'3 := (1 0) = ik, 
° -1 
Go= C ~) =IT, 
ê étant le symbole de Levi-Civita défini en terme du 0 de Kroenecker 
Oil Oi2 Oi3 8~={~ Oji Oj2 Oj3 , si m est en position n ê af3y:= SInon 





En utilisant une application analogue à (2.73), nous identifions ]E3 avec l'espace des quater-
nions imaginaires llmlHI ~ su(2) par le changement de base 
3 
P = -i L FaO'a E llmlHI ~ su(2) (3.43) 
a = l 
pt = -P, O'J = O'a , (3.44) 
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et tirons profit de l'isomorphisme .50(3) rv .5u(2) ~ IR3, où l'algèbre de Lie .50(3) et son groupe 
associé son définis par la représentation matricielle fidèle 
.50(3) = {A E M3 x3(IR) 1 AT = -A}, (3.45) 
SO(3) = {A E M3 x3(IR) 1 AT A = AAT = 1 et det(A) = 1} (3.46) 
Montrons que ft est anti-herrnitienne. En substituant (3.40) dans (3.43), nous trouvons que 
3 




Remarque. La transformation (3.43) est un cas particulier de l'isomorphisme (2.73) de l'exemple 
2.1.5, où la partie scalaire du quaternion est nulle, i.e. Sc(q) = Sc(F) := Fo = O. 
Definition 3.1. Le produit scalaire symétrique, bilinéaire et défini positif sur .5u(2) est défini 
par 
1 (X 1 Y) = -2Tr(XY), 'v'X,Y E.5u(2). (3.51) 
Notons ft et fi les matrices obtenues par les vecteurs ft et il et considérons l'élément du 
groupe de Lie spécial unitaire <I> E SU (2, CC) qui transforme la base {i, 1, k} en repère mobile 
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{ dxF, dyF, N} par les relations 
Par (3.1), les dérivées de F en termes de z et Z s'écrivent 
~ al ~ -~l (~- 1 [ (~ ~) -VI ~)] ~) , 
JF ~ -;l (~- 1 [C ~) + (~I ~)] ~ ) , 
-- 1/ 1(0 dF = -ie'l <p- ° 
et les conditions de conformité (3.8) et (3.9) sont toujours respectées. 







Les composantes de la représentation d'Enneper-Weierstrass (3.22) pour l'immersion de la 
surface dans }R3 s'écrivent 
où z = x+ iy E C. Par la transformation (3.43) et par les résultats présentés dans [7; 12], nous en 
effectuons une description quaternionique par l'identification de la représentation d'Enneper-
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Weierstrass (3.22) avec une matrice 2 x 2 
3 
F = -i L FaŒa E TImJHI B ft = (FI,F2,F3) E }E3, Ft = -F, Œl = Œa , (3.58) 
a=1 
et trouvons que 
F3 FI - iF2 
:= (~:: FI2 ) F= -i 
-Fil 






FI = "2 IRe (A), (3.61) 






_ l l 
F12 = -"2 (IRe(A) - iIRe(i · B)) = -"2 (IRe(A) + iTIm(B)) 
. . 
= -~ ((A+A)+(B-8)) = -~ ((A+B)+A - B) 4 4 
= _i ( r TJ2 dz' - r X2TJ2 dZ') , 
2 Jzo Jzo 
_ i i 
F21 = -"2 (IRe(A) + iIRe(i· B)) = -"2 (IRe(A) - iTIm(B)) 
= -~ ((A+A) - (B-8)) = -~ ((A -B) +A +B) 
= _i (- r X2TJ2 dz' + r TJ2 dZ') , 
2 Jzo Jzo 
(3.63) 
(3.64) 
E 5u(2) , (3.65) 
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car Tr(F) = 0 et Ft = - F. La formule (3.65) pour F est une représentation quaternionique 
paramétrique en z de la surface dans l'algèbre de Lie .5u(2). 
3.2.2 Problème linéaire pour la représentation des surfaces minimales par des matrices 
de dimensions 2 x 2 
Utilisant l'isomorphisme des algèbres de Lie.5o (3) ~ .5u(2), les équations de Gauss-Weingarten 
pour le repère mobile peuvent être décrites en termes de matrices 2 x 2, où <1> E SU (2 , C) 
satisfait les équations différentielles linéaires 
d<1> = %'<1>, (3 .66) 
où %' et 1/ sont de la forme 
(3.67) 
et où l ' algèbre de Lie .5[(N, C) et le groupe associé sont définis par la représentation matricielle 
fidèle 
.5[(N, IK) = {A E MNxN (IK) 1 Tr(A) = O} , 
SL(N,IK) = {A E MN XN( IK ) 1 det(A) = 1}. 




Si H = 0, les équations de Gauss-Mainardi-Codazzi (3.16) et (3.17) se réduisent à un système 
à deux inconnues 
(3.71) 
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qui a comme solution générale 
u=2Iog(rpl(1+xx)) et Q=-7J2éJX , (3.72) 
À la suite de la transformation de jauge 'P = M~, ME SL(2 , C) (voir le chapitre 4), la fonction 
d'onde'P satisfait le système linéaire suivant 
(3.73) 
(3.74) 
car 7J 2 = - lx, et où 7J et X sont localement holomorphes. 
3.3 Immersion des surfaces dans l'espace hyperbolique H 3(Â) 
Considérons l'immersion conforme de la surface de Riemann !Ji par F 
F: !Ji ---+ H3(Â) C IR3,l , (éJF 1 éJF) = 0, (aF 1 aF) = 0, (3.75) 
(en coordonnées complexes locales z = x + iy et Z = x - iy) ainsi que H3 (Â), un espace hyper-
bolique de courbure prescrite Â avec le produit scalaire 
(XIX) = _Â-2 (3.76) 
La métrique induite est définie positive et possède une courbure sectionnelle constante. De 
plus, les vecteurs F, Fz, Fz et la normale unitaire N constituent un repère mobile 
Œ = (F,éJF,JF,N) (3.77) 
56 
sur la surface par une base de Gauss-Weingarten complexifiée de IR3, 1. La fonction u caractérise 
la surface et est telle que 
u(z,z) : U C CC -+ IR. (3.78) 
La courbure moyenne H et le coefficient du différentiel de Hopf Q sont définis par 
(3.79) 
et les contraintes s'appliquant au repère mobile sont définies par les équations de Gaus-Weingarten 
ë)2F = dudF+QN 
"JdF = ).,22 eUF + !HeuN 
dN= - HdF-2Qe- u"JF 
(3.80) 
Dans ce contexte, les relations entre u, H et Q sont définies par les équations de Gauss-
Mainardi -Codazzi 
"Jdu + ! (H2 - À 2)eu - 21Q12e- u = 0 
- 1 dQ = 2:Hzeu (3.81) 
dQ = !"JHeu 
Remarque. Lorsque H _ À, les équations de Gauss-Mainardi-Codazzi se réduisent à l'équa-
tion de Liouville en u, comme nous 1'avons montré précédemment en (3.33) pour H _ 0 dans 
le cas de l'immersion de surfaces dans l'espace euclidien IR3 . 
3.3.1 Spineurs et représentation des équations de Gauss-Weingarten par des matrices 
2 x 2 
Identifions les éléments X de l'espace de Lorentz par des matrices hermitiennes XeJ [5] par la 
transformation 
3 





. (1 0) (0 1) (0 - i) (1 0) 12 = 0 l ' 0'1 = 1 0 ' 0'2 = i 0 ' 0'3 = 0 -1 . (3.83) 
Le produit scalaire est alors défini par 
(3.84) 
Nous utilisons l'homomorphisme p [12] défini par 
p : SL(2, C) --r SO(3, 1) , (3 .85) 
Le coté gauche de l'équation est une représentation de l'élément p (A)X E ]R3,1 après transfor-
mation. La fonction p(A) agissant sur X est élément du groupe de Lie SO(3, 1) alors que la 
fonction A agissant sur X a est élément de SL(2 ,C), où l'algèbre de Lie .50(3, 1) et le groupe 
associé sont définis par la représentation matricielle fidèle 
où 
.50(3,1) = {A E g(3+ 1 1 ATh,1 +h,lA = O} , 
SO(3,1)={AEM4 X4(C )IATh,lA=1l et det(A)=I} , 
-1 0 0 0 
0 1 0 0 
hl= , 
0 0 1 0 




Nous sommes à la recherche de la matrice de changement de base cp E SL(2 , C) permettant de 
passer de la base orthonormale B = {1l2 ' 0'1 , 0'2, 0'3} à la base orthonormale B' = {F, axF, ayF, N} 
a li a a li a a a) t ( ) (ÀF ,e- ï xF ,e- ï yF ,N = cp 12, 0'1 , 0'2 , 0'3 cp 




Nous abordons le PL 2 x 2 et définissons les fonctions Of! et 1/ à valeur dans ,5[(2, C) par 
(3.91) 
Les matrices Of! et 1/ sont de la forme [12] 
Qe-~ ) E ,5[(2, C), 
!au 4 
(3.92) 
Tr(Of!) = Tr(1/) = O. (3.93) 
3.3.2 Formule d'immersion 
Considérons une solution (u, Q,H) des équations de Gauss-Mainardi-Codazzi (3.81) et une 
solution donnée ifJ à valeur dans SL(2 , C) du système linéaire (3 .91 ). Nous obtenons 
(3.94) 
qui représente une immersion conforme dans H 3 (À) . Losrque À --70, l'hyperboloïde H 3 (À) se 
réduit à l'espace euclidien IR3 
(3.95) 
Nous souhaitons considérer une surface minimale dans l'espace euclidien à partir de la formule 
(3.94), mais nous ne pouvons prendre directement la limite à cause du dénominateur 
(3.96) 
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Nous effectuons donc d'abord une translation correspondant à un déplacement de l'origine du 
centre de l'hyperboloïde vers un point sur l'hyperboloïde [12] 
(3.97) 
3.3.3 Surfaces à courbure moyenne constante CMC-À 
Dans le contexte où H = À, les équations de Gauss-Mainardi-Codazzi (3.81) sont réduites à 
JQ=O (3.98) 
et le PL réduit s'écrit 
(3.99) 
Les équations de Gauss-Mainardi-Codazzi (3.98) sont identiques à celles découlant des contraintes 
liées à des surfaces minimales dans ]E3 (3.18) et (3.71). Considérant deux fonctions holo-
morphes arbitraires 71 et X, la solution générale du système réduit (3.98) est 
(3.100) 
Remarque. Il est à noter que ce résultat, s'appliquant aux surfaces de courbure moyenne 
constante (H = À) plongées dans un espace hyperbolique, est identique au résultat (3.72) s'ap-
pliquant aux surfaces de courbure moyenne constante nulle (H = 0) plongées dans un espace 
euclidien. 
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3.4 Approche par les surfaces soli toniques et problème spectral linéaire 
Les surfaces solitoniques sont des familles de surfaces à un paramètre obtenues du problème 
spectral linéaire. La condition de compatibilité 
dy 0;; (Â ) - dx 1/ (Â ) + [0;; (Â ), 1/ (Â ) 1 = 0 (3.101) 
résulte du système intégrable de deux équations linéaires à deux variables indépendantes x et y 
(3.102) 
pour 'l' E SU(N, C), où Â est le paramètre spectral du problème spectral linéaire et où SU(N, C) C 
SL(2 , C) tel que défini en (3.14) est le groupe de Lie spécial unitaire à N 2 -1 paramètres. Dans 
ce contexte, le problème spectral linéaire (3.102) est qualifié de paire de Lax et la famille de 
surfaces associées à ce système est une famille de surfaces solitoniques. 
Remarque. Le paramètre spectral Â provient d'une symétrie de la conditions de compatibilité 
équivalente aux équations de Gauss-Mainardi-Codazzi (3.16) et (3.17). Cette condition est de 
la forme (3.101), mais sans le paramètre spectral. L'application de la transformation (opérateur 
différentiel) définissant cette symétrie mène à la condition (3.10 1) et au problème spectral 
linéaire (3.102). Ces notions dépassent le périmètre du présent projet de recherche. 
3.4.1 Formule d'immersion pour les surfaces solitoniques 
Théorème 3.4.1. Soit Â E C fixé. Si 0;; (Â) et 1/ (Â) sont éléments d'une algèbre de Lie semi-
simple 9 et si 'l' (Â) est élément du groupe de Lie G associé à g, alors la formule de Sym-Tafel 
(ST) 
F ST (Â;x ,y) = 'l'- l (Â;X ,y)dÂ 'l'(Â;x ,y) E 9 (3.103) 
représente une surface dans g, à condition que les vecteurs tangents 
(3.104) 
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soient linéairement indépendants. 
La formulation (3.102) est un PL dans lequel a été introduit le paramètre spectral. Dans 
ce contexte, cette formulation du PL est nommée paire de Lax. Les matrices de potentiel %' 
et 1/ telles que formulées en (3.67) sont éléments de .5{(2, C), mais mènent tout de même à 
l'obtention d'une surface dans .5u(2) par le théorème 3.4.1. Cela est dû au fait que les fonctions 
de la formule (3.103) sont exprimées en termes des coordonnées réelles x et y, où z = x + iy. En 
effet, en utilisant les relations (3 .1) et la formulation du PL (3.66) en termes de coordonnées 




où JiI:><p- 1, Jy<P<P- 1 E .5u(2), car Tr( Jx<P<p- 1) = Tr( Jy<P<P- 1) = 0 et (Jx<P<P- 1) t = -Jx<P<p- 1, 
(Jy<P<P- 1) t = -Jy<P<P- 1. Ce résultat correspond à celui présenté dans [7]. Ainsi, la formulation 
(3.67) est consistante avec le théorème 3.4.1. 
Remarque. Les formulations (3.101) et (3.102) sont équivalentes. 
Démonstration. Dans ce contexte, une solution 'P(Â;x ,y) est une fonction d'onde appartenant 
au groupe de Lie G = SU(N, C) et %' (x, y, ;q, 1/(x,y, Â) sont des fonctions appartenant à 
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l'algèbre de Lie 9 = .5u(N, C) associée à G. L' existence de l ' inverse de 'II est assurée: 
La première équation du PL (3 .102) devient donc 
dx 'P'P- 1 = %' 
{=} dy%' = dy( dx 'P'P- 1) 
{=} dy%' = dydx'P'P- l + dx'Pdy'P- l 






De la même manière, nous trouvons que dx 1/ = dxdy'P'P- l + dy'P ( - 'P- 1 dx 'P'P- 1 ). Ainsi, 
dy OJ! - dx 1/ = - (dx 'P'P- 1 dy'P'P- 1 - dy 'P'P- 1 dx 'P'P- 1 ) 
{=} dy %' - dx 1/ = - (%' 1/ - 1/ %' ) 
{=} dy%' - dx 1/ - [%', 1/J = 0, 





La présence du paramètre spectral Â permet de trouver les vecteurs tangents dxF et dyF 
en fonction des matrices de potentiel %' et 1/. 
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Démonstration. Soient 'P(À;x ,y) la fonction d'onde et %'(À;x,y) la matrice de potentiel du 
PL (3.102). Ces applications sont telles que 
ax'P = %''P 
{:} %' = ax 'P'P- 1 (car 'P E G) 
=? a). %' = a). ( ax 'P'P- l ) 
{:} a).%' = a).ax'P'P- 1 + ax'P'P;:l 
{:} a). %' = a). ax 'P'P- 1 + ax'P ( - 'P- 1 a). 'P'P- l ) 
D'un autre côté, nous tirons de (3.103) que 
Nous concluons que 
F = 'P- Ia). 'P 
{:} axF = ax('P- I'P).) 
{:} axF = 'P.; l'P). + 'P- 1'P).x 
{:} axF = (-'P- 1'Px'P- 1)'P). + 'P- I'Ph 
{:} axF = 'P- I (axa). 'P - ax 'P'P- 1 a). 'P). 
(3.116) 
D 
Pour À E <C fixé, F peut être interprétée comme une surface dans 9 à condition que les 
vecteurs tangents axF et ayF soient linéairement indépendants (cohérence géométrique), i.e. 
Va,b E JI{, 
aaxF+bayF=O =? a=b=O. (3.117) 
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Cette condition sera remplie si éh cr; et a).. 1/ sont linéairement indépendants car 
La formule (3.103) a d'abord été proposée dans [30], puis utilisée dans [31]. Elle permet d'éta-
blir un lien entre la géométrie classique et les systèmes intégrables, menant à l'exigence que 
toutes les surfaces solitoniques en deux dimensions soient décrites par une famille de surfaces 
à un paramètre, paramétrisées par le paramètre spectral À [32]. L'applicabilité de la formule 
de Sym-Tafel à des problèmes géométriques liés à des équations solitoniques a été étendue. En 
particulier, de nouvelles informations ont été ajoutées à sa forme originale [6; 13; 14]. 
CHAPITRE 4 
TRANSFORMATIONS DE JAUGES ET PROBLÈME LINÉAIRE SIMPLIFIÉ 
4.1 Transformations de jauges des équations de Gauss-Weingarten 
Nous décrivons dans ce chapitre une nouvelle méthode permettant de déterminer la fonction 
d'onde appartenant au groupe de Lie spécial unitaire 
<l>(À;z ,z) E SU(2) (4.1) 
définissant une immersion conforme d'une surface plongée dans .5u(2) par la relation (3.103) 
(4.2) 
Ce faisant, nous simplifions le PL (3.66) en considérant un problème équivalent ayant pour 
solution une fonction d'onde holomorphe. La deuxième égalité de (3.66) sera donc de la forme 
J\}I = O. Contrairement à la formulation de la fonction d'onde en (3.103), la formulation (4.2) 
exprime une paramétrisation par des variables complexe et complexe conjuguée. L'objet résul-
tant est le même. 
Par un choix judicieux de jauge, nous introduisons le paramètre spectral et les fonctions 
arbitraires holomorphes 1] et X de la formule (3.22) dans le problème, créant un lien entre la 
résolution du PL et la forme explicite de la surface associée plongée dans IR3. Nous prenons 
comme point de départ le fait que les équations du repère mobile (3.66) sont décrites par le 
système 
a<l> = %'<l>, J<l> = Y<l>, (4.3) 
où Y = _%' t et %', Y E .5((2,C). Considérons l'action du groupe SL(2 ,C) sur les équations 
du PL (4.3). La méthode que nous proposons consiste à agir sur les équations du PL à l'aide 
de jauges 
Mk E SL(2,C), k E {1 ,2, ... ,N}, NEN, (4.4) 
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afin de produire à chaque étape une nouvelle fonction d'onde <Pk et de nouvelles matrices de 
potentiel tflk, 1k E s[(2, C) formant un nouveau PLk découlant des transformations de jauges 
effectuées. Ainsi, à la kième étape, le PLk considéré sera de la forme 
(4.5) 
Remarque. À chaque étape entre 0 et N, nous obtenons un problème équivalent PLb mais en 
général, nous aurons <Pk t/:. SU(2). Il importe de garder à l'esprit que les fonctions d'onde qui 
sont d ' intérêt sont les fonctions d'onde initiale <P = <Po E SU(2) et finale 'II = <PN E SU(2). 
4.1.1 Méthode en cascade pour l'immersion des surfaces dans ]R3 
Étape 10 . 
L'étape 10 consiste en une initialisation basée sur les hypothèses déjà admises et les résul-
tats montrés précédemment. Notamment, sous les contraintes de paramétrisation conforme, de 
compatibilité (Gauss-Weingarten) et de minimalité (surfaces minimales), la solution (u,H, Q) 
des équations de Gauss-Mainardi-Codazzi s'écrit 
u = 2Iog(1J1J(1 + XX)) , H = O, (4.6) 
Puisque l'ordre des matrices est de 2, que dim(su(2)) = 4, et que la courbure moyenne H est 
nulle, alors les matrice de potentiel sont de la forme (3.70) 
au 
_Qe- u/ 2 au 0 4 -4 
tfI= )/= ES[(2,C) . (4.7) 
0 au Qe- u/2 au 
- 4 4 
~I 
Étape ft. 
Pour un certain Ml E SL(2), considérons la fonction d'onde modifiée <pJ 
:::} d<PJ = d(Ml<P) 
{=} d<PJ = (dMJ)<P+MJ (d<P). 
En utilisant (4.3) et (4.8), l'égalité (4.10) devient 
{=} d<Pl = (dMl)M1l<Pl +Ml%'M11<P1 
{=} d<Pl = ((dMJ)M1 l +Ml%'M1 1) <Pl , ~ 
v 
:=%'1 
De manière analogue, nous trouvons que 
a<PJ = ((aMJ)M1 l +MIY'M1J)<PJ , ~ 
v 
:=1) 









où %'1, '1J E .5((2, C) . La matrice MJ la plus simple, déterminée de façon non-arbitraire à des 
fins de simplification, serait 
o ) E SU(2) c SL(2 ,C) 
e- u/ 4 
(4.15) 
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et ainsi, de (4.12), les deux termes composant 'PlI sont 
1 du (1 0) (dMJ)M1 = 4 ' 
o -1 





E 5[(2, C). (4.17) 
(4.18) 
Par les relations (4.6), le terme en évidence peut être exprimé en terme des fonctions 17 et X 
Qe-
U 




=} 11 = (_0 0) E 5[(2, C) 
da 0 
où Il := 17 2 , et ainsi, par (4.17) et (4.20), le PLI (4.14) s'écrit 
du 
-Q T 
d<l>l= <1>1 , 
0 du 
- T 







Nous cherchons M2 E SL(2 , C) telle que "/1 - O. Si le problème peut être satisfait avec cette 
condition, alors celle-ci servira de critère d'arrêt forcé à la procédure. Posons M2 = (m 1 m2). 
m3 m4 
En reprenant la forme (4.13) pour "/1, nous obtenons 
(JM2)M:;J +M2YiM:;1 = 0 (4.22) 
{:} (JM2)M:;1 = -M2YiM:;1 (4.23) 
{:} (JM2) = -M2Yi (4.24) 
{:} 1 -Yi = -M:; (éJM2). (4.25) 
Or, de (4.20), l'expression pour Yi est connue et la relation (4.25) devient 
(4.26) 
Nous trouvons que M2 = TI2 - a (~ ~) E SL(2, <C) est une solution particulière satisfaisant 
(4.26) et effectuons une nouvelle transformation de jauge sur la fonction d'onde, i.e. 
(4.27) 
Dans ce contexte, la fonction d'onde <P2 est telle que 
(4.28) 
puisque "/1 = par hypothèse ajoutée. Aussi, <P2 doit être holomorphe, car <P l'est par hypothèse 




%'2 = (dM2)M:; 1 + M2 %'1 M:; 1 (4.30) 
!du - aQ - Q 
{:} %'2 = E S((2,C). (4.31) 
Utilisant les relations (4.6) et (4.19), nous pouvons exprimer %'2 en terme des fonctions 11 et X 
E s((2, C). (4.32) 
o - dlog(11X ) 
Étapel). 




o - dlog (11X ) 
o - d (t) 
E S((2,t). (4.35) 
o 0 
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La fonction d'onde 
(4.36) 
satisfait la relation le problème résultant 
(4.37) 
Étape 14. 
Il est maintenant possible de déterminer la fonction d'onde cp satisfaisant au PL de départ (4.3) 
en procédant à rebours car 
CP3 = M3M2Ml cp 
'--v--' 
MESL(2 ,Q 
{:} cp = MJIM:; lM:;l cp3 
{:} cP = 1 (1 + XX)I /2 
Posons 11 = re i8 , r E lR.+, e E [0,2n[ . Alors 
1 
cp(z,z, e) = (1 + Xx) 1/ 2 
(*) 1/ 2 X 





(~) 1/2 X 
E SU(2), (4.41) 
où e agit à titre de paramètre spectral. Nous calculons finalement les facteurs composant la 
représentation de type Sym-Tafel (4.2) de la surface dans .5u(2) 
cp- l = 1 
(1 + XX)I /2 (4.42) 
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1- XX 2X 
2X -1+XX 
(4.43) 
i.e. que la méthode permet l'application de la formule d'immersion de Sym-Tafel (3.103). 
4.1.2 Méthode en cascade pour l'immersion des surfaces dans H 3 (Â ) 
Par une méthode identique à celle présentée à la section 4.1.1, nous simplifions le pro-
blème linéaire (3.99) associé au repère mobile de surfaces de courbure moyenne constante Â 
plongées dans l'espace hyperbolique H 3 (Â). À partir des mêmes jauges Mk E SL(2, CC ), k = 
1,2,3, nous obtenons les matrices de potentiel intermédiaires 
c" 
- Q ) , %'2 = ("IOg(1)XJ 1)2ax ) (0 -a~t)), 0l/1 = ~ 0l/3 = 
_au Â 
- dlog(ryx) ' Âry2X2 2 
(4.45) 
11 =(0 ~) , "f!2 = 0, 1'3 = 0, (4.46) da 
où Ol/k, "fIk E .5[(2, CC), k = 1,2,3. Ainsi, après trois transformations de jauges, le problème sim-
plifié s'écrit 
(4.47) 
Considérons une solution <P3 sous la forme d'une série de puissances en Â 
(4.48) 
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et la décomposition de la matrice de potentiel %'3 := Uo + ÀUl, où 
(4.49) 
L'existence du développement (4.48) est assurée par le fait que la fonction d'onde <1>3 dépend 
des fonctions arbitraires 11 et X ; elle est donc elle-même arbitraire. La première équation du 
PL (4.47) devient 
(4.50) 
équation à résoudre par la méthode des coefficients indéterminés pour chaque puissance de À, 
menant à la relation de récurrence 
aAo = UoAo , j = 1,2, ... (4.51) 
Pour À = 0, nous trouvons la solution particulière du PL (4.47) 
(
1 _1) 
Ao = 0 IX E SL(2 ,C). (4.52) 
Par substitution de (4.49) et (4.52) dans la relation de récurrence (4.51) pour j = 1, nous trou-
vons 
(4.53) 
Les matrices Aj, j = 2,3, ... sont calculées par la récurrence (4.51) . La solution du PL initial 
(3.91) peut être calculée par la relation (4.39) 
"" - M - 1M- 1M- 1"" ~ - 1 2 3 ~3 , 
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permettant de calculer directement la formule d'immersion de type Sym-Tafel (3.94) 
L'immersion d'une surface minimale dans l'espace euclidien peut alors être obtenue de la for-
mule (3.97) 
(4.54) 
Nous appliquons une nouvelle transformation de jauge au système (4.47) à partir de la jauge 
-1 (1 M4 := Ao = 0 n E SL(2,iC) (4.55) 
et obtenons la matrice de potentiel singulière 
-1) E 5((2, C). 
- X 
(4.56) 
En laissant tomber les indices et en posant %' := %'4 et 'P := <1>4, le PL simplifié résultant sera 
noté 
J'P = À17 2 (X -1) 'P, 
X2 - X 
" 1 v 
:=%' 
J'P = 0, (4.57) 
où J17 = JX = 0 et À E C. Le système (4.57) a été obtenu par transformation de jauge 'P = M<1> 
de la solution du PL (3.91), où 
(4.58) 
Remarque. Le PL (4.57) correspond au système (3.73) . Il est d'intérêt car il sera utilisé en 
tant que système simplifié à résoudre dans les sections et chapitres subséquents. 
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4.2 EDO du second ordre découlant des surfaces CMC-Â 
La sélection des surfaces CMC-Â est déterminée par le PL pour la fonction d'onde holomorphe 
'P. Posons 
(4.59) 
Nous aurions pu poser 'P comme étant une matrice 2 x 2 ; nous aurions alors considérer le 
même objet, dans un espace différent. Ainsi, 'P satisfait au système (3.73) 
(4.60) 
sujet à la condition initiale z = zo: 'P(zo) = 'Po, où 
(4.61) 
En posant la transformation linéaire cp(z) = 'P l (z)X(z) - 'P2(Z), le système peut être transformé 
en deux équations différentielles ordinaires selon les composantes de la fonction d'onde 'P 
(4.62) 
ou de manière équivalente, en une EDO du second ordre en 'Pl 
(4.63) 







En dérivant 'fi 1 une seconde fois, nous obtenons donc 
(4.67) 
4.3 Méthode pour la résolution du problème linéaire et la détermination des surfaces 
soli toniques associées 
L'EDO (4.67) est centrale dans la méthode utilisée au chapitre 5. Les coefficients de cette EDO 
y seront associés aux coefficients de diverses EDOs décrivant des polynômes orthogonaux. 
Cette association permettra simultanément la résolution du PL associé à la famille de surfaces 
solitoniques recherchée ainsi que la détermination de la forme explicite de cette famille de 
surfaces en termes des fonctions 71 et X. 
Soit une EDO de la forme 
il: a2co+ q(Z) aCO+ r(z) co = o. 
p(Z) p(Z) (4.68) 
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La méthode suivante permet de déterminer les surfaces associées aux solutions décrites par 
cette EDO. 
Étape 1. Association des variables. 
('P l , Z) (co ,z). 
Étape 2. Association des coefficients. 
-2 d11 _ q(z) 
11 - p(z) , 
- Â 2d _ r(z) 




L'équation (4.70) permet de déterminer la fonction méromorphe 11 (z). Ce résultat est substitué 
dans l'équation (4.71) afin de déterminer la fonction méromorphe X(Â; z). 
Étape 3. Détermination de la matrice de potentiel %'(~ , Â; z) en termes des fonctions 11(z) et 
X(Â; z) tel que définie en (4.61). 
Étape 4. Détermination de la fonction d'onde 'P(~ , Â; z) en termes des composantes 'Pl et 'P2. 
La composante 'Pl correspond à la solution générale de l'équation (4.67); celle-ci doit donc 
être résolue. La composante 'P2 est décrite par la relation (4.65). 
Remarque. Les éléments %'(~ , Â; z) et 'P(~ , Â ;z) calculés vérifient le PL. Les étapes subsé-
quentes consistent à déterminer la forme explicite de la famille de surfaces solitoniques asso-
ciée au PL solutionné. 
Étape 5. Calculer la famille de surfaces solitoniques minimales décrite par la représentation 
d'Enneper-Weierstrass F E ]R3 en termes des fonctions 11(z) et X(Â ;z), telle que décrite en 
(3 .22). 
Étape 6. Calculer la description quaternionique de la famille de surfaces minimales décrite par 
ft E .5u(2) en termes des fonctions 11(z) et X(Â; z), telle que décrite en (3.65). 
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Étape 7. Fixer le paramètre spectral Â, à une valeur réelle non nulle pour sélectionner une 
surface en particulier. Fixer les constantes d'intégration et les paramètres de l'EDO (4.68). 
Calculer les surfaces résultantes Fa et Fa. 
4.4 Représentation d'une EDO du second ordre par un système d'ordre premier 
Après transformations de jauges, le PL simplifié (3.73) s'écrit 
J'P = O. (4.72) 
Nous démontrons qu'il n'existe pas de matrice A E M2x2(C ) permettant d' exprimer le pro-
blème par la formulation alternative 
'P =AJ'P, (4.73) 
où par hypothèse, la fonction d'onde 'P(z) est solution du PL et où les composantes de la ma-
trice A ai,j (z), i, j = 1, 2 sont des fonctions méromorphes. La matrice de potentiel %' décrite en 
(4.61) est singulière, car det (%') = 0, et ainsi A ne peut être son inverse multiplicatif. L'intérêt 
d'une telle forme provient du fait qu'une EDO ~(z;w , Jw , J2W) = ° linéaire homogène du 
second ordre peut être représentée par un système différentielle matricielle linéaire homogène 
d'ordre premier (réduction de l'ordre). 
Théorème. Toute EDO linéaire homogène du second ordre de la forme 
p(z)J2w + q(Z)Jw + r(z)w = ° (4.74) 
telle que les coefficients sont intégrables non nuls, peut être ramenée à la forme équivalente 
(4.75) 
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où la variable indépendante (ù peut être identifiée à qJ] ou à qJ2. De plus, si (ù est identifiée 
à qJ1, la composante a22 doit être identiquement nulle et les composantes all , al2 et a21 ne 
peuvent l'être alors que si (ù est identifiée à qJ2, la composante all doit être identiquement 
nulle et les composantes al2 , a2] et a22 ne peuvent l'être. 
Preuve. Le système considéré est équivalent au système 
qJ1 =alldqJ] +al2dqJ2, 
qJ2 =a2l dqJ l +a22dqJ2. (4.76) 
Dans un premier temps, nous identifions (ù à qJ 1. En substituant dqJ2 = da21 dqJ 1 + a2l d2qJ 1 + 
da22dqJ2 + a22d2qJ2 dans la première équation, nous obtenons 
(4.77) 
qui peut être vu comme un système sous-déterminé comportant une équation et deux incon-
nues, pour ai,j(Z), i , j = 1,2 fixés. Cette équation s'écrit alors de manière implicite par 
(4.78) 
Il existe dons des entiers naturels io , jo E {I,2} telles que aio ,jo(z) O. Analysons toutes les 
possibilités afin de déterminer celles qui sont compatibles avec une EDO du second ordre d'une 
seule variable indépendante. 
Cas 1. a]] (z) = 0 ::::} 
Cas 2. al2(Z) - 0 ::::} 
Cas 3. a21 (z) - 0 ::::} 
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Nous concluons que la composante a22 doit être identiquement nulle alors que les compo-
santes ail, al2 et a2! ne peuvent l'être. L'équation du second ordre en qJ! exprimée par le 
système d'ordre premier devient 
Le système (4.75) devient 
et nous complétons cette partie de la preuve en posant 
p(Z) = a2! , 
1 





Dans un deuxième temps, nous identifions OJ à qJ2. En substituant (JqJ! = (Ja!! (JqJ! +a!! (J2qJ! + 
(Jal2(JqJ2 + al2(J2qJ2 dans la deuxième équation, nous obtenons 
(4.82) 
qui peut être vu comme un système sous-déterminé comportant une équation et deux incon-
nues, pour ai,j(Z), i, j = 1,2 fixés. Cette équation s'écrit alors de manière implicite par 
(4.83) 
Il existe dons des entiers naturels io,jo E {1 ,2} telles que aio ,jo(z) - O. Analysons toutes les 
possibilités afin de déterminer celles qui sont compatibles avec une EDO du second ordre d'une 
seule variable indépendante. 
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Cas 1. all (z) - 0 =? 
Cas 2. al2(Z) - 0 =? 
Cas 3. a2! (z) 0 =? 
Nous concluons que la composante all doit être identiquement nulle alors que les compo-
santes al2 , a2! et a22 ne peuvent l'être. L'équation du second ordre en ':P2 exprimée par le 
système d'ordre premier devient 
Le système (4.75) devient 
et nous complétons cette partie de la preuve en posant 






Nous venons de montrer que par identification des coefficients de l'équation (4.68) avec les 
coefficients de l'EDO (4.67) découlant du système d'ordre premier, la variable w peut être 
identifiée à ':P! ou à ':P2 (supposons {J) = ':Pl , sans perte de généralité). En d'autres termes, ':P! 
est solution de l'EDO considérée comme dans la section précédente et ainsi ':PI = 'II!, où 'II! 
est la première composante de la fonction d 'onde 'II = ('II! , 'II!) T qui est solution du PL. 
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Nous montrons maintenant que qJ2 i= 'fI2. Pour ce faire, nous étudions le lien entre la 
matrice A et la matrice de potentiel 02r du PL. La fonction d'onde solution 'fi est solution du 
PL 
(4.87) 
et il n'existe aucune matrice A E M2 x2(C) telle que 
'fi = Ad'fl, (4.88) 
En effet, nous pouvons supposer qu'une telle matrice existe pour montrer que cela mène à 
une contradiction. Par cette hypothèse, 'fi est à la fois solution du PL et 'fi = Ad'fl. Nous 
remarquons d'abord que si 'fi 1 est identifiée à m (sans perte de généralité), alors a22 0 et ail, 
a)2, a21 non identiquement nuls implique que det(A) = -a)2a21 i= 0 et ainsi A est inversible. 
Le système d'ordre premier est donc équivalent au système 
(4.89) 
Or, la première relation du PL est d'fi = 02r'fl donc 
(4.90) 
La relation est vérifiée si et seulement si (02r - A - 1) = 0 ou 'fi = O. Or, la fonction d'onde 'fi 
est non nulle donc 02r = A -l, une contradiction, puisque 02r n'est pas inversible. Ainsi, bien 
qu'une EDO puisse être décrite par un système d'ordre premier, le PL ne peut être exprimé 
sous la forme (4.75). 
CHAPITRES 
SURFACES SOLITONIQUES ASSOCIÉES À DES POLYNÔMES ORTHOGONAUX 
5.1 Analyses de cas 
La stratégie proposée est de déterminer les fonctions holomorphes 11tl(z) et Xtl(z) associée à 
des polynômes orthogonaux, où la dépendance en ~ fait référence à l'équation considérée. Ces 
fonctions sont déterminées par la comparaison des coefficients de l'EDO ~ (4.68) fixée et des 
coefficients de l'EDO linéaire du second ordre découlant des surfaces CMC-À (4.67). Rappe-
lons que cette EDO découle de l'hypothèse que la fonction d'onde 'P = ('Pl , 'P2)T satisfait la 
relation (j'P = %''P. Or, %' (À; z) dépend de 11 et X; nous pouvons ainsi déterminer entièrement 
%' et 'P. La représentation d'Enneper-Weierstrass (3.22) et la description quaternionique (3 .65) 
sont ensuite utilisées pour décrire la forme explicite de la surface associée à la solution de ~, 
et ce dans l'espace euclidien IR3 isomorphe à l'algèbre de Lie Eu(2). Les représentations inté-
grales de chaque composante des surfaces sont simplifiées/calculées afin de réduire le temps 
de calcul lors de la saisie dans un logiciel de calcul symbolique. 
La détermination des fonctions méromorphes 11 et X permet de calculer explicitement les 
formules d'immersion (3.22) et (3 .65). Dans le cadre des analyses de cas qui suivent, nous 
identifierons chaque composante des représentations d'Enneper-Weierstrass dans IR3 et quater-




2 h := X11 dz, Ça 
(5.1) 
la surface (3.22) plongée dans IR3 devient 
(5.2) 
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et la surface (3.65) plongée dans su(2) devient 
Esu(2) , (5.3) 
où Tr(P) = 0 et p t = -P. Ces formes seront utilisées dans la plupart des cas pour morceler 
les calculs. Nous montrons finalement que la représentation de la surface est consistante en 
s'assurant que la forme explicite des différentes composantes du PL que nous trouvons sont 
effectivement des solutions dudit problème. 
5.1.1 Équation de Legendre 
L'équation de Legendre [26] en ID s'écrit 
~: (5.4) 
Comparant les coefficients de (5.4) avec ceux de l'EDO découlant des surfaces CMC-Â (4.67) 
et en intégrant, nous obtenons 
a(a+1) --Â 2a 
1 2 - 71 X, 
- z 
( ) __ a(a+ 1)Z+C2 X z - '1 2 ' 
Jl,C 1 
(5 .5) 
où Cl , C2 Ete , J71 = JX = 0 et z =1=- ±l. La matrice de potentiel %' (4.61) devient donc 






À CW -Z2) 
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(5.8) 
En effectuant la substitution de 17 et X (5.5) dans l'EDO découlant des surfaces CMC-À (4.67), 
nous trouvons l'équation de Legendre (5.4) en 'Pl 
a2'Pl - (2 a
17
17 ) a'Pl - (À 172aX)'Pl = 0 
CI Z 
{::} a2'P1 -2 (1 _~2)~ a'Pl + ÀCT1a(a: 1) 'Pl = 0 
----''---.1 - Z (l-z2)2 
{::} a2'P -2-Z-a'P a(a+l)'P =0 
1 1 2 1 + 1 2 1 
- Z - Z 
dont la solution est donnée par 
(5.9) 
où Pa(z) et Qa(Z) sont respectivement les fonctions de Legendre de première et de seconde 
espèce d'ordre a. Si a est un entier positif, alors Pa(z) est polynomial et s'exprime par la 
formule de Rodrigues [26] 
p. (z) = (- 1) a a a (1 _ Z2) a 
a 2a a! ' (5.10) 
{OO ( ~ )-a-l 1 Qa(Z) = Jo z+v z2 -1cosh(t) dt+ 2(log(z -1)-log(-z -I))Pa(z), (5.11) 
où a E Net IRe(z) > 1. La définition de Pa(z) et de Qa(Z) varie selon que a est pair ou impair, 
entier ou non, etc. Aussi, il existe plusieurs cas à considérer pour la convergence et l'existence 
de ces solutions. Les polynômes de Legendre sont orthogonaux pour a entier positif. Pour a 
quelconque, on généralise avec les fonctions de Legendre. Par (4.65), nous trouvons pour la 
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deuxième composante de la fonction d'onde \{I = (\{Il , \{I2f 
Or, par l'identité 8.5.4 de [1] , 
(Z2 - l)dPa(z) = aZPa(Z) - aPa- 1 (z), 
(Z2 - l)dQa(Z) = azQa(Z) - aQa- 1 (z), (5.12) 
La fonction d'onde \{I (4.59) ayant comme composantes \{II(Z) et \{I2(Z) (par hypothèse) et 
satisfaisant le PL (3.73) est 
(5.14) \{I(a ,À; z) = 
Â~~ [kl (Pa (z)( a( a + 2)z + C2) - aPa- 1 (z)) 
1 
+k2(Qa(z)(a(a +2)Z+C2) - aQa- 1 (z))] 
où Cl et C2 sont des constantes d'intégration arbitraires, z::/= ±1, et À est le paramètre spectral 
du PL. Les intégrales (5.1) s'écrivent 
C2 ç 1) = --.l[log(l+z)-log(l-z)]t , 2 ~o 
h = ,; 4 [(a(a+1)+c2)2 Iog(1+ z)-(a(a+1) -c2)2 Iog(1 -z)- 2a2(a+1)2z] ~, 
2~ Cl 0 
h = 2~ [( a( a + 1) - C2) log(1 - z) + (a( a + 1) + C2) log(1 +z)]t · (5.15) 
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Les composantes de la représentation paramétrique (3.22) de la surface plongée dans IR3 s'écrivent 
alors 
FI =~IRe(1; 4 [(À 2ci-(a(a+1)+c2)2)log(1+z) 
4 1\., cl 
- (À2ci-(a(a+1) -c2)2)log(1-z)+2a2(a+1)2zJt) , (5 .16) 
F2 = -~llm (À;ci [(À 2ci + (a( a + 1) + C2)2) log(l + z) 
-(À2ci+(a(a+1)-c2)2)log(1-z)-2a2(a+1fz]~o) ' (5.17) 
F3 = 2~ IRe ([( a( a + 1) - C2) log(1- z) + (a( a + 1) + C2) log(l + z)lt) . (5 .18) 
Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie Eu(2) s'écrivent 
- i (1 lI; Fll = -4 l [(a(a + 1) - C2) log(1 - z) + (a(a + 1) +C2) log(1 +z) 1;0 
-± [(a(a+ 1) -c2) log(1 -z) + (a(a+ 1) +C2) log (1 +z)l~ ) , (5.19) 
Fl 2 = -~ (cT [log(1 + z) - log(1 - z)l~o 
- ).;ci [( a( a + 1) + c2)21og(1 + z) - (a( a + 1) - c2)21og(1- z) - 2a2 ( a + 1)2Zl~0 ) , (5.20) 
F21 = ~ (1; 4 [(a(a + 1) +c2)21og(1 +z) - (a (a + 1) - c2flog(1- z) - 2a2(a + 1)2Z] t 
4 1\, Cl 
-ct [log(1 + z) -log(1- z)l~ ) , (5.21) 
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F22 = ~ (± [(a(a + 1) - C2) log(1 - z) + (a (a + 1) +c2)log(1 +z)l~o 
-± [(a(a + 1) - c2) log(1 -z) + (a (a + 1) +c2)log(1 +z)lt ). (5.22) 
Les composantes (Fil , FI2 ,F21 , F22) et (FI , F2 , F3) s'écrivent en termes de la fonction log(l ±z). 
La famille de surfaces possède donc des points de branchement en {± 1,00 }. 
Cas particulier. 
Posons a = 1. Alors l'équation de Legendre devient (1 - z2 )a2OJ - 2zaOJ + 20J = ° et par 
association des coefficients avec ceux de l'EDO découlant des surfaces CMC-Â, nous trouvons 
2 
les fonctions holomorphes 1] 2 = 1 C ] 2 et X = - 2~+f2 . Posons pour les constantes d'intégration 
- z /l. C ] 
et le paramètre spectral Cl = 1, C2 = 0, kl = 1, k2 = - 1 et Â = - 2. Les fonctions simplifiées 
deviennent 
2 1 
1] =-1 2' 
-z 
X=z, 
La matrice de potentiel Cft' s'écrit alors 
2 (z Cft'(1,-2;z) = ~1 z - 2 Z -1) -z E ,5[(2, IR) 
et la fonction d'onde découlant de ces choix particuliers est 
'P(1 , - 2; z) = = . ('Pl) ( z (1 +! (log (1- z) - log(l +z))) + 1) 'P 2 ! (Z2 + z + 1 - (Z2 + 1) tanh -1 (z) ) 
La représentation paramétrique d 'Enneper-Weierstrass s'écrit 
!IRe (z I~o ) 
F(1 ,-2;z) = - !llm ([log(l +z) -log(l -z) -zl~o) E IR3 






et les composantes de la représentation paramétrique de la surface plongée dans l'algèbre de 
Lie .5u(2) 
- (Pll F(1 , -2;z) = _ 
F21 
P12) 
_ .5u(2) , 
F22 
Tr(P) =0 pt =-P (5.27) 
s'écrivent 
P12 = - ~ ((10g(1 +z) -log(1-z)) I~o - (log(l +z) -log(l-z) -2z)l~o)' (5.29) 




Figure 5.1 Représentation de l'équation de Legendre dans IR3. 
90 
Remarque. La figure 5.1 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrant de Ça = ! + i à Ç = rei8 , r E [-8,8], e E [0 ,6n]. 
5.1.2 Équation de Legendre associée 
L'équation de Legendre associée [26] en w s'écrit 
il: (1-z2)a2w-2zaro+ (a(a+1) - 1:
2
Z2 ) w=O, a ,mE N, m =l- O, z=l-±l. (5.32) 
Comparant les coefficients de (5.32) avec ceux de l'EDO découlant des surfaces CMC-À (4.67) 
et en intégrant, nous obtenons 
_2_z_ = _ 2a1] 
1 - Z2 1] , 
a(a+ 1) m2 
1 _ Z2 (1 _ z2)2 = - À 1] 2 a X, 
2 
2 CI {:} 1]11 (z) = -1 2 ' 
-z 
2 
() _ q-(log(1+z)-log(1-z))-a(a+1)z+c2 Xl1 z - ') 2 ' 
/\,C 1 
(5.33) 
où Cl , C2 E C, a1] = aX = 0, z =1- ±l. La matrice de potentiel (4.61) devient donc 
( 
2 
q- (log (1 +z)-Iog ( l -z))-a ( a + l )z+C2 
= Àci(1 _z2)-1 2 Âcr 2 
(q- (IOg(l+z)-log ( l -z))-a(a+1)z+c2) 
Â2ci 
( 
2 q- (log (1 +z)-log (l-z))-a( a+ 1 )Z+C2 
l -z2 
- 2 2 




car Tr(%'(z, a ,Â)) = O. En effectuant la substitution de 77 et X (5.33) dans l'EDO découlant 
des surfaces CMC-Â (4.67), nous trouvons l'équation de Legendre associée (5.32) en 'Pl 
dont la solution est donnée par 
(5.35) 
où P;;(z) et Q~(z) sont respectivement les polynômes de Legendre associés de première et de 
seconde espèce d 'ordre a et de degré m. Le polynôme de Legendre et son polynôme associé 
sont liés par la relation [26] 
(5.36) 
En utilisant la formule de Rodrigues pour Pa (5 .10), nous trouvons que 
P;;(z) = (i -1) 7 ampa(z) 
= (z2_ l )7am(-1) 2a aa(z2_ 1) a 
2a a! ' 
= (1- z2 )7 am+a(z2 _l)a , m,a E M, 




m,a EM, m # O. (5 .39) 
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Par (4.65), nous trouvons pour la deuxième composante de la fonction d'onde 'P = ('Pl, 'P2)T 
La fonction d'onde 'P (4.59) ayant comme composantes 'Pl (z) et 'P2(Z) (par hypothèse) et sa-
tisfaisant le PL (3 .73) est 
'P(a ,m, À; Z) = fcr [C}2 (Iog (l +z) - log (l -z)) - a (a+ 1)Z+C2) [k1P:;'( z) +k2Q~(Z) J , (5.42) 
+kl (z2;/X:, j2 (mzom+a (z2 - l) a + (Z2 - 1 )om+a+l (Z2 _ 1 )a) 
+k2(Z2 _1)m/2 (mzomQa(Z) + (Z2 _ l)om+lQa (Z))] 
où Cl et C2 sont des constantes d'intégration arbitraires, z # ±l, m, a E N, m # 0 et Â est le 
paramètre spectral du PL. Les intégrales (5.1) sécrivent 
2 Ç 
ft = i (log(l+ z) - log(l -z)) , 
Ça 
1 h= 1 2 2 (-24a2z- 48a3z- 24a4z- m4log3(1- z)+ 12c~log(1+ z) 24 cl 
+ 24c2alog(1 + Z) + 12a2log(1 + Z) + 24c2a2log(1 +Z) + 24a3log(1 + Z) 
+12a4 log(1 +Z) +6c2m2log2(1 +Z) +6m2alog2(1 +Z) +6m2a2log2(1 +Z) 
+m4log3(1 + Z) + 3m2log2(1- Z)(2C2 - 2a( a + 1) + m2log(1 + z)) 
-log(1- z)( 12d - 24c2a( a + 1) + a( a + 1)(12a + 12a2 - m2log(16777216)) 
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ç 
+ 12m2(c2 + a + a2) log (1 + z) + 3m4 log2(1 + z)) - 24m2a( a + 1)Li2 (1 ~ z) ) ) 
ço 
1 h = 81 (m2log(1 -z)2+ log(1 -z)(4(a(a+ 1) -C2) -2m2log(1 +z)) 
ç 
+log(1+z)(4(a(a+l)+c2)+m2log(1+z))) ) (5.43) 
ço 
où Lin(z) est la fonction polylogarithmique [22] définie par 
Izl :s; 1. (5.44) 
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Les composantes de la représentation paramétrique (3.22) de la surface plongée dans IR 3 s'écrivent 
alors 
FJ = ~!Re ([ 1 (log (1 +z) -log(l-z)) 
1 
- ,V 2 (-24a2z-48a3z-24a4z-m41og3(1_z)+12dlog(1+z) 
24 cl 
+24c2alog(1 +z) + 12a21og(1 +z) + 24c2a21og(1 +z) +24a31og(1 +z) 
+12a41og(1 +z) +6c2m21og2(1 + z) +6m2alog2(1 +z) +6m2a 21og2(1 +z) 
+m41og3(1 + z) + 3m21og2(1- Z)(2C2 - 2a( a + 1) + m21og(1 +z)) 
-log(l- z)( 12c~ - 24c2a(a + 1) + a(a + 1)(12a + 12a2 -m21og(16777216)) 
+ 12m2(c2 + a + a2) log(l + z) + 3m41og2(1 + z)) - 24m2a( a + 1)Li2 ((1- z)/2)) ] t), (5.45) 
F2 = -~TIm ([ 1 (log (1 +z) -log(l-z)) 
+ ~2 2 (-24a2z-48a3z-24a4z-m41og3(1-z)+12cflog(1+z) 
24 Cl 
+24c2alog(1 +z) + 12a21og(1 +z) + 24c2a21og(1 +z) +24a31og(1 +z) 
+ 12a41og(1 + z) + 6c2m21og2(1 + z) + 6m2alog2(1 + z) + 6m2a 21og2(1 + z) 
+m41og3(1 + z) + 3m21og2(1- Z)(2C2 - 2a( a + 1) +m21og(1 + z)) 
-log(l- z)( 12d - 24c2a( a + 1) + a( a + 1)(12a + 12a2 - m21og(16777216)) 
+ 12m2(c2 + a + a2) log(l + z) + 3m41og2(1 + z)) - 24m2a( a + 1)Li2 ((1 - z)/2) ) ] ~J, (5.46) 
F3 = !Re ([ 8~ (m21og(1- Z)2 +log(l- z)(4(a(a + 1) - C2) - 2m2 log (1 +z)) 
+ log(l +z)(4( a( a + 1) + C2) +m21og(1 + z)) ) ] ~J . (5.47) 
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Les composantes de la représentation paramétrique (3 .65) de la surface plongée dans l'algèbre 
de Lie .5u(2) s'écrivent 
Fi l = - /6 (± [m2Iog( l -z?+ log( l -z)(4(a (a + 1) -C2) -2m2Iog( 1 +z)) 
+ log( 1 +z)(4(a (a + 1) +C2) + m2Iog( 1 +z))J~o 
1 
+ I [m2Iog( l -z)2 + log(1 - z)(4(a (a + 1) - C2) - 2m2log( 1 +z)) 
+ log( 1 +z)(4(a (a + 1) +C2) + m2Iog( 1 +z)) l ~ ) , 
Fl 2 = - ~ ( [cT (log (1 +z) - log (1 -z))]t 
1 
- ;t 2 2 [ ( -24a2z- 48a3z-24a4z- m4 Iog3( I -z)+ 1 2c~ log( l +z) 
12 Cl 
+ 24c2 alog( 1 + z) + 12a21og( 1 + z) + 24c2 a 21og(1 + z) + 24a3 1og(1 + z) 
+ 12a 4 1og(1 + z) + 6c2m21og2 (1 + z) + 6m2alog2(1 + z) + 6m2a 21og2(1 + z) 
+ m4 Iog3 (1 + z) + 3m21og2(1 - Z)(2C2 - 2a ( a + 1) + m2log( 1 + z)) 
- log( 1 - z)( 1 2c~ - 24c2 a ( a + 1) + a ( a + 1)(12a + 12a2 - m2Iog( 16777216)) 
(5.48) 
+ 12m2(c2 + a + a2) log(1 + z) + 3m4 1og2(1 + z)) - 24m2a ( a + I)Li2 ((1 - z)/2)) ] t ), (5.49) 
F2l = ~ ( ; 2 2 [-24a2z - 48a3z - 24a4z - m4 log3(1 - z) + 12c~ log( 1 + z) 
4 12 Cl 
+ 24c2 alog( 1 +z) + 12a21og( 1 +z) + 24c2 a2log( 1 + z) +24a3 Iog( 1 +z) 
+ 12a 4 1og(1 + z) + 6c2m21og2( 1 + z) + 6m2alog2(1 + z) + 6m2a 21og2(1 + z) 
+ m4 Iog3(1 +z) + 3m2Iog2 (1 -z)(2c2 - 2a (a + 1) + m2Iog( 1 +z)) 
- log(l - z)( 12d - 24c2 a ( a + 1) + a ( a + 1)(12a + 12a2 - m2Iog( 16777216)) 
+ 12m2(c2 + a + a2) log(1 + z) + 3m4 1og2(1 + z)) - 24m2a ( a + I)Li2 ((1 - z)/2)] t 
- [cT (log (1 + z) - log (1 - z))] ~o ) , (5.50) 
F22 = /6 (± [m21og( l -z?+ log( l - z)(4(a (a + 1) -C2) - 2m21og( 1 +z)) 
+ log(1 + z) (4( a ( a + 1) + C2) + m2log(1 + z))] ~o 
1 l [m2Iog(1 - Z)2 + log( 1 - z)(4(a (a + 1) - C2) - 2m2log(1 +z)) 
+IOg( l +z)(4 (a (a + l)+ c2)+ m2 10g( I +Z) )l ~ ) . (5.51) 
96 
Les composantes (FlI, F12 , F21, F22 ) et (FI, F2, F3) s'écrivent en termes des fonctions log(1 ±z) 
et Li2 ( (1 - z) / 2). La famille de surfaces possède donc des points de branchement en {± 1,00 }. 
Cas particulier. 
Posons ex = 1 et m = 1. Alors l'équation de Legendre associée devient (1 - Z2) a2 ID - 2za OJ + 
(2 - 1~z2 ) OJ = 0 et par association des coefficients avec ceux de l'EDO découlant des surfaces 
CMC-Â nous trouvons les fonctions holomorphes ",2 = c~ et X = ~(log(1+z)-IOg( l -z))-2z+C2. 
, ., l -z2 Àc2 
1 
Posons pour les constantes d'intégration et le paramètre spectral Cl = 1, C2 = 0, k l = 1, k2 = -1 
et Â = ~. Les fonctions simplifiées deviennent 
2 1 
17 =-1 2' 
-z 
X = log (1 +z) - log(1 -z) - 4z, 
La matrice de potentiel cp; s'écrit alors 
1 ( log(l+z)-log( 1-z)-4z 
cp; 1 1 _. z = 2(I -z2) ( , , 2' ) (Iog (l+z)- log (l-z)-4d 
2(I-Z2) 
-2( 1~Z2) ) E Sr(2,IR) 
_log(l+z)-log(1-z)-4z 
2(I -Z2) 
et la fonction d'onde découlant de ces choix particuliers est 
~ + (z2- 1)(Iog(1-z)-log( l +z))+2z 
V z- - l v'zL I 
2Z( 2(z2- 1) tan- I (z)+z(Z+6)- I) 
v'T-1 







Les composantes de la représentation paramétrique de la surface plongée dans l'algèbre de Lie 
su(2 ) 
p = (~11 ~1 2) E su(2) , 
F21 F22 
Tr(P) = D, p t = - p (5 .56) 
s' écrivent 
,eh = -~ ( ~(IOg(1+ z) - log(l - z){ +8 . 2z+ log(I - z) - IOg(1+ Z{ ) , 







Figure 5.2 Représentation de l'équation de Legendre associée dans ]R3 . 
Remarque. La figure 5.2 est obtenue par la représentation d'Enneper-Weierstrass (3.22) , en 
intégrant de Ço = - 1- i à ç = rei8 , r E [-5 ,5], e E [0 ,2n]. 
5.1.3 Équation de Bessel 
L'équation de Bessel [26] en w s'écrit 
(5.58) 
Comparant les coefficients de (5.58) avec ceux de l'EDO découlant des surfaces CMC-Â (4.67) 
et en .intégrant, nous obtenons 
1 d11 
-=-2-
z 11 ' 
(5.59) 
99 
où a17 = ax = 0, Cl,C2 E te. La matrice de potentiel %' (4.61) devient donc 
%'(z,p,Â) = Â17 2 (X -1) X2 -X 
E s((2,IR) . (5.60) 
En effectuant la substitution de 17 et X (5.59) dans l'EDO découlant des surfaces CMC-Â 
(4.67), nous trouvons l'équation de Bessel (5.58) en 'Pl 
a 2'P1 - (2 a
17
17 ) a'Pl - (Â 172aX)'P1 = 0 
{:} a 2'P1 - 2 a(ClZ~~) a'Pl _ Â 17 2 ( __ I_Z2 - p2) 'Pl = 0 
CIZ-'l Â 17 2 Z2 
{:} z2a 2'P1 +za'Pl + (Z2 - p2)'P1 = o. 
La solution de cette équation s'écrit 
(5.61) 
et s'exprime en termes des fonctions de Bessel de première /p(z) et de seconde espèce ~(z), 
d'ordre p et définies par [1] 
qp; ( ) . = J p (z) cos (p n) - J - p (z) 
pZ. sin (pn) , (5.62) 
où r est la fonction gamma d'Euler [1] définie par 
IRe(z) > O. (5.63) 
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Pour pEN, la formule de Rodrigues pour la fonction de Bessel de première espèce [21] 
s'énonce 
Par (4.65), la deuxième composante de la fonction d'onde 'P est 
a'P 1 
'P2 = X'PI --A1J2 
(5.64) 
= A~l [(p2 l0g (z) - ~ + c2) 'P 1 - za (kl "j'p(z) + k2~(Z))] (5.65) 
= A~l [(p2 l0g (z) - ; + c2) 'Pl - ~ (kl ("j'p- l (z) - ""pH (z)) + k2(~- 1 (z) - ~+l (z))) J. 
La fonction d'onde 'P (4.59) ayant comme composantes 'Pl (z) et 'P2(Z) (par hypothèse) et 
satisfaisant le PL (3.73) est 
'P(p ,A; Z) = (5.66) À.~l [kl ( -~ "j'p- l (z) + (p2l0g (z) - ~ + c2) "j'p(z) + ~ "j'p+l (z)) 
+k2 (~- l (z) + (p2 log (z) - ~ +c2) ~(z) - ~+ l (z))] 
Les intégrales (5.1) s'écrivent 
Il = c}log(z) 
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Les composantes de la représentation paramétrique (3.22) de la surface plongée dans IR3 s'écrivent 
alors 




2 2) 4 
FI = 2"IRe Â2
Cl 
Â cl - C2 + -2- log(z) - C2P log (z) - 3 log (z) 
_(4p2 - 8C2 +Z2)-Z2 ] ç ) 
16 ço 




2 2) 4 
F2 = -2"llm Â2
Cl 
Â Cl +C2 - -2- log(z) +C2P log (z) + 3 log (z) 
Z2 ] ç ) 
+(4p2 - 8C2 +i) 16 Ço 
(
1 [ p2 Z2 ] ç ) 
F3 = IRe Â c2 Iog(z) + 2 log2 (z) -"4 Ço . (5.68) 
Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie Eu(2) s'écrivent 
Fil = - - -log (z) - - + - Iog(z) + -log (z) - - + -Iog(z) _ i ([ p2 2 Z2 C2 ] ç [ p2 2 Z2 C2 ] ç ) 2 2À, 4À, À, Ça 2À, 4À, À, Ça 
i ( 1 ç [1 ( ( p2 Z2 ) Z2 p4 ) ] ç ) F12=-2 cllog(z) Ça - À, 2CI log(z) c~--2- + ï6(-8C2 +4p2+Z2)+C2p2Iog2(z) + 3 Iog3 (z) Ça 
Les composantes (Fll,F12,F21 ,F22) et (FI,F2 ,F3) s'écrivent en termes de la fonction log(z). 
La famille de surfaces possède donc des points de branchement en {a, oo}. 
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Cas particulier. 
Posons p = O. Alors l'équation de Bessel devient Z2 a2 co + za co + Z2 co = ° et par association des 
coefficients avec ceux de l'EDO découlant des surfaces CMC-Â, nous trouvons les fonctions 
2 
holomorphes 1]2 = ~ et X = - z2;C2 . Posons pour les constantes d'intégration et le paramètre z /l. C , 




La matrice de potentiel %' s'écrit alors 
-1) 
_Z2 
et la fonction d'onde découlant de ces choix particuliers est 
(5.70) 
E s[(2,IR) (5.71) 
'P (0 1. z) _ ('PI) _ ( /o(z) +~(z) ) (5 .72) 
'-2' - 'P2 - z (z (/o(z)+~(z))-2(/1(Z)+~(z))) . 
La représentation paramétrique d'Enneper-Weierstrass s'écrit 
!IRe [(log(z) - ~) ItJ 
-!lIm [(log(z) + ~) l~oJ 
IRe [(~) ItJ 
(5 .73) 
et la représentation paramétrique de la surface plongée dans l'algèbre de Lie su(2) s'écrit 
_ t lÇ +log(z) IÇ 4 ço Ço 
log(z)I Ç -~IÇ Ço 4 Ço 
Tr(P) = 0, pt = - P . 







-1 -2 -3 1 0 F2({) 
Figure 5.3 Représentation de l'équation 







Figure 5.4 Représentation de l'équation 
de Bessel dans }R3, e E [0 ,2n]. 
Remarque. La figure 5.3 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrant de ço = 1 à ç = rei8 , r E [160,2], e E [0, n], alors que la figure 5.4 est obtenue 
par la représentation d'Enneper-Weierstrass (3.22), en intégrant de Ço = 1 à ç = rei8 , r E 
[160 ,2], e E [0,2n], rajoutant une anse à la surface. 
5.1.4 Équation de Chebyshev de première espèce 
L'équation de Chebyshev de première espèce [3] en (j) s'écrit 
ô: nE N, z # ±l. (5 .76) 
Comparant les coefficients de (5.76) avec ceux de l'EDO découlant des surfaces CMC-À (4.67) 
et en intégrant, nous obtenons 
z dry 
---=-2-1- Z2 ry , 
2 Cl 
ry (z) = vT=Z2' (5.77) 
104 
où z i- 0, Cl , C2 E C , a17 = ax = O. La matrice de potentiel (4.61) devient donc 
Â ( - n2 arcsin (z)+c2 -1) 
t'J) / ') Cl ÂCI 
-{t n /\, . Z = ( , ,) J1=Z2 (n2 arcsin (z)+c2)2 n2 arcsin (z)+c2 
Â 2c2 ÂCI 1 
(5.78) 
( 
n2 arcsin (z)+c2 Â CI) 
= - v'1-z2 - v' 1-z2 E s( 2 lR 
(n2 arcsin (z)+c2)2 n2 arcsin (z)+c2 ( , ) 
Â C 1 v'f=Z2 v'f=Z2 
(5.79) 
où Cl et Â sont non-nuls, z i- ± 1 et Tr( Of! (z, n, Â)) = O. En effectuant la substitution de 17 
et X (5.77) dans l'EDO découlant des surfaces CMC-Â (4.67), nous trouvons l'équation de 
Chebyshev (5.76) en 'P) 
d2'P) - (2 d
17
17 ) d'Pl - (Â 172dX)'P1 = ° 
d2'P - 2 y'Cl j 2(1 - Z2) - S/4 d'P + (Âc (1 - z2) - 1/2n2Â - lc- 1 (1 - Z2 )- 1/2)'P = ° ~ 1 y'Cl(1 - Z2 )- 1/4 1 1 ) 1 
~ (l _Z2)d2'P1 - zd'PI +n2'P1 = 0, 
dont la solution est donnée par 
(5.80) 
où Tn(z) et Un- l (z) sont respectivement le polynôme de Chebyshev de premier espèce d 'ordre 
n et le polynôme de Chebyshev de deuxième espèce d'ordre n -1. Par la formule de Rodrigues 
[1] , 
Nous avons de plus la représentation intégrale [1] 
_ 1 1 (1- -r2)-r-(n+l) 
Tn(z) - - 2 d-r , 
4ni c 1-2-rz+-r 
(5 .81) 
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où l'intégrale est prise sur un contour fermé englobant l'origine. Par (4.65), nous trouvons pour 
la deuxième composante de la fonction d' onde 'P 
(5.82) 
car dTn(z) = nUn-l (z) [36] et (1- Z2) dUn(z) = -nzUn(z) + (n + l)Tn-l (z) [37]. La fonction 
d'onde'P (4.59) ayant comme composantes 'Pl (z) et 'P2(Z) (par hypothèse) et satisfaisant le 
PL (3.73) est 
'P(n ,Â; Z) = (5 .83) 
où Cl et C2 sont des constantes d ' intégration arbitraires, z i- ± 1 et Â est le paramètre spectral 
du PL. Les intégrales (5.1) s'écrivent 
lt = Cl . arcsin(z) 
(5.84) 
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Les composantes de la représentation paramétrique (3.22) de la surface plongée dans ]R3 s'écrivent 
alors 
FI = ~ 1Re ( À ~CI [(À 'cf - d) arcsin(z) + n'c, arcsin' (z) - ~4 arcsin3 (z) 1 :) , 
F, = - ~ lm ( À ;CI [(À' cT + c~) arcsin( z) - n' c, arcsin' (z) + ~4 arcsin3 (z) 1 :) , 
F3 = -1Re U [c,arCSin(z) + ~ arCSin'(z{) (5.85) 
Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie Eu(2) s'écrivent 
(5.86) 
Les composantes (Fil , F12 ' F21' F22) et (FJ , F2 , F3) s'écrivent en termes de la fonction arcsin(z). 
La famille de surfaces possède donc des points de branchement en {± 1,00 }. 
Cas particulier. 
Posons n = 1. Alors l'équation de Chebyshev de première espèce devient (1 - Z2) ëP W - zd W + 
W = 0 et par association des coefficients avec ceux de l'EDO découlant des surfaces CMC-Â, 
nous trouvons les fonctions holomorphes 17 2 = ),'.L" et X = - arcsi~(z)+C2. Posons pour les 
yJ -z- Cl 
constantes d'intégration et le paramètre spectral Cl = l, C2 = 0, kl = 1, k2 = 1 et Â = -1. Les 
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fonctions simplifiées deviennent 
2 1 
TI = VI-z2 ' x = arcsin(z), (5.87) 
La matrice de potentiel %' s'écrit alors 
1 ( arcsin(z) %'(I,-I;z) = - -"';==2 
l -z arcsin2 (z) 
- 1 ) 
- arcsin(z) 
E 'sl(2 ,1R) (5.88) 
et la fonction d'onde découlant de ces choix particuliers est 
cosh( ~1 ~z2) arcsin(z)) + i sinh( ~~Z2) arcsin(z)) 
z - 1 z - 1 
(5.89) '1'(1 ,-1; 2) = (::) = 
cosh( ~1 ~z2) arcsin(z)) (arcsin(z) + i~1 ~z2 .)) 
Z - 1 z - ] 
+ sinh( ~1 ~z2) arcsin(z)) (~1~z2) + i arcsin(z)) 
z - 1 z - 1 
La représentation paramétrique d 'Enneper-Weierstrass s'écrit 
! 1Re [ (arcsin(z) - i arcsin3 (z)) 1 ~o] 
F (1, -1 ;z) = -! llm [ (arcsin(z) + i arcsin3 (z) ) I~o ] E 1R3 (5.90) 
!1Re [arcsin2 (z) I~o ] 
et la représentation paramétrique de la surface plongée dans l'algèbre de Lie 'su(2) s'écrit 
_ i (~arCSin2(Z)lt+~arCSin2(Z)lt arCSin(Z)I~o-1 arCSin3(Z)I~o ) 
F(1 , -1;z) = -2 .5u(2) , 
-1arcsin3(z)l~o + arcsin(z) lt -~ arcsin2(z)lt - ~arcsin2(z)l~o 
(5.91) 






Figure 5.5 Représentation de l'équation de Chebyshev dans IR3 . 
Remarque. La figure 5.5 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrant de ço = 1 à ç = reie , r E [-10, 10], e E [0 ,2n] . 
5.1.5 Équation de Chebyshev de seconde espèce 
L'équation de Chebyshev de seconde espèce [10] en (0 s'écrit 
ô: nE N, z =1= ±l. (5.93) 
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Comparant les coefficients de (5.93) avec ceux de l'EDO découlant des surfaces CMC-Â (4.67) 
et en intégrant, nous obtenons 
z d1] 
---=-2-1- Z2 1] , 
n(n+2) __ , 2::1 
1 2 - 1\,1] aX , 
-z 
2 Cl 
1] (z) = J1=Z2' ( ) __ n(n + 2) arcsin(z) + C2 X Z - , , 
1\, Cl 
(5.94) 
où z =/= ±1, Cl,C2 E C, a1] = aX = O. La matrice de potentiel (4.61) devient donc 
Â ( - n(n+2) arcsin(z)+c2 -1 ) 
%' ( Â) Cl ACI 
n, ; z = V 1 _ Z2 (n(n+2) arcsin(z)+c2? n(n+2) arcsin(z)+c2 
A2c2 ACI 1 
(5.95) 
( 
n(n+2) arcsin(z)+c2 ACI ) 
= - v'f=Z2 - J l -Z2 E s((2 IR) (n(n+2) arcsin(z)+c2? n(n+2) arcsin(z)+c2 " 
ACI J l - z2 J I -Z2 
(5.96) 
où Cl et Â sont non-nuls, z =/= ± 1 et Tr( %' (z, n,),,)) = O. En effectuant la substitution de 1] 
et X (5.94) dans l'EDO découlant des surfaces CMC-Â (4.67), nous trouvons l'équation de 
Chebyshev de seconde espèce (5.93) en 'Pl 
d2'Pl- (2d1]1]) d'Pl -(Â1]2dX)'P1 =0 
{::} (1_Z2)d2'P1 -zd'Pl +n(n+2)'Pl = 0, 
dont la solution est donnée par 
z=/=±1, 
'P 1 (z) = kl cosh( Vnv n + 2log( Vz2=1 + z)) + ik2 sinh( Vnv n + 2log( Vz2=1 + z)), (5.97) 
où kl ,k2 E C. Par (4.65), nous trouvons pour la deuxième composante de la fonction d'onde 'P 
d'Pl 
'P2 = X'PI --Â1]2 
= Â~l [( - n(n + 2) arcsin(z) + C2)'PI +k l Vnvn + 2sinh( Vnvn + 2log( Vz2=1 + z)) 
+k2VnVn+2cosh( Vnvn+2Iog( Vz2=1 +z))] . (5 .98) 
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La fonction d'onde 'P (4.59) ayant comme composantes 'P] (z) et 'P2(Z) (par hypothèse) et 
satisfaisant le PL (3.73) est 
k, cosh(ViïJn +2 1og(Jz2 - 1 +z)) + ik2sinh(ViïJn+2 Iog(Jz2 - 1 +z)) 
'P(n,À;z) = [ , (5.99) xk (k, (C2 - n(n +2)arcsin (z)) + k2ViïJn+2) cosh(ViïJn +2 1og(Jz2 - 1 +z)) 
+ (ik2(C2 - n(n+ 2) arcsin (z)) + k, ViïJn+ 2) sinh ( ViïJn+ 21og( JZ2=1 +z))] 
où c l et c2 sont des constantes d' intégration arbitraires, z =1= ± 1 et Â est le paramètre spectral 
du PL. Les intégrales (5.1) s'écrivent 
h = C ] . arcsin(z) 




Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie .5u(2) s'écrivent 
- i (1 [ . n(n + 2) 2 ] ç 1 [ n(n + 2) ] ç ) Fll = 2 l C2 arcsm(z) + 2 arcsin (z) Ço + l C2 arcsin(z) + 2 arcsin2(z) Ça ' 
- i ( Ç 1 [ n2(n + 2)2 ] Ç ) F12= - 2 Cl.arcsin(z)ça-,Fcl c~arcsin(z) - n(n + 2)c2 arcsin2(z) + 3 arcsin3(z) Ço , 
_ i ( 1 [ n2 (n + 2)2 ] ç ç ) F21 = 2 À, 2Cl d arcsin(z) - n(n + 2)C2 arcsin2(z) + 3 arcsin3 (z) Ça - Cl . arcsin (z) Ço , 
- i ( 1 [ n(n + 2) 2] ç 1 [ n(n + 2) ] ç ) F22 = - 2 +I c2arcsin(z) + 2 arcsin (z) Ça + l c2arcsin(z) + 2 arcsin2(z) Ça . 
(5 .102) 
Remarque. En comparant les résultats associés à l'équation de Chebyshev de première espèce 
obtenus à la section 5.1.4, nous remarquons que pour obtenir les résultats associés à l'équation 
de Chebyshev de seconde espèce, il suffit d'appliquer la transformation n f----7 vnvn + 2. 
Les composantes (FIl , F1 2, F21 , F22) et (FI , F2 , F3) s'écrivent en termes de la fonction arcsin(z). 
La famille de surfaces possède donc des points de branchement en {± l , 00 }. 
Cas particulier. 
Posons n = 1. Alors l' équation de Chebyshev de seconde espèce devient (1 - Z2) a2 00 - za 00 + 
300 = 0 et par association des coefficients avec ceux de l'EDO découlant des surfaces CMC-À, 
nous trouvons les fonctions holomorphes 1]2 = ~ et X = - 3arcsin(z)+c2 . Posons pour les 
v l -z- CI 
constantes d'intégration et le paramètre spectral Cl = 1, C2 = 0, kl = 1, k2 = 1 et À = -3. Les 
fonctions simplifiées deviennent 
2 1 
1] = Vl -z2' X = arcsin(z) , (5.103) 
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La matrice de potentiel %' s'écrit alors 




et la fonction d'onde découlant de ces. choix particuliers est 
cosh ( J3 ~~2-~~ arcsin(z)) + i sinh ( J3 ~~2-~~ arcsin(z)) 
'l'(1 , -3;z) ~ (::) ~ 
cosh (J3 v'I-Z2 arCSin(z)) (arCSin(z) + iv'3JT=Z2) 
v'zL I 3v'ZL J 
(5.105) 
+sinh (J3v'I -Z2 arcSin(z)) (iarCSin(z) + v'3vfï=Z2) 
v'zL 1 3v'zL J 
La représentation paramétrique d'Enneper-Weierstrass s'écrit 
~IRe [(arcsin(z) - ~arcsin3(z)) l~oJ 
F (1 , - 3; z) = - ~ Hm [ (arcsin(z) + ~ arcsin3 (z)) l~oJ E IR3 (5.106) 
~IRe [arcsin2 (z) ItJ 
et la représentation paramétrique de la surface plongée dans l'algèbre de Lie .5u(2) s'écrit 
- i (!arCSin2(Z)I~o +!arCSin2(Z)I~ arcsin(z)l~o-iarcsin3(z)l~ l 
F(1 , -3; z) = -2 .5u(2) , 
-i arcsin3 (z) l~o + arcsin(z) l~o -! ar~sin2(z) l~ - ! arcsin2(z) l~ 
(5.107) 
Tr(P) = 0 et pt = - P. (5.108) 
Remarque. Aucune image numérique n'est présentée, car la surface obtenue par simplification 
des constantes et des paramètres est identique à la figure 5.5 présentée dans l'analyse de cas de 
l'équation de Chebyshev de seconde espèce. 
l 
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5.1.6 Équation de Laguerre 
L'équation de Laguerre [3] en OJ s'écrit 
~: (5 .109) 
Comparant les coefficients de (5.109) avec ceux de l'EDO découlant des surfaces CMC-À 
(4.67) et en intégrant, nous obtenons 
l -z _ 2d11 




où CI , C2 E C , J11 = JX = O. La matrice de potentiel (4.61) devient donc 
(5 .110) 
(5 .111) 
car Tr(%' (z, a , À)) = O. En effectuant la substitution de 11 et X (5.110) dans l'EDO découlant 
des surfaces CMC-À (4.67), nous trouvons l'équation de Laguerre (5.109) en 'PI 
d2'PI- (2 d
11
11 ) d'PI-(À112dX)'P1 =0 
{:} d2'P1 + 1-zd'P I + a'Pl =0, 
z z 
dont la solution est donnée par 
(5.112) 
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où La(z) et U( -a, 1,z) sont respectivement le polynôme de Laguerre d'ordre a et la fonction 
hypergéométrique de deuxième espèce. Le polynôme de Laguerre prend la forme [3] 
(5.113) 
que l'on peut exprimer par la formule de Rodrigues [3] 
(5.114) 
Il existe également une forme intégrale du polynôme de Laguerre [2] , où l'intégration se fait 
sur un contour fermé C incluant zo = 0, mais pas Zl = 1 
(5.115) 
La fonction hypergéométrique de deuxième espèce prend la forme [26] 
(5.116) 
où 1 ft 1 est la fonction hypergéométrique confluente régularisée et 2F 0 est la fonction hyper-
géométrique confluente généralisée. Par (4.65), nous trouvons pour la deuxième composante 
de la fonction d'onde ':li 
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1 
= Â [(aCle-z+C2) [klLa(z)+ k2U(- a ,1,z)] 
-Clze-Z (klaLa(Z)-~a-l(Z) +k2aU(1-a ,2,Z)) 1 
= ~ [kl (C2La(z) + C~~La_ l(Z) ) 
+k2((C~~ +c2)U(-a ,1,z)- C~~ZU(1-a , 2 ,z))], (5.117) 
car zJLm(z) = mLm(z) -mLm- l (z) [28] et JU(VI , V2 ,Z) = -VlU(VI + 1, V2 + 1,z) [1]. Lafonc-
tion d'onde qJ (4.59) ayant comme composantes qJI (z) et qJ2(Z) (par hypothèse) et satisfaisant 
le PL (3.73) est 
kILa(z) +k2U( -a, 1,z) 
qJ(a ,Â;z) = t [kl (c2La(z)+c~~La- I(Z) ) (5.118) 
+k2 ((C~~ +C2) U(-a , 1,z) - C~~Z U(l _ a ,2,z))] 
où Cl et C2 sont des constantes d'intégration arbitraires, z =1= 0 et Â est le paramètre spectral du 
PL. Les intégrales (5.1) s'écrivent 
1 ç 
ft = - Ei(z) , 
Cl 
(5.119) 
où E i (z) est l'exponentielle intégrale [39] définie par 
rzé-1 1 ( (1)) Ei(z) = Jo -t - dt + 2: log(z) - log z + r 
= ~ kZ:! +~ (log(zl - log m) +r, 
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r étant la constante d'Euler-Mascheroni. Les composantes de la représentation paramétrique 
(3.22) de la surface plongée dans IR3 s'écrivent alors 
Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie .5u(2) s'écrivent 
- i (1 [ C2 1 Ç 1 [ C2 1 Ç ) Fll = -2 Â Cl Ei(z) + alog(z) Ça + l ~Ei(z) + alog(z) Ça ' 
F12 = - ~ (~Ei(Z) ç - ;, [C~Ei(Z)+a2cIEi(-Z)+2aC2l0g(Z)lÇ ) , 
2 Cl Ça Cl Ça 
- i (1 [ C~ 2 1 Ç 1 Ç ) F21 = - 12 -Ei(z) + a cIEi( -z) + 2ac2log(z) - - Ei(z) , 
2 J\, Cl ): Cl 
':>0 Ça 
- i (1 [ C2 1 Ç 1 [ C2 1 Ç ) F22 = 2 Â ~Ei(z) + alog(z) Ça + Â Cl Ei(z) + alog(z) ça · (5.121) 
Les composantes (Fll ,Fl2 ,F21 ,F22) et (FI ,F2 ,F3) s'écrivent en termes des fonctions Ei(z) et 
log(z). La famille de surfaces possède donc des points de branchement en {D , oo}. 
Cas particulier. 
Posons a = 1. Alors l'équation de Laguerre devient zéPOJ + (1 - z)dOJ + OJ = D et par asso-
ciation des coefficients avec ceux de l'EDO découlant des surfaces CMC-Â, nous trouvons les 
fonctions holomorphes 1]2 = ~ et X = c l e-~+c2 . Posons pour les constantes d'intégration et le 
CI Z 
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paramètre spectral Cl = 1, C2 = 0, kJ = 1, k2 = 1 et À = 1. Les fonctions simplifiées deviennent 
La matrice de potentiel %' s'écrit alors 
1 ( -1 %'(1, l; z) =- eZ) 1 E s[(2 ,1R) 
z -e-z 
et la fonction d'onde découlant de ces choix particuliers est 
'1'(1 , l; z) = (::) = 
(z - 1) (Ei(z) + 1) - eZ 




La représentation paramétrique d'Enneper-Weierstrass s'écrit 
! 1Re [( E i ( z) - E i ( - z )) 1 ~o ] 
F(I, l;z) = -~IIm [(Ei(z) + Ei( -z)) I~o] E 1R3 






et la représentation paramétrique de la surface plongée dans l'algèbre de Lie su(2) s'écrit 
Ei(z) I~o - Ei( -z) I~o 
- l F(I , l; z) = -2 su(2) , (5.127) 
Tr(P) = 0 et pt = -P. (5.128) 
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Figure 5.6 Représentation de l 'équation de Laguerre dans ]R3 . 
Remarque. La figure 5.6 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrantdeço= l + iàç = re iB , rE [-3 ,3], e E [0 ,2n]. 
5.1.7 Équation de Laguerre associée 
L'équation de Laguerre associée en OJ s'écrit 
L\: Z()2OJ + ((X + 1 - Z)()OJ + nOJ = 0, nE N, (X > 1, Z # O. (5.129) 
Nous posons l'hypothèse que le paramètre (X est un entier positif (cas particulier). Comparant 
les coefficients de (5.129) avec ceux de l'EDO découlant des surfaces CMC-À (4.67) et en 
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intégrant, nous obtenons 
a+ 1- z = _2 d1] 
z 1] , 
n 2 
- = -À1] dX, 
Z 
2 el 
{:} 1] (z) = a+l' 
CIZ 
( ) _ nc Ir( a + 1, z) + C2 X Z - À ' (5.130) 
où Cl , C2 E C, a1] = ax = 0, z =1= 0 et où r(v ,z) est la fonction gamma incomplète [26] définie 
par 
r(v ,z) := 100 tV- Ie-tdt. 
Notôns que si v = N E N, alors [43] 
N- I r 
r(N,z) = (N - l)!e- Z L ~ 
r=O r. 
, -z ~a zr + 
( ) _ nCI a .e .L.r=O rT C2 ~ X Z - À . 
La matrice de potentiel (4.61) devient donc 
Àel 







où Cl et z sont non-nuls et Tr(%') = O. En effectuant la substitution de 1] et X (5.130) dans 
l'EDO découlant des surfaces CMC-À (4.67), nous trouvons l'équation de Laguerre associée 
(5.129) en 'JI l 
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dont la solution est donnée par 
'PI (z) = kIL~(z) + k2U( - n, a + l ,z), (5.136) 
où L~(z) et U( -n, a + l ,z) sont respectivement le polynôme de Laguerre associé d'ordre n 
et de degré a et la fonction hypergéométrique de deuxième espèce. Le polynôme de Laguerre 
associé est défini par la formule de Rodrigues [3] 
(5.137) 
(5.138) 
Par (4.65), nous trouvons pour la deuxième composante de la fonction d'onde 'P 
(5 .139) 
car aL~(z) = Z-l (nL~(z) - (n + a)L~_ l (z)) [28] et aU(Vl , V2,Z) (z) = - VI U (VI + 1, V2 + l ,z) 
[1]. La fonction d'onde 'P (4.59) ayant comme composantes 'Pl (z) et 'P2(Z) (par hypothèse) et 
satisfaisant le PL (3.73) est 
'P(a ,n,À; z) = t [kl (((nclr(a+ l ;z) +C2) - nc l zae-Z) L~ (z) + (n+ a)c l za+le-zL~_ 1 (z)) 
+k2 ((ncl r( a + I; z) + C2) U( -n, a + I,z) - nel Za+ le-ZU( - n + l , a + 2,z))] 
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, (5.140) 
OÙ Cl et C2 sont des constantes d'intégration arbitraires, Z i 0 et À est le paramètre spectral du 
PL. La première intégrale de (5.1) s'écrit 
où Em(z) est définie par 
i oo -zt Em(z) = _e - dt. 1 t m 
La deuxième intégrale de (5.1) s'écrit 





Supposons que N E N. Alors par (5 .132), nous pouvons écrire r(N, z) = (N - 1) !e- Z E~==-Ol ~ 
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et ainsi, puisque a est un entier, alors 
( )
2 
z , -z a zr 
. -içe a .e Lr=OrI (z) - a+\ dz Ço Z 
( )
2 
-z a zr 
_ ,2 i Ç e Lr=o ri 
- (a.) a + l dz Ço Z 
a a 1 rç 
= (a!f L L - Jé e-zzp+q-(a+l) dz 
p=Oq=O p!q! ço 
a a ( ) ç 
= _(a!)2 L L r p+~~a,z 
p=Oq=O p.q. ço 
De la même manière, nous trouvons que 
[ 
a-l r- a 1 ç
(üi) = a!L ,t - )+log(z) 
r=O r. r a ço 
(5.145) 
En résumé, les intégrales (5.1) sont 
1 [ ( a - l r-a ) 1 ;h=I n a!for! ~_ a)+lOg(z) -~>-aEa+ l( -z) ;0 (5.146) 
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Les composantes de la représentation paramétrique (3.22) de la surface plongée dans ffi. 3 s 'écrivent 
alors 
(5.147) 
Les composantes de la représentation paramétrique (3 .65) de la surface plongée dans l'algèbre 
de Lie su(2) s'écrivent 
( [ ( ) ]1; [( ) ]1; ) 
_ i 1 a- I zr- a C2 - a 1 a- I zr- a C2 _ 
FII = -- - n a! E --+log(z) - -z Ea+I(-Z) +- n a! E - -+ log(z) _ -ZaEa+I(-Z) , 
2 A r=o r! (r - a ) CI 1;0 A r=o r!(r - a ) CI 1;0 
_ i (1 - a II; 1 [ a a r(p + q - a ,z) c~ ( a- I zr- a ) ] 1; ) FI 2 = -2 - z Ea+I(- Z) + '2 - n2c I(a !)2 E E 1 1 - -Z- aEa+I(-Z)+ 2nc2 a! E ~( _ ) + log(z) , CI 1;0 1\, p=Oq=O p .q . CI r=O r. r a 1;0 
i (1 [ a a r(p + q - a z) c2 ( a- I zr- a )] 1; 1 II; ) 
F21 = -2 '2 - n2CI(a !f EE II ' --1Z- aEa+I(-Z)+ 2nC2 a! E~( _ )+ log(z) + - Ca Ea+I(-Z) , 
1\, p=Oq=O p.q . CI r=O r . r a 1;0 CI 1;0 
( [ ( ) ] 1; [ ( ) ]1; ) 
_ i 1 a- I zr- a C2 - a 1 a- I zr-a C2 _ 
F22= - ,n a! E -(--)+ log (z) - -z Ea+I(- Z) + , n a! E -(--)+ log(z) _-Z aEa+I(- Z) . 
2 1\, r=o r! r - a CI 1;0 1\, r=or!r - a CI 1;0 
Les composantes (Fll ,F12 ,F21, F22) et (FI ,F2, F3) s' écrivent en termes des fonctions Ea+l (-z) = 
zar ( - a ,z) et log(z). La famille de surfaces possède donc un point de branchement en {oo} et 
une singularité essentielle en {oo }. 
124 
Cas particulier. 
Posons a = 2 et n = 1. Alors l'équation de Laguerre devient Zd2()) + (3 - Z) dW + W = ° et par 
association des coefficients avec ceux de l'EDO découlant des surfaces CMC-Â, nous trouvons 
les fonctions holomorphes 1]2 = 5 et X = CIr(3{)+C2 . Posons pour les constantes d'intégration 
CI Z 
et le paramètre spectral Cl = 1, C2 = 0, kJ = 1, k2 = 1 et Â = 1. Les fonctions simplifiées 
deviennent 
X = 1(3 ,z), 
La matrice de potentiel %' s'écrit alors 
é (1(3 ,Z) %'(2,1 , l; z) = 3" 
Z 12(3,z) 
-1 ) 
- 1(3 ,z) 
et la fonction d'onde découlant de ces choix particuliers est 
Esl(2 ,1R) 
(z - 3)Ei(z) + eZ (~+ ~ - 1) + z - 3 
'l'(2,1, I; z)= (::) = 
1(3 ,z) ((z - 3)Ei(z) +é (~ + ~ - 1) + z - 3 ) 
-~(Ei(z) + 1) +z(z+ 1) +2 
La représentation paramétrique d'Enneper-Weierstrass s'écrit 
i1Re (Ir -h) 






Ir = ! [Ei(Z) - é(z+ 1)] ç , h = rç e
3
z 
12(3 ,z) dz, h = rç e
3
z 
1(3 ,z) dz. (5.152) 
2 Z2 Ço } Ço Z } Ço Z 
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Pour calculer les intégrales h et 13 de (5.152), nous utilisons le fait que pour une fonction 
r( v, z) incomplète quelconque, 
N- l r 
V =N EN::::} r(N,z) = (N -1)!e-Z L ~. 
r=O r . 
Dans le cas présent, 
2 zr ( Z2 ) 
r(3 ,z) = 2!e- Z L, = 2e- z 1 +z+ -
r=O r . 2 
et ainsi 
La formule d'immersion s'écrit donc 
F(2 , 1, l; z) = 
~lRe (HEi(Z) - ~e' (l + ~) +C' (Z+ 5+ ~ + ~) l~) 
-~rrm ([~Ei(Z) - ~eZ (i + *) -e- Z ( z+ 5+ % + ~ ) LJ 





Les composantes de la représentation paramétrique de la surface dans l'algèbre de Lie .5u(2) 
s'écrivent 
- i ([ 2 1]1; [ 2 1]1;) Fil = - - log(z) - - - - + log(z) - - - - , 
2 Z Z2 Ço Z Z2 Ço 
- i (1 [. eZ(Z+ l)]1; [. ( 6 2)]1; ) F12 =-- - El(Z)- - 2El(Z) -e-z z+ 5+- +- , 
2 2 Z2 Ço Z Z2 Ço 
_ i ([ (6 2)]1; 1 [ eZ(z+l)]1; ) F21 = 2 2Ei(z) - e- Z z + 5 + ~ + Z2 Ço - 2 Ei(z) - Z2 Ço' 
_ i([ 2 1]1; [ 2 1]1;) F22 = - log(z) - - - - + log(z) - - - - . 





Figure 5.7 Représentation de l'équation de Laguerre associée dans }R3. 
Remarque. La figure 5.7 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrantdeço =3+3iàç =x+ iy, xE [- 3,3], yE [6~ , 3 l . 
5.1.8 Équation d'Hermite 
L'équation d'Hermite [10; 26] en co (aussi nommée équation de la fonction d'erreur) s'écrit 
~: n E Z. (5.158) 
Comparant les coefficients de (5.158) avec ceux de l'EDO découlant des surfaces CMC-Â 
(4.67) et en intégrant, nous obtenons 
(5.159) 
où CI E C, n EZ. Ainsi, Xô(z) = v:nf(erf(z) - erf(zo)), où erf est la fonction d'erreur [1] 
/I.e! 
définie par 
2 r 2 
erf(z) := Vi Jo e- S ds. (5.160) 
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La matrice de potentiel (4.61) devient donc 
( 








l 2 E .s[(2,IR). 
- 2nJZ e- S ds Zo 
(5.161) 
En effectuant la substitution de 71 et X (5.159) dans l'EDO découlant des surfaces CMC-Â 
(4.67), nous trouvons l'équation d'Hermite (5.158) en 'Pl 
a2'P1 - (2 a
71
71 ) a'Pl - (Â 71 2X)'Pj = 0 
a (Cle~ ) 
{:} a2'P1-2 ,2 a'P I - Âcj eZ2 (2n2e- z2) 'Pl =0 
Cie l ÂC I 
{:} a2 'P1 - 2za'P\-2n'Pj = 0. 
La solution de cette équation s'exprime en fonction du polynôme d'Hermite H-n et de la fonc-
tion hypergéométrique conftuente de Kummer IF 1 (~ , !, Z2) 
(5.162) 
où par la définition 22.3.10 de [1] et la définition 9.1 de [3], 
(5 .163) 
Dans ce contexte, (x)n est le symbole de Pochhammer [1] défini par 
Vn E N, (X)n := x(x+ 1)(x+2)··· (x+ (n -1)). (5.164) 
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Le polynôme d'Hermite s'écrit en termes de la formule de Rodrigues [1] 
nEN. (5.165) 
Par (4.65), nous trouvons pour la deuxième composante de la fonction d'onde \fi 
(5.166) 
La fonction d'onde (4.59) s'écrit donc 
\fI(n,Â; Z) = f~l (kl ( e~;2 H- n- l (z) - H_n(Z)) (5.167) 
- k2 (1 F 1 (; + 1, ~,z2) + J FI ( ;, i , Z2) Jz~ e _s2 ds)) 




Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie .5u(2) s'écrivent 
ds . eZ dz + - e-S ds· eZ dz , 2 2n !cç l Z 2 2 ) 
À Ço zo 
- i ( 2 rç 2 4n2 rç (lZ 2 ) 2 2 ) F12 = -2 Cl J
ço 
e
Z dz - À2ci J
ço 
Zo e- s ds eZ dz , 
- i ( 4n2 rç (l Z 2 ) 2 2 rç 2 ) F21 = -2 - À2ci J
ço 
zo e-
S ds eZ dz+ci J
ço 
eZ dz , 
F22 = - - e S ds· eZ dz + - e- s ds· eZ dz . - i ( 2n !cç l z - 2 2 2n !cç l Z 2 2 ) 
2 Àçozo Àçozo 
(5.169) 
Les composantes (FIl , F12 , F21 , F22) et (FI , F2 , F3) s'écrivent notamment en termes de la fonc-
tion erfi(z). La famille de surfaces possède donc une singularité essentielle en {oo}. 
Cas particulier. 
Posons n = 1. Alors l'équation d'Hermite devient d 2m - 2ZdW - 2m = 0 et par association des 
coefficients avec ceux de l'EDO découlant des surfaces CMC-À, nous trouvons les fonctions 
holomorphes 17 2 = Cié2 et X = ,.j7ie1(;)+c2. Posons pour les constantes d'intégration et le 
CI 
paramètre spectral Cl = 1, C2 = 0, k l = )n, k2 = 1 et À = Vif. Les fonctions simplifiées 
deviennent 
X = erf(z) , (5.170) 
La matrice de potentiel Dl,( s'écrit alors 
- 1 ) E.5l(2,IR) 
-erf(z) 
(5.171) 
et la fonction d'onde découlant de ces choix particuliers est 
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'1'(1 , Jit;z) = (:J = 2 el (erf(z) + 1) (5.172) 
La représentation paramétrique d'Enneper-Weierstrass s'écrit 
(5 .173) 
et la représentation paramétrique de la surface dans l'algèbre de Lie .5u(2) s' écrit 
- ( Fll F12 ) F(1,vIn; z) = _ _ .5u(2) , 
F21 F22 
Tr(F) = 0, Ft = - F, (5.174) 
où 
F12 = -- - erfi(z ) ): - erj2(z)ez dz , - i (fi le; ~e; 2 ) 
2 2 ~o e;o 
(5 .175) 
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Figure 5.8 Représentation de l'équation d'Hermite dans ~3 . 
Remarque. La figure 5.8 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrant de Ça = 1 +3i à Ç =x+iy, xE [-2,2], Y E [-2,2] . 
5.1.9 Équation de Gegenbauer 
L'équation de Gegenbauer [3] en w s'écrit 
~: (1- z2 )êj2w - (2a + I)Jw + n(n+ 2a)w = D, nEN, aEC, z#±l. (5.176) 
Nous vérifions que la formulation de l'équation ~ sous la forme du problème de Sturm-
Liouville suivante est équivalente 
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{:} -(1/ 2 + a)(I - z)a- l/2( 1 + z)-1 /2-adW 
+ (1 - z)l /2+a [(- 1/2 - a)(1 + z) - a-3/2dW + (1 + Z) - 1/2- ad2W] 
n(2a+n)(I -Z) 1/2+a(1 +Z)-1 /2-aW 
+ = 0 (l-z)(1 +z) 
{:} (1- z)a+3/2( 1 + z)-a+l/2d2W 
+ [(-1/2 - a) (1- Z)a+l/2( 1 + Z)-a+l/2 + (-1/2 - a)(1 - Z)a+3/2(1 + Z) - a- l/2] dW 
+ n(2a + n)(I- z)a+ I/2( 1 + Z) - a- I/2W = 0 
et en multipliant par (1 - z)-a- l/2( 1 + z)a+l/2, nous trouvons que 
(l-z)(1 +Z) d2W + [( - 1/2 - a)(1 +z) + (-1/2 - a)(I - z)] dW +n(2a + n)w = 0 
En comparant les coefficients de (5.176) avec ceux de l'EDO découlant des surfaces CMC-Â 
(4.67) et en intégrant, nous obtenons 
_ 2a+ 1 = _ 2dTJ 
1- Z2 TJ ' 
n(n+2a) _ -Â 2d 
1 2 - TJ X, 
-z 
2 (I+ Z)a+l/2 
=? TJ (Z) = Cl -1 - , 
-Z 
n(n + 2a) (1 - Z)a+ l/2(1 + Z)-a-l /2 + C2 
X(Z) = ÂCI(2a+l) , 
(5.178) 
où , z =1= ± 1, 0 =1= CI,C2 E te, a =1= - 1/2, aTJ = aX = O. La matrice de potentiel (4.61) a donc 
comme composantes 
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n(n + 2a) + c2(1 + z)a+l/2(1 - z) - a- l/2 
Ull = (2a + 1) , 
Ul2 = -À Cl (1 + z)a+I/2(1- z) - a- l/2, 
n2(n + 2a)2(1- z)a+I /2(1 + z) - a- I/2 + 2C2n(n + 2a) +c~(1 + z)a+I/2(1_ z) - a- l/2 
U2l = c I À(2a + 1)2 , 
n(n + 2a) + c2(1 + z)a+l/2(1- z) - a-l /2 
U22 = - (2a+ 1) , (5.179) 
OÙ Cl et À sont non-nuls, z i= ±1, a i= -1 et Tr(O{,() = O. En effectuant la substitution de 71 
et X (5.178) dans l'EDO découlant des surfaces CMC-À (4.67), nous trouvons l'équation de 
Gegenbauer (5.176) en 'l'l 
a 2'I'1 - (2 a
71
71 ) a'I'l - (À 712aX)'I'1 = 0 
1/2( / )( ) (l-Z 1) (HZ)(2a-l) /4 2 Cl 1 4 2a + 1 (1 -Z)2 + I-z l-z n(n + 2a) 
{:} a'I'1-2 1/2 (2a+l )/4 a'I'l+ 1 2 'l'1=0 
C (Hz) -z 
1 l-z 
a2'I' _ 2a + 1 a'I' n(n + 2a) 'l' = 0 
1 1 2 1+ 1 2 1 . 
-z -z 
En posant 1( = .J 4n2 + 8 an + 1, nous exprimons la solution générale de l'équation de Gegen-
bauer en termes de la fonction hypergéométrique 
'l'I(Z) =k1 2Fl (-1/2(1(+1),1/2(1(-1);a+1/2; l~Z) 
+ k22a-l /2(z _1) - a+l/2 2F l ( -a -1/21(, 1/21(; 3/2 - a; 1 ~ z ) (5.180) 
où 2F 1 (VI, V2; V3;Z) est la fonction hypergéométrique de Gauss s'exprimant sous la forme 
d'une série convergente 
(5.181) 
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si V3 ~ Z- \ilzl < 1, et si IRe(v3 - VI - V2) > 0, V3 ~ Z- \ilzl = 1 [26]. Par (4.65), nous 
trouvons pour la deuxième composante de la fonction d'onde 'P 
d'Pl 
'P2 = X'PI--À:T]2 
n(n + 2a) (1 - z)a+I/2(1 + z) - a- I/2 + C2 
= 'PI (5.182) 
ÀCI (2a + 1) 
__ 1_ (I_ Z)(2a+I) /4 [k (-1/2(/C+l))(1/2(/C-l)) F (1-1/2(/C+l) 1+1/2(/C-l)· 
ÀCI l+z 1 a+l/2 2 1 , , 
a+3/2; I~Z) +(1/2-a)2a- I/2k2(Z-1) - 1/2- a2FI (-a-l/2/C,1/2/C;3/2-a; I~Z) 
_2a- 3/ 2k (z_I)I /2- a/C(a+l/4/C) F (l-a-l/2/C 1+1/2/C.5/2-a- l-Z)] 
2 3/2 _ a 2 1 " , 2 . 
La fonction d'onde 'P (4.59) ayant comme composantes 'PI (z) et 'P2(Z) (par hypothèse) et 
satisfaisant le PL (3.73) est 
\lf(a ,n,À;Z) = 
kl 2F 1 (-1 / 2( 1C+ 1) , 1/ 2( 1C - 1); a + 1/ 2; l;-Z ) 




Ft l =2F1 (- 1/ 2( /C + 1), 1/ 2(/C - 1); a + 1/2; 122), 
Ft2 = 2FI (- a -1 / 2/C, 1/ 2/C;3 / 2 - a ; 122), 
Ft3 = 2 FI (1 - 1/ 2 ( /C + 1), 1 + 1/ 2 ( /C - 1); a + 3/ 2; 122), 
Ft4 = 2FI (1- a - 1/ 2/C, 1 + 1/ 2/C;5/ 2 - a ; 122), 
Fts =2F ) (a+1 / 2,a + 3/ 2;a + 5/ 2; 21 1), 
Ft6 = 2FI (- a - 1/2, 1/ 2 - a ;3/2 - a ; 211) . 
Alors la fonction d'onde s'écrit 
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[ ( 
( 1_ )a+ I/2 ) 1 k n(n+2a) ffi +C2 F* + l (K+l )( K- I) (l _Z )(2a+l)/4 F* , 
XCi" 1 2a+1 Il 4 a+I/2 I+z 13 
1J1 = 
+k 2a- l/2(Z _ 1) 1/2- a (( n(n+2a)( fu t +I/ 2 +C2 + (1/ 2 _ a )(z _ 1)- 1) . F* _ 1 K(a+I/4K) F* ) ] 2 2a+l 12 2 3/2-a 14 
et les intégrales (5.1) s' écrivent 
1 = [Cl . 2l/2- a (z + l )a+3/2 F* ] ç 
1 2a +3 15 , 
ço 
1 [n2(n + 2a)2. 2a+3/2 c2.2 1/2- a ] 1; l = (1 + Z)I /2- aF* + 2 (z + 1)a+3/2F* +2c n(n +2a )z 
2 1t2c l (2a + l )2 1-2a 16 2a +3 15 2 1;0 ' 
1 [ C2.2 1/2- a ] 1; 
13 = 1t (2a + 1) n(n+2a )z + 2a +3 (z+ 1)a+3/2Ft5 ço· (5.184) 
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Les composantes de la représentation paramétrique (3.22) de la surface plongée dans]R3 s'écrivent 
alors 
(5.185) 
Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie Eu(2) s'écrivent 
Fil ~ - ~ ( À (2~ + 1) [n(n+ 2a)z + C,2~'~2;" (z+ I)a+3/2F,{ 
+-À-(2- a-1-+-1-) -[ n-(-n-+-2-a-)-z -+-C-2
2








Posons ex = ~ et n = 1. Alors l'équation de Gegenbauer devient (1 - Z2)d2W - 2dW + 2w = ° 
et par association des coefficients avec ceux de l'EDO découlant des surfaces CMC-Â, nous 
trouvons les fonctions holomorphes 7]2 = Cl ~ ~~ et X = g ~~~1~~. Posons pour les constantes 
d'intégration et le paramètre spectral Cl = 1, C2 = 0, kl = 1, k2 = -1 et Â = 1. Les fonctions 
simplifiées deviennent 
2 1 +z 
7] = -1- ' 
- z 
La matrice de potentiel 021 s'écrit alors 
1- z 
X = 1 +z' 
021 (~ , 1, l; Z) = (I ~Z 
l+z 
Z+l) 
z- l Esl(2,IR) 
-1 
et la fonction d'onde découlant de ces choix particuliers est 
(1 +Z)2 (1 +log U+~ )) +2(z+2) 
~ G, 1, I; Z) = (::) = (1- z2) (1 +log (l -Z )) +2 (I-z)(2+z) H z (H z) 
+2 z2+(Z2- 1) log( +:tz )+2z-1 
l+z 
La représentation paramétrique d'Enneper-Weierstrass s' écrit 
-IRe ((10g((1- z)(1 + z))) I~o ) 
-Hm ([log (1 + z) - log(1 -z) -zlt) 





et les composantes de la représentation paramétrique de la surface dans l'algèbre de Lie su(2) 
s'écrivent 
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Fll = - ~ (z 1 ~O + z 1 ~O ) , 
F12 = ~ ((210g(1- z) + z) I~o + (2 log (1 + z) - z) It ) , 
F21 = ~ ( (210g(1+z) -z)l t +(210g(1 -z)+ z) l~o ) ' 
F22 = ~ (Z 1~o + z 1 ~o ) . 
-5 5 
10 5 0 ., 





Figure 5.9 Représentation de l'équation de Gegenbauer dans IR3. 
(5 .191) 
Remarque. La figure 5.9 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrantdeço = Oà ç = reie , r E [160 , 10], e E [0 ,2n]. 
L' impression 3D présentée à la figure 5.10 a été réalisée conjointement avec le dépar-
tement de Génie électrique et génie informatique et le département de Génie mécanique de 
l'Université du Québec à Trois-Rivières. Le nombre maximal de récursions de l'algorithme 
ParametricPlot3D de Mathematica a été fixé à N = 4 afin de raffiner la résolution. Puisqu' une 
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Figure 5.10 Impression 3D de la représentation de l'équation de Gegenbauer. 
surface ne possède a priori aucune épaisseur, celle-ci a été générée à partir de l'option Thi-
ckness . Le modèle 3D a été créé en exportant l'image sous la forme d'un fichier .stl (ste-
reolithography), créant une discrétisation du modèle par maillage polygonal. Le modèle a été 
redimensionné à 1200% à partir du logiciel Stratasys GrabCAD. L'impression 3D a été réalisée 
sur une imprimante Stratasys F170, à partir de plastique acrylonitrile butadiène styrène (ABS). 
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5.1.10 Équation de Jacobi 
L'équation de Jacobi [26] en (0 s'écrit 
~ : (l-z2)d2W+ ({3 - a - (a+{3 +2)z)d(O+n(n+a+{3 + l)w = 0, (5.192) 
où n E N, a ,{3 E C, z i- ±1. Comparant les coefficients de (5.192) avec ceux de l 'EDO 
découlant des surfaces CMC-A (4.67) et en intégrant, nous obtenons 
(3 - a-(a+{3+2)z =_2 d17 
1- Z2 17 ' 
n(n+a+{3+1) --A 2d 
1 2 - 17 X, 
-z 
=> 172(z) = Cl (1 + z) -(13 +1) (1- z) -(a+1) , 
( ) __ n (n + a + (3 + 1) 2 a (z + 1) 13 + 
1 2 FI ( - a , {3 + 1; (3 + 2; ~ ) + C2 
X Z - AC1 ({3 + 1) , (5.193) 
où z i- ±1,0 i- C1,C2 E C, {3 i- - 1, a17 = aX = 0 et où 2F1 (-a ,{3 + 1;{3 +2; Z1 1) est la 
fonction hypergéométrique ayant comme représentation intégrale 
(5.194) 
qui converge si lRe(v3) > lRe(v2) > 0 [1]. La matrice de potentiel (4.61) a donc comme com-
posantes 
n (n + a + (3 + 1) 2 a (z + 1) 13 + 1 2 FI ( - a , {3 + 1; (3 + 2; ~ ) + C2 
Ull = - ({3 + 1)(1 +z)f3+I (I-z)a+1 ' 
-ACI 
U12 = (1 + z)f3+ 1 (1- z)a+l ' 
(n (n + a + (3 + 1) 2 a (z + 1) 13 + 1 2 FI ( - a , {3 + 1; (3 + 2; ~ ) + C2) 2 
U21= ACI({3+1)2(I +z) f3 +1(1- z)a+1 ' 
n (n + a + (3 + 1) 2 a (z + 1) 13 + 1 2F 1 ( - a , {3 + 1; (3 + 2; ~ ) + C2 
U22= ({3+1)(1+z)f3+1(I-z)a+1 ' (5.195) 
où Cl et A sont non-nuls, z i- ±1, f3 i- -1 et Tr(f/) = O. En effectuant la substitution de 17 et X 
(5.193) dans l'EDO découlant des surfaces CMC-A (4.67), nous trouvons l'équation de Jacobi 
(5.192) en 'PI 
éJ2'P 1 - (2 éJT]T]) éJ'Pl - (Â T]2éJX)'P1 = 0 
2C I/ 2 (1 + Z)-( f3 +3)/2(1- Z)-(a+3) /2 
{:} éJ2'PI- 1 ((a+f3+2)z+a-f3)éJ'P l 2c! /2 (1 + z) - (f3 +I)/2(1 - z) -(a+ 1)/2 
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- ÂCI (1 + Z) - (f3+ I) (1- z) - (a+ l) Â - lcl l (-n(n + a + f3 + 1))(1 + z) f3 (1- z)a'P l = 0 
{:} (1- Z2) éJ2'P1 + (f3 - a - (a + f3 + 2)z) éJ'Pln(n + a + f3 + 1)'PI = O. 
Le polynôme de Jacobi est solution de cette équation et peut être exprimé par la formule de 
Rodrigues [1] 
(5.196) 
La solution générale de l'équation de Jacobi s'exprime en termes de la fonction hypergéomé-
trique 2F 1 (VI, V2; V3;Z) 
'PI(Z) =kI 2FI(-n,a+f3+n+1;a+1;(1-z)j2) 
+2ak2(Z _1) - a 2FI (-a - n,f3 +n + 1; 1- a; (1- z)j2), (5.197) 
où le polynôme de Jacobi est lié à la fonction hypergéométrique par la relation [1] 
(5.198) 
Par (4.65), nous trouvons pour la deuxième composante de la fonction d'onde 'P 
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_ ( n (n + a + 13 + 1) 2 a {3 + 1 ( .. z + 1 ) C2) 
- - ÀCl(f3+1) (z+l) 2Fl -a,f3+ 1,f3+ 2'-2- + ÀCl(f3+1) qJl 
kln(n + a + 13 + 1) 2F 1 (1- n, a + 13 + n + 2; a + 2; (1- z)/2) 
2( a + 1 )ÀCl (1 + Z)-({3+1) (1- z)-(a+l) (5.199) 
k22aa(Z _1)-(a+l) 2F 1 (-a - n, 13 + n + 1; 1- a ; (1- z)/2) 
+----~--~--~~~~~----~~--~--~~ ÀCl (1 + Z)-({3+1) (1 - z)-(a+l) 
k22a(z-1) - a(a +n)(f3 +n+ 1)2F1 (-a - n + 1,13 +n+2;2 - a; (1- z)/2) 
Ft:= 2F1 (-n,a+f3 +n+ l;a+ 1;(1-z)/2), 
F2* : = 2F 1 ( - a - n, 13 + n + 1; 1 - a; (1 - z) /2), 
F3* := 2Ft( -a ,f3 + 1;13 + 2; (1 +z)/2), 
F; := 2Fl (1- n, a + 13 +n+ 2; a +2; (1-z)/2), 
Fs* := 2Fl (-a - n+ 1,13 +n+ 2;2 - a; (1 - z)/2), 
K=n(n+a+f3+1). 
Alors, la fonction d'onde qJ (4.59) ayant comme composantes qJl (z) et qJ2(Z) (par hypothèse) 
et satisfaisant le PL (3 .73) est 
(5.200) 
Les deux premières intégrales de (5.1) s'écrivent 
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(i) (ii) 
1 2 2CX ''-r-ç -(l-+-z-)f3-+-' __ (---'A . .1 +Z)2 ' 2 ' rç "'-i - .----' 
h= ?.2c, /(2 j &; (l _Z) CX+12F, -a, f3+ 1, f3+ 2'-2- dZ+c2 j &; (1+z)f3+1(1- z)CX+ l dz 
(5 .201) 
Remarque. Afin d'exprimer la fonction 2F 1 (VI, V2; V3; Z) sous la forme d 'une série conver-
gente, posons V3 tJ. Z- si Izl < 1, et IRe( v3 - VI - V2) > 0, v3 tJ. Z- si Izl = 1. Nous pouvons 
1 /. F ( .. ) _"\, OO (V')r(V2) rZr Pif . F ( [3 1·[3 2· I+Z ) a ors ecnre 2 1 VI , V2, V3,Z - L..r=O (V3)r TT· our a onctIon 2 1 -a, + , + ' -2 ' 
nous posons par exemple [3 + 2 tJ. Z- et Iz + 11 < 2. Nous pouvons alors écrire 
F ( [3 1·[3 2· Hz ) - ([3 1)"\,00 (-a)r (z+ l)' , . l·fi . d f . Il 2 1 -a, + , + '2 - + L..r=O (t3+r+l) 2rr! apres simp 1 cation es actone es 
ascendan tes. 
Ainsi, 
. ré; (1+ z)t3+ 1 ( 1+ Z) 2 (z) = Jé;o (l_z)a+12F1 -a,[3+1;[3+2;-2- dz 
= ré; (l+z)t3+l (f (-a)r([3+1) (Z+l y )2 dz 
Jé;o (l_z)a+1 r=O([3+r+1).2r r! 
_ ré; (1+z)t3+1 1 2 ~~ (-a)s(-a)k(z+1)s+k d 
- Jé;o (l_z)a+I([3+ ) toto([3+s+1)([3+k + 1)s!k!.2S+k z 
_ 1 2 00 00 (- a)s( - a)k ré; (1 + zy+k+t3+1 d 
- ([3 + ) Iok~ ([3 +s+ 1)([3 +k+ l)s!k! ·2s+k Jé;o (l-z)a+1 z 
([3 + 1)2 00 00 (-a)s( - a)k(z+ 1)s+k+t3 +1 
= 2a Iok([3+s+1)([3+k+1)([3+s+k+1)S!k!.2s+k 
. ( 2F l (S+k+[3 + 1,a + 1;s+k+[3+2; l~ Z ) 
é; 




Un test de convergence de D'Alembert montre que les égalités ci-haut sont vraies si Iz + 11 < 
21a l. Cette condition s'ajoute aux conditions sur les paramètres de la fonction hypergéomé-
trique assurant l'existence d'une représentation en série équivalente. 
Les intégrales (ii) et (iii) s'écrivent 
.. 1 - 13 (Z+1 ( I+Z) (ll)=-2 CX+2 (z+l) [3_12Fl 1-[3 ,a+l;2-[3;-2-
Ç 
2 ( I+Z)) + [3 2F l -[3, a; 1- [3; -2- , 
Ça 
( ... ) ([3 1) '\' s 2 1 , , '2 00 [(-a) (z+ l)s+1 F (s+ 1 a+ l·s+2· HZ)] Ç 
lU = + s~ ([3 +s+ l)(s+ l)s! ·2s+cx+1 Ça (5.203) 
Pour l'intégrale h de (5.1), nous posons les mêmes hypothèses que pour l'intégrale (i) afin 
d'assurer la convergence de la représentation en série de la fonction hypergéométrique et nous 
obtenons 
1 [(13 ) ~ (-cx) s(z+ 1)'+12FI (s+ 1, cx + l;s+2; I!Z) lj = - /( +1 i...J Â(f3 + 1) s=O (13 +s+ 1)(s+ l)s! · 2s+1 
I
Ç 
C2 - f3 z +1 . . 1+ z 2 . . 1+z 
- 2a+2 (z+l) (f3 _ 12F1 (l - f3 ,CX+l ,2 - f3 ' -2-) +lpFI (-f3 , CX , I- f3 '-2-))] Ça . 
Posons 
F6* := 2Fl (1- [3, a + 1;2 - [3; 1iZ), 
F7* := 2Fl (-[3 , a; 1- [3; liZ), 
Fg* := 2Fl (s+k+ [3 + 1, a + l;s+k+ [3 +2; 1iZ ), 
F9* := 2Fl (s+k+ [3 + 1, a;s+k+ [3 +2; liZ), 
Fto:= 2F l (s+ 1,a+ 1;s+2; 1iZ ). 
(5 .204) 
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Les composantes de la représentation paramétrique (3.22) de la surface plongée dans ]R3 s 'écrivent 
alors 
1 ( CI [ ( )- f3 (l +Z * 2 *)]Ç 1 [2({3 )2a FI = -1Re -- l +z - F6 --F7 -- K + 1 2 2 2a+2 1- z {3 Ço ,FCI 
S p,* p,* 2 1 - 13 F,* p.* 00 00 ( (- a ) (- a )k(z+ 1)s+k+f3+1 ) c2 ( Z+ l 2 ) ' S~k~ ({3 +S+1)({3 + k + 1)({3 +s+ k + 1)s lk1 2S+k( 8- 9) -2a+2(Z+) {3-1 6+ 73 7 
C K({3 1)2a+1 ~ (- a )s(z+ 1)s+1 F*] ç ) 
- 2 + ~ ({3 +s+ l )(s + 1)s12s+a+1 10 Ço , 
( [ ( )] 
ç 
1 CI _ 1 + Z * 2 * 1 2 2 a F2=--lIm -- (l +z) 13 - F6 --F7 + - [K ({3 + 1) 2 2 2a+2 1 - Z {3 Ço ))CI 
S p,* p,* 2 1 - 13 F,* p.* 00 00 ( (- a ) (- a )k(z+ 1)s+k+f3 +1 ) c2 ( z+ 1 2 ) 
'IoE ({3 +s+ 1)({3 + k+ 1)({3 +s+ k+ 1)s lk1 2S+k( 8 - 9) -2a+2(Z+) {3-1 6 + 73 7 
C K({3 1 ) 2a+1~ (- a )s(z+ l y +1 F*]Ç) 
- 2 + s'::o ({3 +s+ l )(s+ 1)s 12s+a+1 10 Ço , 
Les composantes de la représentation paramétrique (3.65) de la surface plongée dans l'algèbre 
de Lie su(2) s'écrivent 
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- i( - (a+2) [( )- f3(l+Z * 2 *)]Ç F'2=- c,"2 l+ z --F6 +-F7 2 l -z f3 Ça 
Cas particulier. 
Posons a = 1, f3 = 2 et n = 1. Alors l'équation de Jacobi devient (1 - Z2) é) 2w + (1- 5z) dW + 
5eo = ° et par association des coefficients avec ceux de l'EDO découlant des surfaces CMC-Â, 
c " 2 _ Cl _ lO( l+z)\FJ (-1 , 3;4;~)+C2 
nous trouvons les lonctIOns holomorphes 11 - (l+z)3(l-z)2 et X - - 3ÀCl " 
Posons pour les constantes d'intégration et le paramètre spectral Cl = 1, C2 = 0, kl = 1, k2 = 1 
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et Â = -1. Les fonctions simplifiées deviennent 
2 1 
11 = (1+ z)3(1 -z)2 ' 10 3 ( 1 + z) X=3(1+ Z) 2F1 -1 ,3;4;-2- , (5 .207) 
La matrice de potentiel %' s'écrit alors 
(l+Z) - 3 ) (1-z) - 2 
10 F ( - 1 3'4' l+z ) E .5[(2, IR) 
32 1 " '2 
(1-z)-2 
(5.208) 
et la fonction d'onde découlant de ces choix particuliers est 
2 z(1 5z2+ 12z- 13) - 8 + 3 5z2- 6z+ 1 (log (z - 1) - log (z + 1)) + z - l (z- I)(z+ I)2 z- l 5 
'P(1,2, 1;-1 ;z) = A(5 - 3z)((z- ~)(z+ 1)3(Z+ 1)(z- 1)-1 (2z( 15z2 + 12z- 13 ) - 16)) . (5.209) 
+( H (5 - 3z)(z + 1)3(Z _1) - 1 + 15 (z - 1)2(Z + 1?) (Iog (z - 1) - log (z + 1)) 
+z(z(z(z(z + 31 ) + 28) - 52) - 49) + 17 
Les intégrales (5.1) s'écrivent 
1 [- 6Z(Z+1)+4 ]Ç 
h = 16 (z -l)(z+ 1)2 +3(log(z + 1) -log(z- l)) ço' 
25 [9 4 3 17 2 32 225]Ç h=- - z +5z - - z -55z+-- - 48Iog(z- 1)+- , 
144 4 2 1- Z 4 Ço 
5 [ 2 ] ç h = -- -- +3Iog(z- 1) . 
12 Z - 1 Ço 
Les composantes de la représentation paramétrique d'Enneper-Weierstrass 
! IRe[h -hl 








2IRe ([ (Zz~(;)7z~ ~)~ +3(log(z+ 1) -IOg(Z- I))) 
_25 (~Z4 +5z3 _ 17 Z2 _ 55z+ ~ -48Iog(z -1) + 225)] ç ) , 
9 4 2 l- z 4 Ço 
F2 = - 3
1
2JIm ([ (Zz~(;)7z~ ~)~ + 3(log (z+ 1) -log (Z- I))) 
25(9 4 3172 32 225)]Ç) +- - z +5z --z - 55z+--48Iog(z- I)+- , 
9 4 2 l- z 4 ço 
F3 = -~IRe ([_2_+ 3IOg(Z-I)]Ç). (5.212) 
12 z - 1 Ço 
Les composantes de la représentation paramétrique de la surface plongée dans l ' algèbre de Lie 
su(2) 
- i F (I ,2, 1; - l; z) = -2 su(2) , Tr(P) = 0, pt = -P (5 .213) 
- h+h -h-h 
s'écrivent 
FIl = ~ ([_2_ + 3log(z -1)]'; + [_2_ + 3log(z -1)] '; ) , 
M z- 1 ~ z -1 ~ 
- i ([ - 6Z(Z+ I)+4 ].; 
F12 =- 32 (z- I) (z+ I) 2 + 3(log(z+ I)- log(z- I) ) ';0 
-- -z +5z3 --z2- 55z+ --48Iog(z -I )+- , 25 [9 4 17 32 225] '; ) 
9 4 2 l- z 4 ';0 
- i (25 [9 4 3 17 2 32 225] '; F21 = - - - z + 5z - -z - 55z+ - - 48Iog(z- l ) +-
32 9 4 2 1 - z 4 ';0 
[
-6Z(Z + 1) +4 ] .; ) 
- (z- I)(z + 1)2 +3(log (z + 1) - log(z- I) ) ';0 ' 






-1.5 ~-:------::; __ --
Figure 5.11 Représentation de l'équation de Jacobi dans IR3. 
Remarque. La figure 5.11 est obtenue par la représentation d'Enneper-Weierstrass (3.22), en 
intégrantdeço=Oàç =x+iy, xE [- 1+ 160 ,0], y E [0, 1 - 160J· 
5.2 Condition de compatibilité entre la fonction d'onde et la matrice de potentiel 
Dans chacune des analyses de cas précédentes, nous avons calculé la matrice de potentiel et la 
fonction d'onde 
- 1 ) 
- X(z ) , 
(5.215) 
où 'PI (z) est la solution générale de l'EDO découlant des surfaces CMC-Â, et donc de l'EDO 
considérée dans chaque cas, par association des coefficients. Nous vérifions dans cette section 
que les éléments t'2f et'P calculés dans les cas particuliers (où les paramètres de l'EDO et les 
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constantes d'intégration sont fixés) sont bien des solutions du PL. Posons 
~(Â)T:=A= (::). (5.216) 
Nous calculons A dans chaque cas et montrons que 
(5.217) 
1. Équation de Legendre : 
() 
1 log n~~ ) + z2~ 1 (Z2 + z - 1) 
~(Â)T:= :: = 
Z [1l0gn ~~)+ Z2~ 1 (Z2 + Z-1)] 
2. Équation de Legendre associée: 
~(Â)T: = (::) 
1 (z(z2- 1)log(1 -Z ) + Z3 +2Z2_Z- 4) (zLI)3/2 Hz 
(log n~~ ) -4z) [(ZL\ )3/2 (Z(Z2 - 1) log n~~ ) + z3 + 2Z2 - Z - 4) ] 
=0 (:}=OT 
3. Équation de Bessel: 
- C/l (z) + ~ (z)) 
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4. Équation de Chebyshev de première espèce : 
sinh (~arCS in (Z)) +icosh (% arCSin(Z))  y," - I 
. ( ) 7zï:) V'T-i 
[
Sinh (~arCSin (Z)) + icosh (~arCSin (Z)) 1 
arcsm Z zLI 
5. Équation de Chebyshev de seconde espèce : 
( 
sinh (v'3 % arcsin(z) + icosh (v'3 % arCSin(Z)) ) J3 y , 2 _ 1 y , " - I 
Z - ) 
o//(l)'V = (~:) = 
[ ( 
sinh (v'3-% arCSin(Z)) + icosh (v'3~2-,2 arCSin(Z)) ) 1 
. () '3 y , L I arcsm Z V.:J zL ) 
6. Équation de Laguerre: 
() ( 
(Ei(z) + 1) - ~ 1 () 
o//(l)'V = ~: = . , = a ::= a'V 
e- Z [(EI(Z) + 1) -7 ] 
7. Équation de Laguerre associée : 
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8. Équation d'Hermite: 
9. Équation de Gegenbauer : 
10. Équation de Jacobi: 
( 
1510g ( Z- l) + z(z(z(z(z+31 )+28 )-52 )-49)+ 17 l 
Al z+ l (Z+ I)3(Z- I)2 
%'(À)\!':= = (A2) ~(z +I)3 F (- 1 3·4·I+Z ) [151og( Z- I)+ Z(Z(Z(Z(Z+31 )+28)-52)-49)+ 17] 
3 2 l ' " 2 z+ l (Z+ I)3(Z- I)2 
~ a (::) ~ a~ 
Nous remarquons un phénomène récurrent dans chaque cas: 
(5.218) 
pour une certaine fonction f. Nous montrons dans la prochaine section que la relation d'P2 = 
f( z)d'P l est toujours vraie et trouvons une formule explicite pour les fonctions méromorphes 
11 et X, formule s'exprimant en fonction des coefficients de l'EDO considérée. 
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5.3 Formule explicite des fonctions méromorphes 11 et X 
Dans le contexte où 'l' = ('l' l , 'l'2) T est une solution du PL et où l'on effectue une identification 
entre les coefficients de l'EDO 
~: J2w+ q(z) Jw+ r(z) W=O dO p(z) p(z) , P r , 
et ceux de l'EDO découlant des surfaces CMC-À., montrons que 
11(z) = klExp {-1 Jo !~g dÇ} 
J'I'2(Z) = f(Z)J'I'l (z), f(z) = X(z), 
X(z) = k2 JExp { rz q(ç) dJ;} M dz À JO p(ç) ~ p(z) , 
où kl ,k2 = -k12, À. E C\{O} et où les zéros d'ordre kE N de p(z), s'ils existent, sont des 
Pôles d'ordre k des fonctions q(z) et r(z) . p(z) p(z) 
Démonstration. Soit la fonction d'onde 'l' = ('l' l , 'l'2) T, solution du PL, i. e. J'I' = %' (À.) 'l'. 
Considérons l'EDO linéaire homogène du second ordre (4.68) 
~: (5.219) 
équation pour laquelle nous effectuons une identification des coefficients avec l'EDO du second 
ordre découlant des surfaces CMC-À. (4.67) 
(5.220) 
Supposons que les fonctions p , q, et r sont intégrables et que p possède un nombre fini de 





et par association des coefficients de l'équation Ll (4.68) avec ceux de l'EDO découlant des 
surfaces CMC-Â (4.67), nous avons que 
Ainsi, 
( 1 ) q(z) { r q(ç) } d 11 2 = - k2 p(z) Exp Jo p(ç) dç (5.224) 
et par substitution de (5.224) dans (5.222), nous trouvons que 
Toujours par association des coefficients de l'EDO Ll (4.68) avec les coefficients de l'EDO 
découlant des surfaces CMC-Â (4.67), nous avons que 
k2 J {rq(ç) }r(z) {:} X(z) = Â Exp Jo p(ç) dç p(z) dz. 
Donc 
J { ( Z q( ç) } r(z) ) + Exp Jo p(ç) dç p(z) dzd\}11 
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k2 J { ( Z q(ç) } r(z) 






La relation (5.226) s'explique par le fait que nous avons posé qJ = (qJI, qJ2)T comme étant 
une solution du PL. Nous retrouvons ainsi dans chaque cas les relations (4.62) découlant de ce 
contexte 
(5.227) 
Remarque. Dans chaque EDO étudiée dans ce chapitre, les quotients !~~~ et ;~~~ possèdent un 




L'objectif principal de cette étude était de construire les surfaces minimales associées à 
divers polynômes orthogonaux (PO) classiques, par la méthode des surfaces solitoniques. Cet 
objectif a été atteint. En effet, le problème linéaire (PL) a été résolu dans chaque analyse de cas 
du chapitre 5 et les matrices de potentiel, de même que la fonction d'onde, ont été déterminées. 
De plus, la forme explicite des surfaces a été calculée. Celles-ci sont maintenant connues. 
Dans le chapitre 3, dans le contexte où une surface est plongée dans l'espace hyperbolique 
H 3(Â) et où H = Â, nous avons montré à la section 3.3 que les équations de Gauss-Mainardi-
Codazzi (GMC) se réduisent à une équation de Liouville (3 .98) ayant pour solution générale 
(3.100), résultat identique au résultat présenté en (3.18) et (3.71) pour les surfaces minimales 
plongées dans l'espace euclidien IE3 (H = 0). 
Nous avons présenté au chapitre 4 une nouvelle méthode de transformations de jauges 
permettant de passer d ' un PL de la forme (3.66) à un PL simplifié de la forme (3.73) 
où la fonction d 'onde recherchée est holomorphe et où la matrice de potentiel Cft' (Â; X (z) , 17 (z) ) 
s'écrit en termes des deux fonctions arbitraires de la représentation d 'Enneper-Weierstrass 
(3.22) et comprend un paramètre libre Â. Nous avons exprimé le système d'ordre premier 
(3 .73) par une EDO du second ordre de la forme (4.67) 
où '1'1 est la première composante de la fonction d ' onde '1' = ('l'1 , 'I'2f. Le fait que les PO 
sont solution d'une EDO linéaire homogène du second ordre de la forme (4.68) 
a2m + q(z) am + r(z) W = 0, 
p(z) p(z) p ;:j 0, 
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a permis une comparaison des équations (4.67) et (4.68), car de même nature. Nous avons effec-
tué une association entre les coefficients de ces EDOs, permettant de solutionner le PL associé 
aux PO décrits par (4.68) et de déterminer la forme explicite de la représentation d'Enneper-
Weierstrass (3.22). 
Dans le chapitre 5, le PL a ainsi été résolu de manière explicite et les surfaces associées 
plongées dans l'espace euclidien IR3 et dans l'algèbre de Lie 5u(2), ont été déterminées pour les 
cas suivants: Legendre, Legendre associée, Bessel, Chebyshev de première espèce, Chebyshev 
de seconde espèce, Laguerre, Laguerre associée, Hermite, Gegenbauer et Jacobi. Ces résultats 
sont regroupés sous la forme de tables en annexe 7.A. Cette annexe comprend neuf tables pour 
dix analyses de cas. En effet, bien que l'équation de Chebyshev de première et de seconde 
espèce se ressemblent (seul le paramètre diffère), nous avons traité ces deux équations comme 
des cas séparés, et avons constaté que les résultats associés à l'équation de Chebyshev de se-
conde espèce peuvent être obtenus à partir des résultats associés à l'équation de Chebyshev de 
première espèce, par la transformation n r---+ Vnvn + 2. Les tables de l'annexe 7.A montrent 
que l'expression explicite générale des familles de surfaces obtenues est composée de plusieurs 
termes. Rappelons que dans chaque analyse de cas du chapitre 5, nous avons illustré un cas par-
ticulier de surface obtenue en fixant les constantes. Par exemple, la première composante de la 
représentation d'Enneper-Weierstrass de la famille de surfaces associées à l'équation de Bessel 
(5.68) s'écrit 
22 2 pz 2 2 P 3 2 2 Z 1 (1 [( 22 ) 4 2]Ç) FI = 2"lRe ).,2c À C -c2 + -2- log(z) -C2P log (z) - 3 log (z) - (4p - 8C2 +z ) 16 ço 
alors que la première composante de la surface fixée donnée à titre d'exemple (5.73) se réduit 
à 
o 1 ([ Z4 ] ç ) FJ = lIRe log(z) -"4 Ço . 
Ainsi, nous sommes en mesure d'obtenir une expression explicite, pouvant être programmée 
dans un logiciel de calcul symbolique. 
Le cas de l'équation de Bessel illustre bien que l'expression explicite de la représentation 
d 'Enneper-Weierstrass ainsi que la description quaternionique ne s'écrivent pas nécessairement 
en terme des PO considérés. Cela est dû au fait que l'association des coefficients de l'EDO 
(4.67) avec l'EDO décrivant des PO (4.68) mène à des nouvelles EDOs décrites en (4.70) et 
en (4.71), à résoudre pour les fonctions arbitraires 17 et x. Cependant, les PO qui solutionnent 
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l'EDO considérée apparaissent dans la forme explicite de la fonction d'onde 'l' = ('l'1 , 'l'2f. 
En effet, par définition, la première composante 'l' 1 est la solution générale de l'EDO (4.68), 
alors que la deuxième composante s' écrit par la relation (4.65) 
(6.1) 
Cette relation fait intervenir la dérivée de la solution générale 'l' 1 et a pu, dans chaque cas, être 
simplifiée par une expression strictement algébrique, en tirant profit de relations de récurrence 
pour les PO qui sont bien connues. Il s'agit d'un résultat nouveau, car nous étions incertains, 
a priori, d'être en mesure d 'effectuer de telles simplifications. 
Dans la section 5.2, nous avons vérifié la compatibilité entre la matrice de potentiel (4.61) 
et la fonction d'onde (4.59) pour chaque analyse de cas, montrant que le PL (3 .73) est satisfait. 
Ces vérifications ont montré empiriquement la relation différentielle liant les composantes de 
la fonction d 'onde 
(6.2) 
où X est une des fonctions arbitraires de la représentation d'Enneper-Weierstrass. Cette relation 
découle des égalités (4.62) obtenues du PL simplifié par transformations de jauges (3.73). 
Aussi, la section 5.2 a permis de déterminer la forme explicite des fonctions arbitraires de la 
représentation d 'Enneper-Weierstrass en termes des coefficients de l'EDO (4.68) 
{ 
1 ( Z q( ç) } 
17(z) = k1Exp - 2 Jo p(ç) dç , k2J {rq(ç) }r(z) x(z) = T Exp Jo p(ç) dç p(z) dz, (6.3) 
résultat présenté à la section 5.3. 
Certaines analyses de cas du chapitre 5 ont nécessité la considération de restrictions sur 
le domaine de paramétrisation du plan complexe et/ou sur les paramètres de l'EDO étudiée. 
Par exemple, l'équation de Jacobi (section 5.1.10) mène à une surface s'écrivant en termes de 
la fonction hypergéométrique 2F 1 (VI , V2; V3; Z) possédant une représentation en série dont la 
convergence doit être assurée en imposant certaines contraintes sur ses paramètres. Ces res-
trictions ne sont pas absolues en ce sens que le choix d' une représentation différente (une 
160 
intégrale de contour, par exemple) pourrait mener à des contraintes différentes. Dans le cas qui 
nous intéresse, le domaine de convergence considéré pour l'immersion de la surface associée à 
l'équation de Jacobi est 
E1Jacobi = {Ç E C Ilç 1 < 1 et lç + 11 < 2Ial} , 
où a est un paramètre complexe de l'EDO. Le calcul de certaines intégrales a pu être faci-
liter en passant à une telle représentation en série. Cependant, ce passage a mené à d'autres 
contraintes puisqu'il a forcé la tenue d'un test de convergence dans les calculs subséquents, 
ajoutant de nouvelles contraintes sur le domaine de convergence de la paramétrisation et des 
paramètres de l'EDO (voir (5.202)). 
Nous avons mentionné en introduction l'importance d'obtenir une représentation numé-
rique d'objets mathématiques, insistant sur les avantages que peuvent apporter la visualisa-
tion du comportement autrement caché dans des expressions mathématiques implicites. Dans 
chaque analyse de cas, une image numérique de la représentation de la surface plongée dans 
l'espace euclidien ]R3 a été effectuée. Ces image ont été obtenues à l'aide du logiciel Mathe-
matica. Des essais ont d'abord été effectués pour programmer l'affichage en représentation 
intégrale par un code du type 
(*Définition des fonctions holomorphes \[Psi) et \[Eta)*) 
\[Psi) [\[Xi)_) . - f[z) ; 
\ [Eta) [\ [Xi)_) . - g[z) ; 
(* Composantes de F dans RA3 *) 
Fl [x_, y_) : =1/2*Re [Nlntegrate [ ( \ [Psi) [\ [Xi)) A2-1 ) *\ [Eta) [\ [Xi)) A2 , 
{\[Xi), zO , x + I*y})); 
F2 [x_,y_) : =-1/2*Im[I*Nlntegrate [(\ [Psi) [\ [Xi)) A2+1) *\ [Eta) [\ [Xi)) A2 , 
{\[Xi) , zO , x + I*y})) ; 
F3 [x_, y_) : =2*Re [Nlntegrate [\ [Psi ) [ \ [Xi)) *\ [Eta) [\ [Xi)) A2 , 
{\[Xi), zO , x + I*y})) ; 
Par ame tri cP lot 3D [ { F 1 [x , y) , F 2 [x , y) , F 3 [x, y) }, { x , a , b } , {y , c , d} ) 
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Le problème avec un tel code est qu'il demande à la machine d'intégrer les fonctions 11 et X 
autant de fois que le nombre de points que contiendra la trace de la surface, multiplié par le 
nombre de composantes. Le nombre d'opérations est alors élevé, d' autant plus si l'on considère 
que les fonctions à intégrer, soient 11 et X, ont dans certains cas elles-mêmes une représentation 
intégrale. Nous avons donc calculé la primitive des intégrales (5.1) 
afin d'exprimer la surface dans Mathematica par une expression du type (5.2) 
tel qu'illustré dans l'annexe 7.B . Cette stratégie a permis d'optimiser considérablement le 
temps de calcul pour l'affichage d 'une surface, passant de quelques heures à quelques secondes. 
Nous avons présenté à la figure 5.10 une impression 3D de la surface associée à l'équation 
de Gegenbauer, réalisée conjointement avec le département de Génie électrique et génie infor-
matique et le département de Génie mécanique de l'Université du Québec à Trois-Rivières. 
Plusieurs questions liées à la caractérisation des surfaces associées aux PO restent ou-
vertes. La surface (5.16) associée aux polynômes de Legendre ne possède aucun pôle alors que 
des pôles d'orde a EN se manifestent dans l'expression (5.147) décrivant la surface associée 
aux polynômes de Laguerre associés. Quelle est la structure de singularité de ces surfaces? 
Les anses (trous) apparaissant dans certaines surfaces sont-elles liées à ces singularités? No-
tamment, les figures 5.3 et 5.4 présentées à la section 5.1.3 soulèvent la question du genre de 
la surface (genus) . En effet, en exprimant la variable paramétrique sous forme polaire et en 
considérant un angle e E [0, n], nous obtenons une figure qui n'est pas centrée par rapport à 
l'axe FI (ç) , comportant une seule anse. En considérant un angle e E [0 ,2n], nous obtenons 
une figure centrée par rapport à l ' axe FI ( ç ), comportant deux anses, ce qui suggère que Genre 
2:: 2. Les surfaces sont-elles bornées? Peut-on exprimer les zéros et les optimums, s'ils existent, 
en termes des fonctions méromorphes arbitraires de la représentation d'Enneper-Weierstrass? 
Quelles sont les symétries de ces surfaces? Ces questions devront être abordées de manière 
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analytique. 
Des travaux futurs pourraient tenir compte de l'intervalle d'orthogonalité des PO dans 
l'étude des surfaces qui y sont associées. Par exemple, il est bien connu que les polynômes de 
Legendre réels forment un système orthogonal sur l'intervalle ]-1,1[. Dans certains cas, nous 
avons observé que cet intervalle décrit une courbe sur la surface. Quelle est la signification 
géométrique d'une telle courbe? Peut-on lier la courbure et la torsion décrivant cette courbe à 
des propriétés intrinsèques de la surface? Finalement, il serait intéressant d'étudier le compor-
tement de la surface lorsqu'une déformation est appliquée à celle-ci. 
CHAPITRE 7 
ANNEXES 
7.A Sommaire des résultats du chapitre 5 
Nous résumons dans cette annexe les résultats du chapitre 5 sous la forme de tables pré-
sentant la forme explicite des surfaces ainsi que les éléments du PL. Chaque table comporte 
cinq parties: les fonctions méromorphes TI (voir (4.70)) et X (voir (4.71)), les composantes de 
la matrice de potentiel %' (voir (4.61)), les composantes de la fonction d'onde qJ (voir (4.67) 
et (4.65)), les composante de la surface F E lR3 (voir (3.22)), et les composantes de la surface 
ft E su(2) (voir (3.65)). 
Dans chaque cas, nous considérons le paramètre spectral À E lR\ {O}, les paramètres de 
l'EDO et quatre constantes d'intégration arbitraires Cl E C\{O}, c2 ,k"k2 E c. Pour plus de 
clarté, nous utilisons la notation z* pour désigner le complexe conjugué de z. Nous identifions 
les fonctions spéciales apparaissant dans les formules au bas de chaque table, accompagnées 
des notations et des contraintes assurant la convergence de la représentation, lorsque cela est 
nécessaire. 
Tableau 7.1 Sommaire: équation de Legendre 
ln de Legendre: (1 - Z2) ~zT - 2z~~ + a ( a + 1) co = 0, a EN, z # ± 1. 
-u - _ ~I Z+p 22 - l-z' 
c2 
UJ2 = -À"j":2. l , 
-Z 
().ic1 [(~l + C2)2<pl - (~l - C2)2<1>2 - 2~TzJ ~o - (cT [<Pl - <1>2l~or ). 
Polynômes de Legendre d'ordre Y, 1ère et 2ème espèce. 
Tableau 7.2 Sommaire: équation de Legendre associée 
e Legendre associée : (1 - Z2) ~z~ - 2z ~~ + ( a ( a + 1) - l ~:2 ) ID = 0, a, mEN, m of- 0, z of- ± 1. 
[# (l/>! - lfJ2) - 24i2
c
1 (-24( a2 + 2a3 + a4)z+ 12(c~ + 2c2a + a2 + 2c2a2 + 2a3 + a4)l/>! 
! + f..)l/>r +m4l/>[ + 3m2l/>i(2c2 - 2f.. + m2l/>!) - m4l/>1-lfJ2(12d - 24c2f.. + f..(12f.. - 7,225· m2) 
+ 12m2(c2 + f..)l/>, + 3m4l/>f) - 24m2f..Li2 ((1 - z) / 2))] ~o), 
([ # (l/>, -lfJ2) + 24i2c1 (-24( a2 + 2a3 + a4)z + 12(d + 2c2a + a2 + 2c2a2 + 2a3 + a4)l/>! 
! + f..)l/>r + m4l/>[ + 3m2l/>i(2c2 - 2f.. +m2l/>!) - m4l/>1-lfJ2(12c~ - 24c2f..+ f..(12f.. -7,225· m2) 
+12m2(c2 +f..)l/>, + 3m4l/>f) - 24m2f..Li2 ((1-z)/2))]~), 
Tableau 7.2 (suite) 
F22 = - I~Â Om2</>i + lPz(4(~ - C2) - 2m2</>1) + </>1 (4(~ + C2) +m2</>1)] ~ 
+ Om2</>i + lPz(4(~ - C2) - 2m2</>J) + </>1 (4(~ + C2) + m2</>1)] ~r ), 
- ~ ([CI (<I>I - log (1- z))] ~o - IA2 (* [( -24(a2 +2a3 + a4)z+ 12(c~ + 2C2a + (2C2 + 1)a2 +2a3 
+a4 )<I>1 + 6m2(C2 + 11) <1>[ + m4<1>[ + 3m2<1>i(2c2 - 211+ m2<1>d - m4<1>i - </>2(12c~ 
+11(1211-7,225· m2 - 24c2) + 12m2(c2 + 11)<1>1 + 3m4 <1>[) - 24m2Mi2 ((1- z)/2))] t) * ), 
(12i2CT [-.24 ( a2 + 2a3 + a4 )z + 12(c~ + 2c2a + (2C2 + 1)a2 + 2a3 + a4 )<I>1 + 6m2(c2 + 11) <1>[ + m4 <1>[ 
+3m2<1>i(2c2 - 211+ m2<1>1) - m4 <1>i - </>2(12c~ +11(1211-7 ,225· m2 - 24c2) 
+ 12m2(c2 + 11)<1>1 + 3m4 <1>[) - 24m2Mi2 ((1 - z)/2)] ~o + ([cI (<I>I - </>2)] ~or ), 
~ : Fonctions de Legendre associées, 1ère et 2ème espèce, Li2: Fonction polylogarithmique. 
a+ 1) , <1>1 = log(l +z) , </>2 = log(l-z) . 
Tableau 7.3 Sommaire: équation de Bessel 
Bessel : Z2~ +z~~ + (Z2 - p2)w = 0, P E <C. 
Âc, Lll2 = -~, 1 1 (21 () Z2 ) 2 Ll2l = ÂCI Z P og z -"2 +C2 . 
(t [( )., 2cT - c~ +~) log(z) -c2p2log2(Z) - ~log3(Z) - (4p2 - 8C2 +Z2) i~]~), 
n (t [()., 2cT + c~ - ~) log(z) + c2p2log2(z) + ~ log3(Z) + (4p2 - 8C2 + Z2) i~]!J, F3 = tIRe ([C2 l0g(Z) + ~ log2(z) -~] !J. 
= -A (l/>+l/>*), 
cllog(z) I~o - -J:r (t [log(z) (c~ - ~) + i~ (- 8C2 +4p2 + Z2) + c2p2log2(z) + ~ lOg3(Z)]!J * ) 
ICI [(log(z) (c~ - ~) + î~ (- 8C2 +4p2 + Z2) + c2p2log2(Z) + ~ lOg3(Z) )]!o - (CI log(z) I~r ) . 
Ictions de Bessel d'ordre p, 1ère et 2ème espèce. 
Tableau 7.4 Sommaire: équation de Chebyshev 
ln de Chebyshev de 1 ère espèce 1) : (1 - Z2) ~zff - z ~~ + n2 CO = 0, nEN, 
n2",+c 
-U22 = __ '1'_2 
Jl=Z2 ' 
Polynômes de Chebyshev d' ordre n,1ère et 2ème espèce. cf> = arcsin(z). 
z =1 ±l. 
)btenir les résultats associés à l'équation de Chebyshev de seconde espèce, il suffit d'appliquer la transformation n ~ Viivn + 2. 
Tableau 7.5 Sommaire: équation de Laguerre 
e Laguerre : z~zf + (1- z)~~ + aw = 0, a E N, z =1= O. 
a+~é ) = _ c_,_ 
- z' 
u __ Àé 
12 - C' Z' 
(z) +k2U( - a , 1,z), 'Il2 = t [kl (C2La(Z) + c~~ La- l (z)) +k2 (( C~~ + C2) U( -a, 1,z) - C~~Z U(1_ a , 2,z)) J. 
( 1 [1 2 2 2 ]Ç) II eUt - c2)Ei(z) - a cIEi( -z) - 2ac2Iog(z) , 
\ ' ~ 
1 ( -J:r [;, (.A" 2 + cDEi(z) + a 2c IEi( -z) + 2ac210g(z)]!J, F3 = IRe ( t [alog(z) + ~~ Ei(Z)]!J. 
, = -~ ( * [i7Ei(z) + alog(z) 1 ~ + * [i7Ei(Z) + alog(z) 1 ~ ) , 
( ;, E i(z) :0 - P [~ Ei( z) + a 2c, Ei( -z) + 2ac21og(z) 1 ~ ). 
2 ç ç ) & [~2 Ei(z) + a2cIEi( -z) + 2aC210g(z)] -; Ei(z) . 
, Ço ' Ço 
)fiction gamma incomplète, L~~ : Polynôme de Laguerre associé, U(Vl , V2 ,Z) : Fonction hypergéométrique , 2ème espèce, 
crion exponentielle intégrale. 
Tableau 7.6 Sommaire: équation de Laguerre associée 
ln de Laguerre associée : z~zf + (a + 1- z) ~~ + nID = 0, a , nE N, z =1= O. 
Ul2 - _Jo_e'_ 
- CIZ,,+ I , 
L~(z) + k2U( -n, a + l ,z), 
[kl (( (ncl CPI + C2) - nc) za e- Z) L~ (z) + (n + a)clza+1 e-zL~_ 1 (z)) 
+k2 ((ncl CPI + C2)U( - n, a + l,z) - nClza+le-ZU( -n + 1, a + 2,z)) J. 
1 (1 [2 ( 1)2 ~a ~a np+q- a,z) + 1 (2 , 2) - aE ( ) 2 If,] ç ) 
.e ::v n CI a. Lp=OLq=O p!q! c;- C2 -1\, Z a+1 -z - nC2'f'2 Ço ' 
il ( 1 [ 2 ( 1)2 ~a ~a r(p+q- a,z) 1 (' 2 2) -aE ( ) 2 n.-.] ç ) : m ::v - n C) a. Lp=OLq=O p!q! - c;- 1\, +c2 Z a+1 -z + nC2'f'L Ço ' 
F22 = -2~ ([nc/J2 - ~Z-aEa+1 (-z)] ~ + ([nc/J2 - ~Z-aEa+1 (-z)]:J * ) , 
( 
1 - aE ( ) [Ç 1 ([ 2 ( 1)2 ~a ~a np+q-a ,z) ~ - aE ( ) 2 n.-.] ç ) * ) c;-z a+1 -z ço +::v -n CI a. Lp=OLq=O p!q! - CI Z a+! -z + nC2'f'L Ço , 
(
1 [ 2 ( 1)2 ~a ~a r(p+q-a ,z) ~ - aE ( ) 2 n.-.] ç () - aE ( ) [Ç ) * ) ::v -n c) a. Lp=OLq=O p!q! - Cl Z a + 1 -z + nC2'f'L Ço + c;-Z a+) -Z Ço . 
Fonction gamma incomplète, L~~ : Polynôme de Laguerre associé, U(Vl , V2,Z) : Fonction hypergéométrique, 2ème espèce, 
)nction exponentielle intégrale. If!l = r( a + l, z), 1/!2 = a! L~~d r!(~-=-"a) + log(z). 
Tableau 7.7 Sommaire: équation d'Hermite 
'H . . d2ro 2 dro 2 - 0 '71 ernute. Cii! - zdz - nW - , nE !LJ. 
2 2 ) = 2né f Z e-S ds 
- zo ' 
-n(Z) +k2I FIG ,!,Z2), 
:k1 (e~;2H_n_ l(Z)-H_n(z)) -k2(lFIG+I,~,z2)+lFl(~,!,z2)Jz~e-s2 dS)) 
les d'Hermite d'ordre n, pF q, : Fonction hypergéométrique. 
Tableau 7.8 Sommaire: équation de Gegenbauer 
ln de Gegenbauer: (1-z2)~zf - (2a+ 1)~~ +n(n+2a)w = 0, nE N, a E C, z=l= ±l. 
( 1+ Z)a+ l / 2 
. l - z ' 
A (l +z)U+l/2 
_ ° 2+C2 T=Z 
-u22 - 6 3 ' _ , (1+Z)a+ l / 2 ul2 - -J\,cl \ -z ' 
A2( l_z )U+l/2 2 A 2( I+Z ) U+ l/2 
_ 1 ° 2 T+z + c2° 2 + C2 T=Z 
u21 - A c 16~ 
( 
1 [ C2"21/ 2- U ] Ç ) Re 6 3 ~2Z + 2a+3 cf>5 Ça . 
Tableau 7.8 (suite) 
tion hypergéométrique. L\ 1 = .J 4n2 + 8an + 1, 
- 1/2(L\1 + 1) , 1/2(L\1 - 1); a + 1/2; 12Z) , 
1-1/2(L\1 + 1) , 1 + 1/2(L\1 - 1); a + 3/2; 12Z), 
:)a+3/22FI (a+l/2 ,a+3/2;a+5/2; I!Z), 
L\2 = n(n+2a), L\3 = 2a+ l. 
cf>z = 2FI (-a -1/2L\1 , 1/2L\1;3/2- a; 12Z), 
cf>4 = 2F1 (1- a -1/2L\1 , 1 + 1/2L\1;5/2 - a; 12Z), 
cf>6=2F l (-a-l/2 ,1/2-a;3/2-a; I!Z). 
Tableau 7.9 Sommaire: équation de Jacobi 
III de Jacobi: (1- Z2)~z~ + (f3 - a - (a + f3 +2)z)~~ +n(n+ a + f3 + l)w = 0, 
- Â CI 
ul2 - - (l+z)Jl+I( l -z)a+l' 
nE H, a ,f3 E <C, z =1= ± l. 
~e ( - 2~~2 [(1 + z)-/3 (l ~~CP6 - ~~ ) ]:0 - ?ciCI [~~ (f3 + 1 )2 cp 10 - 2~L (z + 1 )- /3 (~~ll CP6 + ~~ ) - 2C2L'l(f3 + 1 )CPg]!J, 
~ ITm ( - 2~~2 [(1 + z)-/3 (l~~ CP6 - ~~ ) ]:0 + ?ciCI [~~ (f3 + 1 )2 cP 10 - 2~!2 (z + 1) - /3 (~~i CP6 + ~~ ) - 2C2L'l(f3 + 1 )CPg]!J, 
Tableau 7.9 (suite) 
~ = 2~ ((f3~1) [i12-a(f3 + 1)</>9 - 2~~2 (z + 1) - f3 (~~ll <P6 + jeh ) ]:0 
+ ((f3~1) [i12- a(f3 + 1)</>9 - %=z (z + 1)- f3 (~~11 <P6 - jeh ) ]:J * ), 
, CI [(l+ Z)- f3 (1+Z'" +1"'-)]'; ;a+2 l -z 'I'6 f3'1'1 ';0 
+b (;1 [i122- a(f3 + 1)2. <PlO - 2~L (Z + 1) - f3 (~~ll <P6 + jeh ) - 2c2i1(f3 + 1 )<P8]:J * ), 
~ [i122- a (13 + 1)2. <PlO - 2~L (Z + 1)- f3 (~~11 <P6 + jeh ) - 2c2i1(f3 + 1 )<P8]:0 
+ (~ [(1 +Z)-f3 U~~ <P6 + jeh)]:J *). 
ion hypergéométrique. 
f-a+f3+1), 4>1 =2F1(-n,a+f3+n+1;a+1; li Z), D={Ç EC Ilçl < 1 etlç+11 < 2Ial}· 
a-n, f3+n+1;1-a; liZ) , C/>3 =2Fl (-a , f3+1;f3+2; liZ), 4>4=2Fl(1 - n,a+f3+n+2;a+2; liZ ), 
a -n+ 1,13 +n+2;2- a; liZ ) , 4>6 = 2Fl (1- f3 ,a+ 1;2 - 13; liZ), ch = 2F l (- 13, a; 1- 13; liz), 
. (- a)s(z+l)S+! F ( + 1 + 1· +2· l+Z )) tI.-, - "'00 ( (- a)s(z+ I)S+! F ( 1 1· 2· HZ)) 
.U3+s+ 1)(s+l )s!2s+a+! 2 1 S ,a ,s '-2 ' 'l''.J - L.s=O (f3+s+ I)(s+ l)s!.2s+ ! 2 1 S+ ,a+ ,s+ '2 ' 
[ ;;'=0 C{3+s1~)(6sl~:?)~~:~~::~;S!!k!2s+k (2F1 (s+k+ 13 + 1,a+ l;s+k+ 13 +2; liz) -2Fl (s+k+ 13 + 1,a;s+k+ 13 +2; liZ))). 
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7.B Affichage numérique des surfaces 
Plusieurs commandes en lien avec les fonctions spéciales sont implémentées dans le langage du 
logiciel de calcul symbolique Mathematica. On y offre plusieurs outils liés à la géométrie dif-
férentielle et à la théorie des groupes et des algèbres de Lie. Pour ces raisons, notre choix s'est 
arrêté sur Mathematica pour l'affichage numérique des surfaces calculées dans cette étude. 
Lorsque le paramètre spectral est introduit dans la représentation d'Enneper-Weierstrass 
(3.22), celle-ci représente une famille de surfaces solitoniques obtenues par la résolution du 
PL. Cette famille est paramétrisée par ce paramètre spectrale À. Dans le cas d' une surface 
plongée dans l ' espace euclidien ]R3 , le paramètre doit être fixé à une valeur réelle pour obtenir 
une surface en particulier. Cependant, cette surface décrit une famille de solutions si les pa-
ramètres de l'EDO (v] , V2, ... etc.) et les constantes d' intégration (kj ,aj , j = 1,2) ne sont pas 
fixés a priori. Nous devons donc fixer ces paramètres pour obtenir une représentation tridimen-
sionnelle d'une surface en particulier. 
La formule d'immersion (3.22) représente une surface plongée dans ]R3 , à condition de 
faire varier la borne d'intégration supérieure ç. Nous devons donc fixer la borne d'intégration 
inférieure ço et faire varier ç sur un certain domaine du plan complexe te. Nous considérons 
les formes rectangulaire ç = r + i8 et polaire ç = re ie d'un nombre complexe, où r, e E R 
Dans le premier cas, nous faisons varier les parties réelle et imaginaire alors qu'avec la forme 
polaire, nous faisons varier la norme et l'argument de la borne intégrale supérieure. Avec la 
forme rectangulaire, nous intégrons sur un rectangle, alors qu'avec la forme polaire, l'intégra-
tion se fait sur un disque ou sur une couronne (annulus). Les choix de bornes d' intégration et 
d' intervalles doivent tenir compte de la structure de singularité de la surface. Un point trop près 
d' un point singulier produira une très petite valeur ou une très grande valeur. 




F = {F(V1o' V20' ... ;À{);C;o;r, e) E IR3 1 r E [a ,b], e E [c,d], a,b,c,d E IR fixés} (7 .2) 
et représente une partie de la surface décrivant les solutions de l'EDO (4.68). Il est bien connu 
que le calcul intégral numérique fait appel à des méthodes d'approximation et nécessite une 
quantité importante d'opérations. Par exemple, pour l'équation d'Hermite, nous avons obtenu 
pour la première composante 
2n!cç 2 
x(c;) = 1 2 e-s ds. 
/l,C Ço 
(7.3) 
Le calcul de centaines (voir milliers) de points définis par des expressions de la sorte résulte 
en un temps de calcul trop élevé. Pour pallier cela, nous calculons d'abord la primitive de 
l'intégrale de chaque composante de (3.22), nous tirons profit du théorème fondamental du 
calcul intégral et calculons des points par une expression de la forme 
(7.4) 
réduisant considérablement le temps de calcul (de plusieurs heures à quelques secondes). La 
commande d'affichage Mathematica utilisée est 
ParametricPlot3d[ {Fi [r, el , F2[r, el , F3 [r, el}, {r,a, b} , {e , c, d}l· (7.5) 
Nous présentons à la page suivante un exemple du code Mathematica utilisé pour afficher la 
figure 5.6, soit un cas particulier de la famille de surfaces solitoniques associée aux polynômes 
de Laguerre, plongée dans l'espace euclidien. 
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Code Mathematica pour l'affichage de la figure 5.6 
\[Xi)O = 1 + l (*Borne inf. intégrale*) 
a = -3 i ( *Borne inf. ParametricPlot*) 
b 3 i (*Borne sup . ParametricPlot*) 
c = Oi (*Borne inf. ParametricPlot*) 
d 2*Pii (*Borne sup . ParametricPlot*) 
(* Composantes de F dans R~3 *) 
F1 [r_, \ [ThetaL) : = 1/2*Re[N[ExplntegralEi[(r*Exp[I*\[Theta)))) , 3) 
- N[ExplntegralEi[-(r*Exp[I*\[Theta)))) , 3) 
- (N[Explntegra1Ei[\[Xi)0) , 3) - N[ExplntegralEi[-\[Xi)O) , 3))) i 
-1/2*Im[N[ExplntegralEi[ (r*Exp[I*\[Theta)))) , 3) 
+ N[ExplntegralEi[-(r*Exp[I*\[Theta)))) , 3) 
- (N [ExplntegralEi[\[Xi)O ), 3) + N [ExplntegralEi[-\[Xi)O) , 3))) 
Re[N[Log[(uExp[I*\[Theta))))) - N[Log[\[Xi)O))) 
(* Affichage du résultat et configuration des options d'affichage *) 
ParametricPlot30 [(Fl [r , \ [Theta)) , F2 [r , \ [Theta)) , F3 [r , \ [Theta)) }, 
Ir , a , b} , {\[ThetaJ, c , dl , 
AxesLabel -> {Style[ " \ ! \ (\*SubscriptBox[\ (F\) , \(1\))\) (\[Xi)) ", Black) , 
Style [" \ ! \ (\*SubscriptBox [ \ (F\) , \(2\) ) \) ( \[Xi ) ) ", Black) , 
Style[ " \!\(\*SubscriptBox[\(F\) , \(3\))\) (\[Xi)) ", Black)} , 
LabelStyle -> {20 , Black} , TicksStyle -> (Oirective[FontSize -> 20) , 
AxesStyle -> 20}) 
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