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Introduct ion.  
I n  t h i s  paper we show t h a t  the method o f  Cesari  and Hale f o r  t h e  de te r -  
mination of per iodic  so lu t ions  of ordinary d i f f e r e n t i a l  equations can be extend- 
ed t o  t h e  case i n  which these  equations contain a time lag.  
An ordinary d i f f e r e n t i a l  equation w i t h  time l a g  ( a l s o  ca l led  func t iona l  
d i f f e r e n t i a l  equation) d i f f e r s  from those  without l a g  i n  t h a t  t he  de r iva t ive  
of  a so lu t ion  funct ion a t  a time t depends also on t h e  values of  t h i s  so l -  
u t ion  a t  t i m e s  preceding t. 
only t i m e  l a g s  less t h a n  a fixed number r. 
We fu r the r  r e s t r i c t  our equations by considering 
I n  t h e  nota t ion  introduced by Hale [l] we consider equations of t h e  form 
where F denotes a func t iona l  ( r e a l  o r  complex) defined f o r  each t and f o r  
t h e  "segment o f  solution" x of length r, preceeding t. Here x denotes 
an n-vector. 
t' 
A s  a p a r t i c u l a r  case w e  encounter t h e  d i f f e rence -d i f f e ren t i a l  equations 
(B) ?(t) = f ( t ,  x ( t ) ,  x(t-.,) ,...' x(t-T1)).  
We will consider here  equations of t h e  form 
( r) %(t) = L(xt) + N ( t ,  X t '  PI, 
. 
where L i s  l i n e a r  i n  x ( i n  a space t o  be defined) and N ( t ,  9, P)  tends 




I n  analogy with what has  been done fo r  ordinary d i f f e r e n t i a l  equations 
(see Hale [z ] ) ,  w e  seek a method t o  determine t h e  T-periodic so lu t ions  of ( r )  
when N i s  T-periodic i n  t. 
Many of  t h e  methods which have been considered f o r  ordinary d i f f e r e n t i a l  
equations are d i f f i c u l t  t o  apply i n  t h e  case o f  t ime l a g  as w i l l  be  shown i n  
t h e  next paragraphs. 
If i n  (a) F i s  T-periodic i n  t, w e  might assume t h a t  our so lu t ion  
has a t r igonometr ic  Four ie r  expansion of  period T. 
o f  f i nd ing  a 
We then  reduce t h e  problem 
T-periodic so lu t ion  of (a )  t o  t h a t  of so lv ing  t h e  i n f i n i t e  number 
of equat ions obtained by equat ing coe f f i c i en t s .  Making t h e  above reduct ion 
and so lv ing  the equat ions which r e s u l t  i s  i n  genera l  extremely d i f f i c u l t  even 
when t h e r e  i s  no l a g  present .  
Cesar i  [ 3 ]  shows t h a t  f o r  nonl inear  equat ions without l a g  it i s  not  
necessary t o  consider an i n f i n i t y  of  solut ions,  bu t  merely t o  see  if some 
elements o f  a family of pe r iod ic  functions,  which a r e  obtained as f ixed po in t s  
of a family of operators ,  s a t i s f y  a f i n i t e  number ( m l )  of  "determining 
equations". Any of t h e s e  f ixed po in t s  which s a t i s f i e s  t h e  determining equat ions 
i s  a per iodic  solut ion.  The d i f f i c u l t y  l i e s  i n  f i n d i n g  t h e  f ixed po in t s  and 
ve r i fy ing  t h a t  t hey  s a t i s f y  t h e  determining equations.  
funct ion theorem, however, he succeeds i n  showing t h a t  under c e r t a i n  circum- 
s tances  i t  i s  s u f f i c i e n t  t o  consider t h e  (2m+l)-parameter family of t r igonometr ic  
polynomial containing t h e  f i r s t  m harmonics in s t ead  of t h e  family of f ixed 
By means of an i m p l i c i t  
points .  The determining equations can then  a c t u a l l y  be  used t o  c a l c u l a t e  t h e  
2m+l  
t h a t  t h e  functions t h u s  obtained l i e  i n  t h e  v i c i n i t y  of t h e  pe r iod ic  so lu t ions  
coe f f i c i en t s  of t h e  polynomials s a t i s f y i n g  them. Fur ther  it can be  shown 




The method i s  s t i l l  very d i f f i c u l t  t o  apply, even i n  t h e  most 
The genera l iza t ion  of t h e  above method t o  equat ions with l a g  w i l l  not  b e  
Let us re- attempted here  and w i l l  be  t h e  subject of  some f u r t h e r  publ icat ion.  
mark, however, t h a t  t h e  method of Cesari i n  [ 3 ]  r e l i e s  m t h e  use of  spaces 
and t h e s e  do not  seem t h e  most appropriate  f o r  equations l i k e  (p), which we want 
t o  be ab le  t o  inc lude  i n  our theory. 
method introduced by  Knoblock [4 ]  using uniform norms would genera l ize  without 
t r o u b l e  t o  l a g  equations including t h e  d i f f e r e n c e - d i f f e r e n t i a l  type. 
L2 
It looks as i f  t h e  modif icat ion of t h e  
The b a s i s  o f  t h e  per turba t ion  procedure of Cesari and Hale f o r  ( r )  without 
lag, as it i s  shown i n  t h e  last  p a r t  of  [ 3 ] ,  i s  e s s e n t i a l l y  t h e  same as i n  t h e  case 
above. Now, however, we  look f o r  per iodic  so lu t ions  of  t h e  perturbed system 
which tend t o  pe r iod ic  so lu t ions  of  t h e  l i n e a r  system as t h e  parameter p 
t ends  t o  zero. 
The gene ra l i za t ion  of  t h i s  procedure t o  l a g  equations i s  made poss ib l e  
by  decomposing equat ion (r) by means o f  t h e  p ro jec t ion  opera tors  defined by 
Hale [ 11 . 
perturbed with a t e r m  containing some lag element which couples t h i s  equation 
with a second one. By neglec t ing  t h i s  l a g  element w e  ob ta in  an ord inary  per- 
t u r b a t i o n  problem which can be dea l t  with by t h e  methods mentioned above. 
small p t h e  pe r iod ic  so lu t ions  o f t h e  unperturbed equation yielded by t h e  
determining equat ions are c lose  t o  per iodic  so lu t ions  of equation (y). 
approximation we want t o  f ind t h e  per iodic  so lu t ion  of t h e  l i n e a r  equation t o  
which t h e  pe r iod ic  so lu t ions  of t h e  perturbed one tend. 
We then  obta in  an ordinary d i f f e r e n t i a l  equation without t i m e  l a g  
For 
Ir, a f i r s t  
The b a s i c  i d e a  behind t h e  decomposition i n  [l] and t h e  reduct ion  of t h e  
problem t o  equat ions without l a g  i s  t o  consider  a funct ion space as our phase 
space. Notice t h a t  t h e  i n i t i a l  value problem f o r  equation (a) i s  we l l  posed 
- 4- 
i f  w e  give as i n i t i a l  condi t ion a func t ion  defined i n  an i n t e r v a l  of  length 
I n  f a c t  t h e r e  might be  an i n f i n i t y  of  funct ions which s a t i s f y  t h e  equation and 
pass  through a given po in t  of t h e  n-dimensional euclidean space. 
r. 
I n  sect ion I w e  give t h e  required background m a t e r i a l  on equat ions with 
The re- t i m e  lag.  
duc t ion  o f  (r) autonomous t o  t h e  previous case  i s  t r ea t ed  i n  sec t ion  111. I n  
t h e  next sect ion we show how t h e  b a s i c  procedure can be used t o  determine t h e  
asymptotic s t a b i l i t y  of a pe r iod ic  solut ion.  
some simple r e s u l t s  from t h e  theory  of per iodic  l i n e a r  equat ions with t ime l a g  
t h a t  we borrow from Stokes [ 5 ]  and Shimanov [ 6 ] .  
simple example a r i s i n g  from a c o n t r o l  system with a de lay  i n  t h e  feedback. 
Sect ion V I  i s  devoted t o  t h e  procedure t o  be followed when w e  have t o  use 
higher  order  terms t o  a s c e r t a i n  the  ex is tence  of pe r iod ic  so lu t ions  and an 
example of the  app l i ca t ion  of t h i s  procedure i s  given. 
I n  sec t ion  I1 we develop t h e  method f o r  (y)  nonautonomous. 
I n  order  t o  do t h a t  w e  r equ i r e  
I n  sec t ion  V we present  a 
-5- 
I. Preliminaries.  
Let E? be t h e  n-dimensional complex euclidean space and consider t h e  
continuous func t ion  
C ( [ - r ,  01, E ) = C 
[-r, O] with range i n  E , 
a s s o c i a t i n g  an element of C t o  x f o r  every t i n  [0, T)  by means of t h e  
r u l e  
x : [-r, T) -+En, T, r > 0. Consider a l s o  t h e  space 
n of t h e  continuous func t ions  defined i n  t h e  closed i n t e r v a l  
n with the sup norm. We de f ine  t h e  opera tor  wt 
u t ( x )  = x ( t  + e),  8 i n  [-r, 01. 
I n  order t o  s impl i fy  t h e  nota t ion  we s h a l l  use U ( x )  = x 
Given a func t iona l  F : R X C + En an l e t t i n g  k ( t )  represent  t h e  
r i g h t  hand d e r i v a t i v e  of x at t, we def ine  a f u n c t i o n a l - d i f f e r e n t i a l  equation 
as t h e  r e l a t i o n  
(See Hale [l]). t t' 
The func t ion  F does not need t o  be defined on t h e  whole of R X C. 
I n  fact f o r  our use i n  t h i s  work we s h a l l  suppose it defined f o r  a l l  
an open b a l l  
R and i n  
CH = ((p E C : ilcpll < H) . 
We say t h a t  x(u, (p) : [a - r, T) + En i s  a so lu t ion  of (1) with i n i t i a l  
va lue  (p at  u i f  t h e r e  e x i s t s  '5 > U such t h a t  xt(u, (p) i s  i n  CH f o r  t 
i n  [a, 4, x (a, (p) = Cp and (1) is  s a t i s f i e d  by x(a,  cp)(t), t i n  [u,  'r). 
If (1) i s  autonomous, i.e.,  F does not depend e x p l i c i t l y  on t, and 
we choose u = 0, we abbrevia te  xt(a, (p) by xt((p). 
Consider t h e  case  i n  which (1) i s  autonomous and F i s  a continuous l i n e a r  
func t iona l :  
b '  
t 
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This  case i s  p a r t i c u l a r l y  important t o  us, s ince  most of t h e  p rope r t i e s  
of o w  perturbed equations (r) depend on t h e  unperturbed ones. 
I n  t h e  next paragraphs we summarize t h e  p a r t s  of  t h e  theory  of 
which a r e  re levant  t o  t h i s  work. 
see  [l]. 
(2) 
For a more d e t a i l e d  exposit ion,  with proofs, 
The Riesz representa t ion  theorem t e l l s  us t h a t  we can w r i t e  
( 3 )  
where T(e) i s  a n  n X n matr ix  o f  func t ion  of bounded v a r i a t i o n  on [-r, 01. 
On t h e  o ther  hand it i s  w e l l  known t h a t  (2) has  a unique so lu t ion  def ined fo r  
t i n  [0, w) f o r  any i n i t i a l  value cp i n  C a t  zero ( s e e  Krasovskii  [7], 
o r  Halanay [ 81). 
We define t h e  semi-group of operator  U ( t )  : C + C by 
where u(cp) i s  t h e  so lu t ion  of (2)  with i n i t i a l  value cp a t  zero. For each 
t > 0, T > 0, U ( t )  i s  a bounded l i n e a r  operator  s a t i s f y i n g  U ( t  + T) = U ( t ) U ( T  ). 
In terms o f  t h e  mat r ix  7 appearifig on ( 3 )  w e  f ind t h a t  t h e  c h a r a c t e r i s t i c  
values  of (2) are given as t h e  r o o t s  of t h e  c h a r a c t e r i s t i c  equation 
A0 
0 





There are only a f i n i t e  number of roo t s  of (4) i n  any half  plane R e  z Z y, 
and each of  t hese  roo t s  has  f i n i t e  mul t ip l ic i ty .  
If A has m u l t i p l i c i t y  k, then t h e r e  a r e  k, and no more than k l i n e a r  
A t  
independent so lu t ions  of (2)  of t h e  form y ( t )  = p ( t ) e  , where p ( t )  i s  a 
polynomial with c o e f f i c i e n t s  i n  En of  degree 5 k-1. 
We observe t h a t  t hese  solut ions can be prolongated backwards, i.e., t h e r e  
i s  a funct ion y: R +En, such t h a t  
u(y,)( t )  = y(t-.r) fo r  t, E R. 
Let Y denote t h e  matrix having a s  columns t h e  k l i n e a l y  independent 
so lu t ion  mentioned above. Then there  e x i s t s  a constant matrix B, with h 
as  only c h a r a c t e r i s t i c  value, such t h a t  
If we def ine  = Y i.e., the matrix whose columns a r e  t h e  elements of 
0’ 
C corresponding t o  y then w e  have: 
0’ 
This  r e l a t i o n  says t h a t  @ i s  t h e  b a s i s  of a f i n i t e  dimensional sub- 
space P ( h )  of C which i s  invar ian t  under U ( t ) .  I n  t h i s  subspace we can 
extend t h e  d e f i n i t i o n  of U ( t )  t o  negative values of t by tak ing  U ( - t )  = 
- B t  
@ e  . 
Given any f i n i t e  s e t  A = {?,.I of c h a r a c t e r i s t i c  values  of (2) it i s  
y ( t )  = p ( t ) e  
1 
A i t  
pos s ib l e  t o  ob ta in  a s e t  of functions of  t h e  form 
such t h a t ,  if Y denotes t h e  matrix whose columns a re  t h i s  basis ,  t h e r e  e x i s t s  
, t E R, 
a constant  matr ix  B such t h a t  
-8- 
Y ( t )  = Y(0)e B t  , t E R, 
where B has  as c h a r a c t e r i s t i c  values  t h e  elements o f  A. 
The l i n e a r  subspace spanned by t h e  columns of Yo = # i s  ca l l ed  t h e  
general ized eigenspace associated with A, and w i l l  be denoted by P(A). 
i s  an element of  P(h) w e  have then 
u ( c p )  = U(t)cp = 4eBtb , q = O b  . t 
That E..OWS t h a t  i n  P(A) t h e  behavior of t h e  solut-on i s  t h e  same as 
t h a t  of an ordinary d i f f e r e n t i a l  equation with constant  coe f f i c i en t s .  
If L i s  a r ea l  func t iona l  (L : c +R"), and we are only i n t e r e s t e d  
i n  t h e  r ea l  pa r t  of ut, then  w e  know t h a t  both h and x are  c h a r a c t e r i s t i c  
roots .  By a s soc ia t ing  h with x we can choose CP as a matr ix  whose elements 
a r e  r ea l  funct ions and such t h a t  t h e i r  columns form a b a s i s  f o r  t h e  r ea l  p a r t  
of R(A).  I n  t h i s  case B w i l l  be a r ea l  constant  matrix.  
We w i l l  next cha rac t e r i ze  t h e  space Q(A) complementary t o  P(A) which 
w i l l  be a l s o  invar ian t  under t h e  operator  U ( t )  f o r  t 2 0. Every element Cp 
of C 
These elements are ca l led  t h e  p ro jec t ions  of cp on P(A) and Q(A) respec t -  
ively.  If pp and pQ des igna te  t h e  opera tors  of p ro jec t ion  w e  can wr i t e  
w i l l  then be uniquely express ib le  as t h e  sum of an element o f  P(A) and one of Q(A) 
(7) 
To abbreviate  we des igna te  pp(cp) and pQ(cp) by cp P and 9' respec t -  
ive ly .  We wr i te  then  (7)  as 
P Q  ( P = 9  + c p  . 
. 
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We obta in  t h e  cha rac t e r i za t ion  of Q(A) with t h e  he lp  of t h e  following 
equation, known as t h e  ad jo in t  t o  (2) 
T ( 7  i s  t h e  transpose of T), .and i t s  associated c h a r a c t e r t i s t i c  equation 
(9) 
-r 
The so lu t ions  of (4) and (9) are t h e  same. A so lu t ion  of (8) is  uniquely 
def c* determined by giv ing  an i n i t i a l  condition $ i n  C([O, .],En) = at 0, 
and i n t e g r a t i n g  (8) f o r  s 5 0. To any 9 i n  C and + i n  C* w e  a s s o c i a t e  
t h e  b i l i n e a r  form ($, Cp) defined by 
If @ i s  a basis f o r  P(A) and Y i s  a b a s i s  f o r  P ( A )  ( t h e  generalized 
eigenspace of A i n  C*), then (Y, Q )  = (Ifj, 9,)) i s  non s ingular  and, by 
changing t h e  bases, can b e  taken as t h e  i d e n t i t y  matrix. Let us then  assume 
The space Q(A) i s  characterized by 
If Cp E Q(A), then  U(t)cp E Q(A) f o r  t 2 0. I n  t h i s  case  t h e  so lu t ions  
a r e  not  n e c e s s a r i l y  defined f o r  negative t as i n  P(A). 
We have then  t h a t  t h e  pro jec t ion  operator pp i s  defined by 
P 
cp = Pp(P = m, Cp) 
- 10- 
and 
Q cp = Pap = cp - Ppcp 
Consider now t h e  equation 
We want an expression, similar t o  t h e  v a r i a t i o n  of' parameters formula, 
which w i l l  give t h e  so lu t ion  of (13) f o r  a given i n i t i a l  value i n  terms of 
t h e  so lu t ions  of' ( 2 ) .  
Let X ( t )  be the  n X n matrix whose columns are t h e  so lu t ions  fo r  
t 2 -r of  equation (2)  with X ( t )  = 0 f o r  t i n  [-r, 0) and X ( 0 )  = I, 
t h e  i d e n t i t y  matrix. 
so lu t ions  of  (13) with i n i t i a l  value cp at  u (see Halanay [ 8 ] , [ 9 ]  and Hale- 
Pe re l l6  [ l o ] )  : 
Then we have t h e  fol lowing r ep resen ta t ion  f o r  t h e  
t 
U 
x ( t )  = U ( t - U ) q ( O )  + J X ( t - T ) N ( T ,  XT)dT, t z 0, 
X(U + e )  = cp(e) 8 E [ - r ,  01 
It i s  shown i n  [9] t h a t  by p ro jec t ing  X on P and Q as indica ted  
0 
previously, t h a t  i s ,  by t a k i n g  
Xp = Q(Y, Xo) = Q?(O) 
0 
Q P x = x  - x o  , 
0 0 
t h e  equation (14) can be decomposed as follows: 
. 
. - 11- 
t 
CJ 
X z ( 6 )  = U(t-o)cpP(0) + ~ U ( t - ' c ) X ~ ( 0 ) N ( T ,  x T ) d T ,  t E R 
t 
X$0) = U(t-o)cpQ(0)  + IU(t-.c)X:(0)N(T, xT)dT , t h 0 
d 
From now on, in order t o  abbreviate,  we w i l l  not w r i t e  t h e  0 when 
using t h e s e  formulas. 
. 
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11. The nonautonomous equation 
Consider equation (2) and assume t h a t  A i s  t h e  set  of a l l  of  i t s  
, n in teger .  We know t h e r e  i s  only 2rm c h a r a c t e r i s t i c  r o o t s  of t h e  form i -
T 
a f i n i t e  number of such roots .  Assume, moreover t h a t  t h e  dimension of t h e  
eigenspaces spanned by t h e s e  r o o t s  coincide with t h e i r  mu l t ip l i c i ty .  Then 
P ( h )  
i o d i c  so lu t ions  of  (2 ) .  
w i l l  cons is t  of  a l l  those  func t ions  which a r e  i n i t i a l  values  of T-per- 
According t o  (6)  t h e  o r b i t s  ( o r  paths)  of t h e  equat ion i n  P(A) a r e  
given by u,(cp) = Oe b, where cp = Ob and B i s  a p X p matr ix  which 
has  t h e  elements of A as eigenvalues and has  simple elementary d iv i so r s .  
B t  
Notice t h a t  p and n are not re la ted ,  and any can be  l a r g e r  than t h e  other .  
If w ( t )  = ( Y  , w t )  w e  have t h a t  f o r  u i n  P(A), w ( t )  satisfies t h e  l i n e a r  t 
e q ua t i on 
We introduce some more nota t ion  t h a t  we need i n  t h e  next  pages: 
Sp denotes t h e  space of T-periodic func t ions  y from R i n t o  E’ with 
I ,  2 
ilyil t h e  norm = sup ( I y ( t )  1 ,  t E R ) ,  I yI = y*y, y* t h e  conjugate t ranspose  of y. 
c denotes t h e  space of T-periodic func t ions  x from R i n t o  C with t h e  t 
norm / I X t ; /  = sup {ilxtll, t E R ) ,  j/xtl1 = sup { l x ( Q ) l ,  8 E [ - r ,  O]),lxl 
denotes  t h e  operator  defined by  
as above. 
0 :  Sp + Sp 
B t  Notice t h a t  @(f) i s  of t h e  form e a and hence w i l l  correspond t o  some 
so lu t ion  of  (16). 
. -13- 
By R : C + X  we denote t h e  operator definded by 
Here we are using t h e  nota t ion  x : R + C even i f  t h e r e  i s  no x : R + E n  t 
corresponding t o  it (see t h e  d e f i n i t i o n  of 
The use of t h i s  no ta t ion  i s  similar t o  t h e  abuse made when we wr i t e  
x at t h e  beginning of sec t ion  I).  t 
x ( t ) :  R + En 
which we do very f requent ly  i n  order t o  use l e s s  symbols. 
To begin with we w i l l  f i nd  necessary and s u f f i c i e n t  condi t ions fo r  t h e  
e quat i on 
with f i n  Sn and L as above t o  have T-periodic solut ions.  Such con- 
d i t i o n s  are given i n  a more general  theorem i n  [ 8 ] ,  but  we p re fe r  t o  include 
t h e  proof f o r  our case which i s  much simpler. 
Lemma 1, 
If f E Sp, then t h e  equation - --
B as i n  -- has a -- periodic  so lu t ion  i f  and only i f  ---- = 0, and i n  --
t h i s  case f o r  every a E E' there i s  a unique so lu t ion  y+(a) of (18) such ---- --- - - -  
B t  t h a t  @(y+(a) = e a = w(a) ( t )  , i.e., @ ( p ( a ) )  i s  t h e  so lu t ion  of (16) -- -- -
with i n i t i a l  value a at t = 0. - - - 
Moreover t h e  following estimate holds -
where K does not depend on f or a. - - - --
Remark: P ( a )  i s  not necessa r i ly  t h e  so lu t ion  of  (18) with i n i t i a l  value 
a a t  t = 0. 
Proof: The so lu t ion  of (18) with i n i t i a l  value y 0 a t  t = 0 i s  given 
B t  A s  e yo i s  T-periodic ,  i n  order  t o  have y ( t )  T-periodic it i s  net- 
essary  and s u f f i c i e n t  t h a t  / 
r equ i r e  t h e  Joe f(.r)dT = 0 or,  us ing  our notat ion,  @(f) = 0. 
e B(t-T)f(T)dT be  T-periodic, t h a t  is, we 
0 
T -BT 
From (19) we have f o r  y E Sp t h a t  e-Bty(t) = a + g ( t ) ,  where 
f(T)d.r = yo + c, and g i s  a funct ion i n  Sp with mean 1 1' t e - B T  a = y  + - /  / 
value 0. 
o T o o  
Applying t h e  operator  @ t o  y E Sp we ob ta in  
Hence @ gives  a 1-1 correspondence between t h e  per iodic  so lu t ions  
of (18) and those of  (16). 
From the  f a c t  t h a t  
B t  For t h e  mat r ices  K = IIe \ISk. t h e  l as t  p a r t  of t h e  lemma fo l lows  by t a k i n g  
e Bt and e we a r e  using as S norm t h e  supremum of t h e  square roo t  of 
t h e  sum of t h e  product of t h e i r  elements by t h e i r  conjugates  f o r  all 
- B t  
t. 
Lemma 2. 
. - 15- 
Q t x*' = U ( t ) c p  + J U ( t - r ) X o  h(?)dT 
0 
(20 )  t 
i s  T-periodic. -
Moreover we have -- 
where K'  i s  independent of t h e  h chosen. - --
Proof: If x: i s  T-periodic we have 
cp = U(T)cp + I 0 U ( T - ~ ) X O  T Q h(T)dT, t h a t  i s  
Cp = ( I - U ( T ) )  -1 JoU(T-T)Xo T Q h(T)dT . 
We have t h a t  I-U(T) has an inverse i f  (I-U(T))(p = 0 implies cp = 0. 
This  i s  t h e  case, s ince  we have assumed t h a t  t h e r e  a r e  no T-periodic so lu t ions  
of (2) i n  Q(A) bes ides  t h e  i d e n t i c a l l y  zero. Hence Cp i s  uniquely determined. 
Notice t h a t  .f:U(T-=)X:(6)h(?)dr i s  a continuous funct ion i n  6 f o r  6 i n  
"Q i s  The expression f o r  x t 
Q U(t+T-T)X 0 '  h(.r)dT . t + T  
t 
= ( I - U ( T ) ) - '  t X 
The est imate  on t h e  C-norm of x:Q i s  obtained as follows: 
llU(t+T-r)X:lI Jo lh(T) ldT = 
T 
II Xt *' II = 11 (I-U(T))-'/  sup 
?.E[ t, t+T]  
By using our decomposition (15) we obta in  immediately t h e  des i r ed  prop- 
e r t y  concerning equation (17)* 
Theorem 1. 
- The equation 
(17) k ( t )  = L(xt) + f(t)  
with f E Sn and L as i n  (2) has  a T-periodic so lu t ion  i f  and only i f  - - -- -- ----
@' ( Y T ( 0 ) f )  = 0, and i n  t h i s  case, f o r  every @a i n  P ( h )  t h e r e  e x i s t s  - - --- 
* B t  - a unique so lu t ion  xt(a)  -- such t h a t  @(Y,xt(a)) = e a. 
Moreover t h e  following es t imate  holdsr -
where K" does not  depend on f. -- -
Notice t h a t  t h e  condi t ion @(YT(0)f) i s  equivalent  t o  
-BT T Joe Y (O)f(-c)dz = 0 , o r  
T 
.fo'?(T)f(T)dT = 0 , 
t h a t  is, i n  order for  (17) t o  have some T-periodic  so lu t ion  it i s  neccessary 
and s u f f i c i e n t  t h a t  f be  orthogonal, i n  t h e  sense o f  ( 2 2 ) ,  t o  t h e  T-periodic  
so lu t ions  Y ( t )  of t h e  equation ad jo in t  t o  (2 )  (See [ 8 ] ) ,  T 
I n  t h e  case i n  which ( 2 )  has  no T-periodic s o l u t i o n s  bes ides  t h e  ident -  
i c a l l y  zero, then t h e r e  i s  a unique T-periodic s o l u t i o n  f o r  every f i n  Sp. 
The following two lemmas fol low t r i v i a l l y  from t h e  ones above, bu t  we 
p r e f e r  t o  s ta te  them e x p l i c i t l y  f o r  easier re ference .  
- 17- 
Lemma 3 .  
If xt i s  an element of C, then f o r  every a E # t h e  equation - -- - --- -
where N ( t ,  c p )  i s  a func t iona l  of  period T i n  t, continuous with respec t  
t o  (t, Cp) and uniformly l i p sch i t z i an  i n  cp - i n CH, -- has a unique so lu t ion  
y*(a, x t )€  Sp -- such t h a t  
- -- - - -
- -
B t  
@(yf(xt))  = e a = w ( a ) ( t ) .  
To abbreviate  we are going t o  write 
With t h i s  no ta t ion  we have for t h e  so lu t ion  y*(a, xt)  of  (23): 
Here g ( t )  s t ands  f o r  t h e  unique T-periodic funct ion with zero mean 
value whose de r iva t ive  i s  f (  xt) (t). 
If we want t o  express g ( t )  as an i n t e g r a l  we have t o  dea l  with i t s  
components separately.  I n  f a c t  i f  t h e  components of g a r e  complex we have 
t o  d e a l  separa te ly  with t h e  r e a l  and imaginary p a r t  f o r  each component. We 
can choose si , vi i n  [0, T I  , i = 1 ,..., p, such t h a t  Re gi( t i )  = I m  gi(qi) = 0. 
We w i l l  have then t h a t  
t t 
Re gi = I, f(xt)(T)dT and I m  g i ( t )  = f(xt)(T)dT 
i V i  
have zero mean value. I f  denotes t h e  vector  of E’ with components 
-18- 
f o r  t h e  vector funct ion with components ( 2 5 ) .  Notice t h a t  x (x t )  i s  not 
necessa r i ly  uniquely determined. 
Observe t h a t  i f  we t ake  a new x' E C, t h e  following l i n e a r  property t 
holds f o r  some T(x  + X I )  with components with r e a l  and imaginary p a r t s  i n  t t  
Lo, T I :  
t t t 
This  follows because both terms of  t h e  f irst  member have m e a n  value 
zero and so must have t h e i r  sum, h(  t )  
f (x ; ) ( t )  and the re  e x i s t s  T ( x  + X I )  i n  [0, T]  such t h a t  t h e  second member t t  
of  (27) i s  equal t o  h ( t ) .  
say. On t h e  o the r  hand h' ( t) = f ( x t ) ( t )  + 
Lemma 4. 
If xt E C, then under t h e  same hypothesis  as above t h e r e  e x i s t s  - a - ---- -7 -
unique (p i n  &(A) such t h a t  - --
t 
V ( t ) ( p  + .f U(t-T)X: N ( T ,  xT)d7 
0 
i s  i n  C . -- 
The main purpose of  t h i s  s ec t ion  i s  t o  give condi t ions  under which t h e  
following equation has T-periodic solut ions:  
Here L i s  as before  and N ( t ,  (p, p) f u l f i l l s  t h e  fol lowing condi t ions  
for some H, po > 0 : 0 7  pol  i n  t h e  region R X C x [ - p  H 
- 19- 
cpl, cp2 i n  CH f o r  some continuous function 9 defined i n  [O,pO] X [0, Ho], 7 
nondecreasing i n  Ipl and H and $0, 0) = 0. 
The above condi t ions are enough t o  insure  l o c a l l y  t h e  ex is tence  and 
uniqueness of so lu t ion  f o r  any p i n  [-po, and any i n i t i a l  condition 
Cp i n  CH a t  a time (I i n  R. If w e  do not leave CH f o r  any t, then 
t h e  so lu t ion  i s  defined f o r  a l l  t 2 6, and i f  f o r  some cp we have t h a t  
xt(cp) E CH f o r  t E [0, TI, then  we can t ake  x ( c p )  T-periodic 
f o r  every t i n  R. Notice here  tha t  it may happen t h a t  t h e r e  i s  no unigue- 
ness  of so lu t ion  going backwards i n t i m e .  It may occur t h a t  two so lu t ions  
with d i f f e r e n t  i n i t i a l  condi t ions at 6 coincide a f t e r  some t > 6. For 
in s t ance  t h e  equation considered as a l a g  equation i n  t h e  phase 
space i s  such t h a t  any so lu t ion  with i n i t i a l  con- 
d i t i o n  cp such t h a t  cp(0) = 0 w i l l  be  zero f o r  t 2 0. 
xT(cp> = cp , t 
j ,  = Ax 
C([ - r ,  01, E ), r > 0, n 
B t  
For any a, 0 < Q < 1, and f o r  any a E E' f u l f i l l i n g  110 e allc 5 aH, 
we denote by C t he  following subset of C: 
a,H 
i .e .  t h e  s e t  of those T-periodic solut ions from R i n t o  C which never 
leave  t h e  b a l l  CH and such t h a t  t h e i r  "average" R equals 0 e a and 
i s  contained i n  t h e  smaller b a l l  Cm . 
B t  
We do not make e x p l i c i t  t h e  choice of a, but  we have t o  keep i n  mind 
-20- 
. 
t h a t  i t s  value i s  fixed throughout t h e  whole reasoning. Notice also t h a t  i f  7 
i s  independent of  H our  r e s u l t s  w i l l  be va l id  f o r  amy H i f  p i s  small  enough. 
L e m  5.  
P -- There ex is t  p1 > 0, H > 0 such that, f o r  every a E E with \lcEeBt&\lC 5 1 3 3  
xt = xt(a, p) i n  c s a t i s f y i n g  t h e  r e l a t i o n s  -a, H -
t h e r e  e x i s t s  a unique - 
f o r  every p with lp l  5 p Furthermore t h i s  xt(ay p) - i s continuous - on 1' -
(a, 4. 
Proof: 
We use the no ta t ion  
f o r  t h e  funct ion of  t which r e s u l t s  from subs tu t ing  a given xt i n  C i n  
t h e  r i g h t  hand s ide  o f  ( 3 2 ) .  
If we take z i n  C and s u b s t i t u t e  it i n  ( 3 0 )  and (31) w e  ob ta in  two t 
uncoupled equations: 




xQ - U(t)xQ 0 + I U(t-T)X>(T,  zT, p)dT , 
0 
t -  
According t o  Lemma 3, f o r  any a i n  E' equation (33) has  a unique 
T-periodic  so lu t ion  given by 
(35 )  
I n  a similar way, according t o  Lemma 4, equation (34) has  a unique 
pe r iod ic  so lu t ion  xQ given by t 
L e t ' s  de f ine  t h e  opera tor  F ( a ,  p) from C i n t o  C by 
We w i l l  show t h a t  f o r  p, H s m a l l  enough y ( a ,  p) maps C,,H i n t o  i t s e l f  and 
t h a t  it i s  a contraction. 
f i xed  under y(a, p). 
Consequently t h e r e  i s  a unique element i n  C 
a , H  
B t  
The f a c t  t h a t  a( y ( a ,  p)(zt)) = (3 e a i s  obvious. We have t o  show 
now t h a t  11 y ( a ,  p)(zt)llC 5 H i f  z i s  i n  C and p i s  s u f f i c i e n t l y  
s m a l l .  
t a, * 
From Lemma 1 we have t h e  estimate 
- 22- 
f o r  some K independent of n. 
Since I18(f)lls 5 l\flls, w e  ge t  t h e  est imate  
where K i s  continous, increas ing  and K ( 0 )  = 0. 
By Lema 2 we have 
t o  have I I N a ,  p)(zt)(lC 6 H and hence F ( a ,  p ) ( z t )  i n  C Due t o  t h e  
con t inu i ty  of q and K we can choose p i  > 0, H~ > 0 such t h a t  l(p; ,H1)H1+K(Pi) 5 
a, H' 
HJ1 - 4 
Kk + KY k' '1 a, H1 
, and  then y ( a ,  p) maps Ca i n t o  C f o r  I pl 5 p i  . 
- .  
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W e  will now prove t h e  cont rac t ing  property of y( a, p), namely t h a t  
f o r  I pl s m a l l  enough then  e x i s t s  a 61 < 1 such t h a t  f o r  z and z' i n  
C t h e  following holds: 
t t 
a,H 
According t o  (32 )  and ( 3 5 )  we have 
Using (36 )  we get: 
We can choose P'; > 0 ,  H2 > 0 such t h a t  v( I pi ,  Hp)( k + K'T) < 1 f o r  1111 5 ptt 1' 
By choosing p; = min (pi, py] and H = min ( H  H ) we conclude t h a t  (38 )  holds f o r  1' 2 
a l l  I P l  5 P1 - 
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Hence the re  i s  a unique element xt(a, p) of Ea such t h a t  
Fron t h e  con t inu i ty  o f  y ( a ,  p) azzd from t h e  con t r ac t ing  property it 
follows t h a t  xt(a, p) i s  continuous on (a, p) . 
Theorem 2 
If f o r  some p a r t i c u l a r  (a, p) f u l f i l l i n g  t h e  requirements --- of Lemma 5 --- -
it happens t h a t  xt(a, p), so lu t ion  - of  (39), f u l f i l l s  - t h e  r e l a t i o n  - -
a 
then  .(a, p) - -  i s  a pe r iod ic  so lu t ion  - of  (28) -9 and conversely, - i f  xt(p),  
I pI < p1 , i s  a pe r iod ic  so lu t ion  of  (28) i n  - t hen  Zt (p) = X t ( a ,  cl) - -  - - 
f o r  some a. --
Proof: 
The f irst  p a r t  i s  obvious, and t h e  second fo l lows  from t h e  fact  t h a t  
x,(p) f u l f i l l s  (28) f o r  every t E R and it has t o  f u l f i l l  (30),(31) and 
(40) according t o  t h e  p rope r t i e s  of  
ness  of  so lu t ion  i n  C of (30) and (31). 
'u 
@ The r e s u l t s  fol low from t h e  unique- 
a , H  
Equation (40) i s  gene ra l ly  known i n  t h e  l i t e r a tu re  as "b i fu rca t ion  
equation" or "determining equation". 
Notice t h a t  if A i s  empty, i.e., (2)  has  as only  T-periodic  so lu t ion  
t h e  i d e n t i c a l l y  zero, then  t h e r e  i s  no r e l a t i o n  (40) t o  f u l f i l l  and we conclude 
. -3- 
t h a t  equation (28) has  a unique per iodic  so lu t ion  
t inuous ly  on p and tends  t o  0 as p -so, i .e . ,  x (0) = 0. 
xt(p) 
t 
which depends con- 
The method t o  determine T-periodic o r b i t s  of (28) f o r  s m a l l  p i s  then  
t o  f ind  xt(a, p) corresponding t o  (30) ,  (31) f o r  I pl i n  some i n t e r v a l  
[0, p], subs t i t ue  t h i s  value i n  (40) and solve f o r  a i n  terms of  p. 
This  method i s  t o o  d i f f i c u l t  t o  be p r a c t i c a l .  The main d i f f i c u l t y  de r iv ing  
from t h e  f a c t  t h a t  xt(a, p) i s  genera l ly  not known e x p l i c i t l y .  On t h e  
o ther  hand f o r  any 
func t ion  converging uniformly t o  x (a, p) due t o  t h e  fact t h a t  it i s  t h e  
f ixed poin t  of a con t r ac t ing  mapping. 
The sequence i s  given by: 
(a, p) we can f ind a sequence x ( ~ )  (a, p), of T-periodic t 
t 
B t  
Notice t h a t  due t o  t h e  form of y ( a ,  p) w e  have xt(a, 0) = e a . 
If @ ( Y T ( 0 ) N ( t ,  xt(a,, p),p)) i s  d i f f e r e n t i a b l e  with r e spec t  t o  a we 
can apply t h e  i m p l i c i t  funct ion theorem and decide on t h e  s o l v a b i l i t y  of  
as a func t ion  of p i n  equation (40). 
a 
I n  order  t o  in su re  t h i s  d i f f e r e n t i a b l i t y  w e  w i l l  ask f o r  f u r t h e r  r e -  
s t r i c t i o n  on N. 
Lema 6 
If N ( t ,  cp, p) i s  a s  i n  Lemma 5 and moreover DTN( t ,  Cp, p) e x i s t s  --- -- 
and i s  l i p s c h i t z i a n  i n  Cp w i t h  Lipschi tz  coe f f i c i en t  ?(I p(,H), 7 w i t h  t h e  ---- - 
. 
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- and @ ( Y T ( 0 ) N ( t ,  xt(a,  p), p ) )  - a r e  d i f f e r e n t i a b l e  - with r e spec t  - t o a - f o r  p 
and H s u f f i c i e n t l y  s m a l l .  -
Remarks: The symbol D stands f o r  t h e  Frgchet d e r i v a t i v e  and D a f ,  with f 
a p-vector function, i s  a p X p matrix.  
Cp 
Notice t h a t  i f  N ( t ,  ‘p, p) = pN*(t, ‘p), with N* and D N* l i p s c h i t z -  cp 
i a n  t h e  condi t ions of  t h e  lema a r e  f u l f i l l e d .  
If 7, do not depend on H t h e  r e s u l t s  a r e  va l id  independently of H. 
Proof: 
B t  
We use Induction on t h e  sequence (41). We have Daxp) (a ,  p) = @e 
Assuming t h a t  Daxik)(a, p) e x i s t s  we have: 
t+T 
(ktl)Q(a, p) = (I-U(T))-’J U ( t + T - r ) X %  N ( T ,  x(7k)(a, p),P)dT o a  
DaXt t 
hypothesis on N. 
(k) i s  zero, so i s  t h e  mean value t Notice t h a t  i f  t h e  mean value of  x 
B t  
Hence D x (k+l)(a, p) e x i s t s  and i s  continuous. Moreover if / ( e  I ( s  < M, a t  
w e  can choose CI small enough as t o  have / /Daxik)(a,  p)llc < M f o r  a l l  k. 
This can be  proved by induct ion  t ak ing  i n t o  account t h e  Lipschi tz  property 
of D N ( t ,  ‘p, p) i n  t h e  same way as w e  proved i n  Lemma 3 t h a t  Y ( a ,  P) maps 
9 
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c i n t o  C . 
a,H a,H 
We check next t h a t  Daxik)(a, p) converges uniformly i n  C t o  some a 
funct ion matrix, which i s  p rec i se ly  D x (a, p). a t  
Notice t h a t  C i s  a complete space and t h a t  t h e  sequence o f  funct ion 
matrices D x(k)(a,  p) i s  a Cauchy sequence, as we show i n  t h e  next paragraphs: a t  
Here we a r e  using a s  norms o f t h e  funct ion matr ices  t h e  supremum of  
t h e  norms of i t s  columns considered as vectors  
The constant K1 depends on M and K2 on t h e  upper bound of D N 
cp 
on CH. 
From (38) i n t o  (41) it fol lows t h a t  
Denote by 62 t h e  maximum of ?(I pl ,H)K1 and T(lp(, H)K2 and choose p, H 
s m a l l  enough t o  have 62 < 1. Let 6 be t h e  maximum of  61 and b2. Then 
it fol lows from (42): 
-28- 
Here Ak s tands  f o r  (sk + €ik-’)/(1 - S ) ,  and L i s  a constant  f a c t o r  
(l)-x(o)ll 
t t C  
and [ID a t  x ( ~ ) -  Da t  x(O)ll . A s  w e  have t h a t  r e l a t i n g  t h e  norms of  IIx 
c k6k converges, it fol lows t h a t  (DaxLk)(a, p))  i s  a Cauchy sequence con- 
m 
kS1 
verging t o  some element of C which i s  Daxt(a, p). 
We are now i n  condi t ion  t o  state t h e  fol lowing theorem which.represents  
t h e  most p r a c t i c a l  r e s u l t  of  t h e  method. 
Theorem 3 
- If N 
above with 7, 5 depending -- only on Ip l  -- and i f  
-9 -
f u l f i l l s  - t h e  condi t ions  required -- f o r  Lemma 6 bes ides  i),ii),iii) 
@’( ? ( O ) N ( t ,  @ eBta 0 ) )  = 0 (43 1 0’ 
then  t h e r e  e x i s t s  p > O  such t h a t  equation (28) - - -  has  a T-periodic  so lu t ion  --- 1 --
-29- 
* 
xt(ao,  p) - f o r  I pl < p1 . This so lu t ion  - i s continuous - i n  p - and xt(ao, 0) = 
B t  
@ e ao. 
Proof: 
B t  
Notice t h a t  @ e a. = xt(ao, 0). From t h e  cont inuni ty  of xt(a, p) 
w i t h  respec t  t o  p 
t o  (40), t h a t  f o r  a = a and p = 0 w e  can express a a s  a funct ion of 
p such t h a t  a(0)  = ao. 
it follows, by applying t h e  imp l i c i t  funct ion theorem 
0 
* 
The so lu t ion  xt(a, p) 
Evidently 
i s  given by x*(a , p) = xt(a(F), p). t o  
q ( a 0 ,  0) = xt(ao, 0) = @ e and t h i s  completes t h e  
proof. 
Remark: The lemma w i l l  s t i l l  be t rue  even i f  7, 7 depend on H i f  a. = 0, 
s ince  we used t h e  property only t o  check t h a t  @e a = x ( a  0). 
B t  
0 t 0’ 
Notice a l s o  t h a t  i f  H has a f a c t o r  E we can take i t  out  and consider 
equations (43) divided by E and we obtain the  desired r e s u l t s .  
-30- 
111. The autonomous equation 
We w i l l  apply here  t h e  r e s u l t s  of t h e  preceding sec t ion  t o  some auton- 
omous equations, i n  p a r t i c u l a r  t o  those  of t h e  type 
(441 i(t) = L(zt) + N(zt, p> , 
L and N f u l f i l l i n g  t h e  same condi t ions of t h e  previous sect ion.  
I n  order  t o  show how t h e  th ings  should be done i n  t h e  r e a l  case we a r e  
going t o  assume t h a t  L and N are r e a l  func t iona l s  over t h e  space C = 
C ( [ - r ,  01, Rn) 
a l i k e  bu t  a l i t t l e  simpler because we can diagonal ize  B and with every eigen- 
value we don ' t  need t h e  conjugate t o  be a l s o  an eigenvalue. 
and we look f o r  real  so lu t ions  of (44).  The complex case i s  
I n  t h e  r e a l  case w e  can always choose 0 ( s e e  sec t ion  I) i n  such a 
way t h a t  t h e  matr ix  B i s  o f  t h e  form 
(45) B = d i a g  (Oq, C1, . . . , Cr)  , 
Here 0 s tands f o r  t h e  q X q zero matrix,  and n.w are t h e  imaginary 9 1 
p a r t s  of t h e  elements of  A, n ranging i n  t h e  p o s i t i v e  in t ege r s .  It may 
happen t h a t  two ni 
i 
have t h e  same value f o r  a f i n i t e  number of indexes. 
Contrast ing with t h e  nonautonomous case, we cannot expect t o  preserve 
t h e  period T = 27r;u under per turba t ion .  However we do expect t h a t  if some 
-3 1- 
per iodic  ZDlution of (44) tends  t o  some per iodic  so lu t ion  of (2)  as 
zero, then  i t s  period i s  going t o  tend t o  T. 
We are going t o  look f o r  per iodic  so lu t ions  of period 
p t ends  t o  
T(p)  = 27r/w(p), 
with ~ { p )  = LO + pv, where w e  have t o  determine 9 i n  funct ion of  p and 
t h e  p a r t i c u l a r  so lu t ion  of  (2) t o  which w e  approach when p t ends  t o  zero. 
With t h e  no ta t ion  
w e  write (44) as 
(47) 
t ' - u( t ) zQ 0 + I U(t-r)X3(@w(r) + , p)dr  
0 Zt - 
where w ( t )  = ($, zt) .  
If w e  apply t h e  change of variables 
w e  o b t a i n  t h e  systems 
-32- 
(49) 
which i s  of the form 
with A = 0 and F and G T(p)-per iodic  i n  t. 
9 
The funct ions F and G f u l f i l l  a l l  of t h e  condi t ions  which are 
necessary t o  apply Lemma 5 and Theorems 2 and 3 ,  even i f  i n  t h i s  case (50 )  
does not  correspond t o  any s ing le  equation l i k e  ( 2 8 ) .  L e t  us  remark again 
t h a t  by xt we a r e  denot ing a func t iona l  dependence o f  elements o f  C on 
R and we don ' t  r e q u i r e  t h e  ex is tence  of  x ( t )  such t h a t  x ( t  + 6 )  = x t (e ) .  
I f  we take 
then  we obta in  t h a t  analogously as i n  Theorem 3 
-33 - 
are s u f f i c i e n t  condi t ions  t o  in su re  the  p o s s i b i l i t y  of expressing a and 7 
as func t ions  of  p. 
I n  t h i s  case w e  can determine 7 and p-1 components o f  a as func- 
t i o n s  of  p and t h e  o ther  component of a. The a r b i t r a r i n e s s  of one of  t h e  
components o f  a i s  due t o  t h e  autonomy of  t h e  system, i n  which a 1-parameter 
family of pe r iod ic  so lu t ions  corresponds t o  every closed o rb i t .  
-34- 
I V .  The s t a b i l i t y  o f  per iodic  so lu t ions  
The r e su l t s  o f  sec t ion  I1 can a l s o  be used t o  determine t h e  s t a b i l i t y  
c h a r a c t e r i s t i c s  of pe r iod ic  so lu t ions  of func t iona l  d i f f e r e n t i a l  equations. 
Consider, f o r  instance,  t h e  equation 
* 
L e t  xt b e  a T(p)-per iodic  so lu t ion  of (44). Take now z = x - x* 
and we ob ta in  
Here t h e  l i n e a r  func t iona l  L* i s  t h e  Fre/chet d e r i v a t i v e  of  N(x* + (P, CL) 
with r e spec t  t o  Cp and i s  T(p)-per iodic  i n  t. 
Equation (53)  gives  t h e  behavior of t h e  so lu t ions  of  (44) with r e spec t  
t o  x*. If we are only i n t e r e s t e d  i n  what happens i n  t h e  v i c i n i t y  of x* it 
i s  sometimes enough t o  consider  t h e  f i r s t  v a r i a t i o n a l  equat ion 
I n  t h e  n o n c r i t i c a l  cases  t h e  s t a b i l i t y  p r o p e r t i e s  of 
X: 
can be de- 
cided by t h e  knowledge o f  t h e  c h a r a c t e r i s t i c  exponents of  (54). 
a l l  t h e  c h a r a c t e r i s t i c  exponents, except one which i s  zero, have negat ive  r e a l  
I n  f a c t ,  if 
. -35- 
par t s ,  then  x* i s  asymptot ical ly  s t ab le  with asymptotic phase. t 
For t h e  general  t heo ry  o f  per iodic  l i n e a r  func t iona l  d i f f e r e n t i a l  
equat ions see Stokes [ 5 ]  and Shimanov [ 6 ] .  For t h e  s t a b i l i t y  result  mentioned 
above see Stokes [ 111. 
We know t h a t  t h e  c h a r a c t e r i s t i c  m u l t i p l i e r s  of (54) are continuous i n  p 
and w e  know t h e i r  value f o r  
of t h e  r o o t s  of t h e  c h a r a c t e r i s t i c  equation (4) .  
p = 0, namely, t h e y  are given by t h e  expontent ia l s  
Hence, i f  x* t i s  going t o  be a t  a l l  stable w e  have t o  r equ i r e  t h a t  t h e r e  
I n  fact  w e  w i l l  r equ i r e  t h a t  a l l  a r e  no r o o t s  of  (4)  with p o s i t i v e  r e a l  pa r t s .  
t h e  c h a r a c t e r i s t i c  va lues  of  (2) have negat ive real  p a r t s  except t hose  i n  A. 
I n  order  t o  prove asymptotic s t a b i l i t y  of x i n  t h i s  case it i s  s u f f i c i e n t  
t o  show t h a t  f o r  p s m a l l  enough a l l  t h e  elements of A(p) a r e  i n  t h e  l e f t  
hand plane with t h e  exception of one which i s  a t  0. 
* 
t 
Tne decomposition of (54) by  A y i e l d s  t h e  fol lowing equation f o r  t h e  
o r b i t s  i n  P(A): 
G ( t )  = B w ( t )  + cl Y T (O)L*(t, h(t) + Zt Q cl) . 
Notice now t h a t  L* i s  T(p)-per iodic  and t h e  change of va r i ab le  
w ( t )  = e + t =  ' xQ t reduces it t o  t h e  form 
(55 )  -. 
From t h e  work of Stokes and Shimanov w e  know t h a t  corresponding t o  
-36- 
T t  every c h a r a c t e r i s t i c  exponent T t h e r e  e x i s t s  a so lu t ion  y ( t )  = e p ( t ) ,  ' '%' 
Subs t i t u t ing  t h i s  value of y ( t )  i n  (55 )  and t ak ing  T = pv we obtain 
where p ( t )  = p ( t  + T(p)). ( J u s t  l i k e  i n  t h e  case with no l ag ) .  Xt = e t '  
t h e  fol lowing equation f o r  p ( t ) :  
This equation i s  of  t h e  type s tudied i n  sec t ion  11, and 
by means of  t he  determinimg equations, what a r e  t h e  values  of  
which w e  have T(p)-per iodic  
c h a r a c t e r i s t i c  exponents and 
have negat ive r e a l  pa r t s .  
I n  most cases we d o n ' t  
so lu t ions  of ( 5 6 ) .  These va lues  
x* i s  asymptot ical ly  s t a b l e  i f  t 
w e  can f ind,  
v f o r  
are t h e  
a l l  bu t  one 
know what x: i s  exact ly ,  b u t  we know i t s  
l i m i t  value when p t ends  t o  zero, and t h i s  value i s  i n  genera l  good enough 
t o  determine the  s t a b i l i t y  condi t ions  f o r  s m a l l  values  of  p. 
-37- 
V. An example 
Consider t h e  equation 
2 i n  which a, b , k, r and p are pos i t i ve  cons tan ts  and @ i s  a real  func t ion  
o f  t h e  r ea l  va r i ab le  z such tha t ,  f o r  any i n i t i a l  cp i n  C t h e r e  i s  a 
unique so lu t ion  of (57 )  with i n i t i a l  value cp a t  zero f o r  a l l  p o s i t i v e  t. 
Equation (3'7) arises from a cont ro l  system with a non l inea r i ty  and a 
de lay  o f  value r i n  t h e  feedback. 
For some values  o f  t h e  parameters and a s p e c i a l  form of  \Ir we are 
going t o  determine t h e  pe r iod ic  so lu t ions  of (57) which tend t o  pe r iod ic  
s o l u t i m s  of 
'?(t) + aY(t) + b 2 %(t) + kv( t - r )  = 0 
as p t ends  t o  zero. 
The c h a r a c t e r i s t i c  equation of  (58) i s  given by 
(59) 
2 2  h 3 + ah + b h + ke-rh = 0 
Using procedures similar t o  the  ones used i n  Chapter 13 of [12] we f ind  
2 
t h a t  f o r  r=2, a = (64-~)/87;, b = l  and k = a r J 2 / 6 4 ,  equation (59) has 
e x a c t l y  two pure ly  imaginary roo t s  ? iw, u= ~ / 8 ,  and t h a t  t h e  rest o f  t h e  
r o o t s  have negat ive r e a l  par t s .  (For t h e  d e t a i l s  see[13].) This means t h a t  
-38- 
P(A) i s  a plane i n  C where a l l  t h e  pe r iod ic  o r b i t s  of  (58) a r e  conta.ined. 
We can wr i te  (58)  as 
0 





ku(e+r) -b u(e) -au(e)  
0 f o r  t < 0 
1 f o r  t 2 0  . i U ( t )  = 
The matrix B and are given, r e spec t ive ly  by 
, 6 E [-r, 01 . 
COS w e s i n  w 63 
-w s i n  w 8 COS a e 
2 
-w s i n  w 8 2 -a C O S  e 
T The value of Y (0)  t u r n s  out  t o  be 
- *  
I -39- 
i where a f 0.84, $ -0.30, y A 1.60 and 6 A 2.25. 
We write now equation (57) as 
I 
0 
and xl’ x2’ 3 above, x a vec tor  with components 
With t h e  decomposition 
w e  ob ta in  t h e  equation 
A f t e r  t h e  s u b s t i t u t i o n s  are made xe ob ta in  
-40- 
These equations are i n  t h e  form (47) and w e  can apply t h e  procedure 
explained there.  We are going t o  take Jl(x) = x - x3 i n  our example. 
We apply t h e  t ransformation (48) with 
\ 3 3 3 3 3 2  ra2 - 8 Tala, - 2 pa  a2 pa, - 8 1 2  
By tak ing  a2 = 0, which we can do due t o  t h e  a r b i t r a r i n e s s  of one of 
t h e  components of a t h i s  equation reduces t o  
0' 
1 3 3  6qal + 2 pa, - - pa, = 0 , 8 
with fl = 0. 2 4  which y i e l d s  al = 0, fl undetermined and 
al = '? 
This m e a n s  t h a t  our equation has two per iodic  so lu t ions  ( l e t t i n g  as ide  
t h e  phase) tending r e spec t ive ly  t o  0 and t o  t h e  so lu t ion  of ii = Bu with 
"radius" a s  I-L t ends  t o  0. 
We apply now t h e  procedure o f t h e  previous sec t ion  t o  compute approximately 
t h e  c h a r a c t e r i s t i c  exponents of  t h e  f i r s t  v a r i a t i o n a l  equation (54). 
B t  We t a k e  x* = 0 e a B = B ( o ) ,  and we have t 0 '  
The value of L*(t ,  z ) i s  given by 
t 
Decomposing z by A i n  order t o  have z = 0 w ( t )  + zQ and performing 
- t t t 
t h e  change of coordinates  w ( t )  = e ' ' we obtain equation 
( 5 6 )  w i t h  
p cos cu(p)t - y s i n  o ( v ) t  
p s i n  w ( p ) t  + y cos u ( p ) t  
- 42- 
2 2  A s  JI’ (a1 s i n  LD t)  = 1 - 3a, s i n  CD t we obta in  t h e  determining equat ions 
= o .  
2 4  
1 3  A s  a = - and ‘1 = 0, w e  have K given by t h e  eigenvalues of  t h e  
matr ix  
which are 0 and -r. 
A s  r > 0 we conclude t h a t  our so lu t ion  i s  asymptot ical ly  stable. 
V I .  Higher order approximations and example. 
Consider again t h e  equation 
where N fu l f i l l s  condi t ions i), ii) and iii) and moreover admits a l a r g e  
enough number of d e r i v a t i v e s  with r e spec t  t o  i t s  arguments. 
By means o f  t h e  successive approximations given by (41) we can ob ta in  i n  
some cases  t h e  coe f f i c i en t s  of t h e  lower order  terms i n  t h e  expansion Of 
i n  terms of a and p. Here (64) i s  t h e  determining func t ion  f o r  (28) and 
xt(a, p) represents  t h e  unique f ixed  po in t  def ined  by  (39). 
-43- 
We w i l l  show now how t h e  knowledge of these  terms may he lp  us i n  determing 
t h e  exis tence and t h e  order  of magnitude of a p e r i o i c  so lu t ion  of (28). 
method may work even i n  t h e  case i n  which t h e  appl ica t ion  o f  Theorem 3 has 
f a i l e d  because 
This 
det(DaF(aoy 0) )  = 0. 
To simplify nota t ion  we w i l l  consider t h e  s ca l a r  case w i t h  a = 0, i .e .  0 
we assume F(0, 0) = 0. 
Suppose a l so  t h a t  by means of (41) we have been ab le  t o  obtain t h e  lowest 
order terms i n  a and p f o r  F(a, p). By t h i s  we mean t h a t  we can wr i t e  
m l  "1 + k a%:') + f(a, cl) = p V P(a,P) + f(a,CL), P (67) F(a, p )  = p v ( k o ~ o  + k a p + ... 1 
where Ha, p) has been chosen i n  such a way t h a t  we take  i n t o  account only t h e  
terms ly ing  i n  t h e  s i d e  of s t eepes t  slope of t h e  Newton polygon, i.e., t h e  terms 
f o r  which vn./(mo-m.) i s  a 
J J 
n 
m - m  
x =  3 (66) 
0 3  
If we now s u b s t i t u t e  
- A  (67) a = a p  
minimum. Let 
9 j = O,..., p . 
we obta in  
- -  
F(a, c ~ )  = CL 
+ (k;21I1" + ... + kZmp) + f(a, p) = 
0 P 
v+xm, - 
= c L  P(,) + f(B, p).  
- 
where f(a, p) i s  O ( ~ ~ + ~ O )  f o r  a f ixed a. 
- 
If we want t o  f ind a(p)  f o r  p s u f f i c i e n t l y  small  such t h a t  T(a(p), p) = 0 
- 
we apply t h e  i m p l i c i t  funct ion theorem. Owing t o  the  form of F(S, p) what 
we have t o  do i s  solve f o r  a i n  
- 
- 44- 
- -  
E ( 68) P(a) = 0 and check 
a t  these  values. 
If we f i n d  such a value of Z 
a so lu t ion  of (28) which tends t o  0 l i k e  
we get,  by using ( 6 7 ) ,  t h a t  t he re  e x i s t s  
as p tends t o  zero. 
I n  t h e  case i n  which F(ao, 0) = 0 for  a. d i f f e r e n t  from zero t h e  
t reatment  i s  analogous, b u t  expanding i n  terms of a - a . The same w i l l  
apply f o r  per iodic  so lu t ions  with amplitudes tending t o  00 when p tends t o  
zero. This  corresponds t o  t h e  case of negat ive A. It can be t r ea t ed  by ex- 
panding i n  terms of t h e  r ec ipoca l  of a. 
0 
We present  now an example due t o  J. K. Hale i n  which t h e  above technique 
i s  u t i l i z e d .  
Cons i d  e r  
2 
( 6 6 )  2( t)  = ($ +CI)x( t-1)( 1-x ( t ) )  
The unperturbed equation and i t s  a d j o i n t  a r e  given by 
7T ;(t) = 2 u( t -1)  and 
7T 
t ( S )  = 2 v(s+l )  
The bases  f o r  t h e  general ized eigenvalues @ and Y can b e  chosen as: 
7T 7r 
2 2 @ = (cpl, v 2 ) ,  cpl(e) = sin - e ,  ( p p )  = COS - e, e ~[-i ,  01 
-43- 
yT = %( V 
This  choice has  been m a d e  i n  order t o  have ( Y ,  a) = I, where here  
Equation (66) can then be wri t ten,  by using 
where 
We preform t h e  change of var iab les  
t 
-46- 
Q 2  s i n  cut  + xQ ( - l ) ) ( - z l  s i n  cut  + z cos cu t  + x t (0 ) )  . + 2 (-z1 cos cut  - z2 t 2 7r 
A s  t h e  system i s  autonomous we can a l toge the r  fo rge t  about z2, say, and 
we obta in  f o r  a vec tor  with components (a, 0) and f o r  
equations f o r  p = 0 
@ t h e  determining 
The only so lu t ions  i s  a = 0, but  f o r  t h i s  value t h e  Jacobian with r e spec t  
t o  a and @ vanishes. 
We look then f o r  t h e  lowest order  terms. 
2 Q 2  I n  our determining equations we have terms l i k e  pa, px:, a3, a (x,) 
Q 3  a (x t )  , e tc .  
If xt i s  pe r iod ic  we have t h e  r ep resen ta t ion  t *  We check f i r s t  the  order  of  x 
AS N(xT, p) 
t *  
has 
This means t h a t  t h e  only terms t o  be  considered a r e  
pa as i t s  lowest order  term it t u r n s  out  t h a t  t h i s  i s  
pa and t h e  order of x 
3 a .  
4 -47- 
Taking these  i n t o  account we obtain t h e  determining equations: 
2 3 T  a - -  2 W = O  
v2 16 2 v  
a p = o  3 1  a + -  7r 2 PBa - v2 8 V 
Hence 
We have f o r  t h e  jacobian with respec t  t o  a and B: 
P + -  3ra2 
P B - -  2 16v2 2v2 av2 v 
2 2  37r a w - - - -  
0 Pa 
which d i f f e r s  from zero f o r  t h e  value obtained f o r  a. 
W e  have then a so lu t ion  c lose  t o  
If  we s u b s t i t u t e  x by &x i n  equations (66) and we get a problem which 
i s  so lvable  i n  t h e  f i r s t  approximation: 
2 
(70 )  x ( t )  = - (; + p ) x ( t - l ) ( l -  px ( t ) )  
The b i f u r c a t i o n  equations t u r n  out t o  be 
-48- 
Hence a = 0 i s  a solut ion,  t h e  same as a =e. For t h i s  las t  value 
t h e  jacobian d i f f e r s  from zero and t h i s  proves t h a t  f o r  p small enough t h e r e  
i s  a per iodic  so lu t ion  o f  (70) tending t o  (69) w i t h  a =&, 8 or,  what i t  i s  
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