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Abstract 
Facial animation is a popular area of research which has been around 
for over thirty years, but even with this long time scale, automatically 
creating realistic facial expressions is still an unsolved goal. This work 
furthers the state of the art in computer facial animation by introducing 
a new muscle and skin model and a method of easily transferring a full 
muscle and bone animation setup from one head mesh to another with 
very little user input. 
The developed muscle model allows muscles of any shape to be accu- 
rately simulated, preserving volume during contraction and interacting 
with surrounding muscles and skin in a lifelike manner. The muscles 
can drive a rigid body model of a jaw, giving realistic physically-based 
movement to all areas of the face. 
The skin model has multiple layers, mimicking the natural structure 
of skin and it connects onto the muscle model and is deformed realisti- 
cally by the movements of the muscles and underlying bones. The skin 
smoothly transfers underlying movements into skin surface movements 
and propagates forces smoothly across the face. 
Once a head model has been set up with muscles and bones, moving 
iii 
this muscle and bone set to another head is a simple matter using the 
developed techniques. The developed software employs principles from 
forensic reconstruction, using specific landmarks on the head to map the 
bone and muscles to the new head model and once the muscles and skull 
have been quickly transferred, they provide animation capabilities on the 
new mesh within minutes. 
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1. Introduction 
The face is perhaps the most examined feature of the entire human body. 
When speaking to someone we are continually studying their face. Even 
when we do not realise, we are continually watching the minute changes 
in its surface. The flick of the eyes away during speech may show shyness, 
the lack of creasing under the eyes during a smile seems to indicate it's 
not entirely genuine and the furrowed lines between the eyebrows are 
definitely showing anger. These non-verbal signs of emotion are simple 
examples of how humans use their faces to show their meaning during 
speech. If they were taken away from a person, then that person would 
seem unreal, insincere, even robot-like. This intense scrutiny that people 
place on facial movements is one of the huge problems of facial animation. 
If the results are in any way unreal, it will be glaringly obvious to an 
observer. 
When facial animation is mentioned, most people think of animated 
speech, but speech is only half of the issue. Humans can pick out the 
slightest movement or expression in a face; this is how subtle emotions 
are conveyed. Simulating the movements of the face on computer is a 
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complex task but when the subtleties of expression are added it becomes 
a very lofty goal indeed. 
Facial animation is entering into everyday life more and more. The 
entertainment industry has been using facial animation as long as the 
industry has existed. As computers became more powerful and accessible, 
animation in general and thus facial animation moved on to computers 
too. In 2001 Square created Final Fantasy [Squ01] the first film to have 
a fully computer graphics human cast. It was met with a mixed response 
but even with a budget of millions the facial animation did not impress 
critics. 
Possibly the most successful example of facial animation in film to 
date is not actually human, but rather the creature Gollum from the Lord 
of The Rings trilogy [Jac02]. The facial animation of Gollum has been 
widely hailed as excellent and set a new standard for film facial animation. 
However, Gollum was not a breakthrough for facial animation research 
but rather the painstaking effort of many animators and one actor. Every 
scene Gollum was in was acted out by an actor and the artists could 
then copy his every facial movement and expression to inject life into the 
computer graphics (CG) model. 
Like the film industry, the computer games industry has similarly em- 
braced facial animation. Traditionally a lack of processing power meant 
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that the facial animation in games either did not exist, was done offline 
for pre-rendered scenes, or was of very low quality. In recent years there 
has been a trend to improve things, but so far the results have been less 
than impressive. This is most likely because facial animation is consid- 
ered secondary in games and not key to the gameplay. This could soon 
change, as large amounts of money are being spent to capture the like- 
ness of movie actors to make their game counterpart seem realistic. On 
the whole, this effect is ruined when the character starts to speak as the 
excellent CG likeness and the CD quality recorded speech are synced to 
an unrealistically moving mouth. 
The entertainment industry is not the only area to have embraced 
facial animation. The medical community has long been trying to use it 
to aid in surgical planning, training and simulation [DWD+83], [KAA83], 
[Pie89], [KGPG96]. A realistic model of the physiology of the face is an 
excellent tool for examining the effects of surgery. Surgeons can visualise 
what a person's face will look like after a surgical procedure and decide 
with the patient whether to go ahead with the operation or not. Facial 
simulation and animation can also be a useful tool for teaching. Medical 
students can see the structures of the face working and surgeons can 
practice procedures on computer models with no danger to the patient. 
Facial animation is obviously an important research topic with wide 
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ranging applications, however so far no perfect facial animation system 
exists and the field is still an area of intensive research. 
This work furthers the state of the art by describing a new mus- 
cle model for facial animation which allows muscles of any shape to be 
contracted whilst bulging out to preserve volume. The muscles also auto- 
matically interconnect to realistically simulate the intertwining of human 
facial musculature and the contraction of a single muscle will smoothly 
affect neighbouring muscles. The muscles drive a rigid body mandible 
which moves realistically and pulls on a new model of human skin which 
behaves in a manner very like that of human skin. The skin consists 
of multiple layers which are automatically created and connected to the 
muscles from the input of a polygon skin surface mesh and during mus- 
cle contraction the skin moves smoothly and realistically. Once a set of 
muscles have been created and are working for animation of a face mesh, 
they can be easily transferred to another face mesh. This is performed 
using a novel technique requiring that only a few points are selected by 
a user, and the muscles and skull are then automatically warped to fit 
the new model. 
This thesis will proceed as follows: 
Chapter Two 
Chapter two will outline the relevant previous works in the area of 
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facial animation. There has been an extensive amount of work done in 
the area and this chapter will single out the most important and relevant, 
and show where there are gaps in the current knowledge. 
Chapter Three 
Chapter three gives an overview of the developed software. It explains 
how the parts come together, what each module does and how data flows 
through the system. 
Chapter Four 
Chapter four explains the muscles. It explains how the muscle model 
works and how the muscles interact. It then covers how the muscles drive 
the mandible and how the skull and muscles can be easily adapted to fit 
any surface mesh desired. 
Chapter Five 
Chapter five covers the skin model developed. It starts with a brief 
overview of the physiology of skin and then explains in detail the methods 
used to simulate this complex anatomy. 
Chapter Six 
Chapter six details the experimental work done with the system and 
covers the tests used to gauge user opinion. It then shows the results 
gained from these experiments and what they say about the system. 
Chapter Seven 
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This chapter summarises the work done and details the conclusions 
drawn from the experiments and then covers what future work could be 
done using this system as a starting point. 
1.0.1 Medical Terminology 
Medical terminology has been kept to an absolute minimum throughout 
this work, but it is used in one or two places where it simplifies the 
description of an action. For this reason it is worth noting the meaning 
of a few words that are used. 
Contralateral - The opposite side of the body. 
Ipsilateral - The same side of the body. 
Superior - Above something. For example the lips are superior to the 
chin. 
Inferior - Below something. For example, the lips are inferior to the eyes. 
Posterior - Generally refers to the back of the body. 
Anterior - Generally refers to the front of the body. 
2. Literature review 
Realistic computer facial animation has long been a goal in computer 
graphics research, with the first work in the area being published over 
thirty years ago [Par72). Over the years, much research has been done 
in the area, but results still vary greatly in quality and realism. 
Facial animation research has gradually expanded into four broad 
areas, each defined by the method used to create animation. These 
methods are: parametric methods, geometric muscle methods, physics 
based methods and image based methods. Each of these areas takes a 
different approach to the problem. Parametric methods generally ig- 
nore the physiology of the face and use simple deformations to move a 
face mesh. Geometric muscle methods use very simple muscle models 
to try and move the mesh. These muscle models are usually unrelated 
to real muscle physiology and usually move the surface mesh by simple 
geometric deformations. Physics based models try and simulate the ac- 
tual behaviour of skin by modeling its structure so that it behaves in a 
manner similar to real skin, however these models often ignore the mus- 
cle size and shape and use simplified models. Image based methods try 
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and recreate video of facial animation, avoiding the problems created by 
trying to model such a complex structure in three dimensions. 
The four classes of model will be considered in order of their complex- 
ity and realism, that is, parametric, geometric, image-based and finally 
physically-based. For completeness direct interpolation based methods 
are briefly considered before other methods as their development heralded 
the start of the whole area of computer based facial animation. 
No matter which method is used to create facial animation, a common 
problem is how to describe the movements of different parts of the face 
uniquely. For example, in an animation system there might be a need 
to define exactly what a frown or a smile is. The human face can be 
manipulated into a large number of different expressions and defining how 
each part has moved requires a detailed set of rules. Expression coding 
systems were developed for just this purpose. They aim to describe 
the movements of the face in more general terms than the movement of 
muscles but with enough accuracy to describe any visible movement in 
detail. There are several expression coding systems in use and each tries 
to encode all of the possible physical movements of the face into a small 
set of parameters. The main expression coding systems were not designed 
for use in facial animation, but over the years some have been adopted 
by researchers to help them describe the motions of their systems. These 
2. Literature review 9 
will be considered first before moving onto the previous works in facial 
animation. 
2.1 Expression Coding Systems 
The Facial Action Coding System (FACS) [EF78] is extensively used in 
facial animation research. It was developed by Ekman and Friesen as 
a way to describe the most basic facial muscle actions and their effect 
on facial expression. The FACS system was designed to describe every 
possible visual facial movement, which in FACS terminology are called 
Action Units (AUs). Movements that are too subtle to notice or would 
not be visible to an observer are not included. The FACS action units 
are based on all of the facial muscles that can be contracted voluntarily. 
Not all muscles have a corresponding Action Unit. Where more than 
one muscle produces the same visual surface movement only one action 
unit is defined. One muscle may also be associated with more than one 
action unit such as the Levator Labii Superioris which is involved in 
the Nose Wrinkler and Upper-Lip Raiser AUs. FACS is complete for 
distinguishing actions of the upper face however it cannot fully describe 
the movements of the lower face. The moveable jaw and flexible lips 
allow a huge number of actions and defining their movements in a finite 
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set of Action Units would lead to a very high number of AUs which would 
most likely be too large a set to be useful. In 2002 the FACS manual 
was updated [EFH02] to make it easier to understand and include video 
clips of Action Units. However so far there seems to be no reference to 
this new version in any work. 
In recent years, the NIPEG-4 standard [Gro00] has been adopted to 
some degree but has not been nearly as widely used in the literature. 
MPEG-4 specifies a set of face animation parameters (FAPs), each cor- 
responding to a particular facial action deforming a face model from its 
neutral state. These FAPs are much like the action units of FACs in that 
they define the set of minimal perceptible actions of the face. To create 
a facial animation sequence using FAPs, the face model is deformed from 
its neutral state according to a stream of FAP values which are speci- 
fled along with a time code defining when each FAP should be executed. 
These FAP values can be transmitted across some medium allowing an- 
imation to be produced between a distant sender and receiver. 
Niagnenat-Thalmann et al. [NNITT88] propose the idea of Abstract 
Muscle Action (ARIA) procedures. Each AMA procedure corresponds 
roughly to a muscle or bone structure. The FACS action units were 
used as a guide for constructing the AMA procedures and each AMA is 
designed to mimic one or more facial muscles. There are thirty AMA 
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procedures and they are not independent, so the ordering of the actions 
is important. ARIA procedures have not proved popular and have not 
been used extensively in the literature. 
2.2 Non-Physically-Based Methods 
2.2.1 Interpolation 
For his Masters thesis Fred Parke [Par72] created a mesh of his wife 
by hand digitizing her face and using photogrammetry techniques to 
create models of her in various expressions. Each model was digitized 
into the same mesh and thus each model had the same set of vertices 
and connectivity. This allowed Parke to create animation by simply 
interpolating the vertex positions from one pose to the next. The obvious 
problem with this method is that the human face can deform into an 
almost infinite number of expressions and so producing the keyframe 
meshes for anything more than a small number of face poses is very time 
consuming and labour intensive. 
Even with these drawbacks, direct interpolation methods have contin- 
ued to have some popularity, particularly in image based facial animation. 
Pighin et al. [PAL+97], [PHL+98] conform a 3D face model to fit the 
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landmarks on a face captured by several cameras using scattered data 
interpolation [LS89] to map all surface points. Textures are extracted 
from the photos and combined into one image using view dependent tex- 
ture mapping [Deb9G]. The actual animation is accomplished by linear 
interpolation of the mesh points from one captured key frame to the next. 
The textures are interpolated and blended together at each frame using 
the view dependent texture mapping again. 
2.2.2 Parametric Methods 
The obvious problems with direct interpolation methods led Parke to ex- 
tend his work to a more generalised parameter based animation system 
[Par74], [Par75]. He created a model that was capable of representing 
different individuals via conformation parameters and different expres- 
sion using expression parameters. Facial features are defined by altering 
conformation parameters such as lip width, forehead size and lower nose 
width. Animation between poses can be produced by interpolating the 
expression parameters which will animate the features. This makes cre- 
ating animation a far quicker and easier task than having to set and 
interpolate every single vertex. Parke assumed symmetry in the param- 
eters and felt that he needed just ten parameters to produce animated 
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speech: jaw rotation, mouth width, mouth expression, upper lip posi- 
tion, eyebrow arch, eyebrow separation, eyelid opening, pupil size and 
eye tracking. Later Parke [Par82] improved the model by adding more 
parameters and allowing the parameters to be altered on each side of the 
face seperately. 
Lewis and Parke [LP87] used linear prediction to process recorded 
speech, determining the phonemes. These are turned into keyframes of 
a modified version of Parke's model. Pearce et al. [PWWH86] modify 
Parke's model and use a system which lets them use phoneme information 
to generate synchronised speech and facial animation by sending the 
phonemes to a speech synthesizer along with the facial animation model 
simultaneously. Their system also has a scripting interface which allows 
a library of expressions and phonemes to be created and accessed by 
an animator giving high level control over the animation. Cohen and 
Massaro [CN193] use the work of Pearce et al. and extend it by adding 
a tongue. Their work was psychological in nature and they were mostly 
interested in examining how speech can be understood from the visual 
cues of lip and tongue movements. 
In 1991, DiPaola [Dip9l] extended Parke's work to allow a far greater 
range of face shapes to be produced. DiPaola extends the work to include 
approximately one hundred parameters to control the face, head shape 
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and facial hair. He also added squash and stretch parameters to the 
system, allowing the model to be be scaled easily. Ellipsoidal warping 
volumes were also added. Using these, facial vertices which lie within the 
ellipsoid are warped when the ellipsoid is moved or changed. The warp 
function decays smoothly to zero so that the warps have local influence 
over the model. These warping volumes provided a simple way to make 
general changes to the model shape rather than having to add specific 
parameters for items such as ear shape. 
2.2.3 Geometric Muscle Models 
Parameterised models allow animators to create animation using a small 
number of controls, and are quick and easy to use. These models suffer 
from the problem that unless the parameters are created with great care 
then unrealistic motion and shapes can be produced during animation. 
To improve the realism of animation, research started to move towards 
using parameters based on the actual anatomy of the human face. 
Platt and Badler [PB81] introduced a system using a very simple mus- 
cle model. They created a system where several of their simple muscles 
would be combined to produce the movement of each Action Unit from 
the FACS [EF78] work on facial expression. Their muscle model con- 
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sists of several muscle fibres which consist of three points: A bone point 
where the muscle connects to the skull, a muscle point where the muscle 
force is applied and one or more skin points simulating the head of the 
muscle, where it connects into skin. There is no real model of a skull in 
this model. The skull only exists at the points where the muscle origin is 
fixed. During muscle contraction, a force is applied to the muscle point 
in the direction of its bone point. The same force is then reflected along 
all the skin points for this muscle where it is applied to all the vertices 
connected to the muscle surface points. The force applied depends on 
the stretching factor of the skin which can be altered to produce varying 
deformations. 
Free form deformations (FFDs) were introduced by Soderberg and 
Parry [SP86] as a general technique for deforming objects by warping 
the volume in which they are embedded. A parallelepiped lattice of con- 
trol points defining a trivariate Bezier volume is used to embed the object 
to be deformed. By manipulating the control points, the Bezier volume is 
deformed and so is the object defined in it. Coquillart [Coq9O] extended 
this to allow more complex shapes by joining several parallelepiped lat- 
tices together to create volumes which better resemble the object being 
deformed. Chadwick et al. [CHP89] used FFDs to deform the skin sur- 
face, trying to mimic the effect of muscles on the skin. Kalra et al. 
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[KNINITD92] improve on this model by using rational FFDs (RFFDs) 
as pseudomuscles. RFFDs are an extension to FFDs which incorporate 
weightings for each control point of the parallelepiped control lattice. 
These weights provide additional degrees of freedom when manipulating 
the lattice. When all of the weights are unity, the RFFD is equivalent to 
a standard FFD. To simulate muscle action on the face, regions are de- 
fined on the mesh which correspond to the area in which a muscle action 
is desired. The muscle deformations are simulated by displacing the con- 
trol points and changing the weights of the RFFD. A simple method of 
simulating physical properties by scaling the deformation by some scale 
factor is also used. 
In 1987, Keith Waters [`Vat87] presented a more advanced geometric 
muscle model for facial animation. His work was later extended to im- 
prove a sheet muscle model [Wat89] and was presented slightly updated 
in his book with Fred Parke [PW96]. In his work the skin is modeled as 
a polygon mesh, where each node has a finite degree of mobility. The 
model includes linear, sheet and sphincter muscles. Linear and sheet 
muscles are modeled as vectors which follow the general direction of the 
many muscle fibres in the equivalent facial muscle. Each muscle vector 
points towards the muscle's origin and has a zone of influence between 
15 and 160 degrees governing which mesh nodes it affects. The muscle 
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vector model works by displacing mesh nodes an amount dependent on 
the distance from the muscle and the amount the muscle is contracted. 
Maximum displacement occurs at the point where the muscle connects 
to skin and zero displacement where it would attach to bone. By using a 
non-linear function to control the rate at which the muscle movements fall 
off across the mesh, the elasticity of the skin can be modelled. Varying 
this fall-off rate and thus the amount of mesh movement allows differ- 
ing skin elasticities to be modelled, giving simple control over different 
skin ages and conditions. `'Vaters also includes sphincter muscles in his 
model. Unlike linear muscles, sphincter muscles are elliptical and con- 
tract towards a point at their centre. This draws the skin surface with 
it like the tightening of the material when closing a draw-string bag. 
Waters models sphincter muscles as parametric ellipsoids with a major 
axis in the longest direction and a minor axis in the shorter one. The 
displacement of a skin mesh vertex is then calculated proportional to the 
distance of each point from the centre of the muscle. Sheet muscles are 
modelled in a manner similar to linear muscles, but the radial displace- 
ment is replaced by a displacement based on the movement of the closest 
point on the muscle fibre. Waters modelled several emotions including 
anger, surprise, fear and happiness by contracting the muscles of his face 
to produce poses. 
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A muscle model very similar to the Waters model was used in the 
Pixar animation short Tin Toy [Stu90]. The baby's head was constructed 
from four sided Catmull-Rom patches which gave around six thousand 
three-dimensional node vectors. Around fifty muscle controls were im- 
planted into the model and macro controls were created to simplify the 
system further. These macro muscle controls would move multiple low 
level muscles with a single parameter, making the model much simpler for 
the animators to control. Even with such extensive controls, the model 
showed its limitations in this animation as the skin often moved in an 
unrealistic manner. 
Vaters and Levergood [`VL93] use `Vaters' model to create DECface, 
a system which generates lip-synchronised facial animation from textual 
input. Keyframes are associated with phonemes and animation is pro- 
duced by interpolating between them. They use simple cosine based 
acceleration and deceleration to increase the realism of the movements. 
An improved version of `Vaters' system which had the ability to pro- 
duce the shapes required for speech was developed by Edge and Maddock 
(En101] in 2001. Their work improves on Waters' model by introducing 
a new model for the Orbicularis Oris to allow independent control over 
the upper and lower lips which is important for the speech. 
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2.2.4 Image-Based Methods 
Due to the complexities of modeling the physical structures of the face re- 
alistically, an alternative approach to facial animation using image-based 
techniques has become popular in recent years [SK\V+94], [BCS97], [CG98], 
[EP0O], [GCE00], [EGP02]. 
Image-based facial animation uses a collection of images captured of 
a human subject. These methods have the obvious advantage that they 
are blending real video footage of speech so they do not need to consider 
the physical structures in detail and can concentrate on combining im- 
ages to produce a realistic effect. Image-based methods use purely two 
dimensional data to create the resulting video. These methods often try 
to apply to images the same concepts behind text to speech synthesizers 
where short sections of speech are concatenated together to produce fluid 
speech. 
Scott et al. [SK\V+94] use a set of forty to fifty visemes to animate a 
face. A 2D morphing algorithm is used to smoothly blend between the 
mouth shape images however the morphing algorithm requires consider- 
able user input to produce good results. 
Bregler et al. [BCS97] describe a system in which the output talking 
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head video is produced by concatenating triphonel video segments from 
a large database of segments to produce video. The segments are taken 
from a huge library of possible triphone segments created automatically 
from video clips of the subject speaking. To produce a new video, the 
new audio track has its phonemes labeled and the relevant mouth im- 
ages in the training footage are then selected and reordered to match 
the phoneme sequence of the audio track. When particular phonemes 
are unavailable in the training footage the closest approximations are 
selected. The resulting sequence of mouth images is stitched into the 
background footage. To cope with all possible triphone combinations the 
video segment database has to be very large; around several thousand 
triphones must be stored. Cosatto and Graf [CG98] developed a method 
to reduce the amount of necessary stored data. Rather than storing lip 
images based on the sound they are producing, the images are stored 
using labels based on measurements such as lip width, jaw rotation and 
lip opening. Of course, as the cost of disk space and computer power 
comes down, having a smaller amount of information to store and search 
becomes less of a reason to use one method over another. 
Ezzat and Poggio [EP00] produce video speech by morphing visemes. 
A subject is first captured uttering 40-50 words, each chosen so that a spe- 
1A triphone is three subsequent phonemes 
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cific phoneme can be extracted from the video. The phonemes are then 
manually extracted and stored. Using optical flow, a correspondence be- 
tween each viseme image and every other is found. This correspondence 
is used as the input to a morphing algorithm [BN92] which smoothly 
blends between any two images. Speech animation is then produced by 
morphing between the visemes for any word required. 
Ezzat et al. [EGP02] describe a nearly fully automatic method of 
producing video realistic facial animation. A fifteen minute recording 
of a subject speaking is analysed, using user defined image masks to 
define the areas of mouth, eyes and head outline. Then a set of 46 
images is produced automatically in a process taking two days. To create 
novel speech video, a multidimensional morphable model is used to morph 
between multiple images in the bank which correspond to the phonemes 
uttered by a recorded speech file or a text to speech system with phoneme 
timings. 
Pighin et al. [PALS97, PHL+98] developed a technique to extract ge- 
ometry and texture information from photographs using image processing 
techniques. A face mesh and texture is then created for each keyframe 
and animation is produced by interpolating between them. The geometry 
is linearly interpolated and the textures are blended together to produce 
a smooth change. To smooth this blending, the textures are warped us- 
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ing optical flow, bringing them closer to the texture being blended with, 
thereby reducing discontinuities. 
2.3 Physically-Based Models 
2.3.1 Finite Element Method Models 
Geometric models limit the realism of animation because they ignore 
the physiology and biomechanics of facial structures. They usually ap- 
proximate the skin as an infinitesimally thin surface with no underlying 
structure. Geometrically distorting such a simple approximation of the 
face does not produce realistic deformations or the subtle but essential 
wrinkles of real skin deformation. 
Surgical simulations require as exact a model of the facial muscula- 
ture as possible. The finite element method has proved popular amongst 
surgical researchers trying for ultimate realism [KGPG96] [NvdSOO]. The 
finite element method (FEM) is more common in structural engineering 
and is a method of calculating the energy and forces in a system using 
piecewise approximations of a continuous functions defined on polygons. 
It reduces the problem of finding the solution at the vertices of the poly- 
gons to that of solving a set of linear equations. It is a very accurate 
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method of analysing a system, however it is very computationally expen- 
sive. 
Larabee [Jr. 86a], [Jr. 86b], [Jr. 86c] was the first to propose a truly 
physically based model of skin. By analysing animal skin he developed 
a finite element method model of skin which behaved in a similar man- 
ner to that observed in real life. The Finite Element Method has since 
become popular in computer based surgery simulation as it allows the 
very accurate simulation of the physical properties of skin. However it 
is very computationally expensive and thus is not an obvious choice for 
facial animation. In facial animation, small deformations are important 
and this means the FEM mesh must be very fine, leading to very long 
simulation times. 
Koch et al. [RAIKB98] describe the prototype of a facial expression 
editor. Their work builds upon [KGC+96] where they develop a 2D finite 
element mesh of the skin surface and use a mass spring model for the 
underlying structure. They create a FEIM model of the facial structures 
based on a Computer Tomography scan if available. The CT scan is 
used to derive the skull geometry and tissue stiffness from a tissue seg- 
mentation of the volume data. If a CT scan is not available, a default 
skull is non-proportionally scaled to approximately fit the surface and the 
tissue stiffness values are obtained from a template model. An interac- 
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tive muscle editing process is performed to allow the user to edit muscle 
placements, origins and insertions. The user can also create weighted 
sums of muscle contractions to produce action units (AU). These action 
units are more general deformations than muscle contractions. The FEM 
engine precomputes the facial appearance of each action unit in order to 
obtain displacement fields for the individual face. Each muscle consists 
of approx 50 fibres that increase its influence area on the face surface 
but during editing the user only defines the central fibres. To determine 
which nodes are affected by muscles, the method of Lee et al. [YLW93] 
is used. To overcome the time required to simulate FEM models, the 
effect of pulling muscles is precomputed using the FEM system and then 
the deformations are stored as displacement fields that are used in their 
emotion editor for real time animation. This method assumes a linear 
deformation of the skin which is only true for minor skin deformations. 
Basu et at. [BOP98a], [BOP98b], [BOP98c] use the FEM to model 
human lip motions. Unlike most work, they do not use the FEM to 
mimic the actual physiological structure of human lips, rather they use 
the FEM to model the lip surface as if it were made from a generic 
rubber sheet. A subject has their lips marked with 16 landmarks and 
150 frames of video footage of them uttering phrases is captured from 
two views. These landmarks are used to position the 3D lip model and 
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the FEM is used to move the rest of the lip mesh into the position of 
least strain, giving the final lip position. Using Principal Components 
Analysis, these 150 positions are reduced down to the 10 which account 
for the greatest variance in the input data. 
2.3.2 Mass Spring Models 
Terzopoulos and Waters [`VT90], [TW90] were the first to use a multi- 
layer mass spring system to simulate the physical properties of facial 
tissues to produce facial animation. They introduce a model of skin which 
has several layers connected with springs. The tissue is modelled as a set 
of connected triangular prism elements, with three layers representing 
the makeup of skin and bone. Simple muscles modelled as line vectors 
are attached to the middle layer and deformation on the surface layer due 
to muscle contraction is propagated through the mesh of springs. Muscle 
parameters are estimated from video by applying makeup to a subject 
and using snakes [KWT88] to track the movement. 
In 1991, Waters and Terzopoulos [WT91] add to the multi-layer sys- 
tem by describing a method to adapt a generic mesh to fit laser scanned 
face data which can then be used for animation. Waters [WVat92] later 
developed a method using marching cubes on computer tomography data 
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to create a polygon mesh of the skull and skin of patients. He creates 
the muscle layer mid-way between the skull and skin of the multi-layer 
skin model. 
Lee et al. [YLWV93], [LTW95] improve upon [WT91] by introducing 
a nearly-automatic method of conforming a generic model to a scanned 
mesh. They also improve the model by introducing a more accurate 
model of spring stiffness to represent skin, and updating the muscle 
model. The force acting on skin nodes due to muscle contraction is 
now calculated along the muscle length and distance tb the closest point 
on the muscle vector. Their new system is also capable of synthesizing 
functional eyes, eyelids, teeth, and a neck, and fit them to the final model. 
Kolja Kähler et al. [KHSO1] developed a physics based model similar 
to the work of Lee et al. Muscles are created interactively by the user 
who draws the area on the face where the muscle should lie, and ellipsoid 
quadrics are used to cover the area. Their muscle model is based on a 
piecewise linear representation similar to the one developed by LEE et 
al. [LTW95]], where contraction is expressed by shortening the linear 
quadric segments. A muscle can either contract towards the end at- 
tached to the skull (linear muscle) or towards a point (circular muscle). 
Like real muscles, during contraction their muscles expand, the expan- 
sion is unrelated to the volume of the muscle however, and all muscles 
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simply have their height scaled up to a value of three upon maximum 
contraction. A mass spring network is used to simulate the layers of skin 
but unlike Waters et al. [TW90], [YL`'V93], [LTW95] they use a greatly 
simplified model combining volume preservation and interpenetration of 
skin and skull avoidance into one. They accomplish this by adding an 
extra spring to each mesh node that pulls the node outwards, mirroring 
the spring that attaches it to the bone layer. They explain this as a 
model of the internal pressure of a skin cell. Similar springs are added 
to mirror muscle attached nodes. This technique reduces the number of 
interpenetrations during simulation but does not stop them. 
A generic mesh is pre-fitted with muscles and they adapt this to fit 
onto a scanned head. Thin plate splines are used to conform the generic 
mesh to the target mesh using many landmarks. They use 60 skin land- 
marks and 22 skull landmarks. The skin is deformed by direct application 
of the conformation method. Landmarks on the skull mesh are related to 
the skin mesh by vectors and when the corresponding skin vertex moves 
the skull landmark is moved too. The same warp is then used to conform 
the skull vertices. The muscles are transferred by applying the warping 
function to the grid vertices specifying their position and then rebuilding 
the muscle shapes. Albrecht et al. [AHK+02], [AH02] take this model 
and incorporate it in a system to create a text to speech which can gen- 
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erate sound and synchronised animation from text. As this model is the 
closest model to the one developed here, it is compared in detail and the 
differences highlighted in chapter 7. 
2.4 Performance-Based Animation 
The above sections cover the differing ways in which facial animation 
can be produced. Each of these methods is a tool for producing facial 
animation but they need some form of input to drive their movements in 
a realistic fashion. 
The simplest input to a facial animation system is a user manipulating 
controls to get the desired animated result. This can be time consuming, 
and so often some form of automated system is used which will take text 
or recorded speech and turn it into a set of parameters and timings which 
will be fed into the animation system and an animated face will result. 
The best results in facial animation have so far been from performance- 
based systems. These take as input some form of movements recorded 
from a real person and use this to drive the animation. 
An early example of performance-based facial animation is seen in the 
short film Tony de Peltrie by Bergeron and Pachapelle [BL85]. To cap- 
ture the movement of the actor, a polygon topology was painted onto his 
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face which was then photometrically digitized in a variety of expressions. 
The expressions were used to create a database of facial postures and a 
mapping was then created between the actor's face and the exaggerated 
caricature face. 
Terzopoulos and Waters [TW93] used snakes [K`VT88] to track facial 
features such as the eyebrows and lips in image sequences. From this data 
they estimated muscle contraction parameters and used this to drive their 
facial animation system. 
The creature Collum mention in the previous chapter [Jac02] is an 
example of the good results possible with performance based animation. 
It was however a completely manual process. Each scene was acted out 
by an actor and the footage was then used by animators to painstakingly 
manually manipulate a model of Gollum into the same expressions and 
mouth shapes as were recorded. 
Performance based animation is becoming more and more common. 
The film The Polar Express [Zem04] used a similar technique as was used 
for Gollum but motion tracking markers were used to automatically pick 
up some of the animation information. 
Using an actor as a basis for computer facial animation may be be- 
coming popular but the real problems is still the quality of the facial 
animation system used to produce the final results. If the animation sys- 
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tem is not up to the task of capturing the actors subtle facial movements 
in a realistic manner then the effort that went into the performance has 
been wasted as it will not be visible in the final result. For this reason, 
performance-based techniques are a very useful tool for bringing a char- 
acter's performance into a facial animation system but the quality of the 
animation system itself is the key to lifelike computer facial animation. 
2.5 Extending Model Realism With 
Wrinkles 
Facial animation systems generally deal with modeling the structures of 
the face including the skin but generally do not deal with the fine lines 
and wrinkles of the skin during muscle movement. For this reason, it is 
worth briefly covering the work that has been done in bringing that extra 
layer of realism to a model by adding wrinkles to the skin surface. 
In 1992 Viaud and Yahia [VY921 presented a method for simulating 
wrinkles in facial animation and transferring the wrinkle system to any 
face model. They start with a cardinal spline surface which the Isolines 
are aligned with all possible expressive wrinkles in the face. This mask 
is then flattened onto a plane using cylindrical projection. To fit this 
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generic mask to any model, the target model has reference points such 
as the corners of the eyes and mouth marked. These points are then 
cylindrically projected onto a plane. The planar projected spline mask 
then has these points moved to match the characteristic points and the 
rest of the mesh is moved to fit around these points using a relaxation 
method. The control points of the planar spline mask are connected with 
springs whose rest length is determined by the natural location of the 
control points. Due to some of the points being moved to incorporate 
the position of the target characteristic features, some springs will be 
stretched or compressed. As these springs move towards their rest lengths 
they force the rest of the mesh to relax in a around the fixed characteristic 
points. The spline surface can then be projected onto the surface of the 
target face. Wrinkles are created by bulging the surface along the Isolines 
where the skin is contracting. 
Boissieux et al. [BKMTK00] detailed three different methods to sim- 
ulate wrinkles on the subjects. The first was an image based process. 
This process involved altering the face texture by means of darkening 
the image along the lines where wrinkles would lie. The location of these 
lines was determined from one of 8 masks which were defined by the type 
of face being simulated. The criteria for matching a mask to a face is 
based on gender, face shape and whether the person smiles a lot or not. 
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The age of the person is taken into account and the older the person, the 
darker the wrinkle lines. 
The second method outlined in the paper employs bump or displace- 
ment mapping to show wrinkles in the skin. To define the size of the 
wrinkle displacement, their system tracks the shrinking of the skin along 
predefined muscle lines. As the skin area reduces perpendicular to the 
line, the amplitude of the wrinkle increases. 
In the same paper, Boissieux et al. detail a method for actually alter- 
ing a skin model to simulate wrinkles. Their results are demonstrated on 
an abstract simplified piece of skin rather than an actual face simulation. 
Using a simplification of muscles as two end points being moved. This 
movement causes the FENI skin model to bulge up or compress down as 
the the end points move further or closer together. By using a sinusoidal 
interface between the two simulated skin layers similar to real life, more 
realistic wrinkles form in the surface of the FEM model. The model also 
has the concept to permanent wrinkles, where the tissue has memory and 
plastic effects are introduced where the skin slowly adapts to deforma- 
tions and maintains some part of the deformation after the compression 
force has been removed. 
Bando et al. [BKNO2] simulate fine scale and large scale wrinkles over 
the whole body. Fine scale wrinkles of the type that cover the whole hu- 
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man body are created from a user defined direction field. The mesh is 
projected onto a flat plane and the user selects various vertices and de- 
fines the direction that wrinkle will flow. The direction field is created 
from interpolation from the vertices the user specified to all other vertices 
so that each vertex has a direction associated with it. Fine scale wrinkles 
are created across the mews from any point in the direction of this field. 
These fine scale wrinkles can connect and merge or terminate when the 
meet each other just like the fine wrinkles in real skin. Large scale wrin- 
kies are more important for facial animation and Bando et. al's model 
creates these in a different manner. The user must specify the wrinkle la 
cations on the mesh. Wrinkles are defined as Bezier curves on the surface 
of the model. The cross sectional wrinkle shape is defined by a simple 
function that has parameters for width and height. To actually cause 
the vertices to move into the wrinkle shape, the vertices are displaced 
along their Normal vectors according to the wrinkle shape function. If 
the mesh is not fine enough to model the wrinkle then the mesh is adap- 
tively refined in the area of the wrinkle. The depth of the wrinkles is 
dynamically modulated by the area of the triangles in which the wrinkle 
lies. Large amounts of shrinkage in the perpendicular direction to the 
wrinkle causes the wrinkle to furrow deeply. 
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2.6 Conclusions and Discussion 
There has been a wealth of research in the area of facial animation. Real- 
ism and quality of results varies greatly between the different approaches. 
Image based methods produce very video real results but are restricted 
in that the view point can not be changed and every subject requires 
considerable data to be stored for animation. Multi-layer mass spring 
models have so far produced the most realistic results in three dimen- 
sions. These models create a full 3D model which can be manipulated, 
deformed and transferred into any situation imagined. Even the most 
complex of these models is still a long way from perfect, they are all still 
clearly computer generated. 
This thesis extends the previous works by introducing a new muscle 
model which preserves volume during contraction and manipulates a rigid 
body jaw which can realistically handle chewing. The muscles and skull 
can be automatically transferred to any new skin surface model using a 
small number of sample points selected on the skin by the user. The skin 
is simulated using a new multi-layer mass-spring model which attaches 
automatically to the muscles underneath and deforms as the muscles and 
jaw move. 
The next chapter will give an overview of the developed system, ex- 
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plaining what each part does and how the different parts relate to each 
other. 
3. System Overview 
Several software programs were developed during this research. These 
programs form a suite of software which allows a user to easily build up 
a network of muscles on any facial mesh or to take pre-defined muscles 
on a generic mesh and fit them to a new mesh. These muscles drive an 
anatomically based skin model and the software can output animation 
or export the resulting animated meshes to other software packages. 
The workings of these programs will be explained in detail in the 
following chapters, but a brief overview of the whole system will be pre- 
sented here to allow the reader to understand the flow of data through 
the software as it is explained later. 
The developed software can be broken down into four main compo- 
nents. 
" The muscle builder 
" The muscle simulation system 
9 The skin simulation system 
" The model adaption system 
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Fig. 3.1: High level overview of the simulation system 
The developed software comprises four ino(lules which are shown in 
red in the (liagraiu above. The four parts and what each actually does 
are explained hext. The muscle and skirl simulation systems are actually 
part of the same piece of software but have been separated here so as to 
clearly explain the function of each. 
3.0.1 Muscle Builder 
Input: -A skull 
Output: -A set of muscles and paths showing their contraction direc- 
ti()11. 
Muscles are defined in the system as polygon meshes with a path 
describing the direction each muscle contracts in. The muscle builder 
L. _J 
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system allows the user to construct these muscles by laying them out on 
a skull mesh. Muscles can have multiple heads and be complex shapes, 
so one muscle can contract in several ways. The muscle building process 
consists of creating muscles, laying out points and circles which are con- 
nected with curves to construct the muscle surface semi-automatically. 
Muscles can be any shape or size. There is no restriction that muscles 
need be fusiform or have only one origin and one insertion. Muscles can 
be defined which closely match those of the human body or would fit 
inside an imaginary alien creature. If the user prefers to create muscles 
in a modelling package, muscle surfaces can be imported into the muscle 
simulation system and the muscle's contraction path can be added in the 
muscle builder or imported along with the surface. 
3.0.2 The muscle simulation system 
Input - Muscles and skull 
Output - 'Muscle and jaw animation 
The muscle simulation system takes the muscles from the muscle mod- 
eller or an external package and simulates their contraction and interac- 
tion. The user can contract the muscles which will automatically preserve 
their volume and expand in cross section as they shrink in length. The 
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muscle simulation system handles all the low level details of muscle move- 
ments. It automatically connects up nearby muscles so that they move 
in unison, creating a realistic movement of the facial substructure. The 
muscle simulation system is also responsible for manipulating the jaw. As 
the muscles of mastication are contracted, the muscle simulation system 
applies forces to the jaw and makes it move in a realistic manner. 
3.0.3 The skin simulation system 
Input - Muscles and skull from muscle simulator and a skin mesh. 
Output - Animation of the skin mesh. 
The skin simulation is based on a multi-layer mass spring model which 
simulates the multiple layers of skin and their interactions with each 
other. It will automatically build up layers of connections between the 
skin and the underlying muscles and bones so that as the muscle and 
bones move and the skin moves correctly over the top. The multiple layers 
of skin each have individual properties and the movement of muscles pulls 
on these layers and the force is propagated through the skin layers to 
produce movement on the skin surface. 
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3.0.4 The muscle/skull adaption system 
Input - Muscles, skull and skin mesh 
Output - Muscles and Skull fitted into skin mesh ready for muscle ani- 
mation. 
In the adaption system, a skull and muscles that have been set up for 
animation can be easily fitted into any other head or face model. This 
means that once a set of muscles has been defined on a skull, there is 
no need to repeat the process as this muscle and skull set can be moved 
by selecting only a few key points on the surface of a new mesh. The 
system works by the user selecting specific points on the face surface 
which correspond to known average depths of facial tissue. The system 
then automatically warps the skull, and muscles to lie in the correct size 
and position under the mesh. 
3.1 Conclusions and Discussion 
This short chapter provided a very brief overview of the developed simula- 
tion system. It should have provided the reader with enough information 
to understand the data flow between different parts of the system and 
what function each part of the simulation system performs. The technical 
details will be covered in subsequent chapters starting with the muscle 
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system in the next chapter which covers the construction of muscles in 
a generic mesh, how these muscles are simulated during contraction and 
then how the muscles and skull can be easily transferred to a new skin 
mesh. 
4. Muscle and Bone 
Muscle and bone comprise the main parts of the face. When a person 
speaks or shows expression, the changes in the surface of the face are 
created by the movements of the underlying muscles and bony struc- 
tures. When a person smiles, a group of muscles led by the Zygomaticus 
Major pulls the corners of the mouth diagonally up and to the side. 
When the mouth is opened, it is accomplished by the muscles of mas- 
tication pulling the mandible down and causing it to rotate around the 
temporomandibular joint, pulling the skin with it. Correctly modelling 
the muscles and bone of the face is key to creating believable animation. 
By modelling these structures and their movements correctly, the overly- 
ing skin should move accurately. This chapter details the muscle model 
developed to simulate these complex features. 
4.1 The Muscle System 
The human face can produce an almost infinite number of expressions 
and as such, finding a computer model to successfully simulate them has 
proved problematic to researchers for over thirty years. Facial movements 
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Dirn, pi-ml ced }hY the muscles of facial expression and mastication pulling a 
multi-1avered skin over a bony- subsurface. The movements of the muscles 
themselves can be quite complex: facial muscles can be intertwined and 
interconnected so that the movement of one muscle caii affect several 
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Fig. 4.1: The muscles of the face. 
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The muscles of the face comprise a large range of shapes and sizes as 
can be seen in figure 4.1. Previous facial animation work has often used 
greatly simplified shapes and contraction models to mimic the complex 
movements and interactions of the facial muscles. Most facial anima- 
tion research models muscles as line segments [Wat87] [PW96], ellipsoids 
[Dip9l] or, at best, quadrics [KHYS02]. Such simple shapes cannot rep- 
resent real facial muscles with any degree of accuracy. 
The muscle model described here simulates muscles accurately in- 
cluding their shape, position and change in size during contraction. To 
model the realistic contraction of these muscles requires a multi-stage 
model more complex than the commonly used lines or quadrics. This 
model is detailed next. 
4.1.1 Linear Muscles 
In the human body, muscles can be broadly classed into linear and sphinc- 
ter muscles. Linear muscles are pulling muscles, for example the bicep 
pulls the forearm towards the upper arm and in the face, the Zygomaticus 
Major pulls the corner of the mouth into a smile. Linear muscles com- 
prise two parts, the belly and the heads. The muscle belly is the large 
section which expands out and shortens in length during contraction. 
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The heads of a linear muscle are the parts which attach onto something. 
Muscles can have multiple heads, for example the tricep has three heads 
and the bicep has two. The origin of a muscle is the end that the muscle 
contracts towards, the other end which is usually pulling bone or skin 
is the insertion. Sphincter muscles are circular and contract towards a 
central point. The muscles around the mouth and eyes are examples of 
sphincter muscles. 
Real human muscles come in a number of shapes and sizes and often 
follow curved paths as they flow over and under bony structures. Upon 
contraction, a muscle may cause a rotation in a joint and thus need 
to follow the rotational path of the attached bone. This path cannot 
be faithfully represented with a line or line segments. In the face, as a 
muscle contracts in a curve over bone, it draws the skin along this curved 
path. The skin, which is what an observer actually sees, is also greatly 
affected by the size and shape of the underlying muscles. Systems which 
model muscles as simple Line segments cannot hope to capture this way 
in which muscles move and change in shape as they contract. 
The muscles developed here overcome all of these problems. These 
muscles have three components: 
"A polygon mesh defining the muscle surface. 
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Fig. 4.2: A muscle and its fibre 
"A set of control points which trove the surface during contraction. 
"A Spline path describing the j)atli of contraction of the muscle. 
These three muscle parts can be seen in figure 4.2. The construc- 
tion of these muscles will be explained first, before detailing how muscle 
contraction is performed. 
The ºuiiscles developed here are not modelled using a volume repre- 
spiitatioii. but theY act like a solid object in the way they are (ieforinc(l 
(luring muscle contraction and during skin muscle interaction. The 1)o1y-- 
goti iiiesli comprising the iiuiscle surface can be created interactively in 
the <1<'Vf lO1M'<1 soft«"are or in any 3D Modelling i)rograin. The oiily re- 
strictioli oil the mesh is that it should be I)Olvgonal in nature and the 
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faces should be triangular. This is a minor restriction as any 3D model 
can be triangulated with little or no loss of detail. To allow muscle mod- 
els to be quickly constructed, a set of scripts were developed which allow 
models to be exported from Alias' Maya modelling software to the muscle 
design and simulation package. Another set of scripts was also created 
to import the animation and deformed meshes back into Maya, so they 
could be incorporated into larger scenes or rendered out using a high 
quality renderer such as Mental Ray or Photo Realistic Renderman. An 
interactive muscle editor was also developed. Its usage will be detailed 
after the muscle contraction graph as it is closely tied to the construction 
of these graphs. 
The Muscle Contraction Graph 
The many different shapes of muscle in the human face can contract in 
any number of possible ways. If a muscle is not a simple fusiform shape 
then it is not obvious how that muscle should shorten in length. 
Figure 4.3 shows the muscles of facial expression. These muscles 
are those which are primarily responsible for moving the upper parts of 
the face when creating the expressions of emotion and speech [Nlus02], 
[MMHL95], [GHH+96]. The lower parts of the face are moved by the 
muscles of mastication and will be dealt with later. The diagram clearly 
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Fig. 4.3: The muscles of facial expression 
slums the variety in size and shape of the muscles of the face. How 
each of these iunscles would shorten during, contraction is not clear. As 
iºnts(les contract. they also expand iii cress section. giving a familiar 
hul"e. Mainn" of these iiittscles have shapes which do not have an obvious 
(1irfýctioý11 ill which their cross-section would expand during contraction. 
As gras mentioned earlier. several niuiscles of the 1)0(1 - have more than 
One heal and ,o connect to boiie or skin at inore than one point. This 
produces it complex muscle shape which contracts frone and towards more 
tliaii uue place. this is cýniºiiiýýulý ignored in muscle animation. Iii most 
work, muscle shapes are usually simplified by choosing rough mid-points 
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for the origin and insertion of the muscle somewhere between the several 
heads, and then a simplified muscle is created around this line. The entire 
muscle is then contracted along the line's length. This simplification loses 
important information about the muscles' movements and how the muscle 
changes shape during contraction. To allow the simulation of muscles as 
complex as those of the human body, and to allow artists free rein in 
their creature and muscle design, a more advanced muscle contraction 
model is required. 
In the developed system, to specify the path a muscle follows during 
contraction, each simulated muscle has a group of spline curves which 
show the general direction that all areas of the muscle contract in. These 
paths can be constructed in a modeling program along with the muscle 
mesh or can be interactively generated in the software by a user. To 
construct the paths, a set of control points (CPs) is created within the 
polygon mesh of the muscle. All but one of the control points in each 
path is assigned a parent control point. The connections between control 
point and parent form a graph structure which, when connected, form 
piecewise line segment contraction paths. To create smooth contraction 
paths, the control points are duplicated and the duplicated points become 
the knots in Catmull-Rom interpolating splines [CR74]. 
The splines are created starting at control points with no children 
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Fig. 4.4: A muscle with multiple Spline patliti 
workiii their way up to a control point that has no parents. This can 
lead to splines which overlap such as in figure 4.4, however this is not 
a problem as the splines , Bare knots where there is overlap and so any 
difference in spline paths is very small. 
At this point. the control points winch were duplicated to produce 
the knots are redefined in parametric terms of the spline curves. Each 
control point is defined initially by the knot that it produced, the and 
distance fruiii that knot towards the ucxt knot (0.. 1) which is initially 
zero. This has the effect that when the splines are moved or reshaped by 
irnovitrg knots then the control points are moved automatically. 
The movement of the contraction CPs is what actually drives the 
moveinent of the muscle surface and so this redefinition is an important 
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feature of the muscle model. It allows the spline curves to be affected by 
the bones they are attached to and so if one muscle affects the movement 
of a bone then all the spline paths of all muscles attached to that bone will 
automatically move and may change in length. As these CPs are defined 
on the curves, they will spread out or squash together automatically as 
the curve changes length and thus cause the muscle to change in size. 
It is worth noting at this point that each muscle has a second set of 
control points which deal with the expansion of a muscle's cross section 
during contraction. These CPs are those which radiate out perpendicular 
to the main CPs in figure 4.2, and are what cause the muscle to bulge 
out during contraction. They will be dealt with after the main muscle 
contraction has been explained fully, but are mentioned here so that 
the diagrams showing muscle contraction do not contain any unknown 
objects. 
The spline paths detail the direction the muscle contracts in, however 
they do not define how the surface should move during contraction. This 
is defined by the relationship between the muscle control points and the 
surface mesh vertices. The control points are split into two categories, 
tendon and belly: Real muscles consist of a belly section and connecting 
tendons. Muscles attach to bone through tendons which do not change 
length during contraction. During a muscle contraction, the muscle belly 
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shortens wich pulls the tendon which in turn causes a hone to move 
or rotate. Face muscles do not have tendons as such and just merge 
into skin and attach to hohe, but this muscle model is general enough to 
Simulate aiiv II1l1Scle in the body a. Il(1 as such tendons caii he modeled. 
Fig. 4.5: A muscle (wit rlctiiig; and expanding in cross-section to pre- 
: crve voluiiiic. The control points are shown as oversized 
spheres for clarity. The black spheres sigiiifv tendon and thus 
these sections (1() not change in length. 
Diirinp, it muscle contraction. the splüie paths (10 not move. Instead all 
of tliP uºuscle control IP11V points contract. When ordered to contract, 
tII( (' control points illov e up thf' spline curve in the direction of their 
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corresponding spline control knot's parent. When the muscle is again 
relaxed, the belly points move down the curves toward their original 
position and even beyond if the muscle is stretched. This contraction 
process is shown in figure 4.5. 
With the muscle paths and control points defined, the interactive 
method of muscle construction will now be briefly explained. 
Interactive Muscle Construction 
To create a muscle interactively requires the user to lay out its rough 
shape and connections. The user first selects points on the bony skull 
surface to define all of the muscle control points. The user selects the 
parent point for each control point as the path is constructed. By con- 
necting each point to its parent up to the end of the path, one or more 
control graphs will be constructed for the muscle. Once they have been 
created, all of the points can be selected and moved around in 3D using 
the mouse to position them roughly in the centre of what will be the 
muscle. 
When these points are satisfactorily positioned, a set of circles is 
created by the system at each point entered previously. The circle for 
each point p is oriented perpendicular to the vector from p to p's parent. 
This stage can be seen in figure 4.6. 
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Fig. 4.6: Interactive iuii. c"lc' construction structicnn 
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The ii. ser can sale or move each of these circles to lay out a snore 
precise shape for the muscle. Moir circles can he ai(lcled between au two 
circles if required for more accuracy. When the user is satisfied with the 
iiitiscle shape the circles are converted to piece«"ise line segments and the 
circles are all connected up to form a triangular iºicsli. 
The constructed ine, li can he quite coarse, which is undesirable for 
two rca. s s. Firstly. a rough niesli with sharp f'(iges is very uiilike a real 
muscle and Nvi11 tend to poke the skin at the points where its vertices 
stick out. Secondly. the skin connects to the muscles by attaching into 
the triangles ecniipirisiiin the muscle surface. The fewer of these triangles 
there are. the more skin points connect to the same triangle, v1iicli means 
that large portions of the skin surface could be heilig moved by the same 
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underlying triangle. This can lead to visual artifacts when the muscle 
contracts, as large parts of skin will move in the same direction uniformly 
whereas the large area next to this may be moving in a different direction. 
The multi-layer skin model reduces this effect, but having more triangles 
in the underlying muscle will stop the problem from ever arising. 
To create a smooth muscle model, the mesh is turned into a subdi- 
vision surface. Subdivision surfaces are a useful tool in defining smooth, 
continuous surfaces from meshes with arbitrary topology. To create a 
subdivision surface from the muscle mesh is a two stage process. The 
first phase, the refinement phase, creates new vertices and reconnects 
the mesh to create new, smaller triangles. The second smoothing phase 
computes new positions for some or all of the vertices in the mesh. 
There are several subdivision schemes in existence and each has differ- 
ent ways of accomplishing the two phases based on differing sets of rules. 
Subdivision schemes can be characterised as approximating or interpo- 
lating. Approximating schemes move every vertex to a new position 
during the refinement stage; interpolating schemes only move vertices 
which were created during the last refinement phase. 
The method used here is the modified butterfly scheme by Zorin et 
al. [ZSS96]. It is a modification of the butterfly scheme by Dyn et 
at. [DLG90]. This scheme is an interpolating scheme which is desirable 
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Fig. 4.7: The mask on the left is the butterfly mask used between two 
regular vertices and the mask on the right is used for a semireg- 
ular situation. The red circles indicate where a new vertex is 
beüig generated. 
as once the user has set the initial mesh vertices, these should not be 
altered. The modified butterfly scheme uses four different rules to create 
the vertices of the next level of the mesh. These rules are described below 
and the corresponding masks are shown in figure 4.7. 
Regular Setting: If generating a new vertex between two vertices 
Frith valence six. these vertices are regular and use the mask to the left 
of figlin' 4. 
Semiregular Setting: If one of the vertices being examined is regu- 
lar and the other is irregular (i. e. valence 54 6) then the following formula 
are used. 
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5 =1 1 n=3: wý = 12, w1= 12, w2= 12, 
n=4: wo=8, w1=0, w2= =1, w3=0, (4.1) 
n>5: wj = 
0.25+cos (2aj/n)+0.5 cos (41rj/n) 
Irregular Setting: When both vertices of the current edge are ir- 
regular, a new vertex is temporarily created for both of the vertices using 
the formula from the semiregular setting. The average of these two new 
vertices is used as the new vertex. This will only happen at the first 
subdivision stage as after the first subdivision, the mesh will consist of 
only regular and semi-regular vertices. 
Boundary Setting: At boundaries in the mesh where an edge has 
only one triangle connected to it, the weights below are used with the 
mask in figure 4.7. 
-1 99 -1 W-1 _ 16 9 w° - j-6' wl = 16 , w2 = 16 
(4.2) 
Linear muscles are not the only kind of muscles in the face. Around 
the eyes and mouth are sphincter muscles, which are unlike linear muscles 
in that all points on the muscle contract towards a single point. These 
muscles and their simulation will be examined next. 
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4.1.2 Sphincter Muscles 
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Sphincter iiuisclcs are circular and contract towards a single point. In the 
face. Sphincter muscles encircle the eves and the mouth. For sphincter 
muscles. there is no need to define a full spline contraction path as every 
ilt Of' t hr iiiliý'(le contracts towards the saiiie point at the same time. 
A sphincter muscle is defined by a polygon mesh, a set of control points 
and it single contraction point. 
Fig. -1.8: .1 ýE)liiu(trF "'Us 
dc. the r('(l , I)livre is the contraction goal 
which all the CP5 contract towards. 
Figiirv 1.8 shows the parts of it sphincter muscle. Its makeup is similar 
to that of linear muscles. The circle of CPs is defined by the user and 
the expansion C'Ps are created l)V prcojec"ting ralclially, perpendicular froin 
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the direction of a point to its parent. Although the points form a circle, 
there is still a construction order and each point has a parent. This is 
only used for a direction from which to project perpendicular to find the 
expansion point positions. During contraction all points move linearly 
towards the contraction goal, moving the mesh with them. 
Through the linear and sphincter muscles, all the muscles of the face 
can be created. The movement of the muscle control points has been 
explained, but without pulling the muscle mesh surface along with it, 
these muscles are not very useful. The method of attaching the muscle 
mesh to the muscle control points is detailed next. 
4.2 Attaching the Muscle Surface 
4.2.1 Control Point Weightings 
To make the muscle move along with the muscle control points, the mus- 
cle mesh must be attached to the fibre so that each vertex in the muscle 
surface must move with the underlying muscle control points. To achieve 
this, a mapping must be made between each vertex and the CPs so that 
the vertices of the mesh move smoothly with the CPs. To make the mesh 
move realistically as the muscle contracts, there needs to be some locality 
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in the mapping between mesh vertices and muscle control points. As all 
belly CPs contract simultaneously, considering CPs too far from the ver- 
tex position can cause undesirable movement in the mesh. For example, 
if a distant CP curves in a different direction from the the local CPs this 
could cause the mesh to twist possibly causing visual artifacts. Locality 
of influence is accomplished by giving each vertex a weight for every CP 
which specifies the amount which that CP will affect the movement of 
that vertex. This weighting is based on the distance from the vertex to 
the CP. The default setting is for all CPs to try and influence all vertices, 
but the user can specify a maximum number of CPs which should affect 
each vertex to improve the locality of deformations. If not all CPs affect 
every vertex, then the set of CPs Si that will affect vertex i is selected 
before the distance weightings are assigned. This set is created based on 
distance in the CP graph to the vertex. The distance is calculated based 
on distance along the graph from the closest CP in each graph to vertex 
i. This is best understood by the example of an imaginary muscle in 
the shape of a hand where the CPs take up the bone positions. A finger 
should be bound to the closest CPs in the hierarchy, i. e. the CPs of that 
finger, not the closest CPs in world space which may include some of the 
CPs of adjacent fingers. 
The effect a CP's movement has on a vertex falls off with the square 
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of the distance and is shown in equation 4.3 where ws= is the weight for 
vertex v from control point i in the set of control points S which affect 
this vertex and ds, is the distance from control point Si to the vertex v. 
v1 (4.3) mss' 1+ds; 2 
Various distance weighting factors were tested but the square of the 
distance gave the best results (this value is however configurable in the 
developed software). These weighting settings can also be altered for 
each muscle which allows muscles of greatly varying shape to have the 
best settings for each, rather than global settings that are perfect for 
none. Using this measure of weight, control points which are not quite 
close to a vertex tend to have a weighting of near zero which produces 
good results. 
After the weightings on vertex v for each joint have been calculated 
the n weights are normalised by 
v 
v 
wsi 
() WSG =nv4.4 ýj=1WSi 
By normalising the weights no unwanted scaling is introduced during 
muscle contraction. 
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4.2.2 Moving the mesh during muscle contraction 
To actually make the mesh move along with the muscle control points, 
the mesh vertices must be transformed by a weight scaled amount along 
with the control points as they move. 
To move vertex Vti, when control point p is moved, a local coordinate 
frame Lp is first defined at p. Vertex Vw is then transformed from world 
space into this local coordinate frame giving Vp. When p is moved the 
coordinate frame defined at it obviously changes and as Ur is defined 
in this frame, its position is altered automatically. When Vp is then 
transformed back into world space from this transformed local space, its 
final position has changed relative to the change of the frame at control 
point p. For each vertex, this process is carried out for all control points 
and the positions produced are weighted using the distance weighting 
factor described earlier. This produces a final position for vertex V moved 
by the weighted movements of all control points. 
Creating the coordinate frames 
To construct the local coordinate frame for each control point p, the local 
x-axis L py is 
defined as the direction of the normalised vector from the 
position of p to its parent. Each control path has one CP which has 
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no parent and its x-axis is constructed as an average of the x-axes of 
all its children. The initial local orientation of the coordinate frame is 
irrelevant, however, it is essential that the orientation is found in the 
same way throughout so that vertices can be transformed into and out 
of the frame with no unwanted transformations. 
To discover the y and z axes of the local frame, a matrix is created 
which will align the local x axis L px with the world x axis TVx. This 
matrix will hold the local coordinate frame for the control point in its 
columns. 
To align 
L 
py and TV,, a rotation round the axis perpendicular to both 
must be performed. The axis A around which to rotate L py is found by 
taking the cross product of Lpz and TVy. The angle 0 to rotate by for 
alignment is then found using the dot product. 
L ps x TV, (4.5) 
B= arccos psi (4.6) 
ILnxI'RRV., I 
To create the matrix describing the local coordinate frame, a quater- 
nion is first constructed from the axis A and angle 9. Quaternions are 
used in the construction of the transformation matrices as they allow a 
convenient notation for rotation around an arbitrary axis, however matri- 
ces are used to hold the final transformations as matrices compactly hold 
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the translation component as well as the coordinate frame being used, 
and are less computationally expensive than quaternions for transforming 
points. 
A quaternion is created from the axis and angle using the standard 
quaternion definition below. 
0q= 
w+xi+yi+zk = cos 
0 
+iAysin 
2+ 
jAysin 
0 
+kAZsin 2 
(4.7) 
Creation of the matrix is a matter of substitution. A unit quaternion 
can be expressed as q= cos 0+ü sin 0 where 0 is the rotation angle, 
ü= uoi+ul j+u2k and vector (uo, u1, u2) has length 1. Rotation matrices 
take the form: 
R=I+ (sin 6)S + (1 - cos O)S2 (4.8) 
Using standard trigonometric identities the matrix below can be con- 
structed which is used to create the transformation matrix from the 
quaternion created above. 
1- 2y2 - 2z2 2xy - 2wz 2xz + 2wy 
To = 2xy + 2wz 1- 2x2 - 2z2 2yz - 2wx 
(4.9) 
2xz - 2wy 2yz + 2wx 1- 2x2 -2 y2 
This produces the transformation matrix to take a vertex from world 
to local coordinate space. It does not include the position of the CP and 
so a4x4 transformation matrix is constructed from the above 3x3 
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matrix by adding the translation of the CP which is multiplied by the 
rotation as this matrix is actually the inverse transformation matrix. 
This produces a matrix which will transform a point from world space 
into the local space of a muscle control point. The local space of the 
control point in its original position will not change during muscle con- 
traction and so the position of each mesh vertex V,,, in local space for 
control point p can be precalculated: 
VP = V. (T°) (4.10) 
During muscle contraction, each control point p will move and as such 
the coordinate frame at that control point will move and so move Vp along 
with it. For each frame of the simulation, the final world position of each 
mesh vertex needs to be calculated to give the position of the muscle 
surface. To calculate this, the difference in position between the original 
position of Vp and the muscle contracted position of VV must be applied 
back into world space. 
To accomplish this, the coordinate frame for each control point p is 
recalculated each frame Tp . This 4x4 matrix will transform any point 
from world space into the local frame of control point p. So, using the 
inverse of this matrix returns any point in the local frame back into 
world space. As Vp is defined in local space, its position will change as 
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pis position changes and this change will be reflected in the movement 
of V in world space. The effect on vertex V by each control point p is 
weighted by the normalized weight ww for point p described earlier. This 
leads to the final position of a vertex V being calculated as: 
Vf = ww(VP(Tf )-ý) (4.11) 
This method of moving the mesh with control points allows the mesh 
to move smoothly as the individual control points change position. 
This details the movement of individual muscles, but the muscles in 
the face cannot be handled completely separately as there is interconnec- 
tion between muscles in the real face. This interconnection, where the 
movement of one muscle changes the position of muscles nearby, must be 
simulated to ensure realism of a model. This interconnection is explained 
next. 
4.3 Connecting Muscles 
4.3.1 Overview 
The muscles of the face do not act independently of each other. Fig- 
ure 4.9 shows three images of muscle contraction. The lower left image 
shows a muscle contracting independently of its neighbors and the lower 
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right image shows the same muscle contraction where it has influenced 
its neighbours* positions. The image on the left is completely unrealistic. 
Onl. \- a few of the muscles in the human face can be activated indepen- 
(teiltly and even these muscles NN-hen they pull the skin cause neighbouring 
I111I-('1('S to as il ('oI1ti('(jl1PtI(('. 
Fig. 4.9: \ I11 (1 - at IC St (tub)). il tnuscle contracting - not con- 
ue< te(l to its neighbours (left) and connected to its neighbours 
(right) 
To model this intert«"iiic'cl üiovve'ine"it of itiuscles, springs are used to 
colille t iuuscle coirtraction paths to neighbouring muscles. The control 
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points of each muscle are connected to the knots of nearby muscle spline 
control paths. When a muscle contracts, the extending spring will exert 
a force on the knot of connected muscles causing them to move. As the 
knots get pulled or pushed by spring forces, the spline flowing through 
them will remain smooth and thus the path of contraction that the con- 
trol points follow will be smooth. As the control points are defined para- 
metrically on the spline, as the spline path is shortened or elongated the 
control points are automatically pushed closer together or pulled further 
apart, which in turn causes the muscle mesh to change shape. 
4.3.2 Implementation 
Neighbouring muscles are connected automatically once all the muscle 
meshes and contraction paths have been defined. When connecting the 
muscles, any contraction path knots that lie within a distance d from the 
muscle head are specified as connectable. 
All of the control points are then iterated over and any knots in the 
connectable set that are within distance c from each control point are then 
connected to that control point by a spring. Distances c and d are user 
specifiable and can vary from muscle to muscle depending on the muscle 
type and function. This process is shown in figure 4.10. These connecting 
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Fig. 4.10: 'evend muscles have been removed in this iinage to iiºcike it 
clearer. Three muscle contraction paths are shown in green, 
the control points are the coloured spheres mid the grey lilies 
represent springs connecting the ends of the muscles. 
spring, cause iini"cle, to be dragged along when a neighbouring connected 
iiitiscle i, contracted. 
T1i reason that only knots hear the end of a muscle can be connected 
is so that the muscle m oriel simulates real iiniscles correctly. Muscles in 
the lnuuaii face sometimes slide over each other and lie close together. 
oiily where they merge at their skin end connections do they tend to 
actually IllOV(' as olle. 
\Vlhen it muscle contracts exteiisively it is possible that it could drag 
its ilCighIOurs far across the face. Which iii turn could pull other muscles 
excessively. This mild lead to an unrealistic skcNving of the facial muscles 
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where the whole face would appear to have slid in one direction. To 
alleviate this, each knot has a second spring attached to it controlling the 
pull of attached neighbour muscles. This second spring connects the knot 
to a point on the skull directly below its original position. As a muscle 
contracts, the force pulling the knot back to its rest position increases and 
counteracts the force pulling the knot towards its contracting neighbour. 
These rest position springs are emulating the natural connections of the 
muscle into the bone which help keep the muscle where it should be. 
These anchor points are found by tracing the y-axis of the local coordinate 
system at each control point down onto the skull. The triangle where it 
intersects becomes the anchor point. The world space position of this 
anchor point is described by the barycentric coordinates of the skull 
triangle the anchor lies in. 
Springs cannot connect directly to knots as springs are a mathemati- 
cal model of a real object and knots are simply points in space. Therefore, 
a point mass is created at the position of each knot which is to be con- 
nected with a spring. The knots are then attached to these point masses 
so that the knot's position in space is defined by the point mass. The 
actual mass of these point masses is defined by the muscle to which they 
belong and is determined by the muscle's volume. Small thin muscles 
should not pull neighbouring muscles nearly as much as large fat muscles. 
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Whereas large fat muscles should drastically affect their neighbourhood 
during contraction and so the larger the volume, the greater the mass of 
its knot point masses. 
After the springs are set up, the masses are calculated using equation 
4.12 
m=1+' 
S 
(4.12) 
The cube root of the volume is used to control the point mass of each 
knot in the muscle's control path. This value gives a good scaling for 
the masses which does not increase too rapidly as muscle volume gets 
larger. The division factor S is one by default and is user configurable. 
If the model being developed and simulated is exceptionally large or 
small, the volume of the muscles may be very high or small and thus the 
muscle masses may not be suitable for the simulation. The value of S is 
automatically estimated by averaging the muscle volumes and calculating 
a value of S to bring this average into the region where the simulation 
is known to perform well. The user can tweak this value if the system is 
not performing satisfactorily but this is rarely needed. 
When a user wants to move a muscle from relaxed to significantly 
contracted, this could lead to moving the control points a large distance 
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in one step. This would cause the attached springs to change in length 
dramatically over a very short period of time causing huge forces to 
appear in the system possibly making it unstable. To counteract this, 
muscle contraction is done over a short period in a series of small steps. 
For each movement of the control points, multiple simulation steps are 
carried out for the mass-spring system. The maximum a point mass can 
move in one time step is controlled and at each step, positions, veloci- 
ties and accelerations in each point mass and spring are calculated and 
distributed. 
In the interests of continuity, the details of the physics used to model 
the springs are detailed in chapter 5 which explains the skin model. This 
is because the skin model makes extensive use of springs and it was felt 
that a thorough explanation of the workings of mass-spring forces fits 
better in that context. 
The methods used to model, contract and connect the muscles of facial 
expression have been detailed now. The next muscle feature to deal with 
is expansion. As real muscles contract, they do not compress and so as 
their length shortens their cross sectional area must increase. The next 
section will explain how the expansion of muscles is accomplished. 
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4.4 Controlling Volume During 
Contraction 
During muscle contraction, as a muscle shortens in length, it expands in 
width and height increasing its cross sectional area. This is often modeled 
in muscle simulation by a simple scaling in width and height. 
As was shown earlier, muscles can be many shapes or sizes and simple 
fusiform or quadric models do not mimic the real thing well. The complex 
muscle shapes allowed by this muscle model will not preserve their volume 
by a simple scaling of their width and height. 
4.4.1 Expansion points 
To allow for muscle expansion, a new set of control points is introduced 
into each muscle which lie perpendicular to the main muscle control 
paths. 
After the muscle shape has been constructed, at every control point 
a set of expansion points is created. These expansion CPs (ECPs) are 
created in a circle perpendicular to the direction of muscle contraction 
just below the surface of the muscle mesh. The first ECP is created 
by firing a ray directly along the y-axis of the local coordinate frame at 
each CP. This ray is checked for intersection with each triangle of the 
1.1luscle and Bone 74 
; ill-face iu(, Sli. A\ lieu a point of intersection is found, the control point is 
I>u; iti(m( I 9: ý percent Of the distance toi the surface. This control point 
is (I(ait('(l p<irviitwl to the path <"<nitrol point so that it is moved when 
the contraction path control points move. The distance of ninety-five 
percent was arrived at through testing and allows smooth scaling of the 
muscle shape. To create the rest of the circle of expansion control points 
fur c<ic li ('P. the v--axis vector is rotated around the local x-axis and an 
EC'P i, created every thirty degrees. 
Polygonal' 
Control point 
of contraction 
ion Control Points 
Fig. 4.11:. - muscle and its control points. 
This process is repeated for every contraction path CP that was dies- 
igiiate<1 hellt/ by the user during; muscle construction. After all expansion 
('Ps have been generated. the control points for the entire iiiuscle are ill 
position. this is shown in figure 4.11 
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This ray-triangle intersection method of distributing expansion points 
can lead to some areas of the muscle receiving more points than others. 
For example, if the contraction path is closer to one side of the mesh 
than the other, or the mesh has very high curvature at one side, then the 
expansion points will be distributed unevenly. This is rarely a problem 
if the user specifies the contraction paths well, even if some areas are 
covered better than others it just means that the expansion in some 
areas will be more general than others. The number of expansion control 
points is user controlled and even very few points can produce excellent 
results as the expansion is controlled by the exact volume change in the 
muscle during contraction, which is explained next. 
4.4.2 Calculating Muscle Volume 
Calculating the volume of arbitrarily shaped muscles is not as simple as 
calculating that of simple geometric objects. The muscles here are mod- 
eled as polygonal models and calculating the volume of these objects 
requires integrating over the volume of the object. Calculating the vol- 
ume, centre of mass and inertia tensor of an object are closely related and 
the latter two are required for simulation of the muscles of mastication 
described in section 4.5. The central definition of all three properties is 
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the three dills u-ýI( ii l£ (ýýýiiitýtric moment: Three-Dimensional Carte- 
sign Geometric -Moment 
The three dimensional Cartesian geometric 
rnomf: nt "1pgr. with order p+q+r, of a volume V with density function g: 
R3 =l is: 
111F, gr =J . i, ý'V'ýý. 9ýa'. fý. --)d2' (4.13) L 
T) calculate the volume of a. bo(IV requires calculating the zero order 
iºloille it with a unit (E(11sit V function. The centre of mass and inertia 
tensor are calculated frone the first and second order moments and are 
detailed in the later section on mastication. 
Fig. 4.12: A muscle with its triangular iiiesli visible 
Figure 1.12 shows a muscle model composed of triangles. By taking 
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the three vertices of each face in turn and a point p, a tetrahedron may 
is formed. 
The volume of the polyhedron can then be expressed as the sum of 
the volumes of the tetrahedrons. This method is proven in [LK84]. Any 
moment can be broken down in this way since all are integrals over the 
body volume of the polyhedron. The point p does not actually have to 
be within the body. If the point p is outside of a face of the polyhedron 
then the tetrahedron will have negative volume and thus subtract from 
the overall volume. This cancels out the excess volume contributed by 
the tetrahedrons on the opposite side of the body. It does not matter 
where point p is located, the result of summing the tetrahedrons will 
always equal an integral over the volume of the polyhedron. 
To find the volume of a body, the volume of a tetrahedron Q must 
be calculated for every face of the object. Q is defined by vertices 
(v0, v1, v2, v3), which have coordinates: 
z'o = (0,0,0) 
vi = (xi, yi, zi) 
(4.14) 
V2 = (X2> y2, z2) 
V3 = (x35y3, z3) 
4. Muscle and Bone 78 
Calculating the volume of an orthogonal unit tetrahedron is simple 
and so a linear transform T is defined to transform Q into a unit tetra- 
hedron. 
xl x2 x3 
T= yi y2 y3 (4.15) 
zl z2 z3 
which relates the old coordinate system (x, y, z) with the new (X, Y, Z) 
by: 
x xi, xa, x3 x 
Y= yip Y2) Y3 y (4.16) 
z z1, z2, z3 Z 
Using this transformation, Q is transformed into the orthogonal unit 
tetrahedron LV = (vo, vi, v2, v3) with coordinates: 
IVÖ 
= (0,0,0) 
vi = (1,0,0) (4.17) 
V12 = (0,1,0) 
v3 = (0,0,1) 
The integral properties of the polyhedron Q can be described by : 
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momr = Iff xpy9z'' dxdydz 
= 1ITh 
Iff(xix 
+ x2Y + x3Z)r 
(y1X + y2Y + y3 Z)4 
(z1X + z2Y + z3Z)' dXdYdZ (4.18) 
The term II'II is the absolute value of the determinant of the matrix 
T. To simplify the notation, define c(i, j, k) to be the coefficient of the 
term XiYJZk in the expansion of the integrand. Hence: 
mnvr =11TH 
fE 
c(i, j, k)X', Yi, Zý dXdYdZ (4.19) v i, j, k 
So, to evaluate the integral of polynomial xPy4zr over the orthogonal 
unit tetrahedron IV, the following formula is used: 
r' dxdydz 
1 1-z JV 
xpy9zr dv 
Jo Jo 
11-Z-y 
xry9z 
= 
p! q! r! (4.20) 
(p+q+r+3)! 
The derivation of this is straightforward and is desribed in [LK84]. 
This provides the ability to calculate the three quantities desired, 
volume, centre of mass and inertia tensor. Volume is the simplest and 
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will be covered here, the other two quantities will be described in section 
4.5 where they are used. 
To calculate the volume contributed by the tetrahedron of a single 
face then becomes very simple: 
moo0 =J x°y°z°dxdydz 
4 
= JITII Jw dXdYdZ 
= IITII3t 
_ 
-IT-- 
(4.21) 
6 
To calculate the volume in an entire body simply requires summing 
the contributions from each face of the polyhedron where the components 
of v1, v2 and v3 are the coordinates of the face in clockwise order. 
As the muscle shortens during contraction, to preserve its volume the 
muscle must expand in cross-section as it shrinks in length. The process 
used to achieve this is detailed next. 
4.4.3 Keeping Muscle Volume Constant 
It is common in muscle animation to try and keep muscle volume constant 
during contraction. Most researchers simply scale the muscle or its cross 
section in several places to try and keep the volume constant. This work 
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takes an approach which succeeds in keeping the muscle volume constant 
during contraction to within a user specified tolerance limit, typically in 
the region of 99%. 
To keep the volume constant, first the volume at zero contraction is 
found and then the volume at sixty percent contraction is found. Sixty 
percent is chosen as the maximum contraction that is commonly useful in 
a muscle system. Real muscles do not actually contract as much as this, 
but in the realm of animation, over-emphasising an action is sometimes 
desirable and thus being able to produce realistic results in unrealistic 
situations is useful. 
The width and height expansion of muscles during contraction is con- 
trolled by the expansion control points. To keep the muscle's volume 
constant these must expand enough to counteract the loss of volume 
from change in length. Likewise if the muscle is stretched then the ex- 
pansion CPs must shrink to counteract the increase in volume from the 
elongated muscle. The amount to change the length of the expansion 
CPs by is first estimated by assuming the muscle is roughly cylindrical 
and producing a scale from this. The change in cross sectional area of a 
cylinder due to a change in length is defined as 
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contractedlength 
restlength 
(4.22) 
If the muscles were perfect cylinders then scaling the cross section by 
this amount would keep the volume constant. However the muscles used 
here can be any shape and as such the above estimate is never likely to 
be correct. For this reason it is used as a starting point for the iterative 
discovery of the true value by which to alter the expansion CPs. This 
value is first used to scale the expansion CPs and then the volume of the 
muscle is recalculated. Using the calculated volume, a binary search is 
used to get the volume to within the specified tolerance of the starting 
volume. 
For each step of the search the current volume is compared to the 
desired volume. If the volume is too great then an expansion factor half 
way between the current and the current highest volume is selected. If 
it is too small then a volume half way between the current volume and 
the current lowest volume is selected. The current highest or lowest is 
then set to be the value of the previous current volume as is standard in 
a binary search. 
The number of steps taken to reach a tolerance of 1% is usually only 
around five and is thus very quick to evaluate. 
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During muscle contraction, the expansion factor is interpolated from 
zero to the maximum contraction found by this search. Depending on 
the muscle shape, this can cause the volume to increase too rapidly or too 
slowly meaning that the muscle volume does not remain constant dur- 
ing the full contraction. To counteract this, in the muscle setup stage, 
keyframes are generated along the length of the contraction to keep the 
value constant. To keep the muscle volume within a tolerance of the 
original for the entire contraction, keyframes are generated at the posi- 
tions during contraction which have maximum difference from the true 
volume. These positions are found by stepping along the contraction and 
finding the point of maximum difference in volume and then repeating 
the process of finding the correct expansion CP value for this contraction 
value. This process is repeated as many times as required to ensure the 
volume remains within a specified tolerance throughout the entire con- 
traction. Once these keyframes are generated the expansion CP values 
during contraction are interpolated using a Catmull-Rom Spline between 
control points to keep the expansion smooth. 
The expansion points all expand uniformly, there is not more scaling 
towards the centre than at muscle ends. This is by design, as the muscle 
model is designed to handle muscles of any shape, so there is no way to 
know that the centre section should expand more as if the muscle were 
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a simple fusiform shape. The expansion CPs are positioned near the 
surface of the mesh, so if the muscle naturally bulges in the centre, these 
CPs will already be further from the muscle fibre than others and so the 
expansion will bulge mode in the centre. 
The muscles of facial expression are the muscles commonly simulated 
in facial animation models. These muscles do not however manipulate 
the jaw. The jaw or mandible is moved by the muscles of mastication, 
these muscles are commonly overlooked in facial animation simulations 
but they are essential in representing realistic motion of the face. 
4.5 Muscles of Mastication 
The muscles of mastication manipulate the mandible. Unlike the muscles 
of facial expression these muscles are attached to bone at both ends and 
are usually much larger due to the strength required for chewing and 
biting. Opening of the mandible can occur in more than one way. it 
can be a purely downward rotation at the temporomandibular joint. It 
can also include movement of the mandible anteriorly at the temporo- 
mandibular joint. It can sometimes even include lateral deviation of the 
mandible (side to side movement). This range of movements is caused 
by the contraction of four different muscles which connect the mandible 
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to the cranium. 
The muscles of mastication all connect onto the mandible with the 
temporalis and masseter being superficial and the two pterygoid muscles 
lying deeper. Other muscles of the face can move the mandible slightly 
but these four muscles are the primary muscles of mastication. 
Most previous works have modelled the jaw's movements as a sim- 
ple rotation of a mesh, sometimes incorporating side to side movements. 
This work recreates the range of movements described earlier by simu- 
lating the forces applied to the mandible by the muscles of mastication 
to produce movements that are physically based. This allows motions 
such as chewing to be easily and realistically modelled by contracting 
the muscles as a real person would do. 
The four muscles of mastication each perform a different task. Figure 
4.13 shows the models used to simulate these muscles and the action 
performed by each muscle is defined next. 
Temporalis 
Elevation - During contraction, the temporalis pulls the mandible supe- 
riorly toward the cranium, elevating the mandible. 
Retraction - When the temporalis contracts, it pulls the mandible pos- 
teriorly toward the cranium, retracting the mandible. 
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Sphenoid Bone 
Zygomtic Bon 
Zygomatic Arch 
Masseter 
Fig. 4.13: Close up view of the iiittscles of inastica. tioii 
Masseter 
86 
/'h ruts ii - \V"Iºeii the uuis, ('t('r contracts it pulls the mandible superiorly 
toward the ivgoiiiatic hone and arch. elevating the inaii(lihle. 
Profryictinn -When the superficial layer of the mandible contracts, it 
pulls the mandible aiiteriorly toward the zygoiriatic hone, protracting 
the mandible. 
Lateral Pterygoid 
Profs tioii - When the lateral pterygoi(1 contracts. it pulls the mandible 
towards the sphenoid protractlu g it. 
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Contralateral Deviation - If only one lateral pterygoid is contracted, it 
pulls the the mandible toward the sphenoid on only one side causing the 
mandible to be pulled toward the opposite side of the body. 
Medial Pterygoid 
The medial pterygoid performs protraction and contralateral deviation in 
the same manner as the lateral oterygoid, it can also elevate the mandible 
however. 
Elevation - When the medial pterygoid contracts it pulls the mandible 
superiorly toward the sphenoid, causing the mandible to be elevated. 
These four muscles manipulate the mandible into producing a wide 
range of movements. When they are contracted, they pull on a rigid 
mandible which is modelled as a rigid body structure. 
4.5.1 Rigid Body Dynamics 
The mandible is made from bone and as such is a rigid structure which 
doesn't deform like skin and muscle under the small forces of muscle con- 
traction or collision with other head parts. To model this non-deforming 
object a rigid body approximation of the mandible was created. 
A rigid body is a mathematical abstraction of a solid physical object. 
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Rigid bodies are non deformable and their movements and interactions 
with the world are simulated using the laws of Newtonian mechanics. 
Rigid body dynamics will be briefly covered here to explain the meth- 
ods used to simulate the mandible-muscle-cranium interactions. For a 
more complete coverage of rigid body dynamics the reader should con- 
suit [WBO1]. 
Before explaining the motion and collision response of the mandible 
as a rigid body, some definitions will be presented to aid the reader in 
understanding the terminology used. 
Definitions 
Centre of mass - The centre of mass is calculated using the techniques 
detailed in section 4.4.2. The moment of the centre of mass is: 
ml = jxly0z0dxdydz 
= 1ITh J x1X + x2Y + x3Z)dXdYdZ ýV 
1 
= 1ITh xi 
4i 
+ x24! + x34 
+ 
= 11Th 
xl X2 + X3 
24 
(4.23) 
This simplifies down to: 
ý((xl+x2+x3)(yi+y2+y3)(zl+z2+z3)) (4.24) 
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Linear Velocity - Linear velocity is the instantaneous rate of translation 
at time t of the centre of mass of the rigid body. Thus it is simply the 
first derivative of the position with respect to time, 
v(t) = ±(t) (4.25) 
Angular Velocity - If the rigid body's centre of mass is frozen in posi- 
tion, any movement of the body is a rotation around an axis that passes 
through the centre of mass. This spin is described by the vector w(t) 
The direction of w(t) is the axis around which the body is spinning and 
the magnitude of w(t) is the speed of rotation. The first derivative of 
position with respect to time is velocity, but as the orientation R(t) of 
the body is a matrix and the axis the body is spinning round, w is a 
vector then the derivative of R(t) does not lead directly to w. To find the 
derivative of R(t), each column of the matrix must be treated separately 
as the cross product of each with w. 
rxx ryx rzx 
R= w(t)*R(t) defined as wx rxy wx ryy wx rzy 
rxz ryz rzz 
(4.26) 
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Torque - The torque r on a body with centre of mass x at a point p, due 
to the total force F from external forces is r=rxF where r=p-x. 
Linear and Angular Momentum - The linear momentum p of the 
rigid body with linear velocity v is P= mv. The rate of change of linear 
momentum is the total force acting on a body P(t) = F(t). 
The angular momentum of a body L(t) is defined in a similar manner 
to the linear momentum and is L(t) = I(t)w(t) where I(t) is a3x3 
matrix called the inertia tensor which is described below. The relation- 
ship between angular momentum and torque is analogous to the relation 
between linear momentum and force and is defined as 
L(t) = F(t) (4.27) 
The Inertia Tensor - The inertia tensor of a rigid body defines the 
relationship between angular momentum L(t) and angular velocity T(t). 
At time t, the inertia tensor I(t) for a point p' (defined as a displacement 
from the centre of mass to the point p, (p' = p(t) - x(t)))) and with a 
mass m, is: 
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m(py + p., ) 
I (t) -mpypx 
JPIEV 
-mp'zpx 
The inertia tensor varies wit] 
-mp. p, 
m(px +pz) 
-mpzPy 
z the body's r 
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-mpxpz 
4 (4.28) pz _mpy 
m(py + p'z) 
otation however the inertia 
tensor can be computed in body space and transformed into world space 
along with the body using the orientation matrix R(t). 
I (t) = R(t)I,, R(t)T (4.29) 
This allows the inertia tensor to be pre-computed for the body and 
simply rotated at run time to align it with the body. To calculate the 
inertia tensor of a body, the same techniques as were used to find the 
volume and centre of mass are used. The inertia tensor can be expressed 
as a matrix constructed from the second order moments of the body: 
(mono + moos) -Milo -Mlol 
1(t) - -Milo (m200 + moot) -moll 
(4.30) 
-mioi -moil (maoo + moan) 
The calculation of the moments used to fill this matrix are performed 
in the same manner as calculating the centre of mass and volume of the 
object. 
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4.5.2 Moving the Mandible Using Muscle 
Contractions 
The muscles of mastication are modelled and contracted in the same way 
as the muscles of facial expression. The muscles of mastication must 
however apply forces to the rigid body mandible rather than moving the 
skin. 
The muscles of mastication do not actually connect directly to the 
mandible. Instead, they are connected by springs which have a rest 
length of zero. When a mastication muscle is contracted, it will pull on 
the spring connecting it to the mandible and thus apply a force to the 
rigid body mandible. As the jaw is rigid and cannot deform, it will be 
moved by the force of the contracting muscle. 
As the muscle contracts, it causes the spring to extend. The spring 
forces are modelled using: 
fl = -k3(xl - x2) - kd(vi - v2), fz = k, (xi - x2) + kd(vi - v2) (4.31) 
where k, is a spring stiffness constant, lid is a general damping con- 
stant and xl and x2 are the positions of the ends of the spring. This 
equation causes the two particles to be forced toward each other when- 
ever they are not coincident. When this force is applied to the jaw, it 
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causes it to move. How this movement is calculated is explained next. 
Movement of a Rigid Body 
To locate a rigid body in space at time ta vector x(t) will be used 
which describes the translation of the body. Rotation of the body can be 
described in terms of a3x3 rotation matrix R(t). The components of this 
matrix are orthonormal vectors detailing the x, y and z axes describing 
the coordinate frame of the rigid body. The rigid body is defined in terms 
of a local space called body space. From a geometric description of the 
body in body space, x(t) and R(t) are used to transform this body into 
world space. The body is defined with its centre of mass at the origin of 
body space. 
Moving the mandible is accomplished by first summing the forces 
applied to the body. The only two forces acting on the body are due to 
gravity and the pull of muscles. As gravity applies equally to all points 
on the mandible, it can be thought of as acting through the centre of 
mass and does not induce any rotation in the body. 
The total force acting on the mandible at time t is calculated by 
summing the force from each muscle and that produced by gravity. This 
is shown in figure 4.32. 
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F(t) =E Fi(t) + g(t) (4.32) 
Any force not acting through the centre of mass will induce a turning 
force on the mandible, to calculate this total torque equation 4.33 is used. 
T(t) = >T; (t) = (ri(t) - x(t)) x FF(t) (4.33) 
r; is the position where a the force acts, in this situation, it is the 
point where the spring connects from the mandible to the muscle and 
x(t) is the position of the centre of mass of the mandible. 
The linear momentum of a particle was defined earlier as the sum of 
the mass and velocity of that particle. The linear momentum of a rigid 
body can actually be defined as if it is simply a particle with mass M 
and velocity v(t): 
P(t) =Zm v(t) _ 
(1: 
m) v(t) = A1v(t) (4.34) 
The concept of linear momentum allows the expression of the total 
force F(t) on a rigid body as: 
P(t) = F(t) (4.35) 
This relation is straightforward to derive and can be found in [WBO1J, 
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it is analogous to the relationship between angular momentum and torque 
described in equation 4.27. 
To calculate the movements of the mandible requires calculating the 
velocity, angular velocity and current inertia-tensor. All the values defin- 
ing the state of a rigid body can be represented in a state vector X(t): 
x(t) 
R(t) X(t) _ (4.36) 
P(t) 
L(t) 
The mass 11 of the body and body space inertia tensor lwy are 
constants, at time t the unknown quantities I(t), w(t) and v(t) can be 
computed by: 
v(t) = 
P(t) 
, 1(t) = R(t)I yR(t)T and w(t) = I(t)-1L(t) (4.37) 
The derivative of X(t) is: 
X(t) v(t) 
d 
X(t) -d 
R(t) 
_ 
w(t) * R(t) 
(4.38) 
dt dt 
P(t) F(t) 
L(t) r(t) 
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Movement 
The position of the mandible at a certain time point in the future t+ 
At is calculated using Euler's method of numerical integration. As the 
derivative of X(t) can be calculated from the above equation and the 
current position of the mandible at time t is known. Then the position 
at time t+ At is: 
X(t + St) = X(t) + At tX(t) 
(4.39) 
This equation allows the mandible's position to be numerically inte- 
grated forward through time. At each step the forces are all taken into 
account and the state vector X is updated then the mandible is moved 
forward by time step t. 
These equations have detailed how the mandible is moved by muscle 
forces, however this is only half of the mandible simulation method. The 
mathematics detailed so far are actually for the movement of a rigid body 
where the centre of mass is the point around which the body rotates. In 
this jaw model this is not the case, the rotation of the jaw is around the 
temperomandibular joint, as it is in a real skull. The reason that the 
mathematical jaw model works with a rotation point not where it should 
be, is down to the novel method of simulating the temporomandibular 
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joint. It is obviously possible to simulate a rigid body model where the 
centre of mass is not the centre of rotation, however the mathematics in- 
volved are far more complex than those outlined here. This mathematical 
complexity translates directly into a more complicated numerical simula- 
tion and thus a slower system. Simulating rigid bodies in anything close 
to real time requires a lot of processing power and to use an even more 
complicated rigid body model would have slowed the whole system down 
too much to be useable. The model of the temporomandibular joint de- 
veloped here, simply and easily copes with correcting the movement of 
the jaw as it rotates around an offset point. The details of this joint 
will be covered next, along with how collisions between the jaw and the 
cranium are handled. 
Collisions with the Cranium 
To find collisions between the mandible and cranium, simplified models 
of each are used. Figure 4.14 shows the models used for this stage. 
When the mandible is moved, it will come into regular contact with 
the cranium. There are three main points of contact, the two joints 
connecting the mandible with the cranium and the teeth. Collision with 
the cranium is nearly constant in that the mandible is connected to the 
cranium via the teinporomandibular joint. This joint allows the mandible 
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Fig. 4.14: The simplified models used for collision. The red spheres 
show the spring length for the teniperoin<tindilýiilýýr joint 
to move in a large range of directions but constrains its movements in 
certain ways. To simulate this connection. collision spheres are used. 
These spheres constrain the mandible to stay roughly the saine distance 
from the craniuttt at the joints I) tit allow it free range of motion in all other 
directions. The actual connections between the cranium and mandible 
are modelled with four springs. tw"o on either sidle of the heal at the points 
where the mandible usually slots around the tetiiporoinanclihular joint. 
These springs hold the mandible at a certain distance from the cranium. 
Their stiffness is higher than the springs which connect muscles to the 
mandible and this lielI)s stopp uitiscles pulling the mandible rapidly out of 
position. These spring's are the key to ogre tillg the iiieuidil>le*s rotation 
around its (feure of IIiass which is not the teinporiiia. iidilnilar joint. For 
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each time step of the simulation, the mandible's rotation is calculated. 
The force of muscles pulling on the mandible will rotate it around its 
centre of mass causing it to be oriented incorrectly. At the same time, the 
stiff springs connecting the mandible to the cranium apply a strong force 
to keep the mandible firmly positioned in the temperomandibular joint 
area. These springs act as a counter-balance to the incorrect rotation 
point and continually keep the mandible within the correct joint area 
and thus cause the mandible to rotate correctly. 
Collisions with the spheres is fast to test and is marked as true if one 
of the springs connecting the mandible to cranium is shorter than the 
radius of the sphere. If it is, then a collision is signalled at the point 
of attachment of the spring and it is handled in the same manner as a 
collision with the teeth which is detailed next. 
Collision with the teeth are handled using a simplified model of the 
collision area. The upper teeth are roughly flat across the surface and 
calculating collisions between every vertex in the mandible and cranium 
would be a time consuming process and as the tooth surface is so flat, 
collision would occur at many points simultaneously. Simultaneous col- 
lisions slow down rigid body simulation greatly as finding the exact mo- 
ment of contact involves rewinding the simulation back to the point where 
movement was impeded. There are solutions which do not require revers- 
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ing the simulation, such as [GBF03] but these solutions are excessive in 
this situation where the collision object is simple and a straightforward 
method of collision response will provide faster simulation time. To speed 
up calculations for the purposes of collision the tooth area is replaced by 
a low resolution proxy. 
The upper teeth proxy model is considered to be immovable. In a 
real skull a strong movement of the mandible could move the cranium 
but in the actions of chewing or speaking this is not a likely scenario and 
so is ignored. Setting the top teeth to be immovable is accomplished by 
setting mass 
to be zero and the inverse inertia tensor to be a zero matrix. 
In the dynamics calculations only the inverse mass and inverse inertia 
tensor are ever used there is not a problem with divide by zero. 
As the movement of the mandible is simulated, a check for collisions 
is done at each time step. Collision detection is performed using the fast 
triangle-triangle intersection test of Tomas Möller [1 197]. 
When a collision is detected, the numerical integration code backs 
up the simulator half way between the last time step and the current 
to check for collision. If there is still a collision, it backs up half way 
again. This process is repeated until the two bodies are within a certain 
tolerance of each other but not actually colliding. 
When a collision has been found at a point p, the velocity of that 
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point on the mandible is calculated using the methods from earlier: 
p= v(t) +w(t) x (p(t) - x(t)) (4.40) 
This collision will change the velocity of the mandible, however the 
velocity cannot be changed directly, and any force that is applied no 
matter how large, will take some time to cause a change in direction of 
the mandible. Instantaneous change in velocity is accomplished using 
impulse. Impulse can be thought of as a large force that acts over a very 
short period of time. Applying an impulse J to the mandible with mass 
Al produces a change in linear velocity: 
AV =1 (4.41) 
The change in linear momentum OP is simply: AP =J 
The torque produced by the impulse is: 
Timpulse = (P - x(t)) XJ (4.42) 
The impulsive torque produces a change in angular momentum OL 
and the change in angular velocity is: 
I -1(t)Timpuise (4.43) 
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Friction between the two bodies is not taken into account and so the 
direction of the impulse is the normal direction n(t) of the surface at the 
collision: 
J= in(t) (4.44) 
After the application of impulse, the movement of the mandible will 
have a relative velocity of: 
vrel = -E(n(t) " (j(t)) (4.45) 
The velocity of the teeth object is not needed in the equations as it 
is always zero. The value c is the coefficient of restitution and is in the 
region of zero to one. One producing a perfect bounce collision and zero 
producing no bounce at all. 
The actual value of the impulse from the collision is straightforward to 
calculate but deriving the equation is extended. For this reason only the 
final equation is presented here, the derivation can be found in [WBO1] 
= -(1 
+ E)v,: e, (4.46) 
t +n(t) " (I-1(t)(r x n(t))) xr 
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Resolving Contact Forces 
The problem of contact is an extensive subject in rigid body literature. 
There are many methods in use, the one used here has the advantage 
of being simple and fast [Bou021. This is essential in the developed 
system because there are a large number of simulation calculations being 
processed each frame due to the muscle, bone and skin. 
A contact situation between the mandible and cranium is found in the 
same manner as the collisions above, however the velocity of the mandible 
must be zero and the acceleration of the mandible must be towards the 
cranium for the two to be in contact. 
As the mandible is the only moving object in the simulation and it can 
only contact with the cranium then contact is dealt with in a straight- 
forward manner. A contact force is first found for the point of contact. 
This force is equal to the mass of the contacting particle multiplied by 
the acceleration of that particle. This can be thought of as assuming the 
mandible is made up of a collection of particles with equal mass. This 
force is then applied to the mandible at this point to cancel out the force 
which would cause the mandible to move into the cranium. This neatly 
allows the mandible to sit in contact with the cranium. 
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4.6 Fitting To Any Model 
The muscle svstein described so far is based on creating muscles to fit a 
specific skull. This is not %"ery useful for general purpose facial animation 
as the skull shape and thus muscle positions and size vary from person 
to person. 
' ý0{ 
Fig. 4.15: The muscles and skull of one model positioned inside another. 
The green depth pegs are visible in some places where the 
mesh is too sinall for the skull and hidden in others where it 
is too large. 
Figure 4.15 shows an example of the muscles not fitting into another 
lwý id. Toi Ov er(fh1W this Iprobleiu, a liietho(l of easily warping the skull aiicl 
iiniscles of one person to fit another skin surface mesh was developed. To 
manually manipulate the vertices of the muscles and skull to fit a new 
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head mesh would be nearly impossible even with advanced modeling 
software. Collectively the muscles and skull have around 11,000 vertices. 
This number could be reduced significantly by using simpler skull and 
muscle meshes, but to keep enough detail in the models the number of 
vertices has to be in the thousands. Manually manipulating these vertices 
and faces to make them fit another skin mesh is a highly skilled artistic 
process. A user would most likely be quicker rebuilding all of the muscles 
from scratch than trying to alter the pre-built meshes to fit a new skin 
surface. 
This problem is solved by finding a mapping between a simple version 
of the skull and muscles consisting of tens of points rather than thousands 
and the new surface skin mesh to be used. This mapping between a 
simple version of the skull and muscles will then be used to automatically 
move the majority of the skull and muscle vertices and control points. 
Moving only a small set of points manually and having the majority line 
up automatically requires a deformation method which can move large 
areas of a model using only a few parameters. 
In 1998, Singh and Kokkevis introduced Surface-Oriented Free-Form 
Deformations (SOFFDs) [SK00]. SOFFDs are similar to FFDs in that 
the object to be deformed is manipulated by another proxy object, but 
they allow a more precise control over the deformations. In a SOFFD, 
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each vertex in the object to be deformed is transformed by the warping 
of the faces of a simplified proxy object. This close control of a detailed 
object by a simple proxy is exactly what is needed to manipulate a high 
resolution skull and muscles into fitting a new model. 
4.6.1 Setting up a SOFFD 
In a SOFFD, the object to be deformed S (in this case the skull and 
muscles) is bound to a deformer object 0. When 0 is manipulated, it 
causes similar changes to occur in S. As 0 is usually a simplified version 
of S, it means that specific changes in 0 cause broader changes to the 
surface of S. 
0 can actually be considered as two surfaces, R and D, the reference 
surface and the driver surface. Initially, D is an exact copy of R. Surface 
D is the object that will be manipulated and as it is deformed its surface 
deviates from R and this difference between the two is what is used to 
calculate the deformation applied to S. 
Before deformation can take place, a correspondence between S and 
the deformer object 0 must be produced. This correspondence defines 
how the movement of each triangular face in D will affect the movement 
of S. The vertices of the surface being deformed S make up the set PS, 
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for every point in this set, an influence weight is produced for every face 
of the reference surface R. This influence weight determines how much 
a deformation of each element in D will affect each vertex in S. The 
influence weights are calculated based on a distance metric. Faces of R 
closer to a point P of S will have a higher influence than faces of R further 
away. To compute the influence weights the distance metric represented 
as a scalar function f (d, local) is employed. The first parameter, d is the 
distance of P from the face of R. The second parameter, local, controls the 
rate at which the function f decays in value with an increase in distance 
d. The function f (d, local) for any d, local >0 is: 
f (d, local) =1+1 iocal 
(4.47) 
The distance d is defined from point P to the face being examined to 
be the length of the vector PP' where P is the point on the surface of 
the face that is closest to point P. For each point P and every face k of 
the deformer object's reference surface R the influence weight is defined 
as WP =f (dP, local), where dý? is the distance from point P to face k. 
The influence weights for point P are normalised to preserve the convex 
hull property of the surface S. After normalisation most weights become 
zero making the deformation calculation efficient as only faces with a non 
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zero weight need be used in the deformation calculation. 
The influence weights define the amount to deform the vertices of S 
based on the movements of the faces of D but it says nothing of how to 
deform them. To find how to deform each point, a correspondence be- 
tureen each point of S and each face of R must be produced. This is done 
by defining a coordinate system based on the edges of each triangular 
face of R. Defining the vertices of an arbitrary face as A, B, and C, the 
coordinate system for the face is defined with its origin at A and axes as: 
_ 
'xe 
ei=B-Ä, 2=C-Ä, 
- 
e3- 
el e2 III X III 
(4.48) 
This coordinate system can be defined in a4x4 transformation matrix Q. 
To define a point P in the local coordinate system of a face, the point is 
multiplied by the inverse of the transformation matrix for that face. The 
point P defined in the local coordinate system of face k of the reference 
surface is Pk = P(Qk )-1 
4.6.2 Deforming with a SOFFD 
The setup stage allows the deformation of all points in surface S to be 
manipulated by deforming the faces of surface D and moving each point 
to preserve its local position in each face. As the deformer surface D 
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is manipulated, the faces of D change shape, position and orientation. 
Comparing the coordinate system defined by the face k on the reference 
surface and the same face k on the driver surface makes it possible to 
calculate the deformation effect of each face k on a point P. To calculate 
the world space position of point P after deformation by face k, the point 
Pk is transformed back into world space using the transformation matrix 
for face k of the driver surface Q. So the world space position of point 
P after deformation by element k is P, = Pk Q°. To calculate the final 
position of point P after deformation by all faces of the driver surface, the 
position of P after deformation by each face is weighted by the influence 
value for that face which is stored in vector UP and then all the positions 
are summed. This gives the final position of point P after deformation 
to be: 
n 
Pdef = uk Pk of (4.49) 
k=1 
4.6.3 SOFFDs Applied to The Muscles and Skull 
Surface Oriented FFDs provide a good basis for manipulating objects 
using a reduced set of controls. To get good results in terms of the 
muscle, skull and skin there are two questions that must be answered: 
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" What should be used for the deformer object? 
" How to align the muscles and skull in their correct positions in an 
arbitrary head? 
It turns out that solving the second problem leads on to solving the 
first so that is the order they will be approached here. To know which 
bit of skull and muscle should go where and at what depth from a new 
head surface is a problem that has been under examination by forensic 
reconstruction scientists for many years. Forensic scientists are usually 
trying to ascertain what a person would have looked like given only their 
skull. The problem here is the opposite as the skin surface is known and 
how the skull and muscles should look underneath is the unknown. The 
general idea is however the same, that of determining the relationship 
between a skull and a skin surface. 
Through numerous studies of specific ethnic groups, tables of data 
showing the average skin depth at specific skull points are available. 
The data used here, is based on white adult males [IH93}. Forensic 
reconstruction artists usually use such data as a guide for building up 
layers on top of a skull to see how the skin surface covering the skull 
would have looked. In this system, this data is used to define where 
specific points on the skull and muscle model should lie in space under 
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t1ic new skin iuesli. By warping the skull and muscles so that these 
landmarks lie at the correct (leptlis at all the markers their it will produce 
a good approximation of the actual skull and muscle of the mesh being 
for rIlied to. 
Fin. 1. I(;: l lip, "1: ul1 , iu(l with skin depth pc -s att<lcli('d 
This answers the question of how the muscles and skull should he 
aligned on an arbitrary head uiesli. It is dolle by selecting the points oii 
the iie niesli where these markers lie and then the skull and muscles 
treed to be warped to fit these points at the correct depth and position. 
Tu a(tuallV warp the skull and tini, (les requires a (leforiner object. The 
object must be able to deform to fit exactly the small number of physical 
landmarks and also be close enough to the skull and muscles to he able 
tc, accurately more tlieiii. 
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Fig. 4.17: Piooxy- inesh produced from triangulating the tips of the depth 
pe"s 
To produce such a proxy (leforiner object, a very low resolution inesli 
was constructed tY triangulating the surface created by the tips of the 
depth pegs «-beil placed 011 the created skull and muscles. This iiiesh is 
shown in figure 4.17. 
This iiiesli is far removed froiii the high resolution muscle and skin 
models and so using this low resolution uiiesli as a (leforiner object can 
produce results that are often unrealistic, kliere the skull and muscles end 
up warped with an irregular surface. This happens because large parts of 
the skull and muscle geometry are heilig deformed by the same triangle 
on the deforiner surface. This causes areas of the skull and muscle to he 
deformed by faces in the <leforiiier surface which are quite far away oil 
the model and in reality should not be affecting those points. 
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Deforiner Surface Chain 
To improve the correspondence between the low resolution cieformer sur- 
face an<i the high resolution muscles and skull, a series of intermediate 
defuri ier siirfa es eire created. These surfaces are lower resolution ver- 
sions of the skull. varying in detail between the very 1OWW- resolution proxy 
and the full resOliition model. Figure 4.18 shows four models in the cliaiii. 
Fig. 4.18: Four skulls used in a wrap deforming chain to create a 
good correspondence between the landmark points of differ- 
Edit head iiieslies. Froiri left to right, the skulls have : 38,150. 
2600 and 10189 vertices. 
-\ chain of SOFFDs is then constructed with each model being the 
cieformer surface for the next higher resolution inoclel in the chain. The 
deforuier object at the top of the chain acts as deformer to the actual 
skull and iinisclc' models. 
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At the bottom of the (haür is the model constructed from the trian- 
gulated surface Soy of the ends of the depth pegs. To move this surface, 
the user selects the points on the skin mesh where the depth pegs should 
lie. These points will lie on triangles in the skin mesh and to find the po- 
Bition of object So. the inverse normal of this triangle is project down by 
the depth of the mesh at each point. Once all points have been selected, 
the low resolution (leforiner mesh is simply positioned under the mesh lw 
moving its vertices to sit at the selected points. Figure 4.19 shows this. 
Fig. 4.19: The position of the lowest deformer object S0 udder the new 
skiii iiiesli. 
Pic position of the next object in the defornier chain Si is found 
automatically frone the position of the lowest level object. A SOFFD 
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is created using So as the deformer object and Sl as the object to be 
deformed. This automatically creates a link between the movements of 
the depth pegs and the movements of the first level in the chain. The 
second level in the chain S2 is connected to object Sl in the same manner. 
Sl is attached as the deformer object and S2 is deformed. This process 
is repeated until the top of the chain is reached. 
This chain of SOFFDs propagates the change in position of the lowest 
level up to the highest level containing the skull and muscles. The differ- 
ence between models at each level is small enough that there is a good 
correspondence between the faces of the deformer and the vertices of the 
object being deformed. This causes the changes to gradually change the 
models shape to fit the new skin mesh. 
The number of models required in the chain varies depending on how 
close the skull and muscles fit the new skin mesh. If the two are similar 
then in practice, only two or three stages need be used in the chain, if 
they are quite different then five or more may be required. To create the 
models for the SOFFD chain requires making several simplified versions 
of the skull model. 
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Creating the Chain of Models 
The high resolution skull model has several thousand vertices and to get a 
good correspondence between the lowest and first level deformer objects, 
model Sl must be really quite low in resolution. The model for level Sl 
is created by reducing the number of vertices in the skull model to the 
region of one hundred and fifty. If the simplification algorithm is careful 
of preserving features then even such a low resolution mesh still resembles 
the original skull shape. The simplification algorithm used here [HG99], 
[GH01] is based on removing edges whilst trying to keep the error at each 
vertex to a minimum. 
The simplification algorithm produces good results when run simply 
on the mesh, but if specific parts of the model are required to be in the 
final low resolution version, such as an obvious feature which will help 
the chain's correspondence between levels then these landmarks can be 
selected on the skull surface and tagged as non-moveable. These points 
will not change during the simplification process and are guaranteed to 
be in the lowest resolution model. 
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404 40, 
Fig. 4.20: The skull and muscles warped to fit several head meshes 
4.7 Conclusions 
The 11111s le u1()(I(l "11mv11 here allows muscles with realistic shapes to be 
deformed closely. iuiiiiic"küig the movement of real muscles, preserving 
volume and affecting each others movements in a manner similar to the 
luunau face. The muscle model can easily be used in any part of the 
aiu(l n: there i; uO restriction on muscle shape it could he used to 
iiio(ie1 animal or even fantasy creatures for film or television. The muscle 
and skull can also be casi1V IllOVed onto any head inesh allowing instant 
animation. The fitting process usually takes no more than five minutes 
from start to finish. This is a huge speed improvement over traditional 
techniques. where eveii if models could be moved between meshes. the 
skill involved was very high and the time was in the order of clays before 
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a satisfactory animation rig was produced. 
5. Skin 
The muscle and bone models detailed in previous chapters have explained 
how the deep physiology of the face is simulated. When a person speaks 
however, these structures are not visible and it is the movement of the 
facial skin that portrays expression and forms the mouth shapes used in 
speech. As the skin is the main visible feature of any facial animation 
system, it is of the utmost importance that it behaves realistically or any 
illusion of realism created from the movements of muscles and bone will 
be lost. 
Skin is the largest organ in the human body, it is waterproof, pro- 
tects the body from harmful materials, UV light and microorganisms. 
Skin regulates body temperature, excretes water and the end products 
of metabolism and is the most extensive sense organ for tactile, thermal 
and painful stimuli. It is very important in protecting the body, but most 
importantly for facial animation it is the part of the body that is visible 
to the viewer. 
Real skin slides over muscle and bone, it squashes and stretches as it 
is pulled into the shapes required for speech and emotive expression. To 
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produce realistic facial animation, the skin model developed here needed 
to be able to mimic these complex movements when moved by the muscle 
and bone subsystem. This chapter will explain in detail how the devel- 
oped skin model accomplishes this. To help the reader understand the 
multiple layers of the model, the physical properties of real skin will be 
covered first which will help to illustrate the mechanical and physiological 
processes being simulated. 
5.1 The Physiological Properties of Skin 
Skin is composed of intertwined networks of collagen, nerve fibres, small 
blood vessels and lymphatics covered by a layer of epithelium [PW96]. At 
regular intervals on the surface are hairs and sweat glands. The thickness 
of facial tissue varies across the face, for example around the eyes it is 
relatively thin whereas around the lips it is thick. The appearance of 
skin is usually affected mainly by its age although thickness and disease 
can also affect appearance significantly. Wrinkles are caused by a loss of 
fatty tissue and skin elasticity as a person ages. Females have more of 
this fatty tissue than men, however women's skin is in general less thick 
than men's, giving women a lustre to their skin's appearance. 
The structure of skin is arranged into three layers, the epidermis, 
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Hair 
Epidermis 
Dermis 
C) -pl/ýJjC, 
Hypodermis/ 
Q_Q(j Fascia 
Fig. 5.1: The three lavers making up skiii [PWW'96] 
dermis and fascia, this can be seen in figure 5.1 
Epidermal Tissue 
The epidermis is the surface of the skin, a superficial layer of dead cells 
composed mainly of keratin. The total thickness of the epidermis is 
about 0.5 - 1. Oiiim. The cells comprising the epidermis are continually 
changing, those on the surface are shed as younger cells gradually flatten 
out and move towards the surface to replace there. The epidermis is the 
skin's harrier to the outside world and this continual shedding of cells 
means that the cells in the layer change completely every three to five 
weeks. 
Dermal Tissue 
The dermal tissue lies between the superficial epidermis and the deeper 
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fascia. It is made up of irregular connective tissue and is mainly an 
interwoven collagenous network with varying content of elastin fibres, 
proteoglycans, fibronectin, blood vessels, lymphatic vessels and nerves. 
Fascia 
The superficial fascia lies underneath the dermis and consists of adipose 
tissue arranged in a network of connective fibres. This tissue is made up 
mostly of collagen arranged in a lattice of fat cells. Beneath this super- 
ficial fascia lies deep fascia which coats the bones and consists mainly of 
aponeurones which are flat, ribbon-like tendons. 
As these descriptions show, skin is a complex structure made up of 
several substances situated in layers. The way skin reacts to forces, either 
from the movement of muscles and bone or external pressure is important 
to the development of a realistic model. The mechanical properties of skin 
will be covered next, which will explain how skin behaves under pressures 
and then the developed skin simulation model will be presented. 
5.2 The Mechanical Properties of Skin 
Skin has a viscoelastic response to stress and strain, meaning that it has 
properties of an elastic solid and viscous liquid. The elastic property 
of skin is shown in its storage of energy and how it returns to its rest 
5. Skin 123 
shape after removal of it load. The viscous behaviour is shown by the 
internal forces generated due to deformation, which are glue to the rate 
of deformation as well as the ainoiuit of deformation. 
Force-Deformation Relations Of Skin 
120 
100 
so 
60 
40 
20 
Fig. 5.2: Relationship between load and deformation for skin 
The relationship between load and deformation of skin is non-linear, 
Figure 5.2 shows the relationship between stress and strain in soft tissue 
under uniaxial tension. 
ýkiu Aso (, x11il)it, hysteresis in its response to loading and unloading. 
that is. its response to load is different to its response to the removal of 
that load. This can be seen in Figure 5.3. These properties of skin in 
reaction to load are due to the interaction of two cellular bases. collagen 
and elastiii. Collaheu has a strong response to load and has small range of 
deformation. it is the material that makes up tendons, in the ho<1V. Elastiiº 
02 04 0.6 08 
Stain 
5. Skin 124 
Loading and Unloading Force On Skin 
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Fig. 5.3: Respoiise of skin to loading and unloading 
is siiiiilar to an ideal rubber with an almost linear stress/strain response 
over a wide range of deformations. The low stress response to strain 
then rapidly increasing for a small strain increase shown in figure 5.2 is 
due to these two materials' different responses to strain. The low stress 
response is due to the stretching of the elastin and the rapid increase in 
stress uia. " he due to the stretching of the collagen which is arranged in a 
lattice structure and (hiring the initial strain gradually aligns its self with 
the direction of deformation causing it to he susceptible to stretching. 
5.3 The Skin Model 
The skin ii1Oxlel (1evcloj>e(l Tiere works by gradually turning the geoiiietric 
of the iiiuscles and skull into forces wich propagate through 
the skits iiiesh. moving the surface smoothly over the underlying struc- 
V1 U2 03 04 05 06 
StrNn 
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tures. 
5.3.1 The Multi-Layer Model 
As was detailed earlier, real skin has several discrete layers, each with dif- 
fering physical properties. For realistic physical animation, these layers 
must be recreated and simulated. This multi-layer nature of skin cannot 
be captured by a simple geometric model. In the developed system, this 
multi-layer nature is recreated with each layer having different physical 
characteristics which are formed from a combination of physical simula- 
tion and geometric methods. The produces a novel hybrid approach to 
the simulation of skin. 
Figure 5.4 shows a single skin element, the top epidermal surface layer 
is shown in brown and the skin element is built down and deeper towards 
the skull from this level. This single element would represent the skin 
below a single triangle in the skin polygonal surface mesh. A network of 
these elements connected below every surface triangle makes up the skin 
model. 
These elements are automatically constructed below the polygonal 
face mesh by the software. The top layer is the polygonal skin mesh 
supplied to the system and the underlying layers are constructed by the 
5. Skin 
Epidermis 
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Hypodermis/Fascia 
= fascia spring 
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= epidermal spring 
"= stabilising node 
126 
Fig. 5.4: A single skiii clement 
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software. The three layers in each element correspond to the three layers 
of real skin - the epidermis, dermis and fascia. 
The bottom layer of the skin element connects into muscle and bone 
and as these structures move, they cause forces to move through the skin 
elements' layers up to the epidermal surface layer where the movements 
are visible to a viewer. The individual element layers each have unique 
properties and will be dealt with individually. As the layers all involve 
mass-spring connections, this sort of simulation method will be covered 
first to give the reader an understanding of the methods used in this 
model. 
Mass Spring Models 
The nodes shown in Figure 5.4 are point masses and the edges are mod- 
elled as varying types of spring. As was explained, these point masses are 
moved by connections to the underlying muscles and bone, the springs 
connecting the masses cause forces to propagate across the face in a re- 
alistic manner. 
Simulation of mass-spring models is accomplished using the laws of 
Newtonian physics. Given a point mass m, the force f, acceleration a 
and velocity v are all related by the following equations. 
5. Skin 128 
f= Ina 
(5.1) 
(li' f 
a= 
clt 
=i1=x= 
rn 
(5.2) 
(5.3) 
rl t 
T) simulate a point mass's movement through space the above equa- 
t io pus voit1d tucV(l to he numerically integrated over time. If two point 
m asses are connected with springs. a, spring force is introduced into the 
SN'st('l11. 
. 
21 A' 
Fig. 5.5: Two point itiasses connected t>v a spring. The left image is 
the rest position of the spring, the right is the spring under 
compression 
Figure 5.5 shoes two 1)Oiut masses connected 1)V a single spring. As 
the spring is compressed or extended, a force is generated which works 
to draw the masses hack so that they lie at their rest distance from each 
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other. This force is modelled using Hooke's spring law [WBO1], defined 
as: 
fa =- ke(I ll -r) + kdl llIlI (5.4) 
A fa 
where: 
f,, and fb are the forces on a and b respectively, which are the particles 
at either end of the spring. I=a-b, r is the rest length of the spring, k3 
is the spring stiffness constant, kd is the damping constant and l is the 
time derivative of 1. 
The force applied on a point mass by a spring connected to it is 
proportional to the difference between the actual and rest length of the 
springs. The damping force is proportional to the speed which a and b 
are approaching or moving away each other. This damping term causes 
the springs to gradually come to rest rather than bouncing towards and 
away from each other. 
In the real world, movement is subject to drag, such as from air 
resistance. In a numerical simulation, no such drag is present. This lack 
of drag and the small inaccuracies in calculations can combine to cause 
the system to become numerically unstable. To counteract this and to 
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increase the realism of the model, as well as spring damping, the entire 
system is subject to global viscous drag. This drag causes the particles 
to gradually come to rest in the absence of other forces. It is of the form: 
f=- kdv2 (5.5) 
The drag is applied to every particle after all other forces have been 
taken into account. Without viscous drag, the particles' movements can 
quickly become erratic, excessive drag on the other hand makes the par- 
titles seem like they are moving through a viscous liquid. 
Real skin has a more complex structure and response to stress than 
a simple mass spring network can produce. To replicate this, the skin 
model recreates the layers of skin and each is simulated in a way which 
reproduces the physical properties of real skin. 
Creating each skin element is a three stage process, where the software 
loads the skin mesh, the muscles and the skull, and automatically builds 
up the three layers. This construction process is detailed next. 
5.3.2 Creating the skin layers 
The skin layers will be dealt with lowest level first. The fascia model will 
be explained followed by the fatty layer and finally the epidermis. 
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5.3.3 The Fascia 
Fascia is the deepest skin layer, it covers and attaches into the bones 
and muscles of the face. These underlying muscles and bones have no 
restriction on their shape. For example, if the system was being config- 
ured for animation of a highly unrealistic fantasy character, there is no 
way of knowing how the muscles and bones will be designed and laid out. 
This means that the skin model must be able to attach onto any shape of 
underlying physiology. This adaptability is accomplished by projecting 
rays from the polygonal face mesh onto the underlying structures to find 
points where the skin will attach onto the muscle and bones. 
Ray Casting 
To attach the skin surface onto the underlying structures, a ray is pro- 
jected from each vertex in the mesh in the opposite direction from the 
normal at that point. This ray should intersect with a triangle in mus- 
cle or bone. This point in the intersected triangle t becomes the base 
point for that skin node. If the ray does not intersect with any structure 
or it intersects considerably further away than its neighbours then it is 
flagged as dangerous. If the ray has gone through a hole in the object 
and attached to the other side of the skull, or it has missed the mus- 
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Iles and skull entirely then it needs to be moved. This is accomplished 
automatically the majority of the time by finding the average position 
of the neighbouring rays which that point connects to and creating a 
point in space relative to them based on the original positions of each 
of these neighbouring points. If this automatic check does not produce 
satisfactory results, the user can manually position the ray hit-point in 
a more suitable place. This usually only happens on only a few vertices 
per model. 
A particle defining the node for the fascia layer is then created at a 
distance of 60% from the hit point to the surface. This depth is based 
on the average fascia depth in humans and what was found to work 
well in simulations. It can be altered by the user to any value desired. 
This particle is then redefined in terms of the triangle t which the ray 
intersected. This redefinition is performed using the same method as 
the SOFFDs of chapter 4. A local coordinate system is created for the 
triangle t which the fascia node is then transformed into. When triangle 
t moves, due to muscle contraction or mandible movement for example, 
the fascia node will move relative to it. 
The problem with defining the base points using a single ray, is that 
they are located in discrete steps across the skin surface and as such 
two fascia nodes which share a spring triangular element may have base 
5. Skin 133 
t, rnt. s on entirely different facial structures. 
This split connectivity can lead to sharp divisions in the movement 
of fascia nodes as the underlying structures move. One node may be 
stxtioiiarv whilst the two other fascia nodes in this skin element may be 
moving significantly. 
To overcome this split movement. each fascia node is attached to 
multiple triangles in the underlying structure and the movement of the 
each node is au average of the movement of all base triangles. 
Fig. 5.6: Rays and hit points uni the face subsurface 
To find the triangles to attach each node to, u random rays are fired 
aloiigsidie the inverse iioriual of the surface vertex being used. From 
experiment. it has been found that u works well if it is in the region of 
ten. The rau(loui rays are created within a twenty degree cone of the 
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veve 'V normal. The number of rays and the cone in which to project 
tlieiii is user configurable in the developed software. 
5.3.4 The Fatty Layer 
The fatty layer comprises the largest section of each skin element. In 
real skin. the fatty laver is able to freely move a siiia. ll distance over the 
fascia layer. The layer is created by duplicating the points of the fascia 
layer to create the lx>ttcnti 1a-, -er nodes. 
H 
- =fatty layer spring 
-= epidermal spring 
-= fatty layer spring 
"= stabilising node 
Fig. 5.7: T1i fatty laver from (liaat; onally overhead and side oil. The 
f. i iii 1, iyer has been removed for clarity but lies directly below 
the fatty layer. 
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The points in this layer are then connected up with springs to form 
a structure like that shown in figure 5.7. Two extra points are created 
in the centre of the points making up the epidermis and those snaking 
up the fatty layer. These nodes, shown by blue circles, are added to aid 
in the stability of the fatty layer and to aid in volume preservation. If a 
sufficient force is applied to an element then its structure could twist so 
that it entel's a stable state whereby one of the nodes is on the opposite 
: id(" <)f the eleineiit frone its Original position. 
Fig. 5.8: A flipped skin element 
This undesirable situation is shown in figure 5.8, which shows an 
element similar to the one in figure 5.4 except the epiderinal layer has 
moved through, the lower lavers and would he penetrating muscle or bone. 
This is ;i kuu)vvii issue that arises with spriii based models such as this 
and here it is controlled through the use of stahilisMy sprüig; s 
through the stahilisiiig nodes. These springs make it much harder for 
ekiiwiits to twist causing artifacts in the skin. The worst situation is 
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when the element twists so that it is in the exact opposite configuration 
from that which it started in and becomes stable. This is possible be- 
cause the springs have no concept of direction, the force on their end 
nodes is based purely on the compression or extension of the spring. Due 
to the internal forces on each element being produced by the stabilising 
springs, it is much harder for elements to twist. Skin is quite incompress- 
ible due to its high water content. Some simulations preserve skin volume 
by measuring the volume of each skin structural part and scaling, or by 
adding a spring pulling the skin outwards to mimic the incompressibility 
of skin. In this work, volume preservation is accomplished by the stabil- 
ising springs. These springs have a very high resistance to compression 
and they force each triangular skin element to keep its structure and not 
squash or stretch too far out of shape. 
To ensure elements do not twist over themselves or compress too 
much, the stabilising springs need to have a high resistance to compres- 
sion. Unfortunately spring stiffness can only be increased so much before 
instability enters the simulation. For a given time step At and a given 
mass m there is a limit stiffness Ks above which the numerical simulation 
becomes divergent. This can be observed in the case of linear differential 
equations which this system can be reduced to if the natural lengths of 
the springs are assumed to be zero. The results from solving stiff equa- 
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tions are unstable if At is greater than the natural period of the system 
given by: 
To " 
K8 (5.6) 
If the stiffness of the springs is increased then the time step must be 
reduced below To. When increasing spring stiffness, To rapidly shrinks 
causing the simulation to become increasingly slow. To make the stabalis- 
ing springs stiff enough to keep the element from flipping and to preserve 
volume, the time step must be shrunk so low that the simulation could 
take hours to move forward. 
As these very small time steps are undesirable the stablising springs 
are actually a hybrid spring-rod model. These springs are modelled 
as normal Hookean springs until their length decreases or increases too 
far from their rest length, at which point they become quasi-rigid rods 
[Pro95). When a stabilising spring is forced to less than 60% or above 
130% of its original length, the two end points of the spring are repo- 
sitioned to make them 60% or 130% of their original length. This is 
accomplished by adding half the difference between the current length 
and the boundary length to each particle. This causes them both to 
move out along the direction of the spring and the spring length to be at 
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the boundary of 60% or 130%. 
Moving particles explicitly like this will cause neighbouring springs 
to change length and possibly cause these springs to move outside the 
tolerance zone length. This is however, usually a local problem in the 
mass-spring network and so does not affect a large part of the mesh. To 
deal with any springs that have become too short or long by the move- 
ment of neighbouring springs, the entire mesh is scanned again and any 
springs affected are scaled appropriately. This process can be repeated 
as many times as is necessary to ensure all springs are within tolerances. 
Experience has proved this is rarely necessary however, and scanning and 
adjusting tolerances two or three times per simulation step has proved 
stable and produces good results. This adjustment process does take 
time and slows the simulation, however in practice the time it takes is 
very small, even with a network of thousands of springs, and is more 
than cancelled out by the time that would be lost by having to shrink 
the time step considerably to allow for very stiff springs. 
Apart from the stabilising springs, there are the black and blue springs 
of figure 5.7. The black springs make up the main structure of the fatty 
layer and the blue diagonal springs are structural springs and are there 
to help resist shearing and twisting movements in the skin. 
The fatty layer connects to the fascia layer via the fascia layer nodes 
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= fascia spring 
-= fatty layer spring 
_ fascia to muscle/bone connections 
"/! I X 
Fig. 5.9: The connections between the fatty and fascia layer 
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detailed earlier. These nodes are the ideal position for each fatty node 
assuming, the underlying structures are moving evenly. In reality the 
underlying bone and muscle structures move in<lependeirtly and muscles 
near each other may be contracting in different directions and the skin 
needs to sin<x>tlilV handle this. As the fatty layer should slide over the 
fascia laver. each fatty laver node is connected by zero refft length springs 
to the fascia nodes below it. This connectivity can be seen in figure 
5.9. This connectivity keeps the fatty layer free to iiiove when pulled 1w 
neighs) ItriIIg skin elements but forces it to try and stay near its fascia 
1ºiºtic' point. 
5. Skin 140 
The Epidermal Layer 
To create the epidermal layer, a point mass is first created at the position 
of each vertex in the skin mesh. Each vertex's position in space is then 
geometrically tied to these point masses, so that the two are collocated in 
space and, as the mass is moved by forces, the mesh moves with it. The 
edges of the triangles in the skin mesh are used to lay out the springs on 
the epidermal surface. For every edge between two vertices in the mesh, 
a spring is inserted between the two point masses corresponding to those 
vertices. If the mesh is set up so that multiple edges connect between the 
same vertex pairs due to each triangle having its own edge set, only one 
particle or spring is used for each collocated vertex or edge respectively. 
Skin in humans has a non-linear response to stress. This could be 
seen earlier in figure 5.2. This non-linear response is modelled in the 
epidermal layer by varying the spring stiffness constant as the springs 
change in length. The spring stiffness is controlled here by a non-linear 
function depending on the spring length: 
ýf=k; (1+0.5(l 1; I -ri)2) (5.7) 
where ki is the stiffness for spring i based on its current length. 1 
is the default stiffness constant for spring i, i is the current length and 
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r is the default length. This function was arrived at by extensive testing 
of the response of springs and the skin mesh to loads applied by mus- 
cle forces and mandible movement. By dynamically altering the spring 
stiffness like this, the springs respond more realistically to loads. The 
springs will easily move so far or be compressed so much before the stiff- 
ness rapidly increases. This mimics the way skin will can be stretched or 
compressed a small amount before strongly resisting forces. 
If these springs are highly compressed or stretched then the stiffness 
of this function can rapidly reach large numbers, which leads to the the 
time step in the system having to be reduced accordingly. If the springs 
become stiff, the time step would have to become small to compensate 
for this and so the simulation becomes slow. To stop this happening, 
the spring stiffness is clamped to a reasonable maximum based on the 
minimum time step required. 
This multi-layer model allows the movement of muscles and bone to 
propagate smoothly through the facial mesh and manipulate the skin in a 
realistic fashion. The movements of the skin are simulated by numerically 
integrating the forces in the mesh to iteratively step through time and 
push the simulation forward. 
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5.4 Simulation 
The actual movement of the skin is governed by the forces that propagate 
through the triangular skin elements due to muscle and bone movements. 
These movements move the fascia nodes, which pull the fascia springs 
connecting the fascia to the fatty layer. The force generated by the 
movement of these springs pulls the fatty layer nodes, which propagates 
the force through the fatty layer up to the epidermis where skin movement 
is visible to an observer. 
Due to the hybrid nature of this system, the only real force to consider 
in the simulation stage is that caused by spring compression or extension. 
The movements of the muscle and bones directly move the fascia nodes, 
which in turn pull on the springs connecting them to the fatty layer. 
This generates a force which causes the fatty layer to move, which will 
in turn move the springs of the fatty and epidermal layers. The non- 
linear spring stiffness and quasi-rigid spring-rods of the stabilising layer 
mean that volume is semi-maintained and the skin keeps its shape under 
pressure with no need for extra simulation parameters. 
Due to this compactness in the model, the force on any point mass 
particle in the system can be modelled as a second order set of differential 
equations: 
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d2Xi dx; 
fi= mi dt2 
+0 dt + 
Si (5.8) 
where m; is the mass of particle i, 0 is the coefficient of velocity 
damping and Si is the total spring force on node i. 
To solve this equation for each time step, an explicit Euler method 
is stable enough. The explicit Euler method can have problems with 
numerical instability, but as the stiffness in the springs is handled through 
varying constants and quasi-rigid rods, it works well in this situation. For 
each time step At, the simulation is integrated over time as follows: 
a1 = m. (ft -5vä) 
vß+' = v; +A tai' 
xi+oe = x; + Otvý+ne (5.9) 
where a;, v; and x; are the acceleration, velocity and position of par- 
ticle i at time t. 
5.5 Conclusions 
This chapter has presented a new skin model that is automatically gen- 
erated from a triangular mesh. The multi-layer model connects automat- 
5. Skin 144 
ically onto the underlying muscles and bone and moves smoothly along 
with these structures during muscle contraction. The skin behaves in a 
manner similar to real skin due to varying spring stiffness constants, and 
it maintains its volume well enough for animation using rigid rods to stop 
the skin elements compressing or extending too far. 
The muscle and skin models that have been detailed are full models 
for facial animation. The next chapter will explain the testing processes 
that was undertaken to determine the quality of they system. 
6. Testing and Results 
The muscle and skin models detailed are designed to create realistic facial 
animation. Proving that animation is realistic is a difficult task as there 
are no real metrics to define realism in animation. This realism can only 
really be tested by comparison to real facial movement. There are some 
facial movements that are created by clearly defined muscle movements 
[Nfus02], and to test the muscle and skin model it was decided to select 
a set of such movements and, by contracting the synthetic muscles, the 
skin should behave in a realistic manner. By comparing the motion of 
the synthetic skin and muscles to that of a real person, the realism of the 
model can then be shown. 
As the muscle and skin simulation are three dimensional models, the 
realism of these models was compared to a real subject moving their face 
into the same positions. In depth examination of the simulated model 
and a real person is not a simple task, so aa real person was captured 
in 3D moving their face into the positions for the test. 
The capture was performed using a dynamic 3D scanning device 
[Neb01]. The device can capture 3D models of subjects at 25 frames 
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per second which can then be played back and examined from any view- 
point, creating a sort of 3D film. 
To create the simulated animation, two models were used. The first 
(head A) Evas a freely available model [OsiO3]. This model had a good 
mesh structure for facial animation with the vertices and edges lined up 
along natural creases in the face. To create the second test head (head 
B), it was decided to use a model similar to that which would be captured 
in 3D. 
The meshes from the dynamic scanner tend to be smoothed and can 
lack in detail, so a static high resolution model was captured and used. 
The models captured from the high resolution capture device have a mesh 
totally unsuitable for animation, with a random triangulation across the 
surface. To produce a model suitable for animating, head A was con- 
formed onto the surface of the scanned model. This created a head with 
the same connectivity as head A, but with the shape of the scanned 
model. This process took several steps and is outlined in appendix A. 
After conformation, the skull and muscles were created on head A 
and then transformed onto head B using the methods detailed earlier. 
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6.1 The Tests 
Ideally when testing the system, the realism of the model would be tested 
along with how it compares to similar models. The problem with com- 
paring the system to a similar model is that very few such models are 
publicly available. As this is an active research field the current state of 
the art is always shifting and very few researchers release their system 
into the public domain. This is partly due to facial animation research of- 
ten being done in conjunction with entertainment companies who guard 
their work against all competitors. Due to this, the only publicly avail- 
able facial animation models that were available for testing were outdated 
and the results would have proved very little. 
To test the realism of the model, it was decided to compare the sys- 
tern producing different facial expressions against real human subjects 
moving their faces into the same poses. Four poses were chosen and each 
is common in speech and emotive facial movement. These four poses 
represent a wide range of motions. No more than four poses could be 
tested due to time constraints on the scanning equipment needed for the 
tests. 
The four expressions can be described by FACS Action Units [EF78] 
and the poses all test different groups of muscles. Table 6.4 shows images 
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of the iiniscles used in each pose and details which muscles are used in 
«-laich pose < 11(I which Action ['iiit dais corresponds to. 
Fig. 6.1: The four poses used for testing. 
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FACS Units Muscles Used 
f Lip Corner Puller Levator Anguli Oris 
"r" Cheek Puffer Zvgoinaticus \Iajor 
" 
Lip Fiiniieller Orhicula. ris Orffs 
Uri 
\Iasseter 
Jaw Drop Relaxed Temporalis 
Interiial Ptervgoid 
fI Corrugator Supercilii 
. r. Brow Lowerer Depressor SUpercilii 
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6.1.1 Making the Synthetic Data 
The facial expressions selected for testing use quite clearly defined mus- 
Iles and so creating a synthetic version is a case of contracting these mus- 
Iles to match the real subject. The speed of muscle contraction varies 
between subjects and also depends on mood and environment. There- 
fore, the muscle contraction speeds were hand tuned to try and match 
the captured subjects. 
6.2 User Testing 
To test the realism of the simulation, volunteers were presented with the 
models and asked to rate them on two scales, realism and similarity to 
a scanned model. The number of volunteers was set at twenty so that a 
range of different types of people could be tested. A larger sample could 
possibly have provided more accurate results but it was desired to get 
a balanced range of subject types and it was not possible to extend the 
trial to a larger group within the time scale due to a lack of subjects with 
specific expertise. The group was made up of several different groups of 
people. Animators, who work professionally creating computer anima- 
tion and are very quick to pick out any flaws in movement which is not 
correct. Doctors, who are used to working with the human body and are 
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susceptible to odd movements in the face due to examining for clinical 
conditions. Computer Graphics Professionals, who deal with computer 
simulations all the time but are not experts in the field of facial anima- 
tion. Their work mostly involves simulating people and animals but more 
from a lighting and texturing perspective. The final group was made up 
of ordinary people who had no real computing, graphical or animation 
expertise. This selection of people were chosen to provide a critical anal- 
ysis of the model. The sample is made up of more than half with people 
who are more likely to spot any errors in the model. This was purpose- 
fully done to try and get good feedback on what may be wrong with the 
system. From informal testing throughout the development of the sys- 
tem, it was noted that the average person is quite skilled at picking out 
a problem with movement but finds it hard to say what exactly is wrong 
with the model, by increasing the number of trained eyes in the test it 
was hoped to receive more direct, less vague feedback. To actually score 
the tests, the testers were asked to rate animations on two categories 
with a value of between one and ten. 
For the realism test, the volunteers were told that one was defined as 
being completely unrealistic and ten is perfectly realistic, with five being 
reasonably realistic. 
The similarity test had the scale of one being nothing alike, ten being 
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an exact copy and five being reasonably similar. 
Realism Test To test the realism of the model, the 3D animations 
were presented to the volunteers in a random order and the user would 
gauge their realism on a scale of one to ten. Users were instructed to 
concentrate on the movement of the skin surface and ignore the non- 
moving eyes in their assessment of realism. 
Similarity Test To find out how well the synthetic and real move- 
meats match, volunteers were presented with the animations and the real 
captured data simultaneously. The subjects then had to rate on a scale of 
one to ten how well the movements of the synthetic animation matched 
those of the captured animation. Some of the textures of the scanned 
heads had artifacts in them which can cause them to flash when played 
back. The subjects were asked to ignore the flashing quality textures and 
concentrate only on the movements of the skin surface. This could ob- 
viously have had some impact on how the users compared the simulated 
model to the scanned models but when asked most users felt that they 
had managed to concentrate successfully on the movements. 
To actually rate the simulations, the volunteers used an interactive 
viewing program with two modes. The first mode presents the volunteer 
with the simulated head in 3D and the user can rotate, pan and zoom the 
model whilst playing back the animation. This mode was used to allow 
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the volunteer to rate the realism of the simulation. After the user has 
selected a value for the realism, the view splits in two and displays the 
simulated head alongside the scanned head. In this mode the scanned 
and simulated heads can be moved into and out of an expression by the 
user allowing the user to rate how close the two are. Once the user had 
answered for one simulated head, the same process was repeated for the 
other head. 
The order in which the expressions and head were presented was 
randomly defined, so that the results for individual expressions would 
not be changed by always being first or last to be seen by the user. The 
testing process took no more than a few minutes and volunteers were 
asked to record any comments they had on any of the models whilst they 
undertook the experiement. 
6.2.1 Test Images 
The next ten pages show images from the testing. Each of the four 
expressions is shown frame by frame along with the muscle simulation 
and the two simulated heads. To save space, only the muscle simulation 
is shown from more than one angle, but the front on view gives a good 
image of the animations presented to the users. 
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The open mouth images clearly show the muscles around the lower 
lip when the mouth is opened. These were not visible in the user tests, 
but were left visible here to show the orbicularis deforming as the mouth 
opens. 
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6.3 Results 
The graphs below show the ratings for each expression presented to the 
volunteers. After the experiment, it was noted that the results for the 
two simulated heads were very close and so these were averaged and 
presented as a single graph. 
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Fig. 6.12: Results for the frown simulation. 
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Fig. 6.13: Results for the mouth opening simulation. 
Fig. 6.14: Results for the smile simulation. 
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Pout - Raahm 
Fig. 6.15: Results for the pout simulation. 
6.4 Observations and Conclusions 
'I'liv uscr W still"', gives an overall positive picture of the simulations. The 
test volunteers yvere given a. tool which allowed them to view the models 
from all angles and compare tlieiii in detail to the scanned heads. This 
testing iriethod ineant that the users would be able to see any iiiconsis- 
teiicies between the scan and simulation and if the model did not look 
real froiti any angle their it would he very obvious. As each pose tested 
a different part of the face, the results for each test will be looked at. 
individually. These results are obviously subjective as there is no hard 
data to compare it to. This is a problem in facial animation research and 
one model is almost never compared during testing directly to another 
for the intellectual property reasons explained earlier. Due to this sub- 
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jective nature, the results are interpreted compared to the scales that the 
subjects were asked to use. Again, how each subject interpreted those 
rules is obviously going to differ but these tests are just trying to gauge 
user opinion. It is not really possible to define empirically how good or 
bad the model is without comparing the precise surface movements of 
two models which was not possible due to the noise in the data of the 
captured models A. 
The results for each test tended to congregate around a value and so 
the mean average and standard deviation were calculated to get an idea 
of the average realism or similarity, and its accuracy for each expression. 
The standard deviation for each test was in the range of 1.17 to 1.32 
indicating that the responses were mostly clustered around the mean 
and we can take the mean as a good indicator of the responses overall. 
The mean and standard deviation for each test can be seen below. 
Expression Realism 
(mean) 
Realism 
(a) 
Similarity 
(mean) 
Similarity 
(Q) 
Smile 7.3 1.3 6.6 1.19 
Pout 6.65 1.17 5.65 1.23 
Frown 6.15 1.18 5.15 1.27 
Open Mouth 6.95 1.32 6.1 1.17 
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6.4.1 The Smile 
The smile is deceptively simple in that it simply involves pulling the 
corners of the mouth up and back. In facial animation research it is often 
presented as an example of an animation method and usually shows the 
problems with the technique as humans are very sensitive to false smiles. 
The mean value for realism is 7.3, which is very high considering the 
scale volunteers were asked to use. Smiles often seem fake as they do not 
move enough of the face, the skin right up to the eyes should move in 
a smile and it appears that the inter-connected muscles are moving the 
skin correctly. 
The similarity rating of 6.6 again is reasonably high. From comments 
it seems that the main thing that differed between the two was the deep 
lines which form around the corners of the mouth during a smile. In the 
simulation, the skin does depress where the muscle contracts and bulge 
out further up, but the change between depression and bulge is smooth, 
whereas in the real subject there is a definite line. Allowing the skin to 
crease is an area for future work. 
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6.4.2 The Pout 
The pout again had a good rating in realism, showing that the sphincter 
muscle model is working well. The comments showed that viwers felt 
that perhaps the corners of the mouth went inwards a little too far and 
not forwards enough. This could be resolved by increasing the stiffness 
in the skin so that it does not compress so much. The Orbicularis Oris 
is expanding in thickness as it contracts in width and height and this 
should keep the skin in the correct place but clearly there is room for 
some tuning over the way the skin connects to the Orbicularis Oris and 
in how it reacts to compression. 
The similarity rating of 5.65 is lower than expected, but still a reason- 
able score indicating that users felt it was reasonably accurate. From the 
comments, it became clear that a lot of people though that the scanned 
head had it's lips parted in a funnel shape as if in an extended whistling 
position. This was not actually the case, but was a problem in the 3D 
capture process where the cameras could not get an exact match on the 
darker area of the lips so it looks like an opening. Due to this, it would 
appear that the similarity score would have been higher had the 3D scan 
been of better quality. Looking at the simulation and the scan, the simu- 
lated lips could be pushed further out and pulled a little further inwards. 
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This could be accomplished by tuning the sphincter muscle contractions 
so that they pull further in upon maximum contraction. 
6.4.3 The Frown 
The frown has the lowest score in the realism test at 6.15. The user 
comments indicate that this is particularly because of head B where the 
eyebrows do not move enough. Eyebrows vary in height from person to 
person and upon examination of head B, it was found that the eyebrows 
lie further away from the muscles used in the frown test than they do 
on head A. Due to this, when the Corruptor Supercilii muscles contract 
they do not pull the eyebrows on head B very much. Muscle position is 
not fixed between people, just as faces appear different, the underlying 
muscles are in slightly different positions. It could be that in the real 
head, the muscles of the person on which head B is based are positioned 
slightly lower than those of the person owning head A. It is possibly to 
easily adjust muscle positions by moving the whole muscle in the muscle 
builder, or in Maya, and possibly that was needed here. 
The similarity rating of 5.15 is the lowest score in the tests. Again, the 
comments partly indicate the insufficient eyebrow movement in head B. 
The comments also mention that the skin in the scanned head furrows as 
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it is tightly compressed into a frown. The simulated skin tends to bulge 
and compress, but it does so smoothly and so wrinkles do not form with 
such definition as they do in real life. This lack of skin creasing is the 
same as was raised in the comments about the smile. This is possibly 
something that needs addressed in the skin model. 
6.4.4 Open Mouth 
The mouth opening test scored a high 6.95 in realism, indicating that it 
looked quite real to the testers. There were very few comments on this 
test, the only real point that was raised is that perhaps the top lip should 
curve and move down more as the bottom half of the face moves down. 
Fixing this is simply a case of tuning the tension between muscle and skin 
to allow the skin of the top lip to be moved more as the neighbouring skin 
moves and not be so rigidly held by the muscles of the top lip remaining 
stationary. 
A similarity score of 6.1 for the mouth showed that the simulation 
is quite close to the movement of the scanned model. Tester comments 
indicate that the shape of the mouth is not quite the same as the scanned 
model. This comment was mostly aimed at head B, which is obviously 
going to be true as the two heads are quite different. There were no 
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significant comments about the reason head A and the simulated model 
were different, testers felt they could not quite say why they were not the 
same. This seems to indicate that the two animations were very similar. 
6.4.5 General Comments 
The results from the user testing show that the simulations look quite 
realistic and look similar to the scanned model. The only big comment 
that arose was that the skin does not wrinkle like real skin. This appears 
to detract from the realism of the animation. Overall, the testing has 
given very positive feedback to the system and rated it as quite realistic 
when compared to a real person. 
Although the results of the user tests were positive, it is important to 
note that these tests were limited in what they can prove. The limitations 
were explained throughout the chapter and from the feedback and the 
similar results for most subjects it seems that the results can be believed. 
In the interests of completeness however it is worth noting what could 
be done given more time and resources. 
Firstly, the number of testers could be increased. Twenty subjects 
were chosen to nicely represent different types of viewer with different 
backgrounds. By increasing the number of testers a larger amount of 
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useful feedback would definitely be produced and possible important dif- 
ferences between the test groups would emerge. For example, do the 
animators with their very precise and exacting standards really repre- 
sent the rast majority of the population? Or would the layman's opinion 
be that very different aspects of the model are important to convince him 
of its realism? 
It would have been enlightening to do some form of example with the 
state of the art in facial animation. Directly comparing this system to 
that of recent researchers would have provided valuable insight into how 
this model weighs up against the state of the art. This was not possible as 
was explained earlier but given enough time and some form of reciprocal 
sharing of knowledge it could be possible to arrange. If it was not possible 
to compare systems directly, some future researcher could compare their 
system to this one by doing the same tests as were performed here. This 
would obviously be limited and their results very subjective but it would 
be a good comparison to provide a rough benchmark. What is really 
needed is some form of well defined general test for facial animation, 
testing in facial animation research is almost universally subjective and 
not comparative between systems. 
Whilst the four poses were chosen to represent a wide range of mo- 
tions, increasing this number would have improved the validity of the 
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results and shown the model in a large range of positions. This was not 
possible because of limits on time with the dynamic face capture device 
but would be a good further test. 
Doing a full comparison of the movement of the skin surface during 
the animations may provide useful data to see how close to the scanned 
model the movements are. This could be done on a small scale by sim- 
ply tracking landmark points on the two models and comparing their 
movements over time. This is currently not possible with the dynamic 
capture device as it stands due to the captured surface having noise in its 
movements. With a more advanced capture device this could be possible 
however. 
In spite of the limitations of the user testing, the results were promis- 
ing and show the system does produce animation which appears realistic. 
The testing could be extended to find specific issues and this would be 
very useful before undertaking further work. 
As it was not possible to compare the model developed here against 
another model, it is worth briefly comparing this system against the 
model which is closest to it. The research of Kähler et al. [KHSO1), 
[KHYSO2]. [KHSO3], described in the earlier literature review led to a 
PhD for Kolja Kähler. His PhD has similarities to this work and these 
will be covered now, highlighting the similarities and differences. 
6. Testing and Results 176 
The skin model of Kiihler is really a single layer model. Springs con- 
nect the polygonal surface mesh directly onto either bone or muscle. The 
model developed here uses a multi-layer skin model where each polygonal 
triangular element sits atop two layers which simulate the layers of skin 
with different stiffness and responses to stress. Kähler uses a bi-phasic 
spring stiffness model similar to that of Lee et al. [LTW95], where the 
springs take one of two possible stiffness values depending on their current 
length. In comparison spring stiffness is modelled here using a non-linear 
function which vraries the stiffness as the skin compresses and expands, 
giving a smoother and more realistically mimicking the changes in skin 
tension. Kähler's skin model is fast to simulate because of its simplicity, 
but the skin model shown here is not that much slower and with some 
development on parallelisation it would almost certainly be a real time 
model. 
Kähler's muscle model consists of a piecewise linear polygon defining 
the control structure of the muscle. This is similar to the central mus- 
cle fibres developed here except interpolating splines are used to model 
the muscle fibre giving a smoother contraction path for the muscle. The 
splines also help keep things smooth when one muscle pulls a neighbour- 
ing muscle. In his model, the muscle surface is created using either elip- 
soids or boxes scaled to fit each section of the linear polygon. The muscles 
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described here allow any polygonal shape to be used as the muscle surface 
so that very realistic muscle shapes can be used. These muscles can also 
have multiple control lines intersecting to create multi-headed muscles. 
Upon muscle contraction, Kähler's muscles expand upon contraction like 
real muscles but the amount of contraction is defined by a formula and 
a parameter defining the amount of contraction. This formula is unre- 
lated to real muscles. In this model, muscle volume is kept constant as 
muscles contract, this provides a good approximation to the amount of 
bulge required to expand a muscle as it contracts. 
To transform muscle and skull to another mesh, Kähler uses thin plate 
splines. These are applied directly to the skin mesh. The user selects 
a set of landmarks and a low resolution mesh is constructed from these 
landmarks and the landmarks moved to lie in their respective positions 
on the mew mesh. The low-resolution mesh is then subdivided and each 
new vertex's position is found on the target mesh and the subdivision 
process is repeated. Around 60 landmarks need to be initially selected 
by the user and the whole process takes around 30 minutes. The method 
developed in this work uses a similar low-resolution mesh as a starting 
point, however only 30 landmarks are required to be positioned. A chain 
of meshes of decreasing complexity from the full resolution skull down to 
the low resolution mesh is then automatically created. The entire skin, 
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skull and muscle system is then transformed automatically using Surface 
Oriented Free-Form deformation. This process produces good results but 
like Kälder's model it can require manual intervention. 
Kähler's model and the one described here are trying to solve the same 
problem and in doing so they have several similarities. The approaches 
taken are quite different in the implementation details however, and this 
leads to two entirely different systems. His is very fast and runs easily 
in real time, the one developed here is more accurate in its simulation 
of the face but is slower to run. The speed of execution is currently 
around 5 to 10 frames per second on a 2.6GHz Pentium Xeon processor. 
There has been no real optimisation of the code to date, and it is entirely 
possible that large increases in speed will be possible when the system is 
examined for bottlenecks. The largest of which is most likely the possible 
parallelisation of the numerical simulations. 
7. Conclusions and Future Work 
7.1 Conclusions 
This thesis has detailed a new muscle and skin model which allows real- 
istic facial animation based on manipulation of physical parameters and 
presented a method for easily moving the muscles and bone from one 
Bead mesh to another. 
The muscle model easily handles complex, realistic muscle shapes 
which preserve their volume during contraction or expansion. The mus- 
Iles of mastication are fully modelled and manipulate a rigid body mandible 
which behaves in a physically correct manner, reacting to forces applied 
from the connecting muscles. 
The skin model developed here is automatically pulled and pushed by 
the muscles and mandible and again behaves in an anatomically correct 
manner. Its multi-layer construction mimics real skin and the different 
spring stiffness models allow the multiple layers to emulate the way real 
skin moves. 
During the testing in chapter 6, these models were examined by 
twenty users with varying degrees of computer graphics knowledge and 
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skill. The results from these tests were very positive and show that the 
system works very «"e11. 
The two main points that came out of the testing were the need for the 
skin to wrinkle correctly and that muscles are not in exactly the same 
position on all people. Adding full skin wrinkling to the model would 
improve the realism even further. Some sort of test which moves all the 
muscles and checks that the skin moves as expected should perhaps be 
developed to check the position of muscle and bones after they have been 
warped onto a new skin mesh. 
This system is a useful tool for facial animation. By first creating 
muscles and skull on a standard mesh, the expression set for this mesh 
can be quickly built tip by manipulating the muscles of expression and 
mastication. These expressions can then be quickly transferred to any 
other model using the Surface Oriented FFD chain of models by selecting 
a small set of landmarks on the new mesh. 
Using the dynamic capture device and conforming the generic mesh 
which has the muscle and skull fitted, a person's facial expressions can 
be very accurately mimicked. After the model has been tuned to a sub- 
ject from a dynamic capture, the system can emulate that person in an 
accurate anatomically correct manner. An animator could then use the 
model to aid in lip-sync and easily adding expressions to enhance realism. 
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Overall, the system seems to work well. User testing showed that the 
results appear realistic and seem to accurately simulate a real person. 
Animation is easy to produce by manipulating muscles, and the ability 
to set tip an animation on one model and easily transfer this to another 
model could be a great speed asset to animators. 
7.2 Further Work 
The techniques developed in this work produce high quality facial ani- 
ination and this system could be the starting point for several points of 
research. 
As was mentioned in the results chapter, the skin model does not 
wrinkle as much as real flesh, and this appeared to reduce the realism of 
the animations somewhat. By including wrinkles, the system could be 
increase its realism even more. 
In the mastication model, the muscles of mastication could have in- 
creased realism by calculating the actual forces generated by the muscles 
as they contract and applying these directly to the mandible. The cur- 
rent method of using springs works well but by using direct forces, the 
movements of the jaw could be made faster and more responsive than by 
using springs. 
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A major area of future development is in the use of the dynamic cap- 
taue device. By automatically analysing 3D captured data in terms of 
muscle movements, the synthetic muscle movements could be automati- 
cally generated which would give a virtual clone of the captured person. 
If the muscle movements could be discovered directly from the scans then 
the animation possibilities are very great. As the muscles involved in var- 
ious expressions and sounds are known, it could be possible to train the 
system to match a captured person. For example, if a person is captured 
in 3D smiling, and the muscles for a smile are known, then possibly the 
system could train its muscle movements to match the captured subject. 
This would lead to extremely accurate simulations of people and give 
animators a huge helping hand in creating realistic animation. 
The system works well for the expression tests that were performed, 
an interesting avenue of work would be to start looking at using the 
muscles to create the shapes required for speech. This could lead on 
to creating a very realistic talking head. Again this could involve the 
dynamic capture device, and mimicking of captured people speaking or 
it could involve work with a speech synthesiser. 
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7.3 Summary 
This work has produced a muscle and skin model that were well received 
in testing and produce realistic results. The model is very easy to set 
tip, allowing muscles of any shape or size to be created. These muscles 
preserve volume during contraction and the developed software automati- 
cally calculates the connections between muscles so that as one contracts, 
its neighbours are smoothly moved too. This muscle model is covered 
by a multi-layer skin model which mimics real skin well. The developed 
software system automatically creates the connections between the skin 
and the underlying muscles so that as the muscles are contracted, their 
movements translate into smooth skin surface changes. When muscles 
pull the skin, it stretches or compresses a small amount, but like real 
skin it rapidly resists compression and extension through varying spring 
stiffness. 
When a muscle and skull setup has been carefully tuned to produce 
good quality animation it can be easily moved to another head mesh 
using a small selection of landmarks. The developed software allows 
a user to select a small number of landmarks on a new mesh and the 
program automatically warps the muscles and skull to fit the new head. 
Due to the automatic creation of the multi-layer skin and skin-muscle 
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connections, once a muscle and skull set have been warped to a new 
head, animation can begin almost straight away. 
This work has shown a new, successful set of muscle, skin and trans- 
ferrable facial animation concepts. User testing showed that the system 
works well and it is currently being evaluated for possible use at Europe's 
biggest visual effects company. 
Appendix 
A. Conformation of Scanned Models 
To turn a scanned model into one useful for animation, a mesh which is 
suitable for animation must be conformed onto the surface of the scanned 
model. Although only a single model was required to be conformed 
for the testing work in this thesis, the method developed and used is 
capable of conforming a model to an entire scanned sequence and the 
whole technique is briefly described here. 
A. 1 Background 
A. 1.1 The Dynamic Capture Device 
In the Computer Vision and Graphics group at the University of Glasgow, 
a dynamic 3D capture device is being developed. Using 24 cameras it can 
capture images at 25 frames per second and then from these construct 3D 
models of the subject. Using this device to capture a subject speaking, 
3D models of the face surface can be captured giving the location of every 
point on the face (up to the resolution of the capture device) twenty-five 
times a second. 
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l'he svstein works using photogrammetry. finding the seine point in 
multiple images and working out its position in 3D space. To help the 
software find the same point in each image, a random speckle pattern 
is projected Oil to the Subject. This pattern should he washed out in 
tluv t(xtttre images hV the very bright strobe lights used to illuminate 
tlxe Subject für texttircý capture. Figure A. 1 shows a model captured and 
1 liilr h''Ili , !,,,, ý, ý, the dvu<iiiiic" (aIptinro deviC(l. 
E'ln. 
_A. 
A: A ! Iiý, It'I ! I, III ld Vlllllllll' (; IJ)illll''('(jlU'll(I', tiýlý)ýV'lllr the r('\- 
t1ire and the I11 11. 
V. (All be ,; ee 1 ill the iiuua ;e the iiicesli is constructed iii an arbitrary 
fia, liioni with (1(114( points iii areas of high curvature and less in smoother 
area,. There is no correspondence between the meshes of individual 
models for each fr alle and this no simple way to track a surface point 
from one frame to the next. The II1esli('s produced are also coiiipletely 
unsuitable for facial animation. For facial animation. the edges Should 
form curves flowing along areas where the face naturally creases which 
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will allow the mesh to curve naturally when it is used in animation. 
The textures covering each captured model can vary dramatically be- 
tween frames. The differences between the textures are due to a number 
of factors. During the capture process, the strobe light that illuminates 
the object must be perfectly timed to match the instant the camera cap- 
tures the image. If the timing is slightly off then a different amount 
of light will reach the surface causing the texture to appear brighter or 
darker. The miss-timing of the flash also causes the projected speckle 
texture to be visible. The strobe should nearly wash it out in the tex- 
ture images with its brightness, but again depending on the timing, the 
speckle pattern can be visible. 
Having the entire surface available every frame allows every point on 
the model to be examined and tracked through time. However, as the 
meshes produced for every frame are completely separate, a correspon- 
dence must be found between the same points on every model, such as 
the corners of the mouth in every mesh. This will allow the motion of 
that point to be tracked throughout the entire sequence. Using these 
landmarks, an entire mesh can be fitted to every model in the sequence. 
This mesh will then deform as the original models did but retain the 
same connectivity and vertices throughout the sequence allowing it to be 
analysed and the animation to be extracted easily. 
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Marking a set of feature points on the model could be performed 
manually and for a single frame this wouldn't be a problem. However for 
a short sequence of ten seconds, 250 models are generated by the capture 
device and finding feature points on that many models would be a very 
time consuming and monotonous job. For this reason, an automatic 
method was developed. 
A. 2 Finding and tracking a set of feature 
points 
A. 2.1 Noise 
The images produced by the dynamic scanner are 640x480 pixels in size. 
This is a relatively low resolution for a digital camera. For example, in 
a static capture setup in the same lab, the images used are 4096x4096 
pixels in size. Thats 54 times as many pixels in the images. 
The actual three-dimensional models themselves are smoothed sig- 
nificantly to remove noise which appears in the model building process. 
It would be very unreliable trying to detect surface features on these 
smoothed models as there are no distinguishing features for an algorithm 
to latch on to. 
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Although the texture images for the captured models are noisy, fea- 
tures can still be made out unlike on the smoothed 3D surface where it 
is very hard to pin point features with accuracy. For this reason, it was 
decided to use the texture data as the primary tool in finding model fea- 
tures and then use the positions found to calculate the 3d surface points 
on the model. The two texture images which make up the head surface 
are mapped onto the model so that each image is used where the camera 
which captured it had the best view of that surface point. This means 
that not all of each texture is used and in some cases very little of some 
textures is used. Figure A. 2 shows how a set of textures map onto the 
model. 
As only parts of each texture are used and there is no way to predict 
which parts, feature detection cannot be performed simply by using the 
texture images and then finding where each point maps onto the 3D 
surface, as that point may have no mapping onto the surface if it is not 
used in the final textured mesh. To overcome this and allow the features 
to be found in a 2D texture, a combined image which has all the facial 
features in it must be constructed. 
ý"ý 
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Fig. A. 2: tiiýltlý' dvlulllll(' t 'xtiii 'ti NI1(1 their Illaj)j)lllgs oh a constructed 
model 
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A. 2.2 Creating a 2D Image from the 3D Model 
To create a 2D image from the 3D textured model requires mapping the 
points of the model from 3D into 2D and then the texture can be easily 
extracted by rendering the model in its new 2D space. There are numer- 
ous projection methods to turn a 3D object into a 2D image. The full 
human head is most suited to cube or spherical projections of which there 
are several types. For this work however, only the face is of real interest 
as the top, back and rear sides of the head do not change during speech 
or expression and due to accuracies in capturing such things, these areas 
are covered in hair and as such change so rapidly from frame to frame 
that they are of little use in retrieving an accurate surface representa- 
tion. To project the face into 2D, cube or spherical projection could still 
be used, but cylindrical projection gives little distortion if the radius is 
carefully selected as the face is closer to a cylinder than any other simple 
geometry. 
The rough direction the subject is facing during the scan is known 
from the capture session or by examining any of the models. By aligning 
this direction roughly with the z-axis and interactively moving a bound- 
ing box to contain only the face and features required for projection the 
models can have a large portion of them culled immediately. After this 
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culling the object is ready for projection. 
Projection onto the cylinder is a simple process, the cylinder radius is 
first calculated from the bounding box of the points to be projected and 
then the points are all mapped onto the cylinders surface. The process 
of turning a point into cylindrical coordinates and then onto the x-y 
plane is simply performed using: 
B= arctan - 
z 
Sy = rO 
sy =y (A. 1) 
where r is the radius of the cylinder and x, y and z are the coordinates 
of the point in three dimensional space. 
Creating a 2D image of the model is then accomplished by displaying 
the triangles of the mesh using the new 2D coordinates and saving out 
the resulting image. 
A. 2.3 Finding the Feature Points 
Level Sets 
In facial feature tracking, active contours (snakes) [KWT88] are often 
used to find the lip outline. Snakes however suffer from the problem 
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that they can be very susceptible to noise which, as has been covered, 
these image maps have an abundance of. Level sets are less common 
than snakes but have enjoyed popularity in the medical research commu- 
nity for helping to extract data from noisy images [TYW+03], [AJL04], 
[ASMLO4J. 
A 2D image can be defined as a SS x Sy array of integer values. The 
locations of pixels are (x, y) where 0<x< SS and 0<y< Sy. For 
the domain square with corners (xo, yo), (xo + 1, yo), (xo, yo + 1) and 
(x0 + 1, yo + 1), then let F(x, y) be a continuous function representing 
the image on the square. For a value L in the range of F, the level set 
of F for this value L is the set of all points that satisfy F(x, y) = L. 
The level set method used here is from by David Eberly [Ebe03]. The 
set of edges produced by the level set image search is tailored to find 
the mouth. The best value L to produce the lip contour is usually in the 
same region for most people but can be user defined by selecting multiple 
points on the lips and an average value can be found which is used for 
the level set algorithm. The level set code produces a set of edges which 
wrap round the lips and eyes in the texture. This provides a set of which 
can be used to align a generic mesh with the scanned models. 
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A. 3 Conforming The Generic Mesh 
After the landmarks are selected, the generic mesh must be warped to 
fit the scanned model of every frame. To do this, the generic mesh is 
first scaled to roughly match the scanned model and then projected onto 
a cylinder and flattened out in the same manner as the scanned models 
were. The generic mesh is scaled so that the landmarks at the edge of 
either eye and the height of the models are roughly the same. The generic 
mesh is then projected onto a cylinder of the same size as that calculated 
and used for the scanned models. 
The generic mesh can then be overlayed on each scanned model and 
both will have the same proportions. The vertices of the generic mesh 
corresponding to the landmark positions in the scanned model are then 
moved to lie in the correct position on top of the scanned model. This 
movement of some of the vertices will cause the mesh to be twisted upon 
itself as other vertices are now sitting on the wrong side of the moved 
vertices. To reposition the vertices in a layout roughly as they were 
before, a relaxation scheme is used. 
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A. 3.1 Relaxation 
The relaxation method is similar to that of Lee et al. [LTW95]. The main 
difference is that they used springs to relax the mesh, it was found that 
springs can be too erratic in their movements and can tend to settle into 
a relaxed state in a configuration which is not evenly spread across the 
mesh. The mesh used for demonstration in their paper was also of low 
resolution compared to the generic mesh used here which adds greatly to 
the problem of twisted edges. 
To improve the relaxation of the mesh, a particle-constraint system 
is used where the vertices are represented as particles and the edges are 
constraints which try to keep the particles a set distance apart. The 
problem of finding the position of all the points with all the constraints 
satisfied effectively produces a system of equations that need to be sat- 
isfied. Solving such a system directly may produce a result that satisfies 
every length constraint but is not a well spread out mesh. Due to this, 
a semi-interactive iterative solution was employed which gradually re- 
solves the constraints until the user is satisfied with the results. During 
the relaxation process, the user can move particle positions to a more sat- 
isfactory position if it seems that the system is converging to a solution 
where the particles are in a suboptimal position. The interactive process 
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is usually not needed but is available incase the process fails to deliver a 
result. The only time this is really likely to happen is if the generic mesh 
and scanned head are of very different shapes and the system needs a 
small push to get in the right direction. For every frame apart from the 
first the conformed mesh of the previous frame is used as entry to this 
stage and so user interaction is only ever needed on the first frame. 
To satisfy the constraint c connecting particles pi and pi with rest 
length r, the following is used: 
Pi -P2 
I1 
s 
Pi = pi+0.56 
pj _ p3 - 0.5 6, r (A. 2) 
This will satisfy a single constraint, the same process is carried out 
for every constraint in the mesh. Obviously changing the length of one 
constraint affects all constraints sharing one of the end particles. So, 
to try and satisfy those constraints, the entire mesh is scanned several 
times and the above constraint satisfaction applied to all constraints 
which are not at their rest length each time. This process will converge 
to a solution or close to in a small number of steps and rapidly spreads 
A. Conformation of Scanned Models 198 
the mesh smoothly across the area. 
A. 3.2 From 2D to 3D 
To turn the flat 2D conformed generic mesh into a 3D model, each ver- 
tex's position is first defined in terms of the scanned model. To do this, 
each vertex of the generic model is first defined in the barycentric coor- 
dinates of every triangle of the scanned mesh. By definition the three 
barycentric coordinates a, 3 and y should add up to one and all be pos- 
itive. If any are negative then the point lies outside the triangle. To find 
the triangle that the generic point lies in, a brute force approach would 
be to try defining the point in every triangle successively, as soon as a 
triangle is found where all three barycentric coordinates are positive the 
triangle has been found. To find the barycentric coordinates of a point 
in a triangle is a simple calculation, however finding the position of every 
generic vertex by scanning thousands of triangles per frame adds up to a 
significant amount of time. To speed this up, a quadtree is constructed 
with the faces of the scanned mesh and this is used to rapidly find the 
triangles that the generic mesh lies in. 
Once the barycentric coordinates of each generic mesh vertex are 
found, the position of that point in 3D space is simply a matter of using 
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those barycentric values to work out the relative position to the same 
three scanned mesh points in 3D. This places the generic mesh vertex 
onto the surface of the scanned mesh triangle making tip that point. 
The texture coordinates are found by applying the barycentric coef- 
ficients to the texture coordinates of each of the vertices of the scanned 
mesh barycentric triangle. This produces the generic mesh conformed to 
fit on to the scanned model, so it will have the same connectivity and 
number of vertices but the shape of the scanned model. 
A. 4 Noise Removal 
After the generic mesh has been conformed to each model in the sequence, 
interpolating the vertices between their positions for each frame produces 
animation where the generic mesh should move in the same manner as 
the scanned models. This works but the problem of noise still impairs 
the quality. The surface captured by the scanner varies between frames 
due to the error rate in the capture process. Even a still skin surface will 
appear to move slightly each frame in the captured data. When played 
back at 25fps this translates into high frequency noise in the surface 
motion. This problem is completely uncontrollable in areas of the face 
where the scanner couldn't get a precise match on the surface such as 
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hair. In such areas, the surface changes wildly from one model to the 
next and the data cannot be trusted to give accurate results. If the 
models are looked at separately, the hair looks plausible in every frame, 
but because it varies between frames it seems to jump around. To fix 
this, conformation masks were developed. 
A. 4.1 Conformation Masks 
A conformation mask is a weighting for every vertex in the model that 
defines how much it is affected from frame to frame. Each vertex is 
assigned a value between zero and one which is its conformation mask 
value. This value is then used to define how much that point should 
move during animation. Assuming that the head is not moving, then the 
hair should not move at all each frame and would be assigned a value of 
zero meaning it should never move from its position in the first frame. 
The mouth on the other hand can move greatly from frame to frame as 
a person speaks and as such is assigned a value of one meaning take the 
full value of the scanned mesh in every frame. Areas between the mouth 
and the hair have varying degrees of movement and the conformation 
mask gradually blends from full movement to none around the face. 
The mask is created once and can be used as is, or the user can 
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manipulate it if they find it does not fit the target head sequence. Ala- 
nipulating it is like painting on the mesh, the user sets the value of mask 
they wish to use and drags the mouse over the vertices they want to have 
that value. This can produce abrupt changes in mask strength, so after 
the user is finished a smoothing process is applied to all vertices. This is 
a simply an averaging over the values of each vertex and its neighbours. 
A. 4.2 Noise Reduction 
The motion of the vertices in the conformed mesh is produced by simply 
moving them from their current position to the conformed position of the 
next model 25 times a second. The noise in the conformation can cause 
this to appear as if the vertices jump from place to place. To overcome 
this a Gaussian filter is applied to the position data for each vertex which 
smooths out the path. 
A. 5 Results and Conclusions 
This chapter has presented a method of conforming a generic mesh to a 
series of scanned models. This conformation produces a correspondence 
between the models so that the movement of any point on the surface 
can be tracked throughout the entire sequence. 
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The noise reduction techniques employed change a very noisy set of 
conformed models into a set of quite smoothly flowing models which 
closely follow the original subjects movements. 
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