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1.1. Background and objectives 
 
The search to improve sustainability of enterprises drives many actual developments in 
all kinds of industries. 
Among many others, three factors are very important in the sustainability debate: 1) 
sustainability is a matter of multiple criteria decision-making 2) an interdisciplinary 
approach is needed to study sustainability (Van Bruchem et al., 1999; Gatzweiler et al., 
2002; Lyson, 2002; Kain and Söderberd, 2007; Tippett et al., 2007; Van Passel, 2007) 
and 3) indicators are a prerequisite to monitor the sustainability development (Panell 
and Schillizzi, 1999; Rosenström and Kyllönen, 2006; Vera and Langlois, 2007). 
 
In all sustainability studies both economical, ecological and social aspects are involved 
(Vollenbroek, 2002; Bremer and López-Franco, 2006; Chen, 2006; De Jonge, 2006; Lo 
et al., 2006; Omer, 2007; Van Passel, 2007) and indicators to measure these aspects 
are developed.  
 
The Policy Research Centre of Sustainable Agriculture in Flanders, which was active 
during the period 2001 – 2006 developed indicators to study and monitor the 
sustainability of the Flemish agriculture on the farm level (Meul et al., 2004; Dessein 
and Nevens, 2005; Mulier et al., 2005; Dessein et al., 2006; Meul et al., 2006). 
 
The Policy Research Centre focused on the farm level since it was convinced that 
farmers are the main drivers to make sustainability work, which was already written by 
Aarts et al. (1992). 
 
Indicators can be studied separately and they can be combined in an index. The Policy 
Research Centre of Sustainable Agriculture preferred not to combine the indicators in 
an index because an index adds an extra factor of complexity which might not be a 
stimulus to handle indicators on the farm level. The Policy Research Centre for 
Sustainable Agriculture preferred to visualize indicators as a radar diagram. 
 
To bring sustainability into practice many farms focus on three very concrete actions 1) 
improve efficiency wherever possible, 2) replace environmental unfriendly actions by 
less harming actions and 3) develop new production systems (Van Passel, 2007). 
 
The current 416.844 ha of Flemish grasslands + forages (mainly silage maize) 
comprise 54 % of the total utilized agricultural area (corresponding with 25 % of the 
total area of Flanders) (Belgian National Institute of Statistics, 2006). 
Considering their major share in the total utilized agricultural area, working on 
enhanced sustainability on grasslands and forages is very effective to increase the 





In the past decade it has repeatedly been shown that agriculture is a significant source 
of ground- and surface water pollution (Heathwaite et al., 1996; Yadav et al., 1997; 
Carpenter et al., 1998; Hadas et al., 1999). 
In Flanders, agriculture is still a major contributor to nitrate contamination of ground- 
and surface water and to acidifying emissions (mainly NH3) (MIRA-T, 2001, 2002, 2006 
and 2007) and as in other European regions, N losses and N use efficiency are major 
concerns in agricultural practice and of policy makers (Nevens et al., 2006). 
Efficient use of resources, particularly of nutrients, is one of the major assets of 
sustainable agricultural production systems. Inefficient nutrient use not only results in 
excessive and potentially harmful losses to the environment, it also negatively affects 
economic performance of production systems (Oenema and Pietrzak, 2002). 
 
An urgent problem related with nutrient pollution from the environment due to dairy 
farming is the increasing concentration of greenhouse gases in the atmosphere and the 
consequent global warming (Oenema et al., 2001). Carbon dioxide (CO2), methane 
(CH4) and nitrous oxide (N2O) have relevance to agriculture (Vellinga, 2006). 
Agricultural activities are responsible for up to 40 % of the estimated global emission of 
N2O into the atmosphere (Prather et al., 1995). The application of N via animal manure 
and N fertilizers to agricultural land is an important source of N2O (Freibauer and 
Kaltschnitt, 2003; Olivier et al., 2003). 
The ecological quality of many surface waters is poor and nitrate concentration of 
groundwater is exceeding 50 mg of nitrate per litre of groundwater in several areas. 
This is mainly due to relatively high discharges of nitrogen (N) and phosphate from 
agriculture (Oenema et al., 2005). The eutrophication of surface and marine waters, 
which has many negative effects on aquatic ecosystems (Carpenter et al., 1998; 
Rejesus and Hornbaker, 1999) partly caused by agriculture has also become a major 
concern.  
 
Rapid intensification of livestock production, a result of the focus on increasing 
productivity from the 1950s onward, has contributed to a large increase in nutrient 
surpluses (Oenema et al., 1998). The surplus expresses the potential loss from the 
system both in terms of volatilization (e.g. in the process of handling manure in barns, 
during storage and in the fields) and in terms of denitrification and leaching from the 
soil (Borsting et al., 2003). 
Increased N inputs via fertilizers, animal manure and concentrates have played a large 
role in the intensification of grassland-based dairy farming systems in western Europe 
during the second half of the 20th century. However, the increased N inputs have also 
contributed to large increases in N surpluses. Between 1950 and 2000, milk production 
doubled while the total area of grassland and fodder crops remained almost constant.  
In western Europe fertilizer N input per ha roughly doubled between 1950 and 1985 
(Vellinga, 2006).  
 
The further intensification of dairy production per unit of surface area was blocked 
during the 1980’s. Until then, the EU had no legal means to deal effectively with 
environmental problems. Convincing scientific evidence of large N surpluses from 
animal production systems and their deleterious ecological effects was published in the 
1980’s (Van Breemen et al., 1982; Ryden et al., 1984; Buisman et al., 1987). In 
response, governmental policies and measures have been developed at national levels 
as well as at the EU level (De Clercq et al., 2001), concerning water and air quality. 
The milk quota system was introduced by the EU Commission in 1984, so as to reduce 
the surpluses of dairy products and the intervention costs for the EU. 
Currently, agriculture and especially the use of animal manure and fertilizers is affected 
by three categories of EU policies and measures (De Clercq et al., 2001): (i) Agenda 





The main part of the variation in both nitrogen and phosphate surpluses is currently 
being explained by management characteristics. Reducing nutrient surpluses will 
therefore be more effective if farmers try to optimise nutrient management rather than 
changing farm structure. Of the management variables, especially fertilizer reduction 
and improving operational management will significantly reduce the nutrient surpluses. 
Operational management like more accurate feeding based on the needs of individual 
animals and improvement of grassland management by better timing of fertilizing, 
grazing and harvesting and choosing a better way of conservation, require a large 
effort from farmers’ management skills, however (Ondersteijn, 2002). 
 
Hence, this thesis focuses on the nitrogen balance. The related indicators are 
nitrogen surplus and efficiency of nitrogen use (ENU)1. In some recent papers (e.g. 
Nevens et al., 2006) also eco-efficiency is used as an indicator. A farm-gate balance 
can be considered a useful and reliable indicator to assess the efficiency and the 
potential environmental impacts of nutrient use, provided all relevant terms are 
included (Schröder et al., 2003). 
 
Introducing nutrient balances on farms increases awareness on nutrient flows in the 
farming system and the information can serve as a guideline for improvements in 
nutrient management (Ondersteijn, 2002; Goodlass et al., 2003). This is also the case 
on livestock farms (Hanegraaf and Den Boer, 2003; Swensson, 2003). 
 
There has been a lot of research related to nutrient (nitrogen) balances (Cuttle, 2002; 
Ondersteijn et al., 2002; Borsting et al., 2003; Buciene et al., 2003; Goodlass et al., 
2003; Hanegraaf and Den Boer, 2003; Mulier et al., 2003; Öborn et al., 2003; Schröder 
et al., 2003; Swensson, 2003; Van Beek et al., 2003; Steinshamn et al., 2004; Nevens 
et al., 2006; Salo and Turtola, 2006; Bassanino et al., 2007; D’Haene et al., 2007). The 
nutrient balance sheet diagnoses the origin of the nutrient surpluses. However, it does 
not tell what decisions a farmer should take to reduce surpluses and it does not 
quantify the effects of particular decisions (Kuipers and Mandersloot, 1999).  
 
 
There is a huge variation in N surplus among European dairy farms as indicated in 
Figure 1.1. Surpluses vary from 100 kg N ha-1 up to more than 350 kg ha-1. Research 
on experimental farms demonstrated that it is hard to reach surpluses below 150 kg N 
ha-1.  




                                                 
1 We use ENU, the efficiency of the nitrogen use, instead of the NUE, nitrogen use efficiency, which is 
used in some publications on nitrogen balances and studies on nitrogen efficiencies (e.g. the PhD thesis of 
Ondersteijn (2002), page 30). NUE, however, is a term used in plant physiology. Even in plant physiology 
there are different definitions of NUE. The plant physiological meaning is defined as the dry matter 
produced per unit accumulated N in plants (Pessarakli, 2001). The ENU measures the physical nitrogen 
output/input ratio (OECD, 2001). In line with the OECD we prefer ENU to indicate the ratio output/input of 




   
 
Figure 1.1. Farm-gate N surpluses in relation to production intensity. Data of literature 
references, average of Flemish specialized dairy farm set (1989–2001), progressive 
Flemish dairy farms (2000 and 2001) and Dutch experimental farms (1, Bioveem; 2, 
Vel and Vanla; 3, Koeien en Kansen; 4, De Marke; 5, AP Minderhoudhoeve) (Nevens 
et al., 2006) 
 
Figure 1.2 demonstrates the variability in eco-efficiency expressed as the ratio quantity 
of produced milk/kg of N surplus. During 1989–1990, 90% of the FADN dairy farms 
operated between eco-efficiency isoquants of 15 and 40 (Figure 1.2, zone A). The data 
cloud moved in time and during 2000–2001, 90% of the same sample farms produced 
20–60 l milk kg-1 N surplus (Figure 1.2, zone B). In the zone of maximum eco-
efficiency, defined on the basis of the Dutch experimental farms or farm groups 
(delimited by the isoquants of 60 and 110 l milk kg-1 N surplus; Figure 1.2, zone C) the 
average value is 85. Only 4% of the Flemish dairy farms investigated operated in this 
target zone during 2000–2001. 
 
Several authors tried to model decision making and many models have been created, 
but either they do not quantify the effect of each independent variable (they are not 
statistical models), they are not designed and validated to use them in Flemish 
conditions or they do not focus on the general N surplus but on the nitrate leaching or 
volatilization. Other studies focus particularly on the economical or social aspects of the 
farm. With some models the information needed is very extensive or expensive to 
collect. Some are crop models and other models are livestock models. 
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Figure 1.2. Farm-gate N surpluses in relation to production intensity: Flemish dairy 
farms in 1989–1990 (•) and in 2000–2001 ( ). Dutch experimental farms or farm groups 




1.- The need for a research tool that integrates many physical and biological 
processes, including nutrient flows, on a farm, has led to the development of the 
integrated farm system model (IFSM) (Rotz and Coiner, 2004). However, the farm 
model is designed to be used in temperate regions of the northern United States and 
southern Canada. 
 
2.- The model SPUR (Simulation of production and utilization of rangelands) is a 
grassland ecosystem simulation model developed for the American southern Great 
Plains and it is able to predict general trends of management responses (Foy et al., 
1999). 
 
3.- The GRAZPLAN was developed as a decision support tool for consultants and 
farmers to improve the profitability and environmental sustainability of grazing 
enterprises. The model is based on pasture and animal production models that have a 
general application to simulate the biophysical processes of grazing systems in 
temperate southern Australia (Donnelly et al., 2002). 
 
4.- Van Calker et al. (2004) developed a linear programming model to analyze 
ecological sustainability on Dutch dairy farms. The model includes seven indicators: 
eutrophication potential, nitrate concentration in groundwater, water use, acidification 





5.- A dynamic stochastic model (SIMHERD) for the simulation of dairy herd 
production and a deterministic model (SIMCOW) for the simulation of cow production 
evaluated the effect on cow and herd level of different grazing intensities in Danish 
conditions (Kristensen et al., 1996). 
 
6.- Again in Denmark, models were developed to be applied to farming systems but 
they focus on the estimation of nitrate leaching using a simple function, in which 
nitrate leaching is dependent on percolation, soil clay content, average nitrogen input 
and crop sequence (Hansen et al., 2000). 
 
7.- A mathematical programming model of an agricultural production system was 
developed focusing on the economics of changing farm-level production practices. 
Empirical analyses were performed using Swedish data (Ekman, 2002). 
 
In the majority of the agricultural scientific research in which multiple regression 
analysis is performed, there seems to be a lack of rigour, limiting the overall use of 
these studies.  
From 537 studies published in scientific journals about agriculture and biology since 
1990, only 30 of them comment on multicollinearity; 240 of them comment on 
interactions; only 21 commented both on interactions and on multicollinearity, and only 
two of them centred the models in order to interpret the coefficients when interaction 
terms were present.    
 
 
The research in this doctoral thesis introduces a statistical model of the flows of 
nitrogen (inputs and outputs) on Flemish dairy farms and quantifies the effect of 
the variation of these flows and other farm characteristics, on the N-surplus and 
efficiency of the N use on the farm.  
The focus is on a deep statistical and mathematical analysis and interpretation of 
the model. Special attention has been paid to:  
 
1) numerous combinations of independent variables and to the selection of the 
combination which includes the most relevant variables by using different variable 
selection methods like ‘the substantive knowledge method’, ‘the stepwise procedure’ 
and the ‘best-subsets method’, with different algorithms. Most studies conform to the 
simplest ‘stepwise selection’ method, easy and fast to perform, but which may not 
deliver the most adequate model (see 3.5.3); 
 
2) the interpretability of the estimated regression coefficients of the model by:  
a) controlling the variables in order to obtain interpretable, reliable and unbiased 
estimators and b) minimizing multicollinearity (degree of correlation among the 
independent variables), which in most studies is not commented. If the degree of 
multicollinearity is high, the signs and magnitudes of the regression coefficients may be 
very different from their real values and difficult to interpret even if the chosen variables 
are relevant (see 3.8);  
 
3) the existence of interactions and the detailed interpretation of them, together with the 
mathematical demonstrations. Most studies do not consider interactions. Including the 
interaction terms in the models is of high importance, because without them the model 
is misspecified (see 3.11); 
 






5) the selection and deletion of influential observations which influence the estimation 
of the regression coefficients; 
 
6) the validation of the model with cross-validation. 
 
A model developed this way is solid, easy to perform, stable and trustworthy. Such a 
model is a useful instrument to advice farmers: it indicates the quantitative effects of 
the variation of the variables and calculates the effect on the nitrogen balance and the 
ENU. 
 
The mathematical modelling uses a dataset provided by the Farm Accountancy Data 
Network in Flanders, during the period 1989 – 2001. No compilation of data for more 
recent years was possible. The dataset comprises 1511 records which represent the 
performances of Flemish farms during this period. A record is the performance of a 
particular farm in a particular year. This dataset was used in the research of 
Verbruggen et al. (2004) and of Nevens et al. (2006). Using this dataset the authors 
calculated individual farm-gate N surpluses and the corresponding ENU. They 
concluded that an improvement in ENU and a decrease in the surplus mainly can be 
realized by changes in the operational management resulting in an ever decreasing 
use of fertilizer N and concentrate N but they did not quantify the effects on the ENU 
and surplus.  
 
A multiple regression approach is preferred above simple regression because in 
multiple regression all the independent variables are included in the model and 
spurious relationships can not take place. E.g. Borsting et al. (2003) confirmed a 
positive correlation between stocking rate and N Surplus ha-1 at farm gate level, but 
they also found a considerable variation in N Surplus ha-1 at a given stocking rate. This 
means that the different factors should be included at the same time in the regression 
equation to analyze their effects on the N surplus separately.  
Indeed in the dataset of this study there was a considerable variation of N surplus ha-1 
at a given input of N, pleading for the use of a multiple regression.  
 
The research in this thesis fits into the sustainability debate in agriculture: it is 
an example of interdisciplinary research, it combines multiple factors and it 
focuses on the farm level and it touches efficiency. The research focuses on the 
ecological aspects of grassland based farming systems in Flanders. Within the 
ecological aspects of the management of any enterprise, efficiency plays an 
important role, because it has a substantial impact both on the source and sink 



















1.2. Research questions and thesis outline 
 
 
The following research questions are addressed:   
 
1. Which are the most important relevant variables that influence 1) the surplus of N as 
calculated in a N balance and 2) the efficient use of nitrogen in grassland based 
farming systems? (Chapter 4 and 5) 
 
2. How much does the variation of any of these variables modify the N-surplus and 
ENU? and which are the most interesting variables to modify? (Chapter 4 and 5) 
 
3. Are there interactions among the different independent variables? (Chapter 5) 
 
4. How are the interaction terms interpreted? (Chapter 5) 
 
5. What are the differences in variables between the models describing surplus and 
efficiency? (Chapter 4, 5 and 7)  
 
6. Do farms with arable crops need a different model compared to farms without arable 
crops? (Chapter 5 and 7)  
 




Chapter 1 formulates the general scope and research questions of the thesis. 
 
Chapter 2 describes the dataset and the data collection method. 
 
Chapter 3 describes in detail how the regression models were developed. It combines 
theoretical background information on the model development with a detailed 
description of the steps applied to the studied dataset. It includes different variable 
selection procedures, potential statistical problems, interactions, influential 
observations, interpretation and the validation of the models. 
 
Chapter 4, ‘Modelling N-surplus’, investigates all the possible regression models for the 
dependent variable ‘Kg of N of surplus ha-1’. At the end, the best model(s) are identified 
and discussed. 
 
Chapter 5, ‘Modelling efficiency of N use’, investigates all the possible regression 
models for the dependent variable ‘Efficiency of N use’. The best models are identified 
and discussed. 
 
Chapter 6 studies the influence of the variable ‘N-fixation’ on ‘N-surplus’ and on         
‘N-efficiency’. 
 
Chapter 7, ‘General Discussion and Conclusions’, summarizes the most important 
findings of this thesis. 
 
Recorded data and all steps undertaken to develop the models are added in 








2.1. Characterizing the dataset 
 
 
The origin of the data used in this study is the Belgian Farm Accountancy Data 
Network (FADN). The FADN is a database holding technical and economic data. 
Monitored farms change year by year, i.e. every year new farms are entering the 
Network and every year farms are disappearing from the Network. To respect the 
privacy of the farms, farms are identified with a unique number. 
 
From this dataset, specialized Flemish dairy farms were selected. Specialized dairy 
farms are defined as farms with at least 95% of their income generated by dairy.  
 
Data were collected during the period 1989 - 2001 on 233 different specialized dairy 
farms. Not all farms were monitored during all years: some farms disappeared from the 
Network, others joined the Network during the monitoring period. In total, 1511 records 
were available (Table 2.1).  
 
 
               Table 2.1. Number of farms monitored during the period 1989 - 2001 


















Figure 2.1 illustrates the monitoring frequency of the farms: 30 farms were monitored 


























Std. Dev. = 4.37171
N = 233
 
     Figure 2.1. Frequency distribution of the number of years a farm was recorded 
 
 
Ninety two farms of the 233 farms (39 %) had arable crops and 256 of the 1511 
records (17 %) represent records of farms with arable crops (Figure 2.2). In this 
dataset, arable crops never took more than 10% of the farm area. 
 
 
As given in Figure 2.1, several farms were recorded in subsequent years, which might 
lead to observations that are not fully independent. To deal with the potential 
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Std. Dev. = 2.622
N = 256
Surface shar  (%) of a able crops  
 
        Figure 2.2. Frequency distribution of the surface share (%) of arable crops 
 
 




Table 2.2. Average farm characteristicsa of specialized dairy farms during 1989 - 2001 
(modified from Nevens et al., 2006) 
Year  1989 1991 1993 1995 1997 1999 2001 
Number of farms  169 159 123 115 98 92 69
Utilized area (ha) 27.6 27.7 27.7 29.5 32.3 31.8 32.4
Share of grassland (%) 70 68 65 63 60 62 63
Annual values    
Concentrate use (kg cow-1) 1236 1180 1171 1291 1201 1114 1132
Mineral fertilization (kg N ha-1)   
   On grassland  309 277 266 246 273 241 186
   On arable land  98 82 71 62 56 53 40
Milk production (litre)   
   Per cow  5319 5458 5621 5709 6182 5947 5827
   Per ha  9607 9625 10060 10071 10328 10014 9643
Stocking densityb (LU ha-1) 3.02 3.10 3.10 3.18 3.06 2.99 2.98
a More details in Table 3.2 





Livestock units were used as represented in Table 2.3: 
 
 
                    Table 2.3. Livestock units used per animal type 
Animal type Livestock Unit (LU) 
Young cattle 0-1 year 0.3 
Young cattle 1-2 years 0.7 
Young cattle > 2 years 1 
Dairy cow (4000 litres)* 1 
                               * per 1000 litres milk above 4000 litres 0.1 LU is added:  
                                 e.g. a cow producing 6000 litres = 1.2 LU. 
 
2.2. Conceptualizing a farm-gate balance 
 
Figure 2.3 presents a flow of N inputs and outputs in the farm balance. Balances were 




                                Leaching, denitrification, volatilization 
Figure 2.3. Farm-gate N balance: considered inputs and outputs of nitrogen (Nevens 
et al., 2006) 
 
 
Total N input is the sum of N in purchased concentrates, forages and by-products, 
straw (or sawdust), animals, mineral fertilizer and manure and of N from biological 
fixation and atmospheric deposition. Total N output is the total amount of N in 
exported milk, animals, manure and arable crops. All inputs and all outputs are 
expressed in kg N of the total utilized farm area.  
 
 
The farm-gate N surplus was calculated as: 
 





The efficiency of nitrogen use, ENU, (in %) was defined as: 
 




= ×                                          (2.2) 
 
Nitrogen contents of balance items were not always available in the FADN data. In 
these cases, N inputs and N outputs were calculated on the basis of N contents 
derived from data of Flemish dairy farm monitoring programmes (Michiels et al., 1998; 
Verbruggen, 2001) (Table 2.4). 
 
 
Table 2.4. N contents of arable crops, purchased feed and straw (g kg-1 of fresh 
matter), used in the calculation of the farm balances (Nevens et al., 2006) 
Crops N content  
(g of N kg-1 of FM) 
Purchased feed N content  
(g of N kg-1 of FM) 
Wheat 17.8 Milk powder 31.3 
Barley 17.1 Silage maize 4.0 
Spelt 17.4 Maize grain 13.6 
Rye 15.8 Beet pulp 3.6 
Oat 17.4 Brewers’ grain 11.7 
Sugar beet 1.8 Concentrates 34.4 
Potato 3.2 Straw 5.9 
 
 
The amount of nitrogen in mineral fertilizers is known from the accounting as is the 
amount used on grassland and on arable crops. 
 
The quantity of purchased concentrates fed to dairy cows, to young animals and to 
non lactating cows is known from the accounting. 
To  estimate  the  protein  content, which is not given in the accounting, data from an 
IWONL-project (Michiels et al., 1998) and the 5b-project ‘Sustainable dairy production’ 
(Verbruggen, 2001) were used. On average, the crude protein content of the 
concentrates was 21.5 % on dry matter, which corresponds with 3.44 % N. 
 
N input as a total in purchased by-products and forage maize is calculated as 
follows. The costs of purchased by-products and forage maize were given in the FADN 
data but quantities were not. Quantities were estimated as follows: first by-products 
were purchased until a maximum of 4 kg DM cow-1, at a price of 0.124 € kg-1 DM. The 
average protein content (on a dry matter basis) of by-products is presumed to be 
similar to that of a mixture of 2/3 beet pulp and 1/3 brewers’ grains resulting in 15.8% 
protein which represents 2.53 % N (Verbruggen et al., 2004). Average specialised dairy 
farms in Flanders usually buy by-products in quantities similar to these proportions. 
The rest of the purchased by-products is supposed to be purchased forage maize at 
0.074 € kg-1 DM. The rationale of this reasoning is described in Verbruggen et al. 
(2004).  
 
N input as atmospheric deposition was obtained from the results of the monitoring 
network of the Flemish Environment Agency (Van Gijseghem and Overloop, 2002). For 
each year, a single value was used for all farms considered; average total N deposition 
for the 1989–2001 period was 48 kg year-1.  
 
N fixation: Several references give different values of N fixation for lucerne: 160 kg N 
ha-1 (the former MINAS system in The Netherlands); 250 kg N ha-1 (Van der Hoek, 
1990; Lauwers and Overloop, 2001) and 160 to 330 kg N ha-1 (Whitehead, 1995). In 
this study, the N-fixation for lucerne was set at 250 kg year-1.  
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The rationale for this figure is as follows. In Flanders, the spring sown lucerne usually is 
harvested during three consecutive years (sowing year included). We assume an 
average dry matter yield of minimum 13 ton ha-1 with a nitrogen content of 3%, which 
represents an N export in the harvested biomass of approx. 400 kg ha-1. Assuming a N 
deposition of 50 kg ha-1 and a N mineralization of 100 kg ha-1, a fixation of 250 kg ha-1 
is a fair assumption.  
 
For a grass/clover mixture a fixation of 60 kg year-1 (Van der Hoek, 1990; Kristensen et 
al., 1995) was used. Grassland was considered to be a grass/clover mixture when the 
applied mineral N fertilization was less than 100 kg N year-1.  
 
Following Van der Hoek (1990) and Anonymous (2000), N in purchased or sold 
animals was calculated as liveweight (kg) x 0.0253 (kg N kg-1 weight). The weight of a 
milking cow, a heifer and a calve was set to 650, 425 and 45 kg as indicated by 
Mineralenboekhouding melkveehouderij CLM (1991).  
 
Individual farm data on N input in manure (import of manure is not uncommon on 
Flemish dairy farms) were only available from 1998 onwards. The average manure 
input for the period 1998-2001 (25 kg N year-1) was used for the period 1989-1997.  
 
Stock changes (e.g., conserved forages, straw, etc.) were taken into account: a stock 
increase of 10 kg N year-1 was considered as an output of 10 kg N year-1; similarly, a 
stock decrease was considered as a N input to the farm. 
 
N output in milk was precisely known from the quantity of milk and milk protein 
content. 
 
N output in arable crops was calculated as follows. The N-exports in arable crops 
were estimated by multiplying yields with the respective nitrogen contents (CVB-
Nederland, 2000). The area planted to different arable crops was known from the 
accounting as was the yield of harvested produce.  
 
As for manure input, no data on manure output were available until 1998. The data 
that were available from 1998 on were used in the balances.  
 
 
2.3. Conceptualizing a soil balance 
 
Both soil balances and animal balances were calculated. Because of the lack of 
precise data, for e.g. N leaching, in the FADN, it was not possible to study underlying 
mechanisms to explain the output/input ratio.  
 
The animal efficiency and the soil efficiency were used in this study as dependent 
variables to discover which characteristics of the farm have the strongest influence on 
them (see 5.2.1.2).  
 
Soil N output in arable crops was calculated as explained in 2.2. 
 
Soil N output in forages: the forage yields are estimations because they were not 
directly present in the accounting.  The estimations were done based on the hectares 
of every forage crop, the estimated dry matter yield per ha of every forage crop (on the 
basis of the N content of the forages of The Netherlands and Flanders for different 




which was estimated as 0.03 kg N kg-1 DM for grassland fertilized with 200 kg N ha-1. A 
correction of + or – 0.003 per 100 kg more or less N fertilization was applied (CVB-
Nederland, 2000). If the fertilization was lower than 100 kg N ha-1, 100 kg N ha-1 was 
taken into account to calculate the N content of the grassland or grass-clover. 
 
Soil N mineral fertilizer input: is known from the accounting. 
 
Soil N organic fertilizer input: For every 100 kg N that a cow excretes (grassland + 
stable season), 7 kg get lost in the form of ammonia in the stable, as calculated with 
the model of Pollet (1996) and based on Smits et al. (2002) and confirmed by 
calculations by Oenema et al. (2001). So 93% of the total N excretion returns to the soil 
as excreta, urine or manure. 
 
 
2.4. Conceptualizing an animal balance 
 
The N input to animals in forages is calculated as the soil N output in forages*0.9 
(correction for 10% of storage losses).    
The N input as purchased concentrates, by-products and forage maize and the 




2.5. Calculating the N-surplus and N-efficiency 
 




The formula used to calculate the N surplus is: 
 
  (       Surplus mineral fertilizers N Input concentrates N Input manure N Input= + +
    -purchased straw N Input purchased by products N Input+ +
       N    purchased forage maize N Input milk powder N Input deposition N fixation+ + +








The formula used to calculate the efficiency is: 
 
  N  100
(      
milk N Output animal N Output crop Output manure N OutputENU
mineral fertilizers N Input concentrates N Input manure N Input
+ + += ×+ +
    -purchased straw N Input purchased by products N
 
Input+ +





N Output in sold animals (“Animal N Output”) 
 
Actually, this component is not the output of N per se, but it is already a balance: N in 
sold animals – N in purchased animals + final animal stock – start animal stock. The 
dataset FADN did not offer inputs and outputs but only a balance. 
 
In the literature examples of both systems (a balance or the input and output 
separately) are found, introducing the balance in the numerator or introducing two 
separate components in the numerator and in the denominator, the latter method being 
more common (Van der Werff et al., 1995; Grignani, 1996; Cuttle, 2002; Dalgaard et 
al., 2002; Buciene et al., 2003; Schröder et al., 2003; Van Beek et al., 2003) than the 
former (Steinshamn et al., 2004).  
 
There is an argument to introduce the balance instead of the real output in the 
numerator. Farms that buy a lot of animals and sell them fast, would increase their 
efficiency artificially (Verbruggen, I., personal communication). 
 
In 4 of the 1511 records, “Animal N Output” obtains a negative result because, as 
stipulated above, the “N Output” is a balance and a balance can sometimes have a 
negative value since in exceptional situations the purchase of animals is higher than 
the sales. These cases have been equalled to zero in order not to disturb statistical 




N Input via concentrates 
 




    (%)Protein content of concentrates =  
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The protein content of by-products is estimated as explained in 2.2 as a mixture of 2/3 





















This chapter gives an overview of important statistics in multiple regression analysis 
and different approaches to build models with multiple regression analysis. 
 
At the end of each item, it is indicated which approaches are used with the present 
dataset and what the underlying reasons are to do so. 
 
 
3.1. Arguments to use multiple linear regression to model the 
present dataset 
 
In order to deal with the simultaneous relationships among a large number of variables, 
as is the case with the dataset from the FADN, a multivariate analysis is an appropriate 
strategy. 
 
Different techniques can be used in multivariate data analysis: e. g. principal 
components analysis, common factor analysis, cluster analysis, multidimensional 
scaling, multiple discriminant analysis, multiple analysis of variance and covariance, 
multiple regression, canonical correlation analysis and partial least squares regression 
(Hair et al., 1998).  
 
For the purpose of this study, principal components analysis, common factor analysis, 
cluster analysis and multidimensional scaling are not very appropriate methods since   
they are interdependence methods. Multiple analysis of variance and covariance can 
not be used because the independent variables should be categorical. Partial least 
squares regression is applied for datasets in which the set of independent variables is 
large compared to the number of observations (Lewis-Beck et al., 2003). Canonical 
correlation analysis is not adopted because its development and the interpretation of 
the coefficients is considerably more complicated than that of multiple regression (Hair 
et al., 1998; Thas, O., personal communication). 
   
So, in this study, multiple linear regression, has been used. 
 
 
Regression analysis is primarily concerned with estimating and/or predicting the 
(population) mean value of the dependent variable Y on the basis of the known (or 
fixed) values of one (or more) independent variables Xi (Dillon and Goldstein, 1984). 
The population regression model can be written as follows:  





where ( )iE Y X  represents the conditional mean of the dependent variable for values 
of the independent variable X and iε  is an unobservable random variable which can 
take on positive or negative values and is commonly referred to as an error, residual or 
disturbance term. 
 
The conditional mean can be expressed as: 
 ( ) 0 1= +i iE Y X Xβ β                                                  (3.1) 
 
where 0β is the intercept which gives ( )0E Y X =  and 1β  is the slope regression 
coefficient which gives the change in the conditional mean of Y for a fixed unit change 
in X. The statistical rule of least squares is used to calculate the regression coefficients. 
 
Hence, the population regression model can be written in the form: 
 
 
0 1i iY X iβ β ε= + +  
 
which says that an individual Y-value is equal to the average Y-value of all individuals 
having the same Xi, plus some amount that is random, iε . 
 
It is unrealistic to expect that data for an entire population will be available. Instead, 
what will be available is a sample of data for which there is one (sample) value of Y for 
each fixed value of X. 
 
The calculation of the estimates of the parameters is done with the least squares 
method. The predicted value of Y can be written as: 
 
0 1iˆ iY b b X= +  
 
where b0 is the estimate of the intercept 0β  and b1 is the estimate of the population 
slope regression coefficient 1β , which gives the change in the conditional mean of Y for 
a fixed unit change in X.  
 
When calculating the predicted value of Y, an error is present, , which is: ie
 
ˆ
i ie Y Yi= −  
 
Thus, the model can be written as: 
 




The expression of the sample-based multiple regression model is: 
 
0 1 1 2 2 ...i i i k iY b b X b X b X e= + + + + +  k i
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here bo is the estimate of the intercept, 0β , w b1, b2… and bk are the regression 
.
 the multiple regression model formulation appears to be a simple 
.2. Assumptions of multiple regression  
variables and the dependent 
, the residuals plot must not have odd fan 
effect ‘Farm’ is included in the final models.  
st 
meters estimates. Gross violations 
he models developed with the present dataset fulfilled all assumptions of multiple 
coefficients which give the change in the conditional mean of Y for a fixed unit change 




generalization of the model with one independent variable, the inclusion of several 
independent variables creates a new concept in the interpretation of the regression 
coefficients. In multiple regression, one is interested in what happens when each 
variable is varied one at a time, while not changing values of any others. This is in 
contrast with performing several simple linear regressions using each of these 
variables in turn, but where each regression ignores what might occur with the other 
variables (the total regression coefficients). Therefore, in multiple regression, the 
coefficient (the partial regression coefficient) attached with each independent variable 
should measure the change in the conditional mean of the dependent variable 
associated with a one unit change in that independent variable, while all other 





egression models should meet certain assumptions:  R
 
1. the relationship between the independent 
variables is linear, at least approximately; 
2. the error term e has zero mean and constant variance; 
3. the errors are uncorrelated; 
buted. 4. the errors are normally distri
 
 orIn der to fulfil the first two assumptions
neither curved traits, average of residuals must be zero and the points should be 
equally represented around the x-axis. 
 
o fulfil the third assumption, a random T
 
o fulfil the fourth assumption, the regression standardized residuals histograms muT
show distributions similar to the normal distribution.  
 
iolations of these assumptions result in biased paraV
of the assumptions may yield an unstable model, in the sense that a different sample 





regression. Due to the largeness of the dataset, the normality assumption becomes 
less important because the central limit theorem can be perfectly applied. 
Nevertheless, normality has been checked both during the modelling of the surplus as 





3.3. Prediction and/or explanation? 
 
The aim of regression analysis is to determine the best subset of the k independent 
variables and the corresponding best-fitting regression model to describe the 
relationship between the dependent variable and the independent variables. The 
meaning of ‘best’ depends in part on the overall goal for modelling.  
A first goal might be to find a model that gives the best prediction of the dependent 
variable. The details of the model may have little or no consequence in the statistical 
quality of the model, such as the inclusion of any particular variable or the magnitude or 
sign of its regression coefficients (Kleinbaum et al., 1988). 
 
A second goal of multiple regression is to assess or to explain the degree and 
character of the relationship between dependent and independent variables by 
choosing a combination of independent variables. Interpretation of the model may rely 
on any of three perspectives: the importance of the independent variables, the types of 
relationships found, or the interrelationships among the independent variables.  
 
 
The first aim of this study was to explain relationships between variables. Obtaining 
unbiased interpretable regression coefficients was considered more important than 
developing a high predictive model, characterized by a high R2. 
 
3.4. Defining the variables  
 
 
Two types of variables are used in this study: the dependent variables ‘N-Surplus ha-1’ 
(kg N ha-1) (Chapter 4) and ‘Farm gate efficiency of the nitrogen use’ (ENU) (Chapter 5) 
(Table 3.1) and a set of independent variables (Table 3.2).  
 
 
Table 3.1 shows descriptive statistics and the distribution of the dependent variables. 
 
 
      Table 3.1. Descriptive statistics and distribution of the dependent variables                                           














The units of the independent variables have to be chosen carefully, in order to allow 
comparisons between farms.   
 
A long list of potential independent variables was retrieved from the dataset described 
in Chapter 2.  
  
Table 3.2. Candidate variables for inclusion in the multiple regression including descriptive statistics 






Other  inputs 
‘Kg of N in purchased straw ha-1‘ 
‘Kg of N in purchased forage maize ha-1‘ 
‘Kg of N from deposition ha-1‘ 



































‘Kg N in fertilizers ha-1‘ 




















‘Kg of N in dairy cows concentrates dairy cow-1‘ 
‘Kg of N in dairy cows concentrates ha-1‘ 
‘Kg of N in dairy cows concentrates per ha 
grassland‘ 
‘Kg of N in concentrates LU-1‘ 



















































‘Kg of N in by-products ha-1‘ 


















% dairy cows 





‘LU per ha grassland‘ 
‘LU dairy cows per ha grassland‘ 
‘LU dairy cows ha-1‘ 
‘Ha LU-1‘ 
‘Ha dairy cow-1’ 





























































‘% non-grass forages’ 




























‘Dummy variable % arable crops’ Metric, discrete  






Variables that are very similar are grouped: 8 groups have been constructed. Variables 
within a group contain similar information, but this information is presented in a different 
format by changing the denominator or the numerator.  
It is desirable that the model includes independent variables from different groups in 
order to cover a broad range of information. 
 
The independent variable of group 2, ‘Kg of N in fertilizers ha-1’ refers to the total 
amount of input nitrogen in mineral fertilizers divided by the total surface of the farm. 
The independent variable ‘Kg of N in fertilizers per ha grassland’ refers to the amount 
of input nitrogen in mineral fertilizer applied to the surface of grassland of the farm. The 
dataset did not provide the possibility to allocate N fertilizers to arable crops neither to 
non-grass forages. 
 
The independent variables in group 3, which contain ‘Kg of N of dairy cows 
concentrate’ in the numerator refer to the kg of N of concentrate input to the farm and 
given to the dairy cows. The independent variables which contain ‘Kg of N in 
concentrates’ in the numerator refer to the total kg of N of concentrate input to the farm 
and given to the dairy cows, young cattle and dry cows. 
 
The independent variables ‘cow productivity’ and ‘milk production per ha’ (not shown in 
Table 3.2) depend on other variables as the N input per cow, diet composition and also 
the genetic potential, etc. It would be interesting to include ‘cow productivity’ in the 
model in order to check how the genetic potential of the cow influences the N-Surplus 
and the ENU. To test if the genetic potential of the cow (and not the N intake or the diet 
composition) is having an influence in the N-Surplus or in the ENU, all the variables 
related to the N intake per cow or per ha and diet composition should be included in the 
model in order to avoid spurious relationships (see 3.7). The inclusion of all the 
variables having an influence in the performance of the cow is not possible due to the 
lack of data and to the probable misspecification of the model (see 3.5). 
These variables were used only to learn more about this research topic.  
 
In case farms purchase manure, the variable ‘Kg of N in purchased manure’ might 
influence the ‘N-Surplus ha-1’ and the ‘Efficiency’, but unfortunately, it was not possible 
to use this variable due to the characteristics of the FADN, in which two different 
methods were used to collect this variable. The first 1273 records assume a fixed value 
of 25 kg of N ha-1 and from farm 1273 onwards, records of manure inputs and outputs 
were taken.  
An option was to use the last 238 records (from 1273 until 1511) and to ignore the first 
1273 records. However, this reduced dataset may jeopardize the statistical power and 
the value of the analysis. Details of these consequences are presented in Appendix 
Eff124.doc and Appendix Eff59.rtf.  
The same rationale holds true for exported manure. 
 
As a consequence, the variables ‘Kg of N in purchased manure’ and ‘Kg of N in 
exported manure’ have not been used in this research. 
 
Variables related with the outputs like: ‘Kg of N in output milk’, ‘Kg of N in output meat’ 
or ‘Kg of N in output arable crops’ are not considered as candidate variables in the 
regression analysis because these variables depend on the inputs.  
The inputs, the way of managing them and the farm management are the real 
important variables in determining the ‘Surplus’ and the ‘Efficiency’ of the use of the 




Selection of statistical approaches and defining the models 
 
For similar reasons, parallel regression analyses with the dependent variables ‘animal 
N efficiency’ and ‘soil N efficiency’ were performed to get a deeper insight in the issue. 
 
 
3.5. Selecting the variables and construction of the model 
 
In many situations, several reasonable candidates for the best model can be found, 
with different selection criteria suggesting different best models (Kleinbaum et al., 
1988). 
 
To find the subset of variables to use in the final equation, it is natural to consider fitting 
models with various combinations of the candidate variables.  Finding an appropriate 
subset of variables for the model is called the variable selection problem 
(Montgomery et al., 2001). 
 
Building a regression model that includes only a subset of the available variables 
involves two conflicting objectives. The model should include as many variables as 
possible so that the ‘information content’ is high. The model should include as few 
variables as possible because the variance of the predicted Y increases as the number 
of variables increases. The more variables there are in the model, the greater the costs 
of data collection. The process of finding a model that is a compromise between these 
two objectives is called selecting the ‘best’ regression equation. Unfortunately, there is 
no unique definition of ‘best’.  
 
There are several approaches (sequential search methods and combinatorial 
processes) to assist in finding the ‘best’ regression model. If prediction is the focus, one 
can base variable selection predominantly on statistical arguments. In contrast, if 
explanation is the focus, theoretical arguments guide the variable selection process. 
 
Variable selection poses problems if the regression model is used for explanatory 
purposes, as independent variables are virtually always intercorrelated. Therefore, 
values of parameter estimates change when including or eliminating independent 
variables. As a consequence, the interpretation of the regression model can change 
(Von Eye and Schuster, 1998). 
 
Model specification is related to the selection of the variables and it refers to the 
determination of which independent variables should be included in or excluded from a 
regression equation (Allen, 1997). 
 
The estimates of independent variables of a model and the interpretation of them 
depend on the correct specification of the model. Consequently, problems can arise 
whenever a model is misspecified.  
There are two basic types of specification errors. 
 
In the first, the model is misspecified by including a theoretically irrelevant independent 
variable in the regression equation. In the second, the model is misspecified by 
excluding a theoretically relevant independent variable from the regression equation 
(Allen, 1997). A model can also be misspecified by improperly specifying the functional 
form of the relationship between the dependent and independent variables.  
In general, the problems associated with the exclusion of a theoretically relevant 
independent variable from a regression equation are more serious than the problems 





Good overviews about variable selection and model building are given in Kleinbaum et 
al. (1988); Stevens (1996); Freund and Wilson (1998); Hair et al. (1998); Von Eye and 
Schuster (1998) and Montgomery et al. (2001). 
 
In this study, many possible combinations of candidate variables were tested, using a 
range of 2 up to (very exceptionally) 19 variables. From all these models a first 
selection of “statistically sound” models was made. These selected models are called 
further on “candidate models”. The information content in models with less than 3 
variables was very low. The interpretation of the regression coefficients did not improve 
if more than 6 variables were included in the model.  
 
Criteria explained in 3.12 were used to select the best model from the set of developed 
candidate models. This best model is called further on “the final model”. 
 
3.5.1. Substantive Knowledge method (SKM) or confirmatory specification 
 
Hair et al. (1998) define the substantive knowledge method as the simplest, yet 
perhaps the most demanding, approach to specify the regression model, wherein the 
researcher completely specifies the set of independent variables to be included. The 
researcher has total control over the variable selection.  
 
3.5.2. Best-subsets method (BSM) 
 
The BSM is the most appropriate method to find the model having the largest 
coefficient of determination, R2. R2 gives the percentage of variance explained by the 
regression. If this number is large, the regression gives a good fit.  
BSM uses an algorithm which examines all the possible combinations of variables and 
outputs the 5 best models with 1 variable, 2 variables, 3 variables and so on. The 
method is computational intensive. 
Knowledge of the problem environment and common sense is necessary to evaluate 
candidate variables (Hair et al., 1998). 
  
3.5.3. Stepwise regression methods (SM) 
 
Because of the computational intensity of the BSM, various methods were developed 
to evaluate only a small number of subset regression models by either adding or 
deleting variables one at a time. They can be classified into three broad categories: (1) 
forward selection, (2) backward selection, and (3) stepwise regression which is a 
popular combination of procedures (1) and (2) (Montgomery et al., 2001). This 
approach provides an objective method to select variables that maximizes the 
prediction with the smallest number of variables employed (Hair et al., 1998). 
 
 
3.5.3.1. Forward selection  
 
This procedure begins with the assumption that there are no independent variables in 
the model other than the constant. Independent variables are inserted into the model 
one at a time. The first independent variable entering the model has the largest simple 
correlation with the dependent variable. This independent variable is entered if the F-
statistic exceeds a preselected F-value (called F-in). The second independent variable 
chosen to enter the model is the one with largest correlation with the dependent 
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variable out of the remaining set of independent variables. These are partial 
correlations. At each step, the independent variable having the highest partial 
correlation with the dependent variable is added to the model if its partial F-statistic 
exceeds the preselected entry level F-in. The procedure terminates either when the 
partial F-statistic at a particular step does not exceed F-in, or when the last candidate 
independent variable is added to the model (Montgomery et al., 2001). Once a variable 
is chosen, it can never be deleted from the model (Freund and Wilson, 1998). 
 
 
3.5.3.2. Backward elimination  
 
Backward elimination attempts to find a good model by working in the opposite 
direction than forward selection. Initially the model includes all k candidate independent 
variables. Once an independent variable has been dropped, it can never re-enter the 
model (Freund and Wilson, 1998). 
 
 
3.5.3.3. Stepwise regression  
 
The stepwise procedure starts like forward selection but allows deletion of a single 
variable at any stage before another variable is added (Freund and Wilson, 1998). 
 
 
3.5.3.4. Advantages of and caveats to sequential search methods 
 
The primary advantage of the stepwise methods is that they are fast and easy to 
implement on almost all computer systems.  
 
The multicollinearity (see 3.8) among independent variables may influence 
substantially the final model specification. As an example, take two highly correlated 
independent variables with almost equal correlations with the dependent variable. The 
criterion to include or delete the independent variables is to maximize the incremental 
predictive power of the additional variable. If variable 1 enters the regression model, it 
is highly unlikely that variable 2 also enters because they are highly correlated and 
there is little unique variance for each variable separately. But the absence of variable 
2 in the regression model does not mean that it is not important. In order to avoid a 
misinterpretation of the model, one has to study the correlations between independent 
variables before (Hair et al., 1998). 
 
Because stepwise regression techniques end up with a final model, it is tempting to 
think of the final model as the highest predictive model, which could be far from being 
true. As indicated by the BSM, there is usually a number of models with a nearly 
identical fit. As long as the amount of data permits one to use the BSM, it should be 
done. This is the case if there are about 40 variables available. With about more than 
40 variables, the stepwise procedures must be used (Von Eye and Schuster, 1998). 
 
The most important criterion is the researcher’s substantive knowledge of the research 
context that allows for an objective and informed perspective as to the variables to be 
included as well as the expected signs and magnitude of their coefficients. Without this 
knowledge, the regression results can have high predictive accuracy without any 









The SKM was applied to the dataset since some substantive knowledge existed. 
According to this knowledge, the variables with the presumed strongest influence both 
on the N-surplus as well as on the ENU, are related to the N input in fertilizers, 
concentrates, by-products, stocking rate and type of crops.  
 
In order to compare farms, these (input) variables have to be quantified relative to a 
specific unit as e.g. hectare, hectare of grassland, livestock unit, etc. However, there is 
little substantive knowledge about the most appropriate denominator. It is however 
important to have an appropriate denominator in order to enable a comprehensible 
interpretation of the variables and harvest data in a feasible and efficient way. As a 
consequence some other criteria, different from the substantive knowledge, have been 
taken into account to select the variables, e.g. the partial correlation, the uniformity of 
the denominators of the different variables or the feasibility and cost of recording the 
variables by the farmer. In order to respond to these needs, the BSM and the SM were 
developed. The development of models with the BSM and the SM had some more 
advantages: 
 
1) If the models developed with the BSM and the SM are quite similar to the 
models developed with the SKM, they are a confirmation that the SKM includes 
not only theoretically relevant variables but also statistically strong variables. 
2) models developed with the BSM and the SM may contain combinations of 
variables that were not considered starting from substantive knowledge. If the 
statistical quality of these BSM and SM models is very high, these models were 
withhold for interpretation. 
 
 
3.6. Functional form of the relationship  
 
In order to avoid committing specification error by choosing the functional form 
between the dependent variable and the independent variables improperly, the 
statistical program S-PLUS 6.1 is used. 
 
For a good overview of different functional forms of the relationship with their definitions 
see: Hastie and Tibshirani (1990), Bassett and Bishop (1996), Orr (1996), Fox (2000) 
and S-PLUS for Windows Guide to Statistics. 
 
 
From all functional forms S-PLUS offers, the linear form is the most adequate one to be 
applied to the present dataset. This has been proven in Appendix FF.doc and in 
Appendix Sur1.doc - Appendix Sur26.doc. 
 
 
3.7. Interpreting unstandardized and standardized (beta) 
regression coefficients  
 
When the principal goal of a research is to quantify the relationship of the independent 
variables with a dependent variable, an important objective is to produce accurate 
estimates of the regression coefficients. 
 
The unstandardized regression coefficient, or partial slope, of a particular independent 
variable of a multiple regression equation represents the change in the conditional 
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mean of the dependent variable associated with a unit change in that independent 
variable, when the other independent variables included in the equation are held 
constant.  
 
The standardized or beta coefficients are obtained by standardizing the independent 
variable by subtracting the mean of the variable from each observation and dividing by 
the standard deviation. The standardized variable has a mean of zero and a variance 
of one. 
The beta coefficient represents the average standard deviation change in the 
dependent variable associated with a standard deviation change in the independent 
variable, when the other independent variables are held constant.  
The beta coefficients are helpful to compare the relative importance of each 
independent variable in the regression equation when the variables are expressed in 
different measurement units. 
 
In multiple regression, the careful introduction of additional variables into the equation 
permits greater confidence in the regression coefficients and in their interpretation. 
Sometimes, the correlation between two variables may be caused entirely by a third 
variable (confounder) that is a common cause of them and that it is not included in the 
model (McClendon, 1994). This is a spurious relationship. Hence, through actually 
bringing other independent variables into the equation, it is possible to rule out a 
hypothesis of spuriousness (Lewis-Beck, 1980) and to make a correct interpretation of 
the regression coefficients. 
 
 
For every model developed with the present dataset, unstandardized and standardized 
regression coefficients have been calculated.  
Whenever possible, the variables were controlled in order to avoid estimators of the 
regression coefficients which are difficult to interpret and in order to avoid biased 
estimators of the regression coefficients due to spurious relationships or specification 
error. The variables were controlled by reducing the dataset to a smaller subset. In this 






When one independent variable is high or moderate related with one or more 
independent variables in the equation, collinearity (only two independent variables) or 
multicollinearity (more than two independent variables) exists. 
When the aim of the analysis is the interpretation of the partial regression coefficients 
to assess their relative importance, then multicollinearity is a problem. Multicollinearity 
makes it impossible to distinguish the individual effects of each variable in the 
dependent variable due to the fact that they are sharing part of the total explained 
variance. The regression coefficients can be somewhat redundant or misleading. The 
regression coefficients can become high or low with unexpected signs. 
With multicollinearity, the partial regression coefficients are still unbiased estimates but 
their variances could become quite large and change from sample to sample, losing 





The formula of the standard error of the parameter estimates for multiple regression is 
(Williams, 2004): 
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                                       (3.2) 
where  is the standard error of the estimate,  is the coefficient of determination 
of an independent variable with the rest of independent variables, 
kX
is the variance of 







The higher the between the independent variables (the higher the correlation 
between the independent variables), the larger the standard error. The standard errors 
should be assessed in order to discover the presence of multicollinearity. An orientation 
about the normal values of the standard errors is that they should not be higher than 




Since the variance of the parameter estimates is , the higher the standard error of 







As the standard error increases, the confidence intervals increase too because the 
confidence intervals are calculated as follows: 
 
 ( )1;0.975n k bb t s− −±                                      (3.3) 
 
As the confidence intervals increase, the variance of the regression estimates becomes 
larger, making the calculation of these estimates more unstable and being able to 
change more from sample to sample. 
 





=                                                   (3.4) 
As the  increases, the t value decreases and, therefore, it becomes more difficult for 
the parameter estimate to be significant. 
bs
A situation clearly suffering from multicollinearity is one in which the F value of the total 
regression is significant while all the individual p values of each regression coefficients 
are not significant. 
Apart from multicollinearity, there are other possible reasons to get non significant 
regression coefficients. Hence, before claiming the presence of multicollinearity, a 
closer look into the multicollinearity diagnostics is necessary. 
First, the matrix of correlations between the independent variables can be studied. If 
several correlations higher than 0.90 are found, the model probably suffers from 
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multicollinearity (Hair et al., 1998). But even when low correlations are found, 
multicollinearity may exist because one (or several) variable can be a linear 
combination of several other independent variables, and not of only one independent 
variable. These relationships are not reflected in the correlation matrix. 
The best way to detect multicollinearity is to regress every independent variable on the 
rest of independent variables and see if the different 2R  approximate to 1. If this is the 








= −                                               (3.5) 
 
is a common index for multicollinearity. 2xR  is the coefficient of determination of an 
independent variable with the rest of independent variables. The higher the VIF, the 
higher the multicollinearity, due to a higher 2xR . The accepted normal cut-off value of 
the VIF is 10. 
llinearity diagnostic measure is the tolerance. The tolerance 
is the inverse of the VIF: 
Another common multico
21 xTolerance R= −                                           (3.6) 
The lower the 2xR , the higher the tolerance, and the lower the degree of 
multicollinearity. The accepted normal cut-off value of the tolerance is 0.100 - 0.400 
The condition indices are used to evaluate the degree of multicollinearity. The 
condition indices are calculated with the eigenvalues 1λ , 2λ . The condition index 
represents the collinearity of combinations of variables in the dataset (actually the 
relative size of the eigenvalues of the matrix). The condition index k,  
max
min
k λλ=                                                   (3.7) 
imply moderate to strong multicollinearity (Hair et al., 
1998; Montgomery et al., 2001).  
proportion of variance (0.90 or above) for 
o or more coefficients (Hair et al., 1998).  
ns 
996); Allen (1997); Bierens (2004); Williams (2004) and Raudenbush et al. (2005). 
 
measures the variance of the eigenvalues. An informal rule of thumb is that if the 
condition index is lower than 15 there is no serious problem with multicollinearity. 
Condition indices higher than 30 
There exists another measure called the regression coefficient variance-decomposition 
matrix, which shows the proportion of variance for each regression coefficient (and its 
associated variable) attributable to each condition index. After having identified all the 
condition indices above 15 or 30, the variables with variance proportions above 90 
percent are recognized. A collinearity problem is indicated when one of the identified 
condition indices accounts for a substantial 
tw
 






For every regression model constructed with the dataset, the VIF values, the 
tolerances, the condition index and the variance-decomposition matrix have been 
calculated. Threshold values were used as indicated here above. 
 
 
3.9. Regression coefficients with the ‘wrong’ sign 
 
This paragraph is mainly based on Montgomery et al. (2001). 
 
Using multiple regression, occasionally the analyst experiences an apparent 
contradiction of intuition or theory when one or more of the regression coefficients 
seem to have the "wrong" sign. For example, the problem situation may imply that a 
particular regression coefficient is expected to be positive, while the actual estimate of 
the parameter is negative. This "wrong" sign problem can be disconcerting, as it is 
usually difficult to explain a negative estimate of a parameter to the model user when 
the user believes that the coefficient should be positive. Mullet (1976) points out that 
regression coefficients may have the wrong sign when:  
 
 
1. the range (variance) of some of the variables is too small; 
2. important variables have not been included in the model; 
3. multicollinearity is present; 
4. computational errors have been made.  
 
 
1. It is easy to see how the range (variance) of the independent variables can affect 
the sign of the regression coefficients of the independent variables. Consider the 



















                                    (3.8) 
 
where 2σ  is the error variance and xxS  is the variance for the independent variable x. 
The variance of the regression coefficient  is inversely proportional to the variance of 
the independent variable. Therefore, if the levels of x are all close together (low 
variance of the independent variable), the variance of  will be relatively large. In 
some cases, the variance of  could be that large that a negative estimate (for 
example) of a regression coefficient that is in reality positive results. The situation is 
illustrated in Figure 3.1, which plots the sampling distribution of . Examining this 
figure, it is obvious that the probability to obtain a negative estimate of  depends on 
how close the true regression coefficient is to zero and the variance of , which is 
greatly influenced by the variance of the independent variables. In some situations the 







Although it is possible in these cases to decrease the variance of the regression 
coefficients by increasing the range of the independent variables, it may not be 
desirable to spread the levels of the variables out too far. If the independent variables 
cover too large a range and the true response function is nonlinear, the analyst may 
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have to develop a much more complex equation to adequately model the curvature in 
the system. Furthermore, many problems involve a region of x-space of specific 
interest to the experimenter, and spreading the variables out beyond this region of 
interest may be impractical or impossible.  
In general a trade off is made between the precision of estimation, the likely complexity 
of the model, and the values of the variables of practical interest when deciding how far 























1b  < 0 
 
igure 3.1. The sampling distribution of  (Montgomery et al., 2001) 
. Wrong signs can also occur when important variables have been left out of the 
x1 x2 y 






model. In these cases, the sign is not really wrong. The partial nature of the regression 
coefficients causes the sign reversal. To illustrate, consider the following data: 
 
2 1 1 
4 2 5 
5 2 3 
6 4 8 
8 4 5 
10 4 3 
11 6 10 
13 6 7 
 





11.835 0.463y x= +  
 
where =0.463 is a “total” regression coefficient. That is, it measures the total effect of 1b
x1 ignoring the information content in x2. The model involving both x1 and x2 is:  
 





Note that now = - 1.222, and a sign reversal has occurred. The reason is that          
 = -1.222 in the multiple regression model is a “partial” regression coefficient; it 
measures the effect of x1  given that x2 is also in the model. The data from this example 
are plotted in Figure 3.2. The reason for the difference in sign between the partial and 
total regression coefficients is obvious from inspection of this figure. If we ignore the x2 
values, the apparent relationship between y and x1 has a positive slope. However, if we 
consider the relationship between y and x1 for constant values of x2, we note that this 
relationship really has a negative slope. A “wrong” sign in a regression model may 
indicate that important variables are missing. If the analyst can identify these variables 






































3. Multicollinearity can cause “wrong” signs for regression coefficients. In effect, 
severe multicollinearity inflates the variances of the regression coefficients, and this 
increases the probability that one or more regression coefficients have the wrong sign.  
 
4. Computational error is also a source of “wrong” signs in regression models, 
Different computer programs handle round-off or truncation problems in different ways, 
and some programs are more effective than others in this regard.  
 
 
Regression coefficients with unexpected signs have been found during the analysis of 
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3.10. Regression analysis with dummy variables   
 
 
A dummy variable is a variable that consists of a series of categories that are both 
exhaustive and mutually exclusive such that each observation is assigned to one and 
no more than one category (Allen, 1997). Examples of dummy variables are 
employment status (employed or unemployed), shifts (day, evening, or night), and sex 
(male or female). The use of a dummy variable is appropriate whenever the theory or 
previous knowledge suspects that behaviour differs between two different groups 
(Schröeder et al., 1986). Dummy variables are coded either as a one or as a zero, 
meaning if each observation is or is not a member of that specific category or group. 
 
When the original variable has only two categories, a single dummy variable is 
sufficient to capture the information. 
 
Another motivation to use dummy variables is to account more fully for the dependent 
variable, by making the errors smaller; and (2) to avoid a biased assessment of the 
impact of an independent variable, as a consequence of omitting another independent 
variable that is related to it (Fox, 1997). 
A very clear mathematical demonstration of the concept of dummy variables can be 
consulted in Fox (1997) and Kmenta (1971). 
 
If the dummy variable is significant, it means that the characteristic represented in the 
dummy variable demands two differentiated, but parallel regression lines. 
Two regression models can be then developed by fitting two separate straight-lines 
(one for each level of the category), which have the same slope or to develop just one 
model including the dummy variable. This single model, with the dummy variable 




We introduced dummy variables to study the effect of the presence of arable crops in 
the constructed regression models. Indeed the studied dataset consists of two groups 
of farms: farms with and without arable crops. Intuition suggests that developing two 
separated regression equations is an acceptable option. To confirm this assumption, 
the variable ‘% of arable crops’ was transformed into a dummy variable: the value of 1 



















The multiple regression model described until now is a model of the form: 
 




and becomes  
 
0 1 1 2 2 3 1Yˆ b b X b X b X X= + + +                                   (3.9) 
 
if interactions between independent variables occur.  is the coefficient of the 
interaction term. If  is significant, then an interaction effect between 
3b
3b 1X  and 2X  is 
present. 
 
The slope of the independent variable 1X  depends now on the value of 2X : 
 
( )0 1 3 2 1 2Yˆ b b b X X b X= + + + 2                                  (3.10) 
 
And the slope of the independent variable 2X  depends now on the value of 1X : 
 
( )0 2 3 1 2 1Yˆ b b b X X b X= + + + 1
3
                                  (3.11) 
 
The more variables are included in the model, the more interaction terms may appear 
in the model. With three independent variables the equation becomes:  
 
0 1 1 2 2 3 3 4 1 2 5 1 3 6 2 3 7 1 2Yˆ b b X b X b X b X X b X X b X X b X X X= + + + + + + +       (3.12) 
 
Where b0 is the intercept, b1, b2 and b3 are the coefficients of the main terms, b4, b5, b6 
and b7 are the coefficients of the interaction terms and X1, X2 and X3 are the 
independent variables. 
 
The slope of each variable depends on the levels of the other two independent 
variables. The slope of 1X  depends on the levels of 2X  and 3X : 
 
( )0 1 4 2 5 3 7 2 3 1 2 2 3 3 6 2 3Y b b b X b X b X X X b X b X b X X= + + + + + + +)  
 
 
Some authors affirm that if the aim of the study is not intentionally to study interactions, 
or that if no previous knowledge or theories suspect the presence of interactions, 
interaction terms can be excluded from the regression equation (Lewis-Beck, 1993). 
Others affirm that if interaction terms are found significant, they should be included in 
the model (Aiken and West, 1991; Ganzach, 1998; Franzese et al., 2001; Braumoeller, 
2004; Echambadi and Hess, 2004; Preacher, 2004; Gatignon and Vosgeran, 2005; 
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Lewis-Beck (1980) asks the question which model is correct: the model with or without 
interaction, presuming the regression coefficient being statistically significant and R2 
having the same value in both models. The answer is based on theoretical 
considerations and prior research, since the empirical evidence does not permit to 
decide between them. Jaccard et al. (1990b) state that interaction effects may not be 
theoretically appropriate. 
 
When checking for interactions, some interactive terms may be significant and others 
not. 
Some researchers drop nonsignificant terms and then reestimate the equation. Other 
researchers retain all of the terms irrespective of their statistical significance and 
interpret regression coefficients accordingly. The advantage of dropping terms with 
negligible impact is that it increases the degrees of freedom of the residual term, 
thereby increasing the power of the statistical test, everything else being equal. In 
addition, in certain circumstances, dropping negligible effects can have a positive 
influence on the standard errors of regression coefficients. The disadvantage of 
dropping terms with negligible impact is that their nonsignificance may be due primarily 
to low power, and the failure to be statistically significant may reflect a Type II error. 
Overall et al. (1981) show that under certain circumstances, deleting negligible terms 
can produce bias in the estimated regression coefficients. The recommendation of 
Jaccard et al. (1990a) is as follows: if a given effect is predicted by a strong theory, but 
it fails to manifest itself in the data via a statistically significant regression coefficient, 
then it is probably best to include the relevant term in the overall equation. Although 
there may be a slight loss in statistical power, the gain in the quality of the coefficient 
estimates usually is worthwhile. The inclusion or exclusion of a variable is first and 
foremost a theory problem and requires a theory-based solution. The issue should be 
dealt with first at the theoretical level and then only secondarily for statistical reasons 
(e.g., power or standard error concerns) (Jaccard et al., 1990a).  
 
Another complication when including interactive terms in a regression equation is the 
increase of the degree of multicollinearity, due to the close relationship between the 
interactive variable and the main variables. 
If there is only one interactive term included in the equation the degree of 
multicollinearity may not increase a lot, but if several interaction terms are included 
(when having a two or three way interaction), then the degree of multicollinearity could 
increase dramatically and standard errors could increase and the precision of the 
estimates of the regression coefficients could decrease. As a result, reliability of the 
coefficients is lost and it becomes difficult to interpret them. 
If the degree of multicollinearity between the main variables is low, the multicollinearity 
that arises by including the interactive terms in the equation, usually does not give too 
much trouble (Aiken and West, 1991 and Vaugh, T., personal communication). 
 
 
In the present study, interactions have been included in the model if they were 
significant. Excluding them from the model might provoke incorrect and non-
interpretable models with unreliable regression coefficients (Thas, O., personal 
communication).  
A hierarchical step-down procedure was used to eliminate interaction terms. An 
interaction term was not eliminated if a significant interaction term exists which contains 
the variables of the interaction (Deschepper, E., personal communication). If e.g. the 
interaction term  is not significant, but the interaction term  is 
significant, then the interaction term  was not eliminated. For further 
explanation about this elimination procedure see Aiken and West (1991). 
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3.11.1. Difficulties to interpret a model with interactions and solutions 
 
In a regression equation with interaction terms, there are independent variables 
that are not interactions (main variables) and there are interactions, which are 
independent variables formed by the multiplication of the main variables. 
 
Including interaction terms in the regression equation complicates the interpretation of 
the regression coefficients. The regression coefficient of a main effect term (b1 and b2 
in formula 3.9) represents the variation of the mean of the dependent variable when 
varying that independent variable (X1 or X2) one unit, holding the other independent 
variables in the regression equation (X2 or X1) constant at zero value.  
 
If, in formula 3.9, the value of 0 is assigned to X2, then the main effect term b2X2 = 0 
and the interaction term b3X1X2 = 0. In that case , and b1 represents the 
variation of  when X1 changes one unit, if X2 adopts the value of zero. 
0 1Yˆ b b X= + 1
Yˆ
For some situations this interpretation is meaningless. Suppose that the dependent 
variable of a model describing the nitrogen (N) flow on a farm, is ‘N surplus ha-1’ and 
the  two  independent variables are ‘Kg of N in concentrates ha-1’ and ‘livestock units 
ha-1’.   If   the   model    includes  the  interaction  term   ‘b3Kg  of  N  in  concentrates 
ha-1*Livestock units ha-1’, the interpretation of the regression coefficient of ‘Kg of N in 
concentrates ha-1’ is the change caused in the mean of ‘N-surplus ha-1’ when varying 
the ‘Kg of N in concentrates ha-1’ one unit, holding ‘Livestock units ha-1’ equal to zero, a 
situation that does not happen in reality because there exists no dairy farm with zero 




Centring is a procedure in which the mean of each variable is subtracted from every 
observation of the variables. Hence the new mean becomes zero. 
In case of centring, the regression coefficient of a particular variable represents the 
change or response in the conditional mean of the dependent variable when that 
particular independent variable increases with one unit, holding the rest of the 
independent variables included in the model constant and equal to their means. This 
interpretation is more meaningful than the interpretation of the regression coefficients 
of the uncentred model when the independent variables are kept constant at zero 
value (see explanation in 3.11.1). 
 
3.11.3. Simple slopes 
 
Simple slopes (or simple regression coefficients) are calculated in order to be able to 
interpret the regression coefficients of an independent variable when the rest of the 
independent variables are at different levels, so not just at their mean values as is the 
case with centring. 
Simple slopes (regression coefficients) can be calculated for each independent variable 
for every combination of levels of the other independent variables. The more 
independent variables included in the model, the more simple slopes an independent 
variable will have. 
For these simple slopes, standard errors and significance can be calculated as with 
additive multiple regression.  
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The relationship between the dependent and the independent variables are  
unambiguously portrayed in the simple slope equations regardless of whether these 
simple slope equations are generated from the centred or uncentred equations (Aiken 
and West, 1991). 
 
 
The general expression to calculate the standard error of the simple slope for Y on 1X   
at values of 2X  and 3X   is as follows:  
 
 
( ) ( ) ( ) ( ) (2 2 2 21 2 4 3 5 2 3 7 2 1 4 3 1 5[ 2bs Var b X Var b X Var b X X Var b X Cov b b X Cov b b= + + + + + )2  




where b1……bk are the regression coefficients, Xk the independent variables, Var the 
variance and Cov the covariance.            
The variance and covariance terms on the right-hand side of the equation are readily 
obtained from standard computer output. 
 
To calculate the confidence intervals, expression (3.3) is used. 
 
 
Final models containing interaction terms were centred and simple slopes were 
calculated in order to improve their interpretability. The levels of the independent 




3.12. Criteria used to select the final models 
 
From candidate multilinear regression models, eventually, the models with the highest 
explanatory value were selected as final model(s). Models were selected and preferred 
if: 
 
1. they had as many as possible independent variables that are relevant as known 
from previous knowledge; 
2. the included independent variables in the models were all significant; 
3. the assumptions of multiple regression were fulfilled; 
4. the degree of multicollinearity was low; 
5. they had no interaction terms;  
6. most variables were controlled; 
7. the independent variables were easy to collect; 








3.13. Influential observations  
 
 
An influential observation is an observation that has a strong influence in the results 
of the regression analysis and its deletion results in substantially different regression 
coefficients.  
 




1. an error in observations or data entry; 
2. a valid but exceptional observation that is explainable by an extraordinary 
situation; 
3. an exceptional observation with no likely explanation; 
4. an ordinary observation in its individual characteristics but exceptional in its 
combination of characteristics.  
 
Influential observations should not be automatically deleted (Fox, 1997; Freund and 
Wilson, 1998; Hair et al., 1998 and Montgomery et al., 2001) because they may be 
perfectly plausible observations. 
 
If errors in observation exist (situation 1), data are corrected or deleted. In situation 2, 
deletion of the case is warranted unless variables reflecting the extraordinary situation 
are included in the regression equation.  
The inclusion of an observation as given by situation 3 can not be justified but there is 
no reason to delete it. The decision depends on the value of the parameters used to 
detect it (3.13.1 - 3.13.6). 
The observation of condition 4 indicates modifications to the conceptual basis of the 
regression model and should be retained (Hair et al., 1998). 
 





The residuals are the most important tool to detect influential observations. The 
residual is calculated as the actual minus the predicted value of the dependent 
variable. 
The residuals are standardized to create a common scale.  
Observations exceeding the threshold value of the standardized residual can be 
considered influential observations. 
 
3.13.2. Leverage points 
 
The most common measure of the leverage of an observation is the Mahalanobis 
distance, which measures the distance of an observation from the mean values of the 
independent variables. There is no established cut-off value of this measure. The 
common practice is to look at the values and identify any observations with 
substantially higher values than the remaining observations. 
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3.13. 3. Cook's distance  
 
Cook’s distance is the most representative overall measure of the impact of an 
observation on all the regression coefficients. 
Values above the threshold value of 4 / (n - k – 1) where n is the number of 
observations and k is the number of independent variables can be considered 
influential observations (Hair et al., 1998).  
 
 
3.13.4. Standardized difference in fit (SDFFIT) 
 
SDFFIT is the change in the predicted value of the dependent variable if the current 
observation is deleted, divided by an estimate of its standard error.  










− −                                                  (3.14) 
 
where k is the number of independent variables and n the number of observations, has 
been suggested to detect influential observations (Hair et al., 1998). 
 
 
3.13.5. Covariance ratio (COVRATIO) 
 
A similar measure is the COVRATIO, which measures the effect of an observation in 
the precision of the estimation of the regression coefficients. It considers all the 
regression coefficients collectively (Freund and Wilson, 1998). 
A threshold can be established at: 
31 p
n
±                                                     (3.15) 
 
where p is the number of independent variables plus 1 and n is the number of 
observations. Values larger than 1 are values which increase the precision of the 




3.13.6. Standardized difference in fit of beta (SDFBETA) 
 
The SDFBETA measure the difference in each regression coefficient when deleting an 
influential observation. SDFBETAS higher than the threshold value of 2 n , where n is 
the number of observations, can be considered possible influential observations. 
 
More information about influential observations is given by Tabachnick and Fidell 
(1989); Stevens (1996); Allen (1997); Von Eye and Schuster (1998) and Montgomery 






The influential observations of the present dataset were detected by the parameters 
3.14. Model validation 
fter identifying the best regression model, the final step is to ensure that it represents 
erent individual from the model 
 
3.14.1. Additional or Split Samples 
 way to validate the model is to collect a new data sample from the population, test 
actical or impossible due to lack of 
3.14.2. Cross-validation 
ross-validation consists on splitting the data in two subsamples, in order to estimate 
 procedure of cross-validation is to estimate the model in a data sample with n - 1 
described in 3.13.1-3.13.6 and the decision to eliminate them was guided by the four 
reasons described in 3.13. The threshold value of 2 was set for the standardized 
residuals. Mahalanobis values higher than the mean of the Mahalanobis value plus one 
standard deviation were identified. For the rest of the parameters, the threshold values 





the general population (generalizability), that is, to measure how well the regression 
equation predicts on an independent sample of data.   
Frequently the user of the regression model is a diff
developer. Before the model is released to the user, some assessment of its validity 
should be made.  
 
A
the original model in the new data sample and see how accurate the model predicts the 
data. If the model predicts the data accurately, the user has greater confidence in the 
model and its building process. A second model can be developed in the new data 
sample and then compared with the original model. 
In many situations the collection of new data is impr
funds, time pressures or availability of respondents. When this is the case, another 
method, as cross-validation, can be used for validating the model. However, this 





the model in one of the subsamples (estimation subsample) and then apply it in the 
other subsample (validation subsample) to see how well it predicts the dependent 
variable scores.  
 
A
observations (where n is the total number of observations) and validate the model in 
the single observation not included in the data sample for the model estimation. For 
each observation the residuals are calculated. This procedure is repeated for each 
observation obtaining a set of n deleted residuals. Attention has to be paid to the 
predicted R2. The formula for predicted R2 is: 
2 1 PRESSPredicted R
SS Total
⎛ ⎞= − ⎜ ⎟⎝ ⎠
                                   (3.16) 
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where PRESS = prediction sum of squares and SS Total = total sum of squares 
(MINITAB help). 
The parameter PRESS is (Allen, 1971; Allen, 1974) the sum of squares of the residuals 
of each observation: 
 








PRESS e y y
= =
i
⎡ ⎤= = −⎣ ⎦∑ ∑                                 (3.17) 
 
One might prefer the model with the smallest PRESS. 
The predicted 2R lies between 0 and 1 and indicates how well the model predicts 
dependent variables for new observations, whereas 2R  indicates how well the model 
fits the data (MINITAB help). Larger values of predicted 2R suggest models of greater 
predictive ability (MINITAB help). If the difference between the 2R and the predicted 2R  
is less than 0.1, it indicates that the model is very reliable (Molinero, 2002). 
For more information about cross-validation see Montgomery et al. (2001). 
The collection of new data as recommended in “Additional or Split Samples” was not 
possible in the present study. Therefore, to validate the final models, cross-validation 
was used. Although it uses R2 as a validation criterion, it is a valid method to be used in 
explanatory models. We are aware of the limitations of this method, as we are aware 
that models, constructed with a dataset from the past, may be not able to explain 
current situations with the same accuracy. 
 
 
3.15. To summarize 
 
1. The multilinear regression analysis has been performed using the following main 
steps: 
a. Several multiple regression methods (substantive knowledge, stepwise and best-
subsets methods) were used in order to find as many as possible candidate models, 
reducing the possibility that a good model is not found.  
b. The verifications of the assumptions of multiple regression were conducted.  
c. The degree of multicollinearity (correlation among the independent variables, which 
is not desirable) was checked in order to assure a reliable interpretation of the 
regression coefficients. 
d. Interaction effects were checked.   
e. The influential observations of the models were studied, the models were validated 







2. Three different statistical software has been used: SPSS 16.0 and 12.0, S-PLUS 6.1 
and MINITAB 14.  
 
SPSS is the program which gives the most complete information about the 
multicollinearity diagnostics (tolerance values, VIF values, and collinearity diagnostics 
as the condition index or the proportion of the variance (see 3.8)). The multicollinearity 
is important because it influences the estimates of the regression coefficients and its 
interpretation. 
 
S-PLUS is the most adequate program to test the functional form of the relationships 
between the dependent and independent variables. The stepwise methods are most 
practically performed with this software. It is also fast and practical with the interaction 
analysis and some specific residual plots are of interest.  
 
MINITAB offers the best-subsets regression option for variable selection which is still 
not found in the most popular statistical programs. 
 
3. All the analyses performed: regression analysis, plots and interaction analyses can 
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4.1. Bivariate correlations 
 
As mentioned in 2.2, all the inputs (fertilizers, concentrates, by-products, straw, maize, 
etc.) represent quantities of N purchased from outside the farm.  
 
The bivariate correlations between the dependent variable and an independent variable 
are simple correlations. Table 4.1 shows the correlations between the dependent 
variable ‘Surplus ha-1’ and the candidate independent variables ordered from high to 
low. The matrix of correlations is given in Appendix Sur27.spo.doc.  
 
 
Table 4.1. Correlations between the dependent variable ‘Surplus ha-1’ and the 
independent variables ordered from high to low. The group number of each variable 
(defined in 3.4) is shown between brackets 
Independent variable Correlation with ‘Surplus ha-1’ 
Kg of N in fertilizers ha-1 (2) 0.819* 
Kg of N in fertilizers per ha grassland (2) 0.731* 
Kg of N in concentrates ha-1 (3) 0.674* 
Kg of N in by-products ha-1 (4) 0.609* 
Kg of N in cow concentrates ha-1 (3) 0.586* 
LU ha-1 (6) 0.578* 
Ha LU-1 (6) -0.543* 
Kg of N in by-products LU-1 (4) 0.528* 
LU dairy cows ha-1 (6) 0.520* 
Kg of N in milk ha-1 0.506* 
Kg of N in concentrates LU-1 (3) 0.486* 
Ha per LU dairy cows  (6) -0.467* 
Kg of N in cow concentrates dairy cow-1 (3) 0.419* 
Kg of N in purchased forage maize ha-1 (1) 0.404* 
Kg of N in cow concentrates per ha grassland (3) 0.328* 
Kg of N in purchased straw ha-1 (1) 0.326* 
Kg of N from fixation ha-1 (1) -0.270* 
Kg of N in milk dairy cow-1 0.255* 
LU per ha grassland (6) 0.245* 
% grassland (7) 0.223* 
% arable crops (7) -0.222* 
LU dairy cows per ha grassland (6) 0.208* 
% non-grass Forages (7) -0.189* 
Kg of N from deposition ha-1 (1) 0.045 
% dairy cows (5) -0.004 
*Significant for p<0.05 
 
 
The order of importance and the sign of the correlation with ‘Surplus ha-1’ are in 
agreement with findings of other studies. 
Aarts et al. (1992), Kuipers and Mandersloot (1999), Aarts et al. (2000), Van Keulen et 
al. (2000), Ondersteijn (2002), Ondersteijn et al. (2003a), Swensson (2003), Van Beek 
et al. (2003),  Steinshamn et al. (2004), Verbruggen et al. (2004), Nielsen and 
Kristensen (2005), Nevens et al. (2006), Oenema (2006), Vellinga (2006), and 
Thomassen (2008) affirm that the quantity of purchased fertilizers and concentrates are 
the most relevant variables positively correlated with the ‘Surplus ha-1’. ‘Kg of N in by-
products ha-1’ is a quite relevant positively correlated variable. ‘% arable crops’ is, as 
expected, negatively and moderately correlated with the ‘Surplus ha-1’. 
The variables of the group ‘Stocking density’ are moderate and positively correlated 
with the ‘Surplus ha-1’.  
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There are, however, some exceptions to what is expected: ‘% dairy cows’ is apparently 
not significantly correlated to ‘Surplus ha-1’ in the dataset of this study. This is studied in 
4.12. 
Another  variable,  ‘Kg of N in by-products ha-1 +  Kg of N in purchased forage maize 
ha-1’, might have been selected, reducing the number of variables in the equation, but 
its correlation with the dependent variable ‘Surplus ha-1’ is lower than the correlation of 
the single variables it contains.   
 
Some variables have unexpected signs: the negative sign of ‘Kg of N from fixation ha-1’ 
or the positive sign of the 2 variables of the group of milk production. Spurious relations 
are occurring (see 3.7 and 3.9). 
 
Nevertheless, simple correlations are not always trustworthy due to the existence of 
spurious relations.  Spurious relations give the impression of a link between two 
variables that is not valid (3.7). 
It would be necessary to perform multiple regression to know how the variables really 
change and to avoid spuriousness.   
 
A spurious relationship occurs between ‘Surplus ha-1’ and ‘Kg of N from fixation ha-1’. 
Its correlation coefficient and the regression coefficient in simple regression are both 
negative (-0.270* in Table 4.1 and -2.884*** in Table 4.2). This means that an increase 
in ‘Kg of N from fixation ha-1’ causes a decrease in the mean ‘Surplus ha-1’, allowing the 
rest of the variables to alter. However, in multiple regression (Table 4.3), the sign of ‘Kg 
of N from fixation ha-1’ reverses to positive (0.803***). This means that an increase of 
‘Kg of N from fixation ha-1’ causes an increase in the mean ‘Surplus ha-1’, holding 
constant the amount of purchased fertilizers. 
 
 





 B Std error Beta 
Constant 324.417*** 2.621  
Kg of N from fixation ha-1 -2.884*** 0.265 -0.270 




Table 4.3. Multiple regression of ‘Surplus ha-1’ on ‘Kg of N from fixation ha-1’ and ‘Kg of 






B Std error Beta 
Constant 93.253*** 4.631  
Kg of N from fixation ha-1 0.803*** 0.172 0.075 
Kg of N in fertilizers ha-1 1.146*** 0.022 0.850 
                 *Significant for p<0.05; **Significant for p<0.01; ***Significant for p<0.001 
 
 
This sign reversal occurs because ‘Kg of N from fixation ha-1’ is negatively and 
moderately correlated to ‘Kg of N in fertilizers ha-1’ (-0.405*) (Appendix Sur27.spo.doc).  
 
The negative correlation between ‘Kg of N from fixation ha-1’ and ‘Kg of N in fertilizers 
ha-1’ indicates that farms with an increased fixation of N per ha, normally also have a 
lower input of fertilizers. 
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This is a valid statement, since, N fixation in dairy farms in Flanders mostly comes from 
grass clover swards. It is common knowledge that the white clover in these swards 
does not thrive when a lot of fertilizer N is dressed.  
 
 
Adding ‘Kg of N in concentrates ha-1’ to the regression equation of Table 4.3  keeps the 
sign of ‘Kg of N from fixation ha-1’ positive (Table 4.4) because ‘Kg of N in concentrates 
ha-1’ is negatively (despite lowly) correlated (-0.188*) (Appendix Sur27.spo.doc) with 
‘Kg of N from fixation ha-1’.  
 
 
Table 4.4. Multiple regression of ‘Surplus ha-1’ on ‘Kg of N from fixation ha-1’, ‘Kg of N 






B Std error Beta 
Constant 15.828*** 3.092  
Kg of N from fixation ha-1 1.220*** 0.101 0.114 
Kg of N in fertilizers ha-1 0.974*** 0.013 0.723 
Kg of N in concentrates ha-1 1.184*** 0.022 0.484 




4.2. Variable selection and multiple regression 
 
To find the subset of variables to be used in the final equation, models with various 
combinations of candidate variables were fitted. 
 
There are 25 independent candidate variables (see Table 3.2) to be included in the 
regression equation.  
Three possible variable selection methods (see 3.5.1, 3.5.2 and 3.5.3) were used in 
order to choose the best combination of variables. 
 
 
4.2.1. Method of confirmatory specification or substantive knowledge 
 
 
This method completely specifies the set of independent variables. There is total 
control over the variable selection (see 3.5.1). 
 
The most important criterion is the substantive knowledge of the research context.  
It is important not to commit specification error as indicated in 3.5. 
 
Applying the substantive knowledge method, one variable is selected from each of the 
groups defined in Table 3.2. The criteria to select the variable are (1) high relevance 
with ‘Surplus ha-1’ as known from previous studies (2) if the relevance is similar, then 
the highest correlation with ‘Surplus ha-1’ is taken into account (3) a variable easy to 
collect and (4) the denominators are preferred to be equal among them and equal to 
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4.2.1.1. Ascendant substantive knowledge method starting with 1 variable 
 
In the substantive knowledge method (confirmatory specification) the researcher 
selects all the variables to be included in the model using his/her widest knowledge on 
the subject (see 3.5.1).  
We have split this method in the ascendant substantive knowledge method and the 
descendant substantive knowledge method. 
The ascendant substantive knowledge method, instead of adding all the candidate 
variables at once, starts with a simple regression of the dependent variable on the 
independent variable, which, in the researcher’s opinion, is the most relevant variable. 
The researcher continues adding independent variables, step by step, from high to low 
relevance known by his/her substantive knowledge. 
 
 
4.2.1.1.1. Developing different models 
 
In the coming pages, the process for the creation of models with the ascendant 
substantive knowledge method is described. 
 
Models are identified by the letters AS (ascendant substantive) followed by a number. 
 
Model AS 1 is calculated as a simple regression of ‘Surplus ha-1’ on the independent 
variable ‘Kg of N in fertilizers ha-1’ because (1) this variable has the highest relevance 
with ‘Surplus ha-1’ as known from the literature (see 4.1), (2) it is the variable from the 
group ‘Fertilizers’ significantly strongest correlated with the ‘Surplus ha-1’ (0.819*) (see 
Table 4.1), (3) it is easier to measure than ‘Kg of N in fertilizers per ha grassland’ and 
(4) it has the same denominator as the dependent variable ‘Surplus ha-1’.  
This is a simple regression model and its ‘information content’ is very limited. It is not 
presented in Table 4.5 but it can be consulted in Appendix Sur31.spo.doc. 
 
Since Model AS 1 delivers satisfactory statistics, new variables can be included. 
 
Both variables (‘Kg of N in fertilizers ha-1’ and ‘Kg of N in fertilizers per ha grassland’) 
might have been included in the model because both of them are relevant and 
significant. However, the increase in R2 (0.672) is not significant and the degree of 
multicollinearity increases when including them in the same model. Both variables are 




Model AS 2 is a multiple regression of ‘Surplus ha-1’ on ‘Kg of N in fertilizers ha-1’ and 
‘Kg of N in concentrates ha-1’. The new variable, ‘Kg of N in concentrates ha-1’, is 
selected because (1) of its relevance with ‘Surplus ha-1’ as known from literature, (2) it 
is the variable of the group ‘Concentrates’ with the highest correlation (0.674*) with the 
dependent variable ‘Surplus ha-1’ and (3) of its denominator.  
As Model AS 2 delivers satisfactory statistics, a third variable can be included. Model 
AS 2 also has limited ‘information content’ and it is not presented in Table 4.5 but it can 
be consulted in Appendix Sur35.spo.doc and in Appendix Sur47.doc. 
 
At this stage of the process, the selection of the variables becomes more difficult 







Model AS 3 (Table 4.5) includes ‘Kg of N in by-products ha-1’ as a third variable. It 
belongs to the group ‘By-products’, and it is selected because (1) of its relevance as 
known from literature, (2) because it is the variable of the group ‘By-products’ with the 
highest  correlation (0.609*) with the dependent variable ‘Surplus ha-1’ and (3) it has the 
same denominator as the other two independent and the dependent variable (ha).  
As Model AS 3 delivers satisfactory statistics, a fourth variable can be included. 
 
Model AS 4 (Table 4.5) includes the variable ‘LU ha-1’ from the group ‘Stocking density’ 
because (1) some substantive knowledge exists about the effect of the stocking density 
on the surplus and (2) it is the variable  from the group ‘Stocking density’, with the 
highest correlation (0.578*) with the dependent variable.  
If a theoretically relevant variable is excluded from the regression equation, a 
specification error could be made. Hence, we continue adding a fifth variable to Model 
AS 4. 
 
Model AS 5 adds the variable ‘% arable crops’ from the group ‘Land distribution’ 







Table 4.5. Modelling Surplus ha-1. Characteristics (variables, R2, coefficients, multicollinearity) of the models developed with the ascendant 
substantive knowledge method. The model in blue is the candidate model 
Model Variables R2 Coefficients Multicollinearity Appendix 





   B Std 
error 
Beta    
AS 3  0.916      Sur35.spo.doc  
 Constant  48.525*** 2.494    Sur47.doc 
 Kg of N in fertilizers ha-1  0.897*** 0.011 0.665 0.909 1.100  
 Kg of N in concentrates ha-1  0.786*** 0.024 0.321 0.591 1.691  
 Kg of N in by-products ha-1  0.957*** 0.036 0.254 0.612 1.635  
AS 4  0.918      Sur36.spo.doc 
 Constant  67.367*** 3.789     
 Kg of N in fertilizers ha-1  0.908*** 0.011 0.674 0.886 1.129  
 Kg of N in concentrates ha-1  0.868*** 0.027 0.354 0.460 2.174  
 Kg of N in by-products ha-1  1.058*** 0.039 0.281 0.514 1.946  
 LU ha-1  -10.064*** 1.539 -0.075 0.414 2.417  
AS 5  0.919      Sur37.spo.doc 
 Constant  68.153*** 3.913     
 Kg of N in fertilizers ha-1  0.905*** 0.011 0.672 0.863 1.159  
 Kg of N in concentrates ha-1  0.866*** 0.026 0.354 0.460 2.173  
 Kg of N in by-products ha-1  1.058*** 0.038 0.281 0.513 1.947  
 LU ha-1  -9.948*** 1.536 -0.074 0.411 2.432  






R2: Coefficient of determination; B: unstandardized regression coefficient; ***Significant for p<0.001; Std error: Standard error of the unstandardized regression coefficient; 
Beta: Standardized regression coefficient; Tol: Tolerance values; VIF: Variance Inflation Factor  
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4.2.1.1.2. Selection of the candidate model 
 
Model AS 4 is considered a candidate model because: 
 
1. the included variables are considered relevant from previous knowledge; 
2. all the variables are significant; 
3. it has more ‘information content’ than the other models; 
4. it shows the highest R2 (0.918) and the lowest standard error of the estimate 
(29.50); 
5. the multicollinearity degree is acceptable; 
6. it fulfils all the assumptions of multiple regression (see 3.2). 
 
 
4.2.1.2. Descendant substantive knowledge method (DSKM) 
 
A regression equation as Model AS 4, developed with the ascendant substantive 
knowledge method, does not take into account the presence of other variables 
excluded from the model that are correlated to the independent variables included in 
the model and that are also correlated to the dependent variable (see correlation matrix 
Appendix Sur27.spo.doc). 
 
These excluded variables can provoke either a bias of the estimators of the regression 
coefficients of the included independent variables (because the excluded variables are 
potential confounders or because their exclusion might create a specification error) or a 
modification of the estimators. The modification may cause a difficult interpretation 
because one should take into account that the estimators capture the effects of the 
excluded variables.  
   
In an ideal situation (Figure 4.1), (1) all the variables highly correlated with the 
dependent variable are included in the equation (2) the independent variables included 
in the equation are lowly or not correlated among them (orthogonal variables) and (3) 
the independent variables included in the equation are lowly or not correlated with the 























Figure 4.1. Ideal correlations among the dependent variable (D.V.) and the two 
independent variables included in the model (I.V1. included and I.V2.included) and an 
independent variable excluded from the model (I.V.excluded) when constructing a 
regression model. H: High, L: Low 
 50 
Modelling ‘N surplus ha-1’ 
This situation rarely occurs in reality and neither did it occur in this study. In reality, the 
independent variables included in the model can be highly or moderately correlated 
to the dependent variable and can be highly, moderately or lowly correlated to the 
excluded variables. 
 
The DSKM takes into account all the potential consequences of the correlations among 
variables. 
 
The steps taken to develop the models are listed below: 
 
1. The DSKM starts considering the whole dataset of records of farms.  
2. It includes as many as possible aspects of the management of the farm 
(independent variables) in the equation.   
3. It excludes step by step the variables that are the least relevant as known from 
literature and that are lowly or moderately correlated to the dependent variable. 
4. However, if the correlation between such an excluded variable and an included 
independent variable is moderate or high, the exclusion may cause the problems 
described here above.  
5. In this case, a new smaller dataset is chosen from the original dataset. The new 
dataset must be still large enough. All the observations of the new smaller dataset have 
a constant value for the variables to be excluded. Acting like this, excluded variables 
are controlled. 
6. Once the new subset is created and a variable is excluded from the equation, 
another variable is selected for possible exclusion. 
 
 
The correlation between two variables is considered: 
 
Low (bivariate correlation coefficient < 0.200) 
Moderate (0.200 < bivariate correlation coefficient < 0.500) 




4.2.1.2.1. Candidate variables 
 
Twenty four variables are considered as candidate variables in Table 3.2. However, it 
is not possible to start the descendant substantive knowledge method including so 
many variables. Therefore, a preselection of variables is done based on logical 
considerations.  
The criteria used to reduce the group of 24 variables of Table 3.2 into the group of 14 
variables of Table 4.6 are: 
 
1. variables from all the different groups must be present;  
2. because of the difficulty (the lack of substantive knowledge) to choose a 
variable within a certain group of variables, the variable which is the easiest to 
measure was adopted; 
3. also variables with the denominator equal to the denominator of the dependent 
variable ‘Surplus ha-1’ are chosen.  
 
Proceeding that way, the list of 24 variables presented in Table 3.2 is reduced to a set 




Table 4.6. Candidate variables for the inclusion in the descendant substantive 
knowledge multiple regression. Variables in bold are the selected  variables 
Group Variables 
Group 1: Other  inputs 
 
‘Kg of N in purchased straw ha-1’ 
‘Kg of N in purchased forage maize ha-1’ 
‘Kg of N from deposition ha-1’ 
‘Kg of N from fixation ha-1’  
Group 2: Fertilizers ‘Kg of N in fertilizers ha-1’ 
Group 3: Concentrates 
 
‘Kg of N in dairy cows concentrate ha-1’ 
‘Kg of N in concentrates ha-1’ 
Group 4: By-products ‘Kg of N in by-products ha-1’ 
Group 5: % dairy cows ‘% dairy cows’ 
Group 6: Stocking Density 
 
‘LU ha-1’ 
‘LU dairy cows ha-1’ 
Group 7: Land Distribution 
 
‘% grassland’ 
‘% non-grass forages’ 
‘% arable crops’ 
 
 
Since including the 14 variables of Table 4.6 in a regression equation is still an 
unfeasible approach, a further selection of variables was conducted. Priority has been 
given to statistical significant variables of which substantive knowledge is available. 
 
Groups 1, 3, 6 and 7 (Table 4.6) contain more than one variable.  
 
Within group 1, the variable ‘Kg of N from deposition ha-1’ is not selected because (1) 
there exists no substantive knowledge about this variable having a relevant influence in 
the ‘Surplus ha-1‘ and (2) because its correlation with the dependent variable ‘Surplus 
ha-1‘ is not significant (see Appendix 27.spo.doc).  
Within group 3, the variable ‘Kg of N in concentrates ha-1’ is preferred above ‘Kg of N in 
dairy cows concentrates ha-1’ because (1) it is slightly easier to measure and (2) it has 
a higher partial correlation once other relevant variables, like ‘Kg of N in fertilizers ha-1’ 
or ‘Kg of N in by-products ha-1’, are included in the model. 
 
Within group 6, the variable ‘LU dairy cows ha-1’ has a much higher partial correlation 
and is preferred (see Appendix Sur91). 
 
Variables not considered relevant by the literature as ‘Kg of N from deposition ha-1’ and 
‘% of non-grass forages’ and variables without significant correlations with the 
dependent variables,  as ‘Kg of N from deposition ha-1’ and ‘% dairy cows’ are not 
selected  (see correlation matrix in Appendix 57.spo.doc). 
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4.2.1.2.2. Steps taken to develop the models 
 
A large number (52) of models were developed with different combinations of the 9 
variables in bold in Table 4.6.  
 
Models are identified by the letters DS (descendant substantive) followed by a number 
and sometimes followed by the name of the variables that are excluded from the 
model. 
 
In Appendix Sur82.doc, some of the 52 models tested are shown.  
 
In Table 4.7, 11 models selected from the tested 52 models are shown (they are 
indicated in blue letters in Appendix Sur82.doc). These 11 models do not include any 
non significant variable, any ‘dummy variable % arable crops’ and the interaction terms 
can be calculated. There were constructed as follows.  
 
Step 1: The first model (Model DS 0) includes all the variables (9 variables). The whole 
dataset (1511 observations) is used. Some variables have a not significant regression 
coefficient. 
 
Step 2: A new model is calculated (Model DS 1) excluding the variables that were not 
significant in the previous model. The whole dataset is used. 
 
Step 3: Model DS 1.0 is similar to Model DS 1 but it replaces the variable ‘% arable 
crops’ by the ‘dummy variable % of arable crops’ (see Appendix Sur82.doc).  
If the ‘dummy variable % arable crops’ is not significant, Model DS 1 will be taken into 
account. If it is significant, the dataset is split in two: one subset with records of farms 
without arable crops (Model DS 1.1) and another subset with records of farms with 
arable crops (Model DS 1.2).  
 
Step 4: Model DS 2 is similar to Model DS 1, but the least relevant variable (known 
from literature or the variable with the lowest partial correlation) is removed. If the 
removed variable is moderately or highly correlated with the independent variables 
included in the model (correlation > 0.200), the dataset is reduced and includes records 
of farms with a null input of the excluded variable. This allows to control the variable 
(see 4.2.1.2). If the removed variable is lowly correlated with the variables included in 
the model (correlation < 0.200), the dataset is kept the same. 
 
Step 5: Step 2 to Step 4 are repeated. 
 
The variables that were removed in the different steps were:  
 
‘Kg of N in purchased forage maize ha-1’ is excluded from Model DS 1, because 
there is no substantive knowledge about the influence of this variable in the surplus. 
This variable is moderately correlated to the variable ‘Kg of N in concentrates ha-1’ 
(0.335*) and to the variable ‘Kg of N in by-products ha-1’ (0.494*), which are included in 
the model (see Appendix 57.spo.doc). This variable also presents a moderate 
correlation with the surplus (0.404*). Therefore, the dataset is reduced and includes 
records of farms with a null input of purchased forage maize. The dataset is reduced 
from 1511 to 1381 records. 
 
‘Kg of N in purchased straw ha-1’ is excluded from some models because the 
literature never considers this variable as an important one and because it is the 
variable with the lowest correlation with the dependent variable ‘Surplus ha-1’ (0.162*) 




to the variables included in the equations, the dataset remains the same (1381 
records).  
 
‘Kg of N from fixation ha-1’ is excluded from Model DS 2 without ‘straw’ because the 
literature does not consider it as one of the most important variables and because it is 
zero in most farms. In this study, ‘Kg of N from fixation ha-1’ is moderately correlated 
with the dependent variable ‘Surplus ha-1’. Since this variable is also moderate 
correlated to the variable ‘Kg of N in fertilizers ha-1’ (-0.420*) included in the model (see 
Appendix Sur61.spo.doc), the dataset is reduced from 1381 to 1303 records and 
includes records of farms with null input of N in purchased forage maize and from 
fixation. 
 
‘% of arable crops’ is excluded from some models because the literature does not 
consider it as one of the most important variables. Since it is lowly correlated to the 
variables included in the model, the dataset remains the same (1303 farm records with 





Table 4.7. Modelling Surplus ha-1. Characteristics of the candidate models selected by the descendant substantive knowledge method. Models 





Model Dataset Variables R2 Std error 
of the 
Estimate     B                  Std     
                        error 
Beta 





DS 2.1 maize=0 & 
without arable 
crops 
 0.953 19.70      15.905 yes Sur1000.
doc 
Sur2.rtf 
  Constant   85.616*** 2.982       
  ‘Kg of N in purchased straw ha-1’   0.754** 0.266 0.019 0.935 1.069    
  ‘Kg of N from fixation ha-1’   1.068*** 0.068 0.112 0.833 1.201    
  ‘Kg of N in fertilizers ha-1’   0.994*** 0.009 0.837 0.779 1.284    
  ‘Kg of N in concentrates ha-1’   0.923*** 0.021 0.380 0.535 1.869    
  ‘Kg of N in by-products ha-1’   1.021*** 0.036 0.241 0.594 1.684    
  ‘LU dairy cows ha-1’   -36.846*** 1.650 -0.203 0.505 1.982    
DS 2.2 maize=0 & 
with arable 
crops 
 0.928 19.03      17.214 yes Sur1001.
doc 
Sur2.rtf 
  Constant   73.374*** 6.964       
  ‘Kg of N in purchased  straw ha-1’   1.664* 0.651 0.049 0.827 1.209    
  ‘Kg of N from fixation ha-1’   0.870*** 0.132 0.147 0.603 1.658    
  ‘Kg of N in fertilizers ha-1’   0.981*** 0.027 0.784 0.653 1.532    
  ‘Kg of N in concentrates ha-1’   0.994*** 0.044 0.533 0.544 1.839    
  ‘Kg of N in by-products ha-1’   0.871*** 0.112 0.177 0.581 1.720    




 maize=0  0.952 19.86      15.628 yes Sur63.spo
.doc 
Sur3.rtf 
  Constant   84.535*** 2.785       
  ‘Kg of N from fixation ha-1’   1.042*** 0.059 0.114 0.814 1.229    
  ‘Kg of N in fertilizers ha-1’   0.995*** 0.008 0.824 0.736 1.358    
  ‘Kg of N in concentrates ha-1’   0.951*** 0.019 0.397 0.537 1.863    
  ‘Kg of N in by-products ha-1’   1.019*** 0.034 0.230 0.601 1.664    
  ‘LU dairy cows ha-1’   -37.255*** 1.540 -0.207 0.473 2.115    





R2: Coefficient of determination; B: unstandardized regression coefficient; *Significant for p<0.05; **Significant for p<0.01; ***Significant for p<0.001;   Std 
error: Standard error of the unstandardized regression coefficient; Beta: Standardized regression coefficients; Tol: Tolerance; VIF: Variance Inflation Factor; 
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     B Std error Beta      




 0.954 18.98      16 no Sur64.spo.doc 
Sur48.doc 
Sur4.rtf 
  Constant   83.939*** 2.724       
  ‘Kg of N in purchased straw ha-1’   1.087*** 0.244 0.027 0.932 1.073    
  ‘Kg of N in fertilizers ha-1’   0.997*** 0.008 0.784 0.889 1.125    
  ‘Kg of N in concentrates ha-1’   0.950*** 0.019 0.405 0.542 1.844    
  ‘Kg of N in by-products ha-1’   1.013*** 0.033 0.237 0.582 1.717    
  ‘LU dairy cow ha-1’   -37.883*** 1.519 -0.213 0.482 2.074    
  ‘% of arable crops’   -0.931*** 0.244 -0.023 0.933 1.072    





 0.956 18.63      16 no Sur1002.doc 
Sur8.rtf 
  Constant   85.767*** 2.873       
  ‘Kg of N in purchased straw ha-1’   0.972*** 0.254 0.025 0.937 1.067    
  ‘Kg of N in fertilizers ha-1’   0.995*** 0.008 0.800 0.928 1.078    
  ‘Kg of N in concentrates ha-1’   0.934*** 0.020 0.394 0.552 1.810    
  ‘Kg of N in by-products ha-1’   1.026*** 0.034 0.250 0.588 1.702    
  ‘LU dairy cows ha-1’   -37.712*** 1.595 -0.213 0.511 1.957    




 0.921 19.45      17 yes Sur1003.doc 
Sur10.rtf 
  Constant   73.370*** 7.230       
  ‘Kg of N in purchased straw ha-1’   1.828* 0.767 0.048 0.884 1.131    
  ‘Kg of N in fertilizers ha-1’   0.984*** 0.028 0.693 0.922 1.085    
  ‘Kg of N in concentrates ha-1’   1.006*** 0.047 0.549 0.553 1.808    
  ‘Kg of N in by-products ha-1’   0.886*** 0.117 0.184 0.610 1.641    
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 0.954 19.10      16 yes Sur65.spo.do
c 
Sur56.rtf 
  Constant   84.867*** 2.735       
  ‘Kg of N in fertilizers ha-1’   0.998*** 0.008 0.784 0.889 1.124    
  ‘Kg of N in concentrates ha-1’   0.964*** 0.019 0.411 0.557 1.794    
  ‘Kg of N in by-products ha-1’   1.031*** 0.033 0.241 0.591 1.691    
  ‘LU dairy cows ha-1’   -38.457*** 1.525 -0.216 0.486 2.059    








 0.955 18.74      15 no Sur1004.doc  
Sur7.1.rtf 
  Constant   86.687*** 2.881       
  ‘Kg of N in fertilizers ha-1’   0.996*** 0.008 0.801 0.928 1.078    
  ‘Kg of N in concentrates ha-1’   0.946*** 0.020 0.400 0.568 1.761    
  ‘Kg of N in by-products ha-1’   1.041*** 0.034 0.254 0.595 1.681    








 0.919 19.66      16 yes Sur1005.doc  
Sur11.rtf 
  Constant   74.409*** 7.294       
  ‘Kg of N in fertilizers ha-1’   0.986*** 0.028 0.694 0.922 1.084    
  ‘Kg of N in concentrates ha-1’   1.023*** 0.047 0.558 0.565 1.769    
  ‘Kg of N in by-products ha-1’   0.946*** 0.116 0.196 0.639 1.566    
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     B Std 
error 
Beta      
DS 4 without 
‘% arable 










  Constant   80.822*** 2.612       
  ‘Kg of N in purchased straw ha-1’   1.081*** 0.246 0.027 0.932 1.073    
  ‘Kg of N in fertilizers ha-1’   1.002*** 0.008 0.787 0.911 1.098    
  ‘Kg of N in concentrates ha-1’   0.949*** 0.019 0.405 0.542 1.844    
  ‘Kg of N in by-products ha-1’   1.014*** 0.033 0.237 0.582 1.717    
  ‘LU dairy cows ha-1’   -37.170*** 1.516 -0.209 0.490 2.043    














  Constant   81.768*** 2.621       
  ‘Kg of N in fertilizers ha-1’   1.003*** 0.008 0.788 0.911 1.098    
  ‘Kg of N in concentrates ha-1’   0.963*** 0.019 0.411 0.558 1.794    
  ‘Kg of N in by-products ha-1’   1.032*** 0.033 0.242 0.591 1.691    
  ‘LU dairy cows ha-1’   -37.746*** 1.521 -0.212 0.493 2.028    
C
hapter 4 
Modelling ‘N surplus ha-1’ 
4.2.1.2.3. Selection of candidate models       
 
Criteria used to select candidate models (presented in a random order): 
 
1. inclusion of the most relevant variables as known from substantive knowledge;  
2. a good control of variables: the more variables are controlled (see 4.2.1.2), the 
better; 
3. absence of interaction effects; 
4. low degree of multicollinearity; 
5. high R2, low standard error of the estimate and low standard errors of the 
regression coefficients; 
6. it is preferable that the final model includes farms with and without arable crops for 
ease of implementation (if the ‘dummy variable % arable crops’ has been not 
significant). It is easier to work with one model than with two different ones (see 
3.10). If two different models are selected, it is then preferred that both models are 
as similar as possible (for example, that both models do not have interaction 
effects). 
 
Among the models presented in Table 4.7, Model DS 4, Model DS 4 without ‘% arable 
crops’ and Model DS 4 without ‘% arable crops’ & without ‘Straw’ are the models that 
fulfil most of the criteria mentioned in 4.2.1.2.3. For ease of communication they are 
called: Model DS 4A, Model DS 4B and Model DS 4C. 
 
 
Further comparisons of the candidate models are done in 4.2.4. 
 
 
4.2.2. Stepwise methods 
 
Regression analysis is performed using the ‘stepwise methods’ (see 3.5.3), since 
models developed with the ascendant and descendant substantive knowledge method 
(see 4.2.1) may not be the ‘best’ possible models and other possible adequate 
combinations of independent variables may exist.  
 
As explained in 3.5.3, stepwise methods can be classified into three broad categories: 
forward selection, backward selection, and stepwise regression. Models developed 
with the stepwise method are identified as S models, the second letter F, B and S 
referring to the three different categories. 
 
 
4.2.2.1. Forward selection (SF Models) 
 
This procedure begins with the assumption that there are no variables in the model 
other than the intercept. An optimal subset of independent variables is found by 
inserting variables into the model one at a time. 
 
a) The forward selection procedure, performed with S-PLUS, starts with the whole 
set of 24 candidate independent variables presented in Table 3.2 (dummy variable ‘% 
arable crops’ not included). Results are shown in Table 4.8 (see Appendix 




Table 4.8. Characteristics of Model SF: stepwise forward regression of ‘Surplus ha-1’  






  B Std 
error 
Beta Tol VIF 
Constant  83.459*** 2.646    
Kg of N in fertilizers ha-1  1.002*** 0.008 0.743 0.740 1.351 
Kg of N in concentrates ha-1  0.982*** 0.018 0.401 0.499 2.003 
Kg of N in by-products ha-1  1.039*** 0.031 0.276 0.417 2.397 
LU dairy cows ha-1  -39.471*** 1.502 -0.211 0.436 2.294 
Kg of N in purchased forage 
maize ha-1 
 0.923*** 0.049 0.116 0.740 1.350 
Kg of N from fixation ha-1  1.045*** 0.062 0.098 0.825 1.211 
R2 = 0.958      
Std error of the estimate = 21.22      
F = 5688 on 6 and 1504 degrees of freedom   
*** Significant for p < 0.001               
 
  
Model SF, is an amplification of Model AS 3 and Model DS 4C. 
 
The magnitudes and signs of the regression coefficients are as expected, except for 
the regression coefficient of the variable ‘LU dairy cows ha-1’, which has an unexpected 
negative sign. The explanation is given in 3.9 and 4.3. All the regression coefficients 
are significant. 
The  beta coefficients  show  that the most relevant variable is ‘Kg of N in fertilizers 
ha-1’. 
R2 is high: 0.958  
The F-statistic of this model is high enough to make the model significant at a 0.05 p 
level. 
 
Regarding multicollinearity, all the tolerance values are above the cut-off values of 
0.100 (or 0.400) and all the VIF values are under the cut-off values of 10 (or 2.5). 
The condition index (15.032) (see Appendix Sur38.spo.doc) is lower than the cut-off 
value of 15 (or 30) and there are less than two variables with variance proportions 
higher than 0.90 for the highest condition index.  
 
b) In a second step, the forward selection procedure is performed with a reduced set of 
candidate variables, i.e. the most appropriate 14 candidate variables as identified in 
Table 4.6. 
The resulting model is the same model as the model using all 24 variables (Table 4.8). 
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4.2.2.2. Backward elimination 
 
The backward elimination delivers Model SB, with a higher number of variables than 
Model SF. Usually, the simplicity of Model SF is preferred. 
 
a) The backward elimination procedure, performed with S-PLUS, starts with the 
complete set of 24 candidate independent variables. The procedure eliminates 5 
variables; so Model SB eventually contains 19 variables. Results are shown in 
Appendix Sur39.spo.doc and Appendix Sur29.doc. 
 
Model SB has a too high degree of multicollinearity, caused by the large number of 
independent variables (19). There are 11 tolerance values below the cut-off value of 
0.100 and 11 VIF values above the common cut-off value of 10. The condition index is 
extremely large. The multicollinearity is reflected in the uninterpretable and illogic signs 
and magnitudes and the very large standard errors of the regression coefficients. This 
model is totally impractical. 
 
b) Performing the backward elimination procedure with the reduced set of 14 candidate 
variables (Table 4.6) results in a model including 13 variables (see Appendix 
Sur40.spo.doc and Appendix Sur30.doc). This model suffers from multicollinearity 
because of the large number of variables, making the interpretation of the regression 
coefficients not possible. 
 
So the backward elimination does not give acceptable results. Therefore, Model SF, 
obtained with the forward selection procedure is preferred. 
 
 
4.2.2.3. Stepwise regression 
 
The resulting models of the stepwise regression method both with the set of 24 and 14 
independent variables (as done in 4.2.2.1 and 4.2.2.2) are the same as the models 
developed with the backward elimination method (see Appendix Sur39.spo.doc, 
Appendix Sur29.doc and Appendix Sur30.doc Appendix Sur40.spo.doc).  
 
4.2.2.4. Resume of the best models 
 
Model SF is the best model from all models developed with the stepwise procedure. It 
has similarity with the models developed by the ascendant and descendant substantive 














4.2.3. Best-subsets regression 
 
The best-subsets regression method, performed with MINITAB (version 14), examines 
all the possible combinations of variables and selects the best 5 models with 3 to 7 
variables included (Table 4.9 and Appendix Sur1.mpj.doc).  
 
This method was applied to find models with new combinations of variables and with 
new nuances or details and to find out if the degree of multicollinearity might be 
improved.  
 
Models are identified as BS models (Table 4.9). The first additional number reflects the 
number of included variables and the second number refers to the R2 of the model: the 
lower the second number, the higher R2. 






Model R2  Variables 
Identification of the variables   Number of 
variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
91.6 3     X    X    X           BS 3.1  
BS 3.2 91.2 3   X  X    X                
BS 3.3 90.9 3     X    X   X             
BS 3.4 90.5 3     X  X      X            
BS 3.5 89.2 3     X   X     X            
BS 4.1 94.0 4     X    X    X     X       
BS 4.2 93.3 4     X    X    X        X    
BS 4.3 93.1 4   X  X    X    X            
93.0 4     X  X      X X           BS 4.4 
BS 4.5 92.9 4     X    X X   X            
BS 5.1 95.0 5   X  X    X    X     X       
94.8 5    X X    X    X     x       BS 5.2 
BS 5.3 94.5 5   X  X    X    X        x    
BS 5.4 94.3 5   X  X    X   X      x       
BS 5.5 94.2 5     X    X   X X     X       
BS 6.1 95.8 6   X X X    X    X     X       
BS 6.2 95.1 6  X X  X    X    X     X       
BS 6.3 95.1 6   X  X   X X    X     X       
BS 6.4 95.1 6   X X X    X   X      X       
BS 6.5 95.1 6   X  X    X X   X     X       
BS 7.1 95.9 7  X X X X    X    X     X       
BS 7.2 95.9 7   X X X    X X   X     X       
BS 7.3 95.9 7   X X X   X X    X     X       
BS 7.4 95.8 7   X X X    X    X   X  X       
BS 7.5 95.8 7   X X X  X  X    X     X       
(1) ‘Kg of N from deposition ha-1’ (10) ‘Kg of N in dairy cow concentrates ha-1’                          (19) ‘Ha LU-1’ 
(2) ‘Kg of N in purchased straw ha-1’ (11) ‘Kg of N in dairy cows concentrates per ha grassland’   (20) ‘Ha dairy cows-1’  
(3) ‘Kg of N in purchased forage maize ha-1’ (12) ‘Kg of N in by-products LU-1’                                           (21) ‘Ha per LU dairy cows’ 
(4) ‘Kg of N from fixation ha-1’ (13) ‘Kg of N in by-products ha-1’                                            (22) ‘% grassland’ 
(5) ‘Kg of N in fertilizers ha-1’ (14) ‘% dairy cows’                                                                 (23) ‘% non-grass forages’ 
(6) ‘Kg of N in fertilizers per ha grassland’ (15) ‘LU ha-1’                                                                           (24) ‘% arable crops’ 
(7) ‘Kg of N in concentrates LU-1’ (16) ‘LU per ha grassland’ 
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(8) ‘Kg of N in dairy cow concentrates dairy cows-1 (17) ‘LU dairy cows per ha grassland’ 
(9) ‘Kg of N in concentrates ha-1’  (18) ‘LU dairy cows ha-1’ 
 
Chapter 4 
Models with one or two variables are not calculated because they are underspecified 
(see 3.5).  
 
4.2.3.1. Models with 3 variables 
 
Models with 3 variables are not adequate because the regression equation has little 
‘information content’ and they could probably be underspecified. However, they can be 
consulted in (Appendix Sur35.spo.doc and Appendix Sur47.doc.; Appendix 
Sur49.spo.doc and Appendix Sur37.doc ; Appendix Sur50.spo.doc and Appendix 
Sur38.doc ; Appendix Sur51.spo.doc and Appendix Sur39.doc ; Appendix 
Sur52.spo.doc and Appendix Sur40.doc). 
 
4.2.3.2. Models with 4 variables 
 
Model BS 4.1 is the amplification of Model BS 3.1 and has the same variables as 
Model DS 4C (Table 4.7).  
 
Model BS 4.2: Appendix Sur42.spo.doc. 
Model BS 4.3: Appendix Sur42.1.spo.doc and Appendix Sur31.doc.  
 
Model BS 4.4 has two variables that differ from original Model BS 4.1. The variable ‘Kg 
of N in concentrates ha-1’ of Model BS 4.1 is replaced by ‘Kg of N in concentrates LU-1’. 
The variable ‘Kg of N in concentrates ha-1’ is preferred. This model is selected as a 
candidate model because the presence of the new variable ‘% dairy cows’ (Appendix 
Sur43.spo.doc and Appendix Sur32.doc). 
 
4.2.3.3. Models with 5 variables 
 
Model BS 5.1: Appendix Sur44.spo.doc and Appendix Sur33.doc. 
 
Model BS 5.2 is a variation of Model 5.1, with the substitution of ‘Kg of N in purchased 
forage maize ha-1’ by ‘Kg of N from fixation ha-1’ (Appendix Sur45.spo.doc and 
Appendix Sur34.doc). 
 
Model BS 5.3: Appendix Sur46.spo.doc. 
Model BS 5.4: Appendix Sur47.spo.doc and Appendix Sur36.doc. 
 
 
4.2.3.4. Models with 6 variables 
 
Model BS 6.1 is an amplification of Model BS 5.1, adding the variable ‘Kg of N from 
fixation ha-1’. This model (Appendix Sur38.spo.doc and Appendix Sur28.doc) coincides 
with Model SF. 
 
Model BS 6.2 is a variation of Model BS 6.1 replacing ‘Kg of N from fixation ha-1’ by ‘Kg 
of N in purchased straw ha-1’. See Appendix Sur53.spo.doc and Appendix Sur41.doc. 
 
Model BS 6.4: Appendix Sur54.spo.doc and Appendix Sur42.doc. 
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4.2.3.5. Models with 7 variables 
 
Model BS 7.1 is an amplification of Model BS 6.1, Model BS 5.1 and Model BS 4.1: 
Appendix Sur55.spo.doc and Appendix Sur43.doc. 
 
 
Table 4.10 shows the characteristics of the candidate models developed with the best-
subsets method. 
  
Table 4.10. Modelling Surplus ha-1. Characteristics of the candidate models developed with the best-subsets method; the best models are 
indicated in blue 
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     B Std 
error 
Beta      
BS 3.1 
(=AS 3)  
1511 
 
 0.916 29.90      8 yes Sur35.spo.doc 
Sur47.doc 
  Constant   48.525*** 2.494       
  Kg of N in fertilizers ha-1   0.897*** 0.011 0.665 0.909 1.100    
  Kg of N in concentrates ha-1   0.786*** 0.024 0.321 0.591 1.691    
  Kg of N in by-products ha-1   0.957*** 0.036 0.254 0.612 1.635    
BS 4.1 1511  0.940 25.31      14 yes Sur41.spo.doc  
  Constant   99.933*** 2.980       
  Kg of N in fertilizers ha-1   0.952*** 0.009 0.706 0.855 1.169    
  Kg of N in concentrates ha-1   0.984*** 0.022 0.402 0.509 1.965    
  Kg of N in by-products ha-1   1.307*** 0.034 0.347 0.501 1.997    
  LU dairy cows ha-1   -43.388*** 1.775 -0.232 0.444 2.251    
BS 4.4   0.930 27.38      19 yes Sur43.spo.doc 
Sur32.doc 
  Constant   128.254*** 4.990       
  Kg of N in fertilizers ha-1   0.942*** 0.010 0.698 0.927 1.078    
  Kg of N in concentrates LU-1   2.765*** 0.078 0.260 0.864 1.157    
  Kg of N in by-products ha-1   1.424*** 0.028 0.378 0.862 1.160    
  % dairy cows   -1.620*** 0.070 -0.161 0.963 1.039    
C
hapter 4 
R2: Coefficient of determination; B: unstandardized regression coefficient; ***Significant for p<0.001; Std error: Standard error of the unstandardized 
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     B Std 
error 
Beta      
BS 5.2 1511  0.948 23.58      15 yes Sur45.spo.doc 
Sur34.doc 
  Constant   85.375*** 2.938       
  Kg of N in fertilizers ha-1   1.004*** 0.009 0.744 0.740 1.351    
  Kg of N in concentrates ha-1   1.015*** 0.020 0.414 0.504 1.985    
  Kg of N in by-products ha-1   1.273*** 0.031 0.338 0.498 2.007    
  LU dairy cows ha-1   -43.323*** 1.654 -0.231 0.444 2.251    
  Kg of N from fixation ha-1   1.051*** 0.069 0.098 0.825 1.211    
BS 6.1 
(= SF) 
1511  0.958 21.22      15 yes Sur38.spo.doc 
Sur28.doc 
  Constant   83.459*** 2.646       
  Kg of N in fertilizers ha-1   1.002*** 0.008 0.743 0.740 1.351    
  Kg of N in concentrates ha-1   0.982*** 0.018 0.401 0.499 2.003    
  Kg of N in by-products ha-1   1.039*** 0.031 0.276 0.417 2.397    
  LU dairy cows ha-1   -39.471*** 1.502 -0.211 0.436 2.294    
  Kg of N in purchased forage 
maize ha-1 
  0.923*** 0.049 0.116 0.740 1.350    
  Kg of N from fixation ha-1   1.045*** 0.062 0.098 0.825 1.211    
BS 6.2 1511  0.951 22.79      15 yes Sur53.spo.doc 
Sur41.doc 
  Constant   97.570*** 2.687       
  Kg of N in fertilizers ha-1   0.949*** 0.008 0.704 0.854 1.171    
  Kg of N in concentrates ha-1   0.939*** 0.020 0.383 0.500 2.001    
  Kg of N in by-products ha-1   1.023*** 0.034 0.271 0.399 2.505    
  LU dairy cows ha-1   -39.229*** 1.615 -0.209 0.436 2.295    
  Kg of N in purchased forage 
maize ha-1 
  0.922*** 0.053 0.116 0.740 1.351    







4.2.3.6. Selection of the best model 
 
Model BS 5.2 has been chosen as the best model from the models developed with the 
best-subsets method because the variables included are all relevant, as indicated by 
literature, the degree of multicollinearity is lower than BS 4.4, it has more information 
content and a higher R2 than Model BS 3.1 and Model BS 4.1 and all the denominators 
are equal (see Appendix Sur45.spo.doc and Appendix Sur34.doc). 
 
Model BS 6.1 (= SF) is also considered as a candidate model (see Table 4.10) 
because of the reasons given in 4.2.2.1. 
 
 
4.2.4. Comparison and selection of the best model among ‘AS-DS’, ‘SF’ 
and ‘BS’ models 
 
 
Table 4.11 shows how the criteria to select the final model were considered. 
 
Table 4.11. Comparison between the characteristics of the candidate models. Letters 










Ranking order   
(1-6); 1 means 
best 
R2 Interpretability  
Ranking order   






AS 4 4 6  0.918 4  Yes 
DS 4A 6 1 0.954  4  No 
DS 4B 5 2 0.954 4  No 
Descendant 
substantive 
knowledge DS 4C 4 3 0.953 1 No 
Stepwise 
Forward 




0.958 1 Yes 
Best-
subsets 
BS 5.2 5 5  0.948 1 Yes 
 
 
The different criteria were scored as follows:  
 
Number of variables: The models with the highest number of variables have the most 
‘information content’: in this case it means models with 6 variables. 
 
Controlled variables: The models are ranked from 1 to 6; 1 presenting the model that 
controls most of the variables. Model DS 4A ranks first because all the variables are 
controlled. Model AS 4 ranks last because only 4 variables are controlled (Table 4.12). 
If two models control the same number of variables they are scored with the same 
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Table 4.12. Scores of the models for controlled variables. CM: variable included and 
controlled by the model; CD: variable excluded but controlled by a reduced dataset. 













Kg of N in purchased straw ha-1 NC CM CM NC NC NC 
Kg of N in fertilizers ha-1 CM CM CM CM CM CM 
Kg of N in concentrates ha-1 CM CM CM CM CM CM 
Kg of N in by-products ha-1 CM CM CM CM CM CM 
LU dairy cows ha-1 CM CM CM CM CM CM 
% arable crops NC CM NC NC NC NC 
Kg of N from fixation ha-1 NC CD CD CD CM CM 
Kg of N in purchased forage 
maize ha-1 
NC CD CD CD CM NC 
Scores 6 1 2 3 3 5 
 
 
Interpretability: This is related to the degree of multicollinearity. Models are ranked from 
1 to 6; 1 being the model showing the lowest condition index. 
 
Interactions: The fact that a model does not contain interaction terms is highly valued 
because a model with interaction terms can become very difficult to interpret (see 
3.11.1). 
 
Finally, the model with the best scores for most of the scored characteristics and 
interactions in Table 4.11 is Model DS 4A.    
 
 
4.2.5. Alternative substantive knowledge approach for variable selection 
of ‘N Surplus ha-1’  
 
 
The variable selection procedure can be subjective and not every researcher arrives to 
exactly the same model (see 3.5).  
 
Table 4.13 shows Model ALT SK (alternative substantive knowledge), an example of 
an alternative model developed with the substantive knowledge method. 
 
The variables ‘Kg of N in concentrates LU-1’ and ‘Kg of N in by-products LU-1’ could 




Proceeding like this,  the 4 variables adopt a positive sign, including the variable ‘LU 
ha-1’. This is logic, because the variables ‘Kg of N in concentrates LU-1’ and ‘Kg of N in 
by-products LU-1’ are expressed in ‘LU’. Increasing ‘LU ha-1’, and keeping constant the 
intake of feed of each animal, increases the mean ‘Surplus ha-1’, because the total 
input of feed of the farm will increase due to the higher ‘LU ha-1’, which implies a higher 
total input of concentrates and by-products (see Table 4.13, Appendix Sur83.spo.doc 







 Table 4.13. Modelling Surplus ha-1. Characteristics of Model ALT SK 






  B Std 
error 
Beta Tol VIF 
Constant  -34.812*** 4.351    
Kg of N in fertilizers ha-1  0.900*** 0.012 0.668 0.881 1.135 
LU ha-1  25.886*** 1.324 0.193 0.693 1.443 
Kg of N in concentrates LU-1  2.565*** 0.093 0.242 0.875 1.143 
Kg of N in by-products LU-1  3.373*** 0.144 0.230 0.701 1.426 
R2 = 0.899      
Std error of the estimate = 32.81      
F = 3333     
Interactions = Yes     
*** Significant for p < 0.001   
 
 
Table 4.14 shows a second alternative model, Model ALT SK 2. It includes 3 extra 
variables, ‘Kg of N in purchased forage maize LU-1’, ‘Kg of N in purchased straw LU-1’ 
and ‘Kg of N from fixation ha-1’ (Appendix Sur84.spo.doc and Appendix Sur74.rtf).  
 
 
Table 4.14. Modelling Surplus ha-1. Characteristics of Model ALT SK 2 






  B Std 
error 
Beta Tol VIF 
Constant  -40.333*** 3.860    
Kg of N in fertilizers ha-1  0.958*** 0.010 0.711 0.762 1.312
Kg of N in concentrates LU-1  2.662*** 0.077 0.251 0.865 1.156
Kg of N in by-products LU-1  2.333*** 0.125 0.159 0.626 1.597
LU ha-1  22.111*** 1.116 0.165 0.661 1.512
Kg of N in purchased straw LU-1  7.514*** 0.955 0.055 0.934 1.071
Kg of N in purchased forage 
maize LU-1 
 5.408*** 0.254 0.161 0.802 1.247
Kg of N from fixation ha-1  1.051*** 0.080 0.098 0.815 1.228
R2 = 0.931     
Std error of the estimate = 27.02     
F = 2910     
Interactions = Yes     
*** Significant for p < 0.001   
 
 
Model ALT SK 2 corroborates the results and interpretation of Model ALT SK. The 
signs of the regression coefficients are equal to those of Model ALT SK, which 
strengthens our affirmation that the signs and magnitudes of the regression coefficients 
(with low degree of multicollinearity) can change (e.g. ‘LU ha-1’) by changing the units 
of the denominators of the independent variables included in the model. The 
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4.3. Causes of the unexpected negative sign 
 
 
Eighty models have been studied and developed by different variable selection 
methods (ASKM, DSKM, SM and BSM). The variable ‘LU dairy cows ha-1’ took an 
unexpected negative sign in all the multiple regression models it was present.  
 
It is intuitively logic that when the inverse variable, ‘Ha per LU dairy cows’, was 
included in a multiple regression equation, instead of ‘LU dairy cows ha-1’, it always had 
a positive sign.  
 
In the next pages, the focus is on the final model: Model DS 4A.  
 
Literature usually mentions that the more intensive the dairy farm, the higher the N 
surplus ha-1 is expected to be, but these conclusions are not made on the basis of a 
regression analysis.  
 
As indicated in 3.9, the regression coefficients may have the wrong sign when: 
 
1. the dataset is too small;  
2. the variance of some of the variables is too small; 
3. multicollinearity is present; 
4. computational errors have been made; 
5. important variables have not been included in the model. 
 
Ad 1. Because of the large dataset in this study, a small dataset as the possible cause 
of a large standard error and wrong sign is unlikely. 
 







Table 4.15. Descriptive statistics of the independent variables of Model DS 4A 






Kg of N in straw ha-1 1304 0.00 26.86 1.33 2.22 4.95
Kg of N in fertilizers ha-1 1304 35.43 543.77 199.35 69.56 4839.66
Kg of N in concentrates ha-1 1304 0.00 307.25 89.72 37.75 1425.38
Kg of N in by-products ha-1 1304 0.00 140.04 17.54 20.72 429.33
LU dairy cows ha-1 1304 0.65 5.15 2.00 0.48 0.248
% arable crops 1304 0.00 10.00 0.88 2.23 4.971
 
 
The variable ‘LU dairy cows ha-1’ is the variable with the lowest variance. ‘Kg of N in 
straw ha-1’ and ‘% arable crops’ also have low variances. Theoretically, this low 
variance might be the cause of the negative sign. However, the exclusion of important 
variables has a higher probability to be the real cause of the negative sign as explained 
below. 
 
Ad 3. The tolerance values of all the models where the variable ‘LU dairy cows ha-1’ 
appeared (including the final Model DS 4A), are higher than the threshold value of 
0.100 or 0.400 (Allison, 1977) and the VIF values are under the accepted normal cut-
off value of 10 or 2.5 (Allison, 1977). The condition index (16.334) only slightly exceeds 
the common accepted cut-off value of 15 but not the value of 30. 
 71
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The conclusion is that multicollinearity is not causing the negative sign. 
 
Ad 4. Since S-PLUS, SPSS and MINITAB give exactly the same results and show a 
negative sign for ‘LU dairy cows ha-1’ in multiple regression, we have confidence in the 
computer code. 
 
Ad 5.  By introducing new important variables in the models like ‘Kg of N in fertilizers 
ha-1’, ‘Kg of N in concentrates ha-1’ and ‘Kg of N in by-products ha-1’ with a correlation 
of 0.866*, 0.599* and 0.473* with the dependent variable ‘Surplus ha-1’ (correlation 
matrix, Appendix Sur80.spo.doc), the standard error of the regression coefficient of the 
variable ‘LU dairy cows ha-1’ decreases from 4.475 in simple regression (Table 4.16) to 
1.519 (Table 4.7, Model DS 4A). This is due to the decrease of the standard error of 
the estimate, , from 80.47 to 18.98, which decreases the standard error of the 




Table 4.16. Characteristics of the simple regression of ‘Surplus ha-1’ on ‘LU dairy cows 
ha-1’  




  B Std error Beta 
Constant  161.762*** 9.245  
LU dairy cows ha-1  74.175*** 4.475 0.417 
R2 = 0.174    
Std error of the estimate = 80.47    
F =    274***   
*** Significant for p < 0.001   
 
 
Most probably, the positive sign in simple regression and the negative sign in 
multiple regression of the variable ‘LU dairy cows ha-1’ are not really wrong. The 
partial nature of the regression coefficients causes the sign reversal. The total 
regression coefficient of ‘LU dairy cows ha-1’ in simple regression (74.175) 
measures the total effect of ‘LU dairy cows ha-1’ ignoring the information content 
in ‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates ha-1’ and ‘Kg of N in by-
products ha-1’, the important variables. When calculating the multiple regression 
with these other variables included in the model, the regression coefficient of 
‘LU dairy cows ha-1’ is -37.883, and a sign reversal has occurred. The reason is 
that -37.883 in the multiple regression model is a ‘partial’ regression coefficient; 
it measures the effect of ‘LU dairy cows ha-1’ given that the other variables are 
also in the model and are kept constant. 
 
 
This phenomenon is illustrated by an example, including two variables in the regression 
analysis: ‘LU dairy cows ha-1’ and the very important variable ‘Total inputs ha-1’, which 
has a correlation of 0.977* with the dependent variable ‘Surplus ha-1’. The correlations 
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Table 4.17. Correlations of the dependent variable ‘Surplus ha-1’ and the independent 
variables ‘Total inputs ha-1’ and ‘LU dairy cows ha-1’ 
 Surplus ha-1 Total Inputs ha-1 LU dairy cows ha-1 
Surplus ha-1 1 0.977** 0.417** 
Total inputs ha-1 0.977** 1 0.563** 
LU dairy cows ha-1 0.417** 0.563** 1 
              ** Significant for p<0.01 
 
 
When a multiple regression analysis with these two independent variables is 
performed, the negative sign of the variable ‘LU dairy cows ha-1’ shows up again. The 
results are shown in Table 4.18. 
 
 
Table 4.18. Characteristics of the regression of ‘Surplus ha-1’ on the independent 
variables ‘Total inputs ha-1’ and ‘LU dairy cows ha-1’ 






  B Std 
error 
Beta Tol VIF 
Constant  9.766*** 1.614   
LU dairy cows ha-1  -34.461*** 0.859 -0.194 0.683 1.464 
Total inputs ha-1  0.973*** 0.004 1.086 0.683 1.464 
R2 = 0.979      
Std error of the estimate = 12.76      
F = 30709***     
*** Significant for p < 0.001   
 
 
The standard error of the regression coefficient ( ) of ‘LU dairy cows ha-1’ has 
decreased even more, 0.859 (Table 4.18), compared to the regression with the three 
variables: ‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates ha-1’ and ‘Kg of N in by-
products ha-1’, 1.519 (Table 4.7). This occurs because the variable ‘Total inputs ha-1’ is 
still more relevant than the variables ‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates 
ha-1’ and ‘Kg of N in by-products ha-1’ together. The standard error of the estimate, , 
decreases more, 12.76 (Table 4.18), R2 increases even more. However we can not use 
the variable ‘Total inputs ha-1’ in the final model because it comprises all the input 
variables, offering no opportunities to evaluate the relative importance of each 




In Figure 4.2, ‘LU dairy cows ha-1’ is plotted against ‘Surplus ha-1’. The numbers in the 
squares identify records in the dataset. The observations in left corner beneath are 
observations with low ‘Total inputs ha-1’. Moving up to the right corner above in the 
figure, the values of ‘Total inputs ha-1’ increase. The simple correlation between 
‘Surplus ha-1’ and ‘LU dairy cows ha-1’, 0.422* (Appendix Sur80.spo.doc), is positive (as 
the slope = total regression coefficient). The correlation between ‘Surplus ha-1’ and 
‘Total inputs ha-1’ is also positive, 0.977*. When performing the multiple regression of 
‘Surplus ha-1’ on ‘LU dairy cows ha-1’ (Table 4.18) and ‘Total inputs ha-1’, the partial 
regression coefficient of ‘LU dairy cows ha-1’ becomes negative and the partial 
regression coefficient of ‘Total inputs ha-1’ stays positive. If in Figure 4.2, lines would be 
drawn through the observations with similar ‘Total inputs ha-1’, these lines would have a 
negative slope. See the similarity with Figure 3.2 in 3.9. 
 
Ignoring the values of the variable ‘Total inputs ha-1’ (Table 4.18) or of the other 3 




dairy cows ha-1’ has a positive slope. However, considering the relationship between 
‘Surplus ha-1’ and ‘LU dairy cows ha-1’ for constant values of the other variables, this 
relationship really has a negative slope.  
 
The reason of increase of the ‘Surplus ha-1’ when increasing ‘LU dairy cows ha-1’ is the 
increase of ‘Kg of N in concentrates ha-1’, ‘Kg of N in by-products ha-1’ and ‘Kg of N in 
fertilizers ha-1’. The high correlation coefficients of ‘LU dairy cows ha-1’ with ‘Kg of N in 
concentrates ha-1’ and ‘Kg of N in by-products ha-1’ (0.629* and 0.602*) and the 
moderate correlation coefficient with ‘Kg of N in fertilizers ha-1’ (0.287*) confirm it. 































































































Figure 4.2. Simple regression of ‘Surplus ha-1’ on ‘LU dairy cows ha-1’
 
LU dairy cows ha-1 
 





















It has been checked that the possible ‘statistical reasons’ (multicollinearity, variance of 
the variable, computational errors) are not responsible for the negative sign of the 
variable ‘LU dairy cows ha-1’ in multiple regression, thus accepting that this negative 
sign is correct.  
Some final checks about this negative sign are made. Assuming that the other 
variables are held constant, the result will be: the more ‘LU dairy cows ha-1’, the less 
the ‘Surplus ha-1’. This would imply then, that by increasing the ‘LU dairy cows ha-1’ 
(keeping the other variables constant), the consumption of feed per animal will 
decrease. Every cow will produce a smaller output of nitrogen (mainly in milk), but the 
sum of the production of the extra cows will be higher than the sum of the losses of 
production per cow. In other words, the production of the additional cows will 
compensate for the effects of the smaller production of N in the milk per cow (always 
keeping the input of feed constant). 
 
We prove this agronomically in 4.8.  
 
Some extra simple and multiple analyses are performed to investigate how the sign 
and magnitude of the regression coefficients and the multicollinearity diagnostics 
change. From Appendix Sur89.doc it can be concluded that the estimation of the 
regression coefficient of the variable ‘LU dairy cows ha-1’ is much more accurate in 




4.4. Detection of influential observations 
 
 
Omitting influential observations improves the quality of the model and makes the 
estimation of the regression coefficients more accurate (see 3.13). 
 
The necessary steps when analysing influential observations are: 
 
1. identify the influential observations and assess their impact before proceeding; 
2. the influential observations with a negative impact in the estimation of the 
regression coefficients should be eliminated; 
3. the model must be recalculated without the influential observations. 
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4.4.1. Identifying influential observations in Model DS 4A  
 
Appendix Sur1.xls shows the necessary statistical parameters to detect the influential 
observations.  
 
There are 12 parameters to be studied. A parameter value is written in bold type if it is 
above the mode value of the values above the cut-off value. The criterion is a 
subjective one, but there is no general solution (Hair et al., 1998). For a particular 
observation, the more parameter values are in bold type, and the higher the intensity of 
the deviation of the parameters, the higher the probability for the observation of being 
identified as a candidate to be omitted from the dataset. 
 
- Standardized residuals. All the observations with a standardized residual 
higher than 2 are identified. The values higher than 4 are written in bold. 
- Mahalanobis parameter. Observations with a Mahalanobis value higher than 
15 are identified. Since there are very few observations with a Mahalanobis 
value higher than 15, none of them are written in bold. 
- Cook’s distance. Observations with a Cook’s distance higher than              
4x(n – k – 1)-1 = 0.003 are identified, where n =1304 is the number of 
observations and k = 6 is the number of independent variables. Afterwards, the 
values higher than 0.020 (mode value of the values above 0.003) are written in 
bold. 
- COVRATIO. Observations with a COVRATIO higher than 1+ 3(k+1)n-1 = 1.016 
and lower than 1+ 3(k+1)n-1 = 0.983 are identified, with n = 1304 and k = 6. 
Afterwards, values higher than 1.050 and lower than 0.800 are written in bold. 
- SDFFIT. Observations with a SDFFIT value higher than 
( ) ( ) 12  1  -   -  1k n k −+ × = 0.146 are identified, with n = 1304 and k = 6. 
Afterwards, values higher than 0.200±  are written in bold. 
- There are 7 SDFBETA parameters (constant, ‘Kg of N in purchased straw ha-1’, 
‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates ha-1’, ‘Kg of N in by-products 
ha-1’, ‘LU dairy cows ha-1’ and ‘% arable crops’). Observations with SDFBETA 
values higher than 2 n  = 0.055 are identified, with n = 1304. Afterwards, 
values higher than 0.100±  are written in bold. 
 
Inspecting Appendix Sur1.xls, it becomes clear that at least 290 observations have at 
least 1 out of 12 parameters with values above the cut-off values. 
Omitting 290 observations would reduce the dataset drastically and lower the statistical 
power. Hence, a more balanced strategy was applied. 
Criteria to identify observations for further study were then: 
 
1. at least 6 out of 12 parameters have a value above the cut-off value; 
2. minimum 3 parameters are written in bold type; 
3. standardized residuals are higher than the cut-off value of 2 in combination with 
Mahalanobis value. 
 
Applying this strategy, 45 observations were selected for further study. They are 










4.4.2. Eliminating influential observations in Model DS 4A 
 
 
The following observations were eliminated following the instructions in 3.13: 
 
Observations 1286, 1415, 1482, 1450, 1453, 1241, 1279 and 1202 have more than 6 
parameters with values above the cut-off value.  
 
Observations 1286, 1415 and 1482 were eliminated because they are exceptional (but 
valid) observations but the variables reflecting the exceptional situation are not 
included in the regression equation.  
 
Observations 1450, 1453 and 1202 were eliminated because they are ordinary 
observations in their individual characteristics but exceptional in their combination of 
characteristics: they have a strong negative influence in the regression analysis due to 
the presence of 7 (1450), 9 (1453) and 8 (1202) parameters. 
 
Observation 1241 was eliminated because it is an ordinary observation in its individual 
characteristics but exceptional in its combination of characteristics: it has a strong 
negative influence in the regression analysis due to the presence of 6 parameters, all 
of them written in bold (with one of the highest standardized residual, 8.9; the highest 
Cook’s distance 0.065; one of the lowest COVRATIO values, 0.648 and the highest 
SDFFIT value, 0.70). 
 
Observation 1279 was eliminated because it is an ordinary observation in its individual 
characteristics but the values of the variables included in the model (exceptional in the 
combination of characteristics) show exceptional values. The values that could explain 
the ordinary observation are not included in the model. 
 
 
4.4.3. Recalculation of Model DS 4A 
 
 
Model DS 4A is recalculated without the influential observations mentioned above. The 
results are shown in Table 4.19 and in Appendix Sur71.spo.doc. 
 
 
Table 4.19. Modelling Surplus ha-1. Summary of Model DS 4A without influential 
observations 






  B Std 
error 
Beta Tol VIF 
Constant  82.099*** 2.327    
Kg of N in purchased straw ha-1  1.123*** 0.208 0.028 0.932 1.073 
Kg of N in fertilizers ha-1  1.003*** 0.007 0.789 0.888 1.126 
Kg of N in concentrates ha-1  0.959*** 0.016 0.409 0.544 1.838 
Kg of N in by-products ha-1  1.008*** 0.028 0.236 0.583 1.714 
LU dairy cows ha-1  -38.123*** 1.297 -0.214 0.483 2.070 
% arable crops  -0.939*** 0.208 -0.024 0.932 1.073 
R2 = 0.967      
Std error of the estimate = 16.13      
F = 6269 on 6 and 1289 degrees of freedom   
*** Significant for p < 0.001   
 
 78 
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The standard errors of the regression coefficients have decreased. 
The standard error of the estimate has decreased from 18.96 down to 16.13. 
R2 (0.967) has increased in comparison with the model with influential observations 
(0.954).  
The beta coefficients have changed slightly but maintain the same order of relevance 
as before.  
The tolerance and VIF values remain equal to the values of the model with the 
influential observations. The condition index and variance proportions are also the 
same. The model does not suffer from multicollinearity. 
Interaction effects did not appear after the elimination of the influential observations 
(see Appendix Sur50.rtf). 
See Appendix Sur44.doc for the residual plots. 
 
The recalculated model (without the eliminated influential observations) is a better 




4.5. Model validation 
 
Model DS 4A without influential observations is validated using cross-validation (see 
3.14), leaving-one-out with MINITAB version 14. 
 
The Leave-one-out method calculates potential models leaving out one observation at 
a time. It recalculates the models as many times as there are observations (1297).  
 
The results are shown in Table 4.20: 
 
 
      Table 4.20. Predicted R2 and R2 of Model DS 4A without influential observations 
 Model DS 4A 
R2 of the model 0.967 
Predicted R2 0.966 
 
 
The difference between the R2 of the model and the predicted R2 is smaller than 0.1, 
which is considered small enough to validate the model.   
 
The conclusion is that the model gets validated. Hence, this model can be used with 
farms that do not belong to the original dataset. 
  
















4.6. Independence of the observations 
 
 
As mentioned in 2.1, several farms were recorded in subsequent years, which may 
lead to observations not fully independent. In Appendix SurIO it is shown that the 
observations of the dependent variable are correlated indeed. To improve the model, a 
random effect for ‘Farm’ was included. The resulting model including the random effect 
is shown in Table 4.21 and in Appendix SurDS4ARE. 
 
 
          Table 4.21. Model DS 4A with a random effect for ‘Farm’ (Model DS 4A RE) 




  B Std 
error 
Beta 
Constant  79.459*** 2.757  
Kg of N in purchased straw ha-1  1.110*** 0.243 0.028 
Kg of N in fertilizers ha-1  1.003*** 0.007 0.789 
Kg of N in concentrates ha-1  0.977*** 0.019 0.417 
Kg of N in by-products ha-1  1.003*** 0.030 0.235 
LU dairy cows ha-1  -37.536*** 1.570 -0.211 
% arable crops  -0.833*** 0.220 -0.021 
R2 = 0.960    
Std dev of the intercept = 6.62    
Std dev of the residual = 14.67    
Number of records = 1296 
Number of groups = 219 
           *** Significant for p < 0.001   
 
 
The regression coefficients of Model DS 4A and Model DS 4A including a random 
effect for ‘Farm’ (Model DS 4A RE) do not significantly change and hence, the 
interpretation of Model DS 4A and Model DS 4A RE does not change. However, in 
the paragraphs interpreting the final model, Model DS 4A RE is selected, because 
statistically it is the most correct model. 
 
The collinearity diagnostics can not be calculated when including a random effect, but 
since Model DS 4A RE is so similar to Model DS 4A, it can be accepted that Model DS 
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4.7. Interpretation of Model DS 4A RE 
 
Model DS 4A RE was developed with a dataset of records of farms with null input of N 
fixation and null input of N in purchased forage maize. 
 
1 179.459 1.110 1.003Surplus ha Kg of N in purchased strawha Kg of N in fertilizers ha− −= + +
1 10.977 1.003Kg of N in concentrates ha Kg of N in by products ha
1−
− −+ + −  
137.536 0.833 %LU dairy cows ha arable crops−− −  
 
4.7.1. Unstandardized regression coefficients 
 
The unstandardized coefficients (Table 4.21) indicate that a decrease of 1 kg N in the 
independent  variables  (‘Kg of N in purchased straw ha-1’,  ‘Kg of N in fertilizers 
ha-1’, ‘Kg of N in concentrates ha-1’ and ‘Kg of N in purchased by-products ha-1’) 
causes a decrease in the mean ‘Surplus ha-1’ of about 1 kg (1.110; 1.003; 0.977; 1.003 
respectively).  
The increase of 1 % arable crops will decrease the mean ‘Surplus ha-1’ with 0.833 kg 
N ha-1 and the increase of one ‘LU dairy cows ha-1 will cause a decrease in the mean 
‘Surplus ha-1’ of 37.536 kg of N ha-1. 
The magnitudes of the unstandardized coefficients are different because the influence 
of every variable on the mean ‘Surplus ha-1’ is different and because the range of the 
variables is also different. The ‘Kg of N in fertilizers ha-1’ ranges from 35 to 543 kg of   
N ha-1 but ‘LU dairy cows ha-1’ ranges from 0.65 to 5.15. The unstandardized 
coefficients are not appropriate to compare the relative importance of the 
variables.  
 
The magnitudes of the unstandardized coefficients do not necessarily reflect which 
feed input is more efficiently used by the animals. However, they may be reflecting how 
much the decrease of the N feed input is replaced by home-grown feed. 
 
It is reasonable to think that since the coefficient of ‘Kg of N in purchased straw ha-1’ is 
higher than that of ‘Kg of N in concentrates ha-1’, the straw is a less efficiently used 
feedstuff which causes a higher surplus. This interpretation is probably correct. 
However, the difference in digestibility between straw and concentrates is 
approximately 50 % and the difference between the unstandardized coefficients is only 
12 %. 
 
This is because (1) there are other factors affecting the coefficients that can not be 
represented in the model like the composition of the diet and (2) these coefficients are 
influenced by the replacement of the input feedstuff by the home-grown feedstuffs. 
 
The coefficients of ‘Kg of N in purchased straw ha-1’, ‘Kg of N in by-products ha-1’ and 
‘Kg of N in fertilizers ha-1’ are higher than the unity. This means that since the Surplus = 
Input – Output, decreasing the input of ‘Kg of N in purchased straw ha-1’ with 1 kg, 
causes a decrease in the mean ‘Surplus ha-1’ of 1.110 kg, which means that the output 
must increase 0.110 kg. Although this may be difficult to understand (if the N input 
decreases, the output increases), the explanation could be that in a specific year, there 
is few home-grown straw and the rest is bought on the market. Owing to the costs, 
farmers may tend to buy relative small quantities. As a consequence, the input per 
animal may be somewhat lower than the animals needs: so the input of N in straw per 





In the opposite direction, if in a particular year a lot of home-grown straw is produced, 
only small quantities of straw are purchased. The cost is then relative small and the 
farmer may be more generous with the straw supply. Thus, the total input of purchased 
straw decreases, the amount of straw used per animal slightly increases and the 
surplus decreases. This assumption has been checked by comparing the amount of 
straw used per animal (sum of home-grown and purchased straw) to the percentage of 
purchased straw. There is a weak but significant negative correlation (Appendix AS).  
 
Besides, the purchased straw is not all used as feedstuff, but also for the bedding of 
the animals. It is not known from the data in the FADN database which percentage is 
used as feedstuff and as bedding.   
 
The coefficient of ‘Kg of N in by-products ha-1’ and ‘Kg of N in fertilizers ha-1’ 
implies an output decrease of 0.003.  This small difference with  ‘Kg of N in purchased 
straw ha-1’ may be explained as follows: the farmer considers it more important that the 
animals receive all the necessary by-products and the grassland and forage crops all 
the necessary fertilizers, than the quantity of straw.  
 
The coefficient of ‘Kg of N in fertilizers ha-1’ is practically equal to that one of ‘Kg of N 
in by-products ha-1’. This might surprise since the fertilizer N has to pass through both 
the soil subsystem and the animal subsystem, while the N in by-products only has to 
pass the animal subsystem. However we believe that the regression is sound because:  
 
(1) the plant can export as much N as was applied. Most of this N comes from the 
fertilizer and from the soil mineralization (Nevens and Reheul, 2003);   
 
(2) as demonstrated by Nevens and Reheul (2003), decreasing the N fertilization from 
400 to 200 kg of N ha-1 decreases the N content in the forage, but the N content 
remained quasi constant at 200, 100 or 0 kg ha-1. A high N fertilization (i.e. 400 kg ha-1) 
produces an excess of N in the forage and this extra N is not efficiently used by the 
cow and gets lost as urinary N: hence, the farm surplus increases (Peyraud et al., 
1997). 
 
Kennedy and Milligan (1980), Astigarraga et al. (1993), Delagarde et al. (1997), 
Peyraud et al. (1997) and Peyraud and Astigarraga (1998) demonstrated that 
decreasing the N fertilization of grassland does not necessarily decrease the N 
concentration in the milk. But depending on the amount of fertilizer N dressed, the total 
milk production per ha may decrease. Since the N output in the milk results from the 
multiplication of volume * content, the total N output may decrease.  
 
The coefficient of ‘Kg of N in concentrates ha-1’ is lower than the unity, which means 
that the farmer will never risk to give the animal a lower quantity of the necessary 
concentrates. Also, most farms do not produce home-grown concentrates and thus, 
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4.7.2. Standardized (beta) regression coefficients 
 
The standardized regression coefficients are more useful to compare the relative 
importance of each variable in the model. The beta coefficients reflect the relative 
share of the inputs. 
 
The value of a beta coefficient indicates the average standard deviations change in the 
dependent variable (‘Surplus ha-1’) associated with a standard deviation change in the 
independent variable (see 3.7). 
The beta coefficients are influenced by the different standard deviations of each 
variable. For variables measured in the same units and with very similar 
unstandardized coefficients (‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates ha-1’, 
‘Kg of N in by-products ha-1’ and ‘Kg of N in purchased straw ha-1’), those with a higher 
standard deviation will have a higher beta coefficient. 
 
The standard deviations of each variable are shown in Table 4.22. 
 
 









Kg of N in 
purchased straw 
ha-1 
26.86 0.00 26.86 1.35 2.23 0.028 1 0.5 
Kg of N in 
fertilizers ha-1 
508.34 35.43 543.78 199.83 69.53 0.789 28 65 
Kg of N in 
concentrates ha-1 
307.25 0.00 307.25 89.84 37.75 0.417 15 29 
Kg of N in by-
products ha-1 
140.04 0.00 140.04 17.54 20.76 0.235 8 5.5 
LU dairy cows ha-1 4.49 0.66 5.15 2.00 0.50 -0.211   
% arable crops 10.00 0.00 10.00 0.88 2.23 -0.021   
1 RI = Relative importance in the regression as indicated by the beta coefficients 
2 ShI = Share in the input (%) 
 
 
The beta coefficients of Model DS 4A RE demonstrate that the most relevant variable 
is ‘Kg of N in fertilizers ha-1’, which beta coefficient is the largest, 0.789. So, an 
increase of one standard deviation of ‘Kg of N in fertilizers ha-1’, an increase of 69.53 
Kg of N ha-1, causes an average increase in the ‘Surplus ha-1’ of 0.789 standard 
deviations. The sign of the beta coefficient is positive, which corroborates the 
hypothesis with the logical expectations that an increase of this input causes also an 
increase in the mean ‘Surplus ha-1’. Indeed, an increase of this input causes also an 
increase of the outputs, but the increase of the outputs is less than the increase in the 
input due to the inefficiency of the farm system (soil and animal efficiency) which 
obstructs the total transformation of inputs into outputs, which would imply an efficiency 
of 100%. 
So, in conclusion, decreasing ‘Kg of N in fertilizers ha-1’ has the highest priority if 
one wants to decrease ‘Surplus ha-1’. 
 
If this is not convenient for a specific farm, the second action to take should be to 
reduce ‘Kg of N in concentrates ha-1’. Input of concentrates is the variable with the 
second largest beta coefficient, 0.417, being almost half as important as ‘Kg of N in 





expectations that an increase of this input causes an increase in the mean of ‘Surplus 
ha-1’.  
 
The third variable to modify should be ‘Kg of N in by-products ha-1’, since its beta 
coefficient is 0.235, more than three times less relevant that ‘Kg of N in fertilizers ha-1’. 
The sign of the beta coefficient is positive, corresponding with expectations that an 
increase of this input causes an increase in the mean ‘Surplus ha-1’. 
 
These results correspond with data from literature (Van der Meer and Van der Putten, 
1995; Van Bruchem et al., 1997; Michiels et al., 1998; Aarts et al., 1999; Taube and 
Pötsch, 2001; Nielsen and Kristensen, 2005; Nevens et al., 2006). 
 
 
The fourth most relevant variable is ‘LU dairy cows ha-1’, which beta coefficient,          
– 0.211,  indicates  that its relevance is comparable to that of ‘Kg of N in by-products 
ha-1’. The negative sign of this coefficient might surprise but it is statistically not 
incorrect (see 4.3 and 4.8). 
 
The next relevant variable is ‘Kg of N in purchased straw ha-1’, which represents only 
0.5 % of the inputs. The beta coefficient is very low, 0.028. Varying the purchase of 
straw has a very small influence in ‘Surplus ha-1’. 
 
The relevance of the variable ‘% arable crops’ is comparable to that of ‘Kg of N in 
purchased straw ha-1’. It has the lowest beta coefficient, -0.021. The negative sign 
confirms the hypothesis that an increase in the percentage of crops causes a decrease 
in the ‘Surplus ha-1’ due to the fact that the soil subsystem of a farm is more efficient 
than the animal subsystem. ‘% of arable crops’ is negatively correlated with ‘% of 
grassland’ (-0.202*) (see correlation matrix Appendix Sur80.spo.doc). It is also 
negatively correlated with ‘Kg of N in fertilizers ha-1’ (-0.206*), ‘Kg of N in concentrates 
ha-1 (-0.132*) and ‘Kg of N in by-products ha-1’ (-0.128*), which cause an increase in 
the ‘Surplus ha-1’. 
 
The difference in the beta coefficients of the first 4 variables (‘Kg of N in fertilizers ha-1’, 
‘Kg of N in concentrates ha-1’, ‘Kg of N in by-products ha-1’ and ‘Kg of N in purchased 
straw ha-1’) are due to the differences in the standard deviations (because the 
unstandardized coefficients are practically equal). This is proven by comparing the ratio 
of the beta coefficients with the ratio of the standard deviations. Table 4.23 gives some 
examples of the similarity of these ratios.  
 
 
Table 4.23. Ratios of the beta coefficients and the standard deviations of the 
independent variables of Model DS 4A RE 
















(1)/(2) (1)/(3) (1)/(4) (2)/(3) 
Beta 
coefficient 
0.789 0.417 0.235 0.028 1.9 3.3 28.1 1.8 
Standard 
deviation 
69.53 37.75 20.76 2.23 1.8 3.3 31.1 1.8 
 
 
The similarity between the ratios proves that the beta coefficients depend on the 
standard deviation of each variable, in other words, on the variance of the variables.  
 
 84 
Modelling ‘N surplus ha-1’ 
4.7.3. Percentage coefficients 
 
These coefficients reflect the mean percentage of change of ‘Surplus ha-1’ when 
varying 1% of a particular independent variable. These coefficients may be more useful 
in practice than the beta coefficients because they are intuitively easier to understand 
because they relate changes in percentages between the independent and the 
dependent variables and not standard deviations as the beta coefficients do. 
 
The necessary steps to calculate these coefficients are listed in the next paragraph. 
The example of the percentage change of fertilizers on the mean percentage change in 
‘Surplus ha-1’ is described: 
 
1. With the multiple regression Model DS 4A RE, the ‘Surplus ha-1’ has been 
calculated for every of the 1296 records of farms of the dataset.  
2. New surpluses, have been calculated decreasing the amount of fertilizers 10, 
20,… and 100% for every farm. 
3. For every farm, a simple regression of the percentages of change of the 
fertilizers on the percentage of change of the ‘Surplus ha-1‘ has been calculated. 
4. The average regression coefficient of step 3 has been calculated.  
5. Three different regression coefficients have been calculated for the groups of 
farms with low, mean and high levels of fertilizers (the higher the level of 
fertilizers, the higher the percentage coefficient because the more units will be 
included in 1 % change of the fertilizer). These levels are defined by the mean 
minus and plus the standard deviation.  
6. The same procedure is repeated for the other variables. 
 
 
This can be automatically executed with the excel sheet of Appendix Sur4.xls. 
 
The resulting percentage coefficients are shown in Table 4.24: 
 
 
Table 4.24. Percentage coefficients of Model DS 4A RE 
Variable Kg of N in 
purchased 
straw ha-1 
Kg of N in 
fertilizers 
ha-1 
Kg of N in 
concentrates 
ha-1 










0.005 0.640 0.284 0.052 -0.255 -0.003 
LOW level 0.000 0.526 0.162 0.003 -0.203 -0.000 
MEAN level 0.003 0.645 0.287 0.036 -0.255 -0.009 
HIGH level 0.015 0.731 0.390 0.107 -0.302 -0.027 
 
 
These coefficients show that e.g. a 1% change in the fertilizers, causes 0.640 % 
average change in ‘Surplus ha-1’. Or that 10 % of change in the fertilizers causes 6.4 % 
average change in ‘Surplus ha-1’.  
 
These percentage coefficients are average values of the 1296 farms and of the 3 
groups of farms with low, mean and high levels of the variable. 
 
The rank of importance of independent variables measured with beta coefficients 
(Table 4.22) and with percentage coefficients (Table 4.24) differs slightly: ‘Kg of N in 
by-products ha-1’ and ‘LU dairy cows ha-1’ change one rank. 
It is due to the difference in the units contained in one standard deviation of each 






Table 4.25 presents the units contained in one standard deviation, in a change of 10 % 
of the independent variable and the ratio: 
 
10%units in a change of




Table 4.25. Units (kg of N ha-1, LU ha-1 and %) contained in ‘one standard deviation’ 
and in a 10 % change of the independent variables of Model DS 4A RE 
Variable Kg of N in 
purchased 
straw ha-1 
Kg of N in 
fertilizers 
ha-1 
Kg of N in 
concentrates 
ha-1 











2.23 69.59 37.75 20.75 0.49 2.23 
2. A change 
of 10 % 
0.13 19.97 8.98 1.75 0.20 0.09 
Ratio 2/1 0.06 0.29 0.24 0.09 0.41 0.04 
 
 
As was the case with the beta coefficients and the standard deviations (Table 4.23), 
the ratios between the percentage coefficients of ‘Kg of N in fertilizers ha-1’ and ‘Kg of N 
in concentrates ha-1’ (0.640/0.284 = 2.2) and the units of a variation of 10% (19.97/8.98 
= 2.2) are also very close to each other.  
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4.8. Agronomical demonstration of the sign of the variable ‘LU 
dairy cows ha-1’ 
 
 
The fourth most relevant variable (but already of minor relevance) is ‘LU dairy cows 
ha-1’ with a beta coefficient of -0.214, a little less relevant than ‘Kg of N in by-products 
ha-1’. Its negative sign might surprise but it is statistically not incorrect (see 3.9 and 
4.3). 
It means that the higher the stocking density (keeping the rest of the variables in the 
equation constant) the lower the mean ‘Surplus ha-1’.  
When increasing the number of animals (keeping the inputs constant), the total milk N 
output increases and the total excreta N (due to urine excretion) output decreases (the 
sum of N excreta of additional cows is lower than the sum of the decreases of N 
excreta per cow) and (given the constant feed input) the ‘Surplus ha-1' decreases.  
This occurs in a limited interval of stocking density. If the stocking density increases 
above a certain maximum value, the input of feed per animal decreases under an 
acceptable minimum and it causes a decreasing milk production and health risks for 
the cows. If the cows are fed correctly or overfed, a small decrease in the feed intake 
per cow will cause a small decrease in the milk production per cow and an 
imperceptible or null decrease for cows that are overfed. These affirmations are based 
on production curves of lactating cow (Dou et al., 1996; Kohn et al., 1997; Kebreab et 
al., 2001; Kebreab et al., 2002; Woods et al., 2003). 
 
Kebreab et al. (2001) presented an equation for the relationship between the daily input 
of N per cow and the N output in the milk per cow. The research was performed with 50 
cows which were fed amounts of N from 0.300 to 0.600 kg cow-1 day-1, (as in this study) 
in different combinations of concentrates and forages. 
 
The equation is: 
 
/ 0.19 / 38.2g of milk N cow day g of N intake cow day= × +               (4.1) 
 
 
This is a linear relationship and not a curve. This interval of feed nitrogen (300 – 600 g) 
is just a part of the whole curve that ranges from 0 to 1000. The curve has been 
linearized for this interval, which is the interval representing the feed level of many 
dairy herds. 
 
The cow efficiency (CE) is:  
1 1
1 1 100
g of milk N cow dayCE
g of N intake cow day
− −
− −= ×                                     (4.2) 
 





g of N intake cow day− −
⎛ ⎞= + ×⎜ ⎟⎝ ⎠
                       (4.3) 
 
 






The definition of surplus is: 
 
Surplus Input Output= −  
 
With the equation of Kebreab et al. (2001) and the definition of surplus it is possible to 
prove the veracity of the multiple regression result of the developed models: 
 
Two different scenarios are tested: 
 
Scenario 1: The total feed N input is fixed as input1 and fed to n1 cows. 
 
1 1Surplus Input Output1= −  
Output1 is: 
 
1 1 1Output Milk Output Meat Output Crops Output= + + 1  
 
Milk Output1 is: 
 
1 1Milk Output Total Milk N production=  
 
1
1 1 1Milk Output n milk N production cow
−= ×  
 
where n1 is the number of cows. 
 
1 1
1 1 0.19 38.2Milk N production cow N intake cow





Total feed N inputN intake cow
n





0.19 38.2Total feed N inputMilk N production cow
n




Scenario 2: The total feed N input stays constant = feed N input1 and the number of 
cows increases to n2. 
 
 




2 2 2Output Milk Output Meat Output Crops Output= + + 2  
 
Milk Output2 is: 
 
2 2Milk Output Total Milk N production=  
 
1
2 2 2Milk Output n milk N production cow
−= ×  
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1 1
2 2 0.19 38.2Milk N production cow N intake cow





Total feed N inputN intake cow
n





0.19 38.2Total feed N inputMilk N production cow
n




To prove the veracity of the hypothesis we proceed as follows:  
 
1 2Surplus Surplus>  
 
1 1 1Input Output Input Output− > −  
 
1 2Output Output<  
 
1 2Total Milk N production Total Milk N production<  
 
1 1
1 1 2n milk N production cow n milk N production cow 2





0.19 38.2Total feed N inputn
n




0.19 38.2Total feed N inputn
n
⎛ ⎞× ×⎜ ⎟⎝ ⎠
+  
 
1 10.19 38.2Total feed N input n× + × < 1 20.19 38.2Total feed N input n× + ×  
 
1 2n n<  
 
which proves the veracity of the results indeed. 
The left term of the equation is always lower than the right term of the equation 
because the number of cows in scenario 2 increases with respect to scenario 1. So the 
veracity of the results is proved. 
 
We conclude the demonstration with an example: We select two scenarios with 
different number of cows and constant input of feed N. 
We check that the sum of milk N production of additional cows is higher than the sum 




1. The number of cows is fixed at 50 and the specific intake of kg of N per cow per 
day at 0.450, a value close to the average value (0.437) of the intakes of the 
interval 0.3 – 0.6 of the research of Kebreab et al. (2001). The average intake of 
kg of N per cow per day in the database of the studied 1304 records of farms is 
0.458, very similar to the research of Kebreab et al. (2001). Remember that this 
intake of kg of N per day per cow is the sum of the purchased feed N and farm-
grown feed N. To simplify the calculus, we presumed that the intake of N from 
purchased feed is 33% of the total N intake in the feed. 
2. The daily kg of milk N production cow-1: 0.124 kg of N is calculated by 





3. The total N intake of all the cows is calculated: 0.450 kg N cow-1 x 50 cows = 
22.5 kg N. 
4. The total daily milk N production is calculated: 0.124 kg cow-1 x 50 cows = 6.19 
kg N2. 
 
In scenario 2 the number of cows is increased by 2 % = 1 extra cow: 
 
5. Total number of cows = 51. 
6. The new (lower) intake per cow is calculated by dividing the total N intake of all 
the cows (22.5 kg) by the new number of cows (51) = 0.441 kg cow-1. 
7. The new intake per cow (0.441 kg cow-1) is introduced into formula 4.1 to 
calculate the new kg of milk N production cow-1: 0.122 kg cow-1. 
8. The new kg of milk N production cow-1 (0.122 kg cow-1) is multiplied by the new 
number of cows (51) to obtain the total daily milk N production = 6.22 kg. 
9. The difference in the total daily milk N production between scenario 1 and 
scenario 2 is calculated: the difference is 0.038 kg of N day-1, meaning a 
difference of 14 kg of N a year. 
10. The percentage of this difference in the total yearly surplus ha-1 is calculated 
taking into account an average ‘Surplus ha-1‘ of 310 and an average farm 
surface of 30 ha, as was the case in the studied dataset: 14 kg of N a year 
represent a 0.2% of the total yearly surplus: so the surplus decreases with 
0.2%. 
 
This example is schematically shown in Table 4.26. 
 


















Scenario 1 50 0.450 0.124 22.5 6.19 16.39 
Scenario 2 51 0.441 0.122 22.5 6.22 16.32 
 
 
Similar steps have been done to calculate the total farm decrease of N in excreta 
(faeces + urine) with formulas 4.4 and 4.5 from Kebreab et al. (2001):  
 ( )1.80.003urineN = NI
NI
                                             (4.4) 
            76.7 0.16faecalN = +                                             (4.5) 
 
where NI is the nitrogen intake per cow per day. 
 
The results of the calculations are shown in Table 4.27. 
The relationships between the nitrogen intake and the different nitrogen outputs are 
shown in Figure 4.3. The relationship between N intake and output in urine was 
exponential (Figure 4.3). The point of inflection (where the rate of N output per N input 
begins to increase drastically) was situated around 400 g N intake per day. So a rise in 
intake from 400 to 450 g N per day results in 50% of the feed N increment to end in the 
urine; between an intake of 450 and 500 g N per day, 80% of the N increment ends in 
the urine.  
                                                 
2 50 cows eat 50 x 0.450 kg N = 22.5 kg N. The total N output in the milk = 6.19 kg N, which 
means an animal efficiency of 6.19/22.5 = 27 %. 
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Figure 4.3. Relationship between total N intake and faecal, milk and urinary N outputs. 
The fitted lines are according to equations 4.5, 4.4 and 4.1 in the text respectively 
(Kebreab et al., 2001) 
 
 
The total excreted N will decrease when increasing ‘LU dairy cows ha-1’ (Table 4.26 
and 4.27). This can be proved with the formula 4.4 and 4.5 for the N excretion per cow 


















 Table 4.27. Difference in the yearly outputs of N and % of the yearly N 'Surplus ha-1’ for farms with different intakes cow-1 day-1, for different 
number of cows and for different increases in the number of cows 
92 
  Scenario Scenario Scenario 
  1 2 3 
Number cows = 50 50 50 
N intake (kg cow-1 day-1) = 0.450 0.600 0.350 
milk N production (kg cow-1 day-1) = 0.124 0.152 0.105 
Total N Intake (kg day-1)= 22.50 30 17.5 
Total milk N production (kg day-1) = 6.19 7.61 5.24 
excreted N (kg cow-1 day-1) = 0.328 0.473 0.247 
Total excreted N (kg day-1) = 16.39 23.66 12.33 
       
     Scenario Scenario Scenario 
  1.2 1.3 1.4 1.5 2.2 2.3 2.4 2.5 3.2 3.3 3.4 3.5 
Number cows = 51 55 60 65 51 55 60 65 51 55 60 65
N intake (kg cow-1 day-1) = 0.441 0.409 0.375 0.346 0.588 0.545 0.500 0.462 0.343 0.318 0.292 0.269
milk N production (kg cow-1 day-1) = 0.122 0.116 0.109 0.104 0.150 0.142 0.133 0.126 0.103 0.099 0.094 0.089
Total milk N production (kg day-1) = 6.22 6.38 6.57 6.76 7.65 7.80 7.99 8.18 5.27 5.43 5.62 5.81
excreted N (kg cow-1 day-1) = 0.320 0.293 0.266 0.244 0.461 0.417 0.373 0.338 0.241 0.224 0.205 0.189
Total excreted N (kg day-1) = 16.32 16.11 15.94 15.84 23.50 22.94 22.39 21.96 12.32 12.29 12.32 11.32
               
Difference in Total milk N production (kg day-1) = 0.038 0.191 0.382 0.573 0.038 0.191 0.382 0.573 0.038 0.191 0.382 0.573
Dif Outputs kg milk N prod (kg year-1) = 14 70 139 209 14 70 139 209 14 70 139 209
% of the yearly average surplus (310 kg N ha-1) = 0.2 0.8 1.5 2.3 0.2 0.8 1.5 2.3 0.2 0.8 1.5 2.3
















Table 4.27 continued  
  Scenario  Scenario  Scenario 
  4.1 5.1  6.1 
Number cows = 20  20  20 
N intake (kg cow-1 day-1) = 0.450  0.600  0.350 
milk N production (kg cow-1 day-1) = 0.124  0.152  0.105 
Total N Intake (kg day-1)= 9.00  12  7 
Total milk N production (kg day-1) = 2.47  3.04  2.09 
excreted N (kg cow-1 day-1) = 0.328  0.473  0.247 
Total excreted N (kg day-1) = 6.55  9.46  4.93 
        
 Scenario Scenario  Scenario 
 4.2 4.3 4.4 4.5 5.2 5.3 5.4 5.5  6.2 6.3 6.4 6.5 
Number cows = 21 25 30 35 21 25 30 35 21 22 23 24
N intake (kg cow-1 day-1) = 0.429 0.360 0.300 0.257 0.571 0.480 0.400 0.343 0.333 0.318 0.304 0.294
milk N production (kg cow-1 day-1) = 0.120 0.107 0.095 0.087 0.147 0.129 0.114 0.103 0.102 0.099 0.096 0.094
Total milk N production (kg day-1) = 2.51 2.67 2.86 3.05 3.08 3.24 3.43 3.62 2.13 2.17 2.21 2.25
excreted N (kg cow-1 day-1) = 0.309 0.254 0.211 0.183 0.443 0.355 0.286 0.241 0.234 0.224 0.214 0.205
Total excreted N (kg day-1) = 6.49 6.35 6.33 6.41 9.31 8.86 8.57 8.45 4.92 4.92 4.92 4.93
                
Difference in Total milk N production (kg day-1) = 0.038 0.191 0.382 0.573 0.038 0.191 0.382 0.573 0.038 0.076 0.115 0.153
Dif Outputs kg milk N prod (kg year-1) = 14 70 139 209 14 70 139 209 14 28 42 56
% of the yearly average surplus (310 kg N ha-1) = 0.2 0.8 1.5 2.3 0.2 0.8 1.5 2.3 0.2 0.3 0.5 0.6















Table 4.27 continued  
 Scenario Scenario  Scenario 
 7.1 8.1  9.1 
Number cows = 80  80  80 
N intake (kg cow-1 day-1) = 0.450  0.600  0.350 
milk N production (kg cow-1 day-1) = 0.124  0.152  0.105 
Total N Intake (kg day-1)= 36.00  48  28 
Total milk N production (kg day-1) = 9.90  12.18  8.38 
excreted N (Kg cow-1 day-1) = 0.328  0.473  0.247 
Total excreted N (kg day-1) = 26.22  37.85  19.73 
        
 Scenario Scenario  Scenario 
 7.2 7.3 7.4 7.5 8.2 8.3 8.4 8.5  9.2 9.3 9.4 9.5 
Number cows = 81 85 90 95 81 85 90 95 81 85 90 95
N intake (kg cow-1 day-1) = 0.444 0.424 0.400 0.379 0.593 0.565 0.533 0.505 0.346 0.329 0.311 0.295
milk N production (kg cow-1 day-1) = 0.123 0.119 0.114 0.110 0.151 0.145 0.140 0.134 0.104 0.101 0.097 0.094
Total milk N production (kg day-1) = 9.93 10.09 10.28 10.47 12.21 12.37 12.56 12.75 8.41 8.57 8.76 8.95
excreted N (kg cow-1 day-1) = 0.323 0.305 0.286 0.269 0.465 0.436 0.405 0.378 0.243 0.232 0.219 0.207
Total excreted N (kg day-1) = 26.15 25.92 25.70 25.53 37.69 37.10 36.46 35.92 19.71 19.68 19.67 19.71
                
Difference in Total milk N production (kg day-1) = 0.038 0.191 0.382 0.573 0.038 0.191 0.382 0.573 0.038 0.191 0.382 0.573
Dif Outputs kg milk N prod (kg year-1) = 14 70 139 209 14 70 139 209 14 70 139 209
% of the yearly average surplus (310 kg N ha-1) = 0.2 0.8 1.5 2.3 0.2 0.8 1.5 2.3 0.2 0.8 1.5 2.3
Difference in Total N excreta (kg day-1) = -0.065 -0.295 -0.521 -0.689  -0.161 -0.754 -1.395 -1.937  -0.013 -0.048 -0.052 -0.020
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The increase in the number of cows overcompensates for the decrease in milk N 
production per cow. In the example of Table 4.27, the increase in the output (14 kg of N 
per year) is quite low, only 0.2% of the total average ‘Surplus ha-1’, but only a small 
increase in number of cows was considered (2% = 1 cow). 
 
If the number of cows increases more and if the initial intake cow-1 is higher, then, the 
yearly kg of N in output milk will increase accordingly as will the percentage of the total 
average surplus ha-1.  
Increasing the number of cows from 50 to 55, the milk output increases to 70 kg of N 
per year and the average ‘Surplus ha-1‘ changes with 0.8% (Table 4.27). If the initial 
number of cows of a farm is 80 (with an initial kg of N intake cow-1 day-1 of 0.450), the 
number of cows might theoretically be increased to 100 or even more (because the 
minimum kg of N intake cow-1 day-1 of 0.300 would still not be reached), getting a yearly 
increase  of  the output of 279 kg of N, which represents 3% of the average ‘Surplus 
ha-1’.  
Hence, increasing the number of cows to increase the total milk N output (and to 
reduce the total N excretion) and to reduce the ‘Surplus ha-1’ offers a small 
advantage in farms with a low stocking density or in farms with a high daily 
intake of N per cow. Of course this is only valid as long as the necessary N 
intake is respected.  
 
Some more examples of this calculation process are given in Table 4.27. 
 
Of course this reasoning is a pure mathematical one. We did not consider potential 
effects on the animal health and fertility when the N input is very sharp. Nor did we 
consider economic, financial and social consequences of an increase of the number of 
animals.  
The managerial message of these statistical results is that the sharper the cows are fed 
to their requirements, the more efficient the animals use the N and the less surplus is 
created. 
This affirmation is proven here-after. 
 
Two different scenarios were tested. The number of cows remains constant in both 
scenarios. 
 
Scenario 1: There is a N intake1 cow-1.  
The Surplus1 cow-1 is: 
1 1 1/ /Surplus cow Input cow Output cow/= −  
 
Using formula 4.1: 
 
1 1/ /Input cow N intake cow=  
1 1/ 0.19 / 38.2Output cow g of N intake cow= × +  
 
Scenario 2: The N intake1 cow-1 decreases to N intake2 cow-1: 
 
2 1/ ( ) /N intake cow N intake x cow= −  
 
where x is the amount of decreased feed N intake. 
 
 





2 2 1/ 0.19 / 38.2 0.19 ( ) / 38.2Output cow g of N intake cow g of N intake x cow= × + = × − +
 
We want to prove that the Surplus in scenario 2 is lower than in scenario 1: 
 
1 2Surplus Surplus>  
 
1 1 2/ / / 2 /Input cow Output cow Input cow Output cow− > −  
 
1 1/ (0.19 / 38.2)N intake cow g of N intake cow− × + >  
1 1( ) / (0.19 ( ) / ) 38.2)N intake x cow g of N intake x cow> − − × − +  
 
1 10.81 / 0.81 ( ) /N intake cow N intake x cow× > × −  
 
1 1/ ( ) /N intake cow N intake x cow> −  
 
1 1N intake N intake x> −  
 
The right term of the equation is always lower than the left term because x is always a 
positive number. See Appendix Sur6.xls for the full details of this demonstration. 
 
So, feeding a N-poorer diet decreases the ‘Surplus ha-1’. This is completely in line with 
the statements of Oenema (2006): “To mitigate the N losses from animal production 
systems, there is opportunity to decrease protein level in intensively managed grass-
based cattle systems”. 
 
A study of Burke et al. (2007) shows that cows offered low crude protein (CP) 
supplements had similar levels of production to those offered high CP supplements. 
Nitrogen utilisation was improved by offering supplements of lower CP content. 
 
Kennedy et al. (2005) have shown that animal performance can be maintained by 
offering grazed grass and a small proportion of concentrate compared to a diet based 
on a high proportion of concentrate and grass silage. When grass for grazing is in short 
supply, large responses to supplements can be expected. However, when adequate 
herbage is available, high energy supplements or forages such as maize silage to 
grazing dairy cows produce only a small increase in milk yield (Stockdale and Trigg, 
1989). This is probably because of a high substitution rate, such that total intake is only 
slightly increased (Stockdale and Trigg, 1989).  
In general, milk production is increased when dietary CP is increased from 90 g kg-1 to 
140 g kg-1 (Forster et al., 1983; Kung and Huber, 1983); however, further increases in 
dietary CP often result in diminishing milk yield increases (Stockdale, 1995).  
Castillo et al. (2001) showed that milk production is not compromised by offering a low 
level of CP (150 g kg-1 DM). Therefore, it may be possible to supplement grazing cows 
with feeds having low CP concentrations, as pasture often contains CP concentrations 
in excess of 200 g kg-1 on a DM basis (Kavanagh et al., 2003).  
Nitrogen (N) excretion was found to be 77% less when dietary CP concentration was 
reduced from 180 to 120 g kg-1 with no significant effect on milk N concentration or 
output (Castillo et al., 2001). Nitrogen consumed in excess of animal requirements is 
excreted in faeces and urine; and reducing dietary protein content reduces total and 
urinary N excretion by dairy cows (Colin-Schoellen et al., 2000; Kebreab et al., 2001). 
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Burke et al. (2007) found out that there was no significant advantage in terms of milk 
yield or milk protein yield or concentration by offering a concentrate supplement with a 
high concentration of CP compared to citrus pulp which has a low concentration of CP. 
This is in agreement with Castillo et al. (2001) and Mulligan et al. (2004).  
 
Several feeding trials show that decreased dietary crude protein (CP) concentrations 
result in improved nitrogen utilisation and, consequently, decreased milk urea content 
and ammonia emission from manure without decreasing milk yield (Castillo et al., 2001; 
Monteils et al., 2002; Leonardi et al., 2003). 
  
Results by Olmos Colmenero and Broderick (2006) showed a linear effect of dietary 
CP concentration, ranging from 135 to 194 g kg-1 dry matter (DM), on urinary nitrogen 
excretion but a quadratic effect of dietary CP concentration on milk yield and protein 
yield with an optimal CP content of 167 and 171 g kg-1 DM, respectively.  
Based on results from the literature and own calculations, Gustafsson (2000) and 
Nadeau et al. (2007) showed that nitrogen utilisation in dairy cows can be improved by 
1.5 to 2.0 percentage units for each percentage unit decrease of dietary CP 
concentration in the DM. 
 
 
The next step is to calculate how much the number of dairy cows (or livestock units) 
can increase without jeopardizing the minimum intake limit of 0.300 kg N cow-1 day-1.  
The potential increase in the number of cows depends on the initial number of cows 
and on the initial kg of N intake cow-1 day-1. The larger the initial herd and the higher 
the initial intake cow-1 day-1, the more extra cows can be included (see Table 4.27 and 
Appendix Sur6.xls). The equation that relates these concepts is: 
 
 
Maximum Increase Number of cows =  
( )/ 0.300
0.300
Initial Number of cows N intake cow day× −=  
                                                                                                                                
(4.6) 
 
where, ( )/ 0.300Initial Number of cows N intake cow day× −  in kg N day-1 is the total 
amount of kg of N day-1 that can be decreased from the intake of all the cows. This is 
divided by 0.300 kg of N day-1 cow-1 in order to know how many more cows could be 
fed with this amount of N in a way that all the cows are fed with a minimum of 0.300 kg 
of N day-1. 
 
The resulting maximum number of cows, has to be transformed into livestock units3 
with the following equation: 
 
Maximum Increase LU dairy cows =  
( ) 40001 0
1000
cow milk production l
Maximum Increase Number of cows .1




                                                 
3 1 LU represents a dairy cow producing 4000 litres milk. Per 1000 litres milk above 4000 litres, 





These livestock units are the maximum livestock units that the herd can increase 
(without the cows having a N intake lower than 0.300 kg per cow per day). Of course a 
lower number of livestock units could also be chosen.  
 
Finally, the ‘LU dairy cows’ (previously divided by the hectares of the farm) can be 
introduced  in  Model DS 4A RE (formula 4.8) to check how much the mean ‘Surplus 
ha-1’ decreases. 
 
With these calculations we have proved that the increase in ‘LU dairy cows ha-1’ 
(keeping other inputs constant, also the input of fertilizers) produces an increase in milk 
N output which causes a decrease in ‘Surplus ha-1’. This decrease depends on specific 
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4.9. Actions to take to decrease the ‘Surplus ha-1’ using the 
standardized (beta) coefficients or the percentage coefficients 
 
Starting from a randomly chosen record (record 456) out of the dataset, the actions to 
be taken to decrease the ‘Surplus ha-1’ are illustrated in Table 4.28. 
 
Introduce the used amounts in the regression equation of Model DS 4A RE: 
 
 99
1−1 179.459 1.110 1.003Surplus ha Kg of N in purchased strawha Kg of N in fertilizers ha− −= + +
1 10.977 1.003Kg of N in concentrates ha Kg of N in by products ha− −+ + −  
137.536 0.833 %LU dairy cows ha arable crops−− −                         (4.8) 
 
 
A predicted ‘Surplus ha-1’ of 367.59 kg N ha-1 is obtained, which is quite close to the 
real value = 361.16  
 
1 - Decreasing one standard deviation (2.23 kg) ‘Kg of N in purchased straw ha-1’, 
results in a mean ‘Surplus ha-1’ of 365.12; the ‘Surplus ha-1’ has decreased 3 units = 
0.8 %. However, this situation is impossible in the practice, because the maximum that 
the ‘Kg of N in purchased straw ha-1’ can decrease is 0.13 units (the amount already 
used in farm 456). Decreasing 0.13 units, results in a mean ‘Surplus ha-1’ of 367.45. It 
has decreased 0.14 units = 0.04%. So, the decrease in the mean ‘Surplus ha-1’ due to 
the decrease in ‘Kg of N in purchased straw ha-1’ is almost imperceptible. 
 
2 - Decreasing one standard deviation (69.59 kg) ‘Kg of N in fertilizers ha-1’, results in a  
mean ‘Surplus ha-1’ of 297.81; the mean ‘Surplus ha-1’ has decreased 69.78 units = 
18.98 %. 
 
3 - Decreasing one standard deviation (37.75 kg) ‘Kg of N in concentrates ha-1’, results 
in a  mean ‘Surplus ha-1’  of 330.72; the mean ‘Surplus ha-1’ has decreased 36.87 units 
= 10 %. 
 
4 - Decreasing one standard deviation (20.75 kg) ‘Kg of N in by-products ha-1’, results 
in a mean ‘Surplus ha-1’ of 347.79; the mean ‘Surplus ha-1’ has decreased 20.80 units = 
5.65 %. 
 
5 - Increasing one standard deviation (0.497 LU) ‘LU dairy cows ha-1’, results in a mean 
‘Surplus ha-1’ of 348.94; the mean ‘Surplus ha-1’ has decreased 18.65 units = 5.07%. 
The maximum increase of ‘LU dairy cows ha-1’ has to be calculated. Using equation 
4.6: 
 
Maximum Increase Number of cows =  
( )/ 0.300
0.300
Initial Number of cows N intake cow day× −=  
 ( )37 0.549 0.300 30
0.300
Maximum Increase Number of cows
× −= =  
 
Transforming the number of cows into LU with equation 4.7: 
 
30 38dairy cows LU dairy cows=
  C
hapter 4 
Table 4.28. Change in the mean ‘Surplus ha-1’ when independent variables are varied one Std dev and a 10% in a random farm. 
Variables 1, 2, 3 and 4 are decreased with 1 Std dev or 10%, variable 4 and 5 are increased with 1 Std dev or 10% 
100 































1 Kg of N in purchased straw ha-1 0.13 0.028 2.23 367 0.14 0.04 367.05 0.01 0.004 
2       Kg of N in fertilizers ha-1 210.12 0.789 69.59 298 69.78 18.98 346.00 21.00 5.74 
3  Kg of N in concentrates ha-1 106.09 0.417 37.75 331 36.87 10.00 356.90 10.17 2.77 
4   Kg of N in by-products ha-1 45.47 0.235 20.75 348 20.80 5.65 362.49 4.58 1.25 
5        LU dairy cows ha-1 1.83 -0.211 0.497 349 18.65 5.07 360.09 6.98 1.90 
6         % arable crops 3.89 -0.021 2.23 
368 
 
366 1.85 0.50 366.70 0.36 0.10 
 
Additional farm characteristics: 
37 dairy cows 
25.70 ha 
N intake cow-1 day-1 = 0.549 
Milk cow-1 year-1 = 6727 litres 
 
Modelling ‘N surplus ha-1’ 








The maximum acceptable increase of LU dairy cows ha-1 is 1.48.  
Increasing one standard deviation (0.497 LU dairy cows ha-1), as in the example, does 
not exceed the maximum increasable LU dairy cows ha-1 of 1.48. 
 
6 - Increasing one standard deviation (2.23 %) ‘% arable crops’ results in a mean 
‘Surplus ha-1’ of 365.74; the mean ‘Surplus ha-1’ has decreased 1.85 units = 0.5 %. 
 
 
The order of importance of the variables of this example is totally in accordance with 
the recommendations of the beta coefficients and of the percentage coefficients (see 
4.7.2 and 4.7.3). 
 





4.10. Making simulations with the model 
 
 
The regression model can be used to explain and to simulate (due to the high R2 
achieved). However, it has limitations because it is a statistical model and not a 
mechanistic model. It only explains what will occur if certain decisions are applied. This 
statistical model can predict the ‘Surplus ha-1’ and explains which variables have 
stronger influence on the ‘Surplus ha-1’. The independent variables can be modified 
and the resulting mean ‘Surplus ha-1’ is output. However, this model does not tell how 
much every independent variable has to change to achieve a certain ‘Surplus ha-1’. 
There are many combinations of variations of the independent variables to achieve a 




An observation from the dataset with an average ‘Surplus ha-1’ is selected and the 
model is used to predict the ‘Surplus ha-1’ by changing the independent variables (see 
Appendix Sur7.xls). 
 
Record 794 is selected, which has a ‘Surplus ha-1’ of 321 kg of N ha-1, which is very 
close to the average value (319 kg of N ha-1). 
 
Scenario 1: Since the variable that influences most strongly the ‘Surplus ha-1’ is ‘Kg of 
N in fertilizers ha-1’, this variable is decreased with 20 % (from 192 to 156 kg of N ha-1). 
To achieve this decrease, the total amount of purchased fertilizers has to decrease 
from 6768 to 5500 kg of N. Keeping constant the kg of N ha-1 on the non grass forages, 
the kg of N per ha grassland decreases from 248 to 194  kg of N per ha grassland.  





Scenario 2: The ‘Kg of N in concentrates ha-1’ is reduced 10 % from 107 to 97 kg of N 
ha-1. To achieve this decrease, the total amount of purchased concentrates has to 
decrease from 3776 to 3400 kg of N.  
The ‘Surplus ha-1’ decreases from 289 to 278 kg of N ha-1. 
The percentages of the different feedstuffs (26% kg of N in concentrates per LU dairy 
cow per day, 73% kg of N in by-products per LU dairy cow per day and 0.04 % kg of N 
in straw per LU dairy cow per day) are very similar to the initial ones (28%, 72% and 
0.03%) and the amount of N per cow per day (0.470 kg) has not reached the minimum 
value (0.300 kg). 
 
Scenario 3: On top of scenario 2, the variable ‘Kg of N in fertilizers ha-1’ is decreased 
again with 10 %, from 156 to 136 kg of N ha-1. As a consequence, the ‘Surplus ha-1’ 
decreases from 278 to 258 kg N ha-1. The percentages of the different feedstuffs (27% 
concentrates, 73% by-products and 0.04% straw) are very similar to the initial ones and 
the amount of N per cow per day (0.462 kg) has not reached the minimum value. The 
process is stopped but further modifications of the independent variables could be 
done. 
 
From the initial situation to Scenario 3, the ‘Surplus ha-1’ has decreased 66 kg of N ha-1 
(from 325 to 258 kg N ha-1). 
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Table 4.29. Characteristics of observation 794 in the initial situation and in the different 
scenarios 
  Initial Scenario 1 Scenario 2 Scenario 3
 Unstandardized situation (decrease (decrease (decrease 







Constant 79.460     
Kg of N in purchased straw ha-1 1.110 0.11 0.11 0.11 0.11 
Kg of N in purchased fertilizers ha-1 1.003 192 156 156 136 
Kg of N in purchased concentrates ha-1 0.977 107 107 97 97 
Kg of N in purchased by-products ha-1 1.003 15 15 15 15 
LU dairy cows ha-1 -37.536 1.81 1.81 1.81 1.81 
% arable crops -0.833 0 0 0 0 
Surplus ha-1 =  325 289 278 258 
Ha =  35 35 35 35 
Ha fodder maize =  11.5 11.5 11.5 11.5 
Ha permanent grass =  23.69 23.69 23.69 23.69 
Kg of N in purchased fertilizers =  6768 5500 5500 4800 
Kg of N in purchased concentrates =  3776 3776 3400 3400 
Kg of N in purchased concentrates per LU dairy cows = 59 59 53 53 
Kg of N in purchased by-products =  544 544 544 544 
Kg of N in purchased by-products per LU dairy cows = 9 9 9 9 
Kg of N in purchased straw =  4 4 4 4 
Kg of N in purchased straw per LU dairy 
cows =  0.1 0.1 0.1 0.1 
Kg of N in home-grown forages =  9274 8893 8893 8683 
Kg of N in home-grown forages ha-1 =  264 253 253 247 
Kg of N in home-grown forages per LU dairy cows = 146 140 140 136 
Kg of N per ha grassland =  248 194 194 165 
Kg of N per ha non grassland forages =  78 78 78 78 
% grassland  68 68 68 68 
LU dairy cows =  64 64 64 64 
% dairy cows =  66 66 66 66 
Kg DM per ha maize silage =  12500 12500 12500 12500 
Kg DM per ha raygrass =  12000 12000 12000 12000 
Kg DM per ha grass+1st cut =  10000 10000 10000 10000 
Kg of N in total forages+concentrates+by-products+straw per LU 
dairy cows = 182 176 171 169 
Kg of N in total concentrates+by-products+straw per LU dairy cows 
per day = 0.497 0.484 0.470 0.462 
Kg of N in total concentrates per LU dairy cows per day = 0.138 0.138 0.124 0.124 
Kg of N in total by-products per LU dairy cows  per day = 0.359 0.345 0.345 0.338 
Kg of N in total straw per LU dairy cows  per day = 0.0002 0.0002 0.0002 0.0002 
% of Kg of N in total concentrates per LU dairy cows  per day = 28 29 26 27 
% of Kg of N in total by-products per LU dairy cows  per day = 72 71 73 73 












4.11. Consequences of the actions taken to decrease the 
‘Surplus ha-1’ 
 
As indicated before, the reduction of N fertilizers has theoretically the highest effect on 
the ‘Surplus ha-1’. How far can one decrease this input without jeopardizing the dairy 
performances? And what is the effect on the soil fertility?  
We presume that decreasing fertilizer N is accompanied by a better use of farm 
manure. 
 
Poudel et al. (2002) showed that low N mineralization rates in organic and low-input 
farming systems appear to improve agricultural sustainability and environmental quality 
while maintaining similar crop yields. 
 
Valk et al. (2000) showed that a reduction of N fertilizer from 450 to 300 kg ha-1 
grassland per year did not affect intake or milk production. 
 
Peyraud and Astigarraga (1998) demonstrated that lowering the levels (250 to 0 kg of 
N ha-1 and 300 to 60 kg of N ha-1) of N fertilization appears to be an efficient means of 
reducing N losses in ruminants with little or no change to their nutrition and, in terms of 
animal performance, producing little or no modification in their output. Decreasing the N 
fertilization that much usually is accompanied by an expansion of white clover in the 
sward. The nitrogen fixed by the clover compensates partly for the saved fertilizer N. 
 
Lowering N fertilization (from 500 to 275 kg of N ha-1) causes only a moderate 
decrease in the quantity of N entering the intestine despite the considerable decrease 
in N content of ingested forage (Van Vuuren et al., 1992). 
 
 
If less concentrates or concentrates with lower crude protein (CP) content are used, 
the production per cow does not necessarily decrease. Nitrogen utilisation by the 
animal is improved by offering supplements of lower CP content (Burke et al., 2007). 
Castillo et al. (2001) showed that milk production is not compromised by offering a low 
level of CP (150 g kg-1 DM). Therefore, it may be possible to supplement grazing cows 
with feeds having low CP concentrations. 
 
Kennedy et al. (2005) showed that animal performance can be maintained by offering 
grazed grass and a small proportion of concentrates compared to offering a diet based 
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4.12. Influence of the independent variable ‘% of dairy cows’ 
 
The literature describes the variable ‘% of dairy cows’ as a variable which increase 
causes a decrease in the ‘Surplus ha-1’ and an increase in the ENU (Steinshamn et al., 
2004; Verbruggen et al., 2004; Nevens et al., 2006). Berentsen and Giesen, (1994), 
Van Keulen et al. (1996) and Onderstijn et al. (2003b), said that a reduction of the 
young stock leads to a lower animal density and therefore lower surpluses. However, 
Mourits et al. (2000) found only a small effect. 
The bivariate correlation between the dependent variable ‘Surplus ha-1’ and the 
independent variable ‘% of dairy cows’ is 0.037 and not significant (see correlation 
matrix in Appendix Sur80.spo.doc), which means that the variable ‘% of dairy cows’ 
does not have an influence in the ‘Surplus ha-1’ in the studied dataset.  
 
When performing a stepwise regression, the variable ‘% of dairy cows’ is included in 
the model in the 9th position, which means that its contribution to explain the variance 
of ‘Surplus ha-1’ is very low. Table 4.30 shows the results of this regression. 
 
 




Constant -104.628*** 26.467 
Kg of N in fertilizers ha-1 0.999*** 0.009 
Kg of N in concentrates ha-1 0.949*** 0.019 
Kg of N in by-products ha-1 0.991*** 0.031 
LU dairy cows ha-1 -65.200*** 5.698 
Kg of N in purchased forage maize ha-1 0.899*** 0.049 
Kg of N from fixation ha-1 1.062*** 0.063 
Kg of N in deposition ha-1 0.820*** 0.181 
Kg of N in purchased straw ha-1 1.309*** 0.213 
% dairy cows 0.746*** 0.187 
LU ha-1 18.420*** 3.675 
% grassland 0.964*** 0.223 
% non-grass forages 1.034*** 0.229 
Residual standard error = 20.52 on 1498 degrees of 
freedom 
  
R2 = 0.960   
F-statistic = 3053 on 12 and 1498 degrees of freedom   
*** Significant for p < 0.001   
 
 
If ‘% dairy cows’ would be included in a model with 9 independent variables, the model 
would suffer from a high degree of multicollinearity (see Appendix Sur82.spo.doc in 
which the condition index = 62), which would make the interpretation of the coefficients 
unreliable. 
 
Hence, within the studied dataset, the statistical analysis does not allow to show the 
relationship between the % of dairy cows and the Surplus ha-1, suggested by previous 
literature studies: the more young animals, the less efficient the animal subsystem is 
(the production of milk N is more efficient than the production of meat N), the less total 
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5.1. Bivariate correlations 
 
 
Table 5.1 shows the correlations with the dependent variable ‘Efficiency’ ordered from 
high to low. The complete matrix of correlations is given in Appendix Eff21.spo.doc. 
 
 
Table 5.1. Correlations between the dependent variable ‘Efficiency’ and the 
independent variables ordered from high to low. The group of each variable (defined in 
3.4) is shown between brackets 
Independent variable Correlation with ‘Efficiency’ 
Kg N in fertilizers ha-1 (2) -0.465* 
% dairy cows (5) 0.429* 
LU dairy cows ha-1 grassland (6) 0.352* 
Kg of N in milk ha-1 0.350* 
Kg of N in fertilizers ha-1 grassland (2) -0.345* 
Ha LU dairy cow-1  (6) -0.341* 
LU dairy cows ha-1 (6) 0.338* 
% grassland (7) -0.219* 
% non-grass forages (7) 0.212* 
LU ha-1 grass (6) 0.203* 
Kg of N in milk dairy cow-1 0.194* 
Kg of N in cow concentrates ha-1 grassland (3) 0.164* 
Kg of N from fixation ha-1 (1) 0.132* 
Ha LU-1 (6) -0.124* 
Kg of N in concentrates LU-1 (3) -0.133* 
Kg of N in purchased forage maize ha-1 (1) -0.099* 
Kg of N in cow concentrates ha-1 (3) 0.097* 
LU ha-1 (6) 0.088* 
Kg of N in purchased straw ha-1 (1) -0.085* 
% arable crops (7) 0.075* 
Kg of N in cow concentrates dairy cow-1 (3) -0.068* 
Kg of N in concentrates ha-1 (3) -0.053* 
Kg of N from deposition ha-1 (1) -0.033 
Kg of N in by-products LU-1 (4) 0.003 
Kg of N in by-products ha-1 -0.011 
Kg of N in by-products& forage maize ha-1 -0.044 
* Significant for p<0.05 
 
 
The correlations of the independent variables with the dependent variable ‘Efficiency’ 
are much lower than with the dependent variable ‘Surplus ha-1’ (Table 4.1). This may 
suggest a multiple regression equation with lower prediction power (unless a very low 
degree of mulicollinearity can be demonstrated). Multicollinearity is discussed in 3.8. 
 
The order of importance and the sign of the relationship with the ‘Efficiency’ are in 
agreement with results of other studies (Aarts et al., 1992; Kuipers and Mandersloot, 
1999; Aarts et al., 2000; Van Keulen et al., 2000; Nielsen and Kristensen, 2005; 
Nevens et al., 2006; Oenema, 2006).  
 
Literature (Aarts et al., 1992; Kuipers and Mandersloot, 1999; Aarts et al., 2000; Van 
Keulen et al., 2000; Ondersteijn et al., 2003b; Swensson, 2003; Van Beek et al., 2003; 
Steinshamn et al., 2004; Verbruggen et al., 2004; Nielsen and Kristensen, 2005; 
Nevens et al., 2006; Oenema, 2006; Vellinga, 2006) indicates the quantity of 
purchased fertilizers and concentrates as the most relevant variables negatively 
correlated with the ‘Efficiency’. ‘% arable crops’ is, as expected, positively correlated 
with the ‘Efficiency’. 
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‘% of dairy cows’ has a moderated influence in the ‘Efficiency’ (0.429*), while it did not 
have an influence in the ‘Surplus ha-1’ (Table 4.1).  
The independent variables from the group ‘Stocking density’ (‘LU dairy cows ha-1 
grassland’, ‘LU dairy cows ha-1’, ‘LU per ha grass’ and ‘LU ha-1’) have an unexpected 
positive sign. Unexpected sign means that previous research presumed the opposite 
sign (see 4.8). This is also the case for the variables ‘Kg of N in cow concentrates ha-1 
grassland’ and ‘Kg of N in cow concentrates ha-1’.  
 
As explained in 4.1, the simple correlations are just a guide to know the relation 
between the dependent and the independent variables, however, having a full 
understanding about how they operate together requires multiple regression. 
 
As shown above (also in 4.1), the real signs of the variables are only known by 
performing multiple regression. 
 
 
5.2. Variable selection and multiple regression 
 
The selection has been performed according to the methodology described in 4.2. 
 
 
5.2.1. Method of confirmatory specification or substantive knowledge 
 
Follows the methodology explained in 4.2.1. 
 
 
5.2.1.1. Ascendant substantive knowledge method starting with 1 variable 
 
 
Model AS 1 is calculated as a simple regression with the independent variable ‘Kg of 
N in fertilizers ha-1’ because (1) it has a high relevance with the ‘Efficiency’ as known 
from the literature and (2) this variable is significantly strongest correlated with the 
‘Efficiency’ (-0.465*) (Table 5.1).  
 
This is a simple regression model and its ‘information content’ is very limited. It is not 
presented in Table 5.2 but it can be consulted in Appendix Eff22.spo.doc. 
 
Since Model AS 1 delivers satisfactory statistics, new variables can be included. 
 
Model AS 2 includes ‘% dairy cows’ as a second variable because (1) of the literature 
and (2) it is the second highest correlated variable (0.429*) with the ‘Efficiency’ 
(Appendix Eff23.spo.doc). 
Model AS 2 has a limited ‘information content’ and it is not presented in Table 5.2 but it 
can be consulted in Appendix Eff23.spo.doc. 
 
 
Model AS 3 includes a third variable selected from another group of variables (Table 
3.2), provided that it must be relevant or known from the literature as an important 
variable.  
‘Kg of N in concentrates ha-1’ from the group ‘Concentrates’ is selected because it is 




Efficiency of a dairy farm despite it has a very low correlation with the dependent 
variable ‘Efficiency’ (-0.053*).  
 
Model AS 3 is shown in Table 5.2 and in Appendix Eff24.spo.doc. 
 
 
Another independent variable is added to the equation to increase the ‘information 
content’ of the model. As the model is developed by the substantive knowledge 
method, the fourth variable is chosen based on previous knowledge.  
There are two candidate variables: 
 
1. A variable from the group ‘by-products’, e.g. ‘Kg of N in by-products ha-1’. 
Although all the variables belonging to this group have no significant 
correlations with the ‘Efficiency’, they could have a high partial correlation with 
the variables already included in the model and become significant. 
2. The literature refers to ‘stocking density’ as a variable that has an influence in 
the ‘Efficiency’ of the farm. The variable ‘LU dairy cows ha-1’ is a candidate 




Model AS 4 includes the variable ‘LU dairy cows ha-1’. This model is an adequate 
candidate model because (1) all the variables are considered important by literature (2) 
their correlations with the dependent variable ‘Efficiency’ are moderate or high and (3) 
their partial correlations with the variables already included in the equation are 
moderate or high. The results are shown in Table 5.2 and in Appendix Eff27.spo.doc. 
The interaction effects are presented in Appendix Eff18.rtf. 
 
 
Model AS 5 The variable ‘Kg of N in by-products ha-1’ is added to (1) increase the 
‘information content’ of the model and (2) observe if its partial correlation and R2 
increases. R2 increases from 0.639 (Model AS 4) to 0.679 (Model AS 5). Model AS 5 
includes information about 3 inputs (the most important inputs following the literature) 
and about the ’% of dairy cows’ and the ‘stocking density’, which are also considered in 
the literature as variables influencing the ‘Efficiency’. 
The results are shown in Table 5.2 and in Appendix Eff30.spo.doc. Model AS 5 has 
interaction effects (see Appendix Eff19.rtf). 
 
No new variables are added in the equation because such an addition would increase 
the degree of multicollinearity.  
 
Many other models with different combinations of variables have been tested. 
However, they were not valid for different reasons: (1) some of their regression 
coefficients were not significant (2) some of their independent variables were intuitively 
more difficult to understand, e.g. ‘Ha LU-1’ instead of ‘LU ha-1’ and (3) the increase in 





Table 5.2. Modelling Efficiency. Characteristics (variables, model summary, coefficients, multicollinearity) of the models developed with the 
ascendant substantive knowledge method. Models in blue are candidate models  











   B Std error Beta      
Model 
AS 3 
 0.454      18 yes 
 
Eff24.spo.doc 
 Constant  8.258*** 0.745       
 ‘Kg of N in fertilizers ha-1’  -0.040*** 0.001 -0.541 0.905 1.105    
 ‘% dairy cows’  0.262*** 0.010 0.482 0.989 1.011    
 ‘Kg of N in concentrates ha-1’  0.012*** 0.003 0.088 0.913 1.095    
Model 
AS 4 




 Constant  11.092*** 0.615       
 ‘Kg of N in fertilizers ha-1’  -0.048*** 0.001 -0.651 0.854 1.171    
 ‘% dairy cows’  0.101*** 0.010 0.185 0.672 1.487    
 ‘Kg of N in concentrates ha-1’  -0.044*** 0.003 -0.328 0.492 2.032    
 ‘LU dairy cows ha-1’  7.198*** 0.259 0.708 0.369 2.712    
Model 
AS 5 




 Constant  9.920*** 0.586       
 ‘Kg of N in fertilizers ha-1’  -0.049*** 0.001 -0.663 0.852 1.174    
 ‘% dairy cows’  0.075*** 0.010 0.138 0.648 1.543    
 ‘Kg of N in concentrates ha-1’  -0.033*** 0.003 -0.251 0.459 2.177    
 ‘LU dairy cows ha-1’  8.900*** 0.274 0.876 0.294 3.402    
 ‘Kg of N in by-products ha-1’  -0.059*** 0.004 -0.290 0.483 2.071    
 M
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R2: Coefficient of determination; B: unstandardized regression coefficient; ***Significant for p<0.001; Std error: Standard error of the unstandardized regression coefficient; Beta: 
Standardized regression coefficient; Tol: Tolerance values; VIF: Variance Inflation Factor; Cond index: condition index
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5.2.1.1.1. Selection of the best model 
 
Model AS 4 and Model AS 5 are selected because (1) they contain more information 
than Model AS 3 and (2) they are the only two models with an acceptably high R2. 
 
The final selection is conducted in 5.3. 
 
 
5.2.1.2. Alternative substantive knowledge approach for variable selection 
for the ‘Efficiency’ 
 
 
Another substantive knowledge approach to develop the regression equation of 
‘Efficiency’ is to introduce in the regression equation the variables ‘Cow N efficiency’ 
and ‘Soil N efficiency’, which are the components of the total farm-gate N ‘Efficiency’. 
This regression model is shown in Table 5.3 and in Appendix Eff31.spo.doc. 
 
 
Table 5.3. Characteristics of the alternative model for the dependent variable 
‘Efficiency’, Model AM SK 1 (alternative model substantive knowledge) 






  B Std 
error 
Beta Tol VIF 
Constant  -15.741*** 0.520   
Cow N efficiency  0.819*** 0.015 0.673 0.999 1.001
Soil N efficiency  0.367*** 0.008 0.542 0.999 1.001
R2 = 0.765      
Std error of the estimate = 2.71      
F = 2458 on 2 and 1508 degrees of freedom   
*** Significant for p < 0.001                                           
 
Both regression coefficients of Model AM SK 1 are significant and perfectly 
interpretable; ‘Cow N efficiency’ is more relevant than ‘Soil N efficiency’. 
 
Model AM SK 1 has a very low degree of multicollinearity and a higher prediction 
power (R2 = 0.765) than the AS models developed in 5.2.1.1. 
 
This model is statistically correct, but its value is limited. The only information contained 
in this equation is that increasing ‘Cow N efficiency’ with e.g. 1% and ‘Soil N efficiency’ 
with e.g. 1 % the mean farm ‘Efficiency’ will increase with 0.819 % and 0.367 %. 
 
Two more regression models are developed with the dependent variables ‘Cow N 
efficiency’ (Model AM SK 2) and ‘Soil N efficiency’ (Model AM SK 3). The stepwise 
forward regression method is used because of the simplicity and speed of the method. 
 
The results of the forward stepwise regression of Model AM SK 2 and Model AM SK 3 
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Table 5.4. Stepwise forward regression of the dependent variable ‘Cow N efficiency’ 
(Model AM SK 2). The first two variables are in bold 
Independent variable Unstandardized 
coefficient 
Std error 
Constant 16.330*** 2.742 
% dairy cows 0.299*** 0.021 
Ha LU-1 -25.681*** 2.877 
Kg of N in by-products & purchased forage maize ha-1 -0.024*** 0.004 
Kg of N in concentrates LU-1 -0.063** 0.020 
LU dairy cows ha-1 grassland 2.670*** 0.263 
Ha dairy cow-1 12.053*** 0.827 
Kg of N in fertilizers ha-1 -0.007*** 0.000 
LU ha-1 3.756*** 0.287 
% grassland -0.168*** 0.019 
LU ha-1 grassland -1.892*** 0.210 
% non-grass forages -0.117*** 0.019 
Ha LU-1 dairy cows -6.764*** 1.685 
Kg of N in concentrates ha-1 -0.027*** 0.006 
Kg of N in by-products ha-1 -0.023*** 0.005 
Residual standard error = 1.743   
R2 = 0.858   
F-statistic = 645 on 14 and 1496 degrees of freedom  
** Significant for p < 0.01 *** Significant for p < 0.001                                                                                     
 
 
Table 5.5. Stepwise forward regression of the dependent variable ‘Soil N efficiency’ 
(Model AM SK 3). The first two variables are in bold 
Independent variables Unstandardized 
coefficient 
Std error 
Constant 54.542*** 2.362 
Kg of N in fertilizers ha-1 -0.092*** 0.004 
Kg of N in concentrates ha-1 -0.097*** 0.003 
LU dairy cows ha-1 6.818*** 0.449 
Kg of N in by-products ha-1 -0.047*** 0.012 
% grassland 0.138*** 0.011 
Ha dairy cow-1 11.624*** 1.436 
Ha LU-1 -10.368*** 2.253 
Kg of N in fertilizers ha-1 grassland 0.013*** 0.002 
Kg of N from fixation ha-1 -0.048*** 0.012 
Kg of N in by-products & purchased forage maize ha-1 -0.035*** 0.009 
Kg of N from deposition ha-1 -0.114*** 0.034 
Residual standard error = 3.926    
R2 = 0.776   
F-statistic = 472 on 11 and 1499 degrees of freedom  
*** Significant for p < 0.001                                                                                     
 
 
Model AM SK 4 combines the variables ‘% dairy cows’ and ‘Ha LU-1’ from Model AM 
SK 2 and the variables ‘Kg of N in fertilizers ha-1’ and ‘Kg of N in concentrates ha-1’ 
from Model AM SK 3. These 4 variables were selected because they influenced 
substantially the dependent variables ‘Cow N efficiency’ (Model AM SK 2) and ‘Soil N 
efficiency’ (Model AM SK 3), which were, in their turn, the most important independent 
variables influencing the farm gate ‘Efficiency’ (Model AM SK 1). Hence, Model AM SK 







Table 5.6. Regression of the dependent variable ‘Efficiency’: Model AM SK 4, based on 
the variables selected in Models AM SK 2 and AM SK 3 
Independent variables Unstandardized 
coefficient 
Std error 
Constant 25.186*** 0.849 
Kg of N in fertilizers ha-1 -0.048*** 0.001 
% dairy cows 0.312*** 0.008 
Ha LU-1 -40.512*** 1.433 
Kg of N in concentrates ha-1 -0.037*** 0.002 
Residual standard error = 3.347  
R2 = 0.643  
F-statistic = 678.3 on 4 and 1506 degrees of freedom  
*** Significant for p < 0.001                                                                                     
 
 
Model AM SK 4 is very similar to Model AS 4: the only difference is the replacement of 
the variable ‘Ha LU-1’ in Model AS 4 by the variable ‘LU dairy cows ha-1’.  
 
Model AM SK 5 is a further expansion of Model AM SK 4: the next relevant variable 
from AM SK 3, ‘Kg of N in by-products ha-1’ is added to AM SK 4 (Table 5.7). R2 has 
increased up to 0.657. 
 
 
Table 5.7. Regression of the dependent variable ‘Efficiency’: Model AM SK 5 
Independent variables Unstandardized 
coefficient 
Std error 
Constant 25.595*** 0.834 
Kg of N in fertilizers ha-1 -0.048*** 0.001 
% dairy cows 0.323*** 0.008 
Ha LU-1 -43.932*** 1.470 
Kg of N in concentrates ha-1 -0.028*** 0.002 
Kg of N in by-products ha-1 -0.032*** 0.004 
Residual standard error = 3.281  
R2 = 0.657 
F-statistic = 577 on 5 and 1505 degrees of freedom 
*** Significant for p < 0.001                                                                                     
 
 
In Model AM SK 6, the variable ‘Ha LU-1’ is replaced by ‘LU dairy cows ha-1’ because 
‘LU dairy cows ha-1’ was the third most relevant variable in Model AM SK 3.   
 
 
Table 5.8. Regression of the dependent variable ‘Efficiency’: Model AM SK 6 
Independent variables Unstandardized 
coefficient 
Std error 
Constant 9.919*** 0.585 
Kg of N in fertilizers ha-1 -0.048*** 0.001 
LU dairy cows ha-1 8.900*** 0.273 
Kg of N in by-products ha-1 -0.059*** 0.004 
Kg of N in concentrates ha-1 -0.033*** 0.002 
% dairy cows 0.074*** 0.009 
Residual standard error = 3.173   
R2 = 0.679   
F-statistic = 638 on 5 and 1505 degrees of freedom   
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R2 has increased again up to 0.679. This means that the partial correlation of ‘LU dairy 
cows ha-1’ is higher than that of ‘Ha LU-1’.  
Model AM SK 6 is the most adequate model because (1) it includes the most important 
variables influencing the ‘Cow N efficiency’ and ‘Soil N efficiency’ and (2) it is a 
confirmation of Model AS 5 (Table 5.2).  
 
The conclusion is that the combination of variables of Model AM SK 6 is strong and 
reliable (see Appendix Eff30.spo.doc) because it has been developed with the 
alternative substantive knowledge method and with the ascendant substantive 
knowledge method.  
 
 
5.2.1.3. Descendant substantive knowledge method 
 
5.2.1.3.1. Candidate variables 
 
The steps described in 4.2.1.2 are followed in order to select the candidate variables.  
The set of candidate variables is shown in Table 5.9: 
 
 
Table 5.9. Candidate variables 
Group Variables 
Group 1: Other  inputs 
 
Kg N in purchased straw ha-1 
Kg N in purchased forage maize ha-1 
Kg N from fixation ha-1 
Group 2: Fertilizers Kg N in fertilizers ha-1 
Group 3: Concentrates Kg of N in concentrates ha-1 
Group 4: By-products Kg of N in by-products ha-1 
Group 5: % dairy cows % dairy cows 
Group 6: Animal Density LU dairy cows ha-1 
Group 7: Land Distribution 
 
% grassland 
% arable crops 
 
 
5.2.1.3.2. Steps taken to develop the models and selection of the models 
 
The steps taken to develop the models and the criteria to select the models follow the 
criteria used to model ‘Surplus ha-1’.  
 
A large number of models were developed (94) with different combinations of the 10 
variables in Table 5.9. 12 models were initially selected as candidate models.  
 
In Appendix Eff135.doc a detailed description of these 12 models is given. From these 
12 models a further selection was made. The only remarkable difference among these 
12 models is the number of variables that are controlled by including them in the model 
or by selecting a smaller dataset (see 4.2.1.2).  
 
Both Model DS 4.1 and Model DS 4.2 (Table 5.10) are the models with the highest 
number of controlled variables. The variables ‘Kg of N in purchased straw ha-1’ and ‘% 
dairy cows’ are the only variables not controlled. However, these variables are low-
moderately correlated with the independent variables included in the model. Hence, the 




Model DS 4.1 uses a dataset of records of farms with null input of N from fixation and 
from purchased forage maize and without arable crops. Model DS 4.2 uses a dataset 
of records of farms with null input of N from fixation and from purchased forage maize 
and with arable crops.  
 
These two models include one variable less than Model DS 4, which makes the 
interaction terms less numerous and make them easier to interpret. 
 
Both model DS 4.1 and Model DS 4.2 have similarity with the model of ‘Surplus ha-1’ 








Table 5.10. Modelling Efficiency. Characteristics of candidate models selected by the descendant knowledge method  














     B Std 
error 
Beta Tol VIF    
Model DS 4.1 
without ‘% 
grassland’ and 
‘% dairy cows’ 
= Model DS 4.1 
input maize = 
0 & Fixation 
= 0 & without 
arable crops 
 0.733 2.70      15 yes Eff131.s
po.doc 
Eff31.rtf 
  Constant   14.133*** 0.416       
  Kg of N in fertilizers ha-1   -0.050*** 0.001 -0.675 0.929 1.077    
  Kg of N in concentrates ha-1   -0.036*** 0.003 -0.258 0.568 1.760    
  Kg of N in by-products ha-1   -0.057*** 0.005 -0.235 0.595 1.682    
  LU dairy cows ha-1   9.465*** 0.230 0.902 0.516 1.939    
Model DS 4.2 
without ‘% 
grassland’ and 
‘% dairy cows’ 
= Model DS 4.2 
Input maize = 
0, Fixation = 
0 & with 
arable crops 
 0.730 2.81      16 yes Eff108.sp
o.doc 
Eff58.rtf 
  Constant   12.481*** 1.044       
  Kg of N in fertilizers ha-1   -0.061*** 0.004 -0.546 0.922 1.084    
  Kg of N in concentrates ha-1   -0.061*** 0.007 -0.429 0.565 1.769    
  Kg of N in by-products ha-1   -0.061*** 0.017 -0.163 0.639 1.566    
  LU dairy cows ha-1   13.096*** 0.640 1.023 0.494 2.023    
 M
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R2: Coefficient of determination; B: unstandardized regression coefficient; *** Significant for p < 0.001; Std error: Standard error of the unstandardized regression coefficient; 
Beta: Standardized regression coefficients; Tol: Tolerance; VIF: Variance Inflation Factor; Cond Index: Condition Index 
 
Chapter 5 
5.2.2. Stepwise methods 
 
5.2.2.1. Forward selection 
 
a) Model SF is developed by performing forward selection allowing all 24 candidate 
independent variables in Table 3.2 (except dummy variable ‘% arable crops) to enter 
the model. The results are shown in Table 5.11. 
 
Table 5.11. Modelling the Efficiency. Model SF 
Independent Variable Unstandardized 
coefficients 
Std error 
Constant 12.328*** 1.937 
Kg of N in fertilizers ha-1 -0.047*** 0.001 
LU dairy cows ha-1 3.932*** 0.649 
Kg of N in concentrates ha-1 -0.025* 0.011 
Kg of N in by-products ha-1 -0.051*** 0.004 
Kg of N in cows concentrates dairy cow-1 -0.040 0.025 
% arable crops 0.244*** 0.033 
Ha per LU dairy cows -5.797 3.412 
Ha dairy cow-1 17.157*** 2.198 
Kg of N in cows concentrates ha-1 0.043** 0.014 
% dairy cows 0.283*** 0.032 
Ha LU-1 -37.498*** 4.003 
Kg of N in concentrates LU-1 -0.124*** 0.035 
Residual standard error: 2.768   
R2: 0.744   
F-statistic: 361.4 on 12 and 1491 degrees of freedom  
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
 
This model is of limited value because there are too many variables, the degree of 
multicollinearity is high, the interpretation of the regression coefficients is not possible 
and several variables belong to the same group of variables. 
 
 
b) In a second step, Model SF2 is developed by performing forward stepwise 
regression with the set of 14 candidate variables in Table 4.6. The result is shown in 
Table 5.12 and in Appendix Eff1.spo.doc. 
 
 
Table 5.12. Modelling the Efficiency. Model SF 2 






 Value Std error Beta Tol VIF 
Constant 9.825*** 0.602    
Kg of N in fertilizers ha-1 -0.050*** 0.001 -0.677 0.725 1.380
LU dairy cows ha-1 9.051*** 0.272 0.891 0.290 3.448
Kg of N in concentrates ha-1 -0.034*** 0.003 -0.259 0.455 2.195
Kg of N in by-products ha-1 -0.059*** 0.004 -0.287 0.480 2.083
% dairy cows 0.075*** 0.010 0.137 0.648 1.543
% arable crops 0.188*** 0.037 0.076 0.928 1.077
Kg of N from fixation ha-1 -0.038*** 0.009 -0.065 0.825 1.212
R2: 0.688     
Residual standard error     
F-statistic: 474 on 7 and 1510 
degrees of freedom 
    
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
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Since this model most probably suffers from multicollinearity we do not analyse it any 
further. The tolerance value of ‘LU dairy cows ha-1’ (0.290) is lower than the accepted 
value of 0.400. There are also VIF values higher than 2.5. 
 
The interaction effects can not be calculated. S-PLUS outputs the next message: 
‘Problem in lm.fit.qr(unset(x), unset(y)): computed fit is singular, rank 120. Use 
traceback() to see the call stack’. Different computer programs handle round-off or 
truncation problems in different ways, and some programs are more effective than 
others in this regard. The calculation of the multiplication of the transposed matrix of 
the independent variables by the matrix of the independent variables (X'X) can be 
difficult (Montgomery et al., 2001 and Clemens, L., personal communication). 
 
As a conclusion, it is necessary to look for another model, with less variables and a 
lower degree of multicollinearity. 
 
 
5.2.2.2. Backward elimination 
 
Backward elimination was not successful. It was performed allowing the 24 candidate 
independent variables and the reduced set of variables (14) to enter the model. S-
PLUS could not calculate the regression equation.  
 
5.2.2.3. Stepwise regression 
 
Also the stepwise regression method was unsuccessful whether all the variables or a 
reduced set of variables was used. 
 
5.2.2.4. Resume about the stepwise regression models 
 




5.2.3. Best-subsets regression 
 
 
The best-subsets regression method, performed with MINITAB (version 14), examines 
all the possible combinations of variables and selects the best 5 models with 3 to 7 
variables included. 
The results are shown in Table 5.13. 
 
 Table 5.13. Best-subsets regression models with the dependent variable ‘Efficiency’ with a set of 24 candidate independent variables. 
Models in blue bold letters are selected as candidate models Chapter 5 
120 Model Variables R2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
BS 3.1 3 62.1     X        X     X       
BS 3.2 3 61.6     X    X         X       
BS 3.3 3 59.9     X         X     X      
BS 3.4 3 58.6     X         X    X       
BS 3.5 3 58.5     X          X   X       
BS 4.1 4 66.7     X    X    X     X       
BS 4.2 4 65.0     X        X X    X       
BS 4.3 4 64.8     X        X  X   X       
BS 4.4 4 64.8     X  X       X     X      
BS 4.5 4 64.6     X   X X         X       
BS 5.1 5 68.3     X   X X    X     X       
BS 5.2 5 67.9     X    X    X X    X       
BS 5.3 5 67.9     X    X   X X     X       
BS 5.4 5 67.7     X  X      X X    X       
BS 5.5 5 67.7     X    X    X  X   X       
BS 6.1 6 69.9     X  X     X  X     X X     
BS 6.2 6 69.8     X    X    X     X  X X    
BS 6.3 6 69.3     X  X      X X     X X     
BS 6.4 6 69.1     X   X X    X     X      X 
BS 6.5 6 69.1     X    X    X X    X X      
BS 7.1 7 71.4     X  X      X X    X X X     
BS 7.2 7 71.1     X  X     X  X    X X X     
BS 7.3 7 71.1     X    X    X X    X X X     
BS 7.4 7 71.0     X  X      X X X    X X     
BS 7.5 7 70.9     X    X   X  X    X X X     
(1)  ‘Kg of N from deposition ha-1’ (11) ‘Kg of N in dairy cow concentrates per ha grassland’ (21) ‘Ha per LU dairy cows’ 
(2)  ‘Kg of N in purchased straw ha-1’ (12) ‘Kg of N in by-products LU-1’ (22) ‘% grassland’ 
(3)  ‘Kg of N in purchased forage maize ha-1’ (13) ‘Kg of N in by-products ha-1’ (23) ‘% non-grass forages’ 
(4)  ‘Kg of N from fixation ha-1’ (14) ‘% dairy cows’ (24) ‘% arable crops’ 
(5)  ‘Kg of N in fertilizers ha-1’ (15) ‘LU ha-1’ 
(6)  ‘Kg of N in fertilizers per ha grassland’ (16) ‘LU per ha grassland’ 
(7)  ‘Kg of N in concentrates LU-1’ (17) ‘LU dairy cows per ha grassland’ 
(8)  ‘Kg of N in dairy cow concentrates dairy cow-1’ (18) ‘LU dairy cows ha-1’ 
(9)  ‘Kg of N in concentrates ha-1’ (19) ‘Ha LU-1’ 
(10) ‘Kg of N in dairy cow concentrates ha-1’ (20) ‘Ha dairy cow-1’ 
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Models with 3 variables are not adequate because the regression equation has little 
‘information content’ and they could probably be underspecified.  
 
Models with 4, 5, 6 and 7 variables are explained here below. Models in blue bold 
letters are candidate models. 
 
Models not mentioned are of no interest: they have high degree of multicollinearity, no 
significant variables or variables belonging to the same group of variables. 
All developed models present interaction effects. 
 
5.2.3.1. Models with 4 and 5 variables 
 
Model BS 4.1 is a candidate model because (1) it does not suffer from multicollinearity 
(2) the variables belong to different groups (Appendix Eff2.spo.doc and Appendix 
Eff1.rtf). 
 
Model BS 4.2 is similar to Model BS 4.1, but the variable ‘Kg of N in concentrates ha-1’ 
is replaced by ‘% dairy cows’ (Appendix Eff3.spo.doc and Appendix Eff2.rtf). The 
degree of multicollinearity is slightly high. 
 
Model BS 5.2 is an amplification of Model BS 4.2. The added new variable, ‘Kg of N in 
concentrates ha-1’, causes an increase of R2 from 0.650 (Model BS 4.2) to 0.679 
(Model BS 5.2) but also an increase in the degree of multicollinearity, which hampers 




5.2.3.2. Resume of the best-subsets model 
 
Model BS 4.1 (Table 5.13) is selected as a candidate model because (1) it does not 
suffer from multicollinearity and (2) its variables belong to different groups of variables. 





5.2.4. Best-subsets regression with a reduced set of variables 
 
The best-subsets method is performed again with a reduced set of 14 variables to 
check if it is possible to find a better model than BS 4.1.  
The reduced set of variables contains variables which are known to be relevant from 
literature. It is interesting to know which of these variables will be selected by the BSM 
and to detect if these chosen variables are the same variables which the BSM picked 
up from the initial set of 24 variables.  








Table 5.14. Best-subsets regression models with the dependent variable ‘Efficiency’ 
with a set of 14 candidate independent variables. Models in blue letters are selected as 
candidate models 
(1) ‘Kg of N from deposition ha-1’ (8) ’Kg of N in by-products ha-1’  
Model Variables R2 1 2 3 4 5 6 7 8 9 10 11 12 13 14
BS 3.1-2 3 62.1     X   X   X    
BS 3.2-2 3 61.6     X X     X    
BS 3.3-2 3 58.6     X    X  X    
BS 3.4-2 3 58.5     X     X X    
BS 3.5-2 3 57.5     X    X X     
BS 4.1-2 4 66.7     X X  X   X    
BS 4.2-2 4 65.0     X   X X  X    
BS 4.3-2 4 64.8     X   X  X X    
BS 4.4-2 4 63.9     X X   X  X    
BS 4.5-2 4 63.6     X X    X X    
BS 5.1-2 5 67.9     X X  X X  X    
BS 5.2-2 5 67.7     X X  X  X X    
BS 5.3-2 5 67.3     X X  X   X   X 
BS 5.4-2 5 67.2     X X  X   X X   
BS 5.5-2 5 67.1    X X X  X   X    
BS 6.1-2 6 68.5     X X  X X  X   X 
BS 6.2-2 6 68.4     X X  X X  X X   
BS 6.3-2 6 68.3    X X X  X X  X    
BS 6.4-2 6 68.3     X X  X  X X   X 
BS 6.5-2 6 68.2     X X  X X  X  X  
BS 7.1-2 7 68.9     X X  X X  X X X  
BS 7.2-2 7 68.8    X X X  X X  X   X 
BS 7.3-2 7 68.8     X X  X X  X X  X 
BS 7.4-2 7 68.7     X X  X X  X  X X 
BS 7.5-2 7   68.7     X X  X  X X X X  
(2) ‘Kg of N in purchased straw ha-1’ (9) ’% dairy cows’ 
(3) ‘Kg of N in purchased forage maize ha-1’ (10) ‘LU ha-1’ 
(4) ‘Kg of N from fixation ha-1’ (11) ‘LU dairy cows ha-1’ 
(5) ‘Kg of N in fertilizers ha-1’ (12) ‘% grassland’ 
(6) ‘Kg of N in concentrates ha-1’ (13) ‘% non-grass forages’ 
(7) ‘Kg of N in dairy cows concentrates ha-1’ (14) ‘% arable crops’ 
 
 
Models not mentioned are of no interest or were already analysed in 5.2.3. They can 
be consulted in Appendix Eff5.spo.doc and Appendix Eff4.rtf, Appendix Eff9.spo.doc 
and Appendix Eff9.rtf, Appendix Eff10.spo.doc and Appendix Eff10.rtf, Appendix 
Eff11.spo.doc and Appendix Eff11.rtf, Appendix Eff12.spo.doc and Appendix Eff12.rtf 
and Appendix Eff13.spo.doc. 
 
 
5.2.4.1. Models with 5 variables 
 
 
Model BS 5.3-2 is an amplification of Model BS 4.1. The added new variable is ‘% 
arable crops’. This model does not suffer from multicollinearity. Hence, it is a candidate 
model (Appendix Eff6.spo.doc and Appendix Eff5.rtf). 
 
Model BS 5.4-2 is similar to Model BS 5.3-2, but the variable ‘% arable crops’ is 
replaced by the variable ‘% grassland’. As a consequence, the multicollinearity 
increases (see Appendix Eff7.spo.doc and Appendix Eff6.rtf). 
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Model BS 5.5-2 has in its equation the variable ‘Kg of N from fixation ha-1’ (Appendix 
Eff8.spo.doc and Appendix Eff8.rtf). 
 
 
5.2.4.2. Resume of the best models 
 
Model BS 5.3-2 is selected as a candidate model because (1) its variables belong to 
different groups of variables and (2) it does not suffer from multicollinearity. 
 
 
5.2.5. Resume of the models calculated with both best-subsets 
regressions 
 
Model BS 4.1 (Table 5.13) and Model BS 5.3-2 (Table 5.14) are both selected as 
candidate models because of the reasons given in 5.2.3.2 and 5.2.4.2. Both models 
have interaction effects. 
 
 
5.3. Comparison and selection of the best model among the AS, 
DS and BS models  
 
 
Table 5.15 shows the characteristics of the candidate models: Model AS 4, Model AS 
5, Model DS 4.1, Model DS 4.2, Model BS 4.1 and Model BS 5.3-2. 
 
 
Table 5.15. Comparison between the characteristics of the candidate models. Letters 












(1-6); 1 means 
best 




















DS 4.1 4 1 0.733 2 Yes 
DS 4.2 4 1 0.730 2 Yes 
Descendant 
substantive 

















The different criteria were scored as given in 4.2.4.  
 
Number of variables: The models with highest number of variables have the most 
‘information content’: models with 5 variables. 
 
Controlled variables: The models are ranked from 1-6; 1 presenting the model(s) that 
controls most variables. Model DS 4.1 and Model DS 4.2 rank first because they 
control the highest number of variables (Table 5.16). Model AS 4 and Model BS 4.1 
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rank last because only 4 variables are controlled. If two models control the same 
number of variables they are ranked equally (as Model DS 4.1 and Model DS 4.2). 
 
 
Table 5.16. Scores of the models for controlled variables. CM: variable included and 
controlled by the model; CD: variable excluded but controlled by a reduced dataset. 













Kg of N in purchased straw ha-1 NC NC NC NC NC NC 
Kg of N in fertilizers ha-1 CM CM CM CM CM CM 
Kg of N in concentrates  ha-1 CM CM CM CM CM CM 
Kg of N in by-products ha-1 NC CM CM CM CM CM 
LU dairy cows ha-1 CM CM CM CM CM CM 
% arable crops NC NC CD CD NC CM 
Kg of N from fixation ha-1 NC NC CD CD NC NC 
Kg of N in purchased forage 
maize ha-1 
NC NC CD CD NC NC 
% dairy cows CM CM NC NC NC NC 
Scores 5 3 1 1 5 3 
 
 
Interpretability: This is related to the degree of multicollinearity. Model BS 4.1 has the 
best score (1) while model AS 5 has the worst score (6). 
 
Interactions: All the models contain significant interaction terms which will complicate 
the interpretation of the regression coefficients. 
 
 
In conclusion, Model DS 4.1 (Appendix Eff120.spo.doc, Appendix Eff131.spo.doc, 
Appendix Eff31.rtf, Appendix Eff1.doc, and Appendix Eff1.sgr) and Model DS 4.2 
(Appendix Eff116.spo.doc, Appendix Eff108.spo.doc, Appendix Eff58.rtf, Appendix 
Eff2.doc and Appendix Eff2.sgr) are selected as the final models because they have 
the highest number of best characteristics. They are shown in Tables 5.17 and 5.18. 
Because of the exceptionally low regression coefficients of the interaction effects, 2 
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Table 5.17. Modelling Efficiency. Main variables (in bold) and interactions of Model DS 
4.1. The unstandardized coefficients are given with two meaningful digits 






 Value Std 
error 
Beta Tol VIF 
Constant 2.218 2.392    
Kg of N in fertilizers ha-1 -0.016 0.012 -0.223 0.009 115
Kg of N in concentrates ha-1 -0.029 0.023 -0.204 0.008 121
Kg of N in by-products ha-1 -0.076 0.048 -0.312 0.006 181
LU dairy cows ha-1 20.059*** 1.356 1.912 0.013 76 
By-products x LU dairy cows -0.064*** 0.014 -0.757 0.008 131
Fertilizers x Concentrates 9.4E-5 0.000 0.219 0.003 308
Fertilizers x By-products 7.1E-4*** 0.000 0.708 0.008 129
Concentrates x By-products 4.5E-4 0.000 0.286 0.003 290
Fertilizers x LU dairy cows -0.037*** 0.006 -1.473 0.004 282
Concentrates x LU dairy cows -0.047*** 0.011 -1.154 0.003 321
Fertilizers x Concentrates x By-products -4.3E-6*** 0.000 -0.696 0.006 181
Fertilizers x Concentrates x LU dairy 
cows 
1.4E-4** 0.000 1.027 0.002 627
Concentrates x By-products x LU dairy 
cows 
2.6E-4** 0.000 0.531 0.006 166
Standard error of the estimate = 2.53    
R2 = 0.767    
F-statistic = 271 on 13 and 1067 degrees 
of freedom 
   




Table 5.18. Modelling Efficiency. Main variables (in bold) and interactions of Model DS 
4.2 






 Value Std 
error 
Beta Tol VIF 
Constant 10.470*** 1.096   
Kg of N in fertilizers ha-1 -0.061*** 0.004 -0.553 0.921 1.086
Kg of N in concentrates ha-1 -0.063*** 0.006 -0.439 0.564 1.774
Kg of N in by-products ha-1 0.182** 0.057 0.483 0.050 19.803
LU dairy cows ha-1 14.279*** 0.668 1.116 0.417 2.396
By-products ha-1 x LU dairy cows ha-1 -0.108*** 0.024 -0.712 0.045 22.146
Standard error of the estimate = 2.69   
R2 = 0.753   
F-statistic = 132 on 5 and 217 
degrees of freedom 
  













5.4. Detection of influential observations 
 
The explanation of this procedure is given in 3.13. 
 
5.4.1. Identifying influential observations in Model DS 4.2  
 
Appendix Eff1.xls shows the necessary statistical parameters to detect the influential 
observations.  
 
There are 11 parameters to be studied. A parameter value is written in bold type if it is 
above the mode value of the values above the cut-off value. The criterion is a 
subjective one, but there is no general solution (Hair et al., 1998). For a particular 
observation, the more parameter values are in bold type, and the higher the intensity of 
the deviation of the parameters, the higher the probability for the observation to be 
identified as a candidate to be omitted from the dataset. 
 
- Standardized residuals. All the observations with a standardized residual 
higher than 2 are identified. The values higher than 3 are written in bold. 
- Mahalanobis parameter. Observations with a Mahalanobis value higher than 
15 are identified. Since there are very few observations with a Mahalanobis 
value higher than 15, none of them are written in bold. 
- Cook’s distance. Observations with a Cook’s distance higher than                   
4 x (n – k – 1)-1 = 0.018 are identified, where n = 223 is the number of 
observations and k = 5 is the number of independent variables (4 main effects 
and 1 interaction term). Afterwards, the values higher than 0.100 (mode value 
of the values above 0.018) are written in bold. 
- COVRATIO. Observations with a COVRATIO higher than                           
1+ 3(k+1) x n-1 = 1.080 and lower than 1+ 3(k+1) x n-1 = 0.919 are identified, 
with n = 223 and k = 5. Afterwards, values higher than 1.100 and lower than 
0.800 are written in bold. 
- SDFFIT. Observations with a SDFFIT value higher than 
12 (  1) (  -   -  1)k n k −+ ×  = 0.332 are identified, with n = 223 and k = 5. 
Afterwards, values higher than 0.500±  are written in bold. 
- There are 6 SDFBETA parameters (constant, ‘Kg of N in fertilizers ha-1’, ‘Kg of 
N in concentrates ha-1’, ‘Kg of N in by-products ha-1’, ‘LU dairy cows ha-1’ and 
‘Kg of N in by-products ha-1 x LU dairy cows ha-1’). Observations with SDFBETA 
values higher than 2 n  = 0.133 are identified, with n = 223. Afterwards, values 
higher than 0.200± are written in bold. 
 
Inspecting Appendix Eff1.xls, it becomes clear that al least 52 observations have at 
least 1 out of 11 parameters with values above the cut-off values. 
Omitting 52 observations would reduce the dataset considerably and lower the 
statistical power. Hence, a more balanced strategy was applied. 
Criteria to identify observations for further study were then: 
 
1. at least 5 out of 11 parameters have a value above the cut-off value; 
2. minimum 3 parameters are written in bold; 
3. standardized residuals are higher than the cut-off value of 2 in combination with 
Mahalanobis value. 
 
Applying this strategy, 9 observations were selected for further study. They are 
highlighted in yellow in Appendix Eff1.xls. 
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5.4.2. Eliminating influential observations in Model DS 4.2 
 
 
The sources and nature of the influential observations are explained in 3.13. 
 
The following observations were eliminated following the instructions in 3.13. 
 
Observations 935, 1345 and 1430 have more than 5 parameters above the cut-off 
value.  
These observations are eliminated because they are exceptional (but valid) 
observations, but the variables reflecting the exceptional situation are not included in 
the regression equation. 
 
 
5.4.3. Recalculation of Model DS 4.2 
 
Model DS 4.2 is recalculated without the influential observations mentioned above. The 
results are shown in Table 5.19 and in Appendix Eff117.spo.doc.  
 
 








 B Std 
error 
Beta Tol VIF 
Constant 10.939*** 1.077   
Kg of N in fertilizers ha-1 -0.063*** 0.004 -0.572 0.933 1.072
Kg of N in concentrates ha-1 -0.060*** 0.006 -0.424 0.546 1.830
Kg of N in by-products ha-1 0.201** 0.062 0.520 0.042 23.573
LU dairy cows ha-1 14.024*** 0.648 1.074 0.445 2.246
By-products x LU dairy cows -0.121*** 0.028 -0.744 0.038 26.346
R2  = 0.765     
Std error of the estimate = 2.59     
F = 139 on 5 and 219 degrees of 
freedom 
   
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
 
 
The standard error of the estimate has slightly decreased from 2.79 down to 2.59. 
R2 (0.765) has increased in comparison with the model with influential observations 
(0.753).  
The beta coefficients have changed slightly but maintain the same order of relevance 
as before. This final model without influential observations and with interaction terms 
can not be interpreted as the model without interaction terms. The regression 
coefficients of the model with interaction terms represent the variation of the mean 
‘Efficiency’ when the rest of the variables are kept constant at zero values. We centred 
the model to make meaningful interpretations (3.11.2 and 5.7.2). 
The tolerance and VIF values are slightly better than the values of the model with 
influential observations but the degree of multicollinearity is still very high due to the 
inclusion of the interaction term. 




The recalculated model (without the eliminated influential observations) is a better 




5.4.4. Identifying influential observations in Model DS 4.1 
 
 
The same procedure is followed as indicated in 5.4.1. The value of k is now 13 and that 
of n is 1078. Details are given in Appendix Eff2.xls.  
 
Inspecting Appendix Eff2.xls it becomes clear that at least 235 observations have at 
least 1 out of 20 parameters with values above the cut-off values. Omitting 235 
observations would reduce the dataset considerably and lower the statistical power. 
Hence, a more balanced strategy was applied. Criteria to identify observations for 
further study were: 
 
1. At least 15 out of 20 parameters have a value above the cut-off value. 
2. Between 8 and 15 out of 20 parameters have a value above the cut-off value and 
more than 50 % of them are written in bold. 
3. Standardized residuals are higher than the cut-off value of 2 in combination with 
a Mahalanobis value. 
 
Applying this strategy, 59 observations were selected for further study. They are 
highlighted in yellow in Appendix Eff2.xls.    
 
 
5.4.5. Eliminating influential observations in Model DS 4.1 
 
The following observations are eliminated following the instructions in 3.13. 
Observations 1294, 1450 and 1482 have more than 15 parameters with values above 
the cut-off value. These observations are eliminated because they are exceptional (but 
valid) observations, but the variables reflecting the exceptional situation are not 
included in the regression equation.  
 
 
5.4.6. Recalculation of Model DS 4.1 
 
Model DS 4.1 is recalculated without the influential observations mentioned above 
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Table 5.20. Modelling Efficiency. Summary of Model DS 4.1 without influential 






 B Std 
error 
Beta Tol VIF 
Constant 2.807 2.284    
Kg of N in fertilizers ha-1 -0.018 0.011 -0.252 0.009 115 
Kg of N in concentrates ha-1 -0.026 0.022 -0.190 0.008 121 
Kg of N in by-products ha-1 -0.083 0.046 -0.353 0.005 182 
LU dairy cows ha-1 19.492*** 1.296 1.905 0.013 76 
By-products x LU dairy cows -0.063*** 0.014 -0.763 0.008 131 
Fertilizers x Concentrates 7.8E-5 0.000 0.188 0.003 308 
Fertilizers x By-products 7.3E-4*** 0.000 0.749 0.008 129 
Concentrates x By-products 5.3E-4 0.000 0.342 0.003 290 
Fertilizers x LU dairy cows -0.035*** 0.006 -1.433 0.004 282 
Concentrates x LU dairy cows -0.047*** 0.010 -1.168 0.003 320 
Fertilizers x Concentrates x By-products 4.5E-6*** 0.000 -0.743 0.006 181 
Fertilizers x Concentrates x LU dairy cows 1.4E-4** 0.000 1.050 0.002 627 
Concentrates x By-products x LU dairy 
cows 
2.5E-4** 0.000 0.522 0.006 166 
R2 = 0.777      
Std error of the estimate = 2.41      
F = 285 on 13 and 1077 degrees of 
freedom 
   
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
 
 
The standard errors of the regression coefficients have decreased in comparison 
with the model with influential observations. 
The standard error of the estimate has decreased from 2.53 down to 2.41. 
R2 has slightly increased from 0.768 up to 0.777.  
The tolerance and VIF values remain equal to the values of the model with the 
influential observations. The condition index and variance proportions are also the 
same. There is a very high degree of multicollinearity due to the interaction terms. 
After the elimination of the influential observations there have been no changes in the 
significance of the variables.  
See Appendix Eff4.doc for the residual plots. 
 
The recalculated model (without the eliminated influential observations) is a better 

















5.5. Model validation 
 
 
The explanation of this procedure is given in 3.14. 
 
Model DS 4.2 without influential observations and Model DS 4.1 without influential 
observations are validated using cross-validation, leaving-one-out with MINITAB 
version 14. 
 
The results are shown in Table 5.21: 
 
 
Table 5.21. Predicted R2 and R2 of Model DS 4.2 and Model DS 4.1 
 Model DS 4.2 Model DS 4.1 
R2 of the model 0.765   0.777    
Predicted R2 0.749 0.765 
 
 
The difference between the R2 of the models and the predicted R2 is smaller than 0.1, 
which is considered small enough to validate the model.   
 
The conclusion is that the models get validated. Hence, these models can be used with 
farms that do not belong to the original dataset. 
  
Details of the calculations are given in Appendix MVEff.doc. 
 
 
5.6. Independence of the observations 
 
 
As mentioned in 2.1, several farms were recorded in subsequent years, which may 
lead to observations not fully independent. In Appendix SurIO it is shown that the 
observations of the dependent variable are correlated indeed. To improve the models, 
a random effect for ‘Farm’ was included. The resulting models including the random 
effect are shown in Table 5.22, Table 5.23, Appendix EffDS42RE and Appendix 
EffDS41RE. 
 
       Table 5.22. Model DS 4.2 with a random effect for ‘Farm’ (Model DS 4.2 RE) 




  B Std 
error 
Beta 
Constant  12.628*** 1.258  
Kg of N in fertilizers ha-1  -0.065*** 0.004 -0.595 
Kg of N in concentrates ha-1  -0.061*** 0.008 -0.434 
Kg of N in by-products ha-1  0.116 0.065 0.300 
LU dairy cows ha-1  13.586*** 0.798 1.040 
By-products x LU dairy cows  -0.084** 0.029 -0.516 
R2 = 0.761    
Std dev of the intercept = 2.01    
Std dev of the residual = 1.92    
Number of records = 220 
Number of groups = 85 
       * Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
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The regression coefficients and standard errors of Model DS 4.2 and Model DS 4.2 RE 
do not significantly change (see Appendix Eff3.xls for the simple slopes) and hence, 
the interpretation of Model DS 4.2 and Model DS 4.2 RE does not change. However in 
the paragraphs interpreting the final model, Model DS 4.2 RE is selected, because 
statistically it is the most correct model. The same explanation holds for Model DS 4.1 
and Model DS 4.1 RE (see Appendix Eff5.xls for the simple slopes). 
 
 
Table 5.23. Model DS 4.1 with a random effect for ‘Farm’ (Model DS 4.1 RE). Two 
meaningful digits of the regression coefficients are given 




  B Std 
error 
Beta 
Constant  9.379*** 1.460  
Kg of N in fertilizers ha-1  -0.056*** 0.006 -0.776 
Kg of N in concentrates ha-1  -0.052*** 0.014 -0.382 
Kg of N in by-products ha-1  -0.086* 0.040 0.365 
LU dairy cows ha-1  15.688*** 0.839 1.533 
Fertilizers x Concentrates  2.9E-4*** 4.3E-5 0.702 
Fertilizers x By-products  6.3E-4*** 1.34E-4 0.645 
Concentrates x By-products  3.2E-4 3.07E-4 0.210 
Fertilizers x LU dairy cows  -0.013*** 0.003 0.538 
Concentrates x LU dairy cows  -0.028*** 0.005 0.690 
By-products x LU dairy cows  -0.058*** 0.014 0.706 
Fertilizers x Concentrates x By-products  3.1E-6** 9.5E-7 0.509 
Concentrates x By-products x LU dairy cows  2.7E-4** 8.9E-5 0.558 
R2 = 0.772    
Std dev of the intercept = 1.47    
Std dev of the residual = 2.00    
Number of records = 1078 
Number of groups = 186 
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
 
 
Hence Model DS 4.2 RE and Model DS 4.1 RE are chosen for interpretation because 
they are the most correct models. 
 
The collinearity diagnostics can not be calculated when including a random effect in the 
regression equation, but since Model DS 4.2 RE and Model DS 4.1 RE are so similar to 
Model DS 4.2 and Model DS 4.1, it can be accepted that Model DS 4.2 RE and Model 














5.7. Model DS 4.2 RE 
 
 
The assessment and discussion of Model DS 4.2 RE is done before that of Model DS 
4.1 RE because the interpretation of Model DS 4.2 RE is easier owing to the presence 
of only one interaction term. The regression equation of Model DS 4.2 RE is: 
 
1 112.628 0.065 0.061Efficiency Kg of N of fertilizers ha Kg of N of concentrates ha− −= − −
1 10.116 13.586Kg of N of by products ha LU dairy cows ha− −+ − +
1 10.084 Kg of N by products ha LU dairy cows ha− −− − ×  
 
 
5.7.1. Model DS 4.2 RE uncentred 
 
The uncentred model is shown in Table 5.24 and in Appendix EffDS42RE. 
 
 





 B Std 
error 
Beta 
Constant 12.628*** 1.258  
Kg of N in fertilizers ha-1 -0.065*** 0.004 -0.595 
Kg of N in concentrates ha-1 -0.061*** 0.008 -0.434 
Kg of N in by-products ha-1 0.116* 0.065 0.300 
LU dairy cows ha-1 13.586*** 0.798 1.040 
By-products x LU dairy cows -0.084* 0.029 -0.516 
R2 = 0.761    
Std dev of the intercept = 2.01   
Std dev of the residual = 1.92   
Number of records = 220   
Number of groups = 85   




5.7.1.1. Unstandardized regression coefficients 
 
The unstandardized regression coefficients of a model with interactions represent the 
variation of a particular variable when the other variables are kept constant at zero 
value.  
 
The interpretation of the unstandardized regression coefficients of the variables ‘Kg of 
N in fertilizers ha-1’ and ‘Kg of N in concentrates ha-1’ is straightforward: The 
decrease of one ‘Kg of N in the fertilizers ha-1’, and one ‘Kg of N in concentrates ha-1’ 
will increase the mean ‘Efficiency’ with 0.065 % and 0.061 % (keeping the rest of the 
variables constant), which means that the output will decrease slightly less when 
decreasing ‘Kg of N in fertilizers ha-1’ compared to decreasing ‘Kg of N in concentrates 
ha-1’. This is similar to the relation found with the unstandardized coefficients of the 
regression of the ‘Surplus ha-1’.  
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The unstandardized coefficients of these two variables (‘Kg of N in fertilizers ha-1’ and 
‘Kg of N in concentrates ha-1’) will not vary irrespective of the levels of the other 
variables, because these two variables are not represented in the interaction term. The 
centred model (see 3.11.2) presents the same unstandardized coefficients for these 
two variables (Table 5.25). Therefore, it is neither necessary nor possible to calculate 
simple slopes (see 3.11.3) of these variables.  
 
The  unstandardized regression  coefficients of the variables ‘Kg of N in by-products 
ha-1’ and ‘LU dairy cows ha-1’ in the uncentred model represent the change caused in 
the mean ‘Efficiency’ when changing one unit of that particular variable keeping the 
other variable constant and equal to zero and the first two variables (‘Kg of N in 
fertilizers ha-1’ and ‘Kg of N in concentrates ha-1’) constant. 
 
The interpretation of the unstandardized regression coefficient of ‘Kg of N in by-
products ha-1’ (0.116), would be that increasing one ‘Kg of N in by-products ha-1’ will 
increase the mean ‘Efficiency’ with 0.116 % when ‘LU dairy cows ha-1’ is kept at zero 
value. This interpretation is meaningless because the variable ‘LU dairy cows ha-1’ will 
never adopt zero value in a dairy cattle farm. 
 
The interpretation of the unstandardized regression coefficient of ‘LU dairy cows ha-1’ 
(13.586), is that increasing one ‘LU dairy cows ha-1’ will increase the mean ‘Efficiency’ 
with 13.586 % when ‘Kg of N in by-products ha-1’ is kept at zero value. This 
interpretation is more meaningful than the previous one because it is possible to find 
farms with zero input of ‘Kg of N in by-products ha-1’. However, this can only be applied 




5.7.1.2. Standardized (beta) regression coefficients 
 
 
In the uncentred model, the variable ‘Kg of N in fertilizers ha-1’ has a higher (in 
absolute value) beta coefficient (-0.594) than the variable ‘Kg of N in concentrates 
ha-1’ (-0.434), which means that changing the variable ‘Kg of N in fertilizers ha-1’ with 
one standard deviation will influence more the mean ‘Efficiency’ than changing the 
variable ‘Kg of N in concentrates ha-1’ with one standard deviation. The beta 
coefficients of these two variables do not differ from the ones in the centred model (see 
Table 5.25).  
 
It is not possible to compare the beta coefficients of ‘Kg of N in fertilizers ha-1’ and ‘Kg 
of N in concentrates ha-1’ with the beta coefficients of the other two variables (‘Kg of N 
in by-products ha-1’ and ‘LU dairy cows ha-1’) in the uncentred model. The beta 
coefficients of the variables ‘Kg of N in by-products ha-1’ and ‘LU dairy cows ha-1’ will 
change as the combination of levels of ‘Kg of N in by-products ha-1’ and ‘LU dairy cows 
ha-1’ change. Therefore, the best (the most realistic or appropriate) situation to interpret 
the beta coefficients is in the centred model, when all the variables are considered in 










5.7.2. Model DS 4.2 RE centred  
 
Centring produces a regression model with regression coefficients which represent the 
variation of a particular variable when the other variables are at their mean values (see 
3.11.2). The variables are centred to create a more meaningful interpretation of the 
model. This is a more realistic and common situation than the situation that represents 
the uncentred model, when the variables ‘Kg of N in by-products ha-1’ and ‘LU dairy 
cows ha-1’ are zero.  
Table 5.25 and Appendix EffDS42RECentred show the centred model. 
 
 





 B Std 
error 
Beta 
Constant 20.738*** 0.291  
Kg of N in fertilizers ha-1 -0.065*** 0.004 -0.594 
Kg of N in concentrates ha-1 -0.061*** 0.008 -0.434 
Kg of N in by-products ha-1 -0.031* 0.020 -0.081 
LU dairy cows ha-1 12.752*** 0.744 0.976 
By-products x LU dairy cows -0.084* 0.029 -0.134 
R2  = 0.761    
Std dev of the intercept = 2.01   
Std dev of the residual = 1.92   
Number of records = 220   
Number of groups = 85   
           * Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
 
 
The degree of multicollinearity of the former Model DS 4.2 was much lower in the 
centred model than in the uncentred model (Appendix Eff119 and Eff117). In the 
centred model, the tolerance values increased considerably, the VIF values have 
decreased dramatically and the condition index has become very low. A similar 
phenomenon occurs with Model DS 4.2 RE uncentred and Model DS 4.2 RE centred. 
However, the multicollinearity diagnostics can not be calculated in Model DS 4.2 RE 
(see 5.6). 
Centring the model does not change the simple slopes, their standard errors, their 




5.7.2.1. Unstandardized coefficients of the centred model 
 
In the centred model, the unstandardized coefficients of the variables ‘Kg of N in 
fertilizers ha-1’ and ‘Kg of N in concentrates ha-1’ are equal to those in the uncentred 
model. The interpretation is the same. 
 
In the centred model, the unstandardized regression coefficient of ‘Kg of N in by-
products ha-1’ (-0.031), has a more meaningful interpretation: decreasing one ‘Kg of N 
in by-products ha-1’ will increase the mean ‘Efficiency’ with 0.031 % when ‘LU dairy 
cows ha-1’ is kept at its mean value (1.75) and ‘Kg of N in fertilizers ha-1’ and ‘Kg of N in 
concentrates ha-1’ are just kept constant (it is not necessary to consider any particular 
level of these variables because they are not included in the interaction term), which 
means that the output must decrease more than when decreasing one ‘Kg of N in 
fertilizers ha-1’ and ‘Kg of N in concentrates ha-1’.  
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In the centred model, the unstandardized coefficient of ‘Kg of N in by-products ha-1’     
(-0.031) equals the simple slope of the variable ‘Kg of N in by-products ha-1’ for the 
mean level of ‘LU dairy cows ha-1’ (see simple slopes in Table 5.28). 
The  interpretation  of  the unstandardized coefficient of the variable ‘LU dairy cows 
ha-1’ (12.752) in the centred model is that increasing one ‘LU dairy cows ha-1’ causes 
an increase of 12.752 % in the mean ‘Efficiency’ when the variable ‘Kg of N in by-
products ha-1’ is kept at its mean value (10 Kg of N ha-1) and the variables ‘Kg of N in 
fertilizers ha-1’ and ‘Kg of N in concentrates ha-1’ are just kept constant.  
In the centred model, the unstandardized coefficient of ‘LU dairy cows ha-1’ (12.752) 
equals the simple slope of the variable ‘LU dairy cows ha-1’ for the mean level of ‘Kg of 




5.7.2.2. Standardized coefficients of the centred model 
 
The beta coefficients of the centred model can be used to compare the relative 
importance of the independent variables only at the stage in which all the independent 
variables are around their means. 
For this particular stage, the order of relevance is: ‘LU dairy cows ha-1’, ‘Kg of N in 
fertilizers ha-1’, ‘Kg of N in concentrates ha-1’ and ‘Kg of N in by-products ha-1’. 
 
Therefore, calculating simple slopes is the only way to study the impact of every 
independent variable in the ‘Efficiency’ for all the combination of levels of the other 
independent variables. Simple slopes (or simple regression coefficients) are calculated 
in order to be able to interpret the regression coefficient of an independent variable 




5.7.2.3. Simple slopes (unstandardized coefficients for different levels of 
the variables) 
 
The simple slopes for different levels of these variables, their variances, their standard 
errors and their significance are calculated as explained in 3.11.3; the calculation is 
presented in detail in Appendix Eff3.xls. 
 
Given the interaction, the most important question is “How will the slope, called simple 
slope, (or the regression coefficient) of the variable ‘Kg of N in by-products ha-1’ (or the 
influence of the variable ‘Kg of N in by-products ha-1’ on the ‘Efficiency’) change when 
varying the level of the other variable ‘LU dairy cows ha-1’, and, how will the slope (or 
the regression coefficient or the influence on the ‘Efficiency’) of ‘LU dairy cows ha-1’ 
change when varying the level of the variable ‘Kg of N in by-products ha-1‘?” 
 
 
5.7.2.3.1. Simple slopes of the variable ‘LU dairy cows ha-1’ 
 
Table 5.26 and Appendix Eff3.xls show the different simple slopes of ‘LU dairy cows 
ha-1’ at different levels (LOW: mean – 1 standard deviation, MEAN and HIGH: mean + 
1 standard deviation) of the variable ‘Kg of N in by-products ha-1’. The low level of the 
variable ‘Kg of N in by-products ha-1’ is equal to – 3.757. This value is equalled to zero, 
because adopting a negative value is meaningless. 
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Table 5.26. Simple slopes of ‘LU dairy cows ha-1’ for different levels of ‘Kg of N in by-
products ha-1’ 
Levels of ‘Kg of N in by-products ha-1’ = LOW MEAN HIGH 
simple slopes = 13.586 12.752 11.603 
variance of simple slope = 0.420 0.367 0.542 
standard error of simple slope = 0.648 0.606 0.736 
t = 20.952 21.039 15.761 
t x standard error simple slope = 1.272 1.189 1.444 
lower bound 12.314 11.563 10.159 
upper bound 14.858 13.941 13.047 
 
 
Figure 5.1 shows the different simple slopes of ‘LU dairy cows ha-1’ for different levels 
of ‘Kg of N in by-products ha-1’. 
 
 
'Efficiency' vs 'LU dairy cows ha-1' for different levels of 
'Kg of N by-products ha-1'
y = 13.586x - 2.771
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MEAN 'Kg of N in by-products ha-1'
HIGH 'Kg of N in by-products ha-1'
 




All the simple slopes of the variable ‘LU dairy cows ha-1’ are positive, irrespective of the 
level of the variable ‘Kg of N in by-products ha-1’. The mean ‘Efficiency’ will increase as 
‘LU dairy cows ha-1’ increases. The interpretation of the simple slopes is that for low, 
mean  and  high levels of ‘Kg of N in by-products ha-1, increasing one ‘LU dairy cows 
ha-1’ will cause an increase in the mean ‘Efficiency’ of 13.586 %, 12.752 % and 11.603 
%. 
 
The simple slopes decrease in absolute value as the levels of ‘Kg of N in by-products 
ha-1’ increase. This means that, as the level of ‘Kg of N in by-products ha-1’ increases, 
the increase in the mean ‘Efficiency’ caused by an increase in ‘LU dairy cows ha-1’ 
becomes smaller. The conclusion is this: if one wants to increase ‘LU dairy cows 
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ha-1’, the best solution to increase the ‘Efficiency’ is to work with a low input of 
‘Kg of N in by-products ha-1’. 
 
Figure 5.2 shows the upper and lower bound of the 95% confidence intervals for the 
significance of the simple slopes of the interaction term for ‘LU dairy cows ha-1’ at 
different levels of the variable ‘Kg of N in by-products ha-1’. Since the upper and lower 
bounds stay above the zero axis for the whole range of the variable ‘Kg of N in by-
products ha-1’, the simple slopes are significant for the whole range of the variable ‘Kg 
of N in by-products ha-1’ (see 3.11.3).  
 
Confidence interval bounds of simple slopes of 
'LU dairy cows ha-1'
y = 0.0011x2 - 0.1405x + 15.296
y = -0.0011x2 - 0.1012x + 12.752
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Figure 5.2. Confidence intervals of the simple slopes of ‘LU dairy cows ha-1’ for 
different levels of ‘Kg of N in by-products ha-1’ 
 
 
The veracity of the statistical interaction between ‘Kg of N in by-products ha-1’ and ‘LU 




The farm-gate ‘Efficiency’ depends on the ‘Animal Efficiency’ (AE) and the ‘Soil 
Efficiency’ (SE) (see 5.2.1.2). 
The AE can be defined as: 
 
1g of milk N cowAE
NI
−
=                                                (5.1) 
 
where NI is the ‘g of N intake per cow’. 
 
To investigate how the ‘AE’ changes when changing the inputs of N (in this case the 
input of by-products) and the livestock units ha-1, the relationship found between the 
‘NI’ and the ‘output of N in milk per cow’ in the research of Kebreab et al. (2001) is 
used again. 
 





Formula 5.2 permits to calculate the AE: 
 








= +                                                  (5.3) 
 
Four different scenarios are studied: 
 
Scenario 1: There is an initial number of cows = n1, and a certain total feed N input = 






= +  








Scenario 2: The ‘Kg of N in by-products ha-1’ is raised, which implies increasing the 







= +  
 
and the NI2 is calculated as follows: 
 













= +                                                     (5.4) 
 
Scenario 3: The number of cows increases = n3 and the total feed input is maintained 






= +  
 
and the NI3 is: 
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g of N of total feed inputNI
n
=                                    (5.5) 
 
1 1g of N of total feed input n NI1= ×                                (5.6) 
 













= ×                                                     (5.8) 
Since,  
1 3n n〈  
then,  
3 1NI NI〈  
 
Scenario 4: The number of cows increases = n3 as well as the total feed input = total 





= +  




g of N of total feed inputNI
n
=                                 (5.9)   
and 
2 1g of N of total feed input n NI2= ×                              (5.10) 
 






= ×                                                    (5.11) 







⎛ ⎞= × +⎜⎝ ⎠n ⎟
                                          (5.12) 
 
We have now the equations of the ‘AE’ and the intake of N per cow for the 4 scenarios. 
 
The regression analysis taught that the farm gate ‘Efficiency’ increases when ‘LU dairy 
cows ha-1’ increases.  The increase is higher at a low level of ‘Kg of N in by-products 
ha-1’ than at a high level of it. This can be written as follows: 
 
  3 1 4AE AE AE AE2− 〉 −                                               (5.13) 
 





⎛ ⎞+ − + 〉⎜ ⎟⎝ ⎠ 4 2
38.2 38.20.19 0.19
NI NI
⎛ ⎞+ − +⎜⎝ ⎠⎟







⎛ ⎞× − 〉⎜ ⎟⎠⎝ 4 2
1 138.2
NI NI
⎛ ⎞× −⎜⎝ ⎠⎟
                        (5.15) 
 
1 3 2 4
3 1 4 2
NI NI NI NI
NI NI NI NI
− −〉× ×                                      (5.16) 
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⎛ ⎞+⎜ ⎟⎝ ⎠










                                                     (5.19) 
 
In equation 5.19, the left term is always larger than the right term. The largeness of the 
denominator of the right term depends on the increase of the total N feed input (x) and 
the initial number of cows. As we increase the total input of feed (x) in scenarios 2 and 
4 compared to scenarios 1 and 3, the denominator of the right term will always be 
larger than that of the left term. 
 
We conclude the demonstration with an example: 4 scenarios with a different number 
of cows and a different input of feed N are selected (see Table 5.27):  
 
 
Table 5.27. Example of the demonstration of the interaction of Model DS 4.2 RE 
 Number of cows 
(n) 
g of N in total feed 
input 






Scenario 1 50 22500 450 27.49 
Scenario 2 50 25000 500 26.64 
Scenario 3 55 22500 409 28.34 
Scenario 4 55 25000 455 27.40 
 
 
Checking formula 5.13 proves its veracity: 
 
3 1 4AE AE AE AE2− 〉 −  
3 1 28.34 27.49 0.85AE AE− = − =  
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and 
4 2 27.40 26.64 0.76AE AE− = − =  
 
0.85 0.76>  
 
It is proved that the farm gate ‘Efficiency’ increases when ‘LU dairy cows ha-1’ 
increases and the increase is higher at a low level of ‘Kg of N in by-products ha-1’ than 
at a high level of it. 
 
 
5.7.2.3.2. Simple slopes of the variable ‘Kg of N in by-products ha-1’ 
 
Table 5.28 shows the different simple slopes of ‘Kg of N in by-products ha-1’ at different 
levels (LOW: mean – 1 standard deviation, MEAN and HIGH: mean + 1 standard 
deviation) of the variable ‘LU dairy cows ha-1’: 
 
 
Table 5.28. Simple slopes of ‘Kg of N in by-products ha-1’ for different levels of ‘LU 
dairy cows ha-1’. Simple slopes in red letters are not significant 
Levels of ‘LU dairy cows ha-1’ = LOW MEAN HIGH 
simple slopes =  0.003 -0.031 -0.065 
variance of simple slope = 0.001 0.000 0.000 
standard error of simple slope = 0.028 0.020 0.016 
t = 0.108 -1.588 -4.147 
t x standard error simple slope = 0.054 0.038 0.031 
lower bound -0.051 -0.069 -0.096 
upper bound 0.057 0.007 -0.034 
 
 
The interpretation of the change of the simple slopes of the variable ‘Kg of N in by-
products ha-1’ is more complicated than the change in the simple slopes of the variable 
‘LU dairy cows ha-1’. 
 
Figure 5.3 shows two different intervals of the variable ‘LU dairy cows ha-1’ (from 0.7 to 
1.8 and from 1.8 onwards). 
 
The total interval of values ‘LU dairy cows ha-1’ ranges from 0.7 to 3; covering 2.3 units 
and containing 220 records. 
 
From 0.7 to 1.8: the interaction is not significant. The model without interaction terms 
should be used (see Appendix Eff75.spo.doc).   
 
From 1.8 onwards: the slope is significant and negative, that is, the mean ‘Efficiency’ 
will decrease more sharply (the absolute value of the slope of ‘Kg of N in by-products 
ha-1’ will increase) when the level of ‘LU dairy cows ha-1’ increases. In other words: 
decreasing ‘Kg of N in by-products ha-1’ will provoke a higher increase in the mean 





Confidence intervals bounds of simple slopes of 
'Kg of N in by-products ha-1'
y = 0,0147x2 - 0,2008x + 0,3352
y = -0,0149x2 - 0,0402x + 0,0656
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Figure 5.3. Confidence intervals of the simple slopes of ‘LU dairy cows ha-1’ for 
different levels of ‘Kg of N in by-products ha-1’ 
 
 
It is not possible to prove the reason of the existence of these intervals. The literature 
does not mention any research that corroborates this statistical result. In any case, the 
interaction is not strong due to the large interval (0.7 – 1.8) in which it is not significant. 
 
The veracity of this statistical interaction, where it is significant (for values higher than 
1.95 ‘LU dairy cows ha-1’), is proven here-under.  
 
The farm-gate ‘Efficiency’ depends on the ‘Animal Efficiency’ and the ‘Soil Efficiency’. 
The variables that are present in the interaction ‘Kg of N in by-products ha-1’ and ‘LU 
dairy cows ha-1’ do not influence the ‘Soil Efficiency’ but they do influence the ‘Animal 
Efficiency’.  
 
The reasoning applied here-under is completely in line with the reasoning followed in 
5.7.2.3.1. 
Results of the regression analysis indicate that, given a level of LU of dairy cows ha-1 of 
approximately 1.95, increasing the ‘Kg of N in by-products ha-1’ will produce a decrease 
in the mean farm-gate ‘Efficiency’ smaller than when the level of ‘LU dairy cows ha-1’ is 
higher. This can be written as follows: 
 
1 2 3AE AE AE AE4− 〈 −                                                (5.20) 
 





⎛ ⎞+ − + 〈⎜ ⎟⎝ ⎠ 3 4
38.2 38.20.19 0.19
NI NI
⎛ ⎞+ − +⎜⎝ ⎠
 
⎟                      (5.21) 
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⎛ ⎞× − 〈⎜ ⎟⎝ ⎠ 3 4
1 138.2
NI NI
⎛ ⎞× −⎜ ⎟⎠⎝
                               (5.22) 
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〈                                                              (5.26) 
 
In equation 5.26, the left term is always lower than the right term because  is always 





We conclude the demonstration with the same example shown in 5.7.2.3.1: four 
different scenarios with different number of cows and different N feed input are 
selected. The difference in the ‘AE’ is compared for a shift from scenario 1 to scenario 
2 and for a shift from scenario 3 to scenario 4 (Table 5.27).  
 
We check that: 
 
1 2 3AE AE AE AE4− 〈 −  
1 2 27.49 26.64 0.85AE AE− = − =  
and 
3 4 28.34 27.40 0.93AE AE− = − =  
  
It is proven that                                    0.85 0.93<  
 
In other words, at a given level of LU of dairy cows ha-1 of approximately 1.95, 
increasing the ‘Kg of N in by-products ha-1’ will produce a smaller decrease in the mean 










5.7.2.4. Percentage coefficients 
he percentage coefficients reflect the mean percentage of change of the ‘Efficiency’ 
he necessary steps to calculate these coefficients are explained in 4.7.3. See 
he resulting coefficients are shown in Table 5.29: 
able 5.29. Modelling Efficiency: percentage coefficients of Model DS 4.2 RE 




when varying 1% of an independent variable. These coefficients may be more useful in 
practice than the beta coefficients because they are intuitively easier to understand 
because they relate changes in percentages between the independent and the 
dependent variables and not standard deviations as the beta coefficients do. 
 
T






Variable Kg of N in Kg of N in 
-1
Kg of N in by- LU da
rtilizers ha-1 centrates h products ha-1 ha-1 
Average coefficient 1.108 0.590 0.243 0.028 
LOW level 0.533 0.075 0.001 0.960 
MEAN level 0.604 0.228 0.015 1.133 
HIGH level 0.657 0.482 0.089 1.146 
 
hese coefficients show that e.g. a change of 10 % in the ‘Kg of N in fertilizers ha-1’, will 
able 5.29 shows the similarity in the order of relevance of the variables with the beta 
hese percentage coefficients are average values of the 219 records of farms and of 
 
T
cause an average change of 5.9 % of the value of the ‘Efficiency’.  
 
T
coefficients of the centred model as shown in Table 5.25.  
 
T
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5.7.3. Actions to take to increase the ‘Efficiency’ using the beta or the 
percentage coefficients 
 
If the ‘Efficiency’ is to be increased, the actions to be taken are listed here below; 
actions are given in order of importance. 
 
A hypothetical farm is created (Table 5.30). Applying the regression presented in Table 
5.24, it predicts an actual efficiency of 23.77%. 
 
1- Increasing ‘LU dairy cows ha-1’ (which has the highest beta coefficient in the 
centred model, 0.976, and the highest percentage coefficient, 1.108) causes the 
highest increase in the mean ‘Efficiency’. Due to the interaction effect, the best 
result is obtained when the level of ‘Kg of N in by-products ha-1’ is low.  
2- The second best action to take is to decrease the ‘Kg of N in fertilizers ha-1’, 
whose beta coefficient in the centred model is -0.595 and the percentage 
coefficient -0.590.  
3- The third best action to take is to decrease the ‘Kg of N in concentrates ha-1’, 
whose beta coefficient in the centred model is -0.434 and the percentage 
coefficient 0.243. 
4- The last action to take is to decrease the ‘Kg of N in by-products ha-1’. Due to 
the interaction effect, the best results are obtained when the level of ‘LU dairy 
cows ha-1’ is high. 
 
The best thing to do in a model with interactions is to look at the standardized (beta) 
coefficients of the centred model or, even better, to calculate the simple slopes of that 
particular farm (Appendix Eff3.xls) and see which variable causes a higher increase in 
the mean ‘Efficiency’.  
 
The right part of Table 5.30 shows how much the mean ‘Efficiency’ will change when 
the variables are changed with one standard deviation or with 10%. 
 
How many extra ‘LU dairy cows ha-1’ can be kept with a particular input of feed of this 
farm is given in 4.9. 
 
The order of the influence of each variable in the variation of the mean ‘Efficiency’ is in 
accordance with the ‘percentage coefficients’ obtained in 5.7.2.4. 
 
More than one variable can be modified at the same time. The modified values of the 
variables can be introduced in the regression equation of Table 5.24 which will give the 
new mean ‘Efficiency’ value. 
  
Table 5.30. Change in the mean ‘Efficiency’ when independent variables are varied in an hypothetical farm. Variables 1, 2 and 3 are decreased 
with 1 Std dev or 10% and variable 4 is increased with 1 Std dev or 10% 
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1      ‘Kg of N in fertilizers ha-1’ 150 -0.595 48.16 26.92 3.14 13.24 24.75 0.98 4.12 
2 ‘Kg of N in concentrates ha-1’ 90 -0.434 37.58 26,07 2.30 9.65 24.32 0.55 2.31 
3  ‘Kg of N in by-products ha-1’ 20 -0.081 13.71 22.60 0.40 1.78 23.71 0.06 0.27 
4        ‘LU dairy cows ha-1’ 1.90 0.976 0.405 
23.77 
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5.8. Model DS 4.1 RE 
 
Model DS 4.1 RE was developed with a dataset of records of farms with null input of N 
fixation and null input of N in purchased forage maize and without arable crops. 
 
 
1 19.379 0.056 0.052Efficiency Kg of N in fertilizers ha Kg of N in concentrates ha− −= − −
1 10.086 15.688Kg of N in by products ha LU dairy cows ha− −− − +  
1 10.058 Kg of N in by products ha LU dairy cows ha− −− − ×  
1 10.00029 Kg of N in fertilizers ha Kg of N in concentrates ha− −+ ×  
1 10.00063 Kg of N in fertilizers ha Kg of N in by products ha− −+ × −  
1 10.00032 Kg of N in concentrates ha Kg of N in by products ha− −+ × −  
1 10.013 Kg of N in fertilizers ha LU dairy cows ha− −− ×  
1 10.028 Kg of N in concentrates ha LU dairy cows ha− −− ×  
1 10.0000031Kg of N in fertilizers ha Kg of N inconcentrates ha Kg of N inby products ha− −− × ×
1 10.00027 Kg of N in concentrates ha Kg of N in by products ha LU dairy cows ha
1−−
1− − −+ × − ×  
 
5.8.1. Model DS 4.1 RE uncentred 
 
The uncentred model is shown in Table 5.31 and Appendix EffDS41RE. 
 
Table 5.31. Modelling Efficiency. Summary of Model DS 4.1 RE uncentred. The 
unstandardized coefficients are given with two meaningful digits 
 Unstandardized coefficients Standardized 
coefficients 
 B Std 
error 
Beta 
Constant 9.379*** 1.460  
Kg of N in fertilizers ha-1 -0.056*** 0.006 -0.776 
Kg of N in concentrates ha-1 
-1
-0.052*** 0.014 -0.382 
Kg of N in by-products ha  
-1
-0.086* 0.040 -0.365 
LU dairy cows ha  15.688*** 0.839 1.533 
By-products x LU dairy cows -0.058*** 0.014 -0.706 
Fertilizers x Concentrates 2.94E-4*** 4.3E-5 0.702 
Fertilizers x By-products 6.32E-4*** 1.34E-4 0.645 
Concentrates x By-products 3.24E-4 3.07-4 0.210 
Fertilizers x LU dairy cows -0.013*** 0.003 -0.538 
Concentrates x LU dairy cows -0.028*** 0.005 -0.690 
Fertilizers x Concentrates x By-products -3.09E-6** 9.5E-7 -0.509 
Concentrates x By-products x LU dairy cows 
2
2.69E-4** 8.9E-5 0.558 
R  = 0.772    
Std dev of the intercept = 1.47   
Std dev of the residual = 2.01   
Number of records = 1078   
Number of groups = 186   







5.8.1.1. Unstandardized regression coefficients 
 
The unstandardized regression coefficients in an interactive model represent the 
variation of a particular variable when the other variables are kept constant at zero 
value (see 3.11.1).  
 
The interpretation of the unstandardized regression coefficients of the variables in the 
uncentred model is not meaningful because it describes a situation that does not match 
reality: the LU of a dairy farm can not have zero value. 
 
The only variable that can be interpreted is ‘LU dairy cows ha-1’, which unstandardized 
regression coefficient is 15.688. This means that in a farm with null input of fertilizer, 
concentrates and by-products, increasing ‘LU dairy cows ha-1’ with one unit, causes an 




5.8.1.2. Standardized (beta) coefficients 
 
The best (the most realistic or appropriate) situation to interpret the beta coefficients is 
in the centred model, when all the variables are considered in an interval close to their 
mean value. 
 
5.8.2. Model DS 4.1 RE centred 
 
In the centred model, the variables are considered to be at their mean values; hence, 
the model represents a more realistic situation than the uncentred model. The model is 




    Table 5.32. Modelling Efficiency. Summary of Model DS 4.1 RE centred 
 Unstandardized coefficients Standardized 
coefficients 
 B Std error Beta 
Constant 19.047*** 0.146  
Kg of N in fertilizers ha-1 -0.049*** 0.001 -0.682 
Kg of N in concentrates ha-1 -0.044*** 0.004 -0.319 
Kg of N in by-products ha-1 -0.053*** 0.006 -0.223 
LU dairy cows ha-1 9.790*** 0.282 0.957 
By-products x LU dairy cows -0.033*** 0.008 -0.402 
Fertilizers x Concentrates 2.3E-4*** 3.59E-5 0.549 
Fertilizers x By-products 3.5E-4*** 6.72E-5 0.357 
Concentrates x By-products 2.4E-4 1.32E-4 0.156 
Fertilizers x LU dairy cows -0.013*** 0.003 -0.538 
Concentrates x LU dairy cows -0.023** 0.004 -0.562 
Fertilizers x Concentrates x By-products -3.09E-6*** 9.46E-7 -0.509 
Concentrates x By-products x LU dairy cows 2.69E-4** 8.93E-5 0.558 
R2  = 0.772    
Std dev of the intercept = 1.47   
Std dev of the residual = 2.01   
Number of records = 1078   
Number of groups = 186   
   * Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001 
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After centring the model (the former Model DS 4.1), the degree of multicollinearity 
decreases considerably (see Appendix Eff122.spo.doc and Appendix123.spo). 
The multicollinearity diagnostics can not be calculated in Model DS 4.1 RE (see 5.6). 
However, a similar phenomenon occurs with Model DS 4.1 RE uncentred and Model 




5.8.2.1. Unstandardized coefficients of the centred model 
 
 
The unstandardized coefficients of the centred model indicate that a decrease of 1 Kg 
of the variables ‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates ha-1’ and ‘Kg of 
N in by-products ha-1’ (see Table 5.32) causes an increase in the mean ‘Efficiency’ of 
0.049, 0.044 and 0.053 % keeping the rest of the variables constant at their mean 
value. It means that the output will decrease less when decreasing ‘Kg of N in by-
products ha-1’ than when decreasing ‘Kg of N in concentrates ha-1’. This is similar to the 
relation found  with the unstandardized coefficients of the regression of the  ‘Surplus 
ha-1’ (see 4.7.1).   
 
In the centred model, the unstandardized coefficients of ‘Kg of N in fertilizers ha-1’, ‘Kg 
of N in concentrates ha-1’, ‘Kg of N in by-products ha-1’ and ‘LU dairy cows ha-1’ equal 
the simple slope of each of these variables for the mean level of the rest of the 
variables (see simple slopes in Tables 5.33, 5.35, 5.36 and 5.37 and Appendix 
Eff5.xls). 
 
The unstandardized coefficient of the variable ‘LU dairy cows ha-1’, 9.790, means that 
by increasing one ‘LU dairy cows ha-1’, the mean ‘Efficiency’ will increase 9.790 %, 




5.8.2.2. Standardized coefficients of the centred model 
 
‘LU dairy cows ha-1’ is the variable with the highest beta coefficient (0.957), which 
means that a change of one standard deviation of ‘LU dairy cows ha-1’ is associated 
with an average change in the ‘Efficiency’ of 0.957 standard deviations. This is the 
most relevant variable using the standard deviation criterion. The relevance order for 
the rest of the independent variables is ‘Kg of N in fertilizers ha-1’, ‘Kg of N in 
concentrates ha-1’ and ‘Kg of N in by-products ha-1’ with descendant magnitudes of 
the beta coefficients (see Table 5.32).  
This order of relevance agrees with the literature knowledge (Aarts et al., 1992; Kuipers 
and Mandersloot, 1999; Aarts et al., 2000; Van Keulen et al., 2000; Ondersteijn et al., 
2003; Swensson, 2003; Van Beek et al., 2003; Steinshamn et al., 2004; Verbruggen et 
al., 2004; Nielsen and Kristensen, 2005; Nevens et al., 2006; and Oenema, 2006). 
All the interaction terms are less relevant. 
 
 
5.8.2.3. Simple slopes 
 
The simple slopes for different levels of the independent variables, their variances, their 
standard errors and the significance (confidence intervals: lower and upper bounds) 





5.8.2.3.1. Simple slopes of the variable ‘Kg of N in fertilizers ha-1’ 
 
 
Table 5.33 shows the different simple slopes of the variable ‘Kg of N in fertilizers ha-1’ 
at different levels (LOW: mean – 1 standard deviation; MEAN; HIGH: mean + 1 
standard deviation) of the other three variables. The low level of the variable ‘Kg of N in 
by-products ha-1’ is equal to – 2. This value is substituted by zero, because a negative 
value would be meaningless. 
 
 
Table 5.33. Modelling Efficiency. Simple slopes of ‘Kg of N in fertilizers ha-1’ for 
different levels of the other three variables 
Level of ’Kg of N concentrates ha-1’ =         LOW         
Level of ‘Kg of N by-products ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH
simple slopes = -0.060 -0.066 -0.073 -0.051 -0.058 -0.064 -0.041 -0.048 -0.054
variance of simple slope = 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
standard error of simple slope = 0.004 0.007 0.009 0.003 0.006 0.008 0.004 0.005 0.008
t= -14.156 -9.970 -7.763 -15.177 -10.211 -7.680 -11.277 -9.162 -7.102
t x standard error simple slope = 0.008 0.013 0.018 0.007 0.011 0.016 0.007 0.010 0.015
lower bound -0.068 -0.080 -0.091 -0.058 -0.069 -0.081 -0.048 -0.058 -0.069
upper bound -0.052 -0.053 -0.055 -0.045 -0.047 -0.048 -0.034 -0.038 -0.039
Level of ’Kg of N concentrates ha-1’ =         MEAN         
Level of ‘Kg of N by-products ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH
simple slopes = -0.049 -0.056 -0.062 -0.042 -0.049 -0.055 -0.035 -0.042 -0.048
variance of simple slope = 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
standard error of simple slope = 0.008 0.010 0.013 0.007 0.010 0.012 0.007 0.009 0.012
t= -6.409 -5.500 -4.862 -5.848 -5.076 -4.517 -4.911 -4.435 -4.033
t x standard error simple slope = 0.015 0.020 0.025 0.014 0.019 0.024 0.014 0.018 0.023
lower bound -0.064 -0.075 -0.087 -0.057 -0.068 -0.080 -0.049 -0.060 -0.071
upper bound -0.034 -0.036 -0.037 -0.028 -0.030 -0.031 -0.021 -0.023 -0.025
Level of ’Kg of N concentrates ha-1’ =         HIGH         
Level of ‘Kg of N by-products ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH
simple slopes = -0.038 -0.045 -0.051 -0.034 -0.040 -0.047 -0.029 -0.035 -0.042
variance of simple slope = 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
standard error of simple slope = 0.011 0.014 0.016 0.012 0.014 0.016 0.012 0.014 0.017
t= -3.331 -3.226 -3.117 -2.923 -2.894 -2.841 -2.439 -2.502 -2.515
t x standard error simple slope = 0.022 0.027 0.032 0.023 0.027 0.032 0.023 0.028 0.033
lower bound -0.060 -0.072 -0.083 -0.056 -0.067 -0.079 -0.052 -0.063 -0.074
upper bound -0.016 -0.017 -0.019 -0.011 -0.013 -0.014 -0.006 -0.008 -0.009
 
 
Figure 5.4 shows the simple slopes of the variable ‘Kg of N in fertilizers ha-1’ for low 
levels of ‘Kg of N in concentrates ha-1’, low levels of ‘Kg of N in by-products ha-1’ and 
different levels of ‘LU dairy cows ha-1’. 
 
 150
Modelling the ‘efficiency of nitrogen use’ 
'Efficiency' vs 'Kg of N in fertilizers ha-1' for LOW 'Kg of N in 
concentrates ha-1', LOW 'Kg of N in by-products ha-1' and different 
levels of 'LU dairy cows ha-1' 
y = -0.060x + 27.733
y = -0.067x + 36.119
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Figure 5.4. Simple slopes of the variable ‘Kg of N in fertilizers ha-1’ for low levels of ‘Kg 
of N in concentrates ha-1’, low levels of ‘Kg of N in by-products ha-1’ and different levels 
of ‘LU dairy cows ha-1’ 
 
 
All the simple slopes of the variable ‘Kg of N in fertilizers ha-1’ are negative, irrespective 
of the level of the other three variables. The mean ‘Efficiency’ will decrease as the ‘Kg 
of N in fertilizers ha-1’ increases. Both the upper and lower bounds stay below the zero 
axis for the whole range of the other three variables (see Table 5.33 and Appendix 
Eff5.xls), which means that the simple slopes are significant (see 3.11.3).  
 
The simple slopes decrease in absolute value as the levels of ‘Kg of N in concentrates 
ha-1’ and ‘Kg of N in by-products ha-1’ increase. 
This means that, the higher the levels of ‘Kg of N in concentrates ha-1’ and ‘Kg of N in 
by-products ha-1’, the less the mean ‘Efficiency’ will decrease when increasing the ‘Kg 
of N in fertilizers ha-1’. 
In other words: when decreasing the ‘Kg of N in fertilizers ha-1’, the increase in 
the mean ‘Efficiency’ will be higher when the levels of ‘Kg of N in concentrates 
ha-1’ and ‘Kg of N in by-products ha-1’ are low and the level of ‘LU dairy cows ha-1’ 
is high. 
 
The veracity of the interaction between ‘Kg of N in fertilizers ha-1’ and ‘Kg of N in 





The farm-gate ‘Efficiency’ depends on the ‘Animal Efficiency’ (AE) and the ‘Soil 
Efficiency’ (SE). The variable considered, ‘Kg of N in fertilizers ha-1’ influences the ‘SE’ 
and indirectly the ‘AE’ because N from fertilizer affects the feed input.  
However, the ‘SE’ will not be influenced by the levels of the other three variables of the 
model: ‘Kg of N in concentrates ha-1’, ‘Kg of N in by-products ha-1’ and ‘LU dairy cows 
ha-1’. But in reality, the N input from feed will influence indirectly the forage production 
via the manure. On the other hand, the richer the manure, the less N from fertilizer will 
be applied by a skillful farmer. 
So when varying the ‘Kg of N in fertilizers ha-1’, the variation of the mean farm-gate 
‘Efficiency’ will depend on the levels of the other three variables, due to their implication 
in the ‘AE’ and not in the ‘SE’. The output of the soil for a particular variation of ‘Kg of N 
in fertilizers ha-1’ will be the same irrespective of the levels of the other three variables. 
The simple slopes of ‘Kg of N in fertilizers ha-1’ change because the levels of the other 
three variables make the ‘AE’ vary for a particular variation of ‘Kg of N in fertilizers ha-1’. 
 
The ‘AE’ was defined in equation 5.1.  
To investigate how the ‘AE’ changes when changing the inputs of N (in this case the 
feed input by increasing the ‘Kg of N in fertilizers ha-1’), equation 5.2 is used (see also 
5.7.2.3.1). Using equation 5.1 and 5.2, the AE is represented in equation 5.3. 
 
Three different scenarios are created by varying the total feed input of the farm. Since 
the number of cows does not play a role now, it is kept constant: 
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The statistical interactions showed that the mean farm gate ‘Efficiency’ decreases 
when ‘Kg of N in fertilizers ha-1’ (input of fertilizer to produce animal feed) increases. 
The decrease is higher at a low level of the other feed inputs than at a high level of 
them. This can be written as follows: 
 
1 2 2AE AE AE AE3− 〉 −  
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The demonstration ends with an example: Three scenarios with different total feed 
inputs are selected and the intake per cow, the ‘Animal Efficiency’ and the differences 
in the efficiencies are calculated (see Table 5.34) according to formula 5.29:  
 
 
Table 5.34. Example of the demonstration of the simple slopes of ‘Kg of N in fertilizers 
ha-1’ of Model DS 4.1 RE 
 Number of 
cows 
g of N in total 
feed input 
g of N intake cow-1 Animal Efficiency 
(%) 
Scenario 1 50 22500 450 27.49 
Scenario 2 50 25000 500 26.64 
Scenario 3 50 27500 550 25.95 
 
 
It is checked that: 
1 2 2AE AE AE AE3− 〉 −  
1 2 0.85AE AE− =  
and 
2 3 0.69AE AE− =  
 
Indeed, , in other words: the mean ‘Efficiency’ decreases more when the 
levels of feed inputs are lower, by increasing the variable ‘Kg of N in fertilizers ha-1’. 
0.85 0.69>
 
Table 5.33 shows that the simple slopes of ‘Kg of N in fertilizers ha-1’ increase in 
absolute value as the levels of ‘LU dairy cows ha-1’ increase.  
This means that, the higher the levels of ‘LU dairy cows ha-1‘, the more the mean 
‘Efficiency’ will decrease by increasing the ‘Kg of N in fertilizers ha-1’. 
 
The conclusion is that the farms with lower levels of ‘LU dairy cows ha-1’ will experience 
a relatively lower decrease in the mean ‘Efficiency’ by increasing the ‘Kg of N in 





5.8.2.3.2. Simple slopes of the variable ‘Kg of N in concentrates ha-1’ 
 
Table 5.35 shows the different slopes of ‘Kg of N in concentrates ha-1’ at different levels 
(LOW: mean – 1 standard deviation; MEAN; HIGH: mean + 1 standard deviation) of the 
other three variables. The low level of the variable ‘Kg of N in by-products ha-1’ is equal 
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Table 5.35. Modelling Efficiency. Simple slopes of ‘Kg of N in concentrates ha-1’ for 
different levels of the other three variables. Values in red are not significant 
Level of ‘Kg of N fertilizers ha-1’ =         LOW         
Level of ‘Kg of N by-products ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH 
simple slopes = -0.055 -0.069 -0.083 -0.049 -0.060 -0.072 -0.042 -0.050 -0.059 
variance of simple slope = 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
standard error of simple slope = 0.011 0.016 0.020 0.010 0.014 0.019 0.009 0.013 0.017 
t= -4.821 -4.428 -4.098 -5.086 -4.352 -3.842 -4.691 -4.017 -3.413 
t x standard error simple slope = 0.022 0.031 0.040 0.019 0.027 0.037 0.018 0.025 0.034 
lower bound -0.078 -0.100 -0.122 -0.068 -0.088 -0.108 -0.060 -0.075 -0.093 
upper bound -0.033 -0.038 -0.043 -0.030 -0.033 -0.035 -0.025 -0.026 -0.025 





Level of ‘Kg of N by-products ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH 
simple slopes = -0.034 -0.048 -0.062 -0.032 -0.044 -0.055 -0.030 -0.038 -0.047 
variance of simple slope = 0.000 0.000 0.001 0.000 0.000 0.001 0.000 0.000 0.001 
standard error of simple slope = 0.018 0.022 0.027 0.017 0.021 0.026 0.017 0.021 0.026 
t= -1.948 -2.184 -2.317 -1.923 -2.036 -2.087 -1.820 -1.828 -1.803 
t x standard error simple slope = 0.035 0.043 0.052 0.033 0.042 0.052 0.033 0.041 0.051 
lower bound -0.069 -0.091 -0.114 -0.065 -0.086 -0.106 -0.063 -0.080 -0.098 
upper bound 0.000 -0.005 -0.010 0.001 -0.002 -0.003 0.002 0.003 0.004 





Level of ‘Kg of N by-products ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH 
simple slopes = -0.013 -0.027 -0.041 -0.016 -0.027 -0.038 -0.018 -0.027 -0.035 
variance of simple slope = 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 
standard error of simple slope = 0.025 0.029 0.034 0.025 0.029 0.034 0.026 0.030 0.035 
t= -0.548 -0.938 -1.218 -0.633 -0.914 -1.113 -0.713 -0.878 -0.992 
t x standard error simple slope = 0.048 0.057 0.066 0.049 0.058 0.067 0.050 0.059 0.069 
lower bound -0.062 -0.084 -0.107 -0.064 -0.085 -0.105 -0.068 -0.086 -0.104 
upper bound 0.035 0.030 0.025 0.033 0.031 0.029 0.032 0.033 0.034 
 
 
All the simple slopes of the variable ‘Kg of N in concentrates ha-1’ are significant for low 
and mean levels of ‘Kg of N in fertilizers ha-1’. All the simple slopes are negative. The 
mean ‘Efficiency’ decreases as the ‘Kg of N in concentrates ha-1’ increases.  
 
The conclusion is that farms with low levels of ‘Kg of N in fertilizers ha-1’ and ‘Kg 
of N in by-products ha-1’ and high levels of ‘LU dairy cows ha-1’ will experience a 
relatively higher increase in the mean ‘Efficiency’ when decreasing ‘Kg of N in 
concentrates ha-1’ than farms with mean levels of ‘Kg of N in fertilizers ha-1’, high 
levels of ‘Kg of N in by-products ha-1’ and low levels of ‘LU dairy cows ha-1’.  
Chapter 5 
This has similarity with the behaviour of the simple slopes of ‘Kg of N in fertilizers ha-1’. 
 
The demonstration of the veracity of this interaction is conceptually equal to the 
demonstration of the veracity of the variation of the simple slopes of ‘Kg of N in fertilizers 
ha-1’ (see 5.8.2.3.1). 
 
When changing the levels of ‘LU dairy cows ha-1’, the behaviour of the simple slopes of the 
variable ‘Kg of N in concentrates ha-1’ is similar to that one of the variable ‘Kg of N in 
fertilizers ha-1’.  
 
 
5.8.2.3.3. Simple slopes of the variable ‘Kg of N in by-products ha-1’ 
 
Table 5.36 shows the different slopes of ‘Kg of N in concentrates ha-1’ at different levels 
(LOW: mean – 1 standard deviation; MEAN; HIGH: mean + 1 standard deviation) of the 
other three variables. 
 
 
Table 5.36. Modelling Efficiency. Simple slopes of ‘Kg of N in by-products ha-1’ for different 
levels of the other three variables. Values in red letters are not significant 
Level of ‘Kg of N fertilizers ha-1’ =         LOW         
Level of ‘Kg of N concentrates ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH 
simple slopes = -0.073 -0.094 -0.116 -0.061 -0.077 -0.094 -0.049 -0.060 -0.071 
variance of simple slope = 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
standard error of simple slope = 0.012 0.011 0.012 0.009 0.007 0.008 0.010 0.008 0.007 
t= -5.831 -8.540 -9.906 -6.630 -10.309 -11.910 -4.655 -7.467 -10.122
t x standard error simple slope = 0.024 0.022 0.023 0.018 0.015 0.015 0.021 0.016 0.014 
lower bound -0.097 -0.116 -0.139 -0.079 -0.092 -0.109 -0.069 -0.076 -0.085 
upper bound -0.048 -0.073 -0.093 -0.043 -0.062 -0.078 -0.028 -0.044 -0.058 
Level of ‘Kg of N fertilizers ha-1’ =         MEAN       
Level of ‘Kg of N concentrates ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH 
simple slopes = -0.040 -0.061 -0.083 -0.036 -0.053 -0.069 -0.032 -0.044 -0.055 
variance of simple slope = 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
standard error of simple slope = 0.011 0.008 0.008 0.008 0.005 0.005 0.009 0.006 0.005 
t= -3.765 -7.579 -10.121 -4.522 -9.689 -12.926 -3.501 -6.885 -10.999
t x standard error simple slope = 0.021 0.016 0.016 0.016 0.011 0.010 0.018 0.012 0.010 
lower bound -0.061 -0.077 -0.099 -0.052 -0.063 -0.079 -0.051 -0.056 -0.065 
upper bound -0.019 -0.046 -0.067 -0.021 -0.041 -0.059 -0.014 -0.031 -0.045 
Level of ‘Kg of N fertilizers ha-1’ =         
 
HIGH     
Level of ‘Kg of N concentrates ha-1’ =   LOW     MEAN     HIGH   
Level of ‘LU dairy cows ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH 
simple slopes = -0.007 -0.029 -0.050 -0.012 -0.028 -0.044 -0.016 -0.027 -0.039 
variance of simple slope = 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
standard error of simple slope = 0.013 0.011 0.010 0.010 0.008 0.007 0.010 0.007 0.006 
t= -0.545 -2.633 -4.846 -1.175 -3.712 -6.319 -1.601 -3.704 -6.199 
t x standard error simple slope = 0.026 0.021 0.020 0.019 0.015 0.014 0.020 0.015 0.012 
lower bound -0.034 -0.050 -0.070 -0.031 -0.043 -0.058 -0.036 -0.042 -0.051 
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Almost all the simple slopes of the variable ‘Kg of N in by-products ha-1’ are significant 
and negative, irrespective of the level of the other three variables. The mean 
‘Efficiency’ will decrease as the ‘Kg of N in by-products ha-1’ increases.  
 
The conclusion is that farms with low levels of ‘Kg of N in fertilizers ha-1’ and ‘Kg 
of N in concentrates ha-1’ and high levels of ‘LU dairy cows ha-1’ will experience a 
relatively higher increase in the mean ‘Efficiency’ when decreasing ‘Kg of N in 
by-products ha-1’ than farms with high levels of ‘Kg of N in fertilizers ha-1’ and ‘Kg 
of N in concentrates ha-1’ and low levels of ‘LU dairy cows ha-1’.  
 
This has similarity with the behaviour of the simple slopes of ‘Kg of N in fertilizers ha-1’ 
and ‘Kg of N in concentrates ha-1’. 
 
The demonstration of the veracity of this interaction is conceptually equal to the 
demonstration of the veracity of the variation of the simple slopes of ‘Kg of N in 
fertilizers ha-1’ and the variation of the simple slopes of ‘Kg of N in concentrates ha-1’ 
(see 5.8.2.3.1). 
 
When changing the levels of ‘LU dairy cows ha-1’, the behaviour of the simple slopes of 
the variable ‘Kg of N in by-products ha-1’ is similar to that of the variable ‘Kg of N in 




5.8.2.3.4. Simple slopes of the variable ‘LU dairy cows ha-1’ 
 
Table 5.37 shows the different slopes of ‘LU dairy cows ha-1’ at different levels (LOW: 
mean – 1 standard deviation; MEAN; HIGH: mean + 1 standard deviation) of the other 
three variables. The low level of the variable ‘Kg of N in by-products ha-1’ is equal to – 























Table 5.37. Modelling Efficiency. Simple slopes of ‘LU dairy cows ha-1’ for different 
levels of the other three variables 
Level of ‘Kg of N fertilizers ha-1’ =         LOW         
Level of ‘Kg of N concentrates ha-1’ =   LOW     MEAN     HIGH   
Level of ‘Kg of N by-products ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH
simple slopes = 12.380 11.563 10.638 11.351 10.725 10.017 10.321 9.886 9.395 
variance of simple slope = 0.948 0.934 0.255 0.426 0.436 0.507 0.952 0.999 1.104 
standard error of simple slope = 0.974 0.967 0.505 0.653 0.660 0.712 0.976 0.999 1.051 
t= 12.712 11.962 21.081 17.392 16.240 14.070 10.578 9.893 8.941 
t x standard error simple slope = 1.910 1.896 0.990 1.280 1.295 1.396 1.914 1.960 2.061 
lower bound 10.470 9.667 9.649 10.070 9.429 8.620 8.407 7.926 7.334 
upper bound 14.291 13.459 11.628 12.631 12.020 11.413 12.235 11.847 11.456
Level of ‘Kg of N fertilizers ha-1’ =         MEAN   
Level of ‘Kg of N concentrates ha-1’ =   LOW     MEAN     HIGH   
Level of ‘Kg of N by-products ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH
simple slopes = 11.447 10.630 9.706 10.418 9.792 9.084 9.388 8.954 8.462 
variance of simple slope = 0.431 0.423 0.499 0.911 0.936 1.263 1.690 1.762 1.894 
standard error of simple slope = 0.656 0.650 0.707 0.954 0.968 1.124 1.300 1.327 1.376 
t= 17.445 16.353 13.738 10.915 10.119 8.083 7.220 6.746 6.148 
t x standard error simple slope = 1.287 1.275 1.386 1.872 1.898 2.204 2.551 2.604 2.700 
lower bound 10.160 9.355 8.320 8.546 7.894 6.880 6.838 6.350 5.763 
upper bound 12.735 11.905 11.092 12.290 11.690 11.288 11.939 11.557 11.162
Level of ‘Kg of N fertilizers ha-1’ =       HIGH   
Level of ‘Kg of N concentrates ha-1’ =   LOW     MEAN     HIGH   
Level of ‘Kg of N by-products ha-1’ = LOW MEAN HIGH LOW MEAN HIGH LOW MEAN HIGH
simple slopes = 10.515 9.697 8.773 9.485 8.859 8.151 8.456 8.021 7.530 
variance of simple slope = 1.018 1.016 1.099 1.751 1.792 1.897 2.785 2.880 3.040 
standard error of simple slope = 1.009 1.008 1.049 1.324 1.339 1.377 1.669 1.697 1.744 
t= 10.422 9.621 8.367 7.166 6.617 5.918 5.067 4.726 4.318 
t x standard error simple slope = 1.979 1.977 2.057 2.596 2.626 2.702 3.274 3.329 3.420 
lower bound 8.536 7.720 6.716 6.889 6.233 5.449 5.182 4.692 4.109 
upper bound 12.494 11.674 10.830 12.082 11.485 10.853 11.729 11.350 10.950
 
 
All the simple slopes of the variable ‘LU dairy cows ha-1’ are significant and positive, 
irrespective of the level of the other three variables. The mean ‘Efficiency’ will increase 
as ‘LU dairy cows ha-1’ increases.  
 
The conclusion is that farms with low levels of ‘Kg of N in fertilizers ha-1’, ‘Kg of N 
in concentrates ha-1’ and ‘Kg of N in by-products ha-1’ will experience a relatively 
higher increase in the mean ‘Efficiency’ when increasing ‘LU dairy cows ha-1’ than 
farms with high levels of ‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates ha-1’ 
and ‘Kg of N in by-products ha-1’.  
 
 
This behaviour is similar to that of the simple slopes of ‘LU dairy cows ha-1’ in the farms 
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5.8.2.4. Percentage coefficients 
 
 
The definition and the necessary steps to calculate these coefficients are explained in 
5.7.2.4 and 4.7.3. See Appendix Eff6.xls for the details of the calculations. 
 
The coefficients are shown in Table 5.38: 
 
 
Table 5.38. Percentage coefficients of Model DS 4.1 RE 
Variable ‘Kg of N in 
fertilizers ha-1’ 
‘Kg of N in 
concentrates ha-1’ 




Average coefficient 0.628 0.200 0.048 1.080 
LOW level 0.262 0.084 0.000 1.100 
MEAN level 0.567 0.194 0.018 1.079 
HIGH level 1.251 0.335 0.105 1.065 
 
 
These coefficients show that e.g. a change of 10 % in the ‘Kg of N in fertilizers ha-1’, will 
cause an average change of 6.28 % of the value of the ‘Efficiency’.  
 
The percentage coefficients of Table 5.38 have a similar order of relevance as the 
variables with the beta coefficients of the centred model (Table 5.32). The order of 
relevance is the same as in the model for farms with arable crops (see Table 5.29). 
 
These percentage coefficients are average values of the 1078 records of farms and for 































5.8.3. Actions to take to increase the ‘Efficiency’ using the beta and the 
percentage coefficients 
 
These recommendations are based on the percentage coefficients and the beta 
coefficients of the centred model, which give the relative importance of each variable 
for a situation in which the 4 variables have average values. Therefore, no general 
recommendations can be made for farms with different combinations of levels of 
variables. 
These recommendations are only a guide to increase the farm-gate ‘Efficiency’ for 
farms with average levels.  
 
If the ‘Efficiency’ is to be increased, the actions to be taken are listed here below; 
actions are given in order of importance. 
A hypothetical farm is generated (Table 5.39). Applying the regression presented in 
Table 5.31 predicts an actual efficiency of 21.03 %. 
 
1. Increasing ‘LU dairy cows ha-1’ (which has the highest beta coefficient in the 
centred model, 0.957, and the highest percentage coefficient, 1.080) causes the 
highest increase in the mean ‘Efficiency’. Due to the interaction effect, the best 
result is obtained when the levels of the other three variables are low.  
2. The second best action to take is to decrease ‘Kg of N in fertilizers ha-1’, whose 
beta coefficient in the centred model is -0.682 and the percentage coefficient           
-0.628. Due to the interaction effect, the best result is obtained when the levels of 
the variables ‘Kg of N in concentrates ha-1’ and ‘Kg of N in by-products ha-1’ are low 
and the level of the variable ‘LU dairy cows ha-1’ is high. 
3. The third best action to take is to decrease ‘Kg of N in concentrates ha-1’, whose 
beta coefficient in the centred model is -0.319 and the percentage coefficient           
-0.200. Due to the interaction effect, the best result is obtained when the levels of 
the variables ‘Kg of N in fertilizers ha-1’ and ‘Kg of N in by-products ha-1’ are low and 
the level of the variable ‘LU dairy cows ha-1’ is high. 
4. The last action to take is to decrease ‘Kg of N in by-products ha-1’. Due to the 
interaction effect, the best result is obtained when the levels of the variables ‘Kg of 
N in fertilizers ha-1’ and ‘Kg of N in concentrates ha-1’ are low and the level of the 
variable ‘LU dairy cows ha-1’ is high. 
 
The best thing to do in a model with interactions is to look at the standardized (beta) 
coefficients of the centred model or, even better, to calculate the simple slopes of that 
particular farm (Appendix Eff5.xls) and see which variable causes a higher increase in 
the mean ‘Efficiency’. 
 
The right part of Table 5.39 shows how much the mean ‘Efficiency’ will change when 
the variables are changed with one standard deviation or with 10%. 
 
How many extra ‘LU dairy cows ha-1’ can be kept with a particular input of feed of this 
farm is given in 4.9. 
 
The order of the influence of each variable in the variation of the mean ‘Efficiency’ is in 
accordance with the ‘percentage coefficients’ obtained in 5.8.2.4. 
 
More than one variable can be modified at the same time. The modified values of the 
variables can be introduced in the regression equation of Table 5.31 which will give the 




Table 5.39. Change in the mean ‘Efficiency’ when independent variables are varied in a hypothetical farm. Variables 1, 2 and 3 are decreased 
with 1 Std dev or 10% and variable 4 is increased with 1 Std dev or 10% 






























‘Kg of N in fertilizers ha-1’ 150 -0.682 70.98 21.03 24.01 2.98 14.21 21.65 0.63 3.00 
‘Kg of N in concentrates ha-1’ 90 -0.319 37.27 21.03 22.69 1.66 7.92 21.43 0.40 1.91 
‘Kg of N in by-products ha-1’ 20 -0.223 21.54 21.03 21.59 0.56 2.68 21.08 0.05 0.25 
‘LU dairy cows ha-1’ 1.90 0.957 0.498 21.03 26.26 5.23 24.91 23.02 1.99 9.50 
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The effect of the N fixation on the dependent variables ‘Surplus ha-1’ and ‘Efficiency’ 
has not been measured in the previous chapters because the datasets used to develop 
the models had no records of farms with an input of N from fixation.  
 
The objective of the study in this chapter is to find out if the variable ‘Kg of N from 
fixation ha-1’ is significant when including it in a model as an independent variable, and 
if so, which relative importance it has and how its regression coefficient should be 
interpreted. 
 
A dataset with records of farms with an input of N from fixation (79 records from the 




6.1. Fixation and ‘Surplus ha-1’  
 
6.1.1. Best-subsets regression 
 
Best-subsets regression is performed to check if the variable ‘Kg of N from fixation ha-1’ 
is selected. 
 
The candidate variables are shown in Table 6.1.  
 
 
 Table 6.1. Candidate variables for the multiple regression of ‘Surplus ha-1’ for a 
dataset with records of farms with an input of N from fixation 
Group Variables 
Group 1: Other  inputs 
 
‘Kg of N from deposition ha-1’ 
‘Kg of N in purchased straw ha-1’ 
 ‘Kg of N from fixation ha-1’ 
Group 2: Fertilizers ‘Kg of N in fertilizers ha-1’ 
‘Kg of N in fertilizers per ha grassland’ 
Group 3: Concentrates  ‘Kg of N in concentrates ha-1’ 
Group 4: By-products ‘Kg of N in by-products ha-1’ 
Group 5: % dairy cows ‘% dairy cows’ 
Group 6: Stocking Density 
 
‘LU ha-1’ 
‘LU dairy cows ha-1’ 
Group 7: Land Distribution 
 
‘% grassland’ 
‘% non-grass forages’ 
‘% arable crops’ 
 
 





Table 6.2. Best-subsets regression models for the dependent variable ‘Surplus ha-1’. 
Models in blue letters contain the variable ‘Kg of N from fixation ha-1’ 
(1) ‘Kg of N from deposition ha-1’ (8) ’% dairy cows’  
Model Variables R2 1 2 3 4 5 6 7 8 9 10 11 12 13
BS 3.1 3 67.5    X  X X       
BS 3.2 3 64.9  X  X   X       
BS 3.3 3 64.2    X   X      X 
BS 3.4 3 62.0    X   X       
BS 3.5 3 62.0    X   X  X X    
BS 4.1 4 70.5  X  X  X X       
BS 4.2 4 69.2   X X  X X       
BS 4.3 4 69.1    X  X X    X   
BS 4.4 4 69.0    X  X X  X     
BS 4.5 4 69.0    X  X X      X 
BS 5.1 5 72.1  X  X  X X  X     
BS 5.2 5 72.0  X  X  X X    X   
BS 5.3 5 71.9  X X X  X X       
BS 5.4 5 71.8  X  X  X X     X  
BS 5.5 5 71.6  X  X  X X   X    
BS 6.1 6 74.1  X  X  X X  X  X   
BS 6.2 6 73.8  X X X  X X  X     
BS 6.3 6 73.8  X  X  X X  X   X  
BS 6.4 6 73.3  X  X  X X  X    X 
BS 6.5 6 73.1  X  X  X X   X X   
BS 7.1 7 75.0 X X  X  X X  X  X   
BS 7.2 7 74.7 X X  X  X X  X   X  
BS 7.3 7 74.6 X X X X  X X  X     
BS 7.4 7 74.4  X  X  X X  X   X X 
BS 7.5 7 74.4  X X X X X X  X     
(2) ‘Kg of N in purchased straw ha-1’ (9) ’LU ha-1’ 
(3) ‘Kg of N from fixation ha-1’ (10) ‘LU dairy cows ha-1’ 
(4) ‘Kg of N in fertilizers ha-1’ (11) ‘% grassland’ 
(5) ‘Kg of N in fertilizers per ha grassland’ (12) ‘% non-grass forages’ 
(6) ‘Kg of N in concentrates ha-1’ (13) ‘% arable crops’ 
(7) ‘Kg of N in by-products ha-1’  
 
 
The frequency of the selection of the variables is shown in Table 6.3. 
 
 
Table 6.3. Frequency of the selection of the variables in the models created with the 
best-subsets method of Table 6.2 
Independent variable Frequency of the selection 
Kg of N in fertilizers ha-1 25 
Kg of N in by-products ha-1 25 
Kg of N in concentrates ha-1 21 
Kg of N in purchased straw ha-1 17 
LU ha-1 12 
Kg of N from fixation ha-1 5 
% grassland 5 
% non-grass forages 4 
% arable crops 4 
Kg of N from deposition ha-1 3 
LU dairy cows ha-1 3 
Kg of N in fertilizers per ha grassland 1 







The variable ‘Kg of N from fixation ha-1’ is selected only in 5 models (Model BS 4.2, 
Model BS 5.3, Model BS 6.2, Model BS 7.3 and Model 7.5) in comparison with the 
variables ‘Kg of N in fertilizers ha-1’ and ‘Kg of N in by-products ha-1’, which are 
selected in 25 models.  
 
 
6.1.2. Interpreting regression coefficients 
 
 
Model BS 4.2, Model BS 5.3 and Model BS 6.2 containing the variable ‘Kg of N from 
fixation ha-1’ are analyzed in Table 6.4, Table 6.5 and Table 6.6. Model BS 7.3 and 
Model BS 7.5 are not analyzed because they have non-significant variables. More 




Table 6.4. Modelling N ‘Surplus ha-1‘ in farms with N input from fixation: Model BS 4.2 






  B Std 
error 
Beta Tol VIF 
Constant  66.816** 21.080    
Kg of N from fixation ha-1  0.788* 0.390 0.137 0.910 1.099 
Kg of N in fertilizers ha-1  0.821*** 0.104 0.533 0.910 1.099 
Kg of N in concentrates ha-1  0.574*** 0.136 0.326 0.697 1.434 
Kg of N in by-products ha-1  0.986*** 0.213 0.351 0.719 1.392 
R2 = 0.692      
Std error of the estimate = 31.36      
F-statistic = 41 on 4 and 74 degrees of freedom   
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001   
 
 
Table 6.5. Modelling N ‘Surplus ha-1‘ in farms with N input from fixation: Model BS 5.3 






  B Std 
error 
Beta Tol VIF 
Constant  82.489*** 21.141    
Kg of N in purchased straw ha-1   -4.171* 1.585 -0.182 0.804 1.243
Kg of N from fixation ha-1  0.708* 0.377 0.123 0.904 1.106
Kg of N in fertilizers ha-1  0.722*** 0.107 0.469 0.799 1.252
Kg of N in concentrates ha-1  0.534*** 0.132 0.303 0.688 1.454
Kg of N in by-products ha-1  1.166*** 0.216 0.415 0.647 1.546
R2 = 0.719      
Std error of the estimate = 30.18      
F-statistic = 37 on 5 and 73 degrees of freedom   











Table 6.6. Modelling N ‘Surplus ha-1‘ in farms with N input from fixation: Model BS 6.2 






  B Std 
error 
Beta Tol VIF 
Constant  100.748*** 22.043    
Kg of N in purchased straw ha-1   -4.232** 1.541 -0.185 0.804 1.244 
Kg of N from fixation ha-1  0.790* 0.368 0.137 0.895 1.117 
Kg of N in fertilizers ha-1  0.735*** 0.104 0.477 0.797 1.255 
Kg of N in concentrates ha-1  0.850*** 0.188 0.483 0.317 3.152 
Kg of N in by-products ha-1  1.153*** 0.211 0.411 0.647 1.547 
LU ha-1  -16.419* 7.167 -0.225 0.377 2.651 
R2 = 0.738      
Std error of the estimate = 29.34      
F-statistic = 33 on 6 and 72 degrees of freedom   
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001   
 
The beta coefficients show the relative importance  of the variable ‘Kg of N from fixation 
ha-1’. 
In Model BS 4.2, Model BS 5.3 and Model BS 6.2, the beta coefficient of ‘Kg of N from 
fixation ha-1’ is always lowest (0.137, 0.123 and 0.137), which means that, in the 
studied dataset, this variable is the least relevant.  
 
 
6.1.3. Simple regression of ‘Surplus ha-1’ on ‘Kg of N from fixation ha-1’ 
 
Simple regression of ‘Surplus ha-1’ on ‘Kg of N from fixation ha-1’ is performed to check 
the significance and magnitude of the unstandardized regression coefficient. The result 
is shown in Table 6.7. 
 
 
Table 6.7. Simple regression of ‘Surplus ha-1’ on ‘Kg of N from fixation ha-1’ 
  Unstandardized coefficients 
  B Std error 
Constant  212.899 28.360 
Kg of N from fixation ha-1   -0.366 0.656 
R2 = 0.00   
Std error of the estimate = 55.32   
F-statistic = 0.31 on 1 and 77 degrees of freedom, p = 0.578 
* Significant for p < 0.05; ** Significant for p < 0.01; *** Significant for p < 0.001   
 
The regression coefficient of ‘Kg of N from fixation ha-1’ in simple regression is not 
statistically significant, which means that the variable ‘Kg of N from fixation ha-1’ does 
not have a significant influence in ‘Surplus ha-1’. However, the regression coefficient of 
‘Kg of N from fixation ha-1’ in multiple regression (Tables 6.4 - 6.6) was significant. This 
can occur if the zero-order correlation (in simple regression) of the independent 
variable with the dependent variable is very low (-0.064) and the partial correlation (in 
multiple regression) of the independent variable with the dependent variable is higher 







If a random effect for farm is included in models of Tables 6.4 - 6.7 (Appendix 
SurNfixation), the variable ‘Kg of N fixation ha-1’ is never statistically significant. Hence 
it is questionable if this variable may affect the farm N surplus. 
 
 
6.2. Fixation and ‘Efficiency’ 
 
Exactly the same procedure is followed with the dependent variable ‘Efficiency’ and the 






The low frequency of selection of the variable ‘Kg of N from fixation ha-1’ by the best-
subsets method (5 models out of 25), the low beta coefficients of the variable ‘Kg of N 
from fixation ha-1’ in those 5 models and the non-significance of ‘Kg of N from fixation 
ha-1’ in simple regression prove that the variable ‘Kg of N from fixation ha-1’ is not 
relevant in this dataset.  
 
Potential reasons for the non-significance of ‘Kg of N from fixation ha-1’ may be: 
 
- the variable has been estimated and not recorded; 
- the variable really is irrelevant (which would mean that in reality it does not 




















































General discussion and conclusions 
 
 
The objective of this thesis was to develop multiple regression models in order to 
address the following research questions as defined in the Introduction. 
 
 
1. Which are the most important relevant variables that influence 1) the surplus of 
nitrogen (Chapter 4) and 2) the efficient of nitrogen use (ENU) in grassland based 
farming systems? (Chapter 5) 
 
2. How much does the variation of any of these variables modify the N surplus and 
ENU? (Chapter 4 and 5) 
 
3. Are there interactions among the different independent variables? (Chapter 5) 
 
4. How are the interaction terms interpreted?  (Chapter 5) 
 
5. What  are the differences in variables between the models describing the ‘Surplus 
ha-1’ and the ‘Efficiency’? (Chapter 4 and 5) 
 
6. Do farms with arable crops need a different model than farms without arable crops? 
(Chapter 5)  
 
7. How accurate can the N surplus and N use efficiency be predicted? (Chapter 4 and 
5) 
 
The emphasis was clearly on the quantitative effect of a variation of important 
variables. As a consequence, the models are good tools to indicate how the 
environmental pressure can be decreased and to indicate how the eco-efficiency of 
Flemish dairy farms can be enhanced. 
 
 
7.1. General discussion 
 
The objective to develop multiple regression models of the flows of the nitrogen in dairy 
farms has been achieved. 
 
A dataset of 1511 records, representing farms*years, collected during the period 1989-
2001 by the Farm Accountancy Data Network was used to develop the models. 
 
The dataset which was used in the analysis, initially was not constructed with the aim 
to use it in a statistical analysis of nutrient flows. Hence it was not possible to include 
important variables in the models as ‘input of N manure’ or ‘output of N manure’, 
because some data were missing or incomplete. Hence, the developed models are 
restricted to an exploratory analysis. The dataset did not contain data on nitrogen 





The dataset has been reduced from 1511 to 1296 records to develop the model of the 
‘Surplus ha-1’ to 220 records to develop the model of the ‘Efficiency’ for farms with 
arable crops and to 1078 records to develop the model of the ‘Efficiency’ for farms 
without arable crops. These three datasets represent records of farms without input of 
N in purchased forage maize and from fixation. 
 
The objective was to develop a regression equation including as many as possible 
independent variables in order to deliver the highest ‘information content’ on how to 
reduce the N ‘Surplus ha-1’ on the farm level.  
Variables excluded from the regression equation may bias or modify the estimators of 
the regression coefficients of the independent variables included in the equation, if the 
excluded variables are correlated with the included independent variables and with the 
dependent variable. To avoid this, a smaller subset of records was selected in which 
the excluded variable had a constant value of zero for all observations. 
 
A huge number of models have been developed in order to explore the value of many 
different variables.  
 
One model out of 83 was adequate to explain the dependent variable ‘Surplus ha-1’ and 
fulfilled all the assumptions of multiple regression (Chapter 4): Model DS 4A RE.  
 
Two  models out of 92 were selected to explain the dependent variable ‘Efficiency’, one 
for farms with arable crops and one for farms without arable crops (Chapter 5); Model 
DS 4.2 RE and Model DS 4.1 RE. 
 




To define these final models, different regression methods have been used:  
 
- the substantive knowledge method (ascendant and descendant), when previous 
theory or research can be used as a guide to choose the independent variables; 
- the most common method in exploratory analysis: the stepwise methods 
(forward, backward and stepwise regression); 
- the best-subsets method, a computing intensive method. 
 
 
The main criteria taken into account to select the final models were: 
 
1. to include independent variables previously suggested in the literature as 
important ones influencing the ‘Surplus ha-1’ and ‘Efficiency’;  
2. to control most variables and to avoid biased estimators; 
3. to fulfil all assumptions of multiple regression; 
4. to achieve a low degree of multicollinearity;  
5. to avoid interaction terms as good as possible; 
6. to select the simplest model (the model with the least interaction terms) when 
interaction terms are inevitable; 
7. to obtain models with a minimum acceptable predictive power. 
 
 
Three different coefficients have been studied in order to assess the impact of each 




General discussion and conclusions 
 
1. the unstandardized coefficients;  
2. the standardized (beta) coefficients;  
3. the percentage coefficients.  
 
 
Many different combinations of variables have been studied in all the explored models: 
all working models delivered variables with the same signs and with values that were 
quite close together. The variables of the resulting final models had denominators 
expressed in ‘hectares’. It would have been possible to express all variables per 
livestock unit or to have variables expressed in different units of the denominator in the 
same regression equation. Although the regression coefficients would have had 
different magnitudes and signs, and although the interpretation of such a model would 
be different, the proposed actions to influence the dependent variable ‘Surplus ha-1’ 
and ‘ENU’ would be very comparable. So finally the consequences of the subjectivity in 
choosing the parameters are of minor importance. 
 
 
7.2. Modelling ‘N-surplus ha-1’  
 
 
Model DS 4A RE fulfils all assumptions of multiple regression analysis. It controls most 
variables avoiding modified or biased estimators. The ‘information content’ is good due 
to inclusion of 6 independent variables from which 5 are considered relevant by the 
literature. The degree of multicollinearity is low. 
 
The dataset used to develop Model DS 4A RE has 1296 records, characterized by a 
zero input of N in purchased forage maize and from fixation. 
 
Model DS 4A RE is represented by equation (7.1). 
 
 
1 179.459 1.110 1.003Surplus ha Kg of N in purchased strawha Kg of N in fertilizers ha− −= + +
1 10.977 1.003Kg of N in concentrates ha Kg of N in by products ha
1−
− −+ + −  
137.536 0.833 %LU dairy cows ha arable crops−− −                  (7.1) 
 
 
In Table 7.1 and 7.2 the beta coefficients and the percentage coefficients indicate how 
and with what priority the independent variables affect the ‘Surplus ha-1’ (answer to 
research questions 1 and 2). The accuracy of this model is high owing to an R2 of 
0.960 (answer to research question 7).   
 
 
Table 7.1. Order of actions to decrease the ‘Surplus ha-1’ following the beta coefficients 
(between brackets) of Model DS 4A RE. 
Order of actions Increase Decrease 
1  Fertilizers (0.789) 
2  Concentrates (0.417) 
3  By-products (0.235) 
4 LU dairy cows ha-1 (-0.211)  
5  Purchased straw (0.028) 






Using percentage coefficients, a slightly different order is obtained (Table 7.2).  





coefficients (between brackets) of Model DS 4A RE. 
Order of actions Increase 
1  Fertilizers 0) (0.64
2  C ) 
LU dairy cows ha-1 (-0.255) 
By-produ s (0.052) 
Pu ) 




5  rchased straw (0.005
6 op  
 
he order of the beta coefficients and the percentage coefficients differs because the 
 is no surprise and completely in line with literature (Kuipers and Mandersloot, 1999; 
owever it is quite striking but very informative that (within the studied dataset) very 
 might change. It seems 
 might surprise to observe that ‘LU dairy cows ha ’ has a negative relationship with 
orsting et al. (2003) confirmed a positive correlation between stocking rate and N 
 
T




Aarts et al., 2000; Van Keulen et al., 2000; Borsting et al., 2003; Verbruggen et al., 
2004; Nielsen and Kristensen, 2005; Nevens et al., 2006 and Vellinga, 2006) that N in 
fertilizers and in concentrates are important variables influencing the ‘Surplus ha-1’.  
 
H
different input sources of N are contributing nearly equally to the ‘Surplus ha-1’, as 
indicated by the unstandardized regression coefficients. Whatever the source is 
(fertilizer, concentrates, by-products) a decrease (increase) of 1 kg N corresponds with 
a decrease (increase) in the mean ‘Surplus ha-1’ of 1 kg N. Not surprising that, in 
practice, farmers preferentially decrease fertilizer N, since this source is the most 
important supplier of N and because it is an indirect source (via the plant production). 
But, anyway, according to economic opportunities and within the limits of a balanced 
animal nutrition one can choose where to cut at the input side. 
However, in the long run, or with another dataset, this situation
impossible that in the long run the “one for one” relationship (input versus surplus) will 
continue, since at least some of the incoming N does not end as surplus N, since it 
leaves the farm in milk and animals. The studied dataset (1989-2001) comprises 
records with a high to very high consumption (= input) of N. Anno 2008, farms have a 
lower N input and the more “efficient” (e.g. by restricting volatilization and leaching) a 
farm uses its inputs, the less of the inputs are expected to end in the surplus.  
 
-1It
the N-surplus. With the exception of the report of Spears et al. (2003), literature does 
not confirm this trend, at the contrary, e.g. Swensson (2003) and Bleken et al. (2004) 
found a positive relationship and they advise to decrease the stocking rate in order to 
decrease the farm N-surplus. However, their recommendations were obtained by 
applying simple regression, which means that a change in stocking rate is 
accompanied by a concordant variation of the other variables: less dairy cows means a 
smaller need for feed, which means less N input from concentrates and from fertilizers 
to produce the feed. It is quite obvious that, given these circumstances, the farm 
surplus is decreasing.     
 
B
‘Surplus ha-1’ at farm gate level, but they also found a considerable variation in N 
‘Surplus ha-1’ at a given stocking rate. Hence, they found farms with a high stocking 
rate and a low ‘Surplus ha-1’. Therefore, a multiple regression analysis is needed to find 
 172
General discussion and conclusions 
 
the other variables that are responsible for the ‘Surplus ha-1’ in these cases. As 
indicated in the Introduction, the dataset we used shows a comparable variation as 
indicated by Borsting et al. (2003). 
 
Besides, the estimation of the regression coefficient of the variable ‘LU dairy cows ha-1’ 
 the idea of a negative relationship feels uncomfortable (and this might be the case 
s worked out in 4.8, Kebreab et al. (2001) demonstrated a positive linear relationship 
s feed per cow, resulting 
roduce in a clean way but also intensively 
 is the overall 
nfortunately, the used dataset did not register the independent variable ‘output of 
ince the dummy variable ‘% arable crops’ was not significant when modelling the N-
e recommendation to increase the share of arable crops in order to decrease the 
with multiple regression is much more accurate that the estimation of its regression 
coefficient in simple regression because the standard error of the regression coefficient 
is lower with multiple regression. 
 
If
because we are more familiar with simple than with multiple regressions), the studies of   
Kebreab et al. (2001) help to prove the veracity of the relationship. 
 
A
between N intake (above 300 g N day-1) and milk N: about 16% of additional N intake 
ended up in faeces and 19% in the milk. As a consequence, the higher the feed intake 
(which corresponds with higher milk production) relatively less N ends in the milk. In 
other words, within certain production limits, feeding the available feed (and available 
N) to X+n cows instead of to X cows, decreases the surplus.  
Indeed, compared to a herd of X cows, X+n cows receive les
in a lower milk production per cow and in less N in urine (an exponential decrease!) 
and in faeces. However, together X+n cows produce more milk than X cows and hence 
the amount of N in their milk is higher than the amount of N in the milk of X cows and 
simultaneously the excretion of N in urine and faeces is lower. Eventually the N surplus 
decreases. Of course this is only true within certain nutritional limits. We are aware that 
instead of N-content of the feed, the intestinal digestible protein content would have 
been a better variable, but since no information on the diet composition of dairy herds 
was available, it was not possible to work with this variable. 
An extra lesson can be learned from this.  
Not only extensive farming systems can p
managed systems are able to produce milk with quite a low surplus ha-1.  
From a feeding point of view, higher N efficiency in converting feed to milk
goal in whatever production system (Borsting et al., 2003). 
 
U
nitrogen manure’, which was considered null, and the dataset supposed a fixed ‘input 
of nitrogen manure’ for all the farms, of 25 kg of N per hectare. Therefore, the 
independent variables ‘input of nitrogen manure’ or ‘output of nitrogen manure’ could 
not be included in the regression models because they were constants. As a 
consequence, the selected models can not reflect the influence of the changes of 
manure in the ‘Surplus ha-1’ or in the ‘Efficiency’. 
 
S
surplus, there was no need to develop different models for farms with and without 
arable crops. However, it was significant when modelling the Efficiency and different 




‘Surplus ha-1’ is also in accordance with the literature (Swensson, 2003; Verbruggen et 
al., 2004 and Nevens et al., 2006). In the present study, the effect of its variation on the 
‘Surplus ha-1’ has been quantified, with an unstandardized coefficient of -0.833, which 
means that increasing the surface of arable crops with 1% will decrease the mean 
‘Surplus ha-1’ with 0.833 units (Kg of N ha-1). Of course there are limits in a potential 




modest compared to the effect of the application of fertilizer N and N in concentrates: 
should e.g. the share of arable crops increase with 30%, the ‘Surplus ha-1’ will 




7.3. Modelling ‘Efficiency of N use’ in farms with arable crops  
rom the 92 models developed for the dependent variable ‘Efficiency’, 2 models have 
odel DS 4.2 RE proved to be the best model for farms with arable crops, fulfilling all 




been selected, one for farms with arable crops and one for farms without arable crops. 
The significance of the dummy variable ‘% arable crops’ was the reason to split the 
dataset in records of farms with arable crops and farms without arable crops and the 
development of separated models (answer to research question 6).   
 
M
the assumptions of multiple regression analysis. The used dataset has 220 records and 





1 120.738 0.065 0.061Efficiency Kg of N in fertili rs ha Kg of N in concentrates haze − −= − −
1 10.031 12.752Kg of N in by products ha LU dairy cows ha− −− − +  
1 10.084 Kg of N in by products ha LU dairy cows ha− −− − ×                 (7.2) 
 
he beta coefficients in Table 7.3 indicate how and with what priority the independent 




variables affect the ‘Efficiency’ (answer to research questions 1 and 2). The coefficient 
of determination (R2) of this model is 0.761. It is a bit lower than that of the model of 
‘Surplus ha-1’ but very similar to that of the model of ‘Efficiency’ for farms without arable 




(between brackets) of Model DS 4.2 RE Centred 
Order of actions Increase 
1 LU dairy  (0.976)  cows ha-1  
2  Fertilizers (-0.595) 
C ) 3  oncentrates (-0.434
4  By-products (-0.081) 
 
hile in the model for the ‘Surplus ha-1’, in which an increase of ‘LU dairy cows ha-1’, 
d, explained and demonstrated and they show that the 
 
W
reduces the ‘Surplus ha-1’, an increase of ‘LU dairy cows ha-1’ causes an increase in 
the ‘Efficiency’ (maintaining the other inputs constant and until a minimum intake of N 
feed per cow is reached).    
Interaction effects are foun
‘Efficiency’ will increase more in situations where an increase  in  ‘LU dairy cows ha-1’ is 




General discussion and conclusions 
 
7.4. Modelling ‘Efficiency of N use’ in farms without arable 
 4.1 RE is the best model for farms without arable crops. It includes the same 
ariables as the model for farms with arable crops (Model DS 4.2 RE), but, more 
aize 





interaction terms are present, which makes the interpretation more complicated.  
 
The used dataset contains 1078 records and the input of N in purchased forage m
a
 
The centred model is shown in equation 7.3: 
 
 
1 119.047 0.049 0.044Efficiency Kg of N in fertilizers ha Kg of N in concentrates ha− −= − −
1 10.053 9.790Kg of N in by products ha LU dairy cows ha− −− − +  
1 10.033 Kg of N by products ha LU dairy cows ha− −− − ×  
1 10.00023 Kg of N in fertilizers ha Kg of N in concentrates ha− −+ ×  
1 10.00035 Kg of N in fertilizers ha Kg of N in by products ha− −+ ×  −
1 10.00024 Kg of N in concentrates ha Kg of N in by products ha− −+ ×  −
1 10.013 Kg of N in fertilizers ha LU dairy cows ha− −− ×  
1 10.022 Kg of N in concentrates ha LU dairy cows ha− −− ×  
1 10.0000031Kg of N in fertilizers ha Kg of N in concentrates ha Kg of N i by products ha 1n− − −− × ×
1 10.00027 Kg of N in concentrates ha Kg of N in by products ha LU airy cows ha
−




The beta coefficients in Table 7.4 indicate how and with what priority the indepen
ariables affect the ‘Efficiency’ (answer to research questions 1 and 2). The coeffic
llowing the beta coefficients 
etween brackets) of Model DS 4.1 RE Centred 
dent 
ient v
of determination (R2) of this model is 0.772. It is a bit lower than that of the model of 
‘Surplus ha-1’ but very similar to that of the model of ‘Efficiency’ for farms with arable 
crops, Model DS 4.2 RE (answer to research question 7). 
 
 
able 7.4. Order of actions to decrease the ‘Efficiency’ foT
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he interaction effect shows that the ‘Efficiency’ will increase
creasing the ‘LU dairy cows ha-1’ is accompanied by low levels of the other inputs 
T  more in situations where 
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7.5. Surplus versus Efficiency 
 
This paragraph answers to research question 5. 
 
The model of the N-surplus contains 6 independent variables, from which 5 were 
known as important ones by the literature. The model of the Efficiency has only 4 
independent variables, all of them known as relevant variables by the literature. The 
model of the N-surplus presents then more ‘information content’. 
 
On the one hand, the presence of interaction terms in the model of the Efficiency, 
makes its interpretation interesting. However, the interactions increase the degree of 
multicollinearity, making the interpretation of the model more difficult. 
 
The model of the N-surplus has higher predictive power (R2). 
 
Based on the beta coefficients, the most important variables influencing the surplus are 
(in order of decreasing importance): (1) fertilizer N, (2) N in concentrates, (3) N in by-
products and (4) stocking density expressed as livestock units per ha. This ranking 
slightly changes for efficiency: livestock units per ha becomes the most important 
factor, followed by fertilizer N, N in concentrates and N in by-products.  
Therefore, the order of actions to be taken to increase the efficiency is very similar to 
that one to decrease the surplus. 
 
 
7.6. Other conclusions 
 
7.6.1. A quite simple application of the multiple regression analysis  
 
 
In Appendix Sur8.xls an excel sheet is presented. It simulates what the ‘Surplus ha-1’ 
will be when varying the following variables (cells in blue): 
 
- Kg of N in purchased straw 
- Kg of N in fertilizers 
- Kg of N in concentrates 
- Kg of N in by-products 
- Livestock units of dairy cows  
- Surface of arable crops (ha) 
- Total surface (ha) 
- Surface of other crops like: fodder beet, maize silage, lucerne, other forage crops, 
turnips, cabbage, other crops, temporary grassland, permanent grassland 
- The kg dry matter per ha of fodder beet, maize silage, lucerne, ray grass 
- The N fertilization per ha grassland, per ha non-grassland forages 
 
Special attention has to be paid to line 56 within the excel sheet: ‘Kg of N in 
(concentrates+by-products+straw) per LU dairy cow per day’. This value should not be 
lower than 0.300 kg for animal physiology reasons (see Kebreab et al., 2001). 
The values calculated in rows 60, 61 and 62, i.e. the percentages of N in concentrates, 
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7.6.2. What should be improved in future datasets?  
 
If an experimental design is not possible, all necessary dependent and independent 
variables should be collected (e.g. the manure application, which was missing in our 
dataset). 
 
Data should be collected in a way that: 
 
- there are no missing observations or observations with incorrect sign (e.g. an 
input can not adopt a negative sign) or values; 
- the method to collect the records is the same for all records; 
- the data are collected and not estimated. 
 
 
7.6.3. Candidate variables 
 
The impact of the variables ‘Kg of N in fertilizers ha-1’, ‘Kg of N in concentrates ha-1’, 
‘Kg of N in by-products ha-1’ and ‘LU dairy cows ha-1’ on the ‘Surplus ha-1’ and on the 
farm-gate ‘Efficiency’ of a dairy farm has been precisely quantified. ‘LU dairy cows ha-1’ 
has a stronger impact on the mean ‘Efficiency’ than on the mean ‘Surplus ha-1’. 
 
Apart from these variables, literature (Kuipers and Mandersloot, 1999; Aarts et al., 
2000; Jarvis and Aarts, 2000; Van Keulen et al., 2000; Swensson, 2003; Bleken et al., 
2004; Verbruggen et al., 2004; Nielsen and Kristensen, 2005; Nevens et al., 2006 and 
Vellinga, 2006) identifies other variables influencing the ‘Surplus ha-1’ and the 
‘Efficiency’, e.g. ‘% dairy cows’, ‘% arable crops’, ‘grassland fertilization’ or ‘fixation’. 
For statistical reasons, it is not possible to extend models with too many variables and 
some of the variables considered important in literature have a lower relative 
importance than the main variables (e.g. ‘Kg of N from fixation ha-1’). However, we 
have seen how they influence the ‘Surplus ha-1’ and the ‘Efficiency’ in intermediate 
models and in the correlation matrices (Chapter 4 and Chapter 5). 
 
The variable ‘Kg of N from fixation ha-1’ has been studied in Chapter 6. The low 
frequency of selection of the variable ‘Kg of N from fixation ha-1’ by the best-subsets 
method (5 models out of 25), the low beta coefficients of the variable ‘Kg of N from 
fixation ha-1’ in those 5 models and the non-significance of ‘Kg of N from fixation ha-1’ in 
simple regression suggests that the variable ‘Kg of N from fixation ha-1’ is not as 
relevant as indicated in the literature, at least in the studied dataset.   
 
To decrease the ‘Surplus ha-1’ and to increase the ‘Efficiency’ similar actions have to be 
taken. This corroborates the strength of the models.  
 
 
7.6.4. Regression methods 
 
According to the main objectives, an assessment of different methods to develop 
multiple regression models and an assessment of the software quality is presented in 
Table 7.5 and Table 7.6.  
There is no single best method fulfilling all possible interests. The same holds true for 
the available software packages. 
  
Table 7.5. Assessment of different methods to develop multiple regression models 178 Objective Method Ranking of the methods: 1 means best  
    Quickness Reached 
R2 
Interpretability 
(low degree of 
multicollinearity)





High speed of 
model 
development 
Stepwise 1 2 4 2 2 1 
Highest R2 Best-
subsets 








4 3 2 1 1 3 
Candidate variables 
do not need to be 
ordered 





3 4 1 4 2 4 
Candidate variables 
must be ordered 




                                          Table 7.6. Assessment of the statistical software 
Objective Recommended software 
Stepwise methods S-PLUS 
Best-subsets method MINITAB 
Solving interactions S-PLUS 
Good interpretability (multicollinearity diagnostics) SPSS 
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7.7. Prospects for future research 
 
Farms with a higher percentage of arable crops than in the present study (10%) should 
be analysed in order to find out the precise effect of the share of arable crops on the 
‘Surplus ha-1’ and ‘Efficiency’. 
 
The fact that increasing the livestock units of dairy cows per ha (when keeping the rest 
of the variables constant) reduces the ‘Surplus ha-1’ and increases the farm-gate 
‘Efficiency’ should also be evaluated experimentally. The value of the models will 
increase if the intestinal digestible protein content is used instead of the nitrogen 
content of the feed. This implies the monitoring of the composition of the feed ration.  
 
In order to have a better underlying knowledge of what happens precisely on the “farm 
level” it is recommended to assess and regress the efficiency of the underlying 
subsystems (animal and soil) within the dairy farm.  
 
There is a need for the development of statistical software, or the need for the inclusion 
in an existing statistical software all the options that are normally used when making an 
exploratory analysis of multiple regression, like stepwise regression, best-subsets 
regression, a complete multicollinearity diagnostics, a practical way of calculating 
interaction terms and an automated way of hierarchically deleting not significant 
interaction terms. 
 
There is a need for standardization of the nutrient balance calculation methods. There 
are too many approaches and uncertainties in nutrient budgets (Oenema et al., 2003). 
Schröder et al. (2003) would like to warn for an injudicious use of output/input ratio’s as 
an indicator for ‘environmental performance’. Different calculation methods, in which 
the outputs and inputs are sometimes considered already as a balance and methods in 
which the changes in the stock are not correctly considered, lead to different results. 
There are different definitions of efficiency and of nitrogen surplus. A consistent 
methodology with fixed rules on how to determine quantities and nutrient contents for 
several products should be developed and applied as a standard. 
 
The whole farm efficiency is not just determined by the operational and tactical skills of 
a farmer, but also by his strategic decisions (Schröder et al., 2003). Hence it is 
recommended to consider personal characteristics of the farmer with a substantial 
influence on decision making as potential independent variables. How difficult it is to 





































































Dit onderzoek ontwikkelde ‘multipele regressie modellen’ van de stikstofstromen op 
Vlaamse melkveebedrijven. Meer bepaald is het stikstofoverschot (N surplus) en de 
efficiëntie van het stikstofgebruik (N efficiëntie) onderzocht. 
 
Voor de analyse werd een dataset van 1511 observaties uit het Vlaams 
Boekhoudkundig Netwerk gebruikt. Een observatie is de prestatie van een bedrijf 
gedurende een specifiek jaar. De bestudeerde periode liep van 1989 tot 2001. 
De dataset werd gereduceerd van 1511 tot 1296 observaties om het model voor 
stikstofoverschot te ontwikkelen. Om de modellen te ontwikkelen voor de efficiëntie van 
het stikstofgebruik werd de dataset gesplitst: 1078 observaties die betrekking hebben 
op bedrijven zonder akkerbouw en 220 observaties die betrekking hebben op bedrijven 
met akkerbouw. In elk van deze datasets werd geen rekening gehouden met 
stikstofinput door biologische fixatie en door aankoop van maïs. 
Omdat sommige bedrijven meerdere keren zijn gevolgd tijdens deze periode, is een 
random effect voor de variabele ‘Bedrijf’ in de modellen gebouwd om het effect van 
eventuele afhankelijkheid tussen de observaties te onderzoeken. 
 
Alle ontwikkelde modellen voldoen aan de voorwaarden voor een multipele regressie.  
 
Verschillende methoden werden gebruikt om de beste regressievergelijking te vinden: 
substantive knowledge methodes (zowel ascendant als descendant) stepwise 
methodes en de best-subsets methode. De ultiem beste methode bestaat niet: alle 
methoden zijn bruikbaar om een heel goede regressie te bekomen. Hetzelfde geldt 
voor de gebruikte software: alle pakketten hebben voor- en nadelen en het ideale 
software pakket bestaat niet.  
Voor deze studie echter was de ’the substantive knowledge’ methode echter een zeer 
goede methode. 
 
Talrijke modellen werden ontwikkeld en getest. Het construeren van een model dat 
bestaat uit variabelen met (volgens de literatuur) zeer relevante betekenis, was de 
eerste leidraad om uit deze veelheid van modellen een finaal model te kiezen. In 
tweede orde is gezocht naar een model met onvertekende schatters van de 
regressiecoëfficiënten, met zo weinig mogelijk multicollineariteit, liefst zonder 
interactietermen en een hoge R2.  
 
 
Om de invloed van elke onafhankelijk variabele te berekenen, werd gebruik gemaakt 
van ongestandaardiseerde regressiecoëfficiënten en van percentagecoëfficiënten om 
een beter idee te hebben van het relatief belang van elke onafhankelijk variabele.  
 
In de finale modellen zitten alleen variabelen die uitgedrukt zijn in eenheden per ha. 
Vooraf zijn ook andere combinaties van variabelen met verschillende eenheden 
getest, maar deze test gaf aan dat het nauwelijks een verschil zou hebben uitgemaakt 
waren de variabelen b.v. uitgedrukt per grootvee-eenheid. De absolute grootte van de 
regressiecoëfficiënten zou natuurlijk veranderen maar de voorgestelde maatregelen 
om de afhankelijk veranderlijke te beïnvloeden in één of andere richting blijft in 
essentie gelijk. M.a.w. enige (onvermijdelijke) subjectiviteit bij de keuze van de finale 









N overschot per ha. 
 
Van de 83 opgestelde modellen bleken er 3 in grote mate te voldoen aan de 
voorwaarden voor multipele regressie: ze konden de afhankelijk veranderlijke goed 
verklaren. Model DS 4A RE (weergegeven door formule 7.1) bevatte het meest 
variabelen. 
 
1 179.459 1.110 1.003Surplus ha Kg of N in purchased strawha Kg of N in fertilizers ha− −= + +
1 10.977 1.003Kg of N in concentrates ha Kg of N in by products ha
1−
− −+ + −  
137.536 0.833 %LU dairy cows ha arable crops−− −                       (7.1) 
 
De ongestandaardiseerde regressiecoëfficiënten duiden aan dat veebezetting  
‘LU dairy cows ha-1’ (coëfficiënt -37.536) de variabele is met het hoogste potentieel om 
het stikstofoverschot per ha te verminderen. De beta coëfficiënten, die veel geschikter 
zijn om het relatieve effect van de variabelen te schatten, geven aan dat stikstof uit 
kunstmest en uit krachtvoeders, het stikstofoverschot per ha veruit het meest 
beïnvloedt, wat volkomen in lijn ligt met literatuurgegevens. 
 
Binnen de bestudeerde dataset, droeg elke eenheid ingebrachte stikstof quasi 
evenveel bij tot het stikstofoverschot. Uiteraard betekent dit meteen dat het 
verminderen van de grootste inputs het radicaalste effect heeft of het overschot; 
concreet: het verminderen van de minerale stikstofbemesting heeft het grootste effect. 
 
Op lange termijn (of in andere datasets) zou deze situatie kunnen veranderen. Het lijkt 
weinig waarschijnlijk dat deze “één voor één” verhouding in “input voor overschot” in 
alle gevallen stand houdt. De bedrijven in de dataset hadden allemaal een vrij hoog 
stikstofoverschot (wat anno 2008 niet meer waar is) en het is te verwachten dat een 
toenemende efficiëntie in stikstofgebruik zal leiden tot een verandering in deze “regel”, 
omdat des te minder stikstof in het overschot terechtkomt naarmate de 
gebruiksefficiëntie toeneemt. 
 
Het kan als een verrassing overkomen dat de veebezetting per ha een negatief 
verband heeft met het stikstofoverschot. De literatuur meldt meestal een positief 
verband. Maar deze literatuurresultaten zijn steeds het resultaat van een enkelvoudige 
regressie, wat betekent dat een verandering in veebezetting meteen de andere 
variabelen doet mee variëren: minder dieren per oppervlakte-eenheid, betekent dan 
meteen een kleinere voederbehoefte, wat een kleinere stikstof input als gevolg heeft. In 
zo’n omstandigheden is het evident dat het overschot vermindert. Een enkelvoudige 
regressie is daarom geen geschikt instrument om het effect van de veebezetting te 
bepalen; alleen met een multipele regressie komt men te weten welke achterliggende 
variabelen van betekenis zijn.  
De schatting van de regressiecoëfficiënt voor veebezetting is trouwens veel preciezer 
met een multipele regressie, want de standaardfout op de regressiecoëfficiënt is veel 
kleiner in een multipele regressie. 
 
Mocht dit negatief verband onwennig blijven (want we zijn nu immers veel meer 
gewoon resultaten te zien van enkelvoudige regressies) dan kunnen we, steunend op 
het werk van Kebreab et al. (2001) bewijzen dat dit verband echt wel klopt. 
 
Als de stikstofinput constant blijft, dan krijgt een groep van X+n koeien minder voer dan 
een groep van X koeien. Daaruit volgt een lagere melkproductie per koe en een lagere 
stikstofexcretie in urine en mest (deze vermindering is exponentieel). Omdat de X+n 
koeien iets meer melk produceren dan X koeien, is ook de hoeveelheid stikstof in hun 
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Samenvatting 
melk ook iets groter. Iets meer N in de melk en minder in de urine en feces betekent 
een lager overschot. Uiteraard gaat deze redenering alleen op binnen een bepaalde 
vork van stikstofaanbod, zoniet ontstaat er een voedingsonevenwicht.  
 
Een belangrijke boodschap volgt hieruit: niet alleen extensieve melkveebedrijven 
oe meer akkerbouwgewassen op een bedrijf, hoe kleiner het stikstofoverschot was 
Efficiëntie van stikstofgebruik 
it 92 modellen werden er 2 geselecteerd om de afhankelijke variabele “Efficiëntie van 
ecentreerde modellen vereenvoudigen de interpretatie van de regressiecoëfficiënten 
it de interacties valt af te leiden dat het effect van een verandering in veebezetting 
Vergelijking tussen de modellen voor stikstofoverschot en efficiëntie van 
e veebezetting is van groter belang om de efficiëntie te verbeteren dan om het 
e statistische analyse adviseert gelijkaardige maatregelen om het stikstofoverschot te 
Aanbevelingen voor toekomstig onderzoek 
mdat volgens de modellen, het aandeel akkerbouwgewassen erg gunstig is voor een 
kunnen produceren op een schone manier, maar ook intensieve bedrijven kunnen dat, 
want wat echt telt is een efficiënte omzetting van voederstikstof in melkstikstof. 
 
H
binnen de bestudeerde bedrijven. Dit komt goed overeen met resultaten uit de 
literatuur. Uiteraard zijn ook hier beperkingen opgelegd door de bedrijfseigenheden, 
wat ertoe leidt dat het effect van het aandeel akkerbouw vrij beperkt blijft. Zo verlaagt 
het stikstofoverschot met 25 kg ha-1 als het aandeel akkerbouwgewassen met 30% 




N gebruik” te verklaren. De significantie van de dummy variabel ‘% akkerbouw’ was de 
reden om de dataset te splitsen in twee subsets en daarom zijn er ook twee finale 




wanneer er interacties aanwezig zijn.  
 
U





overschot te verlagen. In de bestudeerde dataset had de hoeveelheid biologisch 
gefixeerde stikstof weinig invloed op de afhankelijk veranderlijken, hoewel sommige 
literatuurbronnen aangeven dat deze stikstofvorm wel belangrijk is. 
 
D
verkleinen en de efficiëntie van het stikstofgebruik te verbeteren. Dit lijkt logisch, want 
als het overschot vermindert, vergroot de gebruiksefficiëntie. M.a.w. dit is een bewijs 




schone productie, verdient het aanbeveling om bedrijven te analyseren met meer 
akkerbouw dan de bedrijven in de bestudeerde dataset, waar het aandeel 
akkerbouwgewassen niet groter was dan 10%. Tenminste voor zover die bestaan in 






De idee dat “enkele koeien in overschot” theoretisch gunstig is voor het terugdringen 
van het stikstofoverschot zou best experimenteel worden getoetst.  
 
Dit onderzoek spitste zich toe op de bedrijfsefficiëntie. Een begeleidende analyse van 
de bodemefficiëntie en de dierefficiëntie kan wellicht nog betere resultaten opleveren, 
maar daarvoor zijn nauwkeurig bijgehouden gegevens nodig en die ontbreken vaak in 
datasets.  
 
Er bestaan diverse definities van de efficiëntie van het stikstofgebruik en het 
stikstofoverschot. Vaste regels voor het definiëren van termen en standaardanalysen 
voor de bepaling van kwantiteit en kwaliteit van verschillende voedermiddelen kunnen 
de statistische modellen beter doen aansluiten met de werkelijkheid. Maar hoe dan 
ook, naast puur technisch meetbare effecten, blijven strategische 
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