Abstract
Introduction
We have been working on the simulation of virtual humans for several years. Until recently, these constructs could not act in real time. Today, however, it is important for many applications to simulate virtual humans in real time that look believable and realistic. We have invested considerable effort in developing and integrating several modules into a system capable of animating humans in real-time situations. This includes the development of interactive modules for building realistic individuals and a texture fitting method suitable for all parts of the head and body. Animation of the body, including the hands and their deformations, is the key aspect of our system; to our knowledge, no competing system integrates all these functions. Facial animation has been also included as we will demonstrate below with virtual tennis players.
An important feature that real time virtual human simulation environments must achieve, is a close relationship between modeling and animation. In other words, virtual human modeling must include the structure needed for virtual human animation.
The complete process can be broadly separated into three units: modeling, deformation and motion control as shown in Figure 1 . Thus we can claim to have developed a single system containing all the modules for simulating real-time virtual humans in distant virtual environments. Our system allows us to rapidly clone any individual and to animate the clone in various contexts. Our virtual humans are recognizable and realistic as we will show in our two case studies later in this paper.
Construction of the virtual human for real-time
Many attempts have been made to represent and simulate humans; painting and sculpturing were the only tools of our ancestors. Today, computer graphics gives us the power to model and animate virtual humans. To achieve the "human simulation" goal, there is a need for real time visualization and animation, taking into account constraints on the data used for representation of theses avatars. For example, scanning devices are a fast method for the construction of avatars, regardless of metainformation within the data. Real-time animation requires a small number of polygons and specific data structures to accelerate the computing process. Due to differences in modeling and animation between head, hands, and body, our virtual humans are divided into separate parts.
Sculpting the shape
For head and hand we use a software called Sculptor, dedicated to the modeling of 3D objects. This sculpting approach is based on local and global geometric deformations. Adding, deleting, modifying, and assembling triangle meshes are the basic features provided by Sculptor. Real-time deformations and manipulation of the surface gives the designers the same facilities as with real clay or wax sculpting 1 .
Head Modeling
Using this Sculptor program, instead of a scanning device, allows us to take into account the constraints of real time animation while modeling the head. Real-time manipulation of objects requires as small a number of polygons as possible, while more polygons are required for the beautification and animation of the 3D shape. Designing the head with this program allows us to directly create an object with the appropriate number of polygons. This can be done knowing which region has to be animated (this requires a lot of polygons) and which requires less, or no animation at all (this requires fewer polygons). Designers are also able to model simpler objects knowing the texture will add specific details, like wrinkles and shadows, to the object.
Starting from a prototypical head accelerates the creation process. Figure 2 shows the modeling of a face started from an already existing one. Therefore the more prototypical heads we have, the less time we need spend. Starting from scratch, the designer can model half of the head, and use a symmetric copy for the other half. In the final stages, however, small changes should be made on the whole head because asymmetric faces look more realistic. 
Hand modeling
Two basic sets of 3D hands are used, one for each gender. The existing male hands were refined to give a feminine look using the interactive sculpting tool. The proposed hand simulation model allows us to model morphological variations. Deformations of the muscular layer can be parameterized according to some morphological changes, such as hand thickness, or skeleton finger length. The muscle layer is first fitted to the skeleton, or scaled to the given morphological parameters, the muscular operators are then applied to the hand surface to create a new hand. The resulting new hand data set can then be directly used for animation. Figure 3 shows some morphological variations of hands. (a) and (b) show local modification changes. In (a), the length of the middle finger is modified, and in (b), the thumb is spread from the rest of the hand and its size is modified. These two morphology changes are parameterized by the changes of the underlying skeleton. In (c), a global morphology change is shown: the thickness of the hand is increased. This change is parameterized independently from the skeleton. 
Body creation
BodyBuilder is a software package developed for the creation of human body envelopes. Our goal was to make realistic and efficient human modeling, that enabled us to use this data for real-time motion and deformation.
We have developed a multi-layered approach for the design of human bodies 2 :
• The first layer is an underlying articulated skeleton hierarchy. This skeleton is schematically similar to a real-human skeleton. All the human postures can be defined using this skeleton. The proportions of the virtual human are designed at this stage, as described later in Section 3.1.
• The second layer is composed of grouped volume primitive. The volume primitives are metaballs which fall into two categories: blendable and unblendable. Because metaballs can be joined smoothly and gradually, they give shape to realistic organic-looking creations, suitable for modeling human bodies. They are attached to the proximal joint of the skeleton and can be transformed and deformed interactively. In this way, a designer can define the 3D shape of a virtual human. Figure 4 shows a male and a female human body created by attaching metaballs to the avatar's skeleton. Designers can start from a rough shape, made with just a few metaballs, and then add details by increasing the number of metaballs, while using editing tools (add, delete, transform, and adjust the parameters). The human form is very complex, and modeling is a tedious task since the human eye is very sensitive to inaccuracies of the human figure. It is even more challenging because the metaballs simulate the shape and behavior of muscles, so designing requires good anatomical knowledge.
• The third layer is the equivalent of the human skin. We define the envelop of the body with spline surfaces using a ray-casting method. In this way, metaballs have observable effects on the surface shape. We use this approach because human limbs exhibit a cylindrical topology and the underlying skeleton provides a natural centric axis upon which a number of cross-sections can be defined. 
Texture fitting
Texture mapping is a well-known method in computer graphics for improving the quality of virtual objects by applying real images onto them. It is a low-cost methodology in terms of computation time, which is very useful for the real time applications. For virtual humans, the texture can add a grain to the skin, including the color details like color variation for the hair and mouth. These features require correlation between the image and the 3D object. A simple projection is not always sufficient to realize this correlation: the object, which is designed by hand, can be slightly different from the real image. Therefore an interactive fitting of the texture is required 3 . In Figure 5 , the wrinkles of the hands have been fitted to the morphology of our 3D model. (a) shows the texture which has been applied to the 3D hand shown in (b). We developed a new program for fitting the texture to the features of the 3D object 4 . This enables the designer to interactively select a few 3D points on the object. These 3D points are then projected onto the 2D image. The projection can be chosen and set interactively, hence the designer is able to adjust these projected points to their correct position on the image. This way, we obtain the texture coordinates for the selected 3D points.
The problem is that we want to avoid the interactive specification of the texture coordinates for all the 3D points. To map a whole surface, all the 3D points of this surface need their own texture coordinates. We implemented a method for finding these texture coordinates by interpolation from the already existing ones. In fact, all the 3D points are projected onto the 2D image. Using a Delaunay triangulation with the 2D marked points, we can select which points are projected inside the Delaunay area. We consider these points as belonging to the 3D surface to be textured. The barycentric coordinates are calculated for all these projected points inside a Delaunay triangle. It gives the position of each point inside a Delaunay triangle. After the motion of a marked point (vertex of a Delaunay triangle), the position of the projected points are re-calculated using their barycentric coordinates. Finally, the texture coordinates of all the 3D points of the surface are given by the position of the corresponding point on the image. We can easily improve the selection of the points belonging to the surface to be textured, and the process of re-positioning using barycentric coordinates.
Animation of body
A real-time Virtual Human is a Virtual Human able to act at the same speed as a real person. Virtual Reality, Interactive Television, and Games require real-time Virtual Humans Bodies. The generally accepted approach for body modeling is based on two layers: skeleton and skin; a third layer the cloth layer could be also added. The skeleton layer consists of tree-structured fixed-topology hierarchy of joints connecting limbs, each with minimum and maximum position limits. Attached to the skeleton, there is the skin layer which is responsible for generating the skin surfaces of the body 5 . Above the skin surface, the cloth layer can be wrapped. Animation of the virtual body is performed on the skeleton layer, and the above two levels are automatically computed by deforming or transforming vertices. This means that the skeleton animation is normally not dependent on the two other layers and could be defined in very different ways as it will be shown in the next Section.
Motion control is the heart of computer animation. In the case of a digital actor, it essentially assists in describing the changes over time of the joint angles of a hierarchical structure called skeleton.
Skeleton animation

Hierarchical Skeleton
The basic layer of the Virtual Human body is the hierarchical skeleton. Based on a general hierarchy manager library, we built a specialized library to model human body hierarchy. This hierarchy is defined by a set of joints, which correspond to the real human main joints. Each joint is composed of a set of degrees of freedom, typically rotation and/or translation, which can evolve between authorized values based on real human mobility capabilities. Through a set of scaling methods applied to several points of this skeleton, it is possible to obtain a set of different bodies in terms of size (global scaling of body parameters) and in terms of characteristics (local scaling like spin , lateral or frontal scaling). Our current virtual skeleton is the hierarchical model comprising a total of thirty two joints corresponding to seventy four Degrees of Freedom (noted DOF) including a general position-orientation joint (six DOF) henceforth referred as the global joint 6 .
Once the body is defined in terms of shapes and mobility, a global motion control system is used to animate the Virtual Human skeleton within 3D worlds. Basically, it is done by animating the joint angles over time. However, this type of animation is strongly related to the type of motion control, as we will discuss in the next Section.
Skeleton Motion Control
We may distinguish three categories of skeleton motion control approaches for Virtual Humans:
The skeleton motion is captured in real-time for driving a pure avatar A participant actor is a virtual copy of the real user or participant. The movement of this actor is exactly the same as the real user, which means that the skeleton motion must be determined in real-time to interactively animate the performer representation in the virtual world (its so-called avatar). A clear illustration is given by a teleconferencing application where multiple participants from distant sites can share, move and act within the same 3D environment 7 .
This approach requires a large number of sensors to track every degree of freedom in the real body. However, this is generally not possible due to limitations in the number and the technology of the sensing devices. Therefore, the tracked information is used in conjunction with human animation behavioural knowledge and different motion generators in order to "interpolate" the joints of the body which are not tracked. Currently the motion capture system directly drives thirty four DOF with twelve magnetic sensors. In addition, one digital glove controls twenty five finger DOF and two wrist DOF. In addition, the motion can be recorded as keyframes and played back with additional information, as for example, the trajectories of the joints. This information helps to analyze the motion for incremental improvements of a desired recording (especially for sport motions).
The trivial way for motion capture is to set the location of body segment by 6-D data (position and orientation) from the attached sensor. However, for a variety of reasons it produces abnormal relative translation between adjacent segments, giving the impression that the body is an unnatural and unrealistic collection of independent elements. Possible sources for the mismatch between the virtual model and the performer postures are :
• Calibration error
• Slip of the sensors with respect to underlying bones
• Electronic noise
• Simplified revolution joints on the graphical model
In order to solve the problem, we have developed an anatomical converter 8 which is based on a very efficient method to capture human motion after a simple calibration. The sensor data are converted into the anatomical rotations of a body hierarchical representation. Such a choice facilitates a wider use of the motion for other human models with the same proportions. It is also easy to integrate motion capture and immersion display device as the head tracking sensor can both animates the neck joint (thus moving the model's head) and sets the viewing parameters for the head mounted display.
The skeleton motion is selectively activated from a database of predefined motions
A guided actor is an actor completely controlled in real-time by the user, but which does not correspond directly to the user motion. The participant uses input devices to update the position of the virtual actor. This local control is used by computing the incremental change in the actor position, and for example, estimating the rotation and velocity of the center of body. Also, a simple way is just to play back a specific sequence, for example, by hitting a key or just clicking the mouse at the right place. One solution is to again use motion capture. The anatomical converter gives the ability to easily record keyframe sequences of whole or part of the body. The design time is greatly reduced compared to pure keyframe design even if a second stage of motion refinement is to be planned after the capture. However, in order to design and combine these predefined movements, only a combination of various techniques may result in a realistic motion with a relative efficiency. Consequently, our approach is based on integrated methods. Integration of different motion generators is vital for the design of complex motion where the characterization of movement can quickly change in terms of functionality, goals and expressivity. This induces a drastic change in the motion control algorithm at multiple levels: behavioral decision making, global criteria optimization and actuation of joint level controllers. By now, there is no global approach which can reconfigure itself with such flexibility. Consequently, the TRACK system has two major goals, first integrating a wide range of motion generators within the unified framework of multiple track sequences, and second, providing a set of tools for the manipulation of these entities. TRACK is an interactive tool for the visualization, editing and manipulation of multiple track sequences. A sequence is associated with an articulated figure and can integrate different motion generators such as walking, grasping, inverse kinematics, dynamics and key framing within a unified framework. The system provides a large set of tools for track space manipulations and Cartesian space corrections.
The skeleton animation is dynamically calculated
For applications like complex games or interactive drama, there is not only a need for motion control but also a way of providing autonomy or artificial smartness to these Virtual Humans. By autonomy, we mean that the Virtual Human do not require the continual intervention of a viewer. An autonomous actor is an actor who may act without intervention of the user. Autonomous actors are able to have a behavior, which means they must have a manner of conducting themselves. Behavior is not only reacting to the environment but should also include the flow of information by which the environment acts on the living creature as well as the way the creature codes and uses this information. Behavior of autonomous actors is based on their perception of the environment. Typically, the actor should perceive the objects and the other actors in the environment through virtual sensors 9 : visual, tactile and auditory sensors. Based on the perceived information, the actors' behavioral mechanism will determine the actions they will perform. Actors may simply evolve in their environments or they may interact with these environments or even be aware of other actors and real people. Moreover, they are able to communicate interactively with the other actors, whether they are real or virtual people. With such an approach, we should be able to create simulations of situations such as digital actors moving in a complex environment they may know and recognize, or playing ball games based on their visual and touching perception. A typical example of autonomous Virtual Human is the referee in the Tennis game described in Section 7.1.
A collaborative application can combine a Virtual Human controlled by the participant while other actors are autonomous Virtual Humans controlled by internal motors. We should also mention the hybrid case where predefined motion is dynamically replayed based on the decision of autonomous actors and not by the user intervention.
Body Deformations
Paradoxically, virtual humans are becoming more abundant in real life. Numerous examples can be found in the entertainment industry, in VR applications and even in the TV industry, where virtual hosts have been introduced in the past years. All these applications face the same issue: what visual/animation quality do we expect from a virtual human? These applications also require a good deal of interaction. Arcade game players obviously expect the system to respond immediately to their actions. Response time is also critical in VR applications, where avatars (a virtual human representing the user) may interact with the environment or even with other users, as illustrated in multi-user virtual environments such as VLNET 7 . Finally, it is beneficial to render the virtual host of a TV broadcast in real-time because of reduced financial costs.
Despite the interest shown in this area, few attempts at producing virtual humans have managed to reach the right compromise between realism and animation speed. On the one hand, some applications lay the emphasis on speed and interaction. Typically, a polygonal representation is used: the skin that is wrapped around the skeleton is then represented with a fixed mesh divided at important joints where all the deformations are performed. Because no deformations are computed within a body part, i.e. between two joints, the virtual human appears "rigid" and lacks realism. Moreover, visually distracting artifacts may arise at joints where two body parts are connected, e.g. when limbs are bent. Some applications, on the other hand, prefer to privilege the visual accuracy. Generally, the skin is computed from implicit primitives and a physical model is used to deform the body's envelope. Though this yields very satisfactory results in terms of realism, it is computationally so demanding that it is absolutely not suitable for real-time applications.
We investigated a third approach, which combines some elements of the previous ones, reaching a good trade-off between realism and rendering speed : we have developed a simple yet powerful system to smoothly deform the skin, which greatly enhances the human-like appearance of our virtual characters, while preserving a high frame rate to meet the real-time requirements of virtual environments.
Constructing a body mesh
As explained in Section 2, we first model the virtual human in BodyBuilder. Once the three layers are generated, we can output body data in the form of cross-sectional contours. A (cross-sectional) contour is the set of coplanar, outermost points circling around a skeleton's segment. Since BodyBuilder divides a human body into eleven logical parts, namely neck, torso, shoulders, forearms, waist, pelvis, thighs and calves, we are provided with skin contours for eleven body parts as well.
While dedicated graphics hardware is not very good at rendering complex primitives, it performs far better when it comes to rendering polygons and especially triangles. It is therefore logical to convert our data to triangle meshes. Thus it is possible to construct an entire triangle mesh for each body part directly from the contours' points. It is a bit more complicated to connect two different body parts, for the contours may have a different number of points but the idea remains essentially the same. Thus we obtain a single, seamless body mesh.
Deforming by manipulating skin contours
The basic idea for fast deformations of human limbs and trunk is to manipulate the cross-sectional contours, thus transforming a complicated 3D operation into a 2D operation which is more intuitive and easier to control. We have seen that a contour is by definition a set of points that lie in a plane. By setting the orientation and position of this plane we achieve a smooth deformation of the skin.
First of all every joint in the skeleton is associated to a contour and we make sure every joint lies in the plane of its contour, when the skeleton is in the at-rest posture. If we consider the arm deformation as an example, as illustrated in Figure 6a and 6b, we have three joints and two segments whose directions are L 1 and L 2 . Let u N , N 0 and N l be the normal vectors of the cross-section planes at the segments' ends. Note that these planes are precisely those, which are mapped to the three joints. Consequently, the orientation and position of N u , N 0 and N l are respectively driven by the shoulder joint, the elbow joint and the joint at the wrist. If you take a close look at the region above the elbow in Figure 6a , you will notice adjacent contours that seem to run parallel, as if they were not deformed. It is indeed the case as we intentionally limited the number of contours to be deformed for each body part. This decision is motivated by the observation that even though the skin of real human beings is smoothly deformed, some parts play visually a greater role than other ones. In fact there is hardly any loss of visual quality if the middle contours of a skeleton segment are not deformed because our eyes naturally fall on the surroundings of major joints like the elbows, the knees etc. Practically, we determined the number of upper and lower contours to deform in a heuristic fashion. On the whole this deliberate limitation pays off in the sense it saves a considerable amount of rendering time, with very little degradation of the final image in counterpart.
Results
For the implementation, we relied on a real-time oriented, 3D graphics toolkit called Performer that is available on all Silicon Graphics workstations. Figure 7 shows on the left, a virtual human made up of 14,000 vertices and containing 13,500 textured triangles using deformations whereas the same virtual human using rigid meshes (yet 17,000 triangles are used because of the extra ellipsoids needed at joints) is shown on the right. Besides table 1 below summarizes the results for these models obtained on a single-CPU (R10000) Octane workstation. Although the hands, feet and head can be seen in Figure 4 they are not taken into consideration in the triangle count, nor in the rendering timings displayed in Table 1 . It is worth pointing out that computing the contour deformations accounts for less than one third of the total rendering time. Obviously, the real bottleneck rather lies in the drawing process. Finally, because fewer polygons are needed for the deformable model, it follows that there is only a marginal difference between rendering a deformable model and a rigid one.
These results show how promising this technique can be. As a conclusion it is worth mentioning that Character Studio, a plug-in for 3D Studio Max dedicated to creating and animating bipeds, uses a similar technique to deform the skin, based on crosssections which are in essence what we termed contours. Unfortunately, Character Studio is not intended for real-time applications. 
Hands Animation
Hands have a very specific treatment in the human simulation in real time environments: it is generally considered too expensive to handle a deformable hands model with regard to what it brings to the global visual result. This approach is closely linked to the optimization approach generally used in virtual environment: the Level of Detail (LOD) 10 . In this approach, the importance of an object is mainly linked to its rendered size relative to the size of the final picture. According to this hypothesis, hands should not be given a lot of attention. We want first to justify the need for providing a real-time and accurate hand simulation model by first briefly underlining the importance of hands in human simulation inside virtual environments. We will then show how we develop a dedicated simulation model for hand, and then parameterized it in order to perform realistic hand simulation for real-time environment.
Hands in Human Simulation
Hands represent a very small part of the whole body. If we refer to artists rules for human drawing, the ideal proportions are defined so that the whole body is 8 times the height of the head, and the height of the hand is equal to the height of the head. The width of the hand is equal to half of its height. These are canonical measurements, but they give a good idea of the place that the hand is taking relative to the whole body. This relative size aspect has to be taken into consideration, but the importance of hand is not restricted to this aspect.
According to A. Mulder 11 , hand gestures can be classified into three main categories, which are described as follows:
• Semiotic: to communicate meaningful information and results from shared cultural experience.
• Ergotic: is associated with the notion of work and the capacity of humans to manipulate the physical world, create artifacts.
• Epistemic: allows humans to learn from the environment through tactile experience or hepatic exploration.
These three categories show how important the hand is in simulating a realistic human when interacting with a virtual environment. The hand is both an effect and a sensor. It is a gateway between humans and their environment. This implies that hands are a center of interest, and that despite their size, many situations during the simulation will focus on them. In order to provide a convincing visual representation, they have to be appropriately modeled and simulated.
Hands concentrate a great number of Degrees of Freedom. Our skeleton model counts around 120 total DOF. Each hand contains 25 DOF, which means that around 40 percent of the DOF. As a result, the hands are the most flexible part of the body, and the total number of possible postures and movements is very large. As a result, the hand has a great level of deformation, concentrated in a very short area. Moreover, a brief look at anyone's hands shows that in addition to muscular action, the skin deformation is controlled by the main hand lines associated to the joints of the skeleton.
Although this size aspect is important, we have shown that the importance of the hand related to human simulation requires more than what is traditionally devoted for it: a set of rigid articulated skin pieces. Although the hand is a part of the body, we have shown that its particularities, such as the importance of hand lines regarding the skin deformation requires a dedicated model. We propose a model for hand simulation suited for real-time to be used in conjunction with the traditional rigid skin pieces approach.
Basic hand multilayer model
We have proposed a multilayer model for human hands simulation 12 , available in the HUMANOID environment 6 . The basic model, such as traditional multilayer model for articulated deformable character, is subdivided into three structural layers. The intermediate muscular layer, that maps joint angle variations of the basic skeleton layer into geometric skin deformation operations, is based on a generalized Free-Form Deformations(FFD's) 13 model. We now briefly describe the main features of the basic geometric deformable model involved in the multilayer hand model, and how it is used to simulate muscular action on the skin. The main objective of the resulting model is to simulate how the muscles deform the skin and how hand lines control the skin deformations.
We combine the approaches of Chadwick et al. 14 and Delingette et al. 15 to design a three layer structure (skeleton, muscle and skin) deformation model for hand animation. The intermediate muscle layer is based on Dirichlet Free-Form Deformations(DFFD's) 12 . DFFD's are generalized FFD's 13 model. Relationship between the control points and the object to deform is based on a local coordinate system called Natural Neighbors(NN) or Sibson coordinate system 16 17 18 , based on Voronoi diagram neighborhood relationships 19 . Sibson coordinate system is well known in data interpolation: scattered data interpolants are derived from this local coordinate system 16 17 . Building this coordinate system for each point of the surface to deform allows first to select a subset of neighbors control points, called Sibson or NN control points, then to compute the coordinates that defines the point relative to the associated NN control points. This step corresponds to the freezing step defined by Coquillart in the Extended FFD 20 . A multivariate Bezier simplex 21 is defined over the set of NN control points. It is used in a similar manner as Bezier hyperpatch in the basic FFD's: transmission the control points deformation to the surface. All of the FFDs extensions can be applied to DFFD. This new approach generalizes the FFD model: any shape of control points can be defined, there is no restriction on the location of a control point, there is also no need to explicitly define the topology of the control points set. An implicit topology based on the Delaunay tetrahedralization 19 of the control points set is defined during the freezing step. The geometric deformation model is completely described in "Hands Modeling and Animation for Virtual Humans" 22 . Among them two are of particular interest for our further hand simulation model. Weights can be assigned to control points, and define Rational DFFD 23 with an additional degree of freedom to control deformations. Direct surface manipulation 24 can also be performed with the basic model without having to use any estimation method. As any location in the 3D space can be defined as a control point, assigning a control point to a point of the surface allows us to directly control its location: any displacement applied to the constraint control point is integrally transmitted to the associated point of the surface. The set of control points is built in order to match a simplified surface hand topography. From the observation of a hand, especially its topography 25 , we derive the following basic data structure for our hand model, that we call wrinkle:
• The wrinkle itself, which is a set of constraint control points, that are generally selected around the joint and form a closed 3D line. We call such points wrinkle control points.
• Two points among the wrinkle control points, that are used to define the axis on which the associated skeleton joint should lie. In this way, a skeleton model can be easily adapted to the hand's skin. This data allows an easy and realistic hand-skeleton mapping by defining an implicit skeleton to which the skeleton can be fitted.
• A mixed set of control points and constraint control points that surround the upper part of the hand surface that will be affected by the rotation of the joint associated with the current wrinkle. We call these points influenced wrinkle control points, as they are influenced by the rotation of the wrinkle itself.
• One control point, called an inflation control point, which will be used to simulate inflation at the upper limb associated with the joint.
For each wrinkle, the muscle layer gets the joint angle variation from the skeleton layer. If the rotation angle is α, the wrinkle itself is rotated at an angle of α/2, and the set of influenced control points is rotated at α. At the rest position, all control points have a weight of 1. When the joint angles vary, the weights of the inflation control points vary accordingly, such that weight(P) = f(α), where P is an inflation control point and α an angle of rotation at the joint. This point is placed on the mesh so that when its weight increases, it attracts the mesh, simulating the skin inflation due to muscle contraction. Figure 9 shows how control points, constraint control points and inflation control points are designed around the surface of the hand to build the control points set and the different wrinkles.
Optimization approach
The complexity of our basic muscular deformation model is linked to:
• the degree of the deformation function.
• the number of control points involved, i.e., the number of NN control points a point has inside the convex hull of control points.
Our goal in this optimization step is to provide a deformation function that is able to work at different level, and introduce a Deformation Level of Detail, in a similar way as Geometric Level of Detail. The optimization is reached by parameterizing the deformation function with the two features that constraint the function complexity. The real-time hand simulation model is working on a fixed Geometric LOD. This is motivated by the fact that a realistic hand shapes requires a high resolution, and that performing deformations is only worth for a minimum resolution of the deformed surface.
Function deformation degree
As for basic FFDs, the deformation function is a cubic function of the local coordinates. The use of Sibson coordinates, and particularly the resulting continuity properties they offer makes it possible to use deformation functions of lower degrees. Figure 10 shows the effect of the different degrees used for the deformation functions. A cylinder is embedded inside a cubic control points set, that is then bent further. The resulting deformed cylinder using a deformation function of degree 1 (linear) is shown at the bottom left, and using a deformation function of degree 3 at the bottom right. The properties of Sibson interpolant 16 and extended interpolant 17 are also valid in the DFFD context if we consider the deformation process as interpolating a displacement function whose values are known for control points, playing the role of data nodes in scattered data interpolation 17 26 . The interpolant properties have been widely described 16 17 18 . Among all these properties, the ones related to the Sibson (linear) interpolation function continuity are of particular interest with regard to the quality of the optimization. In our context, this implies that the we can expect a good deformation result with linear deformations, as the deformation function will keep continuous through the convex hull of control points.
Control points number
The dimension of the NN coordinate system is not predefined and depends on the local configuration of the set of control points at any location inside the control points convex hull. The subset of NN control points for a given location is the set of control points that have a non-zero Sibson coordinate relative to this location. The value of a Sibson coordinate for a given location P relative to a control point is a measure of its influence. The number of control points can be controlled and constrained between four control points up to the "natural" number of NN control points. The set of NN control points is first defined, the resulting set is sorted by decreasing value of the Sibson coordinates relative to P. The n first NN control points are kept, and for these n control Sibson coordinates are recomputed for point P. It must be noted that limiting the number of control points to 4 results in continuity problem between adjacent Delaunay tetrahedrons of the Delaunay diagram of the control points set. This has to be considered as the price to pay for the gain in speed. Figure 11 shows, for the same hand posture, 3 different results with various constrained Sibson control points. Figure  11(a) shows the basic DFFD function, whereas Sibson control points are constrained to be at maximum 9 in 11(b) and 4 in 11(c). The hand's figure contains around 1500 vertices As a conclusion to the deformation function optimization, we have shown that the complexity of the deformation function can be controlled and parameterized according to the degree of the function and the maximum number of control points to use. If the deformation function name is DFFD, Deformation LODs can be defined by setting the two parameters Degree, and MaxControl of the DFFD function: DFFD(Degree, MaxControl). Degree can take its value between 1, 2 and 3, and MaxControl takes value higher than 10.
Facial Animation
In our real time human animation system, a face is considered as a separate entity from the rest of the body due to its particular animation requirements. The face unlike the body is not based on a skeleton. We employ a different approach from body animation for deformation and animation of a face, based on pseudo muscle design. Developing a facial model requires a framework for describing geometric shapes and animation capabilities. Attributes such as surface color and textures must also be taken into account. Static models are inadequate for our purposes; the model must allow for animation. The way facial geometry is modeled is motivated largely by its animation potential as considered in our system (Section 2). Facial animation requires a deformation controller or model for deforming the facial geometry. In addition, a high level specification of facial motion is used for controlling the movements.
Facial Deformation Model
In our facial model the skin surface of a human face, being an irregular structure, is considered as polygonal mesh. Muscular activity is simulated using rational free form deformations 23 . To simulate the effects of muscle actions on the skin of virtual human face, we define regions on the mesh corresponding to the anatomical descriptions of the regions where a muscle is desired. For example, regions are defined for eyebrows, cheeks, mouth, jaw, eyes, etc. A control lattice is then defined on the region of interest. Muscle actions to stretch, expand, and compress the inside geometry of face are simulated by displacing or changing the weight of the control points. The region inside the control lattice deforms like a flexible volume according to the displacement and weight of each control point. A stiffness factor is attached to a point, that controls the amount of deformation to be applied to the point; a high stiffness factor means less deformation permissible. This deformation model for simulating muscle is simple and easy to perform, natural and intuitive to apply and efficient to use for real time applications.
Facial Motion Control
Specification and animation of facial animation muscle actions may be tedious task. There is a definite need for higher level specification which would avoid setting up the parameters involved for muscular actions when producing an animation sequence. The Facial Action Coding System (FACS) 27 has been used extensively to provide a higher level specification when generating facial expressions, particularly in nonverbal communication context. In our multi-level approach (Figure 12 ), we define basic motion parameters as Minimum Perceptible Action (MPA). Each MPA has a corresponding set of visible features such as movement of eyebrows, jaw, or mouth and others occurring as a result of muscle contractions and pulls. The MPAs are used for defining both the facial expressions and the visemes 1 . There are 65 MPAs used in our system which allow to construct practically any expression and viseme. At the highest level, animation is controlled by a script containing speech and emotions with their duration. Depending on the type of application and input different levels of animation control can be utilized. There are three different input methods used for our real facial time animation module: video, audio or speech, and predefined actions.
Video Input
This requires facial feature extraction and tracking from the sequences of images of video input. We use the method developed by Magnenat-Thalmann et al. 28 which returns an array of MPAs corresponding to the extracted face feature movements. Mapping of the extracted face features' parameters obtained as the displacement vectors is based on some adhoc rules. The extraction method relies on a "soft mask", which is a set of points adjusted interactively by the user. Recognition and tracking of the facial features is based on color sample identification, edge detection and other image processing operations. The capture and tracking rate of features is about 20 frames/sec on SGI O2 workstation.
Audio/Speech Input
We rely on the external program 29 for segmentation of the audio into temporized Oxford phonemes. In the absence of audio input we use text as input and obtain the phonemes by using text to phoneme module developed by University of Edinburgh 30 . Each phoneme is translated into a viseme which is decomposed into several MPAs. Visemes are defined as set of MPAs which are independent of facial model and can be applied to any face.
Predefined Actions
Real time animation of a face can also be performed using series of predefined expressions and visemes. Here, the specification is at a higher level -action, that has intensity, duration and start time. An action may be an emotion (surprise, anger, etc.), head gestures (nodding, turning, etc.), and sentences (combination of words defined with phonemes). The actions are decomposed into array of MPAs and deformation is performed accordingly for each frame during the animation.
Synchronization
In order to have synchronized output of the MPA arrays from different sources (e.g., emotions from video and phonemes from audio-speech) at a predefined frame rate (F d , generally 25 frames/sec) with the audio-voice, a buffer or stack is introduced for each source of MPAs. An initial delay is caused if the frame rate of one source is less than F d (see Figure 13) . It is assumed that for each MPA source the frame rate is known (e.g., F 1, , F 2 ). The intermediate frames are added using interpolation/extrapolation of the existing computed frames in each buffer to match the frame rate F d . The MPA array from each buffer goes to the composer which produces a single stream of MPAs for the deformation controller where a face is deformed. The deformation process for each frame on average takes less than 1/40 th of a second on a fully textured face with about 2500 polygons on SGI O2 workstation.
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Composition
As the animation may involve simultaneous application of the same MPA coming from different types of actions and sources, a mechanism to compose the MPAs is provided. A weight function is defined for each MPA in an action. It is a sinusoidal function with a duration relating to an action, generally considered as 10% of the total duration of the action. This provides smooth transition with no jump effect, when there is overlap of actions with the same MPA.
Animation Framework
One unique feature of our real-time simulation of virtual humans is the close link between modeling and animation. Here, the modeling does not mean just constructing geometrically passive objects, but includes structure and animation capabilities. In our
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Buffer 1
Buffer 2 system the modeling is driven by the animation potential of the body parts. In addition, the modeling facilitates easy control of multiple level of details. This point is a big asset for real time applications, particularly when many virtual humans inhabit the same virtual world. By real-time applications, we mean to be able to display at least 10 frames per second while using the program.
As previously stated, the system can be broadly separated into three units: modeling, deformation, and motion control as shown in Figure 14 .
Modeling provides necessary geometrical models for the body, hands and face. As mentioned in the Section 2, the "body part" uses the BodyBuilder program for modeling the body surface. These surface contours are associated with the skeleton segments and joints. The skeleton is used as a support in the generation of motion. For hands creation, a default template hand can be used. Designers can then modify this template for building a specific hand. The default hands are associated with the skeleton to provide postures used for real-time animation. Both local and global transformations are performed in the sculptor program as described in Section 2. Similarly, the face generally starts from a generic model. This model includes the structure information provided by definition of regions. Modifications of the face, however, are done in the manner that the structure is retained. A method is developed where automatic face reconstruction is done using two orthogonal views of pictures 31 .
Deformations are performed separately on different entities (body, hands, face). They are based on the model used for each part. The reason to chose a different model for each entity is motivated by the particular animation requirements of each entity in real time, which have been elaborated in the earlier Section. Different entities are assembled into a single skin envelope using the DODY library. Handling and managing the deformations of each entity is also performed in the DODY library. Motion control is meant for generating and controlling the movements for different entities. For motion control, the body and face are separated. The hands are included in the body as they are also skeleton based. The skeleton motion can be generated using an interactive software program called TRACK, in which some predefined actions can also be combined. A motion capture module is also available for real-time motion capture of the body. Similarly, the facial movements can be generated in terms of expressions/phonemes in an interactive FACE program. Direct motion capture from the real face is also possible. The body motion in terms of angular values of joints and face motion in terms of MPAs are passed to the DODY library to perform the appropriate deformations for animation.
A higher level motion library 9 is also provided where motion is designed as set of actions for the different entities. These actions can be blended and simultaneously applied. This offers a high level programming environment suitable for real time application.
Two Case Studies
CyberTennis
At the opening session of Telecom Interactive '97 in Geneva, Switzerland, we presented in real time a virtual, networked, interactive tennis game simulation. This demonstration was a big challenge because, for the first time, we had to put together several different computer related technologies and corresponding software. This had to work in real time at a specific moment on the exposition site with non-permanent installations. In this demonstration the interactive players were merged into the virtual environment by head mounded displays as shown in Figure 15 (b), magnetic flock of bird sensors and data gloves. The University of Geneva player was "live" on stage at the opening session (Figure 15 (a) ) and the other player in the Computer Graphics Lab of EPFL at Lausanne (Figure 15 (b) ), separated by a distance of approximately 60 km.
For managing and controlling the shared networked virtual environment we used the Virtual Life Network, which is a general purpose client/server network system using realistic virtual humans (avatars) for user representation. In Figure 16 (a), the view from a camera is displayed in real-time the network environment and the avatars. These avatars support body deformation during motion. They also represent autonomous virtual actors such as the autonomous referee shown in Figure 16 (b) , who is part of the tennis game simulation. A special tennis ball driver animated the virtual ball by detecting and treating collisions between the tennis ball, the virtual rackets, the court and the net of the court. In the virtual tennis demonstration between Geneva Telecom Interactive'97 and the Computer Graphics Lab in Lausanne, we employed the following hardware:
• At the Geneva site, two Silicon Graphics Onyx 2 for the first player client and the Referee client, both hosts were connected to one Impact over local Ethernet. The Impact contained one ATM card and was used as a router for fast communication with Lausanne. The VR devices comprised a MotionStar from Ascension with fourteen sensors, one Virtual Research's VR4 HMD, two Cybergloves from Virtual Technologies and one Spaceball (from Spaceball Technologies Inc.) used to drive the virtual video camera.
• At the Lausanne site, one Onyx was used for the second player client and two Impacts were responsible for the Referee client and for the VLNET server. These three machines were using ATM cards for communicating with the server. The VR devices were identical to those used at Geneva except for the magnetic sensors: a set of sixteen Flock of Birds from Ascension Technology (only fourteen were used in the motion capture process).
CyberDance
CyberDance is a new kind of live performance providing interaction between real professional dancers on stage and virtual ones in a computer generated world. This performance uses our latest development in virtual human representation (real-time deformation) together with latest equipment in virtual reality (for motion tracking).
Our first performance was made for Computer Animation film festival in September '98, in Geneva. It was an 18 minutes live show with 8 professional dancers and giant screens for computer generated images. The show was divided into three parts and represented the creation of the "second world".
In the first part, the virtual world re-created the planet earth in the universe and the choreography reflected the evolution of the different styles of music along the time.
In the second part, virtual humans were added in the virtual world and one real dancer was tracked to animate his virtual clone in real-time, represented by a fantasy robot. Figure 17 shows snapshots of the performance live using motion capture. We can see the dancer tracked on stage, while the result of this tracking was used for the virtual robot and displayed in real-time. The audience were able to see both the real and the virtual dancer at the same time.
Then, in the last part, the virtual actors danced following a choreography given by the real choreograph. In Figure 18 , we can see the three virtual dancers following the choreography recorded using motion capture device. The same choreography was used for the three clones sharing the same environment. 
Conclusion
We have shown in this paper how to model and animate believable and realistic virtual humans in virtual environments. Further research includes the elaboration of a user-interface for real-time simulation and improvement of the visual quality of the simulated individuals. Increasing realism requires revising and improving our methods, although the results should not be qualitatively very different. We are working on the real-time simulation of hair and deformable clothing, and on a variety of autonomous behaviors. With the goal of accelerating the cloning process, we are also making progress on the automatic 3D reconstruction and simulation of virtual faces.
