Abstract. In this paper, we present an improved region-based active contour/surface model for 2D/3D brain MR image segmentation. Our model combines the advantages of both local and global intensity information, which enable the model to cope with intensity inhomogeneity. We define an energy functional with a local intensity fitting term and an auxiliary global intensity fitting term. In the associated curve evolution, the motion of the contour is driven by a local intensity fitting force and a global intensity fitting force, induced by the local and global terms in the proposed energy functional, respectively. The influence of these two forces on the curve evolution is complementary. When the contour is close to object boundaries, the local intensity fitting force became dominant, which attracts the contour toward object boundaries and finally stops the contour there. The global intensity fitting force is dominant when the contour is far away from object boundaries, and it allows more flexible initialization of contours by using global image information. The proposed model has been applied to both 2D and 3D brain MR image segmentation with promising results.
Introduction
The segmentation of the brain magnetic resonance (MR) images into white matter (WM), gray matter (GM), and cerebral spinal fluid (CSF) has been an important and fundamental step in research and clinical applications, including diagnosis of pathology, presurgical planning and computer integrated surgery. A major difficulty in segmentation of MR images is the intensity inhomogeneities due to the radio-frequency coils or acquisition sequences.
Active contour models have been widely used in medical image segmentation [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . The existing active contour models can be categorized into two classes: edge-based models [1, 2, 3, 4] and region-based models [5, 6, 7, 8, 9, 10, 11] . Edge-based models may suffer from boundary leakage problem for brain MR images, in which some parts of WM and GM boundaries are quite fuzzy due to low contrast there. Region-based models have better performance than edge-based models in the presence of weak boundaries. However, most of region-based models [5, 6, 7, 8] tend to rely on intensity homogeneity. For example, the well-known piecewise constant (PC) models [7, 10, 8] are based on the assumption that image intensities are statistically homogeneous (roughly a constant) in each region, therefore they fail to segment MR images with intensity inhomogeneity. In [10] and [11] , two similar active contour models were proposed to minimize the Mumford-Shah functional [12] . These models, widely known as piecewise smooth (PS) models, have exhibited certain capability of handling intensity inhomogeneity. However, the computational cost of the PS model is rather expensive due to the complicated procedures [13] . Moreover, to the best of our knowledge, the PS models have not been used to segment brain MR images.
Recently, Li et al. proposed a local binary fitting (LBF) model [14, 15] to overcome intensity inhomogeneity. The LBF model draws upon local intensity information, which enables the model to cope with intensity inhomogeneity. With accurate local intensity information, the LBF model is able to recover object boundaries precisely. Some related methods were recently proposed in [13, 16] , which have similar capability of handling intensity inhomogeneity as the LBF model. However, these methods [14, 15, 13, 16] are to some extent sensitive to initialization, which limit their practical applications.
In this paper, we propose an improved active contour/surface model, which combines the advantages of both local and global intensity information. We define an energy functional with two terms: one is a local intensity fitting term and the other is an auxiliary global intensity fitting term. The local intensity fitting term induces a local force to attract the contours and stop it at object boundaries, which enables the model to cope with intensity inhomogeneity. The global intensity fitting term drives the motion of the contour far away from object boundaries, and therefore allows for flexible initialization of the contours.
Background

Chan-Vese Model
Chan and Vese [7] proposed an active contour approach to the Mumford-Shah problem [12] for a special case where the original image is a piecewise constant function. The global data fitting term in the Chan-Vese (CV) model is defined as follows
where outside(C) and inside(C) represent the regions outside and inside the contour C, respectively, and c 1 and c 2 are two constants that fit the image intensities in the entire regions outside(C) and inside(C). Obviously, the constants c 1 and c 2 that best fit the intensity are not accurate, if the intensities in each region separated by C are inhomogeneous. Without taking local image information into account, the CV model generally fails to segment images with intensity inhomogeneity. Likewise, more general piecewise constant models in a multiphase level set framework [10, 8] are not applicable for such images either.
Local Binary Fitting Model
To overcome the difficulty caused by intensity inhomogeneities, Li et al. proposed the local binary fitting (LBF) model, which utilizes the local intensity information [14, 15] . Two spatially varying fitting functions f 1 (x) and f 2 (x) are introduced to approximate the local intensities on the two sides of the contour. In the LBF model, the local data fitting term was defined as follows
where H is Heaviside function, and K σ is a Gaussian kernel with standard deviation σ. Due to the localization property of the kernel function, the local data fitting energy is dominated by the intensities I(y) in a neighborhood of x. This localization property enables the LBF model to deal with intensity inhomogeneity. Moreover, the LBF model can recover object boundaries more precisely than other region-based models without using local intensity information. However, at the cost of introducing the localization property, the LBF model becomes more sensitive to initialization than the PC models.
Local and Global Intensity Fitting Energy
Our method combines the advantages of the CV model and the LBF model by taking the local and global intensity information into account. In this section, we will detail our active contour model based on local and global intensity fitting (LGIF) to handle intensity inhomogeneity. The local intensity fitting energy [14] is defined as follows, which is similar with Eq. (2):
We use the CV model's global intensity fitting energy
Now, we define the following energy functional
where ω is a positive constant (0 ≤ ω ≤ 1). When the intensity inhomogeneity in the image is severe, the parameter value ω should be chosen small enough. For more accurate computation involving the level set function, we need to regularize the level set function by penalizing its deviation from a signed distance function [17] , which can be characterized by the following energy functional
In addition, it is necessary to smooth the zero level set contour by penalizing its length, which is computed by
Now, we define the entire energy functional
It can be shown that the optimal fitting functions f 1 and f 2 and constants c 1 and c 2 that minimize the energy (8) are given by
Minimization of the energy functional F in Eq. (8) with respect to φ is achieved by solving the gradient descent flow equation
where δ(·) is the Dirac delta function, and
. We call F 1 and F 2 the local intensity fitting (LIF) force and global intensity fitting (GIF) force, respectively.
Influence of the LIF and GIF Forces
The influence of the LIF force and GIF force on the curve evolution is complementary. When the contour is near object boundaries, the LIF force is dominant, which attracts the contour toward object boundaries and finally stops the contour there. Therefore, the location of the final contour is determined by the LIF force. When the contour is far away from object boundaries, the GIF force is dominant, while the LIF force is close to zero. This can be illustrated by an example shown in Fig. 1 . The initial contour and the contour after 10 iterations are plotted in yellow and green respectively. The blue and red arrows represent the LIF and GIF force, respectively. The magnitude of the force is represented by the length of the arrow. It can be seen that the LIF force is dominant near the object boundaries, while the GIF force is dominant at locations far away from object boundaries.
Extension to Multi-phase Formulation
In this subsection, we extend the LGIF model to a multi-phase level set formulation, so that WM, GM, and CSF can be segmented simultaneously. By using n level set functions, at most 2 n regions can be segmented [10] . In a four-phase level set representation, two level set functions φ 1 , φ 2 are used to define the following four regions:
We define the following energy functional
where
It can be shown that the optimal fitting functions f 1 , · · · , f 4 and constants c 1 , · · · , c 4 that minimize the energy (12) are given by
Minimization of the energy functional F in Eq. (12) with respect to φ 1 and φ 2 is achieved by solving the gradient descent flow equations
Experimental Results
In this paper, we use the following default setting of the parameters σ = 3.0, μ = 1.0, ν = 0.001 × 255 × 255, time step t = 0.1, and ω = 0.01. When the intensity inhomogeneity in the image is more severe, the parameter value ω should be chosen smaller. We first apply our multi-phase model to segment a MR image from McGill Brain Web [18] with noise level 3%, and intensity nonuniformity (INU) 40%, as shown in the first row of Fig. 2 . We have increased INU to test the validity of our method to handle intensity inhomogeneity. The second row shows a real brain MR image with obvious intensity inhomogeneity. For this image, we set ω = 0.005. In fact, some intensities of the white matter in the upper part are even lower than those of the gray matter in the lower part. Nevertheless, our method achieves satisfactory segmentation results for these two images, as shown in the second column of Fig. 2 . To demonstrate the advantage of our model in terms of accuracy, we compare it with the PC model [10] . We used Wells et al.'s algorithm [19] to correct intensity inhomogeneity before we applied the PC models. The third column shows the results of the PC model. We use the Jaccard similarity brain and WM is seriously misclassified as GM. While the surfaces obtained by our method are more accurate. To demonstrate the advantage of our method clearly, we show two sagittal slices and the corresponding contours obtained by the PC model and our method in Fig. 4 . It can be clearly seen that the PC model does not correctly segment images: part of the WM is incorrectly identified as the GM, while part of the GM is labeled as the WM. By contrast, our method recovers the boundaries of WM, GM, and CSF accurately. 
Conclusion
In this paper, we provide an improved region-based active contour/surface model for 2D and 3D brain MR image segmentation by drawing upon both local and global intensity information, which is better adapted to the intensity inhomogeneity problem. Experimental results demonstrate desirable performance of our method for brain MR images with intensity inhomogeneity.
