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要旨
実問題の最適化において，実用的な解を得るためには制約条件や複数の目的，不
確実性を考慮する必要がある．メタヒューリスティクスは，汎用性が高い反面，個々
の問題に応じた解法と比較して探索性能と計算効率が劣ることが知られている．そ
のため，様々な問題へ適用可能であるが，実用性が低いという問題がある．
本研究では，実問題に対して有効な最適化手法として，対象問題に応じた改良と
適用のしやすさを考慮したメタヒューリスティクスの開発を試みる．つまり，実問
題を想定した探索を実現する枠組みと問題固有の知識を組み込みやい手法を提案す
る．メタヒューリスティクスに関する研究では，解探索の精度と計算時間のトレー
ドオフを考慮した上で，手法の改良が行われている．しかしながら，改良に伴って
パラメータやアルゴリズムが複雑化する傾向がある．実問題では，求められる解の
最適性は一定ではなく，あらゆる問題に対して有効な手法を決定することは不可能
と考えられる．これに対して，個々の問題に対して有効な知識を手法へ容易に組み
込むことができれば，問題解決のための手法を設計する際に非常に有用と考えられ
る．本研究では，これらの人が最適化手法を設計する際に有効な情報に着目し，大
域探索と局所探索のバランスを考慮した探索能力と問題に対する柔軟性を持つメタ
ヒューリスティクス手法を開発する．本論文では，橋梁維持管理計画策定と構造物
の信頼性解析などの実問題へ適用することで，提案手法の有効性を検証する．
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第1章 緒論
1.1 研究の背景
最適化とは，ある状況下で関数やプログラムなどを最適な状態に近づけることで
ある．現実世界において，最適化は，問題に対して最善な意思決定を行うことと同
義と考えられる．したがって，様々な実問題を最適化問題として定式化し，有効な
解決方法を数値的に求めることが行われている [1]．ところが，実問題の最適化では，
数理計画法のような数値解析に基づく解法が有効ではない場合がある．これは，(1)
定式化の困難さ，(2)厳密解を一意に定めることができない，(3)制約条件や複数の
目的，不確実性など様々な要因を含む，というような主に 3つの要因が考えられる．
これらはそれぞれが相互に関係しており，最適化の有効性は問題に強く依存してい
る．まず，現実世界の多くの事象は，実数として表すことが難しく，離散値として
扱うことが一般的である．そのため，組合せ最適化問題 [2]として定式化されること
になる．組合せ最適化問題では，離散値に対して数値解析を適用することは困難で
あるため，有効な解の列挙など効率的な解法が必要とされている．次に，実問題は，
数値的に表すことが困難な要素を含んでおり，すべてを考慮して最適化することが
極めて困難である．考慮する要素の増加は問題の複雑化や解探索の困難さを増加さ
せる可能性が非常に高く，得られる解の有効性を考慮しながら問題設定を行う必要
がある．そのため，問題の定式化や最適化に含まれない要素の影響から，あらゆる
状況下で最適な解を定めることが困難である．最後に，最適化の有効性を高めるた
めには，様々な制約条件や不確実要素，複数の目的を含めた問題設計が必要とされ
る．これらの要素は，設計空間の複雑化を招くだけでなく，対象の数値モデルを構
築することを困難とする．しかしながら，現実世界において有効な解を得るために
は必要不可欠な要素であるため，問題の複雑化を回避することは非常に困難である．
近年，情報通信技術（Information and Communication Technology: ICT）の発
達により，コンピュータの計算速度は非常に高速化している．これにより，実用的
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な計算時間で列挙法による厳密解の探索を行うことが可能となってきている．また，
遺伝的アルゴリズムのような確率的探索手法を適用し，効率的に実用的な解の探索
を行うことも有効とされている [3]．しかしながら，多くの手法は，制約条件のよう
な様々な要素を考慮した最適化へ適用する際にペナルティ法を組合せるなどの何ら
かの操作を加える必要がある．また，実問題は，規模が膨大となる傾向があるため，
実際には問題の簡略化や限定された状況下での定式化が行われている．このような
背景より，実問題に対して有効な最適化手法の開発，および改良が必要とされ，こ
れまでに様々な研究が行われている．
1.2 研究の目的
本研究では，実問題へ適用可能な最適化手法の開発を試みる．実問題において最
も重要なことは，最適化問題の定式化である．このとき，最適化手法が考慮できる
要素や扱える範囲が大きいほど，実用的な最適化を行うことができる．よって，問
題に対する依存性が低く，汎用性が高い手法としてメタヒューリスティクスが注目
されている．メタヒューリスティクスとは，近年の ICT最適化の発達や実システム
の大規模化，複雑化を背景に登場した問題に対する発見的近似手法の枠組みである
[4]．規模が大きい設計空間では，大域探索と局所探索をバランス良く行うことで，計
算時間の短縮と精度の向上を図ることができる．この性能は制約条件や不確実性な
どの様々な要素を考慮するために必要不可欠である．しかしながら，各要素に対し
て有効なアプローチは異なるため，あらゆる問題に対して有効な探索を実現するこ
とは容易ではない．さらに，実問題では，状況に応じて求められる解が変化するた
め，汎用性が高い手法が計算精度や効率性の面で有効でない可能性がある [5, 6, 7]．
一方，問題に応じた最適化手法の開発では，問題の知識を組み込むことで計算精度
と効率性を両立することができるが，最適化に要する労力が大きくなるという問題
がある．つまり，実問題に対する最適化のプロセスの中で有効な情報に着目し，手
法を開発する労力を軽減することが有効と考えられる．
本研究では，個々の問題に対する改良や拡張のしやすさを考慮したメタヒューリ
スティクスの開発を行う．まず，メタヒューリスティクスを実問題最適化のための
枠組みとして用いることを試みる．これは，基本的な解探索を実現するアルゴリズ
ムと問題に適した探索を行うメカニズムを分けて扱えるようにすることで，手法の
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開発やパラメータ設定を行うためのガイドラインとして用いることができるからで
ある．実問題では，設計空間の規模や複雑さに対して大域探索と局所探索をバラン
ス良く行えることが必要とされる．したがって，提案手法は，次元数が大きい多峰
性関数に対して有効なアルゴリズムを標準的な設定として扱う．次に，対象問題の
知識を容易に組み込むために，個々の解候補の行動に着目したアルゴリズムの開発
を行う．この方法として，提案手法では，セルオートマトンの状態遷移のような行
動ルールを解候補に設定する．そして，各解候補を群れとして制御するのではなく，
近傍との相互作用のみによって行動させる．このようにして，手法を設定する際に，
解候補の行動ルールとして対象問題の知識を組み込むことができる．解候補を群れ
や集団として制御しながら問題の知識を組み込むことは，解探索全体へ影響を与え
ることから容易ではない．これは，解候補間の相互作用のような複雑なものを扱う
ことになるからである．一方，複雑な事象を構成する個々の要素に着目したモデル
の構築が複雑系に対して有効であることが知られている [8]．したがって，提案手法
のように全体的な解探索の流れを決めておくことで，問題に応じた設定を行う際に
考慮すべき要素を限定することができると考えられる．
提案手法の有効性の検証として，関数最適化やナップサック問題へ適用すること
で，基本的な探索性能や標準的なパラメータの検討を行う．そして，制約条件付き
問題や多目的最適化など様々な問題に対する手法への改良を行い，橋梁維持管理計
画策定問題と構造物の信頼性解析において提案手法を適用することで，その実用性
を示す．
1.3 本論文の構成
本論文の構成を図 1.1に示す．まず，2章において実問題の現状や問題点を挙げ，
最適化の実用性の面から本研究のアプローチの有効性，および意義について述べる．
3章では，複雑な設計空間を有する最適化に有効なメタヒューリスティクスとしてセ
ルオートマトン PSOの提案を行う [9]．提案手法は適用問題に応じて改良すること
を前提としているが，この章ではテスト問題を対象とした基本的な探索性能を中心
に実問題への枠組みとしての有効性について述べる．4章では，3章で提案した手法
の拡張として，組合せ最適化問題や制約付き最適化問題 [10]，多目的最適化問題に
対する拡張，および有効性の検証を行う．5章では，橋梁維持管理計画策定問題 [11]
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において，提案手法の有効性を検証する．これにより，実問題においても提案手法
が有効であることを示す．6章では，構造物の信頼性解析において，多様な破壊モー
ドを考慮した破壊確率の推定に対する最適化の適用可能性について述べる [12]．構
造物の信頼性解析は，複数の破壊モードを考慮して行われることが望ましい．その
ため，多様な破壊モードを効率良く取得できることが求められている．しかしなが
ら，基本的なメタヒューリスティクス手法は，目的関数に従って一つの解を探索す
るよう作られていることから，複数の解を同時に探索することは容易ではない．さ
らに，この問題では，解の多様性ではなく発生確率の高い順に破壊モードを探索す
ることが求められている．そこで，提案手法の粒子の行動と比較ルールを中心に改
良を加えたリサンプリングCAPSOを開発する．これにより，提案手法の問題に応
じた拡張性を示す．7章では，以上の結果を踏まえ，本論文のまとめを述べるとと
もに，今後の研究の展開と課題を示す．
本研究のアプローチ セルオートマトンPSO
手法の拡張 橋梁維持管理計画 信頼性解析
・メタヒューリスティクス
・問題に依存しない手法の枠組み
・ノーフリーランチ定理
・問題に応じた解法
・実問題に対する枠組み
・多峰性かつ大規模な設計空間
・対象問題に応じた拡張性
・粒子の行動ルールとして拡張
・問題の知識を行動に組み込む
・制約付き最適化問題
・組合せ最適化問題
・多目的最適化問題
・フレキシブル計画策定
・様々な要素の考慮
・計算効率の向上
・複数の解の探索
・リサンプリング
図 1.1: 本論文の構成
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第2章 実問題の最適化
最適化 [1]は，対象問題の適切な定式化と解法を開発することによって行われる．
問題の定式化は，解の最適性や問題の特性，有効な解法を決定するものであり，対
象問題や目的に応じて行われることが一般的である．一方，解法は，問題の特性ご
とに様々な解法が開発されており，適切な解法の選択，または問題に応じた改良や
開発が必要とされる．本章では，最適化問題に関する既往研究の現状から，実問題
に対する最適化の有効性，および本研究のアプローチについて述べる．
2.1 最適化問題の定式化と解法
最適化問題 [1]とは，ある空間Xの部分集合 SとX上で定義された関数 f を最小
化（または最大化）する解 x 2 Sを求める問題であり，次のように表記される．
最小化 f(x)
条件 x 2 S
(2.1)
式 2.1において，f は目的関数，Sは実行可能領域といい，Sを定める条件を制約
という．制約は関数 giによる等号付き不等式，または等式を用いて式 2.2のように
表現されることが多い．これらの等式・不等式は制約式ともいわれ，Sの要素を実
行可能解という．
S =
8>><>>:x 2 X

gi(x)  0 (i = 1; :::; l)
gi(x) = 0 (i = l + 1; :::;m)
9>>=>>; (2.2)
最適化問題の実行可能解の中で目的関数 f を最小化，または最大化するものを最
適解という．特に，実行可能領域 Sの中で fが最良となる実行可能解 xを大域的最
適解，局所的な領域内において f が最良となる解 x0を局所的最適解，または局所解
という．最適化問題は，X，S，f の定義によって特性が決定される．これらの定義
を定式化といい，定式化によっては複数の局所解が存在する，あるいは大域的最適
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解を得ることが困難になる場合がある．問題の特性に基づいて，最適化問題はいく
つかの代表的な問題に分類され，それぞれ有効な解法が異なる．代表的な問題の分
類と有効とされる解法を表 2.1に示す．
最適化問題は，対象問題を表す設計変数や目的関数，解の最適性に基づいて分類
される [2]．まず，線形計画問題では，すべての目的関数と制約は実数値の変数から
成る一次関数で表される．これにより，最適化の対象として扱える要素は限定され
るが，有効な時間内で最適解を得ることが比較的容易である．有効な解法として，
シンプレックス法が広く使われている．次に，非線形計画問題では，二次以上の関
数も扱うことから，線形計画問題より多様な要素を考慮した定式化が行われる．し
かしながら，対象範囲が広いことから，問題の特性に応じて適切な解法を選択，ま
たは改良，開発することが求められる．よって，非線形計画問題の多くは，微分可
能な関数を用いて，降下法やニュートン法のような解法によって最適化が行われる．
また，大規模な問題や複雑な要素を含む問題は，上述の解法で反復的に解くことが
困難であるため，組合せ最適化問題と同様に，列挙法やメタヒューリスティクスの
応用用も試みられている．最後に，組合せ最適化問題では，対象問題に含まれる変
数を数値的に表すことが難しいことから，整数値の組合せや順列として解探索が行
われる．このような問題は微分のような数値解析を適用することが困難であるため，
組合せや順列の列挙，または確率的探索のようなメタヒューリスティクスを用いた
解探索が有効と考えられている．多くの実問題は組合せ最適化問題として定式化さ
れる傾向がある．したがって，本研究は，組合せ最適化問題において有効とされる
解法に着目する．
表 2.1: 最適化問題の分類
分類 設計変数 対象 解法
線形計画問題 実数値 一次関数のみ シンプレックス法
非線形計画問題 実数値 二次以上の関数 降下法
ニュートン法
組合せ最適化問題 整数値 定式化が困難 列挙法
メタヒューリスティクス
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2.1.1 列挙法
列挙法とは，設計変数によって表される数列の組合せや順列を 1つずつ挙げなが
ら調査する方法である．つまり，すべての組合せを調査することで目的関数に対す
る最適解を必ず得ることができる．しかしながら，組合せ数は問題の規模に応じて
膨大になることが一般的であり，有効な時間内に最適解を得ることは非常に困難で
ある．例えば，すべての変数が「0」と「1」の 2値で表される問題では，設計変数
の数が n個のときに 2n通りの組合せが存在する．そのため，1つの組合せに対する
計算時間が 10 12であったとしても，n = 100のときにすべての組合せを計算するた
めには約 400億年もの時間が必要である．しかしながら，組合せの中には，最適解
と明らかに無関係なものが数多く存在する．したがって，分枝限定法や動的計画法
に代表される探索領域を限定した効率的な列挙法が開発されている [3]．
まず，分枝限定法とは，設計変数の組合せを木構造で列挙するものであり，組合
せを探索していくものを分枝法と探索途中の組合せに対してそれ以上探索する必要
があるか判定する限定法から構成される．限定法では，最適解の評価値より小さい
（または同等）値である下界と最適解の評価値より大きい（または同等）値である上
界を求め，これらの値に基づいて各枝の探索を続けるかどうか判定する．そのため，
限定法の設計次第で計算効率の改善効果が大きく左右されるが，限定法は分枝法に
基づいて生成された枝を対象とすることから，対象問題の構造や特性に応じて適切
な分枝法と限定法を選定する必要がある．
次に，動的計画法とは，対象とする最適化問題を複数の部分問題として定式化し，
最適解に関係する部分問題を解くことで計算効率を向上させる手法である．この手
法では，最適解の状態や求められる条件に基づいて独立して扱える要素を部分問題
とし，個々の問題から得られた結果を組合せることで，全体としての最適化を図る．
そのため，部分問題と最適化全体との関係性を考慮した手順が必要であるが，適切
な方法を選択することで効率的に最適解を得ることができる．
これらの手法は，最適解との関係性が強いと予想される組合せのみを対象に扱う
ことで，計算効率の改善を図ることができる．また，限定法や部分問題の適用の際
に，対象を線形計画問題として扱うことで，最適化の有効性を高めることができる．
これは，2.1で述べたように，線形計画問題に対する有効な解法が開発されているか
らである．しかしながら，対象問題の規模や複雑さが増すにつれて，最適解が実用
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性を持つために考慮すべき要素が複雑となり，限定法の適用や部分問題の定式化が
困難になる傾向がある．このような理由より，限定法や部分問題の適用が困難な場
合，各手法の計算効率の改善効果が弱まり，最適解の探索が困難になる場合がある．
2.1.2 メタヒューリスティクス
メタヒューリスティクスとは発見的近似手法の枠組みであり，遺伝的アルゴリズム
（Genetic Algorithm: GA）や粒子群最適化（Particle Swarm Optimization: PSO）
は代表的な手法として用いられている [4]．対象問題に依存しない汎用性と計算精度，
効率性を持つことがメタヒューリスティクスの特徴である．つまり，目的関数の微
分可能性や設計変数が整数値を含むかどうかに関わらず，手法を適用することがで
きる．しかしながら，多くの手法は，確率的探索を行うことから，厳密な解を得る
ことは非常に困難である．実問題では，厳密な最適解が一意に定まる可能性が低く，
定義も困難であることから，メタヒューリスティクスは実用性の高い準最適解を効
率良く求めるために用いられている．
GAやPSOのようなメタヒューリスティクスに分類される手法は数多く提案され
ている．これは手法ごとに有効な問題が異なるからであり，各手法の適用範囲の拡張
や問題点の克服，探索性能と効率性の向上のための研究が盛んに行われている．例
えば，GAは，0-1の整数値を設計変数とする問題への適用が基本とされている．こ
れは，個体の遺伝子構造が探索性能に大きく関わるからである．巡回セールスマン
問題へ適用する際には，交叉や突然変異を行いやすい遺伝子のコーディングが求め
られ，遺伝子が表す順序を交叉によって形質遺伝できなければ，有効な解を得るこ
とは困難である．また，実数値関数の最適化へ適用するために拡張されたGAも開
発されている．一方，PSOは実数値関数の最適化へ適用することが基本とされてい
る．これは，設計変数のベクトルを用いた粒子の位置関係や移動速度に基づいて解
探索を行うからであり，微分などの数値解析と組合せた手法も提案されている．そ
のため，設計変数に整数値を含む問題への適用は困難であるが，適用できるよう拡
張した手法も開発されている．このように，それぞれの手法は，改良によって適用
可能な問題領域が拡張されている．また，GAは大域探索能力が高く，局所探索能
力が低い傾向があり，PSOは局所探索を効率良く行える反面，局所解へ収束しやす
いという手法ごとの違いがあるが，両手法共に探索性能と効率性を改善するための
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研究が行われている．このようにして，メタヒューリスティクスの応用は様々な分
野で盛んに行われている．
2.2 実問題最適化の現状
実問題の最適化は図 2.1に示すようなプロセスで行われる．まず，対象問題から
設計変数や目的関数，制約条件，解の最適性を決定するために定式化を行う．次に，
定式化された問題に対して適切な手法を選択する，または適切な手法を開発するこ
とで適用する解法を決定する．そして，最適化によって得られた解を求める解とす
る．しかしながら，このような流れで実問題の最適化を進めることは，現実的には
困難である．その理由として，解の最適性や考慮する様々な要因から問題の定式化
が困難であることが挙げられる．
対象問題 定式化 解法の開発 最適化 実用的な解
適切な解法の設定が困難 精度や効率性の向上
実行結果のフィードバック
実用性の再検討
図 2.1: 実問題最適化のプロセス
2.2.1 定式化と解法の設定の困難さ
実問題の最適化では，図 2.1に示すように，適切な解法の選択や最適化の結果から
問題設定を修正しながら，解の実用性の向上が行われる．まず，定式化した問題に
対して有効な解法が存在しない場合，既存手法の改良や新たな手法を開発する必要
がある．そのため，有効な解法の開発が困難なとき，問題の簡略化や目的関数，制
約条件を見直すことで再度定式化を行うことになる．次に，最適化の結果から，得
られた解の実用性や解法の性能により，解法や問題の設定を見直すことが求められ
る．このようなことから，1つの問題を対象に実用的な最適化を実現するためには，
定式化と解法の設定を何度も行うことが一般的である．
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実問題の最適化において最も難しいことは，何を最適解とするかを定義すること
である．つまり，実問題の解決における最適化の役割や得られた解の目的を決定す
ることである．実問題では，人や自然，物質のような数値で表すことができない様々
な要素が存在する．これらとの関わりの中で，対象とする問題を解決するための方
法を検討し，最適化問題における設計変数や目的関数，制約条件などを定式化する
ことになる．したがって，問題解決における最適化の比重が大きくなるにつれて，考
慮が必要な要素が増加し，定式化が困難となる．特に，人と密接に関わる解を得る
ためには，解の利用者や目的を考慮して，複数の目的や複雑な制約条件，不確実性
を伴う環境の下で有効であることなどが最適解に求められる．しかしながら，すべ
ての要素を扱うことができる解法は開発が非常に困難であることから，最適化問題
として扱える範囲内での定式化を行うことになる．
最適化の解法は，2.1で述べたように，問題の特性に応じて様々なものが開発さ
れている．線形計画問題や非線形計画問題は，扱える対象が限定されるが，実用的
な計算時間で最適解を得られる解法が開発されている．しかしながら，実問題の多
くは線形計画問題などとして定式化することは困難であるため，組合せ最適化問題
として扱わなければならない可能性が非常に高い．組合せ最適化問題に対して有効
な解法である列挙法は，対象問題が大規模，かつ複雑になることで，計算の効率性
が損なわれる傾向がある．そのため，実問題の最適化を行うことは難しく，いくつ
かの部分問題や限られた範囲での適用においては有効と考えられる．これに対して，
メタヒューリスティクスは，GAのように，様々な問題において有効であることが
知られている [5]．しかしながら，ナップサック問題のような簡単な問題とは異なる
ため，複雑な制約条件下で実行可能解を得ることは難しく，得られたとしても局所
解へ陥る可能性がある．また，複数の目的や数値によって一意に表すことができな
い不確実性を伴うため，それぞれの要素に対して有効なメタヒューリスティクスの
開発が行われている [6, 7, 8, 9]．
2.2.2 実問題に対する最適化手法
実問題の最適化において，有効な解法は問題に応じて開発することが有効とされ
ている．これは，実用的な計算の精度と効率性を持つ汎用的な手法の開発が非常に
困難であることに起因する．メタヒューリスティクスは，問題に依存しない汎用性
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を持つことから，2.2.1で述べたように実問題に対する有効性を向上させるための研
究が行われている．いまだ多目的最適化や不確実性のような要素をすべて考慮した
上で有効な手法は確立されていないが，個々の問題に対しては有効な手法は開発さ
れている [6, 8, 9]．また，どのような問題においても局所探索と大域探索をバラン
ス良く行うことにより，計算精度と効率性の向上が図れることから，汎用性と解探
索性能を持つ手法の開発が行われている．このような手法の開発の多くは，GAや
PSOを改良することで行われる．そのため，既往研究で開発された手法は，アルゴ
リズムや解探索のメカニズム，パラメータ設定が複雑となり，任意の問題に対する
適用が難しいだけでなく，十分な性能を発揮できない傾向があった．このようなこ
とから，近年では，最適なパラメータを設定しなくても，問題に対して適応的に解
探索を行える手法の開発が行われている [10]．
実問題最適化のためのメタヒューリスティクスの開発に対して，Wolpertらのノー
フリーランチ定理 [11]において，あらゆる問題に対して有効な手法は存在しないの
で，問題に応じて解法を開発することが有効であることも示されている．この定理
では，設計空間をいくつかに分割し，各部分空間の評価回数を全体の空間で平均す
ると，その値は適用した探索アルゴリズムに依存しないことが証明されている．つ
まり，GAによって効率良く最良な解候補を得ることができる部分空間が存在すれ
ば，同時に効率良く探索できない部分空間も存在すること意味している．さらに，あ
らゆる部分空間に対して汎用的な手法があるとすれば，その探索効率はいずれの部
分空間においても平均的となり，ある部分空間に対する有効な手法より劣ることも
示している．したがって，対象問題の設計空間における知識を用いて，効率良く実
用的な解を探索することができる解法を考案することが，実問題最適化のために有
効と考えられている．
対象問題に応じた解法は，最適化の対象が定まっていれば，計算を精度良く，か
つ効率的に行うように開発できる．しかしながら，満たしたい条件や最適化したい
目的が複数存在するため，解の最適性を一意に定めることが難しい．また，状況に
応じて解の最適性の変更が求められる可能性もあるため，有効な解法を問題ごとに
開発することは容易ではない．このような現状から，最適化が実用化されているの
は特定の分野に限られている．例えば，橋梁維持管理のための長期計画策定では，
補修・補強に必要な費用の最小化と橋梁の安全性の最大化を図るだけでなく，工事
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に伴う交通機関への影響や地震のような自然災害に対するリスク，二酸化炭素の排
出による環境への影響など様々な要素を含めた最適化が検討されている．そのため，
最適化において扱える要素や解の最適性が定まっておらず，結果として実用されて
いないか限定的な利用に留まっている．このような現状は様々な実問題においても
生じており，最適化の実用性についてさらなる検討が必要とされている．
2.3 最適化の実用性
最適化の実用性は，2.2.1で述べたように最適解に求める精度とそれを得るために
必要な時間や労力から決定される．そして，実問題の最適化では，2.2.2で述べたよ
うに必要に応じて解の最適性を検討することが求められる．しかしながら，あらゆ
る問題に対して有効な手法を開発することは困難であり，特定の問題にのみ有効な
解法は目的や状況に応じて解を得るのに適さない可能性がある．一方では，最適化
の実用性を高めるために，得られる解の柔軟性に着目した定式化が有効であること
が知られている．
解の柔軟性を考慮した実問題の最適化として，例えばナース・スケジューリング
に関する研究が行われている [12]．ナース・スケジューリングでは，各看護師の労
働条件や要望を考慮しながら，1日毎のサービスに過不足が生じないよう予定を決
定することが求められる．そのため，個人の連続勤務日数や 1日に勤務する新人や
ベテラン看護師の配分のような性質の異なる様々な制約条件の充足が大きな課題で
ある．さらに，すべての制約条件を満たしているが，現実的な勤務形態とはかけ離
れた解も存在する．このようなことから，既往研究では，各看護師のシフトを優先
した制約充足を行うことで解の実用性の向上を行っている．この理由は，現場での
勤務表作成の調査により，個々のシフトは個人との交渉によって調整が可能である
が，数値的に扱うことは難しいことが明らかとなっている．つまり，勤務表作成者
は，必要に応じて看護師の了承を得ることで，作成された勤務表に基づいて最終的
な勤務を柔軟に行うことが可能になる．したがって，既往研究では，様々な制約条
件の充足を部分問題として扱い，各看護師の勤務条件を満たすシフトを列挙した上
で，1日毎の求められる看護師の人数と質に対する条件を最も充足できる組合せの
最適化を行っている．
ナース・スケジューリングの解法のように，複雑な要素のすべてを考慮した最適
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化ではなく，得られた解の利用者や用途，人による最終的な意思決定を考慮するこ
とは，最適化の実用性を高めるために必要不可欠と考えられる．これは，最適化し
て得られることの意味を考慮した方法であり，問題解決における人や他のシステム
との関係性から数値計算による最適化の意義を高めたアプローチである．このよう
なアプローチにおいて，最適化やそのための手法は，様々な要素のすべてを扱える
ことではなく，問題解決において有意であることが重要となる．
本研究において開発する提案手法では，多峰性関数や多数の設計変数が存在する
ような複雑な設計空間において有効な探索性能を持たせることを試みる．さらに，
問題に応じて計算精度と効率性を高めるために，問題の知識を組み込んだ改良を容
易にすることを考える．実問題では，複雑な設計空間の下で最適解の探索を行うこ
とが一般的である．そのため，このように行うことで，実問題に対する探索性能が
汎用的な手法と比較して高くなるだけでなく，さらなる改良を行うことが容易にな
ると考えられる．2.2.2で述べたノーフリーランチ定理の主張のように，対象問題毎
に手法を開発することは有効である．しかしながら，最適化の目的や用途に応じて
手法を適宜開発することは容易ではない．よって，提案手法のような実問題の最適
化を行うことを前提とした枠組み，つまりメタヒューリスティクスを開発すること
は，最適化の実用性を高めるために有効と考えられる．以上のように，本研究では，
実問題の定式化と手法の開発の両面から，実用的な最適化手法の開発を試みる．
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第3章 実用的な最適化手法の開発
本章では，メタヒューリスティクスのひとつである粒子群最適化（PSO）を基に，複
雑な設計空間を有する問題に対する有効性を高めたセルオートマトンPSO（Cellular
Automaton PSO: CAPSO）の開発を行う．CAPSOは，2.3で述べたように，問題
に応じた改良のしやすさや拡張性を持ちながら，従来のPSOで問題とされている複
雑な設計空間における初期収束の問題を克服した手法である．本章では，異なる構
造を持つ関数の最適化問題へ適用することで，提案手法の探索性能を検証する．そ
して，提案手法のパラメータの検討を行い，適用問題に依存しない枠組みとしての
有効性を示す．なお，この手法のもう一つの利点である適用問題に応じた拡張性に
ついては，本章の結果を踏まえて，4章以降にその有効性を述べる．
3.1 セルオートマトンPSOの提案
メタヒューリスティクスとして扱われる手法として遺伝的アルゴリズム（GA）や
PSOなど様々なものが挙げられる．GAやPSOのような複数の解候補を用いる手法
は，それぞれのアルゴリズムや解探索のメカニズムは異なるが，解候補間の相互作
用を利用することで効果的な探索を行うことができる．そして，解候補間の相互作用
が有効に働くとき，適用問題の設計空間には近接最適性原理（Proximate Optimality
Principle: POP）[1, 2]が成り立つ傾向がある．POPとは，「良い解同士は似通った
構造を持っている」という概念である．この原理が成り立つとき，ある解候補は自
身より良い解に近づくことで状態改善を図ることができる．つまり，複数の解候補
が集まることで，局所的な領域を集中的に探索し，効率良く優れた解を探索するこ
とができる．POPは，多くの実問題において成り立つことが経験的に知られている
[3]．代表的なメタヒューリスティクスでは，GAの親子間の形質遺伝やPSOの最良
位置への移動がPOPと密接に関係すると考えられる．例えば，単峰性の設計空間で
は，すべての解候補が状態を改善できる方向へ移動するだけで容易に最適解を得る
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ことができる．一方，多峰性の設計空間では，優れた状態を表す峰の間に隔たりが
あるほどPOPが成り立たなくなり，局所解へ解候補が過度に収束する可能性が高く
なる．PSOは，解候補間の明確な位置関係に基づくことから，他の手法と比較して
POPの影響を強く受けると予想される．つまり，解探索において POPを有効に活
用することで，解候補の動きを考慮した探索性能の向上を図ることができると考え
られる．また，GAやPSOのような手法による解探索は，個々の解候補による局所
的な探索と解候補間の相互作用による大域的な探索によって行われる．解候補間の
相互作用は，これらの手法が効率良く解探索を行うために必要不可欠である．しか
しながら，相互作用を直接制御することは容易ではない．一方，相互作用が生じる
要因である個々の解候補の行動は，状態改善などの目的に応じて制御することが比
較的容易である．そこで，本研究では，個々の解候補の行動に着目して探索性能の
向上を図る．そのため，PSOと同じように個々の解候補の行動に重きを置いた群知
能の考え方に基づいて手法の開発を行うことが有効と考えられる．したがって，本
研究では，POPに基づく解候補間の相互作用に着目して，従来の PSOの初期収束
の問題点を克服した実用的な手法の提案を試みる．
3.1.1 粒子群最適化
PSOは，鳥の群れが餌を探す行動から導かれた「情報を群れで共有している」と
いう仮定に基づく最適化手法である [4, 5]．ソフトコンピューティングの分野では進
化的計算や群知能として扱われており，同様の考えに基づく手法としてアリ [6]やハ
チ [7]の行動を模倣した最適化手法も提案されている．これらの手法は，個体の行動
の解析から，集団としての相互作用が生じるよう定式化されている．つまり，個体
を統一的に制御する規則は存在せず，個々の自律的な行動から群れが形成される過
程がアルゴリズムとして記述されている．
PSOでは，主に式 3.1に示す粒子の速度更新式によって，群れの自己組織化が実
現される．t+1回目の移動を行うとき，粒子 iの j次元の位置xtijは，式 3.1より求め
た速度 vt+1ij を加えることで，xt+1ij となる．wは慣性項であり，前回の速度 vtijに対す
る重みである．c1，c2と rand1()ij，rand2()ijは，t回目の移動を行うときの最良の位
置との差に対する重みと 0から 1の間に分布する一様乱数である．なお，pbesttijは
粒子 iが t回の移動の中で見つけた最良の位置情報であり，gbesttjは全粒子が t回の
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移動の中で見つけた最良の位置情報である．粒子間のネットワークモデルによって，
gbestではなく，特定の粒子群の最良の位置情報である lbestを用いるPSOも提案さ
れている [4]．また，慣性項wでは，式 3.2に示すように，探索の推移と共に大域探索
から集中的な探索へと移行するようなLDIWM（Linearly Decreasing Inertia Weight
Method）[5, 8]に基づくパラメータ調整が広く用いられている．ここで，wmax，wmin
は慣性項の最大値，最小値であり，tmaxは探索の最大繰り返し回数である．
vt+1ij = w  vtij + c1  rand1()ij 

pbesttij   xtij

+c2  rand2()ij 

gbesttj   xtij

(3.1)
wt = wmax   wmax   wmin
tmax
 t (3.2)
基本的なPSOは，gbestを用いて移動する方向と速度を決定する．これにより，特
に集中的な探索性能が向上し，効率的な最適化を行うことができる．しかしながら，
式 3.1に示すように gbestと pbestとの位置の差に基づいて速度が決定されることか
ら，すべての粒子が参照する gbestの更新が行われにくい複雑な設計空間において初
期収束が生じる可能性が高い．特に，多峰性を有する設計空間において，粒子群が
早期に収束しやすいという問題がある．この解決を行うために，速度更新に関する
パラメータの制御，および調整や集団モデルの検討による手法の改良が行われてい
る．前者には，繰り返し回数を用いて探索の推移に応じた大域探索と集中探索の重
みを制御するもの [5, 9]や，粒子の集中と発散を繰り返すことによる持続探索を行う
よう改良されたもの [11, 12, 13]がある．一方，後者では，粒子全体ではなく，近傍
の粒子のみと情報共有を行うような相互作用のモデルの変更が検討されている [4]．
同様のアプローチとして，粒子をクラスタに分け、複数の群れが情報共有を行いな
がら探索する手法 [10]や本研究とは異なる視点からセルオートマトンの概念を取り
込むことで格子状に分割された設計空間における近傍情報を扱う手法 [14]，gbestに
対する行動に着目した改良 [15]も行われている．
このように，多くの PSOの改良は，粒子の群れとしての行動に着目して行われ
ている．しかしながら，改良に伴うパラメータの増加のような手法の複雑化により，
問題に応じたさらなる改良が困難になる可能性がある．ノーフリーランチ定理 [16]
において，適用問題に依存しない汎用的な手法より，適用問題の知識を利用した手
法の方が最適化に有効であることが示されている．そのため，基本的な探索性能に
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加えて，適用問題に応じた改良を容易に行えることがメタヒューリスティクスの実
用性を向上させるために有効と考えられる．
3.1.2 群知能と解探索のメカニズム
PSOなどのメタヒューリスティクスによる解探索は，解候補が（1）初期収束か
（2）探索の停滞のどちらかに陥ったとき，有効な解を得ることが困難となる．これ
らの問題を解決するために，様々な手法の開発や改良が行われている．本研究では，
既往研究における手法の特徴や利点，問題点から，群知能に基づくアルゴリズムの
解探索のメカニズムに着目し，セルオートマトン PSOの提案を試みる．
まず，（1）初期収束は，部分的な領域内では最良である局所解へ解候補が陥ること
で生じる．図 3.1に示すように，局所領域へ解候補が収束した後，他の領域への移
動が行われない状態が初期収束である．
f(x)
x
解候補が局所領域へ収束
最良解の領域
解候補の移動
図 3.1: 初期収束
これは，GAやPSOの解探索メカニズムに起因している．PSOとGAのそれぞれ
による解探索の推移の一例を図 3.2，および図 3.3に示す．PSOとGAは，それぞれ
群知能と進化的アルゴリズムのように異なるメカニズムに基づくアルゴリズムであ
る．しかしながら，これらのアルゴリズムは，解候補の相互作用や POPが成り立
つ設計空間で有効であるというような共通点を持つ．図 3.2より，PSOによる解探
索は，解探索が進むにつれて最良解と群全体の平均値が同等の値となる．この傾向
は，図 3.3に示すように，GAにおいても同様である．このような探索が行われる理
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図 3.3: GAによる解探索
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由は，解候補全体における最良解が解探索に大きな影響を及ぼしているからである．
PSOでは，3.1.1で述べたように，gbestが各粒子の移動に対して影響を与えている．
gbestに対して収束した後の粒子は，移動速度が小さくなることから，局所解から抜
け出すことが困難となる．一方，GAでは，交叉によって最良個体と似た子どもが
生まれたとき，自然淘汰において次の世代へと生き残る確率が高いことから，世代
を重ねることで個体群は最良個体の近傍へと収束する．つまり，最良解より優れた
適応度を持つ個体が生まれなければ，淘汰圧によって新たな領域に生成された個体
は淘汰されることになる．このように，探索におけるプロセスは異なるが，集団内
における最良解が与える影響によって，それぞれの手法は初期収束した際に解探索
を行うことが困難となる．初期収束を解決するためには，解候補が移動する際に参
照する情報を状況に応じて変化させる，または解候補毎に異なる情報を参照させる
ことが必要と考えられている．
次に，（2）探索の停滞とは，解候補の移動や状態の変化は行われているが，集団
全体の最良解と平均評価値の改善が行われていない状態を意味する．このような状
態は，（1）初期収束を解決するために大域探索能力の向上を図った手法において生
じる可能性がある．例えば，初期収束が生じたとき，解候補の半数の状態を初期化
する，解候補が大きく移動することを許容するといったことを行うことで，解候補
の収束を解消することができる．しかしながら，収束状態から抜け出した解候補は，
再度探索を行う際に前回とは異なる探索を行うよう設定していなければ，高い確率
で再び同じ最良解へと収束する．このように，同じような解探索を繰り返すだけで，
集団全体としての改善を行えない状態が探索の停滞である．探索の停滞もまた，初
期収束と同じように，各解候補が行動する際に参照する情報を適切に設定しなけれ
ば解決することが困難である．
このようなメタヒューリスティクスによる解探索の問題を解決するために，既存
手法の改良や新たな手法の開発が行われている．本研究で提案するセルオートマト
ン PSOに関連する既往研究として，解候補の集団の相互作用に変更を加えた手法
[17, 18, 19]や解候補間の距離と POPに基づく手法 [20]が挙げられる．
解候補の集団の相互作用は，各解候補の行動，または集団における処理によって決
定される．Kobayashiらによって提案されたマルチエージェントアルゴリズム（Multi-
Agent Algorithm: MAA）[17]では，探索の繰り返しにおいて，10回に 1回は最良解
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から他の解候補すべてを離れさせるように，定期的に解候補の収束と発散を繰り返
すことで解探索が行われる．この収束と発散のような相互作用は，ルールとして容
易に扱えるよう開発されていることから，問題に応じて変更が可能である．しかし
ながら，MAAは，基本的には最良解を中心に探索が行うため，上述した探索の停滞
を生じさせないようルールを設定する必要がある．つまり，このルール設定は，設計
空間の構造や個々の解候補の行動を考慮した上で適切な相互作用を行えることが求
められる．一方，解候補の収束と発散の繰り返しではなく，解候補を複数の集団に
分割することで並列的に探索を行う手法が提案されている．これらの代表的な手法
の一つは，明示的に解候補を複数の集団に分ける島モデル型のアルゴリズム [10, 18]
である．例えば，島モデルGA[18]は，個体群をいくつかのグループに分け，それぞ
れのグループで自然淘汰のような遺伝的操作が行われる．また，グループ間の情報
交換として一定世代毎など定期的に個体を入れ替えることで，各グループにおける
解探索の初期収束を防ぐことも行われる．一方，島モデルのように明示的に集団の
数を決定せず，解候補が情報共有を行う対象を限定した手法としてセルラー型の手
法 [14, 19]が提案されている．なお，これらの手法は，セル構造をなす格子状に解
候補が配置されているものとして扱うことから，セルラー型と呼ばれている．その
ため，提案手法であるセルオートマトン PSOとは異なる考えに基づく手法である．
セルラー型の手法では，番号などが隣り合わせの解候補とのみ情報交換や共有が行
われる．そのため，一つの解候補の探索情報は局所的な相互作用を通じて徐々に集
団へ伝えられる．これにより，集団全体が設計空間において特定の領域へ収束する
確率が低くなる．島モデル型とセルラー型の手法は，このように解候補の初期収束
を防ぐ効果が期待される．しかしながら，両手法共に，パラメータ設定やアルゴリ
ズムが複雑化する傾向がある．具体的には島の数や近傍の数，情報共有を行うタイ
ミングなどである．過度な情報共有は解候補の収束を招くが，異なるグループと適
宜情報交換を行わなければ各グループが並行して探索を行うだけであるため，探索
精度の向上を図ることは困難である．
提案手法と同じようにPOPに着目した手法の開発では，矢口らにより近傍や距離
を扱う最適化手法 [20]が提案されている．この手法では，適用問題に応じてPOPに
基づく解探索を行えるようコーディングルールを設定することで，解探索の精度向
上が行われる．問題に応じたコーディングルールの設定は，GAやPSOなど様々な
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手法においても同様に行う必要がある．そこで，解候補間の距離の定義を行い，行動
へ反映させることで，POPに基づく解探索を効果的に行うことができる．また，こ
の手法の解探索は，PSOのように探索において見つけた最良の位置情報である gbest
を用いて行われる．そのため，適切なパラメータ設定を行わなければ，上述のよう
に初期収束が生じる可能性がある．
これらの問題点や既往研究より，提案手法では，群知能の一つであるPSOに基づ
く手法を提案する．群知能とは，単純な知能を持った個体が集団として行動するこ
とによって生じる高度な作用に着目した人工知能技術である [8]．PSOは，鳥などの
生物における集団行動をモデルとして構築されている．上述のように，解探索にお
ける初期収束や探索の停滞の問題を解決するためには，解候補の行動と相互作用に
着目することが有効と考えられる．そして，セルオートマトン法により，現象全体
ではなく個々の要素に着目してモデル化することで，複雑なシミュレーションを行
えることが示されている [21]．また，島モデル型やセルラー型の手法，および筆者
らがこれまでに行った研究 [22, 23]より，複数の集団や近傍を任意に設定できる手
法は，パラメータ設定が複雑化することが示されている．したがって，提案手法で
は，PSOにおける gbestを取り除き，個々の粒子の行動にのみ着目した手法の提案
を試みる．さらに，各粒子の行動をセルオートマトンの状態遷移ルールのように設
定できるように開発を行う．これにより，矢口らの手法 [20]のように適用問題にお
ける POPに基づいた解探索を行えるようになると考えられる．
3.1.3 セルオートマトンPSOの提案
本研究では，基本的な探索性能に加えて，拡張性や柔軟性の高いメタヒューリス
ティクスとして，CAPSOを提案する．この手法では，PSOの解探索における粒子
の行動はセルオートマトン（Cellular Automaton: CA）[21, 24]の考え方に基づい
て規定される．これにより，個々の粒子の自律的な行動を近傍の粒子や設計空間の
位置，制約条件などに応じて記述することが可能になる．
基本的なPSO[4]においては，粒子は gbestへ近づくことで状態の改善と gbestの近
傍探索を行う．これは，「良い解同士は似通った構造を持っている」という近傍最適
性原理（Proximate Optimality Principle: POP）[1]に基づく行動とみなすことがで
き，PSOの探索において最も重要と考えられる．一方，速度更新式に含まれる pbest
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は，gbestに対する過度な収束を防ぎ，個々の粒子が探索した情報に基づく局所探索
を促す効果がある．また，群れが収束する前は，粒子の大域探索能力を高める役割
も果たしている．しかしながら，基本的には最良の位置へ移動することしかできな
い．つまり，各粒子を群れとして制御するオペレーターは存在しなくても，速度更
新式は群れの形成に強い影響力を持っていることを意味している．
CA[21, 24]とは，格子状のセルと簡単な状態遷移ルールによって様々な事象をモ
デル化する手法である．CAのモデル化は，近傍のセル同士の相互作用を記述するこ
とで行われる．複雑な事象は，数式で直接表すことが非常に困難であり，一部の状
況のみを定式化するなどモデルの有効性が限られたものとなる．これに対して，複
雑な事象を直接記述するのではなく，事象を構成する個々の要素とそれらの関係性
を記述することでモデル化するのがCAのアプローチである．このアプローチにお
いて，セル同士の相互作用によって要素間の組織化が自動で行われる過程を解析す
ることは，複雑系の解明に有効であると期待されている [24, 25]．
CAPSOでは，このようなアプローチに基づき，個々の粒子が他の粒子や近傍の環
境を参照し，移動方法を決定することのみを行動ルールとする．CAPSOの粒子群
は図 3.4のように行動する．ここで，環境とは設計空間における位置や評価であり，
粒子間の位置関係を距離として扱う．提案手法では，POPに基づく行動を行うため
に，距離の近い粒子を優先的に参照することで，近傍環境における制約条件や目的
関数値のような様々な要素から相対的に粒子の評価を行う．これにより，各粒子は，
主に近傍との関係性から自身の状態を改善するために行動し，近傍環境へ変化を与
えていく．そして，このような近傍環境の変化が群全体で行われることで，全体の
環境の変化が各粒子に影響を与えることになる．この相互作用はCAやマルチエー
ジェントシステムにおいて創発特性と呼ばれるものであり [26]，CAPSOでは設計空
間上の局所的な探索と大域的な探索が行われる．各粒子は，上述の既存のPSOの解
析から得られたように，自身より優れた相手へ近づくことを中心とした行動を行う．
このとき，行動ルールは，gbestなどの相互作用に強い影響を与える要素ではなく，
粒子間の関係性のみで記述される．したがって，このようなメカニズムで解探索を
行うことができれば，各粒子の行動ルールを問題に応じて変更するだけで種々の問
題に適用可能な手法を実現できると考えられる．
26
群全体の環境
近傍環境の変化
環境
行動 認識環境へ適応
環境全体の変化 環境全体の変化
粒子
図 3.4: 粒子群の行動と環境の変化
3.1.4 セルオートマトンPSOのアルゴリズム
提案手法では，次の手順で探索が行われる．
STEP1　各粒子の初期状態をランダムに決定し，繰り返し回数 t = 0とする
STEP2　各粒子がルールに基づいて行動する
STEP3　 t = t+ 1とし，tが設定された回数となるまで STEP2を繰り返す
ここで，STEP2は各粒子へそれぞれ適用される．各粒子の行動は以下の通りであ
る．
STEP2-1　全粒子との距離を計算する
STEP2-2　全粒子に対して距離の近い順に順位付けし，ルーレット選択によって参
照相手とする粒子を決定する
STEP2-3　参照相手との関係性に基づいて選択した行動によって次の状態の候補を
生成する
STEP2-4　生成した次の状態の候補を評価する
STEP2-5　次の状態の候補から最良の状態を選択し，今以上の状態であれば更新を
行い，そうでなければ悪化受理率に従って確率的に更新するかどうか決
定する
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提案手法では，STEP2-1において，各粒子が他の粒子との距離を求めることで個々
の近傍環境との関係性を認識する．STEP2-2では，ルーレット選択によって参照相
手を決定することで，低確率で遠い粒子を参照した大域的な探索も可能としている．
STEP2-3では後述する手順で行動し，生成された次の状態の候補は，STEP2-5の
ように自身の状態が改善するなら更新を行い，そうでなければ悪化受理率に従って
更新，または更新せずにその場に留まるかどうか決定する．ここで，悪化受理とは，
行動によって評価関数値が悪化するような現在より悪い状態を新たな状態として採
用することである．個々の粒子は状態を改善することを目的に行動している．その
ため，状態の悪化を受理しないことで，状態の改善に専念することができる．しか
しながら，局所解へ陥った際には，状態の悪化を受理しなければそれ以上の状態改
善を行うことが困難となる．したがって，提案手法では，確率的に悪化を受理する
ことで，局所解への過度な収束を防ぎながら解探索の効率化を図る．
上述の STEP2-3において，各粒子の行動は，設計空間と行動ルールに基づいて決
定される．例えば関数最適化問題へ提案手法を適用する際，設計変数は既存のPSO
と同様に各次元の変数値である．行動ルールは，参照相手との関係性に基づいて図
3.5に示す 3つの移動方法の 1つ，または複数を適用することで次の状態の候補を生
成する．また，粒子間の距離計算にはユークリッド距離を用いる．
xt xt+1 xt+1 xt
xt
xt+1
(a) 接近（近づく） (b) 反発（離れる） (c) 均衡（距離を保って移動）
図 3.5: 粒子の移動
n次元の変数を持つ関数へ適用する際，ある粒子Aについて，探索の繰り返し回
数が tのときの設計変数を xtA =

xtA1 ; x
t
A2
; :::; xtAn

，状態を stA = xtAと表すと，粒
子Bを参照した際の次の状態の候補 ct+1A を生成するときの各移動方法の手順は以下
の通りである．
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＜接近＞
STEP 1A　各次元の変数値のカウンター i = 0とする
STEP 2A　粒子AとBとの距離に基づいて算出した移動量 dispと次元 iにおける
変数値の差 j xtAi   xtBi jを比較し，小さい方を移動の上限値 Lとする
STEP 3A　 [0 : 1]の一様乱数 rと移動の上限値Lから次元 iの移動量をxAi = rL
とする
STEP 4A　 xtAi  xtBiなら次の状態の候補の変数値を xt+1Ai = xtAi +xAiとし，
xtAi > x
t
Bi
なら xt+1Ai = xtAi  xAiとする
STEP 5A　 i = i+ 1とし，i < nなら STEP 2Aへ戻り，候補の変数値が決定すれ
ば終了する
＜反発＞
STEP 1B　各次元の変数値のカウンター i = 0とする
STEP 2B　粒子AとBとの距離に基づいて算出した移動量 dispを移動の上限値L
とする
STEP 3B　 [0 : 1]の一様乱数 rと移動の上限値Lから次元 iの移動量をxAi = rL
とする
STEP 4B　 xtAi  xtBiなら次の状態の候補の変数値を xt+1Ai = xtAi  xAiとし，
xtAi > x
t
Bi
なら xt+1Ai = xtAi +xAiとする
STEP 5B　 i = i+ 1とし，i < nなら STEP 2Bへ戻り，候補の変数値が決定すれ
ば終了する
＜均衡＞
STEP 1C　各次元の変数値のカウンター i = 0とする
STEP 2C　粒子AとBとの距離に基づいて算出した移動量 dispと次元 iにおける
変数値の差 j xtAi   xtBi jを比較し，小さい方を移動の上限値 Lとする
STEP 3C　 [0 : 1]の一様乱数 rと移動の上限値Lから次元 iの移動量をxAi = rL
とする
STEP 4C　接近の STEP 4Aと反発の STEP 4Bのどちらかをランダムに適用する
ことで次の状態の候補の変数値 xt+1Ai を決定する
STEP 5C　 i = i+ 1とし，i < nなら STEP 2Cへ戻り，候補の変数値が決定すれ
ば終了する
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ここで，粒子間の距離に基づいて決定される移動量 dispと参照相手との関係性に
基づく行動ルールは提案手法の性能に大きく影響することから，3.2で述べる数値実
験において，適切なパラメータの検討を行う．また，本論文では，パラメータ設定
を容易にするために，位置や移動量，距離をすべて [0 : 1]へ正規化して扱うことと
する．
3.1.5 粒子の行動と相互作用
CAPSOにおいて，粒子は，3.1.2で述べた手順で近傍の粒子を参照し，状態を改
善するために行動する．この行動ルールは，本章で述べた POPに従って記述する
ことが重要である．POPは多くの最適化問題に成立することが経験的に知られてお
り，GAやPSOが有効な問題の多くはPOPが成り立つ設計空間を有する [2]．さら
に，本章で述べたように，既存のPSOにおける粒子の移動はPOPに基づくと考え
られる．よって，提案手法では，3種類の移動から粒子間の関係性に基づいて適切
なものを適用する．
まず，接近は参照相手が自身より優れているときに有効と考えられる．既存のPSO
における粒子の移動は gbestに対する接近と捉えることができ，この移動による状態
の改善はPOPに従うものである．よって，接近による状態改善は，粒子間の群れの
形成を促すと期待される．次に，反発は，自身より劣る粒子を参照した際に適用す
ることで，状態の悪化と探索の停滞を防ぐことができると考えられる．ただし，過
度な反発は粒子の収束を妨げるため，悪化受理による抑制が必要である．悪化受理
とは，移動後の状態が今より悪化する際に，設定された確率（悪化受理率）に従っ
て状態を更新するかどうか決定する処理である．悪化受理率が低いほど状態の悪化
を抑制できるが，過度な抑制は局所解への収束を招く可能性がある．また，粒子が
収束した際に，反発によって収束を抜け出すこともできると予想される．このよう
な行動は，既存の PSOでは困難であり，大域探索能力の向上に有効と期待される．
3つ目の均衡は，同等の状態を持つ粒子間で，状態を大きく変化させることなく移動
し，局所的な探索を効果的に行えると考えられる．また，既存のPSOにおける pbest
を利用した速度更新は，自身より優れた相手へ接近と均衡を適用することで，良い
位置への収束と周辺の局所探索を実現できると予想される．CAPSOでは，悪化受
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理による悪化の抑制によって，個々の粒子が状況に応じて適切な移動を行い，自律
的に状態改善を行うことができる．
このようにして粒子の行動ルールを設定することで，各粒子は近傍を中心に状態
を改善できる位置へ向けて移動していく．この移動を繰り返すことで，各粒子が局
所的に探索した情報が全体へ伝わり，群れとしての収束を促すことになる．CAPSO
の相互作用は，集団として粒子を制御する要素を行動ルールに含むことなく，参照
相手との関係と移動方法に基づく簡単なルールによって実現される．さらに，粒子
間の関係性は個々の比較に基づいており，ルーレット選択によって参照相手を決定
することから，粒子の停滞が生じにくい．したがって，CAPSOは，個々の粒子が
状態を改善できる可能性が高い行動をルールとして記述することで，集団の相互作
用に基づく効率的な最適化を行うことができると考えられる．
3.2 テスト問題への適用
本章では，テスト関数に対する数値実験によって，CAPSOの実問題に対する枠
組みとしての有用性を検証する．検証では，CAPSOが実問題に対して有効な枠組
みとして機能するための標準的なパラメータの検討を行い，特性の異なる関数にお
いて既存の PSOとの探索性能を比較することで，その有効性を調べる．
3.2.1 パラメータの検討
CAPSOでは，各粒子の行動に関するパラメータが結果に影響を与える．そこで，
行動の選択と移動量の決定方法，悪化受理率に対する検討を行い，提案手法の基本
的なパラメータ設定や探索性能を検証する．実問題では，多数の局所解を有する複
雑な設計空間において解探索を行うことが一般的である．よって，本論文では，多
峰性関数に対して有効なパラメータを標準とする．
まず，検証における行動選択の基本設定として，POPに基づき，行動する粒子と
比べて相手の方が優れていれば接近を行い，悪ければ反発，同等であれば均衡を行
うこととする．なお，相手と同じ状態のときは，接近と均衡を行えないことから，探
索の停滞を防ぐために反発を行う．移動量は，図 3.6に示すように様々な方法を設定
できる．基本設定では，式 3.1に示すPSOの速度更新と同じように，相手との距離
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移動量
Max
Min
粒子間の距離
P2                                          P1
図 3.6: 移動量の決定方法
が近いほど移動量の最大値が小さくなるように設定する（図 3.6P1）．なお，この移
動量の最大値は，3.1.3で述べた移動量の計算における移動の上限値Lに該当する．
次に，表 3.1に示す 4つの行動パターンと基本設定との比較を行うことで，パラ
メータ設定の影響を検証する．表 3.1は，基本設定に対する各パターンにおける行
動ルールの変更箇所を表している．例えば，基本設定では，粒子の参照相手が自身
より悪い評価値を持つ場合は反発のみが行われる．これに対して，パターンCでは，
反発と均衡の 2つを行うことを表している．なお，1度に 2つの行動を行った場合，
より良い評価値を持つ状態を次の状態の候補として用いる．表 3.1の”移動量”は，
図 3.6に示した移動量の決定方法を表しており，パターンCは粒子間の距離が近い
ほど大きく離れるよう反発の移動量を決定することを表している．このパラメータ
の検討では，パターンAは参照相手が自身より優れている場合の行動，パターンB
とCは相手が劣っている場合，パターンDはこれらを同時に考慮した場合の影響を
検証することを目的としている．また，相手が同じ評価値を持つ場合の行動は，探
索の際にほぼ行われていなかったことを事前実験で確認しており，今回は対象外と
した．これは，連続値の設計変数で表される粒子同士が同じ評価値となる可能性が
低いことに起因している．
対象問題は，多くの研究において用いられている多峰性関数の一つであるRastrigin
関数とする．Rastrigin関数の式，定義域，および最適解を以下に示す．
f1 (x) = 10n+
nX
i=1

x2i   10 cos (2xi)

(3.3)
xi = 0 (i = 1; 2; :::n) ; f1 = 0
32
表 3.1: 行動ルールの変更パターン
パターン 関係性 行動 移動量
A 相手の方が良い 接近/均衡 P1/P1
B 相手の方が悪い 反発 P2
C 相手の方が悪い 反発/均衡 P2/P1
D AとBの組合せ
上述のように，実問題の多くは多峰性関数のように複雑な設計空間として定義さ
れる．Rastrigin関数は，最適解を中心に多数の局所解を有することから，大域探索
と局所探索をバランス良く行えなければ解探索が困難である．よって，この関数に
対して有効なパラメータを標準とすることで，CAPSOの実問題に対する有効性を
高められると考えられる．数値実験では，Rastrigin関数の関数値を評価値とし，評
価値の最小化を行う．関数の次元数nは検証を行いやすいよう 30，粒子数は 100，繰
り返し回数は 3,000とし，各パターンを 30回実行した結果を表 3.2に示す．
表 3.2は，移動量の最大値と最小値を 35%と 0%，悪化受理率を 10%，20%，50%と
設定して得られた結果を表している．なお，移動量は 2つの粒子間のユークリッド
距離に基づいて決定される．つまり，1度の行動で，粒子は粒子間の距離の最大で
35%移動し，最小ならその場で留まることになる．この検証では，CAPSOの標準的
なパラメータの発見を目的とすることから，平均評価値と標準偏差に着目した有効
性の評価を行う．これは，Rastrigin関数の最適解を得ることが目的ではなく，同じ
ような特性を持つと予想される実問題に対する汎用性を高めるためである．
まず，悪化受理率の影響は，パターンによって善し悪しが分かれるが，10%と20%の
ときにより良い平均値が得られた．これは，現状から悪化する移動を抑制すること
で良い状態を維持し，集中的な探索性能が向上したからであると考えられる．パター
ンCでは悪化受理率 50%のときに最良の平均値が得られたが，状態が悪化する行動
を行いやすくなることで粒子の収束が生じにくくなるため，他のパターンではあま
り良い結果が得られなかった．
次に，行動ルールの変更の影響として，パターンAでは，自身より優れる相手に
対する行動に均衡を加えることで，基本パターンと比較して探索性能が向上したこ
とがわかる．これは，3.1.4で述べたように，良い位置へ収束する過程で局所探索も
同時に行えることから，平均値を改善できたと予想される．よって，自身より良い
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表 3.2: 行動パターンごとの実行結果
パターン 悪化受理率 平均値 最良値 最悪値 標準偏差
基本
10% 8.092 1.990 12.934 2.740
20% 6.898 0.995 13.929 2.632
50% 7.829 2.987 10.947 2.018
A
10% 6.054 2.449 11.940 1.939
20% 6.699 2.985 10.945 2.409
50% 7.231 2.986 12.936 2.581
B
10% 6.909 2.985 12.894 2.573
20% 6.193 2.032 10.899 2.008
50% 177.294 136.417 190.415 12.289
C
10% 6.990 1.990 13.929 2.674
20% 7.380 1.990 12.934 2.670
50% 6.799 2.985 11.940 2.196
D
10% 5.594 2.170 9.299 1.781
20% 4.918 2.136 10.109 1.846
50% 198.490 161.881 215.092 13.374
評価値を持つ相手を参照した際の行動は，群れの中で最良でない粒子の状態改善の
ために適用されることから，CAPSOの基本性能を左右するものと考えられる．
パターンBとCでは，自身より悪い相手を参照する際の行動の影響について調べ
た．各パターンの探索推移として，群全体の平均評価値の推移を図 3.7に示す．図
3.7より，基本パターンとパターンA，Cの 3つは探索を繰り返すことで全体が 1点
に収束したのに対して，パターンBとDは平均評価値がばらつくように各粒子が常
に動き続けていることがわかる．パターンBは，粒子間の距離が近いほど大きく離
れるように変更したことから，収束した際に大きく移動することで初期収束を防ぎ，
局所的な領域における探索性能を向上させることができる．また，図 3.7より，群
全体の平均評価値が上下し続ける理由は，各粒子が大きく移動することで様々な位
置の探索を行う大域探索能力も向上したからであると考えられる．これにより，悪
化受理率 10%と 20%ではパターンBは基本パターンから平均値の改善を行うことが
できたが，50%のように大きくなると粒子の収束が妨げられるため相互作用の効果
を得ることができず探索性能が低下する可能性も含んでいる．一方，パターンCは，
悪化受理率に関わらず安定した結果が得られた．均衡による移動は，粒子間の距離
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図 3.7: 各パターンの探索推移
が近いほど大きな変化が生じにくい．そのため，自身より悪い相手に対する行動と
して均衡と反発を同時に行った場合，均衡が次の候補として選ばれる確率が高くな
り，悪化受理率の影響を受けにくくなったと考えられる．このパターンCの特性は，
基本パターンと同様に，パターンBと比べて収束時の行動が制限される．したがっ
て，適切な悪化受理率の設定は必要であるが，パターンBのような反発を利用した
行動ルールは，局所的な探索性能を高めることに有効と考えられる．
パターンDでは，表 3.2に示すように，パターンAとBを組合せることで，上述
の両方の影響を考慮した探索を行うことができた．このパターンにおける移動量の
大きさの影響を検証した結果を表 3.3に示す．なお，悪化受理率は 50%のときに粒
子が発散したことからここでは載せていない．また，他のパターンも同様の実験を
行ったが，影響は同じようなものであったことから割愛した．表 3.3より，移動量の
最大値が小さいほど、局所探索を詳細に行うことで探索性能が向上することがわか
る．しかしながら，反発の影響を受けることから，悪化受理率の大きさに留意する
必要性も高くなると考えられる．
また，各粒子の行動と探索の推移を検証するために，Rastrigin関数の次元数を 1，
粒子数を 5，繰り返し回数を 500と設定した実験結果を図 3.8に示す．図 3.8は，各
粒子の探索中の位置をすべて描画したものであり，移動量と悪化受理率の影響を表
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表 3.3: 移動量を変更した結果
パターン 悪化受理率 平均値 最良値 最悪値 標準偏差
20%
10% 4.785 1.908 10.649 1.726
20% 212.786 191.844 228.862 9.716
35%
10% 5.594 2.170 9.299 1.781
20% 4.918 2.136 10.109 1.846
50%
10% 6.436 2.437 11.181 2.027
20% 6.847 2.726 13.094 2.457
している．悪化受理率が 10%，移動量の最大値 20%の探索は，それぞれの値が大き
い探索と比較して，評価値が悪化する領域に粒子が分布していなかった．これは，設
計空間の山が複雑な場合，一時的な状態の悪化を許容できないため，探索が停滞す
る可能性があることを示唆している．以上の結果より，CAPSOの標準的なパラメー
タとして，行動ルールはパターンAとDを適用問題に応じて選択することが望まし
いと考えられる．パターンAは，粒子群の収束性能が高いことから，集中的な探索
が効果的な問題に対して有効である．一方，パターンDは，反発によって図 3.7に
示したように探索し続けることから，大域的な探索が求められる問題に適した行動
ルールである．また，標準的なパラメータにおける悪化受理率と移動量の最大値は，
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探索の収束と発散を考慮して，両パターンともに悪化受理率を 20%，移動量の最大
値を 35%とする．
3.2.2 既存手法との比較
既存の PSO[4]と提案手法との比較を行い，3.2.1で決定した標準的なパラメータ
を用いた CAPSOの探索性能について検討を行う．CAPSOは，すべての問題では
なく，実問題に対して有効な探索性能を持つことを目的としている．そこで，特性
の異なるいくつかのテスト関数において，次元数を大きく変化させたことによる表
3.1で示したパターンDを用いたCAPSOの探索性能の変化を調べる．これにより，
高次元，つまり大規模な設計空間において，平均評価値と標準偏差から手法の有効
性について検証する．数値実験で用いた各テスト関数は次の通りである．
f2 (x) =
nX
i=1
x2i (3.4)
xi = 0 (i = 1; 2; :::; n) ; f2 = 0
f3 (x) = 20  20 exp
0@ 0:2
vuut 1
n
nX
i=1
x2i
1A+ e  exp 1
n
nX
i=1
cos (2xi)
!
(3.5)
xi = 0 (i = 1; 2; :::; n) ; f3 = 0
f4 (x) = 1 +
nX
i=1
x2i
4000
 
nY
i=1
 
cos
 
xip
i
!!
(3.6)
xi = 0 (i = 1; 2; :::; n) ; f4 = 0
f5 (x) =
n 1X
i=1

100

xi+1   x2i
2
+ (1  xi)2

(3.7)
xi = 1 (i = 1; 2; :::; n) ; f5 = 0
f2は，設計空間が単峰性である Sphere関数である．f3は局所的に多峰性を有する
Ackly関数，f4は比較的弱い多峰性であるGriewank関数である．f5は，変数間に
強い依存関係を持つRosenbrock関数である．
比較対象は，gbestモデルと lbestモデルのPSOの 2つとした． gbestモデルPSO
は式 3.1の速度更新式を用いる基本的なPSOである．lbestモデルPSOは，粒子の近
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傍設定を行うことで相互作用の影響を変化させ，大域探索能力の向上を図ったもの
である [4]．そのため，式 3.1において，gbestの代わりに個々の粒子とその近傍内で
探索した最良の位置である lbestを速度更新に用いる．両手法のパラメータ設定では，
速度の上下限値は対象とする関数の設計変数ごとに定義域の半分までとする（例え
ば，定義域が [ 2; 2]なら，速度の上下限値は [ 1; 1]となる）．速度更新では式 3.2
に示したLDIWM[5, 8]を用いることとし，重みwはwmax = 1:2，wmin = 0:4，係数
は c1 = c2 = 1:49445とした．また，lbestモデルにおける各粒子の近傍の数は 4とし
た．全手法において，粒子数を 100，繰り返し回数を 3,000とし，各関数の次元数を
100，および 300として 30回実行した結果を表 3.4，3.5に示す．表 3.4，3.5におい
て，関数，および次元数ごとに最良の結果が得られた手法の数値を太字で表し，下
線が引かれている数値は準最適解が得られたことを意味している．なお，すべての
テスト関数の最適解の評価値は 0であることから，本実験では評価値が 1未満の解
を準最適解として扱う．
まず，各関数に対する結果より，Sphere関数とGriewank関数以外の 3つの関数で
は，高次元であるほどCAPSOは既存のPSOより良い平均値が得られた．CAPSO
は，Rastrigin関数を対象にパラメータを設定したことから，既存の PSOと比較し
て大幅な改善が見られた．さらに，次元数が大きくなるにつれてその差が顕著にな
る結果が得られた．Sphere関数では，lbestモデル PSOの方が良い結果が得られた
が，CAPSOも準最適解を得ることができた．Ackly関数では，準最適解ではない
が，既存のPSOより優れた平均値が得られた．100次元のときには lbestモデルPSO
が最良の解を得られたが，高次元のときにはCAPSOの方が良い結果を得ることが
できたことから，複雑な設計空間においてはCAPSOの方が有効であると予想され
る．Griewank関数では，300次元のとき，CAPSOは準最適解を得ることができな
かった．この関数は，多峰性を有するが，gbestモデル PSOでも 100次元のときに
準最適解に近い解を得られたようにその影響は比較的弱い．そのため，より複雑な
設計空間を対象とする CAPSOと比較して，lbestモデル PSOの方が効率良く解探
索を行えたと考えられる．Rosenbrock関数では，100次元のときには lbestモデルが
最良解を得られたが，300次元ではCAPSOの方が優れた探索性能を示した．特に，
CAPSOは，他の手法と比べて非常に小さい標準偏差が得られた．この関数は，式
3.7に示したように設計変数間に強い依存関係が存在する．そのため，単峰性である
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表 3.4: 100次元の比較結果
100次元 平均値 最良値 最悪値 標準偏差
手法 Rastrigin
gbest 661.247 447.238 878.749 96.646
lbest 488.000 392.849 584.418 43.963
CAPSO 24.990 17.718 34.022 3.637
手法 Sphere
gbest 5.335E+01 4.877E-03 1.573E+02 3.915E+01
lbest 3.408E-10 1.517E-10 5.557E-10 9.015E-11
CAPSO 1.125E-02 7.807E-03 1.428E-02 1.940E-03
手法 Ackly
gbest 1.567E+01 1.006E+01 1.955E+01 2.001E+00
lbest 1.258E+01 8.791E-01 1.995E+01 6.436E+00
CAPSO 3.337E+00 2.467E+00 4.252E+00 4.536E-01
手法 Griewank
gbest 1.991E+02 1.024E+00 5.410E+02 1.382E+02
lbest 6.464E-07 3.787E-08 1.260E-05 2.232E-06
CAPSO 9.519E-01 8.225E-01 1.044E+00 5.723E-02
手法 Rosenbrock
gbest 4586.409 1659.500 9231.713 1458.769
lbest 210.988 87.225 294.431 41.685
CAPSO 98.005 97.315 98.621 0.284
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表 3.5: 300次元の比較結果
300次元 平均値 最良値 最悪値 標準偏差
手法 Rastrigin
gbest 2880.604 2652.740 3075.936 115.544
lbest 2555.925 2111.016 2867.373 175.196
CAPSO 330.953 265.181 407.209 40.465
手法 Sphere
gbest 7.556E+02 5.547E+02 9.560E+02 1.025E+02
lbest 2.682E-02 1.765E-02 3.819E-02 4.707E-03
CAPSO 8.287E-01 6.081E-01 1.208E+00 1.179E-01
手法 Ackly
gbest 1.958E+01 1.938E+01 1.995E+01 1.200E-01
lbest 1.904E+01 1.077E+01 1.995E+01 2.275E+00
CAPSO 5.822E+00 5.207E+00 6.751E+00 3.917E-01
手法 Griewank
gbest 2.636E+03 1.908E+03 3.570E+03 3.764E+02
lbest 9.767E-01 8.409E-01 1.107E+00 7.473E-02
CAPSO 3.908E+00 3.379E+00 4.685E+00 3.249E-01
手法 Rosenbrock
gbest 34032.285 25370.842 43304.522 4113.360
lbest 1455.641 1134.806 1855.069 159.946
CAPSO 310.759 307.482 314.564 1.818
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ことから毎回ある程度の探索を行うことができるが，繰り返し回数以外のパラメー
タ設定の変更では表 3.4，3.5の結果から改善することが困難である．これらの結果
より，CAPSOは，既存のPSOの方が適した関数も見られたが，高次元であるほど
いずれの関数に対しても高い探索性能を有しており，実問題に対する基本的な手法
として有効と考えられる．
次に，次元数 100のRastrigin関数における各手法の探索の推移を図 3.9から 3.16
に示す．図 3.9は評価値の推移として探索中の各手法の最良値と平均値を表し，図
3.13は各手法の粒子の状態の変化，図 3.14から 3.16は各手法における粒子の行動
による状態改善の統計結果を表している．gbestモデルでは，図 3.10，3.13，および
3.14より，繰り返し回数が 2,000回付近で最良値と平均値が同等となり，それから
すべての粒子の状態が gbestへ近づきながら収束したことがわかる．lbestモデルで
は，図 3.13，および 3.15に示すように，探索が進むにつれて lbestと同じ状態の粒子
が増加している．これは，近傍を通じて各粒子の lbestが共有され，探索を繰り返す
ことで gbestと同じ役割を果たすことになったからである．しかしながら，一部の粒
子は lbestと pbest，および LDIWMの影響により，探索後半で共有された lbestの位
置と pbestの位置がお互いに逆方向を示し，かつ速度に対する重みも小さくなるこ
とで移動が困難となることから，平均評価値と最良評価値が同じになることはなく，
CAPSOのように平均評価値が常に変化し続けることもなかった．これらの結果よ
り，式 3.1の速度更新式に基づく既存のPSOは，最良の位置の影響が大きいことか
ら，複雑，かつ大規模な設計空間において有効な探索が困難である．
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図 3.9: 評価値の推移
41
0500
1000
1500
2000
1 1001 2001 3001
gbest
平均値
繰り返し回数
f (x )
図 3.10: 評価値の推移（gbestモデル PSO）
0
500
1000
1500
2000
1 1001 2001 3001
gbest
平均値
繰り返し回数
f (x )
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図 3.14: 粒子の行動（gbestモデル）
0
10
20
30
40
50
60
70
80
90
100
1 1001 2001                          000                         2000                     3000
繰り返し回数
粒子数
改善 改善しない（lbest）
改善しない
改善（lbest）
図 3.15: 粒子の行動（lbestモデル）
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図 3.16: 粒子の行動（CAPSO）
CAPSOでは，図 3.12，および 3.2.1で述べたように，粒子が局所的に探索を続け
ていることから，平均評価値は常に変動している．また，図 3.13より，自身が pbest
である粒子と pbestを参照する粒子が存在する間は最良評価値の改善が行われていた
ことがわかる．図 3.16では，状態が改善された粒子は自身より良い相手を参照した
ときのみであり，他の行動で状態を改善できなかったことを示している．また，良
い相手を参照して行動した粒子の数は平均で 60%であった．これは，自身より良い
相手を参照すれば相手へ接近することから，次の行動の際に同じ相手を参照する確
率が高くなり，状態改善を行う粒子の割合が大きくなっている．一方，反発の影響
は，粒子間の距離が近づいたとき，すなわち群全体が収束するほど強くなる．反発
を行った粒子は，図 3.16に示すように状態が悪化する可能性が高いが，次の行動の
際には異なる粒子を参照することで異なる局所探索を始める．このような行動によ
り，常に pbestのままの粒子は存在しないが，pbestを中心に集中的な探索を繰り返
すことになる．したがって，CAPSOは，既存の PSOと同じように POPに基づく
が，最良の位置のような 1点に収束することなく，優れた解探索を実現できたと考
えられる．
また，300次元のRastrigin関数に対するCAPSOの計算時間は，本実験で用いた
PC（Intel (R) Core (TM) i7 CPU Q740@1.73GHz，メモリ 4GB，Windows 7 64bit）
において約 4分であった．一方，2つの既存のPSOは約 1分であり，同じ粒子数と
繰り返し回数のとき，CAPSOはより多くの計算時間を必要とする．この主な原因
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は，行動時の参照相手を決定するときの距離計算である．CAPSOでは，3.1.3で述
べたように，各粒子が他の全粒子との距離計算を行う．そのため，距離計算の時間
が最も計算時間に影響するだけでなく，粒子数の増加は計算時間を大幅に増加させ
ることになる．さらに，評価関数の計算は，3.2.1で決定した標準的なパラメータで
は 1度で新たな状態を 2つ生成する可能性があり，既存の PSOより多少増加する．
しかしながら，既存のPSOは，gbestと lbestを用いた両モデルともに，粒子数と繰
り返し数を増加させるだけでは探索性能を向上させることが困難である．300次元
のRastrigin関数において，lbestモデルPSOの粒子数を 500，繰り返し回数を 5,000
に変更し，CAPSOと同じく約 4分間計算を行った．その結果，30回試行して得ら
れた最良解の評価値の平均は 2146.431，最良値は 1917.891まで改善された．しかし
ながら，表 3.4，3.5より，探索性能の大きな改善は行われておらず，CAPSOとの
差は大きいままであった．この結果より，CAPSOは，高次元，かつ複雑な問題に
おいて，少ない粒子数で高い探索性能を発揮できると考えられる．したがって，問
題に応じた検証は必要であるが，少ない粒子数で有効な解を探索できる計算効率を
持つ手法の枠組みとしての有効性が期待される．
3.3 まとめ
本章では，実問題における最適化を想定した手法として，従来のPSOにおける問
題点を改良したセルオートマトンPSOの提案を試みた．提案手法は，セルオートマ
トン法における複雑系のモデル化のアプローチに基づき，集団を制御する情報を用
いることなく，個々の粒子の行動ルールに従って解探索を行う．これにより，探索
中の最良位置に対する過度な収束を抑えて大規模，かつ複雑な設計空間に対して効
果的な探索を行えるだけでなく，適用問題の知識を行動ルールとして手法に組み込
むことが容易になると考えられる．本章では，連続関数の最適化問題へ適用し，実
問題への適用を想定したCAPSOの有効性について検証を行った．
数値実験において，複雑な多峰性関数に対する適切なパラメータをCAPSOの標
準的な設定とし，特性の異なるいくつかの高次元関数へ適用した．実験結果より，従
来の PSOでは困難な多峰性関数において探索性能を大きく改善することができた．
関数によって探索精度は異なるが，CAPSOは，より複雑，かつ大規模な設計空間
であるほど，従来の PSOと比較して探索の有効性が顕著に見られた．
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また，本章の実験より，CAPSOを実問題へ適用する際に，いくつか留意すべき
点も明らかとなった．まず，粒子の行動における距離計算の時間である．本章では，
手法の探索性能を中心に有効性を検証していたことから，全粒子間の距離を計算す
ることとしていた．その結果，既存のPSOと比較して大幅な計算時間の増加を招く
だけでなく，粒子数を増やすことが困難となっている．したがって，探索性能に対
する影響を考慮した計算時間の短縮を図る必要がある．次に，CAPSOの解探索は，
粒子群の収束と発散を考慮してパラメータを設定する必要がある．これは，GAや
PSOと共通して問題に応じて検討が必要な課題である．本章で検討した標準的なパ
ラメータは，大域探索を重視した設定である．そのため，適用問題によっては群の
収束を妨げる可能性があることから，さらなる検討が必要と考えられる．また，こ
のようなパラメータの検討に加えて，粒子の行動ルールへ適用問題の知識を組み込
んだ有効性も必要である．CAPSOの拡張性や改良のしやすさは，粒子の行動ルー
ルへ適用問題の知識を組み込む際に有効であると考えられる．したがって，問題に
応じた拡張も含めた有効性の検証を行っていく．
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第4章 セルオートマトンPSOの改良
本章では，提案手法であるセルオートマトン PSO（CAPSO）の実用性を高める
ための改良について述べる．まず，3章の数値実験で述べた問題点とその解決方法
について述べる．次に，実問題への適用可能性を示すために，ナップサック問題へ
適用し，CAPSOの有効性を検証する．その際，CAPSOの問題点に対する改良を実
装した手法を用いて数値実験を行う．さらに，複数の制約条件を有する問題，およ
び多目的最適化問題のテスト問題に対してCAPSOを適用し，様々な問題に対する
適用可能性を示す．
4.1 セルオートマトンPSOの問題点
3.2.2で行った数値実験より，CAPSOは従来の PSOより優れた探索性能を持つ
が，実用の際に以下のような問題点があることがわかった．
 粒子群の収束と停滞
 距離計算に要する時間
まず，解探索における粒子群の収束と停滞は，適用問題に応じて設定することが
必要である．これはどのような手法においても同じことが言える．しかしながら，
CAPSOにおいては，行動ルールや悪化受理率，移動量が相互に影響するため，実問
題のような複雑な設計空間を有する問題へ有効なパラメータを明らかにすることが
望ましい．よって，3.2.1では，CAPSOの標準的なパラメータの検討を行った．その
結果，集中的な探索と大域的な探索にそれぞれ効果的なパラメータが明らかとなっ
た．しかしながら，3.2.2の結果より，自身より悪い相手に対する反発など粒子の状
態改善に対する効果が低い行動を含んでいることもわかった．3.2.2で行った 100次
元のRastrigin関数に対する提案手法の適用結果の一部を図 4.1から 4.3に示す．
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図 4.1は解探索における最良解と粒子群全体の評価値の推移を表している．図 4.2
は探索の繰り返し回数毎に統計した粒子の状態を示している．なお，粒子の状態と
して，自身の pbestと同じ状態である粒子と pbestを参照した粒子を対象に回数を調
べた．図 4.3は，各粒子が探索の際に選択した行動，および行動によって状態が改
善したかどうか回数を集計した結果である．
この結果は，大域探索性能が高いパラメータ，および行動ルールを適用したもの
である．図 4.1からわかるように，粒子群全体は探索終了時に収束していないが，最
良評価値の更新はあまり行われていなかった．これについて，図 4.3より，pbestの
状態からさらに状態改善を行う粒子が探索後半にはほとんど見られず，粒子が 3分
の 1は自身より悪い相手を参照して状態改善を行えなかったことがわかる．さらに，
図 4.2に示すように，探索後半は pbestと同等な状態の粒子が存在しなかった．こ
れらのことから，大域探索性能が高いパラメータを用いたCAPSOは，反発による
粒子の大きな移動によって探索の収束を防ぐことができたが，粒子群の最良位置に
対する集中的な探索が困難になっていると考えられる．最良位置に対する集中的な
探索は，遺伝的アルゴリズム（GA）や粒子群最適化（PSO）における解探索の基
本であり，得られる解の精度に大きな影響を与える．そのため，複数回試行して得
られた解の平均評価値は優れているが，各試行によって得られる解の最良評価値が
悪化する可能性がある．また，組合せ最適化問題では，設計変数が整数であること
が一般的であり，特定の位置を中心とした局所探索が得られる解の精度に影響する．
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CAPSOのパラメータとして，3.2.2で用いたものではなく，反発によって移動でき
る範囲を限定することも可能である．しかしながら，こちらのパラメータは，収束
性能が高くなることで，局所解への初期収束に陥る可能性が高くなるという問題を
抱えている．
次に，粒子間の距離計算に要する時間は，3.2.2で述べたように，各粒子が他の全
粒子との計算を行うことから，粒子数に応じて膨大となる．CAPSOは，少ない粒
子数で規模の大きい問題において有効な解探索を行える可能性がある．しかしなが
ら，その有効性は適用問題に強く依存する．粒子間の距離計算は，行動の際の参照
相手を決定するために行われる．つまり，距離計算を行った結果の大半は有効に利
用されていない．しかしながら，CAPSOの解探索は粒子間の位置関係に強く依存
しているため，距離計算の対象を減らすことで探索性能の低下を招く可能性がある．
本研究は，適用問題に応じた拡張性を持ちながら，複雑な設計空間を有する問題
に対して有効な探索性能を持つ手法の開発を目的としている．したがって，上述の
問題点を解決することで，CAPSOの実用性の向上を試みる．本節におけるCAPSO
の改良点は表 4.1の通りである．
表 4.1: CAPSOの改良点
改良点 改良前 改良後
接近の際に用いる情報
参照相手の 参照相手と自身の
位置情報のみ pbestの位置情報
自身より悪い相手 参照相手に 自身の pbestへ接近
に対する行動 対する反発のみ （pbestのみ参照）
自身が pbestのときの行動
参照相手が同じ 改良前の行動に加えて
状態なら反発に 自身より悪い相手を参照した際は
よって離れる 相手を参照せずに局所探索
距離計算 全粒子と計算
K平均法によって分類した
各クラスタの代表と計算
4.1.1 行動ルールの改善
CAPSOにおいて，各粒子の解探索と粒子間の相互作用は，各粒子の行動ルール
から生じている．この行動ルールは，セルオートマトン（CA）の状態遷移のように
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周囲との関係性に基づいて記述される．CAPSOの特徴である適用問題に応じた改
良や拡張のしやすさは，3.2で検討を行ったパラメータではなく，粒子の行動ルール
によって高められる．この行動ルールには，4.2以降で扱う粒子の比較や評価基準な
ど解探索の根幹となる要素が含まれている．これにより，CAPSOでは，粒子の行
動，特に状態改善に関する行動にのみ着目することで，解探索の効率性の向上を図
ることができる．例えば，適用問題が微分可能な設計空間である場合，他の粒子だ
けでなく粒子自身の微分情報を用いることで，最適解を効率良く探索できるように
なると考えられる．このように，個々の粒子の状態改善のような局所的で単純な要
素の改良を図ることで，粒子間の相互作用による大域的な探索性能の向上も期待で
きる．よって，本項では，粒子の行動ルールの改善を行うことで，CAPSOにおけ
る粒子群の収束と停滞の問題点の解決を試みる．なお，行動ルールの改善は，表 4.1
における距離計算を除く 3つの改良点に該当する．
3章で提案した CAPSOの行動ルールは，従来の PSOにおける gbestのような粒
子群全体に強く影響を与える情報を含んでいない．これは，個々の粒子の自律的な
行動を促すためである．しかしながら，現状のCAPSOでは，同じ粒子を連続して
参照する可能性が低いため，集中的な探索性能の低下を引き起こしていると考えら
れる．したがって，CAPSOでは，粒子全体ではなく，個々の粒子にのみ影響を与
える情報として，pbest（Personal Best）を行動ルールに用いることで，集中的な探
索性能の向上を図る．また，同時に大域探索性能が低下しないよう，他の行動ルー
ルに対しても修正を加える．
まず，CAPSOにおける pbestは，従来の PSOとは異なり，解探索の際に参照し
た相手の情報も含めるものとする．つまり，ある時点までに自身が探索した位置情
報に加えて，参照した中で最良の位置情報を pbestとして扱う．本項における改良で
は，接近による移動先を決定する情報として，図 4.4に示すように pbestの位置情報
を用いる．これにより，参照相手と pbestの 2点を対象とした接近を行うことになる．
2つの位置情報を用いた粒子の移動は，従来のPSOにおける移動とほぼ同等のも
のである．CAPSOでは，pbestと参照相手の 2点を用いて移動することから，すべ
ての粒子の pbestが同じでなければ粒子群が一点に収束する可能性が低い．また，毎
回の異なる粒子を参照したとしても，基本的には距離が近い類似した粒子を参照す
る可能性が高く，pbestによる移動先の補正も加わることから，局所的な探索性能が
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接近前の位置 pbestの位置
参照相手の位置
接近後の位置
図 4.4: pbestを参照した接近
改善されると考えられる．
次に，pbestを接近に加えたことによって大域探索能力が低下する可能性があるこ
とから，粒子の状態と参照相手との関係性から移動方法を決定するよう変更を加え
る．具体的には，表 4.1の 2つ目と 3つ目の改良点として挙げたように，自身より悪
い相手を参照するときに状態が pbestかどうかで異なる行動を行う．3章における標
準的なパラメータでは，粒子の状態に関わらず，自身より悪い相手を参照した際に
は反発によって大きく移動していた．これに対して，改良した行動ルールでは，粒
子の現在の状態が pbestではないとき，参照相手の位置情報を用いることなく pbest
に対する接近を行う．また，状態が pbestのときには，自身より良い状態を持つ粒子
が存在しない（知らない）ことから，他の粒子を参照せずに局所探索を行うことと
する．このように行動ルールを変更することで，反発によって粒子間の距離を離す
回数は少なくなるが，粒子群の収束を防ぐ効果は標準的なパラメータと同様に活か
すことができる．これは，変更したルールによって pbestへ粒子が向かう可能性が高
くなり，pbest同士が参照したことによる反発が生じやすくなるからである．
上述のような行動ルールの改善は，図 4.3に示した各粒子の行動と状態が改善され
る確率に基づいたものである．CAPSOの解探索において，近接最適性原理（POP）
を考慮した行動は効果的な解探索を実現するために最も重要である．POPにおける
仮説は，「良い相手に近づくことで状態が改善される」ことを意味している．しかし
ながら，「悪い相手に近づくことで状態が悪化する」または「悪い相手から離れるこ
とで状態が改善される」というような自身より悪い相手を参照した際の行動に対す
る仮説ではない．そのため，3.2.2節の数値実験で用いたCAPSOは，反発によって
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状態が改善された粒子の数が少ないというように，局所的な探索性能が低下してい
たと考えられる．本項における行動ルールは，自身より悪い相手を参照する際に，相
手の位置情報ではなく pbestの位置情報のみの参照や局所探索を行う．これは，個々
の粒子の行動における状態改善の確率を高めることを目的としている．
GAが確率的な方法を用いた多点探索最適化法と呼ばれる [1]ように，多くのメタ
ヒューリスティクス手法による解探索性能は，確率論の視点から解析することもで
きる [2]．例えば，GAにおける解探索は，交叉と突然変異，自然淘汰のような遺伝
操作に加えて，適用問題の設計空間の構造に基づいて求められる解の精度が決定さ
れる．まず，適用問題の設計空間におけるPOPの恩恵を受けやすい交叉方法を開発
することで，今の世代より優れた子どもを生成する確率が高くなる．次に，自然淘
汰においてエリート選択を用いることで，優れた個体の生存確率と次の世代におい
てより良い子どもを生成する確率を高めることができる．ただし，エリートを保存
する割合を大きくすることで個体群の収束も早まるため，適切な割合を設定する必
要がある．また，突然変異による遺伝操作は，解探索の初期収束を防ぐ効果がある．
しかしながら，エリートの割合と同様に，過度な突然変異は優れた子どもの生成を
妨げるため，適切な値の設定が求められる．
本項におけるCAPSOの行動ルールは，上述のGAの遺伝操作のように，個々の
粒子の状態改善確率に着目した改良を行っている．さらに，個々の粒子の行動の改
善は，粒子間の相互作用にも強く影響を与えることから，粒子群全体の解探索能力
の向上につながると考えられる．
4.1.2 計算時間の短縮
CAPSOにおける粒子間の距離計算の時間短縮は，表 4.1に示した 4つ目の改良点
に該当する．この改良においても，4.1.1と同じように行動が探索に及ぼす影響とそ
の確率から問題点の解決を図る．
CAPSOにおける距離計算は，粒子間の位置関係を把握し，近傍を中心に参照相
手を選択するために行われる．すなわち，POPに基づく状態改善や初期収束を防ぐ
などCAPSOの解探索における様々な要素に大きな影響を与える．そのため，ラン
ダムに計算対象の粒子を減らすことで，CAPSOによる解探索が成立しなくなる可
能性がある．また，適用問題に応じて計算対象から外す粒子の割合を調整する必要
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ができ，手法の適用しやすさを損なう可能性もある．したがって，本項では，参照
相手の候補の選択を行うことで，CAPSOの探索性能を損なうことなく距離計算の
対象を減らすことによる計算時間の短縮を試みる．3.1.4で述べた各粒子の行動手順
において，計算時間を短縮するよう改良した行動は以下の通りである．
STEP2-0　 t = 0のときのみ，各粒子をK個のクラスタへランダムに割り振る
STEP2-1　K平均法に基づいて各粒子をクラスタリングする
STEP2-2　K個の各クラスタからランダムに 1体ずつ粒子を選択する
STEP2-3　選択されたK個の粒子との距離を計算する
STEP2-4　K個の粒子に対して距離の近い順に順位付けし，ルーレット選択によっ
て参照相手とする粒子を決定する
STEP2-5　参照相手との関係性に基づいて選択した行動によって次の状態の候補を
生成する
STEP2-6　生成した次の状態の候補を評価する
STEP2-7　次の状態の候補から最良の状態を選択し，今以上の状態であれば更新を
行い，そうでなければ悪化受理率に従って確率的に更新するかどうか決
定する
この手順において，STEP2-0，および 2-1は，各粒子ではなく，全体の処理として
実行される．粒子群の位置関係の把握と距離計算の短縮を行うために，本論文では
K平均法 [3]による粒子のクラスタリングを行う．そして，K個に割り振られた粒子
のクラスタからそれぞれ 1体ずつ代表を選択して距離計算を行うことで，1体の粒
子が行う距離計算の回数をK回に削減できる．K平均法のアルゴリズムは以下の通
りである．
1. n体の粒子に対してランダムにクラスタを割り振る．
2. 割り振った粒子を基に各クラスタの中心 Vj を計算する．計算はクラスタ jに
割り振られた粒子の各要素の平均値を求める．
3. 各粒子 xiと各 Vj との距離を求め，xiを最も近い中心のクラスタに割り当て
直す．
4. すべての xiのクラスタが変化しなかったときにアルゴリズムを終了する．そ
うでなければ，新しく割り振られたクラスタを用いて 2.を行う．
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ここで，粒子 xi (i = 1; :::; n)の位置は，最適化に用いる設計変数ではなく，クラス
タリングのためのベクトルを用いる．Kはクラスタ数を表しており，割り振られた
粒子のベクトルに基づいてクラスタの中心 Vj を求め，各粒子 xiのベクトルとクラ
スタの中心 vjとの距離を計算することで適切なクラスタを決定する．なお，K平均
法で用いるベクトル，および距離の計算方法は，最適化に用いる設計変数と粒子間
の距離計算をそのまま用いることも可能である．例えば，関数最適化問題における
ベクトルは各次元の変数値，距離計算はユークリッド距離を最適化と同じようにク
ラスタリングに用いる．
クラスタ1 クラスタ2
クラスタ3
クラスタ4
距離計算を行う粒子
選択されなかった粒子
選択された粒子
図 4.5: クラスタリングと距離計算対象の選択
K平均法では，粒子間の位置関係からベクトルを生成してクラスタリングが行わ
れる．そして，各クラスタからそれぞれランダムに選ばれたK体の粒子に対しての
み距離計算が行われることになる．これにより，図 4.5に示すように，クラスタリ
ングによって距離の近い粒子が同じクラスタに割り振られることで，各粒子が参照
相手として選ばれる確率は全粒子を対象にルーレット選択したものと同等のになる
と考えられる．CAPSOにおいて，距離計算された参照相手の候補は，距離の近い
順に適応度が与えられる．そのため，位置関係に基づいてクラスタリングとそれら
の代表を対象としたルーレット選択を行うことで各粒子が選択される確率は，それ
ぞれの粒子の位置関係に基づいていることから，全粒子を対象にルーレット選択し
たものと同程度の確率であると予想される．また，K平均法においても距離計算や
クラスタリングのための計算時間が必要となる．しかしながら，繰り返し回数 t = 0
のとき以降は，前回の結果を用いて再度クラスタリングを行われる．このとき，1回
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の探索における各粒子の位置の変化は小さいことから，再度クラスタリングを行う
際の計算時間は短くなると予想される．したがって，全粒子との距離計算と比較し
て，この改良案は計算時間を短縮できると考えられる．
4.1.3 改良の有効性の検証
3.2と同様に，テスト関数のひとつであるRastrigin関数を対象に改良したCAPSO
の有用性の検証を行う．改良したCAPSOにおいて，各粒子の pbestは，自身の行動
による状態更新と行動前に他の粒子を参照したときに更新処理を行う．また，関数
最適化問題へ適用する際，pbestを用いた接近は次の手順で行われる．
STEP 1　各次元の変数値のカウンター i = 0とする
STEP 2　粒子AとAの pbestとの距離に基づいて算出した移動量 disp=2と次元 i
における変数値の差 j xtAi   xtpbestAi jを比較し，小さい方を移動の上限値
Lpbestとする
STEP 3　 [0 : 1]の一様乱数 rと移動の上限値 Lpbestから次元 iの移動量を
xpbesti = r  Lpbestとする
STEP 4　粒子AとBとの距離に基づいて算出した移動量 disp=2と次元 iにおける
変数値の差 j xtAi   xtBi jを比較し，小さい方を移動の上限値 LBとする
STEP 5　 [0 : 1]の一様乱数rと移動の上限値LBから次元 iの移動量をxBi = rLB
とする
STEP 6　 xtAi > xtpbestiならxpbesti =  1xpbesti，xtAi  xtBiなら
xBi =  1xBiとした上で，次の状態の候補の変数値を
xt+1Ai = x
t
Ai
+xpbesti +xBiとする
STEP 7　 i = i+ 1とし，i < nなら STEP 2へ戻り，候補の変数値が決定すれば
終了する
ここで，粒子Aと pbest，および参照相手との距離に基づいて算出した移動量は，2
体の粒子を参照して足し合わせることから各粒子に対する移動量を上限値の半分ま
でとする．また，関数最適化において，pbestの粒子が局所探索として行う行動は，
前回の位置からの差分に基づく慣性移動を用いた．
実験において，適用した手法は3.2.2で用いた標準的なパラメータのCAPSO，3.1.1
で述べた行動ルールの改良を行ったCAPSO，および行動ルールと 3.1.3で述べた距
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離計算の時間短縮の両方を改良を行ったCAPSOの 3つである．実行パラメータは，
3.2.2の実験と同様に，各手法の粒子数を 100，繰り返し回数を 3,000，悪化受理率
を 20%，移動量の最大値を 35%とし，Rastrigin関数の次元数を 300として 30回実
行した．また，距離計算の短縮におけるK平均法のクラスタ数Kは 10とした．計
算に用いたPCのスペックは Intel (R) Core (TM) i7 CPU Q740@1.73GHz，メモリ
4GB，Windows 7 64bitである．各手法を実行して得られた評価値などを表 4.2に
示す．
表 4.2: 300次元のRastrigin関数に対する適用結果
手法 計算時間 平均値 最良値 最悪値 標準偏差
標準 約 4分 330.953 265.181 407.209 40.465
行動の改善のみ 約 6分 109.410 71.187 154.632 20.967
時間短縮 約 3分半 102.934 64.159 162.747 27.757
表 4.2において，手法の「標準」は 3.2.2で用いた標準的なパラメータのCAPSO，
「行動の改善のみ」は 4.1.1で述べた行動ルールの改良のみを行ったCAPSO，「時間
短縮」は 4.1.2で述べた距離計算の時間短縮と行動ルールの改善を行ったCAPSOを
表している．結果より，行動ルールの改善を行うことで，得られる解の精度が向上
したことがわかる．さらに，計算時間の短縮は，「行動の改善のみ」と「時間短縮」
の平均値などからわかるように，探索性能に影響を与えなかった．なお，標準的な
パラメータと比べて行動ルールを改善したことによって計算時間が増加した理由は，
局所探索時に前回の状態を保存するなどいくつかの処理が追加されたことに起因し
ている．標準的なパラメータを用いたCAPSOは，粒子数を 100から 200に増やす
ことで計算時間が約 3倍の 11分となる．これに対して，行動ルールの改善と距離計
算の時間短縮を行うことで，同じように粒子数を 200に増やした計算時間は約 2倍
の 6分半であり，粒子数を増やすことによる計算時間の増加量も軽減できた．
行動ルールの改善効果を検証するために，改良を行ったCAPSOの探索推移と粒
子の状態，状態改善の回数を調べた．それぞれを図 4.6から 4.10に示す．まず，図
4.6は，探索の繰り返し回数毎の最良解の平均値と粒子群全体の平均評価値を表して
いるが，両値共に同程度の値となっている．これらの値は，大きな差は見られない
が，探索終盤であっても，図 4.1と同じように，平均評価値は常に上下していた（図
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4.7）．よって，基本的な解探索性能や特性を残しながら，改良した行動ルールは局
所的な探索性能を向上できたと考えられる．
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図 4.6: 改良CAPSOの探索推移
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図 4.7: 改良CAPSOの探索推移（拡大）
次に，探索中の粒子の状態は，図 4.8に示すように，探索終盤に pbestである粒子
が 4割は存在する．3.2.2の実験では，図 4.2のように pbestと同じ状態の粒子は存在
しなかった．これに対して，pbestに向かって移動するよう粒子の行動ルールを変更
したことから，このような結果が得られたと考えられる．そして，図 4.9に示すよ
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うに，探索毎に状態が改善された粒子は半数程度であるが，標準的なパラメータと
比べて，自身より悪い状態を参照したとき，および自身が pbestのときの状態が改善
される確率が高くなっていた．一方，自身より良い状態の相手に対する行動は，図
4.10に示すように，状態が改善しない割合が高くなっていた．しかしながら，この
結果は状態が改善しなかったものをすべて含んでおり，探索後半は状態が pbestの粒
子が増加していたことから，良い状態の相手に対する接近の効果は低下していない
と考えられる．また，自身より悪い相手を参照した際に，pbestへ接近，または局所
探索を行うことから，自身が pbestでないときは状態が改善される可能性が高くなる
だけでなく，pbestからさらに状態改善が行われる可能性も高めることができた．
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図 4.8: 改良CAPSOの粒子の状態
以上の結果より，Rastrigin関数のような多峰性関数において，CAPSOの局所的
な探索性能の向上と計算時間の短縮が有効であることを示した．CAPSOを実問題
へ適用する際には，本節で示した改良パラメータを用いるだけでなく，適用問題の
設計空間に応じて行動ルールを調整することが望ましい．このとき，CAPSOの行
動ルールは個々の粒子の行動に着目して変更を加えやすいことから，問題に対する
拡張性が高いと予想される．したがって，以降の実験では，標準的なパラメータや
改良した行動ルールを問題に応じて調整することで有効性の検証を行う．
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図 4.9: 状態が改善された粒子の統計
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図 4.10: 状態が改善しなかった粒子の統計
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4.2 制約付き最適化問題への適用
実問題では，制約条件下で最適化を行うことが一般的である．最適化における制
約充足は，解の評価にペナルティ法を組合わせるなど何らかの操作を必要とする．さ
らに，制約充足と最適解の探索を同時に行う必要があるため，制約条件を違反した
解の評価値を最悪の値として扱うような単純なペナルティだけで有効な解を得るこ
とは困難である．本節では，CAPSOにおける個々の粒子の行動に着目し，粒子間
の関係性の比較に基づく制約充足を試みる．これにより，性質の異なる複数の制約
条件が存在したとしても，粒子間の差に基づく比較ルールを設けるだけで制約充足
と最適化を行うことができると考えられる．
4.2.1 セルオートマトンPSOによる制約充足
CAPSOでは，個々の粒子の比較を行う際に，どちらの状態が優れているのか判
断する評価基準として制約充足を考慮することが有効と考えられる．4.1までの実験
では，無制約問題における最適化を扱ってきたことから，粒子の比較における評価
基準は，目的関数値の最小化が目的であれば関数値が小さいほど優れているものと
していた．この評価基準へ制約条件を違反した際の比較ルールを加えることで，制
約条件の充足度を考慮した粒子の評価，および比較が可能となる．
例えば，3つの制約条件が存在する問題では，次のように粒子の比較ルールを設
けることができる．
1. 粒子 A，および Bが共に制約条件を違反しているなら，制約条件の違反数で
比較する．
2. 制約条件の違反数の比較結果より，粒子Aの方が違反数が少なければAの方
が優れており，多ければ Aの方が劣っているものと判断する．違反数が同じ
ときは，各条件に対する違反の度合で比較を行う．
3. 各条件に対する違反の度合の比較結果より，粒子 Aの違反量の総計が少なけ
ればAの方が優れており，多ければAの方が劣っているものと判断する．違
反量も同じときは，粒子AとBは同等の状態であるものと判断する．
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4. 粒子AとBの片方が制約条件を違反しているとき，粒子Aが違反していなけれ
ばAの方が優れており，違反していればAの方が劣っているものと判断する．
5. 粒子AとBが共に制約を充足しているとき，最適化の目的が関数値の最小化
でれば，粒子Aの関数値が粒子Bの関数値と比べて小さければ優れている，大
きければ劣っている，同じであれば同等の状態であるものと判断する．
ここで，2つ目，および 3つ目の比較において，粒子AとBが違反している条件がそ
れぞれ異なる可能性がある．その場合，各制約条件に対する優先度がなければ，制
約違反していない状態の違反量を 0として違反の度合を計算した上で総計を求める
こととする．制約条件毎に優先度が異なる場合，最も優先する制約条件から順に上
で述べた比較ルールを適用する．これにより，優先度や性質が異なる制約条件が存
在する問題において，上述の比較ルールを必要に応じて多段階に設定するだけで制
約充足と解の最適化を行うことができると考えられる．
4.2.2 制約付きテスト関数の最適化
CAPSOの制約充足の有効性を検証するために，制約付きテスト関数として用い
られるMichalewiczが提案した 4つの関数G1からG3，およびG5[4]を対象に数値実
験を行った．対象とした関数を式 4.1から 4.4に示す．
G1 (x) = 5
4X
i=1
xi   5
4X
i=1
x2i  
13X
i=5
xi (4.1)
subject to
2 (x1 + x2) + x10 + x11  10;
2 (x1 + x3) + x10 + x12  10;
2 (x2 + x3) + x11 + x12  10;
 8x1 + x10  0;  8x2 + x11  0;  8x3 + x12  0;
 2x4   x5 + x10  0;  2x6   x7 + x11  0;  2x8   x9 + x12  0;
0  xi  1; i = 1; :::; 9;
0  xi  100; i = 10; 11; 12; 0  x13  1
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G2 (x) = x1 + x2 + x3 (4.2)
subject to
1  0:0025 (x4 + x6)  0;
1  0:0025 (x5 + x7   x4)  0;
1  0:01 (x8   x5)  0;
x1x6   833:33252x4   100x1 + 83333:333  0;
x2x7   1250x5   x2x4 + 1250x4  0
x3x8   1250000  x3x5 + 2500x5
100 eqx1  10000; 1000  xi  10000; i = 2; 3;
10  xi  1000; i = 4; :::; 8
G3 (x) = (x1   10)2 + 5 (x2   12)2 + x43 + 3 (x4   11)2 (4.3)
+10x65 + 7x
2
6 + x
4
7   4x6x7   10x6   8x7
subject to
127  2x21   3x42   x3   4x24   5x5  0;
282  7x1   3x2   10x23   x4 + x5  0;
196  23x1   x22   6x26 + 8x7  0;
 4x21   x22 + 3x1x2   2x23   5x6 + 11x7  0;
 10  xi  10; i = 1; :::; 7
67
G5 (x) = x
2
1 + x
2
2 + x1x2   14x1   16x2 + (x3   10)2 (4.4)
+4 (x4   5)2 + (x5   3)2 + 2 (x6   1)2 + 5x27
+7 (x8   11)2 + 2 (x9   10)2 + (x10   7)2 + 45
subject to
105  4x1   5x2 + 3x7   9x8  0;
 10x1 + 8x2 + 17x7   2x8  0;
8x1   2x2   5x9 + 2x10 + 12  0;
 3 (x1   2)2   4 (x2   3)2   2x23 + 7x4 + 120  0;
 5x21   8x2   (x3   6)2 2x4 + 40  0;
 x21   2 (x2   2)2 + 2x1x2   14x5 + 6x6  0;
 0:5 (x1   8)2   2 (x2   4)2   3x25 + x6 + 30  0;
3x1   6x2   12 (x9   8)2 + 7x10  0;
 10  xi  10; i = 1; :::; 10
本項では 制約法を用いて制約充足を行う PSO（-PSO）[5]を CAPSOの比較
対象として用いる．制約法とは，複数の制約条件に対して重みを設定することな
く，それぞれの条件に対する違反度を用いて制約を充足する手法である．この手法
では，レベルと呼ばれる制約に対する充足度が設けられており，解探索の進展に
応じて全制約条件を充足するよう調節が行われる．そして，ある時点で制約の充足
度が レベル以上の解候補は，全制約条件を満たしていなくても目的関数値の最適
化が行われる．このように段階的に制約充足を行うことで，複数の制約条件の充足
を図ることができる．-PSOは，本項で適用対象とするテスト関数において，パラ
メータの設定次第で有効な解探索を行えることが示されている [5]．また，制約法
は，CAPSOと同じように制約の違反度に応じて解候補の適応度の決定を行う制約
充足手法である．よって，PSOと 制約法を組合せた -PSOとの比較により，提
案手法の探索性能を示す．実験のパラメータは，CAPSOは 4.1節で行った改良を加
えた行動ルールを用い，粒子数は 70，繰り返し回数は 5,000とした．-PSOの粒子
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数と繰り返し回数も同じ設定である．速度更新のパラメータは，c1 = c2 = 2とし，
速度の最大値は設計変数毎に定義域の半分とした．制約法のパラメータは，文献
[5]内で用いられていたものと同じものを用いた．各関数を 30回実行して得られた
結果を表 4.3に示す．
表 4.3: 制約付き最適化問題に対する適用結果
平均値 最良値 最悪値 標準偏差 制約充足回数
手法 G1
-PSO -14.600 -15.000 -12.000 1.010 30 / 30
CAPSO -6.496 -10.882 -2.607 1.927 30 / 30
手法 G2
-PSO 12221.148 7657.447 30000.000 5578.120 12 / 30
CAPSO 7517.924 7064.986 8897.802 397.021 30 / 30
手法 G3
-PSO 680.642 680.632 680.666 0.009 30 / 30
CAPSO 680.716 680.635 680.955 0.076 30 / 30
手法 G5
-PSO - - - - 0 / 30
CAPSO 144.066 143.642 144.714 0.255 30 / 30
表 4.3において，-PSOを関数G5へ適用した結果は，すべて制約充足できなかっ
たため記載していない．適用結果より，CAPSOはすべての関数において制約を充足
することができたが，得られた解の精度は問題によって異なることがわかる．関数
G1では，-PSOと比べて探索性能が大きく低下していた．この関数は，G2，および
G5と比較して，すべての制約を満たした実行可能解が存在する領域が広く，-PSO
は最適解を得ることができている．一方，CAPSOは，複雑な設計空間に対する探
索性能を高めていることから，G1では逆に探索性能の低下を招いたと考えられる．
これを解決するためには，行動ルールに加えた改良を除く，粒子数を増やす，悪化
受理率を調整するといったパラメータの修正が必要である．関数G3では，CAPSO
と -PSOは共に精度の高い解を得ることができた．
関数G2，およびG5では，-PSOを用いて制約充足できない可能性がある．一方，
69
CAPSOは 30回の試行において毎回制約を充足することができた．関数G2の最適
解は 7049.331であることから，かなり精度の高い探索を行えたと考えられる．関数
G5の最適解は 24.306であり，CAPSOは制約を充足できたが，最適解を得ることは
できなかった．制約充足の際には，制約条件の違反数と各条件の違反度で比較を行
うことから，ペナルティ関数法のように問題を無制約問題へ変換することなく，制約
違反した解の情報も利用した解探索を行っていると考えられる．しかしながら，制
約を充足した後の解探索は，制約充足時の探索状況に強く依存することから，制約
条件の充足方法と充足後の探索方法の両面で行動ルールやパラメータ調整を行う必
要があると予想される．
以上の結果より，CAPSOは，少なくとも制約充足に有効であることを示した．し
かしながら，制約充足後の解探索性能の考慮が必要であるため，対象問題毎に制約
条件や問題特性を考慮した粒子の比較ルール，および評価基準を設定することが望
ましいと考えられる．
4.3 組合せ最適化問題への適用
実問題の多くは，数値の大小のみで表すことができないため，組合せ最適化問題
として定式化される．従来のPSOは，関数最適化問題のような実数値のみを設計変
数とする問題へ適用されている．これは，粒子の速度更新式が実数値変数を前提に
作られているからであり，組合せ最適化問題へ適用する際には，設計変数に応じて
PSOの解探索メカニズムを実現できるようにする必要がある．CAPSOも同じよう
に組合せ最適化問題へ適用するために，整数値を対象としたコーディングを行う必
要がある．このとき，粒子間の位置関係や距離の概念を適切に表現できなければ、
粒子の移動や POPに基づく解探索を実現することができない．したがって，本節
では，組合せ最適化問題の一つであるナップサック問題を対象に，CAPSOを適用
する．
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4.3.1 ナップサック問題への適用
本研究で対象とするナップサック問題は，以下の通りである．
目的関数：f(x) =
nX
i=1
aixi（最大化） (4.5)
制約条件：
nX
i=1
bijxi  bj
bj =
nX
i=1
bij=2
xi 2 f0; 1g
式 4.5において，xは設計変数，nはアイテム数，aiは各アイテムの価値，bij は
各アイテムの制約条件に関する値，bjは制約条件 jの上限値である．なお，制約条
件の数がmのとき，j = 1; :::;mである. このように，1つ以上の制約条件下で，n
個のアイテムの中から価値の合計を最大化する組合せを見つけることがこの問題の
目的である．
CAPSOにおいて，ナップサック問題へ適用するために，本研究では，粒子の状態
成分を 0-1の整数値で表すことにする．そして，粒子間の距離計算をハミング距離
とすることで，粒子間の位置関係を定義する．各移動方法は以下のように行われる．
＜接近＞
STEP 1A　各次元の変数値のカウンター i = 0とする
STEP 2A　粒子AとBとの距離に基づいて算出した移動量 dispを計算する
STEP 3A　 [0 : 1]の一様乱数 rと移動量 disp，ナップサックのアイテム数 nから
0-1の配列の変化数xAi = n r  dispを計算する
STEP 4A　xAi  0なら必ずどこかを変更するようxAi = 1とする
STEP 5A　変数の値を変更した数がxAiになるまで STEP6A以降を繰り返す
STEP 6A　粒子AとBのそれぞれの配列を比較し，値が異なる箇所を集合 Iに格
納する
STEP 7A　集合 Iの中からランダムに 1箇所だけ選択し，粒子Aの設計変数値を　
粒子Bの値と同じにする
STEP 8A　配列の値を変更した数を増やして SETP5Aに戻る
＜反発＞
STEP 1B～5Bは接近の STEP1A～5Aと同じ
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STEP 6B　粒子AとBのそれぞれの配列を比較し，値が同じ箇所を集合 Iに格
納する
STEP 7B　集合 Iの中からランダムに 1箇所だけ選択し，粒子Aの設計変数値を　
粒子Bと異なる値にする
STEP 8B　配列の値を変更した数を増やして SETP5Bに戻る
＜均衡＞
・配列の変更数xAiを決定するまでは他の移動方法と同じ
・配列の値の変更は，反発→接近の順に，1度につき 2箇所ずつ変更する
また，参照相手と pbestの 2つの位置を参照して接近する際には，以下のようにし
て移動を行う．
・基本的には上述の接近の手順に基づいて移動を行う
・粒子間の距離に基づいて算出する dispは，粒子AとBで求めた dispABと粒子A
とCで求めた dipsAC より，disp = (dispAB + dispAC)=2 のように決定する
・変更箇所の候補は，粒子Aと比較してBとCのどちらかが異なる値を持っている
なら集合 Iへ格納する
・ランダムに選択された箇所において，粒子Bと C が同じであれば粒子Aの該当
する箇所の値を粒子B，およびCと同じにする
・選択された箇所が粒子Bと C で異なるときは，粒子Aの値をどちらかの粒子の
値に合わせる
また，K平均法におけるベクトル表現は設計変数をそのまま用いることとし，距
離計算もハミング距離を用いる．このようにして，設計変数が整数値で表される空
間において，CAPSOによる解探索の有効を検証する．
4.3.2 有効性の検証
CAPSOの有効性を検証するために，本研究では，ナップサックのアイテムと制
約条件の数が異なる 2つの問題に対する適用を行う．また，既存手法との比較とし
て，制約法を用いたGA（-GA）[6]もこれらの問題へ適用する．
本研究で対象とする問題は，アイテム数が 100，制約条件が 1つの 100アイテム 1
制約問題と 500アイテム 5制約問題の 2つである．100アイテム 1制約問題では，各
アイテムの価値と制約に関する値を [1; 1000]の範囲の整数値の中からランダムに決
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定した．500アイテム 5制約問題では，[1; 100]の範囲の整数値の中からランダムに
アイテムの価値と制約条件に関する値を決定した．これにより，各制約条件の上限
値は式 4.5の bjのように決定される．
数値実験におけるパラメータとして，CAPSOと-GAの粒子数・個体数と繰り返
し数・実行世代数は同数とした．100アイテム 1制約問題では粒子数を 50，繰り返し
数を 3,000とした．500アイテム 5制約問題では，アイテム数の増加に伴い組合せ数
が多くなったことから，粒子数を 100，繰り返し数を 3,000と設定した．CAPSOの
パラメータは，3.2.2で用いた標準的なパラメータと 4.1で述べた改良した行動ルー
ルの 2つを用いた．それぞれの悪化受理率は 20%，移動量の最大値は 35%とした．
改良した行動ルールにおいて，pbestが自身より悪い相手を参照したときに行う局所
探索は，ランダムに配列の 0-1を何箇所か反転させるものを用いた．一方，-GAで
は，交叉率は 60%の一様交叉，突然変異率は各遺伝子座に対して 0.5%でビット反転，
自然淘汰はエリート保存率 1%のエリート保存ルーレット選択を用いた．このよう
にして，標準CAPSOと改良CAPSO，-GAの 3手法を適用して得られた結果を表
4.4，および 4.5に示す．
表 4.4: 100アイテム 1制約問題の適用結果
手法 平均値 最良値 最悪値 標準偏差
標準CAPSO 46,106 46,256 45,868 101.401
改良CAPSO 46,161 46,256 45,955 76,708
-GA 46,110 46,256 45,792 117.324
表 4.5: 500アイテム 5制約問題の適用結果
手法 平均値 最良値 最悪値 標準偏差
標準CAPSO 21,185 21,369 20,901 134.346
改良CAPSO 21.878 21.911 21.853 17.418
-GA 21,909 21,941 21,888 12.268
まず，表 4.4より，CAPSOは 2つのパラメータで -GAと同等の結果が得られた
ことがわかる．GAは，ナップサック問題のような設計変数が 0-1で表される組合せ
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最適化問題に適した手法である．そして，-GAは制約充足のための改良を行った
手法である．よって，CAPSOはナップサック問題に対して有効な手法とみなすこ
とができる．
次に，表 4.5では，標準的なパラメータを用いたCAPSOの結果が他の 2手法と比
べて劣る結果となった．標準的なパラメータを用いたCAPSOは，大域的な探索を
行えるが，局所的な探索性能が低下している．そのため，制約違反と最適解の境界で
集中的な探索を行うことが難しく，他の手法と比べて解の精度が低下したと考えら
れる．これに対して，行動ルールを改良したCAPSOは，各粒子が行動の際に pbest
の位置情報を利用することで，局所的な探索能力が標準的なパラメータと比べて向
上している．さらに，図 4.11に示すように平均値が常に上下していることから，各
粒子は停滞することなく探索を続けていると考えられる．したがって，大域探索と
局所探索の両面で，改良CAPSOは組合せ最適化問題においても有効と考えられる．
15,000
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21,000
1 1001 2001 3001
平均値
gbest
0                    1,000                    2,000                   3,000
評価値
繰り返し回数
図 4.11: CAPSOの探索推移
4.4 多目的最適化問題への適用
多目的最適化問題とは，複数の目的関数の最適化を同時に扱う問題である．この
問題では，複数存在する目的同士の関係性によって最適化の困難さが左右される．例
えば食事の栄養と品質の 2つを最大化する場合，両方を満たした料理や食材を見つ
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けることができると考えられる．これに対して，品質の最大化とコストの最小化を
同時に行う際には，品質を上げることでコストも増加し，コストを下げると品質も
下がるというようなトレードオフの関係にあるため，2つの目的を満足する解を得
ることが困難なだけでなく，そのような解は存在しない可能性がある．よって，目
的間にトレードオフが存在する最適化問題において，有効な解を求めることが多目
的最適化問題の課題である．
多目的最適化問題におけるメタヒューリスティクスを用いた解法では，GAを多
目的最適化問題へ拡張したNSGA2[7]が有効とされている．NSGA2のような解法で
は，トレードオフの関係にある複数の目的関数によって形成される空間において，い
ずれかの目的関数値が他の解より優れたパレート解の探索が行われている．パレー
ト解は，目的関数間の関係性によって多数存在している．各目的関数に優先度を与
えることで単目的として評価できるが，得られた解の使用者でなければ優先度を決
めることはできない．よって，互いの優劣を決めることは困難であることから，パ
レート解の集合であるパレートフロントが多目的最適化における探索対象とされて
いる．
パレートフロントの探索は，多数のパレート解を得ることで行われる．そのため，
多目的最適化を対象とした手法には多様な解を探索する仕組みと大域的な探索能力
が求められる．CAPSOは，個々の粒子が自律的に行動することから大域的な探索
が行われやすく，各粒子が近傍間で群れを成すことで複数のパレート解を同時に探
索できると考えられる．したがって，本節では，CAPSOを多目的最適化問題へ適
用できるよう拡張を行い，その有効性を検証する．
4.4.1 セルオートマトンPSOによる多目的最適化
CAPSOを多目的最適化に適用するために，本研究では以下のような拡張を行う．
 探索されたパレート解の保存
 粒子の評価基準，および比較ルールへパレートランクを用いる
 パレートランクが同じときの行動ルールを加える
まず，複数のパレート解を探索するためには，見つけた解を保存する必要がある．
CAPSOでは，常に粒子が移動し続けることから，各粒子の状態がパレート解であ
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る保証はない．したがって，探索中に見つけたパレート解を履歴として保存するこ
ととする．なお，CAPSOは，履歴として保存したパレート解を探索に用いないこ
とから，履歴のサイズは設けないが，履歴が大きくならないようパレートランクが
最も高いもの以外は随時削除を行う．
次に，粒子の評価基準，および比較ルールとしてパレートランクを用いることで，
複数の目的関数を考慮した探索を行うことを試みる．ここで，パレートランクとは，
図 4.12に示すように，すべての目的関数値が自身より優れた解が存在しないものに
対して高い順位を与えるランキング法である．パレートランクが 1位の解は，いず
れかの目的関数値が他のあらゆる解より優れており，同ランクの解との優劣をつけ
ることができない．本手法では，このパレートランクが 1位の解のみをパレート解
として扱う．準パレート解は，図 4.12に示すように，すべての目的関数値が自身よ
り優れた解は存在しないが，いずれかの目的関数値が自身より優れた解が存在して
いるものを表している．多目的最適化は，可能であればすべての関数を最適化する
ことを目的としている．そのため，本手法では，準パレート解はパレート解として
扱わず，ランクは 1.5位のように異なるランクとして扱う．非パレート解のランク
は，すべての目的関数が自身より優れた解の数をランクに加えることで決定される．
CAPSOでは，このパレートランキングに基づいて，個々の粒子間の比較を行う．こ
れにより，パレートランクの低い粒子は，自身よりランクの高い粒子に対して接近
を行うことでパレートランクの高い状態へと移動できると考えられる．したがって，
CAPSOは，このように粒子の比較ルールへパレートランクを用いるだけで，個々
のランクの違いから容易に高ランクのパレート解を探索できる．
最後に，本手法では，パレートランクが同じ，特にパレートランクが 1位の解の
行動に変更を加えることで，パレート解の探索性能の向上を図る．これは，ある粒
子が同ランクの粒子を参照した際に，現状では均衡を行う以外に行動ルールを設け
ていないからである．均衡は，互いの距離関係を保ちながら状態を更新する移動方
法である．これは，POPに基づく行動ではないため，さらなるパレート解の探索に
有効ではない可能性がある．しかしながら，パレートランクが 1位の解は現状で自
身より優れた解が存在しない．そこで，パレートランクが 1位同士の比較を行った
ときには，近傍に他の粒子も存在することから，パレートランキングではなく，い
ずれかの目的関数に対する単目的最適化を目指した行動を行うこととする．これに
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図 4.12: パレートランキング
より，特定の目的関数のみが優れたパレート解を探索できるだけでなく，他の粒子
が参照することでその近傍の探索を促し，粒子群全体でパレートフロントを広げる
効果が期待できる．
本手法では，パレートランク 1位（それ以上のランクの状態を知らない）の粒子が
同ランクの粒子を参照した際に，2分の 1の確率で単目的最適化を行うよう行動を変
化させる．そして，ランダムに選択した目的関数における pbestに到達するか，自身
より高いパレートランクを持つ解を見つけた際に単目的を行う状態を解除する．こ
のようにして，多目的最適化問題へ拡張した多目的CAPSOにおける様々なパレー
ト解の探索精度，および効率性の向上を図る．
4.4.2 テスト関数の最適化
多目的CAPSOの有効性を検証するために，テスト関数への適用を行う．本実験
では，多目的最適化のテスト関数として用いられる ZDTシリーズ [8] を対象とした
検証を行う．ZDTシリーズにおいて，パレートフロントの形状が凸型の ZDT1と非
凸型のZDT2，不連続なパレートフロントを持つZDT3，多峰性関数のZDT4，設計
空間に偏りが存在する ZDT6の 5つを用いる．それぞれの関数を以下に示す．
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ZDT1 : min f1 (x) = x1 (4.6)
min f2 (x) = g  h
g = 1 + 9
 
nX
i=2
xi
!
= (n  1)
h = 1 
q
f1=g
xi 2 [0; 1]
i = 1; :::; n n = 10
ZDT2 : min f1 (x) = x1 (4.7)
min f2 (x) = g  h
g = 1 + 9
 
nX
i=2
xi
!
= (n  1)
h = 1  (f1=g)2
xi 2 [0; 1]
i = 1; :::; n n = 10
ZDT3 : min f1 (x) = x1 (4.8)
min f2 (x) = g  h
g = 1 + 9
 
nX
i=2
xi
!
= (n  1)
h = 1 
q
f1=g   (f1=g) sin(10fi)
xi 2 [0; 1]
i = 1; :::; n n = 10
ZDT4 : min f1 (x) = x1 (4.9)
min f2 (x) = g  h
g = 1 + 10 (n  1) +
 
nX
i=2

x2i   10cos (4xi)
!
h = 1 
q
f1=g
x1 2 [0; 1] xi 2 [ 5; 5]
i = 2; :::; n n = 10
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ZDT6 : min f1 (x) = 1  exp ( 4x1) sin6 (10x1) (4.10)
min f2 (x) = g  h
g = 1 + 9
  
nX
i=2
xi
!
= (n  1)
!0:25
h = 1  (f1=g)2
xi 2 [0; 1]
i = 1; :::; n n = 10
実験では，各関数に対して同じパラメータを適用した．CAPSOは，大域探索性
能を高めるために 3.2.2で用いた標準的なパラメータを用い，粒子数を 100，繰り
返し回数を 3,000，悪化受理率を 20%，移動量の最大値を 35%とした．比較手法の
NSGA2は，個体数を 100，実行世代数を 3,000とし，交叉としてBLX-を用いた．
BLX-のパラメータは， = 1:0とした．NSGA2は，上述のように多目的最適化に
おいて有効とされている手法である．この手法では，パレートランクに基づいた個
体群のソートと評価値空間における個体群の混雑度を用いてパレートフロントの探
索が行われる．例えば，個体の適応度を決定する際に，パレートランクに基づいて
並び替えた後，ランクが低い順に淘汰を行うと同時に，同ランク内では混雑度が高
い，つまり密集した箇所に存在する個体から順に淘汰する．このように自然淘汰を
行うことで，より優れたパレートフロントの探索と同パレートランク内では多様な
解を探索することが可能となる．CAPSOとNSGA2との大きな違いは，多様な解を
探索するための方法である．NSGA2では混雑度を用いることで個体群の多様性を
持たせているのに対して，CAPSOにおける粒子の行動ルールで有効な探索が行え
るかどうか検証する．両手法をそれぞれの関数に適用して得られたパレート解を図
4.13から 4.17に示す．
それぞれの結果より，ZDT4以外の関数では，CAPSOの方が精度の高いパレート
解を探索することができた．ZDT4では，図 4.16からわかるように，NSGA2より
パレートランクの高い解を得ることはできたが，探索できたパレート解の範囲は限
られていた．この関数では，f1(x)を最小化してから f2(x)の最小化が行われる．そ
の際，CAPSOによる探索はGAによる探索と比べて大きな変化が生じにくく，悪
化受理の影響で粒子の行動が抑制されている．一方，NSGA2では，交叉と突然変異
によって新たな個体が生成されるだけでなく，個体の混雑度に基づいて探索領域を
広げることが行われている．これにより，得られたパレート解の精度はCAPSOに
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図 4.13: ZDT1の適用結果
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図 4.14: ZDT2の適用結果
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図 4.15: ZDT3の適用結果
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図 4.16: ZDT4の適用結果
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図 4.17: ZDT6の適用結果
劣るが，より広い範囲でパレート解を探索できたと考えられる．
CAPSOによるパレート解の探索は，個々の粒子が自律的に行動することで様々
な解を同時に探索できるだけでなく，状況に応じて単目的最適化のための行動を行
うことから，各目的関数の最適化を行いながら，精度の高いパレート解を探索する
ことができたと考えられる．しかしながら，ZDT4のように，粒子群の初期収束が
生じやすい問題では有効な探索を行えない可能性がある．したがって，問題に適し
た行動の追加やパラメータ設定を行うことで，実問題における探索性能の改善を行
うことが望ましいと考えられる．
4.5 まとめ
本章では，CAPSOの行動ルール，および計算時間の改善を行うとともに，制約条
件や複数目的が存在する問題に対する適用可能性を調べた．また，ナップサック問
題へ適用することで，組合せ最適化問題に対する適用可能性も検証した．それぞれ
の実験結果より，適用問題に応じてパラメータの調整が必要であるが，CAPSOに
よる解探索が適用可能であることを示した．
CAPSOでは，個々の粒子の行動ルールを変更するだけで，手法の解探索性能が
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大きく変化する．さらに，粒子の評価基準である比較ルールに制約条件やパレート
ランクを加えるだけで，様々な最適化問題へ適用することができる．ただし，粒子
の位置情報，および粒子間の距離は，POPに基づく探索が活かせるように定義する
必要がある．したがって，適用問題に求められる最適化と設計変数から適切なパラ
メータについて検討を行い，必要に応じて問題の知識を粒子の行動に組み込んでい
くことで，CAPSOは実用性の高い最適化を実現することができると考えられる．
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第5章 橋梁維持管理計画策定への適用
本章では，橋梁の長期的な補修計画策定問題へ提案手法のCAPSOを適用するこ
とで，その有用性を検証する. この問題では，数 100橋を超える大規模な橋梁群を
同時に考慮しながら，予測誤差や予算の変動のような不確実性，補修や交通止めに
伴う様々な費用，年度毎の予算制約など様々な要素を含めた計画を策定することが
求められる. そのため，すべての要素を定式化して同時に最適化することは非常に
困難である. このような現状に対して，本研究では，最適化によって得られる解の
実用性を考慮し，様々な要素を段階的に扱いながら計画策定者の意思決定を支援す
ることを目的とした最適な計画策定方法を提案する. CAPSOは，粒子の評価基準を
適切に設定することで，様々な要素を柔軟に扱うことができる. また，適用問題の
知識を組み込むことで計算効率を高めることも可能である. したがって，従来から
適用されていた遺伝的アルゴリズム（GA）との比較を行い，本研究における計画策
定方法，およびCAPSOの有効性を検証する.
5.1 橋梁維持管理計画策定問題
橋梁の持続可能な維持管理の実現は，日常生活や社会活動を支えるために解決す
べき課題である．わが国では，高度成長期に建設された多数の橋梁に加えて，補強，
および補修による安全性の維持が必要となる橋梁が今後も増加する．したがって，供
用期間を通じて必要となる初期建設費用や維持管理費用，自然災害などから生じる
損失を含めたライフサイクルコスト（Life-cycle-cost: LCC）の削減を目的とした橋
梁の長寿命化が必要とされている [1]．長期的な維持管理計画の策定は，橋梁の安全
性の確保に必要な費用の見積もりに有効であり，長寿命化によるLCC削減のために
重要と考えられている．計画の最適化は，例えば，補修工法と施工年度，複数橋梁
を考慮した膨大な組合せの中から安全性を維持しながらLCCの削減効果を最大化す
ることを目的として行われる．したがって，組合せ最適化問題に有効である遺伝的
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アルゴリズム（Genetic Algorithm: GA）[2, 3]を適用した計画策定手法が提案され
ている [4, 5]．
現実における橋梁維持管理は，劣化予測や点検精度，経済状況など様々な不確実
性を伴う環境下で行われている．そのため，長期的な補修計画に沿って工事を実施
できる可能性は低いと予想される．しかしながら，予定が変更されることを前提と
した上で，予算変動が少なく，柔軟な意思決定に有効な計画案を策定することは重
要と考えられる．
本研究では，策定された最適な計画案の実用性を高めるために，予防保全計画に
よって生じる補修工事の施工年度を変更可能な期間に着目した計画の策定，および
意思決定の支援を試みる．予防保全は，橋梁の劣化に対して早期に対策を行うこと
で，部材の性能を維持することができる．このとき，早期に補修を行うよう予定を
立てることから，実際には施工年度を多少先送りすることが可能である．この施工
年度の変更に伴う補修費用の変動は，実施する補修工法を変更しないことから大き
くない．したがって，長期計画を策定する際，予防保全を行うことを前提に補修費
用を最小化した計画を策定することで，多少の計画変更を行うことができる柔軟な
計画案を策定できると考えられる．本研究では，このような計画案を橋梁毎に策定
し，計画の変更可能な期間内で橋梁全体やネットワークを考慮したLCCの最小化や
年度予算の変動の考慮を行う．
5.2 橋梁維持管理計画の最適化
橋梁維持管理の目的は，劣化に伴う補修・補強を行うことにより，橋梁の寿命を延
命することである．一般に橋梁の安全性を考えるならば，詳細な点検と質の高い補
修・補強，および更新を頻繁に繰り返し，建設時の安全性を維持することが理想的
である．しかしながら，維持管理は膨大な費用と人手を要する作業であるため，頻
繁に点検，補修・補強，および更新を行うことは現実的には困難である．このため，
長期的な視野の下，橋梁の維持管理計画を策定することが重要となる．したがって，
劣化予測に基づき，安全性の確保とコストを考慮した長期的な予算の見積もりに有
効な解を求めることが，長期計画最適化の目的となる．
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5.2.1 計画最適化の有効性
橋梁維持管理のための補修計画は，長期間において，（1）補修の対象とする橋梁，
（2）施工する補修工法の種類，および（3）施工時期を決定するために策定される．
まず，（1）補修対象の橋梁は，限られた予算内で補修を行うことから，部材の状態
と劣化予測から補修の必要性を考慮して決定する必要がある．次に，（2）施工する
補修工法の種類は，表面塗装による劣化抑止や断面修復のような部材性能を回復さ
せるものなど様々な工法がある．そして，補修を行うための費用と得られる効果は，
工法によってそれぞれ異なる．そのため，補修対象の部材の現状と投入可能な予算
に加えて，補修してから次の補修が必要になるまでの劣化予測を考慮して，適切な
補修工法を決定することが望ましい．最後に，（3）補修の施工時期は，投入可能な
予算と部材の性能低下の進展に応じて適切な時期を決定することが求められる．施
工時期を遅らせることで，計画全体の補修回数を減らすことができる．しかしなが
ら，予定に変更が生じた際，部材の劣化はさらに進展するため，安全性が低下する
可能性がある．また，部材の補修は，性能低下に応じて効果の高い補修が必要とな
るため，実施に必要な費用が大きくなる傾向がある．したがって，（1）から（3）の
要素は，それぞれの関係性を考慮して適切に決定されることが求められる．
実際の補修計画は，橋梁の重要性や求められる安全性の水準に基づいて決定され
たシナリオに従って策定される．この方法では，補修のための予算を確保すること
ができれば，各橋梁の安全性を確保することができる．しかしながら，長期的な視
野に基づくLCCの削減のためには，年度毎の橋梁の状態に応じて適した補修工法と
時期，対象橋梁を決定することが有効と考えられる．このような最適化の有無によ
る計画の違いは，補修費用に現れることが文献 [6]において示されている．数値計算
例として，10橋梁に対する計画策定結果の比較を表 5.1，および図 5.1に示す．
表 5.1: 最適化の有無による比較（費用の単位：十億円）
計画 最適化なし 最適化あり
補修費用 3,827 1,916
性能 5,970 5,952
最適化の有無による比較において，最適化を行わない計画は，ある年度に補修を
行わなければ安全性の基準（この例では 0.8）を下回るとき，最も効果の高い補修を
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図 5.1: 性能劣化の比較
行うよう策定されたものである．一方，最適化された計画は，GAを用いて策定さ
れたものである．表 5.1より，最適化を行うことで，補修費用を大幅に削減できるこ
とがわかる．これは，供用期間中に安全性を確保するために十分な性能を維持でき
るよう様々な工法を適用しているからである．一方，最適化しない計画における性
能劣化の推移は，図 5.1に示すように，何度も性能回復を行うことから，より多く
の費用が必要となる．以上の結果より，計画の最適化は，橋梁の安全性を確保しな
がら，補修費用を削減できると期待される．ただし，この数値計算例は，年度予算
や不確実な要因の考慮などを行っていない．そのため，策定された計画を実用する
際に生じる問題などを考慮した上で有効な計画を策定することが必要と考えられる．
5.2.2 補修計画の実用性
橋梁の補修は，継続的に供用される中で行われる．そのため，点検の精度や頻度が
低下することで劣化予測の精度も低下する．また，ある橋梁の補修工事の規模が大
きいとき，通行止めや交通規制が必要となる．これにより，橋梁単体の安全性だけで
なく，交通などのネットワークとしての利便性も考慮することが求められる．5.2.1
で述べたように，補修計画の最適化は，費用削減と安全性の維持に有効である．し
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かしながら，その効果は，計画策定時に考慮した要素に限定される．さらに，橋梁
維持管理，および補修計画に関わる要素は様々であり，すべてをモデル化すること
は非常に困難と予想される．したがって，最適化から得られる情報の意義を考慮し
た上で，補修計画の実用性を検討する必要がある．
補修計画の実用性に関わる要因として，複数橋梁の考慮，劣化予測の誤差，およ
び年度予算が挙げられる．まず，複数橋梁の考慮は，補修にかかる年間の費用の計算
やネットワークとして評価するために必要である．橋梁の補修に伴う費用は，国土
交通省土木工事積算基準で定められているように，年間の費用に応じて費用削減効
果が変化する．また，コスト平準化のような年度予算の確保を行うためには，複数
の橋梁の状態を考慮して適切な補修の時期を決定することが求められる．一方，橋
梁のネットワークとしての評価は，補修工事によって生じる交通への影響のように
橋梁を利用する市民の損失の見積もりなどを行う際に必要とされる．この見積もり
は，1日毎の交通量の変化などを求めるため，単一橋梁に対する計画策定では評価
することができない．このようなことから，複数橋梁を考慮した計画の策定が検討
されている [1, 4, 5]．しかしながら，1度の最適化で扱う橋梁の数に伴って設計変数
の組合せ数が指数的に増加するため，計算時間が増大する傾向がある．さらに，現
実には 1度で数 100橋を対象に計画を策定することが求められるため，たとえGA
を用いたとしても扱うことができないほどの組合せ数となる可能性がある．
次に，劣化予測の誤差は，予定の変更として計画に影響を与える可能性がある．
例えば，ある部材の健全性を表す性能指数が安全性の基準値を下回る直前で補修を
行うとき，劣化が予測より速く進展すれば補修前に安全性の基準を下回ることにな
る．一方，早期に補修を行う予防保全は，必要となる補修工事の規模が小さくなる
ことで，費用の削減効果も期待できる．ただし，補修を行う時期が過度に速くなれ
ば，それだけ補修を行う回数が増加するため，費用の増大を引き起こす．したがっ
て，実際には，劣化予測によって生じる予定の変更を考慮した，頑健な計画を策定
することが求められる．
最後に，年度予算は，計画に従って補修を行うために確保することが必要となる．
つまり，年間の補修費用に見合った予算を確保できなければ，劣化予測の誤差と同
様に予定の変更が生じる．年度毎の補修に対する予算の上限は，経済状況などの影
響を受けて変動する．また，年度毎に割り当てられた予算の次年度以降への持ち越
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しは，橋梁の新規建設や耐震補強など他にも予算を必要とする事業が存在するため，
実際に行うことができない．そのため，毎年の補修費用を同程度に抑えるコスト平
準化により，年度予算の確保が行われているのが現状である．現在供用されている
橋梁の多くは，高度成長期に建設されたものである．つまり，補修が必要となる時
期が近くなることが予想される．そのため，コスト平準化を行う計画では，特定の
年度に多くの予算を投入できないことから，すべての橋梁の安全性を維持すること
が困難な可能性がある．また，コスト平準化を行わない場合であっても予算は限ら
れている．したがって，年度予算の変動と上限を考慮した計画の策定が必要とされ
ている．
以上のことから，様々な要素を考慮することは，補修計画の実用性を高めるため
に必要不可欠である．しかしながら，最適化で扱う要素が増加することで，解探索
の複雑化が生じることになる．また，劣化予測の誤差や年度予算の変動は不確実性
を伴う．そのため，事前にあらゆる状況を予測して最適な計画を策定することは不
可能である．したがって，最適化ですべての要素を扱うのではなく，計画策定者自
身による意思決定も考慮した上で，補修計画の最適化の意義を明らかにする必要が
あると考えられる．
5.3 長期計画策定問題の定式化
5.3.1 対象問題
本章では，海岸付近を通る 10橋梁の 100年間に渡る長期維持管理計画策定 [1]を対
象問題とする．対象とした橋梁群は,図 5.2に示すネットワークのコンクリート道路
橋であり [1]，そのモデルは，橋脚と床版（鋼製桁とRC床版の合成構造）からなる 6
部材，10橋梁である．道路橋は，図 5.3に示す橋脚上部（pierU），橋脚下部（pierL），
沓（shoe），桁（girder），床版支承部（slabB）と床版中央部（slabC）の 6つの構
造部位から構成される [4]．
コンクリート構造物の性能が低下する要因には，構造物を取り巻く環境条件，気
象条件や外力条件などの外的要因のほか，設計条件や施工条件などの内的要因があ
る．また，主な劣化機構は，中性化や塩害，凍害，化学的侵食，アルカリ骨材反応
などの環境作用が原因のものと疲労や過大荷重などの主に荷重条件が原因のものに
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図 5.2: 道路ネットワーク
床版中央部 (slabC)
床版支承部 (slabB)
桁 (girder)
沓 (shoe)
橋脚上部 (pierU)
橋脚下部 (pierL)
30m
図 5.3: 橋梁のモデル
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大別される．本章では，劣化要因を中性化と塩害弱，塩害中，塩害強の 4つとする．
各橋梁の劣化環境を表 5.2に示す [4]．各橋梁は，海岸からの距離の違いなどによっ
て異なる環境下にある．また，同じ劣化環境下であっても，各橋梁が完成してから
供用開始までの経過年数が異なるため，供用開始時の性能が異なる．
部材の性能は，健全時に有している性能に対する割合として示す．部材の性能低
下は，考慮する部位により劣化機構が異なるため，各構造部位に区分して設定する．
本章では，図 5.4に示す劣化型と耐用年数型を橋梁の劣化モデルとする [4]．各部材
の性能低下要因から，橋脚は劣化型，沓と桁は耐用年数型，床版は鉄筋腐食に対し
ては劣化型，疲労に対しては耐用年数型を採用した．
橋脚の性能低下は環境作用の影響が主要因と考え，鉄筋残存率で表す．鉄筋腐食
の過程はコンクリート標準示方書 [7]に基づき，潜伏期，進展期，加速期を経て腐食
する劣化型モデル（図 5.4（a））を用いる．図 5.4（a）において，T0，T1，T2は劣
化進行の分岐点である．T1は，性能が 0.996の地点である．次に，沓と桁は環境条
件によらず，それぞれゴム支承の耐用年数，塗装の耐用年数（図 5.4（b））を用いる．
そして，床版は，環境作用と繰り返し荷重の両方の影響によるため，鉄筋残存率と
疲労に対する耐用年数を比較して性能劣化が速い方を床版の性能低下として表す．
4つの環境下における橋脚と床版の劣化速度について，劣化進行の分岐点を表 5.3，
5.4に示す．劣化環境が塩害中と塩害強の場合，床版は補修のみでは繰り返し荷重に
よる疲労を回復できないため，30年に 1度補修を行う必要がある．また，耐用年数
型の部材では，塩害の強さに関わらず，沓は 80年，桁は 15年で更新を必要とする．
経年 経年
性
能
指
数
性
能
指
数
潜
伏
期
進
展
期
加
速
期
1.0 1.0
(a)劣化型 (b)耐用年数型
T0
T1
T2
図 5.4: 橋梁の劣化モデル
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表 5.2: 環境と経過年数
橋梁 環境 経過年数
B01 中性化 0
B02 中性化 0
B03 塩害弱 2
B04 塩害中 2
B05 塩害強 2
B06 塩害中 2
B07 塩害強 2
B08 塩害中 0
B09 塩害弱 0
B10 塩害弱 0
表 5.3: 橋脚の性能曲線と分岐位置
橋脚上部（pierU）
分岐 中性化 塩害弱 塩害中 塩害強
T0 70 60 27 25
T1 100 70 30 28
T2 220 210 140 130
橋脚下部（pierL）
分岐 中性化 塩害弱 塩害中 塩害強
T0 70 60 40 27
T1 100 70 45 30
T2 220 210 170 140
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表 5.4: 床版の性能曲線と分岐位置
床版支承部（slabB）
分岐 中性化 塩害弱 塩害中 塩害強
T0
30（耐用年数型）
10 6
T1 12 7
T2 33 31
床版中央部（slabC）
分岐 中性化 塩害弱 塩害中 塩害強
T0
30（耐用年数型）
14 9
T1 15 10
T2 36 34
各部材の性能の劣化は，補修・補強によって性能の低下を抑止，あるいは回復す
ることが可能である．表 5.5に補修工法の種類と効果の一覧を示す [4]．なお，更新
の対策工法として，沓は支承取替，桁は鋼桁塗装，床版は打替を施工する．
表 5.5: 補修工法と効果
対策工法 平均的な効果の内容
表面塗装 性能低下を 7年間抑止
表面修復 性能低下を 10年間抑止
断面修復
性能指数を 1.0まで回復
（鉄筋補強）
その後，初期の劣化曲線
に従い劣化
脱塩 現状の性能指数から初期
（再アルカリ化） の劣化曲線に従い劣化
電気防食 性能低下を 40年間抑止
断面修復
性能指数を 1.0まで回復さ
＋
せ，性能低下を 10年間抑
表面被覆
止，その後，初期の劣化
曲線に従い劣化
更新 初期性能を供用期間だけ維持
本研究では，図 5.5に示す工事価格に加えて，交通規制や通行止めに伴う道路の
利用者の損失を表すユーザーコスト [1, 8]を LCCとして考慮する．まず，工事価格
は，「平成 13年度版国土交通省土木工事積算基準」に従い，以下の手順で算定する．
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工事費用算定手順
(1)直接工事費=補修費用+足場費用
(2)交通仮設費=共通仮設費率 (Kr)直接工事費 (P)
P  6,000千円のとき
Kr [%] = 20.15 + 2.0
6,000千円  P  1,000,000千円のとき
Kr [%] = 843.9  P 0:2393  1000 0:2393 + 2.0
1,000,000千円  Pのとき
Kr [%] = 5.92 + 2.0
(3)純工事費=直接工事費+共通仮設費
(4)現場管理費=現場管理費率 (J0)純工事費 (Np)
Np  7,000千円のとき
J0 [%] = 25.17 + 1.5
7,000千円  Np  1,000,000千円のとき
J0 [%] = 61.9  Np 0:0571  1000 0:0571 + 1.5
1,000,000千円  Npのとき
J0 [%] = 18.96 + 1.5
(5)工事原価=純工事費+現場管理費
(6)一般管理費等=一般管理費等率 (Gp)工事原価 (Cp)
Cp  5,000千円のとき
Gp [%] = 14.38
5,000千円  Cp  3,000,000千円のとき
Gp [%] = -2.57651  flog (Cp) + 3g + 31.63531
3,000,000千円  Cpのとき
Gp [%] = 7.22
(7)工事価格=工事原価+一般管理費等
補修工法，部材別の標準的な補修費用の一覧を表 5.6に，足場費用を表 5.7に示す
[4]．表 5.6に示すように，同じ工法であっても部材に応じて価格が異なる．これは，
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各部材の表面積が異なるためである．足場費用は，他の部材を同じ年度で補修する
際に共用可能である．共用可能な組み合わせを表 5.8に示す [4]．基本的に，ある部
材を補修するために必要な足場は，その部材の下方にある部材の足場と共用可能で
ある．
工事価格
一般管理費等 工事原価
間接工事費 直接工事費
共通仮設費現場管理費
純工事費
図 5.5: 工事価格の構成
次に，ユーザーコストの算定では，環境や騒音，通行止めなど様々な要因から生じ
る社会的損失のすべてを定量化することは困難である．そのため，本研究では，時
間的損失と経済的損失に着目して算定を行う．具体的には，橋梁にリンクする道路
の交通規制や通行止め時の迂回路交通による走行時間増加コスト（時間的損失）と
走行費用増加コスト（経済的損失）の和からユーザーコストを算出する．
走行時間の増加に伴うコスト Crtは，道路ネットワークを対象に，交通規制時の
走行時間費用 Crt1と通常時の走行時間費用 Crt0の差で算出する．走行時間費用は，
各リンク間の交通量Qに走行時間 T と時間価格原単位を乗じて算出する [9]．よっ
て，あるリンクの走行時間増加コストは式 5.1で算出される．
Crt = Tm  (Crt1   Crt0)
= Tm  ( Q1  T1    Q0  T0) (5.1)
ここで，Tmは作業による交通規制日数，Q1，T1は交通規制時，Q0，T0は通常時の
交通量と走行時間を表す．また，本研究では，車種として乗用車類のみとし，時間
価格原単位 を 67円/台・分とする．
走行費用の増加に伴うコストCrcは，交通規制時の走行費用Crc1と通常時の走行
費用Crc0の差で算出する．走行費用は，各リンク間の交通量Qにリンク距離Lと表
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表 5.6: 部材補修費用（単位：千円）
補修工法 橋脚上部 橋脚下部 沓
表面塗装 780 1,920 -
表面被覆 2,730 6,720 -
断面修復
20,670 50,880 -（鉄筋補強）
脱塩
3,510 8,640 -（再アルカリ化）
電気防食 3,900 9,600 -
断面修復
＋ 22,620 55,680 -
表面被覆
更新 - - 4,200
補修工法 桁
床版 床版
支承部 中央部
表面塗装 - 1,640 3,280
表面被覆 - 4,100 8,200
断面修復
- 22,140 44,280（鉄筋補強）
脱塩
- 7,380 14,760（再アルカリ化）
電気防食 - 8,200 16,400
断面修復
＋ - 26,240 52,480
表面被覆
更新 5,400 12,300 24,600
表 5.7: 足場費用（単位：千円）
部材 橋脚上部 橋脚下部 沓
足場費用 360 190 360
部材 桁 床版支承部 床版中央部
足場費用 4,830 690 510
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表 5.8: 足場の共用ルール
部材 橋脚上部 橋脚下部 沓
共用部材 橋脚下部 なし
橋脚上部
橋脚下部
部材 桁 床版支承部 床版中央部
橋脚上部
共用部材 全部材 橋脚下部 なし
沓
5.9に示す走行費用原単位 を乗じて算出する [9]．よって，あるリンクの走行費用
増加コストは式 (5.2)で算定される．
Crc = Tm  (Crc1   Crc0)
= Tm  ( Q1  L1    Q0  L0) (5.2)
ここで，L1，L0は交通規制時のリンク距離と通常時のリンク距離を表す．
表 5.9: 走行費用原単位 
速度（km/時間） 5 10 20 30 40
（円/台・km） 35 28 21 18 18
本研究では，交通量と速度の関係にQ-V曲線を採用する．Q-V曲線を作成するに
は最大速度Vmaxと最大速度における限界交通量Q1，最低速度Vminにおける限界
交通量Q2が必要である．ここでは，市町村道（片側 1車線）を対象とし，道路構造
令 [10]を参考に 1日あたりの交通容量から図 5.6のようなQ-V曲線を算出した．
規制による迂回によって生じた交通量の配分は，分割配分法 [11]を用いて行われ
る．本研究では，交通規制されたリンクの 1時間毎の交通量を 10分割し，リンク毎
のQ-V曲線の交通量と速度との関係からダイクストラ法を用いて最短時間経路を選
択し，選択されたルートに含まれる全リンクに分割した交通量を加えることを分割
数だけ繰り返すことで，リンク交通量と走行時間を算定する．この操作を図 5.2の全
ノード間で行うことで，1日分のユーザーコストが算定される．なお，ノード間の距
離と交通量は文献 [1]のOD表を用いた．1日分のユーザーコストと表 5.10に示す各
補修工事に必要な通行止めの日数との乗算が，その補修工事に必要な費用となる．
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図 5.6: 1日あたりのQ-V曲線
表 5.10: 通行止めの日数
部材 補修工法 通行止め日数
床版 更新 30
桁 更新 15
沓 更新 7
維持管理計画策定では，供用期間中（本論文では 100年間），全部材の安全性を
維持することが必要となる．そのため，このような条件下で維持管理費用を最小化
する計画の策定を目的とする．なお，本論文では，数値実験による計画策定方法の
有用性の検証を目的とすることから，既往研究 [4]と同様に，安全性の確保として，
部材の性能が 0.8を下回らないこととする．この値は，本来は，維持管理において
要求される安全性に基づいて決定されるものである．
5.4 セルオートマトンPSOの適用
本研究では，既往研究でGAによって行われていた計画の最適化に対して，CAPSO
の適用を試みる．
5.4.1 コーディング
CAPSOによる計画策定では，年度毎の補修工法を最適化の設計変数とする．GA
による計画策定は，年度毎の補修工法を設計変数として扱った場合，工事を行わな
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い年度が多いことから交叉の際に意味のない遺伝子を多く持つことになる．そのた
め，既往研究では，補修工法と工事を行う間隔のみを設計変数としていた．これに
対して，CAPSOの粒子の移動は，参照相手と共通，または異なる箇所を対象に少
しずつ変更を加えていくことから，従来のように年度毎の補修工法を決定すること
とする．また，年度毎の補修工法を設計変数とすることで，4.3で述べたナップサッ
ク問題における粒子の移動方法をそのまま用いることができる．
粒子間の距離は，工事の施行順序と間隔に基づいて計算を行う．この距離計算で
は，施行順序と補修工事の間隔の一致を分けて扱い，それぞれの一致度を合わせて
計画の類似性を算出する．そのため，補修を行う年度が異なっていても順序が同じ
であれば類似した計画として扱うことができる．
5.4.2 行動ルール
計画策定問題では，ナップサック問題と同じように，整数値の設計変数を扱う必
要がある．そのため，4.1で述べた改良を行った行動ルールを用いて解探索を行うこ
ととする．接近などの移動方法は，4.3で述べたナップサック問題における移動方法
と同じものを用いる．ただし，反発によって参照相手と異なる値に変更する際，複
数の補修工法を適用可能な部材が存在する．そのため，2つ以上の補修工法を適用
可能な部材に対しては，参照相手と異なる補修工法の中からランダムに変更するも
のとする．
pbestの局所探索は，補修工事の施行年度を変更するものと補修工法を変更するも
のの 2つを行い，新たに生成された状態の比較を行って優れている方を次の状態の
候補として採用する．
5.5 10橋梁に対する計画策定
5.5.1 問題設定
CAPSOによる計画策定の有用性を検証するために，図 5.2における 10橋を対象
に計画の策定を行った．これら 10橋を対象とした計画では，工事によって通行が
不可能となるノードが存在しないことから，手法の有効性を検証するために適して
いる．
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計画は，既往研究のように単一橋梁を対象に最適化し，変更可能な期間内でユー
ザーコストなどの考慮を行う．よって，本節の実験では，策定された予防保全計画
の安全性について評価を行う．つまり，部材毎の性能について，劣化予測の不確実
性を考慮した上で評価を行うこととする．計画策定におけるパラメータ設定は，粒
子数を 100，繰り返し数を 1,000とした．行動ルールは上述のように 4.1の改良を加
えたものを用い，悪化受理率を 20%，移動量の最大値を 35%とした．粒子の比較，
および評価基準は以下の通りである．
 性能が 0.8未満の部材を含む場合，性能の違反値が小さいほど優れているもの
とする．性能の違反は少ないほど優れているものとして比較を行う．
 年度予算の上限が設けられている場合，年度毎に超過した費用の総計が少ない
ほど優れているものとする．性能の違反を含む粒子は年度予算の上限を違反し
ている粒子より劣っているものとして扱う．
 制約条件を違反していない粒子は，補修費用が少ないほど優れているものと
する．
 補修費用が同じ粒子間の比較は，各部材の性能の総計が高いほど優れているも
のとする．これにより予防保全計画が策定される．
5.5.2 策定結果
数値実験によって得られた結果を表 5.11に示す．なお，表には比較対象として既
往研究におけるGAの結果も掲載した．
表 5.11: 10橋梁に対する策定結果
手法 GA CAPSO
補修費用 1,932 1,950
足場費用 343 383
工事価格 3,512 3,717
ユーザーコスト 10,722 12,203
性能 5,834 5,811
一橋あたりの計算時間 18分 2分
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結果より，CAPSOはGAとほぼ同等の計画を策定することができた．これらの
手法の大きな違いは，一橋あたりの計算時間である．GAでは，CAPSOと比較して
大きな個体数と実行世代数を設定していた．これは，試行毎に性能の制約充足を行
いない可能性があったからである．一方，CAPSOは，探索性能が安定しており，少
ない粒子数と繰り返し回数でGAと同等の解を得ることができた．
ユーザーコストや工事価格の最小化は，GAの方が優れた解を得ることができた．
これについては，CAPSOのパラメータ設定などを行うことで精度改善を行う必要
がある．本実験では，適用可能性を調査することを目的としていたことから計画策
定に特化した行動を組み込んでいない．そのため，今後の実験においてさらなる有
効性を検証する必要がある．
5.6 まとめ
本研究では，橋梁維持管理計画における実用的な計画策定方法として，予防保全
によって生じる変更可能な期間を利用した柔軟性を持つ計画策定方法へCAPSOを
適用した．適用結果より，CAPSOはGAと同程度の解を短時間で得ることができ
た．この計画策定では，各橋梁の変更可能な期間を利用して不確実性などの影響を
軽減させる．そのため，変更可能な期間を持つ様々な計画を短時間で策定できれば，
それらを組合せて様々な状況に応じた計画案を策定する支援が行えると考えられる．
各橋梁をネットワークの構成部品として考えたとき，ネットワークの安全性の維
持と維持管理費用の削減を行うためには，補修を最小限に抑えても構わない橋梁も
存在する．したがって，橋梁毎の重要度を考慮した上で，変更可能な期間を持つ計
画や費用最小化のみを重視した計画を策定し，ネットワークにおける役割から適切
な計画案を選択することで，維持管理計画の実用性が向上すると考えらえる．これ
を実現するために，CAPSOを用いた効率的な最適化は重要な役割を果たすと期待
される．
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第6章 構造物の信頼性解析への適用
本章では，ライフラインネットワークを対象とした信頼性解析において，損傷の
要因となる破壊モードを推定するためにメタヒューリスティクスを適用する. ライ
フラインネットワークのような大規模構造物は，多数のリンクとノードから成るこ
とから，複数の破壊モードを有する. そのため，地震のような災害時ではなく，平常
時の安全性を評価するためには，非常に低い確率で生じる要素の破壊を考慮するこ
とが求められる. 本研究では，発生確率に基づいて複数の破壊モードの評価，および
損傷要因の推定を効率的に行うために，破壊モードの探索を最適化問題として定式
化し，メタヒューリスティクスの適用を試みる. セルオートマトンPSO（CAPSO）
は，個々の粒子が自律的に行動することから，設計空間を広範囲に探索することが
できる. したがって，CAPSOを用いた最適化により，ネットワークにおける複数の
破壊モードの探索を行う.
6.1 ライフラインネットワークの信頼性解析
構造物の信頼性解析は，安全性の確保や合理的な補修・補強を行うために必要不
可欠である．構造物の健全性の評価では，点検時の状態が含む不確実性を考慮する
ことが求められる．そのため，構造物の強度や外力を確率変数として扱うことによ
る損傷確率の算定が行われている [1]．ライフラインネットワークのような大規模構
造物は，複雑で多様な破壊モードを有する．複数の破壊モードを考慮した損傷確率
の算定は，定量的評価の精度向上だけでなく，損傷要因の推定や適切な対策を検討
するために必要である．よって，少ない計算コストで高い算定精度を持つ損傷確率
の算定手法が求められている [2, 3]．
既往研究では，モンテカルロ法に基づく効率的な損傷確率の算定手法に関する研
究が行われている．これらの手法では，対象とする構造物の強度や外力から構成さ
れる確率空間において，空間全体の形状把握と損傷領域に対する集中的なサンプリ
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ングによって，構造物の損傷確率が算定される．そのため，マルコフ連鎖モンテカ
ルロ（MCMC）[4, 5]や重点サンプリング [6]，サブセット法 [7]のような効率的なサ
ンプリング手法が適用されてきた．しかしながら，これらのような確率密度分布に
基づく手法では，大規模構造物の信頼性解析において，多様な破壊モードを考慮し
た損傷確率を算定することが困難である．これは，破壊モード間の発生確率に大き
な差があり，多様なモードを考慮しても損傷確率の算定結果にあまり影響がないか
らである．その結果，効率的な算定を行う手法では，発生確率が低い破壊モードの
サンプリングが行われない傾向がある．
ネットワークでは，ノードやリンクのような各構成要素の破壊が同時に発生し，供
給点と需要点との間の連結が損なわれることで損傷となる [8, 9]．そのため，供給点
と需要点，およびそれら周辺の要素を除いたネットワークの損傷は，発生確率が低
いことが一般的である．道路や電気，ガス，水道のようなライフラインネットワー
クは大規模，かつ複雑なネットワークであることから，このような特性を持つ可能
性が非常に高い．これらの理由より，上述の効率的なサンプリング手法は，損傷確
率の算定には有効であるが，損傷に関わる重要な要素を推定が困難な可能性がある
[10]．
本研究では，ネットワークの信頼性解析に有効な損傷確率の算定手法の提案を試
みる．提案手法では，メタヒューリスティクス手法を用いて多様な破壊モードを探
索することで，効率的な損傷確率の算定を行う．本研究では，ネットワークの最小
カットセットの探索に対してメタヒューリスティクスを適用し，PNET（Probabilistic
Network Evaluation Technique）[11]を用いて得られた結果から損傷確率を算定す
る．このように定式化することで設計空間を簡略化でき，大規模ネットワークにお
いても多様な破壊モードを効率良く探索できると予想される．数値実験において，
MCMC Importance Sampling法 [10]との比較を行うことで，提案手法の有効性を検
証する．
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6.2 メタヒューリスティクスを用いた損傷確率の算定
6.2.1 破壊モードの探索の定式化
本研究では，ノードとリンクをネットワークの構成要素として扱い，各要素の状
態を正常と破壊の 2状態とする．このようにして，n個の要素から成るネットワー
クの状態は，2n個の組合せとして表される．そして，供給点から需要点までの連結
が損なわれた状態をネットワークの損傷として扱う．ネットワークの損傷は，グラ
フ理論に基づいて解析可能であるが，構造物の信頼性を評価するために発生確率を
同時に考慮する必要がある [8, 9]．損傷確率を算定するためには，ネットワークが含
む破壊モードの発生確率を求める必要がある．そこで，1つの解候補が表すネット
ワークの状態の評価値として，各要素の状態の組合せに含まれる最小カットセット
の発生確率を用いる．ここで，最小カットセットの発生確率は，事前にモンテカル
ロ法を用いて各要素の破壊確率を求めておき，該当する要素の同時発生確率として
計算を行う．
このように定式化を行うことにより，メタヒューリスティクス手法はナップサッ
ク問題と同様の方法で解探索を行うことができる．モンテカルロ法のようなサンプ
リングに基づく手法では，各要素の強度や外力の確率分布を考慮してサンプルを発
生させるため，複数の要素が破壊した発生確率の低いサンプルを取得するためには
膨大な計算時間が必要となる．一方，本研究の定式化では，探索の際に確率変数の
影響を受けないことから，多様な状態を考慮した評価を行いやすいという利点があ
る．さらに，大規模ネットワークであっても，各要素の破壊確率を算定することは，
与えられた確率分布から容易に行えると予想される．
6.2.2 リサンプリングCAPSO
メタヒューリスティクスは，基本的には単一の最適解を探索することを目的とす
る. 破壊モードの探索では，発生確率の高い順に様々な解を得ることが求められる.
よって，本研究では，CAPSOへ状態の初期化による再探索を繰り返し行えるよう
改良を加えたリサンプリングCAPSOを開発する.リサンプリングCAPSOの探索手
順は以下の通りである.
STEP1　各粒子の状態の初期化
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STEP2　各粒子が行動
STEP3　リサンプリング
STEP4　探索の終了条件を満たしていなければ STEP2へ.そうでなければ探索終
了.
この手法では，各粒子が近傍を参照しながら自律的に行動し，相互作用によって
全体が協調することで解探索が行われる．そして，発生確率の高い順に複数の解を
得るために，リサンプリングと探索履歴を利用する．リサンプリングとは，粒子の
状態をランダムに変更することで初期化する処理であり，履歴から探索状況を把握
し，状況に応じて評価指標を変更することで効率良く複数の解を探索することがで
きる．これを行うために，探索履歴として保存された粒子の情報は，参照相手とし
て利用される．6.2.1で述べた問題における解候補のコーディングを図 6.1に示す．
移動する粒子
参照相手
移動
参照
移動する粒子
参照相手
接近 反発 均衡
新たな状態
均衡
反発
接近
新たな状態
新たな状態
図 6.1: 粒子のコーディングと行動
提案手法における破壊モードの探索では，各要素の状態が設計変数として扱われ
る．要素が正常なら「0」，破壊されているなら「1」としたとき，粒子は図 6.1に示
すような 2値の配列として表される．解探索を行う際，各解候補は，距離が近い他
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の解候補を参照相手として選択し，相手との関係性に基づいて接近，反発，および
均衡の中から状態改善に適した移動を行う．図 6.1において，2値の配列の色が塗ら
れている箇所は参照相手と値が異なることを表しており，移動の例として新たな状
態に付けられている楕円は移動によって変更された箇所を表している．例えば，自
身よりも良い状態の粒子を参照相手として選択した際には，「接近」を採用すること
で，図 6.1のように状態を相手と同じように変化させる．これは，近接最適性原理
（POP）に基づき，良い相手へ近づくことで，自身の状態が改善されることが多く
の最適化問題において成り立つからである．参照相手が自身より悪いときには反発，
同等なときには均衡を採用することで，解候補はそれぞれが状態を改善する確率が
高い行動を取ることによる解探索を行う．なお，本研究では，ハミング距離を解候
補間の距離として用いた．
発生確率が高い複数の破壊モードを探索するために，提案手法では，粒子は次の
ようなルールによって比較が行われる．
粒子は，ネットワークの状態に応じて，状態改善を行うための比較が行われる．（1）
ネットワークが正常な粒子は，破壊された要素を増やすことでネットワークを損傷
状態へ近づけることを行動の目的とする．そのため，状態を表す 2値の配列に含ま
れる破壊要素の数を評価値として用い，破壊要素が多いほど優れた粒子となるよう
比較される．（2）損傷したネットワークを表す粒子は，状態が含む最小カットセッ
トの発生確率を評価値として用いることで，発生しやすい破壊モードの探索を行う．
発生確率に基づいて複数の破壊モードを探索するために，状態（2）の比較は，探索
履歴に基づいて評価指標が決定される．提案手法では，最小カットセット毎に履歴
を保存し，粒子が表す最小カットセットのグループの履歴数によって，比較に用い
る発生確率を決定する．最小カットセットの発生確率は次の式で求められる．
p (x) =
mY
i=1
Y
j2Fi
f (xj) (6.1)
式 6.1において，p (x)は最小カットセットの発生確率を表す．mは粒子に含まれる
最小カットセットの数を表し，Fiは該当するカットセットが含む要素の集合，f (xj)
は要素 jの破壊確率である．まず，異なる最小カットセットに属する粒子間の比較
では，カットセット毎に保存されている履歴数によって評価指標を決定する．履歴
数が多いカットセットでは，最小カットセットだけでなく，同時に破壊された要素
の破壊確率も乗じた状態の発生確率の中で最小のものを履歴の中から採用する．一
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方，履歴数が少ない，または同じ際には式 6.1で求めた最小カットセットの発生確率
を評価指標として採用する．そして，値が大きいほど優れているものとして，決定
された指標の比較を行う．次に，同じ最小カットセットに属する粒子同士の比較で
は，発生確率の差がないことから，カットセットに含まれない破壊された要素の数
を用いて比較する．このとき，破壊された要素数が少ないものを優れているものと
して比較することで，特定のカットセット内での集中的な探索を行う．さらに，同
じカットセット内での比較において，破壊要素が自身より少ない履歴を参照した際
には，すでに探索が行われているものとして現在の状態を履歴として保存し，粒子
の状態を初期化する．このように履歴の保存と粒子のリサンプリングを行うことで，
履歴数をカットセットの探索度合いとして扱い，リサンプリングされた粒子は，探
索状況に応じて様々な最小カットセットを探索することになる．また，異なる状態
の粒子の比較は，状態（1）より状態（2）の方が優れているものとする．このよう
に決定された関係性により，粒子は適切な移動方法を採用しながら，効率的に多数
の粒子を探索することができる．
リサンプリングCAPSOでは，履歴を利用することで，多様な破壊モードを探索
できる．しかしながら，問題の規模が大きくなるにつれて，保存が必要な履歴数が増
加し，参照相手として利用する際の計算コストが膨大となる．そこで，最も発生確
率の高い最小カットセットのグループ内で最も低い発生確率を基準とし，この値よ
り高い発生確率を持つ最小カットセットのみを探索履歴として保存することとした．
これは，発生確率の高い順に探索が行われるからであり，グループの最小の発生確
率の低下は特定のグループの探索が十分に行われたことを意味するからである．こ
のように保存する履歴を制限することで，計算時間を短縮することはできるが，精
度の低下を招く可能性がある．本章では，すべての実験においてこの方法を用いる
ことで，その有効性を検証する．
6.2.3 PNETによる損傷確率算定
複数の最小カットセットが存在するとき，各カットセットは重複する要素を含む
可能性がある．そのため，カットセット間の相関性を考慮した損傷確率を算定が必
要とされる．本研究では，PNET[11]を用いることで，近似的に損傷確率を算定す
ることを試みる．提案手法におけるカットセット間の相関係数の求め方を図 6.2に
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示す．
相関係数の閾値
サンプルi，j間の相関係数
サンプルiにおける破壊されたリンクの集合
Fiが含む要素数
サンプルiにおけるリンクkの状態
正常
破壊
サンプルi
正常なリンク
破壊されたリンク
サンプルj
サンプルl
完全相関
独立
図 6.2: カットセット間の相関性の計算
提案手法では，破壊された要素に基づくリンクの損傷状態によって相関係数が決
定される．図 6.2に示すように，損傷箇所の重複が多いほど相関係数が高くなる．例
えば，sample jのリンクの損傷状況は sample iにおいて損傷しているすべてのリン
クを含むことから，相関係数は最大の 1となる．一方，sample lは sample iと共通
している損傷状態のリンクは 1つだけであることから相関性が低く，図 6.2では閾
値 0より相関係数が低いことから独立した要素とみなす．このようにして，提案手
法は複数の破壊モードを考慮した損傷確率の算定を試みる．
6.3 一層ラーメン構造の信頼性解析への適用
構造物の信頼性解析に対する提案手法の有効性を示すために，本節では一層ラー
メン構造への適用した数値実験を行う [12]．解析の対象とするラーメン構造を図 6.3
に示す．この構造物の破壊のメカニズムは古田 [13]により明らかにされている．構
造物の損傷は 4つの要因，垂直荷重P，水平荷重H，梁の全塑性モーメントMB，お
よび柱の全塑性モーメントMCより生じる．数値計算例では，これらの要因は表 6.1
111
に示す基本確率分布に従う確率変数として扱われる．構造物は図 6.4に示す 8つの
破壊モードを有する．これらのモードの破壊条件式を式 6.2に示す．ここで，Lは柱
の長さを表す．この数値計算例では，Lを 100と設定する．提案手法は破壊条件式
Zi（i=1～8）を限界状態関数値として用いる．
Z1 = 4MB   2PL
Z2 = 2MB + 2MC   2PL
Z3 = 3MB + MC   2PL
Z4 = 4MC   HL
Z5 = 2MB + 2MC   HL
Z6 = MB + 3MC   HL
Z7 = 2MB + 4MC   2PL   HL
Z8 = 4MB + 2MC   2PL   HL
9>>>>>>>>>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>>>>>>>>>;
(6.2)
  
MB 
MC 
H 
4L 
P 
L 
図 6.3: 一層ラーメン構造
提案手法のパラメータは，粒子数を 100，繰り返し回数を 2,000，悪化受理率を
20%と設定する．行動ルールは 3.3.2で用いた標準的なパターンを用いる．また，こ
の実験では，ネットワークを対象としていないことから，設計変数は確率変数値，評
価値は限界状態関数値の合計値を用いて，破壊モードの探索を行うこととした．な
お，最小カットセットに基づくグループ分けは，0以下となった限界状態関数に従
うことで代用した．この実験における検証は，1億個のサンプルをモンテカルロ法
によって発生させた結果と比較することで行う．なお，この例で用いられている構
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 図 6.4: 一層ラーメン構造の破壊モード
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表 6.1: 損傷要因の基本確率分布
損傷要因 基本確率分布
P N(50, 102)
H N(50, 102)
MB N(0.5, 0:1
2)
MC N(1.0, 0:2
2)
造物の確率空間はシンプルであることから，モンテカルロ法によって得られた結果
は厳密解とみなすことができる．
提案手法とモンテカルロ法によって得られた損傷サンプルの探索結果を表 6.2に
示す．表 6.2の「破壊モード」の列は該当するサンプルが満たしている破壊条件式，
つまり破壊モードを表している．例えば，もし式 6.2に示した Z7と Z8がともに 0
以下のサンプルであれば，「破壊モード」の列の値は"7, 8"と表される．表 6.2では，
サンプルはそれぞれが満たした式 6.2に示した破壊条件式に基づいてグループに分
けられている．そして，各グループ中で最も高い発生確率を持つサンプルは発生確
率の高さに基づいて順位付けされている．したがって，モンテカルロ法によって得
られた上位 15のグループについて，それぞれの手法より得られたサンプルが表 6.2
に示されている．
比較結果より，提案手法が厳密解と同等のサンプリング精度を持つことを示した．
これは，提案手法とモンテカルロ法によって得られたサンプルに大きな違いがなかっ
たからである．さらに，本研究では，繰り返し回数が増加するにつれて，損傷サン
プルのグループ数が増加することが確認されている．提案手法では，粒子は，まず
高い発生確率を持つサンプルを集団で探索する．その後，各粒子が探索履歴に基づ
くことによって状況に応じて探索領域を変更する．これらのプロセスの中で，粒子
はリサンプリングによって，集中的探索と大域的探索を繰り返す．したがって，提
案手法は発生確率に基づいた多様な損傷サンプルを得ることができた．また，提案
手法は 6万個のサンプル（粒子数を 40，繰り返し回数を 1,500とした）を用いて表
6.2に示す結果と同等の上位 15のグループのサンプルを得られた．一方，モンテカ
ルロ法は同等の精度を得るために 150万個のサンプルを必要とした．これは，提案
手法がリサンプリングと探索履歴を用いて効率的に様々なサンプルを探索できるか
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表 6.2: 提案手法とモンテカルロ法との比較
順位 手法 発生確率 破壊モード
1
モンテカルロ法 2.117E-03
8提案手法 2.047E-03
2
モンテカルロ法 2.113E-03
7提案手法 1.860E-03
3
モンテカルロ法 1.836E-03
7，8提案手法 1.756E-03
4
モンテカルロ法 1.036E-03
4，7提案手法 9.845E-04
5
モンテカルロ法 1.034E-03
1，8提案手法 9.539E-04
6
モンテカルロ法 1.033E-03
1提案手法 9.486E-04
7
モンテカルロ法 1.028E-03
4提案手法 9.750E-04
8
モンテカルロ法 6.931E-04
4，7，8提案手法 6.450E-04
9
モンテカルロ法 6.876E-04
1，7，8提案手法 5.752E-04
10
モンテカルロ法 3.541E-04
4，6，7，8提案手法 3.158E-04
11
モンテカルロ法 3.539E-04
1，3，7，8提案手法 3.446E-04
12
モンテカルロ法 3.524E-04
4，6，7提案手法 3.401E-04
13
モンテカルロ法 3.512E-04
1，3，8提案手法 3.438E-04
14
モンテカルロ法 1.950E-04
1，2，3，7，8提案手法 1.896E-04
15
モンテカルロ法 1.948E-04
2，7，8提案手法 1.881E-04
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らである．これらの数値計算例より，提案手法は構造物の信頼性解析に対して有効
と考えられる．
6.4 ライフラインネットワークの信頼性解析への適用
提案手法のネットワークの信頼性解析に対する適用可能性を検証するために，次
元数の異なるネットワークモデルにおいて，モンテカルロ法，およびMCMC Im-
portance Sampling法 [10]との比較を行う．そして，大規模ネットワークの信頼性解
析における有効性を検証する．
6.4.1 適用可能性の検証
図 6.5に示す 17部材（8ノード，9リンク）のネットワーク問題 [10]において提案
手法の適用可能性を検証する．本研究では，既存研究と同様の定義を用いてネット
ワークの信頼性解析を行う．対象とするモデルの各部材の強度分布を表 6.3に示す．
ここで，各分布はすべて正規分布に従うものとし，平均値を，標準偏差を とした
ときの分布をN(, 2)と表記する．ネットワークに対する外力 F はN(3.0, 0:32)の
分布に従う確率変数とし，外力が強度を上回るときに要素の破壊が生じることとす
る．また，部材間に相関はなく，すべて独立した分布に従う．提案手法のパラメー
タ設定では，粒子数を 30，繰り返し数を 300，悪化受理率を 20%と設定する．行動
ルールは 3.2.2で用いた標準的なパラメータのものを用いる. 各要素の破壊確率は，
事前にモンテカルロ法を用いて 100万個のサンプルを生成して算定したものを用い
る．PNETの相関係数の閾値 0は 0.8とする．比較手法の設定では，モンテカルロ
法は 100万個のサンプルで損傷確率の算定を行う．MCMC Importance Sampling法
のサンプリング回数は，設計点探索ステップを 5,000回，損傷確率算定ステップを
10,000回とする．ただし，いずれの手法においても，供給点N1，および需要点N8
が損傷したサンプルは解析の対象外とした．本研究では，供給点から需要点までの
連結が破壊された状態をネットワークの損傷とみなす．そのため，これらの安全性
が重要であることは明白だからである．これらから生じる損傷サンプルの発生確率
は，複数の要素の破壊に起因する損傷サンプルより高くなる．よって，損傷に対す
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る重要性が明らかではないサンプルの発生確率を考慮した信頼性解析を行う．各手
法を 10回ずつ試行して算定した損傷確率を図 6.6に示す．
供給点 需要点
図 6.5: 17次元ネットワーク
表 6.3: 17次元ネットワークの要素の強度分布
ノード 強度分布 リンク 強度分布
N1 N(6.8, 0:82) L1 N(7.0, 1:02)
N2 N(6.8, 0:82) L2 N(6.5, 0:72)
N3 N(6.8, 0:82) L3 N(6.5, 0:72)
N4 N(6.8, 0:82) L4 N(7.0, 1:02)
N5 N(7.0, 1:02) L5 N(7.0, 1:02)
N6 N(7.0, 1:02) L6 N(7.0, 1:02)
N7 N(6.9, 0:92) L7 N(8.0, 1:52)
N8 N(7.0, 1:02) L8 N(6.0, 0:52)
L9 N(7.0, 1:02)
損傷確率の算定精度は，提案手法が他の手法と比較して優れていた．事前に損傷サ
ンプルを 100万個取得するまでモンテカルロ法を繰り返すことで求めた損傷確率とほ
ぼ同等の値を安定して算定できており，高い算定し精度を持つと考えられる．計算時
間は，モンテカルロ法が約 5分であったのに対して，提案手法とMCMC Importance
Sampling法は共に約 3秒であったことから，計算効率も高いことを確認した．なお，
本実験で用いた PCのスペックは，Intel (R) Core (TM) i7 CPU Q740@1.73GHz，
メモリ 4GB，Windows 7 64bit である．リサンプリングCAPSOによって取得した
117
試行
損傷確率
提案手法
図 6.6: 損傷確率の算定結果
最小カットセットへPNETを適用することで得られた破壊モードは，いずれの試行
においても約 10種類は取得できた．取得できた破壊モードとそれらの発生確率の一
例を表 6.4に，それらを取得した際のリサンプリングCAPSOの探索推移を図 6.7に
示す
表 6.4: 得られた破壊モードと発生確率
破壊モードが含む要素 強度分布 破壊モードが含む要素 強度分布
N5 6.370E-05 N6, L9 4.077E-09
L5 6.360E-05 L1, L4 4.070E-09
N4 4.310E-06 L6, L9 4.064E-09
N6, L7 3.457E-08 L1, L2 1.367E-10
L6, L7 3.446E-08 L7, L8 7.520E-11
表 6.4に示す破壊モードは，リサンプリングCAPSOによって得られたカットセッ
トから抽出して得られたものである．図 6.7に示すように，探索によって約 150個
のカットセットを得られたが，供給点と需要点の破壊を含むカットセット，および
PNETによる相関性の考慮によって 10種類の破壊モードを得ることができた．図
6.7において，探索されたカットセットの履歴数は探索回数と共に増加しているが，
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繰り返し回数
発生確率 履歴数
発生確率
履歴数
図 6.7: リサンプリングCAPSOによる解探索の推移
探索回数毎に評価基準に基づく最良の解候補の発生確率は何度も上下している．こ
れは，解候補を最小カットセットのグループとして扱い，グループ内の履歴数に応
じて優劣が変化するからである．探索の前半では，表 6.4の要素N5のみが破壊され
たモードのグループが最良解として扱われていた．これに対して，後半では，N4の
みが破壊されたモードのように発生確率が低い粒子の方が優れていると判断される
ようにグループの履歴に基づいて評価基準が変化し，様々な破壊モードの粒子を探
索することができた．このように発生確率の高い順から最小カットセットを探索す
ることで，ネットワークの損傷に大きな影響を与える要因の特定に対しても有効と
考えられる．以上の結果より，提案手法は，ネットワークの信頼性解析へ適用可能
であると言える．
6.4.2 30次元ネットワークへの適用
モンテカルロ法では損傷確率の算定が困難な問題へ適用することで，提案手法の
有用性を検証する．まず，図 6.8に示す 30次元ネットワーク（14ノード，16リンク）
への適用を試みる．各要素の強度分布は表 6.5に示すものを用い，外力 F はN(2.4,
0:32)に従う確率変数とした．提案手法のパラメーター設定では，6.3.1のパラメー
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タから粒子数を 50，繰り返し数を 1,000に変更した．各要素の破壊確率は，モンテ
カルロ法により 2億個のサンプを発生させることで算定したものを用いる．また，
MCMC Importance Sampling法は前実験と同じパラメータを用いる．それぞれの手
法を 10回ずつ試行して得られた損傷確率を図 6.9に示す．
供給点 需要点
図 6.8: 30次元ネットワーク
損傷確率
試行
提案手法
図 6.9: 損傷確率の比較
この問題では，供給点，および需要点の破壊を除いた損傷確率の厳密解を算定す
ることが困難である．提案手法では，各試行において平均 46種類の破壊モードを
考慮した損傷確率の算定が行われた．MCMC Importance Sampling法も平均 36種
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表 6.5: 30次元ネットワークの要素の強度分布
ノード 強度分布 リンク 強度分布
N1 N(6.5, 1:02) L1 N(7.1, 1:02)
N2 N(7.0, 1:12) L2 N(7.0, 1:02)
N3 N(6.3, 1:12) L3 N(7.0, 0:92)
N4 N(7.2, 1:02) L4 N(6.3, 1:02)
N5 N(6.5, 1:02) L5 N(6.8, 1:02)
N6 N(6.8, 1:22) L6 N(7.2, 0:82)
N7 N(7.0, 1:02) L7 N(6.9, 1:02)
N8 N(7.2, 0:92) L8 N(7.0, 1:02)
N9 N(6.7, 1:02) L9 N(6.9, 1:12)
N10 N(7.2, 0:92) L10 N(7.1, 1:02)
N11 N(6.7, 1:02) L11 N(7.0, 1:02)
N12 N(6.4, 1:02) L12 N(6.9, 1:12)
N13 N(6.8, 1:02) L13 N(6.8, 1:02)
N14 N(6.9, 1:02) L14 N(6.7, 1:02)
L15 N(6.9, 0:92)
L16 N(6.9, 0:92)
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類と様々な破壊モードを考慮した損傷確率の算定が行われていた．しかしながら，
MCMC Importance Sampling法による損傷確率算定では，MCMCによって探索さ
れた設計点が多数得られるため，重点サンプリングの適用が適切とは言い難い．さ
らに，設計点には特定の要素が重複した最小カットセットが含まれており，損傷確率
を高く算定している可能性がある．これに対して，提案手法では，PNETを用いるこ
とで，損傷要因が重複した最小カットセットを取り除いて損傷確率を算定しているこ
とから，算定精度がより正確であると予想される．計算時間は，MCMC Importance
Sampling法が平均 11秒に対して，提案手法は平均 22秒であった．
6.4.3 66次元ネットワークへの適用
次に，より規模の大きいネットワークへの適用を試みる．本実験では，既存研究
[10]において用いられた 66次元ネットワーク（29ノード，37リンク）に対して提案
手法を適用する．ネットワークのモデルを図 6.10に示す．外力 F はN(2.4, 0:32)に
従う確率変数とする．ノードの強度分布はすべてN(6.9, 0:92)に従い，リンクの強度
分布は平均値 が [6; 8]，標準偏差 が [0:5; 1:5]の範囲内でリンク毎にランダムに決
定された分布N(6.9, 0:92)に従う．提案手法のパラメータは，6.3.2の実験から繰り
返し数のみを 1,500に変更した．MCMC Importance Sampling法は同じパラメータ
を用いる．それぞれの手法を 10回ずつ試行して得られた損傷確率を図 6.11に示す．
供給点
需要点
図 6.10: 66次元ネットワーク
図 6.11より，提案手法であっても損傷確率の算定結果にばらつきがあることが
わかる．この問題において損傷確率算定の際に考慮された破壊モードの種類数は，
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損傷確率
試行
提案手法
図 6.11: 66次元ネットワークに対する損傷確率の算定結果
MCMC Importance Sampling法が平均 57であったのに対して，提案手法は平均 8
と大きな差が見られた．特に，試行毎に考慮された破壊モード数は最大で 30，最小
で 4，標準偏差 7.917であり，十分な精度が得られなかった．損傷確率の算定結果
は，PNETによって最小カットセットの相関を考慮していることから，2回目，およ
び 3回目に算定された損傷確率がより正確な値であると考えられる．一方，MCMC
Importance Sampling法は，6.3.2で述べた考察と同じように，ある程度の損傷確率
を算定することができるが，試行毎のばらつきが大きいという問題が見られた．計
算時間は，MCMC Importance Sampling法が平均で 1分 5秒，提案手法が平均 3分
30秒であった．
以上の結果より，設計点数の増加は損傷確率の算定精度へ影響を与えるため，MCMC
Importance Sampling法によって多様な破壊モードの考慮と損傷確率の算定を同時
に行うことは困難と予想される．一方，提案手法は，MCMC Importance Sampling
法と比較して計算時間が増加するが，実用性が損なわれるほどの増加は見られなかっ
た．損傷確率の算定精度，および多様な破壊モードの考慮は，大規模な問題におい
て，本実験で用いたパラメータでは困難であることがわかった．
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6.5 まとめ
本章では，メタヒューリスティクス手法を用いることで，ライフラインネットワー
クに対して有効な信頼性解析手法の提案を試みた．提案手法は，CAPSOの特徴に着
目し，多様な破壊モードを効率的に探索するための問題の定式化，および手法の適
用を行った．次元数が異なるネットワークモデルにおいて，従来手法であるMCMC
Importance Sampling法との比較を行い，提案手法の適用可能性，有用性，および
現実問題への適用のための問題点を明らかにした．
規模の小さい問題では，リサンプリングCAPSOによって探索された最小カット
セットがモンテカルロ法によって推定した厳密解と一致することを確認した．また，
PNETによって最小カットセット間の相関性を考慮することで，より精度の高い損
傷確率を算定できることを示した．モンテカルロ法と比較して大幅な計算時間の削
減も可能であり，計算効率の良い損傷確率の算定ができると予想される．
大規模なネットワークへの適用では，CAPSOの行動ルールのようなパラメータ
やPNETなどの損傷確率算定手法を改善することで，多様な破壊モードの取得と効
率的な損傷確率の算定を行えると考えられる．本章で提案した問題の定式化，およ
び手法の枠組みは，現状でも精度は低いが有効な解を得ることができた．
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第7章 結論と今後の課題
本論文では，実問題の最適化に対して有効なメタヒューリスティクスの開発を行
い，その有用性について検証を行った．最適化に対する解法として，あらゆる問題
に対して有効な手法は存在しないことが明らかにされている．これに対して，問題
に依存しない汎用性を持つメタヒューリスティクスに関する研究は数多く行われて
いる．本研究では，手法の探索精度と計算効率だけでなく，適用問題に対する拡張
性や柔軟さを考慮した手法の開発を行った．提案手法であるセルオートマトンPSO
（CAPSO）を関数最適化問題やナップサック問題に対して適用して有用性を検証し，
実問題として橋梁維持管理計画策定問題への適用も行った．さらに，ネットワーク
の信頼性解析を対象とした最適化問題の定式化を行い，提案手法を問題に応じて拡
張することによる有用性の検証も行った．これらの結果より，CAPSOは，実問題
のような複雑な設計空間において，少ない粒子数で解探索を行えることから，効率
的に精度の高い探索を行えることを示した．また，問題の知識の組み込みや拡張を
行うことで，さらなる性能の向上を図ることも可能であることも示した．
CAPSOは，代表的なメタヒューリスティクスである粒子群最適化（PSO）と同
様のメカニズムで解探索を行うことから，群知能のひとつと考えられる．個々の粒
子の行動は，セルオートマトンの状態遷移のように他の粒子や設計空間との関係性
から記述することができる．さらに，粒子の評価は他の粒子との比較によって相対
的に行われる．そのため，粒子の評価基準もルールとして記述することができる．
したがって，個々の粒子の状態改善が生じやすいよう行動ルールを設定することで，
容易に探索性能の向上を図ることができると考えられる．また，複数の粒子間の相
互作用として，探索された最良の位置のような個々の粒子の行動に大きな影響を与
える情報を扱っていない．代わりに，近接最適性原理（POP）に基づく状態改善を
行いやすいよう粒子の移動や参照相手との関係を考慮した行動ルールを用いること
で，探索性能を向上させることを試みている．
テスト関数に対する適用では，問題を解くことではなく，CAPSOの行動ルールが
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与える解探索への影響や様々な実問題へ適用する際のガイドラインとして標準的な
パラメータの検討を行った．その結果より，提案手法は個々の粒子が特定の箇所を
集中して探索する可能性が低いことから，大域探索性能と比べて局所探索性能が低
いことがわかった．また，悪化受理率のようなパラメータを適切に設定しなければ，
個々の粒子が大きく移動し，群全体が発散して解探索を行えなくなる可能性がある．
一方，悪化受理率を低く設定した場合，局所解に対する初期収束が生じて，解探索
が困難になる可能性がある．これらの結果より，大域探索や局所探索が優れたいく
つかの行動パターンについて検証を行い，実用の際には問題に応じて適切な行動パ
ターンを用いることが有効であることを示した．特に，ナップサック問題のような
組合せ最適化問題では，設計変数が離散値であることから，大域探索性能が高すぎ
ると得られる解の精度が低下する傾向が見られた．一方，局所探索性能を高めすぎ
ると，初期収束に陥る可能性が高くなる．したがって，基本的には個々の粒子が局
所的な探索を行いながら，粒子群が収束することで群から離れるような大きな動き
もできるよう設定した行動パターンが組合せ最適化問題に有効であると考えられる．
実問題に対するCAPSOの適用では，橋梁維持管理計画策定に対する適用を行っ
た．この問題では，策定された計画の特徴に基づき，計画の変更に対する柔軟性を
持たせた計画策定が有効と考えられる．この考えに基づき，既往研究では遺伝的ア
ルゴリズム（GA）を用いて計画策定を行っていた．維持管理計画の実用性を高める
ためには，独立した橋梁の安全性ではなく，交通における利便性や災害に対する安
全性を考慮したネットワークとして橋梁維持管理計画を策定することが求められる．
しかしながら，ネットワークに含まれる橋梁は数 100橋を越えるため一度にすべて
を最適化することは非常に困難である．よって，単一橋梁に対して柔軟性を持たせ
た計画を策定し，それぞれ策定された計画を統合してネットワークとして評価する
ことが有効と考えられる．適用結果より，CAPSOは，GAと比較して効率良く単一
橋梁の計画を策定できる．また，粒子の比較，および評価基準を目的に応じて変更
することで，コストや安全性など橋梁毎に異なる計画案を策定することも容易と考
えられる．このように，CAPSOは，適用問題に応じた拡張が可能であり，様々な
視点から最適化を行う際の枠組みとして非常に有用と考えられる．
ネットワークの信頼性解析における破壊モード探索の定式化，および複数の解を
探索するよう拡張したCAPSOは，対象問題の規模によって異なるが適用可能性を
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示すことができた．同じ目的に対して複数の解を求める最適化においては，得られ
た解の保存や探索における利用方法の面で検討が必要である．特に，GAやPSOは，
探索中の最良位置が解候補全体の動きに大きな影響を与えることから，効率良く複数
解の探索を行えるよう改良を行うことは課題とされている．これに対して，CAPSO
は，個々の粒子の評価基準を探索状況に応じて柔軟に変更することで，複数解の探
索を実現することができた．この探索方法は，最小カットセットに基づいたグルー
プ分けによって行っているが，今後は一般的な問題に拡張することで，様々な問題
に対する有効性を検証する予定である．
以上のように，本論文では，実問題に対して有効なメタヒューリスティクスとし
てCAPSOの開発を行い，いくつかの問題においてその有効性を示すことができた．
今後は，様々な問題へ適用し，問題に応じた拡張性に着目した有効性の検証を行う必
要がある．また，手法の拡張について調査を行う際に，様々な問題に共通する改良や
パラメータを明らかにすることで，手法の汎用性も高めていく予定である．CAPSO
において最も重要となるのは，設計空間における距離の定義である．適切な距離を
定義できなければ，CAPSOによる解探索を行えないという問題点があるため，距
離の定義や移動方法についての調査も行っていく必要がある．
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との交流や何度も御自宅に招いていただきました，そのおかげでアメリカでの生活
を送る上で非常に楽しませていただきました．心より御礼申し上げます．
同じく 8年間の研究生活において話し合う場，研究のおもしろさ，緊張感を与え
てくれた関西大学総合情報学部 古田研究室のみなさまに，深く御礼申し上げます．
