Abstract. We study the rate of convergence of linear two-timescale stochastic approximation methods. We consider two-timescale linear iterations driven by i.i.d. noise, prove some results on their asymptotic covariance, and establish asymptotic normality.
Introduction
Two-time-scale stochastic approximation methods (Borkar, 1997) are recursive algorithms in which some of the components are updated using step-sizes that are very small compared to those of the remaining components. Over the past few years, several such algorithms have been proposed for various applications (Konda & Borkar, 1999; Bhatnagar et al., 1999; Konda & Tsitsiklis, 2003; Bhatnagar et al., 2000; Baras & Borkar, 1999) .
The general setting for two-time-scale algorithms is as follows. Let f (θ, r) and g(θ, r) be two unknown functions and let (θ * , r * ) be the unique solution to the equations (1.1) f (θ, r) = 0, g(θ, r) = 0.
The functions f (·, ·) and g(·, ·) are accessible only by simulating or observing a stochastic system which, given θ and r as input, produces F (θ, r, V ) and G(θ, r, W ). Here, V, W are random variables, representing noise, whose distribution satisfies f (θ, r) = E[F (θ, r, V )], g(θ, r) = E[G(θ, r, W ], ∀θ, r.
Assume that the noise (V, W ) in each simulation or observation of the stochastic system is independent of the noise in all other simulations.
In other words, assume that we have access to an independent sequence of functions F (·, ·, V k ) and G(·, ·, W k ). Suppose that for any given θ, the stochastic iteration
is known to converge to some h(θ). Furthermore, assume that the stochastic iteration
is known to converge to θ * . Given this information, we wish to construct an algorithm that solves the system of equations (1.1).
Note that the iteration (1.2) has only been assumed to converge when θ is held fixed. This assumption allows us to fix θ at a current value θ k , run the iteration (1.2) for a long time, so that r k becomes approximately equal to h(θ k ), use the resulting r k to update θ k in the direction of F (θ k , r k , W k ), and repeat this procedure. While this is a sound approach, it requires an increasingly large time between successive updates of θ k . Two-time-scale stochastic approximation methods circumvent this difficulty by using different step sizes {β k } and {γ k } and update θ k and r k , according to
where β k is very small relative to γ k . This makes θ k "quasi-static" compared to r k and has an effect similar to fixing θ k and running the iteration (1.2) forever. In turn, θ k sees r k as a close approximation of h(θ k ) and therefore its update looks almost the same as (1.3).
How small should the ratio β k /γ k be for the above scheme to work?
The answer generally depends on the functions f (·, ·) and g(·, ·), which are typically unknown. This leads us to consider a safe choice whereby β k /γ k → 0. The subject of this paper is the convergence rate analysis of the two-time-scale algorithms that result from this choice. We note here that the analysis is significantly different from the case where lim k β k /γ k > 0, which can be handled using existing techniques.
Two-time-scale algorithms have been proved to converge in a variety of contexts (Borkar, 1997; Konda & Borkar, 1999; Konda & Tsitsiklis, 2003) . However, except for the special case of Polyak-Ruppert averaging, there are no results on their rate of convergence. The existing analysis (Ruppert, 1988; Polyak, 1990; Polyak & Juditsky, 1992; Kushner & Yang, 1993 ) of Polyak-Ruppert methods rely on special structure and are not applicable to the more general two-time-scale iterations considered here.
The main result of this paper is a rule of thumb for calculating the asymptotic covariance of linear two-time-scale stochastic iterations.
For example, consider the linear iterations:
We show that the asymptotic covariance matrix of β −1/2 k θ k is the same as that of β −1/2 kθ k , whereθ k evolves according to the single-time-scale stochastic iteration:
Besides the calculation of the asymptotic covariance of β −1/2 k θ k (Theorem 2.8), we also establish that the distribution of β
converges to a Gaussian with mean zero and with the above asymptotic covariance (Theorem 4.1). We believe that the proof techniques of this paper can be extended to non-linear stochastic approximation to obtain similar results. However, we do not pursue such extension due to lack of space and leave it for another paper. There are other possible extensions of these results (such as weak convergence of paths to a diffusion process) which are also not considered here.
In the linear case, our results also explain why Polyak-Ruppert averaging is optimal. Suppose that we are looking for the solution of the linear system
in a setting where we only have access to noisy measurements of b−Ar.
The standard algorithm in this setting is
and is known to converge under suitable conditions. (Here, W k represents zero-mean noise at time k.) In order to improve the rate of convergence, Polyak (Polyak, 1990) and Ruppert (Ruppert, 1988) suggest using the average
as an estimate of the solution, instead of r k . It was shown in (Polyak, 1990 ) that if kγ k → ∞, the asymptotic covariance of
where Γ is the covariance of W k . Furthermore, this asymptotic covariance matrix is known to be optimal (Kushner & Yin, 1997) .
The calculation of the asymptotic covariance in (Polyak, 1990; Ruppert, 1988 ) uses the special averaging structure. We provide here an alternative calculation based on our results. Note that θ k satisfies the recursion (1.8)
and the iteration (1.6)-(1.8) for r k and θ k is a special case of the twotime-scale iteration (1.4)-(1.5), with the correspondence
By applying our rule of thumb to the iteration (1.6)-(1.8), we see that the asymptotic covariance of
It then follows that the covariance of √ kθ k is A −1 Γ (A ) −1 , and we recover the result of (Polyak, 1990; Polyak & Juditsky, 1992; Ruppert, 1988) for the linear case.
In the example just discussed, the use of two time-scales is not necessary for convergence, but is essential for the improvement of the convergence rate. This idea of introducing two time scales to improve the rate of convergence deserves further exploration. It is investigated to some extent in the context of reinforcement learning algorithms in (Konda, 2002) .
Finally, we would like to point out the differences between the twotime-scale iterations we study here and those that arise in the study of the tracking ability of adaptive algorithms (see (Benveniste et al., 1990) Before proceeding, we introduce some notation. Throughout the paper, | · | represents the Euclidean norm of vectors or the induced operator norm of matrices. Furthermore, I and 0 represent identity and null matrices, respectively. We use the abbreviation w.p.1. for "with probability one". We use c, c 1 , c 2 , . . . to represent some constants whose values are not important.
Linear Iterations
In this section, we consider iterations of the form Before we present our results, we motivate various assumptions that we will need. The first two assumptions are standard.
independent of r 0 , θ 0 , and of each other. They have zero mean and common covariance
Assumption 2.2. The step-size sequences {γ k } and {β k } are deterministic, positive, nonincreasing, and satisfy the following:
The key assumption that the step sizes β k and γ k are of different orders of magnitude is subsumed by the following.
Assumption 2.3. There exists some ≥ 0, such that
For the iterations (2.1)-(2.2) to be consistent with the general scheme of two-time-scale stochastic approximations described in the introduction, we need some assumptions on the matrices A ij . In particular, we need iteration (2.2) to converge to A −1
, when θ k is held constant at θ. Furthermore, the sequence θ k generated by the iteration
which is obtained by substituting A
, should also converge. Our next assumption is needed for the above convergence to take place.
Let ∆ be the matrix defined by
Recall that a square matrix A is said to be Hurwitz if the real part of each eigenvalue of A is strictly negative.
Assumption 2.4. The matrices −A 22 , −∆ are Hurwitz.
It is not difficult to show that, under the above assumptions, (θ k , r k ) converges in mean square and w.p.1. to (θ * , r * ). The objective of this paper is to capture the rate at which this convergence takes place. Obviously, this rate depends on the step-sizes β k , γ k , and this dependence can be quite complicated in general. The following assumption ensures that the rate of mean square convergence of (θ k , r k ) to (θ * , r * ) bears a simple relationship (asymptotically linear) with the step-sizes β k , γ k .
Assumption 2.5.
(1) There exists a constantβ ≥ 0 such that
Note that when > 0, the iterations (2.1)-(2.2) are essentially singletime-scale algorithms and therefore can be analyzed using existing techniques (Nevel'son & Has'minskii, 1973; Kushner & Clark, 1978; Benveniste et al., 1990; Duflo, 1997; Kushner & Yin, 1997) . We include this in our analysis as we would like to study the behavior of the rate of convergence as ↓ 0. The following is an example of sequences satisfying the above assumption with = 0,β = 1/(τ 1 β 0 ):
Let θ * ∈ R m and r * ∈ R n be the unique solution to the system of linear equations
and
Our main result is the following.
Theorem 2.6. Under Assumptions 2.1-2.5, and when the constant of Assumption 2.3 is sufficiently small, the limit matrices
exist. Furthermore, the matrix
is the unique solution to the following system of equations
12 A 12 = Γ 11 , (2.6)
22 .
Proof. Let us first consider the case = 0. The idea of the proof is to study the iteration in terms of transformed variables:
for some sequence of n × m matrices {L k } which we will choose so that (2.11)
We wish to choose {L k } so that B k 21 is eventually zero. To accomplish this, we define the sequence of matrices {L k } by (2.12)
For the above recursion to be meaningful, we need (I −β k B k 11 ) to be non-singular for all k ≥ k 0 . This is handled by Lemma A.1 in the Appendix, which shows that if k 0 is sufficiently large, then the sequence of matrices {L k } is well defined and also converges to zero.
Using the transformation (2.10), it is easy to see that
provided that the limits exist.
To compute lim kΣ k 22 , we use Eq. (2.11), the fact that B k 21 = 0 for large enough k, the fact that B k 22 converges to A 22 , and some algebra, to arrive at the following recursion forΣ The above arguments show that for = 0, the limit matrices in (2.5) exist and satisfy Eqs. (2.6)-(2.8). To complete the proof, we need to show that these limit matrices exist for sufficiently small > 0 and that the limiting relations (2.9) hold. As this part of the proof uses standard techniques, we will only outline the analysis.
Define for each k,
The linear iterations (2.1)-(2.2) can be rewritten in terms of Z k as
where U k is a sequence of independent random vectors and {B k } is a sequence of deterministic matrices. Using the assumption that β k /γ k converges to , it can be shown that the sequence of matrices B k converges to some matrix B ( ) and, similarly, that
for some matrix Γ ( ) . Furthermore, when > 0 is sufficiently small, it can be shown that − B ( ) −β 2 I is Hurwitz. It then follows from standard theorems (see, for example, (Polyak, 1976) ) on the asymptotic covariance of stochastic approximation methods, that the limit
exists and satisfies a linear equation whose coefficients depend smoothly on (the coefficients are infinitely differentiable w.r.t. ). Since the components of the above limit matrix are Σ Remark 2.7. The transformations used in the above proof are inspired by those used to study singularly perturbed ordinary differential equations (Kokotovic, 1984) . However, most of these transformations were time-invariant because the perturbation parameter was constant. In such cases, the matrix L satisfies a static Riccati equation instead of the recursion (2.12). In contrast, our transformations are time-varying because our "perturbation" parameter β k /γ k is time-varying.
In most applications, the iterate r k corresponds to some auxiliary parameters and one is mostly interested in the asymptotic covariance Σ kθ k , whereθ k is generated bȳ
In other words,
Proof. We start with Eqs. (2.6)-(2.8) and perform some algebraic manipulations to eliminate Σ Note that the r.h.s. of the above equation is exactly the covariance of
22 W k . Therefore, the asymptotic covariance of θ k is same as the asymptotic covariance of the following stochastic approximation:
Finally, note that the above iteration is the one obtained by eliminating r k from iterations (2.16) and (2.17).
Remark. The single-time-scale stochastic approximation procedure in Theorem 2.8 is not implementable when the matrices A ij are unknown.
The theorem establishes that two-time-scale stochastic approximation performs as well as if these matrices are known.
Remark. The results of the previous section show that the asymptotic covariance matrix of β −1/2 k θ k is independent of the step-size schedule {γ k } for the fast iteration if
To understand, at least qualitatively, the effect of the step-sizes γ k on the transient behavior, recall the recursions (2.13)-(2.15) satisfied by the covariance matricesΣ k :
where the δ k ij (·) are affine functions that tend to zero as k tends to infinity. Using explicit calculations, it is easy to verify that the error terms δ k ij are of the form
To clarify the meaning of the above relations, the first one states that the affine function δ andΣ k 12 is γ k , and the error terms in these recursions are proportional to β k /γ k , the transients depend on both sequences {γ k } and {β k /γ k }.
But each sequence has a different effect. When γ k is large, instability or large oscillations of r k are possible. On the other hand, when β k /γ k is large, the error terms δ k ij can be large and can prolong the transient period. Therefore, one would like to have β k /γ k decrease to zero quickly, while at the same time avoiding large γ k . Apart from these loose guidelines, it appears difficult to obtain a characterization of desirable step-size schedules.
Single time-scale vs. two time-scales
In this section, we compare the optimal asymptotic covariance of β −1/2 k θ k that can be obtained by a realizable single-time-scale stochastic iteration, with the optimal asymptotic covariance that can be obtained by a realizable two-time-scale stochastic iteration. The optimization is to be carried out over a set of suitable gain matrices that can be used to modify the algorithm, and the optimality criterion to be used is one whereby a matrix covariance matrix Σ is preferable to another covariance matrixΣ ifΣ − Σ is nonzero and nonnegative definite.
Recall that Theorem 2.8 established that the asymptotic covariance of a two-time-scale iteration is the same as in a related single-timescale iteration. However, the related single-time-scale iteration was unrealizable, unless the matrix A is known. In contrast, in this section we compare realizable iterations, that do not require explicit knowledge of A (although knowledge of A would be required in order to select the best possible realizable iteration).
We now specify the classes of stochastic iterations that we will be comparing.
(1) We consider two-time-scale iterations of the form
Here, G 1 is a gain matrix, which we are allowed to choose in a manner that minimizes the asymptotic covariance of β
(2) We consider single-time scale iterations, in which we have γ k = β k , but in which we are allowed to use an arbitrary gain matrix G, in order to minimize the asymptotic covariance of β
Concretely, we consider iterations of the form
We then have the following result.
Theorem 3.1. Under Assumptions 2.1-2.5, and with = 0, the minimal possible asymptotic covariance of β −1/2 k θ k , when the gain matrices G 1 and G can be chosen freely, is the same for the two classes of stochastic iterations described above.
Proof. The single-time-scale iteration is of the form
where
As is well known (Kushner & Yin, 1997) , the optimal (in the sense of positive definiteness) asymptotic covariance of β −1/2 k Z k over all possible choices of G is the covariance of A −1 U k . We note that the top block
It then follows that the optimal asymptotic covariance matrix of β −1/2 k θ k is the covariance of
22 W k ). For the two-time-scale iteration, Theorem 2.8 shows that for any choice of G 1 , the asymptotic covariance is the same as for the singletime-scale iteration:
From this, it follows that the optimal asymptotic covariance of β
, which is the same as for single-time-scale iterations.
Asymptotic Normality
In Section 2, we showed that β
11 . The proof techniques used in that section do not extend easily (without stronger assumptions) to the nonlinear case. For this reason, we develop here a different result, namely, the asymptotic normality ofθ k , which is easier to extend to the nonlinear case. In particular, we show that the distribution of β −1/2 kθ k converges to a zero-mean normal distribution with covariance matrix Σ (0) 11 . The proof is similar to the one presented in (Polyak, 1990) for stochastic approximation with averaging. Proof. Recall the iterations (2.11) in terms of transformed variablesθ andr. Assuming that k is large enough so that B k 21 = 0, these iterations can be written as
implies that 
Using the above matrices,r k andθ k can be rewritten as
Substituting the r.h.s. of Eq. (4.3) forr k in Eq. (4.2), and dividing by
We wish to prove that the various terms in Eq. (4.4), with the exception of the last one, converge in probability to zero. Note that the last term is a martingale and therefore, can be handled by appealing to a central limit theorem for martingales. Some of the issues we encounter in the remainder of the proof are quite standard, and in such cases we will only provide an outline.
To better handle each of the various terms in Eq. 
where E( ) commutes with A and lim →0 E( ) = 0. Assuming, without loss of generality, that γ 0 and β 0 are small enough for the above approximation to hold, we have for k ≥ 0, 
for some ε k → 0. Therefore, using the fact that 1+x = exp(x(1−o(x))) and Eq. (4.5), we have
for some sequences of matrices E
k converging to zero. Furthermore, it is not difficult to see that the matrices E 
Since β j /γ j → 0, Lemma A.3 implies that S
(1) k converges in the mean to zero. To study S
Since the V k are zero mean i.i.d., the above term is bounded above by
for some constants c 1 , c 2 and c 3 . Lemma A.3 implies that S
k converges in the mean to zero. Finally, consider S Since −A 22 is Hurwitz, we have
and we can rewrite the term inside the brackets in Eq. (4.9) as
We consider each of these terms separately. To analyze the first term, we wish to obtain an "exponential" representation for γ j β i /β j γ i . It is not difficult to see from Assumptions 2.5(1),(2) that
where ε k → 0. Therefore, using Eqs. (4.5), and the mean value theorem, we have Therefore the distribution of β −1/2 kθ k converges to asymptotic distribution of the martingale comprising of the remaining terms. To complete the proof, we use the standard central limit theorem for martingales (see (Duflo, 1997) ). The key assumption of this theorem is Lindberg's condition which, in our case, boils down to the following: for each
where I is the indicator function and for each i < k,
The verification of this assumption is quite standard.
Remark. Similar results are possible for non-linear iterations with Markov noise. For an informal sketch of such results see (Konda, 2002) . 
and, using the definition ofr k [cf. Eqs. (2.4) and (2.10)], we havẽ
To verify the equation forθ k+1 = θ k+1 , we use the recursion for θ k+1 , to obtain
where the last step made use of the definition B
To verify the equation forr k+1 , we first use the definition (A.1) of r k+1 , and then the update formulas for θ k+1 and r k+1 , to obtaiñ
which is the desired formula.
A.2. Convergence of the Recursion (2.12).
Lemma A.1. For k 0 sufficiently large, the (deterministic) sequence of matrices {L k } defined by Eq. (2.12) is well defined and converges to zero.
Proof. The recursion (2.12) can be rewritten, for k ≥ k 0 , as
which is of the form
for a sequence of matrix-valued functions D k (L k ) defined in the obvious manner. Since −A 22 is Hurwitz, there exists a quadratic norm |x| Q = x Qx, a corresponding induced matrix norm, and a constant a > 0 such that
for every sufficiently small γ. It follows that
for all matrices L of appropriate dimensions and for γsufficiently small.
Therefore, for sufficiently large k, we have 
for some square matrices A, B, step-size sequence β k , and sequence of matrix-valued affine functions δ k (·). Assume (2) β k is positive and
(3) lim k δ k (·) = 0.
We then have the following standard result whose proof can be found, for example, in (Polyak, 1976) . A.4. Convergence of some series. We provide here some lemmas that are used in the proof of asymptotic normality. Throughout this subsection, {γ k } is a positive sequence such that
(1) γ k → 0, and
Furthermore, {t k } is the sequence defined by
