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Abstract
The attenuation of photons within the body has been recognised as the major limiting
factor hindering the ability of single photon emission computed tomography (SPECT)
as a quantitative technique. This thesis investigates several aspects of an emission-
transmission SPECF system using the Monte Carlo method and experimental
techniques. The system was based on a rotating gamma camera fitted with a parallel
hole collimator.
The simulation of a transmission study was performed using a simple non-uniform
mathematical phantom with two different external sources, a collimated line source and
a flood source. The results showed that the attenuation maps were highly dependent on
the geometry and photon energy of the source. The collimated line source produced
improved image quality with lower statistical noise than the flood source. The results
showed that, when high atomic number elements are present in the tissue composition,
the attenuation coefficients at different energies are related through a second order
polynomial transformation. If the object under study is formed of soft tissue equivalent
materials, a linear transformation holds.
The attenuation maps generated in the transmission study were used to correct for
non-uniform attenuation compensation of an emission phantom. The results showed
that non-uniform attenuation compensation improved image quality and reduced noise
when compared to data without attenuation compensation. The presence of scattered
photons in the emission data reduced the quality of the images and precluded accurate
quantification. Absolute quantification was performed using the percent air sensitivity
criterion. The largest difference between the theoretical and the Monte Carlo simulated
images was approximately 8%.
An emission-transmission myocardial perfusion study was simulated using an
anthropomorphic phantom. Two photon energies of clinical interest were used, 75 keV
and 140 keV, corresponding to the main photon emission energies of 20'Tl and Tc.
The results showed that 99mTc provided better image quality than 2°'Tl. Non-uniform
attenuation compensation produced a very good agreement between the theoretical
prediction and the simulation when scatter-free data were considered.
The results presented in this thesis indicate that it is not possible to accomplish
accurate attenuation compensation in general situations if scatter correction is not
applied.
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Introduction
Single photon emission computed tomography, SPECT, is a well-established
diagnostic technique in nuclear medicine departments. SPECT produces three-
dimensional tomographic images of in-vivo radionuclide distributions by detecting the
decay products ('y or x-ray photons) at different positions around the patient. Image
reconstruction of selected planes within the patient is performed using sophisticated
mathematical algorithms. The most important characteristic of this technique is its
ability to provide information on the metabolic processes taking place within the organ
or organ system where the radionuclide uptake occurs.
The ultimate goal of SPECT imaging is to produce cross sectional images with picture
element values (pixels, each of which represents a small part of the image) directly
proportional to the activity concentration in the corresponding region of the patient.
The accurate determination of activity concentrations would lead to a better
detennination of the dimensions of regions of interest and radioactive uptake; these are
necessary to improve clinical diagnosis. Unfortunately, this is difficult to achieve in
practice since several physical and technical factors degrade the acquired data usually
resulting in reconstructed images whose pixel values do not represent the true activity
concentrations.
One of the most important factors that hinders the ability of SPECT imaging to
produce quantitative data is the loss of primary photon flux reaching the detector due
to absorption or scatter within the patient. l'his phenomenon is known as photon
attenuation and it results in a decreased number of counts and, in some cases, artefacts
within the reconstructed images. The degree of attenuation depends on the energy of
the emitted photons, the location of the source and the anatomy of the body where the
source is embedded. Unfortunately, deterioration of the images due to photon
attenuation is difficult to correct because the location and intensity of the source
distribution and the structure and composition of the attenuating medium are usually
unknown.
Several attenuation compensation methods that correct very accurately for this
phenomenon have been developed previously for objects which are both uniform and
symmetric (Budinger and Gullberg 1974, Kay and Keyes 1975, Chang 1978, Budinger
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et a! 1979). In order to apply these algorithms, it is necessary to determine first the
geometiy of the patient (calculated from an assumed or measured body contour) and
the value of the linear attenuation coefficient which is assumed to be constant through
the patient. Compensation algorithms for uniform-attenuation have been applied to
study regions of the body where the assumption of uniformity holds (like the brain or
abdomen) with a great deal of success.
Photon attenuation in regions with large variations in attenuation coefficients (like the
thorax) can produce seriously distorted images leading to difficult or erroneous
interpretation. It is clear that attenuation correction algorithms for uniform attenuation
cannot be used in these cases and more appropriate methods must be used. Thallium
201 SPECT myocardial imaging is a non-invasive nuclear medicine technique to
diagnose the presence of lesions in the myocardium and to specify their location. This
type of examination is one of the imaging techniques most affected by photon
attenuation, because:
a) Thallium-201 is the most suitable isotope to use as it is efficiently extracted by
the myocardium due to its biochemical properties which are similar to potassium.
On decay, the major emissions of 20'Tl are x-rays of the daughter product
mercury-201, with an energy range of 69 to 81 keV. At these low energies, only
3.4 cm of soft tissue are necessary to reduce the photon intensity to half its initial
value. Therefore, it is expected that a large fraction of photons would be
absorbed within the patient before detection.
b) The thorax contains several tissues arranged in a complex structure which have a
large variation in attenuation coefficients. Photon absorption and scatter are
phenomena highly dependent on the atomic number and density of the elements
forming the tissues. These effects produce different degrees of attenuation not
only as function of source depth but also as function of tissue composition.
These two factors increase the effects of photon attenuation in the thorax and the use
of a suitable attenuation compensation technique is highly desirable.
Non-uniform attenuation compensation methods have also been developed (Huesman
et a! 1977, Chang 1978, Lange and Carson 1984) and are still under investigation. In
order to apply any of these methods, it is necessary first to determine the location, size
and composition of the attenuating media. This requires acquisition of two
tomographic studies; a transmission study (to determine the attenuation coefficients)
and an emission study (to determine the source distribution). The transmission data is
17
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used to correct the emission image for attenuation. The transmission study can be
performed with a rotating gamma camera and an external source using a standard
transmission computed tomographic (CT) technique. The geometry of the external
source can be such as to generate attenuation coefficients with or without scatter
contribution (normally referred to as broad or narrow beam geometry). The
attenuation coefficients can be produced with a different photon energy to the emission
study. However, if this is the case, a transformation must be applied to generate the
appropriate attenuation coefficients at the required emission energy. To date, mainly
experimental work has been done to assess the performance of non-uniform
attenuation compensation methods. Theoretical approaches have been avoided largely
due to the extensive computational effort and difficulty required to perform such
studies.
This thesis investigates the theoretical assessment of several aspects of an emission-
transmission computed tomography system using both the Monte Carlo method and
experimental techniques. Photon interactions with matter are processes well
understood either theoretically and/or experimentally and the probability laws that
govern their occurrence are well known. The Monte Carlo method is a mathematical
technique that makes use of these probabilities and, in conjunction with a large supply
of random numbers, simulates what occurs in nature. In the Monte Carlo method each
photon can be traced from its point of origin to its detection and photon interactions
within the medium can be simulated accurately. The major advantage of this technique
is that it allows the accurate investigation of certain phenomena which are difficult, if
not impossible, to study experimentally.
The major aims of this thesis can be summarised as follows:
i) Development and testing of a Monte Carlo simulation of an emission-
transmission tomographic system based on a rotating gamma camera fitted
with a parallel hole collimator of hexagonal holes.
ii) Investigation of the performance of different external radioactive sources
used in the determination of attenuation maps.
iii) Determination of the attenuation coefficients of several media as a
function of photon energy.
iv) Assessment of the performance of an iterative non-uniform attenuation
correction algorithm with a simulated phantom study.
18
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v) Assessment of the performance of an iterative non-uniform attenuation
correction algorithm with a Monte Carlo simulation of a myocardial study.
The organisation of the thesis is as follows:
Chapter one reviews the basic aspects of SPECT imaging perfonned with an Anger
gamma camera. The factors that affect quantification in SPECT are described, paying
particular attention to the photon attenuation problem. Attenuation compensation
techniques for uniform and non-uniform objects are discussed and reviewed. Some of
the methodology used throughout the thesis is also presented in this chapter.
The detection process of the gamma camera was not included in the Monte Carlo
code; instead an analytical approach was used and implemented in the simulation of the
tomographic system. To achieve this, the energy response was characterised with an
analytical expression and the intrinsic spatial resolution with a digital representation of
the point spread function. These two approaches were based on experimental
measurements of the intrinsic response of the gamma camera and are described in
Chapter two.
The Monte Carlo simulation of a parallel hole collimator of hexagonal holes is
described in Chapter three. As any Monte Carlo simulation is subject to programming
errors it is very important to validate the code either theoretically or experimentally. In
order to achieve this, results of the Monte Carlo program assuming an ideal detector
response are compared with the analytical expressions for the collimator spatial
resolution and geometric response. The simulation of photon transport within a
phantom and collimator is also shown and the results are compared with experimental
measurements.
Chapter four describes the Monte Carlo simulation of a transmission tomographic
system combining the techniques described in Chapters two and three. Two external
source geometries are simulated and a simple phantom is used to investigate the type
of attenuation coefficients they can generate. A mathematical relationship between the
attenuation coefficients at different energies is found.
Chapter five presents the simulation of an emission study based on the phantom used in
Chapter four. Assessment of non-uniform attenuation compensation is presented in
terms of relative and absolute quantification of activity concentrations.
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A simulation of a tomographic myocardial study based on a realistic human geometry
is presented in Chapter six. Transmission and emission simulations are presented and
the results combined to correct for non-uniform attenuation compensation. Relative
quantification is performed to assess the attenuation compensation algorithm.
Finally, Chapter seven presents the conclusions drawn from the present work together
with a discussion of suggested future work.
20
CHAPTER 1
The Principles of SPECT Imaging
This chapter reviews the basic aspects of single photon emission computed
tomography (SPECT) performed with a rotating gamma camera. The factors
degrading the acquired information, the mathematical formulation of the image
acquisition and the solutions proposed to obtain quantitative data are briefly described.
Some of the methodology used throughout the thesis is also developed in this chapter.
1.1. Radionuclide Imaging
Radionuclide imaging arose as a novel technique in the late 1950s with the appearance
of the Anger camera (Anger 1958). The success of this clinical tool can be explained in
terms of its potential of demonstrating function rather than anatomy. Images are
formed with electromagnetic radiation (mainly gamma rays) emitted from radionuclides
in the patients' body. The radionuclides are incorporated into radiopharmaceuticals and
administered to the patient through injection or inhalation; they are then metabolised or
incorporated into the human tissue under study. The technique enables the metabolic
pathway of the pharmaceutical to which the radionuclide has been attached (labelled)
to be followed.
Two methods of data acquisition have evolved since the introduction of the gamma
camera:
Planar imaging refers to the acquisition of single view images consisting of two-
dimensional representations or projections of the three-dimensional activity distribution
onto the detector field of view. Planar imaging presents the difficulty of determining
clearly the function of a tissue in the body mainly due to the superposition of
information in a single planar view. This effect results in a reduced tissue (or object)
contrast due to the sum of overlying and underlying activity around the tissue of
interest.
21
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Single photon emission computed tomography (SPECT) produces images of source
distributions in a cross section or slice through the body long axis. SPECT overcomes
the problem encountered in planar imaging by providing a true three-dimensional
representation of the object under study. The tissue contrast is preserved except for the
degrading factors of spatial resolution, scatter, attenuation and noise. The most
commonly used SPEC'I' device is a rotating gamma camera fitted with a parallel hole
collimator. The image acquisition is performed by rotating the camera around a point
(centre of rotation) located within a stationary patient. The multi-view image
acquisition is normally achieved by covering an angular range of 360° or 180° (at
equal angular steps) in a circular, elliptical or body contour orbit. Transverse
tomographic images perpendicular to the gamma camera are then reconstructed by
using mathematical algorithms normally adapted from transmission tomography
techniques. SPECT imaging with a gamma camera produces multiple slices from just
one data acquisition sequence due to the large field of view of the detector.
%,, ml
Figure 1.1. Positioning of the gamma camera during tomographic data acquisition.
1.11. The Gamma Camera
The Anger gamma camera has been the most successful detector during the last three
decades for performing radioisotope imaging. The first camera design included a lead
shield with a pinhole aperture, a flat thallium-activated sodium iodide crystal, seven
photomultiplier tubes and suitable electronics to convert the signals from the
photomultipliers into point flashes of light displayed on a cathode-ray oscilloscope
(Anger 1958). Modem gamma cameras still rely on the same principles as 	 Anger's
22
Chapter 1	 The Principles of SPECT Imaging
original design. Technological advances have permitted considerable improvements in
the performance of gamma camera components and, at the same time, have allowed
the inclusion of a computer system to process the data.
The gamma camera provides essentially two functions: detection of single photon
events and determination of their position and energy. Photons emitted during
radionuclide decay are converted into a light pulse and subsequently into a voltage
signal. l'his signal is used to form a two-dimensional image (or projection) of the
three-dimensional spatial distribution of the radionucide. The basic components of the
gamma camera system are (see figure 1.2): collimator, scintillation crystal, an array of
photomultiplier tubes (PMTs), a pulse height analyser and analogue electronics for
position encoding.
E
X Output signals
y
Lead shield
hotomultiplier tubes
light guide
lion crystal
Figure 1.2. Schematic diagram of Anger gamma camera.
Because photon emission is isotropic, there is no preferential photon direction during
radioactive decay. However, the formation of an image requires that the photons
emitted in the source arrive at the detector in a predictable manner. This is achieved by
placing a collimator between the patient and the scintillation crystal. The function of
the collimator is to select only those photons travelling towards the detector in a
particular direction. Collimators are plates of very high atomic material (e.g. lead) with
holes through it; the wall of material between the holes is referred to as septa. Ideally,
only those photons that travel along the collimator hole orientation will be detected by
the scintillation crystal, while those that approach from any other direction will hit the
septa and be absorbed. Therefore, the construction of the collimator requires the use of
a high atomic number material to assure high photoelectric absorption efficiency.
Septal thickness is chosen to prevent gamma rays from crossing from one hole to the
next, keeping penetration to a minimum level. Unfortunately, this technique is an
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inherently inefficient method for utilising radiation because most of the potentially
useful photons travelling towards the detector are stopped by the collimator.
The scintillation detector converts the energy from an incident gamma photon to
visible light. This light, whose yield is proportional to the energy absorbed from the
incident photon, is then used to eject photoelectrons from the photocathode of the
PMT to generate a signaL The scintillation ciystal is a single, large area block (up to
60 cm diameter) of Thallium-activated Sodium Iodide (NaI(Tl)); its high atomic
number and density make this crystal a very good photon absorber. Besides, it gives
high light output per unit input energy giving good energy resolution properties and,
because the ciystal is highly transparent to its own light emission, the light losses due
to absorption are minimal. NaI(Tl) suffers the drawbacks of being expensive to
produce as a large crystal, fragile and so needing protection from both thermal and
mechanical stresses. The crystal is also hygroscopic requiring it to be canned to
prevent contact with moisture. Due to its high refractive index (1.85), it is necessary to
provide a light guide (optical window or quartz glass) to interface the scintillation
crystal to the photomultiplier.
The photomultipliers convert the light photons to an electronic signal through the
production of photoelectrons in the photocathode. The electron multiplier section in a
PM tube amplifies the electronic signal to give a current sufficiently large to be handled
by conventional electronic circuits. The PMTs are usually arranged in a close-packed
hexagonal array to ensure that the smallest possible gaps are left between the tubes.
Typically the number of tubes used is 37, 61 or 91 depending upon the size of the
photocathodes and diameter of crystal. The scintillation crystal and electronics are
surrounded by a large lead shield to minimise the detection of unwanted radiation from
outside the collimator field of view. The pulse height analyser discards the signals from
background and scattered radiation or radiation from interfering isotopes- so that only
photons known to come from the photopeak of the radioisotope being imaged are
recorded. In practice, a large fraction of primary photons is scattered within the patient
and is recorded due to the finite energy resolution of the gamma camera. This will be
reviewed in more detail in section 1.2.3.
1.2. Factors Affecting SPECT Imaging
The main goal of SPECT imaging is to produce a source distribution map in which the
number of counts in a region of interest is directly proportional to the true activity
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concentration in the same region within the patient. This represents, however, an ideal
situation since the quantitative accuracy of the technique is limited by several factors
that degrade the information obtained during image acquisition. These factors depend
on the patient, physical radiation phenomena and technical considerations (Fsui et a!
1994). The two first factors can be considered together since the size of the patient and
the region of the body where the study is taking place will determine the magnitude of
photon attenuation (absorption and scatter). The possibility of creating image artefacts
increases as the magnitude of the attenuation increases (DePuey and Garcia 1989). The
biokinetics of the radiopharmaceutical within the patient establishes its time
distribution and uptake within several organs. This limits the acquisition time and
therefore the statistics of the SPECT images. Even if the radioisotope allows long
acquisition times, they should be restricted to avoid patient motion that can result in
image artefacts.
Technical factors affecting SPEC'F include instrumentation (detector response,
efficiency, dead time, energy resolution, uniformity, linearity and system alignment),
acquisition parameters (angular sampling, radius of rotation, shape of the orbit,
acquisition time per projection) and the details of image reconstruction (including
image processing techniques). The most important aspects affecting quantification in
SPECT imaging are reviewed in the following sections.
1.2.1. Detector Response
A very important characteristic of an imaging system is its spatial response. This is
characterised by the system point spread function (or modulation response function in
the frequency domain) that gives the response of the system to an infinitely narrow
impulse of radiation. The gamma camera response is a combination of the collimator
response and the intrinsic response of the detector. However, the collimator geometric
response dominates the overall response of the system for most of the photon energies
used in nuclear medicine for most realistic source to detector distances. The width of
the collimator geometric response of a typical low-energy general-purpose collimator
at 10 cm from the collimator face is approximately 8 mm.
The most important characteristic of the collimator response is its loss of resolution
with increasing distance. Figure 1.3 shows this effect for a single y ew of the gamma
camera with a parallel hole collimator and two source-collimator distances represented
by Xa and Xb. Although there is practically no loss of efficiency with increasing distance
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(due to the increase in exposed area in the detector) the corresponding images of the
point sources onto the image plane clearly show the spread or blurring of intensity as
the source moves away from the detector.
Figure 1.3. Schematic diagram showing the effect of collimator blurring with
increasing source-collimator distance. Point sources at positions; arid Xb produce
different images in the image plane. Profiles across the images, passing through the
maximum intensity of the image, are also shown.
The effect of loss of resolution with depth on a reconstructed image depends on
several factors such as: angular sampling, orbit shape used during the image acquisition
and reconstruction algorithm. An important consequence of loss of resolution with
depth is the production of artefacts in the reconstructed images. Kneaurek a al
(1989) have reported that detector blurring produces more geometric distortions when
using a 1800 angular sampling than when using a 360° angular sampling. The use of a
3600
 sampling in conjunction with arithmetic or geometric mean of opposite
projections compensates for the loss of resolution with depth and thus reduces
geometric distortions.
Detector blurring limits the capability of the system to separate regions of interest
close to each other and hinders accurate delineation of object edges. This fact restricts
the accurate measurement of areas or volumes of interest and therefore of specific
activity (activity per unit mass of material). This is particularly important when
determining the activity concentration in organs with dimensions smaller than or with
same magnitude as the resolution of the system. It also affects the accuracy in the
determination of activity concentration in small regions close to the boundary of large
organs (Axelsson et al 1987).
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1.2.2. Noise
The quantitative capability of SPECF is limited by noise since the accurate
determination of any physical property (number of counts, volume, area) requires
minimum noise fluctuations. The images obtained with a SPECT system have very
poor statistics: typically only 106 events are detected during any image acquisition. The
volume of interest and the number of detected events determine the statistical
properties of SPECT images. The main factors that determine the total number of
events in a SPEC'F study are:
• Dose to the patient, which should be kept as low as possible.
• Image acquisition times which should be reasonably small to avoid motion of the
patient (up to 30 minutes).
• A major limitation on SPECT statistics is the very low collimator efficiency:
typically, only 1 in 1x106 emitted photons reach the detector. Photon decay is
isotropic and therefore there is no a preferential photon direction during the
decay. These effects limit the efficiency of the detector system to a great extent.
The factors mentioned above are inherent to both planar and SPECT modalities.
Besides these factors, an important aspect affecting the statistical properties of SPECT
imaging is that the noise propagates during image reconstruction leading to a reduction
of signal to noise ratio. Budinger et al (1977) obtained the dependence of the root
mean squared uncertainty on the number of resolution cells and the total number of
events for a uniform source distribution as:
k(number of resolution cells )
rms%=	 , xlOO	 (1.1)(total number of events)'2
where k is a factor that depends on the algorithm used to reconstruct the image (k is
approximately 1.2 when using an iterative reconstruction algorithm).
It is important to note that the meaning of resolution cell appears to be obscure.
Muehllehner (1985) defined the resolution cell as the region of interest that contains
the smallest tissue to be visualised in the image. Gillen (1992) defined the number of
resolution cells as the number of pixels in the reconstruction matrix that contain
information. In this context, the resolution cell is assumed to be as large as, or larger
than, the resolution of the imaging system. It is clear from equation 1.1 that the larger
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the number of resolution cells in the image, the larger the uncertainty. It is also evident
that an increase in the total number of events will lead to a lower uncertainty. This can
be achieved by increasing the collimator efficiency, although at the expense of a loss of
resolution (Moore et a! 1992).
1.23. Scatter
Scatter of radiation within the patient is another important factor that affects the
quantitative potential of SPEC'!' imaging. This phenomenon is of considerable
significance since Compton scattering is the most important type interaction for body
tissues over most of the energy range used in nuclear medicine. Compton scattering
involves the transfer of photon energy to a recoil electron resulting in a deflection of
the original photon direction. The probability of Compton scatter as a function of the
deflecting angle 0 is given by the Klein-Nishina formula. For photon energies below
100 keY the direction of the scattered photons is preferentially in the forward and
backward directions whereas for high photon energies the deflection of the original
trajectory tends to be in the forward direction. Compton scattered photons have lower
energy than the primary photons.
An important characteristic of the gamma camera is its energy response which is
measured in terms of the energy resolution. This is defined as the full width at half
maximum (FWHM) of the photopeak expressed as a percentage of the photopeak
mean energy. Modem gamma cameras have energy resolutions of the order of 10% at
14) keV. Because the energy resolution of the gamma camera is finite, Compton
scattered photons can be detected as unscattered events and are associated with a
direction, and hence position, that does not correspond with the original photon
emission.
The most common technique to reject scattered photons makes use of pulse height
analysis and is called spectral windowing. It consists in setting an energy interval
normally around the photopeak in which detected photons are accepted if their energy
lies within this interval; otherwise they are rejected. A compromise must exist
however, so as to reject as large a fraction of scattered photons as possible whilst
rnaximising the detection of primary photons. Typical energy windows, expressed as a
percentage of the incident photon energy, range between 10% and 20%.
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To understand the importance of using a spectral window in the loss of primary
photons assume , for example, that the photopeak can be modelled with a Gaussian
function and that the energy resolution is approximately 10%. A 10% energy window
will discard approximately 23.8% of the total number of primary photons whereas a
20% energy window will discard only 1.9%. As the energy resolution of the gamma
camera worsens, the fraction of rejected primary photons will increase. The fraction of
detected scattered photons cannot easily be calculated due to the complexity of their
spatial and energy distributions but will reduce with reducing energy window.
Scatter is a phenomenon that depends on primary photon energy, source depth and
composition and structure of the attenuating medium. In planar imaging the scatter
fraction, defined as the ratio of scattered to primary detected events, can be of the
order of 0.5 or larger, depending on the type of study (Manglos et a! 1987a). Floyd et
at (1988) performed a detailed study using Monte Carlo simulation of scatter detection
in SPECT as a function of three variables: depth, energy window and photon energy.
Their results show, as expected, an increase in scatter fraction for an increased window
width. On the other hand, an increase in the scatter fraction was observed for an
increase in source depth, reaching a plateau as the source reached the centre of
rotation. Finally, the scatter fraction for a given depth and energy window increased as
the primary photon energy decreased. Representative values for a 20% energy window
and a source depth of 10 cm (using a cylindrical water phantom of 22 cm diameter and
18 cm length) produced a scatter fraction of the order of 0.9 for 70 keY photons and
of 0.5 for 140 keV photons. These figures show the large proportion of scattered
photons that can be present in a SPECT study.
The presence of scattered photons in SPECT images results in a loss of contrast and a
blurring of fine detail. These factors can limit the accurate determination of the
physical dimensions of regions of interest. In addition, it produces extraneous activity
in regions where originally there was no activity at all.
1.2.4. Photon Attenuation
Attenuation of photons within the body has been recognised as the single, most
important factor limiting the quantitative potential of SPECT imaging (Malko er a!
1986, Frey er a! 1992). Photon attenuation is a very important phenomenon for the
range of photon energies encountered in nuclear medicine (50 to 360 keV).
Photoelectric absorption and Compton scattering are the predominant types of photon
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interaction for this range of photon energies and the net effect of their occurrence is a
loss of photon flux reaching the detector. Photoelectric interaction results in the
absorption of the primary photon by an atom. As discussed in section 1.2.3, a
Compton interaction produces a change in the direction and energy of an incident
photon. Typical photon trajectories within the patient are shown in figure 1.4.
Collimator -"
Figure 1.4. Possible photon trajectories within the patient a) detection of a primary
photon, b) detection of a scattered photon, c) scattered photon deflected and not
detected, d) absorbed photon.
In order to fully understand the effects of photon attenuation in SPECT imaging, the
mathematical formulation of both emission and transmission computed tomography
will be reviewed in the next sections, followed by a brief description of the methods
used to compensate for this phenomenon.
12.4.1. Transmission Computed Tomography
The mathematical framework to reconstruct tomographic images from projections was
developed by Radon in 1917. However, this technique was not applied in medicine
until the beginning of the 1970s when the first CT scanner was set up in clinical
practice by Hounsfield (1973). The goal of transmission tomography is to produce a
two-dimensional distribution of attenuation coefficients from a large number of
transmission measurements through the object of interest. The measurements are
obtained by rotating (and, in some older scanners, also translating) the source-detector
system around the patient. CF is generally used to delineate anatomy and has the
advantage over SPECT of controlling the statistics of the image acquisition. It has the
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ability to discriminate differences in tissue density above 0.5% when the number of
counts per pixel reaches 4x104 (Cho et a! 1974) and spatial resolutions of 1 mm can be
achieved for high contrast objects (Barrett and Swindell 1981).
To understand the technique of CT, let p.(x,y) represent a spatial distribution of
attenuating material. (Strictly speaking, the attenuation distribution is a three-
dimensional function p.(x,y, z). However, this distribution can be represented by a
two-dimensional function because the mathematical algorithms of image reconstruction
produce cross sectional images.) Let us assume a fixed system of coordinates XY
centred in the object distribution and X'Y' a rotating system (also centred in the
object) defining the orientation of the detector at angle a.
Source
Figure 1.5. Cartesian systems of coordinates that define the acquisition process in
transmission computed tomography.
The transmitted beam intensity, I(y',a), can be calculated by using Beefs law of
photon attenuation, resulting in the following expression:
I(y' ,a) = 10 (y' ,a)exp{—Jflt(x,y)ic(x,y,y' ,a)dxdy}	 (1.2)
where I (y', a) is the incident beam intensity. The integration within the exponential
term is performed along a path given by the function ic(x,y,y',a) which is defined by
the physical properties of the detector system (geometry and spatial resolution). For
parallel beam geometry and an ideal detector spatial response, this path is equal to a
line defined by the equation y'+xsin a—ycosa = 0.
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The integral of p.(x,y) along a ray is called the projection of jt(x,y), ray integral or the
Radon transform'. Assuming a parallel beam geometry, the Radon transform can be
easily obtained from equation 1.2 as:
P(y' ,a) - ('o(y',a)
-	 I(y',a) J JfL(x,Y)ö(Y +xsin a —ycosa)dxdy	 (1.3)
where is the delta function which defmes the path of integration along the line
y' + x sin a - y cos a =0. The aim of transmission computed tomography is to invert
the Radon transform to obtain the distribution of attenuation coefficients jt(x,y).
Several analytic methods have been developed to estimate the attenuation distribution
from its projections. Back-projection is the simplest image reconstruction algorithm:
reconstruction is achieved by back-projecting each projection across the plane.
Although simple in nature, it does not represent the true inverse of the projection
operation (Barrett and Swindell 1981, Budinger and Gullberg 1974). However, back-
projection has proved to be a very useful mathematical tool that in conjunction with
Fourier or convolution techniques (called filtered back-projection algorithms) can
produce an estimate of the attenuation distribution at a high level of accuracy. This
type of reconstruction is used in most of the applications mainly due to its speed and
ease of implementation.
Iterative algorithms have also been applied to obtain an estimate of p(x,y). The
algebraic reconstruction techniques try to invert a system of equations that represent
the acquired projections (Rosenfeld and Kak 1982). A second approach is to produce
an estimate of the object distribution whose projections are as close as possible to the
measured data (Budinger et a! 1979, Lange and Carson 1984). Although these
algorithms may present certain advantages over the analytic methods, their use has
been limited because their implementation can be cumbersome and time consuming.
12.4.2. Single Photon Emission Computed Tomography
In contrast to CT, emission computed tomography, ECT, seeks to produce the
location and intensity of sources of emitted photons (radioisotopes) within an
attenuating medium. The concentration of a radiopharmaceutical within a region of the
The transform which maps a two dimensional function into a set of its line integrals is called the
Radon transform.
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body changes with time due to: radioactive decay, flow and biochemical kinetics within
the body. This important characteristic allows the assessment of the metabolic function
of several organs. This fact makes ECT an invaluable technique in diagnostic medicine.
Following the same reasoning as in transmission tomography, a spatial source
distribution p(x,y) is estimated by measuring a large number of projections around the
patient. However, in this case the mathematical representation of the projections is
different. Consider a source distribution p(x,y) embedded within an attenuating
medium J.L(x,y) (see figure 1.6).
Y
Figure 1.6. Systems of coordinates that define the acquisition process in single
photon emission computed tomography.
The projections are produced according to the following expression:
P(y',a) = flp(x,y)a(x,y,y' ,a)K(x,y,y' ,a)ddy	 (1.4)
where
a(x,y,y',a) = exp{p.(x,y)ic(x,y,y' ,a)dxdy}	 (1.5)
It can be seen that the contribution of the isotope concentration p(x,y) to projection
P( ,a) is weighted by the line integral of attenuation coefficients a(x,y,y' ,a) from
the point (x,y) to the detector along the path defined by ic(x,y,,a). Once again, for
parallel beam geometry and a detector of ideal spatial resolution, the function
ic(x, y,y' ,a) is equal to a line defined by the equation y' +x sin a - y cos a =0. The
influence of the weighting function a(x,y,y' ,a) cannot be neglected because the
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attenuation coefficients are normally large for the range of photon energies used in
nuclear medicine (Budinger and Gullberg 1974, Budinger et a! 1979). It is clear from
equations 1.4 and 1.5 that the measured projections cannot provide an estimation of
the source distribution unless some a priori information of photon attenuation is
introduced. The integral transform depicted in equation 1.4 is a generalisation of the
Radon transform, called the attenuated Radon transform.
A typical example of the effect of photon attenuation is given for a uniform source
distribution within an object of constant attenuation coefficient. The photons
originating from the centre of the object will be more attenuated than photons
originating in its boundary. The composition of the attenuating material and the photon
energy dictates the degree of attenuation, being greater for low photon energies. The
effect of image reconstruction without compensation for photon attenuation produces
a cupping or depression of reconstructed central values.
The main consequence of neglecting photon attenuation in objects of variable
attenuation is the production of artefacts in the reconstructed images (Kneaurek et a!
1989). Manglos er a! (1987) have shown that the reconstruction of line sources within
a volume containing variable attenuating media using filtered back-projection
algorithms leads to distortions in the images. These distortions are caused by the effect
of filtering the projection data which causes either an apparent spread of the peak
(producing large tails) or over cancellation (leading to negative values in the image).
It is difficult to obtain an analytic solution to equation 1.4 because the true activity
distribution and the structure and dimensions of the attenuating material are usually
unknown. Because of this, approximations or iterative techniques are normally
employed to compensate for photon attenuation. In the former case, correction can be
applied to the projections before reconstruction or to the reconstructed image itself.
Although simple to implement, these algorithms normally involve simplistic
assumptions such as: attenuating medium of constant attenuation coefficient, small
uniform source distributions concentrated in a single area or uniformly distributed over
a whole area. In the interactive techniques the weighting factors in equation 1.5 can be
incorporated into the reconstruction process. The reconstruction algorithms will be
reviewed in the following sections.
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1.3. Attenuation Compensation
It has been shown in the previous section that the mathematical formulation of
emission imaging requires the use of reconstruction algorithms that can compensate for
the photon attenuation inside the body. Reconstruction algorithms for three-
dimensional nuclear medicine imaging can be classified in two main categories: analytic
and iterative algorithms (Budinger et a! 1979). However, it appears more natural for
the purpose of this work to classify them as reconstruction algorithms for uniform and
non-uniform attenuation compensation.
1.3.1. Uniform Attenuation Compensation Algorithms
The most important characteristics of this type of algorithms are that the attenuating
medium is assumed to be constant throughout the body and that the source distribution
is normally assumed to be uniform within a region. There exist three main categories
of reconstruction methods for uniform attenuation compensation, depending on how
the emission data are modified.
Pre-processing or multiplicative first order methods. In these methods the projection
data are modified before reconstruction. Reconstruction is performed (normally with
ifitered back-projection) assuming that the modified projections represent the
unattenuated data. Pre-processing methods assume a single region of unifonn activity
within a large absorbing medium of constant attenuation. Some of these methods are
presented in table 1.1. The parameters involved in the modified projections in table 1.1
represent:
p. linear attenuation coefficient assumed constant through the object. It can be set as
the linear attenuation of water at the corresponding photon energy.
L body thickness along the ray at angle a. This parameter can be calculated from an
assumed or measured body contour, or from an initial reconstruction using a
threshold fraction of the maximum image counts. The latter method assumes that
detected scattered photons from the patient will produce a significant background
activity level in the transverse images.
f fraction of the total length along the ray at angle a that corresponds to the
dimension of the source. It can be estimated from an initial reconstruction without
attenuation compensation.
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Table 1.1. Multiplicative first order attenuation compensation methods. In all cases
it is the linear auenuation coefficient and L is the body thickness along the ray at
angle a. The parameterf is the fractional thickness of the sowee along the ray at
angle a.
Method	 Modified projections	 Reference
Geometric mean
Hyperbolic sine
Average of minimum
and maximum
exponential factor
Average of exponential
factor
4P(,a)P(—y',a+it).e
WLe24P(y' ,cz)P(—y' ,a + ii)
2sinh (WL/2)
Sorenson and
Phelps (1987).
Budinger and
Gullberg (1974).
An important characteristic of the modified projections is that they involve the use of
the geometric (squared root of the product of the conjugate projections) or arithmetic
mean (average of the sum of the conjugate projections) which partially compensates
for the loss of gamma camera resolution with increasing depth (Kay and Keyes 1975,
Sorenson and Phelps 1987). Several disadvantages on the use of these algorithms arise
when the assumptions are not fuffihled. For example, the geometric mean algorithm
tends to overestimate the source intensity when several source distributions are present
in the object (Barrett and Swindell 1981); the hyperbolic sine correction gives
reasonably good results within an accuracy of approximately 10% when imaging small
uniform sources of roughly the same strengths but there is an overestimation of the
source distribution for extended sources (Moore 1982).
These pre-processing methods produce reasonably good results for relatively uniform
and symmetric body sections like the head or the abdomen but they are less successful
when applied to regions containing tissues with different attenuation coefficients. The
most important characteristic of these analytic methods is their speed and ease of
implementation. Most commercial manufacturers implement this type of algorithm in
the software package of the gamma camera but their use is limited to regions of the
body where the assumption of uniform attenuation holds.
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Intrinsic compensation methods. These methods try to invert the attenuated Radon
transform for uniform source distributions embedded in a uniform attenuating medium.
The shape of the object is assumed to be convex. The correction is carried out by
multiplying the projections with an exponential function that depends on the distance
between the axis of rotation and the boundary of the object. This boundary can be
calculated by assuming a particular shape for the object. A corrected image is obtained
by using filtered back-projection with a modified ramp filter. Because the image can
have significant noise levels, it can further be processed to smooth the noise (Moore
1982).
Post-processing methods. These methods compensate for photon attenuation by
multiplying the reconstructed image, obtained for instance with filtered back-
projection, with an attenuation correction matrix. Chang (1978) proposed an exact
solution to the reconstruction of a point source within a medium of uniform
attenuation coefficient. The correction matrix proposed by Chang is:
C(x,y) = 1...L texp(_J(xyai ))]	 (1.6)
L M
where l(x,y,a) is the distance from point (x,y) to the boundary of the attenuating
material along the ray defined by the angle cc and M is the total number of angles used
during the tomographic acquisition. l(x,y,a1 ) can be calculated from an assumed or
measured body contour. The correction factors of equation 1.6 represent the average
attenuation of a source at a point (x,y) over all projection angles.
This reconstruction algorithm produces good quality images when the source is
concentrated in a small area. However, the reconstruction of extended sources results
in an over correction or under correction in some parts of the image. To overcome this
problem, an iterative process was also proposed that involves the re-projection of the
estimated source distribution (that is, the corrected image). An error projection set is
formed by subtracting the projection estimates from the measured projections. A
corrected error image is reconstructed with the latter projections and multiplied with
the correction matrix of equation 1.6. Finally, the corrected error image is added to the
first source estimate. This process can be carried out iteratively. Chang (1978)
performed computer test reconstructions and showed image quality improvement over
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those obtained with the average of maximum and minimum exponential factor and the
hyperbolic sine correction algorithms.
Attenuation compensation methods for uniform attenuation distributions can be
applied to SPECT studies of regions of the body where the attenuation coefficients do
not have very large variations, as in the brain or the abdomen. They produce
reasonably accurate images. However, when they are applied to regions of spatially
varying attenuation (like the thorax) the errors introduced are larger than those
produced when no attenuation compensation is applied. Because of this, attenuation
compensation is normally not applied in these cases.
1.3.2. Non-uniform Attenuation Compensation Algorithms
Modified Iterative Chang. Equation 1.6 can be modified to account for spatially
varying attenuation coefficients in the medium (Chang 1978). The algorithm is
relatively easy to implement and can be very fast. The modified Chang algorithm has
been used by a number of researchers to correct for non-uniform attenuation and their
results show that the algorithm produces good quality images when used with one or
two iterations leading to easier interpretation (Bailey et al 1987, Manglos et al 1987b,
Bailey et a! 1988, Gilland et a! 1991). However, Tsui et a! (1988) showed that image
quality and quantitative accuracy are degraded in the presence of noise and that
Chang's algorithm is particularly susceptible to noise. In particular, the reconstructed
images tend to become distorted when increasing the number of iterations (Tsui et a!
1989). It is therefore important to use this algorithm with caution, especially with
studies with very poor statistics.
Iterative methods. Non-uniform attenuation compensation can be performed using
iterative reconstruction methods. The most interesting feature of the iterative
algorithms is that they can introduce the physical processes involved in the creation of
the projection data, such as: noise, attenuation, scatter and detector response. There is,
however, a major liniitation in their implementation due to the great computational
effort to find an appropriate solution. The first step to reconstruct the image is to
divide the object of interest into picture elements (pixels). The location of each pixel is
defined by the indexes (i,j). The projections are also divided into bins, each projection
bin k at angle m is denoted by pk,,, These concepts are illustrated in figure 1.7.
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Figure 1.7. Discrete representation of the activity distribution p1• Projection data
are represented by p,1 where k indicates the projection bin and m the projection
angle.
In this diagram p represents the mean activity distribution at pixel (ij), which is the
parameter to estimate, and p are the projection data at the mth angle and bin k. The
relationship between the original source distribution and the measured projections can
be expressed in terms of an operator or transition matrix W, whose wj components
represent the probability that a photon emitted in pixel (i,j) with mean is detected
at projection bin p. Mathematically, the formation of a projection bin p can be
expressed by the following equation (in an analogous manner to equation 1.4):
p=w"p,	 (1.7)
The matrix W may contain all the physical features of the acquisition process such as:
radioactive decay of the source material, attenuation, scatter, detector geometry and
detector response. A model for photon attenuation can be introduced in the calculation
of the matrix elements w by computing the line integral of attenuation coefficients
from pixel (i,j) to the detector at projection bin k and angle m.
The aim of the iterative reconstruction methods is to obtain an estimate of the source
distribution p such that when these values are projected the resultant projections are
as close as possible to the measured data. The iterative algorithms are based on three
steps: a model of the photon count statistics, description of the physical phenomena
during image formation and an algorithm to find the solution. The photon statistics can
39
Chapter 1	 The Principles of SPECT Imaging
be modelled by assuming a constant level, Poisson (Lange and Carson 1984) or
Gaussian noise (Huesman et al 1977). The physical phenomena can include models for
photon attenuation, scatter and detector response (Malko et a! 1986, Floyd et a! 1986,
Tsui et a! 1988, Tsui et a! 1989, Lang et a! 1992, Frey et a! 1992). The algorithm to
find the solution can be based on the minimisation of a similarity criterion (Huesman et
a! 1977) or maximisation of a likelihood function (Lange and Carson 1984).
An example of an iterative method is the weighted least squares (WLS) method that
tries to minimise the function:
(1.8)
km
where p and wr are as defined above, p' is the measured projection data at bin k
and angle in and c is the variance associated with the measure of the projection data.
Several methods have been proposed to minimise equation 1.8 depending on the
algorithm that determines the direction of minimisation (Huesman et a! 1977). Webb a
a! (1983) compared the performance of a filtered back-projection algorithm with
uniform attenuation compensation (average of minimum and maximum exponential
factor) and weighted least squares. Their findings show that the WLS algorithms are
normally time consuming but are more accurate.
The maximum likelihood-expectation maxiniisation (ML-EM) algorithm was used in
this work to compensate for non-uniform photon attenuation. This algorithm has
excellent properties for handling noise, especially at lower iteration numbers. In
addition, it produces superior image quality when compared to other non-uniform
attenuation compensation methods (Tsui a a! 1988, Tsui a a! 1989). This algorithm is
reviewed in the following section.
1.4. The ML-EM Algorithm
The maximum likelihood-expectation maximisation algorithm models the photon
counting according to a Poisson distribution and makes use of the expectation
maximisation method to find the solution. Shepp and Vardi (1982) and subsequently
Lange and Carson (1984) were the first to derive independently the algorithm for
emission tomography. The distribution of activity in the object is chosen such that it
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has the maximum likelihood of producing the observed projection data. As there isj
analytic solution to the problem, the reconstruction must be carried out iteratively.
Because the ML-EM can be implemented to incorporate compensation for physical
factors of the acquisition system, it is expected to provide a more realistic model for
handling the photon noise during reconstruction (Liow and Strother 1991).
1.4.1. The Poisson Distribution
The ML-EM algorithm assumes that the phenomenon of photon counting follows a
Poisson statistics, a reasonable assumption due to the nature of radioactive decay in
which a large number of emissions can take place and only a small fraction of these
contributes to the recorded counts. A non-negative integer random variable Z with
mean X (? ^ 0) follows a Poisson distribution if:
P(Z=k)=e'?.j	 (1.9)
The mean and variance of the Poisson distribution must be equal to the parameter ?..
1.4.2. The Algorithm
Because photon disintegration (quantified by p) is a phenomenon that follows a
Poisson distribution, the projection data p also obey the same statistics. Therefore, it
follows from equation 1.9 that the probability of occurrence of projection bin p is
given by:
]
_'
	 (1.10)
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Lange and Carson (1984) calculated the joint probability of p,, that is, the probability
of recording all the projection bins at all angles, based on this equation. The logarithm
of the joint probability is called the log-likelihood and it can be shown that it presents a
maximum value for a given set of parameters p. Lange and Carson (1984) calculated
the expectation value of the log-likelihood and maximised it with respect to the set of
parameters r They found the following expression for the mean activity distribution
at pixel (U):
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where: ps," is the estimate of image pixel (i, J) after the n" iteration,
w" is the transfer matrix from image pixel (i,j) to projection bin k at angle m,
p is the measured projection data at bin k and angle m,
wp is defined as the back-projection operation of the array pkm,
wp is the projection of the W" image estimate p.
The solution for the activity distribution in equation 1.11 represents an iterative
process in which each iteration requires to calculate a projection and a back-projection
operation. This process can be very time consuming, especially when the transition
matrix elements wi" are calculated during the operation of the program. In practice,
the initial estimate is calculated as an average of the total number of counts in the
projections over the total number of pixels in the reconstructed image.
1.4.3. The Attenuated Projector-Backprojector Algorithm
The ML-EM program used in this thesis was developed by the University of North
Carolina Imaging Research Laboratory Group. Non-uniform attenuation compensation
is included in the program by calculating the transition matrix elements wj according
to an attenuated projector-backprojector algorithm developed by Gullberg et al
(1985). This model assumes that all the detected photons originate from emissions
along rays perpendicular to the detector which are not absorbed or scattered within the.
patient. It is also assumed that the detector has a perfect geometric response. The
transition matrix elements in equation 1.7 are given by
if	 >0	
(1.12)
lA	 iflt1=0
42
Chapter 1	 The Principles of SPECT Imaging
where:
A =exp(— l.L171)	 (1.13)
In these equations, is the average of the attenuation coefficient of pixel (i,,), 1/" is
the ray length within pixel (i,f) projecting into projection bin k at angle m, b is the
location at which the kth ray intersects the pixel (i,j) on the right and the attenuation
factor Aj-" represents the probability that a photon at position b will reach the
detector at projection k and angle m. Figure 1.8 shows schematically the geometry
used in the derivation of equations 1.12 and 1.13
Detector
Figure 1.8. Schematic diagram showing the formation of a projection p.
The inclusion of attenuation compensation during image reconstruction requires to
determine first the attenuation map of the object under investigation, JL. When.
attenuation compensation is not requested, the transition matrix elements in equation
1.12 are setas unity.
1.4.4. Characteristics of the ML-EM
Posirivizy constrains. The parameter to be estimated in the ML-EM algorithm is
positive by nature. The iterative approach to determine the activity distribution
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(equation 1.11) satisfies this physical constrain. That is, the ML-EM imposes a
positivity constrain in all the estimated values of p9.
Convergence. The ML-EM converges veiy slowly. Typically 20-40 iterations are
needed to obtain an optimal reconstruction.
Reconstruction peiformance. The activity estimates appear to have better resolution,
signal to noise ratio, and contrast compared to reconstructions produced from the
same measurements with filtered back-projection algorithms used for SPECT (Snyder
et al 1987).
Noise and image artefacts. The solution to the expectation value of the log-likelihood
is given by its maximwn value, which may occur after a very large number of
iterations. It has been recognised that the images produced in emission tomography
with the ML-EM algorithm become noisy and might present large distortions near their
edges as iterations proceed and the images converge toward the maxitnum-likelihood
solution (Snyder et al 1987). Therefore, some sort of stopping rule must be applied
during the reconstruction process to obtain reasonable signal to noise ratio.
ML-EM for transmission tomography. The ML-EM algorithm has been used in the
past for the reconstruction of transmission maps (Tsui et al 1989, Frey et al 1992).
The model of photon counting statistics does not apply to the transmission data since a
logarithmic transformation is applied in order to obtain the projections. However, it
has been shown that the ML-EM algorithm produces less noisy transmission images
than filtered back-projection (FBP) algorithms despite the modelling problems (Lalush
and Tsui 1993). One of the most important advantages of the ML-EM algorithm over
FBP is its ability to account for truncation artefacts (Frey et a! 1992) which can be a
serious problem when imaging very large patients.
1.5. Determination of Attenuation Maps
It is recognised that in order to obtain quantitative data in SPECT studies of regions of
variable attenuation coefficient it is necessary to use reconstruction algorithms that can
introduce attenuation maps into the attenuation compensation procedure. The use of
transmission scanning to produce the attenuation maps has been suggested by a
number of researchers since the advent of emission tomography studies. For example,
Budinger et a! (1979) proposed to use a 10-20 mCi source placed 3.5 metres from the
detector to perform the transmission study. In practice, this procedure resulted in a
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very inefficient process of data collection (reflected in the poor statistics of the
attenuation maps) due to the isotropic nature of radioisotope decay, the large distance
between the source and detector and the low counting rate capability of the gamma
camera at the time. This effect, combined with the poor statistics characteristic of
emission images and the noise propagation during image reconstruction produced
corrected emission images of very poor quality. An interesting approach to limit
propagation of errors during reconstruction involved the use of the transmission data
to define tissue boundaries such as soft tissue, lung and heart. These boundaries define
regions where known attenuation coefficients can be assigned (Budinger 1980).
Renewed interest in measuring attenuation maps for variable attenuation compensation
arose in the middle 1980s. This interest was concentrated on studies of the body where
large differences in attenuation coefficient exist, like the liver (Malko et a! 1986) or
heart (Tsui et a! 1989, Manglos et a! 1993). The possibility of performing attenuation
measurements in conjunction with emission studies became feasible due to great
advances in performance and optimisation of the components of the rotating gamma
camera. New collimator designs have lead to an increase in sensitivity and improved
resolution, the intrinsic resolution of the gamma camera has also been improved and its
counting rate capability has been enhanced.
The possibility of using attenuation maps produced with a CT scanner has also been
considered. However, this solution presents some disadvantages due to the high dose
delivered to the patient, high cost of the examination and problems of image
registration between the transmission and emission images. Developments of new
imaging detectors are also under investigation to allow simultaneous image
acquisitions of x-ray transmission and emission data (Lang et a! 1992).
New developments such as multihead gamma cameras and their use with focusing
collimators could represent an important step in SPECF imaging. The improved
sensitivity and resolution of these systems would allow transmission-emission
protocols to be performed with reasonable acquisition times and improved image
quality when compared with the single rotating gamma camera. However, this
technique has certain limitations mainly related with data truncation, limited axial
sampling and complex image reconstruction algorithms. These areas are the subject of
current investigation (Manglos et a! 1992, Gullberg er a! 1992, Jaszczak et a! 1992,
Manglos er a! 1993).
The transmission maps can be measured in a manner analogous to x-ray CF using an
external source coupled to the rotating gamma camera and measuring the photon flux
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intensifies at regular angular intervals over an arc of 1800. The image reconstruction
algorithms developed for x-ray CT can be applied directly to obtain the attenuation
maps.
Emission and transmission studies with a rotating gamma camera can be accomplished
by performing simultaneous or non-simultaneous protocols. In both cases the
transmission procedure can be carried out with an extended source (flood or sheet), a
collimated extended source or a collimated line source scanned across the field of view
of the detector. In the latter case, collimation can be restricted to one or two
directions. The collimation of the external source will determine the type of
transmission maps obtained with the gamma camera. If the external source and
detector are collimated the attenuation coefficients determined are referred to as
narrow beam attenuation coefficients. The use of an uncollimated external source
results in the detection of scattered photons and the attenuation coefficients are then
referred to as broad beam or effective attenuation coefficients.
Extended sources. These sources were initially used in emission-transmission SPECT,
ET-SPECT, studies because of their availability in any nuclear medicine department.
The major advantage in using this type of source is that its mounting (opposite to the
gamma camera) requires only a minor modification in the detector gantry. However,
the use of an extended source has been limited for several reasons:
• high dose to the patient when compared with a collimated external source (Cao
and Tsui 1992),
• inevitable radiation exposure to staff,
• it provides broad beam geometry attenuation coefficients which cannot be used
with scatter corrected SPECT data (Bailey et at 1987).
The use of broad beam geometry to determine the attenuation map can be of interest in
situations where scatter compensation is not applied to the data before reconstruction.
It is important to note with respect to this point that data collection in emission
tomography is one of the worst possible cases of broad beam geometry (Harris et al
1984). It is expected that the use of attenuation coefficients measured under broad
beam geometry can partially compensate for both attenuation and scatter effects.
Extended collimated sources. In this case, the flood or sheet source is fitted with a
multihole parallel collimator. The collimator can be any of the collimators nonnally
used for the gamma camera, or can be a modified version (for instance, a low-energy
general-purpose collimator with half the collimator length). The modification of the
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detector gantry to place this source is slightly more difficult because the weight of the
source collimator can be as large as the gamma camera collimator. Systems using an
extended collimated source and a rotating gamma camera have been assessed in terms
of spatial resolution, sensitivity and patient dose (Cao and Tsui 1992). These authors
recommend the use of a high active source fitted with a high resolution collimator to
ensure reduction of statistical noise and dose to the patient. Attenuation coefficients
predicted with these sources are referred to as narrow beam values and their use is
restricted to the correction of scatter-free emission data.
Collimated line source. This source consists of a line source of radioactive material
fitted with a slit collimator of sufficiently thick walls to restrict the photon direction to
a small aperture angle. The back of the source is shielded with a high atomic number
material to prevent photons travelling in directions of no clinical utility. The
advantages of a scanning line source over the extended sources (collimated or
uncollimated) include:
the line source produces narrow beam attenuation coefficients, suitable for the
correction of scatter-free emission data,
• radiation exposure to staff is kept to a minimum by shielding the source,
• fraction of photons scattered within the patient which are subsequently detected is
very low,
very high activities can be used for the line source resulting in an improved quality
of attenuation maps,
. radionuclide used for the production of the transmission map can be the same as
the emission study.
The use of the line source for transmission measurements requires, however, a major
modification of the detector gantry. Stepper motors are used in order, to scan the
source across the field of view of the gamma camera. This scan has to be synchronised
with the acquisition of the emission study. One approach to perform simultaneous ET -
SPECF requires modification of the gamma camera electronics to allow the recording
of the transmission events within a moving spatial window opposite to the line source.
13.1. Simultaneous ET-SPECT
A simultaneous ET-SPECT protocol offers the great advantages of avoiding problems
of image registration and may not involve significant extra image acquisition time.
47
Chapter 1	 The Principles of SPECT Imaging
Simultaneous ET-SPECF requires the information of the transmission and emission
studies to be separated. This separation can be achieved, for example, by using
different radioisotopes for the transmission and emission studies and pulse height
analysis. Although simple to implement, this method suffers from the drawback of
having to correct for cross-talk between the collected data. Furthermore, the
attenuation values have to be adjusted to account for the difference in photon energy.
Simultaneous ET-SPECT can be classified according to the photon energy of the
radionuclides involved in the transmission and emission studies (ET and EE,
respectively):
a) ET<EE. This combination of photon energies requires that the difference between ET
and EE be sufficiently large as to separate the mixed information by pulse height
analysis. The emission data is not disturbed by the presence of the lower energy
photons. On the contrary, the transmission data is contaminated with scattered photons
arising from the emission study and, because their contribution is normally very large,
they have to be corrected for if quantitative data are to be generated. The attenuation
coefficients obtained with a photon energy ET have to be scaled to produce the
corresponding attenuation map at energy EE.
Bailey et at (1987, 1988) used a '53Gd (98 and 103 keV, t 1 =242 days) flood source
for the measurement of the attenuation map and 9 'Tc (140 keV, t 1 =6 hours) for the
emission study. The transmission data contamination was removed by estimating the
scatter contribution from the emission data through a convolution subtraction
technique. The scaling of the attenuation maps was based on a linear relationship
between the attenuation coefficients at the different energies. Non-uniform attenuation
compensation was performed using a modified iterative Chang algorithm. Their results
showed improved quantification with both phantom and patient studies. Predicted
activities were within 5% of the measured activities when using a simple geometric
arrangement containing only two materials.
A set of 4 line sources equidistantly separated by 40 mm has also been used to perform
simultaneous ET-SPECT studies (Larsson et al 1993). The protocol involves the use a
transmission photon energy lower than the photon energy for the emission study (such
as "Tc, Co, 153 Gd or 24I&jn). A cross-talk correction is achieved by closing the
collimated line sources for a short period and acquiring an image with only emission
data using the transmission window. This procedure is repeated for every projection
angle. The correction involves subtracting the latter image, normalised by the fraction
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of time spent during the transmission and the cross-talk acquisitions, from the
transmission images at each projection.
b) ET=EE. The use of equal energies for simultaneous ET-SPECT requires the use of a
scanning line source and a major modification of the gamma camera to electronically
window the spatial X-Y gamma camera signals. The most successful implementation of
this type of acquisition has been reported by Tan et a! (1993) in which a collimated line
source scans in synchrony with a spatial window on the gamma camera in order to
separate the emission and transmission data. There are several important characteristics
regarding this system: the transmission data is generated with very little scatter (below
5%) producing negligible contamination into the emission data, loss of emission counts
is below 10% and any combination of energies of the emission and transmission studies
can be used. The protocol provides high quality data in a practical time interval.
c) ET>EE. The method also requires separation of the transmission-emission data using
spectral analysis. This combination of photon energies is of particular importance when
imaging low energy emission photons (e.g. 201T1). Cross contamination also occurs in
this case due to scattered photons originating from the transmission photons into the
lower emission energy window. Frey et a! (1992) performed phantom and patient
studies using 20 'Tl for the emission study and Tc for the transmission study using a
collimated sheet source. The contamination of the emission study, due to scattered
photons within the patient and characteristic x-rays produced in the collimator, was
removed by using post-acquisition image processing. The inclusion of the variable
attenuation map into an iterative reconstruction algorithm showed improved image
quality as compared with the use of an algorithm without attenuation compensation.
15.2. Non-simultaneous ET-SPECT
Non-simultaneous ET-SPECT offers several advantages:
• neither the transmission and emission data are cross contaminated (as long as
transmission is performed before emission),
• separation of the information is inherent,
• transmission and emission photon energies are not restricted,
• more control in the gamma camera pile up can be achieved.
The use of the same photon energies for both studies allows the transmission data to
be used directly without scaling. In some cases it is useful, however, to use different
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energies due to the availability of some sources. In the latter case it is necessary to
transform the attenuation map to the energy used in the emission study. The major
drawback in this technique is the extra imaging time required to perform the
transmission study which may lead to possible patient motion and problems of
misregistration.
Tsui et al (1989) performed a detailed experimental study using a collimated sheet
source (12 mCi of "Tc), 201T1 for the emission study and iterative techniques to
include variable attenuation compensation. A heart-lung phantom study and a patient
study were performed using four reconstruction algorithms: FBP without attenuation
compensation, ML-EM without attenuation compensation, modified iterative (lang
and ML-EM with attenuation compensation. Their results show that the ML-EM
algorithm with attenuation compensation provided the best image quality in terms of
reduced artefacts, better spatial resolution and reduced distortions. This algorithm
provided reconstructed images with regions of uniform activity distributions where
uniformity existed.
Ljungberg and Strand (1990a, 1990b) used a 57Co (122 keV, t 1 =272 days) for the
transmission source and three different radionuclides ('Tc, 201'fl and "In) for a
phantom emission study. The transmission measurement aimed to produce density
maps rather than attenuation coefficients. For this, it was assumed that the variation
with energy of the mass attenuation coefficients for the different tissues of the phantom
is not significant. Therefore, the photon energy used for the flood source was
irrelevant. The density maps were used to compensate for both attenuation and scatter
effects using a pre-processing algorithm based on the calculation of build up factors.
The compensation algorithm required a modification of the projections before image
reconstruction. Their results show improved quantitative data within 10% uncertainty.
Image resolution and contrast were also improved.
Gilland er al (1991) have also shown improved image quantification and reported less
noisy data when applying a non-uniform attenuation compensation algorithm.. The
attenuation maps were obtained with a Tc flood source. An ltJ source was
employed for the emission study. A Clang reconstruction algorithm for uniform
attenuation compensation and a modified iterative Chang for non-uniform attenuation
compensation were used. Their results show that non-uniform attenuation
compensation provided improved image quality with lower noise. Quantitative
accuracy within 15% was achieved.
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15.3. Other methods
A method which cannot really be classified among the algorithms before was suggested
initially by Budinger (1980) and tested by Gait et a! (1992). This method uses tissue
contours determined from segmentation of a transmission scan to assign a priori
determined attenuation coefficients to different regions of the image. The attenuation
map obtained in this form reduces the errors caused with the introduction of noisy
transmission distributions into the emission data. The implementation of this method
presents several advantages:
• segmented images are not affected by Poisson noise,
• the protocol involves separate image acquisitions for the emission and transmission
studies and no cross contamination occurs,
• there is no need to scale the attenuation maps,
• dose to the patient can be kept to a minimum level since high statistical accuracy in
the determination of the attenuation map is not required.
The attenuation map has been used in a variable attenuation compensation algorithm.
Gait et a! (1992) have shown that the application of this method in combination with a
modified Chang reconstruction algorithm produces improved contrast and image
quality. This method has also been used to compensate for photon attenuation in
positron emission tomography (Meikle et a! 1993).
A completely new approach to obtain the attenuation map has been suggested by
Madsen et a! (1993) by using only an emission study. Image segmentation is also used
in this technique. However, image contours are determined using Tc-macm
aggregated albumin to locate the lungs and an external source wrapped around the
patient to determine the chest boundary. Attenuation coefficients can then be assigned
to the segmented regions. The authors claim that the technique offers a feasible
solution for attenuation compensation in clinical applications. However, a further
investigation is necessary concerning the dose delivered to the patient and the accuracy
of the method as compared with other techniques.
1.6. Monte Carlo Simulation of an ET-SPECT System
This thesis looks at several properties of a transmission-emission tomographic system
based on a rotating gamma camera using Monte Carlo techniques and experimental
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methods. Some of the methodology used throughout the development of this work is
described in the following sections.
1.6.1. General Description of the Tomographic System
The tomographic system consisted of a rotating gamma camera fitted with a low-
energy general-purpose (LEGP) collimator. Two phantoms were used in the present
thesis, a geometric and an anthropomorphic phantom. These phantoms will be
described in detail in the following chapters. The source distribution was considered
either external to the phantom (for the transmission study) or within the phantom (for
the emission study). The description of the simulated system is illustrated in figure 1.9.
The Monte Carlo method (see Appendix 2) was used to perform the photon transport
from the location of the source through the phantom and collimator. The photon
detection process with the gamma camera was implemented as an additional procedure
after the photon transport had been performed using a semi-empirical approach
(presented in Chapter 2). This approach used experimental data which characterised
the intrinsic resolution of the gamma camera in tenns of its energy resolution and
spatial response. The camera was modelled as a plane with the same dimensions as the
collimator. The procedure included, for every photon hitting the camera, the sampling
of the energy resolution from a Gaussian function with FWF1M as a function of the
incident photon energy. The effect of spatial resolution was introduced via digital
convolution using the intrinsic gamma camera point spread function with a FWHM of
3.5 mm.
Semi-empirical	 . Scintillation crystal
approach	 and related electronics
- Collimator
Figure 1.9. Characterisation of the system within the simulation.
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The Electron-Gamma-Shower Monte Carlo code (Nelson et a! 1985), EGS4, was used
in this thesis to perform all the simulations. In the Monte Carlo simulation the
geometry of the system was defined using simple objects such as planes, cylinders
(circular or elliptical in cross section) and spheres. Complex shapes could be modelled
using combinations of these objects to define regions which were associated with
particular media. The Monte Carlo method performed the photon transport through
the different regions that fonned the system considering three types of photon
interactions: photoelectric effect, Compton and Rayleigh scattering. Photon
interactions with matter are briefly reviewed in Appendix 1.
The history of every single photon was traced until the photon was either absorbed or
its energy fell below a cut-off energy or it crossed the geometric boundary of the
system. The selection of the cut-off energy, illustrated in figure 1.10, was based on the
energy resolution of the gamma camera. Assuming that for a monoenergetic beam of
radiation the photopeak could be represented by a Gaussian function with standard
deviation and primary energy E, the cut-off energy was chosen as E,=E-5cY. It
was calculated that the detection probability of a scattered photon with an energy
below the cut-off energy as defined above would be less than 1% for the range of
energies considered in this project.
1.0
0.8
0.6
0.4
02
0.0
20% energy window
4
Ec =Ep-5G	 E
Energy
Figure 1.10. Selection of the cut-off energy in the Monte Carlo simulation.
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A 20% spectral window centred on the photopeak was considered in all the
simulations. In this thesis, no attempt was made to compensate for the presence of
scattered photons in the reconstructed images. However, because the Monte Carlo
program allowed to separate primary and scattered photons, the analysis was
performed with either only primaries or primary plus scattered events (referred to as
total). In this way it was possible to investigate the effects of photon attenuation and
the performance of an attenuation compensation algorithm in the absence of other
degrading factors. The images were simulated in a 128x 128 or 64x64 format
corresponding to a physical pixel size of 0.32 cm or 0.64 cm, respectively.
1.6.2. Transmission CT
The transmission tomographic system consisted of an external source (flood or
collimated line source), a non-uniform phantom, a LEGP collimator and the semi-
empirical approach to account for the detection of the photons with the gamma
camera. The geometry of the system is shown in figure 1.11.
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Figure 1.11. Geometry of the system used in the simulation of the transmission
study.
Two separate Monte Carlo programs were written to simulate the tomographic system
corresponding to a phantom simulation and a collimator program. The first program
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simulated the production of photons in an external source and their transport through a
phantom. If the photons reached the front plane of the collimator their parameters
were stored on magnetic tape. The recorded photon parameters were then used as
input data for the simulation of the LEGP collimator. The collimator program included
the detection process as an additional procedure.
The formation of the projections required the simulation of a blank image (that is, with
the phantom removed) to calculate the incident beam intensity 10 (y',a) (see equation
1.3). Thirty-two projections were simulated over an angular range of 1800 assuming a
circular orbit.
1.62.1. Simulation of the External Source
To simulate the projections at different angles a, the photon position and direction
cosines were initially generated in a fixed system of coordinates XY (projection at a=0°
in figure 1.11) and subsequently rotated an angle a about the Z axis using the
transformation:
Ri 
=1 .	 (1.14)
1cosa —sina]
LS111 a cosa
The direction of emission, which is defmed in spherical coordinates by the polar angle
9 (0^O^it) and the azimuthal angle ( (0^p^27t), was generated according to an
isotropic angular distribution. Figure 1.12 shows the angles 0 and cp that define an
arbitrary photon direction represented by vector u=(u,v,w).
z
Figure 1.12. The photon direction is defined completely by the polar angle 0 and
the azimuthal angle,.
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For an isotropic distribution, the probability that a photon will be emitted into the
element of solid angle d.Q is equal to the fraction of the solid angle element in a 4i
geometry. The probability density function for an isotropic source in polar coordinates
is (Chan and Doi 1988)
	
P(O,)dOdp== 0'10	 o^e^n, O^^2iL	 (1.15)
4t	 4ir
Since P(O,) is a function of the independent variables 0 and ç, the probability that a
photon will be emitted at an angle 0 is obtained by integrating equation 1.15 over q),
obtaining:
Similarly, the probability that a photon will be emitted at an angle ( is:
(1.16)
P((p)=	 (1.17)
These probabilities were used to generate the angles 0 and ( by using the inversion
method (see Appendix 2). The photon direction cosines were obtained using these
angles and the expression of unit vector components in spherical coordinates:
u = (sin0cos,sin0sinq,cos0)	 (1.18)
The simulation of the flood and collimated line sources was based on restricting the
values taken by the azimuthal angle ( of the emitted photons. To show this, assume
that a point source is located at the origin of the system of coordinates shown in figure
1.13 and that the collimator is placed at a distance H from the origin with its face
parallel to the YZ plane. If the photon's polar angle 0 takes a value 0 ^ 0 ^ r but its
azimuthalanglealieswithintherange —q)^^Ap, Ap>0, thenonlyasegmentof
a sphere centred in the origin of coordinates will be encompassed by the emitted
photons.
Therefore, a flood source can be simulated by generating photons uniformly on a
section of a plane parallel to the 17 plane and sampling the emission angles by setting
0 ^ 0 ^ ir and —7t/2 ^ p ^ it/2 (this is an efficient process as only photons heading
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towards the collimator plane are generated). Similarly, a collimated line source can be
simulated by generating photons along a segment of a line parallel to the Z axis and
sampling the emission angles by setting 0 ^ 0 ^ 7t and —A ^ p ^ p, i\p> 0. The
parameter Aq) defines the collimation of the source. In practice, a collimated line
source is a line source fitted with a slit collimator with sufficiently thick walls to
restrict the photon flux direction within a small aperture angle. For each projection
angle, the slit souite scans across the field of view of the gamma camera. In the Monte
Carlo simulation this scan was equivalent to generating photon positions uniformly on
a section of a plane parallel to YZ and sampling their directions as described before. It
is important to note that once the photon direction (u,v,w) was generated, it had to be
rotated to correspond to the particular projection at angle a.
z
flgure 1.13. Segment of a sphere covered by emitted photons whose azimuthal
angles have been restricted to take the values -, ^ 9 ^ &p. The shaded area on
the collimator plane indicates the region hit by the emitted photons.
1.6.3. Emission CT
The tomographic system for the emission study is shown in figure 1.14. It consisted of
a non-uniform phantom, a LEGP collimator and the semi-empirical approach to
account for the detection of the photons with the gamma camera.
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The simulation of the system was performed in a similar manner as the simulation of
the transmission CT system. A program simulated the photon transport through the
phantom and if the photons reached a cylinder (defined as system boundary 1 in the
figure) centred in the origin of coordinates and with a radius equal to the radius of
rotation, their parameters were stored on magnetic tape. The recorded photon
parameters were then used for the simulation of the LEGP collimator. The collimator
program was slightly modified such that every photon reaching the system boundary 1
could contribute to several projections. Sixty-four projections were simulated over
360° assuming a circular orbit.
4c
...................
......
/•
7	 \\• -------	 I \ i:
N..•4	 I	 .
Radius of.. 	 \ .1----- \
rotation
':
System boundary I	 Collimator
System boundwy 2
Figure 1.14. Geometry of the system used in the simulation of the emission study.
1.6.3.1. Modification of the Collimator Program
The collimator simulation read as input data the photon vectors created with the
phantom simulation. In order to maximise the number of detected events per
projection, an algorithm was developed in which a single photon history contributed to
several projections. To illustrate the procedure, figure 1.15 shows a cross section of a
phantom, the system boundary 1 considered in the phantom program and several
collimator positions at angles a1, a2, a3 and a4. The figure also shows a photon
emitted within the phantom travelling towards the circular cylinder and hitting the
collimator face at different positions represented by A, B and C for the projections a1,
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a2, and a3, respectively. For a given photon trajectory the program calculated all
projections that the photon would intercept and, for each successful event, the
projection number and intersection point were stored in an array. Afterwards, photon
transport through the collimator was performed for all those projections intercepted by
the photon trajectory. In this hypothetical example, the photon would be transported
through the collimator at projections a1 , a2 and a3 but not through projection a4. This
process was repeated for all the photon histories produced by the phantom program.
This method allowed the contribution of the emitted photons to the final image to be
maximised and it improved the image statistics without a substantial increase in CPU
time. It also allowed the size of the data files generated by the phantom program to be
kept to a minimum (as less input photons were needed for the collimator program).
I
Figure 1.15. Schematic diagram showing the positioning of the phantom, the
location of the circular cylinder used as the geometric boundaiy of the phantom
program and several collimator positions at angles a1 , a2, a3 and a4 . An emitted
photon can contribute to several projections.
1.6.4. Image Reconstruction
1.6.4.1. Emission Study
Image reconstruction for the emission study was performed using the ML-EM
reconstruction algorithm with and without attenuation compensation. This algorithm
has been used in the past to improve quantification in SPECT imaging (Tsui et a!
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1988, Tsui et a! 1989, Frey et a! 1992, Lang et a! 1992). This method produces
improved image quality and reduced image noise when compared with other
reconstruction methods (Tsui et a! 1988, Tsui et al 1989). Fifty iterations of the ML-
EM algorithm were used for the image reconstruction.
In addition to the ML-EM reconstruction algorithm, and for comparison purposes, the
emission study with an anthropomorphic phantom (presented in Chapter 6) also
included the image reconstruction with a filtered back-projection (FBP) algorithm
using a Ramp-Hanning filter. This filter is commonly used in cardiovascular nuclear
imaging (Jarritt and EU 1984). The Ramp-Hanning filter is defined in frequency space
as the multiplication of the Ramp function, If l and the Hanning window according to
the following expression:
j0.51f1{l+cos(itf/f)} if Ill ^fm	 (1.19)
fI>fm0
where f is referred to as the cut-off frequency and represents the frequency at which
the filter reaches zero gain. Both frequencies f and f,, are measured in cycles / cm.
The cut-off frequency, f,,, was chosen as 0.8 cycles I cm. This frequency gives
adequate resolution with limited image noise.
1.6.4.2. Transmission Study
It has been mentioned in section 1.4.4 that the ML-EM algorithm can be used to
reconstruct attenuation maps. Lalush and Tsui (1993) have reported that the ML-EM
algorithm performs similarly to FBP. However, the ML-EM algorithm produces less
noisy images than the FBP algorithm and suppresses strealdng artefacts. On this basis, -
the ML-EM algorithm was used to reconstruct the attenuation maps. Fifty iterations
were used for the image reconstruction. The images produced with the ML-EM
program represent the linear attenuation coefficient times the physical size of the pixeL
Therefore, to calculate the linear attenuation coefficient in a region of interest, P'ROI'
the following expression was used:
mean pixel value in the region cm 4	(1.20)RRO 
=	 physical pixel size
60
Chapter 1	 The Principles of SPECT Imaging
1.7. Image Comparison
The experimental validation of the collimator simulation (presented in Chapter 3)
required comparison between the simulated and experimental images. The image
comparison theory used in Chapter 3 is briefly developed in the following sections.
1.7.1. Image Registration
An appropriate comparison of two images requires first a registration step in one of the
images in order to correct for the differences in data collection. Image registration
normally considers a geometrical and a grey map transformation. The geometrical
registration can incorporate translational shifts, rotation and spatial scaling of one
image with respect to the other. A grey map transformation accounts for the
differences that might exist between the image intensities and backgrounds.
In order to formalise these concepts, let f1 (i,j) and f2 (i,j) represent the two images
to be compared, where i,j = 1,..,N are the coordinates of the discrete image plane
within a range of interest (image region). Assuming that these images were acquired
under different circumstances and that f (i,j) is taken as a reference, a general
geometric registration procedure implies application of a sequence of operators acting
on f2 (i,j). These operators include: align the images by shifting f2 (i,j) Dx and Dy
pixels (—k ^ Dx ^ k and —1 ^ Dy ^ 1, k,l ^ 0), rotate f2 (i,j) an angleR with respect to
a reference point on the image and, finally, scale f2 (i,j) by a factor S to make a
correspondence of one to one with f1(i,j).
The geometric registration can then be expressed by the equation:
f2 (i,j) =S . R.(DD,).f2(i,j)	 (1.21)
where S, R and Dm11), represent the scaling, rotation and translation operators,
respectively. A grey map transformation is a linear operator that is applied in
conjunction with the geometric registration. It is normally of the form:
f2 (i,j) = NF(S R• (DD,) . f, (i,j)) + BG	 (1.22)
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where NF is a normalisation factor that accounts for differences in intensity and BG is
a parameter that reflects the differences in background (Venot er a! 1986). The values
of NF and BG can be found on the basis of an optimisation of similarity criteria such as
the classical methods of correlation coefficient, correlation function and sum of
absolute values of the differences (Pratt 1974, Svedlow er a! 1978, Appledorn et a!
1980, Gonzalez and Wintz 1987). More sophisticated similarity criteria like the
stochastic sign change and the deterministic sign change (Venot et a! 1984) can also be
used. The choice of any of these criteria depends on the characteristics of the images
and on the feasibility on the implementation of the algorithm.
1.7.2. The Correlation Coefficient
The correlation coefficient is the most common criterion used to determine the
similarity between two images (Gonzalez and Wintz 1987). It is given by:
_fj (i,j)f2" (i,j) -	 (i,j)f2"(i,j)/N2
r=
[{ f 2 (i, J) - ( 11 (i,f))2/N2 }{ (12" (i, f))2
(1.23)
2
—(sf2 (i,f)) /N2}
where f (i,j) and 12 (i,j) are as defmed above and N2 represents the total number of
pixels in the image region. A perfect matching between the images implies fri 1,
whereas completely uncorrelated images yields r =0.
1.8. Myocardial Imaging
Myocardial perfusion imaging is a non-invasive nuclear medicine technique used to
diagnose the presence of lesions in the myocardium and to specify their location.
Despite the quantitative potentials of SPECT imaging, this technique is normally used
only qualitatively since the problem of photon attenuation within the thorax (amongst
other factors) limits the accurate determination of activity concentrations. The
following sections outline the most relevant aspects related to this technique.
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1.8.1. Anatomy of the Heart
The heart, a muscular organ situated between the lungs, is considered the centre of the
cardiovascular system. The function of the heart is to act as a pump to distribute
oxygenated blood to the whole body and to redirect the deoxygenated blood towards
the lungs for its oxygenation. The human heart is divided by a septum into two halves,
right and left, and each half is further divided into two cavities, the atrium and the
ventricle. The left ventricle is regarded as the cavity that plays the most important part
when distributing the oxygenated blood to all the parts of the body and forms the
largest part of the heart. The wall of the heart is divided into three layers:
• Epicardium is the thin, transparent outer layer of the wall and is composed of
serous tissue and mesothelium,
• Myocardium is a cardiac muscle tissue which constitutes the bulk of the heart. It is
responsible for the heart contraction.
• Endocardium is a thin layer of endothelium overlying a thin layer of connective
tissue and it lines the inside of the myocardium.
The walls of the left ventricle are much thicker than those of the right ventricle, the
proportion being approximately 3 to 1 (Gray 1988). As with any other tissue, the wall
of the heart has its own blood vessels. The flood of blood that runs through the
myocardium is known as the coronary circulation. The left and right coronary arteries
are responsible for providing blood to the myocardium. The major branches of these
vessels and the parts of the heart supplied by them with oxygenated blood are listed in
table 1.2.
Table 1.2. Vessels that supply pure blood to the heart, their branches and places of
irrigation.
Coronary vessels	 Branches	 Irrigation
Left Coronaiy Artery	 Anterior Inter ventricular
Circumflex
Right Coronary Artery Posterior Inter ventricular
Circumflex
Walls of both ventricles
Walls of the left ventricle
and left atrium
Walls of both ventricles
Myocardium of the right
ventricle
As expected, the left ventricle receives the most abundant blood supply because of the
enormous work it must perform. When there is a reduced oxygen supply to any part of
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the myocardium the cells can weaken producing a condition called myocardial
ischemia. A most seiious situation arises when the oxygen supply is completely
interrupted (for instance due to a thrombus or embolus in one of the coronary arteries)
and the cells die producing myocardial infarction. Either of these two conditions in
which the heart receives an inadequate amount of blood because of an interruption of
its blood supply is known as coronary artery disease (CAD). The symptoms of CAD
can range from a mild chest pain to a much more serious problem as cardiac arrest.
Therefore, it is very important to diagnose CAD in a very early stage to avoid fatal
consequences to the patient.
1.8.2. Cardiovascular Nuclear Imaging
Among the techniques currently used to diagnose CAD, cardiovascular nuclear
imaging has gained particular importance due to its non-invasive evaluation of
cardiovascular physiology and function. Three types of procedure are normally
performed in cardiac imaging: evaluation of coronary artery perfusion with 201T1 or
Tc, acute myocardial infarction imaging with Tc pyrophosphate and tests of
ventricular pump performance. The last two procedures are normally used in a planar
imaging protocol and they will not be described in this thesis.
1.8.3. Myocardial Perfusion Imaging with Thallium 201
Myocardial perfusion imaging is performed by applying a technique called stress-
redistribution thallium imaging and its success relies on the fact that it might identify up
to 80%-90% of cases with coronary artery disease. This technique has been used for
the past 15 years with thallium 201 in the form of thallous chloride that concentrates in
the myocardium by the process of the sodium/potassium pump. Thallium 201 is a
radionudide that decays by electron capture to mercury 201 with a half-life of 75
hours. The decay process leaves the mercury atom in an excited state with an inner
electron orbit empty which is filled by another electron from an outer orbit. The
electron transition produces characteristic x-rays with energies from 68 to 80 keV
(94.5%). Thallium 201 is extracted by the myocardial cells after its injection in the
venous bloodstream.
This process is followed by a redistribution (or equilibrium) period in which there is a
continuous extraction and washout of thallium from the myocardium. The initial
distribution of thallium depends on the regional coronary blood flow and on the
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capability of myocardial cells to extract the radiopharmaceutical. Myocardial uptake is
proportional to regional blood blow. This means that with normal patients the
myocardial uptake must increase in direct proportion to oxygen demand. This situation
arises when the patient is subjected to exercise or when the patient is injected with a
pharmaceutical to simulate the physiologic effects of exercise. With patients presenting
CAD there is usually normal myocardial blood flow at rest. However, when there is an
increased demand for oxygen, the ability of the coronary vessels to increase blood flow
is limited. This effect produces a vaiying thaffium uptake in different regions of the
myocardiuni. An area of regional ischemia or necrotic tissue creates a region in the
image with diminished thallium uptake.
Thallium uptake also takes place in other tissues like the gastrointestinal tract, skeletal
muscle, kidneys and lungs. The washout of thallium from these tissues allows the
radiophannaceutical to be re-extracted by the myocardium to produce the equilibrium
stage. Lung uptake has provided guidance to clinicians to indirectly determine the
likelihood of a patient with CAD. In normal subjects the lung uptake of thallium can
approach a lung-to-heart activity ratio of about 30%. This index remains the same for
the initial stress and redistribution studies. However, there has been reported an
increased pulmonary 201Tl activity post-exercise in patients with CAD. A patient is
reported to present abnormalities when the lung-to-heart activity is greater than 37%
(Mahmood et at 1992). The detection of an abnormal lung-to-heart ratio on stress
improves the detection of CAD.
Myocardial perfusion imaging is normally carried out using the exercise-redistribution
imaging technique in which the radionuclide is injected into the patient at peak exercise
and images acquired. A rest study is performed approximately 3 hours post-stress with
identical conditions as in the first acquisition. A comparison between the two sets of
images is then carried out to detect CAD and determine its localisation and severity.
Two modalities exist in this technique: planar and tomographic imaging.
1.83.1. Planar Imaging
Planar imaging requires a dose of approximately 70 MBq. The protocol includes the
following projections: anterior view, left anterior oblique (LAO) view usually at 45°,
and a left lateral oblique view, usually at 70°. Three patterns can be recognised in an
abnormal thallium distribution: a) reversible abnormality caused by stress-induced
ischemia, b) non-reversible or fixed abnormalities caused by acute or remote
myocardial infarction, c) rapid washout or reverse redistribution that presents normal
65
Chapter 1	 The Principles of SPECT Imaging
stress images and abnormal rest images. Erroneous diagnoses of CAD with 201 T1 can
be due to artefacts caused by photon attenuation (for instance in breast or adipose
tissue) or patient motion. Thallium stress-redistribution planar imaging has proved to
be a sensitive and a successful technique for determining the presence of CAD.
However, it cannot determine the extent of disease in many patients due to the
superposition of myocardial structures inherent to planar imaging.
1.83.2. Tomographic Imaging
SPECT imaging has replaced planar imaging due to its ability to identify the presence
of CAD correctly, in particular for the identification of specific vessel (or multi-vessel)
disease. SPECF thallium imaging requires an injected activity between 100 and 150
MBq. The marked photon attenuation within the thorax has led to many centres using
1800
 rather than conventional 360° rotational arc for myocardial tomographic studies.
A 180° rotational arc is preferred over 360° so that more time is spent on the part of
the body where a greater count rate from the heart is detectable. The patient is
typically imaged with the gamma camera fitted with a LEGP collimator using a 64x64
matrix, 32 frames, 30 seconds per frame starting at 45° right anterior oblique (RAO)
and ending at 45° left posterior oblique LPO.
1.833. Image Artefacts
Some artefacts can appear in the images due to the following parameters: soft tissue
attenuation, overlying abdominal visceral activity, myocardial hot spots, apical
variations, non-coronary disease, patient motion, reconstruction errors, centre of
rotation errors and flood field non-uniformity (DePuey and Garcia 1989). Some of
these artefacts can be corrected by the careful examination of the projections, by the
application of very strict quality control protocol or by delaying image acquisition
post-exercise.
Soft tissue attenuation results in areas of apparently decreased myocardial activity
(referred to as defects). The most common soft tissue attenuation in women is the left
breast. The location of a defect and its count density will depend on the size of the
breast and on the positioning of the patient. Men with gynecomastia may also show
this artefact. In obese patients the accumulation of adipose tissue in the chest may
cause an increased lateral chest wall density. This accumulation results in an artificial
fixed lateral wall perfusion defect. Patients with abdominal protuberance may cause
attenuation showing a decrease in activity in the inferior wall. Artefacts due to tissue
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attenuation have found no simple solution and more complicated schemes have to be
applied. In this context, it is important to develop and to assess the feasibility of
attenuation compensation methods to improve quantification. However, it has been
recognised that attenuation corrections applied to studies in the thoracic region is a
difficult task due to the large range of tissue attenuation coefficients within the thorax.
Relative quantification in myocardial perfusion imaging is normally performed by
comparing the myocardial images with a library of myocardial perfusion images. The
image library is created with normal patients diagnosed with non-coronary artery
disease. This type of comparison partly compensates for the lack of corrections for
scattering, variable attenuation and partial volume effects (DePuey and Garcia 1989).
1.8.4. New Radiopharmaceuticals
An important factor that enhances the effect of photon attenuation in myocardial
perfusion imaging with 20111 is the low energy of the emitted x-ray photons which can
be attenuated to half the original intensity with only 3.4 cm of soft tissue. This fact has
lead a number of researchers to produce radio-labelled agents more suitable for
myocardial imaging with the gamma camera. Technetium 99m is the radionuclide
mostly used in nuclear medicine imaging due to its excellent properties: it emits
monoenergetic gamma rays without particulate emission, has a relatively short half-life
and, what it is more important, most of the gamma cameras are optimised to 140 keY
photons.
New 'Tc-labelled agents have been developed and are currently undergoing clinical
testing. The use of this radionuclide for myocardial perfusion imaging offers the
advantage of emitting more energetic photons than thallium 201 and, therefore, less
photon attenuation will occur within the thorax (e.g. a 140 keV photon beam is
attenuated to half its original intensity with 4.3 cm of soft tissue). "Tc isonitriles and.
boronic acid adducts of technetium oximes (BATOs) are radiopharmaceuticals which
appear to behave similarly to 201T1, that is, the initial myocardial uptake is directly
proportional to the regional blood flow. However, redistribution post-stress in the
myocardium does not occur and a second injection is necessary for the rest study.
Because Tc has a short half-life and there is a rapid washout from the body, a higher
administered dose to the patient (which can be ten limes larger than the utilised for
20 'Tl) can be injected resulting in a higher image quality (Maddahi et al 1991).
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The Intrinsic Response of the Gamma Camera
The energy and spatial responses are the most important parameters that characterise a
radiation detector. This project did not include the Monte Carlo simulation of the
crystal, photomultipliers and related electronics of the gamma camera. However, their
response had to be taken into account if quantitative data were to be generated. A
procedure was implemented as a final step in the photon transport process to include
the intrinsic response of the gamma camera based on experimental data. This chapter
describes the experiments carried out to measure the intrinsic response of the gamma
camera and the implementation of the algorithms in the Monte Carlo simulations.
2.1. Energy Response
A very important property of a detector in radiation spectroscopy is its response to a
monoenergetic source of that radiation. The detection of x-ray or gamma-ray photons
depends on the different photon interactions taking place within the material, because
electromagnetic radiation does not ionize or excite directly the atoms of the material
through which it passes. During these interactions, the photons transfer energy to the
electrons in the absorbing material. These electrons, known as secondary electrons,
start travelling through the medium losing energy through ionization and excitation of
atoms or through bremsstrahlung emission. It is through the interaction of these.
electrons that the energy of the incident photon beam can be found.
A beam of monoenergetic photons impinging on the crystal of the gamma camera
produces secondary electrons of many energies due to the different photon interactions
taking place in the medium. As described previously, the electrons ionize or excite the
atoms of the crystal producing isotropic emission of visible light, the number of visible
photons being proportional to the energy deposited by the electrons. These
scintillations give rise to a Continuous distribution of pulse heights that is further
broadened by statistical fluctuations. The scintillations are converted into an electrical
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pulse using a photomultiplier tube, a device consisting of a photosensitive layer
(photocathode) coupled to an electron multiplier structure. The photocathode converts
light photons into electrons through the process of photoemission. The electron
current generated is then amplified proportionally to the number of original
photoelectrons and collected to generate a signal. A pulse-height spectrum can be
formed by collecting the amplitude signals from different photon interactions
independently and measuring the rate at which they occur.
The main characteristic of a typical pulse-height spectrum is the photopeak, that
contains those events where the total energy of the incoming photons is absorbed in
the scintillator. In the case of an incident photon energy lower than 1.02 MeV the
photopeak includes primary photoelectric events accompanied by absorption within the
scintillator of the resulting x-rays and Auger electrons and a primary Compton event
accompanied by absorption of the Compton-scattered photon (Evans 1968).
In addition to the photopeak, a continuous distribution of lower photon energies is
present. This part of the spectrum includes those events where the photons have been
scattered with a subsequent loss of the scattered photon. The energy deposited in this
case is lower than the mean photopeak energy and the statistical fluctuations
associated with the production of light photons increase. The photon energies normally
used in SPECT are within the ranges 50 to 360 keY and the features of more complex
spectra produced with higher photon energies will not be described here.
The energy response of a detector is measured in terms of the energy resolution, R,
defined as the full width at half maximum, FWHM, of the photopeak expressed as a
perceniage of the photopeak mean energy, that is:
FWHM of the photopeak x 100
Energy Resolution (%) = R =
	
	 (2.1)
Peak Energy
Clearly, a broadening of the photopeak at a given energy deteriorates the energy
resolution, and vice versa. A scintillation detector has a poor energy resolution due to
the combination of several factors that can be summarised as follows:
i) statistical noise arising from the discrete nature of photon emission,
ii) variation in production and collection of visible light over the detector active
volume,
iii) charge collection statistics,
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iv) electronic noise,
v) fluctuations in PM tube gain from event to event.
The statistical noise due to the discrete nature of photon emission will always be
present independently of how good the detector response is and it fixes a minimum
amount of fluctuation in the detector output. The combination of the factors ii) and iii)
produce the most important loss of resolution in the detector. Assuming that these
phenomena obey Poisson statistics, their overall contribution also obeys Poisson
statistics. The statistical variations in the production of an output signal are photon
energy dependent and it is expected that the standard deviation of the photopeak will
be related to the incident photon energy, Es,,, through the relationship:
(2.2)
where k is a constant that depends on the characteristics of the detector (that is
scintillator-PM combination). Assuming that the photopeak can be represented by a
Gaussian function, the FWHM is:
FWHM = 2.35
	 (2.3)
By combining expressions 2.1, 2.2 and 2.3, the energy resolution can be written as:
R = FWHM = 2.35k	 (2.4)
This relationship, although simple, cannot completely characterise experimental data
due to the presence of non statistical sources of peak broadening. A more adequate
representation of measured data that can include this effect is (Knoll 1989):
R = + 13E, )V2	
(2.5)
EM
The parameters a and 3 must also be determined for each scintillator-PM combination.
Equation 2.4 has been previously used to represent the broadening of the photopeak
assuming a Gaussian shape (Manglos er al 1987a, Floyd er a! 1984, Yanch er a! 1992).
In this thesis it was considered, however, that equation 2.5 would provide a better
representation for the photopeak than equation 2.4. Equation 2.5 was therefore used in
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this thesis to model the energy response of the gamma camera after the photon
transport within the object and collimator had been performed.
Energy resolution is measured in the conventional manner using a multichannel
analyser that has to be calibrated with standard y-ray sources. Unfortunately, the
energy resolution of the gamma camera depends, amongst other factors, on the
position of the incoming gamma ray across the detector. Shifts in the position of the
locally computed energy signal occur and normally energy corrections have to be
applied. Results are presented in the following sections on the measurement of the
parameters a and 3 to be used in the energy response implementation together with a
study on the variation of the energy resolution across the gamma camera field of view.
All the experiments were carried out at the Institute of Nuclear Medicine of UCL
Medical School using an International General Electric (IGE) XCI' gamma camera.
2.1.1. Measurement of the Energy Response
The intrinsic energy response of the gamma camera was measured for five
radionuclides with photon emission energies between 73 keY and 159 keY. Table 2.1
lists the sources used in the experiment together with their main radiation
characteristics (Mettler and Guiberteau 1991). Some of these sources were truly
monoenergetic (Tc and 123!) but others had contributions from several energies
(201T1, 67Ga and 57Co).
Each source was placed approximately 2 metres above the ciystal with the gamma
camera working in a pulse height analysis mode with the collimator removed. The
maximum number of counts in the photopeak position was set as 30,000 and a cut-off
energy appeared by default at 50 keV. Five spectra were recorded, one for each
radionudide, and then transferred to a Sun workstation for further analysis. The
spectra (shown in figure 2.1) were calibrated using the 'Co and Tc sources.
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Table 2.1. Radionuclides used in the measurement of the energy response of the
gamma camera.
Nuclide	 Symbol Half-Life	 Decay Mode' Major Radiations (MeV)'
Thallium 201	 T1	 73.0 hr	 E.C.	 yO.l35 (2%)C
'0.167 (8%)
x-ray Ka20.069 (27.4%)d
x-ray Ka 1 0.07 1 (46.6%)
x-ray K 1 0.080(803%)
Gallium 67	 Ga	 78.1 hr	 E.C.	 'yO.093 (38%)
yO.184(24%)
0.296(16%)
Cobalt 57	 Co	 270.0 days	 E.C.	 0.122(86%)
'yO.l36 (11%)
Technetium 99m	 Tc	 6.0 hr	 I.T.	 y 0.140(88%)
Iodine 123	 'I	 13.0 hr	 E.C.	 yO.l59 (83%)
a E.C. = electron capture. 1.T. = isomeric transition.
b Mean energy.
Percentages of emission per disintegration.
d [Hg daughter x-rays 0.069-0.081, with mean at 0.073 MeV (94.4%/disintegration)]
Figure 2.1. Plot of experimentally measured energy distributions for different
radioisotopes. Gaussian fits to the photopeaks are shown in solid lines.
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2.1.1.1. Sampling of the Energy Response
In order to find the parameters a and 13 from equation 2.5, the photopeaks were fitted
with Gaussian functions, giving as results the values of photopeak mean energy and
FWHM shown in table 2.2 for each radionuclide.
Table 2.2. Parameters found in the Gaussian fits to the photopeaks.
Nuclide	 Mean	 FWHM	 Resolution
(keV)	 (key)	 (%)
Thallium 201	 72.7	 11.7	 16.0
Gallium 67
	
93.3	 12.6	 13.5
Cobalt 57	 122.1	 13.9	 11.4
Technetium 99m	 140.0	 14.5	 10.4
Iodine 123	 159.1	 15.5	 9.7
The FWHMs 2 were plotted against the photon mean energy and the data fitted with a
straight line. The parameters a and 13 were obtained from the intercept and slope of the
straight line that resulted from this plot; in this case a = 49 ± 6 and 13 = 1.18 ± 0.05.
These parameters were used to determine a detected energy, E, for eveiy photon
hitting the crystal plane by assuming a Gaussian shape for the photopeak and using the
direct sampling method (see Appendix 2). The procedure to determine E can be
summarised as follows:
1.- The cumulative probability function, F(E'), for a nomialised Gaussian distribution
of the form:
1f(E') = _exp(_E 2 )	 -	 (2.6)
was evaluated within the interval —4a ^ E' ^ 4a and stored in an array. In this
equation E' is simply a dummy variable. With this single function any other
Gaussian distribution with mean Es,, and standard deviation a was then generated
by applying the transformation:
E' -
	 (2.7)
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where E is identified as the incident energy of the photon hitting the ciystal plane
and a is the standard deviation which had to be selected according to the value of
E using equation 2.5. With this procedure there was no need to generate a
cumulative probability distribution for each incident photon energy.
2.- The dummy variable E' was sampled from F(E') using the direct sampling
method.
3.- The detected signal, E, was then obtained from equation 2.7 as:
E=/aE'+E,,	 (2.8)
where:
FWHM Ja + f3E
=	 (2.9)
2.35	 2.35
2.1.2. Variation of the Energy Response with Position
An experiment to assess the variability of the energy response as function of position
on the surface of the gamma camera was carried out. In order to ensure reasonable
statistics in the collected data, a 57Co point source was used in the experiment due to
its long half-life. A 9 Tc energy correction was used during the experiment. This
energy correction was used instead of the one for 57Co because the latter has two main
photon radiations, one at 122 keV (86%) and the other at 136 keV (11%). The photon
emission at 136 keV causes the photopeak to appear asymmetric, making it vety
difficult to find an appropriate energy correction matrix.
The source was placed at approximately 2 metres above the uncollimated crystal to
obtain near parallel beam conditions. A set of 25 images was acquired in a 64x64
format setting different energy window centres (ranging between 80.5 and 139 keV)
and fixing a narrow window width. A fixed image acquisition time of 144 minutes was
used and no correction due to the exponential decay of the source was applied. The
energy responses of 2472 pixels contained in the geometric field of view, GFOV, were
obtained by plotting the number of counts contained in each pixel as a function of
window centres.
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To c1arify this idea, figure 2.2 shows the "averaged" gamma camera energy response
measured for 57Co by taking into account the response of all the pixels in the GFOV.
The vertical dotted lines indicate the lower and upper limits of the windows used
during the image acquisition. Since the gamma camera allowed only integer values for
the upper and lower window limits, it was not possible to set a constant window width
for all the acquisitions. The energy window width took the values of 2 or 3 keV
depending on the value of the window centre.
Typical energy spectra for individual pixels obtained with these measurements are
shown in figure 2.3. All the photopeaks were asymmetric with respect to the
photopeak mean energy. This was in part expected because of the presence of a second
gamma ray emitted with an energy of 136 keY.
100.0 -
80.0 -
60.0-
40.0-
20.0 -
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79 89	 99	 109	 119
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129	 139
Figure 2.2. Averaged energy response of the gamma camera to 57Co. The vertical
dotted lines indicate the lower and upper limits of the windows used during the
image acquisition.
75
Chapter 2	 The Intrinsic Response of the Gamma Camera
2100
1750
700
350
	
01	 I	 •	 I	 •	 I	 •	 I	 •	 I	 •
	
80	 90	 100	 110	 120	 130	 140
Energy (keV)
Figure 2.3. Typical examples of the energy response of the gamma camera to 7Co
for several pixels. The X and Y pixel numbers in the graph give the location of the
pixel in the image where the energy distribution was measured.
2.12.1. Determination of Energy Resolution.
A Gaussian function was fitted to the photopeak of the energy spectrum of each pixel
on the basis of the minimisation of the X2 criterion for data within the range 110 keV
and 140 keV. Several parameters which characterise the photopeaks were obtained:
photopeak mean value, FWHM and energy resolution. Figures 2.4a, 2.4b and 2.4c
show the histograms of the number of pixels exhibiting a given value as a functior of
photopeak mean value, FWHM and energy resolution, respectively.
It can be observed that more than 90% of the pixels can be classified into two groups
referred to as class A and class B. Class A is composed of those pixels with photopeak
mean values around 121.4 keV. These pixels present not only lower photopeak values,
but wider FWHM (mean value around 14.2 keY). The energy resolutions associated
with these pixels have a mean value of 11.7%. The pixels of class B present photopeak
mean values around 121.9 keY, FWI-llvl of the order of 13.4 keV and energy
resolutions around 11.0%. It is clear that the energy response of the detector is better
for pixels in class B.
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Figure 2.4a. Flistogram of the mean photopeak values. Two peaks are clearly
differentiated. They are labelled as class A and class B.
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Figure 2.4b. Histogram of the FWHMs.
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Figure 2.4c. Histogram of the energy resolutions.
It is interesting to note that the class A pixels lie within the central and outer regions of
the gamma camera. This is shown in figure 2.5 where the grey scale image represents
the spatial distribution of the energy resolutions over the surface of the gamma camera.
In this image, the black pixels are associated to good energy response whereas the
white pixels are related to poor energy response of the gamma camera. This particular
distribution might be an effect of using an energy correction matrix for 140 keV
instead of the one required for 122 keY.
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Figure 2.5. Spatial distribution of the pixels as function of energy resolution. The
white pixels represent poorer and the black pixels better energy response of the
gamma camera to 57Co.
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2.1.2.2. Discussion
The results from the previous section show that variations in the photopeak mean
value occur over the gamma camera GFOV and are of the order of 0.5 keV for 57Co.
The energy resolution is therefore affected and it also changes as a function of
position. Strictly speaking, the matrix used in the energy correction for a given nuclear
medicine study must be measured specifically for the photon energy used. However,
this procedure is sometimes difficult to accomplish because there are veiy few
monoenergetic sources available and the normal practice is to use the energy
correction for Tc whenever possible. A more complex situation arises in imaging an
extended object because a whole distribution of photon energies hit the detector due to
scattered radiation.
The ideal energy response to be included in the Monte Carlo simulation would imply
measurement of the energy response of the gamma camera for a whole range of photon
energies as function of position. However, it is not possible to implement this sort of
correction due to experimental limitations. Furthermore, it was calculated that a shift in
the photopeak mean energy of 0.5 keV reduces the number of detected photons in less
than 0.5% when using either a 10% or a 20% energy window. The loss in detection
efficiency can therefore be considered negligible. For this reason, it was assumed in the
Monte Carlo simulations that the gamma camera energy response is uniform across its
field of view.
2.2. Intrinsic Spatial Response
It has already been pointed out that the conversion of energy of the incoming photons
into an electronic signal is a complicated process. The photons interact with the crystal
and deposit energy. This energy is transformed into visible light that then reaches the
photomultiplier tubes and is converted into suitable electronic signals. Statistical
fluctuations in the distribution of light photons between the photomultiplier tubes from
one scintillation event to the next, light losses in the transport of light to the
photomultipliers and misplacement of events due to multiple scattering of photons
within the crystal are examples of what can happen in the process of energy conversion
that affect the overall spatial resolution of the system. Because of this, it is not
unexpected that the detector produces blurred rather than sharp images of sharp edges
or small point objects.
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The intrinsic spatial resolution of a gamma camera refers to the limitation of the crystal
and related electronics to resolve point sources placed close to each other. The
intrinsic resolution depends on the crystal thickness because with thicker detectors
there is greater spreading of scintillation light before it reaches the photomultiplier
tubes. At the same time, the intrinsic resolution becomes worse with decreasing energy
of the incoming photons; lower energy photons produce fewer light photons per
scintillation event and a smaller number of light photons results in larger relative
statistical fluctuation in their distribution.
Intrinsic resolution is normally characterised by the measurement of the detector
response to a radioactive line source. This is referred to as the line spread function,
LSF, and it is normally quoted in terms of full width at half maximum. The latter figure
does no characterise completely the LSF and often the full width at tenth maximum,
FWTM, is also given. This is particularly important when the line spread function is
measured in the presence of a scattering medium since scattered radiation causes a
broadening of the line spread function tails.
2.2.1. From LSF to PSF
The spatial response of an imaging system is characterised by the point spread function
in the spatial domain or the modulation transfer function in the frequency domain. The
point spread function is defmed as the radiation intensity distribution in the image plane
of a point source radiating with unit intensity (Rossmann 1969). An ideal system
should produce a sharp image of a point source, which can be represented with a delta
function. However, ideal systems do not exist and the images of point sources are
blurred intensity distributions, the degree of blurring will depend on the characteristics
of the system.
Any source distribution can be thought of as resulting from the sum of unit point
sources. If the imaging system is linear and shift invariant, an image of this distribution
can be represented by the sum of all the corresponding point spread functions over the
entire image plane. l'his is known as the superposition principle of linear imaging. One
can make use of this principle and introduce the intrinsic spatial response of the gamma
camera into the Monte Carlo simulations as an additional procedure. In order to
achieve this it is necessary to know the point spread function of the gamma camera, If
the PSF is known, it is then straightforward to predict how the process of detecting
one photon will produce a blurred intensity distribution in the image plane.
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The measure of the point spread function is difficult to carry out in practice because of
limitations with the instrumentation. An alternative characterisation of the spatial
response can be obtained through the line spread function which is simply the
integration of the PSF along one direction. The line spread function completely
characterises a rotationally symmetrical and shift invariant imaging system. Because the
gamma camera meets the latter requirements (to a good approximation), the line
spread function is normally used to characterise its intrinsic spatial response.
The derivation of the PSF from the LSF is a complicated process, especially for
systems without rotational symmetry. Marchand in 1964 depicted a method to obtain
the PSF of a system that has rotational symmetry from the corresponding LSF by
solving an integral equation. The method consisted of the mathematical manipulation
of the equation that relates the LSF with the PSF. This algorithm was used in this
thesis to obtain the gamma camera PSF from experimental measurements of the LSF.
As an example of the use of this algorithm, figure 2.6 shows both the line spread
function measured for 140 keV photons and the point spread function calculated using
Marchand's algorithm. The three-dimensional representation of the PSF is also shown
in figure 2.7. The implementation of the intrinsic spatial response of the detector into
the simulations was carried out through the digital convolution of the three-
dimensional representation of the PSF with the Monte Carlo generated images.
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Figure 2.6. Example of the line spread function measured for 140 keV photons
(10% energy window) and the point spread function calculated according to
Marchand (1964).
lo	 1
Figure 2.7. Three-dimensional representation of the point spread function.
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2.2.2. Measurement of the Intrinsic Spatial Resolution
The measurement of the intrinsic spatial resolution of the ICiE XCT gamma camera
was carried Out using a NEMA transmission phantom with slits of 0.5 mm thickness
(NEMA 1980). An uncoffimated Tc point source was positioned vertically above
the centre of the phantom at a distance of 2 metres to obtain near parallel beam
conditions. The phantom was placed centrally on the uncollimated gamma camera and
its orientation adjusted so that its slit axis was aligned parallel to the Y axis of the
gamma camera. Alignment was achieved by performing a set of short test acquisitions
until the centroids of the profiles of the central line image in the top, centre and bottom
coincided in the same X-pixel channel.
The images were acquired in a 1024x16 format until the maximum number of counts
was greater than 10g. Calibration of the pixels was accomplished using the physical
separation between the slits and the mean value of the peaks (in channels). Once the
system was aligned, the variation of the spatial resolution was studied as function of
photon energy and window width.
All the acquired images were transferred to a Sun workstation for further analysis. To
obtain the line spread function, 4 horizontal profiles were added. The central slit of the
NEMA phantom was chosen as the representative LSF of the gamma camera since this
position should suffer minimal distortion (Elliott et al 1986).
222.1. '33Xe and 99mTc Spatial Response
In order to compare the LSF produced with different photon energies, two
measurements were carried out using 133Xe (81 keY) and Tc (140 keV). It was also
important to use different energy windows because a larger energy window implies the
inclusion of events with more statistical fluctuations in the production of light photons.
The increase in statistical fluctuation in the light photons produces a greater
uncertainty in the determination of the photon position. A 20% window centred in 81
keY was set for '33Xe. Two energy windows of 10% and 20% were used for Tc,
centred at 140 keY. Figure 2.8a shows the experimental LSF and figure 2.8b shows
the calculated PSF. The parameters that characterise both the LSF and the PSF are
shown in table 2.3.
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Figure 2.8a. Line spread functions measured for 133Xe and mTc.
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Figure 2.8b. Point spread functions calculated for 133Xe and mTc.
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Table 2.3. Experimental results of the intrinsic spatial resolution of the gamma
camera for two sources. The estimated en'or in the measurement of FWHM was
±0.15 mm.
1SF	 PSF
Source Photopeak	 Energy	 FWHM FWTM FWHM FWTM
(key)	 window (%)	 (mm)	 (mm)	 (mm)	 (mm)
	
mXe	 81	 20	 4.2	 8.6	 4.2	 7.6
	
'Tc	 140	 10	 3.5	 7.2	 3.3	 6.6
	
99mTc	 140	 20	 3.8	 8.2	 3.5	 6.7
It can be observed from figure 2.8 and table 2.3 that the LSF measured for 133Xe
presents a wider spread than either of the two energy windows used for h1Tc. This
effect is reflected in the values of the FWHM and FWTM. The major difference
between the PSF for the two energies (81 and 140 keV) occurs when comparing Tc
(10% window) and ' 33Xe in which the FWHM differed by 26% and the FWTM by
20%. When comparing the ' 33Xe PSF with "Tc (20% window) the differences
reduced to 18% and 13%, respectively.
The difference in spatial response for Tc with 10% and 20% energy windows is
barely noticeable. The spatial resolution of the narrow energy window is slightly better
than the one for the wider window. The FWHM changes by 6.5% and the FWTM by
5.8%.
However, the differences in spatial resolution shown above do not have an important
effect on the overall system resolution. Assuming that the spatial resolution of the
collimator has a FWHM of 10 mm for a source-collimator distance of 10 cm, the
overall system resolution is 10.8, 10.5 and 10.6 mm for ' 33Xe, "Tc (10% window),
'Tc (20% window), respectively. Since these values differ by less than 3%, the
intrinsic response of the gamma camera can be characterised with a single value
independently of the photon energy or the window width. This assumption is valid only
for the range of energies considered in this study.
In this work, the energy of the primary photons was chosen between 75 keV and 180
keY and all image acquisitions were simulated using a 20% energy window. Based on
the arguments given above, the PSF calculated for Tc (20% window) was chosen as
the representative intrinsic spatial response of the gamma camera.
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2.3. Conclusions
This chapter presented the measurement of the energy and intrinsic spatial response of
the gamma camera and described the algorithms implemented in the Monte Carlo
simulations to account for the photon detection process. It was shown that the energy
response depends on the energy of the primary photon energy and on the position
where the photons are detected across the gamma camera crystal. Differences in
photopeak mean values of up to 0.5 keV occur when measuring energy spectra for
57Co (122.1 keV) with a 11 Tc energy correction matrix. However, a shift in the
photopeak mean energy of 0.5 keY only reduces the number in detected primary
photons in less than 0.5 %. The loss in detection efficiency can therefore be considered
negligible and the energy response of the gamma camera can be assumed uniform
across the field of view.
The intrinsic spatial resolution of the gamma camera, characterised by the line spread
function, was also measured. The calculated PSFs showed small differences between
the several cases considered and their contribution to the overall system resolution
were essentially equivalent. On this basis, the PSF calculated for "Tc (20% energy
window) was chosen as representative of the intrinsic response of the gamma camera.
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This chapter presents the properties that characterise the collimator performance and
describes the computer simulation of a low-energy, general-purpose collimator
(LEGP) with hexagonal holes. Comparison with analytical expressions and an
experimental validation of the program are presented. In the former case, the
collimator program is used to calculate the point spread function assuming an ideal
detector response and the results are compared with both Anger's equation for
collimator resolution and the collimator geometric response function, GRF. The GRF
is an analytical expression for the geometric component of the collimator point spread
function. The experimental verification involved the simulation of photon transport
from a source distribution embedded in a scattering medium through the collimator to
the camera where the effect of the intrinsic response of the gamma camera was
included. Comparisons of these results with experimental data obtained from such a
source are shown.
3.1. Gamma Camera Collimators
It has been discussed in Chapter 1 that the use of a gamma camera to obtain a planar
projection of a three-dimensional source distribution requires that the photons emitted.
from the object arrive at the detector in a predictable manner. The formation of an
image relies on relatively crude collimation that excludes from the detector most of the
gamma rays which are not travelling in a particular direction with respect to the crystal
plane. Typical photon energies used in SPEC!' imaging require the collimator to be
constructed using very high atomic number materials to stop most of the unwanted
radiation and keeping the photon penetration to a minimum level (normally below 5%).
Most collimators are made of a 94%-6% lead-antimony alloy. The lead absorbs
unwanted radiation and the small amount of antimony is added to provide mechanical
strength.
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The parameters that characterise a collimator are: hole size and shape, collimator
length and septal thickness. These values are normally chosen by optimising both the
spatial resolution and collimator efficiency for a particular photon energy range. Spatial
resolution refers to the ability of an imaging system to differentiate two point sources
close to each other. Collimator efficiency refers to the fraction of isotropically emitted
gamma rays from a point source that are appropriately collimated (Moore et a! 1992).
Four types of collimators are normally used in nuclear medicine: pinhole, parallel hole,
diverging and converging. All these collimators but the pinhole are multiple arrays of
holes drilled or cast in lead; the orientation of the holes may be parallel, diverging or
converging. A pinhole collimator consists of a lead cone with a pinhole aperture in the
apex. A revision of collimator types and performances can be found elsewhere
(Sorenson and Phelps 1987, Sharp et a! 1985).
3.2. Parallel Hole Collimators
A parallel hole collimator consists of a multiple array of holes drilled or cast in lead,
parallel to each other and perpendicular to the crystal face. The projected image has a
one to one correspondence with the object. The most common parallel hole collimator
has hexagonal hole shape which offers a stronger structure and higher efficiency as
compared to collimators with circular or square holes. The efficiency of the parallel
hole collimator does not depend on the source-collimator distance because the loss of
photon flux at increasing distance is compensated for with an increase on the viewing
area of the collimator. However, the spatial resolution deteriorates with increasing
source-collimator distance. The performance of a collimator is measured in terms of
the geometric efficiency and collimator spatial response. The parameters that determine
the collimator performance are septal thickness (1'), collimator length (L) and hole size
(D). These parameters are shown in figure 3.1.
Point Source
z,
T
Collimator I'I I I I I I L
Crystal
Figure 3.1. Section view of a parallel hole collimator.
88
Chapter 3	 Monte Carlo Simulation of a Parallel Hole Collimator
3.2.1. Geometric Efficiency
The geometric efficiency (g) of a parallel hole collimator was first derived by Anger
(1964). A modification of the original fonnula to account for septal penetration is
given by:
g=k[D2IL.(D+T)]2	 (3.1)
where D and T are as defined in figure 3.1, Le is the effective collimator length
(L = L - 2/p., p. is the linear attenuation coefficient of the collimator material for the
particular photon energy) and k is a factor that depends on the shape of the hole and on
their distribution pattern. For hexagonal holes closely packed its value is 0.263 (Moore
et a! 1992). It can be seen from equation 3.1 that geometric efficiency can be increased
by increasing the size of the holes, decreasing the collimator length or decreasing the
septal thickness. However, an improvement of the geometric efficiency leads to a
deterioration of the collimator spatial resolution, as will be shown in the next section.
3.2.2. Collimator Response
In the ideal case an imaging system should be linear and shift invariant, that is, the
response of the system must be directly proportional to the input signal, and the output
must be independent on the location of the input (Barrett and Swindell 1981). The
collimator is not a shift invariant system since when imaging a point source, its
response depends on the location of the source with respect to the hole array pattern
(Anger 1964). A practical way of eliminating this positional dependence is by defining
an effective response function given by the image formed by a point source when the
collimator is uniformly translated but not rotated (Metz et a! 1980). According to this..
definition, the formation of the effective point spread function requires that all the
elements of the imaging system be held fixed except for the collimator. An equivalent
method to obtain the effective point spread function is by averaging point source
images formed at several source positions with respect to the two-dimensional
collimator pattern.
The collimator effective point response function contains three components that
depend on the trajectories of the detected photons. The geometric component is
formed by all those photons that pass geometrically through the collimator holes
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without entering any septa. The penetration component is due to photons that
penetrate the collimator septa without interacting. Finally, the scatter component is due
to photons that scatter at least once in the collimator septa before detection. The
geometric component does not depend on the collimator material, detector or
radioisotope, it depends only on the geometric characteristics of the collimator. The
penetration and scatter components depend on the collimator material, geometry (hole
size, septal thickness and collimator length) and photon energy.
The geometric response function for parallel hole collimators can be calculated
analytically in terms of source-detector distance, collimator thickness and hole size
(Metz et a! 1980, Barrett and Swindell 1981, Zeng et a! 1991). The penetration and
scatter components can be determined by using ray tracing techniques (Muehllehner
and Luig 1973, Beck and Redtung 1985) and Monte Carlo simulations (deVries et a!
1990, Rosenthal and Henry 1990), respectively.
322.1. Anger's Equation
Anger's (1964) expression for the collimator resolution expressed as the full width at
half-maximum (FWHM) of the point spread function is
R	
D(L+B+Z')	 (3.2)(P.VHM)	 L
where D is the hole size, L is the collimator length, B is the detector-collimator
distance and Z' is the source-collimator distance (see figure 3.1). Equation 3.2 was
derived from simplistic geometric considerations and does not take into account septal
penetration or collimator scatter. Although useful to indicate the overall performance
of the collimator response, it does not provide the shape of the point spread function.
The next section examines the mathematical formulation of the collimator geometric
response that predicts the probability that a photon traverses the collimator as a
function of the photon direction.
322.2. Geometric Response Function
The geometric response function is defined as the photon fluence distribution on the
detector plane determined by the geometric aperture of the collimator holes. It has
been calculated analytically in terms of collimator thickness, hole size and source
height for parallel, cone and fan beam collimators (Metz er a! 1980, Barrett and
90
Chapter 3	 Monte Carlo Simulation of a Parallel Hole Collimator
Swindell 1981, Zeng a a! 1991). The total photon fluence as given by Zeng et al
(1991) for circular holes of radius R is of the form
4(t) =(.J[2cos_hI ,. I L.J i_rr]	 (3.3)FiI2RI
where
L
,:ir =I r -0I
In this equation it is assumed that a point source is located at a distance Z from the
image plane (corresponding to the XY plane) and that the collimator, of thickness L, is
parallel to the XY plane. i is the projection of the point source onto the XY plane and
r represents the intersection of a photon trajectoly with the image plane (this vector
can be calculated from geometric considerations). Figure 3.2 shows schematically all
these parameters.
Equation 3.3 also applies for cone and fan beam collimators. However, the variable rT
for these cases has a more complicated form and its value depends, among the
variables shown above, on the distance between the collimator focal point and the
detector plane (Tsui and Gullberg 1990, Zeng eta! 1991).
z
Point source
z
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'•N
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r-rJ
Figure 3.2. System of coordinates and parameters used to calculate the geometric
response function. The detector is assumed to lie on the XY plane.
(3.4)
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Note that r - ç I represents the magnitude of the vector (r - r 0 ) that lies in the XY
plane. This quantity depends on the photon direction with respect to the normal vector
of the detector plane and on the source height (measured from the detector plane). The
geometric response function shown in equation 3.3 is shift invariant and rotationally
symmetric due to the Ir - roldependence.
The derivation of the collimator geometric response function assumed a collimator
with circular holes. However, it has been shown (Metz et a! 1980) that the shape of
the effective point spread function for a hexagonal hole is approximately equal to that
of a circular hole. Because the mathematical formulation calculates the projected area
onto the image plane, it is natural to think that when the formula is applied to a
hexagonal hole collimator, the area of the hexagon must match that of a circular hole.
To calculate the radius of an equivalent circular hole, R, let DF represent the
hexagonal hole size flat-to-flat (see figure 3.3). The area of the hexagon as a function
of the parameter DF is given by:
A,, =!DF2
2
Therefore, a circle with the same area will have radius:
R — DF
--.fi
Figure 3.3. Flat-to-flat distance (DF) and sidelength of a hexagonal hole.
The parameter C in equation 3.3 is a normalisation factor that can be found by
calculating 1(0), that is, the photon fluence for photons travelling perpendicular to the
detector plane. In the case of a hexagonal hole collimator, the average number of
detected photons will be proportional to the ratio of the area of the hexagonal hole and
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the area of the hexagonal hole surrounded by half the septal thickness of the collimator
material. For photons travelling perpendicular to the image plane rT equals zero and
therefore
D2
C
	 (3.7)
The value of the normalisation factor C for a hexagonal hole collimator is given by:
C=-i(DF+T)2	 (3.8)
where DF is the hole size flat-to-flat and T is the septal thickness.
33. Monte Carlo Simulation of a LEGP Collimator
It has been discussed in section 3.2.2 that the collimator response to a point source is
the sum of three components: geometric, penetration and scatter. The most accurate
investigation of these components is by using Monte Carlo simulation in which photon
propagation is carried out using the probability of photon interactions for the
appropriate photon energy and medium. Monte Carlo techniques offer the great
advantage of performing analogue photon transport, that is, eveiy photon is
independently traced and its history can be recorded at every single step. In this way, a
photon can be classified in terms of the number of interactions it has undergone in an
attenuating medium or whether it has passed through without being disturbed. The
technique provides information on the geometry, photon parameters (position,
direction, energy) and sites of interactions at all times, allowing all the components of
the collimator response to be found. It appears useful to use this technique to
investigate the performance of a parallel hole collimator.
3.3.L Program implementation
A parallel hole collimator has a periodic pattern determined by a unit cell. The unit cell
is defined as that portion of the collimator used to tessellate the desired pattern over
the entire collimator face (Beck and Redtung 1985). The hexagonal hole structure and
the unit cell used in the program are shown in figure 3.4.
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Figure 3.4. Section of the front face of the hexagonal hole collimator. The area
delimited with the dashed line represents the unit cell.
The unit cell is a three-dimensional structure which can be represented by the
intersection of several planes forming polyhedra. Each of these polyhedra defmes a
region in the unit cell filled with either lead or air. In the program, every region is
defined by a set of planes and it is associated with a given medium. Each plane
separates neighbouring regions. To illustrate this, let us divide the unit cell into 13
regions as shown in figure 3.5. Regions 2, 6, 8 and 12 contain air and the rest of the
regions contain lead. The figure also shows a magnified view of region 5, which is
defined by four planes P 1 , P2, P3 and P4. A photon travelling within this region can
intersect any of these planes depending on its direction cosines. The program checks
which plane the photon will hit and performs the photon transport. Assuming that the
photon intersects plane P 1 then the photon is transported to this plane and continues
travelling within region 8.
1	 11
Figure 3.5. The unit cell is divided in 13 regions, each region contains a particular
medium (air or lead).
To illustrate the implementation of the program, consider a photon travelling from
point A towards point C in the image plane. The intersection of the photon trajectory
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with the collimator face is at point B (see figure 3.6). The initial photon position and
direction cosines determine the point of intersection of the photon trajectory with the
collimator face. This point can be used to find the region of the unit cell where the
photon will continue travelling.
a)	 b)
Figure 3.6. Geometry of the system used in the implementation of the collimator
program. a) A photon emitted at position A intersects the collimator front face at
point B and the image plane at point C. b) Section of the collimator showing the
position on the unit cell where the photon intersects the collimator front face.
Once the photon is travelling within a region of the unit cell, the photon direction
cosines determine which face of the polyhedron the photon will hit in the absence of
attenuating medium. This process is performed in a system of coordinates fixed in the
unit cell. The photon position and direction are used to calculate the distance that the
photon has to travel to cross to the next region. This distance is compared with the
integral photon mean free path calculated for the particular medium where the photon
is travelling and the photon energy. If the distance is lower than the integral mean free
path then a photon interaction takes place, otherwise the photon is transported to the
next region. When the photon reaches the boundary of the unit cell, the photon
coordinates are transformed with respect to the fixed Cartesian system defined by the
unit cell in order to continue the transport. This procedure is repeated until the photon
is absorbed, escapes the collimator geometry or its energy drops below a cut-off
energy.
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The actual implementation of the program allows the parameters of the hexagonal hole
and the collimator material to be altered to simulate a variety of collimators. The
default values for the collimator geometry are: 0.03 cm septal thickness, 0.25 cm hole
size flat-to-flat and 4.1 cm collimator length. The collimator is assumed to be
constructed with a 94%-6% lead-antimony alloy. Three types of photon interactions
are included: coherent scattering, incoherent scattering and photoelectric interaction.
The cut-off energy is assumed to be 80 keY.
It is feasible to simulate the production and transport of characteristic photons within
the collimator. However, some tests indicated that their inclusion resulted in an
increase of the CPU time as compared with the same version of the program without
this option. It is also important to mention that for many isotopes the presence of
characteristic photons does not affect the quality of the images since windowing is
applied. For these reasons, the production of characteristic x-rays was not included.
3.3.2. Validation of Monte Carlo Codes
Any Monte Carlo simulation study must include a validation of the program to ensure
that the code does not have potential errors and that all the approximations assumed
during its development are valid. Several methods have been proposed in nuclear
medicine for testing Monte Carlo codes quantitatively. These include comparisons
between theoretical prediction of parameters that characterise the system and the
simulation results. Experimental validations are also widely used to compare measured
and simulated quantities such as energy spectra, scatter fractions, point spread
functions or image profiles (Floyd et al 1984, Manglos et al 1987a, Rosenthal and
Henry 1990, Yanch et a! 1992, Yanch and Dobrzeniecki 1993). In this project both
types of validation were used to test the collimator program.
3.4. Validation of the Collimator Program Using Analytical
Expressions
This section presents the validation of the Monte Carlo program described in section
3.3.1 by using the collimator spatial resolution according to Anger's formula (equation
3.2) and the geometric response function (equation 3.3). To achieve this, a Monte
Carlo simulation was written to calculate the effective point spread function of the
LEGP collimator as a function of the source-collimator distance.
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The same coordinate system as shown in figure 3.6 was used in the simulation. A
Tc (140 keV) point source was assumed to be located above the collimator face.
The detector was assumed to have an ideal response, that is, every photon hitting the
image plane, located immediately behind the collimator, was recorded. The position of
detection was given by the intersection of the photon trajectory with this plane. The
collimator was assumed to be fixed in the system of coordinates whereas the point
source and the detector were shifted along the X and Y directions to cover a certain
area. The X and Y source positions were sampled from uniform distributions within 4
collimator unit cells to include all the possible positions in the collimator hole pattern.
For each source position the photon direction cosines were sampled according to the
probabilities that govern an isotropic distribution. The program allowed every
individual photon to be traced from its point of origin in the source until it reached the
image plane. The detected photons were classified according to their contributions to
the components of the point spread function, that is, if a detected photon travelled
completely through air, it contributed to the geometric component. Conversely, if a
detected photon had passed through a septa without suffering any interaction, its
contribution was assigned to the penetration component, otherwise to the scatter
component.
3.4.1. Spatial Resolution
Results of calculations using equation 3.2 were compared with those from the Monte
Carlo simulation. Spatial resolution according to Anger's formulation considered
square collimator holes. Therefore, the collimator hole size in equation 3.2 cannot be
substituted directly by the hexagonal hole size flat-to-flat, DF, due to the fact that D
represents an average of the possible paths a photon can travel through, a collimator
hole. It can be shown (Harrison 1993) that the effective hole size for a hexagonal hole
is D (J / 2)DF. A plot of the Anger's collimator resolution as a function of source
to collimator distance is shown in figure 3.7. Results for the geometric component
FWHM obtained with Monte Carlo simulation are also plotted. The chi-square, x2'
criterion was applied to compare both sets of data obtaining x 2 = 5.28 x i0. This
value indicates that there is a very good agreement between the theoretical prediction
and the Monte Carlo simulation.
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The Monte Carlo data presented in figure 3.7 were fitted with a straight line of the
form y = mx + b where m is the slope and b is the intercept. According to the
parameters used in Anger's equation, m = (DI L) = 0.0528 and b = D = 0.217
considering an effective hole size D = (JI 2)DF = (./I 2) x 0.25 cm, a collimator
length L = 4.1 cm and a collimator-detector distance B = 0.0 cm. The linear
regression of the Monte Carlo data produced a slope of m = 0.0522 ± 0.0002 and an
intercept of b = 0.211 ± 0.006. These values are in agreement with those predicted
with Anger's equation.
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Figure 3.7. Collimator resolution as a function of source height obtained from the
Monte Carlo simulation and Anger's equation. Estimated errors are of the order of
the symbol size.
3.4.2. Geometric Response Function
The geometric component of the effective point spread function was determined for a
set of source heights measured from the front face of the collimator. The normalised
geometric components of the effective point spread function are shown in figure 3.8
for both, the results from the Monte Carlo simulation and the geometric response
function. The number of photons originating from the source (within the Monte Carlo
program) had to be increased with increasing source height to maintain the same
number of detected photons per unit area in the image plane. It can be observed from
the graph that there is an excellent agreement between the two sets of data.
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A quantitative comparison between the sets of data was carried out using the x2
criterion. In all cases the x2 values were lower than 3 x i0, confirming our
observation that there is a very good agreement between the two calculations.
1.0
0.8
0.6
	
.	 ..	 ....
....	 .....	 ..
	
0.4	
•	 •\	 'I.
S.
	
0.2	 \
• Monte Carlo
--GRF
30 '40
	
0.0 ' •	 •.• I I-
	
0.0	 03	 1.0	 1.5	 2.0
	 23	 3.0
Radial distance (cm)
Figure 3.8. Comparison between the geometric response function (equation 3.3)
and the geometric component of the collimator PSF calculated with the Monte Carlo
program at several source heights. The curves are normalised to one at the origin.
Calculated errors are of the order of the symbol size.
3.4.3. Geometric, Penetration and Scatter Components
Figure 3.9 shows the point spread function components obtained with the Monte Carlo
simulation for a source-collimator distance of 40 cm. They are plotted in a semi-
logarithmic graph in order to better visualise the small contributions of the scatter and
penetration components. It can be observed that the geometric component determines
almost entirely the shape of the point spread function. However, the tail of the PSF is
modulated by the penetration and scatter components. The geometric, penetration and
scatter components comprised approximately 97.5%, 1.9% and 0.6% of the total
number of photons, respectively. These values were typical for all source-collimator
distances used in the simulation. These results show that the dominant contribution to
the PSF for 140 keV photons originates mainly from the geometric component and
that the penetration and scatter components are negligible.
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Figure 3.9. Calculated point spread function components for a mTc source placed
at 40 cm from the collimator front plane.
3.5. Experimental Validation of the Monte Carlo Program
The theoretical validations of the collimator simulation presented in the preceding
sections only considered the geometric characteristics of the imaging system composed
of source and collimator without the inclusion of the detector response or the presence
of a scattering medium. It has been pointed out in Chapter 2 that the formation of an
image with the gamma camera is affected by the detector intrinsic response.
Furthermore, the presence of scattering material between the source and the detector
degrades the image producing a reduction in contrast, resolution and quantification. It
was therefore important to develop a program which included not only a source
distribution within a scattering material but also the intrinsic resolution of the gamma
camera. The comparison of the Monte Carlo simulation and experimental data
provided an accurate evaluation of the program to simulate a more realistic
environment.
3.5.1. The Phantom
The structure and dimensions of the phantom were based on a CT image of a human
thorax. The phantom was composed of three blocks of solid perspex of dimensions
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40.96x26.88 cm 2 . Two plates, each one of 0.5 cm thickness, formed the upper and
lower part of the phantom, with a third plate of 1.0 cm thickness located in the centre.
Six parallel cylinders were drilled in the central plate, resembling a transverse cross
section of a human thorax. These cylinders were filled with a solution of water and
99'Tc. Figure 3.10 shows a schematic diagram of the phantom and table 3.1 shows the
dimensions and positions of the cylinders.
y
(a)	 (b)
Figure 3.10. Diagram of the phantom used in the experimental validation of the
Monte Carlo simulation: a) three-dimensional view of the phantom, b) transverse
cross section of the central block.
Table 3.1. Parameters of the cylinders drilled in the phantom.
Centre
	
Cylinder number X (cm)
	
1' (cm)	 Radius (cm)
1	 13.4	 19.2	 4.2
2
	
29.4	 19.2	 4.2
3
	
9.9	 14.1	 5.4
4
	
31.4	 14.5	 5.1
5
	
12.2	 9.6	 4.8
6
	
28.8	 8.6	 4.8
3.5.2. Experimental Arrangement
Figure 3.11 shows the experimental apparatus used during all the measurements. The
phantom was aligned with respect to the X electronic axis of the gamma camera in the
following manner. Two point sources were placed at the centres of the phantom
cylinders 1 and 2 (see figure 3.10). The phantom was positioned such that the two
sources lay parallel to the X axis of the gamma camera. Alignment was accomplished
101
Phantom
Water bath
Collimajor
Gamma camera
Chapter 3
	
Monte Carlo Simulation of a Parallel Hole Collimator
by performing short image acquisitions, repositioning the phantom every time, until the
centroids of the point source images were in the same horizontal profile. After this, a
solution of 500 ml of water and "Tc (302 MBq) was prepared and the cylinders of
the phantom were filled with this solution. A 10 cm thick water bath was placed
between the phantom and the collimator to act as a scattering medium.
Figure 3.11. Geometry of the system used in both the experiment and Monte Carlo
simulation. Photon histories are shown in the diagram representing: A escape fmm
the system, B absorption, C detection of scattered events, D detection of primary
events.
Two types of measurements were performed with this experimental arrangement.
Initially, the gamma camera was set to work in a pulse height analysis mode to
measure the energy distribution of the photons hitting the detector. An energy
correction matrix measured for Tc was used during this acquisition. The second
measurement consisted of the acquisition of several images with different energy
windows. Five symmetric windows (10%, 20%, 30%, 50% and 80%) were used, one
for each image acquisition. All the images were stored in a 256x256 format. The
acquisition time was varied so as to obtain 50 x 106 counts in all the images except the
one with 50% energy window where 29 x 106 counts were recorded.
3.5.3. Description of the Program
A uniform activity distribution of Tc mixed with water was assumed to fill the
cylinders of the phantom. The XY positions of photon emission were sampled from
uniform distributions using the rejection sampling method. In this technique, a point is
chosen within a rectangle in the XY plane that contains the area under interest, in this
case the 6 cylinders located in the central block of the phantom. If the point lies within
any of the cylinders the point is accepted, otherwise it is rejected. On the other hand,
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the Z photon coordinate was sampled from a uniform distribution using the direct
sampling method. The photon direction cosines were sampled from the probability
distributions that govern an isotropic decay.
The program performed the photon transport within the phantom, water bath and
collimator. Once a photon reached the image plane (assumed to be immediately below
the collimator) the procedure to account for the intrinsic response of the gamma
camera was used. The detected signal was sampled from a Gaussian function with a
mean value by, the energy of the photon just prior to detection, and a standard
deviation as a function of hv. The intrinsic spatial resolution of the camera was applied
using a digital convolver with a PSF of 3.5 mm.
All the photon histories were traced and classified depending on the number and type
of interactions the photons had undergone during their transport. A photon history was
discarded when the photons escaped the geometry of the system, the photon energy
fell below a cut off energy (set as 80 keY) or when the photon was absorbed in any of
the components of the system (phantom, water bath or collimator). A photon energy
distribution was obtained for all the detected photons as a function of number of
interactions. Following this process, images were produced by binning the detected
photon position along the X and Y axes into 256 pixels. The physical pixel size
corresponded to 0.16 cm. Five images were thus formed representing 10%, 20%, 30%,
50% and 80% spectral windows centred at 140 keV. The Monte Carlo program ran
mainly on IPX Sun workstations. A total of 3.48x10'° photon histories were traced in
approximately 27 weeks of computing time.
33.4. Results
35.4.1. Scatter Fractions
The total energy distribution obtained from the Monte Carlo simulation is shown in
figure 3.12a. The spectrum is separated in terms of the primary and scattered
components. A semi-logarithmic plot of the several contributions to the distribution is
also shown in figure 3.12b where the spectrum is separated in different components
according to the number of Compton interactions that the photons underwent within
the phantom and water bath.
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Figure 3.12a. Calculated energy spectra showing the contribution of the primary
and scattered photons to the total spectrum.
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Figure 3.12b. Semi-logarithmic plot of the calculated energy spectra showing the
contribution of the different orders of Compton scattered photons.
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It can be observed from these piots that the maxima of the spectra are shifted towards
lower energies as the number of Compton interactions increases. The results also
indicate that a large fraction of scattered photons is detected irrespectively of the
energy window used. For 10% or 20% spectral windows (normally used in nuclear
medicine departments) the main scatter contribution arises from first and second order
Compton scattered photons. The scatter fractions, defined as the ratio of scattered
counts to non scattered counts, are shown in table 3.2. The first three orders of
Compton scatter are listed separately to show their individual contribution to the
scatter fraction.
Table 3.2. Calculated scatter fractions as a function of order of Compton
interaction for different energy windows.
Scatter fraction
Order of Compton
interaction	 10%	 20%	 30%	 50%	 80%
1	 0.3787	 0.5295
2	 0.0566	 0.1137
3	 0.0051	 0.0142
Rest	 0.0004	 0.0015
Total	 0.4408	 0.6559
	
0.69 15	 0.8792	 0.9469
	
0.2049	 0.3956	 0.6028
	
0.0352	 0.1107	 0.2822
	
0.0044	 0.0251	 0.1301
	
0.9360	 1.4106	 1.9620
As expected, the scatter fraction increases as the spectral window increases and the
contribution of high order Compton scattered photons is more evident. The
contribution of first order Compton scattered photons dominates the scatter fraction
for any spectral window used. For a 10% energy window, 85.9% of the scattered
photons suffered one Compton interaction whereas for a 80% energy window this
value dropped to 48.3%.
35.4.2. Energy Distribution
The plots of experimental and calculated energy spectra are shown in figure 3.13.
Several features can be observed in the graph. The peaks appearing in the experimental
data at 74.2 keV and 85.4 keV arise from the characteristic photons produced in the
collimator septa. These peaks are not present in the calculated data because no
production of the characteristic photons was considered into the collimator program.
Besides, the photon cut-off energy was chosen in the program as 80 keV. Therefore,
for energies below 90 keY the spectra cannot really be compared. Above this energy,
the sets of data show very good agreement.
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Figure 3.13. Comparison between calculated and experimental energy spectra.
3.5.4.3. Image Comparison
Some examples of the images obtained with the Monte Carlo simulation and
experiment are presented in figures 3.14 and 3.15. Table 3.3 lists the statistical
properties of the experimental and calculated images. It can be observed that the
Monte Carlo code presented lower number of counts than the experimental images.
These values were limited by the long CPU times required to obtain these results.
Table 3.3. Statistical parameters for the experimental and calculated images.
Maximum number of counts
per pixel	 Total number of counts (x106)
Energy window (%) Experiment 	 Monte Carlo	 Experiment	 Monte Carlo
10	 4067	 127	 50	 1.6
20	 3945	 178	 50	 2.3
30	 3789	 200	 50	 2.8
50	 2104	 234	 29	 3.4
80	 3421	 275	 50	 4.2
As discussed in Chapter 1, section 1.7, the comparison between two images requires a
registration step to correct for differences in data collection. In this work, image
registration was perfonned through a geometric and a grey map transformation. The
geometric registration only considered translation as it was ensured during the
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experiment that the orientation of the phantom coincided with orientation of the X and
Y axes of the gamma camera. The normalisation (NF) and background (BG)
parameters were determined for each step in the geometric registration by obtaining
the scatter diagram. The scatter diagram is a plot of the pixel intensities of the
experimental image versus the corresponding values in the calculated image. If a
straight line is fitted to this set of data, the normalisation factor is given by the slope of
the line and the background by the intercept. The maximum value of the correlation
coefficient, r, establishes when the images are registered and gives a measure of their
similarity.
The procedure to compare the experimental and calculated images can be summarised
as follows:
i) Because the extent of the experimental image is limited by its size, a region of
interest was selected in both images. A rectangular region of 176x148 pixels was
used.
ii) The region of interest on the experimental image was shifted Dx, Dy pixels
(—m^Dx^m, —m^Dy^m,m^0).
iii) The scatter diagram was obtained for each shifted position and the parameters NF,
BG and r were calculated.
The iterative repetition of steps 1) through iii) allowed the determination of the
parameters Dx, Dy, NF and BG that maximised r. Table 3.4 lists the parameters found
during the maximisation of the correlation coefficient for all the energy windows used
during the image acquisitions. Results are shown in figures 3.14 and 3.15 for spectral
windows of 10% and 80%, respectively. These figures present the experimental images
after the registration procedure.
Table 3.4. Parameters that maximise the correlation coefficient r during the
comparison of experimental and Monte Carlo calculated images.
Energy window	 Dx	 Dy	 NF	 BG	 r
(%)	 (pixels) (pixels)
10	 -5	 -1	 0.032	 0.990	 0.996
20	 -5	 -1	 0.047	 -1.689	 0.996
30	 -5	 -1	 0.056	 -1.817	 0.996
50	 8	 7	 0.118	 -2.728	 0.995
80	 8	 7	 0.084	 -3.997	 0.995
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Figure 3.14. Results for a 10% spectral window, a) Monte Carlo simulation, b)
experiment after registration, c) scatter diagram. d) horizontal profiles at y=l28
pixels as shown in a) and b). 	 experiment, ......simulation.
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Figure 3.15. Results for a 80% spectral window, a) Monte Carlo simulation, b)
experiment after registration, c) scatter diagram and d) horizontal profiles at y=128
pixels as shown in a) and b).	 experiment, .......simulation.
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It can be observed that in all the cases the values of the correlation coefficients are very
close to unity. This fact indicates that the images are very similar to each other. A test
was carried out to determine if the correlation coefficient was reliable as a similarity
criterion. To this end, the experimental and calculated images were translated from the
values Dx and Dy that optimised r given in table 3.4 and the corresponding correlation
coefficient calculated. For a displacement of the region of interest of 7 pixels the
change in the correlation coefficient was approximately 17% whereas for a
displacement of 3 pixels the change was of the order of 5%. According to these values,
the correlation coefficient seems to be very sensitive to small image misregistrations.
One of the disadvantages of using the correlation coefficient as a similarity measure is
that it ignores the spatial differences between the images. There exist, however, robust
methods that account for spatial differences between the images. Among these, the
stochastic and deterministic sign change algorithms have proved to be very successful.
However, they require the images to have the same statistics: either with statistical
fluctuations or with a very good signal to noise ratio. In our comparison, the
experimental and calculated images did not present the same statistics: the Monte
Carlo images were relatively noisy and the experimental ones had a very high signal to
noise ratio. This fact precluded the use of these criteria as measures of image similarity.
To show that spatial correlation existed between the experiment and Monte Carlo
results, horizontal profiles were drawn through the images and plotted in the same
graph (see figures 3.14d and 3.15d). For an 80% window, a very good agreement can
be seen between the profiles. The small differences in the proffles for a 10% window
can be explained in terms of experimental errors.
3.6. The GRF as an Alternative Procedure to the Collimator
Simulation
The experimental validation of the collimator program indicated an excellent
agreement between the experimental data and the simulation. However, the computing
time required to obtain these results was extremely long (27 weeks of CPU time). This
represents a practical limitation when Monte Carlo techniques are used for more
complicated studies. To alleviate this problem, the GRF can be used instead of the
collimator simulation to reduce the computing time.
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The use of the (JRF to account for the presence of the collimator can be justified on
the following bases. Firstly, it has been shown in section 3.4.2 that the geometric
component of the collimator PSF calculated with the Monte Carlo program is
equivalent to the GRF, as can be seen in figure 3.8. Secondly, it was indicated in
section 3.4.3 that the geometric component is the dominant contribution to the
collimator PSF, and that the scatter and penetration components can be considered
negligible. Fmally, the photon transport within the patient cannot be replaced by any
other technique to characterise the system. These arguments indicate that one
approach to reduce computational speed is by using the (JRF instead of performing the
photon transport through the collimator.
On the basis of these arguments, the GRF was used in place of the collimator
simulation to produce all the results presented in the following chapters.
3.7. Conclusions
This chapter described the Monte Carlo simulation of a parallel hole collimator of
hexagonal holes. The verification of the program was performed using two
approaches. In the first case, the collimator effective point spread function was
simulated assuming an ideal detector response. The geometric component of the PSF
was compared with both Anger's equation for the collimator resolution and the
geometric response function. It was found an excellent agreement between these two
comparisons.
The collimator program was modified to include the intrinsic response of the gamma
camera and an extended source distribution within a scattering medium. Experimental
verification using an equivalent system as in the simulation was performed by
comparing energy distributions and images acquired with different energy windows.
Both comparisons showed very good agreement Image comparisons using the
correlation coefficient method produced correlation coefficients greater than 0.99 in all
the cases. These results indicated that the Monte Carlo program and the approach to
include the intrinsic response of the gamma camera produced adequate images. It is
then expected that they could be used for more complicated studies.
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As discussed in Chapter 1, attenuation compensation algorithms have been developed
to correct SPECT images for non-uniform photon attenuation. These algorithms
require to determine first the spatial distribution and composition of the attenuating
media where the emission source is embedded. Attenuation maps can be measured
with a rotating gamma camera fitted with an external source, using standard CT
techniques. Several geometries for the external source have been proposed which
provide attenuation coefficients for narrow or broad beam geometry. This chapter
presents results of a Monte Carlo simulation of a transmission tomographic SPEC!'
system. In order to evaluate the most satisfactory approach to the production of
attenuation maps two systems were modelled considering both types of geometry.
4.1. Attenuation Coefficients in SPECT
It has been pointed out in Chapter 1 that SPECT images are contaminated with
scattered photons due to the finite energy response of the gamma camera. It was also
mentioned that spectral windowing is the most common scatter rejection technique
used in nuclear medicine departments. This method allows the rejection of a large
fraction of scattered photons, the majority of rejected photons having undergone.
multiple scattering (Floyd et a! 1984). A good example of the last statement is
presented in Chapter 3, section 3.5.4.1, where the photon energy distribution of a
simulated phantom was calculated as a function of number of Compton interactions. In
this example, the use of a 20% energy window produced a scatter fraction of 0.66,
with 80% of the scattered photons arising from single Compton interactions. Similarly,
some primary events were discarded because their energies were not within the
spectral window causing a loss of detection efficiency. This indicates that the selection
of an energy window is a compromise between the rejection of a large fraction of
scattered photons while maximising the detection of primary photons. Unless a scatter
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correction is applied to the emission data, the image acquisition is considered to be
under broad beam geometry. An increase in the number of detected photons produces
an apparent increase in the penetration of the primary photons. Under these
circumstances, the linear attenuation coefficients associated with scattering media are
regarded as effective attenuation coefficients, which characterise by having a lower
value than narrow beam attenuation coefficients.
If attenuation correction is to be applied to the emission data it is important to
determine what sort of attenuation coefficients should be used. Several attenuation
correction methods have been proposed, amongst which we can find those that assume
a uniform object with constant linear attenuation coefficient (Budinger and Gullberg
1974, Kay and Keyes 1975, Budinger et a! 1979, Chang 1978). These investigations
raised the question of whether to use narrow or broad beam attenuation coefficients.
Harris er a! (1984) have measured the attenuation coefficient for 140 keV photons in
water-filled phantoms using gamma cameras. Their data showed that an effective
attenuation coefficient of	 = 0.12 cm improved results when compared with the
use of the narrow beam value p. = 0.15 cm'. This work suggests that a value of
p. = 0.11-0.12 cm' is appropriate for use in attenuation compensation when an
average is required. Other researchers (King eta! 1991) have used the latter value with
remarkable success.
On the basis of these studies it could be supposed that the linear attenuation map
required for attenuation correction should be measured using a broad beam geometry.
This assumption seems to be valid if the emission data contains both primary and
scattered photons. However, if the scattered photons can be discarded from the data
set by using a scatter correction technique, it could be assumed that the attenuation
coefficient map should be measured on a narrow beam geometry basis. Therefore, it is
important to study carefully the effects of attenuation correction when using the two.
types of geometry in the detennination of attenuation coefficients. Scatter correction
techniques are not within the scope of this project and they will not be used explicitly.
However, because of the flexibility of the computer simulations, it is straightforward to
classify separately primary and scattered events and label every detected photon
according to its history. In this way, it is possible to consider only primary photons
during the image reconstruction (this case would correspond to an ideal scatter
correction) or primary plus scattered events (no scatter correction applied).
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4.2. Monte Carlo Simulation
Thirty-two projections were simulated over a 1800 rotational arc following the
procedure described in Chapter 1, section 1.6.2. A circular orbit with a radius of
rotation of 15 cm was employed. The projections were obtained in a 128x128 format
with a corresponding pixel size of 0.32 cm. A range of photon energies for the external
source was selected based on the typical energies used in a nuclear medicine
department. For both sources the energies selected were 180, 140, 98 and 75 keV. In
addition, the collimated line source also included a study with 122 keV photons.
4.2.1. The Transmission Phantom
A mathematical phantom was designed with similar external dimensions to the thorax
of a human adult. The phantom consisted of a cylinder of perspex, elliptical in cross
section, containing 6 rods filled with different tissue equivalent materials. The selection
of the materials was based on the tissues normally found in the thorax and were
selected because of their range of densities and compositions. A schematic diagram of
the phantom is presented in figure 4.1. The height of the phantom was equal to 41 cm,
the FFOV of the IGE XCT gamma camera.
30cm
ED
sa	 perspex	 22 cm
Ye1®
*5 cm
Figure 4.1. Transverse section of the transmission phantom. The selection of the
rod materials was based on the range of tissues found in the thorax.
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4.2.2. Monte Carlo Procedure
As described in Chapter 1, section 1.6.2, the photon histories were traced and, if the
photons reached the collimator face, their parameters were stored on magnetic tape. In
this study, at the end of each successful history each photon was associated with a
vector given by:
r = (Y,Z,qI,yJ ,ZJ ,E,q,,O, NR , Nc )	 (4.1)
where: (y,z) is the initial photon position in the source plane (at a = 00),
q is the initial photon azimuthal angle,
(YpZ1) is the fmal photon position in the collimator face (at a = 00),
E is the photon energy on arrival at the collimator,
( is the photon azimuthal direction (angle measured on the collimator face),
0 is the angle between the photon direction and the normal to the collimator
face,
NR and N are the number of Rayleigh and Compton interactions inside the
phantom, respectively.
A problem was encountered while storing the photon parameters due to the large file
size required to store a statistically significant number of counts. A typical run output
for a photon energy of 180 keV, projection angle a=O°, with the two geometries used
in this study is shown in table 4.1. The last column in the table, referred to as
efficiency, is the number of detected photons expressed as a percentage of the number
of photons bitting the collimator face. The number of detected photons was obtained
from the output of the collimator program.
Table 4.1. Typical output for the two geometries used in the transmission study.
Source	 Number of emitted	 Number of photons reaching Efficiency
photons (x106)	 the collimator face (x106)	 (%)
Collimated line	 20	 2.2	 1.19
Flood	 90	 4.9	 0.28
The parameters associated with each photon occupied approximately 16 bytes when
stored in a coded format. This value multiplied by the number of photons reaching the
collimator face produced file sizes of approximately 34 megabytes for the collimated
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line source and of 75 megabytes for the flood source, for each projection and energy.
These large files imposed a physical limitation on the number of stored photons. On the
other hand, the number of photons reaching the collimator had to be high in order to
get reasonable statistics for the detected events. To alleviate this problem, an algorithm
was developed to allow a set of probability density functions to be formed that
characterised the photons reaching the collimator face. These density functions were
then used to generate as many photons as required. This algorithm is described in the
next section.
4.2.3. Sampling of Photon Parameters
The photons reaching the collimator face could be completely characterised by the
probability density functions that governed their position (y1 , z1 ) direction (O,q) and
energy (E). These probabilities were obtained by using the respective photon intensity,
I(y1 ,z1 ), energy spectrum, I(e,y1 ,z1 ), and angular distributions, !(O,y 1 ,z1 ) and
I(, y1 , Zf ), as a function of the photon position (y1 ,z1).
For the ideal case of an infmitely long source and phantom, both symmetrical along the
Z direction, the above distributions can be reduced to expressions that depend only on
the Y coordinate. In practice, however, it is not possible to use an infinite phantom and
source, but the statement can be considered a good approximation if the phantom and
source are long. This study was carried out with a long phantom and a long source
both symmetrical along the Z axis. Thus, it can be considered a good approximation to
characterise the photon distributions only as a function of the Y coordinate. To
illustrate this, an example of the phantom images obtained with a collimated line
source, a 180 keY photon energy and a projection angle a = 00, is shown in figure 4.2.
The 4 images were formed separately with primary and scattered events, before and
after the transport through the collimator. Profiles across three different rows in the
images are also shown.
It can be observed from figures 4.2a and 4.2b that the images are symmetric along the
Z axis and similar spatial photon distributions along the Y direction are obtained for a
wide range of horizontal profiles. Taking advantage of this fact, the average photon
intensity distribution in the Y direction (which will exhibit less statistical variation) can
be constructed by simply adding the photon intensities in the Z direction (that is, along
each column).
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Figure 4.2. Phantom images obtained with a collimated line source, 180 keY
photons and projection angle a=0°; a) image of the photons reaching the collimator
face, b) profiles across different rows in the images shown in a), c) images of the
photon distribution after the transport through the collimator.
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Similarly, the photons lying on a particular column are characterised by sharing the
same distributions in terms of energy and direction (angles 0 and q), and their
respective probability density functions are simply obtained by their classification (with
a further normalisation) in terms of these parameters. This is illustrated in figure 4.3.
1M
Figure 4.3. The image is represented by a two-dimensional array of intensities
I(j,k), j=1 ...N) . lc=1 ,..,N. For each column, the photon distributions are obtained
by summing the photon intensities as a function of any of these parameters: energy,
angle 0 or angle ç.
The photon distributions obtained were then used to sample photon parameters, as
many times as required, to obtain sufficient photon statistics in the detector plane. It
was expected that the probabilities that characterised the primary photons would be
different from the probabilities for the scattered photons and care was taken in their
calculation. The characteristics of the primary photons were still related to the
characteristics of the source whereas the scattered photons lost any infoñnation about
the way they were initially generated. Because of this, the probability density functions
for the primary and scattered photons were produced independently of each other.
Once the probability density functions were obtained, the next step was to sample new
photon parameters based on these distributions by using the direct method. This
method required calculation of the cumulative probability functions, CPF's, associated
with the probability density functions and sample from these functions the required
parameters. The photon transport through the collimator can be summarised as follows
(see also flow diagram in figure 4.4):
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1.- CPF's for a particular geometry and incident photon energy were obtained using
the raw data stored on magnetic tape (output of the phantom simulation). Primary
events were treated independently from scattered events as their distributions
depended on their photon histories. The scatter to primary ratio was stored in
order to keep the same ratio when the photon parameters were generated.
2.- The CPFs were then used as input data for the collimator simulation. The photon
position along the Z axis was sampled from a unifonn distribution and the rest of
the parameters (position along the Y direction, energy, azimuthal and polar angles)
were sampled from the corresponding CPF's.
3.- Having generated the photon parameters, the transport through the collimator was
carried out. This step also included the detection process with the gamma camera.
4.- Tomographic images were finally reconstructed using the ML-EM algorithm.
Phantom simulation
Storage of photon parameters
on magnetic tape
Generation of CPPs
Sampling of CPF's
LEGP collimator simulation
Image econstruciion
Figure 4.4. Flow diagram showing the steps followed to obtain the phantom
attenuation maps.	 -
4.3. Results and Analysis
The two geometries for the external source were simulated according to the procedure
described in Chapter 1, section 1.6.2.1. Table 4.2 shows the selection of source
geometries, photon energies and activities considered in the study together with the
corresponding CPU times used from the production of the raw data (within the
phantom program) up to photon detection in the gamma camera. The total number of
counts collected over the 32 projections and the percentages of primary and scattered
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photons with respect to the total number of counts are also shown. The total number
of emitted photons in the source was calculated considering the isotropic photon
emission in a 4t geometry. The activity was calculated on the basis of a 30 second
acquisition time for each projection.
The collimated line source was run with an aperture of Aq)=5° for all the studies and all
the outputs shown in the table correspond to this value. This aperture was chosen
because it allowed investigation of the effect of a high degree of source collimation on
the transmission maps. It was only possible to complete the study for one aperture due
to time limitations. The CPU times shown in table 4.2 are not directly comparable
because the programs were running on different Sun workstations at different stages
(including SPARCstation SLC, SPARCstation IPX and SPARCstation 10) but do give
an indication on the required computing time.
Table 4.2. Geometries, energies and activities used in the transmission study. The
total CPU time for each combination of geometry and photon energy is shown,
together with the total number of detected counts added over the 32 projections.
Source Photon energy Activity CPU time Detected photons Primary Scatter
(key)	 (MBq)	 (hr)	 (x106)	 (%)	 (%)
Flood	 180	 708
140	 708
98	 786
75	 889
Line	 180	 1893
140	 1893
122	 1893
98	 2177
75	 2366
650	 4.93	 69.5
590	 3.78	 66.8
795	 3.29	 63.4
617	 3.12	 61.3
268	 9.34	 92.7
272	 7.28	 92.2
241	 6.56	 91.9
320	 6.32	 91.2
362	 5.60	 90.3
It can be observed that the flood source study took more than twice the CPU time
taken to run the line source study, even though the detected events were considerably
smaller. This meant that when the flood source data were generated, the source
activity had to be limited. For the flood source, the percentage of scattered photons in
the detected image is comparable to the values normally reported for a normal
emission study (Floyd et at 1984) although the geometries and path lengths do differ.
For the collimated line source the scatter fraction is considerably reduced and less than
10% of the detected photons have undergone scattering. This value could be further
reduced by decreasing the aperture of the collimated line source. It can also be
observed that the fraction of detected scattered photons increases as the photon energy
decreases. This effect was also reported by Floyd et a! (1988). This result may seem
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unexpected since the relative probability of incoherent scatter decreases as the photon
energy decreases. However, as the photon energy decreases, the probability of
photoelectric interaction increases, raising the number of absorbed photons. This loss
of primary photons via absorption increases the scatter to primary ratio.
4.3.1. Determination of the Attenuation Coefficients
The phantom attenuation maps obtained with a photon energy of 140 keY are shown
in figure 4.5, separated in tenns of source geometry and whether only primary or
primary plus scattered photons were considered.
Primaries	 Total
Figure 4.5. Tomographic images of the phantom simulation. Images are presented
for 140 keV photons for the two geometries used in the program. The orientation of
the images corresponds to the diagram of the phantom shown in figure 4.1.
It can be observed that the collimated line source produced improved image quality
with lower statistical fluctuations than the flood source.
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The determination of the attenuation coefficients for each material was carried out
using an image processing software called Dispimage (Plummer 1992). The images
were displayed and squared regions of interest (ROl) were defined at the centre of
each rod. The location of each ROl was selected using the mathematical phantom
shown in figure 4.1. Partial volume effects were avoided by selecting the regions of
interest enclosed by the rods. The mean value of the attenuation coefficient and the
associated standard deviation were calculated for each region. The results are shown in
table 4.3 together with the narrow beam attenuation coefficients (NB) calculated from
Storm and Israel (1970).
A better way of looking at these results is by plotting the linear attenuation coefficients
as a function of energy for each material and geometry. These graphs are shown in
figure 4.6. Their main features can be listed as follows:
• The predicted attenuation coefficients are very close to the narrow beam values
when calculated for both types of source and considering only primary events
(except for the regions containing lung and air).
• The linear attenuation coefficients calculated with the flood source have associated
larger uncertainties than the collimated line source images.
• The effective attenuation coefficients show reduced values than narrow beam
attenuation coefficients. This reduction varies with photon energy and material
type. This result is not unexpected since the intensity and spatial distribution of
scattered photons vary with the photon energy, composition and structure of the
attenuating media.
• The predicted attenuation coefficients for air are never zero, independently of the
source geometry or energy.
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Table 4.3. Linear attenuation coefficients obtained from the Monte Carlo
simulation.
Collimated Line Source 	 Flood Source
Material	 Energy p4	 Primaries	 Total	 Primaries	 Total
('	 (cm-')	 LL ± t (cm')	 t ± .ji (cm-')	 t ± Aj.t (cm')	 J.t ± Aj.t (cm')
Cortical	 180	 0.264	 0.267	 0.010	 0.252	 0.010	 0.264	 0.016	 0.207	 0.008
140	 0.297	 0.300	 0.016	 0.279	 0.014	 0.298	 0.015	 0.228	 0.012
122	 0.319	 0.329 0.013 0.307 0.012	 -	 -	 -
98	 0.367	 0.375	 0.018	 0.349	 0.013	 0.378	 0.025	 0.280	 0.012
75	 0.465	 0.474 0.019 0.444	 0.021	 0.479	 0.042	 0.363	 0.022
Spongiosa	 180	 0.166	 0.167	 0.006	 0.159	 0.005	 0.161	 0.009	 0.112	 0.007
140	 0.182	 0.189	 0.010	 0.180	 0.009	 0.179	 0.011	 0.123	 0.006
122	 0.192	 0.195 0.012 0.183 0.010	 -	 -	 -	 -
98	 0.210	 0.210	 0.014	 0.197	 0.011	 0.205	 0.015	 0.136	 0.005
75	 0.243	 0.249	 0.010	 0.229	 0.009	 0.247	 0.015	 0.151	 0.008
Muscle	 180	 0.148	 0.151	 0.005	 0.145	 0.005	 0.146	 0.010	 0.107	 0.004
140	 0.161	 0.163	 0.009	 0.155	 0008	 0.158	 0.010	 0.113	 0.007
122	 0.168	 0.170 0.007 0.161 0.006	 -	 -	 --	 -
98	 0.181	 0.179	 0.008	 0.170	 0.007	 0.173	 0.013	 0.121	 0.006
75	 0.200	 0.205	 0.010	 0.191	 0.007	 0.190	 0.016	 0.123	 0.009
Adipose	 180	 0.135	 0.137	 0.006	 0.131	 0.005	 0.140	 0.010	 0.105	 0.005
140	 0.146	 0.147	 0.007	 0.141	 0.006	 0.152	 0.010	 0.114	 0.008
122	 0.152	 0.150 0005 0.143 0.004	 -	 -	 -	 -
98	 0.163	 0.162	 0.007	 0.155	 0.006	 0.160	 0.013	 0.118	 0.008
75	 0.177	 0.175	 0.009	 0.167	 0.008	 0.173	 0.010	 0.126	 0.008
Perspex	 180	 0.129	 0.138	 0.010	 0.131	 0.009	 0.128	 0.015	 0.091	 0.010
140	 0.140	 0.145	 0.010	 0.138	 0.008	 0.136	 0.018	 0.095	 0.011
122	 0.146	 0.152 0.010 0.144 0.010
	 -	 -	 -	 -
98	 0.156	 0.165	 0.011	 0.154	 0.010	 0.157	 0.013	 0.103	 0.009
75	 0.170	 0.177	 0.015	 0.166	 0.012	 0.181	 0.017	 0.117	 0.009
Lung	 180	 0.037	 0.046 0.004 0.045 0.004 0.044 0.007 0.035 0.004
140	 0.040	 0.051	 0.004 0.049 0.004 0.049 0.006 0.040 0.004
122	 0.042	 0.051 0.006 0.050 0.006	 -	 -	 - -	 -
98	 0.045	 0.053 0.005	 0.053 0.005	 0.057 0.004 0.048	 0.003
75	 0.049	 0.060 0.006 0.060 0.006 0.057 0.008 0.052 0.006
Air	 180	 0.000	 0.021 0.003 0.021	 0.003 0.020 0.004 0.024 0.004
140	 0.000	 0.020 0.005 0.020 0.004 0.023 0.006 0.028 0.005
in	 0.000	 0.022 0.005 0.022 0.004	 -	 -	 -
98	 0.000	 0.023 0.005 0.024 0.004 0.025 0.006 0.031	 0.005
75	 0.000	 0.026 0.005	 0.027 0.005	 0.028	 0.008	 0.036 0.007
0 NB refers to narrow beam geometry.
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Figure 4.6a-c. Linear attenuation coefficients as a function of energy calculated
with the Monte Carlo simulation for the collimated line and flood souttes. The data
are separated according to the contribution of only primaries or primary plus
scattered photons using a 20% window, a) cortical bone, b) spongiosa, c) muscle.
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Figure 4.6d-f. Linear attenuation coefficients as a function of energy calculated
with the Monte Carlo simulation for the collimated line and flood sources. The data
are separated according to the contribution of only primaries or primary plus
scattered photons using a 20% window. d) adipose, e) perspex, f) lung.
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Figure 4.6g. Linear attenuation coefficients as a function of energy calculated with
the Monte Carlo simulation for the collimated line and flood sources. The data are
separated sccording to the contribution of only primaries or pnmaq plus scattered
photons using a 20% window. g) air.
4.3.2. Energy Dependence of the Linear Attenuation Coefficients
As detailed in Chapter 1, attenuation maps can be measured using the dual
radionuclide technique in which the photon energy of the transmission source (ET) is
different from the energy used for the emission study (EE). The use of this technique
requires to scale the attenuation maps in order to be used in the attenuation correction
of the emission data. Most researchers simply assume a linear relationship between the
attenuation coefficients for both energies E and EE. Bailey and Hutton (1987) have
validated this assumption using experimental data. However, the reported attenuation
coefficients for tissues were measured with a patient study where partial volume effects
could affect the measurements.
The data presented in table 4.3 were used to investigate the relationship between the
attenuation coefficients obtained at different energies as a function of several
parameters such as geometry of the source and whether the photons originated from
primaiy or primaiy plus scattered events. To this end, the linear attenuation
coefficients obtained from the Monte Carlo simulation for each energy were plotted
against the attenuation coefficients obtained with the Monte Carlo simulation for a 140
keY photon energy. These plots are shown in figures 4.7a and 4.7b. Primary events are
plotted separately from the primary plus scattered events.
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Figure 4.7a. Plot of the linear attenuation coefficients at 140 keV versus the linear
attenuation coefficients at several energies for the collimated line source study. The
symbols represent the Monte Carlo simulation results and the lines the quadratic
fits.
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Figure 4.7b. Plot of the linear attenuation coefficients at 140 keV versus linear
auenuation coefficients at several energies for the flood source study. The symbols
represent the Monte Carlo simulation results and the lines the quadratic fits.
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It can be observed that there is a non-linear relationship between the attenuation
coefficients for the photon energies and external source geometries presented in the
graphs. The trend of the curves indicate a quadratic relationship of the form:
iiio	 = A + A1t, + At 2 I = 180, 122*, 98,75 keV	 (4.2)
A quadratic regression algorithm was used to obtain the parameters A0 , A1 and A2 for
all the data sets of figure 4.7. These parameters are shown in table 4.4. Columns 6 and
10 in the table present the correlation coefficient which indicates the goodness of the
fit
Table 4.4. Parameters obtained from the quadratic fits of the transmission data
shown in figures 4.7a and 4.7b.
Primaries	 Total
	
Study Energy	 A
	
(keV)	 A,	 A2	 r	 A0	 A,	 A2	 r
Line 180
122
98
75
Fod 180
98
75
1.046
1.043
1.015
0.951
1.002
1.031
0.914
1.074
1.077
1.061
1.013
0.980
1.109
1.115
-0.001
-0.002
-0.003
-0.004
0.003
-0.005
-0.001
0.309
-0.376
-0.551
-0.657
0.439
-0.610
-0.613
0.9985
0.9997
0.9993
0.9994
0.9996
0.9976
0.9924
-0.002
-0.004
-0006
-0.007
0.004
-0.008
-0.012
0.170
-0.505
-0.700
-0.829
0.491
-0.954
-1.250
0.9984
0.9994
0.9994
0.9998
0.9992
0.9984
0.9943
In all the cases, the intercept is approximately zero, the first order coefficient is
approximately one and the magnitude of the second order coefficient increases but
becomes more negative as the energy of the independent variable decreases. The
absolute value of the second order coefficient increases as the energy of the
independent variable decreases. Therefore, the quadratic term in equation 4.2 becomes
more important.
The non-linear relationship between the attenuation coefficients at different energies
arises as a consequence of the dependence of the probability of photon interactions
with both photon energy and tissue composition. Two main features are observed from
the graphs. First, the quadratic trend is more prominent for low photon energies.
Second, cortical bone and, to a much lesser extent, spongiosa are the tissues that
deviate the curves from straight lines.
* Only for the collimated line source study.
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These two characteristics might be explained in terms of the photoelectric effect. At
low photon energies, this type of interaction depends on the atomic number of the
scattering medium as Z4 and on the photon energy as E 3 . It is then expected that the
cortical bone and spongiosa would contribute more markedly to a non-linear
relationship because they contain a significant amount of calcium, which is one of the
highest atomic number elements in all the tissue compositions. Furthermore, this effect
would also be more prominent at lower energies since the E 3 dependence is more
important.
On the basis of these arguments, it can be concluded that the non-linear relationship
found is largely due to the presence of a significant amount of calcium in the tissue
composition of cortical bone and spongiosa. To corroborate this, the cortical bone and
spongiosa attenuation coefficients were removed from the data sets shown in figure 4.7
and a linear regression algorithm was used to fit the curves. In all the cases, the linear
regression produced intercepts between 0.001 ± 0.002 for primary events and between
0.008 ± 0.008 for primary plus scattered events. The slopes of the straight lines and
the correlation coefficients obtained are presented in the following table.
Table 4.5. Parameters obtained from the linear regression of the data shown in
figure 4.7, excluding the data for cortical bone and spongiosa.
Collimated Line Source	 Flood Source
Primaries	 Total	 Primaries	 Total
Energy
(key)	 Slope	 r	 Slope	 r	 Slope	 r	 Slope	 r
180	 1.08 ± 0.02 0.9995 1.08 ± 0.02 0.9997 1.07 ± 0.01 0.9998 1.03 ± 0.02 0.9991
ifl	 0.96±0.02 0.9996 0.97 ± 0.02 09996	 -	 -	 -
98	 0.89 ± 0.02 0.9992 0.91 ± 0.01 0.9998 0.92 ± 0.04 0.9970 0.98 ± 0.03 0.9983
75	 0.81 ± 0.02 0.9987 0.84 ± 0.02 0.9993 0.81 ± 0.06 0.9916 0.94 ± 0.06 0.9931
It can be observed that all the sets of data can be fitted with straight lines passing
through the origin. It is interesting to note that the slopes of the straight lines which
contain only primary events can be represented by:
14O keV (H2 0)
= j.t1(H2o) j.L., i = 180, 122, 98, 75 keV	 (4.3)
where	 (H2 0) and t. (H20) are the linear attenuation coefficient for water at
140 keV and the corresponding energy i. This linear relationship has been used in the
129
Chapter 4	 Transmission Tomography with a Gamma Camera
past to transform the linear attenuation coefficients at different energies (Tsui et a!
1989).
Equation 4.3 can be used to transform attenuation maps at different energies only if the
object under study contains equivalent soft tissue materials. However, this relationship
does not hold for objects containing bone tissue and the second order polynomial
transformation (presented in equation 4.2) must be used instead.
It is expected that the second order polynomial coefficients presented in table 4.4 (for
primary events only) could be used to scale narrow beam attenuation maps. The
presence of scattered photons in the attenuation maps precludes the use of a general
transformation and the polynomial coefficients must be found for every particular
study.
4.4. Conclusions
In order to perform non-uniform attenuation compensation in SPEC!' imaging it is
necessary to obtain the attenuation maps where the source distribution is embedded.
This can be accomplished using a rotating gamma camera fitted with an external source
and following standard CF techniques. The geometry of the external source can be
chosen as to produce narrow or broad beam attenuation coefficients. The use of any of
these two types of attenuation coefficient depends on whether the emission data
contain scattered photons or not.
This chapter described the Monte Carlo simulation of a transmission study with a
rotating gamma camera fitted with a LEGP collimator and an external source. Two
geometries and several photon energies for the external source were simulated. A
phantom containing different tissues arranged in a simple structure was mathematically
designed and included in the transmission study. A mathematical approach was used to
obtain reasonable statistics for the detected events. This method allowed a set of
probability density functions to be formed characterising the photons reaching the
collimator face. The sampling of these probabilities generated as many photons as
required. With this respect it is important to note that the calculated activities for the
Monte Carlo simulation (4.2) agree with the source activities used in experimental
studies for both collimated line and flood sources (Malko et at 1986, Bailey et a! 1988,
Tsui et a! 1989, Gilland et a! 1993).
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The results showed that the collimated line source performed better than the flood
source, mainly because the direction of emission was limited. As expected, the flood
source produced reduced attenuation coefficients than the reported values for narrow
beam geometry and, because the number of detected photons was smaller than the
collimated line source study, the reconstructed attenuation maps presented higher
statistical fluctuations.
The collimated line source generated attenuation coefficients very close to the
calculated narrow beam values. It also produced images with better quality than the
flood source. It is expected that the amount of scattered photons reaching the detector
can be decreased using a higher degree of collimation.
It was found that the attenuation coefficients at different energies can be related
through a second order polynomial transformation, irrespective of the geometry of
the source.
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In an ideal case, the intensity values of a SPECT image should be directly proportional
to the activity per unit volume (activity concentration) in the object. The use of a
conversion factor should then transform the image values to activity concentration. In
practice, SPECT images are degraded by several factors that hinder the quantification
of physical quantities in the image. This chapter presents the analysis of Monte Carlo
simulated data of a tomographic emission study with a rotating gamma camera.
5.1. Quantification in SPECT
The goal of SPEC!' imaging is to produce the location and intensity of emitting
sources within an attenuating medium. Quantification in SPEC!' refers to the measure
of physical quantities related with the source distribution. This measurement can be
performed in relative or absolute terms. Relative quantification involves the
comparison of different regions in the same image or comparison of one region in two
different images acquired under the same conditions. Absolute quantification implies
the measurement of areas, volumes and activities in absolute units. Relative or absolute
quantification can be achieved by producing images whose pixel values represent the
activity concentration in the corresponding region in the patient.
Quantification in SPECF is not an easy task since several degrading factors are
involved during the image acquisition process. Among the most important factors are
photon attenuation, imaging of scattered photons, detector blurring and poor statistics.
The production of a quantitative image requires the use of techniques which can
compensate for these factors without creating image distortions or artefacts.
An interesting effect on the quantification of activity concentration occurs when
SPEC!' images are compensated for attenuation and scatter but not for detector
blurring. Although the gamma camera resolution is mainly dominated by the collimator
resolution, other factors must also be taken into account. Among these factors are
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intrinsic resolution of the gamma camera, sampling interval (linear and angular)
reconstruction filter and slice thickness. The resolution of the gamma camera has two
components: in-plane (measured across the reconstructed image) and axial resolution
(measured perpendicular to the image plane). The combination of these two
components leads to the definition of a volume (the resolution volume) within which
measurements of activity or volume cannot be accurately made. The overall effect of
the gamma camera resolution is that of producing blurred images of sharp objects.
The measure of activity concentration in a region of interest (ROl) in the reconstructed
image requires the knowledge of activity and volume simultaneously, quantities that
should be directly proportional to the number of counts in the ROl. Unfortunately, the
number of counts within an ROl is dependent on the size of the object relative to the
spatial resolution of the imaging system. It has been recognised that the activity
concentration of an object can be estimated from the number of counts in the image
only if the dimensions of the object are larger than approximately twice the resolution
of the imaging system (Hoffman er al 1979).
This statement can be illustrated with the use of the superposition principle which
states that the image produced by a linear-shift invariant system is given by the
convolution of the object intensity distribution with the point spread function of the
imaging system (Rossmann 1969). Let us assume, for example, two one-dimensional
objects of unit intensity and dimensions of 15 and 2 pixels. Let us also assume that the
gamma camera point spread function can be represented with a Gaussian function of
FWHM=3 pixels. The convolution of the Gaussian function with the object
distributions produce the intensities shown in figure 5.1.
It can be observed that the image of the large object has a large proportion of pixels
with the same intensity as the original object intensity and a FWHM equal to the width
of the object. Therefore, it is then possible to estimate activity concentration by.
measuring both the number of counts in the plateau region and the FWHM. A
calibration factor must be determined to relate the number of counts per unit volume in
the ROl with the sensitivity of the gamma camera (Eichling et a! 1977).
The image of the small object (whose dimension is smaller than twice the imaging
system resolution) has a decreased intensity and its FWHM does not represent the
dimension of the object. In this case the total number of counts is preserved but they
are distributed over an area larger than the dimensions of the object. Therefore, if the
maximum number of counts and the FWHM of the image intensity are taken as a
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measure of activity and volume, respectively, there will be an under-estimation of the
activity and an over-estimation of the volume. This effect prohibits the measurement of
activity and volume simultaneously. Correction factors can be applied to correct for
the under-estimation of activity if the volume is known (e.g. by using ultrasound or x-
ray CT) (Hoffman et al 1979). Conversely, if the activity is known, the volume can be
estimated using, for instance, adaptive thresholding techniques (Rowe et al 1988). In
practice, however, neither the activity nor the dimensions of small objects are known
and a true estimation of the activity concentration is impossible to accomplish.
Object size=1 5 pixels	 Object size=2 pixels
Figure 5.1. Predicted image distributions of one-dimensional objects. The object
dimensions were assumed to be larger than or smaller than twice the spatial
resolution of an hypothetical imaging system. The point spread function of the
imaging system was assumed to be a Gaussian function of FWHM=3 pixels.
In this project relative and absolute quantification of a source distribution was
performed using Monte Carlo simulated data and the ML-EM reconstruction
algorithm. The structure of the phantom contained non-uniform attenuating media and
a cylindrical annular source with activity concentrations varying with angle (see figure
5.2a). The dimensions of the source in the image plane were selected to be smaller than
twice the resolution of the imaging system. Such a case is found in myocardial imaging
where the maximum myocardial wall thickness can be of the order of the FWFIM of
the gamma camera resolution (under standard imaging conditions). Non-uniform
attenuation compensation was performed using the ML-EM program. The analysis was
performed with either only primary or primary plus scattered events. In this way, it was
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possible to obtain scatter-free images unaffected by photon attenuation. These images
were affected only by the detector blurring.
5.2. Monte Carlo Simulation
Sixty-four projections were simulated over 360°. A circular orbit with a radius of
rotation of 15 cm was employed. The projections were obtained in a 128x128 format
with a corresponding pixel size of 0.32 cm. Two studies with the same phantom were
performed using 75 keV and 141) keY photon energies representing 20'Tl and Tc,
respectively. A 20% spectral window centred on the photopeak was used in all the
simulations.
5.2.1. The Emission Phantom
Cross sectional and lateral views of the phantom with the corresponding dimensions
are shown in figure 5.2. This study was based on the same mathematical phantom as
the one previously described in Chapter 4 and used in the transmission study. The
emitting source consisted of an annular cylinder centred on the phantom with varying
angular activity concentrations. Seven relative concentrations (16, 10, 8, 6, 4, 2, 1)
were chosen within the annular source at regular angular intervals of 5 1.4°. The
annulus which was parallel to the image plane (XZ) had inner and outer radii of 1.5 cm
and 3.5 cm, respectively. These values were chosen in such a way that they
approximated the maximum myocardial wall thickness (Mettler and Guiberteau 1991).
In order to avoid partial volume effects in the direction perpendicular to the image
plane, the annular cylinder had a height of 20 cm.
The Monte Carlo program generated the photon positions within the phantom in polar
coordinates by calculating a radial distance r measured from the centre of the
phantom, a polar angle measured anticlockwise with respect to the Y-axis and a
source height; along the Z direction. The first two parameters determined completely
the position of a photon in the XY plane. The selection of the radius required the
assumption of a uniform annular source distribution. To illustrate the procedure, let R1
and R2 represent the inner and outer radii of the annular source. The area of the
annulus is
A=7t(R—R)
	
(5.1)
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Figure 5.2. Schematic diagram of the emission phantom. a) Phantom cross-section
showing seven relative setivity concentrations distributed in an annular source. b)
Lateral view of the phantom.
In order to generate a uniform distribution within the annulus it is necessary to produce
the same number of photons per unit arc length. Since all the positions at radius rg have
the same probability of being generated, the probability density function can be written
as follows:
136
Chapter 5
	
Attenuation Compensation Effects
2itr3	- 2r
	 (5.2)''=	
- R—R
From this expression, the cumulative probability function is given by:
P(r ^r')=fp(r')dr 
= R—R' R
1 ^i ^R2	(5.3)
The radius was generated from the last equation by using the inversion method which
consists in generating a random number (r *) between 0 and 1 and inverting equation
5.3. This reduces to calculate:
rL = 1J(R —R)r +R	 (5.4)
The polar angle and the source height z. were sampled from uniform distributions
considering O^ ^51.4° and O^z ^2Ocm.
The sampling of the initial photon parameters r1 , f3 and z1 using the algorithm
described above would produce a uniform source distribution in a segment of the
annulus. In order to generate segments with different activities in the annulus, a
cumulative probability function was produced with the activity concentrations and
stored in an array. Then, the inversion method was used to sample the region of the
annulus where the photon was going to be generated. The photon direction cosines
were sampled according to an isotropic distribution.
Following the procedure described in Chapter 1, section 1.6.3 the photon histories
were traced and, if the photons reached the system boundary 1 (figure 1.14), their
parameters were stored. At the end of each successful history each photon was
associated with a vector given by:
r = (JA,,3,z1 ,p1 ,z1 ,o,p,E,N1 ,N)	 (5.5)
where: IA is the section of the annulus where the photon was initially generated,
(r1, f',, z) is the initial photon position in polar coordinates,
(j3 z1) is the final photon position in polar coordinates,
(0, q,) is the final photon direction in spherical coordinates,
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E is the final photon energy at the system boundary 1,
NR and N are the number of Rayleigh and Compton interactions the photon
underwent inside the phantom, respectively.
53. Quantification Methods
53.1. Relative Quantification
Relative quantification was performed by comparing the circular profiles of the
reconstructed images with a theoretically derived source distribution. The circular
profiles were assumed to be centred on the images and were extracted at the maximum
radial intensity. The theoretical image was obtained by convolving the source
distribution with a calculated point spread function (PSF) of the tomographic system.
This PSF was computed from the reconstruction of a point source in air using Monte
Carlo simulated data and the ML-EM program. The point source was located in the
image plane 2.5 cm from the centre of rotation which corresponds to the average radial
distance of the annular source. The geometric parameters of the tomographic
acquisition system were kept the same as for the phantom study.
The PSF was calculated for two photon energies (75 keY and 140 keV) and a 20%
symmetric energy window. For both energies it was possible to fit the PSFs with a
single Gaussian function of 1.2 cm FWHM. Based on this value, the theoretical image
was determined by convolving the original source distribution, shown in figure 5.3a,
with a spatially invariant Gaussian function with a FWHM of 1.2 cm. The theoretical
image, shown in figure 5.3b, represented the noise-free source distribution which only
comprised the effect of detector blurring (no scatter or attenuation).
The reconstructed and theoretical circular profiles were compared in terms of the
fractional difference (FD), expressed as a percentage, of the reconstructed data with
respect to the theoretical prediction, which can be expressed as:
(IR—JT)xlooFD(%)=	 (5.6)
where 
'R and 'T are the normalised circular profiles at maximum radial intensity
obtained from the reconstructed and theoretical source distributions, respectively. An
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FD equal to zero indicates no differences between the reconstructed and theoretical
profiles, a negative FD indicates that the reconstructed data under-estimates the
theoretical prediction and a positive FD indicates an over-estimation.
a)	 b)
Figure 5.3. a) Original sowve distribution used as input for the Monte Carlo
simulation, b) Theoretical souzte distribution obtained by convolving the original
distribution with a spatially invariant Gaussian function (FWHM=1.2 cm).
5.3.2. Absolute Quantification
Absolute quantification was performed with the emission phantom data by measuring
the percentage air sensitivity. Sensitivity is defined as the count rate observed per unit
source activity. It may be measured with a source within an attenuating medium (a test
object) or in air. When measured in air, it represents an ideal quantity which can be
used as a basis for comparison with tomographic reconstruction of source
distributions. This is particularly important when assessing the performance of
attenuation and scatter correction techniques. Percentage air sensitivity is defined as
the ratio of the number of counts per unit activity in a region of interest in the phantom
to the number or counts per unit activity for a source in air at the same phantom
location (expressed as a percentage) (King eta! 1991).
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(Number of counts in ROI/ Activity in ROI)x 100
Air sensitivity (%) =
	
	 (5.7)
Detected counts for a point source in air/ Activity of the point source
Clearly, an ROl with a percentage air sensitivity of 100% means a perfect match
between the estimated activity in the ROl and the expected number of counts for a
point source in air in which photon attenuation and scatter are not present. Seven
regions of interest were selected in the source distribution, one for each segment of the
annulus, to measure percentage air sensitivity.
Each region of interest was composed of 2 x 2 x 1 pixels and drawn from the original
source distribution used as input for the Monte Carlo simulation. The averaged number
of counts in an ROl was measured in the reconstructed images. The theoretical source
distribution which contained the effect of the detector blurring (figure 5.3b) was
employed to calculate the activity.
In order to obtain the point air sensitivity, a tomographic acquisition of a point source
in air was Monte Carlo simulated for the two photon energies (75 keV and 140 keV)
using a symmetric energy window of 20%. The point source was assumed to be
located within the annulus at the maximum intensity circular profile (described in
section 5.3.1). The point source sensitivity in air was found to be 11.11 kilo counts and
11.83 kilo counts per million emitted photons for 75 keY and 140 keY photons,
respectively.
5.4. Results and Analysis
The program traced 427x 106 photon histories for two photon energies, 75 keV and
140 keY. The total number of detected photons summed over all the projections, the
scatter fraction and the required computing time are presented in table 5.1. The CPU
time quoted in this table corresponds to an average when using different Sun
workstations.
Table 5.1. Monte Carlo simulation output of the emission phantom.
Energy	 CPU	 Primaries	 Scattered	 Totala	 Scatter fraction
(keV)	 (days)	 (xl 0)	 (xl 0)	 (x i0)
75	 6.5	 7.06	 7.64	 14.70	 1.083
140	 9.9	 10.31	 6.01	 16.32	 0.584
°Primary plus scattered events
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These data show that the effects of attenuation and scatter are more significant for low
energy photons. The attenuation of 75 keY photons produced 3 1.5% less primary
photons than the corresponding value quoted for 140 keV photons. It also noticeable
that the scatter fraction, defined as the ratio of scattered to primary events, is higher
for the lower energy case.
Fifty-six horizontal profiles were averaged in the projections in order to improve image
statistics. Image reconstruction was performed with the ML-EM Program with and
withQut attenuation compensation. The attenuation maps reported in Chapter 4 for the
flood and collimated line sources were used for the attenuation compensation analysis.
Since the emission data were separated as primary and primary plus scattered events,
the attenuation maps used for the attenuation compensation were selected according to
the type of external source geometry with which they were generated. It was expected
that the reconstruction of primary events would require the use of narrow beam
attenuation coefficients whereas the reconstruction of primary plus scattered events
would require the use of effective attenuation coefficients to partially compensate for
the imaging of scattered photons. It was also expected that the image quality would be
affected when effective attenuation coefficients were used in the reconstruction of
primary events and, similarly, when narrow beam attenuation coefficients were used in
the reconstruction of scatter contaminated data.
On the basis of the previous arguments, four combinations of emission-transmission
data were considered during image reconstruction with attenuation compensation.
These combinations are shown in table 5.2. The second column of table 5.2 (denoted
as AC) indicates whether attenuation compensation was used during image
reconstruction or not. These combinations are referred to as cases A, B, C, D, E and F
(last column in table).
Several examples of the reconstructed images are shown in figure 5.4. The images are
separated in terms of: photon energy (75 keV and 144) keY), type of reconstruction
(with or without attenuation compensation) and type of emission data (primary or
primary plus scattered events). The reconstruction of primary and total events with
attenuation compensation utilised the emission-transmission cases B and F as shown in
table 5.2.
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Table 5.2. Emission-transmission data combinations used during image
reconstruction with the ML-EM program (with and without attenuation
compensation).
Emission	 Transmission
Type of events AC Source Type of events 	 Comments	 Case
Primaries	 No	 -	 -	 No attenuation compensation 	 A
applied.
Yes	 Line	 Primaries	 Ideal case where scattezed 	 B
photons are not present in any of
the tomographic acquisitions.
Narrow beam attenuation
coefficients apply.
Yes Flood	 Total	 This combination investigates the 	 C
effect of using effective
attenuation coefficients in the
reconstruction of scatter free
emission data.
Totals'	 No	 ---	 ---	 No attenuation compensation	 D
applied.
Yes Line	 Primaries	 This combination investigates the 	 E
effect of using narrow beam
geometry attenuation coefficients
when reconstructing scatter
contaminated emission data.
Yes Flood	 Total	 The effective attenuation 	 F
coefficient was used to partially
compensate for the presence of
scattered photons in the emission
data.
a Attenuation compensation.
b 20% energy window centred on the photopeak.
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Primary events	 Primary plus scattered events
Figure 5.4. Tomographic reconsiructions of the emission phantom. The ibilowing
notation was used: NC no attenuation compensation, AC with non-uniform
attenuation compensation.
143
Chapter 5
	
Attenuation Compensation Effects
5.4.1. Relative Quantification
For each case listed in table 5.2, the circular profiles were extracted and normalised
with respect to the maximum intensity. The maximum intensity was chosen as the
normalisation factor because it represented the best estimation of the activity for the
segment of the annulus with the largest activity concentration (including the partial
volume effect). Plots of these proffles as a function of angle are shown in figure 5.5a
and 5.5b for the two energies used in this study.
The FDs are plotted in figures 5.6a and 5.6b for the two energies employed in this
study. The mean value and the standard deviation of the fractional differences were
calculated for each profile. The relative activities 1 and 2 were excluded from the
calculation of the FD's mean values for the cases D, E and F since, at it will be
discussed later, these regions presented the largest over-estimation in the number of
counts. These results are presented in table 5.3.
Several observations can be drawn from the plots and table:
Primary events (cases A, B and C):
• Reconstruction of the emission data without attenuation compensation under-
estimated the number of counts in all parts of the image. This effect was more
prominent for 75 keY photons. Statistical fluctuations in the intensity distribution
were also more important for 75 keV photons.
• The use of narrow beam attenuation coefficients during image reconstruction with
attenuation compensation generated the best estimation of the number of counts in
the whole range of activity concentrations. The largest deviation from zero were
approximately -13% and -11% for 75 keV and 140 keV, respectively. The
corresponding mean values for these two cases were -4% and -1%. This indicated
that for 75 keY photons there was a slight under-estimation in the number of
counts.
• There was a under-estimation in the number of counts for all parts of the image at
both energies when effective attenuation coefficients were used in the attenuation
compensation algorithm during image reconstruction.
Total events (cases D, E and F):
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The imaging of scattered events produced an over-estimation on the number of
counts in most parts of the reconstructed images which was greater for low activity
concentrations. The large number of scattered photons in the 75 keV study (scatter
fraction approximated 1.1) produced a more significant effect. The reconstruction
of the images without attenuation compensation predicted number of counts with
large deviations from the theoretical image in the whole range of activity
concentrations.
• Image reconstruction of total events with non-uniform attenuation compensation
and narrow beam attenuation coefficients produced an over-estimation in the
number of counts throughout the whole range of activities.
• The use of effective attenuation coefficients during image reconstruction produced
an over-estimation of the number of counts in regions with low activity
concentrations. This can be observed from the plots presented in figures 5.5 and
5.6. In spite of this, this case provided the best prediction of the number of counts
when reconstructing emission data containing scattered photons. The best
prediction of the number of counts within the relative concentration range of 4-16
was lower than 2% for both energies.
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Figure 5.Sa. Circular profiles of the reconstructed images at the maximum radial
intensity for 75 keY photons. The data are normalised with respect to the maximum
number of counts and represent the transmission-emission data combinations
presented in table 5.2. The dotted line represents the theoretical prediction.
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intensity for 140 keV photons. The data are normalised with respect to the
maximum number of counts and represent the transmission-emission data
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Figure S.6a. Plot of the fractional difference (expressed as a percentage) between
the estimated circular profiles (cases A, B, C, D, E and F) and the theoretical source
distribution for 75 keY primary photons. The dotted line corresponds to the ideal
case (zero difference).
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Tabk 5.3. Mean value of the fractional differences of the circular profiles at
maximum radial intensity obtained with the image reconstruction.
75keV	 140 keV
	
Case	 FD (%)	 AFD	 FD (%)	 tFD
	
A	 -12.54	 12.94	 -12.26	 11.72
	
B	 -4.09	 4.39	 -0.75	 4.14
	
C	 -8.97	 6.38	 -6.21	 3.71
	
1.13	 8.77	 -2.20	 7.23
	
E'	 3.19	 5.90	 5.63	 5.74
	
-1.82	 3.22	 -0.85	 2.68
Excluding relative activities 1 and 2.
5.4.2. Absolute Quantification
The percentage air sensitivities for the two photon energies (75 keV and 140 keY), the
seven activity concentrations and the different combinations of emission-transmission
data are listed in table 5.4 and plotted in figure 5.7. The different cases listed in the
first column correspond to the transmission-emission data combinations listed in table
5.2. Several conclusions can be drawn from the table and from the plots:
• Image reconstruction of source distributions without attenuation compensation
produced images with a significantly decreased percentage air sensitivity.
• Image reconstruction of source distributions with non-uniform attenuation
compensation increased the number of counts in approximately 500% when
compared to data reconstructed without attenuation compensation.
• The use of narrow beam attenuation coefficients predicted the best sensitivities
when scatter-free data were reconstructed with attenuation compensation. The
estimated percentage air sensitivity differed by approximately 8% from the ideal
value for both energies (75 keV and 14k) keY). When primary plus scattered events
were reconstructed with the same type of attenuation coefficients, the sensitivities
were over-estimated, particularly in regions of low activity concentrations.
• The use of effective attenuation coefficients in the reconstruction of primary
photons with attenuation compensation produced an under-estimation of
sensitivities in the whole range of activity concentrations. When primary plus
scattered events were reconstructed with the same type of attenuation coefficients
there was an under-estimation of sensitivities in regions of medium or high activity
concentrations and an over-estimation in regions of low activity concentrations.
However, this case represented the best estimation when all the events (primary
plus scattered) were used in the reconstruction.
150
Chapter 5
	
Attenuation Compensation Effects
Table 5.4. Percentage air sensitivity computed for 75 keV and 140 keY photons.
RA: relative activity in annulus, AS: percentage air sensitivity, MS: percentage air
sensitivity uncertainty.
75keV
Case RA	 AS(%)	 MS
A
	
1
	
17.72
	
7.69
	
2
	
14.47
	
2.08
	
4
	
12.70
	
2.19
	
6
	
13.31
	
0.66
	
8
	
13.67
	
1.47
	
10
	
13.64
	
1.83
	
16
	
16.11
	
1.07
B
	
1
	
98.65
	
28.87
	
2
	
93.93
	
4.49
	
4
	
94.87
	
9.14
	
6
	
93.37
	
7.15
	
8
	
93.84
	
6.02
	
10
	
91.73
	
6.27
	
16
	
96.84
	
4.51
C
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Figure 5.7. Percentage air sensitivities for 75 keV and 140 keV photons measured
relative to the predicted souite distribution including the effect of detector blurring
(figure 5.3b). The dotted line indicates the ideal case.
5.4 Conclusions
The analysis presented in this chapter indicates that quantification in SPEC!' imaging
can only be achieved if the reconstructed images are corrected for the most important
degrading factors involved during image acquisition.
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It was found that 140 keV photons produced improved image quality with smaller
statistical fluctuations than the corresponding images produced with 75 keY photons.
Image reconstruction without attenuation compensation produced images with a
substantial decrease in the predicted activity over the whole range of activity
concentrations. This effect was clearly shown when absolute quantification was
performed irrespective of whether the emission data contained primary or primary
plus scattered events. Another interesting feature of the reconstructed images without
attenuation compensation was the presence of large statistical fluctuations on the
predicted number of counts.
The ML-EM program with attenuation compensation produced the best estimations of
number of counts and sensitivities in the whole range of activity concentrations present
in the phantom. This finding was particularly important when the reconstructed data
contained only primary events and the map used in the attenuation compensation
algorithm represented narrow beam attenuation coefficients.
The presence of scattered photons in the emission data hindered both relative and
absolute quantification, particularly in regions of low activity concentrations. In both
cases it was observed an over-estimation of the number of counts in all the regions of
the reconstructed images when narrow beam attenuation coefficients were used. The
utilisation of effective attenuation coefficients during attenuation compensation
produced both under-estimation and over-estimation in the number of counts in
different regions of the images. However, this case represented the best estimation
when all the events were used in the reconstruction.
The best percentage sensitivity was found for scatter-free data reconstructed with
narrow beam attenuation coefficients. In this case, the estimated percentage air
sensitivity differed by approximately 8% from the ideal value for both energies, 75 and
140 keV.
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As discussed in Chapter 1, thallium 201 SPEC!' myocardial perfusion imaging is a
non-invasive nuclear medicine technique to diagnose the existence of lesions in the
myocardium and to specify their location. Despite the quantitative potentials of SPEC!'
imaging, this technique has been normally used qualitatively since the problem of
photon attenuation within the thorax (amongst other factors) limits the accurate
determination of activity concentrations. This chapter presents a test of the Monte
Carlo simulated system presented in the previous chapters using an anthropomorphic
phantom. Tomographic images of myocardial and lung radionuclide uptake were
simulated. A transmission study with the same tomographic system and a collimated
line source was also simulated to obtain the attenuation maps. These attenuation maps
were used to compensate the emission data for non-uniform photon attenuation.
6.1. Simulation of a Realistic Thorax Phantom
A thorax phantom was generated for the simulation using x-ray computed tomography
(CT) scans as input data. The CT images are two-dimensional matrices of volume
elements (voxels) whose values represent an average of the attenuation coefficients of
the tissues contained in each voxel.
The simplest approach to include this mathematical phantom into the Monte Carlo
simulation was to consider each individual voxel as an independent region with the
medium contained in that voxel completely determined by its grey level value on the
CF scan. This approach required the definition of an extremely large number of regions
in the computer program producing a veiy accurate but inefficient code, even if using
CT images of medium or low resolution. For example, a set of 19 images of 128x 128
pixels needed the use of 311296 regions.
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A more practical and efficient method consisted in grouping all those pixels that
represented the same tissue and were next to each other to form cuboids. In order to
apply an algorithm of this nature it was necessary first to define grey level intervals that
represented homogeneous tissue materials. For this, the attenuation coefficients of the
most abundant tissues forming the thorax were determined within a range of photon
energies. The tissues selected were: lung, heart (with and without blood), muscle,
adipose, skin and two types of bone, cortical and spongiosa.
The linear attenuation coefficient associated with each tissue depends on its
composition and density. The elemental composition of these tissues depends upon the
relative amounts and composition of water, lipid, protein, carbohydrate and minerals.
The linear attenuation coefficients of the selected tissues were calculated from Storm
and Israel (1970) and plotted as a function of energy (figure 6.1). Compositions of
body tissues as reported by Woodard and White (1986) were used.
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Figure 6.1. Linear attenuation coefficient for several tissues found in the thorax.
It can be observed from the graph that the heart (with and without blood) and skin can
be enclosed in a single group represented by muscle tissue. Their attenuation
coefficients are within 3.5% of the attenuation coefficients of muscle for the range of
energies considered in this study. Taking this fact into account, it was concluded that
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the most important differences in linear attenuation coefficients were due to cortical
bone, spongiosa, muscle, adipose and lung.
The selection of grey level intervals associated with each tissue type was carried out in
the following manner. The CF images were displayed on the computer and compared
to an atlas of cross sectional anatomy with correlated imaging (Bo et a! 1990). This
atlas contains photographs of cross sections of the human body with correlated CT,
MRI and ultrasound images. Grey level windows were selected and associated with a
tissue material by direct comparison with the images shown in the atlas. Afterwards, an
algorithm (described below) was used to reduce the number of regions within the
Monte Carlo program.
The grouping of the regions was performed using an algorithm (UNION) developed
initially in a Monte Carlo calculation of dose distributions in electron beam
radiotherapy treatment planning (Manfredotti et a! 1990). This algorithm produces a
mathematical description of the CT images in terms of boxes of varying dimensions,
each box containing a homogeneous tissue defined by a grey level interval. The most
important characteristic of this method is that the media contour is not modified after
the application of this procedure. To illustrate the algorithm, let us consider for
simplicity a single image of 9x9 pixels containing three types of media represented by
a, b, c (see figure 6.2).
Y1
3I 
L 32 C33
b, 1 c 2•2 b2
a 2 h1
-+x
Figure 6.2. Application of the UNION algorithm to an image of 9x9 pixels.
In a two-dimensional image UNION starts by scanning the X direction followed by the
Y direction. Scanning of the image is performed by starting at element (1,1) and
proceeding row by row. In this example, pixels (1,1) and (1,2) contain the same
material and are joined together to form a single region. The order of the scan causes
pixels (1,3) and (2,3) to be joined into a single box as well as pixels (2,2) and (3,2).
The number of regions has been reduced from 9 (the total number of pixels in the
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image) to only 6. Clearly, the total number of regions will depend on the complexity of
the image and on the number of materials represented by the grey level intervals.
When the algorithm is applied to a set of CT images in three-dimensional space the
scan is performed in the X-, then in the Y- and finally in the Z- direction. The choice of
scanning the Z dimension last is due to the different spatial resolution in this direction
(the distance between Z-planes is normally greater than the distance between X- and Y-
planes). Swapping the precedence of X- and Y- does not cause appreciable variation on
the resulting box number.
Orthogonal geometry was desirable to produce an efficient program. This was
accomplished by aligning the images parallel to the X, Y and Z axes of coordinates. The
geometry of every box was completely defined by two opposite vertices joining a
diagonal through the box. They were selected according to the largest and smallest X,
Y and Z values. The orientation of a box and the selection of the vertices, represented
by the vectors (x,y,z) and (Xb,Yb,Zb), are shown in figure 6.3.
z
x
Figure 6.3. The geometry of a box can be completely defined in terms of two
opposite vertices joining a diagonal through the box.
The use of "boxes of media" means that the photon transport within a box is a simple
process. Consider, for example, a photon inside a box with a position defined by the
vector p = (x,y,z) and direction cosines u = (u,v,w). Let us assume that the direction
of the photons is in the positive direction, that is (u,v,w) > (0,0,0). The intersection of
the photon trajectory with any of the sides of the box is given by:
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(xb—x YbY ZbZ'	 (6.1)t=mini
v
As can be observed, only three operations are required to calculate the distance to the
next boundary. Similar expressions can be derived for any photon direction within the
box. This technique produces a very efficient code in terms of computational speed.
The UNION algorithm was used in the thorax simulation to reduce the number of
regions in the phantom. Nineteen contiguous CT images were used as input data for
the Monte Carlo simulation. The images had an original format of 128x128 pixels that
were reduced to 128x92 pixels by removing regions containing only air. The total
number of regions used in the simulation of the thorax phantom was of the order of
25000. The system of coordinates and the orientation of the images are shown in figure
6.4.
z
x
Figure 6.4. Alignment of the CT images in the Cartesian system of coordinates.
The CT images were aligned parallel to the XY plane separated by a distance AZ
according to the slice thickness of the original CT scan. The physical dimensions of the
CT images corresponded to a pixel size of 0.25x0.25 cm2
 in the X-Y directions and of
1.0 cm in the Z direction. Figure 6.5 shows an example of an original CF image, its
transformation into five grey scale levels and the geometric simplification into boxes
alter the application of the UNION algorithm. The original image in figure 6.5a
contained 11776 regions (pixels) which were subsequently reduced to only 1358 alter
using UNION.
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Figure 6.5. Geometric simplification of the CT images: a) Original image with 256
grey scales. b) Reduction to five grey level intensities corresponding to lung,
adipose, muscle, spongiosa and cortical bone. c) Box representation after the
UNION algorithm was applied to image b).
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6.2. Description of the Simulations
6.2.1. General Features
The emission and transmission studies were carried out according to the procedures
described in Chapter 1, sections 1.6.2 and 1.6.3. The simulations assumed a circular
orbit with a radius of rotation of 22.5 cm, a 20% energy window centred on the
photopeak and a 64x64 image format (0.64 cm pixel size). This radius of rotation
allowed the external source and collimator to rotate without touching any of the boxes
defined in the thorax phantom. Several sets of images were produced for each study
considering only primary or primary plus scattered events.
Image acquisitions of uniform source distributions in the lung and myocardium were
simulated assuming 64 projections over 360°. A 3600 rotational arc was used instead
of a 180° arc since the former case presents greater photon attenuation. In order to
compare results produced with the two radionuclides clinically important in myocardial
perfusion imaging, two photon energies were used: 75 keY and 140 keV,
corresponding to the main photon energies of 201 'fl and Tc. Image reconstruction
was performed with the ML-EM (with and without attenuation compensation) and the
results compared with images produced with a filtered back-projection (FBP) program
(Ramp-Hanning filter, cut-off frequency 0.8 cycles/cm), a commonly used
reconstruction algorithm in cardiovascular nuclear imaging.
A transmission study with the same tomographic system as the emission study and a
99mTc collimated line source was also simulated to obtain the attenuation maps. Thirty-
two projections over a 180° arc were assumed. The attenuation correction for 201T1
emission data required the transformation of the 140 keV attenuation maps to the
appropriate energy (75 keV). To this end, a second order polynomial transformation
was used as suggested in Chapter 4 (section 4.3.2).
6.2.2. Transmission Study
Figure 6.6 shows the dimensions of the tomographic system used in the program. The
system consisted of the thorax phantom, a scanning line source and the gamma camera
fitted with a LEGP collimator. A scanning line source was used due to its high
efficiency performance as compared to the efficiency of a flood source. The source
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scanned an area of 19.0 x 39.4 cm 2 parallel to the YZ plane and centred at the
mathematical centre of the phantom. The maximum azimuthal angle of photon
emission (Ap) that defined the slit aperture was chosen as 2°. This aperture produced
a scatter fraction of less than 3.6% in all the planar acquisitions.
I
Source	 Collimator
Figure 6.6. Dimensions of the tomographic transmission system.
As described in Chapter 1, each photon reaching the collimator face was associated
with a vector r whose components contained information on the photon history. In this
study, the photon vector was given by:
r=(y1 ,z,,o,sp,E,NI)	 (6.2)
where (y,,z1 ) is final photon position, (O,q)) are the polar and azimuthal angles which
define the final photon direction, E is the final photon energy and NI is the number of
interactions that the photon underwent inside the phantom. The photon position and
direction were defined with respect to a fixed system of coordinates at projection
a = 0°. Each photon history was stored on a file for further processing with the
collimator program.
6.23. Emission Study
For the emission study the original CT images had to be modified to simulate
raiiionuclide uptake in the myocardium and background in the lungs. For this, the
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original images were displayed on a graphics workstation and compared to an atlas of
sectional anatomy with correlated imaging (Bo et a! 1990). The myocardium was
drawn by selecting regions of interest on the displayed images according to the
anatomy of the myocardium shown in the atlas. The dimensions of the myocardium
with respect to the size of the patient were carefully maintained. The boundaries of the
lung were extracted from the CF images using a threshold grey level value. A uniform
activity was assumed to be distributed in the myocardium and in the lungs, with a lung
to heart ratio of 0.2. Nine of the nineteen CF images used in the simulation are shown
in figure 6.7, displaying the activity distribution in both the myocardium and lung.
cc 10
Figure 6.7. Uniform activity distributions in lung and myocardium used as input in
the Monte Carlo simulation.
The geometry and dimensions of the tomographic system were kept the same as in the
transmission study depicted in figure 6.6. The output of the thorax program consisted
of a set of vectors (one for each photon) whose components were associated with
photon parameters. Each vector was given by:
r=(13,z,,o,q,,E,rvI) 	 (6.3)
where (f3,z1 ) is the final photon position in polar coordinates, (O,) are the polar and
azimuthal angles which define the final photon direction, E is the final photon energy
and NI is the number of interactions that the photon underwent inside the phantom.
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The collimator program read the set of vectors {r} as input data and proceeded with
the photon transport through the collimator.
63. Relative Quantification
Relative quantification was carried out by comparing horizontal profiles drawn across
the reconstructed images and the theoretical source distributions. The theoretical
images were obtained by convolving the original source distribution (figure 6.7) with
the calculated point spread function of the tomographic imaging system. The point
spread function was assumed to be Gaussian in shape (FWHM=l.4 cm), spatially
invariant and its spread was calculated for a radius of rotation of 22.5 cm considering
the collimator resolution and the intrinsic spatial resolution of the gamma camera. A
single slice of the theoretical prediction of the source distribution after convolution is
shown in figure 6.8 (corresponding to slice 4 in figure 6.7).
Figure 6.8. Theoretical prediction of source distribution using a Gaussian blurring
(FWHM=l.4 cm).
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6.4. Results of the Transmission Study
6.4.1. Attenuation Maps for "'ETc
The program ran for 400 x 106 histories per projection divided between 4 computers
(typically Sun SPARCstation IPX) processing 100 x 106 events each. The total study
required an average of 700 hours (29 days) of computing time per machine.
Considering the solid angle employed in the collimated line source, 100 x 106 events
corresponded to an activity of 385.2 MBq (10.41 mCi) on the basis of 30 seconds per
projection. This activity produced approximately 2 x 106 counts in the simulation of
the blank image (that is, with the thorax phantom removed) corresponding to a count
rate of 67 kcps. This value seems to be within the limit of the count rate capability of a
gamma camera (e.g. IGE XCT gamma camera). However, the reconstructed
attenuation maps were veiy noisy. These images improved considerably when the
initial number of photons in the external source was increased (corresponding to an
increase in source activity). An activity of 1540.6 MBq (41.64 mCi) produced sharp
images with considerably less noise. However, this activity would produce theoretical
counting rates of approximately 240 kcps, a value that present gamma cameras cannot
process. Similarly, it was calculated that an activity of 1540.6 MBq would produce a
maximum counting rate of 40 kcps at any projection angle when imaging the thorax
phantom. This value is within the limit of the count rate capability of the gamma
camera.
To overcome counting rate problems while performing the blank study, several authors
have suggested either to delay the acquisition of the blank image or to place a filter
(e.g. copper or lead filter) between the collimated line source and the gamma camera
(Jaszczak et at 1993, Ficaro et a! 1994). This procedure should be such that the
incident photon flux is reduced to an acceptable level.
The attenuation maps were calculated for two cases: primary and primary plus
scattered photons. However, because the contribution of scattered photons into the
projections was negligible (scatter fraction of the order of 3.6%) the attenuation maps
were essentially equivalent An example of a reconstructed transmission map is
presented in figure 6.9. The finite detector spatial response produced blurred images
with anatomic structure very difficult to perceive. Only the lungs and the muscular
tissue were easily distinguishable from the rest of the tissues.
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The attenuation coefficients for these two materials were calculated by selecting
regions of interest in the lung and heart within the cross sectional images. Attenuation
coefficients of 0.041 ± 0.002 cm 1 and 0.165 ± 0.002 cm' were obtained for lung and
muscle, respectively, figures which are in agreement with theoretical values for narrow
beam geometiy (0.040 cm' and 0.161 cm 1 , respectively). A maximum attenuation
coefficient in all the cross sectional images of 0.243±0.008 cm' was obtained
indicating the effect of partial volume in regions containing cortical and spongiosa
tissues (the attenuation coefficient for cortical bone at 140 keV is 0.297 cm').
Figure 6.9. Typical attenuation map obtained with the Monte Carlo simulation of a
transmission tomographic system. The image corresponds to the CT slice shown in
figure 63.
6.4.2. Attenuation Maps for 201T1
Attenuation maps for 201 T1 were obtained directly from the data generated for Tc. A
second order polynomial transformation of the form:
I
p.	 = 0.012 + 0.7521 ,,. +2.630(JL,,.)	 (6.4)
was applied to the T Tc attenuation maps as suggested in Chapter 4, section 4.3.2.
The coefficients in equation 6.4 were obtained using the results of the transmission
study with a line source presented in table 4.4. To this end, the attenuation coefficients
for 75 keV photons were plotted versus the attenuation coefficients for 140 keV. A
quadratic regression algorithm provided the values shown in equation 6.4. It is
important to note that because the thorax transmission study produced a scatter
165
Chapter 6
	 Emission-Transmission Tomography in MyocardioJ Imaging
fraction of less than 3.6%, only primary events generated with the collimated line
source study were used. The attenuation coefficients for lung and muscle were also
calculated from the 201T1 attenuation maps by selecting regions of interest within the
cross sectional images. Attenuation coefficients of 0.048±0.002 cm' and
0.208 ± 0.003 cm' were obtained for lung and muscle, respectively, in agreement with
the narrow beam values (0.049 cm' and 0.200 cm', respectively). A maximum
attenuation coefficient in all the cross sectional images of 0.343 ± 0.010 cm' was
obtained indicating the effect of partial volume in regions containing cortical and
spongiosa tissues (the attenuation coefficient for cortical bone at 75 keY is
0.465 cm').
6.5. Results of the Emission Study
The number of photon histories simulated in the program was chosen so as to produce
between one and two million detected events, summed over the 64 projections. This
value is typical of a myocardial perfusion imaging examination. The same number of
emitted photons was simulated for both energies 75 and 140 keY. For 308.7 x 10
photon histories the program produced the output shown in table 6.1. The 201 T1 study
generated approximately 30% less primary photons than the 99'Tc study. This
substantial decrease in the number of primary events had an important effect in the
reconstructed images, as will be shown in the next section.
Table 6.1. Output of the emission study using the anthropomorphic phantom.
Energy	 Size of	 CPU times
	Detected	 Scatter
(key)	 data	 (hours)	 events (x106)	 fraction
file (MB)
75	 855	 125	 1.3	 0.58
140	 974	 105	 1.6	 0.33
a Running on a Sun SPARCstation 10.
63.1. Analysis and Discussion
The Monte Carlo generated images are shown in figures 6.10 and 6.11 for the two
photon energies and the three reconstruction algorithms: FBP with a Ramp-Hanning
filter (cut-off frequency of 0.8 cycles/cm), ML-EM without attenuation compensation
and ML-EM with attenuation compensation, separated in terms of primary and total
events. The images correspond to the theoretical image shown in figure 6.8.
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FBP	 ML-EM	 ML-EM (AC)
Figure 6.10. Morne Carlo results for the 201 T1 emission study.
FBP	 ML-EM	 ML-EM (AC)
Primaries
Total
Figure 6.11. Monte Carlo results for the 9 Tc emission study.
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A qualitative examination of these images clearly shows that the ML-EM algorithm
with attenuation compensation produced images with the highest quality, especially
when using scatter-free data. The effect of scattered photons resulted in a degradation
of the image quality by blurring the edges and reducing the image contrast. The FBP
and the ML-EM without attenuation compensation algorithms produced equivalent
images, although the FBP images generated smoother images due to effect of the filter.
Another interesting feature of the 201T1 images was due to the low number of primary
events which resulted in large statistical fluctuations.
The image properties described above can be better investigated by examining a set of
horizontal profiles (shown in figures 6.12 and 6.13) drawn across the myocardium.
Each profile was normalised with respect to the maximum number of counts. The
features of the profiles can be summarised as follows:
• 20'Tl images presented larger statistical fluctuations than Tc images due to the
loss of primary photons through absorption and scatter in the thorax.
• The most important characteristic of the image profiles without attenuation
compensation is that the number of counts in the lungs appear to be substantially
higher than expected. There is also a decreased number of counts in the inner wall
of the myocardium. These two artificial effects disappeared almost completely
when attenuation compensation was performed.
• The presence of scattered photons in the reconstructed images produced a non-
uniform background in regions where originally there was no activity at all. In spite
of this, the quality of the images is substantially improved when attenuation
correction is applied since the relative number of counts between the myocardium
and lung is closer to the theoretical prediction.
• A comparison between the profiles generated with the ML-EM with attenuation
correction (only primary events) and the theoretical prediction produced
correlation coefficients of 0.989 and 0.992 for 201 'fl and "Tc, respectively. The
corresponding correlation coefficients for image profiles generated with primary
plus scattered events were 0.961 and 0.974. The maximum correlation coefficient
associated with the reconstructed images without attenuation compensation was
0.9 16. These values show that the ML-EM algorithm with attenuation
compensation produced the best estimation of activity distributions when applied
to scatter-free data.
• The corrected h1Tc images were of higher quality than the corresponding 201T1
images.
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Figure 6.12. Profiles drawn across the theoretical prediction shown in figure 6.8
and the Monte Carlo 201 T1 images shown in figure 6.10. The symbols L and M
represent lung and myocardium regions, respectively.
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Figure 6.13. Profiles drawn across the theoretical prediction shown in figure 6.8
and the Monte Carlo Tc images shown in figure 6.11. The symbols L and M
represent lung and myocardium regions, respectively.
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6.6. Conclusions
This chapter presented the Monte Carlo simulation of a transmission-emission
computed tomography system for a myocardial imaging examination with both
thallium 201 and technetium 99m. The mathematical representation of the thorax
enabled a realistic anatomic structure of the patient with appropriate myocardial and
lung radionuclide uptakes to be simulated.
The transmission study produced narrow beam attenuation coefficients for 9 'Tc which
were used together with the ML-EM algorithm to perform non-uniform attenuation
compensation of an emission study with the same radionudide. The attenuation maps
for 201T1 were produced through a second order polynomial transformation of the
Tc attenuation maps, as given in Chapter 4. These attenuation coefficients showed
an excellent agreement with theoretical values reported in table 4.4, Chapter 4.
Emission data generated with 20111 were reconstructed with the ML-EM with non-
uniform attenuation compensation.
Comparisons between the different reconstruction algorithms indicated that non-
uniform attenuation compensation with the ML-EM algorithm substantially improved
the quality of the images, particularly when applied to scatter free data. The Monte
Carlo results showed that a large fraction of 20111 primary photons are attenuated
before reaching the detector causing a decreased number of counts in the reconstructed
images. This effect produced larger statistical fluctuations in the reconstructed images
than the 'Tc images. It is then expected that the development of new Tc-labelled
radiopharmaceuticals would considerably improve the quality of the images in
cardiovascular nuclear imaging, since it would overcome this problem.
The simulation of the thorax presented in this chapter is a realistic mathematical
representation of a human thorax; anatomic structure and tissue composition were
modelled very accurately. However, the major disadvantage of the method is due to
the large computing times and hard-disk storage required to perform either
transmission or emission studies. If time is not a major limiting factor and disk space is
available, many examinations can be studied with the Monte Carlo simulation
technique presented in this chapter. This can be the subject of future work.
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Conclusions
The results obtained from a Monte Carlo simulation of an emission-transmission
tomographic system based on a rotating gamma camera fitted with a parallel hole
LEGP collimator and an external source have been presented in this thesis. Validations
of the collimator program using theoretical and experimental methods indicated that
the simulation produced reliable results. The experimental validation also indicated that
the program could be used to simulate a realistic environment
A transmission study using a non-uniform phantom and two different external sources,
a flood source and a collimated line source, showed that the attenuation maps were
highly dependent on the geometry and photon energy of the source. Attenuation
coefficients for different media were measured in regions not affected by partial
volume effects. Attenuation coefficients predicted with the collimated line source were
very close to narrow beam attenuation coefficients whilst the flood source predicted
smaller values. It was found that a non-linear relationship exists between attenuation
coefficients and source energy for a range of substances. A second order polynomial
transformation provided the best relationship between attenuation coefficients at
different energies.
The attenuation coefficients generated in the transmission study were used to perform
non-uniform attenuation compensation of an emission study. A source distribution
consisting of a series of activity concentrations was simulated. The results showed that
the Mt-EM algorithm with non-uniform attenuation compensation significantly
improved the quality of the data. Absolute quantification was feasible when applied to
scatter-free data and when narrow beam attenuation coefficients were used during
image reconstruction. Quantification was performed using the air sensitivity criterion
indicating that the largest difference between the theoretical and the Monte Carlo
reconstructed images was of the order of 8%.
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The inclusion of scattered photons in the reconstructed images degraded the image
quality. They produced an over-estimation of activity concentrations, particularly in
regions of low activity, when narrow beam attenuation coefficients were used for non-
uniform attenuation compensation. The use of effective attenuation coefficients during
attenuation compensation produced both under-estimation and over-estimation in the
number of counts in different regions of the images.
The Monte Carlo simulation of the thorax phantom showed that quantification in
myocardial imaging is feasible. The ML-EM algorithm provided the best estimation of
activity concentrations, once again, when using scatter-free data and narrow beam
attenuation coefficients obtained with a collimated line source. In this case, comparison
between the profiles generated with attenuation compensation and the theoretical
prediction produced correlation coefficients of the order of 0.99. This is an indication
of the capability of the attenuation compensation algorithm to produce quantitative
data.
Non-uniform attenuation compensation of emission data contaminated with scattered
photons produced a non-uniform background in cold regions. The comparison between
the predicted and theoretical profiles produced correlation coefficients of the order of
0.96.
The quality of the emission images was highly dependent on the energy of the primary
photons. Simulations of lung and myocardial uptake with 201T1 and Tc (same
activity in both cases) showed that the 201T1 images had more statistical fluctuations
than the Tc images, resulting in poorer image quality. The quadratic relationship
suggested in Chapter 4 relating the attenuation coefficients at different energies was
used in the thorax simulation to produce the attenuation maps for 20 'Tl. Good
agreement between the reconstructed source distributions with attenuation
compensation and the theoretical prediction was observed, indicating that the•
suggested relationship is appropriate.
Non-uniform attenuation compensation with the ML-EM algorithm and narrow beam
attenuation coefficients produced an excellent prediction of activity concentrations
when applied to scatter-free data. The presence of scattered photons produced image
blurnng, extraneous activity in cold regions and an unpredictable over-estimation or
under-estimation of activity concentrations. Partial volume effects also resulted in a
deterioration of the image for small objects and precluded the accurate determination
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of activity concentrations. Fmally, statistical fluctuations in the reconstructed images
degraded their quality. Qearly, quantification in SPECT imaging requires the
simultaneous correction of all these factors.
The results presented in this thesis indicate that it is not possible to accomplish
accurate attenuation correction in general situations where scatter correction is not
applied.
7.1. Future Work
A number of suggestions could be made to extend the present work:
a) The Monte Carlo program allowed all the photon histories to be followed and
permitted their classification in terms of the number and type of photon interaction
within the patient. This could be used to assess the accuracy of scatter correction
techniques.
b) The use of a highly collimated source in the determination of the attenuation maps
is desirable due to its efficiency and minimum contribution of scattered radiation
reaching the detector. High photon fluxes can be obtained using a very active source.
However, a source of this kind is normally expensive and could cause count rate
problems in the gamma camera. An investigation on the collimation of the line source
can be performed in order to obtain an optimum performance at a reasonable cost.
c) An alternative method to produce the attenuation maps is to use tissue contours
determined from the segmentation of a transmission scan. Different regions in the
image are assigned with a priori determined attenuation coefficients. This method can
be assessed with the Monte Carlo simulation. Also, the minimum requirements in the
transmission scan to obtain an appropriate segmentation of the image can be
investigated.
d) When 20 'Tl is used in myocardial perfusion imaging it could be necessary to
perform a transmission study with a higher photon energy to allow separation of the
data. This situation could arise, for example, when performing a simultaneous
emission-transmission protocol. In this case the high energy transmission photons
could produce characteristic x-rays in the collimator material that could be detected in
the 201T1 window. Since the Monte Carlo code used in this study allows the production
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and transport of characteristic x-ray photons, an investigation could be performed to
assess the effect of these photons on the reconstructed images.
e) The Monte Carlo simulation of the thorax phantom required extremely large
computing times, particularly for the transmission study. An optimisation of the
program could be accomplished in two different ways:
• The image format of the original CT images was 128x128, whereas the Monte
Carlo simulation generated images in a 64x64 format. A reduction in the resolution
of the Cl' image would produce smaller number of regions and, therefore, a
reduction in computing time. This would require the effect of reducing the Cl'
image resolution on the emission and transmission studies to be investigated.
• The segmentation method applied to the CT images to produce the box
representation can be optimised.
fl An important disadvantage of the thorax simulation is that the CT images did not
provide sufficient sensitivity to differentiate between cardiac muscle and blood in the
cavities of the heart. Because of this, the myocardium had to be drawn manually. This
process was difficult and time consuming. An alternative option would be to combine
magnetic resonance (MRI) and CF images. The MRI images could provide a detailed
structure of the myocardium and the CF images the anatomic structure of the
transverse section. This would require to register the images to correct for geometric
(translation, rotation or scaling) and grey scale differences.
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Photon Interactions with Matter
When x-ray or 'y-ray photons travel through matter, individual photons are removed
(attenuated) from the primary beam of radiation by interactions with electrons, atoms
or nuclei. This attenuation takes place by two competing processes: scattering and
absorption. The probability of these processes depends strongly on both photon energy
(hv) and the atomic number (Z) of the scattering medium. For nuclear medicine
applications the choice of the radionuclide must fulfil certain physical requirements: the
radionuclide must have a minimum of particulate emissions in order to minimise the
dose to the patient, the half-life must be greater than the time required to prepare the
material for injection, the energy of the emitted photons should be sufficiently high so
as to penetrate through several centimetres of tissue and, at the same time, it should
not be so high that it cannot be efficiently detected. In practice, y-ray or x-ray emitters
are chosen with photon energy emissions between 50 keY and 360 keV. For this
energy range and low atomic number elements, three types of photon interactions
predominate: photoelectric interaction, incoherent (or Compton) scattering and
coherent (or Rayleigh) scattering.
Al.!. Photoelectric Effect
The photoelectric effect is the most important interaction of low-energy photons with
matter, especially for high atomic number media. In this process the primary photon is
totally absorbed by a bound atomic electron usually from the K or L shell. This
electron is ejected with a kinetic energy Ek given by the difference between the energy
of the primary photon and the binding energy of the electron involved. This type of
interaction creates an ionised atom with a vacancy in one of its bound shells that is
quickly filled through the rearrangement of electrons from other shells of the atom. In
the process, the binding energy is liberated either in the form of a characteristic x-ray
or Auger electron.
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The theoretical derivation of the interaction cross section for the photoelectric effect is
very difficult because of the complications arising from the electron binding energy.
However, experiments indicate a dependence of the interaction cross section on the
atomic number of the scattering medium and energy of the photons (AttiX 1986). This
dependence can be written as:
z
C	 oc
-w (hv)tm
where: n4 at hv = 0.1 MeV, gradually rising to about 4.6 at 3 MeY,
(A1.1)
m3 at hv = 0.1 MeV, gradually decreasing to about 1 at 5 MeV.
A1.2. Coherent (Rayleigh) Scattering
Coherent scattering involves the elastic collision of a photon with a bound electron.
Because the electron is bound to the atom, the recoil momentum is absorbed by the
entire atom. The atom is neither ionised nor excited; the energy of the scattered photon
is essentially the same as that of the incident photon and no energy is deposited. This
process is called coherent scattering and it is most prominent for low-energy photons
scattered in high atomic number materials. The photon scattering angle depends on
both the atomic number of the scattering medium and on the energy of the incident
photon. The photon scattering angle is sampled from the differential cross section for
coherent scattering for a molecule of the scattering medium:
= da	 (A1.2)
d
where: r0 = 2.818x10' cm is the classical electron radius,
d.Q = 2it sin OdO is the solid-angle element,
da.is the Thompson differential cross section per electron,
() is the square of the form factor of a molecule
The form factor of a molecule accounts for the effect of wave interference between
scattered photons from different electrons. The form factor of a molecule is obtained
under the assumption that coherent cross sections of individual atoms combine
independently and represent the probability that the Z electrons of the atom take up a
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recoil momentum without absorbing any photon energy. The variable combines the
dependence of the form factor on the scattering angle and the photon energy hv.
A1.3. Incoherent (Compton) Scattering
In materials of low atomic number, incoherent scattering is the most important
interaction for photons of medium energies. In an incoherent scattering process, a
photon collides with an atomic electron and imparts some of its energy and momentum
to the struck electron. The incoming photon is deflected through a given angle with
respect to its original direction. The fraction of energy which a photon transfers to the
electron is a function of the scattering angle. Because all angles of scattering are
possible, the energy transferred to the electron can vary from zero to a large fraction of
the primary photon energy.
According to the kinematics of the Compton effect, a photon of energy hv collides
with an unbound stationary electron imparting some of its energy. During the coffision
the electron acquires a kinetic energy T and starts travelling along a trajectory at angle
0 relative to the incident photon's direction. The photon loses energy during the
interaction and its trajectory is deviated from the original path an angle 4) in the same
scattering plane.
Recoil electron
hv'
Scattered photon
Figure A 1.1. Kinematics of the Compton effect
The energy of the scattered photon can be calculated using conservation of both
energy and momentum and can be written as:
hvhv'=	 hv	 (A1.3)1+	 (1—cos4))
p710c2
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where rn0c2 is the rest mass of the electron. The kinetic energy carried by the electron
is simply T = hv - hv'. The relationship between the scattering angles 0 and 4' is
given by:
cot(0) = Ii + hv )tan(k)	 (A 1.4)
•	 rn0c
The angular distribution of the scattered photons is predicted by the Klein and Nishina
formula. This can expressed as the collision differential scattering cross section per
electron:
d(:Y r0 (hv"\21'hv' hv
d1, it1) _+.__sin24')	 (A1.5)
where r0 is the classical electron radius, hv is the energy of the primary photon, hv' is
the energy of the scattered photon, 4' is the angle of deflection and d^, is the solid-
angle element.
A1.4. Total Attenuation Coefficient
When a photon interacts with matter, any of the previously described photon
interactions can take place. Each of the interaction processes remove the photon from
the beam either by absorption (photoelectric effect) or scatter (incoherent or coherent).
The probability per unit path length that the photon is removed from a photon beam is
given by the linear attenuation coefficient which can be expressed as the sum of the
individual photon probabilities:
(A1.6)
The number of transmitted photons I through an absorber of thickness t is given by
Beer's law for the attenuation of the primary beam:
I =	 (A1.7)
where J is the incident photon intensity. This equation applies only for absorbers with
a single elemental composition and narrow beam geometry. Narrow beam geometry is
defined as that geometry that does not allow the detection of scattered photons. This is
normally achieved by collimating both the incident photon beam and the detector.
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The Monte Carlo Method
Any event that occurs randomly in a given physical process has associated with it a
probability distribution. If this probability is known, then it is possible to simulate
mathematically the physical process by making use of random number and sampling
techniques. The Monte Carlo method is a numerical analysis technique that makes use
of random sampling to solve a problem that depends on a certain probability law. A
sequence of high quality random numbers in conjunction with the probability
distributions that govern the phenomena under investigation simulate what occurs in
nature (Raeside 1976). A random number sequence is said to be of high quality if its
elements are distributed uniformly within the unit interval and if the sequence satisfies
certain statistical criteria (Morin et a! 1988). Three methods can be employed to obtain
random numbers:
- drawing samples from tables,
- monitoring the output of some process or physical device,
- calculating samples with a mathematical algorithm.
The third method is referred to as a pseudo-random method since the production of
random numbers is deterministic. This method is normally preferred due to the high
quality of random numbers that some algorithms can produce and ease of
implementation. Pseudo-random number generators have the characteristic of
periodicity, that is, after a certain number of elements have been produced the
sequence begins to repeat over again. It is then desirable that the periodicity of the
random number generator is long enough to avoid correlation between the results.
In a Monte Carlo study of photon transport the most commonly used technique
involves the simulation of each and every photon interaction. This "direct analogue"
approach is reasonable for photons because the number of interactions to reduce their
energy is relatively small (e.g. generally no more than 8 Compton interactions are
needed to reduce the energy of a photon travelling in water from 140 keV down to
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—100 keV). The approach is also justified because any electrons generated during the
interaction of low energy photons are normally assumed to be absorbed at the location
where they were generated. This is a valid assumption due to the short ranges of the
electrons and their negligible bremsstrahlung production (Andreo 1991). For example,
the range of a photoelectron produced by a photon of 140 keV in soft tissue is
approximately 0.18 mm. This distance can be considered to be very small when
compared with the size of a patient.
ALl. Probability Density Function
The probability density function f(x) of a continuous random variable X is a function
whose integral from A to B (B ^ A) gives the probability that X takes a value in the
interval (A,B).
p(A ^ X ^ B) =ff(x)dr	 (A2.1)
A probability density function (PDF) must satisfy two conditions:
i) f(x) ^ 0 for all the values of x (a probability cannot be negative by definition),
ii) ff(x)dx =1
A2.2. Cumulative Probability Function
The cumulative probability function (CPF), F(x), of a continuous random variable X
with a PDF given byf(x) is defined as:
F(x)= p(X ^ x)= JXf(x)d	 (A2.2)
It follows from the properties of the probability density function that 0 ^ F(x) ^ 1.
A2.3. Sampling Techniques
Two sampling techniques are normally used to select the value of a random variable
based on its probability density function: inverse and rejection methods.
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A2.3.1. Inverse (or Direct) Method
Let us assume that a random variable X has a PDF and a CPF represented by 1(x) and
F(x) (A ^ x ^ B), respectively. The direct method seeks to invert the cumulative
probability function F(x) associated with the random variable X. The algorithm makes
use of the fundamental inversion theorem that states that if a random number r* is
generated in the interval 0 ^ r ^l a random sample x (A ^x ^ B) can be obtained
from the distribution F(x) such that the PDF associated to x is f(x*)
1988). The inversion of the CPF may be analytical or numerical. Figure A2.1 shows
the concepts of PDF, CPF and how the selection of a random number r* (0 ^ r ^ 1)
can generate a random sample x (A ^ x ^ B).
1
S
r
0
0 I _	 •
A	 •	 Bx
Figure A2.1. The sampling of a random variable x with PDF fix), can be carried
out with the inversion of its CPF, F(x).
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The simplest and probably the most relevant example of direct sampling in photon
transport is the selection of the distance to the next photon interaction (free path
length). The probability that a photon travels a distance x (x ^ 0) without suffering an
interaction is given by:
(A2.3)
where jt is the linear attenuation coefficient for the appropriate photon energy and
composition of the attenuating medium. The probability that a photon interacts within
a layer of thickness Ax a distance x from its origin is
The CPF is generated in the following manner
F(x)=J.tedx' = 1—e	 (A2.5)
The inversion of equation A2.5 is simply
x = _! (1— F(x))	 (A2.6)
Therefore, the selection of the free path length reduces to the generation of random
numbers r* and selecting values of x such that
x=_!(1_r)	 (A2.7)
A2.3.2. Rejection Method
The idea behind the rejection sampling technique is fairly simple. Let us assume that a
random variable has a PDF given byf(x), (A ^ x ^ B), and that it reaches its maximum
value at f(x). The technique requires the generation of two random numbers r
and r2 within the unit interval. A random variable x (which is contained in the x-
region of interest between A and B) is calculated in the following manner:
(A2.8)
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If the point (x*,r2*) lies below the normalised PDF f(x) I f(x), that is, if
t ^ f(x) / f(x),, then x is accepted as a successful event, otherwise it is rejected.
The rejection method technique is illustrated in figure A2.2.
Region of rejection
Region of acceptance
Figure A2.2. Illustration of the rejection technique.
A2.4. The Electron-Gamma-Shower Code (EGS4)
The Electron-Gamma-Shower (EGS) Monte Carlo system was developed to study
coupled electron and gamma transport problems for high energy physics applications.
However, a growing need to extend the lower energy limits led to the development of
the current version, the EGS4 code system (Nelson et a! 1985). EGS is an analogue
Monte Carlo program in which the radiation transport of electrons, positrons and
photons can be simulated in any element, compound or mixture. EGS follows each
individual charged particle or photon until either it is absorbed, escapes from the
system geometly or its energy falls below a given cut-off energy. During the course of
particle transport, the step size, energy loss, interaction type, energy and angle of the
emerging particle from an interaction are sampled by EGS from appropriate probability
distributions and other relevant physical data.
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The EGS Code System requires a driver program written in a FORTRAN-like
structured language called Mortran3. The driver program is most commonly referred
to as an EGS user code. The user code generally consists of a MAIN routine, and two
subroutines: AUSGAB and HOWFAR. The purpose of MAIN is to set up various
initialisations and to bring in the various media data created at an earlier time by a pre-
processor called PEGS. The pre-processor PEGS computes various physical quantities
using theoretical and empirical formulae and prepares them to be used in an efficient
way by EGS. AUSGAB must be written in order to obtain output results from EGS
during the simulation and FIOWFAR is required in order to provide information to
EGS about the geometry of the system. An interesting characteristic of the EGS code
is that it provides subroutines that allow creation of relatively sophisticated geometries.
It contains subprograms to calculate the intersection of a given trajectory with planes,
cylinders (circular or elliptical in cross section), spheres, cones and a series of
combinations of these geometries.
EGS uses a pseudo-random number generator developed by Marsaglia et al (1990). It
has a period of 2 2 x lO, it is completely portable (that is, it generates exactly the
same sequence of numbers on different machines) and generates 32 bit floating-point
numbers in the range from zero to one, excluding one.
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