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Résumé
Placement d’applications parallèles en fonction de l’affinité et
de la topologie.
Mots clés : Calcul haute performance, parallélisme, localité, affinité, topologie, place-
ment, équilibrage de charge.
La simulation numérique est un des piliers des Sciences et de l’industrie. La simula-
tion météorologique, la cosmologie ou encore la modélisation du cœur humain sont autant
de domaines dont les besoins en puissance de calcul sont sans cesse croissants. Dès lors,
comment passer ces applications à l’échelle ? La parallélisation et les supercalculateurs mas-
sivement parallèles sont les seuls moyens d’y parvenir. Néanmoins, il y a un prix à payer
compte tenu des topologies matérielles de plus en plus complexes, tant en terme de réseau
que de hiérarchie mémoire. La question de la localité des données devient ainsi centrale :
comment réduire la distance entre une entité logicielle et les données auxquelles elle doit
accéder ? Le placement d’applications est un des leviers permettant de traiter ce problème.
Dans cette thèse, nous présentons l’algorithme de placement TreeMatch et ses applica-
tions dans le cadre du placement statique, c’est-à-dire au lancement de l’application, et du
placement dynamique. Pour cette seconde approche, nous proposons la prise en compte
de la localité des données dans le cadre d’un algorithme d’équilibrage de charge. Les dif-
férentes approches abordées sont validées par des expériences réalisées tant sur des codes
d’évaluation de performances que sur des applications réelles.
iv
Abstract
Placement of parallel applications according to the topology
and the affinity.
Keywords : High performance computing, parallelism, locality, affinity, topology, pla-
cement, load balancing.
Computer simulation is one of the pillars of Sciences and industry. Climate simulation,
cosmology, or heart modeling are all areas in which computing power needs are constantly
growing. Thus, how to scale these applications ? Parallelization and massively parallel su-
percomputers are the only ways to do achieve. Nevertheless, there is a price to pay consi-
dering the hardware topologies incessantly complex, both in terms of network and memory
hierarchy. The issue of data locality becomes central : how to reduce the distance between
a processing entity and data to which it needs to access ? Application placement is one of
the levers to address this problem. In this thesis, we present the TreeMatch algorithm
and its application for static mapping, that is to say at the lauchtime of the application,
and the dynamic placement. For this second approach, we propose the awareness of data
locality within a load balancing algorithm. The different approaches discussed are validated
by experiments both on benchmarking codes and on real applications.
vi
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Introduction
Il y a douze ans, J.M. Tendler et al. publiaient « POWER4 system microarchitec-
ture » [75], un article de journal détaillant pour la première fois l’architecture d’un proces-
seur multi-cœur. Depuis, la multiplication des unités de calcul est devenue la norme et avec
elle la complexité des architectures s’est accrue. Cette évolution dans la conception des mi-
croprocesseurs a répondu à des contraintes de dissipation thermique empêchant la montée
en fréquence des processeurs. Qui plus est, la demande en performance des applications pa-
rallèles est restée constamment croissante incitant les constructeurs à trouver des solutions.
Il n’en demeure pas moins que la conception et l’exécution de ces applications parallèles
sur ces nouvelles architectures n’est pas une tâche triviale et un fossé s’est creusé entre les
performances matérielles et les performances des applications. Pour réduire cet écart, trois
pistes principales peuvent être dégagées. Premièrement, une solution est à trouver du côté
de l’écriture des applications. Toutefois, il n’existe pas de consensus sur la façon adéquate
d’exprimer le parallélisme au sein du code et le corpus d’applications existantes est trop
volumineux pour imaginer sa réécriture. Deuxièmement, un objectif concerne le support
d’exécution. Optimiser les bibliothèques utilisées et définir dans le support d’exécution les
moyens permettant de coller au plus près de la machine sont des pistes qui ne font là encore
pas l’unanimité quant à leur mise en œuvre. En effet, le rôle du support d’exécution dans
la gestion de la topologie est un sujet très débattu. Qui plus est, de nombreuses difficultés
apparaissent lorsqu’il s’agit de les implémenter (architectures diverses, paradigmes peu ou
pas interopérables, etc). Le dernier levier qui peut être actionné repose sur la façon dont les
applications sont exécutées. Bien entendu, agir à ce niveau est complémentaire des autres
méthodes, mais il y a là une réelle marge d’intervention. Ce travail d’amélioration des in-
teractions entre les applications et l’écosystème au sein duquel elles vont être amenées à
s’exécuter est une problématique qui a gagné en importance au cours des dernières années.
L’amélioration de ces interactions repose sur plusieurs constats : d’une part, les appli-
cations possèdent un comportement qui les caractérise, que ce soit en termes d’accès aux
données, à la mémoire ou encore en terme de schéma de communication. D’autre part, une
partie essentielle de l’écosystème, à savoir l’architecture matérielle cible, possède également
des caractéristiques propres, telles que le nombre de CPU, la topologie du réseau d’inter-
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connexion, la disposition des bancs mémoire, etc. Qui plus est, ces caractéristiques ne sont
pas nécessairement connues à la conception de l’application. Une idée intuitive est alors de
mettre en correspondance ces caractéristiques des applications et du matériel sous-jacent,
de façon à exploiter ce dernier au mieux pour une application donnée. Plusieurs aspects
peuvent être pris en considération : l’ordonnancement des tâches, l’allocation des ressources
matérielles, la gestion des entrées/sorties, l’équilibrage de charge ou encore la localité des
données. C’est sur ce dernier point que nous avons concentré nos efforts, avec le but de
rapprocher physiquement les données des entités logicielles les utilisant afin d’améliorer les
temps d’accès et de communication des applications. Dans le contexte des architectures
multi-cœurs, cela revient notamment à minimiser les effets induits par la disposition des
bancs mémoire (effets NUMA) au sein de la machine. Cette minimisation peut s’effectuer
en répartissant les différents processus de l’application parallèle sur les différents coeurs dis-
ponibles. On parle alors de placement de processus. Si le principe est simple, sa réalisation
l’est moins. Tenir compte des caractéristiques de l’architecture et de l’affinité des enti-
tés logicielles pour proposer un placement satisfaisant soulève des problèmes importants,
tant d’un point de vue technique qu’algorithmique. Il s’agit alors de trouver des méthodes
adaptées permettant de déterminer un placement efficace et de l’appliquer à plusieurs pa-
radigmes. Appliquer un placement statique, c’est-à-dire au lancement de l’application sans
qu’il n’évolue durant l’exécution, ou combiner les bénéfices du placement avec de l’équili-
brage de charge en cours d’exécution, voici les objectifs que nous nous sommes fixés dans
cette thèse.
Nous présenterons tout d’abord dans la suite de ce manuscrit une analyse du contexte
de façon à dégager une problématique générale. Dans une seconde partie, nous exposerons
nos travaux sur le placement statique appuyés par une importante série d’expériences. Une
troisième partie présentera deux algorithmes d’équilibrage de charge prenant en compte les
contraintes de localité que nous avons là encore évalués, notamment sur des exécutions à
grande échelle. Enfin, un bilan de ces travaux et des perspectives qu’ils offrent concluront
ce document.
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La simulation numérique est un domaine en pleine expansion. Qu’elle touche la science
ou encore l’économie, elle apporte une solution en permettant de corroborer des résultats
théoriques grâce aux outils mathématiques et informatiques. En effet, les expériences réelles
sont très souvent impossibles à réaliser, pour des raisons aussi variées que le temps, le
coût ou les possibilités matérielles. La simulation numérique propose de passer outre ces
limitations. Pour ce faire, les besoins en puissance de calcul sont très importants et ne
cessent de croître. Par exemple, l’organisme français de météorologie Météo France utilise à
ce jour une infrastructure pouvant fournir jusqu’à 1 Pétaflops afin d’effectuer ses prévisions.
Depuis 1992, la puissance de calcul théorique de Météo France a dû être multipliée par
500 000. Ces besoins entraînent d’ailleurs d’importantes questions de passage à l’échelle
d’une part et d’écologie d’autre part, l’augmentation des performances allant de pair avec
un accroissement de la consommation énergétique.
Toujours est-il que les constructeurs ont répondu à cette demande en proposant des
plate-formes de plus en plus puissantes et des architectures de plus en plus complexes. Les
méthodes ont cependant évolué. La stratégie ne consiste plus à augmenter continuellement
la fréquence des processeurs, comme ce fut le cas il y a une dizaine d’années. La dissipation
thermique ayant atteint ses limites, c’est la multiplication des cœurs de calcul qui prévaut.
La figure 1.1 présente la moyenne annuelle du nombre de cœurs de calcul et leur fréquence
sur les supercalculateurs du Top500 depuis 2000. Alors que la fréquence moyenne des
processeurs s’est stabilisée aux alentours de 2,5 GHz depuis dix ans, le nombre de cœurs
présents sur les plate-formes suit une courbe exponentielle. Pour ne citer qu’un exemple

















































Moyenne du nombre de cœurs et de la fréquence des machines du Top500 depuis 2005
Figure 1.1 – Évolution annuelle du nombre moyen de cœurs et de leur fréquence sur les supercal-
culateurs du Top500 depuis 2000 (source : top500.org)
parmi d’autres, le supercalculateur Blue Waters [53] contient près de 400 000 cœurs de
calcul, répartis sur quelques 27 000 nœuds, pour une performance crête atteignant les
13,34 Petaflops.
Cette évolution s’accompagne de topologies complexes, en particulier en ce qui concerne
la mémoire : les différents types de mémoires (RAM, cache) sont hiérarchisés et dépendent
de bus de communication différents, ce qui conduit à des effets NUMA (Non Uniform
Memory Access). Tirer pleinement parti de ces architectures est un réel défi et demande
d’adapter les briques logicielles existantes. Une piste concerne la notion de localité des
données. En effet, cette structuration de la mémoire et la multiplication des nœuds et
des cœurs de calcul augmentent la distance entre les entités logicielles d’une application
parallèle et les données auxquelles elles doivent accéder. Sur la longue route vers l’Exascale,
cet aspect est déterminant.
1.1 La localité des données
La localité des données se définit comme la distance entre une entité de traitement
logicielle (processus lourd, fil d’exécution, tâche, etc) et les données auxquelles elle doit
accéder. Plus ces données sont distantes, plus le coût pour l’entité logicielle qui souhaite les
atteindre sera important. Ce coût peut s’évaluer selon plusieurs critères bien qu’au final,
c’est sur le temps d’exécution de l’application qu’il sera répercuté. Notons que la notion
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de localité ne sous-entend pas uniquement l’accès direct à une donnée en mémoire. Elle
implique également les échanges entre entités logicielles : l’accès à des données distantes
peut se voir comme un échange entre l’entité locale et une entité distante.
Afin d’illustrer ce propos, la figure 1.2 présente des mesures de bande passante sur
différents niveaux de mémoire obtenues grâce à l’outil mbench [66]. Ces mesures ont été
réalisées sur une architecture Intel Xeon X5550 comptant 2 processeurs de 4 cœurs. Chaque
groupe de 4 cœurs partage 8 Mo de cache L3 et 12 Go de RAM. Sur cette figure, la
courbe intitulée cache miss montre la bande passante obtenue lors de l’accès à une donnée
après qu’elle a été lue par un voisin distant, générant ainsi un défaut de cache. La courbe
intitulée cache hit, quant à elle, montre les performances d’accès sur une donnée dans
le cache ou la mémoire (en fonction de la taille de cette donnée). Ce graphique illustre
bien l’importance de la localité des données puisque la différence de bande passante pour
l’accès à une information est très importante selon que la donnée est directement accessible
ou non. Les différents paliers de la courbe verte correspondent aux différents niveaux de
cache. Une donnée proche, c’est-à-dire à une distance courte dans la hiérarchie mémoire,
sera accédée beaucoup plus rapidement. Sur un nœud Intel Xeon X5550 à deux processeurs
de quatre cœurs chacun, la différence de bande passante entre l’accès au cache L1 et l’accès
à la mémoire est de l’ordre de 150%. Dans la course à la performance, la multiplication
des unités de calcul et des hiérarchies mémoire fait de la localité des données un critère clé
pour tirer profit au maximum des performances du matériel. Placer les entités logicielles qui
échangent ou partagent beaucoup de données proches les unes des autres s’avère bénéfique
pour les coûts de communication et d’accès.
Prendre en compte la localité des données implique trois conditions. Premièrement,
il faut arriver à fournir une mesure de la localité. La localité peut-elle être considérée en
fonction des coûts d’accès mémoire ? En fonction du volume des communications entre deux
processus ? D’une manière générale, nous parlerons d’affinité pour exprimer l’ensemble des
métriques permettant de préciser la dépendance entre deux entités de traitement logicielles.
Deuxièmement, comprendre l’architecture matérielle qui accueille l’application est là aussi
une condition nécessaire pour prendre en compte la localité. Enfin, il est important que le
paradigme de programmation utilisé pour écrire l’application parallèle permette d’exprimer
cette localité afin de l’exploiter. Nous abordons dans les sections suivantes ces différents
points.
1.2 Comprendre l’architecture matérielle
Au delà du comportement de l’application, il est nécessaire, pour prendre en compte
la localité des données, d’avoir des informations sur l’architecture matérielle qui sert de
support à l’exécution. En particulier, ce sont les informations de structure et, éventuelle-
ment, des données quantitatives de type latence ou bande passante qu’il faut être capable






























Taille des données (en ko)
Bande passante des accès mémoire pour les succès (hit)
et les défauts (miss) de cache en fonction de la taille des données
Intel Xeon X5550 - 2 proc. à 4 cœurs, 8 Mo L3 + 12 Go RAM par proc.
Cache miss
Cache hit
Figure 1.2 – Bande passante en fonction de la localité des données, déterminée suivant la taille
des messages et d’un accès préliminaire à la donnée. Mesures réalisées avec l’outil mbench.
de récupérer. Or, ce n’est pas une tâche triviale compte tenu de la multiplicité et de la
complexité des architectures d’une part et de la faible documentation proposée par les
fabricants d’autre part. En effet, la diversité des topologies réseaux s’accompagne désor-
mais d’une architecture complexe à l’intérieur même des nœuds. La démocratisation des
technologies dites multi-cœur et many-core favorise une organisation très hiérarchique de
la mémoire, créant ainsi de nombreux effets d’accès hétérogènes (NUMA). Ainsi, ce n’est
plus seulement la topologie du réseau qu’il convient de prendre en considération pour gérer
la localité des données mais également la topologie intra-nœud.
1.2.1 Constats architecturaux
Il est important de faire ici un préambule sur ce que nous sommes en droit d’attendre des
architectures matérielles. Plus concrètement, nous nous posons la question de la corrélation
entre les informations théoriques que nous avons à propos d’une architecture (qu’elles soient
fournies par le constructeur ou par un outil dédié) et ce que la réalité nous montre. En effet,
diverses expériences nous ont révélé, sur certaines architectures, des différences notables
entre théorie et pratique.
Afin de mettre en lumière cette problématique, nous avons écrit une application MPI
dans laquelle chaque processus envoie de manière bloquante un message de taille 1 Mo à
tous les autres. Ces envois sont réalisés séquentiellement de façon à éviter les problèmes





























(a) Topologie d’une architecture Intel Xeon
X5550

























(b) Matrice d’affinité par cœur de calcul (Métrique :
temps de communication - unité : ms)
Figure 1.3 – Topologie matérielle d’une architecture Intel Xeon X5550 et modèle d’affinité (mé-
trique de temps) d’une application de type all to all
de contention sur les bus de communication et ainsi garantir davantage la précision des
mesures. L’outil EZTrace [76] nous permet d’extraire une trace de l’exécution de cette
application. En particulier, il nous fournit le temps de communication (en millisecondes)
pour chaque message envoyé. Nous présentons ensuite ces temps sous forme de matrice de
taille p × p avec p = n où p est le nombre de processus de l’application et n le nombre
de cœurs de l’architecture cible. Compte tenu des spécifications des architectures que nous
avons évaluées, nous nous attendons à retrouver dans la matrice de temps de communication
les caractéristiques en terme de bande passante des niveaux de mémoire.
La première matrice présentée en figure 1.3(b) montre l’affinité de huit processus répar-
tis sur les huit cœurs d’une architecture Intel Xeon X5550. La matrice est volontairement
représentée par rapport aux unités de calcul et non aux processus. L’architecture concernée
possède un seul niveau de hiérarchie mémoire : un cache L3 et 12 Go de mémoire RAM
partagés par les quatre cœurs d’un même socket, comme décrit en figure 1.3(a). Sur la
matrice, nous pouvons clairement distinguer cette hiérarchie mémoire puisque les temps de
communication entre cœurs d’un même socket sont plus faibles que les temps de commu-
nication entre sockets (et qui utilisent donc la mémoire RAM, plus lente). Le tout est très
homogène et corrobore les informations théoriques en notre possession.
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La seconde matrice de la figure 1.4(b) présente quant à elle l’affinité de 64 processus
assignés aux 64 cœurs d’une architecture AMD Opteron 6272. Cette architecture propose
un cache L2 partagé entre des paires de cœurs. Chaque groupe de quatre paires partage un
cache L3 et 16 Go de mémoire RAM. Une représentation de cette topologie est montrée
en figure 1.4(a). La métrique déterminant l’affinité est une fois encore basée sur le temps
de communication entre processus. Nous pouvons voir sur cette matrice que les mesures
de temps obtenues ne reflètent absolument pas la hiérarchie mémoire annoncée. En effet,
nous devrions distinguer sur cette matrice des groupes de deux processus (L2 partagé)
regroupés par quatre (L3 partagé) autour de la diagonale. Le reste devrait faire apparaître
des temps de communication plus longs puisqu’aucun banc mémoire n’est partagé. Or,
nous observons à l’inverse une répartition plutôt chaotique des temps de communication.
Cet exemple démontre les difficultés que nous pouvons rencontrer pour obtenir une bonne
représentation des différentes architectures et pour comprendre leurs caractéristiques peu
ou pas documentées.
1.2.2 Numérotations physiques et logiques
Les différents cœurs d’une architecture matérielle sont numérotés par le constructeur.
Cette numérotation, dite physique, n’est pas toujours cohérente d’une génération à l’autre
et peut poser d’importants problèmes lors de l’affectation des entités logicielles. En effet,
il est d’une part compliqué pour l’utilisateur de connaître avec précision la numérotation
physique définie par le constructeur et, d’autre part, manipuler cette numérotation peut
s’avérer relativement délicat et sujet à erreurs.
La numérotation physique des cœurs permet d’identifier les unités de calcul de façon
à y affecter des entités logicielles. Cette numérotation est définie par le constructeur et
gérée depuis le système élémentaire d’entrée/sortie (Basic Input Output System, BIOS).
Ainsi, il peut arriver qu’une simple mise à jour du BIOS fasse varier la numérotation. Le
tableau 1.1 énumère quelques exemples de numérotations présentes sur des architectures
que nous avons utilisées. Nous avons été largement confrontés à ces contraintes de nu-
mérotation. Il peut arriver qu’au sein d’une même plate-forme de calcul plusieurs nœuds
d’architecture identique ne fournissent pas la même numérotation physique. Une solution
consiste à ne manipuler qu’une numérotation dite logique, basée sur le parcours en pro-
fondeur des feuilles de l’arbre de la topologie. Cette alternative se propose de déléguer à
une bibliothèque la correspondance entre les indices physiques et logiques afin d’éviter les
erreurs de manipulation au sein du code. Il s’agit d’une solution satisfaisante même si son
adoption n’est pas encore généralisée. Si une telle solution n’est pas adoptée, il incombe
alors à l’utilisateur de jongler avec les indices physiques au risque réel de mal prendre en
compte la localité des données.

























































(a) Partie de la topologie d’une architecture AMD Opteron 6272







       Matrice de communication





















(b) Matrice d’affinité (Métrique : temps de communication - unité : ms)
Figure 1.4 – Topologie matérielle d’une architecture AMD Opteron 6272 et modèle d’affinité
(métrique de temps) d’une application de type all to all.
10 Chapitre 1. Contexte et problématique
Processeur Numérotation physique Ordre de numérotation
Intel Xeon X7460 0,4,8,12,16,20,1,5,9,13,17,21,2,6,10,14, Socket, cœur, nœud NUMA
96 cœurs 18,22,3,7,11,15,19,23...
AMD Opteron 6272 0,4,8,12,16,20,24,28,1,5,9,13,17,21,25, Socket, cœur
64 cœurs 29,32,36,40,44,48,52,56,60...
BIOS v2.3.0
AMD Opteron 6272 0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15, Cœur
64 cœurs 16,17,18,19,20,21,22,23,24...
BIOS v3.2.1
Intel Xeon X5550 0,1,2,3,4,5,6,7 (parfois 0,2,4,6,1,3,5,7) Cœur (parfois Socket, cœur)
8 cœurs (sans hyperthread)
Intel Xeon X5550 0,8,1,9,2,10,3,11,4,12,5,13,6,14,7,15 Cœur, hyperthread
8 cœurs (avec hyperthread)
Table 1.1 – Exemple de numérotation physique des cœurs sur différentes architectures. La nu-
mérotation est celle obtenue en effectuant un parcours en profondeur des feuilles de l’arbre de la
topologie c-à-d. le ième élément de la liste correspond au cœur logique i.
1.3 L’affinité
L’affinité peut se définir comme le degré de dépendance entre des entités logicielles en
fonction de certains critères. Ainsi, l’affinité peut s’exprimer par exemple en termes de
volume de communication entre entités, d’entrées/sorties ou encore d’accès mémoire. Une
représentation possible de l’affinité se fait sous forme de graphe dans lequel les sommets
représentent les entités logicielles et les arêtes représentent les dépendances. Ces arêtes
peuvent être pondérées en fonction de la métrique utilisée.
La figure 1.5(a) montre un exemple de graphe d’affinité déterminé à partir de huit
entités logicielles d’une application et basé sur une métrique quelconque (communication,
accès mémoire, etc). Une autre représentation, sous forme de matrice, est présentée en
figure 1.5(b). On peut voir par exemple qu’une dépendance existe entre le sommet 0 et le
sommet 1 et que l’arête correspondante est pondérée par la valeur 80863. Concrètement,
cela signifie que les entités de rang 0 et 1 présentent une affinité de valeur 80863 durant
la totalité de l’exécution de l’application. Cette valeur est déterminée suivant la métrique.
L’affinité permettra de déterminer si deux entités ont intérêt à être placées plus proches
physiquement l’une de l’autre sur l’architecture matérielle. Pour cela, encore faut-il avoir
une représentation précise de cette architecture afin de prendre en compte ses spécificités.
1.4 Formalisation du problème
Le problème du placement d’entités logicielles en fonction de la topologie matérielle
peut être vu comme un problème de minimisation de certaines métriques. Nous allons ici
formaliser ce problème.



















(a) Exemple de graphe des affinités entre entités logicielles
basé sur une métrique quelconque.
Entité 0 1 2 3 4 5 6 7
0 0 80863 33 0 80863 0 0 0
1 80863 0 80830 33 0 80862 0 0
2 33 80830 0 80854 0 0 80862 0
3 0 33 80854 0 0 0 0 80863
4 80863 0 0 0 0 80854 24 0
5 0 80862 0 0 80854 0 80830 24
6 0 0 80862 0 24 80830 0 80854
7 0 0 0 80863 0 24 80854 0
(b) Matrice présentant la valeur de l’affinité entre des entités logicielles.
Figure 1.5
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Posons :
— A le graphe pondéré des entités logicielles tel que A = (VA, ωA) avec :
— VA : l’ensemble des sommets représentant les entités logicielles ;
— ωA(u, v) : une métrique d’affinité (communication, accès mémoire, etc) détermi-
née entre deux entités u, v ∈ VA.
— H le graphe pondéré de l’architecture tel que H = (VH , ωH) avec :
— VH : l’ensemble des nœuds de la topologie ;
— ωH(u, v) : le poids de l’arête incidente des sommets u et v, u, v ∈ VH . Certaines
solutions limitent ωH(u, v) à l’ensemble binaire 0, 1 de telle façon qu’une arête
soit uniquement présente ou absente.
— D(a, b) le débit mesuré entre les unités de calcul a et b.
— dH(a, b) la distance du plus court chemin entre les unités de calcul a et b
Le placement en fonction de la topologie peut alors se formaliser par la fonction σ :
VA → VH . Cette fonction σ affecte chaque sommet s de l’ensemble VA des entités logicielles
à un sommet cible t de l’ensemble VH des ressources de l’architecture. Certains travaux
considèrent la fonction σ comme injective ou surjective. Parler d’injectivité de la fonction
σ revient à dire que, sur chaque unité de calcul, une et une seule entité logicielle peut être
affectée. Ceci implique également qu’une unité de calcul peut ne pas être utilisée. Dans
ce cas précis, on parlera de permutation pour évoquer la fonction σ puisqu’elle consiste
à permuter les entités d’une application sur les unités de calcul. La surjectivité de la
fonction σ sous-entend que toutes les unités de calcul doivent héberger au moins une entité
logicielle. Ces deux caractéristiques sont cependant complémentaires. En effet, plusieurs
entités du graphe A peuvent être affectées à la même ressource du graphe H, de même
qu’une ressource du graphe H peut ne pas être utilisée.
1.4.1 Fonctions objectifs
À chaque placement σ est associé une fonction objectif qu’il s’agit le plus souvent de
minimiser. Ces fonctions objectifs dépendent là encore de la métrique adoptée. Nous en
avons défini quatre, qui se basent sur une approche visant la minimisation des coûts de
communication.
La première fonction objectif consiste à minimiser le temps total passé dans les commu-
nications, TempsComm. Elle se base sur le rapport entre volume de données (ici, ωA(u, v)
est uniquement un volume de communication) et débit entre unités de calcul de la topologie
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Une autre approche propose de minimiser le temps maximum passé à communiquer, que
nous appelons MakespanComm, en se basant sur des mesures de débit entre deux unités
de calcul. Ainsi, soit T (u, v) le temps passé à échanger le volume de données ωA(u, v) entre
les entités u et v, la fonction objectif peut s’écrire :
MakespanComm(σ) = max
(u,v)∈VA
T (u, v) | T (u, v) = ωA(u, v)
D(σ(u), σ(v)) .
Une troisième méthode a pour objectif de minimiser la somme des communications pon-
dérée par le nombre de liens parcourus dans la topologie, DistComm. Cette méthode part
de l’hypothèse que la topologie est un arbre équilibré et symétrique. Soit n le nombre de
niveaux dans l’arbre de la topologie et En l’ensemble des couples (u, v) avec u, v ∈ VA tel
que la distance du plus court chemin entre l’unité de calcul dédiée à u et l’unité de calcul






ωA(u, v)× dH(σ(u), σ(v))

où Ei = {(u, v)} | dH(σ(u), σ(v)) = i× 2
Un exemple illustrant cette fonction objectif DistComm est présenté en figure 1.6.
L’arbre (figure 1.6(a)) représente une topologie matérielle sur laquelle chaque feuille cor-
respond à une unité de calcul σ(u) accueillant l’entité logicielle u ∈ VA. Sur cet représen-
tation, X est la somme des communications passant par les arêtes adjacentes au niveau
0. Y est la somme des communications passant par les arêtes adjacentes au niveau 1 mais
qui ne passent pas par le niveau 0. Enfin, Z est la somme des communications des arêtes
adjacentes au niveau 2 et qui ne passent pas par les niveaux supérieurs. Un exemple de
modèle de communication est présenté en figure 1.6(b). D’après la fonction objectif, le but
est donc de minimiser Z×2+Y ×4+X×6. Les valeurs 2, 4, 6 correspondent au nombre de
liens à parcourir pour deux entités communicantes à travers ce niveau de l’arborescence.
En figure 1.6(c), trois exemples de placements, c’est-à-dire de solution à la fonction objec-
tif, sont présentés. Cette notation donne pour chaque σ(j), où j est une entité logicielle
telle que j ∈ VA, l’unité de calcul sur laquelle l’entité j sera affectée. Le tableau associé en
figure 1.6(d) montre le résultat de ces placements en fonction du modèle de communication
et de la topologie. La dernière solution est de loin la plus profitable puisque la majorité
des communications sont routées sur le niveau le plus bas de l’arbre de la topologie.
Cette fonction, à la différence des deux précédentes, ne se base sur aucune valeur quan-
titative expérimentale. Seule la distance dans l’arbre de la topologie est nécessaire. De notre
point de vue, il s’agit d’un avantage important, tant les mesures expérimentales dépendent
de contraintes fortes (congestion, concurrence, etc).




(a) Calcul de la fonction objectif DistComm.
Entité 0 1 2 3 4 5 6 7
0 0 20 0 0 10 0 10 40
1 20 0 0 0 0 0 0 10
2 0 0 0 20 0 0 0 0
3 0 0 20 0 20 0 0 10
4 10 0 0 20 0 20 0 0
5 0 0 0 0 20 0 0 0
6 10 0 0 0 0 0 0 20
7 40 10 0 10 0 0 20 0
(b) Matrice d’affinité.
σ1 = {0, 1, 2, 3, 4, 5, 6, 7}
σ2 = {0, 2, 4, 6, 1, 3, 5, 7}
σ3 = {0, 1, 4, 5, 6, 7, 2, 3}
(c) Fonctions σ (permutations).
Fonction σ1 σ2 σ3
X 100 80 20
Y 0 80 80
Z 80 20 80
MinDistComm 760 840 600
(d) DistComm(σ) = Z× 2 +Y × 4 +X× 6.
Figure 1.6 – Exemple de calcul de la fonction objectif DistComm.
Enfin, certains travaux [28, 21] proposent de réduire les communications sur le plus
haut niveau de la hiérarchie puis d’appliquer récursivement cet objectif sur les niveaux
inférieurs. Cette fonction objectif CoupeMin peut s’énoncer comme suit. Soient V1 et V2
des sous-graphes de VA tels que V1 ⊂ VA, V2 ⊂ VA et V1 ∩ V2 = ∅. Posons Edges(V1, V2)
la fonction déterminant le nombre d’arêtes incidentes entre les deux sous-graphes V1 et V2.
Ainsi pour chaque niveau de la topologie on cherche :
CoupeMin = minEdges(V1, V2) | |V1| = |V2| et V1 ∪ V2 = VA
1.4.2 Approche algorithmique
Le problème du placement sur une topologie en fonction d’une métrique quelconque
peut être réduit à plusieurs problèmes de la théorie des graphes. Deux découlent des
fonctions objectif précédemment détaillées. La minimisation des deux premières fonctions
(TempsComm, MakespanComm) implique un problème d’affectation quadratique. En effet,
pour ces deux méthodes, il s’agit d’affecter les sommets du graphe VA sur les sommets du
graphe VH tout en définissant un facteur de coût (débit, distance, etc). Ce problème est
NP-Difficile [23]. La fonction CoupeMin correspond à un problème de bi-partitionnement
à coupe minimum. Ce problème est NP-Complet [23]. Enfin, nous allons nous attarder sur
la dernière fonction DistComm, afin de prouver la NP-Difficulté de sa minimisation.
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1.4.2.1 Preuve que la minimisation de DistComm est NP-Difficile
Afin de prouver que le problème de minimiser la fonction objectif DistComm est NP-
Difficile, nous allons nous baser sur une réduction vers le problème de bi-partitionnement
à coupe minimum.
Soit G = (V,E) un graphe tel que son nombre de sommets est |V | = n et E est
l’ensemble des arêtes pondérées. Pour les besoins de la démonstration, on suppose n pair.
Dans le cas où n est impair, il suffit d’ajouter au graphe un sommet isolé. Dans le cas du
placement d’entités logicielles, il s’agit d’un graphe d’affinité.
Posons la fonction τ : E → N définissant pour chaque arête la valeur de son poids.
Soit T un arbre de structure 2:n/2. C’est-à-dire un arbre dont l’arité du niveau 0 est
k0 = 2 et l’arité des sommets de niveau 1 est k1 = n/2. Une illustration de cet arbre est
exposée en figure 1.7. La construction de cet arbre à partir du graphe G à n sommets se
fait en temps polynomial.
k0 = 2
k1 = n/2
Figure 1.7 – Arbre T à n feuilles. L’arité k0 du niveau 0 est de 2, l’arité k1 de niveau 1 est de n/2.
Soit σ une affectation des sommets de G sur les feuilles de T . On remarque que σ définit
un bi-partitionnement (V1, V2) de V où V1 est affecté aux n/2 feuilles de gauche et V2 est
affecté aux n/2 feuilles de droite. Pour chaque arête (a, b) ∈ E, deux cas sont possibles :
1. a et b sont dans le même sous-arbre de T . On note C1 l’ensemble de telles arêtes.





e∈C2 τ(e) la somme du poids des arêtes du cas 2;
— M =
∑
e∈E τ(e) la somme du poids de toutes les arêtes du graphe G.
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Ainsi, nous avons DistComm(G, σ) = 4c + 2(M − c) = 2c + 2M . Cette évaluation se
fait en temps polynomial.
Soit σ? tel que DistComm(G, σ?) soit minimal. On appelle c? la somme du poids des
arêtes du cas 2 pour σ?. Alors c? est aussi la coupe optimale pour le bi-partitionnement de
G.
En effet, supposons qu’il existe σ̂ un bi-partitionnement (V1, V2) de V tel que la coupe
ĉ soit inférieure à c?. Alors, en affectant les sommets de V1 au sous-arbre de droite de T et
ceux de V2 à son sous-arbre de gauche, on obtient que la somme des poids de toutes les arêtes
entre V1 et V2 entre dans le cas 2 et sa valeur est ĉ. Ceci implique que DistComm(G, σ̂) =
2ĉ+2m < 2c?+2m =DistComm(G, σ?), ce qui est impossible puisqu’en contradiction avec
la minimalité de DistComm(G, σ?).
Ainsi, pour tout graphe G, si on possède un algorithme pour minimiser la fonction
objectif DistComm, alors on a un algorithme pour minimiser le bi-partitionnement à coupe
minimum de G. Ce dernier problème étant NP-Difficile, minimiser DistComm l’est égale-
ment.
Dans la majorité des cas, calculer un placement efficace sur une topologie en prenant
en compte une fonction de coût se réduira à un problème au moins aussi difficile qu’un
problème NP-Difficile.
1.5 Gestion de la localité et du placement dans les supports
d’exécution parallèle
L’expression de la localité des données et la possibilité de choisir le placement des entités
logicielles d’un paradigme de programmation sont des éléments déterminants pour prendre
en compte les dépendances entre entités et l’architecture matérielle dans l’exécution d’une
application. Cependant, force est de constater que bon nombre de paradigmes très utilisés
sont inadaptés et la quantité importante d’applications qu’ils ont permis de développer ne
favorise naturellement pas l’émergence de concepts plus appropriés (comme Charm++, ou
les versions plus récentes de MPI proposant des options de placement gloutons).
Toutefois, la notion de localité a été adoptée dans plusieurs standards et implémenta-
tions comme OpenMP ou MPI dans le but d’améliorer le passage à l’échelle des applications
parallèles. Ces ajouts apparaissent cependant assez minimalistes dans le contexte récent
du multi-cœur. Le fossé est parfois grand entre la représentation proposée par ces para-
digmes et l’architecture réelle. Concernant MPI, cette différence se justifie par le fait que
le standard a été conçu pour ne pas se soucier des caractéristiques de la topologie maté-
rielle. Néanmoins la question se pose d’introduire un niveau de détail supérieur dans la
1.5 Gestion de la localité et du placement dans les supports d’exécution parallèle 17
spécification au vu des évolutions des plate-formes de ces dernières années. Ce sujet est
régulièrement abordé lors des réunions de définition du standard, bien qu’aucun consensus
n’existe à ce jour.
Pour pallier ce manque de précision dans l’expression de la localité des données, la
possibilité pour l’utilisateur de préciser le placement de ses entités logicielles est nécessaire.
Plusieurs implémentations de paradigmes proposent cette fonctionnalité comme OpenMP,
MPI ou encore Charm++. L’utilisateur peut alors définir un placement des objets en
fonction de critères d’affinité, d’une représentation plus fidèle de l’architecture et des al-
gorithmes que nous venons de lister. Nous allons nous concentrer ici sur les techniques
permettant de prendre en compte la politique de placement calculée. Ce placement est
fourni au support d’exécution qui se chargera d’attacher les différentes entités aux unités
de calcul physique. Notons que plusieurs approches sont possible. D’un côté, nous allons
évoquer le placement statique des entités afin d’exprimer le fait que le support d’exécution
assigne les objets à des unités de calcul physique dédiées au début de l’exécution. D’un
autre côté, nous allons parler de réordonnancement dynamique des entités logicielles pour
signifier que leur rang au sein du paradigme de programmation évolue en cours d’exécution.
1.5.1 Placement statique
La première solution de placement que nous pouvons évoquer concerne le placement
statique, c’est-à-dire le fait d’affecter chaque entité logicielle de l’application à une unité de
calcul dédiée pour toute la durée de l’exécution. Par exemple, sur les systèmes d’exploitation
libres de type GNU/Linux, les commandes comme numactl ou taskset remplissent ce rôle.
Si aucune contrainte de placement n’est spécifiée, l’ordonnanceur du système d’exploitation
gère lui-même cette tâche et peut à tout moment déplacer des entités logicielles d’une unité
de calcul à une autre, créant de fait des défauts de cache impactant les performances. Qui
plus est, la reproductibilité des exécutions se trouve fortement altérée si aucune garantie sur
la stabilité de la localité n’est fournie. Les résultats en tableau 1.2 montrent les différences
de temps d’exécution de l’application de mécanique des fluides ZeusMP/2 dans le cas où
les processus sont attachés et dans le cas où rien n’est spécifié. Nous pouvons constater que
dans tous les cas, le coefficient de variation (ratio de l’écart type par la médiane) est plus
faible dans le cas avec placement que dans le cas sans placement. Cette donnée statistique
indique que le placement des entités réduit le bruit système et favorise la stabilité des
exécutions.
Les principaux paradigmes de programmation parallèle s’accompagnent d’un gestion-
naire capable de gérer le placement fourni par l’utilisateur. Par exemple, le gestionnaire
de processus ORTE de l’implémentation OpenMPI du standard MPI prend en entrée un
fichier de type rankfile précisant les informations de placement des processus. Un exemple
de fichier est présenté en figure 1.8. Cette solution a l’avantage de ne pas nécessiter de
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Table 1.2 – Statistiques pour 10 exécutions de l’application ZeusMP/2 sur 64 processus (cas
étudiant la magnétohydrodynamique) comparant le cas avec placement et le cas sans placement de
processus. L’unité de mesure du temps est la seconde.
Nombre Sans placement Avec placement
d’Iterations Moyenne Écart type Coef. de Variation Moyenne Écart type Coef. de Variation
2000 2.8627 0.127 0.044 2.6807 0.062 0.023
3000 4.1691 0.112 0.027 4.0023 0.097 0.024
4000 5.4724 0.069 0.013 5.2588 0.052 0.010
5000 7.3187 0.289 0.039 6.8539 0.121 0.018
10000 13.9583 0.487 0.035 13.3502 0.194 0.015
15000 20.4699 0.240 0.012 19.8752 0.154 0.008
20000 27.0855 0.374 0.014 26.3821 0.133 0.005
25000 33.7065 0.597 0.018 32.8058 0.247 0.008
30000 40.6487 0.744 0.018 39.295 0.259 0.007
35000 46.7287 0.780 0.017 45.7408 0.299 0.007
40000 53.3307 0.687 0.013 52.2164 0.227 0.004
45000 59.9491 0.776 0.013 58.8243 0.632 0.011
50000 66.6387 1.095 0.016 65.3615 0.463 0.007
modification du code de l’application. Cependant, elle permet uniquement d’établir le pla-
cement de chaque entité au lancement de l’application. Gérer les mouvements d’entités en
cours d’exécution soulève d’autres difficultés.
1.5.2 Réordonnancement dynamique
Le réordonnancement dynamique est un autre moyen d’appliquer une politique de pla-
cement. Cette technique se base sur les indices de chaque entité logicielle. En effet, dans
les différents paradigmes de programmation parallèle, chaque entité possède un numéro
unique permettant de l’identifier afin de réaliser les échanges de données entre elles ou en-
core de les synchroniser. Le réordonnancement dynamique consiste à réattribuer ces indices
en cours d’exécution. Cette méthode ne nécessite pas d’outil externe mais est directement
implémentée dans certains paradigmes comme MPI ou Charm++. Il s’agit d’un avantage
important, favorisant de fait la portabilité, la transparence et la dynamicité. Cependant,
elle a besoin d’être prise en compte dans le code de l’application, contrairement au pla-
cement statique. Concrètement, comment utiliser cette technique dans les paradigmes sur
lesquels nous nous sommes penchés (MPI et Charm++) ? Concernant MPI, la solution
se trouve du côté de la fonction MPI_Dist_graph_create, capable de créer un nouveau
communicateur dont les rangs des processus MPI ont été réordonnés. Charm++, en re-
vanche, propose un mécanisme de placement dynamique interne un peu différent. En effet,
chaque entité logicielle peut se voir attribuer une unité de calcul en cours d’exécution et est
migrée en fonction. La migration suit le principe du pack-unpack : lorsqu’une entité doit
être migrée, sont état est stocké dans une portion de mémoire contiguë (message, fichier,

















Figure 1.8 – Fichier de type rankfile pour OpenMPI décrivant le placement des processus à
l’exécution. Le format est de type rank <rang MPI>=<hôte> slot=p<socket>:<cœur physique>.
À l’exécution : mpiexec -np <nombre de processus> –rankfile <fichier> <exécutable>
etc) puis est envoyé vers la nouvelle unité de calcul. Sur cette unité, une nouvelle entité
logicielle est créée avec l’état réceptionné.
Notons enfin que cette solution n’est réellement efficace que lorsque les entités sont
attachés au lancement de l’application (sans politique de placement particulière). Dans le
cas contraire, les mouvements d’entités provoquées par l’ordonnanceur du système d’ex-
ploitation créent là encore un bruit impliquant des pertes de performance.
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2.1 Problématiques et motivations
Nous l’avons vu un peu plus tôt : le placement d’entités logicielles a une influence sur
les coûts de communication. Les niveaux de hiérarchie (cache, mémoire, réseau, etc) ont des
caractéristiques très différentes, en particulier en termes de latence et de bande passante.
Ainsi, deux entités qui communiquent beaucoup verront leur coût en temps d’échange de
données se réduire si elles partagent le même cache L3. À l’inverse, si ces entités sont placées
sur des nœuds différents et doivent communiquer via le réseau, le temps de communication
sera fortement pénalisé. Ce chapitre va s’articuler autour de notre technique de placement
statique, dont le but est d’affecter chaque entité logicielle à une unité de calcul dédiée. Plus
concrètement, nos travaux sur le placement statique se résument à placer les entités à l’in-
térieur des nœuds de façon à tenir compte des effets NUMA. D’une manière générale, nous
considérons le réseau plat même si notre solution peut s’adapter à des réseaux arborescents
sous certaines conditions (arbre équilibré et symétrique).
Calculer un bon placement d’entités nécessite de connaître d’une part les détails de l’ar-
chitecture cible et, d’autre part, d’avoir des informations quant à l’affinité des entités de
l’application. L’affinité, définie en détail dans le chapitre précédent, peut être vue comme
la tendance qu’ont deux éléments à être inter-dépendants. Afin de déterminer cette affinité,
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nos travaux se sont focalisés sur les volumes de communications entre éléments. Cepen-
dant, d’autres métriques peuvent s’avérer pertinente en fonction des applications ciblées
(entrées/sorties, accès mémoire, métrique multi-critère, etc).
Notons que nous avons choisi comme support de notre méthode de placement le pa-
radigme d’Interface à Passage de Message (MPI) qui est une solution répandue dans le
domaine du calcul intensif. Cependant, les travaux que nous présenterons dans les sections
suivantes ne sont pas dépendants de ce paradigme. Notre algorithme de placement peut
tout à fait s’adapter à d’autres modèles de programmation basés sur des éléments commu-
nicants (que les communications soient implicites ou explicites) comme Charm++ ou les
langages de type PGAS, par exemple. Néanmoins, dans la suite de ce chapitre, nous par-
lerons de placement de processus afin d’évoquer le fait que nous manipulons des processus
MPI.
2.2 État de l’art
Le problème du placement de processus sur des unités de calcul en tenant compte
du modèle d’affinité de l’application et de l’architecture cible est un problème ouvert qui
a déjà été étudié. Ce problème de placement est couramment réduit à un problème de
plongement de graphes [70]. Plus précisément, le problème a été introduit par Hatazaki [25]
et un algorithme basé sur l’heuristique de Kernighan-Lin [3] a été proposé et validé par
une série d’expériences. Cependant, ces travaux sont limités à un matériel très spécifique
et ne s’appliquent pas à des architectures plus génériques. De plus, les auteurs ont optimisé
leurs algorithmes pour les graphes d’affinité suivant une topologie cartésienne (grille à N
dimensions) mais ont laissé de côté les graphes quelconques. Ainsi, seules des applications
très spécifiques comme les stencils sont visées. Les expériences présentées montrent des
gains de performance substantiels mais sont réduites à des applications n’effectuant que
des communications et aucun calcul.
D’autres travaux prennent en compte les graphes d’affinité génériques mais ne consi-
dèrent que la topologie réseau pour l’aspect matériel du placement. Les différentes ma-
chines Blue Gene ont particulièrement été visées [72], [79], [5]. Les réseaux InfiniBand
ont également fait l’objet d’études, et en particulier d’une évaluation des performances
afin de produire une représentation de l’architecture basée sur ce réseau d’interconnexion
[67] [33]. Une méthode de Neighbor Joining a également été proposée [74] afin de détecter
la topologie physique des réseaux InfiniBand. LibTopoMap [28] est capable de traiter des
topologies réseaux génériques et se sert de ParMETIS [47] pour résoudre le problème de
placement. Ces approches ne prennent cependant pas en compte l’architecture interne des
nœuds multi-cœurs et leurs effets NUMA.
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Les problèmes d’implémentation des mécanismes de topologie de MPI ont été abor-
dés [36]. Les topologies cartésiennes et les graphes génériques sont traités dans ces travaux,
et l’algorithme proposé se base lui aussi sur l’heuristique de Kernighan-Lin. Le critère
d’optimisation considéré peut être soit le coût de communication, soit la répartition de
charge. Une fois encore, ce travail se concentre sur du matériel précis (architecture NEC
SX). L’approche présentée est peu générique et elle ne s’applique pas aux grappes de nœuds
multi-cœurs.
MPIPP [13] est une suite d’outils dont le but est d’optimiser l’exécution des applications
MPI sur l’architecture sous-jacente. MPIPP se base sur un outil externe pour récupérer de
façon statique les détails de l’architecture là où nous effectuons cette tâche dynamiquement
durant l’exécution. De plus, MPIPP permet uniquement de répartir les processus MPI sur
les différents nœuds mais n’effectue aucun placement précis sur les unités de calcul à l’inté-
rieur de ces nœuds. Les machines multi-cœurs ne sont ainsi pas totalement exploitées étant
donné que la hiérarchie mémoire n’est pas prise en compte. Les mêmes inconvénients appa-
raissent dans d’autres recherches [9]. Ces travaux réduisent bien les coûts de communication
inter-nœuds pour les applications MPI en appliquant une opération de renumérotation des
rangs. La renumérotation telle qu’elle est présentée [9] ne réordonne que le fichier contenant
les noms des nœuds (le hostfile) et modifie donc la façon dont les processus seront répartis
sur les nœuds. Une fois encore, les processus MPI ne sont pas attachés à des unités de
calcul dédiées et l’application n’appelle pas réellement les fonctions de réordonnancement
de MPI.
Des travaux récents ont proposé des solutions pour attacher les processus MPI à des
unités de calcul dédiées afin de réduire les coûts de communication entre processus [69] [56].
Ces deux articles ont été publiés à la même période et évoquent des approches plutôt si-
milaires : ils n’utilisent pas les fonctions du standard MPI pour réordonner les rangs des
processus, ils se basent sur le partitionneur de graphe Scotch [21] et ils ne sont pas capables
de récupérer les informations sur l’architecture de manière dynamique à l’exécution. La pre-
mière étude [69] utilise une approche purement quantitative. La seconde en revanche [56]
s’est orientée vers une méthode qualitative puisqu’elle considère les informations de struc-
ture hiérarchique de la mémoire d’un nœud et non des valeurs mesurées.
Dans certains cas, une connaissance précise de l’application peut s’avérer très utile.
En particulier, une étude très poussée d’une application de calcul de valeur propre [1] a
permis de dégager un modèle d’affinité sans exécution préliminaire. Le placement basé sur
ce modèle a entraîné des gains très intéressants.
Au delà de l’heuristique de Kernighan-Lin mentionnée précédemment, il existe des
algorithmes capables de résoudre le problème de plongement de graphes grâce au par-
titionnement. Chaco [26] et METIS [47] (ou ParMETIS dans sa version parallèle [71])
sont des exemples de tels partitionneurs de graphes. Le premier se base sur un algorithme
24 Chapitre 2. Placement statique
de partitionnement spectral [27] tandis que le second implémente un k-partitionnement
multi-niveaux [48, 49]. Zoltan [18], successeur de Chaco, offre plusieurs algorithmes de par-
titionnement et en particulier une solution de partitionnement géométrique [17]. Scotch [21]
est un cadriciel de partitionnement de graphe capable de gérer les structures arborescentes
(format tleaf ) en entrée pour calculer un placement. Scotch se base sur une approche divi-
sier pour résoudre en appliquant un double bi-partitionnement récursif [63]. Une différence
importante entre les techniques utilisant le plongement/partitionnement de graphe et notre
travail est que nous avons besoin uniquement de la structure de l’architecture cible là où
les travaux connexes nécessitent des informations quantitatives à propos du matériel. Ac-
quérir ces informations est une étape complexe tant les facteurs qui rentrent en jeu sont
importants (effets NUMA, congestion, etc).
Les principales implémentations MPI libres comme MPICH [59] et OpenMPI [22] four-
nissent des options permettant d’attacher les processus à des unités de calcul précises dès
le lancement de l’application, et ce grâce à leur gestionnaire de processus (respectivement,
Hydra et ORTE). L’utilisateur peut choisir d’utiliser des placements prédéfinis plus ou
moins efficaces [32]. Cependant, ces stratégies de placement sont génériques et ne tiennent
aucun compte du modèle de communication de l’application. Il existe d’autres supports
d’exécutions proposant ce type d’options, comme les implémentations MPI propres aux
constructeurs. Citons en exemple Cray ([60], [37]), HP [16] ou IBM [19]. Notons qu’il
est également possible d’attacher d’autre types d’entités logicielles. Ce genre de cas peut
intervenir par exemple dans le cadre d’applications hybrides, c’est-à-dire lorsque plusieurs
paradigmes sont utilisés (passage de message associés à plusieurs processus légers, etc).
L’association MPI et OpenMP fait partie des cas traités [35].
Le standard MPI offre plusieurs fonctions permettant de manipuler les graphes d’affi-
nité. Des topologies cartésiennes et des graphes quelconques de processus peuvent être créés
au niveau des applications. Plusieurs de ces fonctions possèdent un paramètre de réordon-
nancement. Cependant, l’implémentation actuelle de ces fonctions est très triviale et le réor-
donnancement n’est souvent effectif que dans les implémentations des constructeurs [36]. La
version 2.2 du standard MPI a néanmoins apporté quelques améliorations entre autres à la
manipulation des graphes d’affinité notamment avec la fonction MPI_Dist_graph_create
[30]. Une implémentation d’une partie des fonctions standards dans le but d’optimiser les
entrée/sorties a également été publiée [78] sous le nom de SetMatch.
Les communications collectives sont une fonctionnalité importante du standard MPI
et plusieurs travaux ont pour but d’en améliorer les performances en tenant compte des
spécificités du support matériel. Une méthode [86] utilise un modèle hiérarchique à deux ni-
veaux afin d’utiliser plus efficacement les nœuds multi-cœurs. D’autres [82], [51] proposent
des stratégies de placement de processus dans les collectives pour trouver l’algorithme le
plus performant pour l’opération collective considérée. Nos travaux retiennent toutes les
communications et ne se restreignent pas aux opérations collectives.
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Les paradigmes de programmation autres que MPI peuvent être utilisés pour répondre
au problème du placement de processus. Citons par exemple Charm++ [42], que nous
présenterons plus en détail en Chapitre 3, qui permet d’effectuer de la répartition de charge
dynamique tout en tenant compte de l’affinité et de la topologie. Les langages de type
PGAS [77] proposent un modèle simple à deux niveaux (local et distant) pour l’affinité
mémoire qui peut être utilisé pour le placement de processus en fonction de l’affinité et de
la topologie matérielle.
2.2.1 Tableau récapitulatif des méthodes de placement statique
Le tableau 2.1 récapitule les différentes solutions de placement statique évoquées dans
cet état de l’art. Pour ce faire, nous avons déterminé plusieurs critères qui nous ont semblés
pertinents :
— Indépendant du matériel : ce critère défini si la solution propose une approche
générique ou si elle est adaptée à une architecture précise ;
— Indépendant du paradigme : une méthode est indépendante d’un paradigme précis
(MPI, OpenMP, etc) si elle peut une fois encore s’adapter à tout type de modèle ;
— Effet NUMA : les effets NUMA des architectures multi-cœurs sont-ils pris en compte ?
— Topologie Réseau : la structure du réseau est-elle considérée pour calculer un pla-
cement efficace ?
— Approche qualitative : une approche qualitative ne se base que sur les informations
de structure de la topologie. Aucune autre donnée (bande passante, latence, etc)
n’est nécessaire ;
— Récupération dynamique de la topologie : ce critère est rempli si la solution est
capable de récupérer les informations de topologie automatiquement ;
— Restrictions du placement : est-il possible de forcer certaines ressources (nœuds,
cœurs, etc) à ne pas être utilisées ?
Notons que deux solutions, Chaco et ParMETIS, se trouvent séparées en fin de tableau.
En effet, il s’agit de deux partitionneurs de graphes qui, à l’inverse de Scotch et son outil
gmap par exemple, ne fournissent pas d’algorithme de placement tel quel. Il est donc né-
cessaire de considérer ces deux entrées du tableau sous l’angle de leur utilisation dans une
méthode de placement basée sur des bi-partitionnements successifs que nous avons implé-
mentés pour les besoins de nos expériences. Enfin, certains travaux cités précédemment ne
sont pas à proprement parler des méthodes de placement et ne figurent donc pas dans ce
tableau.
















































√ √ √ √
Table 2.1 – Comparaison des solutions de placement citée en fonction de différents critères. Chaco,
ParMETIS sont présentés selon leur utilisation dans une implémentation de méthode de placement
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2.3 Solution
Afin de répondre aux maximum aux critères énoncés dans le tableau 2.1, l’algorithme
TreeMatch a vu le jour. Déterminer un bon placement de processus sur une architecture
matérielle en fonction de l’affinité nécessite de connaître un certain nombre d’informations.
Notre approche se base sur des informations qualitatives, c’est-à-dire que nous nous focali-
sons sur la structure de l’architecture et non sur des mesures théoriques ou expérimentales
qui déterminerait la qualité du lien (par exemple des mesures de latence ou de bande pas-
sante). Ce choix se justifie dans la mesure où d’une part, la pratique nous montre que les
mesures théoriques fournies par les constructeurs diffèrent souvent de la réalité, et d’autre
part, des mesures expérimentales dépendent de bien trop de facteurs pour leur accorder
une fiabilité suffisante. Par exemple, de la congestion sur un bus au moment de la prise
de mesure peut aisément fausser les résultats. De plus, des mesures expérimentales né-
cessitent l’exécution préliminaire de programmes d’évaluation de performances sur chaque
plate-forme hôte. Notre algorithme TreeMatch a donc besoin en entrée d’une représenta-
tion fidèle de l’architecture et également du modèle d’affinité de l’application. Nous allons
détailler dans cette section ces deux éléments d’informations ainsi que les moyens utilisés
pour les récupérer. Enfin, nous évoquerons le calcul du placement et les techniques mises
en œuvre pour l’appliquer.
2.3.1 Représentation de l’architecture
Récupérer une représentation fidèle de l’architecture d’une machine n’est pas une tâche
triviale. La diversité du matériel, les spécifications propres à chacun, la faible documen-
tation fournie par les constructeurs ou encore la version du BIOS ou du système d’ex-
ploitation sont autant de facteurs qui rendent difficile la récupération des informations
matérielles. Depuis quelques années, un outil peut cependant se charger de cette étape. Il
s’agit d’hwloc [10] (ou Hardware Locality), développé essentiellement au sein de notre
équipe mais aussi conjointement avec l’équipe en charge d’OpenMPI à UTK (University
of Tennessee, Knoxville). hwloc permet d’extraire la topologie d’une machine (nœuds
NUMA, sockets, hiérarchie mémoire, cœurs) de façon portable, quel que soit le système
d’exploitation ou l’architecture. Un nombre important d’informations est collecté, qu’il
s’agisse de la taille des caches ou de la localité des périphériques d’entrée/sortie (disque,
carte réseau, GPU, etc) par exemple. La figure 2.1 montre la sortie graphique de hwloc
exécuté sur un nœud de la plate-forme PlaFRIM, tandis que la sortie au format XML
d’une sous-partie de ce nœud (deux cœurs) est présentée en figure 2.2. Un autre intérêt
d’hwloc est qu’il fournit une couche d’abstraction au dessus du matériel, de telle façon
que l’utilisateur (ou le développeur) n’a pas à se soucier de certaines spécificités. En par-
ticulier, la numérotation physique des cœurs décidée par le constructeur varie fortement
d’une machine à l’autre. Il devient alors très difficile d’appliquer un quelconque placement
tant cette numérotation peut s’avérer compliquée (voir chapitre 1).





























































Figure 2.1 – Exemple de topologie fournie par Hwloc d’un nœud PlaFRIM pourvu d’un processeur
à 8 cœurs Intel Xeon 5550.
Pour déterminer un bon placement de processus, l’algorithme TreeMatch se limite
aux architectures arborescentes. La majorité des architectures modernes présentent ce type
de topologie. De récents modèles, comme l’Intel Xeon Phi, se sont davantage orientés vers
des structures en anneau. Cependant, cette évolution reste à ce jour très marginale. Dans la
représentation utilisée par TreeMatch, chaque niveau de l’arbre correspond à un niveau
dans la hiérarchie matérielle (nœuds NUMA, sockets, caches, cœurs). Les feuilles de l’arbre
représentent les unités de calcul. Il est nécessaire que l’arbre soit équilibré et symétrique
ce qui est finalement assez fidèle à la réalité.
L’intérêt de cette représentation est de pouvoir conserver les informations de structure.
De précédents travaux [56] représentaient cette information sous forme d’une matrice de
vitesse, n’exploitant pas la notion de parenté des différents niveaux de hiérarchie.
Prendre en compte la topologie du réseau est également une tâche très complexe. Là
encore, la diversité du matériel et les topologies très variées que l’on peut rencontrer (tore
3d, fat-tree, grille, etc) rendent ardue la détection précise. netloc [24] est l’équivalent au
niveau du réseau d’hwloc. Bien qu’encore en cours de développement, il permet déjà de
fournir quelques représentations abstraites du réseau ciblé. Ne pas considérer les caracté-
ristiques du réseau est une des limitations de TreeMatch. En effet, comme nous allons
le voir plus en détail, notre algorithme est conçu pour traiter les structures arborescentes.
Si le réseau s’organise sous forme d’arbre (avec les contraintes citées précédemment d’équi-
libre et de symétrie), TreeMatch pourrait tout à fait le prendre en compte pour calculer
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<?xml version ="1.0" encoding ="UTF -8"?>
<! DOCTYPE topology SYSTEM " hwloc .dtd">
<topology >
<object type =" Machine " os_index ="0" >
<info name =" DMIProductName " value =" PowerEdge R410"/>
<info name =" DMIBoardVendor " value ="Dell Inc."/>
<info name =" DMIBIOSVersion " value =" 1.0.5 "/>
<info name =" OSName " value =" Linux "/>
<info name =" OSRelease " value =" 2.6.32 -358.23.2. el6. x86_64 "/>
<info name =" HostName " value ="mygale - inria "/>
<info name =" Architecture " value =" x86_64 "/>
<object type =" NUMANode " os_index ="0" local_memory =" 12884901888 ">
<object type =" Socket " os_index ="1" >
<info name =" CPUModel " value =" Intel (R) Xeon(R) CPU X5560 @ 2.80 GHz"/>
<object type =" Cache " cache_size =" 8388608 " depth ="3">
<object type =" Cache " cache_size =" 262144 " depth ="2">
<object type =" Cache " cache_size =" 32768 " depth ="1" cache_type ="1">
<object type =" Cache " cache_size =" 32768 " depth ="1" cache_type ="2">
<object type ="Core" os_index ="0">





<object type =" Cache " cache_size =" 262144 " depth ="2">
<object type =" Cache " cache_size =" 32768 " depth ="1" cache_type ="1">
<object type =" Cache " cache_size =" 32768 " depth ="1" cache_type ="2">
<object type ="Core" os_index ="1">










Figure 2.2 – Exemple allégé d’une sortie en XML de hwloc pour une moitié de socket d’un nœud
de la plate-forme PlaFRIM.
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un placement de processus efficace. Dans le cas contraire, soit d’autres algorithmes comme
celui proposé par LibTopoMap peuvent s’en charger, soit une évolution de l’algorithme
TreeMatch pourrait être envisagée. En particulier, des techniques de partitionnement de
graphes pourraient servir de base à cette amélioration.
2.3.2 Modèle d’affinité
Le modèle d’affinité d’une application représente la tendance qu’ont les processus à
interagir (au sens large). Cette affinité peut être déterminée en fonction de plusieurs mé-
triques : entrées/sorties, accès mémoire, etc. Nous avons choisi de nous baser sur l’échange
de données entre processus. En effet, la multiplication des unités de calcul au sein d’une
même machine et la diminution de la mémoire par cœur encourage les applications paral-
lèles à communiquer de plus en plus pendant l’exécution. Cette métrique nous a semblé
pertinente pour ces raisons. Il est cependant à noter que tout comme l’algorithme Tree-
Match ne dépend pas de MPI, il ne dépend pas non plus de la seule métrique d’échange
de données. Il est tout à fait envisageable d’utiliser d’autres types d’informations en entrée
de l’algorithme.
Quoi qu’il en soit, TreeMatch a donc besoin d’un modèle d’affinité que nous appel-
lerons modèle de communication dans la suite de ce document. Il existe plusieurs moyens,
plus ou moins efficaces, permettant de récupérer ce modèle de communication. Nous al-
lons présenter tout d’abord la solution que nous avons retenue puis les autres possibilités
connues ou que nous avons envisagées.
2.3.2.1 Exécution préliminaire
Une solution pour déterminer le modèle de communication d’une application parallèle
consiste en une exécution préliminaire de cette application au moyen d’une version ins-
trumentée du support d’exécution. Cette technique, bien que difficile à mettre en œuvre,
a plusieurs avantages. Tout d’abord, elle permet d’instrumenter les communications dans
les couches très bas niveau du support d’exécution. On peut de cette manière récupérer
l’intégralité des communications entre processus depuis une implémentation de MPI, ce
qu’un outil de trace, par exemple, ne permet pas. Deuxièmement, elle n’implique aucune
modification du code de l’application. Le principal inconvénient, en revanche, est bien en-
tendu le coût en temps de calcul d’une exécution préliminaire. Qui plus est, cette exécution
doit être effectuée à nouveau dès lors qu’il y a un changement dans les conditions d’ex-
périmentation : nouvelles données en entrée, changement de paramètres. En effet, dans la
grande majorité des cas, à contexte équivalent (données en entrées, nombre de processus,
paramètres), le schéma de communication ne change pas d’une exécution à l’autre. Notons
que dans le cadre de nos expériences, le modèle de communication que nous avons extrait
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des applications testées était identique d’une architecture matérielle à une autre. Cepen-
dant, un taux important d’appels collectifs peut influencer le modèle de communication en
fonction de l’architecture sous-jacente. En effet, la façon dont sera géré le graphe de com-
munication de certaines opérations collectives (MPI_Gather par exemple) peut dépendre
de la topologie matérielle ou du nombre de processus par unité de calcul.
OpenMPI et MPICH étant les deux implémentations libres du standard MPI les plus
populaires, nous avons travaillé sur chacune d’elle à un moyen d’extraire le modèle de
communication. En moyenne, c’est une centaine de lignes de code dans les couches bas
niveau de chacune de ces implémentations (le module Nemesis [15] pour MPICH et le
module MCA 1 pour OpenMPI) qui ont permis d’ajouter une couche d’instrumentation
des communications. Cet ajout nous permet de tracer tant les communications point à
point que les communications collectives, ce qui est un avantage face à des solutions de
trace standards. Notons enfin que cette instrumentation affecte peu le temps d’exécution
de l’application. En effet, comme le montre la figure 2.3, sur trois applications testées
avec et sans instrumentation, on peut voir que l’impact de la capture des volumes de
communications est estimé à moins de 20%. Pour les noyaux de calcul CG et LU, le déficit



































Impact de l'instrumentation avec une version modifiée d'OpenMPI
sur trois noyaux des NAS Parallel Benchmarks (moyennes sur 3 exécutions)
Standard
Instrumentée
Figure 2.3 – Évaluation de l’impact de l’instrumentation des communications avec une version
modifiée de OpenMPI sur des noyaux des NAS en classe C sur 8 processus. Les expériences ont été
réalisées sur un nœud PlaFRIM embarquant un processeur Intel Xeon X5550.
1. MCA : Modular Component Architecture.
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2.3.2.2 Autres techniques
D’autres solutions existent afin d’extraire les échanges de données entre processus.
Les outils de trace sont une approche intéressante que nous avons évaluée. EZTrace [76],
développé à Inria Bordeaux, est un de ces outils. Il nécessite également une exécution
préliminaire de l’application mais n’implique aucune modification du support d’exécution
ni même du code de l’application. En revanche, EZTrace n’est capable d’extraire que les
communications point à point explicitées dans le code. Les communications point à point
résultant du graphe de communication d’une fonction collective ne peuvent pas être inter-
ceptées. Les matrices 2.4(a) et 2.4(b) illustrent les différences que l’on peut observer entre
un modèle de communication obtenu avec EZTrace ou avec une version instrumentée de
OpenMPI.
P 0 1 2 3 4 5 6 7
0 1976 6004 6004 0 0 0 0 0
1 6004 1976 0 6004 0 0 0 0
2 6004 0 0 6004 1976 0 0 0
3 0 6004 6004 0 0 1976 0 0
4 0 0 1976 0 0 6004 6004 0
5 0 0 0 1976 6004 0 0 6004
6 0 0 0 0 6004 0 1976 6004
7 0 0 0 0 0 6004 6004 1976
(a) Matrice de communication extraite par EZTrace.
P 0 1 2 3 4 5 6 7
0 1976 6033 6033 0 23 0 0 0
1 6072 1976 0 6033 6 23 0 0
2 6072 0 0 6023 1976 6 29 0
3 0 6026 6072 0 0 1976 0 29
4 68 0 1976 0 0 6026 6026 0
5 0 22 0 1976 6072 0 0 6026
6 0 0 22 0 6072 0 1976 6026
7 0 0 0 22 0 6026 6072 1976
(b) Matrice de communication extraite par la version instrumentée de OpenMPI.
Figure 2.4 – Modèles de communication d’un gradient conjugué (NAS Parallel Benchmarks)
exécuté en classe C sur 8 processus sur un nœud PlaFRIM Intel Xeon X5550 (8 cœurs, 8 Mo de
cache L3 et 12 Go de RAM par 4 cœurs). Métrique : nombre de messages.
Réduire le temps de l’exécution préliminaire est un objectif pertinent. Des travaux en
ce sens ont été effectués [81]. Ils consistent à exclure du code de l’application les portions
de calcul de manière à n’exécuter finalement que la partie générant des communications.
Cette approche est cependant très complexe à mettre en œuvre.
Certains modèles de programmation fournissent nativement les moyens d’obtenir ces
informations. Charm++ en est un exemple puisque chaque entité logicielle communicante
est un objet C++ possédant des attributs de charge et de volume de communication. Cette
approche sera traitée dans le Chapitre 3.
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Enfin, un outil comme Zoltan [18], grâce à un algorithme de partitionnement de maillage
est capable d’identifier les frontières entre les différentes sous-parties d’un jeu de données
afin d’en déduire les échanges au cours de l’exécution. Associé à une très bonne connaissance
de l’application, les valeurs obtenues peuvent être très précises.
2.3.2.3 Représentation du modèle de communication et métriques
L’exécution préliminaire de l’application grâce à un support d’exécution instrumenté
nous permet de déterminer un graphe à n sommets, n étant égal au nombre de processus
de l’application et m arêtes pondérées en fonction de l’affinité. Dans le cadre de l’utilisa-
tion de TreeMatch, nous choisissons de stocker ce graphe sous forme d’une matrice de





Matrice de communication de ZeusMP/2






























Figure 2.5 – Modèle d’affinité des processus de l’application de mécanique des fluides ZeusMP/2.
Le niveau de gris donne le nombre de message échangés par paire de processus.
Nous avons vu que, pour déterminer l’affinité entre processus, nous nous basions sur
leurs communications. Cependant, plusieurs métriques permettent d’estimer ces communi-
cations. Nous en avons dégagé trois :
— msg : le nombre de messages échangés (au sens MPI) ;
— size : la quantité de données échangées durant l’exécution ;
— avg : la taille moyenne d’un message obtenue à partir des deux mesures précédentes.
Nous avons également travaillé sur une autre métrique basée sur le temps passé dans
les communications. Les valeurs ont été récupérées grâce au logiciel EZTrace, qui permet
de mesurer avec précision les temps de communication point à point. Cette métrique s’est
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avérée peu efficace, même si elle a permis de mettre en lumière des spécificités de l’architec-
ture cible (AMD Opteron 6272, Bulldozer) qui ne sont pas documentées par le constructeur
(voir chapitre 1).
2.4 Implémentation
Dans cette section, nous allons présenter notre algorithme de placement de processus
TreeMatch. Dans un premier temps, nous détaillerons l’algorithme général puis nous
proposerons quelques optimisations.
2.4.1 L’algorithme TreeMatch
L’algorithme TreeMatch a pour but d’affecter chaque entité logicielle à une unité de
calcul afin de prendre en compte l’affinité. Dans le cas de nos métriques, il s’agit de réduire
les coûts de communication entre entités. Cet algorithme prend en compte le modèle d’affi-
nité de l’application, mais aussi la complexité de la plate-forme qui accueille l’application.
L’algorithme général est présenté par l’Algorithme 1. Nous allons expliquer par l’exemple
son fonctionnement. Pour ce faire, nous nous basons sur la topologie présentée en fi-
gure 2.6(a) et sur le modèle d’affinité (matrice de communication) en figure 2.6(b). L’arbre
de la topologie est équilibré (toutes les feuilles sont à la même profondeur) et symétrique
(tous les nœuds de même profondeur ont la même arité). Il contient quatre niveaux de
profondeur et douze feuilles qui correspondent aux unités de calcul. La matrice de com-
munication, de taille 8 × 8, représente les communications effectuées entre chaque paire
d’entités logicielles parmi les huit entités de l’application. Dans cette version de l’algo-
rithme, le nombre de processus doit être inférieur ou égal au nombre d’unités de calcul.
Une évolution de cette contrainte sera discutée en chapitre 3.
Pour commencer, l’algorithme parcourt l’arbre vers le haut en commençant par les
feuilles, soit au niveau de profondeur 3. À ce niveau, nous appellerons k l’arité du niveau
supérieur. Dans notre cas, k = 2 et divise l’ordre p = 8 de la matrice m. L’algorithme se
poursuit donc ligne 6 avec l’appel de la fonction GroupProcesses. Cette fonction génère
tout d’abord la liste de tous les groupes possibles d’entités logicielles. La taille de ces
groupes est donnée par l’arité k du nœud de niveau supérieur dans l’arbre (k = 2 dans
notre exemple). Par exemple, nous pouvons regrouper l’entité 0 avec l’entité 1 ou 2, jusqu’à





possibles d’entités. Comme nous avons p = 8 entités et que nous les groupons par paires
(k = 2), nous devons déterminer p/k = 4 groupes qui n’ont pas d’entités en commun. Pour
trouver ces groupes, nous construisons un graphe des incompatibilités entre les groupes
(ligne 2 de la fonction GroupProcesses).
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Algorithme 1: L’algorithme TreeMatch
Input: T// L’arbre représentant la topologie
Input: m // La matrice de communication
Input: D // La profondeur de l’arbre
1 groups[1..D − 1]=∅ // Comment les nœuds sont groupés à chaque niveau
2 foreach depth← D − 1..1 do // On commence à partir des feuilles
3 p← order of m
// On étend la matrice de communication si nécessaire
4 if p mod arity(T, depth− 1) 6= 0 then
5 m←ExtendComMatrix(T ,m,depth)
6 groups[depth]←GroupProcesses(T ,m,depth)// On groupe les entités par affinité
7 m←AggregateComMatrix(m,groups[depth]) // On aggrège les communications des groupes
d’entités
8 MapGroups(T ,groups) // Construction de la permutation
!" #" $" %" &" '!" '" (" )" *" +" ''"
!" '" #" (" $" )" %" *"TreeMatch: 
Packed:  !" '" #" (" $" )" %" *"
!" #" $" %" )" *"'" ("Round Robin:  
Cores: 
(a) Arbre de la topologie (les carrés représentent
les entités assignées en fonction des différents algo-
rithmes).
Entités 0 1 2 3 4 5 6 7
0 0 1000 10 1 100 1 1 1
1 1000 0 1000 1 1 100 1 1
2 10 1000 0 1000 1 1 100 1
3 1 1 1000 0 1 1 1 100
4 100 1 1 1 0 1000 10 1
5 1 100 1 1 1000 0 1000 1
6 1 1 100 1 10 1000 0 1000
7 1 1 1 100 1 1 1000 0
(b) Matrice de communication.
Figure 2.6 – Données en entrée de l’algorithme TreeMatch : une représentation de l’architecture
et un modèle d’affinité (matrice de communication).
Function GroupProcesses(T ,m,depth)
Input: T //Arbre de la topologie
Input: m // Matrice de communication





Input: m // La matrice de communication
Input: g // Liste des groupes d’entités
(virtuels)
1 n← NbGroups(g)
2 for i← 0..(n− 1) do
3 for j ← 0..(n− 1) do
4 if i = j then









Deux groupes sont dits incompatibles s’ils partagent une entité. Par exemple le groupe
{2,5} est incompatible avec le groupe {5,7} puisque l’entité 5 est commune aux deux
groupes. Sous-entendu, l’entité 5 ne peut pas être attachée à deux unités de calcul à la
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fois. Dans ce graphe des incompatibilités, les sommets correspondent aux groupes et une
arête est présente entre deux sommets si les groupes correspondants sont incompatibles.
Dans la littérature, un tel graphe est un complémentaire du graphe de Kneser [50] et se
note Complémentaire de KGn,k. L’ensemble des groupes que nous recherchons est dans un
ensemble indépendant de ce graphe, c’est-à-dire un ensemble de groupes qui n’ont aucune
arête incidente entre eux. Il s’agit d’une condition indispensable pour ne pas avoir plusieurs
entités par unité de calcul. Une particularité intéressante du complément du graphe de
Kneser est que si k divise p, les ensembles indépendants maximaux sont de taille p/k. Ainsi,
n’importe quel algorithme glouton trouvera toujours un ensemble indépendant de la taille
souhaitée. Cependant, tous ces ensembles indépendants ne sont pas de qualité équivalente.
Ils dépendent des valeurs contenues dans la matrice. Dans notre exemple, grouper l’entité
0 avec l’entité 5 n’est pas efficace puisqu’elles n’échangent qu’une unité de données. Les
grouper aura pour conséquence de reporter un volume important de communications sur
le niveau supérieur de l’arborescence, niveau que nous considérons plus coûteux. Pour
prendre ceci en compte, nous pondérons le graphe des incompatibilités avec le volume de
communication total du groupe réduit du volume de communication interne au groupe.
Par exemple, en se basant sur la matrice m, la somme des communications de l’entité 0 est
de 1114 et celle de l’entité 1 est de 2104 pour un total de 3218. Si nous groupons ces deux
entités, nous devons réduire ce total de 2000, soit le volume de données que l’entité 0 envoie
à l’entité 1 et vice-versa. Le groupe se verra ainsi attribuer un poids de 3218−2000 = 1218.
Plus ce poids est faible, plus le groupe est intéressant. Malheureusement, trouver un tel
ensemble indépendant de poids minimal est un problème NP-Difficile [39]. Par conséquent,
nous utilisons des heuristiques afin de trouver un ensemble indépendant adéquat :
— plus petite valeur d’abord : on trie les sommets par ordre croissant de poids et on
crée de façon gloutonne un ensemble indépendant maximal ;
— plus petite valeur maximale : on trie les sommets par ordre croissant de poids et on
détermine un ensemble indépendant maximal de façon à ce que le sommet de poids
maximal soit minimisé ;
— plus grand poids des voisins d’abord : on trie les sommets de façon décroissante
en fonction du poids moyen des sommets voisins. Puis, on détermine un ensemble
indépendant maximal en commençant par les sommets dont cette valeur est la plus
importante [39].
Dans notre implémentation de TreeMatch, nous commençons par la première mé-
thode puis nous tentons d’améliorer la solution obtenue grâce aux deux autres méthodes.
Nous pouvons définir un seuil dans le nombre de groupes au-delà duquel la technique du
"plus grand poids des voisins d’abord" ne sera pas exécutée. Dans notre exemple, sans tenir
compte de l’heuristique utilisée, nous trouvons l’ensemble indépendant de poids minimal
{(0,1),(2,3),(4,5),(6,7)}. La figure 2.7 illustre cette sélection. La liste des groupes membres
de l’ensemble indépendant est affectée au tableau group[3], comme le montre la ligne 6
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de l’algorithme TreeMatch. Cela signifie, par exemple, que l’entité 0 et l’entité 1 seront






















Figure 2.7 – Ensemble indépendant de poids minimal du graphe des incompatibilités.
Complémentaire de KG8,2.
L’étape suivante consiste à générer les groupes au niveau 2 de l’arborescence. Pour
ce faire, il est nécessaire d’agréger la matrice m avec les communications restantes. La
matrice agrégée est calculée dans la fonction AggregateComMatrix. Le but est de calculer
les communications restantes entre chaque groupe d’entités. Par exemple, entre le premier
groupe (0,1) et le second groupe (2,3), le volume de communication est de 1012 et se voit
assigné à r[0, 1] (voir figure 2.8(a)). La matrice r de taille 4× 4 (nous avons 4 groupes) est
affectée à m (ligne 7 de l’algorithme TreeMatch). La matrice m correspond dorénavant
au modèle de communication entre les groupes d’entités, que nous appellerons "entités
virtuelles". Les étapes suivantes de l’algorithme consistent à grouper ces entités virtuelles
à chaque niveau de l’arbre jusqu’à atteindre la racine.
Function ExtendComMatrix(T ,m,depth)
Input: T //Arbre de la topologie
Input: m //Matrice de communication
Input: depth // current depth
1 p← order of m
2 k ←arity(T ,depth+1)
3 return AddEmptyLinesAndCol(m,k,p)
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Virt. Ent. 0 1 2 3
0 0 1012 202 4
1 1012 0 4 202
2 202 4 0 1012
3 4 202 1012 0
(a) Matrice agrégée (profondeur 2).
Virt. Ent. 0 1 2 3 4 5
0 0 1012 202 4 0 0
1 1012 0 4 202 0 0
2 202 4 0 1012 0 0
3 4 202 1012 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
(b) Matrice étendue.
Virt. Ent. 0 1
0 0 412
1 412
(c) Matrice agrégée (profondeur 1).
Figure 2.8 – Évolution de la matrice de communication aux différentes étapes de l’algorithme
TreeMatch.
L’algorithme boucle donc et décrémente la profondeur à 2. Ici, l’arité à la profon-
deur 1 est k = 3 et ne divise pas l’ordre p = 4 de la matrice m. Nous ajoutons donc
deux groupes artificiels qui ne communiquent avec aucun autre groupe grâce à la fonction
ExtendCommMatrix. Plus concrètement, nous ajoutons deux lignes et deux colonnes rem-
plies de 0 à la matrice m, incrémentant de ce fait son ordre p à 6. Cette étape illustre le
cas où le nombre de ressources est supérieur au nombre d’entités logicielles. La nouvelle
matrice est présentée en figure 2.8(b). Une fois cette étape effectuée, nous pouvons grouper
les entités virtuelles. Là encore, il nous faut trouver un ensemble indépendant de poids
minimal de taille p/k = 3. Les groupes créés sont les suivants : {(0,1,4),(2,3,5)} comme le
montre la figure 2.9.
Nous agrégeons donc une fois encore les communications restantes dans une matrice de
taille 2 × 2 (voir figure 2.8(c)). L’itération suivante, c’est-à-dire à la profondeur 1, n’offre
qu’une seule possibilité pour regrouper les entités virtuelles : (0,1), ensemble qui est affecté
à group[1]. L’algorithme se poursuit ligne 8. L’objectif maintenant est d’attacher les entités
aux ressources. La première phase consistait à remonter dans l’arbre afin de grouper les
entités et les entités virtuelles. Ici, nous allons redescendre de la racine vers les feuilles
en parcourant le tableau de groupes qui décrit la hiérarchie des groupes d’entités. C’est
cette hiérarchie qui va nous donner le placement final. Par exemple, l’entité virtuelle 0
(resp. 1) contenue dans group[1] est affectée à la partie gauche (resp. droite) de l’arbre. Si
un groupe correspond à un groupe artificiel, aucune entité ne sera affectée au sous-arbre




















Figure 2.9 – Ensemble indépendant de poids minimal du graphe des incompatibilités entre entités
virtuels (profondeur 2 de l’arbre de la topologie).
aux unités de calcul) 0,2,4,6,1,3,5,7 respectivement (voir l’arbre en figure 2.6(a)). Notons
que l’algorithme est capable de s’appliquer si le nombre de ressources de calcul est supérieur
ou égal au nombre de processus. En revanche, si le nombre d’unités de calcul est plus petit
que le nombre d’entités à assigner, TreeMatch ne trouvera pas de solution. Une solution
à cette limitation est néanmoins discutée dans le prochain chapitre.
Nous pouvons voir deux autres placements sur la figure 2.6(a). Le premier, que nous
appelons Packed, consiste à affecter les entités linéairement sur les feuilles de l’arbre. Nous
appelons également ce placement glouton "identité logique", dans la mesure où chaque entité
i est affectée au cœur logique σ(i). Le second, appelé Round Robin, distribue les entités une
par une sur chaque sous-arbre. Sur certaines architectures, ce placement correspond à une
identité physique. Dans notre exemple, TreeMatch offre un bien meilleur placement que
ces deux techniques gloutonnes. En effet, "Packed" sépare les entités 4 et 5 des entités 6 et
7. Or, ces deux groupes échangent un volume important de données. Il convient donc de les
affecter dans le même sous-arbre. Pour le même type de raisons, "Round Robin" propose
une solution nettement sous-optimale.
2.4.2 Optimisations
2.4.2.1 Décomposition des arités de l’arbre
La partie la plus coûteuse de l’algorithme TreeMatch que nous venons de détailler
concerne la fonction GroupProcesses. Si k est l’arité du niveau supérieur et p l’ordre de la
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matrice de communication courante, la complexité de cette portion est proportionnelle au





Une optimisation intéressante de TreeMatch est donc de réduire le nombre de groupes
possibles dans la fonction GroupProcesses.
Pour cela, nous décomposons un niveau de l’arbre ayant une arité importante en un
ou plusieurs niveaux d’arité plus faible, la contrainte principale étant que le produit des
arités de ces nouveaux niveaux doit être égal à l’arité du niveau original. Par exemple, si
un arbre a un niveau d’arité 4, nous décomposons ce niveau en deux niveaux d’arité 2. Ceci









pour p > 8. Ainsi, si nous souhaitons placer 8 processus ou plus, la solution
de décomposer les niveaux s’avère payante. Plus généralement, nous pouvons décomposer
k en un produit de facteurs premiers et procéder à la décomposition d’un nœud de l’arbre
d’arité k en différents niveaux ayant pour arité chaque facteur. Les architectures modernes
ayant souvent un nombre d’unités de calcul multiple de 2 ou 3, une telle technique aide
souvent à réduire k à une valeur raisonnable aux niveaux les plus bas de l’arbre (quand p
est important).
2.4.2.2 Accélérer la génération des groupes
Réduire l’arité d’un nœud peut être très avantageux en considérant la complexité de




= O(pk). La solution proposée précédemment convient à bon
nombre d’architectures modernes dont le nombre d’unités de calcul peut très souvent être
décomposé en produits de 2 et de 3. Ceci réduit alors la complexité de chaque étape de
TreeMatch à une complexité quadratique ou cubique. Cependant, même dans ce cas,
le coût de ces étapes de calcul peut s’avérer important si TreeMatch a vocation à être
utilisé en cours d’exécution (dans un répartiteur de charge par exemple). Qui plus est, nous
ne pouvons pas considérer cette spécificité répandue des architectures comme acquise. Par
exemple, l’utilisation d’un nombre premier élevé de nœud connectés à un commutateur
ne pourrait pas bénéficier de cette amélioration à l’étape concernée. Afin de prendre en
compte ces cas, nous avons introduit une méthode plus rapide de création des groupes de
processus. La fonction FastGroupProcesses décrit cette solution. Elle est exécutée en lieu




≥ Th, où Th est un seuil déterminé (30000 par
défaut).
Function FastGroupProcesses(T ,m,depth)
Input: b //Nombre de conteneurs
Input: T //Arbre de la topologie
Input: m //Matrice de communication
1 bucket_list←PartialSort(m, b)
2 return GreedyGrouping(bucket_list,T )
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P 0 1 2 3 4 5 6 7
0 0 2 14 1 1 112 1 28
1 2 0 28 17 125 2 11 1
2 14 28 0 1 1 17 2 141
3 1 17 1 0 25 1 141 2
4 1 125 1 25 0 42 12 2
5 112 2 17 1 42 0 1 11
6 1 11 2 141 12 1 0 35
7 28 1 141 2 2 11 35 0
112, 25, 17, 14
Conteneur b1
P0 = +∞ P1 = 14





|b1| = 12 141, 141, 141, 141, 125, [...], 17, 17, 14, 14
|b2| = 16 12, 12, 11, 11, 11, 11, [...], 1, 1, 1, 1, 1, 1
Etape2
O(n2 + (n2/2) logn2/2)
{2,7} {6,3} {1,4} {0,5}Etape3
Figure 2.10 – Exemple du fonctionnement de l’algorithme de génération rapide des groupes sur
une matrice d’ordre n = 8 et en utilisant deux conteneurs. Les valeurs grisées dans la matrice sont
les valeurs choisies aléatoirement en première étape. Les valeurs bleues sont celles déterminées par
l’algorithme en étape 3.
Son fonctionnement est le suivant : dans un premier temps, un échantillon des éléments




éléments choisis aléatoirement) est trié en fonction de la valeur de
ces éléments. Ces éléments sont ensuite équi-répartis dans b conteneurs (8 conteneurs par
défaut). Les plus grands éléments de la matrice sont mis dans le premier conteneur, les
plus petits dans le dernier. Cette première étape, de complexité O(n logn) nous permet de
déterminer les pivots p entre chaque conteneur. Nous posons p0 = +∞ et pb = 0. Cette
première étape est illustrée sur un cas de petite taille en figure 2.10. Sur cet exemple,
huit éléments sont choisis aléatoirement dans une matrice de communication quelconque
d’ordre 8. Ces éléments sont ajoutés dans les deux conteneurs correspondants et le pivot est
déterminé comme étant le plus petit élément du conteneur b1. Un parcours de la matrice,
en O(n2), va déterminer pour chaque élément dans quel conteneur il va être affecté en
fonction de sa valeur. Plus formellement, chaque élément v de la matrice est ajouté au
conteneur j tel que pj−1 > v ≥ pj . Il s’agit de la seconde étape présentée en figure 2.10.
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Une fois que tous les éléments de la matrice ont été affectés à des conteneurs, nous traitons
les éléments conteneur par conteneur en débutant par celui incluant les éléments les plus
grands. À cette étape, chaque conteneur contient environ n2/b éléments. Nous trions ce
conteneur (avec une complexité de O(n2/b log(n2/b))) et nous en groupons les éléments
en suivant l’ordre de tri descendant avec pour seul contrainte qu’un élément ne peut pas
être dans deux groupes différents. Ainsi, si un élément a déjà été affecté à un groupe, il
est écarté. Cette opération se poursuit en traitant les conteneurs un par un jusqu’à ce que
le nombre de groupes attendu soit atteint. Dans notre exemple, les groupes choisis sont
exposés en troisième étape de la figure 2.10.
2.5 Expériences
Nous présentons dans cette section les expériences réalisées autour de l’algorithme
TreeMatch. Dans un premier temps, nous introduisons les conditions d’expérimenta-
tion tant du point de vue matériel que logiciel. Nous exposons dans un second temps les
résultats obtenus : les performances de calcul des permutations sont évaluées puis nous
montrons l’impact que peut avoir le placement produit par TreeMatch sur plusieurs
applications. Nous comparons nos résultats à d’autres méthodes de placement.
2.5.1 Conditions d’expérimentation
Toutes les expériences ont été effectuées sur la plate-forme PlaFRIM. Ce calculateur est
composé de 64 nœuds connectés par un réseau InfiniBand (Contrôleur Mellanox Technolo-
gies, MT26428 ConnectX IB QDR). Chaque nœud embarque deux processeurs Intel Xeon
Nehalem X5550 (2,66 GHz) à quatre cœurs. 8 Mo de cache L3 et 12 Go de mémoire RAM
DDR3 cadencée à 1,33 GHz sont partagés entre les quatre cœurs d’un processeur. Le sys-
tème d’exploitation est une distribution SuSE proposant un noyau Linux en version 2.6.27.
Nous avons réservé deux commutateurs InfiniBand QDR et l’intégralité des 16 nœuds par
commutateur pour nos expériences. Concernant la partie logicielle, OpenMPI en version
1.5.4 et hwloc en version 1.4.1 ont été utilisés.
Les premières expériences ont été effectuées sur la suite NAS Parallel Benchmarks [4].
Nous nous sommes attardés en particulier sur trois noyaux de calcul :
— un gradient conjugué (CG) compte tenu de ses accès mémoire et ses communications
irrégulières ;
— une transformée de Fourier (FT) étant donné ses communications intensives ;
— une méthode de Gauss-Seidel (LU) dont les accès mémoire sont irréguliers.
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       Matrice de communication de cg.C.64





































Matrice de communication de ft.C.64



























Matrice de communication de lu.C.64




























Figure 2.11 – Modèles de communication des noyaux CG, FT et LU, exécutés en classe C sur 64
processus.
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Pour ces trois noyaux de calcul, nous avons utilisé deux classes (C et D) qui repré-
sentent des problèmes de taille moyenne et importante. Les modèles de communication de
ces trois noyaux sont présentés en figures 2.11(a), 2.11(b) et 2.11(c). Ces matrices de
communication sont issues des exécutions instrumentées de ces noyaux en classe C, sur 64
processus.
Nous avons également travaillé sur le placement de processus dans le cas d’une appli-
cation réelle, ZeusMP/2 [34]. ZeusMP/2 est une application de simulation dans le domaine
de la dynamique des fluides. Plus concrètement, cette application se concentre sur des pro-
blèmes comme la dynamique des gaz ou la magnétohydrodynamique (fluides conducteurs
de courant électrique). Pour la majorité de ces problèmes, le modèle de communication de
l’application est plutôt irrégulier, comme le montre la figure 2.12.







Matrice de communication de ZeusMP/2






























Figure 2.12 – Modèle de communication de l’application ZeusMP/2, exécutée sur 64 processus.
Métrique msg.
Nous avons comparé TreeMatch à Scotch [21], ParMETIS [47], Chaco [26] et MPIPP [13].
MPIPP a été testé en deux versions : MPIPP 1 et MPIPP 5, version qui consiste à appliquer
cinq fois MPIPP 1 afin d’affiner la solution. Nous avons également testé deux placements de
processus gloutons : Packed (identité logique : le processus i est affecté à l’unité de calcul
logique i) et Round Robin (identité physique sur les nœuds PlaFRIM : le processus i est
assigné à l’unité de calcul physique i). Quelques partitionneurs de graphes sont capables
de trouver une solution au problème du placement de processus comme nous l’avons défini
(Scotch ou MPIPP par exemple). Pour ParMETIS et Chaco, nous avons implémenté un
algorithme de plongement de graphe pour résoudre le problème du placement en tirant
avantage de leur algorithme de k-partitionnement. Il est à noter qu’en raison d’un algo-
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rithme de grossissement (coarsening) Scotch et ParMETIS nécessitent parfois une matrice
normalisée. En cas de valeurs trop importantes dans la matrice, des erreurs d’exécution ou
de mauvais placements peuvent survenir.
Scotch soulève un autre problème : l’architecture fournie en entrée doit suivre la struc-
ture du type de fichier tleaf. Dans cette représentation, les arêtes de l’architecture doivent
être pondérées. Ces poids sont utilisés dans le calcul du placement. Un exemple est donné
en figure 2.13. Le mot clé "tleaf" décrit le type de structure utilisée. La première valeur
donne la profondeur de l’arbre de la topologie (3 dans ce cas). La paire de valeur qui suit
définit l’arité du niveau 0 (racine) et le poids accordé aux arêtes qui partent de ce niveau.
Chaque paire suivante détermine l’arité du niveau inférieur et le poids des arrêtes qui relient
chaque sommets aux sommets de niveau inférieur.
tleaf 3 4 100 2 50 2 30






Figure 2.13 – Exemple du contenu d’un fichier tleaf représentant une architecture à 64 cœurs.
Dans nos résultats, nous présentons deux versions de Scotch :
— Scotch, qui utilise des poids faibles sur la topologie (tleaf 4 8 4 2 3 2 2 2 1) ;
— Scotch_w utilise des valeurs plus importantes (tleaf 4 8 100 2 50 2 20 2 1).
La figure 2.14 montre à ce sujet deux matrices de communication de l’application
ZeusMP/2 après application du placement de processus produit par Scotch. Sur la première
matrice, les gros volumes de communication sont agrégés sur la diagonale, ce qui signifie
que les processus placés sur des unités de calcul physiquement proches échangent beau-
coup de données. À l’inverse, la seconde matrice montre des communications extrêmement
irrégulières. Les processus de l’application communiquent beaucoup avec des processus
physiquement très éloignés. Ce résultat contre-productif est dû à un calcul de placement
effectué sur une représentation de l’architecture dont les poids les plus hauts avoisinent
200. La première matrice quant à elle est issue d’une représentation pour laquelle les poids
ont été normalisé, c’est-à-dire réduits à un intervalle [0; 10]. Ce problème de poids est
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une contrainte non négligeable puisqu’il devient alors difficile de se baser sur des mesures
expérimentales (bande passante, latence) sans avoir à normaliser les valeurs.







Matrice de communication de ZeusMP/2 après
placement par Scotch (poids faibles)





































Matrice de communication de ZeusMP/2 après
placement par Scotch (poids forts)





























Figure 2.14 – Permutations calculées par Scotch avec des poids faibles (< 10) et des poids plus
importants (< 200).
2.5.2 Résultats
2.5.2.1 Temps de calcul de la permutation
TreeMatch a vocation à être utilisé pour du placement statique de processus mais
aussi en cours d’exécution. Aussi, il apparaît nécessaire de fournir un bon résultat en un
temps qui soit le plus court possible. Nous avons donc mesuré le temps de calcul d’une
permutation pour chaque méthode placement évoquée précédemment et TreeMatch.
Nous nous sommes basés sur un graphe d’affinité comprenant entre 64 et 16384 sommets
(correspondant au même nombre de processus) et sur une topologie représentant 128 com-
mutateurs, connectant chacun 16 nœuds hébergeant deux processeurs à quatre cœurs (soit
16384 unités de calcul). Nous avons dissocié les modèles d’affinité denses, qui correspondent
à des applications pour lesquelles tous les processus communiquent au moins une fois avec
tous les autres, des modèles d’affinité creux qui correspondent à des applications pour
lesquelles les échanges sont ciblés et non collectifs.
Les résultats sont présentés en figures 2.15 et 2.16. Chaque point est une moyenne sur
10 exécutions du temps de calcul du placement en fonction de la taille du graphe. Seuls
les temps de calcul sont pris en compte. Les entrées/sorties (charger le graphe, écrire la
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solution) sont exclus. Les calculs ont été effectués sur un processeur Intel Nehalem cadencé à
2,66 GHz. Les stratégies de MPIPP n’ont pas été testées pour des graphes dont le nombre
de sommets est plus grand que 64. En effet, pour cette valeur, les temps de calcul sont
déjà très importants (près de 28 secondes pour MPIPP 5 sur un graphe dense). Notons
également que les implémentations utilisant Chaco ou ParMETIS ont provoqué des erreurs





























Comparaison du temps de calcul du placement entre TreeMatch
et d'autres méthodes considérant des modèles d'affinité







Figure 2.15 – Temps moyen de calcul d’une permutation pour plusieurs méthodes de placement
en fonction de la taille du problème considérant un graphe dense.
Sur les deux figures, nous pouvons voir qu’en moyenne, Scotch est la solution la plus
rapide. Les échelles des figures étant logarithmiques, nous pouvons également constater
que les méthodes MPIPP suivent une progression exponentielle. Une autre remarque com-
mune aux deux expériences concerne TreeMatch. On peut voir sur les deux courbes une
inflexion à partir de 128 sommets. Cette inflexion s’explique par le changement de stra-
tégie de TreeMatch pour la création des groupes. Pour les graphes de 128 sommets et
au-delà, c’est la version optimisée de création de groupes comme détaillée en section 2.4.2.2
qui est utilisée. Enfin, les deux figures montrent un bon passage à l’échelle de Scotch et
TreeMatch sur des graphes importants.
Si nous comparons maintenant les temps de permutation en fonction de la densité du
graphe d’affinité, nous pouvons faire plusieurs remarques. Premièrement, il est intéressant
de noter que TreeMatch dépend assez peu de cette caractéristique. Notre algorithme est




























Comparaison du temps de calcul du placement entre TreeMatch
et d'autres méthodes considérant des modèles d'affinité







Figure 2.16 – Temps moyen de calcul d’une permutation pour plusieurs méthodes de placement
en fonction de la taille du problème considérant un graphe creux.
un peu plus rapide lorsque les graphes de grande taille sont creux même si ce gain n’est
pas aussi marqué que d’autres méthodes. Par exemple, pour un graphe à 8192 sommets,
le temps de calcul si le graphe est dense est environ 18% plus long que pour un graphe
creux. À l’inverse, Scotch dépend fortement de ce critère. Là encore pour un graphe à 8192
sommets, Scotch met 4 fois plus de temps à trouver une solution si le graphe est dense
comparé à un graphe creux. MPIPP dépend de ce critère dans les mêmes proportions. Chaco
est également plus efficace sur des graphe creux. Sur un cas à 64 sommets, le temps de
calcul passe du simple au double. Enfin, ParMETIS montre un comportement différent en
étant beaucoup plus efficace sur des graphes denses. Certains résultats atteignent presque
un facteur dix.
TreeMatch n’est pas la solution la plus rapide pour les cas de petite taille. Cependant,
la qualité de la permutation calculée est souvent supérieure, comme nous allons le voir dans
les expériences suivantes. Sur des cas de grande taille, TreeMatch se montre particuliè-
rement efficace et démontre, avec Scotch, une bonne capacité de passage à l’échelle.
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2.5.2.2 NAS Parallel Benchmarks
Les expériences conduites autour des noyaux de la suite NAS Parallel Benchmarks nous
ont amené à faire le produit cartésien de tous les paramètres (méthodes de placement,
métriques, noyaux, classes et nombre de processus), soit 8 × 3 × 3 × 2 × 4 = 576 cas
différents. Chaque cas a été exécuté dix fois. Il est à noter que pour réduire notre champ
de test à trois noyaux, nous avons dans un premier temps étudié les résultats sur tous les
noyaux disponibles dans la suite logicielle. Ceci a abouti à une première série de plus de
1700 expériences.
Les figures 2.17, 2.18, 2.19, 2.20 présentent des projections de ces résultats en fonction
de différents paramètres et montrent le ratio par rapport à TreeMatch pour chaque
méthode de placement. Ainsi, plus le ratio est important, meilleur est TreeMatch. La
figure 2.18(b) quant à elle montre les différences du temps d’exécution. Chaque "boîte à
moustache" inclut cinq statistiques : la médiane (ligne en gras), le premier et le troisième
quartile (boîtes colorées), les moustaches inférieures (resp. supérieures) qui représentent
la plus petite (resp. grande) donnée dans 1,5 fois l’écart interquartile du plus petit (resp.
grand) quartile et les valeurs aberrantes (ronds gras). Dans ces expériences, nous nous
sommes uniquement concentrés sur la version de Scotch utilisant des poids faibles sur les
arêtes de la topologie. Enfin, notons que certaines projections n’incluent pas la métrique
avg. En effet, celle-ci fournit dans beaucoup de cas des résultats très décevants. Il sera fait
mention de cette absence en fonction des graphiques (voir figure 2.19).
Sur la figure 2.17, nous pouvons voir que pour chaque noyau de calcul, le placement cal-
culé par TreeMatch donne en moyenne de meilleurs résultats que les placements gloutons
Packed et RR (Round Robin). Ceci s’explique par le fait que Packed et RR donnent de bon
résultats essentiellement lorsque les communications importantes sont nativement agrégées
sur la diagonale de la matrice de communication. TreeMatch montre de meilleures per-
formances que les autres méthodes de placement. Le meilleur gain est obtenu sur le noyau
CG. Ceci est dû au fait que le modèle d’affinité de CG est très irrégulier et montre d’im-
portants volumes de communication loin de la diagonale. Ainsi, le placement calculé par
TreeMatch réduit efficacement les coûts associés à ces communications. Concernant le
noyau FT, les gains sont plus faibles : la matrice de communication de FT est assez homo-
gène (particulièrement pour la métrique size). Le placement a alors un effet relativement
faible sur le temps d’exécution. Enfin, le noyau LU se place entre CG et FT en termes de
régularité et du positionnement natif des communications sur la diagonale. Les gains de
performance suite au placement des processus de LU sont minimes.
Les figures 2.18(a) et 2.18(b) montrent une projection des résultats en fonction de
la classe, c’est-à-dire de la taille des problèmes. La classe C génère des problèmes de
taille moyenne tandis que la classe D correspond à des problèmes de grande taille. La
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Figure 2.17 – Ratio du temps d’exécution moyen entre TreeMatch et les autres méthodes de
placement sur trois noyaux de calcul (NAS Parallel Benchmarks). Résultats projetés par noyaux
(LU, CG, FT). Métrique avg exclue.
figure 2.18(a) expose le ratio entre TreeMatch et les autres méthodes de placement tan-
dis que la figure 2.18(b) montre la différence de temps entre les exécutions des expériences
avec le placement de TreeMatch et avec les autres méthodes. Ces deux graphiques ne
prennent pas en compte la métrique avg.
En figure 2.18(a), nous pouvons remarquer que le ratio a tendance à diminuer lorsque
la taille du problème augmente. En effet, les noyaux que nous testons effectuent des phases
de calcul intensif qui sont d’autant plus importantes que le problème en entrée est grand.
Sur des problèmes de classe D, les phases de calcul deviennent nettement prédominantes.
Le placement de processus n’intervenant que sur la réduction des coûts de communication,
l’impact sur la proportion de gain dans le temps total d’exécution devient moins intéressante
à mesure que le problème grandit. Cependant, si nous comparons la différence brute de
temps entre TreeMatch et les autres méthodes de placement, nous pouvons constater
que le gain augmente avec la taille du problème comme le montre la figure 2.18(b).
La figure 2.19 présente les résultats de nos expériences sous l’angle des métriques. Pour
rappel, les métriques que nous considérons sont les suivantes :
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Figure 2.18 – Ratio du temps d’exécution moyen et différence de temps entre TreeMatch et
les autres méthodes de placement sur trois noyaux de calcul (NAS Parallel Benchmarks). Résultats
projetés par classes. Métrique avg exclue.
— msg : nombre de messages échangés ;
— size : volume de données échangées ;
— avg : taille moyenne d’un message (size/msg).
La première remarque que nous pouvons faire est que, excepté pour la métrique avg
face aux placements gloutons Packed et RR, toutes les médianes sont supérieures à 1.
Concernant les métriques size et msg, près de 75% des ratios sont au-dessus de 1. Les gains
de plus de 10% sur le temps d’exécution sont assez courants, tandis que les dégradations
de plus de 10% sont très marginales.
Les plus mauvais résultats sont obtenus quand Packed et RR sont comparés à Tree-
Match utilisé avec la métrique avg. Les temps d’exécution sont en général plus importants
avec cette métrique qu’avec size et msg. Packed et RR ne dépendent pas des métriques
utilisées, ni même du modèle d’affinité mais ne se basent que sur les unités de calcul dis-
ponibles. Ainsi, il est très souvent préférable de ne pas utiliser cette métrique de la taille
moyenne par message. C’est pour cette raison que nous l’avons exclue d’une partie des
résultats présentés ici.
Enfin, la figure 2.20 propose ces résultats projetés en fonction du nombre de processus.
Le principal élément que nous pouvons tirer de cette représentation est que la différence
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Figure 2.19 – Ratio du temps d’exécution moyen entre TreeMatch et les autres méthodes de
placement sur trois noyaux de calcul (NAS Parallel Benchmarks). Résultats projetés par métriques.
de ratio tend à augmenter avec le nombre de processus. La plupart des cas présentés avec
un ratio supérieur à 1 ont tendance à conserver un ratio supérieur à 1 lorsqu’on fait varier
le nombre de processus. Nous pouvons également noter que plus le nombre de processus
augmente, plus l’écart type augmente. Ceci peut s’expliquer par le fait que plus le nombre de
processus est grand, plus la part de communication par rapport aux calcul est importante.
Ainsi, les gains sont plus visibles et ont davantage d’impact sur le temps total.
Nous remarquons aussi que MPIPP 1 est moins efficace que MPIPP 5, ce qui valide
l’approche qui consiste pour MPIPP 5 à affiner la solution fournie par MPIPP 1. Chaco
s’avère être la méthode de placement la moins efficace. Enfin, ParMETIS ne garantit pas
que les partitions qu’il calcule sont de tailles égales (ce partitionneur n’a pas été conçu pour
déterminer ce genre de partitions). Ceci pourrait expliquer les mauvais résultats otbtenus
avec cette méthode.
2.5.2.3 ZeusMP/2
Nous allons présenter ici les résultats des expériences de placement de processus réalisées
sur l’application ZeusMP/2. Ces résultats montrent les tests utilisant la métriquemsg, celle-
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Figure 2.20 – Ratio du temps d’exécution moyen entre TreeMatch et les autres méthodes de
placement sur trois noyaux de calcul (NAS Parallel Benchmarks). Résultats projetés par nombre
de processus. Métrique avg exclue.
ci étant la plus efficace sur cette application. Chaque exécution a été réalisée 10 fois et se
base sur 3000 itérations. Les figures 2.21(a), 2.21(b) et 2.21(c) illustrent les résultats pour
différents nombres de processus.
Comme nous l’avons vu, le modèle de communication de ZeusMP/2 est plutôt irrégulier.
Ceci implique qu’un bon placement de processus peut offrir des gains substantiels en terme
de temps d’exécution. Les placements gloutons Packed et RR donnent malgré tout de
bon résultats et se classent troisième et quatrième dans nos expériences. En outre, pour
les exécutions sur 256 processus, TreeMatch surpasse RR de plus de 25% (285,62 s
contre 388,61 s). Les autres méthodes donnent des temps d’exécution plutôt mauvais, en
particulier les partitionneurs de graphes comme ParMETIS ou Chaco.
Dans ces résultats d’expériences, nous pouvons voir la différence entre la version de
Scotch utilisant des poids faibles et la version utilisant des poids plus importants sur les
arêtes de la topologie. Les performances de cette seconde version sont les plus mauvaises de
ces résultats. TreeMatch ne souffre pas de cette contrainte puisqu’il se base uniquement
sur des caractéristiques de structure de la topologie. De plus, comme nous pouvons le voir
en figure 2.23, que nous détaillerons plus loin, le temps de communication entre différentes
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unités de calcul n’est pas linéaire en fonction de la taille des messages. Il devient alors












































































































































































ZeusMP/2 - 256 processus (métrique : msg)
(c)
Figure 2.21 – Temps d’exécution moyen de l’application ZeusMP/2 sur 64, 128 et 256 processus
(moyenne sur 10 exécutions, métrique msg, 3000 itérations).
2.5.3 Discussions
2.5.3.1 L’impact du réseau
En figure 2.22, nous présentons les mesures de temps d’exécution de différents noyaux de
calcul des NAS pour les classes C et D. Deux cas sont étudiés. Dans le premier cas (en bleu),
tous les nœuds sont connectés au même commutateur. Dans le second cas (en rouge), les
nœuds sont répartis équitablement entre deux commutateurs, eux-mêmes reliés entre eux,
ce qui entraîne de fait un déficit de performances. Le placement calculé par TreeMatch
est le même dans les deux cas. Les résultats montrent néanmoins que l’impact sur les
performances, bien que présent, est plutôt faible. Ceci nous laisse penser que considérer le
réseau comme plat n’est pas nécessairement contre-productif.
2.5.3.2 De l’approche quantitative
Plusieurs des solutions de placement que nous avons présenté se basent sur une approche
quantitative. Sous-entendu, ces solutions utilisent des mesures théoriques ou expérimentales
afin de pondérer les arêtes de la topologie. Des mesures de latence ou de bande passante
par exemple peuvent permettre de déterminer ces poids. L’approche que nous proposons
avec TreeMatch se base, elle, sur une approche dite qualitative, c’est-à-dire que nous
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1 commutateur, 16 nœuds
2 commutateurs, 8 nœuds sur chacun
Figure 2.22 – Mesure de l’impact d’un commutateur dans un calcul distribué.
nous basons uniquement sur les caractéristiques de structure de l’arbre de la topologie.
Dans le cas d’un arbre équilibré et symétrique, nous nous basons sur la distance entre
deux feuilles de l’arbre pour définir le placement des processus d’une application. Ce choix
algorithmique n’est pas anodin. La figure 2.23 montre les mesures de bande passante (en
Mo par seconde) obtenues en envoyant des messages de tailles différentes. Ces mesures ont
été faites sur un nœud de la plate-forme PlaFRIM et grâce à l’outil NetPIPE [73]. Trois
cas sont présentés selon que si l’expéditeur et les destinataire partagent le même cache L3,
partagent la même mémoire ou sont sur des nœuds différents. La première remarque que
nous pouvons faire est que l’ordre "logique" est respecté, quelle que soit la taille du message.
La bande passante est toujours la plus importante dans le premier cas (cache L3 partagé)
et toujours la plus faible dans le troisième cas (inter-nœud). La seconde remarque est que
les performances ne sont linéaires (ni affines) dans aucun des cas. Il apparaît alors difficile
de fournir des informations de pondération sur les liens de la topologie tant ces valeurs
peuvent dépendre de beaucoup de facteurs (on pourrait à ce sujet également évoquer les
problèmes de contention). Ceci renforce notre approche qualitative dans TreeMatch.
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Figure 2.23 – Bande passante en Mo par seconde en fonction de la taille des messages envoyés.
2.6 Conclusion partielle
Parmi les différents leviers possibles pour optimiser l’exécution des applications pa-
rallèles, le placement statique a un impact important. Comme nous l’avons vu, plusieurs
solutions sont possibles mais montrent souvent des limitations, que ce soit en termes de
passage à l’échelle, de généricité ou encore de prise en compte des architectures multi-cœurs.
TreeMatch est capable de répondre en grande partie aux critères que nous avons
énoncé dans le tableau 2.1. Cet algorithme est capable de trouver un placement efficace
en un temps raisonnable, ce qui ouvre des perspectives pour du placement dynamique. Le
chapitre suivant en présentera d’ailleurs une mise en œuvre. Nous avons validé cet algo-
rithme grâce a une importante série d’expériences qui constituent une grande part de mes
contributions sur le placement statique. Nous avons vu en particulier que la topologie hié-
rarchique des architectures multi-cœurs doit être prise en compte. Nous avons pu constater
également une corrélation entre l’irrégularité d’un modèle de communication et les gains
substantiels que l’ont peut obtenir avec un placement adéquat. Enfin, en se basant sur une
métrique de temps de communication, nous avons émis des constatations sur les architec-
tures matérielles : comportement inattendus, numérotation physique des cœurs complexe,
etc.
L’algorithme TreeMatch, bien qu’il ait bénéficié de plusieurs améliorations n’est ce-
pendant pas exempt de limitations. Parmi elles, nous pouvons noter la prise en compte des
cas où les entités logicielles sont en plus grand nombre que les unités de calcul, ou encore
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la gestion des contraintes, c’est-à-dire la possibilité de forcer certaines ressources à ne pas
être utilisées lors du calcul du placement. Ces limitations sont abordées dans le prochain
chapitre et des solutions y sont apportées. La prise en compte de la topologie du réseau
reste également un point bloquant. Bien que TreeMatch soit capable de considérer des
réseaux arborescents suivants certaines contraintes (équilibre, symétrie), l’algorithme ne
peut pas gérer d’autres types de structures comme les grilles ou les tore 3D. L’intégration
de LibTopoMap dans TreeMatch pour réaliser cette étape pourrait être un compromis
intéressant. Enfin, des améliorations peuvent aussi être apportée en amont et spécifique-
ment sur la récupération du modèle d’affinité. Un outil de simulation de systèmes distribués
comme SimGrid [12] pourrait offrir une perspective à ce sujet. Une autre approche consiste
à se baser sur un paradigme capable de fournir ces informations en cours d’exécution. Dès
lors, s’il est également possible d’obtenir des informations sur l’architecture matérielle et
si des techniques de renumérotation ou de migration des entités logicielles sont fournies,
effectuer un placement dynamique des entités d’une application devient envisageable. C’est
cette approche que nous allons développer dans le chapitre 3.
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Chapitre
3
Équilibrage de charge et
placement de processus
Dans le chapitre précédent, nous avons présenté l’algorithme TreeMatch permettant
de déterminer un placement adéquat de processus en fonction de leur affinité et de l’ar-
chitecture sous-jacente. Nous avons également présenté un certain nombre d’expériences
montrant l’impact du placement produit par TreeMatch et la comparaison de ces résul-
tats à d’autres méthodes. L’approche que nous avons introduite est dite statique puisque
la politique de placement des entités logicielles est fixée au lancement de l’application. Une
autre technique, dite dynamique, consiste à modifier ce placement durant l’exécution. Plu-
sieurs paradigmes de programmation offrent cette possibilité : le placement est calculé en
cours d’exécution et les rangs des entités logicielles sont réordonnés en fonction.
Dans ce chapitre, nous allons détailler nos travaux autour du placement dynamique.
Nous nous baserons pour cela sur le modèle de programmation Charm++. Nous utiliserons
également ce modèle pour effectuer de l’équilibrage de charge, tout en tenant compte des
nécessités de placement réduisant les coûts de communication. Des expériences, dont cer-
taines à grande échelle, permettront de valider notre méthode mais également de montrer
ses limites en fonction du type d’application. Enfin, il est à noter qu’une partie de ce travail
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a été réalisée dans le cadre du laboratoire commun Inria-UIUC (University of Illinois at
Urbana-Champaign) et a donné lieu à plusieurs visites qui ont débouché sur la publication
d’un article co-écrit avec des membres du PPL (Parallel Programming Laboratory) [B1].
3.1 Problématique et motivation
Structurer les applications et exposer autant que possible leur parallélisme est une so-
lution pertinente, d’ores et déjà proposée par plusieurs modèles de programmation comme
Cilk [8] ou Charm++ [42, 43]. Ces modèles se basent sur un parallélisme à grain fin : le
découpage de l’application se fait sous forme de petites entités logicielles communicantes,
dont le nombre dépasse en général le nombre d’unités de calcul disponibles. Ceci induit de
nouvelles problématiques dans l’exécution des applications qui doivent être prises en charge
par le support d’exécution. Par exemple, la charge de travail peut varier d’une unité de
calcul à l’autre, provoquant un déséquilibre global qui peut impacter fortement les perfor-
mances de l’application. De ce fait, un équilibrage de charge est en général proposé dans ces
environnements, ce qui permet d’améliorer les performances en optimisant l’utilisation des
ressources disponibles. Néanmoins, les architectures modernes et leur aspect multi-cœurs
impliquent également des contraintes de localité des données qu’il peut être intéressant de
prendre en compte au sein de cet équilibrage. Un compromis entre répartition de charge et
localité peut être trouvé et adapté en fonction du type d’application.
Nous avons présenté l’algorithme TreeMatch dans le chapitre précédent. Nous allons
ici nous intéresser à son utilisation dans le cas du placement dynamique dans le but de
réaliser de l’équilibrage de charge.
3.2 État de l’art
Le problème du placement de processus en fonction de la topologie a déjà été étudié [13,
28]. Les différentes implémentations du standard MPI permettent notamment d’affecter les
processus sur les unités de calcul au sein du support d’exécution grâce à leur gestionnaires
de processus. Depuis septembre 2009, le standard MPI 2.2 définit des fonctions permettant
de réordonnancer les processus [29]. Certains travaux se sont ainsi focalisés sur le réordon-
nancement des processus en cours d’exécution, afin de réduire l’impact des effets NUMA
([57], [9]). Des études se sont davantage orientées vers la prise en compte du réseau afin de
minimiser les coûts de communication sur ce niveau de la topologie. C’est le cas de LibTo-
poMap [28] qui se base sur le standard MPI-2.2 et en implémente l’interface des graphes
d’affinité [30], ou de travaux spécifiques à la plate-forme Blue Gene/L et son tore 3D [80].
Cette solution utilise pour le plongement de graphe plusieurs heuristiques comme la bis-
section récursive, du k-partitionnement, des stratégies gloutonnes ou encore l’algorithme
de Cuthill-McKee [14]. Enfin, Dümmler [35] a exploré la voie des applications hybrides à
base de MPI et d’OpenMP.
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Charm++ [40, 43, 42] est un modèle de programmation basé sur le passage de message
et qui utilise l’approche orientée objet et le langage C++. Cependant, là où MPI considère
les processus dans son modèle (avec une granularité assez importante), Charm++ est
basé sur une granularité plus fine en découpant les calculs en tâches plus petites appelées
chares. Ces chares, en plus des données qui leur sont attribuées et de leur capacité à
envoyer et recevoir des messages de manière asynchrone, sont caractérisés par leur charge
CPU, leurs volumes d’entrées et sorties en termes de communication et quelques autres
valeurs utiles. Afin de gérer ces entités logicielles et les contraintes qu’elles imposent, un
support d’exécution adaptatif est essentiel [41]. Charm++ en propose un, capable de gérer
les ressources physiques, les chares et de prendre des décisions sur leur affectation, la
tolérance aux pannes ou encore l’équilibrage de charge [46, 45].
Optimiser l’utilisation des ressources physiques est un objectif indispensable pour ti-
rer profit des architectures multi-cœurs actuelles. Les applications parallèles, par exemple
dans le domaine de la mécanique des fluides ou de la simulation astronomique ou météoro-
logique, sont de plus en plus complexes et traitent des problèmes aux structures irrégulières
qui peuvent aisément créer un déséquilibre de charge CPU. Tous les paradigmes de pro-
grammation ne sont pas aptes à prendre en compte cette problématique. Charm++, de
par la conception de son support d’exécution, permet d’effectuer de l’équilibrage de charge
à différentes fréquences durant l’exécution de l’application [11, 83]. Il est possible d’écrire
et de tester l’efficacité d’un algorithme d’équilibrage de façon transparente sans interfé-
rer avec le code de l’application. Plusieurs mécanismes d’équilibrage de charge génériques
existent nativement dans Charm++ [68] mais ce sont surtout les solutions dédiées à un
domaine d’optimisation qui donnent les meilleurs résultats. Notons par exemple des algo-
rithmes d’équilibrage de charge orientés vers la réduction de température des cœurs et de la
consommation d’énergie [55]. D’autres méthodes s’attachent à être distribuées en vue d’un
bon passage à l’échelle sur des super-calculateurs de très grande taille [54]. Des travaux sur
de la répartition de charge hiérarchique (c’est-à-dire à plusieurs niveaux de la topologie)
ont également été réalisés [84] [85]. Enfin, des études existent prenant en compte à la fois la
charge CPU et la topologie de l’architecture matérielle [6]. Nous pouvons par exemple citer
une méthode montrant les gains sur une application de raffinement de maillage d’un pla-
cement de chares en fonction de la structure d’un tore 3D [7]. NucoLB et HwTopoLB [65,
64] proposent de l’équilibrage de charge en ne se basant que sur une approche quantitative
des liens de la topologie (des informations de bande passante et de latence sont néces-
saires). Ces stratégies requièrent de collecter des informations à propos des performances
de communication de l’architecture au moyen d’outils appropriés. Notre solution basée sur
TreeMatch est à l’inverse davantage automatique puisqu’elle n’utilise qu’une approche
qualitative.
Charm++ est un support d’exécution mais aussi un environnement de programmation
parallèle dérivé du C++ visant le calcul haute performance [44]. Ainsi, plusieurs applica-
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tions sont écrites en Charm++. Le domaine de la dynamique moléculaire avec LeanMD [52]
ou NAMD [61], ou encore de la cosmologie avec ChaNGa [38], bénéficient de ce paradigme.
3.3 Solution
TMLB_Min_Weight et TMLB_TreeBased sont deux algorithmes d’équilibrage
de charge que nous avons développés pour Charm++. Ils sont capables de répartir la charge
sur les unités de calcul d’une architecture tout en tenant compte, grâce à TreeMatch,
de la topologie matérielle et de l’affinité des entités logicielles. Ces deux algorithmes ont
des objectifs bien distincts. TMLB_Min_Weight est davantage optimisé pour les ap-
plications communicant peu. Ainsi, cet algorithme va favoriser une répartition de charge
équilibrée tout en essayant de minimiser les communications. La réduction des coûts de
communication passant au second plan, cet algorithme tente également de minimiser les
migrations de chares. Le second algorithme, TMLB_TreeBased, va quant à lui favoriser
l’optimisation des communications. Cet algorithme va être capable de réduire les volumes
de communication sur les liens à différents niveaux de hiérarchie dans la topologie, puis
de lisser la consommation CPU entre les unités de calcul. Nous allons présenter dans cette
section les mécanismes de Charm++ qui entrent en compte dans l’exécution de ces algo-
rithmes. Nous allons détailler ensuite une amélioration importante apportée à TreeMatch
faisant intervenir la notion de contraintes sur des unités de calcul.
3.3.1 Charm++
Charm++ est développé au PPL (Parallel Programming Laboratory) à l’UIUC (Uni-
versity of Illinois at Urbana-Champaign). Il s’agit à la fois d’un modèle de programmation
basé sur le langage orienté objet C++, qui suit le paradigme à passage de message, et d’un
support d’exécution adaptatif. Le tout cible le développement et l’exécution d’applications
parallèles, notamment en fournissant une abstraction de haut niveau de ce parallélisme.
Contrairement à MPI, Charm++ ne manipule pas des processus mais de petites en-
tités de calcul communicantes appelées chares. Notons toutefois qu’une implémentation
spécifique de MPI, Adaptive MPI ou AMPI [31] au sein de Charm++ gère les processus
qui eux-mêmes gèrent les chares. Cette implémentation donne ainsi accès aux fonctions du
standard MPI. Quoi qu’il en soit, ce découpage à fine granularité implique que le nombre
d’objets peut être plus important que le nombre d’unités de calcul. La figure 3.1 montre le
fonctionnement d’une application Charm++. On peut y voir un certain nombre de chares,
affectés à des unités de calcul physique. Certaines occurrences sont des éléments d’un ta-
bleau de chares. Ces chares communiquent entre eux au moyen de messages envoyés et
reçus de manière asynchrone et non bloquante. Plus précisément, ces communications se
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font grâce à une méthode distante : l’envoi d’un message se fait en réalisant un appel non
bloquant du point de réception (fonction d’entrée) du chare destinataire. C’est la brique
logicielle Converse qui se charge ensuite de gérer les files de messages et de traiter leurs
exécutions. Grâce au support d’exécution de Charm++, le nombre d’unités de calcul et le

























Figure 3.1 – Schéma inspiré de la documentation de Charm++ décrivant le principe général d’une
application Charm++.
3.3.1.1 L’équilibrage de charge dans Charm++
L’équilibrage de charge, dans le contexte Charm++, consiste à placer ou migrer des
chares ou des ensembles de chares. Ce système s’adapte particulièrement aux applications
itératives, répandues dans le domaine de la simulation numérique. Le support d’exécution
de Charm++ offre l’avantage de collecter des informations sur les chares durant toute la
durée de l’exécution. Ces informations sont stockées dans des structures de données (ob-
jets C++) accessibles depuis le code de la méthode d’équilibrage de charge. La figure 3.2
présente ces objets et les méthodes associées. L’objet de type ProcArray contient essentielle-
ment les statistiques d’utilisation des unités de calcul (appelées Pe ou Processing Elements
dans la terminologie Charm++). L’objet de type ObjGraph donne accès à un graphe de
chares. Ces chares sont stockés sous forme de listes d’adjacences : chacun dispose d’une
liste de chares destinataires de messages et d’une liste de chares émetteurs. Il est possible
pour chaque entité d’obtenir des données statistiques concernant la charge, l’unité de cal-
cul sur laquelle est affecté le chare ou encore les volumes de données échangés avec les
chares adjacents. Une méthode de l’objet doit être appelée pour appliquer les décisions de
réordonnancement des chares. Il s’agit d’un mécanisme important puisqu’il autorise la ma-
nipulation des chares durant toute la durée de l’algorithme d’équilibrage de charge et leur























Figure 3.2 – Objets Charm++ fournissant les informations nécessaires à de l’équilibrage de charge.
migration uniquement en fin de procédure. Notons enfin que l’utilisation d’un mécanisme
d’équilibrage de charge se définit par l’utilisateur sur la ligne de commande exécutant l’ap-
plication. L’algorithme souhaité et sa fréquence d’utilisation (toutes les dix itérations d’une
application itérative par exemple) sont les paramètres minimums.
3.3.2 Les contraintes dans TreeMatch
Nous allons présenter ici une amélioration de l’algorithme TreeMatch consistant à
imposer des contraintes de non-disponibilité sur des ressources de calcul. Comme nous
l’avons expliqué, TreeMatch a pour but d’affecter un nombre p de processus sur un
nombre n d’unités de calcul tel que p ≤ n. Lorsque p < n (c-à-d. il y a moins de processus
que d’unités de calcul), l’algorithme intial de TreeMatch ne permet pas d’intervenir sur le
choix des unités de calcul qui seront utilisées. Une telle approche n’entraîne aucun problème
particulier dès lors qu’on dispose de machines à mémoire partagée et qu’aucun équilibrage
de charge n’est nécessaire. Cependant, nos travaux autour du placement de processus ont
pour cible des grappes de nœuds multi-cœurs et ont pour but d’être complémentaires avec
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Figure 3.3 – TreeMatchConstraints.
des contraintes de répartition de charge. Afin de s’adapter à ce type d’usage, nous avons
travaillé sur une version améliorée de l’algorithme, appelée TreeMatchConstraints,
qui permet désormais de prendre en compte des contraintes de manière explicite en listant
les unités de calcul qui ne doivent pas être utilisées lors du calcul du placement.
Imaginons qu’un utilisateur souhaite que les unités de calcul numérotées physiquement
0, 2, 4 et 1 ne soient pas utilisées pour certaines raisons. Il peut alors donner ces informations
en entrée de l’algorithme, en complément de la description de la topologie et du modèle de
communication comme illustré dans l’algorithme 2. Par souci de simplicité, nous posons que
le nombre de contraintes plus l’ordre de la matrice de communication est égal au nombre de
feuilles de l’arbre de la topologie. Si ce n’est pas le cas, la matrice de communication sera
étendue avec des valeurs nulles jusqu’à atteindre la dimension souhaitée et le placement de
ces processus fictifs sera ignoré.
Algorithme 2: Algorithme TreeMatchConstraints
Input: T// L’arbre de la topologie
Input: m // La matrice de communication
Input: C // La liste des contraintes
1 k ← arité du sommet racine de l’arbre T .;
2 p←constraint_k_partition(k,m,C)// Trouve une partition de taille k en considérant les
contraintes
3 tab_m ← split_com_mat(C, k, p)// Découpe la matrice de communication en k parties en fonciton
de la partition trouvée ci-dessus
4 tab_C ← split_constraints (C, k, T ) // Crée un tableau de contraintes de taille k
5 if T n’est pas une feuille then
// Appeler récursivement TreeMatchConstraints sur les k sous-arbres de la racine de T ;
6 foreach i in 0..k − 1 do
7 Appeler TreeMatchConstraints sur le ith sous-arbre de T , tab_m[i], tab_C[i].
8 r ← aggrège les résultats de chaque sous-arbre;
9 else
10 r ← assigne les processus/contraintes a T ;
11 retourne r comme résultat pour T ;
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TreeMatchConstraints est un algorithme récursif. Dans notre exemple, pour le
premier appel nous avons comme donnée en entrée T , l’arbre de la topologie représenté en
figure 3.3, m la matrice de communication en figure 3.4(a) et C = {0, 4, 2, 1} la liste des
contraintes. Soit k l’arité de l’arbre T à l’étape de récursivité correspondante (k = 2 au pre-
mier appel). En ligne 2 de l’algorithme, nous effectuons un k-partitionnement de la matrice
de communication en tenant compte des contraintes imposées. Les contraintes définissent
que trois feuilles du sous-arbre gauche et une feuille du sous-arbre droit ne peuvent pas être
utilisées. Nous devons donc partitionner la matrice de communication de telle façon que
trois processus soient attribués au sous-arbre gauche et cinq au sous-arbre droit. Le décou-
page de ces partitions doit se faire en minimisant au maximum les communications entre
elles (coupe minimale). Malheureusement, aucun partitionneur de graphe n’est capable de
fournir en même temps un partitionnement déséquilibré et dont le nombre de sommets de
chaque partition est déterminé. Par exemple, ParMETIS [47] ne peut pas garantir qu’une
partition donnée aura exactement la taille souhaitée. Par conséquent, nous avons implé-
menté un algorithme probabiliste très simple de k-partitionnement afin d’effectuer cette
tâche. Compte tenu de son aspect aléatoire, l’algorithme en question ne fournit pas une ex-
cellente solution. Nous l’exécutons donc dix fois et conservons le meilleur partitionnement.
Dans notre exemple, les premiers trois processus sont affectés au sous-arbre de gauche et
les cinq derniers à celui de droite. Nous pouvons alors appeler récursivement TreeMat-
chConstraints avec les nouvelles entrées de chaque sous-arbre. Par exemple, pour le
sous-arbre de gauche, nous avons seulement la matrice de communication correspondant
aux trois premiers processus (comme illustré en figure 3.4(b), l’arbre T est l’arbre com-
mençant au niveau des "processeurs", l’arité est k = 3 et la liste des contraintes C = 0, 4, 2.
Une fois que l’algorithme atteint le bas de l’arbre, les résultats peuvent être agrégés. Dans
notre exemple, le résultat est présenté en figure 3.3.
Il est important de noter que, quelle que soit la version de l’algorithme de TreeMatch
utilisée (avec ou sans contraintes), seules les informations de structures de la topologie
sont nécessaires. À aucun moment, l’algorithme n’a besoin d’informations quantitatives
sur l’architecture cible (vitesse du bus de communication, bande passante, latence, etc)
contrairement à d’autres approches comme Scotch [20] ou NucoLB [64].
Proc 0 1 2 3 4 5 6 7
0 0 1000 10 1 100 1 1 1
1 1000 0 1000 1 1 100 1 1
2 10 1000 0 1000 1 1 100 1
3 1 1 1000 0 1 1 1 100
4 100 1 1 1 0 1000 10 1
5 1 100 1 1 1000 0 1000 1
6 1 1 100 1 10 1000 0 1000
7 1 1 1 100 1 1 1000 0
(a) Matrice de communication.
Proc 0 1 2
0 0 1000 10
1 1000 0 1000
2 10 1000 0
(b) Matrice de communication du sous-arbre
gauche
Figure 3.4 – Matrices de communication durant l’appel à TreeMatchConstraints
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3.4 Implémentation
3.4.1 Équilibrage de charge pour les applications à calcul prédominant
Comme expliqué précédemment, certaines applications sont très déséquilibrées d’un
point de vue de la charge CPU. Malgré tout, ces applications produisent un certain volume
de transfert de données qu’il peut être intéressant de prendre en considération. Notre but
ici est de trouver un compromis entre ces deux caractéristiques, c’est-à-dire de rééquilibrer
la charge afin d’optimiser l’utilisation des ressources et réduire le temps d’exécution de
l’application, mais aussi de minimiser autant que possible les coûts de communication
pour un objectif similaire. L’algorithme TMLB_Min_Weight est capable de répartir
la charge des chares tout en conservant ceux qui s’échangent le plus de données les plus
proches possible les uns des autres dans la topologie. Cependant, bien que cette solution
offre déjà des améliorations intéressantes, l’impact de la migration des chares d’une unité de
calcul à une autre n’est pas négligeable. Notre algorithme prend également en compte ces
migrations. L’objectif de TMLB_Min_Weight est donc triple : équilibrer la charge CPU
des chares, réduire les coûts de communication et minimiser les migrations. La résolution
du problème de couplage de poids minimal nous permet d’appréhender ce dernier objectif.
Algorithme 3: L’algorithme TMLB_Min_Weight
Input: m_chares La matrice de communication entre chares
Input: n Ordre de m_chares
Input: fake_T Une fausse topologie arborescente à n feuilles
Input: m_mig La matrice de migrations entre chares
1 p←Permutation(m_chares, fake_T );
2 SortEachPartDesc(p, nb_cores);







10 foreach chare do
11 SetNewPe(chare, h)
Ce premier algorithme est présenté en algorithme 3 et son illustration est montrée en
figure 3.5. Afin d’en expliquer le fonctionnement, considérons une application qui crée cent
chares et qui est exécutée sur quatre unités de calcul. Après quelques itérations, Charm++
appelle l’algorithme d’équilibrage de charge défini sur la ligne de commande. Dans un
premier temps, le modèle de communication est extrait de l’instrumentation de l’application
(fournit par Charm++ pendant l’exécution). Le résultat est une matrice d’ordre 100. Nous
créons ensuite une fausse topologie arborescente en décomposant l’ordre de la matrice en
produit de facteurs premiers. Dans notre exemple, l’arbre de la topologie sera : 2:2:5:5 (cette
68 Chapitre 3. Équilibrage de charge et placement de processus
notation définit l’arité de chaque niveau de l’arbre en commençant par la racine). Nous
exécutons alors TreeMatch afin de trouver une bonne permutation des chares réduisant
les coûts de communication (ligne 1 de l’algorithme). Une fois cette permutation obtenue,
nous la découpons équitablement en nombre de parts égal au nombre d’unités de calcul sur
l’architecture cible (quatre, dans notre exemple). Dans ce cas, chaque part correspond au
groupe de chares de chacun des quatre sous-arbres du second niveau de la fausse topologie.
Ces groupes de chares sont ensuite triés de façons décroissante en fonction de leur charge.
Cette étape correspond à la ligne 2 de l’algorithme.
Nœuds
Mémoire









Pour chaque groupe, tri en fonction 
de la charge CPU + 
placement sur les cœurs
5 7
TreeMatch
Feuilles de la topologie factice
Réseau (arbre, tore, etc)
Figure 3.5 – Fonctionnement de l’algorithme TMLB_Min_Weight. Les chares sont d’abord
réordonnés en fonction de leur schéma de communication et d’une topologie factice. Ils sont ensuite
attribués par groupe à des unités de calcul en équilibrant l’utilisation CPU grâce aux chares les
moins chargés.
La boucle principale va ensuite affecter chaque chare à l’unité de calcul correspondante
en considérant à chaque itération l’unité de calcul la moins chargée et le chare le plus chargé
comme le montrent les lignes 3 à 7. Quand une unité de calcul a reçu tous les chares de
sa part mais reste malgré tout l’unité la moins chargée, nous sélectionnons un chare d’une
autre part (en commençant par la plus proche). Cet algorithme permet de conserver les
chares communicants le plus ensemble et d’appliquer une répartition de charge fine en utili-
sant les chares possédant les plus petites charges. De plus, dès qu’un chare est affecté, nous
mettons à jour une matrice de migration en incrémentant m_mig[old_core][new_core]
lorsque le chare a été déplacé de l’unité de calcul old_core vers l’unité new_core (ligne 7
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
8 5 5 3
6 9 7 9
3 8 11 4
8 3 1 10

Figure 3.6 – Matrice m_mig de migrations de chares telle que m_mig[i][j] donne le nombre de
migrations dans le cas où le groupe i est assigné à l’unité de calcul j.
de l’algorithme).
À la fin de cette phase, nous avons autant de groupes de chares que d’unités de calcul et
ces groupes ont des sommes de charge les plus proches possibles. Reste la question de savoir
comment réellement attacher ces groupes de chares sur les unités de calcul physiques. Nous
résolvons ce problème grâce à notre algorithme de minimisation des migrations (ligne 9).
En effet, l’objectif est alors d’affecter les groupes de chares de façon à réduire autant
que possible les mouvements d’objets. Minimiser les migrations revient à résoudre un pro-
blème de couplage de poids minimal sur la matrice de migrations. En effet, chaque entrée
m_mig[i][j] donne le coût de migration dans le cas où on alloue le groupe i sur l’unité de
calcul j. Un couplage de poids minimal de cette matrice donne l’affectation des groupes
sur les unités de calcul de telle façon que la somme des migrations soit minimisée. Trouver
un tel couplage peut être effectué en temps polynomial par l’algorithme hongrois [58].
3.4.1.1 La Méthode Hongroise
Prenons en exemple la matrice de migration présentée en figure 3.6, qui illustre le
type de matrice que l’ont pourrait obtenir une fois les groupes finaux constitués. Cette
matrice est une représentation du graphe biparti complet exposé en figure 3.7. L’algo-
rithme hongrois consiste donc à trouver un couplage de poids minimal de ce graphe. Plus
concrètement, l’objectif est de trouver un ensemble d’arêtes indépendantes tel que l’un des
sommets incident appartienne au sous-ensemble groupes, l’autre sommet incident appar-
tienne au sous-ensemble cœurs et la somme des poids des arêtes soit minimale. Un résultat
optimal possible correspond aux arêtes colorées en noir sur la figure 3.7. Les couples choisis
sont {0,2}, {1,1}, {2,3} et {3,0}, ce qui signifie qu’afin de minimiser les migrations, il est
avantageux d’affecter le groupe 0 sur l’unité de calcul 2, le groupe 1 sur l’unité 1, etc. Une
autre solution de poids identique (16 dans cet exemple) est également possible en formant
les couples {0,1}, {1,0}, {2,3} et {3,2}. La matrice en figure 3.8 montre la sélection effectuée
sur la matrice initiale.

























Figure 3.7 – Couplage de poids minimal d’un graphe biparti déterminé grâce à l’algorithme
hongrois.

8 5 5 3
6 9 7 9
3 8 11 4
8 3 1 10

Figure 3.8 – Couplage de poids minimal déterminé grâce à l’algorithme hongrois représenté sur
la matrice de migration.
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3.4.2 Équilibrage de charge pour les applications fortement communi-
cantes
L’algorithme présenté précédemment est optimisé pour les applications dont les phases
de communication sont peu importantes. Dans cette partie, nous allons nous pencher sur
la répartition de charge des applications fortement communicantes. Nous avons développé
un mécanisme d’équilibrage de charge basé sur TreeMatch qui va donner la priorité
à la réduction des coûts de communication tout en tâchant de niveler la charge CPU.
L’algorithme général est présenté en algorithme 4 et une illustration de ses différentes
étapes est présentée en figure 3.9. Nous allons détailler cet algorithme par l’exemple puis
nous reviendrons sur les améliorations que nous lui avons apportées afin d’en améliorer le
passage à l’échelle.
Algorithme 4: L’algorithme TMLB_TreeBased
Input: m_pu La matrice de communication entre Pe (unités de calcul)
Input: T L’arbre de la topologie
2 p←Permutation(m_pu, T );
3 foreach chare do
4 SetNewPe(chare, p)
5
6 foreach node in parallel do
Input: m_chares La matrice de communication entre chares dans le nœud courant
Input: n Order of m_chares
7 fake_T ←CreateFakeTopology();
8 p←PermutationWithConstraints(m_chare, fake_T );
9




Considérons une application découpée en 110 chares et exécutée sur deux nœuds de
calcul, chacun hébergeant quatre cœurs. Au début de l’exécution, Charm++ groupe les
chares sur les différents cœurs. À chaque appel de l’algorithme d’équilibrage de charge
(toutes les n itérations), la première partie de l’algorithme consiste à extraire le modèle
de communication de ces groupes de chares, à récupérer les informations de topologie
et à appliquer l’algorithme TreeMatch afin de permuter ces groupes de chares. Cette
étape correspond aux ligne 2, 3 et 4 de l’algorithme 4. Un exemple est également présent
en figure 3.9(a). Les coûts de communication entre les cœurs sont ainsi minimisés. Dans
les améliorations que nous avons apportées par la suite à cet algorithme, il est inclus
la possibilité d’effectuer cette étape à différents niveaux de hiérarchie. En effet, sur des
exécutions à grande échelle où le nombre de cœurs est très important, le temps de calcul de
la permutation effectuée par TreeMatch peut être trop coûteux. Il est alors intéressant de
considérer les groupes de chares affectés à un niveau supérieur de hiérarchie. Par exemple,
exécuter cette étape en prenant en compte les groupes de chares sur les nœuds permettra
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Cœurs
Mémoire
0 2 1 3 0 2 1 3








Réseau (arbre, tore, etc)
Nœuds
TreeMatch
(a) Les groupes de chares assignés aux cœurs de la





Feuilles de la topologie factice
Feuilles avec contrainte
(b) Sur chaque nœud de calcul, les
chares sont réordonnés avec l’algorithme
TreeMatchConstraints sur une to-
pologie factice
Figure 3.9 – Illustration des étapes du fonctionnement de l’algorithme d’équilibrage de charge
TMLB_TreeBased
de produire un premier placement dans un temps raisonnable qui réduira les coûts de
communication au niveau du réseau. Ce principe consistant à agir à différents niveaux
de l’arborescence classe notre mécanisme d’équilibrage de charge dans la catégorie des
mécanismes hiérarchiques, à l’instar d’autres travaux [65, 84, 85].
La seconde partie de l’algorithme, à partir de la ligne 6, intervient à un niveau supérieur
ou égal dans la topologie. Dans notre exemple, nous remontons au niveau des nœuds dans
la hiérarchie. Pour chaque nœud de notre architecture, nous appliquons un algorithme
d’équilibrage de charge local. Par exemple, considérons qu’après la première étape 55 chares
ont été affectés à chaque nœud (répartis sur les quatre cœurs). Afin d’effectuer l’étape de
répartition de charge, nous nous basons sur le modèle de communication de ces chares et
sur une topologie factice sur laquelle il sera possible d’affecter les chares (ligne 7). Ceci
implique donc une topologie dont le nombre de feuilles est supérieur ou égal au nombre de
chares concernés. L’algorithme TreeMatch inclut une phase de création de groupes qui
peut être très coûteuse en temps si la décomposition en produit de facteurs premiers du
nombre de feuilles de la topologie contient un nombre premier important. Pour rappel, en
débutant l’algorithme à la profondeur maximum n de la topologie (au niveau des feuilles),
soit p le nombre de feuilles de la topologie et k l’arité du niveau n − 1, le nombre de




. Dans notre exemple, 55 se décompose en 5 ∗ 11.
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groupes, c’est-à-dire près de 120 milliards
de possibilités. Afin de passer outre cette limitation, nous utilisons la version améliorée
de l’algorithme TreeMatch, appelée TreeMatchConstraints telle que présentée en
sous-section 3.3.2. Ainsi, nous créons une topologie factice dont les caractéristiques sont
les suivantes : le nombre de feuilles doit être supérieur ou égal au nombre de chares et le
nombre de feuilles doit pouvoir être décomposé en produit de 2 et 3. Dans notre exemple,
cette topologie aura 64 feuilles, décomposé en produit de facteur 2. À la première étape de





Afin d’affecter par la suite les 55 chares sur les 64 feuilles de la topologie tout en gardant
un bon équilibrage, nous appliquons des contraintes de façon régulière sur chaque plus
petit sous-arbre. Ces contraintes sont fournies en entrée de TreeMatchConstraints.
Une fois la permutation calculée, nous pouvons affecter les chares sur les différentes unités
de calcul physiques en utilisant la même technique que pour TMLB_Min_Weight avec
la fonction AssignChareOnCore : l’ordre des chares est conservé autant que possible pour
maintenir les entités communiquant beaucoup proches les unes des autres et l’équilibrage
est effectué sur les chares les moins chargés.
3.4.2.1 Améliorations en vue du passage à l’échelle
Placement en fonction de la topologie réseau
Les premiers résultats que nous avons obtenus avec cette méthode d’équilibrage de charge
ont été plutôt concluants sur des cas de taille moyenne sur 64 cœurs. Cependant, plusieurs li-
mitations sont apparues et nous ont amené à travailler sur des améliorations de l’algorithme
afin de prévoir des expériences de plus grande envergure. Les principaux points bloquants
ont tout d’abord concerné la prise en charge du réseau. Comme nous l’avons expliqué pré-
cédemment, dans le cas d’une topologie réseau arborescente, l’algorithme TreeMatch est
capable de fournir un placement de groupes de chares intéressant. Cependant, force est de
constater que ce type de topologie se raréfie dès lors que la taille des plate-forme augmente.
Il est alors courant de rencontrer des réseaux organisés sous forme de maillage ou de tore
3d par exemple. TreeMatch n’étant pas conçu pour prendre en compte ces structures,
nous avons dû proposer une solution alternative.
LibTopoMap [28] est une bibliothèque permettant d’assigner des processus MPI sur des
grappes de nœuds de calcul en prenant en compte des topologies réseau quelconques. LibTo-
poMap utilise les mécanismes de topologie virtuelle internes au standard MPI pour prendre
sa décision. Dans une version améliorée de TMLB_TreeBased nous avons implémenté
l’utilisation de LibTopoMap afin d’effectuer la première étape de placement (groupes de
chares) au niveau du réseau. Charm++ se basant sur MPI (avec AMPI) afin de traiter
les communications entre chares, nous avons pu utiliser les fonctions natives du standard
comme le montre l’algorithme distribué 5. La première étape de l’algorithme consiste donc
à récupérer pour chaque processus MPI l’identifiant de sa machine hôte (ligne 2). Cette liste
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affectée à hostnames comprend ainsi des doublons (plusieurs processus MPI sont présents
sur chaque nœud). Or, LibTopoMap a besoin d’un processus MPI par nœud pour calculer
le placement en fonction de la topologie réseau. L’algorithme élit donc un processus MPI
maître pour chaque nœud. Cette étape correspond à la ligne 3 de l’algorithme. Les lignes
6 à 11 permettent à chaque processus MPI de vérifier s’il est le processus maître de son
nœud. S’ensuit l’appel à la fonction standard MPI_Comm_split en ligne 13 qui va créer
un nouveau communicateur MPI contenant uniquement les processus maîtres de chaque
nœud. L’appel collectif à LibTopoMap (ligne 16) peut alors se faire et l’ensemble des chares
de chaque nœud est alors réordonné en fonction du placement du processus MPI maître
correspondant.
Algorithme 5: Appel de LibTopoMap
Input: m La matrice de communication des nœuds
2 myHostname←MPI_Get_processor_name();
3 hostnames[myRank]← myHostname MPI_Allgather(hostnames, MPI_COMM_WORLD);
4 nodeMaster ← argfirst(hostnames, myHostname);
5
6 if myRank = nodeMaster then
7 color ← 1;
8 key ← myRank;
9 else
10 color ← 0;
11 key ← 0;
12
13 MPI_Comm_split(MPI_COMM_WORLD, color, key, newComm);
14
15 if newComm 6= MPI_COMM_NULL then
16 libtopomap(m, newComm);
Tout comme TreeMatch, LibTopoMap a besoin en entrée du modèle d’affinité des
processus (ici, le graphe pondéré de processus) et d’une représentation de la topologie du
réseau. Cependant, bien que la récupération des informations d’architecture d’un nœud
soit possible avec un outil comme hwloc, aucune solution générique n’existe à ce jour
permettant de collecter les informations de topologie d’un réseau. Notons malgré tout à ce
sujet les travaux préliminaires récents autour de netloc [24] 1, un projet similaire à hwloc
mais dont l’objectif est la collecte des informations du réseau. Quoi qu’il en soit, nous nous
sommes penchés sur l’élaboration d’une solution permettant de créer la structure du réseau
dont LibTopoMap a besoin, en particulier pour les réseaux Cray Gemini [2] de type tore
3D, support d’une partie de nos expériences. Cette topologie relie entre eux des routeurs,
deux nœuds de calcul étant connectés à chacun. Pour ce cas précis, nous avons procédé de
la façon suivante :
1. Extraction, grâce aux outils de Cray, de la plus petite grille de routeurs en trois di-
1. http://www.open-mpi.org/projects/netloc/ .
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mensions comprenant les nœuds de calcul attribués par le gestionnaire de ressources.
Chaque routeur a une coordonnée en (x, y, z) dans le tore ;
2. Renumérotation des routeurs en fonction de leur position en (x, y, z) dans la grille
afin de faciliter leur manipulation ;
3. Création d’une liste d’adjacence de tous les nœuds (routeurs et nœuds de calcul) de
cette grille;
4. Suppression des nœuds ne faisant pas partie de la réservation ;
5. Sortie au format requis par LibTopoMap.
LibTopoMap se basant sur des informations quantitatives, nous avons défini la pondé-
ration des liens en fonction du critère suivant : des poids plus faibles sur les axes x et z et
des poids plus forts sur l’axe y. La raison provient des caractéristiques des routeurs Cray
Gemini connectant deux machines, comme illustré en figure 3.10. Dans chaque axe de ces
routeurs, deux liens sont présents pour la communication inter-nœud sauf en y où l’un des








Figure 3.10 – Routeur d’un tore 3d de type Cray Gemini. Un des liens en axe y est réservé à la
connexion d’un nœud de calcul.
La figure 3.11 montre un exemple de cette étape de création de la topologie pour Lib-
TopoMap. On peut voir la grille en trois dimensions incluant les routeurs (en bleu) connec-
tant les nœuds de calcul d’une réservation. Ces routeurs sont temporairement numérotés
en suivant l’ordre (x, y, z). La liste d’adjacence correspondante est ensuite fournie à LibTo-
poMap pour le calcul du placement. Notons qu’il s’agit ici des routeurs du réseau Gemini.
Il convient d’ajouter dans la liste d’adjacence les nœuds de calcul appropriés. Ce modèle
est néanmoins perfectible. En effet, nous pouvons noter deux limitations importantes :
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— certains liens ne sont pas pris en compte. Dans l’exemple de la figure 3.11, les nœuds
0 et 4 sont reliés via le nœud 2. Cependant, s’agissant d’un tore 3D, un autre chemin
sur le même axe existe. Nous ne prenons pas en compte cette information ;
— les règles de routage au niveau des routeurs, gérées par un protocole proche de BGP,
ont très certainement des spécificités qu’il serait intéressant de prendre en compte









Figure 3.11 – Extraction des informations de topologie réseau d’une sous-partie d’un tore 3D.
Chaque sommet correspond à un routeur (renuméroté) sur lequel deux nœuds de calcul sont connec-
tés.
Parallélisation et distribution du placement intra-nœud
Durant la validation de notre modèle, nous avons détecté une autre limitation à l’algo-
rithme TMLB_TreeBased. Celle-ci concerne le calcul du placement des chares à l’in-
térieur de chaque nœud. Dans la première version de l’algorithme, ce calcul se faisait de
façon séquentielle pour chaque nœud. Ce temps de calcul, qui suit une courbe linéaire, de-
vient vite substantiel dès lors que le nombre de ressources utilisées est grand. Pour pallier
ces problèmes de passage à l’échelle, nous nous sommes penchés sur la parallélisation de
cette section de l’algorithme (lignes 6 à 13 de l’algorithme 4. En particulier, nous avons
apporté deux améliorations majeures. Dans un premier temps, à l’aide d’OpenMP, nous
avons créé une section parallèle qui extrait le schéma de communication propre à chaque
groupe de chares et qui calcule, pour chacun de ces groupes, un placement adéquat ré-
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duisant les coûts de communication. Sur l’algorithme 4, cela correspond à ajouter une
directive de type pragma pour la boucle débutant à la ligne 6. Cependant, là encore, en cas
d’expériences d’envergure, le nombre de calculs de permutation exécutés en parallèle pose
un réel problème. Une solution a donc été de conserver cette parallélisation d’une part et
de distribuer l’appel à TreeMatchConstraints d’autre part (ligne 8) sur les différents
nœuds. Pour ce faire, nous avons utilisé les possibilités offertes par Charm++. Une illus-
tration de cette amélioration de l’algorithme d’équilibrage de charge TMLB_TreeBased
est présentée en figure 3.12. Comme nous pouvons le voir sur ce schéma, un nœud de calcul
maître extrait et distribue de façon parallèle pour chaque nœud (dont lui-même) la ma-
trice de communication des chares qui y sont assignés (étape 1). Sur une unité de calcul
de chacun de ces nœuds, le calcul de la permutation des chares est effectué comme détaillé
précédemment. Il s’agit de la seconde étape sur la figure. Enfin, la troisième étape consiste
à rapatrier les permutations calculées vers le nœud maître afin que l’algorithme général
puisse se poursuivre. Les chares sont alors migrés en fonction de ces résultats et suivant la
méthode décrite en algorithme 4.
Nœud maître
Nœud 1 Nœud 2 Nœud 3
: unité de calcul
1 : Distribution parallèle
mi :
N l’ensemble des nœuds
, i ∈ N
2 : Calcul local
σ : →
3 : Résultats
σi = {2, 5, 1, 0, 3, 4}
Figure 3.12 – Schéma de fonctionnement de la version parallèle et distribuée de
TMLB_TreeBased. Les étapes sont numérotés de 1 à 3.
La figure 3.13 compare les temps d’exécution de l’algorithme TMLB_TreeBased
dans sa version séquentielle et dans sa version parallèle distribuée en fonction du nombre
de chares qu’il faut replacer. Dans un premier temps, nous pouvons voir que les sections
d’initialisation (récupération du modèle de communication et de l’architecture) et la partie
séquentielle de l’algorithme qui correspond à la première phase de placement sont logique-
ment stables. La seconde remarque est que le gain obtenu par la version distribuée face à la
version séquentielle, bien qu’il ne soit pas proportionnel, est fixe, autour de 1,5 secondes. Ce
résultat s’explique par le fait qu’en augmentant le nombre de chares, la taille des données
à distribuer sur chaque nœud augmente de façon quadratique. Notons cependant qu’un cas
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Répartition du temps pour chaque phase de l'algorithme





Figure 3.13 – Impact de la distribution des calculs de permutation sur la boucle parallèle de
l’algorithme TMLB_TreeBased en fonction du nombre de chares total, répartis sur 64 cœurs (8
cœurs par nœud).
La figure 3.14 illustre la parallélisation avec OpenMP et la distribution grâce aux mé-
canismes de Charm++ de la seconde phase de l’algorithme TMLB_TreeBased. Sur ce
schéma, le temps déterminé à partir du lancement de l’application est en abscisse tandis
que les différentes unités de calcul utilisées sont en ordonnée. (Maître)_0 correspond au
cœur physique 0 du nœud 0. Les unités de calcul numérotées de 0 à 7 correspondent à un
cœur libre (en général le cœur physique 0, sauf pour le nœud 0) sur chaque nœud de la
réservation. Les différentes phases de l’algorithme représentées sur ce graphique sont les
suivantes :
— Initialisation : Phase pendant laquelle les différents schémas de communication sont
extraits. Cette phase est exécutée dans une section parallèle OpenMP, ce qui ex-
plique les chevauchements visibles sur la figure ;
— Distribution : Cette phase illustre le temps de transfert des données du nœud maître
vers les autres nœuds en vue de procéder au calcul de la permutation des chares ;
— Calcul placement : C’est le calcul de la permutation. Ceci inclut la création de la
fausse topologie et l’appel à TreeMatchConstraints;
— Retour résultats : Cette phase illustre l’envoi, pour chaque nœud, des résultats de
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permutation obtenus vers le nœud maître ;
— Traitement résultats : Ici, les résultats sont traités au fur et à mesure de leur arri-
vée. Cette phase consiste à réassigner tous les chares en fonction de leur nouveau


















Phase distribuée de TMLB_TreeBased
                 4096 chares
Figure 3.14 – Temps de calcul des permutations distribuées sur chaque nœud de calcul. Master_0
correspond à un cœur du nœud 0, les indices de 0 à 7 correspondent à un cœur disponible sur
chaque nœud.
3.5 Expériences
Nous allons présenter dans cette section les résultats obtenus avec nos différentes ver-
sions de mécanismes d’équilibrage de charge. Nous avons sélectionné quatre applications
pour nos tests. LeanMD [52] est une application de dynamique moléculaire connue pour
avoir un déséquilibre de charge très important. Cette application a été la cible de notre
algorithme TMLB_Min_Weight. Les trois autres applications, commBench (simula-
tion de communications intensives irrégulières), kNeighbor (une application itérative où
chaque chare communique avec k voisins) et Stencil3D (un stencil en trois dimensions),
sont connues pour échanger beaucoup de données. Ces applications nous on servi à va-
lider notre approche TMLB_TreeBased. Les expériences ont été conduites sur deux
plate-formes : PlaFRIM et Blue Waters [53].
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PlaFRIM
Les détails de cette plate-forme sont décrits en section 2.5.1.
Blue Waters
Blue Waters est un super calculateur installé à Urbana-Champaign dans l’Illinois dont la
performance crête atteint 13,34 PetaFlops. Dans le cadre de notre collaboration au sein du
Joint Laboratory for Petascale Computing, nous avons eu accès à cette plate-forme. Pour
nos expériences, nous avons travaillé sur des nœuds XE6 (22640 disponibles) embarquant
chacun deux processeurs AMD 6276 Interlagos. Chaque processeur se compose de seize
cœurs. Les nœuds comptent 64 Go de mémoire RAM. Le réseau reliant ces différentes ma-
chines est un tore 3D de type Cray Gemini. Le système d’exploitation est une distribution
SuSE proposant un noyau Linux en version 2.6.32.
Toutes nos expériences ont utilisé une métrique de nombre de messages envoyés comme
base du modèle d’affinité des chares. Nous avons comparé nos solutions à une exécution
sans aucune répartition de charge (DummyLB ou Baseline) et à plusieurs solutions d’équi-
librage de charge disponibles nativement avec Charm++. Ces solutions proposent des stra-
tégies gloutonnes et d’autres plus sophistiquées. En particulier, GreedyLB (resp. Greedy-
CommLB) se base sur la charge CPU (resp. la charge CPU et la communication) pour
assigner les chares sur les unités de calcul en suivant la stratégie suivante : le chare ayant
la charge la plus importante est affecté au cœur ayant la charge la plus faible. Refine-
CommLB déplace les chares des cœurs surchargés vers les cœurs les moins chargés de façon
à atteindre une charge moyenne. RefineCommLB est une des stratégie suggérées pour l’ap-
plication kNeighbor.
3.5.1 LeanMD
LeanMD [52] est une application de dynamique moléculaire écrite en Charm++, conti-
nuité de l’application NAMD dont elle est une évolution prévue pour un meilleur passage
à l’échelle. Dans cette application, les atomes sont divisés en cellules contenant un certain
nombre de particules et chaque cellule va calculer ses interactions locales avec ses voi-
sins les plus proches. LeanMD est connue pour être une application dont la répartition de
charge initiale est très déséquilibrée. Parmi les paramètres que l’on peut définir en entrée
de cette application, le nombre de particules par cellule (par chare dans le contexte logiciel)
peut être modifié afin de générer davantage de calcul et de communications. Cependant,
le volume de communication est extrêmement faible comparé au volume de calcul. De ce
fait, la consommation CPU devient un critère prioritaire lors de l’équilibrage de charge.
Notre algorithme TMLB_Min_Weight répond à ce type de problématique en favori-
sant le nivellement de la charge CPU tout en réduisant autant que possible les coûts de
communication. Les résultats que nous avons obtenus avec cette solution sont présentés en
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figure 3.15. Sur cette figure, nous avons tracé le temps d’exécution total (incluant la répar-
tition de charge) en fonction de la taille du problème, c’est-à-dire du nombre de particules
par cellule. Nous pouvons voir qu’excepté pour les petits cas, notre algorithme donne de
meilleures performances que les algorithmes natifs. Sur les problèmes supérieurs ou égaux à
2000 particules par cellule, nous réduisons le temps d’exécution de près de 30% par rapport






























Temps d'exécution de l'application LeanMD - 64 cœurs - 960 chares
Particules par cellules (taille du problème)
Figure 3.15 – Temps d’exécution (incluant l’équilibrage de charge) en fonction du nombre de la
taille du problème (nombre de particules par cellules) de l’application LeanMD sur 64 cœurs de la
plate-forme PlaFRIM.
Si nous comparons le temps du calcul de l’équilibrage de charge pour chaque stratégie,
nous pouvons noter que TMLB_Min_Weight prend en moyenne 233 ms tandis que
RefineLB prend 1 ms. GreedyLB nécessite 14,5 ms afin de déterminer la répartition de
charge. Cependant, bien que TMLB_Min_Weight soit la solution la plus lente, ce temps
de calcul est largement contrebalancé par les bénéfices obtenus sur le temps d’exécution
total de l’application.
La figure 3.16 présente le nombre de chares migrant d’une unité de calcul à une autre
pour la même série d’expériences illustrée en figure 3.15. Nous pouvons voir dans un premier
temps que la stratégie GreedyLB ne tient aucun compte de cet aspect puisque la quasi
totalité des chares est déplacée. RefineLB est principalement une stratégie incrémentale qui
équilibre la charge en ne déplaçant que quelques chares des unités de calcul les plus chargées
vers les moins chargées. Ainsi, le nombre de migrations est très faible. Notre stratégie
TMLB_Min_Weight tente de trouver un bon compromis entre le coût de migration et
les autres critères impactant le temps d’exécution (charge CPU, communication, topologie).




































Particules par cellule (taille du problème)
Nombre de migrations de chares sur LeanMD
               64 cœurs - 960 chares
Figure 3.16 – Nombre moyen de chares migrés sur un total de 960 chares pour chaque algorithme
d’équilibrage de charge et pour chaque jeu d’expérience de LeanMD.
Sans minimisation des migrations, le volume des migrations est plus important (en moyenne
682 migrations) et le temps d’exécution est majoré de près de 5%. Ainsi, cette section de
l’algorithme apparaît nécessaire pour obtenir de bonnes performances.
3.5.2 commBench
CommBench est une application d’évaluation des performances que nous avons écrite en
nous basant sur l’application kNeighbor proposée par Charm++. Cette application simule
des communications fortement irrégulières entre plusieurs chares. La matrice présentée en
figure 3.17(a) illustre un schéma de communication des chares de l’application commBench,
basé sur le nombre de messages envoyés et réalisé sur un nœud de la plate-forme Blue
Waters.
La figure 3.17(b) présente des résultats obtenus sur cette application en utilisant notre
algorithme d’équilibrage de charge TMLB_TreeBased. Les mesures présentées sont des
moyennes sur 10 exécutions. Ces expériences ont été réalisées sur la plate-forme Blue Waters
sur un total de 512 cœurs répartis sur 16 nœuds. Nous avons découpé notre application en
8192 chares et les messages envoyés ont été définis à une taille de 1 Mo. Les gains offerts par
notre solution sont substantiels. Le gain en temps d’exécution par rapport à DummyLB
(aucune répartition de charge) et à RefineCommLB sont de l’ordre de 25%.
Enfin, nous avons réalisé le même type d’expériences sur un nombre plus important
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Matrice de communication des chares - commBench





































































commBench sur 512 cœurs
    8192 éléments - Messages 1 Mo
(b) Résultats obtenus sur la plate-
forme Blue Waters de l’application
commBench en fonction des algo-
rithmes d’équilibrage de charge.
de nœuds de calcul de la plate-forme Blue Waters afin d’estimer le passage à l’échelle de
notre algorithme compte tenu des améliorations que nous lui avons apportées. Les résultats
sont décrits en figure 3.17. Notons que les algorithmes d’équilibrage de charge natifs de
Charm++ (GreedyLB, GreedyCommLB ou RefineCommLB) ne passent pas à l’échelle,
ce qui explique leur absence ici. Nous nous sommes donc exclusivement comparés à une
exécution sans aucune répartition de charge. D’une part les temps d’exécutions sont très
intéressants dans le cas où TMLB_TreeBased est utilisé (gains de près de 30% par
rapport aux temps obtenus sans répartition de charge) et d’autre part, des mesures ont
pu être réalisées sur des cas très importants. En effet, notre algorithme a été capable de
calculer une solution de placement profitable pour 65536 chares répartis sur 8192 cœurs de
calcul.
3.5.3 kNeighbor
kNeighbor est une application fournie dans la suite logicielle de Charm++. Il s’agit
d’une application de simulation intensive de communications suivant le schéma suivant :
chaque chare communique un certain volume de données avec ses k voisins les plus proches
et effectue un certain volume de calcul. Par défaut, k = 7. Contrairement à commBench,

























































Nombre de chares 
Temps d'exécution en fonction du nombre de chares
8192 cœurs (256 nœuds XE6) - Messages 1 Mo - métrique : msg
Figure 3.17 – Temps d’exécution moyen d’une itération obtenus sur la plate-forme Blue Waters
sur 8192 cœurs (256 nœuds XE6) en fonction du nombre de chares.
les communications sont très régulières et les gains que l’on peut espérer avec du placement
efficace de chares sont assez faibles. Cependant, comme nous l’avons évoqué dans le chapitre
1, bien que le schéma de communication soit régulier, la manière dont sont placés les objets
sur l’architecture physique impose de connaître de façon très fine les caractéristiques du
matériel. En effet, la numérotation physique des unités de calcul peut fortement varier
en fonction de l’architecture ce qui complique la maîtrise que peut avoir l’utilisateur sur
le placement initial des éléments de son application (que nous parlions de chare ou de
processus). Notre algorithme TMLB_TreeBased se propose de prendre à sa charge cette
difficulté.
3.5.3.1 Impact de la répartition de charge considérant un placement initial
non optimal
Les résultats présentés sur les figures 3.18(a), 3.18(b) et 3.18(c) sont issues d’expériences
réalisées sur la plate-forme PlaFRIM. L’architecture des nœuds propose une numérotation
physique des cœurs ne suivant pas une numérotation linéaire. Plus concrètement, en par-
courant l’arbre de la topologie par un parcours en profondeur, la numérotation physique
des unités de calcul est 0, 2, 4, 6, 1, 3, 5, 7. Pour cette série d’expériences, nous avons
considéré cette information comme inconnue de l’utilisateur et avons donc utilisé le place-
























































kNeighbor sur 64 cœurs

























































kNeighbor sur 64 cœurs






















































kNeighbor sur 64 cœurs
256 éléments - Messages 1 Mo
(c)
Figure 3.18 – Temps d’exécution de l’application kNeighbor sur la plate-forme PlaFRIM en
fonction du nombre de chares et de plusieurs algorithmes de répartition de charge.
cœurs physiques 0, 1, 2, 3, 4, 5, 6 et 7. Cette situation initiale crée de fait de l’irrégularité
dans les communications puisque les chares communiquant beaucoup se trouvent éloignés.
Les figures 3.18(a), 3.18(b) et 3.18(c) illustrent respectivement les moyennes de temps
d’exécution sur 64 cœurs (8 nœuds) pour 64, 128 et 256 chares. La taille des messages
échangés a été définie à 1 Mo. Dans un premier temps on peut voir que dans tous les
cas de figure, TMLB_TreeBased offre les meilleures performances. Le faible écart type,
illustré par les barres d’erreur, montre également une bonne stabilité des résultats. La
seconde remarque que nous pouvons faire concerne les très mauvais résultats des autres
méthodes d’équilibrage de charge pour les cas où le nombre de chares est faible. En effet,
dans ces conditions, l’équilibrage de charge est inexistant voire négligeable et seule l’opti-
misation des coûts de communication peut avoir un réel impact. À partir de 256 chares,
ces méthodes obtiennent de bien meilleures performances et offrent un gain conséquent par
rapport à une exécution classique. Enfin, notons que les performances relatives acquises
avec TMLB_TreeBased augmentent avec la taille du problème (nombre de chares).
3.5.3.2 Temps d’exécution de l’algorithme d’équilibrage de charge
Le temps d’exécution de l’algorithme d’équilibrage de charge TMLB_TreeBased,
comparé aux méthodes natives de Charm++, est présenté en figure 3.19. Notons tout
d’abord qu’excepté pour RefineCommLB, les différentes stratégies semblent suivre une
courbe linéaire tandis que le nombre de chares est doublé à chaque graduation de l’axe des
abscisses. On peut noter également qu’au delà de 4096 chares, RefineCommLB n’est plus
capable de fournir un placement en un temps raisonnable. Enfin, TMLB_TreeBased est
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clairement plus lent que les autres stratégies pour les cas inférieurs à 8192 et reste large-
ment plus lent que les deux stratégies gloutonnes à 8192 chares. Cependant, le placement
déterminé est bien meilleur et ce temps de calcul est très nettement compensé par les gains





























Temps d'exécution des méthodes d'équilibrage
  de charge en fonction du nombre de chares
Figure 3.19 – Comparaison du temps d’exécution de la méthode d’équilibrage de charge entre
TMLB_TreeBased et d’autres stratégies.
3.5.3.3 Répartition des communications sur les liens
Afin de comprendre l’impact du placement de chares sur les communications, nous avons
extrait le nombre de messages échangés durant 10 itérations avant et après avoir effectué
un équilibrage de charge avec TMLB_TreeBased sur chaque lien de la topologie d’un
nœud. Les figures 3.20(a) et 3.20(b) montrent ces mesures. Le premier arbre correspond
aux mesures avant l’étape d’équilibrage de charge tandis que le second correspond à celles
effectuées après l’appel à TMLB_TreeBased. Nous pouvons tout d’abord constater que
la somme des messages sur les liens (en milliers de messages envoyés) est plus faible après
la phase d’équilibrage. En effet, la somme des messages sur les différentes arêtes de la
topologie dans le premier cas est de 7468000 messages alors qu’elle est de 7312000 dans le
deuxième cas. Cette baisse d’environ 2% est en réalité déplacée dans les communications
intra-cœurs. Une autre remarque concerne le volume de messages échangés sur les liens les
plus hauts dans l’arbre, c’est-à-dire les plus coûteux. Chaque arbre modélisant un nœud de
calcul, la racine correspond donc à la mémoire RAM de ce nœud. On constate que le nombre
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864 864
652 640 672 692








620 636 688 664
364 376 396 376 420 404 360 408
DistComm(σ) = 26240
(b) Après un appel à TMLB_TreeBased.
Figure 3.20 – Distribution des communications sur les liens de la topologie pour 10 itérations de
l’application kNeighbor (en milliers de messages).
de messages transitant via cette mémoire (plus lente que les caches partagés) diminue de
près de 7,5% après l’appel à TMLB_TreeBased. À mesure que l’on descend vers les
feuilles, la différence des sommes des communications des arêtes d’un niveau avant et après
équilibrage de charge diminue et s’inverse au niveau le plus bas. Ce comportement illustre
bien l’impact d’un placement efficace qui répercute autant que possible les communications
sur les liens les plus bas de la topologie. Enfin, nous avons calculé pour chaque cas la valeur
de la fonction objectif DistComm (voir chapitre 1). Cette valeur a bien été minimisée grâce
à notre algorithme de placement des chares.
3.5.3.4 Comportement face aux politiques de placement initiales
Bien que nous ayons obtenu de bons résultats sur l’application kNeighbor dans le cas
où le placement initial des chares n’est pas optimal, nous avons souhaité évaluer le compor-
tement de notre algorithme lorsque l’utilisateur a connaissance des spécificités de numé-
rotation physique des unités de calcul de l’architecture. Nous avons donc réalisé une série
d’expériences sur un nœud PlaFRIM en faisant varier les politiques de placement initial des
chares. Nous avons tracé trois courbes sur la figure 3.21 : la première, "DummyLB 0-7" se
base sur un placement par défaut des chares, c’est-à-dire, compte tenu de la numérotation
physique du nœud, sur un placement non linéaire. La seconde courbe montre les résultats
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obtenus avec TMLB_TreeBased, quel que soit le placement initial. Enfin, la dernière
courbe affecte bien les chares de façon optimale pour kNeighbor en prenant en compte
les caractéristiques de l’architecture. On constate l’influence du placement initial sur cette
application en comparant les deux courbes de l’exécution sans équilibrage de charge. Une
autre remarque est que, quel que soit le placement initial, TMLB_TreeBased obtient
dans tous les cas au pire les mêmes performances que le placement optimal. D’une manière
générale, en utilisant cet algorithme, l’utilisateur n’a pas à se soucier des détails de l’archi-
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Temps d'exécution en fonction du nombre de chares (moyenne sur 10 mesures)
Figure 3.21 – Évaluation des gains obtenus avec TMLB_TreeBased sur kNeighbor en fonction
des politiques de placement initiales.
3.5.4 Stencil3D
Stencil3D est une application modélisant un stencil en trois dimensions et générant des
communications régulières avec des voisins fixes. Compte tenu de ces critères, une phase
d’équilibrage de charge toutes les dix itérations n’est pas nécessaire. Ainsi, au bout des dix
premières itérations, nous appelons l’algorithme d’équilibrage puis l’exécution de l’applica-
tion se poursuit. Les meilleurs résultats obtenus, quelles que soient les stratégies utilisées,
l’ont été en suivant ce schéma. Les expériences réalisées sont présentées en figure 3.22. Tout
comme kNeighbor, Stencil3D est une application fortement communicante. C’est pourquoi
nous avons procédé aux tests avec l’algorithme TMLB_TreeBased. Nous pouvons noter
deux résultats importants. Premièrement, nous obtenons un gain de près de 18% comparé
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aux autres stratégies. Deuxièmement, notre algorithme offre une fois encore une très bonne
stabilité, comme le montre l’écart type.
Le temps d’équilibrage de charge est très court dans le cas des stratégies natives de
Charm++ pour ces expériences sur Stencil3D. Excepté pour RefineCommLB qui prend
environ 7,5 ms, les autres méthodes gloutonnes nécessitent moins de 1 ms pour déterminer
la nouvelle affectation des chares. À l’inverse, TMLB_TreeBased prend environ 214,8
ms dans sa version séquentielle (avant les améliorations décrites en 3.4.2.1). Comme pour
kNeighbor, ce temps d’équilibrage de charge doit être mis en perspective avec le temps
d’exécution total de l’application. Le temps nécessaire à trouver un bon placement est





















































Stencil3D - 64 processus (métrique : msg)
Figure 3.22 – Temps d’exécution de l’application Stencil3D sur la plate-forme PlaFRIM en fonc-
tion des méthodes d’équilibrage de charge.
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3.6 Conclusion partielle
D’un côté, Charm++ propose un mécanisme d’équilibrage de charge extensible. De
l’autre, les architectures multi-cœurs font croître le volume des communications dans les
applications parallèles. Partant de ce constat, nous avons proposé deux algorithmes d’équi-
librage de charge qui tiennent compte de la topologie et de l’affinité des entités logicielles.
Pour cela, nous nous sommes basés sur l’algorithme TreeMatch, détaillé au chapitre pré-
cédent. En particulier, nous avons développé l’algorithme TMLB_Min_Weight conçu
pour les applications à faible volume de communications. Cet algorithme a montré de bons
gains de performance sur une application de dynamique moléculaire en nivelant la charge,
en réduisant les coûts de communication et en minimisant les migrations de chares. Le
second algorithme, TMLB_TreeBased, a été conçu pour les applications à fort volume
de communications. Cette solution a été l’objet d’un certain nombre d’optimisations afin
d’en favoriser le passage à l’échelle. Ces optimisations ont permis d’en faire un algorithme
d’équilibrage de charge hiérarchique distribué qui a été validé sur une application exécutée
sur 8192 cœurs. Là encore, sur diverses applications, notre méthode a montré des résultats
satisfaisants dans l’optimisation de l’exécution. Notons également qu’un travail important
a été réalisé afin d’abstraire la numérotation des unités de calcul des architectures.
Néanmoins, ces deux méthodes sont encore perfectibles. TMLB_Min_Weight n’a
pas profité des mêmes améliorations que TMLB_TreeBased, et il serait intéressant d’en
proposer une version distribuée qui puisse être validée sur des exécutions à plus grande
échelle. Évaluer l’impact de la minimisation des migrations avec l’algorithme d’équilibrage
TMLB_TreeBased fait également partie des objectifs. Toujours sur cette seconde straté-
gie, une évaluation du coût de calcul de la permutation à différents niveaux de la topologie
pourrait permettre une décision automatique sur la granularité des deux étapes de pla-
cement. Enfin, deux perspectives à court terme concernent des expériences à plus grande
échelle et des évaluations de TMLB_TreeBased sur de nouvelles applications. En par-
ticulier, ChaNGa [38] et OpenAtom [62] sont visées.
Conclusion
Cette thèse a été réalisée à l’Université de Bordeaux, au sein de l’équipe Runtime d’In-
ria, membre de l’équipe SATANAS du Laboratoire Bordelais de Recherche en Informatique
(LaBRI). Elle a porté sur le placement statique et dynamique d’entités logicielles en fonc-
tion de la topologie.
3.7 Bilan
Dans ce manuscrit, nous avons dans un premier temps posé les bases du placement
de processus. En particulier, nous avons estimé l’impact de la localité (et de l’échange)
des données : plus les données sont proches physiquement de l’entité logicielle qui veut y
accéder dans la topologie matérielle, plus le temps d’accès sera court. C’est cette localité
que se propose de prendre en compte notre algorithme de placement. Pour ce faire, il est
donc nécessaire de connaître les spécificités de l’architecture cible et l’affinité des entités
logicielles. Plusieurs problèmes se posent alors. Les architectures matérielles, d’une part,
sont très diverses et leur documentation est souvent lacunaire. Il convient de fournir une
approche générique capable de gérer les particularités des plate-formes. D’autre part, l’af-
finité doit être définie selon une métrique. Quelle métrique choisir ou comment la calculer
sont autant de questions auxquelles nous avons proposé des solutions.
L’algorithme TreeMatch est une solution de calcul de placement indépendante de l’ar-
chitecture et de tout paradigme. TreeMatch est capable de prendre en compte l’affinité
des entités de traitement logicielles d’une application et la topologie matérielle pour fournir
une permutation de ces entités en vue de réduire les coûts de communication. Nous l’avons
tout d’abord présenté sous l’angle du placement statique. Ce type de placement implique
que les entités logicielles sont assignées sur les unités de calcul au lancement de l’applica-
tion et ne migrent plus durant l’exécution. Les placements calculés par TreeMatch ont
donné de très bons résultats sur les différentes applications MPI testées (ZeusMP/2 et cer-
tains noyaux de calcul des NAS Parallel Benchmarks). Parmi les métriques que nous avons
déterminées, le nombre de messages échangés a permis d’obtenir des gains plus importants
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que les métriques size et avg. Nous avons comparé les résultats obtenus à d’autres mé-
thodes de placement : sur les nombreuses expériences réalisées, notre algorithme se montre
majoritairement meilleur face aux autres techniques. Enfin, et c’est une donnée importante
pour d’autres utilisations de TreeMatch, l’algorithme trouve un placement idoine en un
temps raisonnable. De plus, son passage à l’échelle a été démontré.
L’algorithme de placement TreeMatch propose une approche générique qui ne dé-
pend d’aucun paradigme de programmation. Ainsi, il peut être utilisé au sein de plu-
sieurs modèles de programmation et notamment dans Charm++ pour effectuer du ré-
ordonnancement dynamique dont les objectifs sont multiples : équilibrer la charge CPU
et réduire les coûts de communication. Ici, les entités logicielles appelées chares sont mi-
grées, parfois à plusieurs reprises, en cours d’exécution. Pour réaliser cet équilibrage de
charge prenant en compte la topologie et l’affinité, nous avons proposé deux algorithmes.
TMLB_Min_Weight cible les applications générant beaucoup de calcul mais assez peu
de communications. Testé sur une application de dynamique moléculaire, cet algorithme
a permis de réduire le temps d’exécution de près de 30%. TMLB_TreeBased est un
algorithme d’équilibrage de charge hiérarchique distribué. Hiérarchique car il intervient à
plusieurs niveaux de la topologie matérielle et distribué puisqu’il se base sur OpenMP et
des mécanismes de Charm++ pour que chaque nœud de la plate-forme calcule le placement
de ses propres entités. Ces deux caractéristiques lui confèrent d’ailleurs une très bonne ca-
pacité de passage à l’échelle. TMLB_TreeBased a été évalué sur plusieurs applications
et a donné à chaque fois des résultats satisfaisants. Enfin, notons que ces travaux ont été
réalisés dans le cadre du laboratoire commun Inria-UIUC. Plusieurs séjours sur place nous
ont permis de travailler avec les développeurs de Charm++, de façon à accroître l’effica-
cité de nos algorithmes. Une partie des résultats publiés dans ce manuscrit à ce sujet a
débouché sur une publication commune dans une conférence internationale.
3.8 Perspectives
Le placement d’entités logicielles est un problème très discuté depuis plusieurs années.
Cependant, force est de constater qu’il reste difficile de bien comprendre tous les méca-
nismes qui entrent en jeu. Un objectif à court terme pour nos travaux consiste à étudier le
plus finement possible l’impact du placement. Des travaux en ce sens ont déjà débuté et ont
donné des pistes intéressantes, en particulier au niveau du fonctionnement des caches. Sur
les données nécessaire au calcul du placement, il serait intéressant de trouver des solutions
alternatives à l’exécution préliminaire permettant de dégager le modèle d’affinité. Plusieurs
pistes ont été évoquées, comme la simulation des applications, l’analyse statique du code ou
l’exécution d’un squelette ôté de la majorité des sections générant du calcul. La métrique
utilisée est aussi un sujet de travail important. Nos travaux se sont concentrés sur des
métriques intuitives (volume de données, nombre de messages, etc) pour lesquelles aucune
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notion de temporalité n’intervient. Des approches plus complexes, prenant par exemple en
considération la fréquence d’envoi de messages, pourraient être évaluées.
L’algorithme TreeMatch en lui-même pourrait faire également l’objet d’améliora-
tions. La prise en charge du réseau par exemple est un réel défi. Intégrer LibTopoMap dans
notre implémentation est une solution envisagée. Nous réfléchissons aussi à développer
notre propre algorithme de placement de façon à ne pas dépendre de MPI avec LibTo-
poMap et à pouvoir s’interfacer avec un outil comme netloc. Cette solution pourrait par
exemple se baser sur Scotch pour le partitionnement de graphes.
Enfin, l’intégration de TreeMatch dans Charm++ ouvre des perspectives promet-
teuses. Dans OpenMPI tout d’abord, puisque TreeMatch est en passe d’être intégré
dans cette implémentation pour fournir un ensemble de fonctions de gestion de topologies
virtuelles prenant en compte la topologie matérielle (fonction MPI_Dist_graph_create
du standard MPI). Toutefois, TreeMatch pourrait aussi être utilisé dans cette implé-
mentation dans le but d’optimiser les fonctions collectives ou pour diminuer les coûts de
communication dans les protocoles de tolérance aux fautes. Enfin, nous avons utilisé l’algo-
rithme TreeMatch dans cette thèse pour améliorer l’utilisation des ressources. Une étape
supplémentaire pour influer sur l’exécution des applications serait de travailler sur l’allo-
cation des ressources. C’est l’objectif de la thèse d’Adèle Villiermet qui vient de débuter
dans notre équipe. Ses travaux portent sur la prise en compte des contraintes d’affinité et
d’architecture dans l’allocation des ressources grâce à TreeMatch.
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