Abstract：In the current natural environment, due to the complexity of the background and the high 10 similarity of the color between immature green tomato and plant, the occlusion of the key organs 11 (flower and fruit) by the leaves and stems will lead to low recognition rate and poor generalization 12 of the detection model. Therefore, an improved tomato organ detection method based on 13 convolutional neural network has been proposed in this paper. Based on the original Faster R-CNN 14 algorithm, Resnet-50 with residual blocks was used to replace the traditional vgg16 feature 15 extraction network, and K-means clustering method was used to adjust more appropriate anchor 16 size than manual setting to improve detection accuracy. A variety of data augmentation techniques 17 were used to train the network. The test results showed that compared with the traditional Faster R-18 CNN model, the mean average precision (mAP) of the optimal model was improved from 85.2% to 19 90.7%, the memory requirement decreased from 546.9MB to 115.9 MB, and the average detection 20 time was shortened to 0.073S/sheet. As the performance greatly improved, the training model can 21 be transplanted to the embedded system, which lays a theoretical foundation for the development of 22 precise targeting pesticide application system and automatic picking device. 23 24
Introduction 28
Tomato is native to South America and has a cultivation history of more than 100 years in 29
China. It is one of the most popular fruits and vegetables, which has health effects of lowering blood 30 pressure, slowing down aging, slimming and supplementing vitamins [1] .
31
Due to the wide planting area, high yield and short maturity, tomato is difficult to be stored.
32
The picking of tomato is a labor-intensive and long-consuming operation. Therefore, the 33 development of the automatic picking robot for tomato is particularly important. The technology of 34 object detection based on image processing is the most basic and important link in the research of 35 picking robot. It is a typical object recognition problem that detecting the key organs (flower and 36 fruit) of tomato from the image of plants. Data from the internet display that immature green tomato 37 contains alkaloids, which may cause poisoning after eating, while mature red tomato does not 38 contain alkaloids. Therefore, it is significantly important to detect the key organs (tomato flower, 39
immature green tomato and mature red tomato) accurately and immediately. It will provide a 40 theoretical basis for the detection of pest and disease, targeting pesticide application system, and 41 development of picking robot [2] . Traditional tomato recognition methods mostly extract the 42 information of color, shape and some shallow features, then use classifier to detect and recognize 43 tomatoes. Zhao Yuanshen et al.[3] used the combination of Harr features and Adaboost classifier to 44 identify tomatoes, and the recognition rate of mature tomato in the test set was 93.3% ; Jiang Huanyu 45 et al.[4] utilized the difference of color characteristics between mature tomatoes and background to 46 identify red mature tomatoes by threshold segmentation method. However, the recognition rate of 47 immature green tomato similar to the color of the leaf is not high; Zhang Ruihe et al. [5] transformed 48 the red tomato image to extract the edge features of background region, then segmented the tomato 49 from the background by fitting curve, and obtained the three-dimensional coordinates of the target 50 by using the principle of stereo vision imaging; K Yamamoto et al. [6] extracted the color 51 characteristics of leaves, stems and backgrounds, then constructed a decision tree through regression 52 tree classifier and extracted the pixels of tomato fruits by blob pixel segmentation to identify tomato.
53
But this method has a poor identification rate under the complex background. At present, most 54 traditional object recognition and detection methods are based on the shallow feature extraction to 55 detect and identify tomato organs. The overlapping and occlusion problems between tomatoes under 56 the complex background cannot be well solved, and the time cost for feature extraction is relatively 57 expensive and the applicability is not strong.
58
In recent years, with the emergence of deep learning, convolutional neural networks (CNN) 59 can extract hierarchical features by using unsupervised or semi-supervised feature learning, which 60 has stronger generalization than artificial features. initialized with the parameters to identify flowers, fruits, and stem of the tomato in plant images.
75
The above literature proves that convolutional neural network can not only extract the shallow 76 texture and color of key organs of tomato automatically, but also learn deeper abstract features. This 77 will improve the detection accuracy of tomato flowers and fruits, and reduce the cost of feature 78 extraction, which is more robust to the detection and identification in complex environment. So it 79 is feasible to use deep learning methods to detect and identify tomato organs. However, the accuracy 80 of these models is not high under the conditions of overlapping and occlusion. And the anchor size 81 used in the above method was set artificially by the target in the VOC 2007 data set, without 82 updating according to the actual size of the key organs of tomato, which will have a certain impact 83 on the recognition accuracy.
84
Aiming at the problem of low recognition accuracy of key organ detection in tomato with fixed 85 size, overlap and occlusion, an improved Faster R-CNN model was proposed in this paper. light conditions, images were collected in sunny weather and cloudy days respectively; in the 101 process of sampling, different forms and occlusions of tomato organs were taken into account, and 102 fruits with different maturity were photographed from multiple angles to increase the diversity of 103 samples. In this paper, python script was used to augment a small number of sample maps, including 104 random flip (horizontal, vertical), transform angle (0 ~ 180), random scaling of the original image 105 scaling factor (1 ~ 1.5) etc. [16] . The total number of expanded samples was 8929, and tags were 106 produced according to the standard voc2007 dataset format, then the expanded set was randomly 107 divided into 4:1 ratios between the training set and the test set. 108
Structure of the detection model of tomato organs 109
Convolutional neural network (CNN) includes convolutional layer, pooling layer and fully 110 connected layer. The convolutional layer uses semi-supervised feature learning and hierarchical 111 feature extraction efficient algorithm to extract image abstract features. It can automatically extract 112 and reduce the dimension of input images, and has stronger generalization than the human-set 113 features. The fully connected layer mainly performs image classification based on the extracted 114 features. The neurons in the convolutional layer extract the primary visual features of the image by 115 using local receptive field and reduce the network parameters by sharing the weights. The pooling 116 layer not only reduces the dimension of the features, but also realizes the invariance of displacement, 117 scaling and distortion. The convolutional layer and pooling layer in CNN usually appear alternately, 118 and the activation unit is set to realize the nonlinear transformation, which accelerates the 119 convergence rate of the network. 120
The traditional Faster R-CNN object detection algorithm can be divided into two parts. Vgg16 121 was selected as the basic feature extraction network for image feature extraction and classification. 122
The network consists of eight convolutional layers, five maximum pooling layers and three fully 123 connected layers, and Re LU (Rectified Linear Unit) was used as the activation function. In region 124
proposal network (RPN), an arbitrary scale image is taken as input and outputs a series of object 125 proposals, and each proposal has an object score. zero, then the stacked layer only makes an identity map, the network performance will not decrease.
142
But in fact the residual is not zero, which can enable the stacked layers to learn new features based 143 on the input characteristics, thus having better performance. The basic idea is as follows (as shown 144 in Figure 2 ): Since direct mapping is difficult to learn, the basic mapping relationship from X to 145 H( ) is no longer being learned, but the difference between the two is learned, that is the residual, 146 then in order to calculate H( ), just add this residual to the input. 147 148
Figure2. Residual learning module 149
At this point, the original optimal solution mapping H( ) can be equivalent toF(X) + X, that is, the 150 fast connection implementation in the feed-forward network shown in Figure 2 . The method of 151 quick connection can be expressed by formula (1):
Among the formula(1), X represents the input vector of the module, Y represents the output vector 154 of the module, represents the weighting layer parameters, and a linear projection is needed 155 to match the dimensions to ensure the consistency of the input and output dimensions.
156
ResNet-50 is consist of 50 modules with the same structure as shown in Figure 2 . In this paper, 157 the vgg16 feature extraction model was replaced by the 50-layer residual network ResNet-50 to 158 improve the classical Faster R-CNN depth learning model, and the improved detection framework 159 was displayed in Figure 3 . 160
161
Figure3. Improved framework for the Faster R-CNN model 162 2.4. Use K-means to cluster the appropriate anchor size 163
The purpose of the clustering algorithm (K-Means) is to divide objects into different 164 clusters according to their respective attributes, so that the similarity of each object in the cluster is 165 as high as possible, and the similarity between clusters is as small as possible. The criterion function 166 used for evaluating similarity is the sum of squared errors. Since the convolutional neural network 167 has translation invariance and the position of the anchor boxes is fixed by each grid, it is only 168 necessary to calculate the width and height of the anchor boxes by k-means. Due to the use of 169 euclidean distance will cause larger bounding boxes to produce more errors than smaller bounding 170 boxes, a new distance formula is defined for this purpose:
172
When the anchor boxes are calculated, the and coordinates of all boxes' center points will be 173 set to zero so all the boxes are in the same position, which is convenient for calculating the similarity 174 between boxes by the new distance formula [22] . 175 2.5. Region proposal network 176
The core idea of RPN is to directly generate region proposals by using convolutional neural 177 network, which is essentially a sliding window [23] . At the center of the sliding window, a total of 178 nine kinds of anchors are generated, corresponding to three scales (8*8, 16*16, 32*32) and three 179 aspect ratios (1:1, 1:2, 2:1) of the input image. Then the predicted region proposals are sent to two 180 fully connected layers: cls layer and reg layer, which are used for classification and box regression 181 respectively. And finally, the top 300 region proposals are selected as input of Fast R-CNN after 182 sorting according to the score of region proposals. 183
Soft-NMS 184
Non-maximum suppression (NMS), as the name implies is to suppress elements that are not 185 the maxima, searching for local maxima. This local area represents a neighborhood with two 186 variable parameters: one is the dimension of the neighborhood, and the other is the size of the 187 neighborhood. Non-maximum suppression is an important part of the object detection process, 188 which generates the detection box based on the object detection score. The detection box with the 189 highest score is selected, while other detection boxes with obvious overlap with the selected 190 detection box are suppressed. This process is continuously recursively applied to the remaining 191 detection frames [24] . For example, In pedestrian detection, each window will get a score after 192 feature extraction and classifier recognition, but sliding window will also cause many windows to 193 overlap with other windows, so NMS is needed to select the detection box with the highest score in 194 the neighborhood, and suppress those boxes with low scores.
195
Soft-NMS has the same algorithmic complexity as traditional NMS. It only needs to make 196 simple changes to the traditional NMS algorithm without adding additional parameters and training, 197 and can be easily integrated into any object detection process with high efficiency and easy 198 implementation.
199
The score reset function of the traditional NMS (rescoring function) is calculated as follows: 200
0,
In the above formula (3), a threshold is used in NMS to determine whether adjacent detection frames 202 are reserved. Among them, M is the bounding box with the highest current score, is the 203 adjacent detection box, is the score of detection box, and is the threshold.
204
The score reset function of the Soft-NMS (rescoring function) is calculated as follows: 205 ,
(1 ( , )),
The score of the adjacent detection box that overlaps with the detection frame M by attenuation is 207 an effective improvement to the NMS algorithm. The higher the overlap of M is, the more serious 208 the fractional attenuation may be. When the degree of overlap between the adjacent detection frame 209 and M exceeds the threshold , the detection score of the detection box is linearly attenuated. In 210 this case, the algorithm attenuates the detection score of the non-maximum detection frame instead 211 of completely removing it, and does not attenuate the original detection score of the detection frame 212 without overlapping. Therefore, the non-maximum detection box of the tomato under overlapping 213 and occlusion is retained, and the detection precision is improved. 214 3. Model training 215
Test platform 216
The test operating platform is the Ubuntu 16.04 system, which uses the Tensorflow as deep 217 learning framework. The computer memory is 32GB, equipped with Intel® Core™ i7-7700K 218 CPU@4.00GHz ×8 processors, GPU uses NVIDIA GTX1080Ti, adopts 16nm production process, 219 memory type is GDDR5, and capacity is 11GB. 220
Test parameter setting 221
The mini-batch stochastic gradient descent (SGD) method with momentum factor was used to 222 train the network [25] . The number of mini-batch was 256, and the momentum factor was set to 0.9.
223
Since the initialization of weights affects the convergence speed of network, the gaussian 224 distribution (mean value was zero and the standard deviation was 0.01) was used to initialize the 225 weights of all layers of the network randomly in this paper. All bias of the convolutional layers and 226 fully connected layers were initialized to zero. The same learning rate was adopted for all layers in 227 the network, and the initial learning rate was set to 0.001. During the training process, the current 228 learning rate was reduced by 1/10 step by step, and the regularization coefficient was set to 0.0005. 229 4. Results and analysis 230 4.1. The effect of different anchor sizes on mAP 231 Table 1 shows the model parameter settings and mean average precision (mAP). Since anchors 232 were used to predict the bounding boxes, three sizes 8 * 8, 16 * 16, 32 * 32 and three conversion 233 ratios 1:1, 1:2, 2:1(a total of 9 kinds of anchors) were applied to the original Faster R-CNN. Because 234 the target size of the original voc dataset was very different, if the tomato dataset was used to train 235 the detection target, some anchors were unreasonable. Therefore, the appropriate anchor size by K-236 means clustering method was calculated in this paper. The original size was updated to 4*4, 16*16, 237 64*64, and the transformation ratio remained unchanged in order to improve the detection rate of 238 the bounding box. Generally, the threshold of mAP is 0.5, which means if the coincidence degree is 239 greater than 0.5, the key organs of the tomato are correctly detected. From Table 1 , it can be seen 240 that the mAP of model 2, 4, 6 and 7 with anchor size 4 * 4, 16 * 16, 64 * 64 is 0.7, 1.6, 0.7 and 1.6 241 percentage points higher than model 1, 3, 5 and 8 with original size 8 * 8, 16 * 16, 32 * 32, 242 respectively. The above situation indicated that the updated anchor size is more suitable for the data 243 set of this paper, and the recognition rate of key organs of tomato is improved. 244 245 
The effect of different pooling types of feature extraction convolutional layers on mAP 248
There are usually two types of pooling: maximum pooling and average pooling. In Table 1,  249 model 3, 4, 7, 8 and model 1, 2, 5, and 6 respectively adopts the maximum and average pooling 250 types. The results show that the effect of maximum pooling is better than the average pooling when 251 other conditions remain unchanged. Combining the literature [27] with internet data, it can be 252 explained that the effect of average pooling is to average all the values of the entire feature map. It 253 can reduce the error caused by the increase of estimation variance due to the limited size of the 254 neighborhood, and retains more background information of the image. However, maximum pooling 255 can reduce the deviation of estimation mean caused by the error of convolutional layer parameters.
256
So using maximum pooling in the middle layer of convolution can preserve texture features more 257 and discard redundant features, which is beneficial to extracting the deep key features of target in 258 the image and improving the recognition accuracy. 259 4.3. The effect of Soft-NMS on mAP 260
It can be seen from Table 1 that the model 5, model 6, model 8 and model 7 retained by the 261 Soft-NMS method are 2.3, 2.3, 2 and 2 percentage points higher than those of the models 1, 2, 3 and 262 4 retained by the NMS method, respectively. In order to better demonstrate the effect of the Soft-263 NMS algorithm on the detection of tomato organs in the case of overlapping occlusion, the detection 264 effect was visualized. As shown from Figure 4 , the optimal model 7 using Soft-NMS is based on 265 the area of overlapping portion to set an attenuation function for the adjacent detection frame instead 266 of completely zeroing its score. This operation can effectively solve the problem of low detection 267 and recognition rate of key organs of tomato under overlapping and occlusion. 268 
Indicators for model performance evaluation 274
The purpose of object detection is to find the target in a given image, classify the target, and 275 locate the target in the image. Target detection model is usually trained on a set of fixed classes, so 276 the model can only locate and classify the categories contained in the image. In addition, the location 277 of target is usually in the form of a boundary matrix, so target detection involves the location 278 information of target in the image and the classification of target. Mean average precision is an 279 algorithm that is particularly well-suited for the prediction of target category and its location, which 280 is very useful for the assessment of performance in the target detection model. Besides, there are 281 several important evaluation parameters: accuracy, recall and average precision [28] . 282
Precision & Recall 283
Precision is just the accuracy. In the field of information retrieval, precision and recall appear 284 together. For a query, a series of goals returned, and the correct rate refers to the proportion of the 285 relevant targets in the returned results. Precision is defined as: 286
The recall rate is the ratio of relevant targets in the returned results to all relevant targets, and it is 288 defined as: 289
Among these formulas (5,6), A represents the number of related targets in the return results, B 291
indicates the number of returned results and C represents the number of all relevant targets. as the number of negative classes (missing rate). Then = TP （TP + FP） ⁄ , and 296 = TP （TP + FN） ⁄ . The performance of object detection model is usually evaluated in the 297 paper using the recall and precision score curves with the threshold, that is, the R-P curve [29] . 298 Figure 5 shows the P-R curve of the original Faster R-CNN and the improved model 7. It can be 299 seen from the P-R curve that the detection accuracy of model 7 is higher and the performance is 300 better. 
Average Precision & Mean Average Precision 306
Compared to the graph, in some cases, the specific values can more clearly show the 307 performance of test model. Average recision (AP) is usually used as a metric, and the calculation 308 formula is: 309
Among this formula(7), represents , represents , is a function of , so 311 average precision is equal to the area under the P-R curve, and mean average precision (mAP) equals 312 the average of all categories of average precision. It can be seen from 
Memory requirements and detection time of models 321
It can be seen from Table 3 that compared with the original Faster R-CNN model, the memory 322 requirement and detection time of the improved model 7 (using Resnet-50) as the basic feature 323 extraction network are reduced by about 79% and 23%, respectively, and the detection accuracy has 324 a large improvement. It indicates that the improved model reduced the model parameters and 325 improved the precision of model detection on the basis of guaranteeing no additional test time, 326 which lays a theoretical foundation for the subsequent implantation of the model into the embedded 327 system and the development of portable devices for accurate and real-time detection of tomato key 328 organs. 329 Table 3 Model parameter quantity and detection time 330 
Detection effect of model 332
In order to verify the actual field prediction effect of the optimal model in this paper, the key 333 organs of tomato were tested at 9:00 am on a sunny morning in the greenhouse. It can be seen from 334 Table 1 and Figure 6 that the average precision of the improved model 7 for the detection of key 335 organs of tomato is higher, which can reach 90.7%. And the confidence of each object is basically 336 over 0.99. The above performance shows that the model has a good detection effect on tomato 337 flowers, immature green tomatoes and mature red tomatoes in the actual field background. 
