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Abstract
Let G be a simply connected Lie group with Lie algebra g. We show that the following
categories are naturally equivalent. The category Mod(C•(G)) of sufficiently smooth modules
over the DG algebra of singular chains on G. The category Rep(Tg) of representations of the
DG Lie algebra Tg, which is universal for the Cartan relations. This equivalence extends the
correspondence between representations of G and representations of g. In a companion paper,
we will show that in the compact case, the equivalence can be extended to a quasi-equivalence
of DG categories.
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1 Introduction
Let G be a simply connected Lie group with Lie algebra g. We will denote by C•(G) the space
of smooth singular chains on G. This space has the structure of a DG Hopf algebra with prod-
uct induced by the Eilenberg-Zilber map and coproduct induced by the Alexander-Whitney map.
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In particular, C•(G) is an algebra whose category of modules is a tensor category. We de-
note by Mod(C•(G)) the category of sufficiently smooth modules over this algebra. An object
V ∈ Mod(C•(G)) receives an action of the algebra of singular chains on G. In particular, it re-
ceives an action of the zero simplices of G and is therefore a representation of G. Thus, V is a
cochain complex on which not only the points of G but all simplices of G act.
We address the problem of describing this category infinitesimally. We consider the DG-Lie
algebra Tg which is universal for the Cartan relations, and its category of representations Rep(Tg).
Representations of this algebra are sometimes known as g-DG spaces in the literature. They arise
in Chern-Weil theory and the infinitesimal models for equivariant cohomology [8, 1].
Our main result is the following.
Theorem. Let G be a simply connected Lie group with Lie algebra g. There is a a differentiation
functor
D : Mod(C•(G))→ Rep(Tg)
and an integration functor
I : Rep(Tg)→Mod(C•(G))
which are inverse to one another. In particular, the categories Mod(C•(G)) and Rep(Tg) are
naturally equivalent as monoidal categories.
We show that the forgetful functor F : Rep(Tg)→ Rep(g) admits a left adjoint U : Rep(g)→
Rep(Tg) which embeds the category of representations of g in the category Rep(Tg). The inte-
gration functor mentioned above makes the following diagram commute:
Rep(g)
Lie−1
//
U

Rep(G)
U

Rep(Tg)
I
//Mod(C•(G))
Thus, the construction in Theorem 1 extends the usual correspondence between representations of
g and representations of G.
Relationship with higher local systems and Chern-Weil theory
The equivalence of categories Rep(Tg) ∼=Mod(C•(G)) can be interpreted in terms of Chern-Weil
theory for ∞-local systems. A local system on a topological space X is a representation of the
fundamental groupoid of X. Recently there has been interest in a theory of higher dimensional
local systems where the fundamental groupoid is replaced by the ∞-groupoid, π∞(X), of X. See
for instance [10, 7, 5, 6]. These ∞-local systems can be described in different ways:
Point of view ∞-local system
I Infinitesimal Flat Z-graded connection
S Simplicial Representation of π∞(X)
T Topological Representation of C•(ΩM(X))
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Here ΩM(X) denotes the based Moore loop space of X. Each of these notions of ∞-local system
can be organized into a DG category. The resulting DG categories have been proven to be quasi-
equivalent. The equivalence of I and S was proved by Block-Smith [7] extending ideas of Igusa [11].
The equivalence between S and T was proved by Holstein [10], using the homotopy theory of DG
categories.
One can consider the case X = BG and take the point of view T of local systems as modules
over C•(ΩM(X)). Since ΩM(BG) is homotopy equivalent to G, one can think of the category
Mod(C•(G)) as describing ∞-local systems on BG. Thus, Theorem 1 may be thought of as
providing an infinitesimal description of the category of∞-local systems on the classifying space of
G. IfG is further assumed to be compact, stronger results can be obtained. The categoriesRep(Tg)
and Mod(C•(G)) can be naturally enhanced to DG categories which are quasi-equivalent. In
particular, when this quasi-equivalence is applied to the endomorphisms of the trivial local system,
one recovers the standard computation from Chern-Weil theory H•(BG) ≃ (S•g∗)G. Indeed, the
Chern-Weil homomorphism can be extended to a Chern-Weil functor for any principal G-bundle
with connection. The details of these constructions will be explained in [3, 4].
The paper is organized as follows:
• In §2 we fix our conventions and collect some preliminaries regarding Chevalley-Eilenberg
complexes, DG Hopf Algebras and the algebraic structure on the algebra of singular chains
on a Lie group.
• Our main results are proved in §3. Theorem 3.3 describes the differentiation functor
D : Mod(C•(G))→ Rep(Tg).
Theorem 3.21 describes the integration functor
I : Rep(Tg)→Mod(C•(G)).
Theorem 3.27 states that these functors are equivalences. We also prove Theorem 3.30,
which is a version of the equivalence of categories in the case where G is not necessarily
simply connected.
• In §4 we discuss examples of the constructions above. We prove Proposition 4.1 which de-
scribes the left adjoint to the forgetful functor F : Rep(Tg)→ Rep(g).
• Appendix A is concerned with a variation of the characterization of the image of the De Rham
map via synthetic geometry by A. Kock [12].
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2 Conventions and preliminaries
The following conventions are in place throughout the paper:
• All vector spaces and algebras are defined over the field R of real numbers. The category of
graded vector spaces is symmetric monoidal with respect to the natural isomorphism:
τ : V ⊗W →W ⊗ V, v ⊗ w 7→ (−1)|v||w|w ⊗ v.
• Given a graded vector space V , the suspension of V , denoted sV , is the graded vector space
such that
(sV )k = V k−1.
The unsuspension of V , denoted uV , is the graded vector space such that
(uV )k = V k+1.
• Differentials on complexes, DG-algebras and DG-Lie algebras increase the degree by one.
• Tensor products are taken over the field R of real numbers unless otherwise stated.
• Given a graded vector space V , we denote by S•V the free graded commutative algebra
generated by V .
• The commutator symbol [a, b] denotes the graded commutator ab− (−1)|a||b|ba.
• The Lie algebra g of a Lie group G is the Lie algebra of left invariant vector fields on G.
• We will denote by ∆k the standard geometric k-simplex
∆k = {(t1, ..., tk) ∈ R
k : 1 ≥ t1 ≥ t2 ≥ · · · ≥ tk ≥ 0}.
The i-th vertex of ∆k is
vi = (1, . . . , 1︸ ︷︷ ︸
i times
, 0, . . . , 0).
The i-th face of ∆k is the convex closure of the vertices {v0, . . . vˆn−i, . . . , vk}. For each i ≤ k
we define by fki : ∆i → ∆k the inclusion of the i-simplex as the lowest i-th face of the k-
simplex, namely, the unique affine map that sends the j-th vertex of ∆i to the j-th vertex of
∆k. Similarly, we define by b
k
i : ∆i → ∆k the inclusion of the i-simplex as the highest i-th
face of the k-simplex, namely, the unique affine map that sends the j-the vertex of ∆i to the
j + k − i-th vertex of ∆k.
• If V is a graded vector space, then the space of V -valued differential forms on a manifold M
is
Ω•(M,V ) = Ω•(M)⊗ V.
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2.1 Chevalley-Eilenberg complexes and the DG-Lie algebra Tg
Let g be a finite dimensional Lie algebra. The Chevalley-Eilenberg algebra of g is the differential
graded algebra CE(g) defined as follows. As an algebra:
CE(g) = (S•(ug))∗ ∼= S•(ug)∗,
is the free commutative algebra generated by the dual of the vector space ug. The differential is
given by
(δCEη)(v1, . . . , vk+1) =
∑
i<j
(−1)i+jη([vi, vj ], . . . , v̂i, . . . , v̂j , . . . , vk+1).
Given a representation V of g, there is a Chevalley-Eilenberg complex with values in V , CE(g, V ) =
V ⊗ CE(g) with differential given by
(δω)(v1, . . . , vk+1) =
∑
i<j
(−1)i+jω([vi, vj], . . . , v̂i, . . . , v̂j , . . . , vk+1).
+
∑
i
(−1)i+1ρ(vi)ω(v1, . . . v̂i, . . . , vk+1).
The vector space CE(g, V ) is a module over CE(g) and the differential is a derivation with respect
to the module structure, that is,
δ(ηω) = (δCEη)ω + (−1)
|η|η(δω).
Given a representation V of g there is also a homology chain complex C•(g, V ) which is defined
as follows. As a vector space,
C•(g, V ) = S
•(ug)⊗ V.
The differential is given by the formula:
δ(x1 ∧ · · · ∧ xk ⊗ v) =
∑
i<i
(−1)i+j+1[xi, xj ] ∧ . . . x̂i ∧ · · · ∧ x̂j ∧ . . . xk ⊗ v +∑
i
(−1)i+1x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xk ⊗ ρ(xi)(v).
Definition 2.1. Let g be a Lie algebra. The differential graded Lie algebra Tg is defined as follows.
As a vector space
Tg = ug⊕ g.
Given x ∈ g we denote by Lx the corresponding element in Tg
0 and by ix the corresponding element
in Tg−1. The differential is given by d(ix) = Lx. The bracket in Tg is given by the Cartan relations
[Lx, Ly] = L[x,y], (2.1)
[Lx, iy] = i[x,y], (2.2)
[ix, iy] = 0. (2.3)
We will denote by Rep(Tg) the category of representations of Tg on finite dimensional cochain
complexes.
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2.2 Singular chains on Lie groups and DG-Hopf algebras
A differential graded Hopf algebra is a graded vector space A together with a product map m :
A⊗ A→ A, a coproduct map ∆: A→ A⊗A, a unit map u : R→ A, a counit map c : A→ R, an
antipode s : A→ A and a differential d : A→ A, such that
• (A,m, u, d) is a DG algebra.
• (A,∆, c, d) is a DG coalgebra.
• c ◦ u = id
R
.
• m ◦∆ = (m⊗m) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗∆).
• c is an algebra map.
• u is a coalgebra map.
• m ◦ (id ⊗ s) ◦∆ = u ◦ c.
• m ◦ (s ⊗ id) ◦∆ = u ◦ c.
We say that A is commutative if m ◦ τ = m and it is cocommutative if τ ◦∆ = ∆.
Given a DG Hopf algebra A, the tensor product V ⊗W of DG A-modules has the structure of
an A-module via the map:
ρV⊗W : A→ End(V ⊗W ), ρV⊗W (a) = nat ◦ (ρV ⊗ ρW ) ◦∆,
where nat is the natural map
nat : End(V )⊗ End(W )→ End(V ⊗W ),
given by
nat(φ⊗ ϕ)(v ⊗w) = (−1)|v||ϕ|φ(v)⊗ ϕ(w).
In this way, the category of DG modules over a DG Hopf algebra acquires the structure of a
monoidal category. If A is cocommutative then this monoidal category is symmetric. If V is a
module over a DG Hopf algebra A, the dual complex V ∗ is also a module over A with structure
given by
[ρV ∗(a)(φ)](v) = φ(ρV (s(a))(v)).
This dual representation has the property that the natural pairing
V ⊗ V ∗ → R
is a morphism of modules.
Example 2.2 (Trivial module). Let V be a cochain complex of finite dimensional vector spaces.
Then V can be seen as a trivial DG-module over A via the composition
A
c
//
R
u
// End(V ).
where c is the counit of A and u is the unit of End(V ).
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Example 2.3. Let h be a DG Lie algebra. The universal enveloping algebra U(h) is a cocommu-
tative DG Hopf algebra with antipode and coproduct determined by the conditions s(x) = −x and
∆(x) = 1 ⊗ x + x ⊗ 1 for x ∈ h. It is always cocommutative and commutative if and only if h
abelian.
Given a Lie group G, we will denote by C•(G) the cochain complex of smooth singular chains
on G. This space has the structure of a DG-algebra with product map
m : C•(G)⊗ C•(G)→ C•(G)
given by the composition
C•(G) ⊗ C•(G)
EZ
// C•(G×G)
µ∗
// C•(G).
Here µ : G×G→ G is the multiplication map, and EZ is the Eilenberg-Zilber map defined by
EZ(σ ⊗ ν) =
∑
χ∈Sr,s
(−1)|χ|(σ × ν) ◦ χ∗,
where σ ∈ Cr(G), ν ∈ Cs(G) and Sr,s is the set of all shuffle permutations and χ∗ is the map
χ∗ : ∆r+s → ∆r ×∆s, χ∗(t1, . . . , tr+s) = ((tχ(1), . . . , tχ(r)), (tχ(r+1), . . . , tχ(r+s))).
The map χ∗ is a homeomorphism onto its image. Moreover, the union over all shuffle permutations
of the images of the maps χ∗ cover ∆r×∆s and the intersection of two different images has measure
zero.
The inversion map ι : G→ G induces a map:
s = ι∗ : C•(G)→ C•(G).
There is also a coproduct ∆ : C•(G)→ C•(G) ⊗C•(G) defined as the composition
C•(G)
diag
∗
// C•(G×G)
AW
// C•(G)⊗ C•(G),
where diag∗ is the map induced by the diagonal map and AW is the Alexander-Whitney map. This
is the map
AW : C•(X × Y )→ C•(X)⊗ C•(Y )
defined as follows. If σ = (σ1, σ2) is a k-simplex in X × Y then:
AW(σ) =
∑
i+j=k
(σ1 ◦ f
k
i )⊗ (σ2 ◦ b
k
i ),
where fki and b
k
i are the highest and lowest simplex maps defined above.
Example 2.4. The space C•(G) has the structure of a DG Hopf algebra. The product, coproduct
and antipode are the operators m, ∆ and s defined above. The unit is induced by the inclusion of
a point as the identity. The counit is given by the map induced by the projection to a point. In
general, this Hopf algebra is neither commutative nor cocommutative.
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Definition 2.5. We will say that a simplex σ : ∆k →M is thin if the rank of the differential of σ
is less than k at every point p ∈ ∆k.
Definition 2.6. We will denote by Mod(C•(G)) the category of left DG modules ρ : C•(G) →
End(V ) over the algebra C•(G) with the following properties:
(a) V is a complex of finite dimensional vector spaces.
(b) The map ρ : C•(G)→ End(V ) vanishes on thin simplices.
(c) The map ρ is smooth. That is, given a manifold M and a smooth map σM : M ×∆k → G,
the corresponding map ρ(σM ) : M → End(V ), given by ρ(σM )(p) = ρ(σM (p,−)) is smooth.
(d) Given a basis {v1, . . . , vk} of V , the corresponding cochains aij are alternating and subdivision
invariant in the sense of the Appendix A.
3 An equivalence of categories of representations
In this section we prove our main results. We construct a functor D : Mod(C•(G)) → Rep(Tg),
a functor I : Rep(Tg)→Mod(C•(G)), and prove that they are inverses to one another.
3.1 The differentiation functor
Let x1, . . . , xk be elements of the Lie algebra g of the group G. We denote by σ[x1, · · · , xk] the
simplex σ[x1, . . . , xk] : ∆k → G given by
σ[x1, . . . , xk](t1, . . . , tk) = exp(t1x1) · · · exp(tkxk).
Lemma 3.1. For any x ∈ g the chain σ[x] satisfies
σ[x]2 = 0.
Proof. The chain σ[x]2 is the difference between the chains α(t, s) = σ[x](t)σ[x](s) and β(t, s) =
σ[x](s)σ[x](t). These are equal, as the following computation shows:
α(t, s) = exp(tx) exp(sx) = exp(sx) exp(tx) = β(t, s).
Remark 3.2. Since C•(G) is a DG Hopf algebra, the category Mod(C•(G)) is monoidal. Also,
since U(Tg) is a cocommutative DG Hopf algebra, the category Rep(Tg) is symmetric monoidal.
Explicitly, if V, V ′ ∈ Rep(Tg) then V ⊗ V ′ is also a representation with action given by
Lx(v ⊗ v
′) = Lxv ⊗ w + v ⊗ Lxv
′, ix(v ⊗ v
′) = ixv ⊗ v
′ + (−1)|v|v ⊗ ixv
′. (3.1)
Theorem 3.3. Let V be a module in Mod(C•(G)) with structure given by ρ : C•(G) → End(V ).
There is a representation D(ρ) : Tg→ End(V ) given by
D(ρ)(Lx) =
d
dt
∣∣∣
t=0
ρ(exp(tx)),
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and
D(ρ)(ix) =
d
dt
∣∣∣
t=0
ρ(σ[tx]).
Moreover, if φ : V → W is a morphism in Mod(C•(G)), it is also a morphism in Rep(Tg). One
concludes that there is a functor
D : Mod(C•(G))→ Rep(Tg).
The functor D is monoidal.
Proof. We write ρ̂ instead of D(ρ). Clearly, ρ̂(Lx) depends linearly on x. Let us show that so does
ρ̂(ix). Consider the map
σ : g× I → G, (x, s) 7→ exp(sx).
By hypothesis, we know that the map
ρσ : g→ End(V ), x 7→ ρ(σ[x])
is smooth. Its derivative ρσ(0) : g→ End(V ) is a linear map and satisfies
dρσ(0)(x) = ρ̂(ix).
We need to prove that the operators satisfy the Cartan relations:
[ρ̂(Lx), ρ̂(Ly)] = ρ̂(L[x,y]) (3.2)
[δ, ρ̂(ix)] = ρ̂(Lx) (3.3)
[ρ̂(ix), ρ̂(iy)] = 0 (3.4)
[ρ̂(Lx), ρ̂(iy)] = ρ̂(i[x,y]) (3.5)
Here δ denotes the differential in V . For the first identity, we observe that V is in particular a
representation of G and the formula for ρ̂(Lx) gives the induced representation on the Lie algebra.
Let us prove the second identity. Since ρ : C•(G)→ End(V ) is a morphism of complexes, we know
that
[δ, ρ(σ[tx])] = ρ(exp(tx))− id.
Differentiating with respect to t and evaluating at t = 0 one obtains
[δ, ρ̂(ix)] = ρ̂(Lx).
For the next identity it suffices to show that [ρ̂(ix), ρ̂(ix)] = 0. Let us consider the quantity
d
dt
∣∣∣
t=0
(
d
dt
ρ
(
σ[tx]2
))
.
By Lemma 3.1 we know that σ[tx]2 = 0 so that the quantity above is zero. On the other hand we
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compute
d
dt
∣∣∣
t=0
(
d
dt
(ρ(σ[tx])ρ(σ[tx])
)
=
d
dt
∣∣∣
t=0
[(
d
dt
(ρ(σ[tx])
)
ρ(σ[tx]) + ρ(σ[tx])
(
d
dt
ρ(σ[tx])
)]
=
d
dt
∣∣∣
t=0
(
d
dt
ρ(σ[tx])
)
ρ(σ[0]) +
d
dt
∣∣∣
t=0
ρ(σ[tx])
d
dt
∣∣∣
t=0
ρ(σ[tx])
+
d
dt
∣∣∣
t=0
ρ(σ[tx])
d
dt
∣∣∣
t=0
ρ(σ[tx]) + ρ(σ[0])
d
dt
∣∣∣
t=0
(
d
dt
ρ(σ[tx])
)
= ρ̂(ix) ◦ ρ̂(ix) + ρ̂(ix) ◦ ρ̂(ix)
= [ρ̂(ix), ρ̂(ix)]
We conclude that the third identity holds. It remains to prove the last relation. For this we consider
the quantity
A =
d
ds
∣∣∣
s=0
d
dt
∣∣∣
t=0
ρ
(
exp(tx)σ[sy] exp(−tx)
)
.
On the one hand,
A =
d
ds
∣∣∣
s=0
d
dt
∣∣∣
t=0
ρ(exp(tx))ρ(σ[sy])ρ(exp(−tx))
=
d
ds
∣∣∣
s=0
d
dt
∣∣∣
t=0
exp(tρ̂(Lx))ρ(σ[sy]) exp(−tρ̂(Lx)))
=
d
ds
∣∣∣
s=0
[ρ̂(Lx), ρ(σ[sy])]
= [ρ̂(Lx), ρ̂(iy)].
On the other hand
A =
d
ds
∣∣∣
s=0
d
dt
∣∣∣
t=0
ρ
(
exp(tx)σ[sy] exp(−tx)
)
=
d
ds
∣∣∣
s=0
d
dt
∣∣∣
t=0
ρ
(
σ[sAdexp(tx) y]
)
=
d
ds
∣∣∣
s=0
ρ(σ[s[x, y]])
= ρ̂(i[x,y]).
In order to prove that D defines a functor it suffices to show that a map φ : V → W , which is
C•(G)-equivariant is also Tg-equivariant. The fact that ρ̂(Lx) commutes with ϕ is standard. It
remains to compute:
φ(ρ̂(ix)(v)) = φ
(
d
dt
∣∣∣
t=0
ρ
(
σ[tx](v)
)
=
d
dt
∣∣∣
t=0
φ
(
ρ(σ[tx])(v)
)
=
d
dt
∣∣∣
t=0
ρ(σ[tx])(φ(v)) = ρ̂(ix)(φ(v)).
It only remains to prove that the functor D is monoidal. Consider V, V ′ ∈Mod with corresponding
morphisms ρ : C•(G) → End(V ) and ρ′ : C•(G) → End(V ). Let ρ ⊗ ρ′ : C•(G) → End(V ⊗ V ′) be
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the representation on V ⊗ V ′ induced by the coproduct on C•(G). Let us compute:
ρ̂⊗ ρ′(Lx)(v ⊗ v
′) =
d
dt
∣∣∣
t=0
(ρ⊗ ρ′)(exp(tx))(v ⊗ v′)
=
d
dt
∣∣∣
t=0
ρ(exp(tx))(v) ⊗ ρ′(exp(tx))(v′)
=
d
dt
∣∣∣
t=0
(
ρ(exp(tx))(v)
)
⊗ v′ + v ⊗
d
dt
∣∣∣
t=0
(
ρ′(exp(tx))(v′)
)
= ρ̂(Lx)(v) ⊗ v
′ + v ⊗ ρ̂′(Lx)(v
′).
Also,
ρ̂⊗ ρ′(ix)(v ⊗ v
′) =
d
dt
∣∣∣
t=0
(ρ⊗ ρ′)(σ[tx])(v ⊗ v′)
=
d
dt
∣∣∣
t=0
ρ(σ[tx])(v) ⊗ ρ′(σ[tx])(v′)
=
d
dt
∣∣∣
t=0
(
ρ(σ[tx])(v)
)
⊗ v′ + (−1)|v|v ⊗
d
dt
∣∣∣
t=0
(
ρ′(σ[tx])(v′)
)
= ρ̂(ix)(v)⊗ v
′ + (−1)|v|v ⊗ ρ̂′(ix)(v
′).
We conclude that ρ̂⊗ ρ′ is the tensor product of the representations ρ̂ and ρ̂′ as described by
equation (3.1).
Remark 3.4. The functor D is natural with respect to Lie group homomorphisms. That is, if
f : G→ H is a Lie group homomorphism then the following diagram commutes
Mod(C•(H))
(f∗)∗
//
D

Mod(C•(G))
D

Rep(Th)
f∗
// Rep(Tg).
3.2 The integration functor
Let us fix a simply connected Lie group G with Lie algebra g, and a representation ρ : Tg→ End(V ).
As before, given x ∈ g we denote by Lx ∈ Tg
0 and ix ∈ Tg
−1 the corresponding elements in Tg.
We also denote by ρ : G→ GL(V ) the corresponding representation of the group.
Lemma 3.5. For each g ∈ G, ρ(g) commutes with the differential in V . That is, the map ρ(g) is
a morphism of cochain complexes.
Proof. The statement clearly holds for g = e. Choose a path γ : I → G such that γ(0) = e and
γ(1) = g. One computes,
d
dt
[δ, ρ(γ(t))] =
[
∂,
d
dt
ρ(γ(t))
]
= [δ, ρ(LdL
γ(t)−1 (γ
′(t)))] = ρ(d(LdL
γ(t)−1 (γ
′(t)))) = 0.
Definition 3.6. We will say that a differential form ω ∈ Ω•(G,End(V )) is G-equivariant if it
satisfies
L∗gω = ρ(g) ◦ ω,
for all g ∈ G.
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Lemma 3.7. An equivariant form is determined by its value at the identity as follows
ωg(y1, . . . , yk) = ρ(g) ◦ ωe(x1, . . . , xn), (3.6)
where yi = (dLg)e(xi). Moreover, the space of equivariant forms is closed under the De Rham
differential d, and also with respect to the differential δ.
Proof. Suppose that ω vanishes at the identity. Taking yi = (dLg)e(xi) one computes:
0 = ρ(g) ◦ ηe(x1, . . . , xk) = (L
∗
gω)e(x1, . . . , xk) = ωg(y1, . . . , yn).
Since the yi are arbitrary, on concludes that ω vanishes. Conversely, it is clear that once ω is
specified at the identity, formula (3.6) provides an equivariant extension. In order to prove that
equivariant forms are preserved by the De Rham differential we compute
L∗g(dω) = d(L
∗
gω) = d(Lρ(g) ◦ ω) = Lρ(g) ◦ dω.
For the last statement, we compute
L∗g(δω) = δ(L
∗
gη) = δ(ρ(g) ◦ ω) = ρ(g) ◦ δω,
where we have used Lemma 3.5 in the last step.
Lemma 3.8. Let ρ : Tg→ End(V ) be a representation. Then:
ρ
(
iAdg x
)
= ρ(g) ◦ ρ(ix) ◦ ρ(g
−1).
Proof. We need to show that the map ρ : Tg−1 → End(V ) is G-equivariant. Since G is connected,
it suffices to show that it is g-equivariant. For this we compute:
ρ(Lyix) = ρ(i[y,x]) = ρ([Ly, ix]) = [ρ(Ly), ρ(ix)] = Lyρ(ix).
Definition 3.9. For each k ≥ 0, we denote by Φ
(k)
V ∈ Ω
k(G,End−k(V )) the unique G-equivariant
form such that
Φ
(k)
V (e)(x1, . . . , xk) = ρ(ix1) ◦ · · · ◦ ρ(ixk).
Since ρ is a representation of Tg, this expression is skew-symmetric.
Lemma 3.10. Let ω be an G-equivariant form and y, x1, . . . , xk be left invariant vector fields on
G. Then
(Lyω)e(x1, . . . xk) = ρ(Ly) ◦ ωe(x1, . . . xk).
Proof. We compute
(Lyω)e(x1, . . . xk) =
d
dt
∣∣∣
t=0
ωexp(ty)(x1, . . . xk)
=
d
dt
∣∣∣
t=0
(L∗exp(ty)ω)e(x1, . . . xk)
=
d
dt
∣∣∣
t=0
ρ(exp(ty)) ◦ ωe(x1, . . . xk)
= ρ(Ly) ◦ ωe(x1, . . . xk).
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Lemma 3.11. For each k ≥ 1 and left invariant vector fields y, x1, . . . , xk on G, the following
equation holds:
k∑
j=1
(−1)j+1Φ
(k)
V (e)([y, xj ], x1, . . . , x̂j, . . . , xk) = ρ(Ly)◦ρ(ix1)◦· · ·◦ρ(ixk )−ρ(ix1)◦· · ·◦ρ(ixk)◦ρ(Ly).
Proof. We argue by induction on k. For k = 1 we have:
Φ
(1)
V (e)([y, x]) = ρ(i[y,x]) = ρ(Ly) ◦ ρ(ix)− ρ(ix) ◦ ρ(Ly).
Let us now assume that it holds for k − 1 and compute:
k∑
j=1
(−1)j+1Φ
(k)
V (e)([y, xj ], x1, . . . , x̂j , . . . , xk)
=
k−1∑
j=1
(−1)j+1Φ
(k)
V (e)([y, xj ], x1, . . . , x̂j , . . . , xk) + (−1)
k+1Φ
(k)
V (e)([y, xk], x1, . . . , xk−1)
=
k−1∑
j=1
(−1)j+1Φ
(k)
V (e)([z, xj ], x1, . . . , x̂j , . . . , xk−1) ◦ ρ(ixk) + Φ
(k)
V (e)(x1, . . . , xk−1, [y, xk])
= ρ(Ly) ◦ ρ(ix1) ◦ · · · ◦ ρ(ixk)− ρ(ix1) ◦ · · · ◦ ρ(ixk−1) ◦ ρ(Ly) ◦ ρ(ixk)
+ρ(ix1) ◦ · · · ◦ ρ(ixk−1) ◦ ρ(Ly) ◦ ρ(ixk)− ρ(ix1) ◦ · · · ◦ ρ(ixk) ◦ ρ(Ly)
= ρ(Ly) ◦ ρ(ix1) ◦ · · · ◦ ρ(ixk)− ρ(ix1) ◦ · · · ◦ ρ(ixk) ◦ ρ(Ly).
Lemma 3.12. The differential forms Φ
(k)
V satisfy
dΦ
(k)
V = (−1)
kδΦ
(k+1)
V .
Proof. Since both sides of the equation are equivariant, it suffices to show that they coincide at the
identity. Let us fix left invariant vector fields x1, . . . xk+1 and compute the right hand side
(δΦ
(k+1)
V )e(x1, . . . xk+1) = δ
(
ρ(ix1) ◦ · · · ◦ ρ(ixk+1)
)
=
k+1∑
i=1
(−1)i+1ρ(ix1) ◦ · · · ◦ ρ(Lxi) ◦ · · · ◦ ρ(ixk+1).
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For the left hand side we use Lemma 3.10 and Lemma 3.11 to compute
(dΦ
(k)
V )e(x1, . . . , xk+1)
=
∑
i<j
(−1)i+j+kΦ
(k)
V (e)([xi, xj ], . . . , x̂i, . . . , x̂j , . . . , xk+1
+
∑
i
(−1)i+k+1(LxiΦ
(k)
V )e(x1, . . . , x̂i, . . . , xk+1)
=
∑
j>1
∑
i<j
(−1)i+j+kΦ
(j−1)
V (e)([xi, xj ], . . . , x̂i, . . . , xj−1) ◦ ρ(ixj+1) ◦ · · · ◦ ρ(ixk+1)
+
∑
i
(−1)i+k+1ρ(Lxi) ◦ ρ(ix1) ◦ · · · ◦ ρ̂(ixi) ◦ · · · ◦ ρ(ixk+1)
=
∑
j>1
(−1)j+k
∑
i<j
(−1)i+1Φ
(j−1)
V (e)([xi, xj], . . . , x̂i, . . . , xj−1) ◦ ρ(ixj+1) ◦ · · · ◦ ρ(ixk+1)
+
∑
i
(−1)i+k+1ρ(Lxi) ◦ ρ(ix1) ◦ · · · ◦ ρ̂(ixi) ◦ · · · ◦ ρ(ixk+1)
=
∑
j>1
(−1)j+k
[
ρ(Lxj) ◦ ρ(ix1) ◦ · · · ρ̂(ixj ) ◦ · · · ◦ ρ(ixk+1)− ρ(ix1) ◦ · · · ◦ ρ(Lxj) ◦ · · · ◦ ρ(ixk+1)
]
+
∑
j
(−1)j+k+1ρ(Lxj ) ◦ ρ(ix1) ◦ · · · ◦ ρ̂(ixj ) ◦ · · · ◦ ρ(ixk+1)
=
∑
j
(−1)j+k+1ρ(ix1) ◦ · · · ◦ ρ(Lxj ) ◦ · · · ◦ ρ(ixk+1)
= (−1)k(δΦ
(k+1)
V )e(x1, . . . xk+1).
Lemma 3.13. Let µ : G×G→ G be the multiplication map and π1, π2 : G×G→ G the projections.
The form Φ
(k)
V satisfies the equation
µ∗Φ
(k)
V =
∑
i+j=k
(−1)ijπ∗1Φ
(i)
V ∧ π
∗
2Φ
(j)
V .
Proof. Let us fix g, h ∈ G and vectors y1, . . . , yi ∈ TgG, yi+1, . . . , yk ∈ ThG. Denote by xl the
vectors in g characterized by (dLg)e(xl) = yl for l ≤ i and (dLh)e(xl) = yl for l > i. We use Lemma
3.8 to compute the left hand side:
(µ∗Φ
(k)
V )(g,h)(y1, . . . , yk)
= Φ
(k)
V (gh)((dRh)g(y1), . . . , (dRh)g(yi), (dLg)h(yi+1), . . . , (dLg)h(yk))
= ρ(gh) ◦ Φ
(k)
V (e)(Adh−1 x1, . . . ,Adh−1 xi, xi+1, . . . , xk)
= ρ(g) ◦ ρ(h) ◦ ρ(iAd
h−1 x1
) ◦ · · · ◦ ρ(iAd
h−1 xi
) ◦ ρ(ixi+1) ◦ · · · ◦ ρ(ixk)
= ρ(g) ◦ ρ(h) ◦ ρ(h−1) ◦ ρ(ix1) ◦ ρ(h) ◦ · · · ◦ ρ(h
−1) ◦ ρ(ixi) ◦ ρ(h) ◦ ρ(ixi+1) ◦ · · · ◦ ρ(ixk)
= Φ
(i)
V (g)(y1, . . . , yi) ◦ Φ
(k−i)
V (h)(yi+1, . . . , yk)
On the other hand, the right hand side is:∑
j+l=k
(−1)jl
(
π∗1Φ
(j)
V ∧ π
∗
2Φ
(l)
V
)
(g,h)
(y1, . . . , yk) = (−1)
i(k−i)
(
π∗1Φ
(j)
V ∧ π
∗
2Φ
(l)
V
)
(g,h)
(y1, . . . , yk)
= Φ
(i)
V (g)(y1, . . . , yi) ◦ Φ
(k−i)
V (h)(yi+1, . . . , yk).
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Definition 3.14. Let G be a Lie group and (V, δ) a finite dimensional cochain complex. A repre-
sentation form is a differential form Φ ∈ Ω•(G,End(V )) such that
• Φ =
∑
k≥0Φ
(k), where Φ(k) ∈ Ωk(G,End−k(V )).
• Φ(0)(e) = idV .
• dΦ(k) = (−1)kδΦ(k+1).
• µ∗Φ(k) =
∑
i+j=k(−1)
ijπ∗1Φ
(i) ∧ π∗2Φ
(j).
Lemma 3.15. Let Φ be a representation form. Then Φ(0) is a representation of G and Φ is
G-equivariant with respect to this action.
Proof. Let us show that Φ(0) : G→ End(V ) is a representation. By hypothesis, Φ(0)(e) = idV . Also
Φ(0)(gh) = µ∗Φ(0)(g, h) = Φ(0)(g) ◦ Φ(0)(h).
Let us now show that the differential form Φ(k) is G-equivariant with respect to this action. Take
y1, . . . , yk ∈ ThG and xi ∈ g with yi = (dLh)e(xi). Then
(µ∗Φ(k))(g,h)(y1, . . . , yk) = Φ
(k)(gh)((dLg)h(y1), . . . , (dLg)h(yk)) = (L
∗
gΦ
(k))h(y1, . . . , yk).
On the other hand
(µ∗Φ(k))(g,h)(y1, . . . , yk) =
∑
i+j=k
(−1)ij
(
π∗1Φ
(i) ∧ π∗2Φ
(j)
)
(g,h)
(y1, . . . , yk)
= Φ(0)(g) ◦Φ(k)(h)(y1, . . . , yk).
Lemma 3.16. Let Φ ∈ Ω•(G,End(V ) be a representation form and denote by µp : G
p → G the
multiplication map. Then:
µ∗pΦ
(k) =
∑
j1+···+jp=k
(−1)
∑p
l=1 jl(jl−1+···+j1)π∗1Φ
(j1) ∧ · · · ∧ π∗pΦ
(jp).
Proof. We argue by induction on p. The case p = 1 is trivial and p = 2 holds by definition. Let us
assume that the statement holds for p− 1. We use the notation
µ˜p−1 : G
p → G, µ˜p−1(g1, . . . , gp) = g2 . . . gp
and compute
µ∗pΦ
(k) = (µ ◦ (id × µp−1))
∗Φ(k) = (id× µp−1)
∗ ◦ µ∗Φ(k)
= (id × µp−1)
∗
 ∑
i+j=k
(−1)ijπ∗1Φ
(i) ∧ π∗2Φ
(j)

=
∑
i+j=k
(−1)ijπ∗1Φ
(i) ∧ µ˜∗p−1Φ
(j)
=
∑
i+j=k
(−1)ijπ∗1Φ
(i) ∧
 ∑
j1+···+jp−1=j
(−1)
∑p−1
l=1 jl(jl−1+···+j1)π∗2Φ
(j1) ∧ · · · ∧ π∗pΦ
(jp−1)

=
∑
j1+···+jp=k
(−1)
∑p
l=1 jl(jl−1+···+j1)π∗1Φ
(j1) ∧ · · · ∧ π∗pΦ
(jp)
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Lemma 3.17. Let Φ,Ψ ∈ Ω•(G,End(V )) be representation forms which coincide in degrees 0 and
1. Then Φ = Ψ.
Proof. For each p ≥ 1 denote by µp : G
p → G the multiplication map. Consider the point
(e, . . . , e) ∈ Gp and vectors xi ∈ g seen as a tangent vector in the ith copy of G. We use Lemma
3.16 to compute:
Φ(e)(x1, . . . , xk) = (µ
∗
pΦ)(e,...,e)(x1, . . . , xk)
= (−1)1+2+···+k−1(π∗1Φ
(1) ∧ · · · ∧ π∗kΦ
(1))(e,...,e)(x1, . . . , xk).
This expression depends only on Φ(1). By symmetry, the corresponding expression for Ψ depends
only on Ψ(1). We conclude that Φ(k)(e) = Ψ(k)(e). Since both forms are G-equivariant, they are
equal.
Proposition 3.18. Let G be a simply connected Lie group and ρ : Tg→ End(V ) a representation.
There is a unique representation form Φρ such that (dΦ
(0)
ρ )e(x) = ρ(Lx) and Φ
(1)
ρ (e)(x) = ρ(ix).
Moreover, this construction is a bijective correspondence between representations of Tg and repre-
sentation forms.
Proof. As before, one defines Φ
(k)
ρ to be the unique equivariant form such that
Φ(k)ρ (x1, . . . , xk) = ρ(ix1) ◦ · · · ◦ ρ(ixk).
By, Lemma 3.12 and Lemma 3.13 we know that Φρ is a representation form. It is clear that the
correspondence is injective. It remains to show that the map is surjective. Let Φ be a representation
form. We can define a representation ρΦ of Tg by
ρΦ(Lx) = (dΦ
(0))e(x), ρΦ(ix) = Φ
(1)(e)(x).
Clearly, ρΦ([Lx, Ly]) = [ρΦ(Lx), ρΦ(Ly)]. To show that δ(ρΦ(ix)) = ρΦ(Lx) we compute:
δ(ρΦ(ix)) = (δΦ
(1))e(x) = (dΦ
(0))e(x) = ρΦ(Lx).
We fix two vectors x, y ∈ g seen as tangent vectors to the first and second copy of G in G × G.
Then we compute
Φ(2)(e)(x, y) =
(
µ∗Φ(2)
)
(e,e)
(x, y) = −
(
π∗1Φ
(1) ∧ π∗2Φ
(1)
)
(e,e)
(x, y)
= Φ(1)(e)(y) ◦ Φ(1)(e)(x) = ρΦ(iy) ◦ ρΦ(ix).
Since the expression is skew-symmetric, one concludes that [ρΦ(ix), ρΦ(iy)] = 0. It only remains to
show that ρΦ(i[x,y]) = [ρΦ(ix), ρΦ(Ly)]. We consider left invariant vector fields x and y on G and
use Lemma 3.10 to compute
(dΦ(1))e(x, y) = Φ
(1)(e)([x, y]) −
(
LxΦ
(1)
)
e
(y) +
(
LyΦ
(1)
)
e
(x)
= Φ(1)(e)([x, y]) − ρΦ(Lx) ◦ ρΦ(iy) + ρΦ(Ly) ◦ ρΦ(ix).
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On the other hand,
(dΦ(1))e(x, y) = −(δΦ
(2))e(x, y)
= −δ(Φ(1)(e)(x) ◦ Φ(1)(e)(y))
= −δ(ρΦ(ix) ◦ ρΦ(iy))
= −ρΦ(Lx) ◦ ρΦ(iy) + ρΦ(ix) ◦ ρΦ(Ly).
We conclude that ρΦ(i[v,w]) = [ρΦ(ix), ρΦ(Ly)]. Lemma 3.17 implies that the representation form
associated to ρΦ is Φ.
Definition 3.19. Given a differential form ω = T ⊗ η ∈ Ω•(G,End(V )) and a simplex σ ∈ C•(G)
we define the integral of ω over σ by ∫
∆k
σ∗ω = T
∫
∆k
σ∗η.
Proposition 3.20. Let Φ ∈ Ω•(G,End(V )) be a differential form with values in End(V ). The map
ρ : C•(G)→ End(V ), ρ(σ) =
∫
∆k
σ∗Φ
is a morphism of differential graded algebras if and only if Φ is a representation form.
Proof. The map ρ is a degree zero map if and only if Φ =
∑
k≥0Φ
(k), where Φ(k) ∈ Ωk(G,End−k(V )).
Also, ρ(1) = 1 if and only if Φ(0)(e) = idV . Let us prove that ρ preserves the product if and only if
µ∗Φ(k) =
∑
i+j=k
(−1)ijπ∗1Φ
(i) ∧ π∗2Φ
(j). (3.7)
Suppose equation (3.7) is satisfied for all k. Then, one computes
ρ(µ ◦ (σ × ν) ◦ χ) =
∫
∆r+s
(µ ◦ (σ × ν) ◦ χ)∗Φ
=
∫
∆r+s
χ∗(σ × ν)∗µ∗Φ
=
∑
i+j=r+s
(−1)ij
∫
∆r+s
χ∗(σ × ν)∗
(
π∗1Φ
(i) ∧ π∗2Φ
(j)
)
=
∑
i+j=r+s
(−1)ij
∫
∆r+s
χ∗
(
π∗1σ
∗Φ(i) ∧ π∗2ν
∗Φ(j)
)
= (−1)rs
∫
∆r+s
χ∗
(
π∗1σ
∗Φ(r) ∧ π∗2ν
∗Φ(s)
)
= (−1)rs
∫
χ(∆r+s)
π∗1σ
∗Φ(r) ∧ π∗2ν
∗Φ(s).
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Therefore
ρ(σ Y ν) =
∑
χ∈Sr,s
(−1)|χ|+rs
∫
χ(∆r+s)
π∗1σ
∗Φ(r) ∧ π∗2ν
∗Φ(s)
= (−1)rs
∫
∆r×∆s
π∗1σ
∗Φ(r) ∧ π∗2ν
∗Φ(s)
=
(∫
∆r
σ∗Φ(r)
)
◦
(∫
∆s
ν∗Φ(s)
)
= ρ(σ) ◦ ρ(ν).
Conversely, suppose that ρ preserves the product. Then
ρ(σ Y ν) =
∑
χ∈Sr,s
∫
χ(∆r+s)
(σ × ν)∗µ∗Φ(r+s)
=
∫
∆r×∆s
(σ × ν)∗µ∗Φ(r+s)
is equal to
ρ(σ) ◦ ρ(ν) =
(∫
∆r
σ∗Φ(r)
)(∫
∆s
ν∗Φ(s)
)
= (−1)rs
∫
∆r×∆s
(σ × ν)∗
(
π∗1Φ
(r) ∧ π∗2Φ
(s)
)
.
Since σ and ν are arbitrary simplices, we conclude that Equation (3.7) holds.
It remains to show that ρ is a morphism of complexes if and only if
dΦ(k) = (−1)kδΦ(k+1). (3.8)
Let us suppose that Equation (3.8) holds and use Stokes’ theorem to compute
ρ(∂σ) =
∫
∂∆k
σ∗Φ(k−1)
= (−1)k−1
∫
∆k
σ∗(dΦ(k−1))
=
∫
∆k
σ∗(δΦ(k))
= δ
(∫
∆k
σ∗Φ(k)
)
= δ(ρ(σ)).
Conversely, if ρ is a morphism of complexes then∫
∆k
(−1)k−1σ∗(dΦ(k−1)) =
∫
∆k
σ∗(δΦ(k)).
Since the simplex σ is arbitrary, this implies Equation (3.8).
Theorem 3.21. Let G be a simply connected Lie group. There is a functor:
I : Rep(Tg)→Mod(C•(G))
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defined as follows. Fix V ∈ Rep(Tg) with associated homomorphism ρ : Tg→ End(V ) and corre-
sponding representation form ΦV . As a complex of vector spaces, I(V ) is equal to V . The module
structure is given by the map
I(ρ) : C•(G)→ End(V ), σ 7→
∫
∆k
σ∗ΦV .
If φ : V → V ′ is a morphism in Rep(Tg), then the same underlying linear map is also a morphism
in Mod(C•(G)).
Proof. Proposition 3.20 implies that I(ρ) is a morphism of algebras. Since the representation I(ρ)
is given by integration of a differential form, it is an object in Mod(C•(G)). It only remains to
show that a morphism φ : V → V ′ in Rep(Tg) is also a morphism in Mod(C•(G)). Let ρ and
ρ′ be the homomorphisms giving V and V ′ the structure of representations of Tg. Consider also
ΦV ∈ Ω(G,End(V )) and ΦV ′ ∈ Ω(G,End(W )) the corresponding representation forms. We want
to show that for all σ ∈ C•(G) and all v ∈ V
φ
(
I(ρ)(σ)(v)
)
= I(ρ′)(σ)(φ(v)).
By the usual Lie theory, the statement is true in case σ is a zero simplex. We claim that
φ
(
Φ
(k)
V (g)(y1, . . . , yk)(v)
)
= Φ
(k)
V ′ (g)(y1, . . . , yk)(φ(v)). (3.9)
In order to prove this we may assume that yi = (dLg)e(xi) and compute
φ
(
Φ
(k)
V (g)(y1, . . . , yk)(v)
)
= φ
(
ρ(g) ◦ Φ
(k)
V (e)(x1, . . . , xk)(v)
)
= φ
(
ρ(g) ◦ ρ(ιx1) ◦ · · · ◦ ρ(ιxk)(v)
)
= ρ′(g) ◦ ρ′(ιx1) ◦ · · · ◦ ρ
′(ιxk)(ϕ(v))
= Φ
(k)
V ′ (g)(y1, . . . , yk)(φ(v)).
We conclude that Equation (3.9) holds. Using this we compute
φ
(
I(ρ)(σ)(v)
)
= φ
(∫
∆k
σ∗ΦV (v)
)
=
∫
∆k
φ(σ∗ΦV (v)) =
∫
∆k
σ∗(φ ◦ ΦV )(v)
=
∫
∆k
σ∗(ΦV ′ ◦ φ(v)) = I(ρ
′)(σ)(φ(v)).
Remark 3.22. The functor I is natural with respect to Lie group homomorphisms. That is, if
f : G→ H is a Lie group homomorphism then the following diagram commutes
Mod(C•(H))
(f∗)∗
//Mod(C•(G))
Rep(Th)
f∗
//
I
OO
Rep(Tg).
I
OO
Example 3.23. Suppose that V is a representation of Tg with corresponding representation form
ΦV . We will fix vectors x1, . . . , xk ∈ g and let σ : ∆k → G be the simplex
σ(t1, . . . , tk) = e
t1x1 · · · etkxk .
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We also set
Ai = ρ(Lxi), Bi = ρ(ixi).
A simple computation shows that
σ∗Φ
(k)
V = B1e
t1A1 · · ·Bke
tkAkdt1 · · · dtk.
It follows that
I(ρ)(σ) =
∫
∆k
σ∗Φ
(k)
V =
∫
∆k
B1e
t1A1 · · ·Bke
tkAkdt1 . . . dtk.
Let us compute ρ(σ) explicitly in the case k = 1
I(ρ)(σ) =
∫ 1
0
BetAdt = B
∑
k≥0
Ak
(k + 1)!
= B
(eA − 1
A
)
.
A slightly longer computation shows that in general
I(ρ)(σ) =
∑
j1,...,jk≥0
B1A
j1
1 · · ·BkA
jk
k
j1! · · · jk!(jk + 1)(jk + jk−1 + 2) · · · (jk + · · ·+ j1 + k)
.
3.3 Rep(Tg) is equivalent to Mod(C•(G))
Here we prove our main result, Theorem 3.27, which states that the functors I and ζ are inverses
to one another.
Lemma 3.24. Let ρ : Tg → End(V ) be a representation with corresponding representation form
ΦV . Given x ∈ g we denote by σ[x] the 1-simplex σ[x](t) = exp(tx). Then
σ[x]∗Φ
(1)
V = exp(tρ(Lx)) ◦ ρ(ix)dt.
Proof. One computes
(
σ[x]∗Φ
(1)
V
)
t
(
∂
∂t
)
= Φ
(1)
V (exp(tx))((dLexp(tx))e(x)) = ρ(exp(tx)) ◦ ρ(ix) = exp(tρ(Lx)) ◦ ρ(ιx).
Lemma 3.25. The functor D is left inverse to I. Indeed,
D ◦I = idRep(Tg).
Proof. Take V ∈ Rep(Tg) with corresponding representation form ΦV . Let ρ, ρ
′ : Tg → End(V )
be the maps that give V and D(I(V )) the structure of representations. We need to prove that
ρ = ρ′. The fact that ρ(Lx) = ρ
′(Lx) is standard. One can use Lemma 3.24 to compute ρ
′(ιx) as
follows
ρ′(ix) =
d
dt
∣∣∣
t=0
ρ(σ[tx]) =
d
dt
∣∣∣
t=0
∫
∆1
σ[tx]∗Φ
(1)
V
=
d
dt
∣∣∣
t=0
∫ 1
0
t exp(stρ(Lx)) ◦ ρ(ix)ds
= ρ(ix).
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Lemma 3.26. The functor D is right inverse to I. Indeed,
I ◦D = idMod(C•(G)).
Proof. Consider a representation ρ : C•(G)→ End(V ) ∈Mod(C•(G)). Theorem A.10 implies that
there exists a differential form Φ ∈ Ω•(G,End(V )) such that
ρ(σ) =
∫
∆k
σ∗Φ.
Lemma 3.20 implies that Φ is a representation form. Let Ψ be the representation form associated
to I(D(V )). Since D(I(D(V ))) = D(V ) we conclude that Φ and Ψ coincide in degrees 0 and 1.
Since both are representation forms, Lemma 3.17 implies that they are equal. We conclude that
I(D(V )) = V .
Putting together Lemma 3.25 and Lemma 3.26 we conclude the following.
Theorem 3.27. Let G be a simply connected Lie group with Lie algebra g. The functors
I : Rep(Tg)→Mod(C•(G))
and
D : Mod(C•(G))→ Rep(Tg)
are equivalences of monoidal categories which are inverses to one another.
3.4 The case where G is not simply connected
So far we have only considered simply connected Lie groups. We will describe a version of Theorem
3.27 in the case of Lie groups that are not necessarily simply connected.
Definition 3.28. Let G be a Lie group with Lie algebra g. The category RepG(Tg) is the full sub-
category of Rep(Tg) that consists of representations ρ : Tg→ End(V ) such that the corresponding
representation of g can be integrated to a representation of G.
Of course, in the case whereG is simply connected, the categoryRepG(Tg) is equal toRep(Tg).
Lemma 3.29. Let G be a connected Lie group with universal cover π : G˜ → G and denote by
ι : Z →֒ G˜ the inclusion of the kernel of π. The pull-back functor
(π∗)
∗ : Mod(C•(G))→Mod(C•(G˜))
is fully faithful and identifies the category Mod(C•(G)) with the subcategory of Mod(C•(G˜)) that
consists of modules V such that (ι∗)
∗(V ) is trivial.
Proof. Let us first show that the the functor (π∗)
∗ is fully faithful. Take representations ρ : C•(G)→
End(V ) and ρ′ : C•(G) → End(V ′)). We need to show that a linear map φ : V → V ′ commutes
with the action of C•(G) if an only if it commutes with the action of C•(G˜). One direction follows
from the functoriality. For the other direction, suppose that φ : V →W commutes with the action
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of C•(G˜). Consider a simplex σ : ∆k → G. Since ∆k is simply connected and π is a covering map,
there is a simplex σ˜ : ∆k → G˜ such that π ◦ σ˜ = σ. Then
ρ′(σ)(φ(v)) = ρ′(π ◦ σ˜)(φ(v)) = (π∗ρ′)(σ˜)(φ(v)) = φ((π∗ρ)(σ˜)(v))
= φ(ρ(π ◦ σ˜)(v)) = φ(ρ(σ)(v)).
Since σ is arbitrary, we conclude that φ commutes with the action of C•(G). It remains to compute
the image of (π∗)
∗. Clearly, a representation of the form π∗ρ vanishes on C•(Z).
Conversely, suppose that ρ˜ : C•(G˜)→ End(V ) is such that ι∗ρ is trivial. We need to show that
ρ˜ = π∗ρ. We define ρ : C•(G)→ End(V ) by
ρ(σ) = ρ˜(σ˜),
where σ˜ is any lift of σ. If σ˜′ is a different lift of σ then there exists g ∈ Z such that σ˜′ = σ˜g and
therefore
ρ˜(σ˜′) = ρ˜(σ˜) ◦ ρ˜(g) = ρ˜(σ˜).
We conclude that ρ is well defined. One immediately checks that ρ is a representation and, by
construction, π∗ρ = ρ˜.
Theorem 3.30. Let G be a connected Lie group with Lie algebra g. The functor D : Mod(C•(G))→
RepG(Tg) is an equivalence of categories.
Proof. By Theorem 3.27 we know that
D˜ :Mod(C•(G˜))→ Rep(Tg)
is an isomorphism of categories. By naturality of the construction we know that
D˜ ◦ (π∗)
∗ = D.
Since both D˜ and π∗ are fully faithful, so is D. Let us show that D is essentially surjective. Take
V in RepG(Tg). We know that there exists W ∈ Mod(C•(G˜)) such that D˜(W ) = V . Since the
representation of g associated to V can be integrated to G we know that (ι∗)
∗(W ) is trivial. This
implies that W = (π∗)
∗(W ′). Therefore V = D(W ′).
4 The left adjoint to the forgetful functor
There is a forgetful functor
F : Rep(Tg)→ Rep(g)
which is the restriction along the inclusion ι : g →֒ Tg. This forgetful functor admits a left adjoint
U : Rep(g) → Rep(Tg) defined as follows. Given a representation V of g, U(V ) is the cochain
complex C•(g, V ) with action of Tg given by
ρ(Lx)(x1 ∧ · · · ∧ xk ⊗ v) =
k∑
i=1
x1 ∧ · · · ∧ [x, xi] ∧ · · · xk ⊗ v + x1 ∧ · · · ∧ xk ⊗ ρ(x)(v),
and
ρ(ix)(x1 ∧ · · · ∧ xk ⊗ v) = x ∧ x1 ∧ · · · ∧ xk ⊗ v.
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Proposition 4.1. The functor U : Rep(g)→ Rep(Tg) is left adjoint to F : Rep(Tg)→ Rep(g).
Moreover, U is faithful.
Proof. It is obvious that ρ([Lx, Ly]) = [ρ(Lx), ρ(Ly)] and that [ρ(ix), ρ(iy)] = 0. To show that
[ρ(Lx), ρ(iy)] = ρ(i[x,y]) one computes
[ρ(Lx), ρ(iy)](x1 ∧ · · · ∧ xk ⊗ v)
= ρ(Lx) ◦ ρ(iy)(x1 ∧ · · · ∧ xk ⊗ v)− ρ(iy) ◦ ρ(Lx)(x1 ∧ · · · ∧ xk ⊗ v)
= ρ(Lx)(y ∧ x1 ∧ · · · ∧ xk ⊗ v)−
k∑
i=1
y ∧ x1 ∧ · · · ∧ [x, xi] ∧ . . . xk ⊗ v
−y ∧ x1 ∧ · · · ∧ xk ∧ ρ(x)(v)
= [x, y] ∧ x1 ∧ · · · ∧ xk ⊗ v +
k∑
i=1
y ∧ x1 ∧ · · · ∧ [x, xi] ∧ . . . xk ⊗ v
+y ∧ x1 ∧ · · · ∧ xk ∧ ρ(x)(v) −
k∑
i=1
y ∧ x1 ∧ · · · ∧ [x, xi] ∧ . . . xk ⊗ v
−y ∧ x1 ∧ · · · ∧ xk ∧ ρ(x)(v)
= ρ(ι[x,y])x1 ∧ · · · ∧ xk ⊗ v.
Let us show that δ(ρ(ix)) = ρ(Lx) by computing
δ(ρ(ix))(x1 ∧ · · · ∧ xk ⊗ v)
= δ(x ∧ x1 ∧ · · · ∧ xk ⊗ v) + x ∧ δ(x1 ∧ · · · ∧ xk ⊗ v)
=
∑
i<i
(−1)i+j+1[xi, xj ] ∧ x ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ . . . xk ⊗ v
+
k∑
i=1
(−1)i+1[x, xi] ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xk ⊗ v + x1 ∧ · · · ∧ xk ⊗ ρ(x)(v)
+
∑
i
(−1)ix ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xk ⊗ ρ(xi)(v)
+
∑
i<i
(−1)i+j+1x ∧ [xi, xj ] ∧ · · · ∧ x̂i ∧ · · · ∧ x̂j ∧ . . . xk ⊗ v
+
∑
i
(−1)i+1x ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xk ⊗ ρ(xi)(v)
=
k∑
i=1
x1 ∧ · · · ∧ [x, xi] ∧ · · · ∧ xk ⊗ v + x1 ∧ · · · ∧ xk ⊗ ρ(x)(v)
= ρ(Lx)(x1 ∧ · · · ∧ xk ⊗ v).
It is clear that U is faithful. Let us see that it is left adjoint to F . There is a natural map
HomRep(g)(K(V ), V
′)→ HomRep(Tg)(V, F (V
′)),
that sends φ to φ0, its restriction to C0(g, V ) = V . This map is injective, since
φ(x1 ∧ · · · ∧ xk ⊗ v) = φ(ix1 ◦ · · · ◦ ixk(v) = ix1 ◦ · · · ◦ ixk(φ0(v)). (4.1)
Equation (4.1) also provides a way to extend any g equivariant map from V to F (V ′) to a Tg map
from U(V ) to V ′.
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Remark 4.2. Let us denote by Rep0(g) the full subcategory of Rep(g) which consists of vector
spaces concentrated in degree zero. The restriction of U to Rep0(g) is fully faithful.
The relationship between the functors we have discussed and the standard functors in Lie theory
is described in the following commutative diagram
Rep(G)
Lie
// Rep(g)
Lie−1
// Rep(G)
Mod(C•(G))
D
//
F
OO
Rep(Tg)
F
OO
I
//Mod(C•(G))
F
OO
Rep(G)
U
OO
Lie
// Rep(g)
U
OO
Lie−1
// Rep(G).
U
OO
There is also a functor
E : Rep(g)→ Rep(Tg)
which sends V to CE(g, V ), which is a Tg module with structure given by
Lx(ξ ⊗ v) = Lxξ ⊗ v + ξ ⊗ Lxv, ιx(ξ ⊗ v) = ιxξ ⊗ v.
Clearly, [Lx, Ly] = L[x,y] and [ix, iy] = 0. Let us show that [Lx, iy] = i[x,y]. We compute
[Lx, iy](ξ ⊗ v) = Lx(iyξ ⊗ v)− iy(Lxξ ⊗ v + ξ ⊗ Lxv)
= Lxiyξ ⊗ v + iyξ ⊗ Lxv − iyLxξ ⊗ v − ιyξ ⊗ Lxv
= ι[x,w](ξ ⊗ v).
It remains to show that [δ, ix] = Lx. Since both operators are derivations with respect to the
CE(g)-module structure, it suffices to check the identity for |ξ| ∈ {0, 1}. For v in V we compute
[δ, ix](v) = ix(δ(v)) = Lx(v).
Finally, for ξ ∈ CE1(g) we compute
[∂, ix](ξ ⊗ v)(y) = ∂(ixξ ⊗ v)(y) + ix(δ(ξ ⊗ v))(y)
= ξ(x)Lyv − δ(ξ ⊗ v)(x, y)
= ξ(x)Lyv − ξ([x, y]) ⊗ v − ξ(x)Lyv + ξ(y)Lxv
= Lx(ξ ⊗ v)(y).
Remark 4.3. The restriction of E to Rep0(g) is fully faithful.
The relationship between the present constructions and the standard functors in Lie theory is
described in the following commutative diagram
Rep(G)
Lie
// Rep(g)
Lie−1
// Rep(G)
Mod(C•(G))
D
//
F
OO
Rep(Tg)
F
OO
I
//Mod(C•(G))
F
OO
Rep(G)
E
OO
Lie
// Rep(g)
E
OO
Lie−1
// Rep(G).
E
OO
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A Synthetic geometry and the image of the De Rham map
We will adapt results from [12] to characterize those singular cochains on M that are given by
integration of differential forms.
Definition A.1. Let M be a manifold. The vector space Ck (M) is the real vector space generated
by smooth maps:
θ : Ik →M.
The vector space Ck

(M) is the vector space dual to Ck (M). For each i = 1, . . . , k and a = 0, 1
there is a map
δai : I
k−1 → Ik, (t1, . . . , tk−1) = (t1, . . . , ti−1, a, ti, . . . , tk−1).
The linear map
δ : Ck−1

(M)→ Ck(M), δ =
k∑
i=1
(−1)i
(
(δ0i )
∗ − (δ1i )
∗
)
satisfies δ2 = 0. The cubical complex of M is the cochain complex (C•

(M), δ).
For each k ≥ 1, i = 1, . . . , k, and s ∈ [0, 1] we define maps:
αi(s) : I
k → Ik, (t1, . . . , tk) 7→ (t1, . . . , sti, . . . , tk)
and
βi(s) : I
k → Ik, (t1, . . . , tk) 7→ (t1, . . . , (1 − s)− sti, . . . , tk)
Definition A.2. We say that a cubical cochain c ∈ Ck

(M) is subdivision invariant if it satisfies
c(θ) = c(θ ◦ αi(s)) + c(θ ◦ βi(1− s))
for all θ : Ik →M , i = 1, . . . , k, and all s ∈ [0, 1].
Definition A.3. A cubical cochain c ∈ Ck

(M) is called alternating if for any permutation χ ∈ Sk
and any θ : Ik →M , one has:
c(θ ◦ χ∗) = sgn(χ)c(θ),
where χ∗ : I
k → Ik is the map (t1, . . . , tk) 7→ (tχ(1), . . . , tχ(k)).
The following result from [12] characterizes those cubical cochains which are given by integration
of a differential form.
Theorem A.4 (Theorem 3.4.4 of [12]). Let c ∈ Ck

(M) be a cubical cochain which is alternating
and subdivision invariant. There exists a unique differential form ω ∈ Ωk(M) such that:
c(θ) =
∫
Ik
θ∗ω,
for all maps θ : Ik →M . Moreover, this integration map is a bijection between the set of differential
k-forms on M and the set of alternating, subdivision invariant cubical cochains.
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There is a natural map τ : Ck(M)→ Ck

(M) given by:
τ(c)(θ) =
∑
χ∈Sk
sgn(χ)c(θ ◦ χ∗),
with χ∗ : ∆k → I
k as before.
Recall that a finite simplicial complex is a finite set X together with a subset S ⊆ P(X) of
simplices that satisfies:
• If s ∈ S then any subset of s is also in S.
• If s and s′ are in S then s ∩ s′ ∈ S.
There is a functor ∆: FSets→ Top from the category of finite sets to the category of topological
spaces given by
∆(y) =
{∑
y∈y
tyy | ty ≥ 0,
∑
y∈y
ty = 1
}
.
Clearly ∆(y) is isomorphic to a simplex of dimension d = |y|. The geometric realization of a finite
simplicial complex X is the topological space
|X| =
∐
s∈S
∆(s)/∼,
where ∼ is the equivalence relation generated by the condition that if ι : s′ →֒ s is an inclusion then
∆(ι)(x) ∼ x.
A triangulation of a manifold is a simplicial complex X together with a homeomorpohism f : |X| →
M . There is a natural projection map π :
∐
s∈S ∆(s)→ |X|. A k-simplex of the triangulation f is
a map π∗f : ∆(s) → M where s ∈ S is a simplex with k + 1 elements. We will denote by ∆k(f)
the set of all simplices of the triangulation. We say that a triangulation is smooth if each of its
simplices is a smooth map. We are interested in the special case where M = Ik. In this case we
say that a triangulation is affine if each of the simplices of the triangulation is an affine map. We
will assume that the set X is totally ordered so that each of the spaces ∆(s) comes with a natural
orientation.
Definition A.5. Let M be a manifold and c ∈ C•(M) a singular cochain . We will say that c is
subdivision invariant if for any affine triangulation f : |X| → Ik of the cube and any smooth map
θ : Ik →M , it satisfies
τ(c)(θ) =
∑
σ∈∆k(f)
sgn(σ)c(θ ◦ σ),
where sgn(σ) is plus or minus one depending on whether σ preserves or reverses the orientation.
Lemma A.6. Let c ∈ Ck(M) be a singular cochain in M which is subdivision invariant. Then
τ(a) ∈ Ck

(M) is also subdivision invariant.
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Proof. Fix a map θ : Ik →M . We need to prove that:
τ(c)(θ) = τ(c)(θ ◦ αi(s)) + τ(c)(θ ◦ βi(1− s)).
Let us fix a triangulation f : |X| → Ik of the cube that restricts to triangulations f̂ of Ii−1× [0, s]×
Ik−i and f˜ of Ii−1 × [s, 1]× Ik−i. Then
τ(c)(θ) =
∑
σ∈∆k(f)
sgn(σ)c(σ)
=
∑
σ∈∆k(f̂)
sgn(σ)c(σ) +
∑
σ∈∆k(f˜)
sgn(σ)c(σ)
= τ(c)(θ ◦ αi(s)) + τ(c)(θ ◦ βi(1− s)).
Definition A.7. A singular cochain c ∈ Ck(M) is alternating if τ(c) is alternating in Ck

(M).
Definition A.8. For each k ≥ 1 we define a map:
Pk : I
k → ∆k, (t1, . . . , tk) 7→ (y1, . . . , yk),
where
yi = max(ti, . . . , tk).
Lemma A.9. Let ι : ∆k → I
k be the inclusion map. Then
Pk ◦ ι = id∆k .
Moreover, given any permutation χ ∈ Sk which is different from the identity, the image of the map
Pk ◦ σχ lies on the boundary of ∆k.
Proof. Clearly,
Pk(ι(t1, . . . , tk)) = (t1, . . . , tk).
On the other hand, if χ is different from the identity then any point in the image of Pk ◦ σχ will
have at least two coordinates which are equal.
Theorem A.10. Let c ∈ Ck(M) be a singular cochain which is alternating and subdivision invari-
ant and vanishes on thin simplices. Then, there exists a unique differential form ω ∈ Ωk(M) such
that:
c(σ) =
∫
∆k
σ∗ω,
for all simplices σ : ∆k →M .
Proof. By Lemma A.6 we know that τ(c) is subdivision invariant. Since τ(c) is alternating, Theorem
A.4 implies that there is a differential form ω ∈ Ωk(M) such that
τ(a)(θ) =
∫
Ik
θ∗ω,
for all θ : Ik →M . We claim that for any σ : ∆k →M one has:
c(σ) =
∫
∆k
σ∗ω.
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Set θ = σ ◦ Pk. Then∫
Ik
θ∗ω =
∑
χ∈Sk
∫
∆k
sgn(χ)(θ ◦ σχ)
∗ω =
∑
χ∈Sk
∫
∆k
sgn(χ)(σ ◦ Pk ◦ σχ)
∗ω =
∫
∆k
σ∗ω.
Where, we have used Lemma A.9 to conclude that only the integral associated to the identity is
nonzero, because all other simplices are thin. On the other hand,∫
Ik
θ∗ω = τ(c)(θ) =
∑
χ∈Sk
sgn(χ)c(σ ◦ Pk ◦ σχ) = c(σ).
Where, again, we have used Lemma A.9 and the fact that c vanishes on thin simplices to conclude
that only the integral associated to the identity is nonzero. This shows that c is given by integrating
ω as required. The uniqueness of ω is clear.
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