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Abstract 
Nanomaterials have been the hot topic of research interest over the past two 
decades, due to their potential applications in optoelectronic devices (nanophotonics, 
solar energy conversion, energy storage, opto-electronics), biomedicine (sensors, 
labelling) and chemical synthesis (catalysis). The ability to control and manipulate 
the physical and chemical properties of nanomaterials is one of the ongoing 
challenges in materials research. The properties of nanoscale materials are strongly 
related to their geometrical and structural parameters: size, shape and phase. 
Therefore, the main theme of this thesis is to develop synthesis methods to control 
the size, shape and phases of nanocrystals, understand the crystal formation 
mechanism, and investigate their structure-property relationships in a couple of 
applications. 
First, short organic multidentate ligands, such as tris(hydroxymethyl)-
aminomethane (THMA) were introduced to stabilize ZnO surfaces and produce 
magic-sized  particles around 1.7 nm. This method provided a solution to a long 
standing issue of stabilizing nanoparticles without contamination by long-chain 
organic surfactant. ZnO nanocrystals with different shapes were also synthesized 
from zinc salt and benzylamine in a non-aqueous solution, where the shape and 
phase were controlled by tuning reaction conditions. ZnO nanocrystals with cone-
shaped, rod-shaped, and plate-shaped morphologies were obtained, with the 
dominant exposed plane determined as { 1011 }, { 1010 } and {0001} facets, 
respectively. First-principles calculations indicated that the surface energy of reactive 
{1011} facet is higher than those of {1010} and {0001} facets, which contributes to 
the superior properties observed in photocatalytic and photovoltaic applications when 
the higher reactivity facet was prevalent. Another contribution to the enhanced 
efficiency of ZnO nanocone-based solar cells was also identified, which arose from 
the passivation of O-terminated surfaces. This passivation could ameliorate the dye 
aggregation that is known to occur during the dye-absorption process. 
Ternary CuInS2 nanocrystals with zinc-blende and wurtzite structures were 
prepared by a wet-chemical method with the assistance of solvents that possess 
different coordination abilities. Phase selectivity in synthesis was found to be related 
  iii 
to the interaction between metal ions and solvents, whereby weak-coordinating 
solvents gave zinc-blende structure with this system, while strong-coordinating 
solvents produced the wurtzite phase. This synthetic method was extended to 
synthesis of two other useful materials: Cu2SnS3 and Cu2ZnSnS4. 
Furthermore, different ZnO nanomaterial forms and structures were tested in 
gas sensing studies. The surfaces of ZnO nanowires were functionalized by organic 
molecules to enhance the nanowire’s gas sensing properties. Porous ZnO 
nanostructures were used as gas sensing materials for the detection of gases NO2 and 
ethanol, with satisfactory gas response observed. The gas sensitivity of ZnO 
nanoflowers was examined, where it was proposed that the good response to NO2 gas 
observed for these structures was likely to be due to the large surface area and levels 
of oxygen vacancies on ZnO surfaces. 
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Chapter 1: INTRODUCTION AND 
LITERATURE REVIEW 
1.1 INTRODUCTION 
Nanomaterials are of great interest to the research community and their 
exploitation is considered to promise a revolution in material science with potential 
for applications in electronics, catalysts, biomedicines, and solar energy conversion. 
Nanomaterials have become an inescapable part of our daily lives. For example, 
nanoparticles of zinc oxide are used as UV light absorbers in sunscreens and 
nanocrystalline titanium oxide thin films have been doped in the surface of glass, 
giving the glass self-cleaning properties. 
The word “nano” is derived from a Greek prefix, which means dwarf or 
something very small and depicts one billionth (10-9) of a unit in science. 
Nanomaterials are often found to have special physical and chemical properties 
distinct from bulk or microscale materials, such as enhanced mechanical strength, a 
tunable electronic band gap, and enhanced catalytic reactivity. 
Modern research advances in nanomaterials emerged in the latter half of the 
20th century, which was founded on traditional scientific subjects in conjunction with 
modern advanced characterization technologies. Therefore, nanomaterial research is 
an interdisciplinary field that involves physics, chemistry, engineering, and material 
science and deals with the creation, understanding, and the utilisation of nanoscale 
materials. As with the disciplines of physics or chemistry, the research of 
nanoscience and materials can be divided into three sub-disciplines, based on the 
details of the research activities, that is, experimental, theoretical and computational. 
The theoretical and computational research can help explain new phenomena in 
nanomaterials, predict the properties of new materials, and can guide the design of 
new materials with desirable properties. Experimental activities in nanomaterials 
include the synthesis, characterization and application tests of nanomaterials. 
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As the starting point of materials-research, controllable synthesis of 
nanomaterials is particularly important because the physical and chemical properties 
of materials are strongly correlated with the crystal parameters such as size, 
shape/facets and phase structures. This thesis investigates the synthesis and 
applications of semiconductor nanocrystals with controllable size, shape, and phases. 
1.2 NANOTECHNOLOGY AND NANOMATERIALS 
1.2.1 Historical Development 
Although nanomaterials have only attracted a worldwide interest in the last few 
decades, they have actually been used for centuries. Gold nanoparticles, for example, 
were used by the Romans to make the Lycurgus Cup from around the fourth century 
(AD). One interesting fact about this cup is that it appears green in reflected light or 
daylight, but changes red when light is shone into the cup and transmitted through 
the glass (Figure 1).1 This is due to the unique optical properties of gold 
nanoparticles doped in the glass. Another example is the Damascus steel swords 
which were made between AD300 and AD1700 in the Middle East. They are known 
for their impressive strength, shatter resistance and exceptionality sharp cutting edge. 
Recently, colonies of wire- and tube-like particles with diameters of 40-50 nm were 
observed in these steel blades by transmission electron microscopy technique.2 It was 
suggested the cutting edge qualities could be related with these nanostructures. Apart 
from man-made nanomaterials, perhaps the best examples of nanomaterials come 
from nature. Over millions of years, numerous nanomaterials have been fabricated 
naturally through the process of evolution. For example, diatomite is a loose 
sedimentary rock formed from the remains of diatoms, which grew and were 
deposited in seas or lakes. Due to its unique nano/microstructure, diatomite has been 
used in various applications such as water treatment, catalysis, architecture, etc. 
The significance of nanotechnology was not taken seriously until the classic 
lecture titled “There’s plenty of room at the bottom” given by Richard Feynman in 
1959, at the annual meeting of the American Physical Society.3 Feynman pointed out 
there was a real possibility to design materials by manipulating individual atoms, as 
it would not violate any physical laws. Ultimately, it might even be possible to 
synthesize any chemical substance that the chemist writes down by arranging atoms 
physically. The term “nanotechnology” was used first time by Norio Taniguchi in 
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1974 at the International Conference on Precision Engineering (ICPE).4 It was 
defined as production technology to get extra high accuracy and ultra fine 
dimensions, i.e., preciseness and fineness on the order of 1 nanometer in length. 
  
Figure 1. Famous 4th century Roman cup, which appears green colour when illustrated from outside 
(a) and red when illustrated from inside (b).1 
In the 1980s, the field of nanotechnology was further popularized by Eric 
Drexler’s book “Engines of Creation: The Coming Era of Nanotechnology”, which 
described the idea of building nanoscale materials with atomic control.5 Meanwhile, 
the scanning tunneling microscope (STM) was developed by Gerd Binning and 
Heinrich Rohrer at IBM Zurich Research Laboratory, which allowed scientists to 
view individual atoms on a surface. 
1.2.2 Size Effect and Beyond 
To some extent, nanoscience and technology is considered as a discipline about 
the size of matter. On the nanoscale, materials often show different properties to 
those of bulk materials, these may be optical, electronic, magnetic properties or 
chemical reactivity for instance. In contrast with bulk materials, nanosized materials 
contain only a few thousand atoms within each grain with a large percentage of low-
coordinated atoms on the surface. As the particle size decreases, there is a significant 
increase in the number of active atoms (such as Au) on the surface and the surface 
area (Table 1).6, 7 As a result, a greater amount of the material can contact with 
surrounding materials, affecting the reactivity. 
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Table 1. Comparison of the percentage of surface atoms for Au nanoparticles.6, 7 
Particulate radius (nm) Total # of atoms % surface atoms 
0.65 79 76 
0.71 116 67 
0.81 140 69 
0.87 201 64 
0.98 225 62 
1.1 309 52 
1.2 459 51 
1.4 807 43 
1.5 976 40 
1.6 1,289 37 
2.0 2,406 31 
2.2 2,951 30 
2.4 4,033 27 
2.6 4,794 26 
2.8 6,266 23 
 
By controlling the size of nanoparticles, their fundamental properties (such as 
optical properties, melting point and hardness) can be tuned without a change in 
chemical composition. For example, it has been revealed that the electronic band gap 
of a crystal is increased as the crystal-size is reduced. As shown in Figure 2, the 
photoluminescence property of CuInS2/ZnS core/shell quantum dots can be simply 
tuned in the range of visible to IR by controlling the particle’s size.8, 9 
 
Figure 2. Photoluminescence properties of CuInS2/ZnS core/shell NCs (reproduced with permission 
from ref. 9, copyright 2009, American Chemical Society). 
Besides particle sizes, the shapes and thereby the exposed crystal facets of 
nanocrystals also have significant effects on their optoelectronic and chemical 
properties. Therefore nanocrystal shapes could be exploited to tune their performance 
for use in certain applications. As shown in Figure 3, Pd nanocrystals with controlled 
shapes were synthesized and used as catalysts for the oxidation of formic acid, where 
cubic Pd nanocrystals exhibited the best performance. This is explained to be closely 
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related with the surface energy of exposed crystal facets in each type of Pd 
nanocrystal.10 
 
Figure 3. Illustration of Pd nanocrystals with different shapes and exposed facets, resulting in 
different activity for the reaction of formic acid oxidation (reproduced with permission from ref. 10, 
copyright 2012, American Chemical Society). 
Recently, it was found that properties of nanocrystals not only depend on their 
sizes and shapes, but can also be determined by surface modification. For instance, 
ammonium thiocyanate (NH4SCN) was introduced to exchange the long, insulating 
ligands used in the synthesis of a variety of semiconductor and metallic 
nanocrystals.11 It was demonstrated that the short, thiocyanate ligand significantly 
enhanced the electronic coupling between nanocrystals. The conductivity of a PbTe 
nanocrystal film was increased by 1013 after the treatment of NH4SCN, generating a 
Hall effect mobility of 2.8  0.7 cm2∙V-1∙s-1.11 Similarly, metal-free inorganic ions 
such as S2- and HS- have been used to replace organic capping ligands in the 
synthesis of colloidal nanocrystals.12 The use of inorganic ligands was demonstrated 
to facilitate the charge transport between individual nanocrystals. Figure 4 illustrates 
the process of substitution of organic for atomic ligands to passivate the surface of 
PbS quantum dots. Time-resolved infrared spectroscopy and transient device 
Ph.D. Thesis – Queensland University of Technology – Chemistry                                                            J. Chang 
 
6  
characterization indicate that atomic passivation using halide anions leads to a 
shallower trap state distribution than organic ligands, with the result that up to 6% 
AM1.5G solar power-conversion efficiency been achieved for fabricated solar 
cells.13 
 
Figure 4. PbS QD surfaces are initially capped with oleic acid (OA). Then, a cadmium complex (Cd-
TDPA) was introduced to passivate the exposed S2- anions on PbS QD surfaces (S1). Br- ions were 
later introduced to cap the surface cations (S2), forming all-inorganic, and halide anion-passivated 
PbS QDs (reproduced with permission from ref. 13, copyright 2011, Nature Publishing Group). 
1.2.3 Classification of Nanomaterials 
Although there are a number of ways to classify nanomaterials (e.g. 
composition, morphology, and dimensionality), the common way is to identify them 
according to their dimensions. As shown in Figure 5, nanomaterials can be classified 
as (1) zero-dimensional (0-D), (2) one-dimensional (1-D), (3) two-dimensional (2-D), 
and (4) three-dimensional (3-D). In light of the definition of nanomaterials, 0-D 
nanomaterials are materials wherein all the dimensions are confined to the nanoscale, 
i.e., no dimensions are larger than 100 nm. They are commonly named as 
nanoparticles or quantum dots if the particles are sufficiently small and quantum 
effects are observed. 1-D nanomaterials, however, have two dimensions at the 
nanoscale and no confinement along another dimension of the materials. They 
include a number of types (e.g. nanowires, nanopores/nanotubes, nanorods, 
nanofibres, etc) according to their morphologies. 2-D nanomaterials are materials in 
which two of the dimensions are not confined to the nanoscale. Therefore, they often 
exhibit plate-like morphologies, such as nanofilms, nanosheets and nanodisks. 3-D 
nanomaterials are also known as bulk nanomaterials. They are classified as 
nanomaterials because they possess nanocrystalline structure or involve the presence 
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of features at the nanoscale although they are not confined to the nanoscale in any 
dimension. In most cases, they are assembled by 0-D, 1-D or 2-D nanomaterials as 
building blocks. 
 
 
1.2.4 Synthesis Approaches and Characterization Techniques 
The synthesis and fabrication of nanomaterials has attracted great attention 
since the emergence of the nanotechnology field. According to the state of the 
reaction medium, synthetic routes can be divided into vapour-phase, liquid-phase and 
solid-phase methods. Techniques such as physical vapour deposition (PVD),14 
chemical vapour deposition (CVD),15, 16 magnetron sputtering,17 and laser ablation18 
are often used to synthesize nanomaterials using the gaseous state of matter for the 
starting materials. For liquid-phase routes, techniques such as sol-gel, hydrothermal/ 
solvothermal, hot-injection, and electrochemical synthesis are often used. For solid-
phase routes, high-energy ball milling, equichannel angular extrusion, and 
lithography techniques are commonly involved. 
According to the general fabrication strategy, the synthesis routes can be 
divided into “top-down” and “bottom-up” approaches. For the top-down approach, 
bulk materials are physically smashed or etched to yield nanoscale materials. All the 
0-D 
1-D
2-D
3-D
Nanoparticles, quantum dots 
          Nanowires, nanofibres 
                      Nanosheets 
Bulk materials 
Figure 5. Classification of nanomaterials based on dimensionality. 
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techniques for solid-phase routes belong to this category. For the bottom-up 
approach, nanomaterials are built up from individual atoms, molecules, and clusters 
or self-assembled by nanostructures. All the vapour-phase and liquid-phase routes 
fall into this category. Usually, using top-down approaches (such as the ball milling 
technique or photolithography) it is difficult to fabricate very fine nanostructures. 
However, their advantage is that these techniques can fabricate large scales of 
material at one time. In the contrast with these approaches, a bottom-up approach can 
controllably synthesize very small nanoparticles with narrow size distributions, but 
with the drawback that there is difficulty in scale-up. Both approaches are therefore 
complementary and should be chosen according to particular requirements. 
 
 
A large number of characterization techniques have been developed to 
investigate the properties of nanomaterials. According to different analysis purpose, 
characterization techniques can be generally divided into three categories: bulk 
characterization, morphology characterization and surface characterization (Scheme 
1). Bulk characterization methods are those applied to characterise as-prepared 
materials such as nanocrystals, amorphous solids, etc. These methods include X-ray 
diffraction (XRD), Brunauer-Emmett-Teller (BET) surface area analysis, solid-state 
Characterization Techniques 
Bulk 
Characterization 
Morphology 
Characterization 
Surface 
Characterization 
- X-ray diffraction 
- BET surface area
- Solid-state NMR 
- Dynamic light   
  Scattering 
- UV-vis 
- IR, Raman 
- Mossbauer  
  spectroscopy 
- Scanning   
  electron  
microscopy  
- Transmission  
electron  
microscopy  
 
- X-ray   
  photoelectron  
spectroscopy 
- X-ray absorption  
  spectroscopy 
- Scanning probe  
  microscopy 
 
Scheme 1.Characterization techniques for nanomaterials. 
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nuclear magnetic resonance (NMR), dynamic light scattering (DLS), UV-vis, IR, 
Raman, and Mossbauer spectroscopy, which determine the phase, surface area, 
particle size, optical absorption spectra, etc. Electron microscopy techniques such as 
scanning electron microscopy (SEM) and transmission electron microscopy (TEM) 
are normally used to investigate the morphology and microstructure of nanomaterials. 
Other techniques such as X-ray photoelectron spectroscopy (XPS), X-ray absorption 
spectroscopy (XAS) and scanning probe microscopy (SPM) can characterize the 
surface properties (e.g. oxidation state of surface atoms, surface image) of materials. 
1.3 SEMICONDUCTOR MATERIALS 
1.3.1 Types and Properties of Semiconductors 
A semiconductor is a material which has electrical conductivity intermediate 
between conductors and insulators. Unlike metals, semiconductors possess an energy 
gap between the valence and conduction band. When energy (such as light or heat) is 
absorbed by semiconductors, electrons will be excited from the valence band to the 
conduction band, resulting in holes in the valence band. If the band gap is large, 
materials cannot conduct electricity, and these are classified as insulators (Figure 
6).19 Typically, the band gap of a semiconductor is between 1 eV to 4 eV. Figure 7 
shows the band position of several semiconductors in contact with aqueous 
electrolyte.20 
 
Figure 6. Diagram illustration of the energy band levels of an insulator, a semiconductor, and a 
conductor. 
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Figure 7. Band positions of several semiconductors in contact with aqueous electrolyte at pH 1 
(reproduced with permission from ref. 20, copyright 2001, Nature Publishing Group). 
There are a number of ways to classify semiconductor materials. Based on 
material properties, they can be divided into organic semiconductors and inorganic 
semiconductors. Most semiconductors are inorganic crystalline solids, however, 
organic semiconductors have attracted attention in recent years.21 According to 
composition, semiconductor materials can be classified into elemental and compound 
semiconductors. Elemental semiconductors are semiconductors that are made out of 
a single element, such as silicon and germanium. Compound semiconductors are 
made out of two or more elements, examples include SiC, GaN and ZnO. Another 
popular classification is based on whether the semiconductor is pure or not, i.e., 
intrinsic or extrinsic semiconductors, respectively. Intrinsic semiconductors are 
chemically pure and they contain nothing but semiconductive materials. On the other 
hand, extrinsic semiconductors have impurities. The addition of other atoms is called 
“doping”, which can alter the electronic behaviour of the material. Depending on the 
type of doping, extrinsic semiconductors are further classified as n-type and p-type. 
When a doped semiconductor contains an excess of positively charged holes it is 
called "p-type", and when it contains an excess of free electrons it is known as "n-
type". 
In addition to the above classifications, there are other ways to classify 
semiconductors. Semiconductors can be divided into group IV semiconductors, III-V 
semiconductors, II-VI semiconductors, I-VII semiconductors, and so on, according to 
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respective groups in the periodic table. According to the common element in 
different materials, semiconductors can be classified into metal oxides, metal 
sulphides, metal nitrides, and so forth. Compound semiconductors can be further 
classified as binary (e.g. ZnO, TiO2, Cu2S), ternary (e.g. CuInS2, CdZnTe), 
quaternary (e.g. Cu2ZnSnS4) and quinary. Due to our research interest, the basic 
properties of ZnO, CuInS2 and Cu2ZnSnS4 will be described in the following sections. 
1.3.2 Zinc Oxide 
(a) Basic properties and applications 
Zinc oxide (ZnO) is one of the group II-VI binary compound semiconductors. 
It can crystallize in three types of crystal structures: cubic rocksalt (B1), cubic zinc-
blende (B3) and hexagonal wurtzite (B4).22 The crystals unit cell structures are 
shown in Figure 8. At ambient conditions, the wurtzite ZnO structure is the most 
thermodynamically stable, wherein both the zinc and oxide centres are tetrahedral, 
i.e., each anion is surrounded by four cations. The zinc-blende ZnO structure can be 
obtained by growing ZnO on substrates with cubic structures, and the rocksalt phase 
can be transformed from wurtzite phase at high pressures.23-25 In the following part 
of this section, the properties of ZnO with wurtzite structure will be further described. 
 
Figure 8. Crystal structures of ZnO semiconductor: cubic racksalt (B1), cubic zinc-blende (B3) and 
hexagonal wurtzite (B4). 
ZnO wurtzite structure has a point group of 6 mm according to the Hermann-
Mauguin notation,26 and a space group of P63mc. The experimental lattice 
parameters are a = 3.250, c = 5.207 and c/a = 1.602, which is close to the ideal value 
for the hexagonal cell (c/a = 1.633).23 Wurtzite ZnO crystals often grow along the 
[0001] direction, resulting in the exposure of {0001} and {1010} facets as shown in 
Figure 9 (a, b). Due to the lack of an inversion plane perpendicular to the c-axis, ZnO 
surfaces have either a Zn polarity with a designation of (0001) plane or an O polarity 
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with a designation of ( 0001) plane. For ZnO crystals, {0001}, {1010} and {1120 } 
planes are commonly exposed and considered to be important, with corresponding 
directions associated to <0001>, <1010>, and <1120 >, respectively. Unlike {0001} 
planes, both of {1010} and {1120 } planes are non-polar facets with Zn and O atoms 
exposed. Recently, bipyramid-shaped ZnO with polar {1011} facets exposed was 
reported.27 The illustration of ZnO wurtzite structure with the labelling of exposed 
facets is shown in Figure 9. ZnO {1011} planes are polar surfaces with either an O 
polarity with a designation of (1011) plane or a Zn polarity with a designation of 
(1011) plane. Figure 10 (a-d) show the models for ZnO (0001), (1010), (1120 ), and 
(1011) surface slabs. A ZnO bipyramid model exposed with {1011} facets is shown in 
Figure 10 (e). More crystal planes of hexagonal ZnO wurtzite structure with their 
nomenclature are labelled in Figure 11. 
 
Figure 9. Illustrations of common facets of wurtzite ZnO structure. (a) {0001} facets, (b) {1010} 
facets, (c) {1120} facets, and (d) {1011} facets. 
 
Figure 10. Schematic model of ZnO slabs and a ZnO bi-pyramid model. (a) ZnO (0001) slab, (b) ZnO 
(1010) slab, (c) ZnO (1120) slab, (d) ZnO (1011) slab, and (e) ZnO bipyramid model exposed with 
{1011} facets. 
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Figure 11. Labeling of planes in hexagonal symmetry ZnO structure (reproduced with permission 
from ref. 21, copyright 2009 Wiley). 
Apart from crystal structures, point defects is often concerned for 
semiconductor materials, including zinc oxide. Point defects include native defects 
(such as vacancies), impurities and defect complexes, which could significantly 
influence the electrical and optical properties of semiconductors.23 For ZnO, the 
oxygen vacancies have attracted much attention because they are essential in the 
applications such as gas sensing and defect emission. When ZnO is exposed to 
ambient air, the oxygen vacancies will be occupied by oxygen in air, forming space-
charge layer which is an active layer for gas sensing purposes. The native defects of 
ZnO are also found to be related with the well-known green luminescene emission.  
As an important and promising semiconductor material, ZnO has attractive 
physical and chemical properties for a variety of applications. It has a wide band gap 
of 3.44 eV at low temperature and 3.37 eV at room temperature, which in principle 
enables its applications in the blue and UV regions of the spectrum.23, 28, 29 Figure 12 
shows the typical UV-vis absorption spectrum and calculated band structure of ZnO. 
It has been demonstrated that its material properties are well suited for applications 
in light emitting diodes30-32, gas sensors,33-36 solar cell37 and photo-catalysis.38-40 ZnO 
has the same structure with GaN and has been considered as a substrate to GaN in 
optoelectronic device applications. However, wide application is hindered by the fact 
that ZnO crystals are almost always n-type, which constrains the control over 
electrical conductivity and is considered the barrier to its adoption in semiconductor 
microelectronics. Although p-type ZnO has been obtained by doping, it has been 
proved to be very difficult achieve and the p-ZnO products to date have invariably 
been unstable.41 One exceedingly promising aspect of ZnO is that the exciton binding 
energy of ZnO is around 60 meV, which is much higher than that of GaN (25 meV). 
The large exciton binding energy engenders tremendous stability to ZnO under the 
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influence of a large electric field. Since ZnO quantum dots show strong 
luminescence in the green-white region of the spectrum, they are also considered as 
promising candidate in vacuum fluorescent displays and field emission displays. 
 
Figure 12. (a) Typical UV-vis absorption spectrum of ZnO nanocrystals prepared in our laboratory, (b) 
simulated band structure of ZnO by GGA+U method using the Quantum ESPRESSO package. 
Due to the large electromechanical coupling and the lack of inversion 
symmetry, ZnO has shown piezoelectric and pyroelectric properties. Piezoelectricity 
is the electric charge that accumulates in certain solid materials in response to 
applied mechanical stress. The piezoelectricic effect is a reversible process between 
the mechanical and the electrical state in crystalline materials without inversion 
symmetry. Pyroelectricity is the ability of certain materials to generate a temporary 
voltage when they are heated or cooled. During the past decades, ZnO nanowires 
have been grown on a variety of substrates and used for application based on its 
piezoelectric and pyroelectric properties.42 
In addition to the piezoelectric and pyroelectric properties, ZnO surface 
conductivity has also attracted much attention. One reason is that the surface 
conductivity of ZnO nanostructures is very sensitive to the exposure of various gases, 
which enable the wide application in gas sensors.35, 43 It has been used as a cheap 
sensor material for detection of greenhouse gases, such as NO2 and CO2. One 
proposed mechanism of the working principle reveals that the conductivity sensitive 
behaviour is due to the surface accumulation layers.43 
(b) Preparation methods 
ZnO nanostructures can be prepared by a variety of methods that can be 
classified as gas-, solid-, and liquid-based approaches.44 The solid based approach 
essentially refers to mechanically grinding a reactant mixture to yield a limited level 
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of grain diameter. This method is simple, but cannot meet the requirement for fine 
ZnO nanocrystal products with uniform sizes. In practice, gas-based (such as 
chemical vapour deposition) and liquid-based (such as hydrothermal method) 
approaches are often used to synthesize ZnO nanostructures.  
 Evaporation/chemical vapour deposition (CVD) is one of the most popular 
methods to yield high quality ZnO crystals with various morphologies (such as 
nanowires, nanobelts, nanoflowers, etc.). For the synthesis of ZnO by CVD methods, 
in most cases, it is conducted in a tube furnace at high temperature, with zinc source 
placed at one end and a substrate placed downstream at a lower temperature. Zinc 
salt or the mixture with carbon (such as graphite) is often used as zinc source. It was 
found that the morphology and properties of ZnO nanostructures are highly 
dependent on the zinc source, the position of the substrate, the reaction temperature, 
and so on. 
The solution-based approach is also referred to as wet-chemical method by 
which ZnO nanostructures are prepared and precipitated from liquid solutions. The 
wet-chemical approach can be further classified as hydrothermal if a reaction is 
conducted at certain temperature and pressure in an aqueous solution or solvothermal 
in the case where an organic solvent is used. Other solution-based approaches that 
conduct synthesis under atmospheric conditions, can be generally referred to as wet-
chemical method even though for example hot-injection or controlled heating 
conditions are applied during synthesis. Compared with gas-based methods, solution-
based methods are better able to synthesize very small ZnO nanoparticles (< 10 nm) 
with controllable sizes and shapes/facets. 
1.3.3 Ternary and Quaternary Copper Chalcogenides 
(a) Basic properties and applications 
Copper chalcogenide semiconductors have attracted a great deal of attention 
because they are promising candidates for a variety of applications such as 
photovoltaics (PV), photocatalysis, solid state lighting emitting diodes (LEDs) and 
biomedical labelling.45, 46 Copper-based ternary (e.g. CuInS2, CuInSe2, and Cu2SnS3) 
and quaternary (e.g. Cu2ZnSnS4 and Cu2ZnSnSe4) chalcogenides have drawn 
particular interest because of their high optical absorption coefficient, good 
photostability, low-cost and desirable direct band gaps. For example, CuInS(Se)2 
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(CIS) has a high optical absorption coefficient (> 105 cm-1 at 500 nm) and a tunable 
electronic band gap ranging from 1.0 eV to 1.5 eV.47, 48 Cu2ZnSnS(Se)4 (CZTS) 
compounds consist of naturally abundant and environmentally friendly elements 
which would lower manufacturing costs of these technologies.49 
 
Figure 13. Illustration of the structural derivation from binary ZnS to ternary CIS and quaternary 
CZTS crystals. Models of kersterite and stannite structures are taken from ref. 50 and ref. 52 with 
permission, yellow spheres stand for S or Se, and other spheres stand for metal atoms. 
The electronic and physical properties of these semiconductors are more 
readily modified compared to binary semiconductors, which enables their wide 
application. The origin of this flexibility lies in their particular structural properties. 
The structure of CIS and CZTS are tetrahedrally bonded, which possess an average 
of 4 valence atoms per atomic site.50, 51 Ternary CIS can be derived from its binary 
analogue ZnS, by replacing Zn2+ ions by Cu+ and In3+ with the atomic ratio of 1:1 
(Figure 13). At room temperature, the most stable structure of CIS is the chalcopyrite 
phase. It can be considered as a super-lattice of the zinc-blende structure, consisting 
of two inter-penetrating face-centered cubic lattices. Other CIS structures, including 
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the zinc-blende and wurtzite phases are metastable, but can be obtained by controlled 
synthesis. Similarly, when the In3+ ions in ternary CIS compound are substituted by 
Zn2+ and Sn4+ ions with even distribution, the quaternary CZTS compound will be 
obtained. In the case of CZTS, it is reported to possess stannite and kesterite 
structures which can be either derived from zinc-blende or wurtzite structure.52 The 
stannites and kesterite types of structures are similar except for the different 
arrangement of Cu and Zn atoms.53, 54 In the natural state, CZTS is found to exist as 
the kesterite structure. That is why kesterite (for CZTS) and chalcopyrite (for CIS) 
structures are often used for the photovoltaic applications.  
In principle, the electronic structure of CIS and CZTS can be derived from 
their binary analogue ZnS, where the band structure at the Γ-point is determined by 
the sp-hybridized orbitals.55 However, the band structure of a I-III-VI2 compound are 
largely influenced by the hybridization of transition metal d orbitals with p orbitals 
on the other atoms, which results in a large downshift of the band gap compared with 
binary analogues.56 As a consequence the valence band maximum (VBM) of CIS is 
found to be derived from the hybridization of Cu d and S or Se p states, and the 
conduction band minimum (CBM) is mainly derived from the hybridization of In s 
and S or Se p states.55, 57 In the case of CZTS, the electronic structure of VBM is 
similar with that of CIS, while the CBM is mainly from the hybridization of Sn s and 
S or Se p states due to the lower s orbital energy of Sn ions.58 The schematic 
illustration for the band structure difference of ZnS, CIS and CZTS is shown in 
Figure 14. The calculated density of states (DOS) of CIS and CZTS are shown in 
Figure 15, which well describes their difference in electronic structures. 57, 58 
Moreover, the band gap, along with CBM and VBM values have been 
calculated for the naturally stable CIS and CZTS structures, i.e., chalcopyrite and 
kesterite structures (Table 2).58-60 According to the calculation results, the band gaps 
of chalcopyrite CIS compounds are similar to those of the kesterite CZTS analogues. 
The band gaps of selenide compounds are around 0.5 eV narrower than their sulfide 
analogues. Although the bad gaps of CuInS2 and Cu2ZnSnS4 match well with the 
solar spectrum, their performances as light-absorbing materials for thin-film solar 
cells are lower than their selenide analogues.61 This is because the morphology of 
CZTS can be improved after selenization, i.e., the grain size is larger, which reduces 
the grain boundaries and enhances the electron transport. 
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Figure 14. Schematic picture of VB and CB states in ZnS, CIS and CZTS semiconductors. 
 
 
Figure 15. Atomic resolved DOS of (a) CIS and (b) CZTS bulks (reproduced with permission from 
ref. 56 and ref. 57, copyright 2009, American Institute of Physics). 
 
Table 2. Calculated band gaps, valence band edges, and conduction band edges (relative to vacuum) 
for selenide and sulfide chalcopyrites and kesterites  
Material Eg (eV) Ev (eV) Ec (eV) 
CIS (chalcopyrite) 1.53 -5.92 -4.39 
CISe (chalcopyrite) 1.04 -5.64 -4.60 
CZTS (kesterite) 1.50 -5.71 -4.21 
CZTS (kesterite) 1.00 -5.56 -4.56 
Ternary CIS and quaternary CZTS are attractive materials for absorbers in thin 
film solar cells due to their low-cost, potential high conversion efficiency and their 
good stability compared to silicon crystals. To date, 19.9% efficiency has been 
achieved using Ga alloyed CIS as a light absorber,62 and over 11% efficiency has 
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been obtained for the case of CZTS materials.63 The theoretical efficiency was 
estimated to be around 27-32% for CIS materials,64, 65 therefore, opportunities exist 
to improve their photovoltaic performances. In addition to the thin film solar cell 
applications, CIS and CZTS can also be used to replace dyes as novel sensitizer for 
the quantum dot-sensitized solar cells (QDDSC). Unlike the desirable large grains in 
thin films solar cells, CIS and CZTS nanocrystals with quantum-sized are required 
for QDDSC. Moreover CIS and CZTS nanostructures can also be used for other 
fields such as light-emitting diodes66 and biomedical labelling.67 
(b) Preparation and deposition of CIS and CZTS 
The deposition of high quality CIS or CZTS absorber layers is one of the most 
important parameters in the fabrication of thin film solar cells. Although high 
performance absorber layers are generally prepared either by co-evaporation from 
elemental sources or by reactive annealing of metallic precursor films under sulfur 
atmospheres, they are not suitable for large area photovoltaic applications because of 
the cost and equipment limitations.62, 68 Alternatively, the liquid coating method has 
emerged as a promising technique for thin film deposition.61, 69 This method is 
attractive since the film production is inherently low-cost, mainly due to the low 
deposition temperatures and the simple equipment used for film processing. The 
liquid or ink containing absorber nanocrystals is deposited on the substrate at low 
temperature (< 100 C), followed by thermal treatment in inert atmosphere. The 
annealing treatment depends on the application purpose of the CIS or CZTS 
materials. For thin film solar cells, a short time anneal at 200 - 500 C is often 
conducted to increase the grain size which decreases recombination. For hybrid or 
sensitized solar cells, it is suggested that a nanocrystal annealing step is unnecessary 
because small sized nanoparticles are favourable for efficient device operation.70-72 
Other advantages of liquid coating methods include the precise control of 
compositional uniformity over large areas, high throughout in fabrication and the 
possible deposition on flexible plastic substrates. 
The synthesis of functional nanocrystals, including CIS and CZTS, has been 
widely investigated using wet-chemical or hot-injection methods.48 One of the 
significant advantages of these methods is there are plenty of opportunities for 
structure-design and property tuning for materials at the nano- and molecular levels. 
In 2010, a 7.2% efficiency thin film solar cell was fabricated by depositing CZTS, 
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followed by annealing at 500 C for 20 min.73 One possible drawback of this 
synthetic method was the presence of carbon and oxygen contamination caused by 
the capping ligands attached on crystal surfaces. However, this could be solved by 
ligand exchange using inorganic ligands. Another alternative method is using metal 
chalcogenide complexes (MCC) as precursors, which is atom economy and could 
avoid organic contamination as well.11, 12, 74 For example, small inorganic ligands 
(e.g. S2-, HS-, Se2-, HSe-) were used to exchange traditional organic ligands on 
CdSe/ZnS nanocrystal surfaces (Figure 16). It was found that the charge transport 
between individual nanocrystals was enhanced by these inorganic ligands.12 
 
Figure 16. Illustration of a CdSe nanocrystal capped with inorganic S2- ligands, along with impressive 
luminescence and electronic properties (reproduced with permission from ref. 12, copyright 2011, 
American Chemical Society). 
1.4 CONTROLLED SYNTHESIS OF SEMICONDUCTOR 
NANOCRYSTALS 
High quality semiconductor nanocrystals (NCs) are of great importance for a 
particular research goal because they frequently elicit the highest performances in 
applications. In order to achieve spectacular or tunable properties for NCs, effective 
synthetic methods are required to control their physical forms. Controlled synthesis 
can be defined as approaches that enable one to obtain materials with specified 
composition, structure and morphologies, resulting in specific physical and chemical 
properties. A variety of methods with good controllability have been reported. In this 
section, the wet-chemical synthesis of semiconductor NCs with controllable size, 
shape and phase structures will be summarized. 
1.4.1 Phase-Controlled Synthesis 
Phase or crystal structure is a fundamental parameter for semiconductor 
materials, or indeed any material. It not only determines physical properties, such as 
lattice parameters, atomic arrangements, melting point, and electron mobility, but 
also has great influence on chemical stability and reactivity in various applications. 
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Therefore, great efforts have been directed to the control of phase of nanomaterials 
and a variety of synthetic strategies have been developed. 
Among the phase-controlling strategies, heat treatment is the common method 
to obtain desired crystal structures because crystal structures of inorganic materials 
are often thermodynamically favoured in a certain range of temperature. For example 
an important metal oxide semiconductor, TiO2 exists as three polymorphs: rutile, 
anatase and brookite.75 At atmospheric pressure, the TiO2 rutile structure is the most 
stable, while anatase and brookite structures are considered to be metastable. Anatase 
phase is formed in most synthetic cases however due to kinetics, even though rutile 
has the lower Gibbs free energy.76 This could be due to the lower surface energy and 
less-constrained structure of anatase TiO2.77 On the other hand, the anatase structure 
is apt to be transformed into the thermodynamically stable rutile structure at ~ 600 
C.78 It is notable that the mixture of anatase and rutile can be obtained by 
controlling temperature and reaction time and this structure has shown useful 
properties in certain applications. Heat treatment methods have also been applied for 
the phase control of other semiconductor materials, such as ZrO279 and Fe2O3.80 
Another way of controlling the phase structure of nanomaterials can be realized 
by impurity doping. For nanocrystalline materials, doping is widely used to introduce 
extra atoms or ions into a host material and yield hybrid materials with desirable 
properties. In some cases, doping also plays an important role in the stabilization of 
specific crystallographic phases. For example, a doping strategy was recently used to 
control the crystal structure and promote the formation of monoclinic VO2 
nanostructures. Without doping, low-temperature phase tetragonal VO2 (P4/ncc) was 
obtained by a hydrothermal method. The transformation from tetragonal structure to 
monoclinic structure was observed when Sb3+ ions were doped, and pure monoclinic 
rutile-type VO2 (P21/c) was obtained as the percentage of Sb3+ was increase to 5%.81 
The phase transformation phenomenon has also been observed in Fe-doped TiO2 
nanoparticles. Raman spectroscopy was used to monitor the structural transformation 
of these nanoparticles. It was found that anatase phase of TiO2 can be converted into 
rutile phase with the assistance of Fe doping.82 Moreover, phase transition induced 
by doping was recently observed for the synthesis of upconversion nanocrystals, 
such as NaYF4. The cubic-to-hexagonal phase transition was observed through the 
doping of lanthanide or titanium ions in NaYF4 nanocrystals. 83, 84 
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The third effective method of phase-control for nanomaterials involves the 
assistance of capping ligands in solution-based routes. The ligand-dependent phase 
stabilization of nanocrystals was initially reported for binary semiconductor ZnSe, 
although the ligand effects were not obvious.85 It was reported that zinc-blende or the 
wurtzite structure was favoured when ZnSe nanocrystals were synthesized in hot 
mixtures of alkylamines and alkylphosphines by adjusting the particle growth 
kinetics. Similarly, ligand effects were also observed with the synthesis of ZnS. ZnS 
is considered an important semiconductor for specialised applications in 
optoelectronic devices, due to its large direct band gap of 3.66 eV.86 It has two main 
crystal structures: the cubic zinc-blende and the hexagonal wurtzite structure. At 
atmospheric pressures, zinc-blende ZnS is the most stable structure. Normally, it can 
be transformed into wurtzite at high temperature as is the case with other 
semiconductors. Recently however, it was demonstrated that the wurtzite structure 
ZnS can also be prepared in the presence of ethylenediamine, which was suggested 
to be working as a soft template.87 
The phase-controlled synthesis of ternary semiconductor nanocrystals has 
attracted intensive attention since the successful synthesis of zinc-blende (cubic) and 
wurtzite (hexagonal) CuInS2 structures by Pan et al..88 One reason for the great 
interest comes from the fact that ternary CuInS2 is a promising light absorber 
material in terms of low-cost and high photovoltaic conversion efficiency for the 
next generation of thin film solar cells. Another more general reason is that the 
discovery and control of CuInS2 crystal structures provides the opportunity to obtain 
nanocrystals with tunable band-gap and desirable optoelectronic properties.89 In 
Pan’s work, the phase structure of CuInS2 was controlled by the assistance of ligands 
oleylamine (OLA) and dodecanethiol (DDT). The XRD results and proposed 
mechanism are shown in Figure 17 and Scheme 2, respectively. It is shown that zinc-
blende CuInS2 could be obtained from metal precursors in the presence of oleyamine, 
while wurtzite structure was produced if dodecanethiol was introduced as the initial 
step to reduce the oxidation state of copper ions. Inspired by this work, effects on the 
phase control of CuInS2 through the choice of ligands or solvents have been pursued. 
For instance, the relative ratios of surfactants have been proven to have great 
influence on the formation of wurtzite or zinc-blende phase of CuInS2.90, 91 
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Figure 17. Experimental and simulated XRD patterns of CuInS2 nanocrystals with a zinc-blende and a 
wurtzite structure (reproduced with permission from ref. 88, copyright 2008, American Chemical 
Society). 
 
Scheme 2. Schematic formation mechanism of zinc-blende and wurtzite CuInS2 phase structures by 
the assistance of oleylamine and dodecanethiol (reproduced with permission from ref. 88, copyright 
2008, American Chemical Society). 
Phase-controlled synthesis of quaternary semiconductors (e.g. Cu2ZnSnS4) has 
also been demonstrated to be associated with the choice of certain solvent or ligands. 
Experimental and theoretical studies have shown that the kesterite structure of 
Cu2ZnSnS4 (CZTS) is favoured.92-96 However, wurtzite phase CZTS has been 
reported when prepared from metal salts in the presence of trioctylphophine oxide 
(TOPO) and octadecene (ODE) by the injection of a mixture of dodecanethiol and 
tert-dodecyl mercaptan (t-DDT).97 It was proposed that the key factor for the 
formation of the wurtzite phase CZTS is the DDT ligand, which can strongly 
coordinate with metal cations and passivate the metastable wurtzite phase CZTS 
nanocrystals.98 
The ligand-effect on the phase selectivity has been applied to a number of NCs, 
however, a universal mechanism or even an empirical trend has not been identified 
yet due to a variety of factors originating in the different reaction conditions used by 
different research groups. The mixture of solvents or sulfur source and the different 
reactivity of metal precursors also contribute to the formation of certain phase 
Ph.D. Thesis – Queensland University of Technology – Chemistry                                                            J. Chang 
 
24  
structures. Therefore, the effect of ligands and metal precursors on phase structure of 
both ternary (CuInS2, Cu2SnS3) and quaternary (Cu2ZnSnS4) NCs was investigated 
separately by our group.99 It was found that phase selectivity of these nanocrystals 
was determined by the relative coordination strength between metal cations and 
ligands at the initial stage of the reaction. Specifically, ligands with strong 
coordination ability (e.g. oleylamine) favoured the formation of metastable wurtzite 
structures; while weak coordinating ligands (e.g. 1-octadecene) favoured the stable 
zinc-blende structures. It should be noted that this observation is based on the 
reaction using metal halides as the metal sources and 1-dodecanethiol as the sulfur 
source. Other reaction conditions, such as using single-source precursors or inorganic 
sulfur sources might give different results. 
1.4.2 Size-Controlled Synthesis 
Nanomaterials can be considered to be distinguished from other materials (such 
as steels for car and bricks for architectures) because their properties are strongly 
influenced by size. On the nanoscale, materials can even display unique properties, 
such as the quantum-size effect, which are not present in bulk materials.100 This and 
other effects attributed to material structures can be observed in the natural world as 
described in the beginning of this chapter. Nanomaterials based on the size-effect 
have been developed and used for a large number of application areas. Therefore, it 
is essential to synthesize nanomaterials with controllable size and size-distribution. 
 
Figure 18. Schematic illustration for the growth process of nanocrystals using magic-sized 
nanocrystals as seed (reproduced with permission from ref. 101, copyright 2013, American Chemical 
Society). 
The size-controlled synthesis of nanoparticles with small diameters is often a 
research goal because of the remarkable effect of quantum confinement. The 
synthesis of quantum dots in the size range from 10 nm down to sub-2 nm has been 
achieved. The magic-sized nanocrystals with diameters below 2 nm are often defined 
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as nanoclusters or cluster molecules of nanomaterials.101 They are formed at the 
initial stage of a reaction and act as nuclei for the formation and growth of 
nanocrystals (Figure 18). Magic-sized nanocrystals can be prepared and isolated 
using synthetic strategies, which often involve the use of less reactive precursors and 
effective stabilization ligands.102 For example, sub-2 nm CdSe nanocrystals 
containing less than 32 Cd atoms were prepared by single-source cadmium 
precursors.103 Alternatively, Peng et al. prepared ultrasmall CdSe nanocrystals with 
the suggested structure of Cd17 (Figure 19. In this method, less reactive CdO, rather 
than traditional dimethyl cadmium was used as the Cd source.104  
 
Figure 19. Schematic illustration of the size- and configuration-dependence of the relative chemical 
potential of crystals in the extremely small size regime. Inset: Structure of Cd17 (reproduced with 
permission from ref. 104, copyright 2002, American Chemical Society). 
One of the unique properties of magic-sized nanocrystals is the crystal growth 
process, which can be monitored by UV absorption measurements. Unlike the 
continuous growth of normal nanocrystals, magic-sized nanocrystals discontinuously 
grow, i.e., the size jumps from one range to the other. This has been observed in 
absorption spectra, with the decrease in absorption of peaks and emergence of new 
red-shifted peaks during the growth of crystals.105 Another distinguishing property is 
that the optical properties of magic-sized nanocrystals are quite sensitive to capping 
ligands. This is because they are thermodynamically metastable104, 106 and the surface 
is often stabilized with long-chain organic ligands such as CH3-(CH2)n-COOH. It 
was found that the lowest energy absorption of these nanocrystal often appeared at ~ 
513 nm when long-chain acids (such as CH3-(CH2)26-COOH) were used. The peaks 
were shifted to ~ 463 nm and ~ 395 nm when medium-chain acids (such as CH3-
(CH2)12-COOH) and short-chain acids (such as CH3-(CH2)8-COOH) were used as 
capping ligands, respectively.107 The concentration of surfactant has been varied to 
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investigate the formation mechanism of CdSe quantum dots (Figure 20). It was 
observed that the growth of particles proceeds by step-addition from the initially 
nucleated clusters in the absence of excess ligands, and subsequent chain-addition of 
monomers, to stable clusters in the presence of ligands.108 
 
Figure 20. (a) Absorption spectra for CdSe clusters heated with surfactant at 200 C, (b) temporal 
evolution of absorption spectra for CdSe clusters heated at 200 C with excess surfactant (reproduced 
with permission from ref. 108, copyright 2012, American Chemical Society). 
Apart from the successful synthesis of ultrasmall nanocrystals, the control of 
the nanocrystal size distribution has also attracted much attention. Generally, the 
synthetic methods can be classified as single-phase and two-phase approaches. Based 
on the synthetic technique, they can be further divided into hot-injection and non hot-
injection methods. The formation of nanocrystals includes two steps: the nucleation 
and the growth processes. In order to obtain monodispersed nanocrystals with narrow 
size distribution, it is suggested to achieve a burst nucleation and then separate the 
nucleation and growth processes.109 There are a couple of ways to achieve this aim. 
For example, two-phase methods have been used to prepare monodispersed metal 
(e.g. Au110) and semiconductor (e.g. CdS111) nanocrystals. Although it is effective to 
obtain monodispersed nanocrystals by separating the nucleation and growth 
processes, it has not proven to be essential for most cases.109 Alternatively, extending 
the nucleation stage to overlap the growth stage also produces monodispersed 
nanocrystals. For example, monodispersed Fe2O3112 and CdSe113 nanocrystals were 
prepared by slowly heating up the reaction solutions, so that they experience much 
longer nucleation periods. 
Based on our research interests, ZnO nanocrystals with controllable sizes were 
synthesized from zinc acetate in non-aqueous media. Small multidentate ligand 
tris(hydroxyl-methyl) aminomethane (THMA), rather than traditional long-chain 
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ligands was applied for the synthesis of magic-sized ZnO nanocrystals, with ~ 1.7 
nm particles achieved. The ligand effect of THMA was compared with that of 
traditional ligands both experimentally and theoretically. Detailed descriptions can 
be found in Chapter 2 of this thesis. 
1.4.3 Shape/Facet-Controlled Synthesis 
 
Figure 21. Representative shapes of nanocrystals: 0D, 1D, 2D, and complex shapes (reproduced with 
permission from ref. 114, copyright 2006, Wiley). 
Apart from the quantum-size effect, the shape of semiconductor NCs also plays 
a significant role in the determination of their properties. According to the 
dimensions and complexity, the shape of nanocrystals can basically be classified as 
0D (e.g. spheres, polyhedrons and cubes), 1D (e.g. rods and wires), 2D (e.g. plates 
and sheets), and some complex shapes (e.g. core/shell, hollow and branched 
structures)114 as illustrated in Figure 21. Among the various shapes of nanocrystals, 
those with uniform, well-defined shapes and identified exposed crystal facets are of 
most importance. This is because the surface energies of crystal facets are different 
with each other, which can result in different reactivity with environmental 
molecules. Therefore, the controlled synthesis for well-shaped nanocrystals with 
large percent exposure of certain facets will be summarized in this section. 
In the past decades, a large number of synthetic methods and techniques have 
been developed to prepare semiconductor nanocrystals with specific shapes. They 
can generally be classified into following categories: a) chemical precipitation; b) 
thermal decomposition, such as hot-injection, non hot-injection, and single-source 
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precursor approach; c) hydrothermal and solvothermal methods with the assistance 
of autoclaves; and d) interface controlled system, such as liquid-solid-solution (LSS) 
growth, water/oil systems, and microemulsions.115  
 
Figure 22. SEM images of the hexagonal ZnO nanowire prepared by thermal deposition process 
(reproduced with permission from ref. 116, copyright 2005, Elsevier). 
According to whether the facet-controlling involves exoteric assistance (such 
as acid/base etching and surface stabilization with ions or organic ligands), the 
synthesis strategies can be divided as intrinsic methods and agent-assisted methods. 
The intrinsic methods are often used to synthesize the nanocrystals exposed with 
low-surface energy facets, which are the most likely crystal forms. In these cases, the 
exposed facets are determined by the intrinsic structural properties of the materials. 
For example, the wurtzite ZnO nanowires with a large percentage of exposed {1010 } 
facets are often obtained (Figure 22).116 This is because ZnO {1010 } facets have the 
lowest surface energy and wurtzite structure has the tendency to grow along [0001] 
direction. ZnO nanowires can be simply prepared from a zinc source (such as zinc 
nitrate) in the presence of a basic agent (such as polyethyleneimine or 
hexamethylenetetramine) under 90 C. Prof. Zhonglin Wang and Prof. Peidong Yang 
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have reported innovative work on semiconductor nanowires, such as Si, ZnO, GaN 
and InGaN for applications in the fields of nanogenerators, light-emitting diode, solar 
cells and catalysis using this approach.42, 117-119 
 
Figure 23. a) Bright-field TEM image of a representative anatase TiO2 crystal recorded along the [001] 
axis. b) Selected-area electron diffraction pattern. Inset is a [001]-projected geometrical model. c) 
High-resolution TEM image of a TiO2 crystal with [001] orientation. d) Fast-Fourier-transform-
filtered TEM image of the dotted rectangular area in c (reproduced with permission from ref. 123, 
copyright 2008, Nature Publishing Group). 
For the synthesis of high-index or highly reactive faceted nanocrystals, extra 
stabilizing ligands are often required, which can be classified as agent-assisted 
synthetic methods. These methods have been utilised for a great many metal or 
semiconductor nanocrystals, and proved to be effective to prepare reactive faceted 
nanocrystals.10, 120-122 The facet-stabilizing agents mainly includes ions/atoms and 
organic ligands. 
In 2008, anatase TiO2 crystals with a large percentage of reactive facets were 
prepared for the first time.123 Without the introduction of F atoms, anatase TiO2 
crystals are dominated with the thermodynamically stable {101} facets with over 94% 
exposure. However, anatase TiO2 crystals with 47% exposure of the reactive {001} 
facet were obtained by using hydrofluoric acid as a controlling agent (Figure 23). It 
was theoretically revealed that F-terminated {001} facets were energetically 
stabilised, which reversed the stability of {101} and {001} facets in the reaction 
system. After removing the surface F atoms by annealing, the obtained {001} faceted 
TiO2 exhibited enhanced properties for photocatalytic applications. Further work was 
conducted by the same group to achieve anatase TiO2 crystals with a tunable 
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percentage of reactive {001} facets, which also exhibited superior properties to other 
facets in photocatalytic and photovoltaic applications.124-126 With the assistance of 
capping agents, the percentage of {001} facets can be controlled in the range of 18% 
- 90%.125 
In addition to the introduction of F atoms, it has been shown that chloride ions 
can also influence the exposed facets of TiO2. In a recent report, cuboid-like anatase 
TiO2 crystals exposed with {001} and {100} facets have been synthesized with HCl 
as a stabilizing agent together with HF.127 It was theoretically proposed that the 
formation of the novel shaped TiO2 is due to the preferred replacement of HCl with 
HF at {100} facets. Moreover, high-index {111} facets have also been reported in 
the case of rod-shaped TiO2 crystals, which were synthesized with the assistance of 
F- and Cl- species.128-132 
 
Figure 24. (A, B) FE-SEM images and (C, D) TEM images of as-prepared anatase TiO2 hierarchical 
spheres constructed by ultrathin nanosheets (reproduced with permission from ref. 133, copyright 
2010, American Chemical Society). 
 
Figure 25. TEM images of TiO2 NCs synthesized in the presence of oleylamine (a-c) or 1-octadecanol 
(d-f) using various titanium precursors (reproduced with permission from ref. 134, copyright 2012, 
American Chemical Society). 
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Apart from halide ions or atoms, organic molecules are also widely used as 
capping ligands for the synthesis of semiconductor nanocrystals. For example, 
diethylenetriamine (DETA) was used to promote the synthesis of hierarchical 
spheres constructed from anatase TiO2 nanosheets with nearly 100% exposed {001} 
facets (Figure 24).133 It was proposed that the high-energy {001} facets were 
effectively stabilized by DETA, which favours the formation of {001} facet 
dominated nanosheets. It was reported that uniform TiO2 nanocrystals (10 - 100 nm) 
with controllable percentage of exposed facets could be prepared using organic 
molecules as surfactants in a non-aqueous system.134 As shown in Figure 25, TiO2 
nanocrystals with different percentage of {001} and {101} facets were obtained 
using oleylamine and 1-octadecanol as capping ligands. 
 
Figure 26. (a, b) SEM images of ZnO nanodisks; (c) TEM and (d) HR-TEM images recorded from 
ZnO [0001] zone axis (reproduced with permission from ref. 142, copyright 2012, Elsevier). 
 
Figure 27. SEM images of SnO2 crystals synthesized from SnCl4∙5H2O in the presence of HCl and 
PVP with different concentrations (reproduced with permission from ref. 136, copyright 2009, Wiley). 
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Inspired by the rapid development of faceted TiO2, facet-controlled synthesis 
has moved to other semiconductors including both binary and ternary crystals, such 
as ZnO,135 SnO2,136 Fe2O3,137 WO3,138 PbSe,139 BiVO4,140 and Ag3PO4.141 For 
instance, ZnO nanodisks with dominant {0001} facets have been prepared from zinc 
acetate and sodium hydroxide through a hydrothermal method using sodium citrate 
as the surfactant (Figure 26).142 ZnO hexagonal micro-pyramids with a large 
percentage of high-index { 1011 } facets were successfully synthesized with the 
assistance of a mixture of oleic acid and ethylenediamine as the solvent. It was 
proposed that the surface energy of polar { 1011 } facets can be significantly 
decreased due to the strong electrostatic interactions between the polar surfaces and 
the ionic liquid (R-COO-) in the reaction solution.135 Other ZnO nanocrystals with 
similar shapes will not be described here because their shapes and exposed facets 
were not well-defined.143, 144 As shown in Figure 27, octahedron-shaped SnO2 with 
exposed high-index {221} facets were prepared from SnCl4∙5H2O through a 
hydrothermal method using HCl and poly(vinyl pyrrolidone) (PVP) as assistant 
agents.136 The high-index {221} SnO2 facets with high surface energy exhibited 
much better gas-sensing properties than those mainly having low-index facets. Fe2O3 
nanocrystals with different shapes (nanorods, nanoplates, and nanocubes) and 
dominant facets were prepared through solvothermal methods by tuning the reaction 
parameters. It was shown the photoreactivity is strongly dependent on the 
predominant facet-types and the reactivity trend could be rationalized, appearing in 
the order {110} > {012} > {001}.137 To better understand the formation mechanism 
of faceted nanocrystals, the effect of ligand coverage on crystal growth behaviour 
was theoretically investigated in the case of PbSe particles.139 The binding energy of 
oleic acid-based ligands on {100} and {111} facets of PbSe nanocrystals, with a 
range of coverage, have been determined by density functional calculations. As 
illustrated in Figure 28, the shape of PbSe can be transformed from cubic to 
octahedral with the increase of oleic acid coverage, which modified by the facet’s 
relative surface energies. 
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Figure 28. Illustration of PbSe {100} and {111} facets capped by oleic acid ligands and the shape 
transformation depending on different oleic acid coverage (reproduced with permission from ref. 139, 
copyright 2012, American Chemical Society). 
Inspired by reported work on faceted materials, ZnO nanocrystals with 
different shapes were prepared with wet-chemical methods using zinc acetate as zinc 
source and benzylamine as a weak base, which can control the crystal growth. ZnO 
nanorods, nanoplates, and nanocones morphologies were prepared with products 
dominated by {1010 }, {0001}, and {1011} facets, respectively. The photocatalytic 
and photovoltaic applications of nanocrystalline materials were investigated. It was 
shown that high-index {1011} faceted ZnO nanocones exhibited enhanced reactivity 
and performance in photocatalysis and dye-sensitized solar cells (DSCs). To 
understand the micro-structure of ZnO nanocones, the atomic termination of {1011} 
facets was investigated by a series of diffraction patterns using a transmission 
electron microscope. As a polar surface, {1011} facets can be either Zn-terminated or 
O-terminated, which could result in opposing impacts on the reactivity. ZnO 
nanocones exposed with {1011} facets were determined to be O-terminated in our 
work. Detailed discussions together with first-principle calculations for surface 
energies can be found in Chapter 5 of this thesis. 
1.5 APPLICATIONS OF SEMICONDUCTOR NANOMATERIALS 
Over past decades, semiconductor nanomaterials, such as metal oxides and 
metal sulfides have been used in a variety of application areas. This section is 
focused on the application of semiconductor materials in gas sensors, solar cells, and 
photocatalysis. Other application fields such as non-linear optics and light-emitting 
diodes (LED) will not be summarised here. 
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1.5.1 Nanosensors 
(a) Types of nanosensors 
A sensor is a device that measures a physical quantity and converts it into a 
signal which meets certain requirements in terms of transmission, processing or 
storage. A nanosensor is a sensor on the nanoscale, which exhibits several 
advantages over traditional sensor devices, such as light weight, low cost, high 
sensitivity, and high level of device integration capability. 
Based on the sensing applications, nanosensors are often classified as physical, 
chemical and biological nanosensors. According to the types of transduced energies, 
nanosensors can be classified as mechanical, thermal, electrical, magnetic, optical, 
and chemical nanosensors. In addition, nanosensors can be classified as nanowire-
based, nanotube-based, nanoparticle-based, and nanofibre-based etc. 
Nanosensors have been used in many industries, such as transportation, 
communications, facilities, medicine, and security. In particular, sensors for gas 
detection and monitoring have become increasingly important for both 
environmental and indoor purposes because of pollution and security issues. 
(b) Gas sensors 
Gas sensors can be categorized into various types by different ways. For 
example, they can be classified according to the target gas such as O2, H2, CO2, NO2, 
and CH4. They can also be assigned based on their working principles, such as 
conductive gas sensors, electrochemical gas sensors, infrared gas sensors and 
magnetic gas sensors. In addition, gas sensors are often classified based on the 
properties of the sensing materials, such as semiconductors, solid electrolytes, 
piezoelectric crystals, combustion-based catalysts, optical fibers and other functional 
materials. Table 3 summarizes different types of gas sensors along with their 
working principles.145 
Among these gas sensors, semiconductor-based gas sensors are intensively 
studied and widely used to detect various gases. The semiconductor gas sensors can 
mainly be divided into two types: resistive gas sensors and field effect transistor gas 
sensors. Resistive gas sensors are based on the change of electrical resistance due to 
the interaction between semiconductor and target gases. The sensing materials used 
for resistive gas sensors can be broadly divided into two groups: (i) metal-oxide 
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semiconductor materials, such as SnO2, ZnO, In2O3, WO3, and Fe2O3; (ii) non-oxide 
materials, such as Te, Si, polymers and carbon nanotubes. 
Table 3. A list of various types of gas sensors and the corresponding working principles. 
 
The working principle of semiconductor gas sensors is based on the change of 
resistance when gas sensing materials are exposed to targeted gases. Semiconductors, 
such as metal oxides, absorb oxygen molecules in air, which leads to the formation 
of a space charge layer at the material surfaces. When the sensing materials are 
exposed to targeted gases (such NO2, H2, and CO2), the surface active sites interact 
with these gases, resulting in a change of the work function and the resistance of the 
materials.146-148 
Sensor materials Device structure Working principles 
Semiconductor 
Chemiresistive The conductivity changes when sensor is exposed to target gas. 
Chemical field effect 
transistor 
(ChemFET) 
The Current-Voltage (I-V) curves are 
sensitive to a gas when ChemFET gas 
sensor interacts with gate. 
Solid electrolyte 
Gas concentration 
cell The potential difference (voltage) between 
the working electrode and reference 
electrode alters along with the 
concentration of target gas. 
Auxiliary phase-
attached gas cell 
Mix gas cell (open 
circuit) 
Catalytic 
combustion 
Catalyst bead + Pt 
coil 
The concentration of combustible gas is 
measured by detecting the temperature 
rise resulting from oxidation reaction. 
Insulator Resistor The conductivity change is measured when it is exposed to target gas. 
Piezoelectric 
crystal 
Adsorbent-coated 
quartz oscillator The frequency of surface-acoustic wave 
(SAW) changes upon absorption of gas on 
piezoelectric substrate. Adsorbent-coated SAW device 
Optical fiber 
Surface Plasmon 
resonance (SPR) 
SPR signals are sensitive to the refractive 
index of the sensor surface, which is 
related to the concentration of gases. 
Optical fiber + gas 
reaction layer 
Changes in atmospheric optical properties 
are measured by absorption, emission, 
reflectance and others. 
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Scheme 3. Representative energy scheme of bulk n-type semiconductors combined with donor and 
trap levels. 
Scheme 3 shows the energy diagram for an n-type semiconductor in the bulk 
form. The allowed energy bands are separated by a forbidden energy gap, where only 
localized level (e.g. donors and traps) can be occupied by electrons. In this ideal n-
type semiconductor, there is no electron exchange between surface states and the 
bulk. The electron concentration is uniform throughout the bulk. However, a double 
layer and “band bending” will be produced when the surface states interact with the 
bulk electronically. There are two types of double layers depending on the nature of 
the electronic interaction. In n-type semiconductors, a depletion or space-charge 
layer is induced when adsorbed oxygen produces surface electron acceptors and 
extracts electrons out of the bulk donor levels. An accumulation layer is generated 
when electrons are injected into an n-type semiconductor. For example, the hydrogen 
adsorbed on the surface can donate electrons or accept holes from the surface state, 
resulting in an accumulation of negative charges below the surface. Upon exposure 
to the target gas, the concentration of electrons or holes in the semiconductor 
materials will increase or decrease respectively, resulting in a change of electrical 
resistance. 
Various kinds of metal-oxide semiconductors have been developed for gas 
sensors with practical applications, such as gas leakage alarms and environmental 
monitoring. Among these semiconductors, ZnO is one of the most intensely 
investigated gas sensing materials due to its unique physical and chemical properties. 
It has a wide optical and electronic band gap and possesses a large free-exciton 
binding energy. Research on ZnO gas sensors was initialized by Seiyama in 1962.149 
Since then, a great deal of research has been carried out on zinc oxide and other 
metal-oxides in the area of gas sensors. The resistivity of zinc oxide is very sensitive 
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to the presence of various gases, gases such as H2S, O2, NO2, N2O and C2H5OH.150-
153 Recently, a variety of zinc oxide nanostructures, such as nanoparticles, nanorods, 
nanowires and nanobelts, have been prepared to enhance the sensing properties 
towards these and possibly other gases. The resistive gas sensing mechanism that has 
been used to explain response to the presence of these gases has been recently 
extended to explain the relationship between the metal oxide microstructures of the 
sensing material and sensing performance. Further research is required to gain a 
better understanding of the relationship between structure and performance of ZnO 
gas sensors. 
Recently, effects of the surface functionalization and morphologies of ZnO 
nanocrystals on gas sensing properties were investigated in our group. Chapter 7 
presents our proof-of-principle study that investigated the effect of ZnO surface-
functionalization by two different organic molecules and proved to be capable of 
enhancing the nanowire’s gas sensing properties. The relationship between ZnO 
morphologies (e.g. nanocones and nanoflowers) and their gas sensing responses will 
be discussed in Chapter 7 and Chapter 8, respectively. 
1.5.2 Solar cells 
(a) Types of solar cells 
With increasing demands on global energy consumption, energy security, the 
environmental issues associated with conventional energy sources, and the trenchant 
opposition to nuclear power generation in local communities, it is urgent to develop 
safer, cleaner and renewable sources of energy. Among alternative energy resources, 
solar energy has long been regarded as one of the cleanest sources of energy, with 
unlimited potential.154 
A solar cell (also known as photovoltaic cell) is a device that converts light 
energy directly into electricity based on the photovoltaic effect, which was first 
observed by Alexandre-Edmond Becquerel in 1839.155 A quantum of light energy or 
photon is able to promote an electron to a higher energy state. If the excited electron 
does not immediately return to its ground state, then its potential energy can be 
utilised as electrical energy (in the case of photovoltaic energy converter) or as 
chemical potential energy (in the case of photochemical cells). 
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An efficient photovoltaic (PV) cell requires three attributes: i) strong 
absorption of light, generating either electron-hole pairs or excitons; ii) efficient 
separation of the produced charges; and iii) efficient transport of these charges to an 
external circuit (Scheme 4). 
 
Scheme 4. Photogeneration and charge separation in a photoconverter. 
Based on different technologies and materials, the PV cells are often divided 
into three generations. The first-generation solar cells are made from silicon, which 
are currently the most efficient solar cells available and commercially widespread. 
These cells are mainly based on thinly sliced wafers of silicon (including 
monocrystalline silicon, polycrystalline silicon, amorphous silicon, and hybrid 
silicon) as a light absorber. Silicon-based solar cells control around 80% of the PV 
market due to their low fabrication cost, high efficiency and good stability. However, 
they are expected to be less competitive as the second generation of solar cells 
become cheaper and more efficient. 
Second-generation solar cells are also called thin-film solar cells simply 
because they are much thinner compared to crystalline silicon solar cells. An 
advantage of thin-film solar cells is that less material is required to produce cell 
panels on flexible materials at a lower cost. Three types of semiconductor materials 
are currently used for commercial thin-film solar cells: amorphous silicon, cadmium 
telluride (CdTe), and copper indium gallium diselenide (CIGS). Other 
semiconductors, such as copper zinc tin sulfide (CZTS), are considered as a novel 
promising absorber material for thin-film solar cells due to the fact that they are 
made from earth abundant element with low cost, low toxicity, and high efficiency. 
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Third-generation solar cells promise to be very different from the previous 
devices as they do not rely on the traditional p-n junction to separate photogenerated 
charge carriers. These new generation solar cells involve production by various 
advanced technologies and use cutting-edge materials. They are expected to have a 
very promising future although most of the work on third generation solar cells is 
still in the laboratory or testing stage. Currently, there is a lot of solar cell research 
being performed on third-generation solar cells. Among them, following three major 
types have attracted a great deal of attention in recent years (i) dye sensitised solar 
cells (DSCs), (ii) polymer solar cells, (iii) quantum dot solar cells (QDSCs). 
(b) Dye sensitised solar cells 
Dye sensitised solar cells (DSCs) are derived from nature’s way of converting 
sunlight energy through “photosynthesis” in plants to chemical energy. DSCs 
became popular as a research topic following the breakthrough advance achieved by 
Prof. Michael Graetzel in 1991.156 The use of porous nanocrystalline TiO2, rather 
than bulk crystal layers, resulted in a large jump in energy conversion efficiency to 
over 10%. TiO2 nanocrystals with a surface area increase of about 3-4 orders of 
magnitude is the main reason for the high efficiency. 
 
Figure 29. Typical structure of a dye-sensitised solar cell (reproduced with permission from ref. 75, 
copyright 2007, American Chemical Society). 
Since the initial work of Graetzel, a variety of DSC components and 
configurations have been developed. The most popular configuration of a Graetzel 
DSC typically consists of a wide band gap semiconductor metal oxide film with 
adsorbed dye molecules as the photosensitized anode, an electrolyte containing I-/I3- 
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redox couple as a electron/hole transporter and a platinized fluorine-doped tin oxide 
(FTO) glass cathode.75, 157 Illustration of a typical dye sensitised solar cell is shown 
in Figure 29. 
 
Figure 30. Illustration of the working principle of a typical dye-sensitized solar cell (reproduced with 
permission from ref. 157, copyright 2011, Elsevier). 
The mechanism of the operation of DSCs is illustrated in Figure 30.157 The 
optical absorption occurs in the dye molecules, which involves the excitation of 
electrons from the highest occupied molecular orbital (HOMO) to the lowest 
unoccupied molecular orbital (LUMO). This process takes place at a very fast rate 
with the generation of excitons or electron-hole pairs. The generated electrons then 
get injected into the conduction band of the semiconductor film and transferred to the 
current collector, while holes are separated to the counter electrode via liquid 
electrolyte. The oxidized dye molecules are recovered by the electrons in the 
electrolyte and the electrolyte is regenerated by injection of electrons from the 
counter electrode. This is how a DSC converts solar energy into an electric current 
that passes through an external circuit. 
The energy conversion efficiency () for a DSC cell can be calculated from the 
photocurrent density measured at short-circuit (Jsc), the open-circuit photovoltage 
(Voc), the fill factor of the cell (FF), and the density of the incident light (Pin), 
according to equation (1). The fill factor can be calculated by the ratio of the 
maximum power (Pmax) of the solar cell divided by the and according to equation (2). 
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The maximum power is given by the values of photocurrent (Jmpp) and photovoltage 
(Vmpp) at the maximum power point according to equation (3). 
 = Jsc Voc FF/Pin                                       (1) 
FF = Pmax/ (Jsc Voc)                                     (2) 
Pmax = JmppVmpp                                          (3) 
The key to the breakthrough for DSCs in 1991156 was the use of mesoporous 
TiO2 nanocrystals as the photoanode material. Various metal oxide nanocrystals, 
such as TiO2, ZnO, SnO2, and Nb2O5, have since been investigated as photoanode 
materials. In order to improve the DSCs efficiencies, large efforts have been directed 
at the optimization of morphologies of metal oxide nanocrystals. For example, 
anatase TiO2 nanosheets with exposed {001} facets have been prepared and used for 
DSCs with satisfactory energy conversion efficiencies.158 Up to date, over 12% 
efficiency DSCs have been achieved by using novel sensitiser and electrolyte.159 
Even so, the efficiency of DSCs has only been improved around 2% during the last 
ten years.160 Therefore, the research interest has expended toward other potential 
photoanode materials, and a deeper understanding and more focused research are 
suggested to be the best way to overcome the current efficiency bottle-neck of 
DSCs.35, 153 
As one of the first metal oxides used as photoanode for DSC applications, ZnO 
has recently attracted considerable attention due to its higher electron mobility (205 - 
1000 cm2∙V-1∙s-1),161 similar energy band configuration162 and relative ease of 
synthesis compared to TiO2. In the last two decades, a variety of ZnO nanostructures, 
such as nanoparticles,163, 164 nanorods,165 nanowire arrays166, 167 and nanosheets168, 169 
have been tested and the highest efficiency is 7.5% which is far lower than the 
conventional TiO2-based DSCs.170 Compared with TiO2-based DSCs, the poor 
performance of ZnO photoanodes is mainly due to their lower chemical stability. The 
presence of carboxyl protons in commonly used dyes can etch ZnO surfaces during 
dye loading. Chou et al. noted that the performance of DSCs is determined by the 
immersion time of ZnO electrodes in the dye solution and the dye concentration.171 It 
was observed that the dissolution of ZnO by acidic carboxylic groups of dyes takes 
place at the crystal surface which leads to formation of Zn2+-dye complexes that 
prevent the efficient injection of electrons.172 Recent studies suggest that dyes with 
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panchromatic absorption and lower acidity would be better for ZnO-based DSCs.173 
On the other hand, weaker binding between dye and ZnO might cause a weak and 
unstable sensitization, which has been noticed as bleaching in some DSCs.174, 175 
Therefore, better understanding for the dye adsorption model and the electron 
transport property of ZnO-based DSCs are required to obtain high efficiency DSCs. 
Other metal oxides such as SnO2 and Nb2O5 have also been applied for DSCs 
applications. For example, SnO2 nanowires based DSCs have been reported with 4.1% 
efficiency achieved.176 The efficiency has been improved to 6.3% by using ZnO-
coated SnO2 as the photoanode.177 Vertically aligned Nb2O5 nanoforests have also 
been fabricated and used as a photoanode material in DSCs with 2.4% efficiency 
achieved.178  
(c) Polymer solar cells 
Organic photovoltaic (OPV) devices have attracted increased attention in 
recent years due to their low-cost, lightweight, mechanical flexibility, and ease of 
processability from solutions.179-181 Generally, OPV devices can be divided into two 
categories according to whether their active materials are small molecules or 
polymers. Small molecule solar cells are mainly processed by thermal evaporation 
deposition methods, while polymer solar cells (PSCs) are often processed from 
solutions. 
Polymer solar cells usually consist of an electron-blocking layer on top of an 
indium tin oxide (ITO) conductive glass followed by electron donor and an electron 
acceptor, a hole blocking layer, and metal electron on top. One of the major 
breakthroughs in PSCs was the introduction of fullerene and its derivatives (e.g. 
phenyl-C61-butyric acid methyl ester, PCBM) to replace conventional n-type 
molecules in devices.182 The first polymer-fullerene planar heterojunction 
photovoltaic device was demonstrated in 1993.183 These planar heterojunction PSCs 
were later found to have some limitations, such as small surface areas and long 
migration distance for electrons and holes to reach their respective electrodes. 
Therefore, bulk heterojunction (BHJ) configuration was introduced in 1995,184, 185 
which involves using a mixture of donor-acceptor materials as the active layer and 
has been a popular structure in polymer solar cells ever since.  
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During the last ten years, bulk heterojunction PSCs based on conjugated 
polymers as electron-donor materials blended with fullerene derivatives as electron-
acceptor materials have become a highly popular research topic. Under irradiation, 
the excited electrons are transferred from the electron donator conjugated polymer to 
the fullerene part, which accepts electrons. Therefore, the electrons travel along 
fullerene segment, while the positive charges move along the polymer network. Over 
the past few years, high-efficiency PSCs have been dominated by polymer-fullerene 
BHJ solar cells with 12% efficiency being achieved by the Heliatek company.186 
Academically, impressive research results on PSCs have been achieved by Prof. 
Yang and Prof. Brabec’s groups.179-181, 187-189 They demonstrated that PSC 
efficiencies were mainly influenced by the active materials, the morphology, and the 
interface engineering. It is expected that a polymer solar cell with 15% energy 
conversion efficiency will be achieved using novel active materials and cell 
structures. 
(d) Quantum dot solar cells 
As one of the third-generation solar cells, quantum dot solar cells (QDSCs) 
have emerged as contenders to dye sensitized solar cells and organic solar cells, 
which are relative mature technologies.190-192 Based on solar cell architectures, there 
are three types of configurations using quantum dots (QDs) as photon harvesters: (i) 
heterojunction solar cells, (ii) polymer-QD hybrid solar cells, and (iii) quantum dot 
sensitized solar cells (QDSSCs). Among them, QDSSCs are one of the dominant 
research areas in recent years. The working principle of QDSSCs is similar with that 
of DSCs. QDs are first excited by light to generated electron-hole pairs. As 
illustrated in Figure 31, the electrons are injected into the conduction band of metal 
oxide films and transported to the collecting electrode, while holes move toward the 
counter electrode through the electrolyte. Recombination occurs at the interface of 
QDs, metal oxide films and the oxidized state of the redox couple. 
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Figure 31. Interfacial charge transfer processes that follow excitation of semiconductor nanocrystals 
in quantum dot sensitised solar cells (reproduced with permission from ref. 191, copyright 2012, 
American Chemical Society). 
QDs have been used as sensitizers for solar cells since the 1990s; however, the 
performance of QDSSCs lags behind those of DSCs. It was found that the proper 
assembly of QDs into mesoporous metal oxide films is essential to improve the 
efficiency of QDSSCs. During the past decade, various methods have been 
developed to deposit colloidal QDs on metal oxide films, such as drop/spin cast, 
chemical bath, electrophoretic deposition, and surface ionic layer adsorption and 
reaction (SILAR). The choice of deposition method depends on the specific research 
goal because each method has its own merits and limitations. 
Considering the promising future of the above three types of emerging solar 
cells, studies were conducted by our group to investigate the structure-property 
relationship of photoanode materials for DSCs and the synthesis of novel active 
materials suitable for PSCs and QDSSCs. On one hand, the relationship between 
surface structure of ZnO nanocrystals and DSC performances were investigated. It 
was observed that the efficiency of DSCs based on { 1011 } dominated ZnO 
nanocones was about two times higher than that of cells based on {1010 } dominated 
ZnO rods. Details and proposed origin of the high DSC efficiency can be found in 
Chapter 5 in this thesis. The findings we observed can deepen our understanding on 
ZnO-based solar cells and guide us to design novel photoanode materials for high 
efficiency DSCs. On the other hand, the phase-controlled synthesis and mechanisms 
of copper chalcogenides, CuInS2 and Cu2ZnSnS4 were investigated, with details 
shown in Chapter 4. CuInS2 and Cu2ZnSnS4 nanocrystals have recently emerged as 
attractive sensitisers in QDSSCs and light absorber in PSCs. Our work provided 
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controllable synthesis for these nanocrystals which will be investigated for solar cell 
applications in the near future. 
1.5.3 Photocatalysis 
(a) Basic concepts 
The term photocatalysis can be defined as acceleration of a photoreaction by 
the presence of a catalyst, which consists of the combination of photochemistry and 
catalysis.193 The development of photocatalysis can be traced back to the 1960s when 
the mechanism of the photo-oxidation of carbon monoxide on zinc oxide surfaces 
was investigated. In 1972, the discovery of water photolysis on a TiO2 electrode was 
reported by Fujishima and Honda,194 which has been considered as a landmark in 
photocatalysis. Since then, the development of photocatalysis has been intensively 
investigated due to the global issues of environmental pollution and energy shortages. 
Photocatalysis, as a subtype of catalysis, can be generally divided into 
homogeneous and heterogeneous reactions depending on whether a catalyst exists in 
the same phase as the substrate it catalyses. The catalyst exists in the same phase as 
the substrate in homogeneous catalysis systems, while it exists in a different state 
from the substrate in heterogeneous catalysis. According to the physical state of 
materials, catalysts can be classified into gas state (e.g. NO2), liquid state (e.g. 
H2SO4), and solid state (e.g. Au, Pt) materials. Some solid state catalysts, such as 
metal complexes, can be dissolved in reaction systems with certain solvents. In 
heterogeneous photocatalysis, the reactive material (e.g. metals or metal oxides) 
often exist in the form of small particles, which is beneficial to the chemical 
reactivity due to the high surface area. However, highly dispersed particles are 
fundamentally unstable due to the surface or interfacial tension which tends to favour 
the states with the smallest interface area per unit mass. A support material, therefore, 
is often used to keep the active phase in the dispersed state. Typical support materials 
for photocatalytic studies include silica, alumina, clays, zeolites, titanium oxide, and 
zinc sulfide. 
Various applications have been developed based on photocatalytic reactions 
over the last several decades. One of the photocatalytic applications is concerned 
with the splitting of water to yield hydrogen and oxygen, which was predicted by 
Jules Verne as early as in the 1870s.195 Another application of photocatalysis is the 
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photo-decomposition or photo-oxidation of hazardous substances, such as organic 
pollutants in water and hazardous gases in the atmosphere. The third emerging 
application involves organic synthesis driven directly by solar energy. Other 
applications consist of the photocatalytic reduction of carbon oxide, photo-induced 
super-hydrophilicity, and photoelectron-catalysis. 
(b) Semiconductor photocatalysis 
Among the wide variety of photocatalysis research activities, semiconductor 
photocatalysis has attracted worldwide attention because they have promising 
potential in environmental and energy applications.196 In general, the process of a 
semiconductor photocatalysis involves three steps (Figure 32): i) photo-excitation of 
a semiconductor material, generating electrons-hole pairs; ii) charge separation and 
migration of excited electrons and holes to the surface reaction or recombination 
sites; iii) surface chemical reaction of the excited electrons and holes.197 
 
Figure 32. Main processes in semiconductor photocatalysis. (i) Photon absorption and electron–hole 
pair generation; (ii) charge separation and migration; (iii) surface chemical reaction at active sites 
(reproduced with permission from ref. 197, copyright 2011, Elsevier). 
A large variety of semiconductors, especially metal oxide nanomaterials, have 
emerged as promising photocatalysts and these account for most of the ongoing 
research projects in this field.196, 198 Among them, titanium oxide (TiO2) is 
considered as the most efficient and environmentally benign photocatalyst and has 
been intensely investigated for various applications, such as photodegradation of 
pollutants, hydrogen fuel production, and the water splitting.75 As the first metal 
oxide used for photocatalytic tests, ZnO has gained a resurgence of interest for 
photocatalytic applications due to its higher electron mobility (205-1000 cm2∙V-1∙s-1), 
similar energy level and relative ease of synthesis with respect to TiO2.161, 162 Other 
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common semiconductor nanomaterials for photocatalytic applications include 
WO3,199 SnO2,200 Fe2O3,137 In2O3,201 Nb2O5,202 and Ag3PO4.141 
The photocatalytic activity of a semiconductor material highly depends on the 
energy band structure, which determines the excitation, migration and redox 
capabilities of electron-hole pairs.196 Various energy band engineering strategies 
have been utilised to modulate the band gap and band-edge positions of 
semiconductors, such as doping with different elements or coupling with noble metal 
particles. One purpose of tuning band structure of photocatalyst materials is to 
maximize the utilization of sunlight. Therefore, efforts have been paid to narrow the 
band gap of semiconductors so that they can absorb visible or infrared light. For 
example, nitrogen-doped TiO2 nanocrystals have been synthesized and used for 
photocatalytic applications under visible light.203-205 Nitrogen-doped ZnO 
nanoparticles have also been prepared for the applications of water oxidation under 
visible light.206  
Apart from the energy band structure, the photoreactivity is also closely related 
to the surface atomic structure of the active material because photocatalytic reactions 
are typically surface-based processes. The surface atomic arrangement and 
coordination determines the surface energy and chemisorption properties, which is 
essential to the surface transfer between electrons and reactant substrate. Considering 
these facts, the exposed crystal facets of semiconductor materials play a crucial role 
in determining the photocatalytic reactivity and efficiency.120, 196 Various well-
shaped semiconductor crystals created to present large exposure of certain facets 
have been observed to have improved photocatalytic activities. For example, anatase 
TiO2 crystals with large percentages of {001}, {101} or {101} facets have shown 
enhanced photoactivity compared with TiO2 sphere crystals.124-126, 131, 132 Another 
well-defined semiconductor, m-BiVO4 nanoplates exposed with {001} facets have 
been prepared by a hydrothermal method and they also exhibited considerable 
photocatalytic activity.207 Although a number of faceted nanocrystals have been 
prepared, it is still a challenge to reproducibly synthesize and control the facet-type 
percentage in a given batch. Recently, we reported the synthesis of well-shaped ZnO 
nanocrystals with controllable exposure of certain crystal facets by a wet-chemical 
method. Chapter 3 presents our proof-of-principle study that investigated how the 
surface structure of differently-shaped ZnO nanocrystals can strongly influence 
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photocatalytic activity for this material. Under visible light irradiation, cone-shaped 
ZnO nanocrystals with {1011} facets exhibited much higher photocatalytic activity 
for the degradation of the dye RhB compared to other ZnO nanostructures. This 
could be attributed to the high surface energy and active sites of the {1011} facets. 
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SYNOPSIS 
Elucidation of the effects of capping ligands on the synthesis of ZnO nanoparticles, 
especially the particle size was of interest in this study. The short multidentate ligand 
tris(hydroxymethyl)-aminomethane (THMA) was used as a capping agent in the 
synthesis of ZnO for the first time. Compared to traditional capping ligands with 
long carbon chains, THMA exhibited superior ability to stabilize ZnO quantum dots, 
resulting in ultrasmall particles around 1.7 nm. ZnO nanoparticles with different 
sizes were synthesized by using different capping ligands. Additionally, theoretical 
calculations were performed to estimate the binding energies between the capping 
ligands and ZnO surfaces to understand the trends in the experimental results. 
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ABSTRACT 
ZnO nanoparticles with highly controllable particle sizes (less than 10 nm) were 
synthesized using organic capping ligands in Zn(Ac)2 ethanolic solution. The 
molecular structure of the ligands was found to have significant influence on the 
particle size. The multi-functional molecule tris(hydroxymethyl)-aminomethane 
(THMA) favored smaller particle distributions compared with ligands possessing 
long hydrocarbon chains that are more frequently employed. The adsorption of 
capping ligands on ZnnOn crystal nuclei (where n = 4 or 18 molecular clusters of 
(0001) ZnO surfaces) was modelled by ab initio methods at the density functional 
theory (DFT) level. For the molecules examined, chemisorption preceded via the 
formation of Zn…O, Zn…N or Zn…S chemical bonds between the ligands and 
active Zn2+ sites on ZnO surfaces. The DFT results indicated that THMA binds more 
strongly to the ZnO surface than other ligands, suggesting that this molecule is very 
effective at stabilizing ZnO nanoparticle surfaces. This work, therefore, provides new 
insight into the correlation between the molecular structure of capping ligands and 
the morphology of metal oxide nanostructures formed in their presence. 
KEYWORDS 
Zinc oxide; nanoparticles; solvothermal synthesis; tris(hydroxyl-methyl) 
aminomethane; ab initio method; DFT simulation 
2.1 INTRODUCTION 
Semiconductor nanomaterials, especially low-dimensional metal oxides have 
attracted attention in recent years due to their size-dependent physical properties 
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which are expected to prove to be useful in optoelectronic and other devices.1, 2 
Among these materials, ZnO nanostructures have been one of the most intensively 
studied due to their potential applications in photo-catalysis,3, 4 light-emitting 
devices,5, 6 solar cells7-9 and gas sensors.10-13 For this reason, many studies have been 
reported on the synthesis of ZnO nanostructures by physical methods, such as by 
chemical vapor deposition (CVD),14, 15 magnetron sputtering16 and laser ablation.17 
These approaches can successfully produce high-quality nanostructures, but require 
special equipment or harsh conditions which hinder both their application and large 
scale production. 
Wet chemical synthesis of ZnO nanoparticles and nanostructures for these 
applications has also attracted much attention, a notable example being the 
innovative work of Hoffmann et al..18 Compared with physical methods, chemical 
synthesis holds several potential advantages, including their potential to be readily 
scaled-up, flexible post-synthetic processing and the fact that chemical synthesis 
takes place at moderate temperature (less than 200 ºC). It can also be easier to isolate, 
purify and functionalize nanocrystals and build up nanoscale architectures through 
self-assembly,19, 20 spin-coating,21 template-assisted synthesis22 and similar methods.5, 
23 ZnO nanocrystals have been studied extensively and modified by various organic 
molecules, especially those with long alkyl-chains.24 For example, octanethiol has 
been reported to quench the growth of ZnO nanoparticles.25 It is suggested that 
adsorption of thiolates on ZnO crystallite surfaces has an inhibiting effect on the 
crystal growth where binding of the sulfur groups to the ZnO particles results in the 
decrease of the particle’s surface energy. Moreover, alkylamine has also been used as 
modifying agent in the process of ZnO synthesis. In Gamelin’s work, ZnO 
nanocrystals were annealed in dodecylamine (DDA), which resulted in the removal 
or drastic deduction of defects at the ZnO surfaces leading to pure excitonic emission 
in the product in their fluorescence study.26 The interaction of both thiols and amines 
on ZnO surfaces has been investigated by x-ray photoelectron spectroscopy (XPS).27-
29 Other long-chain organic ligands, such as tert-butyphosphonic acid (TBPA),30 
octylamine (OA)1 and oleic acid (OLA)31 have also been applied to modify ZnO 
nanocrystals.32 However, there are far fewer reports on the modification of ZnO 
nanocrystals using short-chain molecules with multifunctional groups and where 
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these studies have been performed; the correlation between ZnO nanocrystals and 
ligand structures was often ignored. 
In this paper, we describe the synthesis of organic-modified ZnO nanoparticles 
(ZnO NPs) by a wet chemical method from zinc acetate solution. 
Tris(hydroxymethyl)aminomethane (THMA) and three other organic molecules (n-
Hexadecylamine (HDA), n-dodecanethiol (DDT) and n-trioctylphosphine oxide 
(TOPO)) were used as capping ligands. The ZnO samples were characterized by UV-
vis absorption, photoluminescence (PL), Fourier transform infrared (FT-IR), powder 
X-ray diffraction (XRD) and transmission electron microscopy (TEM). We found 
that these organic ligands have profoundly different effects on the growth of ZnO 
NPs and interparticle interactions. THMA modified ZnO NPs were produced much 
smaller than the particles modified by other ligands. To explain this observation, the 
interactions between the capping-ligands and ZnO surfaces were investigated by 
quantum chemistry calculation based on density function theory (DFT). 
2.2 EXPERIMENTAL 
2.2.1 Materials 
Anhydrous zinc acetate (Zn(CH3CO2)2 or Zn(Ac)2, 99.99%), n-dodecanethiol 
(C12H25SH, or DDT, 99%), n-hexadecylamine (C16H33NH2, or HDA, 99%), n-
trioctylphosphine oxide ((C8H17)3PO or TOPO, 99%), tris(hydroxymethyl) 
aminomethane (C4H11NO3 or THMA, 99%) and absolute ethanol. All chemicals 
were used as received without further purification or distillation. 
2.2.2 Synthesis of ZnO NPs 
Ligands-capped ZnO NPs were synthesized by wet-chemical method. In a typical 
synthesis, Zn(Ac)2 (0.5 mmol, 92 mg) and THMA (0.2 mmol, 24 mg) were added 
into absolute ethanol (30 mL) while stirring. Then the mixture was heated at around 
80 ºC for 1 h to dissolve Zn(Ac)2 and THMA. Following complete dissolution of the 
precursors, a NaOH/ethanol solution (20 mL, 0.05 M) was injected into the hot 
solution and then refluxed for a further 72 h. The obtained cloudy solution was 
centrifuged and rinsed by deionized water and ethanol to remove byproducts. For the 
synthesis of other ligand-capped ZnO samples, all the reaction conditions were same 
expect that THMA was replaced by TOPO, DDT and HDA, respectively. For 
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comparison, bare ZnO NPs were also synthesized in the same procedure without 
using capping ligands. 
2.2.3 Characterization 
The absorption spectra were recorded using a Cary 100 (Varian) spectrometer. PL 
spectra of ZnO colloid in ethanol were measured at room temperature with a Cary 
Eclipse (Varian) fluorescence spectrometer. Appropriate filters were used to avoid 
second-order contribution. PL spectra were taken with the absorbance of the samples 
at the excitation of 330 nm. FT-IR spectra were collected by a Bruker Alpha FT-IR 
spectrometer with attenuated total reflectance (ATR) accessory. Measurements were 
performed with a resolution of 4 cm-1 and 64 scans. XRD patterns of ZnO powders 
were collected with a PANanalytical XPert Pro Multi Purpose Diffractometer with 
Cu Kα radiation (λ = 1.54178 Å). Transmission Electron Microscopy (TEM) images 
were obtained using a JEOL JEM-2100 microscope. The samples were prepared by 
dropping diluted solutions of ZnO colloids in ethanol onto 200-mesh carbon-coated 
copper grids and evaporating the solvent. 
2.2.4 Computational Details 
ZnO in its wurzite form was created by Materials Studio software and used as the 
basis for the ab initio calculations (where the lattice parameters a, b, and c are 
3.24927, 3.24927, and 5.20544 Å, respectively; and the α, β, and γ angles are 90°, 
90°, and 120°, respectively; the space group of ZnO is P6_3mc). According to 
Nakatsuji’s work,33 it is recommended that metal oxides cluster models should be cut 
out so as to be neutral and stoichiometric, and must contain as few dangling bonds as 
possible. The electronic and chemical properties (including adsorption behavior) of 
metal oxides are often dominated by defects such as vacancies and/or surface atoms 
possessing a low coordination number.34, 35 Therefore a small neutral cluster 
containing four Zn atoms and four O atoms (Zn4O4, the Z model in Fig. 1a) was used 
here to investigate interactions between ligands and low coordination number atoms 
present in a real crystal and which are likely to be highly reactive. A large cluster 
size was also examined in order to investigate interactions with a regular ZnO (0001) 
surface. This large modelled surface contained 18 Zn atoms and 18 O atoms, 
consisting of two layers of Zn atoms and two layers of O atoms, as shown in Fig. 1b 
(the ZL model). Application of these ZnO cluster sizes have been previously been 
used to efficiently investigate the interactions of nerve agents on ZnO surfaces.36 
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Fig. 1 Models of the ZnO surface: (a) the Z (Zn4O4) model and (b) the Z-L (Zn18O18) model. 
Density functional theory (DFT) methods37 have been used to elucidate the 
interactions between ZnO surfaces and various small molecules, such as O2,38 H2O,39 
NH340 and glycine.41 It was validated that DFT is well-suited for these weak 
chemical interactions on ZnO surfaces. Therefore, in our present study, calculation of 
adsorption of the capping-ligands to the ZnO model surfaces were conducted by DFT 
method,37 in conjunction with the B3LYP42 and LanL2DZ basis sets,43-45 as 
implemented in the Gaussian 09 program package.46 The geometry of the THMA 
structure was fully optimized while the ZnO was partially or fully frozen, consistent 
with optimization methods used in previous studies.36, 40 The intermolecular 
interactions and their character were examined by the Atoms in Molecules (AIM) 
theory.47-49 According to this theory, the existence and the type of chemical 
interactions between two atoms can be determined by the electron density () and the 
Laplacian of the electron density (2). Corrections to the interaction energies to 
account for basis set superposition error (BSSE) were also calculated. 
2.3 RESULTS AND DISCUSSION 
2.3.1 Modification of ZnO NPs 
ZnO NPs were synthesized and in-situ modified by THMA, TOPO, HDA and DDT 
from Zn(Ac)2 solution. Compared with bare ZnO, ligand-modified ZnO NPs 
exhibited markedly different particle growth rates. This is reflected in the rate of 
change of the ZnO absorption band-edge present in the ZnO colloid solution UV-vis 
absorption spectra given in Fig. 2. When HDA and DDT were used as capping 
ligands, the ZnO particles obviously grow faster than bare particles. In the case of 
TOPO, no significant difference was found when compared to synthesis without the 
capping ligand. However, the growth was significantly inhibited in the case of 
THMA. 
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Fig. 2 shows the UV-vis absorption spectra of as prepared ZnO colloids at 
different stages of the particle growth and capping by organic molecules on ZnO 
surfaces.30, 32, 50 Therefore, we propose THMA also interacts with the active sites on 
growth with each capping ligand. Well-defined absorption peaks were observed 
immediately upon injection of NaOH solution into the zinc precursor, except in the 
case of THMA. Then, the reaction solution was heated in ethanol at 80 °C to 
investigate the ligand effects on particle growth. The absorption onset was red-
shifted with increasing time, consistent with particle growth of these quantum-
confined nanocrystals. By comparison, the absorbance peak of ZnO-THMA was 
actually observed to be blue-shifted, indicating smaller particle size. This could be 
attributed to the multi-functional groups (–NH2 and –OH) present in THMA 
molecule. It was reported that amino and hydroxyl groups were often involved in the 
adsorption ZnO surfaces to decrease the surface energy and inhibit growth of the 
ZnO particles. This assumption will be discussed further in the computational session 
of this work. 
In contrast to THMA, it was found that HDA and DDT modified ZnO NPs 
were larger than bare ZnO particles. These modified nanoparticles also showed a 
strong tendency to aggregate. The particle aggregation effect was particularly 
noticeable in these spectra as a long “tail” of high absorbance in the spectra at 
wavelengths longer than 350 nm. We suggest there are three types of interactions in 
the ZnO-ligand system: the interaction between ZnO crystal nuclei; the interactions 
between ZnO crystal nuclei and capping ligands and the interactions between 
capping ligands themselves. Without capping ligands, ZnO nuclei will grow to a 
certain size until the surface energy is stabilized or balanced with environment, 
consistent with coarsening models of growth where larger particles grow at the 
expense of smaller particles models.51 In the presence of capping ligands, such as 
THMA, the surface of ZnO crystallites will be stabilized by strong ligand bonds. In 
the case of HDA and DDT, stabilization will also occur, however one difference with 
these two species is that the effective diameter for a particular crystal nuclei will be 
far larger than THMA- capped ZnO nanoparticles. This is represented schematically 
in Fig. 3, where it is assumed that Van der Waals forces between the ligand straight 
alkyl-chains can result in a large percentage of all-trans configurations of the bound  
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Fig. 2 Absorption spectra of ZnO colloids after annealing in ethanol for (a) 0 h; (b) 1 h and (c) 48 h in 
the presence of different organic ligands. 
ligands for HDA and DDT in particular. Accordingly, aggregation is more likely to 
occur with HDA and DDT-capped ZnO nanoparticles due to interpenetration of the 
linear alkythiol and alkylamine ligand shells between adjacent particles.52 This 
interpenetration is likely to maximize dispersion attractions between ligand shells. 
Aggregation was clearly present in the UV-vis of the linear alkythiol and alkylamine 
ligands in Fig. 2 and has been observed previously in the case of DDT-coated ZnO 
NPs where in fact linear chain aggregates were observed under similar synthetic 
conditions.19 Decreased aggregation of particles was evident in the UV-vis spectra of 
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TOPO capped ZnO NPs. The structure of TOPO differs significantly from the linear 
chain HDA and DDT ligands, it has a tetrahedral structure with three long carbon 
chains. It is reasonable to assume that the major chemical binding interaction of 
TOPO with the ZnO surface is through the oxygen. The large space occupied by the 
hydrocarbon chains of each TOPO unit causes them to have a large molecular 
footprint at the ZnO surface. The density of TOPO molecules at ZnO surfaces is 
therefore likely to be lower than HDA or DDT which can close pack.27 Decreased 
intermolecular interaction and the particle growth of TOPO functionalised ZnO NPs 
is therefore likely as well. 
 
Fig. 1 Schematic diagram of the capping effect of different organic ligands on ZnO nanocrystal 
surface: (a) THMA; (b) TOPO; (c) HDA or DDT. 
 
Fig. 2 The IR spectra of ZnO NPs with various capping ligands: (a) bare ZnO; (b) ZnO-THMA; (c) 
ZnO-TOPO; (d) ZnO-HDA and (e) ZnO-DDT. 
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2.3.2 Structure and Morphological Characterization 
The presence of capping ligands and the formation of ZnO NPs were supported by 
the FT-IR spectra as shown in Fig. 4. The broad absorption bands at near 3400 cm-1 
represented O-H stretching vibration of absorbed water on the ZnO surface. The 
C=O stretching and C-O stretching vibration of acetate groups on ZnO surfaces have 
been reported to be around 1585 cm-1 and 1444 cm-1, respectively.53 It was also 
suggested these characteristic peaks varied slightly due to different bonding types of 
acetate and metal.54 It is notable that these observations were obtained using LiOH as 
base source while NaOH was used in our case. As shown in Fig. 4, three 
characteristic peaks (except Fig. 4e) around 1400-1640 cm-1 were observed and 
corresponded to acetate groups. This was supported by the results of previous study 
which prepared ZnO samples from zinc acetate and NaOH as well.55 
Compared with bare ZnO NPs, ZnO-THMA powder exhibited a weak C-H 
stretching vibration at about 2872 cm-1 and 2930 cm-1 (Fig. 4b). The N-H stretching 
vibration of THMA and HDA ligands were overlapped by the O-H stretching 
vibration of hydroxyl groups on the ZnO surface (Fig. 4b and Fig. 4d). The bands 
around 2857 cm-1 and 2926 cm-1 in Fig. 4c were attributed to the C-H stretching 
vibration of ZnO-TOPO. Fig. 4d and 4e exhibited clear C-H stretching vibration 
peaks assigned to HDA and DDT at around 2850 cm-1 and 2919 cm-1. The strong C-
H stretching vibration peak in ZnO-DDT indicates that DDT was heavily absorbed 
on ZnO surfaces with respect to other ligands. The C-H bending and CH2 rocking 
 
Fig. 3 X-ray diffraction patterns of ZnO NPs along with the wurtzite ZnO diffraction lines: (a) ZnO-
THMA; (b) bare ZnO; (c) ZnO-TOPO; (d) ZnO-HDA and (e) ZnO-DDT. 
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Table 1 Values of the average particle size (d) calculated by Scherrer’s Formula for the (101) and 
(102) XRD peaks of ZnO powders. 
Samples d(101) (nm) d (102) (nm) 
Bare ZnO 6.8 6.3 
ZnO-THMA 5.3 3.6 
ZnO-HDA 6.9 6.9 
ZnO-TOPO 7.3 7.6 
ZnO-DDT 8.9 8.7 
 
vibrations of DDT were identified at around 1462 cm-1 and 720 cm-1, respectively. 
The C=O and C–O stretching vibrations of acetate group were overlapped by the C-
H bending band of DDT in Fig. 4e. In addition, all of the capping ligands (except 
DDT) could be removed by rinsing ZnO powder with ethanol and deionized water 
repeatedly. This is critical for those applications where organic ligands might 
interfere with and weaken ZnO’s useful properties, optical properties in particular.4 
Fig. 5 shows the X-ray diffraction patterns of ZnO NPs which were annealed in 
ethanol for 72 h at around 80 °C. By comparing the diffraction peak positions with 
those reported in the International Crystallographic data table (ICDD), all samples 
were assigned to be hexagonal wurtzite crystal structures. It is observed that the 
XRD peak full width at maximum (FWHM) was widened by THMA while 
sharpened by DDT. 
The average particle size, d, was estimated by using the Scherrer formula. 
Table 1 shows the primary crystallite size calculated from the full width at half-
maximum of the (101) and (102) diffraction peaks. It is shown that apart from ZnO-
THMA, other ZnO nanoparticle sizes along the (101) planes are similar with that of 
the (102) planes, indicating almost spherical particles. The particle size of ZnO-
THMA was smaller than bare ZnO powder while other ZnO NPs were slightly larger. 
This trend in ZnO particle sizes was consistent with trends observed in the 
measurement of UV-vis absorption spectra. We are careful to note that although we 
have called the unmodified sample “Bare ZnO”, acetate ligands from the hydrolysed 
precursor readily bind to ZnO surfaces and are in fact essential to keep the colloid 
size small and size distribution narrow. Strong evidence of acetate playing a major 
role in colloid stabilization and growth can be found in earlier work focused on 
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developing the acetate hydrolysis method. See for example, work by Spanhel,56 
Meulenkamp57 and Anderson.53, 54 
The morphology of the particles was confirmed by TEM measurement after 
annealing for 30 min in ethanol (Fig. 6). Particle size distributions were also 
calculated by measuring the particle diameters in the TEM images from >100 
particles for each sample. In the absence of capping ligands, ZnO crystals appeared 
indistinct and non-spherical, with a mean size of around 1.7 nm (Fig. 6b). In Fig. 6a, 
nanoparticles appeared rather well separated on the grid and without tendency of 
aggregation because of the THMA capping. The average particle size of ZnO-THMA 
 
Fig. 4 TEM images and size distribution analyses of ZnO nanocrystals after refluxing in ethanol for 
30 min: (a) ZnO-THMA; (b) bare ZnO; (c) ZnO-TOPO; (d) ZnO-DDT and (e) ZnO-HDA. 
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Fig. 5 Normalized PL emission spectra of as prepared ZnO colloid annealed at 80 °C: (a) modified 
with different capping ligands (THMA, TOPO, HDA and DDT) and annealed for 48 h; (b) ZnO-
TOPO colloid annealed for various time from 1 h to 72 h and the enlarged region of 342-400 nm 
(inset). 
was reduced to around 1.3 nm. In contrast to these small particle size distributions, 
nanoparticles modified by TOPO, DDT and HDA all exhibited bigger sizes and 
broader size distributions. In addition, the TEM image of ZnO-HDA (Fig. 6e) shows 
obvious signs of significant particle aggregation, in agreement with the results of the 
adsorption spectra and the XRD data fitting. 
2.3.3 Photoluminescence 
In Fig. 7, the photoluminescence spectra of ZnO colloid modified with different 
ligands (THMA, TOPO, HDA and DDT) and the spectra of ZnO-TOPO colloid at 
different annealed time are reported. As shown in Fig. 7a, typical PL spectra of ZnO 
colloid consisted of a broad green emission attributed to surface defect states and a 
relatively narrow UV emission ascribed to band-edge recombination.53, 58, 59 These 
spectra were measured for the as prepared ZnO colloid after annealing in ethanol at 
80 °C for 48 h. By comparison, both UV and green emissions of ZnO-THMA colloid 
were blue-shifted with respect to other samples, indicating smaller particle size in the 
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quantum confinement regime.60 Compared with bare ZnO colloid, the intensity of 
green emission was decreased for ligand-capped ZnO NPs. Particularly, the green 
emission of ZnO-DDT was almost entirely quenched, in agreement with the 
intensive characteristic peaks of DDT in FT-IR spectra. This decrease of green 
emission intensity implied reduction of surface defects. We suggest that the oxygen 
vacancies at the ZnO surface were passivated by ligands, consistent with similar 
photoluminescence studies of dodecylamine (DDA)26 or TOPO61 capped ZnO 
nanocrystals. 
Fig. 7b presents the normalized PL emission spectra of ZnO-TOPO colloid in 
ethanol after annealing at 80 °C for certain times. It was observed that the green 
emission intensity gradually reduced with the annealing time, consistent with the 
particle growth process in previous studies.26, 60, 62 In addition, as increasing the 
annealing time, the UV emission red-shifted slightly (inset figure), in agreement with 
the red-shift of absorption peaks. This red-shift caused by annealing of the ZnO 
material can be attributed to particle coarsening (growth) during the anneal step.53, 63, 
64 
 
Fig. 6 Optimized geometries of capping-ligands adsorbed on the Zn4O4 surface obtained at the 
B3LYP/LanL2DZ level of theory: (a) Z-TH system, (b) Z-TO system, (c) Z-DT system and (d) Z-HD 
system. 
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2.3.4 Simulation of Ligands Adsorbed on ZnO 
The optimized structures of capping ligands adsorbed on the Zn4O4 fragment are 
illustrated in Fig. 8. The main purpose for the calculation of this model was to 
investigate interactions between capping-ligands and the low-coordination number, 
active sites of ZnO crystal nuclei, and in the case of corner sites (which can be 
considered as sites present on the (0001) surfaces), to compare ligand-binding effects. 
The calculated interaction distances (r) (between ligands and ZnO fragment) with the 
corresponding electron density (ρ(r)) and Laplacian of the electron density (2ρ(r)) 
values are shown in Table 2. In the Z-TH system, chemical bonds are formed 
between N, O atoms of THMA and the Zn atom of the Zn4O4 fragment. The Zn…N 
and Zn…O distances are 2.20 Å and 2.25 Å, respectively, and these bonds are 
created with a two-coordinated Zn2+ site. The Z-TH system is further stabilized by 
the formation of an O-H…O type hydrogen bond, possessing 1.51 Å H…O distance. 
The values of the electron density for Zn…N, Zn…O and H…O are 0.051 e/au3, 
0.029 e/au3 and 0.045 e/au3, respectively. Therefore, the strongest and weakest 
interactions in Z-TH system come from Zn…N and H…O bonds, while the Zn…O 
appears to give only a moderate contribution to stabilization of the system. 
 
Fig. 7 Optimized geometries of capping-ligands adsorbed on the Zn18O18 surface (0001) obtained at 
the B3LYP/LanL2DZ level of theory: (a) Z-TH-L system, (b) Z-TO-L system, (c) Z-DT-L system and 
(d) Z-HD-L system. 
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Table 2 Electron density (ρ), Laplacian of the electron density (2ρ), H…Y and X…Y distances (Å), 
and ∠X-H-Y bond angles of the formed bonds for the Zn4O4-Ligand and Zn18O18-Ligand systems 
calculated at the B3LYP/LanL2DZ level of theory. 
Bonds 
Z-TH Z-TH-L 
ρ 
(2) 
∠X-H-
Y 
H…Y 
(X…Y) 
ρ 
(2) ∠X-H-Y 
H…Y 
(X…Y) 
N…Zn1 0.051195 (0.177667)  (2.198) 
0.049483 
(0.160077)  (2.216) 
O1…Zn1 0.028728 (0.153888)  (2.251)    
O1…Zn2    0.026122 (0.090443)  (2.393) 
O2-H…Oa 0.044548 (0.368253) 162.2 1.511 
0.059425 
(0.173788) 164.7 1.596 
O1-H…Ob    0.049174 (0.154834) 138.2 1.705 
 
Z-TO Z-TO-L 
ρ 
(2) 
∠X-H-
Y 
H…Y 
(X…Y) 
ρ 
(2) ∠X-H-Y 
H…Y 
(X…Y) 
O1…Zn1 0.059788 (0.304820)  (2.038) 
0.050490 
(0.210971)  (2.117) 
C1-H…Oa 0.015587 (0.057457) 140.9 2.254 
0.017728 
(0.052152) 152.9 2.232 
C2-H…Oa 0.014114 (0.051235) 140.9 2.293    
C3-H…Zn2    0.009435 (0.035839) 105.6 2.587 
 
Z-DT Z-DT-L 
ρ 
(2) 
∠X-H-
Y 
H…Y 
(X…Y) 
ρ 
(2) ∠X-H-Y 
H…Y 
(X…Y) 
S…Zn1 0.039453 (0.075146)  (2.568) 
0.033690 
(0.070484)  (2.627) 
C1-H…Oa 0.016439 (0.051004) 153.1 2.241 
0.023805 
(0.090594) 145.4 2.074 
C2-H…Ob    0.014177 (0.062915) 160.8 2.325 
 
Z-HD Z-HD-L 
ρ 
(2) 
∠X-H-
Y 
H…Y 
(X…Y) 
ρ 
(2) ∠X-H-Y 
H…Y 
(X…Y) 
N…Zn1 0.054199 (0.182129)  (2.179) 
0.049074 
(0.160313)  (2.213) 
C1-H…Oa 0.008414 (0.027419) 149.0 2.630    
N-H…Oa    0.020226 (0.076019) 120.4 2.124 
 
Compared with Z-TH system, in each of other systems, there is only one chemical 
bond created with each Zn2+ site, accompanied by hydrogen bonds of varying 
strength, depending on adsorbed species. For Z-TO, one chemical bond between O of 
TOPO and the Zn2+ site and two C-H…O hydrogen bonds are created. The Zn4O4 
cluster was mainly stabilized by the formation of the Zn…O bond, as indicated by 
the electron density value of Zn…O bond (0.060 e/au3) which is almost four times 
larger than that of hydrogen-bond interactions (0.016 e/au3 and 0.014e/au3). With Z-
DT, the significant interaction with the Zn4O4 fragment was the chemical bond 
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between the S atom of DDT and the Zn2+ site of the ZnO cluster. Values of the 
electron density of the Zn…S bond and the C-H…O hydrogen bond were 0.040 e/au3 
and 0.016 e/au3, respectively. In the case of Z-HD system, a N…Zn chemical bond 
and C-H…O hydrogen bond formed between HDA and the Zn4O4 model, where the 
N…Zn bond clearly provides the main contribution toward the intermolecular 
interaction with the ZnO model surface. By comparing the electron density values of 
the formed bonds in these systems, it was obvious the interaction was highest for the 
Z-TH system while the interaction was lowest for the Z-HD system. 
Fig. 9 exhibits the optimized structures of capping ligands adsorbed on the Zn-
terminated Zn18O18 cluster (0001 surface). It was shown THMA interacted with two 
top Zn atoms and two O atoms at the boundary of the second layer. The main 
interaction comes from the formation of hydrogen bonds involving the second layer 
O atoms. This stabilized role of these O atoms was also confirmed for the adsorption 
of methanol on (0001) ZnO surface.65, 66 It was notable the Zn1…N and Zn1…O1 
bonds in Z-TH system were slightly stronger than that in Z-TH-L system (the 
differences in  are 0.002 and 0.003 e/au3, respectively). This is because N and O1 
atoms were bonded with the same Zn atom in Z-TH system, forming a stable five-
membered ring. In Z-TH-L system, N atom was bonded with Zn1 while O1 atom is 
bonded with adjacent Zn2 atom, forming a less stable seven-membered ring. For Z-
TO-L system, the main interaction is contributed by the formation of Zn1…O1 bond 
in which the P=O group of TOPO is involved. The P=O group has been recently 
reported to react with ZnO clusters with different sizes 36. The difference between Z-
TO and Z-TO-L systems is that C3-H…Zn2 bonds were formed in latter system, 
although they were very weak and negligible. Compared with Z-DT system, one 
more hydrogen bond (C2-H…Ob) was formed in Z-DT-L system. However, the 
Zn1…S chemical bond was relative weaker in the Z-DT-L system (the difference in 
ρ is ~0.006 e/au3, and the difference in 2 is ~0.005 e/au5). For Z-HD-L system, the 
Zn1…N bond was weaker than that in the Z-HD system, while N-H…Oa hydrogen 
bond was formed. 
2.3.5 Interaction Energies 
Interaction energies (EI) were calculated by taking the difference between the energy 
of the interacting system (EZnO-L) and the sum of the energies of ZnO cluster (EZnO) 
and isolated capping ligand (EL) with Eq. (1): 
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                          EI = EZnO-L - EZnO - EL.                   (1) 
Table 3 Interaction energy values (kJ/mol) of the Zn4O4-ligand and Zn18O18-ligand systems 
obtained at the B3LYP/LanL2DZ level of theory. 
 Z-TH Z-TO Z-HD Z-DT 
EI+BSSE -152 -101 -72.5 -43.5 
EBSSE 26.0 19.3 13.4 9.70 
 Z-TH-L Z-TO-L Z-HD-L Z-DT-L 
EI+BSSE -85.2 -78.9 -54.5 -37.4 
EBSSE 45.0 28.2 14.8 11.8 
 
In addition, the basis set superposition error (BSSE) was also calculated, using 
the Boys-Bernardi counterpoise method.67 The corrected interaction energies (EI+BSSE) 
were therefore calculated with Eq. (2): 
                        EI+BSSE = EI + EBSSE.                       (2) 
Table 3 presents the corrected interaction energies and the basis set 
superposition error for all the interacting systems. For both Zn4O4-Ligand and 
Zn18O18-Ligand systems, the interaction energies decreased in the order of: THMA > 
TOPO > HDA > DDT. The interaction energy of Z-TH was determined to be -152 
kJ/mol, which was much higher than Z-DT system (-43.5 kJ/mol). It was also shown 
that for the systems with same ligands, the interaction energies decreased as the 
extension of ZnO cluster. For Zn18O18-Ligand systems, the highest and lowest 
interaction energies were -85.2 kJ/mol (Z-TH-L) and -37.4 kJ/mol (Z-DT-L), 
respectively. Similar results were found in the simulation of HCOOH adsorbed on 
ZnO surfaces, which has shown that heats of dissociative adsorption of HCOOH 
decreased as the ZnnOn (n = 4, 9, 16, 25, 36, 49) cluster extended.68 These findings 
were consistent with our experimental results, which show that THMA significantly 
inhibited the growth of ZnO particles. We suggested this is due to the strong 
adsorption of THMA on ZnO crystal nucleus, therefore stabilize the crystal facets 
and prevent the particle growth. 
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2.4 CONCLUSIONS 
In conclusion, the effect of ligand structures on the growth of ZnO nanoparticles has 
been investigated experimentally and theoretically. Ab initio DFT calculations 
indicated that small molecules with multi-functional groups (THMA) adsorb to the 
ZnO surface with stronger bonds and higher interaction energy than long chain 
molecules. Interactions between ZnO clusters and long carbon-chain ligands (such as 
DDT and HDA) were relatively weak in comparison. This explained our 
experimental observations that THMA significantly inhibited the growth of ZnO 
nanoparticles. It is reasonable to assume that THMA interacted with ZnO crystal 
nuclei to stabilize the crystal facets and prevented the particle growth. The 
observation of significant ZnO nanoparticle aggregation effects occurring in the case 
of ZnO-DDT and ZnO-HDA particles, suggests Van der Waals forces between the 
DDT or HDA linear hydrocarbon chains weight the particle-stabilization effects of 
these ligands. This is likely since the strength of the Van der Waals force scales with 
the length of carbon chains in organic compounds. This scenario was also supported 
by investigating the TOPO-capped ZnO, which showed only a slight ligand-effect on 
the particle growth because of weakened Van der Waals interactions arising from the 
steric effect of adjacent TOPO molecules. This work provides a simple and efficient 
way to control the size of ZnO nanoparticles, but also explains the effects of ligand 
structures on ZnO nanoparticles which could be employed toward the morphology 
control of metal oxide nanoparticles. It also gives insight into the correlation between 
the nature of binding of the ligands and ZnO nanoparticles which could be used to 
guide the synthesis of similar metal oxide nanomaterials systems. 
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SYNOPSIS 
The shape and hence the nature of the exposed facets of nanocrystals are critical for 
their reactivities in various applications. To obtain highly-reactive ZnO nanocrystals, 
wet-chemical methods were used to control nanocrystal morphologies, especially the 
predominant facets. Specifically, benzylamine rather than traditional inorganic bases, 
was used to synthese ZnO through the aminolysis reaction in a non-aqueous system. 
In this work, ZnO nanostructures with bullet-like, rod-like, cone-like, and plate-like 
shapes were prepared by controlling the reaction parameters (e.g. reactant ratio and 
temperature), which had a controlling influence on the crystal growth behaviours. 
The dominant facets of ZnO nanorods, nanoplates and nanocones were determined as 
{ 10 10 }, {0001} and { 10 11 }, respectively. It was observed that excess use of 
benzylamine and a low reaction temperature favoured the formation of ZnO 
nanocones, while high temperature favoured the rod-shaped morphology. For the 
photodegradation of Rhodamine B, ZnO nanocones exhibited higher reactivity than 
the other nanostructures, which could be attributed to the prevalence of the highly-
reactive {10 11 } facets in these samples.  
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ABSTRACT 
We report a method for controlling the exposed facets and hence the dimensionality 
and shape of ZnO nanocrystals using a non-hydrolytic aminolysis synthesis route. 
The effects of changes to reaction conditions on ZnO formation were investigated 
and possible self-assembly mechanisms proposed. The crystal facet growth and 
hence morphologies of the ZnO nanocrystals were controlled by varying reaction 
temperature and the reactant ratio. Four distinct ZnO nanocrystal types were 
produced (nanocones, nanobullets, nanorods and nanoplates). The relative 
photocatalytic activities of the exposed facets of these ZnO nanostructures were also 
examined, which showed the activities obviously depended on the reactivity of 
exposed crystal facets in the order: {10 11 } >> { 0001 }, {10 10 }. 
3.1 INTRODUCTION 
Crystalline metal oxides are used as active device components in a wide range of 
research fields. Frequently the aim of these studies is to exploit nanoscale effects on 
their optical, electric and magnetic properties for optoelectronic and related 
applications.1 To this end, in the last decade, considerable effort has been devoted to 
the controllable synthesis of nanocrystals with reduced dimensionality and well-
defined morphologies because the exposed crystal facets can often determine their 
properties and activities.2-5 Among these materials, zinc oxide nanocrystals have 
attracted great attention because of their potential application in fields such as solar 
cells,6-8 photocatalysis,9 UV lasing,10 chemical sensing11-13 and electricity 
generation14-16 from ZnO nanorod arrays. Due to the promising perspectives for ZnO 
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in these areas, a large number of ZnO synthesis techniques have been developed for 
these purposes. Among these synthesis techniques, wet-chemical methods are of 
interest since they are very versatile with regards to the controlling of nanocrystal 
structures, compositions and morphologies.17, 18 Wet-chemical methods can basically 
be divided into hydrolytic and non-hydrolytic methods, depending on whether water 
is involved in the reaction procedure. Conventionally, ZnO nanostructures are 
prepared by hydrolytic methods using autoclaves (also known as hydrothermal 
methods) because of factors such as ease of scale-up and convenience. In order to 
obtain monodisperse samples, surfactants such as sodium dodecyl sulfate are often 
applied to control the growth and morphologies of ZnO samples.19-21 However, 
surface-adsorbed surfactants can have unpredictable influences on the passivation, 
reactivity and the segregation of nanocrystal surface properties, which are critical 
when it comes to catalysis and gas sensing applications for instance.22-25 Non-
hydrolytic methods provide a promising alternative approach to preparing 
nanocrystalline materials. Originally reported by Ebelman26 and Graham,27 non-
hydrolytic synthesis studies on silica gel has since been extended to the synthesis of 
metal oxides, binary metal oxides and multi-metal systems such as perovskites28 and 
spinels.29 The preparation of ZnO by non-hydrolytic methods was recently reported 
using the ester elimination reaction between zinc acetate and 1,12-dodecanediol,30 
followed by Chin’s similar work using alkyl-amine medium.31 Meanwhile, benzyl 
alcohol and other alcohols have also been used to prepare ZnO nanostructures.1, 32 
The “benzyl alcohol route” was further developed for the preparation of other metal 
oxides and organic-inorganic hybrid nanomaterials.33, 34 It is important to note that 
the synthesis protocol for a particular nanomaterial by these methods often involves 
more than one mechanism, such as combination of alcoholysis and thermal 
decomposition of zinc precursors which occurs at high temperature, resulting in 
incomplete understanding of the mechanism route. 
Crystalline materials provided with differently exposed facets are likely to have 
different properties and activities, useful in a variety of applications. For example, 
anatase TiO2 crystals with exposed {001} facets have demonstrated enhanced energy 
conversion efficiency for dye-sensitized solar cell applications.35 The {111} surfaces 
of rutile TiO2 nanocrystals show excellent photocatalytic, antibacterial activity due to 
providing active ∙OH species under irradiation.36 The photo-degradation activity of 
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-Fe2O3 under visible light has also been shown to be strongly depended on the 
exposed crystal facets in the order {110} > {012} >> {001}.37 Moreover, ZnO {0001} 
crystal facets have been found to be more active than { 000 1 } or {10 10 } facets in 
both photocatalytic and gas sensing applications.9, 38, 39 The photocatalytic activities 
of other crystal facets such as ZnO {10 11 } facets have not been reported yet. 
In this work, therefore, ZnO nanocrystals with different exposed facets, i.e. 
{10 11 }, {10 10 }, {0001} and { 000 1 } were prepared via a non-hydrolytic method. 
The morphologies and crystal facets of these ZnO nanostructures were controlled by 
varying the reaction temperature and reactant ratio. The probable formation 
mechanism is discussed and explained for each ZnO nanocrystal. The influence of 
different synthetic mechanisms on the growth of ZnO nanocrystals were illustrated 
by the controllable synthesis of desired morphologies. Finally, the photocatalytic 
activities of these ZnO nanocrystals were examined and the reactivity of different 
crystal facets was investigated. 
3.2 EXPERIMENTAL 
3.2.1 Materials 
Anhydrous zinc acetate (Zn(OAc)2, Sigma-Aldrich, 99.99%), Benzyl ether 
((C6H5CH2)2O, Sigma-Aldrich, 98%), Benzylamine (C6H5CH2NH2, Sigma-Aldrich, 
99%), Rhodamine B ([9-(2-carboxyphenyl)-6-diethylamino-3-xanthenylidene]-
diethylammo- nium chloride or Rh B, Sigma-Aldrich, 95%). All chemicals were 
used as received without further purification or distillation. 
3.2.2 Sample synthesis 
ZnO nanocones. All synthetic procedures were conducted under nitrogen 
atmosphere using standard Schlenk techniques. To prepare ZnO nanocones, 
anhydrous Zn(OAc)2 (0.183 g, 1 mmol) was added into benzyl ether (10 mL), then 
the mixture was heated at 170 C. When zinc acetate was dissolved, benaylamine 
(1.07 g, 10 mmol) was injected into the solution and heated for a further 24 h. After 
reaction, the solution was cooled down to room temperature, and the white 
precipitate was separated by centrifugation. The resulting white powder was washed 
several times with acetone and dried in a vacuum oven at 90 C for 12 h. 
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ZnO bullets. Anhydrous Zn(OAc)2 (0.183 g, 1 mmol) was added into benzyl 
ether (10 mL) and the mixture was heated at 210 C for 1h. Then benzylamine (1.07 
g, 10 mmol) was injected into the solution and heated for a further 5 h at the same 
temperature. After reaction, the solution was cooled down to room temperature, and 
the white precipitate was separated by centrifugation. The resulting white powder 
was washed several times with acetone and dried in a vacuum oven at 90 C for 12 h. 
ZnO rods. Anhydrous Zn(OAc)2 (0.183 g, 1 mmol) was added into benzyl 
ether (10 mL) and the mixture was heated at 210 C. Then benzylamine (0.107 g, 1 
mmol) was injected into the solution and heated for a further 5 h at the same 
temperature. After reaction, the solution was cooled down to room temperature, and 
the white precipitate was separated by centrifugation. The resulting white powder 
was washed several times with acetone and dried in a vacuum oven at 90 C for 12 h. 
ZnO plates. Anhydrous Zn(OAc)2 (0.183 g, 1 mmol) and benzylamine (4.28 g, 
40 mmol) were added into benzyl ether (10 mL). Then the mixture was heated 
rapidly to 220 C and refluxed for a further 5 h. After reaction, the solution was 
cooled down to room temperature, and the white precipitate was separated by 
centrifugation. The resulting white powder was washed several times with acetone 
and dried in a vacuum oven at 90 C for 12 h. 
3.2.3 Characterization 
The structure, morphology and crystalline nature of the samples were characterized 
by X-ray diffraction spectrometry (XRD, PANanalytical XPert Pro Multi Purpose 
Diffractometer) using Cu Kα radiation (λ = 0.154178 nm), field-emission scanning 
electron microscopy (FE-SEM, JEOL 7001F), transmission electron microscopy 
(TEM, JEOL 1010) and high resolution transmission electron microscopy (HR-TEM, 
JEOL 2100). Electronic absorption spectra were obtained using a UV-vis 
spectrometer (Varian, Cary 100). FT-IR spectra of as-prepared samples were 
collected on Perkin-Elmer 1000 with microscope at resolution of 4 cm-1 and 64 scans. 
3.2.4 Photocatalytic activity measurements 
The photo-degradation of Rhodamine B dye (Rh B) was used to study the 
photocatalytic properties of the three ZnO nanocrystals. For each measurement, 0.02 
g ZnO powder was added into a glass vial containing 10 mL deionized water. After 
sonication, 10 mL Rh B dye (1.0 × 10-5 molL-1) was added into above solution and 
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the mixture was stirred in dark for 30 min. Then the suspension was stirred and 
irradiated with a Black Ray UV lamp (365 nm, 100 W, Ultra-Violet Products, Inc.). 
The samples with different reaction times were taken out and centrifuged for the 
absorbance measurements. The quantity of Rh B in solution was determined by the 
absorption intensity at 554 nm, the main absorption peak of Rh B dye. 
3.3 RESULTS AND DISCUSSION 
Four ZnO nanocrystal types were synthesized from anhydrous zinc acetate by non-
aqueous, aminolysis using benzylamine (BA). By controlling the reaction conditions 
carefully and making subtle variations to the synthesis procedure, the synthesis 
mechanism for each ZnO nanocrystal type could be understood. The first 
nanostructure was obtained by simply heating zinc acetate and benzylamine in 
benzyl ether solvent at 170 C for 24 h. Fig. 1a shows the X-ray diffraction (XRD) 
pattern of the obtained white powder, which was consistent with that of the wurtzite 
ZnO crystal structure (P63mc, a = 3.249 Å, c = 5.206 Å, JCPDS, 36-1451). Fig. 1b 
displays the representative field-emission scanning electron microscopy (FE-SEM) 
image of the ZnO nanocrystals. The transmission electron microscopy (TEM) images 
(Fig. 1c, d) show that these nanocrystals were well shaped ZnO nanocones with an 
 
Fig. 1 (a) XRD pattern of the white powder product synthesized from Zn(OAc)2 and benzylamine at 
170 C in benzylether solution (BA/Zn2+ molar ratio = 10). (b) FE-SEM image of the morphology of 
the prepared white powder, the scale bar is 100 nm. (c) TEM image of the as-prepared ZnO nanocone 
product; the insets show the side view of a nanocone (left-top) and the tilted (X = 41.1, Y=0) view of 
the nanocone (left-bottom). (d) Enlarged TEM image with the top view of a nanocone. (e) SAED 
pattern of the ZnO nanocone marked in (d). (f) Schematic model of a ZnO hexagonal nanocone. 
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average size of 100 nm width × 100 nm height. The inset of Fig. 1c exhibits the side 
(top-left) and tilted (bottom-left, X = 41.1, Y = 0) views of a single ZnO nanocone. 
The measured angle between the edge and the basal plane of this ZnO nanocone was 
approximately 58. Fig. 1d confirms the morphology as hexagonal nanocones, where 
the top-view of the nanostructure is marked by red dashes. To investigate the 
crystalline nature of the ZnO nanocones, the selected area electron diffraction 
(SAED) pattern of the marked nanocone in Fig. 1d was obtained and shown in Fig. 
1e. The pattern shows that the [0001] zone axis of the hexagonal cone was 
surrounded by {10 10 } planes. From the SAED pattern and the angle between the 
edge and the basal plane of the hexagonal cones, we identified the exposed six side 
surfaces as {10 11 } facets. Fig. 1f shows a model of a ZnO hexagonal nanocone with 
30% { 000 1 } facets as base and 70% {10 11 } facets as side surfaces. 
 
Fig. 2 FT-IR transmission spectra in the full range (left) and magnified scale (right) for (a) 
benzylamine, (b) Zn(OAc)2, (c) Zn(OAc)2 treated by benzylamine at 100 C and (d) reaction residue 
after reaction at 170 C for 24 h. 
Before discussing the formation mechanism of the ZnO nanocone structure, it 
should be noted that wurtzite ZnO crystals often grow along the [0001] direction 
with crystal facets of: a top polar zinc (0001) facet, six nonpolar {10 10 } facets 
parallel to the [0001] direction, and polar oxygen { 000 1 } plane.40 The nonpolar 
{10 10 } facets are more stable than polar (0001) and ( 000 1 ) facets because {10 10 } 
facets have relative lower surface energies.41 For ZnO nanocones, however, high-
energy {10 11 } facets were exposed instead of the more stable {10 10 } facets. We 
speculated that crystal termination on the { 10 11 } facet could be favoured by 
applying benzylamine in the reaction system. Here, benzylamine not only acted as 
reaction agent in the aminolysis of Zn(OAc)2 process but also as a capping agent to 
stabilize the {10 11 } planes. Mechanisms previously suggested for formation of ZnO 
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nanostructures in alcohol or amine1, 30, 31 solutions do not apply to the particular set 
of reaction conditions employed here because those other reaction schemes pertain to 
thermal decomposition or mixed alcoholysis with aminolysis routes. This makes it 
difficult to relate the Figures of these different reaction mechanisms to the present 
study. Here, ZnO nanocones were obtained at 170 C where aminolysis was likely to 
be the preferred mechanism simply because zinc acetate does not decompose to ZnO 
at this temperature without benzylamine. Scheme 1 shows the suggested formation 
mechanism of the ZnO nanocone sample. In the beginning of the reaction, 
benzylamine is coordinated with Zn2+ to form Zn(OAc)2-BA complex. Then, the 
aminolysis reaction takes place via a nucleophilic substitution (SN2) type mechanism 
between benzylamine and the acetate group of Zn(OAc)2, to form zinc hydroxide and 
N-benzylacetamide. Finally, zinc hydroxide was transformed into ZnO through 
dehydration at the reaction temperature. 
 
Scheme 1 Proposed formation mechanism of the ZnO nanocone sample by the reaction between zinc 
acetate and benzylamine. 
To elucidate the proposed mechanism, we recorded the FT-IR spectra of neat 
Zn(OAc)2 and benzylamine, Zn(OAc)2 treated by benzylamine at 100 C and the 
separated residue after heating for 24 h at 170 C. As shown in Fig. 2, the C=O 
asymmetric stretching vibration of Zn(OAc)2 at 1555 cm-1 red shifted by ~17 cm-1 
when it was heated with benzylamine at 100 C. This could be due to the formation 
of Zn(OAc)2-BA complex and the donor NH2 group sharing its lone-pair of electrons 
with the Zn2+ ions. After heating for 24 h at 170 C, white ZnO product was 
separated by centrifugation and the reaction residue exhibited a new peak at 1648 
cm-1 which was attributed to the stretching vibration of C=O group in amide,42 i.e. 
the byproduct shown in Scheme 1. 
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Fig. 3 TEM images of as-prepared ZnO nanocones measured at different reaction stages: (a) 1 h, (b) 3 
h, (c) 8 h and (d) 24 h. 
To investigate the growth process of the nanocone structure, as-prepared 
samples were removed from the reaction vessel at different reaction times (1 h, 3 h, 8 
h and 24 h) for XRD and TEM characterization. The XRD result shows that wurtzite 
ZnO crystal was formed at the beginning of the reaction (Fig. S1). The peaks were 
slightly sharper as the reaction time increased, indicating the growth of nanocrystals. 
As shown in Fig. 3a, in the first 1h of the reaction, ZnO crystal aggregates quickly 
formed which were self-assembled from several irregular triangle-shape nanocrystals. 
In the following hours (3 - 8 h), ZnO nanocrystals grew further and partially changed 
into hexagonal cones by the recrystallization of self-assembled nanocrystals (Fig. 3b). 
Fig. 3c shows a nanocone only partially-created at the 8 h stage of the reaction, 
indicating ZnO cones grow in the direction from base to top through self-assembly 
and recrystallization processes. After complete growth, the ZnO nanocones were 
found to be attracted to each other either in a head-to-head or tail-to-tail fashion 
along the c-axis of [0001] direction (Fig. 3d). Structurally and electronically ZnO 
nanocrystal colloids are highly anisotropic. Fig. S2 shows the HRTEM image of the 
final product along the [0001] zone axis with the lattice spacing of 0.28 nm, 
corresponding to the distance between {10 10 } planes. It is generally accepted that 
each ZnO nanocrystal possesses a dipole moment (D) along the 0001 axis. In 
aqueous ZnO systems D tends to reduce as the ZnO crystals assemble and grow.43 
Considering the uni-directional nature of the dipole of each ZnO nanocone, the 
favored self-assembly pattern is likely to be head-to-tail. The un-favored head-to-
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head and tail-to-tail assembly observed in Fig. 3d could be due to the excluded 
volume interactions contributed by the benzylamine and benzylether. In hydrolytic 
synthesis of ZnO, side reactions have been demonstrated to have a significant 
influence on nanocrystal assembly/disassembly.43 Another factor determining 
formation of the ZnO nanocone structures was the combined effect of benzyl 
ether/benzylamine solution which controls the self-assembly and recrystallization 
process. It was found that in the absence of benzylamine, ZnO could not be obtained 
unless the temperature was increased to 210 C in benzyl ether. In this case, ZnO was 
produced by the thermal decomposition of zinc acetate. The morphology of the ZnO 
product under these conditions is shown in the supporting information Fig. S3a, 
which was more like nanosheets instead of cones. On the other hand, ZnO was 
readily produced in neat benzylamine at 170 C or even lower temperature. However, 
below 170 C conditions the morphology was not well-shaped (Fig. S3b). If the 
solvent benzyl ether was replaced by dimethyl sulfoxide (DMSO), aggregated ZnO 
nanoparticles were obtained in the presence of benzylamine (Fig. S3c). These results 
show that ZnO tends to grow into nanosheets through the thermal decomposition 
route in benzylether solvent. The ZnO cone morphology was favored in non-polar 
solvent (such as benzyl ether) instead of polar 
 
Fig. 4 (a) XRD pattern of the powder synthesized from Zn(OAc)2 in benzyl ether/benzylamine 
solution through two steps at 210 C (BA/Zn2+ molar ratio = 10). (b) FE-SEM image of the prepared 
product, the scale bar is 100 nm. (c) TEM image of the as-prepared ZnO nanobullets and the SAED 
pattern along the [ 0110 ] axis (inset). (d) Enlarged TEM image of an individual nanobullet with 30 nm 
width and 120 nm length. (e) Schematic model of a ZnO nanobullet. (f) HR-TEM image of the area 
indicated by the red dash circle in (d). 
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solvent (such as DMSO). This was because the growth rate of ZnO was much slower 
in benzyl ether than in DMSO, which was critical to the preparation of 
nanostructures with high-energy crystal facets. This explanation is consistent with 
the fact that polar aprotic solvent often speeds up the aminolysis reaction operating 
under a nucleophilic substitution (SN2) type mechanism.44 
In addition to the above method, a step-by-step strategy was next applied to the 
synthesis of alternative ZnO nanostructures. Firstly, Zn(OAc)2 was heated in benzyl 
ether at 210 C to form a crystal seed. Then benzylamine (BA/Zn2+ molar ratio = 10) 
was injected into the solution to conduct the aminolysis reaction between zinc acetate 
and benzylamine. The obtained powder sample was confirmed as wurtzite ZnO 
crystal structure (P63mc, a = 3.249 Å, c = 5.206 Å, JCPDS, 36-1451) by XRD 
pattern in Fig. 4a. The representative FE-SEM and TEM images are shown in Fig. 4b 
and c, respectively. These images show that the morphology of the obtained ZnO 
sample was a nanobullet structure. The SAED pattern (inset of Fig. 4c) confirmed 
that these ZnO nanobullets were single-crystalline in nature. Fig. 4d shows the 
morphology of a typical nanobullet with around 30 nm width and 120 nm length. The 
cap of the nanobullets possessed a cone structure with dimensions and forms 
identical to that of ZnO nanocone sample described earlier. The HR-TEM image of 
the marked edge of the nanobullets given in Fig. 4f reveals these nanobullets were 
highly crystalline with a lattice spacing of 0.26 nm, corresponding to the distance 
between (0002) planes in the ZnO crystal lattice. This indicates that the ZnO 
nanobullets are grown along the c-axis of the [0001] direction, a phenomenon 
frequently observed for wurtzite-structured materials. Based on the above 
characterization, a model of the ZnO nanobullet sample is shown in Fig. 4e, 
exhibiting {10 10 } planes for the six side surfaces and {10 11 } planes for the tip of 
the bullet. 
The formation of ZnO nanobullets involves two synthetic mechanisms (thermal 
decomposition and aminolysis) within two reaction stages. In the first stage, ZnO 
crystal seeds were produced by the thermal decomposition of Zn(OAc)2 at high 
temperature (210 C). TEM images show that these ZnO nanocrystals self-assembled 
with plate-like morphologies which were composed of hexagonal particles (Fig. S1a). 
In the second stage, the injection of benzylamine accelerated the nucleation and 
growth of ZnO crystals through both thermal decomposition and aminolysis routes. It 
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was notable that the final product was bullet- like, indicating the initial hexagonal 
morphology controls the main morphology. This formation could be due to the 
higher growth rate of ZnO at 210 C in the presence of benzylamine. As the reaction 
proceeded further, the concentration of Zn2+ decreased and so to a certain degree the 
growth rate was likely to slow down so that {10 11 } planes were created in the same 
way as ZnO nanocones. 
 
Fig. 5 (a) XRD pattern of the powder synthesized from Zn(OAc)2 in benzyl ether/benzylamine 
solution through two steps at 210 C (BA/Zn2+ molar ratio = 1). (b) FE-SEM image of the prepared 
sample, the scale bar is 100 nm. (c, d) TEM images of the as-prepared ZnO nanorods and the SAED 
pattern (inset of c). (e) Schematic model of the ZnO nanorod sample. (f) HR-TEM image of the edge 
of the ZnO nanorods. 
To exploit the influence of benzylamine on the ZnO morphology, the BA/Zn2+ 
molar ratio was reduced from 10 to 1, which was less than the stoichiometric ratio of 
the aminolysis route. Fig. 5a shows the XRD pattern of the prepared product, which 
could be indexed as a pure wurtzite ZnO structure (JCPDS No. 36-1451) with 
calculated lattice constants of a = 0.3248 nm and c = 0.5212 nm. Fig. 5b-d displays 
the FE-SEM image and the TEM images of the obtained ZnO sample, exhibiting 
rounded-ends to the nanorod structure. The SAED pattern obtained and shown in the 
inset of Fig. 5c confirmed the single crystalline nature of the nanorod material. The 
HR-TEM image in Fig. 5f showed that the long-edge of the nanorods had a lattice 
spacing of 0.26 nm, corresponding to the interspacing of the (0002) planes. This 
indicates that the growth direction of the ZnO nanorods was along [0001] axis, which 
was same as that of ZnO nanobullets. Fig. 5e is a schematic model of the ZnO 
nanorod sample form, where it is clear that a large area or percentage of {10 10 } 
planes are exposed. By comparing with ZnO nanobullets, it was obvious that the tip 
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of bullets did not form when the BA/Zn2+ ratio was reduced to 1. This indicated 
excessive benzylamine acted as capping agent in the case of ZnO nanobullets while 
its main contribution was to accelerate the ZnO growth in the case of ZnO nanorods. 
 
Fig. 6 (a) XRD pattern of the powder synthesized from Zn(OAc)2 in benzyl ether/benzylamine 
solution by refluxing at 220 C (BA/Zn2+ molar ratio = 40). (b) FE-SEM image of the prepared 
product and an enlarged image (inset), the scale bars are 1 µm and 100 nm, respectively.  (c) TEM 
image of the as-prepared ZnO nanoplates and the SAED pattern along [0001] beam axis (inset). (d) 
Magnified TEM image of two stacked ZnO nanoplates. (e) Schematic model of the ZnO nanoplates 
sample. (f) HR-TEM image of the area indicated by the red dash circle in (d). 
From the above investigation, we understood that the thermal decomposition of 
Zn(OAc)2 tended to produce plate-like ZnO in benzyl ether. On the other hand, 
benzylamine acted as both a reaction regent and a capping agent in the aminolysis 
route. To further exploit the effect of the different synthesis routes on ZnO 
morphology, we examined a mixture of Zn(OAc)2, benzylamine (BA/Zn2+ molar 
ratio = 40) and benzylether, heated rapidly to 220 C and then kept refluxing for 5 h. 
After reaction, a white powder product was obtained and the XRD pattern (Fig. 6a) 
confirmed it was a pure wurtzite ZnO structure with calculated lattice constants of of 
a = 0.3249 nm and c = 0.5212 nm. Compared to other XRD peaks, the relative 
intensity of (002) diffraction peak in this sample was obviously greater than that of 
ZnO cone, bullet and rod samples, presumably reflecting that the { 0001 } facet was 
preferentially exposed. Plate-like ZnO nanostructures with around 250 nm width and 
40 nm thicknesses were observed in the FE-SEM images of Fig. 6b. Fig. 6c, d 
displays the TEM images of the obtained ZnO sample, confirming the nanoplate 
structure. The inset of Fig. 6c shows the SAED pattern of the ZnO nanoplates which 
confirmed the single crystalline nature of these nanostructures. The HR-TEM image 
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of the area marked in Fig. 6d is shown in Fig. 6f. The HR-TEM image shows 2D 
lattice fringes with spacing of 0.28 nm, which is in agreement with the interspacing 
of the {10 10 } planes. These observations identified the 2D plate-like structures 
formed with {0001} surfaces exposed. The corresponding model of the ZnO 
nanoplate was shown in Fig. 6e. 
For these ZnO morphologies, we found that the rapid increase of temperature and the 
amount of benzylamine were critical for the synthesis of ZnO nanoplates. In this case, 
the temperature was rapidly increased to 220 C in 5 min. If the reaction mixture was 
heated by increasing the temperature slowly (~5 C/min) and then kept at 220 C for 
5h, uncompleted ZnO nanocones were obtained instead (Fig. S2). This suggests that 
the rapid increase of the temperature favors the formation of ZnO nanoplates, i.e. the 
growth rate along a, b axis is faster than c axis in the thermal decomposition route. 
Therefore, the obtained ZnO plates were the basal part of the ZnO cones. In addition 
to temperature control, the BA/Zn2+ ratio also affected the formation of ZnO 
nanoplates. A large excess of benzylamine (BA/Zn2+ molar ratio = 40) was required 
for the preparation of ZnO nanoplates. When the ratio was reduced to 10, only ZnO 
nanobullets were obtained following the same procedure as the preparation of ZnO 
nanoplates. This suggests that the extra benzylamine inhibited the growth along 
[0001] direction because benzylamine stabilized the polar surface of {0001} planes, 
probably by coordinating with the Zn2+ sites. 
 
Fig. 7 Photodegradation of Rh B on ZnO nanocrystals with different morphologies under UV 
irradiation (Blank: photo-degradation of Rh B without ZnO samples). Reaction conditions: Rh B 
concentration 5.0 × 10-5 mol∙L-1; catalyst concentration 1.0 g∙L-1; 100 W UV-Lamp ( = 365 nm). 
Table 1 Physicochemical properties of ZnO nanocones, nanobullets, nanorods and nanoplates. 
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Sample Length (nm) 
Width 
(nm) 
Height 
(nm) 
SSA[a] 
(m2g-1)
Dominant 
facets 
Reaction 
rate 
constants 
k[b] (× 10-
3min-1) 
Normalized 
rate 
constants 
ks[c] (× 10-4 
min-1∙L∙m-2) 
nanorods 100 ± 20.6 
30 ± 
5.3 - 
27.4 ± 
3.95 {10 10 } 
6.04 ± 
0.26 2.20 ± 0.49 
nanoplates - 250 ± 20 40 ± 5 
11.8 ± 
1.13 
{0001} 
{10 11 } 
9.23  ± 
0.33 7.82 ± 1.14 
nanobullets 120 ± 15.3 
30 ± 
4.1 - 
26.9  ± 
3.05 
{10 10 } 
{10 11 } 
11.11 ± 
0.49 4.13 ± 0.73 
nanocones - 100 ± 15.0 
112 ± 
16.8 
17.3 ± 
2.24 
{0001} 
{10 11 } 
56.70 ± 
1.30 32.8 ± 5.71 
[a] The specific surface area (SSA) and dominant facets are determined using TEM. The density of ZnO is 5.606 
gcm-3 from Handbook of Chemistry and Physics.45 [b] The apparent reaction rate constant (k) of Rh B 
photodegradation over ZnO is calculated based on a pseudo-first-order kinetic model. [c] ks denotes the rate 
constant (k) normalized to SSA, ks = k(catalyst concentration × SSA)-1. 
 
The relative photocatalytic activities of the as-prepared ZnO nanostructures 
were evaluated by measuring the degradation rate of aqueous Rhodamine B solutions 
in the presence of UV light radiation. The temporal UV-vis spectral changes of Rh B 
aqueous solutions as a function of irradiation time are shown in Fig. S5. The 
absorbance of both UV and visible regions decreased with increased UV irradiation 
time. Fig. 7 shows the normalized concentration (with respect to the optical 
absorbance measurements at 554 nm) of the Rh B solution containing 20 mg of ZnO 
catalyst under UV light irradiation (initial concentration of Rh B (Ci): 5.0 × 10-5 
mol∙L-1). In the absence of a catalyst the concentration of Rh B solution was almost 
constant during UV irradiation, which confirmed the photostability of the Rh B. It 
was also demonstrated that ZnO nanocones exhibited the highest photoactivity 
among the four samples. For comparison, an identical experiment was conducted in 
the dark and the data is given in Fig. S6. Compared with dark reaction, the catalytic 
activity was dramatically enhanced by the presence of light. To evaluate the 
photoreactivity quantitatively, the surface area of the different ZnO nanocrystals and 
the reaction rate constant (k) of Rh B degradation were determined and are 
summarized in Table 1 and Fig. S3f. It is shown that the reaction rate was 
dramatically greatest for ZnO nanocones under UV-light illumination. The reaction 
rates were relatively smaller and slightly different for the other three ZnO 
nanostructures in the order of bullets > plates > rods. To explore the intrinsic 
photoactivity, the reaction rate constant (k) was also normalized to the specific 
surface area, referred to ks. Table 1 illustrates that ZnO cones exhibit the greatest 
photoactivity with ks = 32.8 × 10-4 min-1Lm-2, while ks is 7.82 × 10-4 min-1Lm-2, 
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4.13 × 10-4 min-1Lm-2 and 2.20 × 10-4 min-1Lm-2 for nanoplates, nanobullets and 
nanorods, respectively. Considering the different exposed facets of each nanocrystal, 
we could conclude that the {10 11 } crystal facets have the highest activity compared 
with { 0001 } and {10 10 } facets. Although the normalized reaction rate constant of 
ZnO plates was slightly higher than that of ZnO bullets, it is difficult to evaluate the 
relative photoactivities of { 0001 } and {10 10 } planes in this case, because the 
{ 10 11 } crystal plane contributed to photoactivity in both these two samples. 
Therefore, the relative photoactivities of the ZnO catalyst crystal facets were in the 
order of {10 11 } >> { 0001 }, {10 10 }. 
It is generally accepted that the reactivity of a metal oxide photocatalyst is 
determined by the amount of OH radicals formed upon UV irradiation.36 Because of 
their powerful oxidation abilities, OH radicals are often regarded as the most 
important active species for the degradation of organic dyes. Studies have shown that 
the polar Zn (0001) plane is more reactive than O ( 000 1 ) or nonpolar {10 10 } 
planes because an abundance of OH- adheres to the low-coordinate Zn sites of this  
 
Fig. 8 Side view of surface termination of ZnO: (a,b) {0001} facets with Zn and O termination, 
respectively; (c) {1010 } facet; and (d) {10 11} facet. The Zn and O atoms on the {0001} and {1010 } 
surfaces are all three-coordinated while O atoms on the {10 11 } surface are two-coordinated and 
three-coordinated. 
crystal plane to form highly active OH radicals.39 However, this suggestion does not 
completely explain the results obtained here. For the ZnO nanocone sample for 
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instance, the exposed {10 11 } facet was O terminated while it exhibited the highest 
photoactivity. Fig. 8 depicts atomic models of polar {0001} facets with a Zn and O 
termination layer, non-polar {10 10 } facet and the {10 11 } facets. It is noted that a 
{10 11 } facet possesses ridge-and-valley topography with O termination and where 
the surface O atoms alternate between two-coordinated and three-coordinated sites, 
while surface Zn and O atoms in other models are all three-coordinated. Since low-
coordinated O atoms are generally saturated by H atoms via O∙∙∙H-O-H hydrogen 
bond formations in aqueous solution, we suggested that two- coordinated O atoms 
are the more active hydrogen bond forming sites which thus produce more OH 
radicals under UV irradiation. This suggestion explains the reason why {10 11 } 
facets have higher activity than that of {0001} and {10 10 } facets. 
We note that recent research has highlighted how the photoreactivity of anatase 
TiO2 crystals is not only determined by differences in the coordination of atoms of 
particular crystal facets, but also by their surface electronic structures.46, 47 This was 
clearly demonstrated when the band gap and valence-band maxima of three different 
facet-exposed TiO2 crystals were examined by UV-vis absorption and X-ray 
photoelectron spectra. Cooperative effects of surface atomic coordination and band 
structure ultimately determined the photoreactivity order of {001}, {101} and {010} 
facets for TiO2 nanocrystals. We therefore expect that the photoreactivity of ZnO 
crystals in this work is likely to be influenced by a contribution from the surface 
electronic structures as well. In aqueous solution, these factors will combine to 
determine the relative amounts of OH radicals generated at different facets of the 
ZnO photocatalyst under UV light irradiation. 
3.4 CONCLUSIONS 
In summary, we report a method to synthesize facet-controlled ZnO nanocrystals 
through aminolysis route in non-hydrolytic medium. This method allows the control 
over ZnO nanostructures without the use of surfactant or additives to assist the 
shaping. The exposed crystal facets of four ZnO nanocrystals were simply controlled 
by varying the reaction temperature and reactant ratio. Based on the experimental 
results, we proposed likely formation mechanisms for each ZnO nanostructure. The 
photocatalytic activities of the ZnO nanocrystals were markedly different for the 
different morphologies, i.e., dependent on the exposed crystal facets. By estimating 
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the surface area of each nanocrystal and the relative reactivity of the crystal facets, 
we found that {10 11 } has much higher photoactivity than {0001} or {10 10 } crystal 
facets. This was because the surface low-coordinated O atoms are more likely to be 
saturated by H atoms in aqueous solution, releasing more ∙OH free radical under 
irradiation, which is a critical species for photocatalysis. 
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3.7 ELECTRONIC SUPPLEMENTARY INFORMATION 
 
 
Fig. S1 XRD pattern of as-prepared ZnO nanocones at different reaction time: (a) 1 h; (b) 3 h; (c) 8 h 
and (d) 24 h. 
 
 
Fig. S2 HRTEM image of typical ZnO cone sample along the [0001] zone axis with lattice spacing of 
0.28 nm. 
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Fig. S3 Representative TEM images shown the morphologies of ZnO samples prepared in different 
solutions: a) benzyl ether; b) benzylamine and c) dimethyl sulfoxide/benzylamine. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. S4 Representative FE-SEM images of uncompleted ZnO nanocones prepared by slowly heating 
Zn(OAc)2 in benzyl ether/benzylamine solution to 220 C and then maintained at this temperature for 
5 h. 
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Fig. S5 UV-vis spectra changes of Rh B aqueous solutions as a function of irradiation time. Reaction 
conditions: Rh B concentration 5.0 × 10-5 mol∙L-1; catalyst concentration 1.0 g∙L-1; 100 W UV-Lamp 
( = 365 nm). 
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Fig. S6 UV-vis spectra changes of Rh B aqueous solutions as a function of time in the dark. Reaction 
conditions: Rh B concentration 5.0 × 10-5 mol∙L-1; catalyst concentration 1.0 g∙L-1; 100 W UV-Lamp 
( = 365 nm). 
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Chapter 4: CONTROLLED SYNTHESIS 
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SELECTIVITY MECHANISM 
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SYNOPSIS 
In this chapter, the phase-controlled synthesis methods of ternary and quaternary 
copper chalcogenides were investigated. Although nanocrystals with different phase 
structures have been reported, it is still a challenge to control the reaction and the 
reaction mechanism is not well understood. In this work, the effects of synthestic 
parameters, especially the choice of solvent/capping ligands and consequent effects 
on the nanocrystal phase selectivity were investigated. An empirically determined 
universal rule was found whereby the interactions between metal ions and solvents 
determined the final phase of the copper chalcogenide products, including CuInS2, 
Cu2SnS3 and Cu2ZnSnS4. Zinc-blende structure was obtained in the presence of weak 
coordination solvents, while the wurtzite structure was obtained in the case of strong 
coordination solvents. Meanwhile, the phase selectivity was found to occur at the 
early stage (first several mins) of the reaction, which demands further investigation. 
Triangular-shaped crystals were favoured for zinc-blende samples, and hexagonal 
crystals were favoured for wurtzite samples, which was consistent with their 
structural properties. 
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ABSTRACT 
Well-shaped CuInS2 nanopyramids and nanodisks were synthesized by a wet-
chemical method. The phase structure was controlled by the coordination strength 
between solvent and metal precursors. Zincblende CuInS2 structure was obtained 
when copper iodide, indium acetate and 1-dodecanethiol were heated at 220C in 1-
octadecene (ODE) or oleic acid (OA). When the solvent was replaced by oleylamine 
(OLA) or trioctylphosphine oxide (TOPO), the thermodynamically metastable 
wurtzite phase was obtained. Interestingly, zincblende phase can also be synthesized 
in OLA solvent by injecting 1-dodecanethiol into reaction solution at 315C. It was 
demonstrated that the CuInS2 phase structure selectivity was determined at the initial 
formation step of CuIn(SR)x intermediate. An intermediate with high crystallinity 
will give metastable wurtzite CuInS2 structure, while a low crystallinity intermediate 
tends to be transferred into zincblende CuInS2 phase. This understanding of the 
crystal formation mechanism enabled us to extend the same synthetic method to 
another two attractive nanomaterials Cu2SnS3 and Cu2ZnSnS4. In this work, Cu2SnS3 
and Cu2ZnSnS4 nanocrystals with zincblende or wurtzite structures were simply 
synthesized using similar reaction conditions of CuInS2 nanocrystals. 
4.1 INTRODUCTION 
With increasing demands on global energy consumption, the challenges posed by 
energy insecurity and rising prices of conventional energy sources,1 it is no accident 
that the photovoltaics field has experienced a resurgence and again become a popular 
topic of research.2, 3 Novel solar cell materials and new material forms, such as 
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semiconductor quantum dot cells now represent a large proportion of this research 
trend.4, 5 Among the categories of inorganic semiconductors considered promising as 
the light-absorbing material for solar cell applications, ternary and quaternary metal 
chalcogenides have attracted considerable attention because of their high optical 
absorption coefficient, good photo-stability and desirable (direct) band gaps which 
match well with the solar spectrum.3, 6 Other advantages of these materials include 
that they can be produced for relatively low cost using abundant elements such as Cu, 
Zn, Sn and S. One of the promising materials is CuInS2 (CIS) which has a high 
optical absorption coefficient (> 105 cm-1 at 500 nm) and a tunable electronic band 
gap (approximately 1.45 eV) in the visible and infrared range.7, 8 CIS has already 
been widely used in thin film solar cells, where they are usually prepared by 
sputtering and evaporation methods.9-12 Recently, alternatives to physical deposition 
of CIS have been proposed, specifically synthesis by wet-chemical methods which 
might be used to create printable colloidal solutions (inks).13 In this case an 
important consideration is control over the size distribution and the shape of the 
colloid product.8, 14, 15 
It is well known that size, shape and structures of nanocrystals (NCs) have 
significant effects on their optoelectronic properties which could each be exploited to 
tune photovoltaic device performance.16 In the nanometer size regime in particular, 
NCs can exhibit size dependent optical effects which are either different, or absent in 
their bulk form,17, 18 therefore the development of synthetic strategies to control the 
physical form of metal chalcogenide nanocrystals is a fundamental consideration if 
they are to be exploited in low-cost, solution-processed photovoltaic applications.8, 14, 
15 Various shapes and structures of ternary crystals, such as copper indium disulfide 
(CuInS2), have been synthesized by hot-injection methods in order to design NCs 
with tunable optical properties. It has been reported that the shapes and structures can 
be strongly influenced by various factors, such as the nature of reactant and 
solvents,19, 20 reactant concentration,21 the reaction temperature and time.14, 22, 23 It 
should be noted that these synthesis conditions have been explored not only to 
influence the shapes and structures of ternary crystals, but also the binary and 
quaternary crystals.24-26 Therefore, it is important to investigate the common rules or 
mechanisms behind these methods and contribute to the controllable synthesis of 
these materials. 
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A further and important consideration is the fact that different wet-chemical 
synthesis procedures do not always yield monophase CIS particles, but instead 
hybrids composed of Cu2S-CuInS2 or Cu2S-In2S3 can form depending on the reaction 
conditions.8, 27, 28 In a ternary system the activities of the metal precursors involved in 
the synthesis need to be considered, otherwise separated heterostructures can be 
generated instead.27 Unlike bulk CIS, which normally crystallizes in the chalcopyrite 
structure at room temperature, stable CIS nanoparticles can be synthesized in 
chalcopyrite, zincblende or wurtzite forms, which could offer the potential to tune 
the Fermi level of this material over a wide range.8, 29 While Pan et al first 
demonstrated in 2008 that CIS nanocrystals could be synthesized in the metastable, 
higher energy zincblende and wurtzite structures using a hot-injection method,19 
tuning their size, shape and composition still remains a considerable challenge.20, 29 It 
was also reported that CIS phase structures were related with different preserving 
time of precursor in surfactant solutions.30 However, the phase selectivity mechanism 
is still lack of understanding because of the repeatability problem and the effect of 
various reaction parameters. 
Herein, we separately investigate the metal precursor effect and capping ligand 
effect on shape and structure of the ternary crystal CuInS2 using simple and 
commercially available precursors. Both zincblende and wurtzite polymorphs could 
be reliably synthesized. The optical band gaps of the as-prepared samples were 
obtained from optical absorption measurements. Subsequently a similar method was 
extended and applied toward synthesis of Cu2SnS3 and Cu2ZnSnS4 nanocrystals, to 
explore whether the same degree of control over composition, crystal phase and 
hence optical properties could be achieved by this method for very similar materials. 
4.2 EXPERIMENTAL 
4.2.1 Materials 
All chemicals were used as received without further purification. Copper iodide (CuI, 
99.5%), copper(II) chloride (CuCl2, 99%), copper(II) acetate (Cu(OAc)2, 98%), zinc 
chloride (ZnCl2, 99.99%), indium acetate (In(OAc)3, 99.99%), tin(II) acetate 
(Sn(OAc)2, 99%), 1-dodecanethiol (DDT, 98%), 1-octadecene (ODE, 95%), oleic 
acid (OA), trioctylphosphine oxide (TOPO, 98.5%) and oleylamine (OLA) were 
purchased from Sigma-Aldrich. 
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4.2.2 CuInS2 nanocrystal synthesis 
In a typical synthesis of zincblende CuInS2 nanocrystals, 19 mg (0.10 mmol) of CuI, 
29 mg (0.10 mmol) of In(OAc)3 and 4.0 mL 1-octadecene (ODE) were added into a 
50 mL three-neck flask and the reaction mixture was degassed at 100C for 30 min, 
then 0.50 mL (2.1 mmol) 1-dodecanethiol (DDT) was added into the mixture under 
N2 atmosphere. After that, the temperature was increased to 220C and kept at the 
temperature overnight. Finally, the obtained solution was cooled down to room 
temperature, precipitated with 10 mL of acetone then isolated by centrifugation and 
rinsed with a mixture of chloroform and ethanol. For the synthesis of wurtzite 
CuInS2 nanocrystals, the procedure was same as for zincblende, with two exceptions. 
OLA was used as the solvent instead of ODE and the reaction mixture was heated at 
190C, rather than 220C following DDT addition. A variation on the wurtzite 
CuInS2 synthesis was also explored, whereby DDT was hot-injected into the 
Cu/In/OLA mixture at 315C, yielding zincblende CuInS2. To investigate the phase-
control mechanism, copper sulphide was first prepared and then reacted with indium 
precursor in ODE and OLA, respectively. Specifically, 0.1 mmol CuCl2 was added 
into 4 mL of either ODE or OLA solvent, followed by degas at 100 C for 30 min. 
Then, 0.50 mL of DDT was added into the mixture and heated at 200 C overnight. 
After reaction, copper sulfide was obtained by centrifugation and washed by 
chloroform and dried in oven overnight. 5 mg of copper sulfide and 20 mg In(OAc)3 
were added into another 4 mL of ODE or OLA solvent and followed the same 
reaction process as above. 
4.2.3 Cu2SnS3 nanocrystal synthesis 
In a typical synthesis of zincblende Cu2SnS3 nanocrystals, 38 mg (0.20 mmol) of CuI, 
23 mg (0.10 mmol) of Sn(OAc)2 and 4.0 mL ODE were added into a 50 mL three-
neck flask and the reaction mixture was degassed at 100C for 30 min. Then 0.50 mL 
(2.1 mmol) DDT was added into the mixture under N2 atmosphere. After that, the 
temperature was increased to 220C and kept at the temperature overnight. Finally, 
the obtained solution was cooled to room temperature, precipitated with 10 mL of 
acetone, isolated by centrifugation and then rinsed with a mixture of chloroform and 
ethanol. For the synthesis of wurtzite Cu2SnS3 nanocrystals, the procedure was same 
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as with zincblende, except OLA was used instead of ODE as the solvent and 
following DDT addition, the mixture was heated at 190C, rather than 220C. 
4.2.4 Cu2ZnSnS4 nanocrystal synthesis 
Similar with the synthesis of ternary CuInS2 and Cu2SnS3 nanocrystals, zincblende 
Cu2ZnSnS4 nanocrystals were prepared by heating 38 mg (0.20 mmol) of CuI, 14 mg 
(0.10 mmol) of ZnCl2, 23 mg (0.10 mmol) of Sn(OAc)2 and 0.50 mL (2.1 mmol) of 
DDT in 4.0 mL ODE at 220C overnight. For the synthesis of wurtzite Cu2ZnSnS4 
nanocrystals, the procedure was same as with zincblende, excepting the use of OLA 
instead of ODE as solvent and following DDT addition, the mixture was heated at 
190C, rather than 220C. After reaction, the obtained solution was cooled to room 
temperature, precipitated with 10 mL acetone then isolated by centrifugation and 
rinsed with the mixture of chloroform and ethanol. 
4.2.5 Characterization 
Field emission scanning electron microscopy (FE-SEM) images and energy disperse 
spectroscopy (EDS) spectra were acquired using a JEOL JSM-7100F microscope. 
Transmission electron microscopy (TEM) images were obtained with either a JEOL 
JEM-1010 microscope operated at 100 kV, or a JEOL JEM-2100 microscope 
operated at 200 kV. The powder X-ray diffraction (XRD) measurements were 
performed using a PANalytical X’Pert Pro X-ray diffractometer with Cu Kα (λ = 
0.154178 nm) radiation. X-ray photoelectron spectroscopy (XPS) spectra were 
measured by a Kratos Axis Ultra photoelectron spectrometer incorporating a 165 mm 
hemispherical electron-energy analyzer. The optical absorption spectra were 
measured using a Varian Cary 50 UV-vis spectrometer. FT-IR spectra were recorded 
on a Nicolet 380 spectrometer using KBr pellets in the range of 4000-400 cm-1 with 
resolution of 1.9 cm-1. 
4.3 RESULTS AND DISCUSSION 
4.3.1 Synthesis of CuInS2 nanocrytals 
CuInS2 nanocrystals were prepared by a wet-chemical method from CuI, In(OAc)3 
and DDT in either ODE or OLA solvent. It was found that crystal structure of CIS 
nanocrystals can be controlled by the coordination properties of solvents and the 
reaction temperature. Fig. 1a and 1b (in black) shows the experimental XRD patterns  
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Fig. 1 XRD patterns of CuInS2 nanocrystals prepared by the reaction of CuI, In(OAc)3 and DDT in (a) 
ODE and (b) OLA solvent, respectively. Vertical lines are XRD patterns simulated according to the 
CuInS2 unit cells given in Fig. S1. 
of the CuInS2 NCs prepared in ODE and OLA solvent, respectively. For the case 
using ODE as a solvent, a chalcopyrite or zincblende phase was obtained. While a 
wurtzite phase was obtained when OLA was used as a solvent. The chalcopyrite CIS 
is similar with the zincblende structure and can be considered as a double zincblende 
structure along c axis. A close analysis of the XRD pattern in Fig. 1a indicates that 
the obtained CuInS2 NCs were not chalcopyrite, because the (101), (103) and (211) 
reflection peaks of chalcopyrite structure do not appear in the sample.20 This will be 
further confirmed by HR-TEM analysis below that {111} crystal lattice of 
zincblende structure was observed, rather than the {112} crystal lattice of 
chalcopyrite structure. Then the diffraction patterns were simulated using reported 
lattice parameters for zincblende and wurtzite CuInS2 structures (Fig. 1a and 1b in 
red).19 It was found that they match well with the experimental XRD patterns. The 
simulated diffraction patterns were obtained by using Visualization System for 
 
Fig. 2 (a) TEM image of typical CuInS2 nanocrystals with zincblende structure; (b) size distribution 
for over 200 particle measurement. 
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Electronic and Structural Analysis (VESTA)31 and CCDC Mercury 3.0 programs. 
Fig. 2a shows a typical TEM image obtained for these samples which 
illustrates that the zincblende CIS nanocrystals formed as triangular particles by this 
procedure with narrow size distribution of 9.3  0.5 nm (Fig. 2b). Well-shaped 
triangular pyramid nanocrystals (Fig. 3a) could also be obtained by introducing OLA 
as a capping agent without changing the crystal structure. It should be noted that 
OLA was added into the ODE solution 3 h after the reaction started. The size of these 
triangular pyramid nanocrystals was around 25 nm due to the stabilizing effect of 
OLA, which has previously been found to act in this way with other semiconductor 
NCs.32-34 The HR-TEM image (Fig. 3b) reveals that the pyramids were single 
crystalline with a lattice plane spacing corresponding with the distance of {111} 
 
Fig. 3 (a-b) TEM, HR-TEM images and (c) the SAED pattern of zincblende CIS nanopyramids; (d) 
TEM and enlarged TEM images of wurtzite CIS nanodisks; (e-f) top-view HR-TEM image and the 
FFT generated from the marked area in (e) of a nanodisk; (h-i) side-view HR-TEM image and the 
corresponding FFT pattern; (g) model of the wurtzite CIS nanodisks illustrating {001} facet exposure. 
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Fig. 4 XPS spectra of (a) Cu 2p, (b) In 3d, and (c) S 2p of the CuInS2 nanocrystals prepared from CuI, 
In(OAc)3 and DDT in ODE solvent at 220C. 
crystal facets of zincblende CIS structure. The zincblende structure of these CIS NCs 
was also confirmed by the selected area electron diffraction (SAED) pattern (Fig. 3c). 
In contrast to CIS-ZB nanocrystals, the wurtzite CIS (CIS-WZ) nanocrystals had a 
hexagonal nanodisk morphology (Fig. 3d), a structural form which frequently occurs 
with wurtzite phase nanomaterials.35 Fig. 3e and 3h show the HR-TEM images of the 
nanodisks at two different orientations (top and side view). The fast Fourier 
transform (FFT) image in Fig. 3f corresponds to a hexagonal structure with the 
nanodisk being viewed along the c-axis of the wurtzite CIS structure. The HR-TEM 
shown in Fig. 3h and corresponding FFT image (Fig. 3i) of the side view indicate the 
main exposure of (001) facets. Fig. 3g illustrates a model of CIS-WZ nanodisks with 
the exposure of {001} crystal facets. 
The composition and valance states of the CIS NCs were investigated by the 
EDS (Fig. S2) and XPS analysis (Fig. 4), respectively. Based on EDS measurements, 
the Cu, In and S atomic percentages in the CIS-ZB nanocrystals are 24.10%, 25.20% 
and 50.70%, respectively. The Cu, In and S atomic percentages in the CIS-WZ 
nanocrystals are 24.23%, 26.49% and 49.28%, respectively. They are all close to the 
1:1:2 ratio of CuInS2. According to the XPS measurements, the observed binding 
energies of Cu 2p, In 3d, and S 2p core levels of CIS NCs are in good accordance 
with those reported.14, 36 The Cu 2p core splits into 2p 1/2 (952.3 eV) and 2p 3/2 
(932.3 eV) peaks, which can be unambiguously assigned to the Cu+ state.36 The In 3d 
core peaks occurring at 3d 3/2 (452.6 eV) and 3d 5/2 (445.1 eV) are consistent with a 
valence state of +3 in both CIS-ZB and CIS-WZ.14 The two peaks located at 163.4 
and 162.2 eV were assigned to S 2p with a valence state of -2, and an absence of S-S 
bonding as might be expected.19 
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Fig. 5 Room temperature UV-vis absorbance spectra of as-prepared CuInS2 nanocrystals with 
zincblende (black) and wurtzite (red) structures in chloroform; inset shows the dependence of (ah)2 
on h for the CuInS2 samples, indicating the optical gap of 1.39 eV and 1.50 eV for zincblende and 
wurtzite structures, respectively. 
Optical properties of semiconductor nanocrystals are of great importance to 
their potential applications in the optoelectronic fields. Fig. 4 shows the room 
temperature UV-vis absorption spectra for the as-prepared zincblende and wurtzite 
CuInS2 nanocrystals. The samples were dispersed in chloroform by sonicating for 
several minutes and then transferred to the cuvette for UV-vis measurements. As 
shown in Fig. 5, the spectra exhibit broad absorption in the visible region with a tail 
in the long-wavelength direction, indicating a potential application for solar cells. 
The optical band gaps for zincblende and wurtzite CuInS2 nanocrystals estimated by 
plotting (ah)2 as a function of the photon energy h (a = absorption coefficient, h = 
Plank’s constant and   = frequency) were calculated as 1.39 eV and 1.50 eV, 
respectively, consistent with reported values.37 
4.3.2 Effect of reaction conditions on the CuInS2 crystal structures 
To investigate the effect of reaction conditions on the CIS structures, several samples 
(sample A - H) were prepared with solvent volume conditions listed in Table S1. The 
corresponding XRD patterns are shown in Fig. S3. It was demonstrated that 
zincblende CIS structure could be transformed into wurtzite structure by increasing 
the OLA/ODE volume ratio. Pure zincblende CIS NCs were obtained using the pure 
non-coordinating solvent ODE. When OLA/ODE volume ratio was increased to 1:1, 
a mixture of zincblende and wurtzite CIS was observed in sample C. Note that only 
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peaks corresponding either to the (200) planes of zincblende or (102) planes of 
wurtzite CIS could be observed in the 30-40 range in the XRD patterns. Pure 
wurtzite CIS structure was obtained when ODE was replaced by the coordinating 
solvent OLA (sample E). These observations lead us to propose that the CIS crystal 
structure was mainly controlled by the coordination strength between capping agent 
and precursor metal ions. This is supported by the phenomenon that CuI cannot be 
dissolved in ODE at room temperature, but dissolves well in OLA solvent to form a 
blue solution. Another interesting observation is that the CIS structure was also 
influenced by the injection temperature of the sulfur source DDT. In the presence of 
pure OLA solvent, zincblende CIS structure (sample H) could be obtained when 
DDT was injected into the reaction solution at 315C, rather than adding DDT at 
100C following slow heating of the mixture to the target temperature. This 
demonstrates that zincblende CuInS2 is thermodynamic favoured while formation of 
metastable wurtzite CuInS2 appears to form through a kinetics-controlled process. 
These observations could inform new strategies to achieve structure control over 
other nanocrystals. 
The formation processes proposed above were tested by using another two 
compounds oleic acid (OA) and trioctylphosphine oxide (TOPO) as solvent or 
capping agent. It was found that zincblende CIS structure (sample F) was obtained at 
the presence of OA solvent, while wurtzite structure (sample G) was obtained in the 
case of TOPO. It is known that metal ions are Lewis acids while OLA and TOPO are 
Lewis bases, therefore metal complexes are often formed during reaction.38 In the 
case of OA, however, it is less likely to form complexes with metal ions due to its 
acidic property. These observations reveal that the control of phase structure of CIS 
NCs is closely related with the coordination strength between metal ions and the 
capping agent. 
In addition to ligand/binding effects, the influence of copper ions precursor 
forms on CIS structures was also investigated. Instead of using Cu+, Cu2+ copper 
sources were used to synthesize CIS nanocrystals. Similar results were observed in 
the case of CuCl2 and Cu(OAc)2, i.e. zincblende CIS structure was obtained in ODE 
while wurtzite structure was found in OLA solvent. This observation shows that the 
control on CIS structures by capping agents is little influenced by the oxidation state 
of the copper source. Under the same reaction conditions then, it is likely that an 
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identical intermediate is produced from the different copper precursors, which then 
reacts to give CIS-ZB or CIS-WZ, controlled by the coordination ability of the 
solvent. 
4.3.3 Formation mechanism of CuInS2 nanocrystals 
Deeper understanding of formation mechanism of different CIS structures prepared 
in either ODE or OLA may be applied to achieve the controllable synthesis of similar 
materials. Since the obvious difference in CIS phase occurred with ODE and OLA, 
several control experiments were carried out in the two solvents. Here, CuCl2 was 
used as copper source because it is more reactive than CuI to shorten the reaction 
time. It was found that Cu1.8S was obtained when CuCl2 reacted with DDT in the 
presence of either ODE or OLA (Fig. S4a, b). In contrast, indium sulfide was not 
formed under the same reaction conditions, which is consistent with previous results 
that copper precursors were more reactive than indium precursors in the same 
reaction media.15 Several papers have suggested the phase transformation of CIS can 
be attributed to the pre-generation of Cu2S or Cu2-xS NCs.19, 37, 39 However, the same 
Cu1.8S copper sulfide form was obtained in our reaction system. It is known that 
nanocrystals can be synthesized from similar structural materials through “ ion 
exchange” processes. In our case, cation exchange between In3+ ions and Cu1.8S 
NCs might occur, causing an absence of In2S3 in these materials, just like Pan’s 
work.19 To investigate whether the capping agent plays the decisive role in 
determining the CIS crystalline structure during the proposed ion-exchange process, 
reactions were conducted between In(OAc)3 and Cu1.8S NCs in the presence of ODE 
and OLA, respectively. It was observed that reaction in both solvents yielded only 
wurtzite CIS structure NCs (Fig. S4c, d). It should be noted that from close 
inspection of XRD patterns, zincblende structure could be seen as a very minor 
component, but overall we believe this does not affect the conclusion that CIS 
structure was not determined during the ion-exchange step by capping agents. 
To further understand the mechanism behind CIS synthesis, CIS NCs 
formation was investigated by sampling at different times from the reaction vessel 
and analyzing with XRD and FT-IR. When heating CuCl2, In(OAc)3 and DDT in 
ODE solvent, the color of the mixture gradually turned from yellow to orange, then  
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Fig. 6 XRD patterns of CIS nanocrystals taken out from reaction solutions (a) ODE and (b) OLA at 
different time: 1 min, 5 min, 10 min, 1 h, 2 h and 5 h. 
 
Fig. 7 FT-IR spectra of pure 1-dodecanethiol (black), zincblende CuInS2 nanocrystals (blue), and the 
intermediate compound CuIn(SR)x (red) prepared by the reaction of CuCl2, In(OAc)3, and DDT in 
ODEat 220C for 5 min. 
deep red and finally dark; while the color directly changed from yellow to dark in the 
case of OLA. Based on the color change of the solutions, it is expected that 
intermediate compound were formed by metal ions and DDT and then these 
intermediate decomposed into CIS nanocrystals, so the final structure was 
determined by the initial state of the intermediate compounds. To explore the details, 
XRD measurements were carried out for the samples taken out from reaction 
solutions at 1 min, 5 min, 10 min, 1 h, 2 h and 5 h, respectively. As shown in Fig. 6, 
CIS samples were obtained after 1 h and intermediate compounds were formed at the 
beginning of reaction, which may be ascribed to CuIn(SR)x complex, as suggested in 
previous report.14 XRD peak positions of the intermediate compounds were similar, 
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while the intensities of low-angle peaks were much stronger in the case of OLA 
compared to ODE. This tentatively indicates that CuIn(SR)x intermediate was more 
stable in OLA than in ODE media, although more additional experiments such as 
small angel scattering (SAXS) with synchrotron radiation is necessary for an 
accurate identification. To verify the intermediate compound formed, FT-IR spectra 
were measured for pure DDT, samples of the intermediate compound and CuInS2 
nanocrystals (Fig. 7). It is shown that all compounds have bands at 2925 and 2854 
cm-1, which is attributed to the C-H stretching vibration of DDT. Compared with 
pure DDT, the S-H vibration at 2572 cm-1 was absent for the intermediate CuIn(SR)x 
and CuInS2 samples, suggesting the formation of metal-sulfide bonds in these 
compounds did occur. An illustration of the mechanism of zincblende and wurtzite 
CIS nanocrystal formation is presented in Scheme 1. 
 
Scheme  1 Schematic formation mechanism of CuInS2 nanocrystals using different capping ligand: 
ODE and OLA. 
It thus appears that the stability or state of the CuIn(SR)x intermediate plays a 
crucial rule in partitioning the final decomposition product to either CIS-ZB or CIS-
WB in our synthesis. When the CuIn(SR)x intermediate is comparatively stable, 
either due to it being in a coordinating solvent, or lower reaction temperature (either 
condition will do), metastable wurtzite CuInS2 is formed as the final decomposition 
product. Conversely, as the ODE synthesis and hot-injection experiments 
demonstrate, conditions leading to a higher energy, less-stable CuIn(SR)x 
intermediate (or possibly a different distribution of intermediate types) ultimately 
generates zincblende CuInS2. 
4.3.4 Synthesis of Cu2SnS3 nanocrystals 
Considering the similar radius of indium and tin ions, copper tin sulfide (CTS) 
nanocrystals were prepared by replacing indium acetate with tin acetate under same 
reaction conditions as CuInS2. Similarly, zincblende CTS (CTS-ZB) nanocrystals 
were obtained by using ODE as solvent and wurtzite CTS (CTS-WZ) nanocrystals 
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were obtained in OLA solvent. Notably, it was reported that zincblende and wurtzite 
CTS structures could also be prepared by tuning the activity of sulfur precursors.40 In 
our work, the phase structure was controlled by the universal ligand effect, inspired 
by the CuInS2 synthesis. As shown in Fig. 8, the experimental and simulated XRD 
patterns of Cu2SnS3 match very well, indicating that these nanocrystals possess a 
zincblende or wurtzite CTS structure depending on the coordination ability of the 
solvent, just as we have observed with CIS. The elemental ratio of Cu, Sn and S in 
the copper tin sulfide nanocrystals was confirmed as 2:1:3 by the EDS 
characterization (Fig. S5). 
 
Fig. 8 XRD patterns of the synthesized Cu2SnS3 nanocrystals (in black) and the simulated reference 
patterns (in red) for (a) zincblende structure and (b) wurtzite structure. 
 
Fig. 9 (a-b) TEM, HR-TEM images and (c) the SAED pattern of zincblende Cu2SnS3 nanocrystals; (d-
e) TEM, HR-TEM images and (f) the SAED pattern of wurtzite Cu2SnS3 nanocrystals. 
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The morphologies and crystal structures of the CTS-ZB and CTS-WZ 
nanocrystals were investigated by SEM, TEM and HR-TEM. The SEM image in Fig. 
S6 and TEM images in Fig. 9a show that CTS-ZB nanocrystals possess triangular 
pyramid morphology, which is similar with that of zincblende CuInS2 nanocrystals. 
The size of the CTS-ZB nanocrystals is around 150 nm. The fringe spacing of 0.19 
nm in HR-TEM image (Fig. 9b) can be indexed to the interplanar distance of {220} 
planes of the zincblende Cu2SnS3 structure. The crystal structure of CTS-ZB was 
also confirmed by the SAED pattern as shown in Fig. 9c. In the other hand, TEM 
images in Fig. 9d exhibits the morphology of wurtzite Cu2SnS3 nanocrystals with the 
average diameter around 30 nm. Fig. 9e shows the HR-TEM image of a CTS-WZ 
nanocrystal. The fringe spacing of 0.32 nm can be indexed to the interplanar distance 
of {002} planes of wurtzite Cu2SnS3 structure. The wurtzite structure was further 
confirmed through analysis of the SAED pattern (Fig. 9f). 
4.3.5 Synthesis of Cu2ZnSnS4 nanocrystals 
Beside ternary NCs, the structure-controlling strategy was further applied for the 
synthesis of quaternary copper zinc tin sulfide Cu2ZnSnS4 (CZTS) nanocrystals. 
When the mixture of CuI, ZnCl2, Sn(OAc)2, and DDT was heated in ODE at 220C 
for a  certain time, zincblende CZTS (CZTS-ZB) nanocrystals were obtained. The 
structure was confirmed by XRD as shown in Fig. 10a. In contrast, wurtzite CZTS 
(CZTS-WZ) nanocrystals were prepared in OLA solvent (Fig. 10b). The composition 
of the CZTS nanocrystals was confirmed to be Cu2ZnSnS4 by the EDS 
characterization (Fig. S7).  
 
Fig. 9 XRD patterns of the synthesized Cu2ZnSnS4 nanocrystals (in black) and the simulated reference 
patterns (in red) for (a) zincblende structure and (b) wurtzite structure. 
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Fig. 10 (a-b) TEM, HR-TEM images and (c) the SAED pattern of zincblende Cu2ZnSnS4 nanocrystals; 
(d-e) TEM, HR-TEM images and (f) the SAED pattern of wurtzite Cu2ZnSnS4 nanocrystals. 
The morphologies and crystal structures of the CZTS-ZB and CZTS-WZ 
nanocrystals were investigated by TEM and HR-TEM measurements. Fig. 11a shows 
the TEM image of monodispersed CZTS-ZB nanocrystals which clearly possessed 
narrow size distribution. The HR-TEM image of these NCs is shown in Fig. 11b 
which indicates their particle size was around 5 nm diameters. The fringe spacing of 
0.31 nm can be indexed to the interplanar distance of {111} planes of the zincblende 
Cu2ZnSnS4 structure. The crystal structure of CZTS-ZB was also confirmed by 
analysis of the SAED pattern as shown in Fig. 11c. Unlike the small, 5 nm-sized 
CZTS-ZB NCs, TEM results in Fig. 11d show that wurtzite CZTS nanocrystals 
formed with average diameter of around 25 nm. 
4.4 CONCLUSIONS 
In conclusion, a universal wet-chemical approach has been developed for the 
controlled synthesis of zincblende and wurtzite ternary CuInS2, Cu2SnS3 and 
quaternary Cu2ZnSnS4 nanocrystals. For all these nanocrystals, pure zincblende 
structure can be synthesized if non- or weak-coordinating solvents are used, while 
the wurtzite phase of these compounds is favoured by using strongly-coordinating 
solvents. It was also found that zincblende structure samples tended to develop into 
NCs with triangular morphologies, while the wurtzite nanocrystals were more likely 
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to form hexagonal disks or rods. By following the time-evolution of phases during 
synthesis of CuInS2, we suggest that the critical step that occurred in the NC 
structure-formation process is the stability and state of the CuIn(SR)x reactive 
intermediate. In this study, we have shown how CuInS2 crystal structure is related to 
the crystallinity of CuIn(SR)x intermediate, where high crystallinity intermediate 
gives wurtzite structure. These findings were further developed for the synthesis of 
another two attractive nanomaterials Cu2SnS3 and Cu2ZnSnS4. 
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Fig. S1 The unit cells and structure relations of ZnS, CuInS2, Cu2SnS3 and Cu2ZnSnS4 with 
zincblende (left) and wurtzite (right) structures. 
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Crystal data 
Formula                        CuInS2    
Crystal system              Zincblende                   Wurtzite 
Space group                 F-43m (No. 216)           P63mc (No. 186) 
Unit cell dimensions      a = b = c = 5.523(8) Å      a = b = 3.897(5) Å, c = 6.441(0) Å 
Atomic coordinates 
Atom  Wyck.    x/a       y/b      z/c               Atom   Wyck.       x/a         y/b        z/c       
Cu         4a          0          0        0                   Cu         2b          1/3         2/3        0.3752 
In          4a           0          0        0                   In          2b          1/3         2/3        0.3752 
S           4a         1/4       1/4     1/4                  S           2b          1/3         2/3        0 
 
 
As shown in Fig. S1, the Zn2+ sites in both zincblende and wurtzite ZnS can be 
replaced by a lower valence Cu+ and a higher valence In3+, giving CuInS2 with 
remained crystal structures. Note that both Cu and In atoms occupy the same position 
and the both occupancy possibilities are 50%. Similarly, the Zn2+ sites of ZnS can 
also be replaced by a Cu+ and a Sn3+, resulting zincblende and wurtzite Cu2SnS3 
structures. Both Cu and Sn atoms occupy the same position and the occupancy 
possibilities of Cu and Sn are 2/3 and 1/3, respectively. Furthermore, when Zn2+ sites 
in ZnS are replaced by Cu+, Zn2+ and Sn4+, zincblende or wurtzite Cu2ZnSnS4 
structures are obtained. In this case, Cu, Zn and Sn atoms occupy the same position, 
the occupancy possibilities of Cu, Zn and Sn are ½, 1/4 and 1/4, respectively. 
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Fig. S2 EDS spectra of CuInS2 nanocrystals with (a) zincblende and (b) wurtzite structures, 
respectively. 
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Table S1 Influence of capping agents variable on the structure of CuInS2 nanocrystals. 
CIS samples OLA ODE TOPO OA Crystal Structures 
A - 4.0 mL - - ZB 
B 0.5 mL 3.5 mL - - ZB 
C 2.0 mL 2.0 mL - - ZB + WZ 
D 3.5 mL 0.5 mL - - WZ 
E 4.0 mL - - - WZ 
F - - - 4.0 mL ZB 
G - - 4.0 g - WZ 
H (hot-injection) 4.0 mL - - - ZB 
*ZB stands for zincblende structure; WZ stands for wurtzite structure. 
 
 
 
 
 
 
 
Fig. S3 XRD patterns of CuInS2 samples A-H prepared in various reaction conditions listed in Table 
S1. 
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Fig. S4 XRD patterns of Cu1.8S nanocrystals prepared by the reaction of CuCl2 in (a) ODE and (b) 
OLA. XRD patterns of CIS nanocrystals synthesized by ion exchange between indium acetate and 
Cu1.8S nanocrystals in (c) ODE and (d) OLA. 
 
 
 
 
 
 
 
Fig. S5 EDS spectra of Cu2SnS3 nanocrystals with (a) zincblende and (b) wurtzite structures, 
respectively. 
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Fig. S6 FE-SEM image of zincblende Cu2SnS3 nanocrystals. 
 
 
 
 
 
 
 
 
 
 
Fig. S7 EDS spectra of Cu2ZnSnS4 nanocrystals with (a) zincblende and (b) wurtzite structures, 
respectively. 
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SYNOPSIS 
To explore the structure-property relationship, rod-like and cone-like shaped ZnO 
nanocrystals were used as photoanode materials for dye sensitized solar cells. It was 
observed that the conversion efficiency of ZnO nanocone-based solar cells was 
around three times that of ZnO nanorod-based cells. By considering the smaller 
surface area of ZnO nanocones and lower dye absorption amount, the higher 
efficiency could be due to the exposed high reactive { 10 11 } facets of ZnO 
nanocones. By careful TEM characterization, the {10 11 } facets were determined to 
be O-terminated, which could have a passivation effect on ZnO surfaces and reduce 
dye aggregation during the dye chemisorption process. First principle calculations 
indicated that the surface energy of {10 11 } facets in the case of ZnO nanocones is 
larger than that of {10 10 } facets in the case of ZnO nanorods. The interactions 
between dye molecules and {10 11 } facets were higher than those for {10 10 } facets, 
which could also attributed to the high efficiency of ZnO nanocone-based cells. 
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ABSTRACT 
ZnO is a promising photoanode material for dye sensitized solar cells (DSCs) due to 
its high bulk electron mobility and because different geometrical structures can easily 
be tailored. Although various strategies have been taken to improve ZnO-based DSC 
efficiencies, their performances are still far lower than TiO2 counterparts, mainly 
because low conductivity Zn2+-dye complexes form on the ZnO surfaces. Here, cone-
shaped ZnO nanocrystals with exposed reactive O-terminated {101 1} facets were 
synthesized and applied in DSC devices. The devices were compared with DSCs 
made from more commonly used rod-shaped ZnO nanocrystals where {101 0} facets 
are predominantly exposed. When cone-shaped ZnO nanocrystals were used, DSCs 
sensitised with C218, N719 and D205 dyes universally displayed better power 
conversion efficiency, with the highest photo-conversion efficiency of 4.36% 
observed with the C218 dye. First-principles calculations indicated that the enhanced 
DSCs performance with  ZnO nanocone photoanodes could be attributed to the 
strength of binding between the dye molecules and reactive O-terminated {101 1} 
ZnO facets, and that more effective use of dye molecules occurred due to a 
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significantly less dye aggregation on these ZnO surfaces compared to other ZnO 
facets 
5.1 INTRODUCTION 
Dye-sensitized solar cells (DSCs) have attracted extensive interest since the 
innovative work of O’Regan and Grätzel in 1991.1 This field has grown fast because 
DSCs exhibited promising energy conversion efficiency, long term stability, 
potentially low-cost production and “plenty of room” to design on the nano- or 
atomic scale.2, 3 The sandwich configuration of a DSC typically consists of a wide 
band gap semiconductor metal oxide film with adsorbed dye molecules as the 
photosensitized anode, an electrolyte containing I-/I3- redox couple as a electron/hole 
transporter and a platinized fluorine-doped tin oxide (FTO) glass cathode. As the 
recipient of injected electrons from the photo-excited dye monolayer and also the 
conductive pathway, the photoanode is a significant factor that determines the power 
conversion efficiency (PCE). Since the breakthrough for DSCs in 1991, 
semiconductor metal oxides have been widely investigated as photoanode materials, 
with a record efficiency of 12.3% achieved for TiO2-based DSCs.3 
Although much research has been performed on TiO2-based DSCs, ZnO is a 
promising alternative photoanode material that has attracted considerable attention 
recently due to its higher electron mobility (205 - 1000 cm2∙V-1∙s-1),4 the similar 
energy level of its conduction band5 and its relative ease of synthesis compared to 
TiO2. Indeed, ZnO was one of the first metal oxides used as photoanode for the 
DSCs application. In last decades, a variety of ZnO nanostructures, such as 
nanoparticles,6, 7 nanorods,8 nanowire arrays9, 10 and nanosheets11, 12 have been tested 
and the highest efficiency to now is 7.5% which is far lower than the conventional 
TiO2-based DSCs.13 Compared with TiO2-based DSCs, the poor performance of ZnO 
photoanodes is mainly attributed to their lower chemical stability. The presence of 
carboxyl protons in commonly used dyes can etch ZnO surfaces during dye loading. 
For example, Chou et al. noted that the performance of DSCs is determined by the 
immersion time of ZnO electrodes in the dye solution and the dye concentration.14 It 
was observed that the dissolution of ZnO by acidic carboxylic groups of dyes takes 
place at the crystal surface which leads to formation of Zn2+-dye complexes that 
prevent the efficient injection of electrons.15 Recent studies suggest that dyes with 
panchromatic absorption and lower acidity would be much better for ZnO-based 
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DSCs.16 On the other hand, weaker binding between dye and ZnO might cause a 
weak and unstable sensitization, which has been noticed as bleaching in some 
DSCs.17, 18 In light of the complexity of the photovoltaic conversion process, a 
deeper understanding of ZnO-based DSCs is warranted and a “better research focus” 
was strongly suggested to overcome the bottlenecks with conventional Grätzel 
cells.19, 20 
During the last two decades, various strategies have been taken to improve the 
photo-conversion efficiencies of DSCs, mainly based on tailoring the morphology 
and crystal facets of metal oxide nanocrystals and a large amount of nanostructures 
have been tested as photoanodes. For example, TiO2 nanocrystals with different 
percentages of exposed (001) facets were fabricated and it was shown that 
nanocrystals with higher surface areas of exposed (001) facets are beneficial to DSC 
performance.21-23 This is because atomic surface termination of semiconductors is 
highly relevant to their chemical reactivity24 and electronic behaviour.25, 26 The 
anatase (001) surfaces with high surface energy have strong ability to absorb dye 
molecules and therefore increase the electronic coupling between TiO2 and dyes and 
favour the electron injection from excited state of dyes into the TiO2 conduction 
band.27 High quality colloid nanocrystals can be synthesised in a variety of structural 
forms by controlling the kinetics of crystal growth in solution, usually by modifying 
nanocrystal surface energies through ligand effects.28 The non-centrosymmetric 
crystal structure of wurtzite ZnO means that the shape of colloid crystallites, the 
crystal facet’s chemistry and surface energy can be finely-tuned and readily 
controlled. Although ZnO nanorods exposed with {1010 } facets have been widely 
used in DSCs, other morphologies with high-index facets have not. Therefore, in this 
work, ZnO nanocrystals with different shapes and therefore facet exposure, were 
synthesized and used as photoanodes in DSCs. The surface termination of cone-
shaped ZnO nanocrystals was determined by measuring a series of electron 
diffraction patterns. DSCs made from ZnO nanocrystals in the form of cones with 
exposed {1011 } facets were compared to rod-shaped samples in which {1010 } facets 
predominated at the crystal surfaces. 
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5.2 EXPERIMENTAL SECTION 
5.2.1 Synthesis of ZnO Nanocrystals 
The cone-shaped and rod-shaped ZnO nanocrystals were prepared using modified 
methods of our previous work.29 For the synthesis of ZnO nanocones (ZnO-NCs), 
0.92 g (5.0 mmol) of anhydrous zinc acetate (Zn(OAc)2, Sigma-Aldrich), 0.77 g (2.0 
mmol) of trioctylphosphine oxide (TOPO, Sigma-Aldrich) and 20 mL benzylether 
(Sigma-Aldrich) were added into a 100 mL round bottom flask. Then the mixture 
was stirred and heated at 120 C for 1 h, followed by injection of 5.4 g (50 mmol) of 
benzylamine (Sigma-Aldrich) into the mixture. The reaction was continued for 
another 12 h at 180 C. After cooling down to room temperature, the white 
precipitates were collected and washed three times with ethanol. The white powder 
was dried in an electric oven at 90 C overnight. For the synthesis of ZnO nanorods 
(ZnO-NRs), 0.92 g (5.0 mmol) of Zn(OAc)2, 0.77 g (2.0 mmol) of TOPO and 20 mL 
benzylether were mixed and heated to 220 C. Then 0.54 g (5 mmol) of benzylamine 
was injected into the mixture and heated for another 5 h. After reaction, the white 
precipitates were collected and washed by ethanol, followed by drying in an electric 
oven at 90 C overnight. 
5.2.2 Characterization 
The crystal structures of the prepared samples were identified by X-ray diffraction 
(XRD) analysis using a PANanalytical XPert Pro Multi Purpose Diffractometer (Cu 
Kα radiation, λ = 0.154178 nm). The morphologies of the materials were observed 
by field-emission scanning electron microscopy (FE-SEM, JEOL JSM-7001F) and 
transmission electron microscopy (TEM, JEOL JEM-2100). The serial electron 
diffraction patterns were obtained by a Philips/FEI CM12 microscope operated at 
120 kV using a large angle double tilt holder. The specific surface area was estimated 
by the Brunauer-Emmett-Teller (BET) method based on the nitrogen 
adsorption/desorption isotherm with a micrometrics analyzer TriStar II 3020. Diffuse 
reflectance spectra were measured by a UV-vis-IR spectrometer (Varian, Cary 5000). 
X-ray photoelectron spectroscopy (XPS) spectra were measured by a Kratos Axis 
Ultra photoelectron spectrometer incorporating a 165 mm hemispherical electron-
energy analyzer. All binding energies were referenced to the C 1s peak (284.6 eV) 
arising from adventitious carbon. 
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5.2.3 Fabrication of ZnO Films and Sensitization 
ZnO pastes were prepared by mixing 0.2 g ZnO powder sample (either ZnO-NCs or 
ZnO-NRs), 0.1 g polyethylene glycol (PEG, MW = 6000, Fluka), 0.05 g 
hydroxypropyl cellulose (HPC, MW = 100000, Acros Organics) and 0.8 g deionized 
water. After stirring overnight, the resulting paste was doctor bladed onto the 
fluorine-doped tin oxide (FTO) conductive glass (TEC15, Hartford glass). After 
evaporation of the solvent, the film was dried at 100 C for 1 h and annealed at 400 
C for 30 min to remove the organic materials. The average thickness of one layer 
film was around 4.0 μm as determined by a stylus profilometer (Dektak 150). Then, 
the thickness of the film was increased by depositing a second layer of ZnO paste on 
top of the first one, followed by the same thermal treatment as for the first ZnO layer. 
The dye sensitization was performed by immersing the ZnO films in a 0.1 mM dye 
solution (C218, D205 or N719) in the mixture of acetonitrile and butanol (1:1 v/v) 
for 120 min. Co-adsorbent of 1mM chenodeoxycholic acid (Acros Organics) was 
added in the dye solution of C218 and D205 to reduce the dye aggregation on the 
ZnO films. The dye-loading amount in the ZnO film was determined by measuring 
the change of the concentration of the dye solution after the dye adsorption process 
by a UV-vis spectrometer (Varian, Cary 100). 
5.2.4 Fabrication and Photovoltaic Performance of ZnO-based DSCs 
The dye-sensitized ZnO photoanode (active area: 0.25 cm2) and the Pt-counter 
electrode were assembled into a sandwich type cell. A drop of electrolyte solution 
containing 0.06 M I2, 0.2 M NaI, 0.6 M 1-propyl-3-methylimidazolium iodide and 
0.5 M 4-tert-butylpyridine in 3-methoxypropionitrile was introduced into the gap 
between the two electrodes. The photocurrent density-voltage (J-V) characteristic 
curves of the solar cells were recorded with a computer-controlled digital source 
meter (Keithley 2306) by applying an external potential bias to the cell and 
measuring the photocurrent generated under a AM 1.5 solar simulator with an 
illumination density of 100 mW∙cm-2. The J-V curves of the cells in darkness were 
also recoded to obtain the dark current. 
5.2.5 Theoretical Calculations 
Ab initio calculations were performed in the framework of density functional theory 
(DFT) methods by using the Quantum ESPRESSO package.30 We used the Perdew, 
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Burke, and Ernzerhof (PBE) gradient correction31 and the ultrasoft Vanderbilt 
pseudo-potentials.32 Kohn-Sham eigenfunctions have been expanded on a plane-
wave basis set using cutoffs of 30 Ry on the plane waves and 300 Ry on the 
electronic density. The bulk ZnO structure was first relaxed and the obtained a- and 
c-lattice parameters and µ are 3.287 Å, 5.301 Å, and 0.376, respectively, in good 
agreement with reported values.33, 34 For cleavage energy calculations, ZnO slabs 
with 1 × 1 lateral periodicity and different Zn-O bilayers (range from 2 to 10) were 
established. Slab replicas were separated by ~ 20 Å of vacuum. Each structure was 
fully relaxed and convergence was assumed when the forces on all atoms were lower 
than 0.001 eV/Å. To compare the dye adsorption on different ZnO surfaces, 
adsorbate geometries were optimized for each unit supercell of six atomic ZnO 
layers, with one acetic acid molecule on the surface. To verify that the neighboring 
adsorbate geometries were sufficiently isolated, vacuum thickness and surface size 
were increased until the change of adsorption energy was less than 0.01 eV. After the 
convergence test, 3 × 2 (101 0) slabs and 2 × 3 (101 1) slabs with ~ 15 Å vacuum 
thickness were used for the calculation of adsorption energies. Different starting 
molecule-surface configurations have been considered and built up. The starting 
configurations were optimized by fully relaxing the positions of all atoms in a 
supercell, except for the atoms of the two bottom layers of ZnO slabs. All optimized 
geometries were plotted using the XCrySDen software.35  
5.3 RESULTS AND DISCUSSION 
5.3.1 Characterization 
 
Figure 1. FE-SEM images of as-prepared (a) ZnO-NRs and (b) ZnO-NCs samples synthesized from 
zinc acetate and benzylamine using a hot-injection method. 
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ZnO nanocrystals with different morphologies were prepared by a simple hot-
injection method. Figure 1 shows the typical FE-SEM images of ZnO-NRs (a) and 
ZnO-NCs (b) nanocrystals, with rod-like and cone-like morphologies, respectively. 
The XRD patterns shown in Figure S1 could be indexed to pure wurtzite ZnO crystal 
structures (JCPDS No. 36-1451). The relative intensity of (101) diffraction peak of 
ZnO-NCs was stronger than the corresponding peak of ZnO-NRs, presumably 
reflecting the fact that the {1011 } facet was preferentially exposed in the ZnO-NCs 
sample. 
 
Figure 2. (a) TEM image of ZnO-NRs sample; (b) HR-TEM images of ZnO-NRs grown along [0001] 
direction; (c) the corresponding SAED pattern of ZnO-NRs; (d) TEM image of ZnO-NCs sample; (e) 
SAED pattern of one ZnO cone structure; and (f) the corresponding HR-TEM images of the marked 
area in Figure 2e. 
The TEM image in Figure 2a shows the rod-like morphology of ZnO-NRs with 
around 40 nm in width and 250 nm in length. The high resolution transmission 
electron microscopy (HR-TEM) image of the ZnO-NRs shows a lattice spacing of 
0.26 nm, which corresponds to the distance between {0002} planes (Figure 2b). 
Figure 2c shows the selected area electron diffraction (SAED) pattern of the ZnO-
NRs sample, indicates that ZnO-NRs grow in the direction of [0001], which is the 
common growth direction of ZnO crystals. Figure 2d shows the TEM images of the 
ZnO-NCs, confirming their hexagonal cone-like morphology with average size 
around 100 nm. As labelled in the image, the angle between the opposite edges at the 
tip of the cone is 64, while the angles between edges and the basal plane are 58, 
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which is consistent with the hexagonal cone structure model.36 The SAED pattern of 
one single ZnO nanocone suggests that ZnO-NCs grow along the [0001] axis (Figure 
2e). Although the growth direction was confirmed as [0001], the tip of the cone 
structure could point towards either [0001] or [000 1 ]. This was determined by 
measuring a series of electron diffraction patterns of the ZnO-NCs and was due to 
the non-centrosymmetric feature of the ZnO crystal structure. Considering the SAED 
pattern and the hexagonal cone structure, the exposed side surfaces were identified as 
{1011 } crystal facets. Figure 2f shows the HR-TEM image of the base facet of a ZnO 
cone as marked in Figure 2e. The image exhibits lattice fringes with spacing of 0.28 
nm, which corresponds to the distance between {1010 } planes, and is consistent with 
the SAED characterization. Considering the similar dimensions of ZnO-NRs and 
ZnO-NCs samples, overall their surface areas were expected to be near-equal as well. 
This was confirmed when BET surface areas of ZnO-NCs and ZnO-NRs samples 
were determined from the nitrogen sorption isotherms and found to be 12.05 m2∙g-1 
and 15.58 m2∙g-1, respectively. 
 
Figure 3. (a) TEM images of a cone-like ZnO nanocrystal viewed from different orientations. (b) A 
slab model of ZnO (101 1) surface. (c) Schematic illustration of cone-like ZnO nanostructures with 
two termination possibilities, i.e., either Zn- or O-terminated, formed by cutting a crystal along {101 1} 
planes. The blue and red spheres represent zinc and oxygen atoms, respectively. 
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Figure 4. TEM investigation for the growth orientation of ZnO-NCs sample. Figure A, E and I are 
TEM bright filed images of a single ZnO nanocone, the corresponding schemes are shown in panel B, 
F and J. The corresponding electron diffraction patterns (EDP) are shown in Panel C, G and L, with 
indexing result of EDP in Panel D, H and M. Figure N is a section of stereographic projection with the 
pole centre at [1210] of ZnO phase shows the tilting directions and the three experimental EDP 
directions. 
According to the above characterization, it was confirmed that ZnO-NCs 
possess a large percentage of exposed {101 1} facets, which was illustrated by the 
TEM images taken from different orientations (Figure 3a). As shown in Figure 3b, 
the ZnO (101 1) slab model is always terminated with Zn and O ions on opposite 
sides of a slab. Therefore, the crystal surfaces of {1011 }-faceted ZnO-NCs should 
either be Zn-terminated or O-terminated. Impressive work has been reported on ZnO 
double-cone structures, where Zn-terminated and O-terminated { 1011 } facets 
coexisted as shown by the surface contact potential images.26 For the ZnO-NCs 
sample, the atomic termination of {1011 } facets depends on the direction the tip of 
the ZnO-NC points to. If the tip points toward the [0001] direction, the cone structure 
will consist of six {1011 }-O side surfaces and one {0001}-O base surface (Figure 3c). 
If the tip points toward [0001 ] direction, the cone will consist of six {1011 }-Zn side 
surfaces and one {0001}-Zn base surface. Although it has been proposed from the 
ZnO model that the cone-like ZnO structure is O-surfaced,36 it is actually not 
satisfactory to make this assumption because both models shown in Figure 3c are 
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indistinguishable by either size or angle. Experimentally, conventional TEM 
characterization alone cannot identify the atomic termination because only an 
aberrated two-dimensional projection of the structure can be imaged. Recently, the 
termination of wurtzite rod-shaped ZnSe/ZnS core/shell structures were determined 
by aberration-corrected HR-TEM with exit wave reconstruction and aberration-
corrected HAADF-STEM.37 The termination of the crystal surface was well resolved 
even though this approach is often restricted by the sample size (especially the 
thickness), the special microscope instrument requirement and advanced operation 
skills. In our work, the termination of ZnO-NCs was resolved by determining the 
growth direction of a single ZnO nanocone. By systematically tilting around a certain 
diffraction vector, the non-singularity of 180 of the two-dimensional electron 
diffraction pattern could be established. Figure 4 shows a series of electron 
diffraction patterns taken at a single ZnO nanocone by systematic tilting. The 
indexing results indicated that the tip of ZnO nanocone pointed to the [0001] 
direction, while the base-plane faced to [0001 ]. This can also be understood in terms 
of ZnO crystal structure. In a unit cell of a hexagonal close-packed structure of ZnO, 
there are two Zn atoms and two O atoms. During the crystal growth, Zn atom clusters 
(growth building block) in the solvent environment are apt to bind with Zn atoms on 
(0001) plane but not (0001 ) because of the higher atomic density at the former than 
the latter. As a result, ZnO-NCs tend to grow along [0001] direction but not [0001 ] 
direction. It should be noted that for hexagonal structure, [uvtw] is parallel to the 
normal of plane (uvtw), i.e., [0001] is perpendicular to the plane (0001). Therefore, 
the basal plane could only be indexed as (0001 ) in the electron diffraction pattern, 
and ZnO-NCs was determined to consist of six O-terminated {1011 } facets and one 
O-terminated {0001 } facet. 
5.3.2 Photovoltaic Measurements 
To investigate the photovoltaic properties of the ZnO-NC and ZnO-NR samples, 
DSCs were fabricated and tested using the standard methods described in the 
experimental session. Figure 5 displays the photocurrent-voltage (J-V) characteristics 
of the DSCs fabricated from ZnO films based on ZnO-NCs and ZnO-NRs sensitized 
with three different dyes C218, N719 and D205 (The dye molecular structures are 
given in Figure S2). Three identical cells were made for each type of DSC to ensure 
reproducible results. The characteristic photovoltaic parameters of the cells and the 
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dye loading of the ZnO films are summarized in Table 1. By comparing the J-V 
curves of these DSCs, it is clear that, irrespective of the different sensitising dye type, 
the ZnO-NC based DSCs always exhibited better performance than those of ZnO-
NRs. The C218 sensitized ZnO-NCs cell (C218/ZnO-NCs) exhibited the highest  
 
Figure 5. Comparison of the J-V characteristics of the DSCs based on ZnO-NCs and ZnO-NRs with 
different dyes: (a) C218/ZnO-NCs; (b) C218/ZnO-NRs; (c) N719/ZnO-NCs; (d) N719/ZnO-NRs; (e) 
D205/ZnO-NCs; and (f) D205/ZnO-NRs. 
Table 1. Comparison of the characteristic J-V parameters and dye loadings of the DSCs based on 
ZnO-NCs and ZnO-NBs sensitized with different dyes. J-V measurements were performed under AM 
1.5 solar spectra with light intensity of 100 mW∙cm-2 (cell active areas: 0.25 cm2). 
Cells Jsc (mA/cm2) Voc (mV) FF  (%) 
Dye loading 
(10-4 
mol/cm3) 
C218/ZnO-
NCs 15.0 639 0.45 4.36  0.4 0.790 
C218/ZnO-
NRs 6.80 462 0.46 1.45  0.07 1.32 
N719/ZnO-
NCs 11.6 647 0.50 3.84  0.2 1.49 
N719/ZnO-
NRs 6.93 505 0.49 1.73  0.2 1.46 
D205/ZnO-
NCs 3.51 548 0.54 1.04  0.3 0.360 
D205/ZnO-
NRs 1.62 385 0.47 0.380  0.2 1.79 
efficiency ( = 4.36%), which is three times the efficiency of C218/ZnO-NRs cell ( 
= 1.45%). Similarly, the efficiencies of N719/ZnO-NCs and D205/ZnO-NCs cells are 
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nearly twice the value of the corresponding ZnO-NRs cells. The higher efficiency of 
ZnO-NCs based cell are attributed to the much higher short-circuit current density 
(Jsc) and open-circuit voltage (Voc). The Jsc of ZnO-NCs based DSCs are always 
around twice the value of the corresponding ZnO-NRs cells. This indicates the ZnO-
NCs with {1011 } facets exposed lead to enhanced DSC performance compared to the 
ZnO-NRs with exposed {1010 } facets. 
 
Figure 6. Illustration of the surface termination effects of ZnO on dye adsorption of DSCs. Left: the 
nonpolar (101 0) surface of ZnO-NRs, which contains an equal number of O and Zn ions, can be 
etched by acidic dye molecules, resulting in dye aggregation. Right: the adsorption of dye on the O-
terminated (101 1) surface of ZnO-NCs, which is self-passivated owing to the protective effect of 
oxygen atoms to the reactive Zn2+ sites. 
The Jsc of a DSC depends on many factors, including the light harvesting 
efficiency, the electron injection efficiency and the electron collection efficiency.38 
Considering that ZnO-NCs have lower surface areas with lower dye loading than 
ZnO-NRs (with the exception of the N719-sensitised DSCs, where dye loading is 
comparable to ZnO-NR DSCs), and the dimensions of ZnO-NCs were comparable to 
ZnO-NRs, a lower light harvesting efficiency is expected for the ZnO-NCs cells 
compared to the ZnO-NRs cells. Therefore, the higher Jsc of the ZnO-NCs based 
cells is likely to be due to the preponderance of the exposed reactive {1011 } facets, 
which must engender improved electron injection and/or electron collection process 
in the device. For ZnO-based DSCs, dye aggregation issue often causes inefficient 
electron injection.20 The higher dye loading in the ZnO-NRs based films suggests 
that the aggregation issue of dye molecule on the surface of ZnO-NRs is likely to be 
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more serious than on ZnO-NC surfaces. This can be rationalised by considering the 
surface atomic termination of the ZnO crystals. The effect of surface termination of 
ZnO-NRs and ZnO-NCs on the dye adsorption is illustrated in Figure 6. Apparently, 
exposed reactive Zn2+ sites interact with the dye molecules to form Zn2+-dye 
complexes on the surface of ZnO-NRs that hinders effective charge separation and 
therefore reduces the electron injection from the dye excited state to the conduction 
band of ZnO-NRs. In contrast, ZnO-NCs with the O-terminated crystal facets prevent 
the formation of these Zn2+-dye complexes. This can be considered a self-passivation 
effect during the dye-uptake procedure that reduces dye aggregation and so the final 
photoanode is more efficient in terms of electron injection compared to the Zn-
terminated ZnO-NRs. Similar consideration about the effect of surface termination 
on dye uptake of ZnO has been investigated by Near Edge X-ray Absorption Fine 
Structure (NEXAFS) spectroscopy.39 It was observed that an interface reaction took 
place where the hydrogen in dye H2-Protoporphyrin could be substituted by a Zn 
atom from the nonpolar ZnO (101 0) surface, which supports our understanding for 
ZnO-NRs. Although the O-terminated ZnO-NCs are relatively stable in the acidic 
medium in DSCs, the nature of the dye molecule also has significant influence on the 
stability of our systems because it is unlikely that the synthesized ZnO-NCs are all 
uniformly perfect in shape. It is likely that trace amounts of Zn2+ ions could be 
exposed at the surface to contact with dye molecules, which lead to the formation of 
the unwanted Zn2+-dye complexes. This aside, using dye molecules with less 
carboxyl groups (e.g. C218) rather than dyes with multiple carboxyl groups (e.g. 
N719) can improve the stability of ZnO-based DSCs. 
 
Figure 7. (a) UV-vis absorption spectra; (b) XPS valence band spectra; and (c) schematic of DSCs 
using either (i) ZnO-NCs or (ii) ZnO-NRs as a photoanode, where ZnO-NCs cell exhibits higher 
Vmax value caused by the up-shift of the conduction band energy level. 
It is known that Voc of a DSC is determined by the difference between the 
Fermi level of the semiconductor (e.g. ZnO) of the photoanode and the redox 
potential of I-/I3- in the electrolyte. The Fermi level of the semiconductor depends on 
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its conduction band edge (Ecb) and the electron density. The conduction band edge of 
the ZnO-NCs and ZnO-NRs were estimated by UV-visible spectra combined with 
valence-band (VB) X-ray photoelectron spectra (XPS). UV-visible spectra (Figure 7a) 
indicated that the band gaps of ZnO-NCs and ZnO-NRs were 3.21 eV and 3.15 eV, 
respectively. The valence-band XPS (Figure 7b) revealed that the valence band 
maximum of both ZnO nanostructures was 3.08 eV, which is consistent with 
reported values.40 Therefore, the Ecb of ZnO-NCs is more negative compared to that 
of the ZnO-NRs. Moreover, it has been reported that the Ecb of a semiconductor is 
also affected by dye adsorption. Ecb tends to shift positively due to the protonation of 
the semiconductor surface by adsorbed dye molecules.41 Hence, the Ecb of ZnO-NRs 
could be dragged down further compared to that of the ZnO-NCs because of the 
higher dye loading. The higher Ecb of ZnO-NCs is beneficial in leading to a higher 
Voc of the DSC. However, it reduces the driving force for electron injection from the 
excited state of the dye molecule to ZnO, which may lead to the decrease of Jsc of the 
device. Nevertheless, the absence of Zn2+-dye complexes on the O-terminated ZnO-
NCs nanocrystals could significantly benefit the electron injection compared to the 
ZnO-NRs/dye, where far larger quantities of the unwanted Zn2+-dye complexes are 
present at the crystal surface. The higher Jsc of ZnO-NCs based DSC suggests that 
the benefits of O-terminated surfaces in ZnO-NCs, which prevents the formation of 
Zn2+-dye complexes in the photoanode, surpasses any deleterious effect of the higher 
Ecb in terms of electron injection in the DSC. Figure 7c illustrates the working 
principle of ZnO-based DSCs and the different conduction band energy level of 
ZnO-NCs and ZnO-NRs photoanode. 
It is known that recombination at the interfaces of both the 
photoanode/electrolyte and FTO/electrolyte can result in a loss of photocurrent.42 
Therefore, dark current measurements were performed to obtain an estimation of 
electron recombination in the DSCs. As shown in Figure 8, the dark current onset of 
the C218/ZnO-NRs cell shifted to a slightly lower potential than the C218/ZnO-NCs 
cell and generated a smaller dark current at the potentials above 0.4V. These 
observations reflect a lower charge recombination between electrons and I3- ions for 
photoanodes fabricated with ZnO-NCs. The porous structure of the photoanode 
permits electrolyte species such as I3- to infiltrate the film and contact the FTO 
surface. It is unlikely that the origin of the observed differences in recombination is 
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due to the minor differences in crystallinity or particle size of the ZnO-NCs and 
ZnO-NRs, since the synthesis was essentially the same and the product particle sizes 
were similar. The observed differences in the DSCs dark current more likely arose 
from a difference in the interfacial recombination at dye coated ZnO-NCs/electrolyte 
compared to ZnO-NRs/electrolyte. 
 
Figure 8. Dark current-voltage characteristics of C218/ZnO-NCs and C218/ZnO-NRs DSCs. 
5.3.3 Computational Simulation 
To better understand the ZnO-NCs and ZnO-NRs samples, a series of first-principle 
calculations were performed on the surface energies and molecule absorption 
energies of both ZnO types using the Quantum-ESPRESSO package. The surface 
energies of non-polar (1010 ) ZnO surfaces can be obtained from slab calculations, 
while not possible for the polar (0001) and (1011 ) surfaces since both Zn and O 
terminations are present in a slab calculation. Therefore, cleavage energies of ZnO 
surfaces were calculated to compare the relative stability of the non-polar and polar 
surfaces. The cleavage energies of ZnO surfaces as a function of slab thickness are 
shown in Figure 9. As expected, the high-index polar (1011 ) surface is the most 
unstable facet of ZnO, with the highest cleavage energy of around 7.0 J/m2. The non-
polar (1010 ) surface is the most stable ZnO facet with the lowest cleavage energy of 
2.1 J/m2. The (0001)-O surface corresponding to the base facet of ZnO-NCs has 
moderate stability and reactivity. This is consistent with experimental results that 
ZnO tends to be formed with the exposure of low surface energy (1010 ) facets. In 
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contrast, ZnO exposed with high surface energy ( 1011 ) facets are reactive in 
environment and can only be prepared with the assistant of capping molecules. 
 
 
Figure 9. Cleavage energies of ZnO surfaces calculated with different slabs containing various Zn-O 
bilayers and using the PBE functional. 
To investigate the different adsorption modes of an acid on ZnO surfaces, 
adsorbate geometries were optimized for 3 × 2 (101 0) slabs and 2 × 3 (101 1) slabs, 
with acetic acid on the surfaces. The adsorption energy, Eads, is calculated using the 
following equation, 
Eads = Eslab + Eacid – Eslab+acid 
where Eslab represents the energy of the clean slab, Eacid is the energy of the 
adsorbate, and Eslab+acid is the total energy of the slab with adsorbate. 
C
R
OO
Zn
C
R
OO
Zn
C
R
OO
Zn Zn
(a) (b) (c)  
Figure 10. Three possible adsorption modes of carboxylic acid group on ZnO surfaces: (a) 
monodentate, (b) bidentate chelating, and (c) bidentate bridging.  
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Figure 11. Side views of the optimized adsorption geometries and corresponding adsorption energies 
of acetic acid on ZnO (101 0) surface: (a) monodentate 1 (M1), (b) monodentate 2 (M2), and (c) 
bidentate bridging (BB). (d) Top view of the optimized geometry of BB configuration. Zn, O, C and H 
atoms are represented by purple, red, yellow and green spheres, respectively. 
According to the anchoring mechanism of the carboxyl group (COO-) to metal 
ions,43 there are three possible adsorption modes of carboxylic acid groups on ZnO 
surfaces: monodentate, bidentate chelating, and bidentate bridging (Figure 10). 
Adsorption geometries with acetic acid molecules on ZnO (101 0) surfaces were 
optimized from different starting configurations. Figure 11 shows the optimized 
geometries and the corresponding adsorption energies of acetic acid on ZnO (101 0) 
surface. It was observed that the optimized configurations were either monodentate 
(M1, M2) mode or bidentate bridging (BB) mode. The proposed bidentate chelating 
structure was not observed in this system, which was consistent with other reported 
dye adsorption simulations.44 For all optimized geometries, the acetic acid molecule 
was dissociated, with the proton transferred to nearby oxygen atoms on ZnO surface. 
Among these geometries, the most favourable configuration was the BB mode, with 
two carboxyl oxygen atoms bound to two zinc atoms of ZnO (Figure 11c). The 
adsorption energies of M1, M2, and BB modes are 1.23 eV, 1.40 eV, and 1.72 eV, 
respectively. 
 
Figure 12. Side views of the optimized adsorption geometries and corresponding adsorption energies 
of acetic acid on ZnO (101 1) surface: (a) dissociative mode, (b-c) undissociative mode. (d) Top view 
of the optimized geometry of the 2 × 3 ZnO slab with acetic acid on the (101 1) surface. 
For the O-terminated ZnO (101 1) surface, zinc atoms in the second layer 
moved toward the surface and interacted with one carboxyl oxygen atom of the 
Chapter 5: ZnO Nanocones with High-index {1011 } Facets for Enhanced Energy Conversion Efficiency  
of Dye-sensitised Solar Cells 
 155 
acetic acid. During the relaxation path, the acetic acid was either dissociated to 
release a H+ ion from the carboxyl group or undissociated with the H atom 
approached to neighboring O atoms of ZnO surface (Figure 12). All optimized 
adsorption geometries of acetic acid on ZnO (101 1) surfaces were monodentate, with 
one carboxyl oxygen atom bound to one zinc atom of ZnO. The most energetically 
favourable geometry was undissociative mode, with the adsorption energy of 3.07 eV 
(Figure 12c). From comparison of the simulations illustrated in Figures 11 and 12, 
the adsorption energies of acetic acid on ZnO (101 1) surfaces were much higher than 
those on the (101 0) surface. The most favourable adsorption mode was monodentate 
with undissociated molecule on (101 1) surfaces, while bidentate bridging mode with 
dissociated molecule on (101 0) surface. This means the Zn and O atoms on a (101 0) 
surface are more likely to be etched by carboxyl oxygen atoms and dissociated 
protons of dye molecules, resulting into the formation of unwanted Zn2+-dye 
complexes, i.e., dye aggregation. In the case of O-terminated (10 1 1) surface, 
molecules should remain undissociated and the ZnO surface is therefore passivated 
by O atoms, leading to more efficient use of dye molecules in the DSC photoanodes, 
without the formation of Zn2+-dye complexes. 
5.4 CONCLUSIONS 
In summary, single-crystalline ZnO-NCs and ZnO-NRs were selectively prepared by 
a hot-injection method with either mainly exposed { 1011 } or { 1010 } facets, 
respectively. The surface atomic termination of ZnO-NCs was determined by 
measuring the serial electron diffraction patterns of a single ZnO nanocone. The DSC 
assembled with C218 dye-coated ZnO-NCs photoanodes demonstrated the highest 
overall conversion efficiency of 4.36%, which was three times the efficiency 
obtained from the ZnO-NRs counterpart. This result is remarkable, especially when 
taking into account the relatively low surface area of the ZnO nanocrystals. Similar 
efficiency improvement with the ZnO-NCs photoanodes compared to ZnO-NRs was 
also found in the case of another two dyes (N719 and D205). Compared to ZnO-NRs 
based DSCc, the over two-fold enhancement in Jsc and over 150 mV increase in Voc 
of the ZnO-NCs based DSCs was ascribed to the beneficial effect of the reactive 
high-index {1011 } facets with O-termination. This work suggests the possibility of 
achieving higher photo-conversion efficiency in ZnO based DSCs by taking 
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advantage of the active ZnO {1011 } facets to control the dye aggregation on the 
surface of ZnO material. 
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Figure S133. XRD patterns of as-prepared ZnO-NRs and ZnO-NCs samples. 
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SYNOPSIS 
Few studies have examined the effect of surface coating of metal oxides on their gas 
sensing reponses to particular gases. It was known that the change of conductivity of 
metal oxides comes from the surface depletion layer when the sensing material is 
exposed to targeted gases. This study investigated the effect of surface 
functionalization for ZnO nanowires on their gas sensing properties. The effect of 
ZnO surface-functionalisation by two different organic molecules, 
tris(hydroxymethyl)aminomethane (THMA), and dodecanethiol (DT) was studied. 
Response towards ammonia, nitrous oxide and nitrogen dioxide was investigated for 
three sensor configurations, pure ZnO nanowire, organic-coated ZnO nanowire and 
ZnO nanowires covered with a sparse layer of organic-coated ZnO nanoparticles. It 
was found ZnO nanowire sensors which were coated with THMA-capped ZnO 
nanoparticles were found to exhibit the greatest enhanced response. It is proposed 
that the sensing response enhancement originated from the changes induced in the 
depletion-layer width of the ZnO nanoparticles that bridge ZnO nanowires resulting 
from THMA ligand-binding to the particle coating. 
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ABSTRACT 
Surface coating with an organic self-assembled monolayer (SAM) can enhance 
surface reactions or absorption of specific gases and hence improve a metal oxide 
(MOx) sensor’s response toward particular target gases in the environment. In this 
study the effect of an adsorbed organic layer on the dynamic response of zinc oxide 
nanowire gas sensors was investigated. The effect of ZnO surface-functionalisation 
by two different organic molecules, tris(hydroxymethyl)aminomethane (THMA), and 
dodecanethiol (DT) was studied. Response towards ammonia, nitrous oxide and 
nitrogen dioxide was investigated for three sensor configurations, pure ZnO 
nanowire, organic-coated ZnO nanowire and ZnO nanowires covered with a sparse 
layer of organic-coated ZnO nanoparticles. Exposure of the nanowire sensors to the 
oxidising gas NO2 produced a significant and reproducible response. ZnO and 
THMA-coated ZnO nanowire sensors both readily detected NO2 down to very low-
ppm concentrations. Notably, the THMA-coated nanowires consistently displayed a 
small, enhanced response to NO2 compared to uncoated ZnO nanowire sensors. At 
the lower concentration levels tested, ZnO nanowire sensors which were coated with 
THMA-capped ZnO nanoparticles were found to exhibit the greatest enhanced 
response. ΔR/R was two times greater than that for as-prepared ZnO nanowire 
sensors. It is proposed that the ΔR/R enhancement in this case originates from the 
changes induced in the depletion-layer width of the ZnO nanoparticles that bridge 
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ZnO nanowires resulting from THMA ligand-binding to the particle coating. The 
heightened response and selectivity to the NO2 target are positive results arising from 
the coating of these ZnO nanowire sensors with organic SAM-functionalised ZnO 
nanoparticles. 
KEYWORDS 
Gas sensor; nanowire; tris(hydroxymethyl)aminomethane; self-assembled monolayer; 
zinc oxide 
6.1 INTRODUCTION 
Semiconductor gas sensors have been extensively investigated for practical 
applications such as gas leak detection and the environmental monitoring of gaseous 
pollutants. Since the earliest reports in this field, research efforts were focussed on 
improving gas response, selectivity, the sensor stability and on their practical use, yet 
further innovations in the semiconductor gas sensing field are still in demand.1-3 
Impedence-semiconductor gas sensors typically operate at temperatures greater than 
200 °C.4, 5 High operating temperatures are generally required to maximise the sensor 
response to target gases, either to activate the semiconductor surface towards 
chemisorption or else to ensure heterogeneous catalysis of a high proportion of target 
gas molecules at the sensor surface. High temperature operation also ensures the 
complete desorption of gaseous species following transduction. Maintaining a 
semiconductor gas sensor at a stable temperature higher than 200 °C requires a stable 
and consistent power source, drawing on high operating voltage and current. For 
certain applications maintaining the high operating temperature can have drawbacks, 
especially when high sensor power consumption is undesirable, such as when 
photovoltaics are the desired power source. A case in point is the monitoring of gas 
missions remotely, in outdoor environments where mains power may be unavailable. 
For this application, highly responsive, low power and thus low temperature gas 
sensors would be advantageous. 
Both structural and physical-chemical properties of metal oxide films utilised 
in solid-state chemical sensors have proven to strongly affect gas response in these 
devices. Not only do simple structural elements such a grain size play a significant 
role in gas response, but also crystallite shape, crystallographic orientation, film 
agglomeration, phase composition and surface architecture.5 In terms of targeted 
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optimisation of gas sensor characteristics, surface engineering is potentially a 
powerful instrument for gas response control. To date, designers have mainly 
focused on doping the metal oxide by metal catalyst nanoparticle additives; and 
decreasing the crystallite (grain) sizes or inter-crystallite neck-dimensions to the 
nanometre scale. Chemical-functionalization as an approach to modifying the 
response of semiconductor surfaces towards different gases has not been examined to 
anywhere near the same level of detail. Coating of the semiconductor with a 
sensitising molecule layer could enhance surface reactions or modify surface 
chemistry and hence improve sensor sensitivity and specificity to a particular gas.  
Although such chemical functionalization of impedence-based gas sensor surfaces is 
often avoided due to the possibility of poisoning effects which might occur, akin to 
poisoning of heterogeneous catalyst surfaces, functionalisation can sometimes have a 
positive effect.6 Self-assembled molecule layers (SAMs) have been shown to 
effectively modify the surface physics and chemical properties of metals and metal 
oxide materials.6 When foreign receptors are introduced into MOx sensor grains, 
sensitizing actions have been observed previously, particularly when they modified 
the sensor material’s work function and surface space charge layer.7 Another 
significant effect that may arise through organic SAM functionalization of the 
semiconductor surface is a chemical effect. Since only the outermost 5Å of a surface 
completely determines its chemical properties, whether it is hydrophobic, hydrophilic, 
acidic, or basic for example, surface functionalization with an organic molecule may 
be expected to change the relative rates of diffusion of gaseous species to the 
semiconductor’s surface and alter reaction processes that occur. An organic SAM 
can act as a functional group in nanowire chemical and biological sensors.6, 8 In 
terms of sensor response, although a decreased number of “active” sites for 
chemisorption may arise through chemical functionalization by an organic layer, the 
effect may be offset by increased rates of gas decomposition or reduced interference 
caused by moisture or other species present in a gas stream. It should be noted that 
since chemisorption involves electronic charge transfer, functionalisation of the 
surface of a metal oxide semiconductor gas sensor with an organic monolayer will 
strongly influence the surface electronic properties. Transfer of electron density into 
the semiconductor will reduce the depletion layer, an effect which is likely to 
significantly modify chemiresistor response.3 
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ZnO is one of the most widely studied materials due to its promising optical, 
optoelectronic and piezoelectric properties.9, 10 Furthermore ZnO materials can be 
reliably synthesised in a variety of different nanostructured forms, such as nanowires, 
nanoribbons, nanobelts and as tetrapods11 and their potential use in NO2 gas sensing 
in these forms is well known.12, 13 In this study we investigated the effects that two 
very different types of organic ligands imposed on the sensitivity and response of 
zinc oxide nanowire semiconductor gas sensors. Significantly, we chose to examine 
the response of the same ZnO nanowire sensors to target gases pre- and post-
functionalisation rather than by comparing different sensors prepared in the same 
batch in order to eliminate the possibility of differences in response caused by sensor 
batch variations being misconstrued as a result of the functionalisation process. The 
first ligand studied was dodecanethiol (DT), which can readily form a self-assembled 
monolayer at the ZnO surface simply by exposing the nanowires to an ethanol 
solution containing the thiol. The long DT hydrocarbon chains were expected to 
create a strongly hydrophobic surface. Similarly ZnO nanowire sensors were 
functionalised by tris(hydroxymethyl)aminomethane (THMA) and the response of 
THMA-functionalized sensors was compared to that of unfunctionalised ZnO 
nanowire devices. Since, the working principle of an oxide semiconductor gas sensor 
involves the receptor function played by the surface of each oxide grain and the 
transducer function played by each grain boundary,3 self-assembly of DT and THMA 
monolayers on the surface of the oxide was expected to modify both functions. The 
performance of both ZnO nanoparticle sensors and also ZnO nanowire sensors 
coated with a low density of DT-, or THMA-functionalised ZnO nanoparticles were 
examined and compared to nanowire-only devices to test the influence of grain-
boundary effects on gas response. We investigated chemiresistor response towards 
ammonia, nitrous oxide and nitrogen dioxide.  
6.2 RESULTS AND DISCUSSION 
Morphology, surface roughness and evenness-of-coating of the ZnO nanowire 
sensors were examined by scanning electron microscopy. SEM images of each 
sensor form are given in Figure 1. The SEM image in Figure 1a is of a drop cast 
nanoparticle-based sensor. Nanoparticle films formed as high surface area, porous 
coatings that were evenly deposited over the sensor support, including the metal 
contacts. When these sensors were tested for gas response, however, the conductivity 
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of the ZnO NP films, as produced, proved too low to be useful in the gas sensor 
configuration tested. The ZnO-matrix deposition-process clearly led to 
agglomeration of the primary ZnO particles into aggregates, some with micrometre-
dimensions.  Such agglomeration of small crystallites into larger masses tends to 
reduce gas permeability through the matrix.14 It also increases the influence of inter-
agglomerate contact resistance on gas response of the sensors. Analysis of 
transmission electron microscope images of these ZnO materials reveals that the 
primary particle size of these nanoparticle-based sensors was in the range 1 to 6 nm 
(Figure 2), yet the background resistance of these sensor elements was very high, 
presumably due to inter-agglomerate contact effects.14 Strong agglomeration thus 
appeared to offset any of the advantages in terms of sensitivity which could be 
obtained by using small ZnO grains (crystallites) with these sensors. In the case of 
ZnO nanoparticle sensors in the size regime used here, it has been demonstrated 
previously that significant response to low (2-10 ppm) NO2 concentrations requires 
an operating temperature of 290 °C to elicit the maximum response of the material.15 
Since we were examining the potential useful effects that a ligand shell surrounding 
the nanoparticles could have upon response to NO2 at 190 °C, it was unsurprising 
that only very low transient response was observed with the nanoparticle sensors. 
In contrast to the case of drop-cast ZnO nanoparticle sensors, the nanowire 
samples (Figure 1b) evenly deposited as an open structure, containing in this case a 
mixture of thin-sheets and nanowire filaments. The individual nanowires typically  
 
Figure 1. Scanning Electron Microscopy Images of (a) drop-cast ZnO nanoparticle sensor surface and 
(b) pure ZnO nanowire sensor surface (inset: higher magnification FESEM image of ZnO NWs) (c) 
DT-ZnO NP + ZnO nanowire sensor surface and (d) THMA-ZnO NP + ZnO nanowire sensor surface 
(note the change in scale).  
2 μm 1 μm 
100 nm 
10 μm 10 μm 
(a) (b) 
(c) (d) 
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Figure 2. Transmission electron microscopy images and size distribution analyses of ZnO 
nanocrystals after refluxing in ethanol for 30 min for (a) THMA-functionalised ZnO nanoparticles; (b) 
ZnO NPs and (c) DT-functionalised ZnO NPs. 
had dimensions of 5 - 10 μm in length and approximately 50 nm in diameter (see 
inset to Figure 1b). The low resistivity of these devices as-made, arises from the high 
crystalline degree and the high aspect ratio of nanowires. This particular structure 
thus offer preferential, low-resistance paths to charge carriers, with percolative 
conduction paths featuring a much reduced number of crystallite interfaces with 
respect to their nanoparticle counterparts. Organic functionalisation of nanowire 
sensors identical to that shown in Figure 1b had no visible effect on the nanowire 
structures using the FESEM (either with DT or THMA). Finally Figure 1c and 1d 
SEM images of nanoparticle-coated samples appeared to effectively coat the pure 
ZnO-based samples, yielding thicker, functionalised ZnO NP filaments and platelets. 
In each case ZnO NP agglomerates were also attached to the nanowire samples, 
sometimes contacting several plates or wires.  
Ex-situ functionalisation of NP- and NW-powder ZnO samples by either DT or 
THMA was confirmed using FTIR measurements. The FTIR spectra given in Figure 
3 are of a ZnO nanowire sensor sample and a sample that had been exposed to 10 
mM dodecanethiol or THMA solution for 24 hr, followed by repeated washing with 
ethanol in order to remove possible excess surface adsorbed organics. These samples 
were then dried in air. Evidence for successful functionalisation of ZnO by DT can 
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be seen by comparing the FTIR spectra in Figure 3. In Figure 3b, FTIR Absorption 
peaks originating from the dodecanethiol C-H symmetric and asymmetric stretch 
vibrational modes can be clearly seen at 2850 and 2920 cm-1 respectively, which 
indicates that functionalisation of ZnO by DT in this way was successful. The 
dodecanethiol peaks were completely absent in the pure ZnO FTIR spectrum of 
Figure 3. The presence of C-O stretching peak near 1100 cm-1 and an N-H peak near 
3300 cm-1 in the spectrum of a THMA-functionalised ZnO nanowire sensor Figure 3 
also revealed THMA adsorbed to the ZnO nanowires. 
 
Figure 3. FTIR spectra of (a) pure ZnO nanowire sensor; (b) dodecanethiol-coated ZnO nanowire 
sensor and (c) THMA-coated ZnO nanowire sensor. 
The FTIR evidence of successful functionalisation of ZnO sample surfaces by 
DT and THMA was confirmed using both XPS and thermogravimetry. The XPS 
survey of the DT functionalised ZnO NW sensor surfaces and given in Figure 4a 
provided further evidence for successful chemisorption or ligand attachment of 
dodecanethiol to the ZnO NW surfaces. A peak corresponding to the Zn-S bond 
between the dodecanethiol ligand and the ZnO surface could readily be distinguished 
at 164.4 eV with these samples, while sulfur peaks in the XPS spectrum of the 
unfunctionalised sensors were completely absent. Similarly THMA-functionalisation 
led to a multi-component nitrogen peak which could be fitted to the C-N bond in 
THMA occurring at 400.2 eV and also a N-Zn bond between THMA and ZnO at 
401.7 eV, as shown in Figure 4b. Similar amine-based peaks were also absent in the 
XPS spectra originating from pure ZnO NW sensor surfaces. The thermogravimetric 
results given in Figure 5 were also used to determine the temperature range that the 
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dodecanethiol-coated or THMA-coated sensors could operate within without there 
being a significant breakdown of the organic monolayer coating. Inspection of Figure 
5 reveals that only minor mass-loss peaks occurred between room temperature and 
200 °C, corresponding to desorption of surface-adsorbed water and species such as 
surface acetate ligand residues that remained after the zinc oxide synthesis and 
washing procedures.16 The major mass loss peak, accounted for 40% of the original 
mass, presumably corresponding to desorption and break-down of the dodecanethiol 
monolayer occurred at approximately 225 °C. This dodecanethiol-desorption 
temperature is significantly lower than reported by Sadik et al who used XPS to 
investigate the functionalization of O-terminated (desorption occurred at 350 °C) and 
Zn-terminated (400 °C desorption) zinc oxide surfaces.17 The difference in these 
values can be ascribed to the fact that our materials were prepared in nanocrystalline 
rather than single-crystal form and therefore a range of different ZnO crystal surfaces 
were exposed rather than a single surface, but more importantly, the fact that the 
XPS study was performed in ultrahigh vacuum rather than in dry air. Taking the TG 
results into account, a sensor operating temperature of 190 °C was chosen for all gas 
response tests. 
Figure 4. XPS spectra of (a) the sulfur peak of DT-functionalised ZnO NW sensor surface and (b) the 
amide peak of THMA-functionalised ZnO NW sensor surface. 
 
 
Figure 5. TG and DTG of DT-coated (a) and THMA-coated ZnO (b) obtained in air at 5 °C min-1. 
(a) (b
)
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Gas sensing measurements of the different morphology and composition ZnO 
samples were performed for the gases ammonia, nitrous oxide and nitrogen oxide. 
After maintaining the sensors at the operating temperature of 190 °C in dry air until 
stable sensor resistivity was reached, the sensors were each exposed, in turn, to 
ammonia, nitrogen dioxide and nitrous oxide. The gas response results for the ZnO 
nanowire samples pure, and also after the same sensor surfaces had been 
functionalised by THMA are both given in Figure 6. The results for the pristine and 
THMA-functionalized ZnO nanowire sensors exhibited similar behaviour upon 
exposure to the different gases. In both cases there was almost no response upon 
exposure to reducing gas NH3. Likewise these sensors did not appear to show a 
significant response when exposed to nitrous oxide, even for high concentrations of 
300 ppm N2O in the gas stream. In contrast to these results for NH3 and N2O, 
exposure of the nanowire sensors to the oxidising gas NO2 produced a significant and 
reproducible response. This result is consistent with the results obtained with other 
metal oxide gas sensors, NO2 is in general much easier to detect than NH3 and N2O. 
NO2 is frequently sensed at ppb level, NH3 at ppm level; see for example Ponzoni et 
al.,18 while N2O is usually sensed at hundreds of ppm level.19 So, our results with 
pure ZnO here clearly reflect the different reactivity of these gaseous molecules with 
metal oxides. Furthermore, response of pure ZnO to NH3 is usually only enhanced at 
high temperature (around 300°C),20 but this is not compatible with the organic 
coating, which would be damaged/desorbed at such a high temperature. ZnO and 
THMA-coated ZnO nanowire sensors both readily detected NO2 down to 
 
Figure 6. Dynamic response of the same ZnO nanowire sensor, before and after THMA 
functionalization, during exposure to different concentrations of NH3, N2O and NO2. 
Chapter 6: Functionalised Zinc Oxide Nanowire Gas Sensors: Enhanced NO2 Gas Sensor Response by  
Chemical Modification of Nanowire Surfaces 
 173 
concentrations of 2 ppm. To test that response of the nanowire samples to NO2 was 
reproducible and that no poisoning effects occurred at the sensor surfaces, after 
exposure to N2O, the sensors were re-exposed to NO2. It can be seen by inspection of 
Figure 6 (a), that response to NO2 was unchanged. 
The gas response of the same ZnO sensors pre- and post-functionalisation with 
THMA was significant and could be readily measured, although there appeared to be 
no clear indication of a significant change in NO2 sensitivity after THMA 
functionalization. Furthermore, we note that the baseline conductivity of these 
sensors was not significantly changed. In contrast, in the case of the DT-
functionalised sensors, surface reaction with the thiol (confirmed by FTIR) raised the 
conductivity of each individual sensor out of the measurement range of our 
instrument (which correspond to a minimum conductance value of Gmax=10 mS). We 
conclude from this that chemisorption of the thiol significantly increased the density 
of electrons present in the ZnO NW conduction band. We do note that ZnO NW 
sensors modified by DT-functionalised or THMA-functionalised ZnO NPs showed a 
small increase in baseline conductivity, as can be seen in Table 1. 
Overall, the pure and THMA-functionalised ZnO NW sensors proved to be 
effective for detection of the oxidising gas NO2 (see Figure 6). It is well known that 
ZnO adsorbs atmospheric oxygen to form adsorbed O2-, O- and O2- species and that 
Table 1 Average response of all ZnO NW samples upon exposure to 2 ppm NO2.  
code before 
functionalisation 
G0(S) after 
functionalisation 
G0(S) G0,after 
/G0,before 
3a pure 2.53∙10-3 +DDT  out of 
range 
(>3.95) 
3b pure 4.66∙10-3 +DDT out of 
range 
(>2.15)  
3c pure 9.87∙10-3 +DDT out of 
range 
(>1.01)  
3d pure 4.48∙10-3 +THMA  6.99∙10-3 1.56 
3e pure 4.52∙10-3 +THMA  7.67∙10-3 1.70 
7a pure 2.57∙10-4 +THMA  6.13∙10-4 2.38 
7b pure 2.06∙10-4 +ZnO NP + DDT  1.80∙10-4 0.87 
7c pure 1.83∙10-4 +ZnO NP + DDT 3.15∙10-4 1.72 
8a pure 9.25∙10-5 +ZnO NP + DDT 1.41∙10-4 1.52 
8b pure 3.40∙10-4 +ZnO NP + THMA 4.29∙10-4 1.26 
8c pure 8.56∙10-5 +ZnO NP + THMA 1.30∙10-4 1.51 
8d pure 4.48∙10-5 +ZnO NP + THMA 8.07∙10-5 1.80 
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these electrons are drawn from the ZnO conduction band as a consequence of this 
adsorption. Adsorbed O2- is stable below 100 °C, O- is the adsorbed species in 
highest concentration between 100 and 300 °C, while O2- is prevalent above 
300 °C.21, 22 At the sensor operating temperature of 190 ºC, the strongly oxidising gas 
NO2 also depletes ZnO of electrons upon chemisorption, leading to a reduced 
conductivity after the gas exposure according to the following process: 
NO2(g)  ⇆  NO2(ads)      (1) 
NO2(ads) + e-  ⇆  NO2-(ads)     (2) 
 
One approach to using organic SAMS to enhance gas response is to use them 
to generate extra oxygen vacancies and defects in the MOx sensor surface. This has 
been successfully demonstrated previously for the case of a ZnO nanobelt oxygen 
gas sensor, by heating the sensor to temperatures where desorption and 
decomposition of the organic SAM occurred.6 This is not likely to be the case here 
however. The approach in this study was slightly different. The sensors were heated 
close to the SAM decomposition temperature which was confirmed using TG (Figure 
5), but not so far that significant SAM decomposition was likely to occur. 
Temperature programmed desorption (TPD) experiments have shown that 
chemisorbed thiolates remain stable on the ZnO surface up to approximately 500 K 
(227 °C).23 Similarly for the case of amines like THMA, adsorption leads to a Lewis 
acid/base interaction,24 and our TG results show that for THMA, no significant 
decomposition or desorption occurred at 190 °C. Since a thick and impervious 
monolayer coating would prevent any contact between the gas with the sensor 
surface leading to little-to-no response, in each case the organic layer coverage must 
be porous enough to allow gas molecules to pass to the semiconductor surface and to 
interact with surface adsorbed oxygen according to the mechanisms outlined in 
equations 1 and 2. There must also be enough defects or reactive sites at the 
semiconductor surface initially, for the THMA molecules (and presumably for DT 
molecules) to react at defects or reactive sites and inject negative charge carriers into 
the material. Thus functionalisation has the opposite effect to O2 (and NO2) 
adsorption. Electrons are injected into the conduction band of the semiconductor by 
THMA, just as they are for DT, albeit to a lesser extent. 
The dynamic response of THMA-functionalised ZnO nanowire-based 
chemiresistor gas sensors are given in Figure 7 (a) and (b), operated at the 
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comparatively low temperature of 190 °C. It is interesting to note that all the three 
replica of these sensors possessed a consistent enhanced sensitivity toward NO2 after 
they had been coated with the nanoparticles and THMA. This is of interest from a 
practical point of view due to the enormous the number and types of organic 
molecules which could in principle be used to enhance sensor response. Nanoparticle 
size and density-of-coverage are other avenues which could be explored in this 
context. A consistent enhancement of response with these capped nanoparticle-
functionalised resistive gas sensors toward particular gases, might allow them to 
operate at lower temperatures and so reduce the power consumed by these devices. 
Perhaps just intriguing as the potential practical applications of this type of coating, 
is the possible mechanism by which the enhanced gas response was achieved by 
attachment of the particles to the sensor’s surfaces. 
 
Figure 7. Dynamic response of the same ZnO nanowire sensor, before and after coating with ZnO 
nanoparticles and THMA, during exposure to different concentrations of NH3, N2O and NO2, (a) and 
(b); response R/R exhibited by three sensor replica before and after THMA functionalization to 2 
ppm of NO2 (c). 
Of the two organic monolayers investigated, DT and THMA, THMA was 
likely to be the stronger capping ligand for ZnO as demonstrated by the smaller 
nanoparticle size and nanoparticle distributions produced when THMA was 
introduced to the zinc acetate synthesis route (see Figure 2). THMA is clearly able to 
displace any surface adsorbed acetate on the ZnO NPs and stifle further particle 
growth during synthesis. This being the case, THMA is also likely to bind strongly to 
ZnO nanowire surfaces. The presence of the three hydroxyl groups in THMA ensures 
multidentate binding to the ZnO surface and is likely to facilitate hydrogen bonding 
type interactions with surface adsorbed hydroxyls under our surface functionalisation 
(and gas testing) conditions. In terms of an electronic effect, THMA (and DT) 
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binding led to an increase in free electron carrier concentration in ZnO, reflected in 
the increased conductivity of the functionalised nanowire gas sensors (Table 1). In 
terms of gas response, there are several ways in which a gas sensor can achieve 
enhanced response in the case of ZnO nanowire sensors. For instance it is well 
known that gas sensitivity to NO2 is linearly proportional to oxygen-vacancy-related 
defects.25 THMA-SAMs appeared to have little effect on ΔR/R with NO2 exposure, 
so in this case the surface-ligand binding did not appear to affect sensor response by 
changing this parameter significantly. Since the gas sensor configuration with the 
greater enhanced gas response was the THMA-ZnO nanoparticle coated 
configuration, it appears that some property arising through coating with the 
nanoparticles influenced gas response to NO2 in a positive way, to modulate response 
by increasing the resistance through the ZnO nanowire contacts.  
A reasonable explanation for this can be drawn comparing Table 1 with results 
shown in Fig. 6 and 7. Due to the reduced size, ~1.3 nm, comparable with the 
depletion region depth, the nanoparticles are likely to be fully depleted of electrons, 
differently from nanowires, which feature a depleted surface layer but also possess 
an unaltered “bulk” core due to their much larger diameter (~50 nm, from Fig. 1 
inset). Looking at the overall results obtained with all the sensor replica shown in 
Table 1, the more effective baseline conductance increase obtained after coating with 
THMA-ZnO nanoparticle with respect to THMA-coating, can be explained in terms 
of a preferential charge carrier injection from THMA into depleted nanoparticles 
instead of nanowires. On the other hand, exposure to NO2 would modify the charge 
carrier equilibrium between THMA and ZnO nanowire, with THMA injecting 
additional carriers to balance the effects of NO2, thus quenching, in part, the overall 
sensor response to that gas. Following this scheme, it’s not surprising that nanowires 
feature an almost unaltered response to NO2 after coating with THMA. In the case of 
THMA-ZnO nanoparticles coating, the presence of such small nanoparticles is 
expected to mitigate such a quenching effect by preventing a large charge injection 
into nanowires. The overall result of THMA and nanoparticles is a response increase 
in these samples, coherent with results shown in Fig. 7. 
6.3 CONCLUSIONS 
In this study the dynamic gas response of resistive gas sensors formed from 
functionalised ZnO nanowires was examined. Response of the nanowire sensors 
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when functionalised with organic molecule layers of dodecanethiol, 
tris(hydroxymethyl)aminomethane and also with DT, or THMA-functionalised ZnO 
nanoparticles was compared for ammonia, nitrous oxide and nitrogen dioxide. Of the 
three gases examined, only the reducing gas NO2 generated a significant response in 
these sensors. Significantly rather than averaging the results of several different 
sensors made in a single batch, the responses of the same individual sensors was 
compared pre- and post-functionalisation. Any changes in response could thus be 
attributed to the functionalisation step. Apart from a slight change in baseline 
conductivity, the gas response ΔR/R of DT-functionalised NP modified ZnO NW 
sensors did not show any significant enhancement (or poisoning effect) when 
exposed to NO2. In contrast to this, ZnO nanowire sensors coated with a thin layer of 
very small THMA-functionalised nanoparticles (average nanoparticle diameter 1.3 
nm) elicited up to 2x enhancement in ΔR/R toward very low 2 ppm concentrations of 
NO2 following the nanoparticle coating step. The results obtained demonstrate that 
the modification of metal oxide surfaces, such as ZnO nanowires, with 
nanostructured materials containing organic monolayers, can tune the electronic and 
interfacial properties of these materials, and in the case of gas sensors, has the 
potential to enhance gas response significantly. 
6.4 EXPERIMENTAL 
Zinc oxide nanowire films were grown on alumina substrates for sensing tests (2mm 
x 2mm x 0.25mm). The ZnO nanowires were grown from the vapour phase using the 
evaporation–condensation technique. Pure Zn precursor powder was placed at the 
centre of an alumina tube and then the tube temperature was raised above the Zn 
decomposition limit of 600 C. A controlled flow of argon inert gas was maintained 
during the decomposition and the overall pressure was maintained at hundreds of 
mbar. The temperature gradient downstream of the gas flow promoted condensation 
of metal cations on clean alumina substrates which interacted with residual oxygen to 
give ZnO nanowires.13 The stabilized samples were then provided by interdigitated 
Pt-electrodes deposited by RF magnetron sputtering, while on the back side a Pt 
meander was deposited to act as heater (by Joule effect) and temperature sensor. Ex-
situ functionalisation of dodecanethiol-coated nanowire samples was accomplished 
by immersing the completed sensors for 24 hours in a 10 mM dodecanethiol solution 
in ethanol. Tris(hydroxymethyl)aminomethane-functionalised ZnO nanowires and 
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nanoparticles were similarly functionalised by immersing the completed sensors for 
24 hours in 10 mM ethanolic solutions. Functionalisation of ZnO by this procedure 
was confirmed by FTIR and XPS measurements. Prior to functionalisation with 
ligands or ligand-capped ZnO nanoparticles and the gas sensing tests, all nanowire 
samples were stabilized with a long annealing time at 450 °C for 25 days. 
Ligand-capped ZnO NPs were all synthesized by wet-chemical method. All 
were produced by hydrolysis of anhydrous zinc acetate (Zn(CH3CO2)2 or Zn(Ac)2, 
99.99%), in the presence of base (sodium hydroxide) in absolute ethanol. Ligands n-
dodecanethiol (C12H25SH, or DDT, 99%), and tris(hydroxymethyl)aminomethane 
(C4H11NO3 or THMA, 99%) were added as required. All chemicals were used as 
received from Aldrich without further purification or distillation. For example, in a 
typical synthesis, Zn(Ac)2 (0.5 mmol, 92 mg) and THMA (0.2 mmol, 24 mg) were 
added into absolute ethanol (30 mL) while stirring. Then the mixture was heated at 
around 80 ºC for 1 h to dissolve Zn(Ac)2 and THMA. Following complete 
dissolution of the precursors, a NaOH/ethanol solution (20 mL, 0.05 M) was injected 
into the hot solution and then refluxed for a further 72 h. The obtained cloudy 
solution was centrifuged and rinsed by deionized water and ethanol to remove 
byproducts. For the synthesis of DT ligand-capped ZnO samples, THMA was simply 
replaced by DT. For comparison, bare ZnO NPs were synthesized in the same 
procedure without using capping ligands. The morphology and size of all 
nanoparticle samples were observed by transmission electron microscope (TEM, 
JEOL-2100) using an accelerating voltage of 200 kV. For TEM experiments, the 
specimens were prepared by depositing a dilute solution of the colloid onto a carbon 
coated copper grid and drying at room temperature.   
Thermogravimetric (TG) measurements were performed using an SDT 2960 
TA® Instruments model at 5 °C min-1 over a temperature range starting from 24 °C 
(room temperature) up to 1000 °C in a dry air flow of 100 cm3 min-1. Derivative 
thermogravimetric (DTG) curves were generated with approximately 2,000 points. 
Samples were characterized by scanning electron microscopy (SEM) (Zeiss SUPRA 
40). FTIR measurements of organic-functionalised ZnO were performed at room 
temperature using a Spectrum 1000 FTIR spectrometer. X-ray Photoelectron 
Spectroscopy (XPS) measurements of ZnO nanowires were measured before and 
after functionalisation by either DT or THMA to confirmed the presence of the 
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ligands on the ZnO nanowire surfaces after functionalisation, washing and low 
temperature anneal had been performed, but prior to gas sensing using a Kratos Axis 
ULTRA XPS incorporating a 165 nm hemispherical electron energy analyser. 
Monochromatic Al X-rays (1253.6 eV) at 150 W (15 kV, 10 mA) was used as the 
incident radiation. Multiplex high-resolution scans were achieved at an analyser pass 
energy of 20 eV in 0.10 eV steps. 
Characterization of the electrical and gas-sensing properties was carried out 
using a two probe technique by applying a constant 0.2 V bias to the films while 
measuring the through current with a picoammeter. Gas sensing measurements were 
carried out by flow through method, working at a constant flow of 300 sccm in a 
thermostatic sealed chamber at room pressure under constant humidity conditions 
(RH=30% @ 20°C). Controlled gas mixtures were obtained by using mass flow 
controllers mixing flows from certified bottles. Sensor response was calculated as 
(Rgas – Rair)/Rair, denoted as R/R, and (Ggas – Gair)/Gair, denoted as G/G for 
oxidizing (N2O, NO2) and reducing gases (NH3) respectively. R and G represent the 
measured electrical resistance and conductance of the sample. Sensor response was 
measured at 190 °C operating temperature. We established through the TG 
measurements of funnctionalised ZnO samples, that degradation of the organic 
capping layer of the nanowires and nanoparticles at this operating temperature was 
minimal. 
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SYNOPSIS 
Gas detecting, especially detecting environmental gases in remote areas demands the 
sensors meet the requirement of low energy consumption, which are often powered 
by solar cells. Traditional gas sensors based on metal oxides, including ZnO often 
operate at high temperature over 300 C. To lower the operation temperature, 
nanoscaled pure materials provide one possible solution due to their high surface 
areas. In this work, pyramid-shaped ZnO nanocrystals were prepared by a wet-
chemical method without the using of extra surfactant, which sometimes poison or 
weaken sensor performances. The optimized operation temperatures were 200 C for 
nitrogen dioxide and 260 C for ethanol, respectively, with satisfactory sensing 
responses. 
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ABSTRACT 
Zinc oxide (ZnO) nanopyramids were synthesized by a one-pot route in a non-
aqueous and surfactant-free environment. The synthesized metal oxide was 
characterized using SEM, XRD, and TEM to investigate the surface morphology and 
crystallographic phase of the nanostructures. It was observed that the ZnO 
nanopyramids were of uniform size and symmetrical, with a hexagonal base and 
height of 100 nm. Gas sensing characterization of the ZnO nanopyramids when 
deposited as thin-film onto conductometric transducers were performed towards NOx 
and C2H5OH vapor of different concentrations over a temperature range of 22-350 
C. It was observed that the sensors responded towards NO2 (10 ppm) and C2H5OH 
(250 ppm) analytes best at temperatures of 200 and 260 C with a sensor response of 
14.5 and 5.72, respectively. The sensors showed satisfactory sensitivity, repeatability 
as well as fast response and recovery towards both the oxidizing and the reducing 
analyte. The good performance was attributed to the low amount of organic 
impurities, large surface-to-volume ratio and high crystallinity of the solvothermally 
synthesized ZnO nanopyramids. 
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7.1 INTRODUCTION 
Zinc oxide (ZnO) is a widely investigated and interesting metal oxide due to its 
stable chemical characteristics, rich in defect chemistry, low-cost, non-toxic, 
biologically-compatible, and the ease of fabrication.1-3 Until recently, it has been 
explored for various applications such as field emission displays, light-emitting 
diodes, energy storage devices and gas sensors.2, 4-7 In chemical sensing applications, 
the use of porous ZnO nanostructure layers are crucial to enhance sensing 
performance.8 This is to allow rapid diffusion of molecules inside the nanostructured 
films as well as creating higher interaction volumes with analytes due to the high 
porosity structures. Recently, efforts on enhancing the performance include 
employing types of ZnO nanostructures of controlled crystal sizes and shapes with 
increased surface-to-volume ratios. Another common method to enhance the sensor 
response is by inserting or adding catalytic noble metals such as platinum (Pt), 
palladium (Pd), and gold (Au).6 By doing this, better disassociation rates can be well 
manipulated. Reports of porous ZnO nanostructures fabricated by various deposition 
techniques have gained tremendous interests. Some of the techniques include thermal 
decomposition,9 thermal evaporation,10 rf sputtering,11 pulse laser deposition 
(PLD),12 spray pyrolisis,13 and chemical vapor deposition (CVD).14 However, 
aqueous as well as non-aqueous synthesis has been the widely employed and active 
techniques to control nanostructures growth at low temperatures.3 These techniques 
are known to be capable of creating and developing various morphologies of 
different shapes and size of ZnO nanostructures.15-19 Some of ZnO nanostructures 
that have been successfully developed employing this technique includes nanowires 
(NW),20 nanorods (NR),19, 21 nanofibers,22 nanotubes (NT),23 nanoplates (NP),19 
nanobullets (NB),19 and nanoparticles.24 In this research, ZnO nanopyramids (NPys) 
were synthesized employing the non-aqueous benzylamine route. It is believed that 
by employing this route, synthesizing inorganic based metal oxide nanostructures can 
be controlled in terms of morphological sizes, shapes, as well as reduced 
contaminants. Furthermore, with respect to gas sensing or catalysis applications, low 
amount of organic impurities are favored and are particularly important during the 
development of various nanostructures. This requirement is necessary in order to 
gain good accessibility of the nanostructure surface.8 
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Gas sensing characterization employing zinc oxide nanopyramids (ZnO-NPys) 
as active layers in chemical sensing applications has not previously been reported in 
literature. In the present work, the authors synthesized ZnO-NPys using a non-
aqueous route by employing standard Schlenk technique.19, 25 The structural, 
morphological characteristics of synthesized ZnO-NPys were investigated using 
electron microscopy and X-ray powder diffraction (XRD) analysis techniques. 
Finally, for the gas sensing characterization, ZnO-NPys were spin coated onto SiO2 
substrates with pre-patterned gold (Au) interdigitated transducers (IDTs) and tested 
towards NO2 and ethanol vapor of concentration in the range 0.5 - 10 and 10 - 200 
ppm, respectively.  
7.2 EXPERIMENTAL 
7.2.1 Chemical synthesis 
Anhydrous zinc acetate (Zn(CH3COO)2, Sigma-Aldrich, 99.99%), benzyl ether 
((C6H5CH2)2O, Sigma-Aldrich, 98%), and benzylamine (C6H5CH2NH2, Sigma-
Aldrich, 99%), were purchased from Sigma-Aldrich Chemical Corporation and were 
used as received without further purification or distillation. All synthetic procedures 
were conducted under nitrogen atmosphere using standard Schlenk techniques. ZnO 
ZnO-NPys were prepared by the aminolysis reaction between zinc acetate and 
benzylamine in benzyl ether solution. Typically, anhydrous (Zn(CH3COO)2 (0.915 g, 
5 mmol), C6H5CH2NH2 (5.35 g, 50 mmol) and (C6H5CH2)2O (20 mL) were added 
into a 100 mL round bottom flask. Then the mixture was stirred and heated at 180 C 
for 24 h. After reaction, the solution was cooled down to room temperature and the 
white precipitate was separated by centrifugation. The resulting white powder was 
washed several times with ethanol and dried in vacuum oven at 90 C for 12 h. 
7.2.2 Characterization techniques 
The structure and morphology of the samples were characterized by X-ray diffraction 
spectrometry (XRD, PANanalytical XPert Pro Multi Purpose Diffractometer) with 
monochromatized Cu Kα radiation (λ = 0.154178 nm), field-emission scanning 
electron microscopy (FE-SEM, JEOL 7001F), transmission electron microscopy 
(TEM, JEOL 1010) and high resolution transmission electron microscopy (HR-TEM, 
JEOL 2100). A resistance measurement test employing conductometric transducers 
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(8 finger pairs) and tested towards oxidizing and reducing analytes (NOx and 
C2H5OH) were performed. 
7.2.3 Sensor fabrications and gas testing  
To fabricate the gas sensor device, 20 mg of the ZnO-NPys were dispersed in 10 mL 
ethanol and then spin coated onto a SiO2 substrate (8 x 12 mm) with pre-patterned 
gold (Au) interdigitated transducers (IDT). The spin coated samples were annealed 
for another 12 hrs at 400 °C to eliminate any possible occurrence of organic 
contaminants. After annealing, gold ribbons (99.9% purity) were attached to the Au 
pads using silver (Ag) epoxy and resin mixture paste (1:1 ratio) and left to dry and 
solidify at a heated environment of 100 °C for 15 mins. The sensors were then 
connected to the real-time data acquisition system as well as placed on a micro-
heater in a custom made teflon based gas chamber set-up and sealed in a quartz lid 
(Fig. 1). The approximate volume for the gas testing chamber connected to a 
computerized mass flow controller was 30 mL. A gas calibration system was used to 
deliver known concentration of NO2 and ethanol balanced in synthetic air at a 
constant gas flow of 200 standard cubic centimeters per minute (SCCM). Devices 
were operated at every 20 °C interval for a range of temperatures from 22 to 350 °C. 
It was exposed towards NO2 of 10 ppm in sequence before increasing the 
temperature. Once the optimized sensor operating temperature for NO2 was obtained 
and dynamic response was performed. Consequently, these steps were repeated to 
obtain the sensing performance towards C2H5OH (12.5 ppm). Optimization and 
dynamic response of the sensor was performed in a chamber that was maintained 
using an external heater and a thermocouple was used to monitor the operating 
temperature in situ. Film resistance was measured with a Keithley 2001 multimeter 
connected to a data acquisition system for a real time data logging. 
 
Fig. 1 Schematic drawing of the ZnO nanopyramids based sensor in the gas chamber set-up. 
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7.3 RESULTS AND DISCUSSION 
7.3.1 ZnO formation 
The growth mechanism of the ZnO nanocrystal can be well understood on the basis 
of the following reactions and crystal habits of wurtzite ZnO. Wurtzite-structured 
ZnO crystal is comprised of a number of alternating planes of Zn2+ ions surrounded 
by four O2- ions stacked alternatively along c-axis (Fig. 2(a)).26 
 
Fig. 2 (a) Schematic diagram of the typical wurtzite structure of ZnO (b) hexagonal pyramid stacking 
formation of Zn2+ and O2─ (c) side view of pyramid. 
The positive polar plane (0001) and the negative polar plane ( 0001) is abundant 
in Zn2+ and O2-, respectively. As opposite polarity attracts, it is possible that positive 
zinc complexes are adsorbed on the negative plane by electrostatic force.27 It has 
been reported that the change of the particles morphology and the stabilizations of 
certain planes can be readily achieved through varying the capping agent or the 
precursor ratio in a typical colloid synthesis.28  
Our proposed aminolysis synthesis mechanism (Scheme 1) used to prepare the 
ZnO nanocones could be considered as arising through formation of quaternary 
structure on the carbonyl group of the zinc acetate precursor. It is reasonable to 
assume that the benzylamine could play multiple roles in complexing, structure-
directing, and as an assembling agent in the present synthetic system. Prior to 
solvothermal treatment, benzylamine acted in a similar way as an alcohol solvent, as 
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Scheme 1 Proposed aminolysis mechanism of ZnO nanopyramids by the reaction between zinc 
acetate and benzylamine.  
a coordinating and relatively weak ligand which acted to form a complex in the 
precursor solution. During the first step, benzylamine attacks the carbonyl group of 
the acetate (Eq. (1)), resulting in a bond between the carbonyl and the nitrogen of the 
amine. Protonation of the zinc acetate by hydrogen of the positively charged amine 
follows. Following this reaction, zinc hydroxide (Eq. (2)) in a form of white 
precipitate is formed. Dehydration of the zinc (II) hydroxide occurs in the final step 
of this scheme (Eq. (3)) and the powdery precipitate product was further heated in a 
calcinations step to remove 1 mole of water per each mole of zinc oxide. 
In this experiment, it is evident that the temperature and the solvents used are 
towards the self assembly of ZnO into nanocone forms. Chang and Waclawik have 
reported multiple ZnO morphologies that were successfully synthesized through only 
minor changes in these parameters. Shapes which resulted in the aminolysis 
synthesis can be nanobullet, nanopyramids or nanorods (respectively ZnO NB, NPy, 
and NR).19 Fig. 3 shows the schematic growth diagram of the hexagonal based ZnO-
NPys fabricated here employing this solvothermal process route. 
7.3.2 Structural and morphological characterization 
SEM images in Fig. 4 (a) and (b) reveal that white ZnO precipitate aminolysis 
product were of the nanopyramid forms, with a distinct, hexagonal base. Further 
illustrations of the ZnO-NPys features (Fig. 4 (c)) of approximate 100 nm length and  
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Fig. 3 Growth schematic diagram of the ZnO-NPys by the solvothermal process. 
100 nm width were characterized by XRD and HR-TEM. The XRD analysis shown 
in Fig. 5 exhibited the pattern of the planes (010), (002), (011), (012), (110), (013), 
(020), (112) and (021) for wurtzite ZnO. A preferential orientation with the high 
intensities of (010) and (011) diffraction peaks were apparent in the patterns. The 
analyzed pattern was consistent with that of the wurtzite (P63mc) ZnO crystal 
structure (a = 3.249 Å, c = 5.206 Å) which is in good agreement with ICDD 36-1451. 
Further investigation of the nanostructure fine details employing TEM also 
confirmed the ZnO-NPys morphology in detail, the hexagonal base and the pyramid 
forms, can be seen in the image supplied in Fig. 6 (a) and (b). The HR-TEM image  
 
Fig. 4 ZnO nanopyramids: (a) deposited onto conductometric transducer, (right/white – on IDTs) and 
(dark/right – on SiO2 substrates) (b) high magnification image of the homogeneous size nanopyramids 
(c) author’s illustration of sketched ZnO-NPys. 
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of the hexagonal based ZnO-NPys (shown in Fig. 6 (c)) reveals that the ZnO is single 
crystalline of wurtzite crystal structure with a lattice spacing of 2.606 Å, 
corresponding to the (0002) plane of the hexagonal ZnO. This implies that the 
growth of the hexagonal based ZnO-NPys took place along the c-axis direction. The 
image of the corresponding selected area electron diffraction (SAED) in Fig. 6 (d) 
shows that the {0001} zone axis of the hexagonal cone was surrounded by {1010} 
planes. 
 
Fig. 5  XRD pattern of ZnO-NPys. 
 
Fig. 6 TEM image of: (a) ZnO-NPys, (b) HR-TEM image of the basal section of the cone, (d) the 
lattice fringes of the ZnO on (0002) plane, and (c) corresponding SAED pattern of the nanopyramids. 
10 nm100 nm
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7.3.3 Gas sensing characterization of ZnO-NPys 
NO2 sensing characteristics  
Sensor response (R) towards NO2 were calculated according to the equation R = 
Rg/Ra, where Rg and Ra are the resistance of the sensor in NO2-air mixed gas and air 
respectively. The response (τres) or recovery time (τrec) was defined as the time taken 
for the sensor to achieve 90% of its maximum response or to decrease to 10% of its 
maximum response, respectively. Fig. 7 (a) shows the dynamic response of the 
sensor towards NO2 concentrations and the short term stability of the sensor. It was 
found that the devices were most stable at 200 °C and the dynamic response of the 
sensors towards NO2 was obtained at this operating temperature. The dynamic 
response of the sensors was obtained at an exposure time of 240 s and sufficient 
recovery time with exposure to 0.5, 1.25, 2.5, 5, and 10 ppm NO2 gas. Response 
times (τres) of 60, 64, 64, 68, and 60 s were measured from the synthetic air baseline 
to a stable exposure of the aforementioned concentrations of NO2 gas and similarly 
the recovery times of 60, 52, 36, 28, and 32 s were measured from the same set of 
NO2 gas to synthetic air, respectively. It is accepted that, upon exposure to NO2, gas 
molecules are directly absorbed on the active sites on ZnO surface. Charge transfer is 
likely to occur from ZnO to absorbed NO2 because of the strong electron-
withdrawing power of the NO2 molecules, which leads to the increase of thickness of 
the depletion layer. The nanopyramids structure can be fully depleted by exposing to 
NO2 gas (Fig. 9 (b)). As a result, the barrier heights at the boundaries between the 
nanopyramids increase significantly, resulting in the large increase in electrical 
resistance, i.e., the high sensor response. One should keep in mind that the 
mechanism of NO2 depends on the operating temperature of the sensors and on the 
gas concentration range. In this experiment, it is assumed that the sensors work with 
 
Fig. 7 Dynamic response of the ZnO-NPys based sensor and the short term repeatability behavior at 
optimized sensor operating temperature towards (a) NO2 at 200 °C (b) C2H5OH at 260 °C. 
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adsorption/desorption process due to its relatively low operating temperature when 
exposed towards NO2 gas.29 
Ethanol sensing characteristics  
As a reducing vapor, ethanol sensing characteristics were calculated according to the 
equation R = Ra/Rg, respectively, where Rg and Ra are the resistance of the sensor in 
air and ethanol-air mixed gas, respectively. Fig. 7 (b), shows the dynamic response of 
the ZnO-NPys based sensor towards ethanol concentrations and the short term 
stability as well as the repeatability of the sensor. It was found that the sensors were 
most stable at the range of 240 - 260 °C when exposed towards ethanol. The dynamic 
response of the sensors was performed at the operating temperature of 260 °C due to 
the slightly higher sensor response and better response and recovery times. The 
sensors were exposed towards ethanol vapor for 120 s at concentrations of 12.5, 31.3, 
6.25, 187.5, 250, 375 and 500 ppm followed by a sufficient recovery time. Response 
times, τres, of 8 s (3 first concentrations) and 12 s (the remaining) were measured for 
the from the synthetic air baseline to a stable exposure of the aforementioned 
concentrations of ethanol vapor and similarly the recovery times of 48, 48, 64, 76, 88, 
112, and 116 s were measured from the same set of ethanol vapor to synthetic air, 
respectively. Upon exposure to a reducing gas ethanol vapor, the oxygen ionic 
species adsorbed on the surface of ZnO-NPys can be expected to react with the 
reducing ethanol molecules. The electrons released are injected into ZnO-NPys 
conduction band. When ethanol was removed, the resistance returned to the original 
value due to the re-adsorption of oxygen ionic species. Large ethanol molecules 
adsorbed onto the surfaces follows acid-base behaviour.29 
 
Fig. 8 Response of ZnO-NPys based sensor towards NO2 (10 ppm) and C2H5OH (12.5 ppm) with 
increasing operating temperatures. 
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Fig. 8 represents the sensor response behavior at these temperature ranges 
towards NO2 and ethanol. The resistance was increased when the sensors were 
exposed to oxidizing gas (NO2), while decreased when they were exposed to 
reducing gas (ethanol). The sensor response versus operating temperature curve 
shows a maximum value which depends on the target analyte. This could be 
explained by the temperature dependence of the adsorption and desorption process 
on the metal-oxide surface.30 It was observed that the sensitivity towards NO2 and 
C2H5OH is highest at 200 and 260 C, respectively, and are supported by other 
performance parameters such as fast response and recovery time, good repeatability, 
and stable baseline resistance. Thus, the tradeoff between different parameters is 
needed in choosing the operating temperature. Such behavior is common in zinc 
oxide resistance-based sensors. Generally, the resistance change of the sensitive layer 
is based on the principle of conductance variation of the sensing element. The 
conductance change depends on gas atmosphere and operating temperature of the 
semiconductor material exposed to the test gas. These conditions resulted in space-
charge layer changes as well as band modulation. The schematic of the mentioned 
behavior is depicted in Fig. 9. Common processes such as physisorption, 
chemisorption, and electron transfer processes are often taken place on material 
surfaces. As ZnO is an n-type semiconducting metal oxide, oxygen ions species were 
adsorbed to the surface during exposure to air, and then were ionized into (O-, O2-, 
O2-) by capturing free electrons from the particles, thus leading to the formation of a 
thick space charge layer with an increase of potential barrier. At a molecular level, 
the reaction activities at vacancy sites can result in withdrawal from (oxidizing 
environment (Fig. 9(b)) and donation (reduced environment (Fig. 9(c)) of electrons 
to the ZnO-NPy surface leading to an increase/decrease in resistance, respectively.3 
According to the space charge model, D (the Debye length) can be expressed by the 
following equation: 
                                  λD = (εε0kBT)1/2/q2nb                    (7) 
where ε and ε0 is the electrical permittivity of the material in atmosphere and vacuum, 
respectively; kB is the Boltzmann’s constant; T is the temperature (in Kelvin), q is the 
electrical charge of the carrier, and nb is the free carrier concentration. 
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Fig. 9 Schematic design of gas-sensing features on ZnO-NPys: (a) in synthetic air, (b) in NO2, and (c) 
in ethanol vapor. Note: the interaction of the gas molecules for each cases of (b) oxidizing and (c) 
reducing gas on the surface of sensing materials (the red region is the Debye length (λD) thickness. 
In considering the response of these ZnO-NPy sensors to NO2 and ethanol, gas 
diffusion is also a contributing factor which can strongly contribute to the sensor’s 
response and recovery time. In the present work, the sensing layer fabricated from 
ZnO-NPys was highly porous. This porosity provided ready access for gaseous 
analyte molecules to reach deep into the thin film layer through the porous network. 
Diffusion of NO2/ethanol into the sensing layer was strongly believed to be an 
important factor which resulted in the high response of this nanostructured thin-film 
sensor. Therefore, limited gas diffusion effects that can sometimes occur in highly 
compact, sintered semiconductor thin film sensors was likely to be negligible and so 
surface phenomena such as adsorption/desorption of NO2/ethanol molecules at active 
sites on the ZnO-NPy surfaces are expected to be the dominating factor of the sensor 
performance. This assumption is in fact supported by the fast response of the sensors 
towards both analytes. The device responded reversibly towards NO2 with changes in 
the resistance at 200 C. It is also significant that the response time for the sensor 
increased with NO2 concentration. Meanwhile, the recovery time decreased with 
higher NO2 concentrations. This behavior is likely to be due to the uniformity in size, 
shape and surface structures of the ZnO-NPys. The faceted surfaces of the 
nanopyramids made it possible to achieve an effective interaction with gas/vapor 
analyte due to their large surface-to-volume ratio.31, 32 
Performance parameters such as long τres and τrec, repeatability, and baseline 
stability was the basis for considering 200 and 260 C the optimized sensor operating 
temperatures for NO2 and ethanol, respectively. Thus, there was a tradeoff that 
needed to occur when choosing the best set of parameters to measure sensor response 
and so choose the best operating temperature. The comparisons of sensing responses 
conducting region
depletion region
λD λD
(a) (b) (c)
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of various ZnO nanostructures without an additional catalytic layer are summarized 
in Table 1 (NO2 sensing) and Table 2 (ethanol sensing). It is observed that the overall 
sensor operating temperatures for both the NO2 and ethanol in the tables are higher 
with these ZnO-NPys based sensors than for sensors constructed from ZnO with 
different morphologies. 
Table 1. Sensor response of ZnO nanostructures toward NO2. 
ZnO 
nanostructure 
type 
lowest gas 
concentration 
(ppm) 
optimized 
operating 
temperature 
(°C) 
sensor response 
(S)  τres/τrec (s) Ref 
nanowires 0.5 225 12 24/12 33 
nanobelts 0.5 350 0.8 180/268 30 
nanorods 1.0 350 1.8 180/- 34 
nanobarbed 
fibers 0.03 210 1.5 96/36 
22 
nanoparticles 1 300 2.7 33/7 35 
 ZnO-NPs 
(this work) 0.5 200 2 60/60 
This 
work 
 
Table 2. Sensor response of ZnO nanostructures toward ethanol vapour. 
ZnO 
nanostructure 
type 
lowest vapor 
concentration 
(ppm) 
optimized 
operating 
temperature 
(°C) 
sensor 
response (S) τres/τrec (s) Ref 
nanoflowers 1 320 4.1 2/15 (100 ppm) 
36 
nanosheets 0.01 400 3.05 ± 0.21 7/19 (200 ppm) 
37 
nanorods 10 300 1.57 -/- 38 
nanoparticles 50 300 7 94/- 35 
porous 
nanosheets 200 320 36.5 3/15 
39 
nanowires 1 300 1.9 -/- 40 
ZnO-NPs  
(this work) 12.5 260 2 8/48 
This 
work 
 
Fig. 10 shows the response (R) of the sensor when exposed towards some 
concentration values during the dynamic test. It is observed that the sensor response 
increased almost linearly with respect to the concentrations of each analyte. The 
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measured sensor sensitivity S, given in this almost linear case can be expressed as: S 
= R/C where R is the sensor response and C is the analyte concentration.41 The 
sensitivity for the lowest concentration of NO2 (0.5 ppm) and C2H5OH (12.5 ppm) is 
3.65 and 0.16, respectively. 
 
Fig. 10 The response of ZnO-NPys based sensor towards (a) NO2 and (b) C2H5OH as a function of 
different concentrations at their optimized operating temperature. 
The τres and τrec of each concentration are provided in Fig. 11. The measured 
sensor τres are approximately 60 s when exposed towards different concentration of 
NO2 in (Fig. 11 (a)). Meanwhile the τrec measured for the sensors recovered to the 
baseline much quicker as the NO2 concentration increases. In Fig. 11 (b), the τres and 
τrec of the sensors when exposed towards ethanol vapor behaved the opposite way. 
The τres observed, with average measurement are approximately ~10 s. The measured 
τrec was longer as the ethanol concentration increased. Nevertheless, all τres and τrec for 
both NO2 and ethanol testing performed on the sensor have proven to be lower than 
70 s and 120 s, respectively. 
 
Fig. 11 The response and recovery time of the ZnO-NPys based sensor towards different 
concentrations at their optimized operating temperature (a) NO2 and (b) C2H5OH. 
7.4 CONCLUSION 
We have successfully employed a simple, inexpensive non-aqueous synthesis that 
yielded ZnO nanopyramids with hexagonal base (ZnO-NPys) which were deposited 
onto conductometric transducers for gas characterization. NO2 and ethanol as 
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oxidizing and reducing agents, respectively, were employed as target analytes. The 
fabricated sensors showed satisfactory sensing properties such as equal to 14.5 (10 
ppm of NO2) and 5.72 (250 ppm of C2H5OH). Fast response and recovery, good 
repeatability, and linear dependence between sensitivity and ethanol concentration at 
optimized operating temperature were also observed. So far, the sensor was also 
found to perform at lower temperature compared to reports of other ZnO 
nanostructures. This non-aqueous route of ZnO-NPys is proposed to be a good 
candidate for applications in chemical sensing. 
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SYNOPSIS 
Elucidation of the effect of ZnO morphologies on gas sensing properties was of 
interest in this study. ZnO porous structures with flower-like and platelet-like 
morphologies were synthesized by a wet-chemical method. Reaction parameters, 
including precursor concentrations and ratios were investigated to control the 
morphology of ZnO structures. Gas sensor testing demonstrated that flower-like ZnO 
porous structures could exhibit superior gas sensing performance toward the target 
gas NO2 compared to nanoparticle-type semiconductor gas sensors (SGS). The 
enhancement in ZnO-nanoflower SGS response could be attributed to the high 
porosity of the material, combined with what is effectively an active site 
concentration-effect arising through reactivity of the ZnO {0001} facets toward the 
target gas. 
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ABSTRACT 
Complex three-dimensional structures comprised of porous ZnO plates were 
controllably synthesized by hydrothermal methods. Through subtle changes to 
reaction conditions, the ZnO structures could be self-assembled from 20 nm thick 
nanosheets into grass-like and flower-like structures which led to the exposure of 
high proportions ZnO {0001} crystal facets for both these materials. The measured 
surface area of the flower-like and the grass, or platelet-like ZnO samples were 72.8 
and 52.4 m2∙g-1, respectively. Gas sensing results demonstrated that the porous, 
flower-like ZnO structures exhibited enhanced sensing performance towards NO2 gas 
compared with either grass-like ZnO or commercially sourced ZnO nanoparticle 
samples. The porous, flower-like ZnO structures provided a large surface area which 
enhanced ZnO gas sensor response through increased gas diffusion and mass 
transport. X-ray photoelectron spectroscopy characterization revealed that flower-
like ZnO samples possessed a higher percentage of oxygen vacancies than the other 
ZnO sample-types, which also contributed to its excellent gas sensing performance. 
KEYWORDS 
Zinc oxide; gas sensors; self-assembly; porous structure 
8.1 INTRODUCTION 
Semiconductor gas sensors (SGS) based on metal oxides (e.g., SnO2, ZnO, In2O3, 
WO3, TiO2) continue to draw attention due to increased demands for environmental 
monitoring and protection in both industrial or domestic gas detection settings.1-5 The 
interest in SGS arises from such advantages as their compact sizes, their high 
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sensitivities and the possibility of bench fabrication involving comparatively low 
cost.6 In principle, the gas-sensing mechanism of metal oxide SGS is based on the 
change of electrical resistance of the metal oxide thin film when a gas interacts with 
the crystalline oxide surfaces, particularly at grain boundaries.7 Several processes, 
such as oxidation-reduction reactions of the targeted gases, the adsorption of 
chemical species on the semiconductors, electronic transfer of delocalized 
conduction-band electrons to localized surface states and vice versa, can all 
contribute to the sensor’s resistance variation.8, 9 The strong dependence of electrical 
resistance on interfacial effects, grain boundaries and inter-particle contacts in these 
devices means performance of SGS may be significantly influenced by the size, 
morphology and surface atomic structures of the gas sensing materials.8, 10-13 For this 
reason, a particular recent focus of the SGS field has been the synthesis of metal 
oxides with different morphologies and crystal structures.14, 15 ZnO is a useful test 
material for studying effects of nanoscale morphology, interfaces and grain-boundary 
contacts because it can be readily synthesized into a wide range of forms. ZnO 
nanostructures such as zero-dimensional (0D) quantum dots;16 one-dimensional (1D) 
nanorods,17 nanowires18-20 and nanotubes;21 two-dimensional (2D) nanosheets22 and 
nanobelts23 and even three-dimensional (3D) nanoflowers24 and hollow structures25 
etc., can all now be made using either physical deposition or chemical methods. Zinc 
oxide is an n-type semiconductor that has been widely investigated in both optical 
and resistive gas sensing26 and possesses a wide band gap of 3.37 eV and large 
exciton binding or Rydberg energy of ~60 meV, which when coupled with its 
chemical properties makes it a promising material suitable for use in SGS and other 
applications. Examples of devices where ZnO nanomaterials are used include solar 
cells,27 photocatalysis,28 in piezoelectric transducers,29 light emitting diodes30 and 
field effect transistors.31 The component ZnO nanostructure’s dimensions and 
morphologies can strongly influence optoelectronic and catalytic properties in all 
these applications.32 Another factor which can sometimes be overlooked is the 
advantage in device performance which can be gained by increasing the porosity of 
the active layer, particularly where interface-effects drive device response, such as 
with SGS.  In the case of ZnO, porous 3D structures assembled from 0D, 1D and 2D 
nanostructure components exhibit potentially useful properties that combine the 
features of the micrometer and nanometer scale building blocks. These porous 
structures have an increased number of surface-active sites compared to other forms 
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of ZnO that could favour gas diffusion and mass transport processes and may 
therefore enhance gas sensing properties.33, 34  
It is no surprise then that synthesis of crystalline materials into forms that 
expose a large percentage of certain facets is being pursued by many researchers, 
especially in applications that involve surface interactions, because the properties and 
activities of crystalline materials are very sensitive to surface atomic structures. For 
example, anatase TiO2 crystals with exposed {001} facets have exhibited enhanced 
energy conversion efficiency in dye-sensitized solar cell applications.35 ZnO particles 
with exposed and reactive {0001} facets synthesized by wet-chemical methods have 
also demonstrated improved photocatalytic activity compared to other ZnO forms.28 
For example, the photo-degradation activity of ZnO nanocrystals was recently 
investigated by our group, where we observed that the relative activity of the ZnO 
facets decreased in the order of {10-11} >> {0001}, {10-10}.36 Compared to 
research into these effects with solar cells and metal oxide photocatalysts, the effects 
arising through the tailoring of metal oxide crystals to expose particular active facets 
has been investigated in gas sensors to a far lesser extent.12, 37 In this work, ZnO 
porous structures with flower-like and platelet-like morphologies where reactive 
{0001} facets were exposed to the environment were synthesized by a hydrothermal 
method. Heat-treatment of a precursor template made of basic zinc carbonate and the 
effects of precursor concentrations and ratios on final morphology were used to the 
control shape and structure of ZnO forms. Gas sensor testing demonstrated that 
flower-like ZnO porous structures could exhibit superior gas sensing performance 
toward the target gas NO2 compared to nanoparticle-type SGS. The enhancement in 
ZnO-nanoflower SGS response could be attributed to the high porosity of the 
material, combined with what is effectively an active site concentration-effect arising 
through reactivity of the ZnO {0001} facets toward the target gas. 
8.2 EXPERIMENTAL SECTION 
8.2.1 Synthesis of 3D ZnO Porous Structures 
All chemicals used in this study were of analytical reagent grade and were all 
purchased from Sigma-Aldrich Co. Ltd. The ZnO 3D porous structures were 
prepared by a two-step procedure: i) the synthesis of basic zinc carbonate (BZC), and 
ii) the thermal decomposition of BZC. For the synthesis of flower-like structures, 1 
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mmol (0.3 g) of Zn(NO3)2∙6H2O was dissolved in 30 mL 0.5 M urea aqueous 
solution. After sonication, the mixed solution was transferred into a 50 mL Teflon-
lined autoclave and kept at 90C for 12 h. After reaction, the reactor was cooled 
down to room temperature naturally. The white precipitate was filtered and rinsed 
with DI water several times. The obtained precursor was dried in vacuum oven at 
60C overnight, and then heated at 400C for 4 h to obtain the final products. To 
elucidate the growth mechanisms, two different sets of reactions were mainly carried 
out for the preparation of hierarchical ZnO structures (details in table 1). In the first 
set, the molar ratio of urea to Zn2+ precursor was set to 15:1 with [Zn2+] = 0.008 M, 
0.016 M, 0.033 M and 0.066 M, where the corresponding products were labeled F1, 
F2, F3 and F4, respectively. In the second set, [Zn2+] was set as 0.033 M; and 
products prepared with different urea/Zn2+ molar ratio were labeled F5, F6, F7 and 
F3 for 1, 5, 10 and 15, respectively. 
Table 1 Reaction conditions for the preparation of ZnO porous structures and their morphologies. 
Samples 
[Zn2+] 
/(M) 
[Urea] 
/(M) 
Morphology 
Surface area 
F1 0.008 0.120 flower 32.4 m2∙g-1 
F2 0.016 0.240 flower 36.1 m2∙g-1 
F3 0.033 0.495 flower 72.8 m2∙g-1 
F4 0.066 0.990 flower 69.4 m2∙g-1 
F5 0.033 0.033 grass 54.8 m2∙g-1 
F6 0.033 0.165 
grass  
& flower 
52.4 m2∙g-1 
F7 0.033 0.330 
grass  
& flower 
51.1 m2∙g-1 
8.2.2 Characterization 
X-ray diffraction spectrometry (XRD, PANanalytical XPert Pro Multi Purpose 
Diffractometer with Cu Kα (λ = 0.154178 nm) radiation) was used to determine the 
structure of the as-prepared samples. The morphologies of hierarchical structures 
were investigated by field-emission scanning electron microscopy (FE-SEM, JEOL 
JSM7001F) and transmission electron microscopy (TEM, JEOL JEM2100). 
Additionally, high-resolution transmission electron microscopy (HR-TEM) images 
and selected area electron diffraction (SAED) patterns were obtained to determine 
the crystal structures. The samples for TEM measurements were prepared by placing 
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a drop of ethanolic ZnO solution on a carbon-coated copper grid. Surface areas of the 
samples were determined from nitrogen adsorption-desorption isotherms at liquid 
nitrogen temperature using a surface area analyzer (ASAP 2020). The Brunauer-
Emmett-Teller (BET) method was used for the surface area calculation and the pore 
size distribution was estimated by the Barrett-Joyner-Halenda (BJH) method. X-ray 
photoelectron spectroscopy (XPS) measurements were performed by a Kratos Axis 
Ultra photoelectron spectrometer incorporating a 165 mm hemispherical electron-
energy analyser. 
8.2.3 Sensor fabrication and gas sensing test 
To examine the gas sensing properties of as-prepared ZnO porous structures, sensors 
constructed from flower-like F3 and grass/platelet-like F5 were tested for response 
with respect to NO2 and compared with commercial particulate ZnO sample as well. 
The gas sensor devices were fabricated by spin-coating 1 mg∙mL-1 ethanolic ZnO 
solutions onto a SiO2 substrate (8 × 12 mm) containing pre-patterned gold 
interdigitated transducers (IDT). After spin-coating, the samples were dried at room 
temperature and annealed at 400 C for 12 h to eliminate any possible occurrence of 
organic contaminants. For the gas sensing tests, the electrodes were mounted onto a 
heater inside a chamber equipped with gas-flow manifold and a mass flow controller. 
The concentration of NO2 gas was tuned by changing the ratio of the flow of NO2 
stream with respect to that of a zero-grade air system. The sensor response, S, was 
defined by S = Rg/Rair, where Rg and Rair were the resistances of the films in the test 
gas and in zero-grade air gas, respectively. 
8.3 RESULTS AND DISCUSSION 
Figure 1 shows the X-ray diffraction (XRD) patterns of the precursor and the final 
products prepared from different [Zn2+] concentrations and urea/Zn2+ molar ratios. 
The XRD pattern of the precursor in Figure 1a could be unambiguously indexed to 
the Zn5(CO3)2(OH)6 (JCPDS Card No. 11-0287). After annealing at 400C for 4 h, 
the precursor had completely transformed into ZnO, confirmed by XRD patterns of 
sample F1 – F7. The XRD pattern of the final products were indexed as pure 
Wurtzite ZnO (JCPDS No. 36-1451) with lattice constants of a = 0.3244 nm and c = 
0.5198 nm. 
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Figure1. XRD patterns of (a) Zn5(CO3)2(OH)6 precursor and (b-h) ZnO nanostructures F1-F7. 
The morphologies of ZnO structures, prepared under different conditions 
according to Table 1, were characterized using FE-SEM. The surface areas and 
XRD-derived crystallite sizes of these ZnO samples are shown in Table 1. Figure 2a, 
b show the FE-SEM images of F1 prepared with a molar ratio of [urea]/[Zn2+] = 15 
and 0.008 M of Zn(NO3)2∙6H2O. The image clearly shows the formation of three-
dimensional ZnO platelet-based structures, where the platelets, or nanosheets 
intersected along a common line. The structures appeared to be formed from thin 
blocks (average thickness ~ 20 nm) with rough surfaces and jagged edges (Figure 
S1). The morphologies of samples F2, F3 and F4 prepared with Zn2+ concentration of 
0.016 M, 0.033 M and 0.066 M were similar except for a slight difference in their 
compactness (Figure 2c-h). Consequently these samples developed a flower-like 
morphology assembled from the 2D ZnO nanosheet structures. The ZnO structures 
obviously compacted tighter into shapes reminiscent of flowers when the reactant 
concentration was increased. It should be noted that the morphology of F4 became 
less uniform than the samples prepared at lower concentration, which is probably due 
to faster crystal growth kinetics at high reactant concentration. The average sizes of 
these flower-like ZnO microstructures changed from approximately 5 µm to 20 µm 
when the reactant concentration was increased in the order of F1, F2, F3 and F4. 
To investigate the effects of the urea/Zn2+ molar ratio on the morphology of ZnO 
products, samples were prepared with different urea/Zn2+ molar ratio (R) and then 
examined by FE-SEM. Here, the amount of Zn(NO3)2∙6H2O was fixed at 1 mmol, 
while urea concentration was varied at 1 mmol, 5 mmol, 10 mmol and 15 mmol. 
Figure 3a, b show the FE-SEM images of sample F5 prepared at the molar ratio of 
[urea]/[Zn2+] = 1. It is shown that sample F5 consists of relatively uniform grass-like, 
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2D nanosheet structures. These building blocks were similar to that of samples F2, 
F3 or F4 but for the self-assembly of flower-like morphologies. The morphologies of 
sample F6 and F7 prepared at the molar ratio of [urea]/[Zn2+] = 5 and 10, 
respectively, were shown in Figure 3c-f. It was demonstrated that flower-like ZnO 
structures “bloomed” slowly as the [urea]/[Zn2+] molar ratio increased. The grass-
like ZnO structure completely changed from 2D plate, into flower-like morphology, 
when the [urea]/[Zn2+] molar ratio was increased to 15, as shown in Figure 2e, f. 
Thus, it can be concluded that the [urea]/[Zn2+] molar ratio determines the overall 
morphology of ZnO samples, either grass-like or flower-like; while the concentration 
of reactants determines the compactness of the hierarchical structures as displayed in 
Figure 2. 
 
 
Figure 2. SEM images of ZnO samples F1 - F4 prepared with different Zn2+ concentrations: (a, b) 
0.008 M; (c, d) 0.016 M; (e, f) 0.033 M and (g, h) 0.066 M. 
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Figure 3. SEM images of ZnO samples F5 – F7 prepared with different urea/Zn2+ molar ratio R: (a, b) 
R == 1; (c, d) R = 5 and (e, f) R = 10. 
 
Figure 4. (a, d) TEM images, (b, e) HR-TEM images and (c, f) SAED patterns of ZnO samples F3 
and F5, respectively. 
 
Figure 5. Typical N2 gas adsorption-desorption isotherm of the F3, F5 and commercial ZnO samples. 
Insets: the corresponding pore-size distribution. 
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To further reveal the structure of as-prepared ZnO samples, TEM, HR-TEM 
and SAED characterizations were carried out for the representative samples F3 and 
F5. Figure 4a shows a typical TEM image of the building block that underlies these 
structures, i.e. the nanosheet elements of the ZnO nanoflowers F3. It was revealed 
that the nanosheets were porous, which is consistent with the rough surface observed 
during FE-SEM characterization. The HR-TEM (Figure 4b) shows that the surfaces 
of the well-crystallized nanosheets consisted of ZnO nanocrystal aggregates. The 2D 
lattice fringe spacing was measured to be 0.28 nm, with an angle of around 60, 
corresponding to the {10-10} crystal planes of wurtzite ZnO. This observation 
identified the building blocks of sample F3 as nanosheets with {0001} crystal facets. 
The SAED pattern (Figure 4c) highlights the single-crystalline nature of the porous 
ZnO sample. Similarly, TEM image of the building blocks of F5 sample also shows 
evidence for a porous structure (Figure 4d). The HR-TEM (figure 4e) gave the lattice 
fringe with spacing of 0.26 nm, in agreement with the interspacing of {0002} planes. 
The SAED pattern confirmed that ZnO sample F5 was single-crystalline in nature. 
Nitrogen adsorption/desorption isotherm and BJH pore diameter measurements 
of F3, F5 and commercial ZnO samples are given in Figure 5. These isotherms could 
be categorized as type IV, with a distinct hysteresis loop observed in the range of 
0.5-1.0 p/p0, indicating the presence of mesopores (2 – 50 nm). The BET surface area 
of F3 was 72.8 m2∙g-1, which is larger than that of F5 (52.4 m2∙g-1) and significantly 
higher than the commercial ZnO nanoparticle samples (11.8 m2∙g-1). The pore size 
distribution of F3 exhibits a strong peak centered at ~ 8.5 nm and a narrow 
distribution revealing a uniformity of pore size occurring within the ZnO nanosheets. 
The average pore size of F5 is around 13.5 nm, with a relatively broader distribution 
peak that leads to lower BET surface area compared with F3.   
Regarding the formation of platelet and flower-like ZnO structural motifs 
observed, these are frequently observed in minerals based on metal hydroxide salts 
like the BZC precursor produced in our synthesis.38-40 Layered double hydroxide 
salts with a general formula Ma(OH)b(Xc-)(2a-b)/c ∙ nH2O (M = Zn2+, Co2+, Ni2+, etc.; 
X = Cl-, NO3- and CO32-) 41, consist of a brucite-type layered crystal structure of 
metal hydroxides between which, interlayer anions are located that maintain overall 
charge neutrality. These layers naturally form flower-like structures under high pH 
conditions prevalent in our study. On the basis of growth modes proposed in 
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literatures,22, 42 the ZnO nanostructure formation involves the following sequence of 
reactions in the aqueous solution containing Zn2+ and urea. 
     CO(NH2)2 +3H2O  CO2 + 2NH4OH                                          (1)                           
     NH4OH  NH4+ + OH-                                                                   (2) 
    5Zn2+ + 2CO2 + 6OH- + 2H2O  Zn5(CO3)2(OH)6 + 4H+               (3) 
    Zn5(CO3)2(OH)6  5ZnO + 2CO2 + 3H2O                                      (4) 
 
Figure 6. Schematic illustration of the proposed formation mechanism of ZnO 3D nanostructures. 
When the precursor solution is heated at 90C, urea releases CO2 and OH-, as 
described in eq. 1 and 2. The CO2 is then free to react with Zn2+ in the alkali solution 
and form basic zinc carbonate (eq. 3). Under annealing at 400C, basic zinc 
carbonate decomposes to release CO2 and H2O and generates the porous ZnO 
nanosheets according to eq. 4. For the formation of different morphologies, we 
consider these to result from the combined effects of Ostwald ripening and self-
assembly processes. A possible growth scheme is illustrated in Figure 6, where at 
first, numerous tiny BZC crystalline nuclei form in the presence of zinc salt in the 
urea solution at 90C and the auto-generated vapor pressure. The BZC nuclei grow 
through Ostwald ripening and aggregate into layered nanosheet structures. With 
different precursor concentration and ratio, the crystalline nuclei self-assemble into 
3D structures, driven by different growth rates specific for particular crystallographic 
orientations, generating ZnO with the same morphology after calcinations. 
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To investigate the gas sensing properties of as prepared ZnO samples, the paste 
of ZnO-F3, ZnO-F5, and commercial ZnO nanoparticles were prepared in ethanol 
and separately spin-coated on a SiO2 substrate (8 × 12 mm) containing pre-patterned 
gold IDT. The SEM image of gold IDT is shown in Figure 7a, which shows that the 
space between the two neighboring electrodes in the interdigitated pattern is around 
100 µm. Figure 7b shows the low-magnification SEM image of ZnO-F3 film, which 
fully covered the gold IDT pattern. The enlarged SEM image is shown in the inset, 
which shows that the flower morphology of ZnO-F3 was kept during the film 
preparation process. The thickness of sensing film was estimated to be around 20 µm 
because the substrate was just covered by ZnO flowers, which were around 10 µm 
diameter. The high-magnification SEM image in Figure 7c shows that the thickness 
of the plate-like crystallites forming flower-like ZnO-F3 was around 10 nm. SEM 
characterization for the grass-like ZnO-F5 film on gold IDT pattern indicated that the 
grass-like morphology of as-prepared sample was destroyed during the paste 
preparation process (Figure 7d). The inset of Figure 7d exhibits that ZnO-F5 
nanostructure was broken and aggregated into irregularly shaped bulks. The high-
magnification SEM image in Figure 7e indicated that thickness of the plate-like 
crystallites forming ZnO-F5 was around 20 nm, which was thicker than that of ZnO-
F3 sample. SEM characterization was also conducted for the commercial ZnO 
nanoparticle film, which was shown in Figure 7f. Enlarged SEM image in the inset 
of Figure 7f shows that the particle size was around 200 nm, which was much larger 
than the individual nanocrystals existed in ZnO-F3 and ZnO-F5 samples. 
 
Figure 7. (a) SEM image of the pattern of gold interdigitated transducers on a SiO2 substrate; (b) low-
magnification SEM image and enlarged image (inset) of the ZnO-F3 film on gold IDT; (c) high-
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magnification SEM image of the ZnO-F3 sample; (d) low-magnification SEM image and enlarged 
image (inset) of the ZnO-F5 film on gold IDT; (e) high-magnification SEM image of the ZnO-F5 
sample; (f) low-magnification SEM image and enlarged image (inset) of the film of commercial ZnO 
nanoparticles on gold IDT. 
It is well known that the working temperature has a significant effect on the gas 
sensing response of semiconductor gas sensors. This is due to temperature-dependent 
adsorption-desorption kinetic processes. To study the gas sensing properties of the 
flower-like F3 and grass-like F5 porous ZnO structures, a series of experiments were 
carried out by varying sensor operating temperatures and gas concentrations. Results 
were compared to commercial ZnO-based sensors. Figure 8a shows the responses of 
the three ZnO samples exposed towards nitrogen dioxide at temperatures between 
100C and 300C. The sensor responses increased between 100C and 200C, and 
then decreased with further increase of temperature. Therefore, the ZnO samples 
were tested at 200C towards different concentrations of NO2 gas in the range 0.5 - 
10 ppm. The dynamic response and recovery curves of F3, F5 and commercial ZnO 
exhibit stable and repeatable response toward NO2 gas with short response/recovery 
times (Figure 9). The response time toward NO2 gas of ZnO-F3 and ZnO-F5 films 
was similar, which was around 60 s. The response amplitude of the three sensors was 
observed to increase with higher NO2 concentration 
 
Figure 8. (a) Sensor response of sample F3, F5 and commercial ZnO towards NO2 of 5 ppm with 
increasing operating temperatures; (b) Gas sensor response of F3, F5 and commercial ZnO to different 
concentration of NO2 at their corresponding optimized operating temperatures. 
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Figure 8. Dynamic response curve of the sensor prepared from F3, F5 and commercial ZnO samples 
to NO2 with concentrations ranging from 0.5 ppm to 10 ppm. 
As shown in Figure 8b, the sensor response to increased NO2 concentration is 
not linear, but gradually saturates at about 3 ppm in the case of the commercial ZnO-
based SGS. Sensors based on ZnO forms F3 and F5 displayed quasi-linear instead. 
This trend would be consistent with a ZnO SGS response where reactions between 
NO2 and a limited number of active sites on the ZnO surfaces occurs, the more 
porous samples which also happen to possess the greater proportion of high energy 
exposed ZnO facets might be expected to have a greater number of surface active 
sites than the commercial nanoparticle ZnO material gram-for-gram. In fact the 
response of porous structures F3 and F5 are much higher than that of commercial 
ZnO. For 10 ppm NO2, the response of F3 was ca. 125, which is about three times 
that of F5 gas sensor. The high response of F3 might thus be due to the particular 
flower-like structure with 2D nanoplates, the voids and interspaces existing among 
nanoplates facilitating gas adsorption and desorption, and the porous structure 
providing the large surface area with more reactive sites for gas sensing. In addition, 
by comparing the microstructure of ZnO-F3 and ZnO-F5 sample in Figure 7, it was 
found that the plate-like building block of ZnO-F3 was thinner than that of ZnO-F5 
sample. It was observed that morphology of flower-like ZnO-F3 was kept after film 
preparation, while the grass-like ZnO-F5 collapsed and aggregated during the paste 
preparation process. The destruction of grass-like morphology could decrease the 
contacts between the agglomerated structures of ZnO-F5, resulting in the decrease of 
gas sensitivity. Compared with destroyed ZnO-F5 nanostructure, the plate-like 
building block of ZnO-F3 was relative thinner and well contacted with each other for 
flower-like morphology. Therefore, the sensitivity was likely controlled by the 
Chapter 9: Self-assembled 3D ZnO Porous Structures with Exposed Reactive {0001} Facets and 
Their Enhanced Gas Sensitivity 
 
 217 
contacts between the agglomerated structures and the thickness of plate-like 
crystallites. 
 
Figure 9. Dynamic response curve of the sensor prepared from F3, F5 and commercial ZnO samples 
to NO2 with concentrations ranging from 0.5 ppm to 10 ppm. 
It is known that the oxygen ions (O2ads-) would form at the surface of the ZnO 
nanostructures in a sequence of physisorption and charge exchange reactions with the 
ZnO crystals, as described by Eq. (5). After the ZnO film was exposed to NO2 gas, 
NO2 would be chemically adsorbed on ZnO surfaces or react with O2ads-, via Eq. (6), 
and cause the reduction in the electron concentration, resulting in the increase in the 
sensor resistance 43, 44. 
               O2 + e-  O2-(ads)                                                 (5) 
               NO2 + O2-(ads) +2e-  NO2-(ads) + 2O-(ads)       (6) 
               NO + O2-(ads) + e-  NO2-(ads) + O-(ads)           (7) 
 
Figure 10. High resolution O1s XPS spectra of the ZnO samples after calcinations: (a) flower-like 
ZnO F3, (b) grass-like ZnO F5 and (c) commercial ZnO. 
In order to investigate the effect of ZnO surface oxygen vacancies on the gas 
sensing performance of the sensors, the materials were examined using XPS. Figure 
9 shows the typical XPS spectra for O1s core level for F3, F5 and commercial ZnO 
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samples. The O1s peak of F3, F5 and commercial ZnO samples on the surface could 
be consistently fitted by three Gaussian curves, centered at ~531, ~532 and ~533 eV, 
respectively. The comparison of O1s XPS data between flower-like F3, grass-like F5 
and commercial ZnO samples are presented in Table 2. The OI species at the low 
binding energy of 531 eV belong to O2- ions in the wurtzite ZnO structure 45, 46. The 
OII species with a medium binding energy centered around 532 eV are attributed to 
O- and O2- ions in the oxygen deficient regions mainly caused by oxygen vacancies, 
Vo 47. The high binding energy species OIII centered at ~ 533 eV belong to the 
absorbed or dissociated oxygen or OH species on the surface of ZnO 47. As shown in 
Table 2, the percentage of OII species in F3, F5 and commercial ZnO samples were 
21.5%, 19.9% and 16.0%, respectively. Therefore, the flower-like sample F3 has 
more oxygen vacancies, which are associated with active sites for NO2 gas and 
contribute higher gas sensitivity. 
Table 2. Comparison of O1s XPS data for different ZnO samples. 
ZnO samples Peak OI OI  (%) Peak OII OII (%) Peak OIII OIII (%) 
F3 530.94 69.4 532.29 21.5 533.20 9.10 
F5 531.00 69.5 532.34 19.9 533.25 10.6 
Commercial ZnO 530.93 65.4 532.18 16.0 533.06 18.6 
8.4 CONCLUSION 
In summary, 3D ZnO porous structures have been formed from a basic zinc 
carbonate precursor synthesized by a hydrothermal method at 90C, after the thermal 
decomposition of the basic zinc carbonate template. By properly monitoring the 
experimental conditions, grass-like and flower-like ZnO porous structures were 
obtained with surface areas of 52.4 and 72.8 m2∙g-1, respectively. A likely growth 
mechanism of ZnO hierarchical structures was proposed based on the experimental 
results. The flower-like and grass-like ZnO gas sensors had different gas sensing 
properties, with the flower-like SGS exhibiting much higher sensitivity to NO2 gas. 
The nitrogen gas adsorption-desorption isotherm results revealed that the average 
pore size of flower-like ZnO was smaller than that of grass-like sample, which 
contributed to higher surface area. The morphology of ZnO-F3 was kept during the 
paste preparation process, while the morphology of ZnO-F5 was destroyed. The 
superior gas sensing performance of flower-like ZnO-F3 is likely contributed by the 
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higher surface area and effective contact between the building blocks, which are thin 
plate-like crystallites. The XPS spectra indicated that the flower-like and grass-like 
ZnO had a higher ratio of oxygen vacancies than commercial sample, which could 
contribute to higher sensitivity of ZnO-F3 and ZnO-F5 compared to commercial ZnO 
nanoparticles. 
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Chapter 9: CONCLUSIONS 
Overall, this PhD project has expanded knowledge in the synthesis of 
semiconductor nanocrystals, especially zinc oxide and copper chalcogenides, through 
wet-chemical methods. Investigation of different reaction parameters on the 
controlled synthesis of nanocrystals provided significant insight into the formation 
mechanism and crystal growth behaviour of nanocrystals. Specifically, zinc oxide 
nanocrystals with different shapes and particle size were synthesized in the presence 
of capping ligands and other commonly tested synthesis parameters such as reaction 
temperature and reaction time were explored. The phase of ternary and quaternary 
copper chalcogenide nanocrystals was controlled by the choice of solvents. The 
exploration of photocatalytic and photovoltaic applications for these nanocrystals 
demonstrated the strong relationship between the nanocrystal geometry and their 
performances in photocatalysis and solar cells. The findings and conclusions have 
contributed to the literature in this field through published articles, with the main 
conclusions presented as following. 
To obtain small-size ZnO quantum dots, organic capping ligands with long 
carbon-chains are often used to stabilize the particle surfaces. In this project, short 
multidentate ligand tris(hydroxymethyl)-aminomethane (THMA) was used instead as 
capping agent for the synthesis of ZnO quantum dots. It was found this small 
molecule gave smaller particle size than traditional capping ligands. Ab initio DFT 
calculations indicated that the interaction between THMA and ZnO surfaces was 
stronger than that of other ligands. This work provides a simple and efficient way to 
control the size of ZnO nanoparticles, but also explains the effects of ligand 
structures on ZnO nanoparticles which could be employed to control the morphology 
of these metal oxide nanoparticles. It also gives insight through the correlation 
between the nature of binding of the ligands and ZnO nanoparticle dimensions which 
could be used to guide the synthesis of similar metal oxide nanomaterial systems. 
In separate related studies, the shape and exposed facets of ZnO nanocrystals 
were controlled by a wet-chemical method using benzylamine as the reactant rather 
than inorganic bases traditionally used in this type of synthesis. ZnO nanostructures 
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with bullet-like, rod-like, cone-like, and plate-like shapes were prepared with careful 
control of the reaction parameters that influenced the crystal growth behaviours. The 
dominant facets of ZnO nanorods, nanoplates and nanocones were determined to be 
{1010 }, {0001} and { 10 11 }, respectively. It was observed that excess use of 
benzylamine and low reaction temperature favoured the formation of ZnO nanocones, 
while high temperature favoured a rod-shaped morphology. When applied to the 
photodegradation of Rhodamine B, ZnO nanocones exhibited higher reactivity than 
other nanostructures, which could be attributed to the high-reactive {10 11} facets. 
To further explore the structure-property relationship, rod-like and cone-like shaped 
ZnO nanocrystals were used as photoanode materials for dye sensitized solar cells. It 
was observed that the conversion efficiency of ZnO nanocone-based solar cells was 
around three times that of ZnO nanorod-based cells. By considering the smaller 
surface area of ZnO nanocones and lower dye content absorbed, the higher efficiency 
was proposed to be linked to the exposed high reactive {10 11 } facets of ZnO 
nanocones. By careful TEM characterization, the {10 11} facets were determined as 
O-terminated, which could have a passivating effect on the ZnO surfaces and so 
reduce the dye aggregation issue for ZnO-based DSCs. First principle calculations 
indicated that the surface energy of {10 11} facets, the predominant crystal facet in 
the case of ZnO nanocones is larger than that of {1010 } facets which are in greater 
abundance in the case of ZnO nanorods. The binding energies between dye 
molecules and ZnO {10 11} facets were simulated to be higher than those for ZnO 
{1010 } facets. The strong dye-ZnO {10 11 } facets interaction could favour the 
electron injection from excited state of dye to conduction band of ZnO nanocrystals 
and therefore enhance the DSC efficiency. Moreover, the conduction band minimum 
of ZnO nanocones was determined to be higher than that of ZnO nanorods, resulting 
into the upward-shift of Fermi level in the case ZnO nanocones. The higher Fermi 
level of ZnO nanocones brought about the increase of open-circuit voltage and 
therefore the energy conversion efficiency. Apart from the photovoltaic application, 
the obtained ZnO nanocones were also used for the detecting of nitrogen dioxide and 
ethanol gases with satisfactory gas sensing responses. The gas sensing results further 
demonstrated their potential for wider application in electronic devices. 
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Following the zinc oxide studies, the phase-controlled synthesis of ternary and 
quaternary copper chalcogenides was conducted by a wet-chemical method. The 
effects of synthesis parameters, especially the choice of solvent/capping ligands, on 
the phase selectivity were investigated. A universal wet-chemical approach was 
developed for the controlled synthesis of zinc-blende and wurtzite ternary CuInS2, 
Cu2SnS3 and quaternary Cu2ZnSnS4 nanocrystals. For each of these compounds, 
nanocrystals of pure zinc-blende structure could be synthesized if a non- or weak-
coordinating solvent was used, while the wurtzite phase of these compounds is 
favoured by using strongly-coordinating solvents. By following the time-evolution of 
phases during synthesis of CuInS2, it was observed that the critical phase selectivity 
step occurred at the very early stage of the reaction. We suggested that the phase 
selectivity process was determined by the stability and state of the CuIn(SR)x 
reactive intermediate, where a high crystallinity intermediate gave wurtzite structures 
and a low crystallinity intermediate led to zinc-blende structures. These finding 
provided new evidence and possible mechanism for the ligand effects on the phase-
controlled synthesis of semiconductor nanocrystals. 
Following the aforementioned studies on facet- and phase-controlled 
semiconductor nanocrystal synthesis, where the nature of capping ligands was a 
particular focus, ligand effects on gas sensing properties of ZnO nanostructures were 
investigated. THMA was not only used as capping ligands for the synthesis of ZnO 
quantum dots, but was also used to functionalize the surface of ZnO nanowires and 
proved to be capable of enhancing the nanowire’s gas sensing properties. 
Specifically, the effect of ZnO surface-functionalization by two different organic 
molecules, THMA and dodecanethiol was studied. Response towards ammonia, 
nitrous oxide and nitrogen dioxide was investigated for three sensor configurations, 
pure ZnO nanowire, organic-coated ZnO nanowire and ZnO nanowires covered with 
a sparse layer of organic-coated ZnO nanoparticles. It was found ZnO nanowire 
sensors which were coated with THMA-capped ZnO nanoparticles were found to 
exhibit the greatest enhanced response. The sensing response enhancement was 
proposed to originate from changes induced in the depletion-layer width of the ZnO 
nanoparticles that bridged ZnO nanowires, changes resulting from THMA ligand-
binding to the particle coating. 
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Complex three-dimensional structures comprised of porous ZnO plates were 
synthesized by hydrothermal methods in this project. Through changes to reaction 
conditions, the ZnO structures could be self-assembled from 20 nm thick nanosheets 
into grass-like and flower-like structures which led to the exposure of high 
proportions ZnO {0001} crystal facets for both these materials. The measured 
surface area of the flower-like and the grass, or platelet-like ZnO samples were 72.8 
and 52.4 m2∙g-1, respectively. Gas sensing results demonstrated that the porous, 
flower-like ZnO structures exhibited enhanced sensing performance towards NO2 gas 
compared with either grass-like ZnO or commercially sourced ZnO nanoparticle 
samples. The porous, flower-like ZnO structures provided a large surface area which 
enhanced ZnO gas sensor response through increased gas diffusion and mass 
transport. X-ray photoelectron spectroscopy characterization revealed that flower-
like ZnO samples possessed a higher percentage of oxygen vacancies than the other 
ZnO sample-types, which also contributed to its excellent gas sensing performance. 
In summary, this PhD project systematically examined the effects of reaction 
parameters on the nanocrystal formation through wet-chemical methods. It 
demonstrated the control over the synthesised particle size, shape and structure could 
be achieved for ZnO and copper chalcogenide nanocrystals. It was found that solvent 
or ligand effects play an important role in the controlled synthesis. Understanding 
these effects and crystal growth behaviour is not only essential for the preparation of 
similar nanocrystals with certain desired properties, but it also plays a role in the 
discovery of novel materials with interesting properties. 
For the future work, the mechanism of phase selectivity of CuInS2 needs to be 
investigated further. The particle size will be controlled and the size effect on phase 
of CuInS2 will be studies. Besides, the photodegradation experiments based on ZnO 
nanostructures will be conducted again. The possibility of commercialization of 
ZnO-based gas sensors will also be evaluated.  
