Abstract. In this paper we study properties of the functions which satisfy modular equations for in nitely many primes. The two main results are: 1) every such function is analytic in the upper half plane; 2) if such function takes the same value in two di erent points z 1 and z 2 then there exist an f -preserving analytic bijection between neighbourhoods of z 1 and z 2 .
Introduction
We study the analytic properties of functions which satisfy modular equations for in nitely many primes. Such functions appear most naturally in the context of Monstrous Moonshine. This area arose from McKay's observation that the degree of the rst non-trivial irreducible character of the Monster group (the largest sporadic group), which is 196883, di ers only by 1 from the rst coe cient in the power series of the j function, which in its turn plays a fundamental role in analytic number theory. The following paper of J.H. Conway and S.P. Norton, 6] , revealed more relations, which were mostly observed empirically at the time, initiating a large body of research.
We make use of certain polynomials F n (x; y) which we call modular polynomials. These polynomials are symmetric in both variables and have degree n Q p j n (1+1=p). A good overview of their theory can be found in a long paper by K. Mahler, 9] . We say that the function f satis es a modular equation of degree n (or \for n"), if F n (f((az + r)=d); f(z)) = 0, whenever ad = n, 0 r < d and (a; r; d) = 1 (De nition 3.2). The guiding observation is that a completely replicable function of order 1 satis es modular equations for all n (Proposition 3.3).
The main results of this paper are: if a function satis es modular equations for in nitely many primes, then it is analytic in the upper half plane; furthermore, if such function takes the same value in two di erent points z 1 and z 2 , then there exists an f-preserving analytic bijection between neighbourhoods of z 1 and z 2 . These results have been later used in 7] . Brie y, the plan of the paper is the following: Section 2. We recall the setting of completely replicable functions in terms of S.P. Norton's bivarial transform; Section 3. We show that completely replicable functions of order 1 satisfy modular equations for all n; Section 4. We prove the two main theorems mentioned above. 1 Acknowledgments. I am deeply indebted to A. Meurman for guiding me to this project and providing his help many times along the way. I would also like to thank J. McKay and the referee for many valuable comments which led to a substantially better paper.
The bivarial transform and the definition of completely replicable functions
Let f(z) = q ?1 + H 1 q + H 2 q 2 + : : :, where q = e 2 iz , coe cients are arbitrary complex numbers and the power series is purely formal. This needs a few words of explanation. When one considers usual examples, this function f is usually analytic in the unit circle (or in the upper half plane if one prefers to use z as variable). We do not assume that here as well as we do not assume that H i 's are integers (which is also most often the case). However we do use usual notations, though purely formally. We also use without further warning the formal rational powers of q, for example the expression f z + 1 4 means f(i q 1=4 ) and f az + r d means f(e ir=d q a=d ).
Following 12] we give two de nitions.
De nition 2. In particular, one can see that if f is completely replicable of order k, then for any s; f (s) is completely replicable of order k=(s; k). Namely, one can simply de ne f (s)(t) = f (st) and verify all the properties of this sequence of formal series. Also any completely replicable function is of course replicable (as easiest it can be deduced from (2) with s = 1), but not vice versa, take for example ?j(z + 1=2).
In uenced by experimental observations on Monster group characters, J.H. Conway and S.P. Norton de ned in 6] abstract replicability with the help of collection of functional equations. The following polynomial plays an important role in their approach.
De nition 2.3. Let P n (x; y 1 ; : : :; y n?1 ) be the polynomial in n variables uniquely determined by the property that, for any formal power series f(q) = q ?1 + H 1 q + H 2 q 2 +: : :, the formal power series P n (f(q); H 1 ; H 2 ; : : :; H n?1 )?q ?n contains only positive powers of q. For example P 3 (x; y 1 ; y 2 ) = x 3 ? 3y 1 x ? 3y 2 .
We recall here how these two de nitions are related. Proof. It is enough to show that the left hand side is a polynomial in f(q) and H 1 ; : : :; H n?1 . As a matter of fact it is n times the coe cient of r n in the following expression:
? log(1 ? r=q) + log(1=r ? 1=q) ? log(f(r) ? f(q)) = ? log(r) ? log(f(r) ? f(q)) = ? log(1 ? (f(q) ?
which is obviously a polynomial in f(q) and H 1 ; : : :; H n?1 as power series expansion of the logarithm function shows.
To make our formulae more concise we need the following notations:
A n = f(a; r; d) j ad = n; 0 r < dg; B n = f(a; r; d) j ad = n; 0 r < d; (a; r; d) = 1g: Proposition 2.5. We need the following notations T m n (f)(z) = Clearly, the term of the highest degree in x in F n (x; y) is x jBnj , where jB n j = Proof. To prove the existence of the polynomial above, it is clearly enough to prove that any symmetric polynomial in f((az + r)=d), (a; r; d) 2 B n is a polynomial in f(z). On the other hand, the power sums e T m n (f)(z) generate the ring of symmetric polynomials, hence it is enough to prove that for any m and n, e T m n (f)(z) is a polynomial in f(z). Furthermore, by Lemma 3.1, it is enough to show that for any m and n, T m n (f)(z) is a polynomial in f(z).
We proceed by induction on m. For m = 1 the statement is the consequence of Proposition 2.5, so assume m 2. Let us now take the mth functional equation for f(z), replace z in it with (az + r)=d, for (a; r; d) 2 A n , and sum up all these equations. On the right hand side we get T m n (f)+R; where R is a sum consisting of terms of the form T m 0 n (f) (some constant depending on H 1 Denote the right hand side of (3.1) by S d1;d2 . Now So S d1;d2 is equal to t times the part of Hecke operator T mn=t 2 , corresponding to the chosen divisor d = d 1 d 2 =t. We know that the whole operator T mn=t 2 (f) is a polynomial in f, hence we only need to prove that for each t dividing (m; n), all the parts of the Hecke operator T mn=t 2 appears exactly t times in the sum (3.1). Let us x t and d the divisor of mn=t 2 . When does the corresponding part of Hecke operator appear in the sum (3.1)? The necessary and su cient conditions for d 1 and d 2 are: Proposition 3.4. Let f be a completely replicable function of order 1 and let F n be the polynomials from the Proposition 3.3. Then F n is symmetric in x and y, i.e., F n (x; y) = F n (y; x).
Remark. As it was observed by K. Mahler, this property of the polynomials This proves that F n (f(z); y) also has roots f((az+r)=d), for (a; r; d) 2 B n . Since f(z) has a simple pole at 1 we conclude that the image of f contains an open neighbourhood of a point in C and that there exists t (depending on n), such that for all z, such that Im z > t, all values f((az +r)=d), for (a; r; d) 2 B n , are distinct. For z, such that Im z > t, de ne Q z (x) = F n (f(z); x) ? F n (x; f(z)). Clearly Q z (x) has jB n j distinct roots. To complete the proof it is enough to show that the term of the highest degree in y in F n (x; y) is y jBnj . Since then deg Q z (x) < jB n j, hence Q z (x) 0 for all z, such that Im z > t, which by the previous comments implies the polynomial identity F n (x; y) = F n (y; x).
We have F n (x; f(z)) = Thus the highest monic term in y of F n (x; y) is y jBnj , on the other hand, it is clear from our argument that for j < jB n j, s j has degree (as a polynomial in f(z)) lower than jB n j. This proves that the term of the highest degree in y in F n (x; y) is y jBnj .
4. The analytic properties As it was mentioned before, K. Mahler has proved that any function that satis es a modular equation for some prime number is analytic in some neighbourhood of 1 and has a simple pole at 1. In the next theorem, which is one of the two main results of this paper, we strengthen Mahler's result for the case when the function satis es modular equations for in nitely many prime numbers. Proof. Let t 0 denote the smallest real number, such that f(z) is analytic in Imz > t 0 . Assume that t 0 > 0. Let t 1 be some real number larger then t 0 , such that f(z) is injective in Imz > t 1 (or more exactly f(z) is injective in the corresponding part of the strip of width 1, remember that we have assumed that f(z) is periodic with period 1). That such t 1 exists follows from the fact that f(z) has a simple pole at 1.
Since f(z) is periodic with period 1, there must exist a singular point z 0 such that Imz 0 = t 0 . As otherwise for each z, such that Imz = t 0 , we would have an open neighbourhood where f(z) is analytic. Because the interval 0; 1] is a compact set we could then choose nitely many such neighbourhoods, which would cover the segment t 0 i; (1+t 0 i)] and hence we would get a contradiction to the minimality of t 0 .
Pick a prime number p 2 I, larger than t 1 =t 0 . Di erentiating the equation The only case left is when f(z 0 ) = f(z 0 + r=p), for some 0 r < p. We have proved this for in nitely many primes p > t 1 =t 0 , so by taking larger and larger prime numbers we get a sequence (z i ) 1 i=1 of di erent points, such that for all i, Imz i = t 0 ; f(z i ) = c; where c is some constant.
Let us again x some prime number p > t 1 =t 0 , p 2 I. By the symmetry of F p the values of f at points (pz i ) 1 i=1 must be roots of F p (c; x). Since there are in nitely many points and only nitely many roots this contradicts to the injectivity of f in Im z > t 1 .
Note. Observe that using f(z) for Im z = t 0 is strictly speaking not allowed, as f(z) may not exist there. What one should do to be absolutely correct is to work with the approximations from above instead. For xed z we can choose a sequence (pz + ipe k ) 1 k=1 , where e k is a positive real number going to 0. Such that some root of F p (f(pz); y) can be approximated by f(z + ie k ) (which in its turn are roots of F p (f(pz + ipe k ); y)). Then we set f(z) to be this root. This setting is not unique, but su cient for our purposes. The whole argument in the proof goes through, the technicalities are left to the reader.
With the proof of this theorem we justi ed our notations, so in the rest of the paper, all the formal equalities actually mean the identities for the analytic functions.
Our next goal is to show that if the function f takes the same value at two di erent points, then there exists an analytic bijection, which maps an open neighbourhood of the rst point onto an open neighbourhood of the second point and preserves f. would be at least a double root to F p (f(p 2 z 2 ); y). This would yield a contradiction since F p (f(p 2 z 2 ); y) has all its roots in a domain, where f(z) is injective. So the equality f(z 2 ) = f(z 2 + r=p), for some 0 < r < p, must take place. Taking larger and larger primes p 2 I we obtain a sequence of di erent points on Im z =Im z 2 , where f takes the same value. We know that f is analytic in the upper half plane and hence we get f f(z 2 ), a contradiction.
Take a prime number p 2 I, such that f(pz 2 ) is a simple root to the polynomial As f(z 3 ) = f(pz 2 ) we obtain that f(z 3 ) must be a simple root of F p (f(z 1 ); y), hence using (4.2) we can conclude that f 0 (z 3 ) = 0. On the other hand, f 0 (pz 2 ) 6 = 0, as pz 2 lies in the domain where f is injective. Let us rename z 3 to z 1 and pz 2 to z 2 , then all the conditions of the original assumption are satis ed and we have an extra condition that Im z 2 > qt.
Consider the sequence z 2 ; qz 2 ; q 2 z 2 ; : : :. As F q (f(z 1 ); y) = F q (f(z 2 ); y) we have two possibilities:
1. f(qz 2 ) = f(qz 1 ); 2. f(qz 2 ) = f((z 1 + r)=q); 0 r < q: Assume that the rst equality is true. Observe that F q (f(z 2 ); y) has only simple roots, as Im z 2 > qt, hence also f(qz 1 ) is a simple root of F q (f(z 1 ); y) and, using (4.2) again, we conclude that f 0 (qz 1 ) = 0. This allows us to rename qz 1 and qz 2 to z 1 , resp. z 2 in exactly the same manner as before. On the other hand this process must obviously terminate after at most k steps, where k is such that q k Im z 1 > t, as after each step we get f 0 (z 1 The argument above and the fact that we can always add an integer to z 1 allows us to assume that f(qz 2 ) = f(z 1 =q). Since f 0 is not identically zero, there are only nitely many points in the set S of all 1=q 1, for which there exists z such that f 0 (z) = 0 and Im z =Im z 1 . Let k be a positive integer. Consider the pair of points z 1 =q and qz 2 , by (4.2) we know that f 0 (z 1 =q) = 0. Also f 0 (qz 2 ) 6 = 0 and f(z 1 =q) = f(qz 2 ) hence all the original conditions are satis ed for the pair (z 1 =q; qz 2 ). This means that one of the two equalities above (with z 1 =q instead of z 1 and qz 2 instead of z 2 ) is true. If it is the rst one, then f(q 2 z 2 ) = f(z 1 ) = f(z 2 ), which is impossible. Adding some multiple of q to z 1 if necessary we obtain f(z 1 =q 2 ) = f(q 2 z 2 ). Repeating the above argument we get f(z 1 ) = f(z 2 ); f(z 1 =q) = f(qz 2 );
: : : f(z 1 =q k ) = f(q k z 2 ); and f 0 (z 1 ) = f 0 (z 1 =q) = = f 0 (z 1 =q k ) = 0.
Finally note that for any q k?1 p q k , p 2 I, the polynomial F p (f(q k z 2 ); y) has only simple roots, as all of them lie in the domain where f is injective. Further, as F p (f(q k z 2 ); y) = F p (f(z 1 =q k ); y) and f 0 (z 1 =q k ) = 0, we obtain from (4.2) that f 0 (pz 1 =q k ) = 0. On the other hand 1=q p=q k 1, so p=q k 2 S (note that only the @F p @x (f(z 2 ); f(pz 2 )) = 0, and, because F p (x; y) is symmetric, f(z 2 ) must be at least a double root of F p (f(pz 2 ); y): The same argument as in the proof of Lemma 4.2 shows that there exists 0 < r < p, such that f(z 2 ) = f(z 2 + r=p). Taking larger and larger primes p 2 I we obtain a contradiction.
Let us take a prime number p 2 I as above, that is f(pz 2 ) is a root of F p (f(z 2 ); y) of multiplicity at most k and f 0 (pz 2 ) 6 = 0 (for the last condition to be ful lled, one has to take p large enough). Just in the same way as in the proof of Lemma 4.2 there exists z 3 which allows us to conclude that @ 2 F @y 2 (f(z 1 ); g(z 1 )) = 0. Proceeding in the same manner we obtain @F p @y (f(z 1 ); f(z 3 )) = @ 2 F @y 2 (f(z 1 ); f(z 3 )) = = @ k F @y k (f(z 1 ); f(z 3 )) = 0; which means that f(z 3 ) is a root of multiplicity at least k + 1 of the polynomial F p (f(z 1 ); y). But F p (f(z 1 ); y) = F p (f(z 2 ); y) and f(z 3 ) = f(pz 2 ), hence we obtain a contradiction with the fact that p has been chosen so that f(pz 2 ) has multiplicity at most k as a root of F p (f(z 2 ); y).
Finally we can prove the second main result of this paper.
Theorem 4.5. Let f be as above, and assume that f(z 1 ) = f(z 2 ) for some z 1 and z 2 . Then the derivatives of f vanish up to the same order at the points z 1 and z 2 , and in particular there exists the analytic bijection between neighbourhoods of z 1 and z 2 , such that preserves f.
Proof. The rst statement follows immediately from the previous lemma.
To prove the second one let (1) f(z 1 ) = f(z 2 ) = c; (2) f 0 (z 1 ) = f 00 (z 1 ) = = f (k) (z 1 ) = f 0 (z 2 ) = f 00 (z 2 ) = = f (k) (z 2 ) = 0; Finally, the following calculation shows that preserves f: f( z) = c + g 2 ( z) k+1 = c + g 2 (g ?1 2 g 1 (z)) k+1 = c + g 1 (z) k+1 = f(z)
