We examine comprehension skill differences in the processes of word-to-text integration, the connection of the meaning of a word, as it is read, to a representation of the text. We review two 'on-line' integration studies using event related potentials (ERPs) to provide fine-grain temporal data on the word-to-text processes of adult readers. The studies demonstrate indicators for word-to-text integration and show differences in these indicators as a function of adult reading comprehension skill. For skilled comprehenders, integration processes were reflected in N400 indicators when a critical word had an explicit link to a word in the prior text and by both N400 and P300 indicators when its meaning was a paraphrase of a prior word. When forward inferences were required for subsequent word-to-text integration, effects for skilled comprehenders were not reliable. Less skilled comprehenders showed delayed and less robust ERP effects, especially when meaning paraphrase was the basis of the integration. We discuss the significance of skill differences in integration processes with a focus on the use of context-dependent word meaning as a possible source of these differences. Copyright # 2008 John Wiley & Sons, Ltd. Text integration processes are essential to reading comprehension skill. Indeed, a widely shared view in reading education is that there are children who read words seemingly without comprehending them. Such readers are said to have good word-level and decoding skills, reading each successive word as if it were unrelated to the words already read. This description also may fit at least some adults with comprehension problems.
skilled comprehenders (Gernsbacher & Faust, 1991) . In fact, when presented with the more frequent member of a pair of homophones (the highly frequent gate vs. the less frequent gait), skilled comprehenders show no confusion about its meaning, as assessed in the time to make meaning judgments (Perfetti & Hart, 2001) . Less skilled comprehenders, by contrast, show such confusion in the form of interference, taking longer to decide that gait and fence are not related in meaning. This difference, we suggest, is due to the higher quality of the skilled comprehender's lexical representations, compared with those of the less skilled comprehender. That is, the skilled comprehender has more stable knowledge about both gate and gait as word forms and their connection to distinct meanings.
The lexical quality hypothesis can be understood as a general claim about word knowledge that encompasses both the stability of word forms (spelling and pronunciation) and their meanings. Form and meaning knowledge are separable, and a more specific hypothesis is that less skilled comprehenders have a semantic deficit, less accessible knowledge of word meanings (Nation & Snowling, 1998) . As an explanation of comprehension problems, both this semantic deficit hypothesis and the lexical quality hypothesis are about word knowledge and its accessibility. These ideas stand in contrast to the view that poor comprehension results from defective processes, either a specific process such as making inferences or monitoring comprehension or a general deficit in working memory capacity. The evidence for a relationship between comprehension and working memory capacity is quite strong (Baddeley, Logie, & Nimmo-Smith, 1985; Crain & Shankweiler, 1988; Just & Carpenter, 1992; Perfetti & Lesgold, 1977 ). An active memory (as opposed to a passive storage) plays a critical role in holding information from a stretch of text (Daneman & Carpenter, 1980; Perfetti & Goldman, 1976; Seigneuric, Ehrlich, Oakhill, & Yuill, 2000) . Accordingly, working memory must also be an important factor in integration processes across text segments.
Our brief review of these alternative conceptualizations of comprehension problems does not conclude that one is favoured over others on the basis of existing evidence. It is very difficult, in fact, to identify a single or even a dominant cause for comprehension problems, based on the evidence. Many different processes are involved in comprehension, and they tend to be interconnected (and interact) during reading. Any comprehension failure may be connected to multiple co-varying factors. Inferences are affected by working memory capacity, which also affects the ability to learn the meanings of words from context. But functional working memory may be affected by successful experience in reading and the growth of stable, accessible word knowledge. (See Perfetti et al., 2005 , for a review.) For the present purpose, we emphasize that a critical part of reading comprehension is word-to-text integration, and that several hypotheses about causes of comprehension problems-inference making, lexical quality, semantic deficits, working memory-would seem to predict that word-to-text integration should be a pivotal process, one vulnerable to breakdown.
We turn now to some of the text devices that support word-to-text integration and then to a review of two recent ERP experiments that demonstrate comprehension skill differences in integration processes.
WORD-TO-TEXT INTEGRATION DEVICES
As a word in a text is identified, the reader may connect it to a continuously up-dated representation of the text. For example, consider the second occurrence of the word spilled in (1):
(1) The flight attendant had just served a completely full glass of red wine to the passenger when suddenly the plane hit turbulence which spilled the wine. The spilled wine stained the passenger's pants.
At the word spilled in the second sentence, the reader may immediately connect the sense of spilled as a modifier with the event of spilling denoted by the verb spilled in the preceding sentence. Alternatively, the reader can simply wait for more information, especially for the noun that a modifier such as spilled must modify, or even until the end of the sentence, before carrying out this integration.
The option for delaying integration is especially plausible at the beginning of a sentence. The first words of a sentence are much less constrained by prior context than are the last words of the sentence. Rather than committing to a specific, interpreted connection, the reader might encode only the word form and hold it in memory until reliable information is obtained to direct meaning integration. Nevertheless, the evidence suggests that a reader processes each word immediately, to the extent possible, rather than taking a 'wait and see' approach. The immediacy assumption, derived from studies of eye movements during reading, expresses this immediate processing idea at a general level (Just & Carpenter, 1992) . At the level of syntax, very different theories about how words are attached to syntactic structures (Frazier & Clifton, 1996; MacDonald, Perlmutter, & Seidenberg, 1994) agree on the conclusion that each word is immediately attached to a syntactic phrase. Referential integration of a word's meaning with a semantic representation of the text, which maintains comprehension of the situation described by the text, may also be achieved by immediate attachment.
Although example (1) above illustrates a basic device for text integration-repeating a word already introduced in a text-the more general device for text integration is argument overlap, the occurrence of a word that is referentially bound to a previous word in the discourse. Argument overlap is the key mechanism for maintaining coherence to a minimal standard during reading, and plays a central role in models of comprehension (Kintsch, 1998) . However, repeating words is not the only way to achieve referential binding, which is the more general process of making a word connect to some referent. Nor is it the most common way, because there is a constraint against repeating a word when a speaker (or writer) can assume that its referent is readily accessible. Pronouns are commonly used to link words to prior referents and have been well studied for years (e.g. Garnham, 1999; Tyler & Marslen-Wilson, 1982) . We want to draw attention to two other text devices for integration, semantic paraphrase and inference making.
Example (2) illustrates semantic paraphrase, words that can refer to the same referent as some other word in a given context:
(2) The flight attendant had just served a completely full glass of red wine to the passenger when suddenly the plane hit turbulence that emptied the glass. The spilled wine stained the passenger's pants.
First, notice that the second sentence of (2) is the same as the second sentence of (1). What is different is that spilled occurs for the first time in the second sentence. It paraphrases the first sentence phrase 'emptied the glass'. Paraphrases are lexical connections between the meanings of words that produce meaning equivalence in some contexts. On this view, paraphrases are not necessarily lexical synonyms. (Note that spill and empty are not synonyms.) Although lexical synonyms are one source of paraphrase, they do not readily appear in anaphoric relations of the kind we are discussing. This is because speakers and writers honour a general constraint to not use alternating forms co-referentially, instead choosing one and sticking with it. For example, to the extent car and automobile are synonyms, they are not used to refer to the same referent within a short stretch of discourse. (So this text seems odd: Last week, I bought a new car. The automobile is already in the repair shop.) The point to be made about paraphrase is that understanding words as co-referential generally requires the understanding of their context, because the context selects the meaning features of the words that allow them to be co-referential.
One could reasonably claim that some inference process is required to understand that spilled and emptied share a referent in example (2). Here, however, we want to reserve the term 'inference' to refer to more distinctive processes that add propositions to establish word-to-text integration. Example (3) below illustrates such a case:
(3) The flight attendant had just served a completely full glass of red wine to the passenger when suddenly the plane hit turbulence. The spilled wine stained the passenger's pants.
In (3) there are two ways an inference can lead to word-to-text integration at the occurrence of spilled in the second sentence. First, a forward inference can elaborate or predict during reading of the first sentence. Full glass of wine þ turbulence ¼ a spill. Thus, when spilled is encountered, the referent is already established through an added proposition that wine has spilled. Because it has established a referent through an added proposition, this kind of forward inference should enable word-to-text integration as easily as the explicit and paraphrasing devices illustrated above.
Suppose, however, that such a forward inference is not made during the first sentence. That sets the occasion for a backward, bridging inference to be made when spilled or spilled wine are encountered in the second sentence. This occurs when the reader notices that spilled or spilled wine does not seem to refer to anything the reader already knows about, and then makes the inference that the wine must have spilled following the turbulence. This bridging inference allows word-to-text integration and keeps the text coherent. But it appears to do so at some cost to processing at the word spilled. Because the inference had not been made before, it must be made as the word is read.
If we measure reading on the word spilled, we should detect whether there was some cost in this inference case, and in each of the other devices we have described for word-to-text integration. All costs associated with word-to text integration at a given word can be assessed by the N400 or some other ERP component (van Berkum, Hagoort, & Brown, 1999) by comparing the three devices for word-to text integration described aboveexplicit, paraphrase, and inference-with a text as in (4), which has no language by which the word spilled in the second sentence can be integrated with the referents introduced by the text of the first sentence.
(4) After turbulence was completely over, the flight attendant served each passenger a glass of red wine. The spilled wine was still lying on the floor.
Although the first sentence established some of the same referents as appear in examples (1) through (3) (turbulence, passenger, glass, red wine), its message and hence its referential world is different. There is no event of wine spilling, so the word spilled in sentence 2 will not be integrated with the first sentence text. Thus, (4) forms a baseline condition of difficult integration against which the success of the devices illustrated in (1)-(3) can be assessed. In particular, we expect a large N400 measured on spilled in the baseline condition of (4) because integration is not possible. We expect that the explicit reinstatement of the word form spill (in the altered modifier form spilled) in example (1) will reduce the N400, because it allows a semantic fit, a word-to-text integration. As for cases (2) and (3), we see them as making different demands on reading processes that should distinguish them in an ERP measure. The paraphrase case requires lexically based meaning processing in context. Reading that quickly activates word meanings and uses a semantic memory of the preceding text to further constrain meaning selection should show evidence of integration. However, the inference case-that is, the forward inference that would be required in the first sentence-is not a compelling one to make in context, and we think such an inference will be highly variable and probabilistic. Such an inference is sometimes made and sometimes not, according to the minimalist hypothesis, which assumes that readers generally make only those inferences necessary for text coherence and not those that merely elaborate information in the text (McKoon & Ratcliff, 1992) . Of course, the occurrence of forward inferences has been the subject of much research and controversy, and there are rebuttals to the minimalist position (Graesser, Singer, & Trabasso, 1994) . It is likely that texts vary in their ability to compel readers to make forward inferences. Theoretically, we see forward inferences as subject to a number of variables that make them probabilistic functions across text conditions and reader motivations, rather than the kind of text processes that are more general (Perfetti, 1993) .
WORD-BY-WORD READING
The study of word-by-word reading is restricted to methods that can take measurements on the reader's response to each word. ERP methods allow word-by-word reading data without explicit responding, leading to inferences about some of the processes that occur when a word is identified and connected to its context. Shifts in EEG voltage recordings can be time-locked to stimulus events, such as the onset of a word, and related to experimental manipulations, including variations in the preceding context. In the study of meaning processes, the N400 has proved to be important. The N400 is a negative voltage shift that peaks between 300 and 500 milliseconds from the onset of a word, and is observed most strongly over central and right parietal electrodes. Its use as a marker of semantic processing rests on its sensitivity to context. When a word is not a good fit to its context (i.e. it is unexpected or semantically anomalous in that context), the N400 is observed. When the word's fit to context is good, a reduction in the amplitude of the N400 is observed; that is, the negativity is less. More generally, the magnitude of the N400 is associated with goodness of fit of a word in relation to its preceding context (Federmeier & Kutas, 2001; Kutas & Hillyard, 1980; Van Petten & Kutas, 1990) .
This allows the N400 to be taken as an index of word-to-text integration difficulty. A word that is difficult to integrate with its context should produce a large N400. Any text condition that facilitates integration should reduce the N400. Indeed, the N400 has been found to be sensitive to integration in text processing (van Berkum et al., 1999) . In addition to the N400, which is associated with a general semantic process, an earlier negativity, more frontal in its distribution, may be associated more specifically with tracking reference in discourse (van Berkum, Zwitserlood, Brown, & Hagoort, 2003) . When the referent of a noun phrase was ambiguous (e.g. 'the girl' when the discourse had previously introduced two different girls), there is evidence for an early negativity (peak at 300-400 milliseconds) with a frontal distribution distinct from the N400 (van Berkum et al., 2003) . It remains to be seen whether the kinds of word-to-text integration we are talking about (see examples (1)- (3)) are captured by the component identified by van Berkum et al. or by the more general N400. In either case, a word-to-text integration effect is reflected in ERP shifts that arise during word reading at a point later than that associated with basic word identification (100-200 milliseconds), but within 400 milliseconds of the word's onset, relatively quickly in the context of explicit measures of word processing (e.g. naming or lexical decision).
In summary, word-to-text integration is an essential part of reading. ERPs give evidence for integration processes in (at least) the N400, which is sensitive to the degree of fit between a word and its context (or the degree of effort required to make a fit) and an additional negative component has been associated with referential processes that require additional memory resources (van Berkum et al., 1999 (van Berkum et al., , 2003 . We can examine ERPs recorded during the reading of a critical word to compare these components under conditions that vary the text devices that support integration. Explicit word repetition should produce reduced N400 s relative to a baseline condition that provides no textual support for integration. Support for integration by paraphrase, inference, and other devices can be compared with this expected effect. Finally, and critically to the present argument, is that differences in ERP markers can expose skill differences in word-to-text integration processes. We can ask whether skill differences are observed when the integration process depends on (a) explicit word repetition, (b) meaning paraphrase and (c) a forward inference.
COMPREHENSION SKILL DIFFERENCES IN ERP INDICATORS
These questions were addressed in ERP studies reported by Schmalhofer (2005, 2007) using materials that correspond to examples (1)-(4). Table 1 displays the four conditions of the experiment with new examples. To review, if a word has occurred in the previous text, even if not in the exact form, its integration should readily occur. This defines the explicit reference condition illustrated in (1). If a word has not occurred in the preceding text, but in that context is related to a word that did occur, there will be a reduction in the N400, only if a lexico-semantic connection is made. This defines the paraphrase condition illustrated in example (2). If a word has not occurred in the preceding text, but could have been implicitly retrieved as part of an inference, there will be a reduction in the N400 only if the inference has been made. This defines the inference condition of example (3). The N400 will be reduced only by a forward inference, one made on the basis of the preceding sentence. Finally, when the word has no plausible antecedent in the first sentence, its integration is not possible. This defines the baseline condition of example (4), and should produce the largest N400.
We expected the explicit condition to provide support for integration, because the repetition of a word, even in a variant form, invites a referential connection. So, in Table 1 , the word hospital in the second sentence is readily connected to a referent already introduced in the first sentence-the hospital. (It is possible that a N400 reduction here could reflect a lexical repetition effect rather than a semantic-referential effect.) Furthermore, on the assumption that word-based processing dominates reading, we reasoned that paraphrase would support integration. An encounter with hospital in sentence (2) would prompt a link to the referent implied by emergency room in sentence (1). In the case of inferences, we reasoned that making predictive inferences was not a routine part of reading, and may not lead to an N400 reduction for all readers.
ERP methods
In ERP studies of reading, the text must be presented one word at a time, allowing ERPs to be time-locked to the onset of a specific word without interference from head and eye movements. In the examples of Table 1 , we observe the ERPs from the onset of the critical word hospital.
In the first study (Yang et al., 2007) , the focus was on the basic questions of text integration and whether ERPs would provide evidence that integration occurred immediately even across a sentence boundary. Accordingly, the participants were a group of skilled comprehenders from a university population, mean age 18.5. All participants had scored high on the Nelson-Denny test of reading comprehension (M ¼ 89%, SD ¼ 7%).
In the experiment, participants read the 120 two-sentence passages of the sort shown in Table 1 , with each word displayed for 600 milliseconds. The first content word of the second sentence was always the critical word for measurement; that is, although EEGs were continuously recorded during reading, the key experimental measures were the ERP recordings from the onset of the critical word. This word was the same across all four conditions (explicit, paraphrase, inference and baseline), allowing a comparison of these conditions. These critical words were often nouns, as in the hospital example, but some were modifiers, as in the sentences with spilled illustrated in the first section of this paper. The recordings were made by a 128 channel electrical geodesics system (Tucker, 1993) and were referenced to the average-reference vertex (Lehmann & Skrandies, 1980) . Additional details are in Yang et al. (2007) . Figure 1 shows the grand mean amplitude recorded at the Cz (vertex) electrode for each of the four text conditions for skilled comprehenders (top) and less skilled comprehenders (bottom). The N400 can be seen as a negative (downward) shift that extends from about 350 to 550 milliseconds within the typical N400 range.
Skilled comprehenders
Consider first the skilled comprehenders. The baseline condition produced the largest negativity in this time window, as expected. The explicit and paraphrase conditions produced significantly less negativity. The inference condition was not significantly Allen's baby became violently ill, so Allen got the baby in the car and rushed off to the hospital. The hospital had a long waiting line Paraphrase Allen's baby became violently ill, so Allen got the baby in the car and rushed off to the emergency room. The hospital had a long waiting line Inference Allen's baby became violently ill, so Allen got the baby in the car and rushed off.
The hospital had a long waiting line Baseline Allen rushed off to work, when his wife was no longer feeling very ill. The hospital that she finally went to was very crowded different from the baseline, although one can see that its negativity appears intermediate with respect to the other conditions. This pattern of significant N400 reductions in the explicit and paraphrase conditions, but not the inference condition, is evidence of word-to-text integration that was replicated in statistical tests based on larger samples of the 128 electrodes. (The effects were most apparent over central and parietal sites, typical for the N400.) This pattern was also revealed by a principle components analysis (PCA) that extracts factors from the raw data across the entire recording time window. Other ERP shifts occurred at the critical word as well, and the PCA identified three factors starting at 110 milliseconds (with PCA peaks at 162, 314 and 516 milliseconds) after onset of the word that were influenced by experimental conditions. The earliest factor related to word processing rose from 110 milliseconds with a peak PCA loading at 162 milliseconds. This PCA factor corresponded to an ERP component visible as a posterior negativity for the baseline condition (peak around 160 milliseconds, an N200) with reduced (marginally significant) negativity for explicit and paraphrase conditions. An especially interesting additional effect is visible in the recording for skilled comprehenders in Figure 1 . The paraphrase condition produced a significant positivity at around 300 milliseconds (a P300). This positivity was general across anterior and central electrodes. For text reading, this positive shift may be linked to the interpretation of the P300 observed in other tasks, specifically as an indicator of memory updating in situations involving novel stimuli (Donchin & Coles, 1988a , 1988b . We may generalize memory updating to capture the idea that a cognitive model of the environment is modified and updated as a function of incoming information (Donchin & Coles, 1988a) . In the case of word-to-text integration, this updating process is responding to a novel word (a paraphrase) that can be associated conceptually with the preceding text representation (Keenan & Jennings, 1995) . In effect, encountering hospital at the beginning of the second sentence 'updates' the referent established by the phrase emergency room in the first sentence. Here, then, is what the results seem to say about word-to-text integration for skilled comprehenders. ERPs suggest that skilled comprehenders immediately integrate a word into its context when this is possible, even across a sentence boundary. ERP shifts show word processing effects that may be associated with text conditions by 200 milliseconds, in a time window and a distribution that is associated with word identification. However, the clearest separation by conditions occurs somewhat later, with a separation of the paraphrase condition from all others at 300 milliseconds (P300) and a separation of explicit and paraphrase conditions from the others at around 500 milliseconds (N400). Especially interesting is that when a critical word is a paraphrase of a possible antecedent evidence for integration is obtained not only in an N400, but also in a P300. We think the earlier indicator may reflect a lexical linkage process through memory. The N400 indicator then reflects the referential matching or congruence process. In the absence of adequate antecedents for a word (the baseline and inference conditions) no easy referent matching is possible.
Less-skilled comprehenders
The study of less skilled comprehenders used the same 120 passages and procedures used in the study of skilled comprehenders. The participants were from the same university population, but were chosen to be below our sample norm on the Nelson-Denny reading comprehension test (M ¼ 70%, SD ¼ 9%). (The distribution of comprehension scores did not overlap those of the skilled group.) These were not poor readers in an absolute sense, merely readers below the mean comprehension score for this population.
Mean amplitudes for the vertex electrode (Cz) are shown in the bottom part of Figure 1 . The main conclusion from the ERP data is that, compared with the skilled comprehenders, the less skilled comprehenders showed a pattern of results that suggested 'sluggish' word-to-text integration processes (Yang et al., 2005) . For example, little or no reduction for the explicit and paraphrase conditions is seen in the N400 time window for the vertex electrode (Figure 1 ), instead being delayed and smaller. The inference condition produced the only reduction during the typical N400 time window.
To be clear, the ERP results for less skilled comprehenders showed a general similarity to that of the skilled comprehenders. For example, the PCA identified three factors across the reading time on the critical word, just as it did for the skilled comprehenders. However, the temporal peaks identified with these three factors were delayed compared with the peaks for the skilled comprehenders: 224, 360 and 656 milliseconds (compared with 162, 314 and 516 milliseconds, respectively for skilled comprehenders). These temporal differences, from the early time windows that reflect word identification through the later windows that reflect integration, suggest a generally slower word processing for less skilled comprehenders. The less skilled comprehenders showed no ERP effects related to experimental conditions prior to 300 milliseconds.
On the specific question of whether the less skilled comprehenders show an N400 effect, the answer is yes, but with interesting differences. The baseline condition produced a pronounced negativity from about 300 milliseconds that peaked at 400 milliseconds on the central vertex (see Figure 1 ) and central parietal electrode and somewhat later on right parietal and temporal electrodes. This indicates a fairly typical N400 effect. However, the key question concerns the reduction of this N400 when the text conditions support integration. Here, the pattern departs from that of skilled comprehenders. The reduction for explicit and paraphrase conditions did not occur in the central Cz electrode as it did for skilled comprehenders (Figure 1) . Instead, the N400 reduction as a function of text integration occurred mainly at the right posterior sites and only for the explicit condition. This we interpret as a simple effect of word repetition, because all other effects occurred later, peaking at 656 milliseconds, when both explicit and inference conditions separated from the baseline condition. The paraphrase condition showed only a late and modest (only at the left anterior site) separation from baseline.
The pattern suggests two phases, one of word identification, which is affected only by word repetition, and a later phase of word-to-text integration that follows word identification. In contrast to the results for skilled comprehenders, there was no suggestion of an early separation of conditions at the time associated with word identification. Two other departures from the results for skilled comprehenders are noteworthy. First, the less skilled comprehenders, unlike the skilled comprehenders, did show a late inference effect relative to baseline. Second, and most interesting, they showed the paraphrase effect only weakly and somewhat later than the skilled comprehenders. The first result argues against the hypothesis that, in this college student population, less skilled comprehenders have a problem making forward inferences. The second result suggests that using word meanings in context is a problem for this group. Overall the ERP pattern suggests sluggish word processing during text reading for less skilled comprehenders. The processes that identify words and link their meanings to previously read text are slowed and show less effective use of meaning relations among words.
To illustrate the contrast between skilled and less skilled comprehenders in using paraphrases for integration, Figure 2 presents topographical maps. These maps show time slices during the reading of a word in the paraphrase condition-for example, reading the word hospital when it has been preceded by the phrase emergency room. The voltage shifts are revealed over time, with positivities as light and negativities as dark. The course of integration is signalled by positivities in central and parietal areas especially.
The skill contrast is seen in the rapid and robust positivities for skilled comprehenders compared with the negativities for less skilled comprehenders that give way slowly to positivities. Thus, integration that depends on context-dependent meaning similarity between words produced only sluggish integration for the less skilled comprehenders. 
DISCUSSION
The results of these studies join a number of others that demonstrate the value of ERPs as indicators of word-to-text integration. In addition to the N400, which has become the standard indicator for context-related meaning processes generally, additional indicators are emerging. One is the 300 milliseconds frontal negativity identified by van Berkum et al. (1999) and another may be the medial-central 300 milliseconds positivity for paraphrases found by Yang et al. (2007) , especially for skilled comprehenders. Both may be indicators of more specific word-to-text integration processes. The first may indicate searches for referents and the second may indicate memory operations that connect a word to a related word in memory. The interpretation that paraphrases work through lexically stimulated memory retrieval is strengthened by fMRI results described in Schmalhofer and Perfetti (2007) . For generalizations to other reading situations, one might wonder whether the word-by-word display required by ERPs produces results not generalizable to normal reading. More work is needed, especially research that compares eye movement and ERP measures on comparable texts, to address this. However, it is important to emphasize the value that ERP measures bring to the study of comprehension by allowing multiple processing events to be inferred from a single measurement taken on a word. Such an inference is not possible from behavioural studies, including eye-movement studies. In our case, results from the paraphrase condition suggested two overlapping processes indicated by the P300 and N400. The first was a memory retrieval stimulated by reading the paraphrase word, and the second was a referential fit made from this word's meaning to the text representation. This two-phase hypothesis may prove to be incorrect with further work, but the point is the potential for observing multiple effects over a brief time period. This potential also is seen in the separation of an early component, prior to 200 milliseconds, that marks basic word identification and the beginning of a semantic process that leads to integration.
Interestingly, multiple indicators are also seen in the difference between skilled and less skilled comprehenders. The less skilled group produced two indicators when they read a word that appeared in the previous sentence (the explicit condition). An early indicator seemed to reflect only the repetition of the word with a later indicator reflecting its integration into context. Skilled comprehenders showed only a single indicator of repetition, which we inferred signalled word-to-text integration.
Turning now to general text comprehension issues, the ERP studies draw attention to the role of word reading. Word-to-text integration is largely a lexico-semantic process that begins with the identification of a word from its orthographic input and, in overlapping phases, moves to the activation of associated meanings, both from the reader's lexicon and from the temporary memories that store words and referential situations from the text. The processes are very rapid and highly overlapping in skilled reading, as evidenced by the early separation of conditions in the experiment with skilled comprehenders. At a time window associated with basic word identification, we see differences that depend on what has come previously in the text.
Outside the scope of this general picture is the case of forward inferences, for which a lexically based connection is not present. It appears that, if skilled comprehenders make forward inference in sentences like those we studied such inferences do not necessarily create a referent to which a word can be connected. It is possible the forward inference is not made at all in a reliable way. However, we do not conclude that readers do not make forward inferences. We conclude only that they do not make them routinely and consistently. We do think that inferences that are implicit in a word's meaning might behave differently (enabling inferences that allow word-to-text integration) and we are examining these in other experiments.
An important question that merits more research is the nature of successful paraphrase; that is, word variation in text that allows easy referential connections. Successful paraphrases are clearly not about synonyms. What we have termed paraphrase represented a wide range of semantic relations in these studies. The example of emergency room being an antecedent for hospital is actually part-whole semantic relationship. Emergency rooms are in hospitals, so the mention of an emergency room enables immediate use of the word hospital. But other relations were present as well, as illustrated by this example: Brad fumbled through the dark until he located the box of matches and struck one. After lighting the match, it was easier to see. If one strikes a match successfully, he or she has lit the match. Still, strike and light are not synonyms. They can refer to the same event in context. For a final example: The male robin climbed out of the nest, spread his wings, and took off. He flew south where it was warmer this time of year. Again, fly and take off are not synonyms, if synonyms are defined as words that can be interchanged in most contexts. Rather the proposition that an able-to-fly object took off gives license to the use of fly. (The object is a bird here, but airplane would work as well.)
In general, the meaning processes we have studied under the label of 'paraphrase' require the selection of word meaning appropriate for context. Thus we may be tapping not only the importance of word knowledge but also the ability to use context in meaning processing. One might prefer to think of our paraphrase processes as a kind of inference made across word meanings that are interpreted in reference to a single situation. If so, such inferences are very different from the kind of elaborative predictive inference for which we obtained no strong evidence for skilled comprehenders.
Although the phrase 'integration process' may suggest an active strategy on the part of the reader, it is possible that word-to text integration instead may be a passive process, at least in part. There is no reason to assume that readers in this study were actively searching for word-to-text links as they read a word. Instead, consistent with resonance models of memory-based processes in reading (O'Brien, Rizzella, Albrecht, & Halleran, 1998) , the key integration processes may occur when reading a given word activates memory traces laid down by prior reading. To the extent that skilled readers have knowledge of the words they read and the concepts they encode and to the extent that they have adequate working memory resources, immediate word-to-text integration can occur readily based on the meanings of words.
Finally, to return to the characterization of comprehension skill, we emphasize that global differences in comprehension skill, as assessed by a standardized comprehension test, may arise in local word-by-word processing. To explain the results of the studies reviewed here, one needs only to refer to local text processes extending just beyond a single sentence; no higher level strategic processes need to be invoked. Nevertheless, the differences in ERP patterns were substantial and dramatically so in the temporal dynamics of the topographic maps. Word-by-word processes vary with reader skill and this variance has consequences for comprehension. We do not assume a single ultimate cause in this account of word-to-text integration as part of comprehension skill. Other situations using different text and strategy manipulations might expose differences in higher-level comprehension strategies.
Nevertheless, the studies reviewed here show that small differences in the temporal dynamics of word-to-text integration are associated word-by-word with reading skill. This suggests that the causes of low comprehension skill in this range of skill include local text processes at the word level. Elaborating further the causes of skill-related word-to-text integration differences-working memory and word knowledge are arguably involvedrequires research that can separate the causal factors more thoroughly. Working memory associations with adult reading skill are well established (Daneman & Carpenter, 1980) and extend to the ability to use context to understand word meanings (Daneman & Green, 1986) . Especially relevant for our ERP studies is the finding that individual differences in working memory capacity are associated with the ERP indicators of the use of sentence context (Van Petten, Weckerly, McIsaac, & Kutas, 1997) . The ability to retain in memory short stretches of text is important for being able to link a new word to this memory.
Our hypothesis is that, aside from working memory differences, readers vary in the flexibility of their semantic representations of words, a dimension of lexical quality (Perfetti & Hart, 2001) , and that this variability has consequences for retrieval of word meanings and the selection of context-appropriate meanings. It is possible that such differences in word knowledge derive from differences in working memory as argued by Gathercole and Baddeley (1993) . Sorting out primary casual relations in word-level skill differences is difficult and remains to be done, including whether differences in word knowledge result mainly from working memory differences, from variations in language experiences, or from something else. However, the ultimate source of differences in word knowledge is not the only question; indeed, not the main question for understanding skill in word-by-word comprehension. For this we need to better understand the nature and variability of readers' word knowledge, their memory representations of short stretches of text, and how the two mutually interact during reading.
