Abstract. This paper presents a new and efficient way to create multiscaling functions with given approximation order, regularity, symmetry, and short support. Previous techniques were operating in time domain and required the solution of large systems of nonlinear equations. By switching to the frequency domain and employing the latest results of the multiwavelet theory we are able to elaborate a simple and efficient method of construction of multiscaling functions. Our algorithm is based on a recently found factorization of the refinement mask through the two-scale similarity transform (TST). Theoretical results and new examples are presented.
1. Introduction. This paper discusses the construction of multiscaling functions which generate a multiresolution analysis (MRA) and lead to multiwavelets. A standard (scalar) MRA assumes that there is only one scaling function φ(t) whose translates φ(t − k) (k ∈ Z) constitute an L 2 -stable basis of their span V 0 [D2, SN] . We move a step forward and allow several functions φ 0 (t), . . . , φ r−1 (t). The vector φ(t) = [φ 0 (t) · · · φ r−1 (t)]
T is called a multiscaling function if the integer translates φ ν (· − k) (k ∈ Z, ν = 0, . . . , r − 1) form an L 2 -stable basis of V 0 and if φ(t) satisfies a dilation equation, φ(t) = N n=0 P n φ(2t − n).
(1.1)
Here the coefficients P n are r × r matrices instead of usual scalars. The multiscaling function φ generates an MRA {V j : j ∈ Z} of multiplicity r. The corresponding wavelet spaces W j can be generated by a multiwavelet w(t) = [w 0 (t) · · · w r−1 (t)] T associated with φ(t), satisfying a wavelet equation
Again, D n are r × r matrices.
Multiwavelets naturally generalize the scalar wavelets. For r = 1, (1.1) is the wellstudied refinement equation (see, e.g., [CDM, DL1, DL2] ). However, multiwavelets have some completely new features arising from the matrix nature (r > 1) of the equation (1.1). They can simultaneously possess symmetry, orthogonality, and high approximation order which is not possible in the scalar case [SB, D2] . This suggests that in some applications multiwavelets may behave better than the scalar ones. The results of first experiments [SHSTH, XGHS] confirm this conjecture and show that the multiwavelets are definitely worth studying.
One of the first multiwavelet constructions is due to Alpert and Rokhlin [AR] . They considered a multiscaling function whose components are polynomials of degree r − 1 supported on [0, 1] . The general theory of multiwavelets, based on the MRA of multiplicity r, is discussed in [GLT, GL] .
Using fractal interpolation, Geronimo, Hardin, and Massopust succeeded to construct a continuous multiscaling function φ(t) = [φ 0 (t) φ 1 (t)]
T with short support, symmetry, and second approximation order [GHM] . The plot of this pair φ 0 (t), φ 1 (t) is presented in Figure 1 .1. The results of [GHM] triggered many attempts to construct more examples [SS1, CL, DGHM] as well as the systematic study of multiscaling functions.
Properties of a refinable function can be formulated either in time or in frequency domain. In [SS2, HSS, L] , conditions of orthogonality and approximation were established in the time domain. Also, a way to construct multiscaling functions with short support and low approximation order was found [SS1, HSS, CL] . Unfortunately, this method required the solution of a large system of nonlinear equations. We therefore switch to the frequency domain.
Working in the frequency domain, one faces the necessity of dealing with the Fourier transformation of (1.1), In the scalar case, P (ω) is a trigonometric polynomial. In the vector case, P (ω) becomes a matrix of trigonometric polynomials. To ensure certain approximation order, P (ω) must satisfy necessary and sufficient conditions in the frequency domain. Those conditions were formulated and proved in [HSS, P3] . In [P3] , it was also shown that the vector φ(t) can only provide approximation order m if the refinement mask P (ω) can be factorized in the form P (ω) = 1 2 m C m−1 (2ω) · · · C 0 (2ω) P (0) (ω) C 0 (ω) −1 · · · C m−1 (ω) −1 , (1.5) where P (0) (ω) is well defined and C 0 (ω), . . . , C m−1 (ω) are matrices of a special form. The factorization (1.5) is not unique. With the help of the two-scale similarity transformation (TST), the whole set of possible factorizations can be described [S1] .
The factorization (1.5) naturally generalizes the scalar case r = 1. As known, one scaling function with compact support and linearly independent integer translates provides approximation order m if and only if its refinement mask P (ω) has m zeros at ω = π:
2 m q(ω), (1.6) with q(0) = 1 and q(π) = 0. For r = 1, (1.6) coincides with (1.5) taking P (0) (ω) = q(ω) and C 0 (ω) = · · · = C m−1 (ω) = (1 − e iω ). Daubechies connected the behavior of q(ω) in (1.6) with the decay properties of φ(ω), and hence, she obtained estimates of smoothness of φ(t) [D1] . The factorization (1.5) plays the same role for a multiscaling function as (1.6) for a scalar one. In [CDP] and independently in [S1] , it was shown how the factorization of the refinement mask P (ω) leads to the decay of φ(ω). Similar results on regularity of refinable function vectors are presented in [Sh] .
However, up to now, the factorization (1.5) has been shown to be necessary only. For the construction of multiscaling functions we need the sufficiency of a factorization (1.5) for approximation order m. In this paper, we show how, under mild conditions, the factorization of the refinement mask P (ω) yields a solution of (1.1) with desired approximation properties. Using this result and the TST, a construction of multiscaling functions providing an arbitrary, fixed approximation order becomes simple. Description of the corresponding algorithm is our main purpose.
The outline of the paper is as follows. In section 2 we summarize previously known and new theoretical results on the symmetry of φ(t), its approximation order, the factorization of the refinement mask P (ω), and the TST. The main novelty of section 2 is the observation that the factorization of the refinement mask leads to the approximation order of the multiscaling functions (Theorem 2.6). Other remarkable new results are given in Theorems 2.7, 2.9, and Lemma 2.5.
In section 3, we present a new algorithm for the construction of a refinement mask P (ω) with any given approximation order. We intensively study how the inner matrix P (0) (ω) and the transformation matrices M rn (ω) should be chosen in order to obtain a smooth, symmetric multiscaling function with compact support. Several examples are given.
Section 4 contains the proof of Theorem 2.6.
Old and new theoretical results.
In this section, we are going to present the results needed for the construction of symmetric multiscaling functions with given approximation order.
Let us start with definitions and notation. For a measurable function f over R and m ∈ N let
Here and below D := d/d ω denotes the differentiation operator with respect to ω. Let W m 2 (R) be the usual Sobolev space with norm · m,2 . For a vector φ = (φ ν ) r−1 ν=0 of compactly supported functions, let S = S(φ) be the shift-invariant space spanned by the integer translates φ ν (t − k) (ν = 0, . . . , r − 1, k ∈ Z). We say that φ(t) provides approximation order m if for every f ∈ W m 2 (R)
where S h is the scaled space S h := {s(·/h) : s ∈ S}. A vector v of length r is said to be in C m 2π (R r ) and, analogously, an r × r matrix V is in C m 2π (R r×r ) if all its entries are 2π-periodic m times continuously differentiable functions.
2.1. Conditions of approximation. Assume that φ ν ∈ C(R) ∩ BV (R) (ν = 0, . . . , r − 1) are compactly supported functions. Here BV (R) denotes the set of functions of bounded variation. If the integer translates φ ν (· − l) form a Riesz basis of S(φ), then the following statements are equivalent (see [JL, P3] ):
(i) The function vector φ(t) provides approximation order m (m ∈ N).
(ii) All algebraic polynomials of degree up to m − 1 can be exactly reproduced by a linear combination of integer translates of φ ν (t).
(iii) φ(t) satisfies the Strang-Fix conditions [SF] of order m; in other words, there is a finitely supported sequence of vectors {a l } l∈Z such that f (t) := l∈Z a T l φ(t − l) satisfies the following conditions:
Since condition (ii) yields vanishing moments for the corresponding multiwavelets it is often used in applications.
The approximation order of a refinable function vector φ(t) satisfying (1.1) is intimately related with the properties of the refinement mask P (ω) defined by (1.4). In the scalar case (r = 1), when there is only one scaling function, P n are real numbers and P (ω) is a scalar trigonometric polynomial. Then mth approximation order implies m zeros of P (ω) at ω = π [D2] . In the vector case, P (ω) is a matrix, and the situation becomes more complicated. But still, similar conditions at the point ω = π hold.
Theorem 2.1 (see [HSS, P3] ). Let φ = (φ ν ) r−1 ν=0 be a refinable vector of compactly supported functions φ ν . Further, assume that the integer translates φ ν (t − l) (l ∈ Z) form a Riesz basis of S(φ). Then φ(t) provides approximation order m if and only if the refinement mask P (ω) of φ satisfies the following conditions: there are vectors
Here 0 denotes the zero vector.
If a matrix P (ω) ∈ C m−1 2π (R r×r ) satisfies (2.1) and (2.2) for n = 0, . . . , m − 1 with vectors y 0 , . . . , y m−1 (y 0 = 0), then we shortly say that P (ω) provides approximation order m with y 0 , . . . , y m−1 . In order to prove that relations (2.1) and (2.2) imply approximation order m, one only needs to assume that y T 0 φ(0) = 0. Riesz stability of integer translates φ ν (t − l) is not needed.
Remark. The result of Theorem 2.1 is a natural generalization of the scalar case. For r = 1, equations (2.1), (2.2) can be simplified to
implying m zeros of P (ω) at ω = π. Note that in the vector case, we need conditions in two points, ω = 0 and ω = π. Also, both eigenvalues and eigenvectors of P (0) and P (π) are important.
2.2. Two-scale similarity transform. A very useful research and construction tool in the theory of multiwavelets is the TST [S1] . We say that Q(ω) is a TST of P (ω) with the transformation matrix M (ω) ∈ C 2π (R r×r ) if
If M (ω) is invertible for all ω ∈ R, then the TST is nondegenerate. It is easy to see that if
The following theorem shows that a nondegenerate TST preserves the approximation properties of a refinement mask. Theorem 2.2 (see [S1] ). Let a transformation matrix M (ω) ∈ C m−1 2π (R r×r ) be invertible for all ω ∈ R. Assume that P ∈ C m−1 2π (R r×r ) provides approximation order m with vectors y 0 , . . . ,
−1 also provides approximation order m with vectors u 0 , . . . , u m−1 , given by
For more properties of the TST and the proof of Theorem 2.2 see [S1, S2] .
2.3.
Factorizations of the refinement mask. In the scalar case, the conditions of approximation (2.3) lead to a factorization of P (ω). A zero at ω = π means that P (ω) has a factor (1 + e −iω ). So P (ω) factorizes as in (1.6). This factorization plays the key role in the construction of regular scalar scaling functions [D2] .
In the vector case, the conditions of approximation (2.1), (2.2) are more complicated, but still they imply a factorization of the matrix refinement mask P (ω). This factorization opens a constructive way toward the creation of new multiscaling functions. But before starting with the factorization, we need to review some notation.
Let r ∈ N be fixed, and let y ∈ R r be a vector of length r. To start, assume that y is of the form
with 1 ≤ l ≤ r and y ν = 0 for ν = 0, . . . , l − 1. We introduce the direct sum of square matrices A ⊕ B := diag(A, B) and define the matrix C y by
Here I r−l denotes the (r − l) × (r − l) unit matrix, and for l > 1, C y (ω) is defined by
j,k=0 by reshuffling rows and columns. More exactly, let j 0 := min{j; y j = 0} and j 1 := max{j; y j = 0}. For all j < j 1 with y j = 0 let d j := min{µ : µ > j, y µ = 0}. For j 0 < j 1 , the entries of C y are defined by
It is easy to observe that C y (ω) is invertible for ω = 0. In particular, Now we can proceed with the factorization of P (ω). Theorem 2.3 (see [P3] ). Let m > 1 be fixed. Assume that P ∈ C m−1 2π (R r×r ) provides approximation order m with vectors y 0 , . . . , y m−1 (y 0 = 0). Then
with C y 0 (ω) defined by y 0 via (2.6)-(2.7), provides approximation order at least m−1 with vectors y 0 , . . . , y m−2 , given by
Moreover, if e corresponds to y 0 in the sense of (2.10), then P (ω) in (2.11)
Assume that P ∈ C m−1 2π (R r×r ) provides approximation order m; then repeated application of Theorem 2.3 yields the desired factorization of P (ω):
2π (R r×r ) and x 0 , . . . , x m−1 ∈ R r are defined recursively by (2.12) [P3] . In particular, x m−1 = y 0 and, by (2.8),
However, the factorization (2.13) is not unique. The following theorem is a generalization of Theorem 2.3. Theorem 2.4 (see [S1] ). Let m ≥ 1 be fixed, and let P ∈ C m−1 2π (R r×r ) provide approximation order m with vectors y 0 , . . . , y m−1 . Further, let M ∈ C m−1 2π (R r×r ) satisfy the following conditions:
1. M (ω) is invertible for all ω = 0. 2. M (0) has a simple eigenvalue 0 with a corresponding left eigenvector y 0 and D(det M )(0) = 0.
Then,
provides approximation order at least m−1 with vectors u 0 , . . . , u m−2 (m > 1) defined by
In particular, u 0 = 0. If P exactly provides approximation order m = 1, then P (0) has the eigenvalue 1, but there exists no vector y = 0 such that P (ω) satisfies (2.1), (2.2) for n = 0.
In [S1] , this result was obtained directly, using similar ideas as in the proof of Theorem 2.3 in [P3] . Here we would like to give another proof which clearly shows the connection between the particular factorization matrix C y 0 and general factorization matrices M .
Lemma 2.5. Let y ∈ R r be a fixed nonzero vector, and let M ∈ C m−1 2π (R r×r ) satisfy assumptions 1 and 2 of Theorem 2.4 (with y instead of y 0 ). Further, let C y be an r × r matrix defined by y via (2.6)-(2.7). Then, there exists a matrix
which is invertible for all ω ∈ R, and
Proof. Let G y be the r × r matrix defined by C y via (2.9). Define M 0 (ω) as follows:
Here, M 0 (0) is found by the rule of l'Hospital from
Observe that, by definition,
Hence,
Proof of Theorem 2.4. Recall that by Theorem 2.2, a TST with an invertible transformation matrix does not change the approximation order of a refinement mask. Using the result of Lemma 2.5, we simply observe that a factorization step (2.14) with a matrix M (ω) can be considered as a combination of factorization step (2.11) with C y 0 (ω) and a nondegenerate TST with the transform matrix M 0 (ω).
While the matrices C y are determined by a left eigenvector y of C y (0) to the eigenvalue 0, we want to identify the matrices M with the help of right eigenvectors of M (0) to the eigenvalue 0. Letting r 0 be a right eigenvector of M (0) in Theorem 2.4, we then have M r0 := M . Hence, similar to (2.13), repeated application of Theorem 2.4 gives a general factorization of P (ω):
2.4. Factorization implies approximation order. In this section we state the main theoretical results of the paper. First, let us again return for a moment to the scalar case (r = 1). In [St1] , it was shown that the approximation order defines the number of factors (1 + e −iω ) in P (ω), and on the other hand each such factor increases the approximation order by one. Therefore, our next step is to prove the reverse of Theorems 2.3 and 2.4, or in other words, to show that the factorization (2.15) of the refinement mask yields approximation order m for the corresponding refinable function vector.
To this end, we need to introduce the "modified" Bernoulli numbers B n (n ∈ N), defined by the following relations:
In particular,
Note that, apart from B 1 , the modified Bernoulli numbers coincide with the usual Bernoulli numbers B n :
This means that B 2n+1 = B 2n+1 = 0 (n ≥ 1), and we have
(see [AS] ). Now we are ready to state the main results of this section. Theorem 2.6. Let m ≥ 1 be a fixed integer and let P ∈ C m 2π (R r×r ) be a refinement mask providing the approximation order m with y 0 , . . . , y m−1 ∈ R r ( y 0 = 0). Further, assume that there is a vector e ∈ R r (e = 0), containing only the entries 0 or 1, such that P (0) e = e. Let y = (y ν ) r−1 ν=0 ∈ R r (y = 0) be an arbitrary vector such that e corresponds to y in the sense of (2.10). Then the matrix P (ω),
with C y defined by y via (2.6)-(2.7), provides approximation order at least m+1 with vectors y 0 , . . . , y m ,
where y −1 := 0. The proof of Theorem 2.6 is presented in section 4. In particular, we obtain from (2.18) that y
ν=0 . Observe that the technical assumption P (0)e = e ensures that C y has the same right eigenvector e to the eigenvalue 0 as P (0) to the eigenvalue 1.
Again, we can generalize this result using the TST. Theorem 2.7. Let m ≥ 1 be a fixed integer and let P ∈ C m 2π (R r×r ) be a refinement mask providing approximation order m with vectors y 0 , . . . , y m−1 ∈ R r (y 0 = 0).
Further, let r be a right eigenvector of P (0) to the eigenvalue 1.
Let u be a left eigenvector of M r (0) corresponding to the eigenvalue 0. Then the matrix
provides approximation order at least m + 1 with vectors u 0 , . . . , u m , given by
, it is shown that P (ω) defined by (2.20) is in C m 2π (R r×r ) and P (0) has a left eigenvector u, corresponding to the eigenvalue 1:
Let C u be defined by u via (2.6)-(2.7); then u T C u (0) = 0 T . By Lemma 2.5, there exists a regular matrix
Recall that the eigenvalue 0 of C u (0) is simple, and we have C u (0) e = 0, where e is connected with u via (2.10). Hence, from M r (0) r = 0, it follows that M 0 (0) r = c e with some constant c = 0. Since M 0 (ω) is invertible for all ω ∈ R, Theorem 2.2 implies that the matrix M 0 (2ω) P (ω) M 0 (ω) −1 also provides approximation order m. Furthermore,
Now, we are ready to apply Theorem 2.6 to the matrix
provides approximation order at least m + 1. The construction of u k (k = 0, . . . , m) follows from Theorems 2.6 and 2.2. Remarks. 1. Let us mention that a degenerate TST with D(det M )(0) = 0 can change the approximation order only by one. This fact does not follow directly from Theorems 2.4 or 2.7. Only together do these theorems imply it.
2. In particular, we obtain that, in Theorem 2.7, the vector u 0 is a multiple of u, since u
Repeated application of Theorem 2.7 yields the following corollary. Corollary 2.8. Suppose that a matrix P (0) (ω) ∈ C m−1 2π (R r×r ) is given. Moreover, let
for some x 0 , r 0 ∈ R r . For n = 1, . . . , m, construct the matrices
Here M rn−1 (ω) are chosen such that 1. M rn−1 (ω) is invertible for all ω = 0 and D(det M rn−1 )(0) = 0; 2. M rn−1 (0) has a simple eigenvalue 0 with a right eigenvector r n−1 ,
where r n−1 is the 1-eigenvector of P (n−1) (0), i.e., P (n−1) (0)r n−1 = r n−1 .
Then there exist vectors y 0 , . . . , y m−1 (y 0 = 0) such that the matrix P (m)
provides approximation order m with y 0 , . . . , y m−1 . Corollary 2.8 opens an easy way to construct multiscaling functions with given approximation order. We discuss it in section 3. Note that the bulky formulas in Theorems 2.6 and 2.7 for y k and u k are only of theoretical interest. They will be used for the proof, but they need not be computed during the construction.
2.5. Regularity of multiscaling functions. In the scalar case, the approximation properties of the refinement mask are closely related with regularity of the scaling function. What happens in the vector case? To give an answer to this question we recall results from [CDP, S1] .
Let v be a right eigenvector of P (0) for the eigenvalue 1. We introduce the spectral radius of P (0), ρ(P (0)) := max {|λ| : P (0) x = λ x, x = 0}.
Suppose that ρ(P (0)) < 2. Then
converges pointwise for all ω, and the convergence is uniform on compact sets (see [CDP] ). Moreover, the following theorem holds.
Theorem 2.9 (see [CDP] ). Let P be an r × r matrix of the form
where C x k are defined by the vectors x k = 0 (k = 0, . . . , m − 1) via (2.6)-(2.7) and P (0) (ω) is an r × r matrix with trigonometric polynomials as entries. Suppose that P (0) (0)e 0 = e 0 , where e 0 is defined by x 0 via (2.10). Further, suppose that ρ(P (0) (0)) < 2, and let, for k ≥ 1,
Then there exists a constant C > 0 such that for all ω ∈ R,
If the conditions of Theorem 2.9 are satisfied and inf k≥1 γ k < m − 1, then a compactly supported continuous solution Υ(t) of (1.1) is unique in a wide class of functions. Further, the uniform convergence of the cascade algorithm (in time domain) is ensured (see [CDP, Sh] ). Using the techniques from [S1] we obtain the following result.
Corollary 2.10. Assume that for n = 1, . . . , m, P (n) (ω) is of the form
Let P (0) (ω), P (n) (ω) and M rn−1 (ω) (n = 1, . . . , m) satisfy the assumptions of Corollary 2.8. Further, suppose that ρ(
, where γ k is defined in (2.22). Then, Υ(t) is a compactly supported d − 1 times continuously differentiable solution of (1.1) with refinement mask P (m) (ω) providing approximation order at least m.
Similar to the scalar case, the regularity of multiscaling functions depends both on the approximation order and the behavior of the residual P (0) (ω). Roughly speaking, each approximation order adds one more derivative to the corresponding function vector, but the starting number of the derivatives depends on the P (0) (ω). Lemma 2.11. Let P (ω) be the refinement mask of a compactly supported continuously differentiable function vector φ ∈ C 1 (R r ) providing approximation order at least 1; i.e., there exists a vector y ∈ R r , y = 0, such that
Further, assume that P (0) has a spectrum of the form {1, µ 1 , . . . , µ r−1 } with each µ ν < 1/2. Let M (ω) ∈ C 1 2π (R) be an r × r matrix satisfying assumptions 1, 2 of Theorem 2.4 (with y instead of y 0 ). Then
is the refinement mask of a continuous function vector ψ = (ψ ν )
In particular, if M = C y M 0 , with C y defined by y as in (2.6)-(2.7) and a constant invertible matrix M 0 , then ψ is also compactly supported. Proof. 1. Let us start with the case when P (ω) := 2 C y (2ω) −1 P (ω) C y (ω) and C y is defined by y as in (2.6)-(2.7). The assumptions on the spectrum of P (0) and the results of [CDP, S1] imply that ρ( P (0)) = 1, and 1 is a simple eigenvalue of P (0). Hence, we can representφ andψ in the form
where a and b are right eigenvectors of P (0) and P (0), respectively. The convergence of the products in (2.24) is ensured by Theorem 3.2 in [CDP] . The observations in [P3] imply that P (ω) is a matrix of trigonometric polynomials ensuring a compactly supported solution ψ(t) of (1.1). The solutions φ and ψ are uniquely determined by (2.24) up to a constant factor [CDP, H, HC] .
By the repeated substitution of (2.23) into (2.24) we get
Formula (2.9) gives
2. Replacing C y (ω) and C y (2ω) −1 by (1 − e −iω ) G y (ω) −1 and (1 − e −2iω ) −1 G y (2ω), respectively, we obtain from (2.23) (with M = C y ) that
In particular, for ω = 0, it follows that P (0) G y (0) = G y (0) P (0). Hence, G y (0) a is a right eigenvector of P (0), and there is a constant c 0 such that
Now take a refinement mask P (ω) of a compactly supported function vector φ ∈ C 1 (R r ) and an arbitrary matrix M ∈ C 1 2π (R r×r ) corresponding to P such that M satisfies conditions 1, 2 of Theorem 2.4 (with y instead of y 0 ). Then, by Corollary 2.10,
is a refinement mask of a continuous function vector ψ ∈ C(R r ). Using Lemma 2.5 we can prove the relation
with an arbitrary chosen constant c 0 in the same manner as above.
Using the spectral properties of transition operators, more results on regularity can be obtained [CDP, Sh, J] .
2.6. Symmetry of multiscaling functions. In many applications, symmetry of the scaling functions is very desirable. Unfortunately, this property is very restrictive, and in the scalar case symmetry cannot be combined with orthogonality. In the vector case, there is more freedom, and the components of a refinable function vector can be symmetric and orthogonal at the same time. One such example was constructed in [GHM] and is shown in Figure 1 .1. In this section we are going to discuss some results on symmetry of multiscaling functions. All details can be found in [S1] .
We say that a refinable function vector φ = (φ ν ) r−1 ν=0 is symmetric if all its components φ ν (t) are symmetric or antisymmetric. Symmetry implies some restrictions on a refinement mask P (ω).
Theorem 2.12 (see [S1] ). If there is a diagonal matrix
such that the refinement mask P (ω) of a refinable function vector φ = (φ ν ) r−1 ν=0 satisfies
then φ is symmetric. The constants T ν occurring in E(ω) are points of symmetry of the components φ ν (t), i.e., φ ν (T ν − t) = ±φ ν (T ν + t).
While constructing a vector of multiscaling functions using Corollary 2.8, it is reasonable to start with a symmetric one and try to preserve the symmetry at each step (see section 3). The following theorem specifies the factorization matrices M (ω) which preserve the symmetry. Theorem 2.13 (see [S1] ). Suppose that all components φ ν (t) of a refinable function vector φ = ( φ ν ) r−1 ν=0 are symmetric (or antisymmetric) with points of symmetry T ν determining E(ω) := diag ±e −i2 T0ω , . . . , ±e −i2 Tr−1ω . (2.26) Take a matrix M (ω) ∈ C 2π (R r×r ) satisfying assumptions 1, 2 of Theorem 2.4 and a matrix
, is also symmetric and T ν , ν = 0, . . . , r − 1 are points of symmetry of its components.
Remark. Let us mention that if φ ν has finite support l ν , starting at point t 1 ≥ 0, and T ν is the point of symmetry of φ ν , then l ν ≤ 2T ν .
Construction of multiscaling functions.
Finally we have reached the point where we can show how to construct refinement masks which yield multiscaling functions with desirable properties.
In the scalar case, there is no problem finding a mask providing any given order of accuracy. One can start with a trigonometric polynomial P (ω) such that P (0) = 1 and multiply by a power of 1 2 (1 + e −iω ) (see, e.g., [St1] ). In the vector case, a TST with transformation matrix M (ω) (as described in Theorem 2.7) plays the role of the factor (1 + e −iω ). An algorithm for the construction of refinement masks, yielding multiscaling functions with given approximation order, can be obtained as a consequence of Corollary 2.8.
Algorithm 3.1. Start with a matrix trigonometric polynomial P (n) (ω) providing approximation order n ∈ N 0 such that ρ(P (n) (0)) < 2. Further, let P (n) (0) possess an eigenvalue 1 with corresponding right eigenvector r n , i.e., P (n) (0)r n = r n .
3. Find a right eigenvector r n+1 corresponding to the eigenvalue 1 of P (n+1) (0). 4. Repeat steps 1, 2, 3 as many times as needed. By Theorem 2.7, the approximation order of P (n+1) (ω) is n + 1, and m − n cycles of Algorithm 3.1 are needed to get a refinement mask P (m) providing approximation order m. In [S1] , it was proven that P (n+1) (0) has eigenvalue 1, so step 4 is consistent. One can see that there are two matrices to be chosen in Algorithm 3.1, the starting matrix P (n) (ω) (only once in the beginning) and the transformation matrix M rn (ω) (one on each cycle of the algorithm).
Corollary 2.10 shows that the regularity of the final function vector (determined by the refinement mask P (m) (ω)) is governed by its approximation order m and by the properties of the starting matrix P (n) (ω).
The approximation order n implies that P (n) can be factored:
where C x k are defined by vectors x k = 0 via (2.6)-(2.7). Further, the spectral radii of P (0) (ω) and P (k) (0),
are related as follows [CDP, S1] :
Let k 0 (0 ≤ k 0 ≤ n) be the smallest integer such that ρ(P (k0) (0)) < 2. Then by Theorem 2.9, it follows that the Fourier transformed solution vector φ n of (1.3), determined by P (n) , satisfies
where
So, if we want to get a multiscaling function with approximation order at least m and p derivatives, we need to apply m 0 − n cycles of Algorithm 3.1, where m 0 is chosen such that m 0 ≥ max{m, k 0 + K 0 + p + 1}.
How to choose the transformation matrices M rn (ω).
In the scalar case, M r k (ω) = (1 − e −iω ) is fixed. In the vector case, we are flexible in the choice of M r k ∈ C 2π (R r×r ). Actually, only one eigenvalue and one eigenvector are restricted in M r k (ω). We can use this freedom to obtain multiscaling functions with desired properties.
Finite support. A refinement mask P (n+1) (ω) corresponds to a finitely supported scaling vector if all components of P (n+1) (ω) are trigonometric polynomials (algebraic polynomials in z = e −iω ) [MRV] . But
contains M rn (2ω) and M −1 rn (ω) which generally are not matrices of trigonometric polynomials at the same time.
Lemma 3.2. Assume that P (n) (ω) is a matrix of trigonometric polynomials. If M rn (ω) satisfies conditions (a)-(c) of Algorithm 3.1, M rn (ω) is a matrix of trigonometric polynomials, and det M rn (ω) is linear in z = e −iω , then the components of P (n+1) (ω) in (3.1) are trigonometric polynomials.
Proof. Let us use a well-known formula for an inverse matrix:
Here the (i, j) element of the matrix N rn (ω) is the minor for the (j, i) element of M rn (ω) (see [St2, p. 225] ). In particular, N rn (ω) contains only trigonometric polynomials.
Since det M rn (ω) is linear in z, and det M rn (0) = 0, we have
with a constant c 0 = 0, and according to (3.2),
It is easy to see that the components of M rn (2ω)P (n) (ω)N rn (ω) are trigonometric polynomials. In [S1] , it was proven that P (n+1) (0) is bounded. On the other hand,
(1 − e −iω ) −1 is infinite at ω = 0. Thus, all components of M rn (2ω)P (n) (ω)N rn (ω) must possess a root at ω = 0 or, in other words, must be divisible by (1 − e −iω ). Hence, reducing M rn (2ω)P (n) (ω)N rn (ω) by (1 − e −iω ), we get a matrix trigonometric polynomial P (n+1) (ω). One way to choose M rn (ω) satisfying the conditions of Algorithm 3.1 and Lemma 3.2 is given by Lemma 2.5. Take an arbitrary vector y n = (y n,ν ) r−1 ν=0 corresponding to r n = (r n,ν ) r−1 ν=0 in the sense that y n,ν = 0 if and only if r n,ν = 0 for ν = 0, . . . , r − 1. Put M rn (ω) := C y n (ω) R n with C y n (ω) defined by y n as in (2.6)-(2.7) and an arbitrary constant r × r matrix R n with the only restriction R n r n = e n , where e n corresponds to r n via (2.10). Then M rn (ω) is linear in z = e −iω by construction and, by (2.8), det M rn is of the desired form. Moreover, we have M rn (0) r n = C y n (0) R n r n = C y n (0) e n = 0. A simple R n satisfying the relation above is R n := diag( r n,0 , . . . , r n,r−1 ), where r n,ν := 1/r n,ν r n,ν = 0, 1 r n,ν = 0.
Symmetry. A reasonable way to get symmetric multiscaling functions with high approximation order is to start with P (n) (ω), yielding a symmetric function vector with low approximation order, and to preserve symmetry on each cycle of Algorithm 3.1. It is remarkable that after each cycle, the number of symmetric and antisymmetric components of the multiscaling function changes, independent of the choice of M rn : Lemma 3.3. Suppose that M (ω) satisfies conditions (a)-(c) of Algorithm 3.1 and a TST with transformation matrix M (ω) preserves the symmetry; i.e., φ = (φ ν )
ν=1 are two symmetric multiscaling functions connected by the relation
Then, for even r, the difference in the number of antisymmetric components in φ and φ is odd, and for odd r, this difference is even.
Proof. Let P (n) (ω) be the refinement mask of φ and P (n+1) (ω) the refinement mask of φ, and let P (n) and P (n+1) be related as in Algorithm 3.1, with M rn := M . Then (3.4) is a consequence of Lemma 2.11. By Theorem 2.13 we have
where E(ω), E(ω) are defined by the points of symmetry T ν , T ν of φ ν , φ ν (ν = 0, . . . , r − 1) via (2.26), (2.27). Since M (ω) satisfies the conditions of Algorithm 3.1, det M (ω) has a simple zero at ω = 0 such that
From (3.5), (2.26), and (2.27), it follows that
and N is the difference in the number of antisymmetric functions in φ and φ. Let z := e −iω ; then by (3.6)
and by (3.7)
Combining these two relations we find
But (3.8) implies that, if N + r + 1 is odd, then f 0 (1) = 0 and thus D(det M )(0) = 0, which contradicts the assumptions. So N + r + 1 must be even and N + r must be odd.
Examples.
In this final section, we employ Algorithm 3.1 for the construction of multiscaling functions with high approximation order and other desirable properties.
Example 1. In the first example, we are going to increase the approximation order of the refinement mask P (2) (ω) corresponding to the Geronimo-Hardin-Massopust (GHM) multiscaling function φ := [φ 0 φ 1 ]
T (see Figure 1 .1):
The functions φ 0 (t), φ 1 (t) are continuous, symmetric, and provide second-order approximation. The integer translates φ 0 (t − l), φ 1 (t − l) (l ∈ Z) are orthogonal. It is easy to see that a 1-eigenvector of
Let us apply one cycle of Algorithm 3.1 to P (2) (ω) with transformation matrix M r2 (ω) preserving symmetry and ensuring short support. Then, M r2 (ω) must satisfy the assumptions of Lemma 3.2 and the following relation:
(cf. Theorem 2.13). The first GHM scaling function is symmetric about T 0 = 1/2, and the second is symmetric about T 1 = 1; hence E(ω) = diag(e −iω , e −2iω ). In order to get the supports of the new scaling functions as short as possible, we choose
then (3.9) is satisfied. Moreover,
(ω) satisfies all conditions of Algorithm 3.1. M r2 (ω) is a matrix of trigonometric polynomials and det M r2 (ω) = 2 √ 2(1 − e −iω ) is linear in z = e −iω , so by Lemma 3.2, finite support for the new scaling functions is ensured. Now we perform step 3 of Algorithm 3.1 and compute P (3) (ω):
The resulting scaling functions are continuously differentiable and provide approximation order 3. They are plotted in Figure 3 .1. The mask P (3) (ω) corresponds to a dilation equation (1.1) with three matrix coefficients: We mention that the GHM dilation equation has four coefficients since GHM functions φ 0 , φ 1 have different supports. Observe that, in accordance with Lemma 3.3, one scaling function is symmetric and the other is antisymmetric. Moreover, the sum of the supports grows exactly by 1.
Unfortunately, the new functions are not orthogonal and for practical applications a biorthogonal multiscaling function should be constructed [DM, SS4] . Example 2. In the second example, we construct polynomial, symmetric multiscaling functions with two components, short support, and arbitrarily high approximation order. Let us start with the function vector
where χ [0, 1] denotes the characteristic function of [0, 1]. The index 2 in φ 2 denotes the approximation order 2 provided by φ 2 . Observe that both φ 2,0 and φ 2,1 are piecewise polynomials, but discontinuous; φ 2,0 (1/2 + t) = φ 2,0 (1/2 − t) and φ 2,1 (1/2 + t) = −φ 2,1 (1/2 − t). The vector φ 2 has the refinement mask We want to apply to P (2) (ω) one cycle of Algorithm 3.1 with a suitable transformation matrix M r2 (ω) which preserves symmetry and short support. We try to find M r2 (ω) satisfying the assumptions of Lemma 3.2 and such that
we obtain, by applying Algorithm 3.1,
The corresponding compactly supported function vector φ 3 = [φ 3,0 φ 3,1 ]
T provides approximation order 3, since M r2 (ω) satisfies all assumptions of Theorem 2.7. We easily observe that
otherwise.
In particular, φ 3,0 and φ 3,1 are continuous functions. (This can also be seen by Corollary 2.10.) Now we apply a second cycle of Algorithm 3.1 to P (3) (ω) in order to get a symmetric vector φ 4 of scaling functions φ 4,0 , φ 4,1 with short support and approximation order 4. Observe that P (3) (0) r 3 = r 3 with r 3 := [1 2] T , so the transformation matrix
satisfies the assumptions of Lemma 3.2, and we have
We construct
The corresponding (compactly supported) functions φ 4,0 and φ 4,1 are again piecewise polynomials:
otherwise,
The functions φ 4,0 and φ 4,1 are symmetric, continuously differentiable functions. Note that φ 4,0 , φ 4,1 are finite element functions studied in [SS3] . They are presented in Figure 3 .2. Obviously, functions φ 4,0 and φ 4,1 are not orthogonal. For the construction of dual scaling functions and wavelets see [DM, SS4] . The procedure can be repeated as follows. Take
and M r 2k+1 (ω) := (2k + 1) and apply Algorithm 3.1 repeatedly with these transformation matrices. The refinement mask P (n) (n ∈ N; n ≥ 3) then provides approximation order n; the corresponding multiscaling functions φ n,0 and φ n,1 are (n − 3)-times continuously differentiable. If n = 2k + 1 (k ≥ 1), the corresponding multiscaling functions φ 2k+1,0 and φ 2k+1,1 are nothing but polynomial B-splines of order 2k + 1 with double knots, defined by the spline knots 0, 0, 1, 1, . . . , k, k and 0, 1, 1, 2, 2, . . . , k, k, k +1, respectively. (This follows from a comparison with known recursion formulas for the refinement mask of Bsplines vectors with multiple knots [P1, P2, P4] ). In particular, supp
If n = 2k (k ≥ 1), the corresponding multiscaling functions φ 2k,0 and φ 2k,1 are nothing but polynomial B-splines of order 2k, defined as the sum and the difference of the B-splines N 2k,0 , N 2k,1 of order 2k with double knots, respectively. In other words, if N 2k,0 and N 2k,1 are defined by the spline knots 0, 0, . . . , k − 1, k − 1, k and 0, 1, 1, . . . , k − 1, k, k, then φ 2k,0 = N 2k,0 + N 2k,1 and φ 2k,1 = N 2k,0 − N 2k,1 . In particular, supp φ 2k,0 = supp φ 2k,1 = [0, k] and
Remark. For r = 1, the refinement mask P (ω) = 2 −m (1 + e −iω ) m determines the cardinal B-spline N m of order m. Let x l := ⌊l/r⌋ (l ∈ Z), where ⌊x⌋ means the integer part of x ∈ R. Then, the refinement mask
with C x k defined by the vector x k := (x k+1 , . . . , x k+r ) T (k = 0, . . . m − 1) and
determines the vector of cardinal B-splines with r-fold knots [P1, P2, P4] .
4. Proof of Theorem 2.6. Before starting the proof of Theorem 2.6 let us show some preliminary assertions. For a given P ∈ C m 2π (R r×r ) and a nonzero vector y ∈ R, let the r × r matrix P ∈ C m 2π (R r×r ) be defined by
where C y (ω) is defined by y via (2.6)-(2.7). Hence, we have by (2.9)
In the next lemma we compute G y (2ω) (D k P )(ω) in terms of derivatives of P (ω) and lower derivatives of P (ω).
Lemma 4.1. We have, for k ∈ N,
Proof. From (4.1) it follows by differentiation that
Observing that
for s ≥ 1 1. We have to show that P (ω) satisfies equations (2.1)-(2.2) for n = 0, . . . , m with y 0 , . . . , y m . That means, by (2.18) and (4.5), we have to show that for n = 0, . . . , m
For ω = 0 and ω = π, we replace G y (0) (D n−l P )(ω) in B n (ω) by the corresponding expressions given in Lemma 4.1 and obtain
2. First we show that for ω = 0 and ω = π,
Changing the order of summation over l and s and putting r ′ := n − l − r, it follows that
where we have used that (D r G y )(0) = (−i) r−1 (DG y )(0) = (−i)
Observe that, by (2.16), Application of (2.1)-(2.2) for P in the sum over s implies that B Recalling that A n (0) + B 0 n (0) = 0 T , the proof is complete.
