This paper focuses on two problems related to QoS-aware I/O server placement in hierarchical Grid environments. Given a hierarchical network with requests from clients, the network latencies of links, constraints on servers' capabilities and the service quality requirement, the solution to the minimum server placement problem attempts to place the minimum number of servers that meet both the constrains on servers' capabilities and the service quality requirement. As our model considers both the different capabilities of servers and the network latencies, it is more general than similar works in the literatures. Instead of using a heuristic approach, we propose an optimal algorithm based on dynamic programming to solve the problem. We also consider the optimal service quality problem, which tries to place a given number of servers appropriately so that the maximum expected response time is minimized. We prove that an optimal server placement can be achieved by combining the dynamic programming algorithm with a binary search on the service quality requirement. The simulation results clearly show the improvement in the number of servers and the maximum expected response time.
Introduction
Grid technologies enable scientific applications to utilize a wide variety of distributed computing and data resources [1] . A Data Grid is a distributed storage infrastructure that integrates distributed, independently managed data resources. It addresses the problems of storage and data management, data transfers and data access optimization, while maintaining high reliability and availability of the data. In recent years, a number of Data Grid projects [2, 3] have emerged in various disciplines.
One of the research issues in Data Grid is the efficiency of data access. One way of efficient data access is to distribute multiple copies of a file across different server sites in the grid system. Researches [4, 5, 6, 7, 8, 9] have shown that file replication can improve the performance of the applications.
The existing works focus on how to distribute the file replicas in Data Grid in order to optimize different criteria such as I/O operation costs [5] , mean access latencies [8] and bandwidth consumption [9] . However, few works use the quality of services as an performance metric of Data Grid. We believe the service quality is also an important performance metric in Data Grid due to the dynamic nature in the grid environment. In [10, 11] , quality of service is considered. Those works, however, fail to take the heterogeneity of servers' capabilities into consideration. That is, in those works, servers are assumed to be able to serve all I/O requests it received. This assumption omits one of the characteristics in grid computing infrastructure: the heterogeneity of its nature. In an early work by Wang [12], they considered the servers' capabilities when minimizing the number of servers.
In this paper, we focus on two QoS-aware I/O server placement problems in hierarchical Grid environments which consider the service quality requirement, the capabilities of servers and the network latencies. As our model consider both the different capabilities of servers and the network latencies, it is more general than similar works in the literatures. The minimum server placement problem asks how to place the minimum number of servers to meet both the constrains on servers' capabilities and the service quality requirement. We propose an optimal algorithm based on dynamic programming to solve this problem. We also consider the optimal service quality problem, which tries to place a given number of servers appropriately so that the maximum expected response time is minimized. We prove that such a server placement can be achieved by combining the dynamic programming algorithm with a binary search on the maximum expected response time of servers. The experimental results clearly show the improvement in the number of servers and the maximum expected response time.
The System Model
In this paper we use a hierarchical Grid model, one of the most common architectures in current use [7, 9, 10, 11, 12, 13] . Consider Fig. 1 as an example. Given a tree T = (V, E), V is the set of sites and E ∈ V × V represents network links between sites. A distance d uv associated with each edge (u, v) ∈ E represents the latency of the network link between sites u and v. We may further extend the definition of d uv as the latency of a shortest path between any two sites u and v.
Leaf nodes represent client sites that send out I/O requests. The root node is assumed to be the I/O server that stores the master copies of all files. Without loss of generality, we assume that the root node is the site 0. Intermediate nodes can be either routers for network communications or I/O servers that store file replicas. We assume that, initially, only one copy (i.e., the master copy) of a file exists at the root site, as in [9, 10, 11, 12, 13] . Let T i be the sub-tree rooted at node i.
Associated with each client site i, there is a parameter r i that represents the arrival rate of read requests for client site i. A data request travels upward from
