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Abstract
In this work, we will study the uncertainty integration problem in a bounded error context
for the dynamic systems, whose input and the initial state have to be optimized so that some
other operation could be more easily and better obtained.
This work is consisted of 6 chapters : the chapter 1 is an introduction to the general subject
which we will discuss about. The chapter 2 represents the basic tools of interval analysis.
The chapter 3 is dedicated to state estimation and parameter estimation. We explain at the
first, how to solve the ordinary differential equation using interval analysis, which will be the
basic tool for the state estimation problem given the initial condition of studied systems. On the
other side, we will look into the parameter estimation problem using interval analysis too. Based
on a simple hypothesis over the uncertain variable, we calculate the system’s parameter in a
bounded error form, considering the operation of intervals as the operation of sets. Guaranteed
results are the advantage of interval analysis, but the big time consumption is still a problem for
its popularization in many non linear estimation field. We present our founding techniques to
accelerate this time consuming processes, which are called contractor in constraint propagation
field. At the end of this chapter, different examples will be the test proof for our proposed
methods.
Chapter 4 presents the searching for optimal input in the context of interval analysis, which
is an original approach. We have constructed several new criteria allow such searching. Some
of them are intuitive, the other need a theoretical proof. These criteria have been used for the
search of optimal initial states and le better parameter estimation results. The comparisons are
done by using multiple applications and the efficiency is proved by evidence.
In chapter 5, we applied the approaches proposed above in diagnosis by state estimation and
parameter estimation. We have developed a complete procedure for the diagnosis. The optimal
input design has been reconsidered in an active diagnosis context. Both state and parameter
estimation are implemented using an aeronautical application in literature.
The last chapter gives a brief summary over the realized subject, some further research
directions are given in the perspective section.
All the algorithms are written in C/C++ on a Linux based operation system.
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Re´sume´
Dans ce travail de the`se, nous nous focalisons sur le proble`me de l’inte´gration d’incertitude
a` erreurs borne´es pour les syste`mes dynamiques, dont les entre´es et les e´tats initiaux doivent
eˆtre optimaux afin de re´aliser certaines fonctionnalite´s.
Le document comporte 5 chapitres : le premier est une introduction pre´sentant le panorama
du travail. Le deuxie`me chapitre pre´sente les outils de base de l’analyse par intervalle.
Le chapitre 3 est de´die´ a` l’estimation d’e´tats et de parame`tres. Nous de´crivons d’abord
une proce´dure pour re´soudre un syste`me d’e´quations diffe´rentielles ordinaires avec l’aide de
cet outil. Ainsi, une estimation des e´tats a` partir des conditions initiales peut eˆtre faite. Les
syste`mes diffe´rentiels conside´re´s de´pendent de parame`tres qui doivent eˆtre estime´s. Ce proble`me
inverse pourra eˆtre re´solu via l’inversion ensembliste. L’approche par intervalle est une proce´dure
de´terministe naturelle sans incertitude, tous les re´sultats obtenus sont garantis. Ne´anmoins, cette
approche n’est pas toujours efficace, ceci est duˆ au fait que certaines ope´rations ensemblistes
conduisent a` des temps de calcul important. Nous pre´sentons quelques techniques, par cela,
nous nous plac¸ons dans un contexte a` erreurs borne´es permettant d’acce´le´rer cette proce´dure.
Celles-ci utilisent des contracteurs cible´s qui permettent ainsi une re´duction de ce temps. Ces
algorithmes ont e´te´ teste´s et ont montre´ leur efficacite´ sur plusieurs applications : des mode`les
pharmacocine´tiques et un mode`le du vol longitudinal d’avion en atmosphe`re au repos.
Le chapitre 4 pre´sente la recherche d’entre´es optimales dans le cadre analyse par intervalle,
ce qui est une approche originale. Nous avons construit plusieurs crite`res nouveaux permettant
cette recherche. Certains sont intuitifs, d’autres ont ne´cessite´ un de´veloppement the´orique. Ces
crite`res ont e´te´ utilise´s pour la recherche d’e´tats initiaux optimaux. Des comparaisons ont e´te´
faites sur plusieurs applications et l’efficacite´ de certains crite`res a e´te´ mise en e´vidence.
Dans le chapitre 5, nous appliquons les approches pre´sente´es pre´ce´demment au diagnostic
via l’estimation de parame`tres. Nous avons de´veloppe´ un processus complet pour le diagnostic
et aussi formule´ un processus pour le diagnostic actif avec une application en ae´ronautique.
Le dernier chapitre re´sume les travaux re´alise´s dans cette the`se et essaye de donner des
perspectives a` la recherche.
Les algorithmes propose´s dans ce travail ont e´te´ de´veloppe´s en C++ et utilisent l’environ-
nement du calcul ensembliste.
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1.1 Introduction ge´ne´rale
Pour changer le monde qui nous entoure, la premie`re chose est de le comprendre. Une
fac¸on d’y parvenir peut se re´aliser par le biais de la mode´lisation. Le monde physique
peut eˆtre mode´lise´ mathe´matiquement par certaines formes d’e´quations dont les variables
sont inconnues mais de´pendent de mesures re´elles. Ces mesures sont souvent obtenues par
un processus ou une observation, ce qui introduit souvent des perturbations sur les si-
gnaux obtenus. Comme dans le domaine de l’automatique la plupart des machines sont
controˆle´es par certaines me´thodes nume´riques qui emploient l’estimation et l’identifica-
tion, ces branches ont largement e´volue´. L’estimation parle du proble`me d’inverse, qui
e´value des variables inconnues de´pendant de mesures donne´es. Les donne´es sont souvent
bruite´es et c’est pourquoi il est ne´cessaire d’e´valuer de combien et comment les variables
estime´es influencent le proble`me conside´re´.
Dans le cas classique stochastique, les incertitudes sont suppose´es suivre une certaine
loi probabiliste. Mais dans certains cas, la probabilite´ du phe´nome`ne physique est suscep-
tible d’eˆtre incorrecte. Par exemple, le processus mesure´ par des donne´es re´elles peut eˆtre
complexe (non line´aire, temps variant, etc.) alors que des mode`les simplifie´s sont souvent
utilise´s dans le processus d’estimation. Ensuite, le re´sidu du mode`le simplifie´ a une partie
d’erreur de´terministe. Cela peut eˆtre des de´viations sur leurs sorties, des de´rives du cap-
teur, etc. Si nous traitons ces erreurs comme des variables ale´atoires distribue´es suivant
une loi de distribution, alors des re´sultats insatisfaisants pourront eˆtre obtenus si la loi
est mal choisie.
Parmi les approches alternatives, l’analyse par intervalles a attire´ notre attention. Elle
conside`re toutes les variables comme des inconnues mais borne´es par une borne supe´rieure
et une borne infe´rieure, ce qui est une bonne interpre´tation pour des phe´nome`nes
ale´atoires de loi inconnue. Avec le perfectionnement des capteurs, les mesures sont faciles
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a` acque´rir et en plus, leur fre´quence est de plus en plus e´leve´e. Malheureusement les
donne´es sont souvent sur e´chantillonne´es et souffrent des erreurs structurelles quand la
configuration du capteur n’est pas totalement satisfaite. Au lieu de prendre une valeur
potentiellement bruite´e, l’approche par intervalle propose d’utiliser une borne supe´rieure
et une borne infe´rieure pour encadrer ces erreurs.
Nous avons un e´le´ment xˆ d’un proble`me (par exemple des parame`tres d’un syste`me
dynamique ou un instant particulier durant un processus) et nous souhaitons e´valuer une
fonction f(xˆ) (un syste`me dynamique ou un processus hybride) de cet e´le´ment. Nous
supposons que la valeur de l’e´le´ment est incertaine, mais des informations a priori sont
disponibles. Nous supposons que cet e´le´ment appartient a` l’ensemble X dont les e´le´ments
sont des solutions possibles et qu’une fonction f(xˆ) est mesure´e. Nous supposons de plus
que les mesures exactes ne sont pas disponibles mais que les mesures y sont perturbe´es
par une erreur e dont les bornes e (supe´rieure) et e (infe´rieure) sont connues. Le proble`me
de l’estimation consiste a` trouver un estimateur F fournissant une approximation F (x) ⊃
f(xˆ) en utilisant les donne´es y et e´valuant les mesures de cette approximation.
Dans l’analyse par intervalle, nous nous inte´ressons a` la de´termination du choix d’une
entre´e controˆle´e dans le cas de syste`mes non line´aires. Les algorithmes par intervalles
propose´s de´die´s a` de tels syste`mes sont de´taille´s dans les chapitres qui suivent.
Nous nous orientons a` tester des entre´es diffe´rentes via des crite`res base´s sur la sensi-
bilite´ et aussi d’autres crite`res qui ont aussi e´te´ e´value´s. Le but est de mettre au point la
the´orie qui permet de formuler proprement notre de´marche dans le cadre ensembliste. Il
s’agit d’un travail original, destine´ a` eˆtre applique´ au cas re´el comme le diagnostic actif.
En ce qui concerne le diagnostic actif, nous avons parcouru les travaux propose´s dans
la litte´rature. Notre but est de trouver des entre´es permettant de raffiner le diagnostic de
faute lorsque celui est ambigu.
1.2 Mode`le mathe´matique e´tudie´
Soit une fonction f : R× Rn → Rm continuˆment diffe´rentiable de forme suivante :
y = f(t, p), (1.1)
pour tout t ∈ [0, T ] ∈ R et p ∈ P ⊂ Rn. Alors si la fonction f dote´e d’une expression
explicite, cette fonction est dite exacte. Supposons X ⊂ Rn et Y ⊂ Rm, alors un mode`le
exact a la forme suivante : {
x(t, p) = h(t, p),
y(t, p) = g(x(t, p)),
(1.2)
ou` h : [0, T ]× P → X et g : X → Y sont des fonctions continuˆment diffe´rentiables .
Dans la litte´rature, souvent le mode`le mathe´matique est de´crit par un syste`me
d’e´quations non line´aires diffe´rentielles ordinaires. Les mode`les sont donne´s sous la forme
suivante : {
x˙(t, p) = h(t, p, x(t, p)) x(0, p) = x0,
y(t, p) = g(x(t, p)),
(1.3)
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ou` h : [0, T ] × P × X → X et g : X → Y sont des fonctions. Souvent, il y aura des
erreurs intrinse`ques quand nous mesurons les sorties et il est peu probable que le mode`le
co¨ıncide avec les mesures re´elles. Afin d’introduire ces incertitudes, nous utilisons un
mode`le mathe´matique qui e´value les diffe´rences entre les sorties du mode`le mathe´matique
et du syste`me re´el.
1.2.1 L’erreur statistique et l’erreur ensembliste
Le mode`le statistique est de´fini par
y(tj) = y
m(tj, p0) + ej, (1.4)
ou` ej est un variable ale´atoire qui repre´sente les erreurs sur le processus de mesure et p0
repre´sente le “vrai” parame`tre du mode`le. Nous supposons que pour tous j = 1, . . . , N , la
variable ale´atoire ej a une distribution normale de moyenne nulle, c’est-a`-dire E(ej) = 0.
Dans le cas scalaire, nous supposons que la variance d’erreur est var(ej) = σ
2 pour tous
j = 1, . . . , Net le cas vectoriel, nous supposons que var(ej) = diag(σ
2
1, σ
2
2, . . . , σ
2
m) pour
tous j = 1, . . . , N . Comme ej est une variable ale´atoire, y(tj) est aussi une variable
ale´atoire.
La conception ensembliste peut eˆtre applique´e dans n’importe quelle condition incer-
taine, quelque soit le type de la source d’erreur qui va affecter les sorties du syste`me
dynamique. Supposons que ej suive une distribution gaussienne de moyenne µ et de
variance σ2, alors cet ensemble peut eˆtre de´crit par un intervalle :
[E] = µ+ 3σ[−1, 1] = [µ− 3σ, µ+ 3σ], (1.5)
qui repre´sente 99.7% de suˆrete´ pour la variable e avec une distribution ale´atoire.
Etant donne´ un mode`le mathe´matique et un ensemble de mesures d’expe´riences,
l’e´tape suivante consiste a` trouver un parame`tre qui “adapte” les sorties du mode`le
mathe´matique aux mesures a` partir de l’expe´rience. Ce processus est connu comme e´tant
le proble`me de l’estimation de parame`tres et les hypothe`ses sur la distribution de la
variable repre´sentant le bruit qui influence la re´solution du proble`me. Dans le contexte
stochastique, ce proble`me a e´te´ traite´ dans le cas ponctuel. Avant d’entrer dans le contexte
de l’analyse par intervalles, nous pre´sentons un court re´sume´ concernant les e´quations de
sensibilite´ de´finies par le mode`le. Comme nous le verrons plus tard, la sensibilite´ joue un
roˆle important dans l’estimation de parame`tres, la planification d’expe´rience et dans le
diagnostic actif.
1.2.2 Equations de sensibilite´
La sensibilite´ donne des informations sur les impacts des variations des parame`tres
sur la sortie. L’obtention des sensibilite´s d’un mode`le pre´cis est un e´le´ment important
dans l’estimation de parame`tres et dans la planification d’expe´rience.
De´finition 1. Les sensibilite´s des sorties du mode`le (1.2) et (1.3) par rapport aux pa-
rame`tres du mode`le sont de´finies comme :
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sp1(t, p) = [
∂y1(t, p)
∂p1
,
∂y2(t, p)
∂p1
, . . . ,
∂ym(t, p)
∂p1
],
sp2(t, p) = [
∂y1(t, p)
∂p2
,
∂y2(t, p)
∂p2
, . . . ,
∂ym(t, p)
∂p2
],
...
spnp (t, p) = [
∂y1(t, p)
∂pnp
,
∂y2(t, p)
∂pnp
, . . . ,
∂ym(t, p)
∂pnp
].
(1.6)
Pour des syste`mes de´crits par des mode`les exacts, le calcul des sensibilite´ est di-
rect, nous re´solvons le mode`le accompagne´ des e´quations de sensibilite´s sous forme
diffe´rentielle. Par souci de simplification des notations, nous conside´rons que g est
une fonction line´aire re´duite a` l’identite´. Ce qui est e´quivalent a` y(t, p) = x(t, p). Par
de´rivation, nous obtenons :
x˙(t, p) = h(t, p, x(t, p)), (1.7)
Notons que x˙pj(t, p) =
∂x˙
∂pj
(t, p) et xpj(t, p) =
∂x
∂pj
(t, p), en re´sultent les sensibilite´s
d’e´tats par rapport aux parame`tres :
x˙p1(t, p) = hx(t, p, x(t, p))xp1(t, p) + hp1(t, p, x(t, p)),
x˙p2(t, p) = hx(t, p, x(t, p))xp2(t, p) + hp2(t, p, x(t, p)),
...
x˙pnp (t, p) = hx(t, p, x(t, p))xpnp (t, p) + hpnp (t, p, x(t, p)).
(1.8)
Pour la condition initiale x(0, p) par rapport a` p, nous de´finissons :
xp(0, p) = [
∂x(0, p)T
∂p1
,
∂x(0, p)T
∂p2
, . . . ,
∂x(0, p)T
∂pnp
]T . (1.9)
Ensuite, il s’ensuit que les sensibilite´s des e´tats peuvent eˆtre re´solues via le syste`me :
x˙(t, p) = h(t, p, x(t, p)),
x˙p1(t, p) = hx(t, p, x(t, p))xp1(t, p) + hp1(t, p, x(t, p)),
x˙p2(t, p) = hx(t, p, x(t, p))xp2(t, p) + hp2(t, p, x(t, p)),
...
x˙pnp (t, p) = hx(t, p, x(t, p))xpnp (t, p) + hpnp (t, p, x(t, p))
[x(0, p)T , xp(0, p)
T ]T = [xT0 , x
T
0,p]
T .
(1.10)
ou` hx(t, p, x(t, p)) repre´sente la matrice jacobienne par rapport a` x, hpi(t, p, x(t, p))
repre´sente la de´rive´ de h par rapport a` pi, pour i = (1, . . . , np).
Finalement, nous obtenons les sensibilite´s du mode`le :
sp1(t, p) = yp1(t, p) = hx(t, p, x(t, p))xp1(t, p) + hp1(t, p, x(t, p)),
sp2(t, p) = yp2(t, p) = hx(t, p, x(t, p))xp2(t, p) + hp2(t, p, x(t, p)),
...
spnp (t, p) = ypnp (t, p) = hx(t, p, x(t, p))xpnp (t, p) + hpnp (t, p, x(t, p)).
(1.11)
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Si la dimension des e´tats n est grande, la solution des e´quations de sensibilite´ peut
eˆtre lourde, nous pouvons regrouper les e´quations de sensibilite´ avec les e´quations d’e´tat
qui re´sultent de plusieurs sous-syste`mes afin d’alle´ger les calculs.
1.3 L’estimation de parame`tres a` erreurs inconnues mais
borne´es
La strate´gie que nous utilisons pour estimer les parame`tres inconnus d’un mode`le est
base´e sur les hypothe`ses qui ont e´te´ faites sur les ej, variables ale´atoires qui repre´sentent
les erreurs dans le mode`le statistique et aussi la quantite´ des mesures disponibles. Deux
me´thodes peuvent eˆtre utilise´es pour l’estimation de parame`tres. Chaque me´thode de-
mande des hypothe`ses statistiques standards sur le comportement de ej.
— Me´thode des moindres carre´es.
— Me´thode de maximum de vraisemblance.
Celles ci sont de´termine´es par les connaissances de leurs lois de distribution
[Casella 2002], [Banks 2009]. Si l’on connaˆıt approximativement la re´partition de ej, alors
nous pouvons mettre en œuvre l’estimateur du maximum de vraisemblance afin d’utiliser
les informations que l’on connaˆıt sur la distribution de ej dans l’estimation de parame`tre.
L’estimation des moindres carre´es peut eˆtre utilise´e quand la loi de distribution des ej
est inconnue [Burns 2007].
Dans un contexte ensembliste, l’estimation de parame`tres est dite a` erreurs borne´es,
toute les variables incluent toutes les valeurs possibles sur des quantite´s incertaines
[Jaulin 2001a] [Ra¨ıssi 2004b] [Kieffer 2011]. Avec les outils intervalles, les solutions
peuvent eˆtre aussi obtenues nume´riquement et correctement en ne tenant compte que
des erreurs d’arrondis sur l’ordinateur. Donc, quelle que soit le nombre de mesures, l’ap-
proche ensembliste permet d’obtenir des re´sultats garantis, a` la fois nume´riquement et
pratiquement. Ce qui est diffe´rent des solutions retenues par l’approche stochastique,
nous avons des intervalles de confiances sur les re´sultats obtenus.
L’estimation de parame`tres a` erreur borne´e a pour but de trouver un ensemble qui
de´crit les parame`tres potentiellement corrects permettant de le projeter via la fonction du
syste`me a` l’inte´rieur des donne´es borne´es ou bien de trouver un ensemble qui minimise une
fonction couˆt choisie, par exemple, la norme de la diffe´rence entre les donne´es mesure´es
et les donne´es calcule´es [Jaulin 2001b]. La minimisation de cette fonction couˆt conduit
a` une seule solution : le vecteur de parame`tres sur le point minimal. D’ailleurs, cette
approche utilise la proprie´te´ asymptotique de l’estimateur de vraisemblance, ce qui n’est
pas approprie´ quand le nombre de mesures est insuffisant. Une approche plus inte´ressante
est d’utiliser l’estimation via le calcul ensembliste. L’avantage de cette me´thode est qu’elle
ne ne´cessite pas d’hypothe`ses sur le nombre de donne´es, mais impose que les erreurs
de mesures soient borne´es. Les re´sultats que nous obtenons donnent une vision de la
re´partition des parame`tres, ce qui nous permet d’appre´hender plus d’information : par
exemple l’e´tat de fonctionnement, pronostiquer les fautes, etc [Pons 2008]. Comme pour
chaque donne´e, nous devons faire une inversion ensembliste, ce qui ne´cessite plusieurs
ope´rations re´cursive, le temps de calcul est alors plus couˆteux que dans le cas de la
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me´thode statistique.
Une question qui se pose souvent concerne le temps d’e´chantillonnage permettant
d’obtenir les mesures donnant la meilleure estimation de parame`tres : Si nous avons N
e´chantillons de mesures, comment choisir les instants pour les M e´chantillons suivants
afin d’estimer les parame`tres ? C’est une question cruciale car deux ensembles de donne´es
contenant M e´chantillons, mais pris a` des instants diffe´rents peuvent conduire a` une
estimation de parame`tres de qualite´ diffe´rente. La re´ponse est d’utiliser la planification
d’expe´rience. Avec cette approche, nous souhaitons planifier des expe´riences qui soient
efficaces pour estimer au mieux les parame`tres inconnus a` partir du mode`le. En plus elle
nous permet d’identifier les conditions optimales pour les mode`les correspondants.
Pour concevoir une planification d’expe´rience, nous devons faire quelques hypothe`ses
sur les parame`tres a` estimer. Cette information peut venir d’expe´riences pre´alables ou a`
partir d’une e´tude sur le syste`me mode´lise´. Peu importe d’ou` vient cette information, la
planification d’expe´rience commence par la donne´e d’un ensemble borne´ dans lequel se
trouveront avec certitude les parame`tres p˜. La planification d’expe´riences est donc lie´e a`
cet ensemble pre´fixe´ (a priori connu) de parame`tres. Pour cette raison, il est crucial de
bien choisir cet ensemble de parame`tres au de´part.
1.4 Le diagnostic et le diagnostic actif
Les syste`mes automatiques deviennent de plus en plus complexes et les algorithmes de
controˆle aussi. D’autre part l’efficacite´, la rentabilite´, la suˆrete´ sont des points incontour-
nables. Cela demande des de´veloppements sur le diagnostic sur ces syste`mes automatiques
afin de ge´rer la fiabilite´ sur des syste`mes de suˆrete´s critiques [Chen 2012]. Des syste`mes de
diagnostic sont alors propose´s afin de de´tecter les fautes et diagnostiquer leur importance
sur l’objet e´tudie´. Un tel syste`me consiste de trois missions : la de´tection, l’isolation et
l’identification de fautes. Dans cette the`se, nous parlerons de la me´thodologie du diag-
nostic a` base de mode`les analytiques [Isermann 2005].
Avec cette approche, le principe fondamental du diagnostic s’e´nonce ainsi :
”toute proce´dure de diagnostic proce`de ne´cessairement de tests de cohe´rence entre des
signaux issus d’observation et des mode`les de comportement”.
Ne´anmoins, la ve´rification de cette cohe´rence nous donne un taux de fausses alarmes
e´leve´ en tenant compte de l’erreur incertaine importante, par contre, une seule faute
re´sulte de fautes multiples a` la phase de de´tection de faute, ce qui rend difficile d’isoler des
fautes diffe´rentes. D’autre part, cette ve´rification de cohe´rence ne´cessite une redondance
mate´rielle ou analytique qui restent le seul secours pour compenser tous ces inconve´nients.
Le diagnostic actif stimule le syste`me par une entre´e appele´e excitation afin de de´cider
si dans les comportements du syste`me apparaissent des dysfonctionnements ou pas. Il peut
eˆtre utile dans les situations suivantes :
— Ge´ne´ration des signaux de test lors de la mise en service d’un syste`me pour en
ve´rifier le bon fonctionnement.
— De´tection des dysfonctionnements plus rapidement que dans les conditions nor-
males d’un syste`me.
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— De´tection des dysfonctionnements cache´s re´sultant de la re´gulation et conduisant
a` ne pas percevoir le dysfonctionnement car les sorties sont indistinguables.
Le but du diagnostic est de trouver une se´quence d’entre´es de telle sorte que
les sorties calcule´es avec les syste`mes dysfonctionnels et les syste`mes fonctionnels de-
viennent diffe´rentes. Nous supposons que les sorties du syste`me sont disponibles a`
chaque instant t. Une sortie du syste`me est note´e d’une manie`re ge´ne´rale Y et Y =
(y(t1), · · · , y(tN))T . Nous noterons T = tn1 , . . . , tnk un ensemble d’instants de mesures,
Yi(T ) = (yi(tn1), . . . , yi(tnk)))
T la sortie qui subit la faute fi.
Pour que la faute fi soit de´tectable, il suffit qu’il existe un instant tnji telle que la
diffe´rence entre yi(tnji) et le mode normal soit significative [Isermann 2005] :
|y0(tnji)− yi(tnji)|≥ d pour tout i ∈ {1, · · · , n}, (1.12)
ou` d > 0 et n repre´sente le nombre de fautes et tnji repre´sente un e´le´ment de tn1i , . . . , tnki
qui correspond a` l’ensemble T pour la faute fi. y0(tnji) repre´sente le syste`me en fonction-
nement normal, c’est-a`-dire sans faute.
La de´tection de fautes et l’identification de fautes peuvent eˆtre faites par le biais de
surveiller peu de mesures, le processus dynamique, le mode`le de signal et l’estimation
de parame`tres afin de ge´ne´rer un symptoˆme [Isermann 1993]. Ce symptoˆme sera ensuite
e´value´ par une proce´dure de diagnostic, qui est base´e sur des connaissances a priori. Le
taux de fausses “alarmes” est un effet ine´vitable dans le cadre de diagnostique probabi-
liste, pour couvrir plus largement le cas de´faillant, de nombreuses expe´riences doivent eˆtre
faites pour avoir une valeur relativement bonne [Chen 2012]. Pour e´vider ces proble`mes
comme incertitudes, nous pouvons choisir un seuil pour de´terminer si une faute persiste
ou pas, etc. Nous proposons d’utiliser l’approche d’analyse par intervalle afin de de´tecter
voire de diagnostiquer les fautes.
Nous appliquons deux approches diffe´rentes avec les techniques de diagnostiques. Dans
cette the`se : une me´thode surveille les e´tats, calculer l’e´cart entre la sortie sans faute et la
sortie subissant des fautes en temps re´el. L’autre calcule les parame`tres, nous comparons
l’e´cart entre les parame`tres dans le cas normal et ceux qui du cas anormal. Pour la dernie`re
me´thode, nous adoptons une processus d’inversion ensembliste afin de trouver l’ensemble
de solution d’une fac¸on de´terministe et exhaustive, peu importe le type ensemble de
parame`tres admissibles (convexe ou pas). Graˆce a` cette recherche exhaustive en utilisant
“Branch and Bound”, le temps d’exe´cution est long.
Afin d’ame´liorer et d’affiner les re´sultats du diagnostic via l’estimation de parame`tres
(temps et pre´cision), nous mettons en place une technique de diagnostic actif afin de
sortir plus de l’information depuis le syste`me e´tudie´. La conception du choix d’entre´e est
importante avec cette technique. Dans notre approche, cette entre´e est conc¸ue hors ligne
base´e sur une analyse de sensibilite´ qui cherche a` rendre le domaine des solutions plus
contractant.
Le chapitre 2 parle de l’outil d’estimation dans le contexte d’ensembliste. Ensuite,
le chapitre 3 parlera de l’estimation garantie en utilisant l’analyse par intervalles. Les
ide´es principales pour estimer les e´tats et les parame`tres du mode`le dynamique seront
pre´sente´es et explique´es avec des exemples concrets. Pour augmenter la pre´cision des
re´sultats d’estimation de parame`tres, nous avons propose´ d’utiliser une planification
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d’expe´rience afin de rendre le domaine initial des parame`tres a` estimer le plus petit
possible. Dans le chapitre 4, quelques crite`res d’optimalite´ ont e´te´ propose´s et de´montre´s
avec des exemples choisis du domaine ae´ronautique. Enfin, cette me´thode a e´te´ amene´e
dans le domaine du diagnostic actif afin de trouver les fautes a` partir de l’estimation de
parame`tre dans le chapitre 5. La conclusion et des perspectives seront donne´es dans le
dernier chapitre 6.
Chapitre 2
Outil d’estimation dans le contexte
ensembliste
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2.1 Introduction au contexte ensembliste
Pour de´crire l’incertitude, nous avons des outils dans les sciences pour l’inge´nieur, l’une
est l’approche probabiliste, plus classique et largement applique´e. Mais dans certaines
applications, pour obtenir une estimation de´terministe par exemple, les incertitudes sur
les conditions initiales et les incertitudes sur le syste`me d’e´volution peuvent limiter cette
approche a` cause d’une mauvaise connaissance sur les lois de distribution. Une autre
approche peut eˆtre utilise´e c’est l’approche ensembliste que nous pre´sentons dans ce
chapitre.
L’approche ensembliste utilise un ensemble borne´ X de Rn, pour repre´senter une va-
riable incertaine, que l’on sait contenue dans X. La repre´sentation ensembliste est plus
conservatrice que la repre´sentation probabiliste, sa manipulation est beaucoup plus aise´e
que celle des variables ale´atoires. Par contre, elle ne demande aucune connaissance statis-
tique, ce qui est toujours facile a` manipuler en pratique. En ce qui concerne les syste`mes
automatiques, il arrive souvent que l’erreur du capteur soit donne´e en terme de tole´rance
(erreur relative) et non en terme de densite´ de probabilite´. Dans tous les cas, l’approche
ensembliste est une approche naturelle pour traiter les mesures fournies par le capteur.
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Il est clair que si les proprie´te´s des variables ale´atoires sont connues, une approche
ensembliste semble inutile. Dans les proble`mes line´aires gaussiens, par exemple, les calculs
probabilistes sont e´le´mentaires et tre`s efficaces, alors qu’une approche ensembliste ne
pre´sente aucun inte´reˆt.
Dans cette the`se nous traiterons des proble`mes non line´aires ou` l’approche ensembliste
est bien adapte´e.
Dans les sciences pour l’inge´nieur, beaucoup de proble`mes consistent a` trouver des
solutions dans un espace de recherche. Avec l’approche ensembliste, l’espace de recherche
est recouvert par un nombre fini de sous ensemble simples, qui ve´rifient les principes
suivants :
— Si une meˆme proprie´te´ est e´tablie pour chacun des sous-ensembles d’une partition
de l’espace de recherche, alors cette proprie´te´ est valide pour l’espace de recherche
tout entier.
— Si l’on arrive a` prouver qu’un sous-ensemble ne contient aucune solution du
proble`me, nous pouvons l’e´liminer de l’espace de recherche.
— Si l’on n’arrive pas a` prouver qu’un sous-ensemble ne contient aucune solution,
nous pouvons toujours le de´composer en plusieurs sous-ensembles sur lesquels nous
recommenc¸ons une analyse.
Avec ces principes, nous trouvons les algorithmes de type branch and bound ainsi que
tous les algorithmes que nous pre´senterons dans la suite.
Dans cette the`se, seule l’approche de l’estimation ensembliste [Kosut 1992]
[Kieffer 1998] [Ra¨ıssi 2004b] sera utilise´e et e´tudie´e.
2.1.1 Calcul avec des ensembles
La repre´sentation exacte ou approche´e d’un sous-ensemble de Rn est fondamentale
dans notre approche. Elle doit permettre des manipulations efficaces des sous-ensembles
d’une manie`re la plus simple possible. Elle doit pre´senter tous les sous-ensembles qui
nous inte´ressent et qui sont parfois non connexes et avec tout type de formes. Parmi
les approches classiques pour repre´senter les sous-ensembles de Rn, nous avons retenu
la repre´sentation par recouvrement [Jaulin 2001a]. Cette me´thode convient tout d’abord
pour de´finir une classe de sous-ensemble de Rn que l’on sait repre´senter et manipuler
aise´ment. Les e´le´ments de cette classe sont appele´s des ”re´cipients” [Jaulin 2000]. Cette
classe peut eˆtre l’ensemble des ellipso¨ıdes, des pave´s, des polytopes, des zonotopes, etc.
Pour une classe de “re´cipient” donne´e, un ensemble X peut ge´ne´ralement eˆtre repre´sente´
par une union de boˆıtes qui recouvrent comple`tement X. Beaucoup de caracte´ristiques
inte´ressantes de X se trouvent contenues dans cette union. Nous les distinguons par une
classe de boˆıtes telle que tout compact X de Rn peut eˆtre encadre´ par deux unions de
“re´cipient” X− et X+ dans le sens ou`
X− ⊂ X ⊂ X+. (2.1)
Une connaissance du couple [X−,X+] nous donne de pre´cieuses informations sur X.
Dans la suite, nous allons utiliser cette repre´sentation ou` les ”re´cipients” sont des pave´s.
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Similaires au cas ponctuel, les ope´rations sur les ensembles peuvent s’en de´duire faci-
lement mais avec de petites modifications.
Soient X un sous ensemble de Rn, Y un sous ensemble de Rm et f : Rn → Rm, une
fonction vectorielle. Nous de´finissons l’image directe de X par f :
f(X) 4= {y ∈ Rm | ∃x ∈ X,f(x) = y}, (2.2)
l’image re´ciproque de Y par f :
f−1(Y) 4= {x ∈ Rn | ∃y ∈ Y,f(x) = y}. (2.3)
Les ope´rateurs classiques peuvent eˆtre de´finis pour les ensembles. Ainsi, si X et Y sont
deux sous ensembles de Rn,
X+ Y 4= {x + y,x ∈ X,y ∈ Y}. (2.4)
Notons que les multiples occurrences entraˆınent du pessimisme, par exemple, X − X
doit eˆtre compris comme l’ensemble {x− y,x ∈ X,y ∈ X} et non pas comme l’ensemble
{x− x,x ∈ X} = {0}. Cependant, si f(x) = x− x, f(X) = {0}.
Les ope´rations ensemblistes pures regroupent, par exemple, la projection canonique,
l’union, l’intersection. De´finissons ces ope´rations dans le cas ou` X et Y sont deux sous
ensembles de Rn et Rm.
proji(X)
4
= {xi ∈ R | ∃x = (x1, . . . , xi, . . . , xn)T ∈ Rn,x ∈ X}, (2.5)
X ∩ Y 4= {x ∈ Rn | x ∈ X etx ∈ Y}, avec n = m, (2.6)
X ∪ Y 4= {x ∈ Rn | x ∈ X oux ∈ Y}, avec n = m. (2.7)
Les relations binaires ensemblistes classiques :
X ⊂ Y⇔ ∀x ∈ X,x ∈ Y, (2.8)
X = Y⇔ X ⊂ Y et Y ⊂ X. (2.9)
Soit f une fonction Rn → R, (x1, . . . , xn) → y dont nous connaissons une expression
permettant de l’e´valuer. Si F(X1, . . . ,Xn) est le re´sultat d’un calcul ensembliste sur X,
utilisant cette expression en remplac¸ant chaque x par X pour f [Moore 2009]. Alors, nous
avons l’inclusion :
f(X1, . . . ,Xn) ⊂ F(X1, . . . ,Xn), (2.10)
ou`
f(X1, . . . ,Xn) = {f(x1, . . . , xn), x1 ∈ X1, . . . , xn ∈ Xn} (2.11)
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2.1.2 Repre´sentation d’une variable incertaine
Maintenant, expliquons le passage d’un mode`le statistique a` un mode`le ensembliste via
un exemple acade´mique, ceci nous permettra de comprendre pourquoi une repre´sentation
ensembliste permet une manipulation plus simple des variables ale´atoires que l’approche
probabiliste.
Exemple 1. Conside´rons trois variables ale´atoires re´elles X, Y et Z relie´es par la
contrainte Z = X + Y . Cherchons a` de´duire les proprie´te´s statistiques de Z a` partir
de celles de X et Y par l’approche probabiliste puis par l’approche ensembliste.
— Approche probabiliste.
Supposons que X et Y ont des densite´s de probabilite´ pi(X) = 1/2 sur [0, 2] et
pi(Y ) = 1/3 sur [1, 3]. Pour calculer pi(Z), il nous faut une information sur le
comportement conjoint de X et Y . Nous allons donc supposer que X et Y sont
inde´pendantes. Ainsi, la densite´ du couple est uniforme avec pi(X, Y ) = 1/6 sur le
pave´ [0, 2]× [1, 3].
— Approche ensembliste.
L’incertitude associe´e a` X et Y est donne´e par un ensemble. Pour eˆtre cohe´rent
avec l’approche probabiliste, nous allons prendre l’intervalle [X] = [0, 2] pour X
et l’intervalle [Y ] = [1, 3] pour Y . Il est alors clair que Z est dans l’intervalle
[Z] = [0 + 1, 2 + 3] = [1, 5].
Sur cet exemple, l’approche ensembliste engendre des calculs plus simples et de-
mande moins d’hypothe`ses sur le comportement conjoint que l’approche probabi-
liste.
Les manipulations non line´aires sont plus simple avec l’approche ensembliste qu’avec
l’approche probabiliste. Si dans cet exemple, Z est donne´ par Z = X2Z, le calcul de
pi(Z) devient tre`s difficile. Avec l’approche ensembliste, nous obtenons facilement, pour
la variable Z, l’intervalle [Z] = [0, 2]2 × [1, 3] = [0, 2× 2]× [1, 3] = [0, 4]× [1, 3] = [0, 12].
Pour des proble`mes statistiques non line´aires, nous pouvons utiliser la re`gle 5σ ou 3σ
pour transfe´rer les incertitudes du type probabiliste au type ensembliste, voir l’e´quation
(1.5), ou` σ de´signe l’e´cart type en probabilite´s.
2.2 Introduction a` l’analyse par intervalle
L’analyse par intervalle a e´te´ de´veloppe´e par R.E. Moore [Moore 1966] dans les anne´es
1960. Cette analyse peut eˆtre conside´re´e comme une extension des nombres re´els, un inter-
valle est repre´sente´ par deux nombre re´els. Cet intervalle contient tous les re´els encadre´s
par une borne supe´rieure et une borne infe´rieure. Cette ide´e peut eˆtre facilement applique´e
dans l’analyse d’erreur comme par exemple : le centre de l’intervalle est une approxima-
tion de la vraie valeur et la largeur de l’intervalle est la re´gion incertaine [Moore 1966].
De nombreux travaux ont e´te´ aborde´s sur le sujet du calcul intervalle arithme´tique dans
des anne´es 1960s. Ensuite, dans des anne´es 1990s - 2000s [Rihm 1994] [Makino 1996]
[Nedialkov 1999b] [Makino 2005], le calcul nume´rique garanti a e´te´ beaucoup visite´ d’un
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point de vue mathe´matique via l’approche intervalle, ce qui a donne´ naissance de nom-
breux solveurs librement utilise´s de par le monde. L’analyse par intervalle peut donner
une vision plus naturelle sur les incertitudes et elle est utilise´e dans diffe´rentes applica-
tions de l’ automatique pour l’observation et l’estimation, etc. Dans cette section, des
explications importantes concernant l’analyse par intervalle sont pre´sente´es. Pour une
information supple´mentaire, le lecteur pourra consulter le livre de Moore [Moore 2009].
L’analyse par intervalle constitue la base de l’inte´gration garantie et de l’analyse de sen-
sibilite´ dont nous parlerons dans le prochain chapitre. Pour uniformiser les notations
d’intervalle, la variable intervalle est note´e : [x], qui appartient a` IR. Une matrice d’in-
tervalle est note´e : [X], qui appartient a` IRn×m ou` n et m repre´sentent respectivement le
nombre de lignes et le nombre de colonnes dans cette matrice.
D’un point de vue mathe´matique, un intervalle est un ensemble re´el borne´,
[x] = [a, b] = {x : a 6 x 6 b}. (2.12)
L’intervalle note´ [x] repre´sente un intervalle ou` les deux bornes extreˆmes sont donne´es
par la borne infe´rieure x et la borne supe´rieure x. Nous utilisons l’ope´rateur sup([x]) pour
signifier la borne supe´rieure x et l’ope´rateur inf([x]) pour signifier la borne infe´rieure x.
Par la suite, nous illustrons certaines de´finitions importantes et notations dans la
communaute´.
La largeur d’un intervalle est de´finie par :
ω([x]) = x− x. (2.13)
Le point milieu d’un intervalle [x] est note´ :
m([x]) =
(x+ x)
2
. (2.14)
La valeur absolue est :
|[x]| = max(|x|, |x|). (2.15)
Deux intervalles sont dits e´gaux si et seulement si leurs deux bornes sont e´gales :
[x] = [y] si x = y et x = y. (2.16)
Nous disons qu’un intervalle est inclu dans un autre intervalle :
[x] ⊆ [y] si et seulement si y 6 x et x 6 y. (2.17)
L’intersection de deux intervalles est toujours un intervalle de´fini par l’expression :
[x] ∩ [y] = {z ∈ IR | z ∈ [x] et z ∈ [y]}, (2.18)
et l’union de deux intervalles est de´finie ci-dessous :
[x] ∪ [y] = {z ∈ IR | z ∈ [x] ou z ∈ [y]}. (2.19)
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Afin que le calcul ensembliste soit ferme´ et respecte les re`gles classiques, nous
de´finissons l’enveloppe d’un sous-ensemble X de IR comme le plus petit intervalle [X]
qui le contient. Par exemple, l’enveloppe de deux intervalles [2, 3] ∪ [4, 8] est e´gale [2, 8].
L’enveloppe de deux intervalles est de´fini par :
[x]∪[y] = [min(x, y),max(x, y)]. (2.20)
ce qui est toujours un intervalle. Alors nous avons :
[x] ∪ [y] ⊆ [x]∪[y]. (2.21)
2.2.1 Pave´ et sous pavage
De´finition 2. Un pave´ [x] (ou boˆıte) de IRn est le produit carte´sien de n intervalles
pouvant s’e´crire sous la forme suivante :
[x] = [x1, x1]× · · · × [xn, xn] = [x1]× [x2]× · · · × [xn]. (2.22)
Un pave´ [x] est appele´ un vecteur intervalle car ses n composantes sont des intervalles
de R. L’ensemble de tous les pave´s de IR est note´ IRn
Cela change aussi la de´finition de la longueur ω, qui correspond a` la longueur de son
plus grand coˆte´ :
ω([x]) = max(xi − xi), i = 1, · · · , n. (2.23)
Par exemple, soit un pave´ [x] = [−2, 6]× [3, 4],
ω([x]) = 8.
De meˆme pour la de´finition du point milieu :
m([x]) = (m([xi]), i = 1, · · · , n). (2.24)
La bissection d’un pave´ [x] est l’ope´ration qui consiste a` couper le pave´ en deux sur son
plus grand coˆte´. Nous reprenons le pave´ pre´ce´dent [x] qui ge´ne`re deux nouvelles pave´s :
[x]1 = [−2, 2]× [3, 4] et [x]2 = [2, 6]× [3, 4].
Un sous-pavage P de IR est une union de pave´s de IRn qui ne se chevauchent pas, ce
qui signifie que leur intersection deux a` deux est vide sauf e´ventuellement s’ils ont une
frontie`re commune.
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Figure 2.1 – La longueur et le point milieu d’un pave´ X = (X1, X2)
2.2.2 Arithme´tique des intervalles
L’arithme´tique des intervalles est de´finie par la manie`re dont les ope´rations
e´le´mentaires sont applique´es, par exemple l’addition, la soustraction, la multiplication.
Les ope´rations d’addition et soustraction sont :
[x, x] + [y, y] = [x+ y, x+ y], (2.25)
[x, x]− [y, y] = [x− y, x− y]. (2.26)
L’ope´ration de multiplication :
[x]× [y] = [min(xy, xy, xy, xy),max(xy, xy, xy, xy)]. (2.27)
Par exemple :
[1, 3]× [−2, 5] = [3× (−2), 3× 5] = [−6, 15]. (2.28)
[x]2 = [min(x2, x2),max(x2, x2)],
si 0 n’est pas dans [x], sinon [0,max(x2, x2)]. Notons que [x]2 peut eˆtre traite´ comme
[x] × [x], ce qui demande une multiplication d’intervalles normale. Sa borne infe´rieure
n’est plus toujours positive selon la de´finition carre´e.
L’inverse d’un intervalle est de´fini comme :
1
[x]
=
[
1
x
,
1
x
]
, (2.29)
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ou` [x] est un intervalle qui ne contient pas 0. Si [x] contient 0, cet ensemble n’est pas
borne´ et il ne peut pas eˆtre repre´sente´ par un intervalle dont les extreˆmes sont des nombres
re´els. Cela aboutit a` la perte d’information quand nous faisons la division. Ne´anmoins,
nous pouvons diviser cet intervalle en deux ensembles : [−∞, C1] et [C2,∞]. Cela a e´te´
imple´mente´ par plusieurs outils dont nous parlerons dans la suite.
La division de deux intervalles est de´finie par :
[x]
[y]
= [x]× 1
[y]
. (2.30)
Une matrice d’intervalles est une matrice ayant des coefficients qui sont des intervalles.
Une matrice d’intervalles peut eˆtre e´crite :
[A] =
 [a11] · · · [a1n]... . . . ...
[an1] · · · [ann]
 = ([aij]), (2.31)
ou` i, j = 1, . . . , n.
Nous introduisons les ope´rations matricielles dans le cas intervalle. Si nous avons
[A], [B] ⊂ IRn×n, [a], [b] ⊂ IR et i, j = 1, . . . , n, alors nous avons :
1. [a][A]ij = ([a][aij])
2. ([A] + [B])ij = ([aij] + [bij]),
3. ([A]− [B])ij = ([aij]− [bij]),
4. ([A][B])ij = (
∑n
k=1[aik][bkj]).
Une matrice carre´e A d’ordre n est dite inversible s’il existe une matrice B telle que
AB = BA = I ou` I repre´sente la matrice identite´ d’ordre n. Cette matrice est note´e A−1.
Dans le cas intervalle nous n’avons pas une de´finition aussi simple [Pasca 2010]. Soit
[A] une matrice intervalle.
De´finition 3. La matrice [A] est dite inversible si toutes les matrices carre´es scalaires
qui appartiennent a` [A] sont inversibles. Nous noterons [A]−1 cette matrice inverse.
La matrice [A]−1 est alors la matrice intervalle la plus “petite” qui contient l’ensemble
des matrices A−1 ou` A appartient a` [A]. Le sens qui est donne´ “a` la plus petite” :
[A]−1 est contenue dans toutes les matrices [B] qui contiennent l’ensemble des matrices
A−1 ou` A appartient a` [A].
La matrice [A]−1[A] est proche de la matrice identite´.
Proposition 1. Nous notons [I]λ qui nous permet d’avoir une relation comme :
[A]−1[A] ⊆ [I]λ (2.32)
Nous de´finissons une matrice identite´ construite avec λ ∈]0, 1[, repre´sente´e par :
[I]λ =
 [1− λ, 1 + λ] · · · [0− λ, 0 + λ]... . . . ...
[0− λ, 0 + λ] · · · [1− λ, 1 + λ]
 . (2.33)
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Le terme [1−λ, 1 +λ] n’apparaˆıt que dans la ligne diagonale, les autres e´le´ments dans
cette matrice sont tous sous forme [0− λ, 0 + λ].
La norme de matrice d’intervalles [Raena 2011] est une projection ‖·‖: IRm×n → R
de´finie par :
‖[A]‖= sup{‖A‖, A ∈ [A]}, (2.34)
‖A‖ repre´sente la norme de A quelconque. Avec cette de´finition de norme de matrice
d’intervalle, pour chaque [A], [B] ∈ IRm×n, [A] ⊆ [B] re´sulte ‖[A]‖6 ‖[B]‖.
Si [A] ∈ IRn×n, ses composantes sont note´es [a]i,j ∈ IR, alors :
‖[A]‖2F=
N∑
i=1
N∑
j=1
|[ai,j]|26 N ∗max
i
(
N∑
j=1
|ai,j|2) = N‖[A]‖2 (2.35)
ou` ‖·‖F est la norme de Frobenius pour une matrice intervalle [Raena 2011].
2.2.3 Proprie´te´ alge´brique
L’arithme´tique d’intervalles a des proprie´te´s similaires a` celles des nombres re´els. Dans
cette section, nous allons introduire les proprie´te´s les plus importantes [Moore 2009].
2.2.3.1 Proprie´te´ d’associativite´ et de distributivite´
L’addition et la multiplication sont associative. C’est-a`-dire que :
[x] + ([y] + [z]) = ([x] + [y]) + [z], (2.36)
[x]([y][z]) = ([x][y])[z]. (2.37)
La proprie´te´ de commutativite´ est donne´e par :
[x] + [y] = [y] + [x], (2.38)
[x][y] = [y][x]. (2.39)
Mais la proprie´te´ de distributivite´ n’est pas toujours ve´rifie´e, par exemple :
[2, 5]× [0, 0] = [2, 5]× 0 = [0, 0] = 0, (2.40)
et
[2, 5]× [1, 1]− [2, 5]× [1, 1] = [−3, 3] 6= 0, (2.41)
Cela implique que la fonction d’intervalle n’est pas de´finie de manie`re unique, le
re´sultat calcule´ via diffe´rentes formes de fonction varie. Mais certains cas particuliers
restent e´tablis :
x([y] + [z]) = x[y] + x[z], (2.42)
18 Chapitre 2. Outil d’estimation dans le contexte ensembliste
[x]([y] + [z]) = [x][y] + [x][z] si inf([y][z]) > 0. (2.43)
Mais nous avons la proprie´te´ de sous-distributivite´ :
[x]([y] + [z]) ⊆ [x][y] + [x][z]. (2.44)
Ce qui implique que nous pouvons toujours arranger les termes dans la fonction d’in-
tervalle, afin d’obtenir un re´sultat plus e´troit (petit intervalle) [Nedialkov 1999a].
2.2.3.2 Proprie´te´s de multiplication dans certains cas
Ensuite, nous introduisons quelques lemmes qui seront utiles dans le chapitre 4 :
Lemme 1. Le produit de deux intervalles [u] et [v] dont l’un est syme´trique [u] = −[u]
et l’autre un intervalle quelconque est donne´ par :
[u]× [v] = [u]×mag([v]). (2.45)
Nous rappelons que : mig([x]) = min(|x|, |x|), si 0 /∈ [x], sinon mig([x]) = 0, quand
[x] devient une matrice, cette ope´ration sera effectue´e composantes par composantes et
mag([x]) = max(|x|, |x|), pour plus de de´tail voir [Chabert 2014].
De´monstration. Supposons que a, b, c sont des nombres positifs et que a ≤ b ≤ c. La
forme [−a, a] repre´sente un intervalle syme´trique.
Conside´rons l’intervalle [b, c], alors :
[−a, a]× [b, c] = [−ac, ac] = [−a, a]×mag([b, c]).
Conside´rons l’intervalle comme [−c,−b], alors :
[−a, a]× [−c,−b] = [−ac, ac] = [−a, a]×mag([−c,−b]).
Conside´rons l’intervalle comme [−b, c], alors :
[−a, a]× [−b, c] = [−ac, ac] = [−a, a]×mag([−b, c]).
Conside´rons l’intervalle comme [−c, b], alors :
[−a, a]× [−c, b] = [−ac, ac] = [−a, a]×mag([−b, c]).
De´mosntration termine´e.
Lemme 2. Le produit de deux intervalles [u] et [v] tels que 0 ∈ [u] et 0 /∈ [v] est donne´
par :
[u]× [v] = [u]×mag([v]), . (2.46)
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De´monstration. Supposons que a, b, c, d sont des nombres positifs tels que a ≤ b et c ≤ d.
La forme [−a, b] repre´sente un intervalle contenant 0.
Conside´rons l’intervalle comme [c, d], alors :
[−a, b]× [c, d] = [−ad, bd] = [−a, b]×mag([c, d]),
ceci est encore vrai pour a ≥ b.
Conside´rons l’intervalle comme [−d,−c], alors :
[−a, b]× [−d,−c] = [−bd, ad] = [−a, b]×mag([−d,−c]),
ceci est encore vrai pour a ≥ b.
De´monstration termine´e.
2.2.3.3 Proprie´te´ d’inclusion avec les matrices intervalles
Lemme 3. si [v] ⊂ [µ], alors [B][v] ⊂ [B][µ], ou` [B] est une matrice d’intervalles, [v] et
[µ] sont des vecteurs d’intervalles.
De´monstration. Nous avons l’inclusion [v] ⊂ [µ], cela signifie que pour tous les e´le´ments
du vecteur satisfont :
[vj] ⊂ [µj] j = 1, · · · , n. (2.47)
D’autre part nous avons une matrice d’intervalle [B] avec des e´le´ments [Bij] ou` i, j =
1, · · · , n, nous de´montrons que dans la ligne i, nous avons
[Bi1][v1] + · · ·+ [Bin][vn] ⊂ [Bi1][µ1] + · · ·+ [Bin][µn]. (2.48)
C’est e´quivalent de montrer que pour toutes les lignes, nous avons :
[bij][v1] ⊂ [bij][µ1]. (2.49)
Ceci est la proprie´te´ d’intervalle arithme´tique [Moore 2009].
Ce lemme sera utilise´ dans le chapitre 4.
2.2.4 Fonction d’inclusion
La notion de fonction a e´te´ e´tendue dans l’analyse par intervalle. Nous notons [f ]
la fonction d’inclusion sous forme intervalle avec n variables [x1], . . . , [xn]. [f ] est une
fonction d’inclusion de f quand :
f([x1], · · · , [xn]) ⊆ [f ]([x1], · · · , [xn]) (2.50)
Cela implique qu’une fonction d’inclusion sous forme intervalle [f ] encadre les bornes
de cette fonction quand les variables de cette fonction sont comprises dans les intervalles
[x1], . . . , [xn].
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Pour toutes les fonctions rationnelles, les fonctions ont des formes dites naturelles
comme fonction d’inclusion sous forme intervalle. Nous pouvons remplacer les variables
re´elles dans la fonction par des variables intervalles avec les arithme´tiques d’intervalle.
Par exemple [Moore 1979] , conside´rons un polynoˆme :
p(x) = 1− 5x+ 1
3
x3. (2.51)
Nous voulons trouver le rayon pour toutes les valeurs de p(x) quand x est dans l’in-
tervalle [2, 3]. Une forme e´tendue naturelle d’intervalle de p est :
P ([x]) = 1− 5[x] + 1
3
[x]× [x]× [x]. (2.52)
Calculons P ([2, 3]) avec l’arithme´tique d’intervalle, nous obtenons :
P ([2, 3]) = 1− 5[2, 3] + 1
3
[8, 27] = [−34
3
, 0]. (2.53)
C’est-a`-dire que cet intervalle inclut toutes les possibilite´s de x dans l’intervalle [2, 3]
pour la fonction p(x).
Nous allons maintenant e´valuer un processus qui approche le re´sultat de f(x1, . . . , xn)
a` partir d’une union d’intervalles. Nous commenc¸ons par la continuite´ :
De´finition 4. [Moore 2009] Une extension d’intervalle [f ] est Lipschitz en x0, si et seule-
ment si il existe une constante L satisfaisant ω([f ]([x])) ≤ Lω([x]) pour tout les [x] ⊆ [x0]
Ici, [x] peut eˆtre aussi un vecteur d’intervalle comme [x] = ([x1], . . . , [xn]). Nous pou-
vons de´duire que la fonction d’inclusion naturelle est Lipschitz en [x0].
De´finition 5. [Moore 2009] La fonction [f ] = [f ]([x1], ..., [xn]) est inclusion isotonique
si
[yi] ⊆ [xi] pour i = 1, ..., n ⇒ [f ]([y1], ..., [yn]) ⊆ [f ]([x1], ..., [xn]). (2.54)
Notons que pour le vecteur d’intervalle, cette de´finition demande aussi pour tous
les sous-intervalles, d’avoir l’inclusion isotonique. En particulier, l’ope´ration d’extension
d’intervalle doit eˆtre satisfaite.
De´finition 6. [Moore 2009] Soit [f ]([x]) une inclusion isotonique, Lipschitz, e´tendue aux
intervalles pour [x] ⊆ [x0], alors la re´union d’intervalles ci-dessous
[f ](N)([x]) =
N⋃
ji=1
[f ]([x1,j1 ], . . . , [xn,jn ]), (2.55)
est appele´e un raffinement N de [f ] pour tout [x], N est un entier positif et [xi,j] =
[xi + (j − 1)ω([x]i)/N, x+ jω([x]i)/N ], j = 1, . . . , N .
Exemple 2. Conside´rons une fonction f(x) = x−x2 pour x ∈ [0, 1]. Il est facile a` ve´rifier
que f([0, 1]) = [0, 1
4
]. La fonction d’inclusion peut eˆtre de´crite de la manie`re suivante :
2.2. Introduction a` l’analyse par intervalle 21
Table 2.1 – Diffe´rents raffinements
N [f] Temps d’exe´cution
1 [-1,1] 0.007700
2 [-0.5,0.75] 0.008375
10 [-0.1,0.35] 0.016579
100 [-0.01,0.26] 0.123618
1000 [-0.001,0.251] 0.969033
10000 [-0.0001,0.2501] 9.180341
[f ]([x]) = [x]− [x]× [x]. (2.56)
Nous avons [f ]([0, 1]) = [−1, 1], dont le rayon exce`de le rayon de f([0, 1]) de : 2−1
4
= 7
4
.
Soit l’intervalle [0, 1] divise´ en n sous-intervalles [xi] = [(i − 1)n, i/n], 1 ≤ i ≤ n. Nous
obtenons le Tableau 2.1.
Nous pouvons voir que la me´thode de raffinement est une manie`re de calculer arbitrai-
rement fine la borne d’une fonction d’inclusion, mais il est plus important d’eˆtre capable
de l’obtenir rapidement.
[Skelboe 1974] a introduit un algorithme plus efficace pour calculer le raffinement.
Nous cherchons tout d’abord, une borne infe´rieure sur l’inclusion de [f ], ensuite, nous
re´pe´tons ce processus pour la borne infe´rieure sur −[f ]. Pendant la bissection, nous
e´valuons [f ] seulement sur le sous ensemble qui produit la plus petite borne. Ici, c’est
avantageux d’utiliser la forme centre´e et la forme en valeur moyenne pour que la simplicite´
de calcul.
Nous pre´sentons l’Algorithme 1 de Skelboe-Moore.
Dans l’Algorithme 1, [f ]([x]) repre´sente la borne infe´rieure pour tous [x0], C repre´sente
la liste des pave´s traite´s et L repre´sente la liste des pave´s a` traiter. fbs enregistre la
borne infe´rieure connue jusqu’a` pre´sent. L’union de deux listes est [x0]. La fonction
ExtraireSommet repre´sente l’ope´ration de sortie sur le premier sommet dans la liste
L.
La me´thode de raffinement “straightforward” divise le domaine de l’intervalle en N
sous intervalles en dimension n qui ne´cessite Nn fois le calcul de f([x]). Pour la plu-
part des fonctions avec des extreˆmes isole´s sur x0, l’algorithme ci-dessus, afin d’arriver
a` une pre´cision satisfaisante, demande Cn(log2N) nombre d’e´valuations de la fonction
d’inclusion ou` C est une constante inde´pendante de n et N .
Exemple 3. Nous utilisons la me´thode de Skelboe Moore pour trouver les bornes extreˆmes
de la fonction qui suit :
f(x, y) = x2 − 2y2 + 5 (2.57)
sur le pave´ [x] = ([−1, 1], [−1, 1]).
Nous obtenons la re´ponse dans la suite :
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Algorithme 1 Borne infe´rieure de ([f ]([x]))
Input: [f ], ε, [x0] ;
Output: [f ]([x]), C, L ;
initialization : fbs := f(m([x0])) ;
[x] := [x0] ;
while L 6= ∅ do
Bisection over the maximum width side [x], [x] = [x1] ∪ [x2] ;
fbs := min{fbs, f(m([x1])), f(m([x2]))}
if max{f([x1]), f([x2])} −min{f([x1]), f([x2])} < ε then
Put [x1] et [x2] into the list C
if L 6= ∅ then
[x] := ExtraireSommet(L)
if f([x]) > fbs then
Return the lower bound on the top of the lists C, C and L
else
Return the lower bound on the top of the lists C and C.
else
Put ([x1], f([x1])) et ([x2], f([x2])) on the top of the list L
[x] := ExtraireSommet(L)
Pour la valeur maximale :
Borne infe´rieure = [3.0000, 3.0000]
Pave´ correspondant = [0.0000, 0.0001] [-1.0000, -0.9999]
Pour la valeur minimale :
Borne infe´rieure = [-6.0000, -6.0000]
Pave´ correspondant = [0.9999, 1.0000] [-0.0001, 0.0000]
Pour une meˆme fonction f , il existe diffe´rentes fonctions d’inclusion [f ]. Parmi ces
fonctions d’inclusion, il est inte´ressant de rechercher des fonctions d’inclusion conver-
gentes. Une fonction d’inclusion est convergente si et seulement si, pour un pave´ [x] de
Rn :
lim
ω([x])→0
ω([f ]([x])) = 0 (2.58)
Diffe´rentes me´thodes peuvent eˆtre mises en oeuvre pour obtenir une fonction d’inclu-
sion convergente. La me´thode la plus simple consiste a` remplacer dans l’expression les
nombres par les intervalles auxquels ils appartiennent et les fonctions e´le´mentaires re´elles
par leurs extensions aux intervalles. La fonction d’inclusion obtenue est la fonction d’in-
clusion naturelle.
Conside´rons la fonction :
f(x) = x2 + 3x+ 2 (2.59)
une fonction d’inclusion naturelle de f est donne´e par :
[f ]([x]) = [x]× [x] + 3× [x] + 2. (2.60)
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−1 0 1
−1
0
1
Figure 2.2 – Pave´ pour la borne infe´rieure
−1 0 1
−1
0
1
Figure 2.3 – Pave´ pour la borne supe´rieure
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En e´valuant f pour [x] = [−2, 1], nous obtenons
[f ]([−2, 1]) = [−2, 1]× [−2, 1] + 3× [−2, 1] + 2 = [−2, 4] + [−4, 5] = [−6, 9], (2.61)
ou bien :
[f ]([−2, 1]) = [−2, 1]2 + 3× [−2, 1] + 2 = [0, 4] + [−6, 3] + 2 = [0, 4] + [−4, 5] = [−4, 9].
(2.62)
Remarquons que l’image de l’intervalle [x] par f est f([−2, 1]) = [−1/4, 6] . La relation
d’inclusion (2.50) est bien ve´rifie´e.
La fonction d’inclusion naturelle est rarement minimale. Un pessimisme est souvent
introduit par celle-ci provenant du fait que chaque occurrence d’une variable intervalle
est conside´re´e comme variant inde´pendamment des autres.
Reprenons l’exemple traite´ dans [Kieffer 1999] pour comparer les performances des
fonctions d’inclusion a` partir de quatre formulations d’une meˆme fonction.
f1(x) = x(x+ 1)
f2(x) = x× x+ x
f3(x) = x
2 + x
f4(x) = (x+
1
2
)2 − 1
4
Pour [x] = [−1, 1], nous obtenons
[f1]([x]) = [x]([x] + 1) = [−2, 2]
[f2]([x]) = [x]× [x] + [x] = [−2, 2]
[f3]([x]) = [x]
2 + [x] = [−1, 2]
[f4]([x]) = ([x] +
1
2
)2 − 1
4
= [−1
4
, 2]
Ainsi les expressions [x]× [x] et [x]2 ne donnent pas le meˆme re´sultat, car la variable
intervalle intervient deux fois dans la premie`re expression. Chaque occurrence de [x] peut
donc varier inde´pendamment, ce qui introduit un pessimisme dans l’e´valuation de la
fonction f . La quatrie`me formulation fournit le plus petit intervalle solution, ainsi [f4]
est minimale.
La longueur des intervalles obtenus de´pend donc assez fortement du nombre d’occur-
rences de chaque variable dans l’expression initiale de la fonction f . Une fonction d’in-
clusion qui fournit un re´sultat qui n’est pas e´gale a` l’e´valuation intervalle de la fonction
re´elle sur l’intervalle conside´re´ est dite pessimiste.
Pour re´duire ce pessimisme, il faut re´e´crire l’expression de manie`re a` re´duire le nombre
d’occurrences de chaque variable. Si chacune des variables n’intervient qu’une seule fois
dans l’expression de f alors la fonction d’inclusion naturelle sera minimale. Comme il
n’existe pas de me´thode syste´matique pour trouver la fonction d’inclusion minimale,
nous utiliserons la fonction d’inclusion de la forme centre´e qui est plus efficace en terme
de calcul et plus robuste en terme d’inclusion que les autres types de fonction d’inclusions.
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Soit f : Rn → R, une fonction de´rivable sur un pave´ [x] et m la valeur au milieu de [x].
Le the´ore`me de la valeur moyenne donne
∀x ∈ [x],∃z ∈ [x] | f(x) = f(m) + f ′(z)(x−m). (2.63)
ou` f ′(z) est une matrice dans l’espace R1×n correspondant a` la de´rive´e de f en z. Par
conse´quent,
f(x) ∈ f(m) + f ′([x])(x−m) (2.64)
d’ou`
f([x]) ⊆ f(m) + [f ′]([x])([x]−m) (2.65)
La fonction intervalle de´finie par
[fc]([x]) = f(m) + [f
′]([x])([x]−m), (2.66)
ou` [f ′] une fonction d’inclusion de la de´rive´e f ′ de f , est donc une fonction d’inclusion
de f . Cette fonction est appele´e la forme centre´e de f sur l’intervalle [x]. Elle donne des
re´sultats souvent moins pessimistes que la fonction d’inclusion naturelle lorsque [x] a une
longueur faible et que le proble`me de de´pendance se pose pour f [Neumaier 2003].
Il existe aussi d’autres formes de fonction d’inclusion, veuillez les trouver dans le livre
de [Moore 2009].
2.2.5 Pessimisme de surestimation
Les bornes e´value´es par les fonctions d’inclusion intervalles sont souvent plus larges
que les bornes re´elles de cette fonction. Cela induit du pessimisme dans l’analyse par
intervalle. Il y a un effet d’enveloppement qui introduit aussi du pessimisme dans l’analyse
par intervalles.
2.2.5.1 Le proble`me d’inde´pendance
L’analyse par intervalles ne peut pas savoir les multis occurrences de la meˆme variable.
Cela va introduire la surestimation dans certains cas. Par exemple,x − x = 0 pour tous
x ∈ [2, 5], mais quand nous e´valuons [2, 5]−[2, 5] via l’analyse par intervalle, le re´sultat est
[−3, 3]. La solution [0, 0] est incluse dans cet intervalle, mais avec une large surestimation
de la borne re´elle. Ce type de proble`me est appele´ : le proble`me d’inde´pendance par la
communaute´ de l’analyse par intervalle.
Une forme diffe´rente changera la solution d’intervalle. Nous pouvons toujours re´e´crire
la fonction d’inclusion pour diminuer cette surestimation. Mais est-ce que cette forme
sera la ’meilleure’ dans le sens ou` la surestimation est la plus petite possible ? La re´ponse
imme´diate oui, mais cela n’est pas accessible tout le temps, la meilleure forme n’existe
pas toujours dans les fonctions traite´es.
Au lieu de re´e´crire la fonction d’intervalle, le proble`me d’inde´pendance peut aussi eˆtre
re´duit via la subdivision. Cette me´thode propose de diviser les intervalles a` plusieurs sous
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intervalles et combiner les re´sultats calcule´s par ces sous intervalles. Un temps de calcul
est plus long est le seul de´savantage de cette me´thode, cet indice est proportionnel a`
l’augmentation du nombre de n de la dimension [Alessi 2007].
2.2.5.2 Effet d’enveloppement
Un intervalle de dimension un peut eˆtre conside´re´ comme un segment de l’axe des
abscisses. Un vecteur d’intervalle de dimension deux est un rectangle et un vecteur d’in-
tervalle est un polytope avec les coˆte´s paralle`les aux axes orthogonaux.
[x], [[x], [y]], [[x], [y], [z]] (2.67)
[x] = [1, 4], [y] = [1, 4], [z] = [1, 4]. (2.68)
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Figure 2.4 – Vecteur d’intervalle de dimension 1, 2 et 3
Si nous regardons le cas de dimension 2, supposons que l’on veuille encadrer une zone
non rectangulaire, le vecteur d’intervalle (boˆıte) choisi est toujours plus large (a` l’exte´rieur
de la vraie zone). Cela a e´te´ pre´sente´ dans la Figure 2.4.
Cet effet d’enveloppement ainsi qu’une me´thode de “diminution” seront pre´sente´s
dans le chapitre 3, ou` nous conside´rons l’effet d’enveloppement dans un processus ite´ratif
comme l’inte´gration garantie.
2.2.6 Arithme´tique affine
L’arithme´tique affine (AA) est une me´thode similaire a` l’analyse par intervalle. Elle
calcule les enveloppes garanties pour des valeurs donne´es, elle est aussi capable d’e´valuer
une fonction avec un ensemble de valeurs, justement comme ce qui se fait par l’analyse
par intervalles. Cette me´thode a beaucoup moins de surestimation [Stolfi 2003].
La surestimation par l’analyse par intervalles de´pend des signes des occurrences des
variables et de la fonction de´rive´e lorsque nous prenons la forme centre´e comme fonction
d’inclusion. L’arithme´tique affine essaye de re´duire le proble`me de de´pendance pour l’ana-
lyse d’intervalle par le biais de la surveillance des occurrences sur les variables [Stol 1997].
“The approximation error incurred in each AA operation normally has a quadratic
dependency on the size of the input intervals, even when the operands are correlated.”
[Stolfi 2003]
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Dans l’arithme´tique affine, une variable x est pre´sente´e par une expression de la forme :
xˆ = x0 + x1ε1 + · · ·+ xnεn. (2.69)
C’est un polynoˆme d’ordre 1 avec le symbole de bruit εi avec un coefficient de point
flottant xi, ou` ε est toujours entre -1 et 1.
Le calcul de AA est similaire a` celui de l’AI, les ope´rations alge´briques stan-
dards peuvent eˆtre trouve´es dans les publications de Stolfi [Stolfi 2003] et Figueiredo
[de Figueiredo 2004].
L’arithme´tique affine est plus complexe et one´reuse par rapport au temps de calcul,
mais le proble`me de de´pendance peut eˆtre re´duit significativement par rapport au calcul
normal compare´ avec l’analyse par intervalles. La librairie pour AA est moins mature
que celles de l’analyse d’intervalle. Libaffa [Gay 2006] a cesse´ sa mise a` jour en 2006. Des
librairies plus re´cente peuvent eˆtre trouve´es, telles que aaflib et YalAA.
2.2.7 Comparaison entre arithme´tique affine et analyse par intervalle
Nous constatons que le proble`me de de´pendance entraine beaucoup de surestima-
tion quand nous calculons la fonction d’inclusion a` partir des variables d’intervalles. Un
exemple d’un polynoˆme montre bien ce proble`me :
F ([x]) = x− x (2.70)
La librairie de YalAA arithme´tique affine et Profil/Bias la librairie de calcul d’inter-
valle ont e´te´ utilise´es pour voir les diffe´rences entre ces deux approches.
Les re´sultats calcule´s par AA et IA sont pre´sente´s sous la forme d’une largeur d’in-
tervalle.
Rayon d’intervalle of [x] Arithme´tique d’intervalle Arithme´tique affine
[1,1] [0,0] [0,0]
[1,3] [-2,2] [0,0]
[-2,3] [-5,5] [0,0]
Dans le domaine informatique, il est important de trouver l’enveloppe pour l’inclusion
de la fonction [Neumaier 2011] :
f :=
a(ω2 + x2 − y2 − z2) + 2b(xy − wz) + 2c(xz + wy)
ω2 + x2 + y2 + z2
. (2.71)
Nous nous inte´ressons a` l’encadrement de l’enveloppe avec ces variables d’intervalle a,
b, c, ω, x, y, z :
a ∈ [7, 9], b ∈ [−1, 1], c ∈ [−1, 1], ω ∈ [−0.9,−0.6]
x ∈ [−0.1, 0.2], y ∈ [0.3, 0.7], z ∈ [−0.2, 0.1] (2.72)
Le re´sultat donne´ par l’arithme´tique affine est l’intervalle : [−14.5626687, 23.0269865]
ce qui n’est pas meilleur que celui que nous avons obtenu par l’arithme´tique d’intervalle
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en utilisant la forme centre´e : [−7.4889, 19.2889]. Ce qui implique que l’arithme´tique affine
n’est pas toujours mieux que l’arithme´tique d’intervalle.
Un autre exemple a e´te´ pris depuis [Stolfi 2003] :
g(x) =
√
x2 − x+ 1/2/
√
x2 + 1/2 (2.73)
[x] Arithme´tique d’intervalle [g]([x]) Arithme´tique affine [g]([x])
[5,5.1] [0.8772,0.9185] [0.8790,0.9164]
[5,6] [0.7309,1.1115] [0.7221,1.0991]
[5,10] [0.3927,1.9353] [0.0088,2.1683]
[5,20] [0.1171,3.9383] [−∞,∞]
Nous pouvons apercevoir que lorsque les intervalles d’entre´es sont larges, les
re´sultats obtenus par l’arithme´tique affine ne sont pas meilleurs que ceux obtenus
par l’arithme´tique d’intervalle. Meˆme si cette me´thode a certains avantages quand le
de´pendance est simple, mais la librairie actuelle ne peut pas nous donner un re´sultat
prometteur.
2.2.8 Librairie d’intervalle
Il y a nombreux outils gratuits disponible sur Internet a` te´le´charger ou par commande.
Leur vitesse et environnement du syste`me d’ope´rations compatible varie, y compris les
pre´cisions et la me´thode d’erreur arrondie. Dans cette section nous allons parler des
librairies d’intervalles et donner une comparaison pre´liminaire de ces outils afin de donner
l’outil de base pour l’inte´grateur nume´rique garantie dans les sections qui suivent.
Dans le page de l’universite´ de Texas at El Paso (http://www.cs.utep.edu/
interval-comp/), un catalogue complet de librairies d’intervalle est mis a` jour, il re´sume
tous les logiciels et les applications relatives avec les intervalles. La plupart des logiciels
sont e´crits sous C, C++ ou Matlab. Nous allons pre´senter quelques librairies qui nous
inte´ressent.
C/C++ Les librairies le plus utilise´es par le monde sont e´crites sous C/C++, par
exemple Profil/Bias [Keil 2009], Gaol [Gaol 2013], Filib++ [Lerch 2006], Boost interval.
Elles sont toutes gratuites pour une utilisation non commerciale.
Profil/Bias utilise le type ’double’ pour de´signer les deux bornes durant son calcul.
Filib++, Gaol, Boost appliquent le type ’long double’, mais cela ne´cessite le support de
compilateur sur place. Les autres diffe´rences entre ces librairies sont le traitement d’erreur
arrondie, la pre´sentation des valeurs infinies et la flexibilite´ de changer le type de variable
au nombre entier ou flottant selon chaque configuration.
Boost et Gaol sont entretenues a` jour, les modifications personnelles sont faciles
a` mettre en place, la technique utilise´e pour les arrondis est robuste sans prendre
de pre´caution spe´cifique sur un ordinateur diffe´rent. Ces deux librairies sont les plus
inte´ressantes a` tester, mais un manque de documentation rend leur utilisation dif-
ficile. Comme les solveurs VNODE (un inte´grateur garanti, sa version plus re´cente
est VNODE-LP) [Nedialkov 1999a] [Nedialkov 1999b] [Nedialkov 2001] et VSPODE (un
2.2. Introduction a` l’analyse par intervalle 29
autre inte´grateur garanti) [Lin 2007] ont inte´gre´ les librairies d’intervalle. Nous reparle-
rons de ces 2 solveurs dans le chapitre 3.
Profil/Bias est une librairie spe´cialement optimise´e pour les ope´rations e´le´mentaires
d’intervalle graˆce a` son utilisation du code assemblage. Mais les fonctions mathe´matiques
sont lentes par rapport aux autres librairies, parce qu’un Fast Look up algorithme pou-
vant raccourcir certains calculs de sinus et cosinus, n’a pas e´te´ utilise´. Il faut quand
meˆme constater que ces tableaux de look up sont moins pre´cis [Zilinskas 2005] et pro-
duisent des surestimations inattendues. Quand nous utilisons non seulement les ope´rations
basiques, Filib++ est le plus rapide et fiable selon une comparaison faite par Zilinskas
[Zilinskas 2005]. Dans les sections suivantes, nous appliquons le librairie Filib++ pour
les algorithmes par C++ avec VNODE-LP. Pour le VSPODE, il a son propre librairie
intervalle.
Matlab Les packages d’intervalle sous Matlab sont appele´es INTLAB et b4m. INTLAB
est utilise´ par la plupart de gens qui travaillent avec le calcul d’intervalle. Malheureuse-
ment, INTLAB en version 7 n’est plus gratuit a` utiliser. b4m (Bias for Matlab) est base´
sur Bias dont nous avons parle´ tout a` l’heure. L’INTLAB fournit des fonctions d’optimi-
sation et la plupart des fonctions e´le´mentaires, il est favorable de re´aliser quelque code
de test afin de comparer les performances de diffe´rents algorithmes. Nous allons utiliser
l’INTLAB pour re´aliser certains algorithmes afin de rendre une image comple`te sur les
avancements re´cents dans le domaine analyse par intervalle.
Conclusion La librairie en C++ sera applique´e dans cette the`se parce que les autres
solveurs pour l’inte´gration garantie sont e´crits sous C++. La librairie FILIB++ sera
utilise´e dans la suite, VNODE sera compile´ avec cette librairie. Certains algorithmes sont
e´crits sous INTLAB en Version 6 de Matlab pour le but de comparer certains algorithmes.
2.2.9 Image re´ciproque d’un ensemble
Pour calculer l’image re´ciproque d’un ensemble, il est ne´cessaire de re´soudre un
proble`me d’inversion ensembliste en caracte´risant l’ensemble X de´fini par :
X = {x ∈ Rn | f(x) ∈ Y} = f−1(Y) (2.74)
ou` f est une fonction connue continue de Rn dans Rm ayant une fonction d’inclusion
isotonique [f ](.) et ou` Y est un ensemble connu inclus dans Rm.
Ce proble`me d’inversion ensembliste peut eˆtre re´solu de manie`re approximative mais
garantie par l’analyse par intervalle et l’algorithme SIVIA (Set Inversion Via Interval
Analysis) propose´ dans [Jaulin 1993]. Cet algorithme permet la construction de deux
sous-pavages X et X, un encadrement inte´rieur et un encarement exte´rieur de l’ensemble
solution X qui ve´rifient les inclusions suivantes :
X ⊂ X ⊂ X (2.75)
L’algorithme SIVIA, qui permet d’obtenir les deux sous-pavages pre´ce´dents avec une
pre´cision pre´de´finie ε, se compose essentiellement de trois e´tapes :
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— le choix d’un pave´ initial X0 suppose´ contenir toutes les solutions recherche´es.
— les tests d’inclusion
— la bissection
Tests d’inclusion Un test d’inclusion consiste a` ve´rifier l’appartenance d’un inter-
valle obtenu par une fonction d’inclusion a` un ensemble connu a priori. Pour un
pave´ quelconque [x], 3 situations sont envisageables :
[f ]([x]) ⊂ Y→ [x] ⊂ X et [x] est dit admissible
[f ]([x]) ∩ Y = ∅ → [x] ∩ X et [x] est dit mauvais
[f ]([x]) ∩ Y→ [x] 6= ∅ et [x] et dit inde´termine´
Bissection Bissecter un pave´ signifie couper le pave´ en deux selon l’axe de son plus
grand coˆte´. Lorsque qu’un pave´ est dit incertain (ou encore inde´termine´), une
bissection est re´alise´e sur celui-ci. les deux nouveaux pave´s ge´ne´re´s sont a` leur
tour teste´s. Si ceux-ci sont a` nouveau incertains, nous les bissectons. Nous recom-
menc¸ons cette ope´ration jusqu’a` ce qu’il ne reste plus de pave´ incertain ou jusqu’a`
ce que les pave´s restant a` analyser aient un diame`tre infe´rieur a` la pre´cision de´finie
ε que nous l’aurons fixe´ afin d’arreˆter l’algorithme. La solution de notre proble`me
d’inversion ensembliste sera donne´e par l’union des pave´s admissibles et des pave´s
incertains juge´s trop petits.
Nous utilisons l’algorithme SIVIA pour de´terminer les sous-ensembles X contenant les
pave´s solutions et X contenant les pave´s admissibles et les pave´s inde´termine´s de petite
taille. Cet algorithme utilise deux piles :
— Une pile Pint dans laquelle sont range´s les intervalles a` analyser.
— Une pile Pad dans laquelle sont range´s les intervalles acceptables ou incertains mais
de petite taille.
La pave´ initial [x](0) ∈ X0 suppose´ contenir toutes les solutions recherche´es est place´
dans la pile P . Lors du de´roulement de l’algorithme, le premier e´le´ment de la pile est sorti
dans un pave´ interme´diaire [x]. Cette ope´ration consiste a` extraire l’e´le´ment au sommet
de la pile. Son image par la fonction d’inclusion [f ] est ensuite teste´e dans l’ensemble
connu a priori Y. Si le pave´ [x] est inde´termine´ et que son diame`tre est supe´rieur a` ε, il
est bissecte´. Les deux pave´s ge´ne´re´s [x]1 et [x]2 sont ensuite range´s au sommet de la pile
Pint. Si le pave´ [x] est admissible, la pile Pad est augmente´e de [x] et si [x] est mauvais,
il est e´limine´.
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Algorithme 2 Set Inversion Via Interval Analysis
Input: f ,[x(0)],Y,ε ;
Output: X,X ;
1: Initialisation : Pad := ∅,Pint := [x](0) ;
2: while Pint 6= ∅ do
3: [x] := pop Pint ;
4: if [f ]([x]) ⊂ Y then
5: Pad = Pad ∪ [x]
6: if [f ]([x]) ∩ Y 6= ∅ et ω([x]) < ε then
7: Pad := Pad ∪ [x]
8: if [f ]([x]) ∩ Y 6= ∅ et ω([x]) > ε then
9: bisect [x], Pint := Pint ∪ [x]1,Pint := Pint ∪ [x]2
2.2.10 Image directe d’un ensemble
Nous introduisons la de´termination de l’image directe d’un ensemble. Ce qui est
conside´re´ e´galement plus difficile que celle de l’image re´ciproque d’un ensemble.
En effet, cela consiste a` caracte´riser l’ensemble d’approximation exte´rieure de Y
Y = f(X) (2.76)
ou` X est un ensemble connu, f est une fonction connue continue et [f ] est une fonction
d’inclusion convergente de f .
Un algorithme base´ sur l’analyse par intervalles et l’inversion ensembliste permet
la caracte´risation de cet ensemble. L’algorithme ImageSP de´veloppe´ par M. Kieffer
[Kieffer 1999]. Il construit un sous-pavage re´gulier Y¯ de Y qui contient l’image par la
fonction d’inclusion [f ] d’un sous-pavage re´gulier Xε de X donc,
Y = f(X) ∪ Y¯
Y¯ ⊂ [f ]([X]) (2.77)
Cet algorithme e´volue en trois e´tapes :
1. Le hachage consiste a` construire, a` partir de bissections successives des pave´s X,
un pavage re´gulier non minimal Xε qui ne contient que des pave´s dont la longueur
est infe´rieure a` une pre´cision requise ε, avec ε > 0 et suffisamment petit.
2. L’e´valuation calcul l’image par la fonction [f ] de tous les pave´s [x] contenus dans
Xε. Toutes les boˆıtes re´sultantes sont alors stocke´es dans une liste U.
3. La re´gularisation calcule un sous-pavage re´gulier Y¯ contenant l’ensemble U, l’union
de tous les pave´s de la liste U . La re´gularisation fait appel a` l’algorithme SIVIA qui
permet d’inverser l’ensemble U par la fonction identite´. En effet si f(X) ⊂ U, alors
f(X) ⊂ Id−1U, nous nous ramenons donc a` un proble`me d’inversion ensembliste.
L’algorithme ImageSP permet donc de calculer un sous-pavage re´gulier Y¯ garanti de
contenir l’ensemble Y.
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Algorithme 3 Direct Image
Input: f, X, ε ;
Output: Y¯ ;
Xε := chop(X, ε)
U := ∅, U is a list and U is all boxes contained in U
For every [x] ∈ Xε, put [f ]([x]) in the list of U
SIVIA ([y] ∈ U , Id, ε)
L’analyse par intervalles permet la prise en compte des incertitudes (de mesure ou
autres). Elle donne des re´sultats garantis en calculant un intervalle contenant a` coup
suˆr la solution du proble`me conside´re´. Par contre, nous avons vu que la longueur des
intervalles calcule´s par les me´thodes ensemblistes e´nonce´es dans cette section de´pend
fortement de l’expression initiale de la fonction d’e´valuation. C’est un inconve´nient de
l’analyse par intervalles.
Dans le chapitre suivant, nous allons pre´senter quelques me´thodes d’inte´grations ga-
ranties base´es sur l’analyse par intervalles et les techniques utilisant les de´veloppements
en se´rie de Taylor. Ces me´thodes sont garanties dans le sens ou` les re´sultats sont four-
nis sous forme d’intervalles contiennent a` coup suˆr la solution du proble`me traite´ dans
la the`se. Avec les outils de l’analyse par intervalles expose´s pre´ce´demment, nous allons
aborder l’estimation d’e´tat et de parame`tres.
Chapitre 3
Estimation garantie et application
aux mode`les acade´miques
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Aujourd’hui, la plupart des processus ou des syste`mes peut eˆtre conside´re´ comme
suivant certaines lois de fonctionnement, ce qui introduit une augmentation de la demande
en ce qui concerne la mode´lisation mathe´matique. D’une part, la simulation s’effectue sur
ces mode`les mathe´matiques ce qui est moins couˆteux en terme de mate´riaux et de temps,
d’autre part cela demande trop d’expe´riences ce qui est parfois trop couˆteux et parfois
dangereux dans certains domaines d’applications.
La mode´lisation a pour but la conception d’un mode`le. Ce mode`le est souvent donne´
par un ensemble d’e´quations devant repre´senter le comportement du syste`me de fac¸on
plus concre`te. Nous espe´rons que le mode`le du syste`me construit puisse eˆtre applique´
aux diverses circonstances : le mode`le pour un dosage de me´dicament peut correspondre
a` la mesure du glucose, le mode`le d’un planeur peut eˆtre facilement associe´ au mode`le
de l’avion re´el, en modifiant quelques grandeurs de parame`tres. La question qui se pose
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est la suivante : comment obtenir les e´tats du fonctionnement, comment pouvons nous
calculer ces parame`tres afin d’obtenir les bons parame`tres pour le mode`le envisage´ ?
Pour des syste`mes non line´aires, la sortie du syste`me et l’entre´e du syste`me refle`tent
les proprie´te´s externes du syste`me, mais le fonctionnement du syste`me de´pend des e´tats
internes qui ne sont souvent pas accessibles d’une fac¸on directe. Dans ce cas, nous avons
recours a` l’estimation de l’e´volution de l’e´tat a` partir des mesures de l’entre´e et de la sortie
du syste`me. Une estimation d’e´tat a` la base du mode`le est ne´cessaire afin de connaˆıtre les
conditions de fonctionnement pour un syste`me e´tudie´. Ge´ne´ralement, l’estimation peut se
faire avec le filtre de Kalman e´tendu [Lewis 1986], des line´arisations doivent eˆtre prises en
compte pour des syste`mes non line´aires, une approximation polynoˆmiale avec la formule
de l’interpolation de Stirling [Magnus 2000], etc. Ces techniques demandent des connais-
sances sur des distributions statistiques des perturbations. Dans certaines applications,
le bruit ne peut pas eˆtre de´crit par une loi de probabilite´ (nous n’avons pas suffisam-
ment de donne´es par exemple). L’approche de l’estimation dans le contexte a` erreurs
borne´es fournit une alternative inte´ressante aux me´thodes statistiques. Le proble`me est
de caracte´riser, d’une manie`re garantie, toutes les valeurs du vecteur d’e´tat compatibles
avec les mesures aux instants donne´s et avec les bornes d’erreurs connues a priori. Nous
citons quelques travaux de´die´s aux mode`les non line´aires : [Jaulin 1993], [Kieffer 1998],
[Kieffer 2003], [Kieffer 2005]. Nous e´voquerons la dernie`re approche dans la suite de ce
travail.
Il faut que nous soyons capable d’observer les sorties du syste`me re´el, soit par des
expe´riences soit par des essais. Avec les mesures obtenues, nous pouvons estimer les
futures sorties du mode`le avec une estimation par exemple de moindres carre´es ou bien
de l’estimation Baye´sienne ou de vraisemblance. Avec l’outil de l’analyse par intervalles,
nous pouvons conside´rer que toutes les variables sont incertaines et entoure´es, chacune
par deux bornes. Cela nous permet de calculer directement les estimations a` partir d’un
syste`me dynamique avec un solveur correspondant. Dans nos travaux, le syste`me est
de´crit par un ensemble d’e´quations diffe´rentielles ordinaires avec la valeur initiale donne´e.
Les outils disponibles sont par exemple VNODE ou VSPODE, ce qui nous permet de
calculer aise´ment les sorties du mode`le dynamique qui nous inte´ressent via une approche
ensembliste. Par la suite, les sorties mesure´es sur le syste`me sont note´es y(ti), les ti
repre´sentent les parame`tres de l’expe´rience (instant de mesure, positions du capteur,
etc.) ; Les sorties pre´vues par le mode`le sont ym(ti, p), ou` p est le vecteur des parame`tres.
Enfin, la diffe´rence entre les sorties mesure´es et les sorties donne´es par le mode`le est note´e
e(ti, p) avec
e(ti, p) = y(ti)− ym(ti, p). (3.1)
Cette erreur provient d’une part de l’erreur structurelle et d’autre part des erreurs
de mesure, par exemple la limite de l’appareil de mesure, les perturbations, etc. Dans ce
travail, les mode`les conside´re´s sont tous non-line´aires avec des parame`tres constants, de
la forme :
ym(ti, p) = g(ti, p), (3.2)
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ou` g(ti, p) est une fonction quelconque, dont la forme est e´galement connue pour tous ti.
Le proble`me qui nous inte´resse est l’estimation de parame`tres faite par l’analyse d’in-
tervalle. Il y a deux manie`res possibles pour estimer les parame`tres en conside´rant ce
proble`me comme un proble`me inverse, la recherche s’effectue souvent par la minimisation
d’une fonction couˆt en faisant varier le vecteur des parame`tres. Les parame`tres retenus
sont dit parame`tres optimaux, mais uniquement au sens du crite`re applique´, le vecteur
de parame`tres peut varier suivant la fonction couˆt choisie. Cette approche est dite aussi
l’approche par optimisation.
Une autre approche de recherche les parame`tres admissibles en ve´rifiant certains
crite`res dans un sens de´terministe, avec des erreurs de sortie ou de mesure, suppose´es
appartenir a` des intervalles connus. Le re´sultat de l’estimation des parame`tres n’est alors
plus un e´le´ment ponctuel de l’espace des parame`tres, mais il est constitue´ d’un ensemble
de composantes qui sont ici des intervalles.
Le choix de la me´thode a` employer pour la recherche des parame`tres sera en partie
dicte´ par les hypothe`ses faites sur l’erreur de sortie, mais e´galement par l’usage qui
sera faite par les re´sultats estime´s obtenus. Par exemple, lorsqu’une valeur ponctuelle
suffit, les me´thodes par minimisation seront envisageables. Lorsqu’il faudra garantir une
proprie´te´ pour toutes les valeurs possibles des parame`tres, disposer de l’ensemble des
valeurs compatibles avec les mesures s’ave`re tre`s utile.
Dans la suite de ce chapitre, nous aborderons ces deux me´thodes.
3.1 Estimation dans le contexte ensembliste
Avec les outils pre´sente´s dans les chapitres pre´ce´dents, l’estimation pour les syste`mes
dynamiques dans le contexte ensembliste via l’analyse par intervalle est faisable. Il y
a diffe´rentes me´thodes pour avoir les ensembles atteignables ou les bassins de capture,
c’est-a`-dire l’ensemble des points pour lesquels il existe une trajectoire du syste`me les
visitant [Bokanowski 2010], l’inte´gration garantie en est une [Nedialkov 2001]. Dans cette
the`se, nous utilisons l’inte´gration garantie pour trouver les ensembles atteignables.
Conside´rons le syste`me de´crit par les e´quations d’e´tat suivantes :
x˙(t) = f(x(t), p),
ym(t) = g(x(t), p),
x(t0) ∈ [X0],
p ∈ [P0],
(3.3)
ou` x(t) ∈ Rnx et ym(t) ∈ Rny repre´sentent respectivement les variables d’e´tats et les
sorties du mode`le. Les fonctions f et g sont non line´aires et diffe´rentiables par rapport
au x et p, [X0] est le domaine a priori connu pour la condition initiale x(t0) et [P0] est le
domaine initial pour le vecteur de parame`tre p ∈ Rnp .
Les sorties mesure´es y(tj) sont suppose´es disponibles a` chaque instant tj ∈
{t1, · · · , tN}. Dans un contexte a` erreurs borne´es, il existe un domaine admissible [Yj], a`
chaque instant de mesure tj, pour le vecteur des sorties y(tj) :
∀tj ∈ {t1, · · · , tN}, ym(tj) = g(x(tj), p) ∈ [Yj] (3.4)
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Le vecteur des sorties [y](tj) = ([y1](tj), [y2](tj), . . . , [yny ](tj)). De meˆme, il existe un
domaine admissible [e] de´fini pour l’erreur entre les sorties mesure´es y(tj) et les sorties
du mode`le ym(tj).
Donc, il est possible de de´finir un intervalle [y](ti) satisfaisant :
ym(ti, p) ∈ [y](ti) = [y(ti), y(ti)], (3.5)
et tel que [y](ti) contienne de manie`re garantie (selon notre exigence) la valeur de la sortie
a` l’instant ti meˆme si l’expe´rience est re´pe´te´e.
3.1.1 Estimation d’e´tat
Nous utilisons la me´thode d’inte´gration nume´rique garantie, pour e´valuer la sortie du
mode`le et le vecteur d’e´tat aux instants de mesure tj ∈ {t1, · · · , tN} de manie`re a` ce que
la relation (3.4) soit ve´rifie´e. Pour re´soudre le proble`me d’estimation d’e´tat, le vecteur de
parame`tres p est conside´re´ connu.
Lorsque l’e´tat initial [x0] est relativement bien connu, c’est-a`-dire que sa longueur est
faible (jusqu’a` 5% de la valeur exacte), un estimateur causal peut eˆtre mis en œuvre. Pour
re´aliser une estimation en ligne de l’e´tat, nous utilisons une me´thode qui se compose de
deux phases :
— une phase de pre´diction qui calcule l’ensemble atteignable pour l’e´tat [x+j+1].
— une phase de correction qui e´limine toutes les parties incohe´rentes de l’e´tat pre´dit
[x+j+1], avec le domaine admissible [Yj] pour la sortie du mode`le [y
m
j+1].
Les phases de pre´diction et de correction sont illustre´es dans un cas simple sur la
Figure 3.1 :
Figure 3.1 – L’estimation d’e´tat : la phase de pre´diction et la phase de correction
Pour calculer l’ensemble atteignable pour l’e´tat dans l’e´tape de pre´diction, nous
utilisons les re´sultats obtenus a` l’aide d’un inte´grateur garanti, soit VNODE-LP
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[Nedialkov 2001] ou bien VSPODE [Lin 2007], ACADO toolkit [Houska 2013] par
exemple. L’ensemble de ces solveurs est appele´ ODE dans la suite. Sans pre´cision
spe´cifique, nous utilisons VNODE-LP comme inte´grateur garanti pour l’analyse par in-
tervalle.
L’ensemble admissible yj+1 cohe´rent avec les sorties du mode`le est note´ [yj+1] . L’al-
gorithme pour une estimation d’e´tat est le suivant :
Algorithme 4 Causal Estimation ([x])
Input: [x](0), [p0], [y] ;
Output: [x] ;
1: initialization : [x]e(0) := ([x](0), [p0]) ;
2: i := 1 ;
3: while i <= N do
4: [x]+e (i) := ODE([x]e(i− 1)) ;
5: j := i ;
6: [x]e(i) = [x]
+
e (i)
⋂
[g]−1([yj ])
7: i := i+ 1 ;
Pour des applications re´elles, une modification sur la fre´quence de l’intersection entre
[x]+e (i) et g
−1([yj]) est possible. Le mode choisi, par exemple, ici, nous prenons j = i,
est pre´liminaire. Pour des syste`mes qui souffre de pessimisme pendant le calcul, nous
pouvons aussi choisir un crite`re de de´marrage pour ve´rifier les e´tats estime´es.
Souvent, les re´sultats capture´s par les capteurs sont plus pre´cis que les e´tats observe´s
par le mode`le. Une relation assez simple peut eˆtre utilise´e pour controˆler le moment de
de´marrage pour l’e´tape de correction dans l’algorithme 4. Nous proposons la condition
qui suit.
Proposition 2. Une condition de de´marrage pour l’e´tape de correction peut eˆtre applique´e
pour que le syste`me soit plus robuste :
ω([ym](ti, [xi], [p])) < ω([E](ti)) (3.6)
ou` [E](ti) repre´sente l’erreur admissible sur les valeurs accessibles a` l’instant ti.
Algorithme 5 Robust Causal Estimation ([x])
Input: [x](0), [p0], [y] ;
Output: [x] ;
1: initialization : [x]e(0) := ([x](0), [p0]) ;
2: i := 1 ;
3: while i <= N do
4: [x]+e (i) := ODE([x]e(i− 1)) ;
5: j := 1
6: if ω([g]([x]e(i))) > ω([E](i)) then
7: [x]e(i) = [x]
+
e (i)
⋂
[g]−1([yj ])
8: i := i+ 1 ;
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Pour le cas avec plusieurs sorties, cette condition est e´value´e composante par compo-
sante. La convergence de l’estimateur causal robuste est e´vidente, la valeur absolue sur
la diffe´rence entre les e´tats estime´s et celui des inversions mesures est asymptotiquement
nulle, ceci est duˆ a` l’e´tape 6 de l’algorithme 5.
3.1.2 Estimation de parame`tres
Identifier les parame`tres d’un mode`le sur un syste`me ayant les sorties mesure´es [y](ti)
revient a` trouver l’ensemble des valeurs des p satisfaisant :
ym(ti, p) ∈ [y](ti) pour i = 1, . . . , n. (3.7)
L’erreur entre les mesures de la sortie et la sortie du mode`le est alors inclue :
e(ti, p) = y(ti)− ym(ti, p) ∈ [y](ti)− ym(ti, p) (3.8)
L’estimation de parame`tres dans un contexte a` erreurs borne´es peut se poser par
deux approches diffe´rentes. L’une est celle que nous l’avons rencontre´e souvent dans le cas
stochastique : l’optimisation. Nous utilisons une fonction couˆt pour e´valuer les parame`tres
qui minimisent ou maximisent cette fonction de la diffe´rence entre la sortie re´elle et la
sortie du mode`le avec une norme i qui exploite :
c = ‖y − ym‖i i = 1, 2,∞, etc, (3.9)
sachant que ‖[v]‖2= (
∑n
i=1 mag([vi])
2)1/2 et ‖[vi]‖1=
∑n
i=1 mag([vi]).
Dans l’analyse par intervalle, nous prenons l’exemple de la norme i = 2, la fonction c
sur tous les instants ti de mesures donne´s, elle peut e´crire comme :
c =
N∑
i=1
|[y](ti)− [ym](ti, [p])|2=
N∑
i=1
|[e](ti)|2. (3.10)
Nous cherchons [p] ⊂ [P0] tel que (3.10) soit minimale. Ci-dessous, nous donnons
l’algorithme suivant :
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Algorithme 6 Parameter estimation ([h], [y], Padmis, ε)
Input: [c], ε, [x0] ;
Output: Min([c]([x])), C, L ;
1: cbs := f(m([x0])), [x] := [x0] ;
2: while L :6= ∅ do
3: bisection follows the maximal width of [x], [x] = [x1] ∪ [x2] ;
4: cbs := min{cbs, c(m([x1])), c(m([x2]))} ;
5: if max{c([x1]), c([x2])} −min{c([x1]), c([x2])} < ε then
6: Put [x1] and [x2] in the list of C with increasing order
7: if L n’est pas vide then
8: [x] := ExtraireSommet(L)
9: if c([x]) > cbs then
10: return the lower bound on the head of C and the lists C and L
11: else
12: return the lower bound on the head of C and the list C
13: else
14: put ([x1], c([x1])) and ([x2], c([x2])) on head in increasing order in the list of L
15: [x] := pop(L)
ou` la fonction d’inclusion [c] est calcule´e par l’arithme´tique d’intervalle, les listes C et L
enregistrent a` la fois l’intervalle [x] et la borne supe´rieure f([x]). Si la fonction couˆt [c] a
pris une forme de moindres carre´es, alors ε devient une variable difficile a` de´finir parce
que l’e´cart entre les sorties du mode`le [ym] et les mesures seront inconnues, l’incertitude
introduite par [x] rend difficile le choix de ε. Une autre strate´gie possible est de rajouter
un compteur d’ite´ration afin de terminer l’algorithme dans une pe´riode finie. Dans ce cas,
le choix du ε devient inde´pendant de la longueur de [x], il repre´sente la pre´cision requise
pour trouver les bons parame`tres.
Notons qu’entre les lignes 3 et 4 de l’algorithme 6, il est possible de rajouter un
contracteur [Kieffer 2011] afin d’e´liminer les [x] inconsistants. Cette technique peut rendre
le processus d’estimation plus rapide et peut eˆtre le seul choix pour contourner la difficulte´
NP dans l’estimation de parame`tres en utilisant l’analyse par intervalles.
Avec l’algorithme 6, nous trouvons souvent au final un vecteur d’intervalle optimal,
ce qui ne nous donne pas de possibilite´ de voir les autres intervalles qui sont aussi
proches de la valeur minimale de c, alors nous nous inte´ressons aussi a` une autre ap-
proche de´terministe faite par l’inversion ensembliste.
Cette approche est faite en ve´rifiant les consistances entre les sorties du mode`le et les
sorties du syste`me en cherchant l’ensemble S des parame`tres satisfaisant :
S = {p ∈ P | ym(ti, p) ∈ [y](ti), i = 1, . . . , n} = {p ∈ P | [ym]([p]) ⊂ [y]}, (3.11)
ou` P est l’ensemble de parame`tres admissibles cohe´rents avec les mesures y. Nous
appelons S l’ensemble des solutions qui contient l’ensemble de ce type de parame`tres.
Cet ensemble peut eˆtre obtenu de manie`re garantie a` partir de l’erreur e(ti, p) (voir
e´quation 3.8) :
S = {p ∈ P | e(ti, p) ∈ [e](ti), i = 1, . . . , n} = {p ∈ P | [e]([p]) ⊂ [e]}. (3.12)
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Nous cherchons a` estimer le vecteur de parame`tres p, initialement compris dans un
domaine de recherche a priori [P0], tel que les sorties pre´dites du mode`le [y
m](ti, [p]) soient
cohe´rentes avec les mesures expe´rimentales [y](ti) et les bornes d’erreur acceptables.
Pour re´soudre ce proble`me, nous pouvons utiliser l’algorithme SIVIA, qui estime
les parame`tres par l’inversion ensembliste. Elle consiste a` trouver l’ensemble image
re´ciproque de l’ensemble d’erreur admissible [e] par la fonction d’inclusion connue [e]([p]).
Ce proble`me d’inversion ensembliste peut eˆtre re´solu de manie`re approche´e, mais avec
une pre´cision arbitraire par l’algorithme SIVIA qui est pre´sente´ au chapitre 2.
Cet algorithme ne´cessite trois e´tapes :
— le choix du pave´ initial [P0] qui est cense´ contenir toutes les valeurs du vecteur de
parame`tres recherche´,
— les tests d’inclusion qui ve´rifient que l’erreur entre les sorties mesure´es [y](ti) et
les sorties du mode`le [ym](ti, [p]) calcule´es par l’algorithme de la valeur moyenne
e´tendue est un vecteur intervalle appartenant au domaine d’erreur admissible [e]
dont les bornes emin et emax sont connues,
— la bissection du vecteur de parame`tres [p] sera effectue´e lorsque aucune conclusion
peut eˆtre faite.
Le vecteur de parame`tres sera obtenu sous forme d’intervalles dont la longueur ω([p])
sera infe´rieure ou e´gale a` la pre´cision requise ε fixe´e par l’utilisateur. Cette pre´cision de
de´coupage ε arreˆte les bissections du vecteur de parame`tres.
Si S est trouve´ vide, cela signifie qu’il n’est pas possible d’encadrer des valeurs P satis-
faisant l’e´quation (3.7) pour tous ti, ou cela peut eˆtre a` cause du de´coupage qui n’est pas
suffisamment petit. Cette me´thode ne demande pas de contrainte sur l’ensemble cherche´
(convexe, non convexe, forme arbitraire), la simplicite´ d’utilisation l’a rendu populaire.
Dans la suite, nous avons inte´gre´ le processus d’estimation d’e´tat dans l’estimation
de parame`tres. Et afin d’e´viter le pessimisme durant le calcul de l’EDO, nous propo-
sons d’utiliser les mesures jusqu’au jie`me e´le´ment obtenu a` l’e´tape de ve´rification de
consistance via l’EDO dans l’algorithme 7 [Li 2014] :
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Algorithme 7 Parameter estimation ([h], [y], Padmis, ε)
Input: [x](0), [p](0) ;
Output: Padmis, Puncertain, Prejected ;
1: initialization : Plist := [p](0), [x]e(0) := ([x](0), [p](0)) ;
2: while Plist : 6= ∅ do
3: [p] := Pop(Plist) ;
4: i := 1 ;
5: while i <= N do
6: [x]e(i) := ODE([x]e(i− 1)) ;
7: j := i ;
8: i := i+ 1 ;
9: if [h]([x]e(1 : j)) ⊂ [y](1 : j) then
10: Padmis := Padmis ∪ [p] ;
11: else if [h]([x]e(1 : j)) ∩ [y](1 : j) = ∅ then
12: Prejected := Prejected ∪ [p] ;
13: else if w([p]) < ε then
14: Puncertain := Puncertain ∪ [p] ;
15: else
16: bisectBox([p])
→ {[p]1, [p]2 | [p]1 ∪ [p]2 = [p]} ;
17: Plist := Plist ∪ [p]1, Plist := Plist ∪ [p]2 ;
Cette ve´rification de consistance peut aussi eˆtre faite par l’algorithme de Forward-
Backward avec l’EDO du syste`me. Pour plus de de´tails, veuillez voir [Tomas 2008].
3.1.3 Contracteur
Supposons que les parame`tres a` estimer doivent satisfaire une contrainte d’ine´galite´
vectorielle B(p) ≥ 0. Le contracteur est une fonction C de l’espace IRn dans l’espace IRn
ve´rifiant :
C([p]) ⊆ [p],
{p ∈ [p] | B(p) ≥ 0} ⊂ C([p]). (3.13)
Ces deux e´quations assurent que premie`rement, le domaine [p] est contracte´,
deuxie`mement, il n’y a pas de parame`tre consistant avec cette relation qui soit perdu.
Si nous avons une forme analytique de l’e´quation d’observation, des contracteurs
comme Newton, Krawczyk pourront eˆtre utilise´s [Moore 2009]. Dans la plupart des cas,
lorsqu’une forme analytique n’est pas disponible, la forme centre´e peut eˆtre applique´e
dans la plupart des cas non line´aires pour les syste`mes dynamiques [Kieffer 2011].
Reprenons la relation fondamentale :
ym(p) ∈ [y] = [y, y]. (3.14)
La kieme composante de la sortie [y
m](x, [p]) est note´e [ymk ](x, [p]), ou` [p] ∈ S ⊂ [P0] et
m ∈ [P0], ou` m est le point au milieu de [p]. Nous pouvons avoir l’e´quation 3.15 qui suit :
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ymk (m) +
np∑
j=1
([pj]−mj)[∂y
m
k
∂pj
]([p]) ⊂ [y
k
, yk], (3.15)
pour k = 1, · · · , ny. Le contracteur peut eˆtre constitue´ par une formule de´crite avec
l’e´quation :
[pi]
new = [pi] ∩ (
[y
k
, yk]− ymk (m)−
∑
j 6=i([pj]−mj)][
∂ymk
∂pj
]([p])
[
∂ymk
∂pi
]([p])
+mi), (3.16)
pour i = 1, · · · , np.
Avec l’algorithme intervalle standard, la division est faisable quand le de´nominateur
ne contient pas de ze´ro : 0 /∈ [∂y
m
k
∂pi
](t, [p]). Une fois que 0 ∈ [∂y
m
k
∂pi
](t, [p]) , il n’y aura pas
de contraction parce que la division par ze´ro est impossible. Pour pallier cet inconve´nient,
l’algorithme d’intervalle e´tendu doit eˆtre applique´. Quand le de´nominateur contient ze´ro,
il sera de´coupe´ en deux parties : une partie ne´gative et une partie positive. Cela nous
permet de faire le calcul avec le nume´rateur et puis l’intersection avec l’ancien ensemble
[p]. Souvent, quand ze´ro est contenu dans le de´nominateur, nous ne pouvons pas diminuer
le domaine de parame`tres.
Maintenant, il reste a` obtenir les de´rive´es par rapport aux parame`tres. Nous de´finissons
la sensibilite´ d’ordre 1 de xj par rapport au pk, nous la notons sjk :
sjk(t, p) =
∂xj
∂pk
(t, p). (3.17)
Conside´rons le syste`me d’observation complet, donne´ par :
y(t, p) = x(t, p). (3.18)
Pour calculer sjk, nous utilisons la formule :
s′jk =
nx∑
i=1
∂fj(x, p)
∂xi
sik +
∂fj(x, p)
∂pk
. (3.19)
Comme les e´tats initiaux x0 sont connus, la condition initiale pour la sensibilite´ est :
sjk(t0) =
∂x(t0)
∂pk
= 0. (3.20)
Ensuite nous devons combiner les e´quations de sensibilite´s avec l’e´quation d’e´tat ce
qui construit un syste`me d’e´tat sous forme e´tendue. Les valeurs initiales sont donne´es
pre´ce´demment.
Le contracteur sert a` e´liminer les domaines rejetables avec des calculs supple´mentaires
sur les sensibilite´s. Une utilisation abusive ralentit fortement cet avantage pendant le pro-
cessus d’inversion ensembliste, car le temps consacre´ a` l’e´limination ne peut eˆtre compense´
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par l’effet donne´ par le contracteur. Une mode´ration d’utilisation ou une utilisation qu’en
cas de ne´cessite´ doit eˆtre respecte´e afin de minimiser le temps de calcul. Ici, nous pro-
posons d’utiliser un indicateur volumique afin d’e´viter des calculs de sensibilite´ inutiles
[Li 2015d] :
np∏
i=1
rad([pi]) >
np∏
i=1
(Ci × ε), (3.21)
ou` Ci est une constante, que nous prenons en ge´ne´ral supe´rieure a` 2. La contribution
du contracteur est d’e´liminer le plus possible d’ensembles inconsistants. Lorsque nous
arrivons a` obtenir les ensembles admissibles, les ensembles incertains entourent. Dans
cette phase, il n’est pas efficace d’utiliser le contracteur comme qu’il y a pas beaucoup
d’ensembles rejetables. Ceci explique l’utilisation de ε dans le deuxie`me membre de droite
de l’ine´quation (3.21). Cette condition peut eˆtre exprime´e a` l’algorithme 8 :
Algorithme 8 A volumetric starting criterion for contractor ([p], C, ε)
Input: [x](0), [p](0) ;
Output: true, false ;
1: Cond1 :=
∏np
i=1 rad([pi]) ;
2: Cond2 :=
∏np
i=1Ciεi ;
3: if Cond1 > Cond2 then
4: CondContract := true ;
5: else
6: CondContract := false ;
Avec cette crite`res, nous proposons l’algorithme suivant afin d’e´quilibrer le proble`me
entre la pre´cision de de´coupage et l’efficacite´ du temps quand nous appliquons un contrac-
teur, voir l’algorithme 9.
3.2 Inte´gration nume´rique garantie base´e sur le de´veloppement
en se´rie de Taylor
Conside´rons un syste`me dynamique autonome non line´aire de la forme (3.3), les condi-
tions e´tant les meˆmes que dans le paragraphe (3.1).
La condition initiale x(t0) est inconnue mais elle est suppose´e appartenir a` un domaine
connu a priori X0. Les sorties y(t) sont calcule´es aux instants ti ∈ {t1, . . . , tN} ⊆ [t0, T ]
et sont note´es [yj] pour j = 1, . . . , N . Dans la suite de ce chapitre 3 , pour simplifier les
e´critures, l’indexation pour l’e´tat ou l’observation par j ou i repre´sentera le temps. Dans
le cas contraire cela sera mentionne´.
Remarque 1. Nous ne conside´rons que les syste`mes autonomes, mais ce choix n’est pas
restrictif. En effet, un syste`me non autonome :
x˙(t) = f(x(t), t), x(t0) ∈ [x0], (3.22)
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Algorithme 9 Parameter estimation ([h], [y], Padmis, C, ε)
Input: [x](0), [p](0) ;
Output: Padmis, Puncertain, Prejected, C ;
1: initialization : Plist := [p](0), [x]e(0) := ([x](0), [p](0)) ;
2: while Plist : 6= ∅ do
3: [p] := Pop(Plist) ;
4: i := 1 ;
5: CondContract := Conract([p], C, ε) ;
6: if CondContract = true then
7: Contract([p]) ;
8: while i <= N do
9: [x]e(i) := ODE([x]e(i− 1)) ;
10: j := i ;
11: i := i+ 1 ;
12: if [h]([x]e(1 : j)) ⊂ [y(1 : j)] then
13: Padmis := Padmis ∪ [p] ;
14: else if [h]([x]e(1 : j)) ∩ [y(1 : j)] := ∅ then
15: Prejected := Prejected ∪ [p] ;
16: else if w([p]) < ε then
17: Puncertain := Puncertain ∪ [p] ;
18: else
19: bisectBox([p])
→ {[p]1, [p]2 | [p]1 ∪ [p]2 = [p]} ;
20: Plist := Plist ∪ [p]1, Plist := Plist ∪ [p]2 ;
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peut eˆtre transforme´ en un syste`me autonome en construisant un vecteur d’e´tat e´tendu :
xe = [x, t]Tavec x˙en+1 = 1, et x
e
n+1(t0) = t0, (3.23)
ou` n est la dimension du vecteur d’e´tat du syste`me non autonome.
Remarque 2. Dans le cas d’un syste`me qui de´pend d’un vecteur de parame`tres inconnu
p que nous cherchons a` estimer :
x˙(t, p) = f(x(t), p), x(t0) ∈ [x0], p ∈ P, (3.24)
nous pouvons aussi conside´rer un vecteur d’e´tat e´tendu
xe = [x, p]T avec x˙en+i = 0, et x
e
n+i(t0) ∈ Pi, avec i = 1, . . . , np, (3.25)
ou` np est la dimension du vecteur de parame`tres a` estimer.
Nous souhaitons calculer les vecteurs intervalles [yj] pour j = 1, . . . , N qui ga-
rantissent contenir la solution des e´quations d’e´tat 3.3 a` chaque instant d’inte´gration
ti ∈ {t1, . . . , tN} ⊆ [t0, T ].
Naturellement, deux me´thodes classiques pouvant eˆtre applique´es (pour des compa-
raisons de´taille´es, voir [Sandretto 2015]), une me´thode appele´e Euler, une autre me´thode
appele´e Taylor. Ici, nous ne traitons que la me´thode des se´ries de Taylor pour inte´grer de
manie`re garantie l’e´quation diffe´rentielle ordinaire :
x˙(t) = f(x(t)), x(t0) ∈ [x0], (3.26)
ou` la solution x(tj) a` l’instant tj sera note´e xj.
Le de´veloppement en se´rie de Taylor a` l’ordre k pour un point solution xj+1 a` l’instant
tj+1 connaissant la solution xj a` l’instant tj s’e´crit :
xj+1 = xj +
k−1∑
i=1
hif [i](xj) + h
kf [k](x(tξ)), (3.27)
ou` x(tξ) est la solution a` tξ ∈ [tj, tj+1] et h = tj+1 − tj est le pas de discre´tisation choisi
pour le mode`le. Nous l’avons choisi constant pour inte´grer notre mode`le mais il n’est pas
ne´cessaire qu’il le soit.
Les coefficients de Taylor f [i] sont calcule´s a` partir de la formule re´cursive suivante :
f [i] =
1
i
∂(i−1)
∂x
f =
1
i!
x[i], i ≥ 1. (3.28)
Dans notre e´tude, l’e´tat initial xj n’est pas parfaitement connu, il est contenant
dans un pave´ [xj]. Pour avoir une solution garantie, il faut trouver un ensemble conte-
nant x(tξ) au lieu d’une approximation ponctuelle pour x(tξ). Nous prenons l’ensemble
de cette approximation pour toute la trajectoire entre tj et tj+1, ici [ξ], pouvant eˆtre
conside´re´e comme une solution a priori pour l’e´quation 3.3 a` l’instant tj+1. La formule
du de´veloppement de Taylor peut eˆtre e´tendue aux intervalles de la manie`re suivante :
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[xj+1] = [xj] +
k−1∑
i+1
hif [i]([xj]) + h
kf [k]([ξ]). (3.29)
Les fonctions d’inclusion [f ] sont seulement note´es f .
La me´thode d’inte´gration garantie base´e sur les se´ries de Taylor se de´compose en deux
e´tapes [Nedialkov 1999b] :
1. la recherche d’une solution a priori qui nous garantit l’existence et l’unicite´ de la
solution de l’e´quation diffe´rentielle ordinaire
2. la re´duction de la solution par des formulations spe´cifiques des de´veloppements en
se´rie de Taylor.
3.2.1 Existence et unicite´ de la solution
Pour prouver l’existence et l’unicite´ d’une solution, nous utilisons une me´thode base´e
sur le the´ore`me du point fixe de Banach et sur l’ope´rateur de Picard-Lindelo¨f que nous
de´finissons.
The´ore`me 1. (du point fixe de Banach) Soit X, un espace me´trique complet non vide
muni d’une distance d. Si une fonction φ : X→ X satisfait la condition de Lipschitz :
d(φ(x), φ(y)) ≤ λd(x, y). (3.30)
∀x, y ∈ X et λ ∈ [0, 1[, alors la fonction φ posse`de un et un seul point fixe y∗ ∈ X
de´fini par
φ(y∗) = y∗. (3.31)
De´finition 7. Soit u(.), une fonction appartenant a` U l’ensemble des fonctions continues
de´finies sur [tj, tj+1], l’ope´rateur φ sur U de´fini par
φ(u(t)) = u(tj) +
∫ t
tj
f(u(τ))dτ, (3.32)
est appele´ ope´rateur de Picard-Lindelo¨f. Cet ope´rateur admet un unique point fixe dans
U. La fonction non line´aire lipschitzienne f est la fonction du syste`me d’e´quations 3.3 et
t ∈ [tj, tj+1].
Proprie´te´ Soit u∗, le point fixe de l’ope´rateur de Picard-Lindelo¨f φ, alors :
φ(u∗(t)) = u∗(t)⇔ u∗(t) = u∗(tj) +
∫ t
tj
f(u∗(τ))dτ. (3.33)
En de´rivant u∗(t) par rapport au temps, nous obtenons :
d
dt
(φ˙(u∗(t))) = u˙∗(t)⇔ u˙∗(t) = f(u∗(t)). (3.34)
Il vient d’eˆtre de´montre´ que le point fixe (fonction de U) de φ est la solution de
l’e´quation diffe´rentielle ordinaire (3.26).
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3.2.2 Recherche d’une solution a priori
Pour avoir une solution garantie, il faut trouver l’ensemble [ξ] contenant toutes les
trajectoires entre un instant tj et un instant tj+1. Cet ensemble [ξ] contient l’ensemble
des points fixes de φ entre tj et tj+1 si et seulement si,
φ([ξ]) ⊆ [ξ]. (3.35)
Cet ensemble sera conside´re´ comme une solution a priori de notre e´quation
diffe´rentielle a` l’instant tj+1.
Proposition 3. Soient hj = tj+1− tj le pas de discre´tisation de valeur positive et [x˜j] ⊆
IRnx tels que :
xj + [0, hj]f([x˜j]) ⊆ [x˜j], (3.36)
alors le pave´ [x˜j] contient toutes les trajectoires x(t) solutions de (3.3) entre tj et tj+1.
Proposition 4. Si l’e´tat initial xj n’est pas connu mais appartient a` un ensemble [xj] et
si la relation d’inclusion suivante est ve´rifie´e :
[xj] + [0, hj]f([x˜j]) ⊆ [x˜j]. (3.37)
Alors nous pouvons dire que le pave´ [x˜j] contient de manie`re garantie la solution de
l’e´quation diffe´rentielle quelque soit la condition initiale xj ∈ [xj], des preuves peuvent
eˆtre trouve´es a` [Ra¨ıssi 2004a]. Nous rappelons que le pas d’inte´gration hj est ici conside´re´
constant. S’il est possible de calculer un pave´ [x˜j] ve´rifiant l’inclusion, alors l’e´quation
diffe´rentielle (3.3) posse`de une solution unique a` chaque instant de t ∈ [tj, tj+1].
Pour calculer le pave´ [x˜j], il faut commencer par calculer l’expression suivante :
[xˇj] = [xj] + [0, hj]f([xj]). (3.38)
En pratique, cette expression ne contiendra pas la trajectoire solution. L’intervalle xˇj
est alors agrandi jusqu’a` satisfaire la relation d’inclusion (3.36), le pave´ xˇj sera note´ [x˜j].
Le pave´ [x˜j] contiendra la solution de x(t) et sera conside´re´ comme une solution a priori
de notre e´quation diffe´rentielle ordinaire (3.3).
L’algorithme 10 calcule [x˜j] et agrandit l’intervalle si celui-ci ne ve´rifie pas l’inclusion
de´crite par l’e´quation (3.36).
Algorithme 10 Enclosure
Input: [xj ], h, α ;
Output: [x˜j ] ;
1: initialization : [x˜j ] := [xj ] + [0, h]f([xj ]) ;
2: while ([xj ] + [0, h]f([x˜j ])) * [x˜j ] do
3: [x˜j ] := [x˜j ] + [−α,+α] ∗ |[x˜j ]| ;
4: h := h/2 ;
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ou` |[x˜j]| = max(|x˜j|, |x˜j|) repre´sente la norme du vecteur intervalle [x˜j], hj = h ou` nous
conside´rons que le pas d’inte´gration est identique tout le temps.
Le coefficient de gonflement α doit eˆtre assez faible pour que le pave´ [x˜j] soit a` peine
plus gros que celui obtenu a` gauche. Mais il ne doit pas eˆtre nul, sinon, la condition
d’inclusion de l’ite´ration ne sera jamais ve´rifie´e. Le temps de calcul de´pend du choix de
α et sera d’autant plus grand que α sera petit.
Comme cet algorithme e´choue quand la condition entre´e de boucle n’est pas satisfai-
sante, Nedialkov a propose´ dans VNODE d’utiliser la me´thode appele´e : HOE (High-
Order Enclosure) [Nedialkov 2001]. Cette me´thode a moins de pessimisme que celle
ci-dessus et elle utilise le de´veloppement en de se´rie de Taylor d’ordre plus e´leve´ que
nous avons introduit pre´ce´demment. Elle ge´ne`re automatiquement le pas d’inte´gration
[Nedialkov 2001]. VSPODE [Lin 2007] a utilise´ le meˆme de´marche que celui de VNODE.
3.2.3 Re´duction du pessimiste sur la solution
L’ensemble [ξ] contenant toutes les solutions possibles entre l’instant tj et l’instant
tj+1 peut eˆtre conside´re´ comme une solution a priori a` l’instant tj+1 de notre e´quation
diffe´rentielle ordinaire pouvant eˆtre calcule´e avec l’algorithme Enclosure. La formule de
Taylor e´tendue aux intervalles devient donc
[xj+1] = [xj] +
k−1∑
i=1
hif [i]([xj]) + h
kf [k]([x˜j]). (3.39)
Par line´arite´ de l’ope´rateur ω(.), nous obtenons :
ω([xj+1]) = ω([xj]) +
k−1∑
i=1
hiω(f [i]) + hkω(f [k](x˜j)) ≥ ω([xj]). (3.40)
Notons que le pas d’inte´gration h est positif et que la longueur d’un intervalle de´fini
par l’ope´rateur ω(.) l’est aussi. Nous remarquons que la taille de l’intervalle solution
augmente a` chaque pas d’inte´gration. Pour e´viter ce phe´nome`ne, nous utilisons la forme
centre´e des coefficients de Taylor donne´e par la formule :
f [i]([xj]) = f
[i](xˆj) + J(f
[i], [xj])([xj]− xˆj), (3.41)
ou` J(f [i], [xj]) est une fonction d’inclusion de la Jacobienne du i
ieme coefficient de Taylor
et xˆj est le milieu du pave´ [xj].
Nous remplac¸ons la nouvelle expression des coefficients dans la formule du
de´veloppement de Taylor e´tendu aux intervalles (E´quation 3.39), nous obtenons l’ex-
pression :
[xj+1] = [xj] +
k−1∑
i=1
hi(f [i](xˆj) + J(f
[i], [xj])([xj]− xˆj)) + hkf [k]([x˜j]), (3.42)
qui peut aussi s’e´crire :
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[xj+1] = xˆj +
k−1∑
i=1
hif [i](xˆj) + h
kf [k]([x˜j]) + {I +
k−1∑
i=1
hiJ(f [i], [xj])}([xj]− xˆj). (3.43)
Cette expression donne la possibilite´ de calculer l’ite´ration a` l’aide de la me´thode de
la valeur moyenne de´taille´e dans l’algorithme suivant :
Algorithme 11 Validated Integration by Mean value
Input: [xj ], h, [x˜j ] ;
Output: [xj+1] ;
1: xˆj := m([xj ]) ;
2: [vj+1] := xˆj +
∑k−1
i=1 h
if [i](xˆj) + h
kf [k]([x˜j ]) ;
3: [Sj ] := I +
∑k−1
i=1 h
iJ(f [i], [xj ]) ;
4: [xj+1] := [vj+1] + [Sj ]([xj ]− xˆj) ;
Notons qu’a` la prochaine e´tape xˆj+1 = m(vj+1), parce que le vecteur [Sj]([xj] − xˆj)
est syme´trique. Le produit de la matrice intervalle [Sj] par le vecteur intervalle ([xj]− xˆj)
au pas 3 de l’algorithme introduit un effet de grossissement du pave´ solution [xj+1].
Lorsque nous utilisons l’algorithme avec des vecteurs intervalles, cet effet provoque une
augmentation de la taille du pave´ solution a` chaque instant d’inte´gration.
3.2.4 Effet d’enveloppement
Comme nous l’avons de´ja` explique´ au chapitre 1, ici, nous pre´sentons cet effet sur un
exemple de´taille´.
Exemple 4. L’exemple de Moore [Moore 1966] illustre cet effet a` chaque pas
d’inte´gration. Conside´rons l’e´quation diffe´rentielle suivante :
u˙ = [1, 0]× [−1, 0], u(0) ∈ [−0.1, 0.1]× [0.9, 1.1]. (3.44)
La solution de l’e´quation diffe´rentielle est un cercle de rayon unite´ dans le plan de
phase (u1, u2) de´fini par
u(t) =
[
cos t sin t
− sin t cos t
]
u(0). (3.45)
A chaque ite´ration, l’algorithme de la valeur moyenne provoque une rotation du pave´
solution qui est alors enveloppe´ dans un autre pave´ dont les faces sont paralle`les aux axes
u1 et u2. La taille du pave´ solution augmente a` chaque instant d’inte´gration alors que la
vraie solution ne change pas. La Figure 3.2 illustre l’augmentation de la largeur du pave´
solution. Dans cette Figure, le h = 0.1 et le a = 0.001. Le nombre d’ite´ration est 20.
Dans la me´thode d’inte´gration de Mean value, l’effet d’enveloppement apparaˆıt au
niveau du produit de la matrice [Sj] avec le vecteur intervalle ([xj]− xˆj). En effet, nous
calculons
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Figure 3.2 – L’effet d’enveloppement
[x1] = [v1] + [S0]([x0]− xˆ0),
[x2] = [v2] + [S1]([x1]− xˆ1)
= [v2] + [S1](([v1]− xˆ1) + [S0]([x0]− xˆ0))
= [v2] + [S1]([v1]− xˆ1) + [S1][S0]([x0]− xˆ0),
...
[xj+1] = [vj+1] + [Sj]([xj]− xˆj)
= [vj+1] + [Sj]([vj]− xˆj) + [Sj]([Sj−1](vj−1 − xˆj−1)) + . . .
+[Sj]([Sj−1] . . . ([S1]([S0]([v0]− xˆ0))) . . .),
(3.46)
ou` [v0] = [x0]. Le vecteur syme´trique ([vj] − xˆj) provoque donc bien un enveloppement
du pave´ solution a` chaque pas d’inte´gration.
Un nouvel algorithme sera pre´sente´ de manie`re a` re´duire cet effet d’enveloppement en
effectuant une transformation line´aire sur les matrices.
3.2.4.1 Me´thode de Extended Mean Value
Nous pre´sentons la me´thode Extended Mean Value de´veloppe´e par Rihm [Rihm 1994].
Cette me´thode est base´e sur un pre´-traitement des matrices a` l’aide de transformations
line´aires pour re´duire l’effet d’enveloppement. L’algorithme utilise´ est le suivant
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Algorithme 12 Validated Integration by Extended Mean Value(EMV)
Input: [xj ], xˆj , h, [x˜j ], [vj ], [pj ], Aj ;
Output: [xj+1], xˆj+1, [vj+1], [pj+1], Aj+1 ;
1: [vj+1] := xˆj +
∑k−1
i=1 h
if [i](xˆj) + h
kf [k](x˜j) ;
2: [Sj ] := I +
∑k−1
i=1 h
iJ(f [i], [xj ]) ;
3: [qj+1] := ([Sj ]Aj)[pj ] + [Sj ]([vj ]− xˆj) ;
4: [xj+1] := [vj+1] + [qj+1] ;
5: Aj+1 := m([Sj ]Aj) ;
6: [pj+1] := A
−1
j+1([Sj ]Aj)[pj ] +A
−1
j+1[Sj ]([vj ]− xˆj)
7: xˆj+1 := m([xj+1])
Valeurs des diffe´rentes variables de l’algorithme a` l’instant j = 0
— xˆ0 = m([x0])
— [p0] = 0
— A0 = I ou` I est la matrice identite´
— [v0] = [x0]
Il existe deux me´thodes pour choisir la matrice Aj+1 : la factorisation QR et la
me´thode paralle´le´pipe´dique. Ces me´thodes ont e´te´ propose´es par Lo¨hner [Lohner 1988].
Nous pre´sentons la me´thode paralle´le´pipe´dique pour sa simplicite´. Dans ce cas, la matrice
Aj+1 peut eˆtre calcule´e par la formule suivante :
Aj+1 = m([Sj]Aj). (3.47)
Pour controˆler l’effet d’enveloppement, la matrice A doit satisfaire la condition sui-
vante :
A−1j+1([Sj]Aj) ≈ I, (3.48)
ou` I est la matrice identite´.
Remarque 3. Soit Sˆj = m([Sj]), le point milieu de [Sj]. Nous introduisons la matrice
d’intervalle [Ej] telle que [Ej] = [Sj]− Sˆj, alors :
Aj+1 = SˆjAj, (3.49)
Aj est une matrice non singulie`re dont les composantes sont des valeurs ponctuelles
et non des intervalles donc m(Aj) = Aj.
A−1j+1SˆjAj = A
−1
j+1(SˆjAj),
A−1j+1([Sj]− [Ej])Aj = A−1j Sˆ−1j (SˆjAj),
A−1j+1([Sj]Aj) = A
−1
j Sˆ
−1
j (SˆjAj + [Ej]Aj)
= I + A−1j Sˆ
−1
j [Ej]Aj.
(3.50)
Comme
‖A−1j Sˆ−1j [Ej]Aj‖≤ cond(Aj) ‖ Sˆ−1j [Ej] ‖ . (3.51)
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Si ‖Sˆ−1j [Ej]‖ est assez petit et que cond(Aj) n’est pas trop grand, alors A−1j+1([Sj]Aj) ≈
I
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Figure 3.3 – L’effet d’enveloppement calcule´ par la Extended Mean Value
Par conse´quent, nous pouvons augmenter le nombre d’ite´rations de la me´thode de
Taylor comme la Figure 3.3, le nombre d’ite´rations est e´gale 50, les autres conditions
initiales sont identiques que pour l’exemple a` la Figure 3.2.
Base´ dans le meˆme principe, des ame´liorations sur l’algorithme ont e´te´ prises au fil
de l’eau. Par exemple, l’utilisation le de´veloppement en se´rie d’Hermite-Obreschkoff a`
Darboux [Darboux 1876] et Hermite [Hermite 1874] quand nous de´ployons la forme Tay-
lor d’une forme centre´e [Nedialkov 2001] ou bien utiliser d’autre forme pour controˆler
l’e´volution de l’erreur [Lin 2007] [Houska 2013], etc. Afin de comparer ces diffe´rentes ap-
proches, nous de´veloppons l’algorithme 12 sous INTLAB sur un exemple tire´ du domaine
pharmaceutique.
3.2.5 Solveur disponible pour l’inte´gration garantie
Il existe de nombreux solveurs pour faire l’inte´gration garantie, mais certaines librairies
ne prennent pas en compte les erreurs d’arrondis durant le calcul. Aussi les solveurs
ne sont pas tous strictement fiables. Par exemple, quand nous calculons l’inverse d’une
matrice, tous les solveurs que nous avons teste´s ont utilise´ LAPACK / BLAS, qui est une
bibliothe`que permettant de faire des transpositions et des inversions pour des matrices,
meˆme si les erreurs d’arrondis sont presque nulles dans des ordinateurs modernes elles sont
de l’ordre 2−52, cet effet sera cumule´ si nous ne le prenons pas en compte se´rieusement.
Les solveurs (ou algorithmes) que nous allons tester sont EMV, VNODE-LP
[Nedialkov 2001], VSPODE [Lin 2007]. Ces solveurs sont faciles a` trouver sur Internet,
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ou bien a` demander aux auteurs.
Les performances du solveur seront teste´es sur un mode`le pharmaceutique et puis
sur le mode`le d’avion. Le temps de calcul et le diame`tre des solutions obtenues seront
compare´es.
3.3 Inte´gration nume´rique garantie base´e sur le the´ore`me de
Mu¨ller
Pour encadrer le mode`le dynamique comme (3.3) avec les parame`tres incertains [p] ∈
[p
0
, p0] et les conditions initiales incertaines [x0] ∈ [x0, x0], nous pouvons trouver deux
syste`mes qui englobent les extre´mite´s de toutes les solutions possibles avec ces conditions
selon le the´ore`me suivant [Mu¨ller 1927], [Kieffer 2011] :
The´ore`me 2. Supposons que f soit continue sur :
T :

ω(t) ≤ x(t) ≤ Ω(t),
p
0
≤ p ≤ p0,
t0 ≤ t ≤ t1.
ou` ωi(t) et Ωi(t), i = 1, ..., nx sont continues sur [t0, t1], comme :
— ω(t0) = x(t0) et Ω(t0) = x(t0),
— La de´rive´e a` gauche D−ωi(t) et D−Ωi(t) et la de´rive´e a` droite D+ωi(t) et D+Ωi(t)
de ωi(t) et Ωi(t) satisfont, pour i = 1, ..., nx et t ∈ [t0, t1]
D±ωi(t) ≤ min
Ti(t)
fi(x, p, t),
D±Ωi(t) ≥ max
Ti(t)
fi(x, p, t),
ou` Ti(t) est le sous ensemble de T de´fini par :
Ti(τ) :

xi = ωi(τ),
ωj(τ) ≤ xj ≤ Ωj(τ) j 6= i,
p
0
≤ p ≤ p0,
τ = τ
et Ti(t) est le sous ensemble de T de´fini par :
Ti(τ) :

xi = Ωi(τ),
ωj(τ) ≤ xj ≤ Ωj(τ) j 6= i,
p
0
≤ p ≤ p0.
τ = τ
Alors, pour n’importe quel x(t0) ∈ [x0, x0] et p ∈ [p0, p0], une solution du syste`me 3.3
existe comme :
ω(t) ≤ x(t) ≤ Ω(t) ∀t ∈ [t0, t1]. (3.52)
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Suite a` cette proposition, un solveur IOLAVABE [Eggers 2012] a e´te´ propose´ en
inte´grant les deux types de l’algorithme : l’un le the´ore`me de Mu¨ller et l’autre le the´ore`me
utilisant les se´ries de Taylor si cela est ne´cessaire. Quand la monotonicite´ existe, le solveur
utilise le proprie´te´ sur le champ diffe´rentiel pour ge´ne´rer les tubes atteignables, sinon,
l’inte´gration avec la se´rie de Taylor va eˆtre applique´e pour calculer les solutions garan-
ties. Dans le paragraphe suivant, nous pre´sentons un exemple permettant de comparer
les diffe´rents solveurs. Nous montrerons aussi comment s’appliquer le the´ore`me de Mu¨ller
sur cet exemple.
3.4 Application dans le domaine pharmaceutique
Nous cherchons a` estimer les e´tats d’un mode`le de comportement de deux compar-
timents a` partir de donne´es simule´es [Kieffer 1999]. Les donne´es aberrantes seront donc
e´carte´es. Notre simulation est effectue´e sur 20 secondes et les sorties sont enregistre´es
toutes les 0.1s.
Conside´rons le mode`le simple de´crit par la Figure 3.4. La dynamique est line´aire, mais
ses sorties de´pendent de manie`re non line´aire en les parame`tres. Son comportement peut
eˆtre de´crit par le syste`me suivant :
x′ = f(x, p, u), (3.53)
ou` p = (p1, p2, p3) = (k21, k12, k01)
T avec{
x˙1 = −(p1 + p3)x1 + p2x2 + u,
x˙2 = p1x1 − p2x2. (3.54)
Figure 3.4 – Mode`le de deux compartiments
Pour estimer les e´tats, de nombreux solveurs sont disponibles dans le domaine de
l’analyse par intervalles, les plus souvent utilise´s sont VNODE-LP (Interval Taylor Se-
rie), IOLAVABE (Monotone System) et VSPODE (Taylor Residus). Les re´sultats donne´s
par la me´thode EMV (Extended Mean Value) sous INTLAB sont fournis et compare´s.
Il faut constater que la me´thode du syste`me monotone ne´cessite une pre´connaissance
sur la monotonicite´ du syste`me et VNODE-LP n’admet pas une entre´e d’intervalle tre`s
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Figure 3.5 – Evolution de l’intervalle contenant x1 fourni par VNODE-LP, VSPODE, IOLA-
VABE, EMV
large elle conduit rapidement aux solutions inutiles du calcul, voire l’infini sur les bornes
d’intervalles solutions.
Comme nous l’avons pre´sente´ dans le chapitre 2, VNODE-LP, VSPODE, IOLAVABE
seront nos trois candidats a` la comparaison. IOLAVABE est une bibliothe`que gratuite
sur internet, il e´crit automatiquement le syste`me sous forme monotone (T, T) selon le
the´ore`me de Mu¨ller, ce qui e´vite a` l’utilisateur de l’e´crire a` la main.
Dans la suite, nous allons comparer les performances de chaque me´thode sur l’exemple
de compartiment qui sera illustre´ par la suite.
Pour une raison de simplicite´, prenons un syste`me sans l’entre´e u avec les parame`tres
p1 = 0.6 , p2 = 0.15, p3 = 0.35. Noterons que seule les e´tats sont sous formes d’intervalles.
Alors, notre syste`me devient :{
x˙1 = −(p1 + p3)x1 + p2x2,
x˙2 = p1x1 − p2x2. (3.55)
IOLAVABE nous permet de cre´er le nouveau syste`me d’e´tat sous la forme suivante :
x′1 = −(p1 + p3)x1 + p2x2,
x′2 = p1x1 + p2x2,
x′1 = −(p1 + p3)x1 + p2x2,
x′2 = p1x1 − p2x2.
(3.56)
Pour comparer ces diffe´rentes me´thodes, les e´tats initiaux ont e´te´ pris comme x1 =
[0.9, 1.1] et x2 = [−0.1, 0.1].
Le calcul est fait par les trois bibliothe`ques VNODE-LP, VSPODE, IOVALABE et
par l’algorithme EMV : extended mean value (qui est de´veloppe´ sous INTLAB).
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Figure 3.6 – Evolution de l’intervalle contenant x2 fourni par VNODE-LP, VSPODE, IOLA-
VABE, EMV
C’est clair que la vraie solution a bien e´te´ encadre´e par les me´thodes propose´es, sauf
que la me´thode EMV a explose´ a` t = 7.6s pour le mode`le de compartiment. Les me´thodes
re´alise´es par VNODE-LP, VSPODE et IOLAVABE sont arrive´es a` la fin de simulation.
Les re´sultats de VSPODE sont quasiment identiques a` ceux qui ont e´te´ obtenus par
VNODE-LP.
IOLAVABE ne peut pas fournir des re´sultats avec un pas fixe´ et ceci pose un proble`me
dans l’inversion ensembliste, car nous ne pouvons pas obtenir un re´sultat a` l’instant
donne´. Le temps de calcul de VSPODE est tre`s long par rapport a` celui de VNODE-LP.
Finalement, dans la suite nous utilisons l’outil VNODE-LP pour ge´ne´rer de fac¸on garantie
les solutions de l’EDO dans la suite de l’analyse.
L’e´tat dans le compartiment 2 est conside´re´e comme observable, alors
ym(ti, p) = x2(ti, p), i = 1, . . . , nt. (3.57)
Nous conside´rons que l’entre´e u est nulle, les e´tats initiaux sont x0 = (1, 0)
T .
Les parame`tres que nous allons estimer sont alors p1, p2 et p3. Le syste`me a e´te´ trans-
forme´ en un proble`me d’estimation parame´trique.
Nous ge´ne´rons les mesures par un solveur de l’EDO en fixant les parame`tres comme
(p1, p2, p3) = (0.6, 0.15, 0.35). Nous supposons que seul x2 est observable.
Nous supposons que les observations sont perturbe´es par des bruits de mesures incon-
nus e(tj, p) ve´rifiant l’e´quation suivante :
e(tj, p) = y(tj)− ym(tj, p), pourj = 1, . . . , N, (3.58)
ou` y(tj) repre´sente le vecteur des mesures et y
m(tj, p) celui des observations et ou` e(ti, p)
correspond aux bruits de mesures inconnus mais dont les bornes infe´rieures et supe´rieures
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sont connues (selon les proprie´te´s d’un capteur par exemple). Ces bornes pourront varier
selon les capteurs, dans notre cas, elles sont suppose´es constantes e´gales a` [−0.005, 0.005].
3.4.1 Estimation d’e´tat
Nous pouvons utiliser VNODE-LP ou IOLAVABE afin de trouver le domaine garanti.
Mais actuellement, IOLAVABE ne fournit pas de moyen qui nous permette de recom-
mencer l’inte´gration apre`s l’intersection avec les mesures donne´es a` l’instant de´fini. De
plus, VNODE-LP est plus facile a` modifier et a` comprendre. Sans pre´cision de notre part,
tous les re´sultats qui ne´cessitent l’utilisation de l’inte´gration garantie seront obtenus avec
VNODE-LP. Pour illustrer, nous supposons que les e´tats initiaux sont connus et qu’ils
appartiennent a` l’ensemble suivant :
[X0] = [0.9, 1.1]× [−0.1, 0.1]. (3.59)
La Figure 3.7 repre´sente l’estimation d’e´tat. Les parame`tres sont suppose´s connus,
la seule incertitude se trouve sur les e´tats initiaux. La ligne du milieu de chaque tuyau
est la solution exacte donne´e par le VNODE-LP, calcule´e a` partir d’un e´tat ponctuel :
x = (1, 0).
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Figure 3.7 – Estimation d’e´tat pour le mode`le pharmaceutique
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Figure 3.8 – Estimation d’e´tat pour le mode`le pharmaceutique
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L’instant d’intersection avec les mesures sur la Figure 3.8(a) est t(i) avec i ∈
(1, 2, 3, 4, 5, 6), celui de la Figure 3.8(b) est t(i) avec i ∈ (1, 4, 7, 10, 13). Pour ces deux
figures, il y a 15 instants de mesures. Nous voyons que, avec l’algorithme 5, nous avons
obtenu des re´sultats plus pre´cis et diminue´ le nombre d’appel a` l’e´tape de correction. La
solution exacte est inclue dans toutes ces figures, ce qui montre que la solution garantie
est correcte.
3.4.2 Estimation parame´trique
Les mesures sont artificiellement ge´ne´re´es a` partir du solveur VNODE-LP avec les
e´tats initiaux x = (x1, x2) = (1, 0) et les parame`tres exacts p = (0.6, 0.15, 0.35) pendant
la dure´e de simulation du t = 15s. Les mesures sont disponibles a` chaque seconde. Sup-
posons que les erreurs de mesures soient borne´s et appartiennent a` un intervalle constant
[−0.005, 0.005]. Alors l’ide´e est de caracte´riser les parame`tres selon les sorties du mode`le
dont leurs e´tats estime´s sont enveloppe´s par les mesures : estimation a` erreur borne´e.
Un ensemble de parame`tre p admissible est tel que
einf 6 y(t)− ym(t, p) 6 esup, (3.60)
ou` dans notre cas, la borne infe´rieure des erreurs est einf = −0.005 et la borne
supe´rieure des erreurs est esup = 0.005. C’est-a`-dire que nous pouvons ve´rifier si les
parame`tres sont cohe´rents avec les mesures en utilisant l’e´quation (3.60). Nous pouvons
utiliser l’inversion ensembliste pour trouver les ensembles de parame`tres [p] tels que les
sorties du mode`le appartiennent a` l’ensemble des mesures [y].
S = {[p] ⊂ [P0] | [p] admissible} = {[p] ∈ [P0] | ym([p]) ⊂ [y]}. (3.61)
Avec cet algorithme, nous prenons comme erreurs sur les mesures [y] = (x2 + Err),
ou` Err = ±0.005, l’e´tat x2 est calcule´ avec les valeurs exactes : x = (1, 0) et p =
(0.6, 0.15, 0.35). Les parame`tres sont suppose´s ve´rifier [p] ∈ [0.01, 1]3.
Les figures 3.9, 3.10, 3.11 et 3.12 sont seulement les pave´s de parame`tres admissibles
et incertains. La partie jaune repre´sente la partie incertaine, la partie bleu repre´sente la
partie admissible.
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Figure 3.9 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite), ε = 0.01.
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Figure 3.10 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite), ε = 0.005.
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Figure 3.11 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite), ε = 0.001.
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Figure 3.12 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite), ε = 0.0005.
Ou bien nous pouvons trouver ces ensembles de parame`tres via l’approche d’optimi-
sation en utilisant l’algorithme 6. En choisissant que l’e´cart entre la borne supe´rieure
et la borne infe´rieure de parame`tres choisi ne de´passe pas ε = 0.00001, avec les meˆmes
configurations, nous obtenons les figures 3.13 en 4372 secondes :
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Figure 3.13 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite).
Nous voyons que ces re´sultats sont pire que ceux qui ont e´te´ obtenu par l’Algorithme
7 pour l’estimation de parame`tres. L’approche d’optimisation a consomme´ plus de temps
que l’inversion ensembliste avec les ensembles de solution plus important par rapport aux
re´sultats obtenus par l’inversion ensembliste. Meˆme si nous avons applique´ les algorithmes
basiques de ces deux approches, l’inversion ensembliste semble plus inte´ressante pour
nous.
Le proble`me avec des contraintes (les mesures ici) est un proble`me NP complet
[Lin 2007], une me´thode d’acce´le´ration afin de trouver plus rapidement l’ensemble de
solution est souvent utilise´e : le contracteur. Ici, nous pouvons utiliser un contracteur
diffe´rentiel en utilisant la forme centre´e pour enlever le domaine a` rejeter et puis, nous
prenons un processus d’inversion d’ensembliste afin de trouver les parame`tres que nous
nous inte´ressons.
Nous construisons le syste`me de sensibilite´ avec le syste`me d’e´tat. C’est-a`-dire un
syste`me de 11 e´quations :
x˙1 = −(p1 + p3)x1 + p2x2,
x˙2 = p1x1 − p2x2,
p˙1 = 0,
p˙2 = 0,
p˙3 = 0,
s˙11 = −(p1 + p3)s11 + p2s21 − x1,
s˙21 = p1s11 − p2s21 + x1,
s˙12 = −(p1 + p3)s12 + p2s22 + x2,
s˙22 = p1s12 + p2s22 − x2,
s˙13 = −(p1 + p3)s13 + p2s23 − x1,
s˙23 = −p1s13 − p2s23.
(3.62)
Notons que trouver la solution pour ce syste`me d’e´quation pourrait eˆtre tre`s com-
plique´, nous inte´grons chaque fois les sensibilite´s lie´s avec un seul parame`tre au syste`me
d’e´tat afin de re´duire le temps de calcul et le pessimisme, les syste`mes sont alors :
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
x˙1 = −(p1 + p3)x1 + p2x2,
x˙2 = p1x1 − p2x2,
p˙1 = 0,
p˙2 = 0,
p˙3 = 0,
s˙11 = −(p1 + p3)s11 + p2s21 − x1,
s˙21 = p1s11 − p2s21 + x1.
(3.63)

x˙1 = −(p1 + p3)x1 + p2x2,
x˙2 = p1x1 − p2x2,
p˙1 = 0,
p˙2 = 0,
p˙3 = 0,
s˙12 = −(p1 + p3)s12 + p2s22 + x2,
s˙22 = p1s12 + p2s22 − x2.
(3.64)

x˙1 = −(p1 + p3)x1 + p2x2,
x˙2 = p1x1 − p2x2,
p˙1 = 0,
p˙2 = 0,
p˙3 = 0,
s˙13 = −(p1 + p3)s13 + p2s23 − x1,
s˙23 = −p1s13 − p2s23.
(3.65)
Nous ge´ne´rons les mesures a` chaque seconde jusqu’a` t = 15s, les domaines a priori
connus pour les parame`tres sont :
[P0] = [0.01, 1]× [0.01, 1]× [0.01, 1]. (3.66)
Comme les parame`tres sont constants, les conditions initiales des sensibilite´s sont
nulles. Nous prenons d’abord ε = 0.01, et puis ε = 0.005, ε = 0.001, ε = 0.0005. Nous
rappelons que cette valeur de´termine la diame`tre de bissection sur le domaine inte´resse´.
Les figures 3.14, 3.15 et 3.16 sont des pave´s de parame`tres admissibles et incertains :
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Figure 3.14 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite) ε = 0.01.
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Figure 3.15 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite) ε = 0.005.
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Figure 3.16 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite) ε = 0.001.
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Figure 3.17 – Estimation parame´trique de p1 et p2 (gauche) et p2 et p3 (droite)ε = 0.0005.
Cette fois-ci, nous pouvons de´duire des Figures 3.16(b) et 3.17(b) que les parame`tres
p2 et p3 ne sont que localement identifiable lorsque seul l’e´tat x2 est observe´, parce que
l’ensemble de solution est syme´trique.
Nous pouvons le confirmer en re´solvant le syste`me d’e´tat en e´changeant les deux
valeurs de parame`tres : voir la Figure 3.18. Seul l’e´tat x1 est diffe´rent mais l’e´tat x2 reste
le meˆme. Cela est un proble`me d’identifiabilite´ dans le cas classique.
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(a) p2 = 0.15 et p3 = 0.35.
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(b) p2 = 0.35 et p3 = 0.15.
Figure 3.18 – Estimation d’e´tat a` partir de p2 = 0.35 et p3 = 0.15.
Ici, nous re´sumons le temps de calcul avec ou sans le contracteur. Le contracteur 1
indique un syste`me qui regroupe les e´quations d’e´tat avec un syste`me de sensibilite´, le
contracteur 2 indique la technique propose´e pre´ce´demment : construire plusieurs sous-
syste`mes 3.63, 3.64, 3.65.
Nous pouvons voir que la technique qui regroupe les e´quations de sensibilite´s avec le
syste`me d’e´tat ne nous permet pas de re´duire le temps de calcul. Cela pourrait eˆtre duˆ au
fait que le temps passe´ sur VNODE-LP consacre´ a` la calcul de l’ordre du se´rie du Taylor
pendant l’inte´gration garantie, chaque sous syste`me doit eˆtre recalcule´ afin de ge´ne´rer les
bonnes solutions a priori pour [x], ce qui retarde le processus inte´gral.
D’autre part, quand la sensibilite´ contient ze´ro, une bissection doit eˆtre faite pour
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Table 3.1 – Temps d’exe´cution du programme (s).
Temps d’execution ε = 0.01 ε = 0.005 ε = 0.001 ε = 0.0005
Sans contraction 188 341 3624 18067
Avec contraction 1 703 1880 25834 23332
Avec contraction 2 824 1900 33648 22181
ge´ne´rer les valeurs ne´cessaires. Ceci demande de recalculer les trois syste`mes d’e´quation
au lieu d’en traiter un.
3.5 Application dans le domaine pharmacocine´tique
L’utilisation propre d’un contracteur acce´le`re le processus d’estimation parame´trique.
Nous illustrerons ceci par un exemple base´ sur un syste`me pharmacocine´tique
[Verdie`re 2005]. L’exemple illustratif mettant en œuvre l’algorithme 9 est le mode`le sui-
vant :

x˙1 = k12(x2 − x1)− kv x1
1 + x1
, x1(0) = x10,
x˙2 = k21(x1 − x2), x2(0) = 0,
ym = x1.
(3.67)
Les parame`tres sont respectivement : θ = (k12, k21, kv). Nous supposons la valeur des
parame`tres θ = (0.011, 0.02, 0.1) avec la condition initiale x10 = 0.625.
Pour tester ce syste`me, l’essai est fait avec :
[θ] = [0.0099, 0.0121]× [0.018, 0.022]× [0.09, 0.11], (3.68)
en supposant que x(0) = (x1, x2) = (0.625, 0). Le temps de simulation est 50s. les bruits
sont suppose´s borne´s dans un intervalle e ∈ [−0.005, 0.005] sur x1. Les mesures sont
disponibles a` chaque seconde. Nous mettons d’abord ε = 0.0001 avec l’Algorithme 7 :
Les re´sultats de l’estimation de parame`tres sur ce mode`le sont des zones accepte´es,
rejete´es et incertaines pour p1, p2, p3 projete´es dans le plan p1 et p2, aussi dans le plan p2
et p3 pre´sente´s ci-dessous :
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Figure 3.19 – Estimation de parame`tre sur p1 et p2.
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Figure 3.20 – Estimation de parame`tre sur p2 et p3.
Les parties bleues sont des boˆıtes rejete´es, les boˆıtes jaunes sont des boˆıtes
inde´termine´es, les boˆıtes rouges sont des boˆıtes acceptables selon l’Algorithme 7.
Selon la me´thode propose´e dans l’article [Kieffer 2011], nous pouvons utiliser ce
syste`me pour construire un contracteur afin de re´duire le temps de calcul. Il propose d’uti-
liser la the´ore`me de Mu¨ller en utilisant un inte´grateur garanti pour trouver des solutions
valides. Dans notre approche, nous avons applique´ un inte´grateur garanti VNODE-LP
directement sur notre syste`me e´tudie´ pour tester sa me´thode. Le syste`me de sensibilite´
de ce syste`me est e´crit sous la forme suivante :
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
s˙11 = (− kv
(x1 + 1)2
− k12)s11 + k12s21 + (x2 − x1),
s˙21 = k21s11 − k21s21,
s˙12 = (− kv
(x1 + 1)2
− k12)s12 + k12s22,
s˙22 = k21s12 − k21s22 + (x1 − x2),
s˙13 = (− kv
(x1 + 1)2
− k12)s13 + k12s23 − x1
1 + x1
,
s˙23 = k21s13 − k21s23.
(3.69)
Le Tableau 3.2 a illustre´ les re´sultats de simulation, les volumes sont de l’ordre de
e−10 qui est 1760. Le contracteur conditionnel est un algorithme de test, qui est active´ si
nous traitons des boˆıtes rejete´es, si nous traitons d’autres boˆıtes, nous le de´sactivons.
Table 3.2 – Volume de p1p2p3.
Volume (e−10) Sans contracteur Avec contracteur
sans interruption
Avec contracteur
conditionel
Boite acceptable 1.6952 1.9439 1.8246
Boite incertaine 10.578 6.7395 8.0418
Boite rejete´ 1747.7 1.7821 65.741
Temps de calcul (sec) 532 843 460
Nous avons vu que le volume de boˆıte rejete´e augmente quand nous appliquons le
contracteur sous certaine condition. La bissection [Jaulin 1993] [Jaulin 2001a] est un trai-
tement long par rapport au temps. Une de´cision avant la mise en marche du contracteur
est un facteur important de re´duction du temps de calcul. Le contracteur est d’abord
une moyen de re´duire les boˆıtes rejetables ce qui entraine que le nombre de fois ou` nous
utilisons la bissection diminue. Un indice qui e´vite de rentrer dans la logique pour des
boˆıtes incertaines et des boˆıtes rejetables serait le bienvenu. L’indice volumique est un
choix raisonnable. Il a des proprie´te´s comme :
1. Quand les dimensions du vecteur d’intervalle sont larges, le contracteur peut
re´duire efficacement des boˆıtes inapproprie´e.
2. Quand les dimensions d’intervalle sont petits, le contracteur peut eˆtre mis en veille
afin de ne pas ralentir le calcul de SIVIA.
Souvent, quand le diame`tre de [p] est large, il reste a` de´terminer s’il y a encore des
boˆıtes rejetables. Comme nous l’avons de´ja` souligne´, quand le temps de calcul est long,
les sorties de l’inte´gration garantie explosent, cela entraˆıne que ces solutions deviennent
inutile. Alors un intervalle de parame`tres avec des largeurs plus petites doit eˆtre choisi
pour que ce calcul soit fait, ce qui demande alors une bissection. Selon le crite`re de
bissection, les boˆıtes qui restent a` la fin seront des boˆıtes petites, avec une diame`tre de
l’ordre de ε, d[p] = Cε, ou` C ∈ [0.5, 2] a` cause de l’effet bissection pre´ce´dente.
Pour trois parame`tres a` estimer, cette constante peut eˆtre fixe´e comme 23 = 8, mais,
dans le pratique, il faut le´ge`rement l’agrandir. Ici, dans la suite de l’exemple, nous prenons
10 comme constante de de´cision.
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Le contracteur est utilise´ uniquement lorsque la condition :
np∏
i=1
rad([pi]) > C ×
np∏
i=1
(ε), (3.70)
est satisfaite avec C = 10. Sinon, seule l’estimation de parame`tres utilisant l’inversion
ensembliste va eˆtre applique´e [Li 2015d].
L’essai est fait avec ε = 0.0001 :
Table 3.3 – Volume de p1p2p3.
Volume (e−10) Sans contracteur Avec contracteur
sans interruption
Avec contracteur
volumique
Boite acceptable 1.6952 1.9439 1.3811
Boite incertaine 10.578 6.7395 9.8051
Boite rejete´e 1747.7 1.7821 4.665
Temps de calcul (sec) 532 843 155
et la valeur de ε = 0.00005, nous obtenons le meˆme re´sultat :
Table 3.4 – Volume de p1p2p3.
Volume (e−10) Sans contracteur Avec contracteur
sans interruption
Avec contracteur
volumique
Boite acceptable 3.8286 4.0176 3.6808
Boite incertaine 5.2993 2.4375 4.7196
Boite rejete´e 1750.9 1.8757 3.4242
Temps de calcul (sec) 2270 4143 731
Le temps de calcul a e´te´ divise´ par trois par rapport au temps normal de l’estimation
parame´trique et encore plus par rapport au contracteur sans arreˆt. Graˆce au fait que le
nombre de calculs diminue, la pre´cision nume´rique peut eˆtre ame´liore´e.
3.6 Application dans le domaine ae´ronautique
Nous cherchons a` estimer les e´tats pour un mode`le de comportement en vol longitudi-
nal d’un avion a` partir de donne´es a` erreurs borne´es [Jauberthie 2002] et puis a` partir de
ces e´tats, la zone de parame`tres admissibles sera trouve´e via l’estimation de parame`tres.
L’approche de l’analyse par intervalles nous permet d’estimer les parame`tres de fac¸on
suˆre, trouver et valider a` la fois le domaine de parame`tres souhaite´. Le cas de donne´es
aberrantes sera e´carte´. Notre simulation est effectue´e pendant 1 seconde et les sorties
sont mesure´es toutes les 0.1 s. Nous prendrons donc le pas d’inte´gration h = 0.1 s pour
pouvoir e´valuer les sorties de notre mode`le aux instants de mesures choisis.
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3.6.1 Mode`le du vol longitudinale d’un avion en atmosphe`re au repos
Le mode`le e´tudie´ est celui du Dornier 28 e´tabli par des essais en souﬄerie [Coton 2001].
Il s’agit d’un mode`le de comportement en vol longitudinal d’un avion dans une atmosphe`re
en repos. Un vecteur d’e´tat est : x = (V, α, q, θ)T , ou`
— V : la vitesse de l’avion en me`tres par seconde,
— α : l’incidence en degre´s qui correspond a` la direction du nez de l’avion par rapport
au vecteur vitesse dans le plan vertical avec unite´ en degre´s,
— q : la vitesse de tangage en degre´s par seconde,
— θ : l’assiette longitudinale en degre´.
La plupart des variables de´crites pre´ce´demment peuvent eˆtre repe´re´es sur le sche´ma
d’avion de la Figure 3.21 :
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Figure 3.21 – Incidence et vecteur vitesse d’un avion.
Nous supposons que le pilote agit sur la commande de direction pour maintenir le vi-
rage nul. En outre, nous supposerons que le pilote agit sur la commande de gauchissement
pour maintenir la re´sultante ae´rodynamique dans un plan vertical, ceci signifie que la tra-
jectoire de l’ae´ronef sera situe´e dans un plan vertical puisqu’il n’y a pas d’acce´le´ration
faisant sortir le vecteur vitesse de ce plan. Le mode`le dynamique de comportement en
vol du Dornier est non-line´aire controˆle´. Le mouvement longitudinal d’un avion peut eˆtre
de´crit par les e´quations suivantes :
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
V˙ = −g sin(θ − α)− 1
2m
ρSV 2(C0x + Cxα(α− α0) + Cxδm(δm − δm0)),
α˙ =
2
2mV + ρSlV Czα˙
{
mV q +mg
cos(θ − α)
V
− 1
2
ρSV 2(C0z + Czα(α− α0)
+Czq
ql
V
+ Czδm(δm − δm0))
}
,
q˙ =
1
2B
ρSlV 2
{
C0m + Cmα(α− α0) + Cmq
ql
V
+ Cmα˙
2l
2mV 2 + ρSlV 2Czα˙
[
mV q
+mg
cos(θ − α)
V
− 1
2
ρSV 2(C0z + Czα(α− α0) + Czq
ql
V
+ Czδm(δm − δm0))
]
+Cmδm(δm − δm0)
}
,
θ˙ = q.
(3.71)
ou` α0 est la valeur d’e´quilibre de l’incidence α , nous prenons α0 = 4.45
◦. L’entre´e δm
repre´sente le braquage de gouverne de profondeur qui de´place un volet a` l’arrie`re de
l’avion cre´ant ainsi un couple de tangage tendant a` faire cabrer ou piquer l’avion. La
valeur d’e´quilibre de l’entre´e δm est note´e δm0. Dans la suite, nous notons u = δm − δm0
comme l’entre´e du mode`le.
Les parame`tres que nous allons estimer sont p = (Czα˙, Czq, Cmα˙, Cmq). Ce sont les
de´rive´es de stabilite´ ae´rodynamique. Selon nos hypothe`ses, ces coefficients sont constants
et nous supposons que leurs valeurs exactes sont respectivement : p = (1.8, 5,−5,−22)
qui refle`tent les dynamiques de performance ae´ronautique.
Selon des contraintes de ge´ome´tries et des contraintes de mode`le, nous admettons que
|u(t) + 2.6| ≤ 1.6 deg, (δm0 = −2.6 deg),
2m ≤ z(tf ) ≤ 3m, (3.72)
ou` z(tf ) repre´sente l’altitude du mode`le vers la fin de vol (en unite´ me`tre).
L’entre´e utilise´e dans notre mode`le a pour le but de comparer les re´sultats de l’es-
timation parame´trique lorsque nous avons une entre´e constante, une entre´e classique et
une entre´e dite optimale (ce terme sera pre´cise´ dans un prochain chapitre) obtenue dans
l’article [Jauberthie 2013].
Nous ne conside`rerons que le cas causal pour le proble`me d’estimation d’e´tat et l’es-
timation de parame`tres.
3.6.2 Estimation d’e´tat du mode`le
Dans notre cas, pour une raison de simplicite´, le vecteur d’e´tat est observe´ en totalite´
mais nous supposons que ces observations sont perturbe´es par des bruits de mesures
inconnus e(tj, p) ve´rifiant l’e´quation suivante :
e(tj, p) = y(tj)− ym(tj, p), pourj = 1, . . . , N, (3.73)
ou` y repre´sente le vecteur des mesures et ym celui des observations a` partir du mode`le
et ou` e(tj, p) correspond aux bruits de mesures inconnus mais dont les bornes infe´rieures
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et supe´rieures sont connues ou admissibles compte tenu des caracte´ristiques du capteur
correspondant. Ces bornes sont de´termine´es a` partir d’informations releve´es sur les ins-
truments de mesure. Dans notre cas, elles sont suppose´es inclues dans [E] ou` :
[E] = [−0.0447, 0.0447]×[−0.0044, 0.0044]×[−0.0044, 0.0044]×[−0.0044, 0.0044]. (3.74)
Les e´tats initiaux sont inclus dans :
[X0] = [28.48, 28.52]× [0.1094, 0.1174]× [−0.004, 0.004]× [0.0384, 0.0464]. (3.75)
Les parame`tres sont donne´s avec 5% d’erreur relative par rapport a` leurs vraies valeurs.
Ils sont conside´re´s inclus dans :
[P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−20.9]. (3.76)
Ensuite, nous faisons l’estimation d’e´tat via le crite`re de de´marrage en regardant si une
des longueurs d’intervalles d’e´tats estime´s surpasse la longueur admissible (la longueur
d’erreur admissible pour chaque e´tat). L’entre´e constante a e´te´ utilise´e ici, voir la Figure
3.23(a) :
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Figure 3.22 – L’estimation d’e´tat du mode`le d’avion.
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3.6.3 Estimation de parame`tres du mode`le
Dans ce cas, les parame`tres du mode`le ne sont plus suppose´s connus mais encadre´s
par un domaine borne´, nous gardons les suppositions sur les observations perturbe´es, et
nous essayons de chercher le domaine de parame`tres le plus petit possible a` partir d’un
ensemble de mesures donne´es.
A partir de l’algorithme 7, nous ve´rifions toujours que les sorties du mode`le sont
inclues dans les mesures :
einf 6 y − ym(t, p) 6 esup. (3.77)
Si un pave´ [p] permet d’encadrer via le mode`le du syste`me les mesures, nous disons
que ce pave´ [p] est admissible.
Selon les configuration re´elles, les e´tats initiaux sont conside´re´s inclus dans le pave´ :
[X0] = [28.48, 28.52]× [0.1094, 0.1174]× [−0.004, 0.004]× [0.0384, 0.0464]. (3.78)
Nous ge´ne´rons nos mesures enveloppe´es par la matrice [E]. Ces valeurs sont prises a`
partir des caracte´ristiques des capteurs choisis autour des valeurs initiales d’e´tats.
[E] = [−0.0447, 0.0447]×[−0.0044, 0.0044]×[−0.0044, 0.0044]×[−0.0044, 0.0044]. (3.79)
Le pave´ initial pour les parame`tres est suppose´ avec une incertitude de 5% autour de
la valeur exacte :
[P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−20.9]. (3.80)
La pre´cision de de´coupage a e´te´ fixe´e a` ε = (0.01, 0.05, 0.05, 0.1). Les mesures sont
disponibles a` chaque
1
12
de seconde pour la dure´e totale de 1 seconde avec 12 points
de mesures, ils sont ge´ne´re´s avec le vecteur de parame`tres : p = (Czα˙, Czq, Cmα˙, Cmq) =
(1.8, 5,−5,−22).
L’entre´e u peut eˆtre repre´sente´e par la Figure 3.23(a) et la Figure 3.23(b).
Avec l’entre´e constante 3.23(a), nous obtenons la Figure 3.24 qui repre´sente les pave´es
de parame`tres acceptables, la Figure 3.25 qui repre´sente les pave´es de parame`tres incer-
tains et la Figure 3.26(a) qui repre´sente les pave´es de parame`tres rejetables. Ces re´sultats
ont pris 21859 secondes (environs 4 h) du temps de calcul sur un ordinateur Intel i7,
3.2GHz sous Linux.
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(a) Entre´e constante pour le mode`le d’avion.
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(b) Entre´e pour le mode`le d’avion du type classique.
Figure 3.23 – Les diffe´rentes entre´es pour le mode`le d’avion.
(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 3.24 – La repre´sentation des domaines admissibles en 3D.
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(a) Domaines incertains de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines incertains de parame`tre Czq, Cmα˙ et
Cmq.
Figure 3.25 – La repre´sentation des domaines incertains en 3D.
(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 3.26 – La repre´sentation des domaines rejete´s en 3D.
Avec l’entre´e classique 3.23(b), nous obtenons la Figure 3.27 qui repre´sente les pave´s de
parame`tres acceptables, la Figure 3.28 qui repre´sente les pave´s de parame`tres incertaines
et la Figure 3.29 qui repre´sente les pave´s de parame`tres rejetables. Ces re´sultats ont pris
13859 secondes (environs 4 h) du temps de calcul sur un ordinateur Intel i7, 3.2GHz de
Linux :
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(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 3.27 – La repre´sentation des domaines admissibles en 3D.
(a) Domaines incertains de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines incertains de parame`tre Czq, Cmα˙ et
Cmq.
Figure 3.28 – La repre´sentation des domaines incertains en 3D.
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(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 3.29 – La repre´sentation des domaines rejete´s en 3D.
Un autre essai est fait avec l’entre´e repre´sente´e par la Figure 3.30, entre´e propose´e
dans l’article [Jauberthie 2013]. Nous voulons mettre en e´vidence ici, l’impact du choix
de l’entre´e sur l’estimation dans ce mode`le d’avion [Li 2015c].
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Figure 3.30 – Entre´e pour le mode`le d’avion dite optimale.
Nous reprenons le meˆme processus de l’estimation de parame`tres que pre´ce´demment,
avec 19922 secondes de calcul, nous obtenons les Figures 3.31, 3.32 et 3.33 :
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(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 3.31 – La repre´sentation des domaines admissibles en 3D.
(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 3.32 – La repre´sentation des domaines incertains en 3D.
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Table 3.5 – Volume de p1p2p3.
Volume Admissible Incertain Rejete´
Constante 0.1215 1.0651 0.1170
Non optimale 0.0386 0.4061 0.2693
Optimale 0.0028 0.5587 0.1882
Table 3.6 – Volume de p2p3p4.
Volume Admissible Incertain Rejete´
Constante 1.7325 13.0176 2.8499
Non optimale 0.4719 4.9641 12.1640
Optimale 0.0347 6.8286 10.7368
(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 3.33 – La repre´sentation des domaines rejetables en 3D.
Nous re´sumons les re´sultats dans les Tableaux 3.5, 3.6.
Comme les domaines sont tous superpose´s, alors nous faisons un produit pour chaque
groupe de parame`tres obtenus dans le tableau 3.7.
Table 3.7 – Produit de p1p2p3p4.
Produit Admissible Incertain Rejete´
Constante 0.0097 0.0732 0.0160
Classique 0.0027 0.0279 0.0684
Optimale 1.9501× 10−4 0.0384 0.0604
Nous voyons qu’avec une entre´e optimale obtenue dans le sens classique
[Jauberthie 2002], le volume du domaine admissible a e´te´ largement re´duit. Mais le vo-
lume des boˆıtes rejete´es est plus large que celui obtenu par l’entre´e classique. L’entre´e
optimale obtenue dans le cas statistique ne rend pas des re´sultats satisfaisants par rapport
aux entre´es classiques. Une entre´e optimale dans le contexte d’analyse par intervalles, va
nous permettre d’obtenir les re´sultats premie`rement avec plus de pre´cision (la quantite´
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de boˆıte admissible et boˆıte incertaine) et deuxie`mement en raccourcissant le temps de
calcul, cela implique aussi qu’elle est capable d’enlever des quantite´s importantes sur les
boˆıtes rejetables.
Dans ces figures, nous voyons quand meˆme que le parame`tre Czα˙ reste encore mal
estime´. Cela est peut eˆtre duˆ au fait que :
— Les erreurs sur les mesures sont grandes alors avec ces incertitudes, l’inversion
ensembliste ne peut plus encadrer la bonne solution de manie`re pre´cise et le nombre
de domaines incertains sera plus important,
— L’entre´e n’est pas ide´ale dans cette configuration pour estimer ce parame`tre.
Dans le chapitre 4, nous allons ensuite proposer quelques crite`res afin de trouver une
entre´e plus adapte´e a` estimer les parame`tres a` la fois ou une entre´e optimale a` estimer
certains parame`tres. Cette me´thodologie ouvre la porte de la planification d’expe´rience
d’une entre´e optimale, ou` les sensibilite´s seront tre`s utiles.
Chapitre 4
Planification d’expe´rience pour les
syste`mes non-line´aires
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Lors de l’estimation de parame`tres a` partir de donne´es expe´rimentales avec un mode`le,
il est important de se´lectionner les conditions expe´rimentales les plus pertinentes, afin
d’obtenir des re´sultats d’estimation les plus pre´cis possibles. Pour cette estimation, nous
obtiendrons ainsi l’information la plus pertinente. C’est la de´marche de planification
d’expe´rience ou d’optimisation d’essais. Elle permet de de´finir les conditions d’expe´riences
les plus inte´ressantes parmi un ensemble admissible, cet ensemble traduisant les diverses
contraintes (sorties, entre´es, ...) que le protocole expe´rimental doit ve´rifier afin de pouvoir
eˆtre effectivement mis en œuvre. La planification d’expe´riences constitue une e´tape es-
sentielle car une expe´rience mal conc¸ue peut rendre vaine toute tentative d’interpre´tation
des donne´es recueillies sur le syste`me. Afin de re´soudre le proble`me d’optimisation d’es-
sais, il faut de´finir un crite`re d’optimalite´ (c’est-a`-dire une grandeur scalaire) relie´ au
but poursuivi qui est ici l’ame´lioration des mesures utilise´es en estimation. Ce crite`re est
ensuite optimise´ par rapport a` l’ensemble des variables disponibles a` l’expe´rimentateur,
tout en respectant l’ensemble des contraintes.
L’objectif de ce chapitre est de construire des outils nume´riques dans le cadre de
l’analyse par intervalles permettant d’optimiser les essais d’un syste`me de´crit par des
e´quations diffe´rentielles ordinaires. Nous ne nous inte´ressons pas a` l’identification de la
structure du mode`le parmi un ensemble de structures mais a` celle des parame`tres de la
structure retenue. Dans une premie`re partie, nous parlerons du principe ge´ne´ral de la
planification d’expe´riences. Nous rappelons la notion de matrice d’information de Fisher.
L’optimisation d’essais utilise cette matrice afin de trouver des conditions optimales qui
maximisent ces variations en espe´rant avoir plus d’information. Dans le cadre de l’ana-
lyse par intervalles, nous montrerons un re´sultat similaire, sauf que la repre´sentation de
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l’information change. Nous proposons de nouveaux crite`res d’optimisation d’essais pour
des mode`les dynamiques non line´aires, dans le contexte de l’analyse par intervalles. Dans
une deuxie`me partie, nous comparons ces diffe´rents crite`res sur un mode`le d’avion qui a
e´te´ de´ja` traite´ dans le cas stochastique [Jauberthie 2002].
4.1 Principe de la planification d’expe´riences
Conside´rons le syste`me de´crit par les e´quations d’e´tat suivantes :
x˙(t) = f(x(t), p, u(t)),
ym(t) = g(x(t), p),
x(t0) ∈ [X0],
p ∈ [P0],
(4.1)
ou` x(t) ∈ Rnx et ym(t) ∈ Rny repre´sentent respectivement les variables d’e´tats et les
sorties du mode`le. p ∈ Rnp et u(t) ∈ Uad repre´sentent les variables de parame`tres et
l’entre´e. L’entre´e est continue par morceau. Les fonctions f et g sont non line´aires et
continuˆment diffe´rentiables par rapport a` x , p et u, [X0] est le domaine a priori connu
pour la condition initiale x(t0) et [P0] est le domaine initial pour le vecteur de parame`tre
p ∈ Rnp . Les sorties mesure´es y(tj) sont suppose´es disponibles a` chaque instant tj ∈
{t1, · · · , tN}.
Puisque nous sommes dans le contexte de l’estimation parame´trique a` erreurs
borne´es, les valeurs admissibles des parame`tres p peuvent eˆtre relie´es avec les donne´es
expe´rimentales y(t) de la fac¸on suivante :
ei ≤ y(ti)− ym(ti, p, u) ≤ ei, (4.2)
ou` ei et ei sont conside´re´s comme des bornes d’erreur admissible, u est l’entre´e du syste`me.
Nous supposons aussi qu’il existe des contraintes sur l’entre´e u(t) et e´ventuellement
la sortie y(t, p, u). Ces contraintes sont de´crites sous la forme :
| u(t)− u0 |≤ µ ∀t,
| yk(t, p, u)− yk0 |≤ ηk ∀t, k = 1, . . . , ny. (4.3)
Le but de la planification d’expe´rience pour l’estimation de parame`tres est de trouver
les entre´es admissibles et optimales qui donnent plus de de´tails sur les re´sultats d’esti-
mation : minimiser le domaine cherche´ des parame`tres, augmenter la pre´cision des pa-
rame`tres, re´duire le temps utilise´ pour le processus d’estimation, etc. Selon les diffe´rents
crite`res, nous pouvons trouver plein de conditions pour l’estimation de parame`tre. Dans
le contexte ensembliste exploitant les outils d’analyse par intervalles, comme les re´sultats
de l’estimation parame´triques sont repre´sente´s sous forme d’intervalle, souvent par une
forme ge´ome´trique, des boˆıtes ou des cubes, nous adoptons les techniques de planification
pour re´duire le domaine cherche´ ayant donne´ le pave´ de parame`tres recherche´s.
Dans le cas classique stochastique les erreurs e(ti) sont assimile´es a` des variables
ale´atoires gaussiennes inde´pendantes de moyenne nulle, de variance e´gale a` Σ et de matrice
de variance covariance σ. La caracte´risation de l’incertitude sur l’estime´e des parame`tres
est alors souvent donne´e par la matrice de Fisher suivante :
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De´finition 8. La matrice d’information de Fisher est donne´e par :
F (p, u) =
Nt∑
i=1
(
∂y(ti, p, u)
∂p
)TΣ−1
∂y(ti, p, u)
∂p
, (4.4)
ou` Nt est le nombre de mesure effectue´es sur le syste`me et Σ est la matrice de covariance
des erreurs.
Il faut remarquer que la caracte´risation par la matrice de Fisher dans le cas non
line´aire suppose de nombreuses approximations. La de´rive´e sur la sortie du syste`me par
rapport aux parame`tres influence la valeur de la matrice d’information de Fisher. La
caracte´ristique de cette matrice de´crit par exemple : A-optimalite´, D-optimalite´, etc,
implique l’ensemble d’information apporte´. A partir de la de´finition pre´ce´dente, nous
voyons que la valeur de F (p, u) est influence´e par les instants ti, les parame`tres p et l’entre´e
u. Dans le contexte de la planification d’expe´riences pour l’estimation parame´trique, nous
pouvons nous inte´resser a` la recherche des instants et des entre´es qui optimisent dans
un certain sens une fonction de cette matrice. L’information obtenue aux instants ou`
cette fonction est la plus grande est intuitivement plus pertinente qu’aux instants ou` la
fonction est petite. Ceci nous conduit a` la notion de planification d’expe´rience par rapport
au temps, cela donnera les points optimaux pour faire l’e´chantillonnage. De meˆme, par
rapport a` l’entre´e u, nous obtenons des valeurs diverses et la planification d’expe´rience
d’entre´e nous donne l’entre´e optimale pour estimer au mieux les parame`tres. “Mieux” est
dit dans le sens de pre´cision. Avec cette ide´e nous proposons dans la suite une de´marche
de planification de l’expe´rience d’entre´e dans le cas a` erreur borne´e, ou` apparaˆıt cette
de´rive´e sur la sortie du mode`le par rapport aux parame`tres. Notons que cela peut eˆtre
utilise´ facilement pour planifier les instants optimaux et les parame`tres optimaux.
Notons que les termes
∂yi
∂pj
(p, u) sont des solutions du syste`me diffe´rentiel suivant,
couple´ avec l’e´quation 4.1 :
d
dt
∂x
∂pj
=
nx∑
i=1
[
∂f
∂xi
∂xi
∂pj
] +
∂f
∂pj
,
∂y
∂pj
=
nx∑
i=1
[
∂g
∂xi
∂xi
∂pj
] +
∂g
∂pj
j = 1, · · · , np,
∂x
∂pj
(0) = 0.
(4.5)
La solution de ce syste`me ne´cessite une augmentation de complexite´ de calcul d’EDO,
mais il est incontournable pour le calcul des sensibilite´ des sorties par rapport aux pa-
rame`tres.
Dans les sections qui suivent, nous allons mettre en e´vidence diffe´rents crite`res pour
la minimisation du domaine des parame`tres initialement cherche´ dans le contexte a` er-
reur borne´. Notons que ces crite`res peuvent non seulement eˆtre utilise´s pour l’estimation
de parame`tres faite par l’inversion ensembliste, SIVIA par exemple, mais ils sont aussi
efficaces pour l’estimation faite par l’approche d’optimisation. Les entre´es optimales ne
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sont pas le seul but de la planification, les conditions initiales et le nombre de points
d’e´chantillonnage peuvent eˆtre aussi conside´re´s par cette approche. Une analyse d’effet
e´le´mentaire sera applique´e sur diffe´rents crite`res choisis afin de re´duire le nombre de
points concerne´s.
4.1.1 Crite`re de A-optimalite´-intervalle
Pour un syste`me dynamique non line´aire donne´, nous pouvons toujours e´crire le
syste`me (4.1) sous forme d’intervalles. Nous pouvons trouver par exemple via la fonction
d’inclusion de la forme centre´e sur la fonction d’observation [y](t, [p]) = [g]([x](t, [p]), [p]),
une relation de´ploye´e par rapport aux parame`tres. Selon [Jaulin 2001a], la forme centre´e
donne souvent des intervalles plus petits quand les largeurs d’intervalles sont faibles,
c’est celle ci que nous choisissons dans la suite. Supposons que i = 1, · · · , nx ou` nx est
la dimension de l’e´tat, pour chaque sortie du syste`me a` l’instant tk, nous cherchons les
ensembles de parame`tres qui satisfont la relation suivante :
ymi (m,u, tk) +
np∑
j=1
([pj]−mj)[∂y
m
i
∂pj
]([p], u, tk) ⊂ [yki , yki ], (4.6)
ou` mj est la valeur au milieu de [pj], m est le vecteur milieu des parame`tres [p], k est
l’indice de temps avec k = 1, ..., nt. L’indice m pour y
m
i signifie la sortie du mode`le dans
l’e´quation et [yki ] = [y
k
i
, yki ] les mesures a` erreurs borne´es.
Avec les notations ci-dessus, nous notons [Ski,j] = [
∂ymi
∂pj
]([p], u, tk), et la ligne [Si] ∈
IR1×np forme´e par les entre´es [Ski,j] = ([Ski,1], · · · , [Ski,np ]) a` chaque instant tk avec le vecteur
[p] = ([p1], · · · , [pnp ])T et np = dim([p]). Nous rappelons que la matrice [I]λ est de´finie
par :
[I]λ =
 [1− λ, 1 + λ] · · · [0− λ, 0 + λ]... . . . ...
[0− λ, 0 + λ] · · · [1− λ, 1 + λ]
 . (4.7)
Le terme [1 − λ, 1 + λ] n’apparaˆıt que dans la ligne diagonale, les autres e´le´ments
dans cette matrice sont tous sous forme [0 − λ, 0 + λ] ou` λ ∈]0, 1[. Nous utilisons [vk]
pour repre´senter [yk − ym([p], u, tk), yk − ym([p], u, tk)]. Avec ces notations, nous avons la
proposition suivante :
Proposition 5. Si [Sk]T [Sk] est inversible, alors nous avons :
[I]k([p]−m) ⊂ ([Sk]T [Sk])−1· [Sk]T [vk]. (4.8)
ou` [I]k est une matrice “proche de la matrice identite´ intervalle” pour tout k ∈ (1, . . . , nt).
De´monstration. nous avons :
[Ski ]([p]−m) + ymi (m,u, tk) ⊂ [yki , yki ]. (4.9)
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Comme cette relation doit eˆtre e´tablie a` chaque sortie et a` l’instant tk, nous noterons
[Sk] ∈ IRny×np la matrice dont les lignes sont les ny lignes [Ski ]. Nous avons donc :
[Sk]([p]−m) ⊂ [vk]. (4.10)
Nous multiplions cette relation par la matrice [Sk]T ∈ IRnp×ny transpose´e, nous obte-
nons :
[Sk]T [Sk]· ([p]−m) ⊂ [Sk]T · [vk]. (4.11)
Cette relation est valable pour tous les tk ou` k = 1, ..., nt. Supposons que la matrice
[Sk]T [Sk] soit inversible, alors nous multiplions par la matrice inverse de [Sk]T [Sk] comme
nous l’avons de´finie dans la proposition 1 du chapitre 2.
Selon le lemme 3, nous multiplions une matrice note´e ([Sk]T [Sk])−1, alors nous avons :
([Sk]T [Sk])−1([Sk]T [Sk])· ([p]−m) ⊂ ([Sk]T [Sk])−1· [Sk]T [vk], (4.12)
et l’e´quation (4.12) peut eˆtre e´crite :
[Ik]([p]−m) ⊂ ([Sk]T [Sk])−1· [Sk]T [vk], (4.13)
ou` [Ik] repre´sente l’inclusion ([Sk]T [Sk])−1([Sk]T [Sk]).
Avec cette inclusion nous allons maintenant e´tablir une premie`re majoration de la
norme du vecteur intervalle [Ik]([p]−m). Cette majoration ne´cessitera l’introduction du
lemme technique suivant.
Lemme 4. Soit [A] une matrice intervalle, [vk] un vecteur intervalle et v˜k le vecteur de
composantes re´elles e´gales a` (mag([vkj ]))j nous avons :
‖[A][vk]‖26 ‖[A]‖2F‖[vk]‖22. (4.14)
De´monstration. Nous notons : [A] = ([Aij])ij,
‖[A][vk]‖2= max
i
|
∑
j
[Aij][v
k
j ]|2. (4.15)
Nous avons |[Aij][vkj ]|= |[Aij]| |[vkj ]| et [Aij] = [aij, aij].
En effet, pour la partie gauche :
|[Aij][vkj ]| = |[min(aijvkj , aijvkj , aijvkj , aijvkj ),max(aijvkj , aijvkj , aijvkj , aijvkj )]|
= max(|aijvkj |, |aijvkj |, |aijvkj |, |aijvkj |), (4.16)
puis la partie droite :
|[Aij]| |[vkj ]|= max(|aijvkj |, |aijvkj |, |aijvkj |, |aijvkj |). (4.17)
Alors :
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∣∣∣∣∣∑
j
[Aij][v
k
j ]
∣∣∣∣∣
2
=
∑
j
|[Aij]|
∣∣[vkj ]∣∣2 . (4.18)
Nous posons, [Ai] le vecteur ligne de la matrice [A] donc [Ai] = ([Ai, j])j et
Ai = (|[Aij]|)j, vecteur a` composantes re´elles (positives) et v˜k = (|[vkj ]|)j, e´le´ment a`
composantes re´elles (positives). Ainsi le produit scalaire de Ai par v˜ est :∑
j
|[Aij]| |[vkj ]|=< Ai, v˜k > . (4.19)
Avec l’ine´galite´ de Cauchy Schwartz :
< Ai, v˜
k >2= |< Ai, v˜k > |2≤ ‖Ai‖22‖v˜k‖22. (4.20)
Ainsi :
‖[A][vk]‖2≤ max
i
(‖Ai‖22‖v˜k‖22) = (max
i
‖Ai‖22)‖v˜k‖22. (4.21)
Mais
max
i
(‖Ai‖22) ≤
∑
i
‖Ai‖22=
∑
i,j
|[Aij]2|= |tr([A][A]>)|. (4.22)
Donc
‖[A][vk]‖2≤ |tr([A][A]>)|· ‖v˜k‖22= ‖[A]‖2F · ‖v˜k‖22. (4.23)
De´monstration termine´e.
De´monstration de la proposition termine´e.
Ceci nous conduit a` la proposition suivante :
Proposition 6. Pour tout k ∈ (1, . . . , nt)
‖[Ik]([p]−m)‖6 ‖(([Sk])T [Sk])−1· ([Sk])T‖F‖[vk]‖. (4.24)
et
‖[Ik]([p]−m)‖6 2
√
|tr([I](([Sk])T [Sk])−1)|‖[vk]2‖. (4.25)
De´monstration. Nous avons :
‖[Ik]([p]−m)‖6 ‖(([Sk])T [Sk])−1· ([Sk])T [vk]‖. (4.26)
En introduisant la matrice d’intervalle [A] = ([Sk]T [Sk])−1· [Sk]T et sachant que
([A][B])T = [B]T [A]T , nous avons :
[A][A]T = ([Sk]T [Sk])−1([Sk]T [Sk])(([Sk]T [Sk])−1)T , (4.27)
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donc
[A][A]T = [Ik]· (([Sk]T [Sk])−1)T , (4.28)
or ([A][A]T )T = [A]· [A]T , donc
[A][A]T = ([Sk]T [Sk])−1 × ([Ik])T = ([Sk]T [Sk])−1 × [Ik]. (4.29)
Nous avons la trace
tr([A][A]T ) =
∑
i
(
∑
j
[Aij][Aji]
>) =
∑
i
(
∑
j
[Aij][Aij]), (4.30)
ou` les e´le´ments de [A] sont note´s [Aij] et [Aji]
T = [Aij], donc
tr([A][A]T ) =
∑
i,j
[Aij]
2, (4.31)
qui est un intervalle. Nous utilisons la norme Frobenius sur une matrice d’intervalle de´finie
par [Rump 2014] :
‖[A]‖F=
√
|tr([A][A]T )|, (4.32)
ou` nous appelons que la magnitude d’un intervalle est de´finie par |[J ]|= max(|J |, |J |).
Notons que l’intervalle [Aij]
2 a toujours ses bornes positives. Donc,
∑
i,j
[Aij]2 =
∑
i,j
([Aij]2)⇒
∑
i,j
|[Aij]2|= |
∑
i,j
[Aij]
2|. (4.33)
Donc nous avons pose´ ‖[A]‖F=
√|tr([A][A]>)| = √∑i,j|[Aij]2|.
Nous avons [Ik]([p]−m) ⊂ [A][vk]. Nous savons que ‖[z]‖= max
i
|[zi]|. et donc ‖[z]‖2=
max
i
|[zi]|2.
Le lemme 4 permet de terminer la preuve de cette proposition.
La proposition suivante va nous permettre d’isoler la trace afin d’extraire un crite`re.
Proposition 7. Pour tout k ∈ {1, ..., nt}
| tr([Ik]([Sk]T [Sk])−1) |≤ λmax(| [I]λ |) | tr(([Sk]T [Sk])−1) | avec λmax(| [I]λ |) = 1 + npλ
la valeur maximale de valeur propre de | [I]λ |.
De´monstration. Pour tout k ∈ 1, ..., nt, il existe λk tel que [Ik] ⊂ [I]λk [Ik]([Sk]T [Sk])−1 ⊆
[I]λk([S
k]T [Sk])−1. Mettons λ = maxk∈1,...,ntλk, nous avons [I]λk ⊂ [I]λ. Mettons [C] =
([Sk]T [Sk])−1 et [cij] sont les e´le´ments de la matrice [C], nous obtenons l’ine´galite´ suivante :
| tr([Ik] [C]) |≤| tr([I]λ [C]) |≤ tr(| [I]λ | | [C] |) ≤
λmax(| [I]λ |)tr(| [C] |),
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puisque les matrices | [I]λ | et | [C] | sont syme´triques [Mehra 1976]. De´monstration
termine´e.
Des propositions pre´ce´dentes, nous de´duisons le re´sultat suivant avec les notations
de´ja` donne´es :
Proposition 8. Pour tout k ∈ {1, ..., nt}
‖ [Ik]([p]−m) ‖2≤ λmax(| [I]λ |) | tr(([Sk]T [Sk])−1) | ‖ v˜k ‖22 . (4.34)
Ainsi un crite`re possible pour l’entre´e optimale dans le sens ou` le domaine de recherche
est le plus contractant peut eˆtre de´fini par :
J1(u) =
∑
k
| tr(([Sk]T [Sk])−1) |.
Remarquons que [Sk][Sk] est similaire a` la matrice d’information dans le cas classique
[Friedrich 2006] [Saltelli 2008].
Parmi toutes les entre´es possibles, une entre´e optimale est recherche´e pour pouvoir
rendre le domaine de recherche des parame`tres contractant (minimiser l’ensemble de
domaine rejetable) et alors de plus re´duire le temps de calcul au cours de l’inversion
ensembliste. De l’e´tude qui pre´ce`de, nous allons extraire dans un premier temps, deux
crite`res possibles. Ces deux crite`res sont base´s sur la trace. Nous notons [Sk] la fonction
d’inclusion de sensibilite´, qui repre´sente [
∂y
∂p
]([p], u, tk) a` l’instant tk. Nous proposons les
deux de´finitions suivantes.
De´finition 9. Nous appelons crite`re de A-optimalite´-intervalle la fonction :
J1(u) =
∑
k
(mag(tr([Sk]T [Sk])−1)). (4.35)
Nous appelons crite`re de trace-intervalle la fonction :
J2(u) =
∑
k
(mig(tr([Sk]T [Sk]))). (4.36)
De´finition 10. Nous dirons qu’une entre´e u∗ est A-optimale-intervalle si elle ve´rifie :
u∗ = Argmin
u∈Uad
J1(u), (4.37)
nous dirons qu’une entre´e u∗ est trace-optimale-intervalle si elle ve´rifie :
u∗ = Argmax
u∈Uad
J2(u). (4.38)
Le deuxie`me crite`re est propose´ pour e´viter le calcul d’inverse d’une matrice d’inter-
valle, mais il faut ve´rifier que les matrices ([Sk]T [Sk])) sont inversibles. Pour cela nous
pouvons calculer le de´terminant de cette matrice qui est un intervalle et ve´rifier que 0
n’y appartient pas.
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4.1.2 Crite`re M-optimalite´-intervalle
Nous pouvons d’une part, chercher une entre´e optimale a` partir d’une matrice d’inter-
valle en appliquant une norme, d’autre part, nous pouvons aussi en chercher une a` partir
d’une matrice ponctuelle appartenant a` la matrice intervalle [Sk]. Avec les meˆmes nota-
tions que la section pre´ce´dente, la matrice ponctuelle choisie est le milieu de la matrice
[Sk], en conside´rant toujours la matrice [Sk] ∈ IRny×np . Supposons que i = 1, . . . , nx ou`
nx est la dimension de l’e´tat, pour chaque sortie du syste`me a` l’instant tk, nous avons :
ymi (m,u, tk) +mid([S
k])· ([p]−m) ⊂ ymi (m,u, tk) + [Sk]([p]−m) ⊂ [yki , yki ]. (4.39)
En reprenant les notations pre´ce´dentes, nous avons :
mid([Sk])· ([p]−m) ⊂ ([vk1 ], · · · , [vkny ])T , (4.40)
ou` mid([Sk]) ∈ Mny×np . Il faut remarquer qu’ici la matrice est une matrice a` coeffi-
cients re´els ce qui facilite les calcul matriciels. Alors nous avons la proposition suivante :
Proposition 9. Si mid([Sk])Tmid([Sk]) est inversible, alors nous avons :
[p]−m ⊂ ((mid([Sk]))T × (mid([Sk])))−1(mid([Sk]))T [vk]. (4.41)
De´monstration. nous multiplions les deux coˆtes de l’e´quation (4.40) par (mid([Sk]))T
pour obtenir
(mid([Sk]))T · (mid([Sk]))([p]−m) ⊂ (mid([Sk]))T [vk], (4.42)
et sous la condition que (mid([Sk]))Tmid([Sk]) soit inversible nous avons :
[p]−m ⊂ ((mid([Sk]))T × (mid([Sk])))−1(mid([Sk]))T [vk]. (4.43)
De´monstration termine´e.
Nous notons A = [(mid([Sk]))T×(mid([Sk]))]−1(mid([Sk]))T qui est une matrice re´elle,
alors nous pouvons e´crire :
[p]−m ⊂ A· [vk], (4.44)
ou` [p] ⊂ m+A·[vk]. Pour que [p]−m soit le plus petit possible, nous pouvons rendre A· [vk]
le plus petit possible. Nous connaissons ‖[vk]‖= max
i
(|[vki ])| et |[vki ]|= max(|[vki ]|, |[vki ]|).
Comme dans le paragraphe pre´ce´dent nous avons le lemme qui cette fois porte sur
une matrice re´elle.
Lemme 5.
‖A[vk]‖6 ‖A‖F ·‖[vk]‖2. (4.45)
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De´monstration. Nous notons A = (Aij),
A· [vk] =
np×ny∑
j=1
Aij[v
k
j ], (4.46)
‖A· [vk]‖= ‖(
np×ny∑
j=1
Aij· [vkj ])‖= max
i
(|
np×ny∑
j=1
Aij· [vkj ]|). (4.47)
Nous prenons le produit scalaire, alors :∑
j
|Aij||[vkj ]|=< Ai, v˜k > . (4.48)
Rappelons que [Ai,j] sont les e´le´ments de la matrice [A], le vecteur ligne de cette ma-
trice est note´ [Ai] = [Ai,j]j et nous notons Ai, le vecteur (mag([Ai,j]))j c’est un vecteur a`
composantes re´elles (positives) et v˜k = (|[vkj ]|)j, e´le´ment a` composantes re´elles (positives).
Avec l’ine´galite´ de Cauchy Schwartz :
< Ai, [v˜
k] >2= |< Ai, v˜k > |2≤ ‖Ai‖22‖v˜k‖22, (4.49)
∣∣∣∣∣
nt×ny∑
j=1
Aij· [vkj ]
∣∣∣∣∣
2
≤
nt×ny∑
j=1
|Aij|2· |[vkj ]|2≤ (
nt×ny∑
j=1
|Aij|2)× ‖[vk]‖. (4.50)
En conse´quence,
‖A· [vk]‖2 ≤ max
i
(
∑ny
j=1|Aij|2)× ‖[vk]‖2,
≤∑npi=1∑nyj=1|Aij|2×‖[vk]‖2,
= |tr(AAT )|‖[vk]‖2.
(4.51)
Et puis, ‖A‖2F= tr(ATA). La de´monstration termine´e.
Ensuite, nous avons :
AT = mid([Sk])[(mid([Sk]))T (mid([Sk]))−1]T .
Donc,
AAT = [(mid([Sk]))T ×mid([Sk])]−1[(mid([Sk]))T ×mid([Sk])][(mid([Sk]))T × (mid([Sk]))−1]>,
= I × [(mid([S]))T × (mid([Sk]))−1]T = [(mid([Sk]))T × (mid([Sk]))−1]T ,
(4.52)
ou` I est la matrice identite´.
Nous savons que
tr(AAT ) = tr(((mid([Sk]))T ×mid([Sk]))−1). (4.53)
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alors nous pouvons maximiser la trace de ATA ce qui est e´quivalent a` maxi-
miser tr[(mid([Sk]))T × mid([Sk])] apre`s avoir ve´rifie´ l’inversibilite´ des matrices
(mid([Sk]))T (mid([Sk])) afin d’estimer de manie`re efficace les parame`tres.
Avec le lemme 5, nous avons la proposition suivante :
Proposition 10. Pour tout k = {1, . . . , nt},
‖[p]−m‖26 ‖A[vk]‖26 |tr(((mid([Sk]))T ×mid([Sk]))−1)|‖[vk]‖22. (4.54)
De´finition 11. Nous appelons M-optimalite´-intervalle la fonction :
J3(u) =
∑
k
tr((mid([Sk]))T (mid([Sk])))−1. (4.55)
De´finition 12. Nous dirons qu’une entre´e u∗ est M-optimale-intervalle si elle ve´rifie :
u∗ = Argmin
u∈Uad
J3(u). (4.56)
Dans la pratique les entre´es trouve´es, sur les exemples traite´s dans cette the`se, sont
les meˆmes qu’avec le crite`re pre´ce´dent.
4.1.3 Crite`re D-optimalite´-intervalle
Nous reprenons les notations des paragraphes pre´ce´dents. Dans le cas classique, l’infor-
mation a` l’instant tk est contenue dans la matrice forme´e des produits
∂ym(tk)
∂pi
× ∂y
m(tk)
∂pj
,
i, j ∈ (1, . . . , np), c’est-a`-dire la matrice ∂y
m(tk)
∂p
T ∂ym(tk)
∂p
.
Nous avons les de´finitions suivantes [Hazewinkel 2001] :
De´finition 13. Dans un espace euclidien la gramienne d’un syste`me de vecteur v1, . . . , vn
est la matrice forme´e par les produits scalaires de ces vecteurs. Le de´terminant de cette
matrice est le de´terminant de Gram aussi appele´ gramien. Ainsi l’information est conte-
nue dans la gramienne du syste`me forme´ par le syste`me des vecteurs de sensibilite´ :
∂ym1 (t1)
∂pi
, . . . ,
∂ymn (t1)
∂pi
, . . . ,
∂ym1 (tN)
∂pi
, . . . ,
∂yny(tN)
∂pi
, pour i = 1, . . . , np. (4.57)
Si de plus cette matrice est inversible alors le Gramien repre´sente le carre´ du volume du
paralle´lotope forme´ par les vecteurs de sensibilite´. La D-optimalite´ classique correspond a`
l’optimisation de ce volume. Ici nous e´tendons cette de´marche dans le contexte intervalle.
Nous noterons avec les notations des paragraphes pre´ce´dents :
F ([p], u) =
Nt∑
k=1
(([Sk])T [Sk]). (4.58)
Une forme avec la ponde´ration est :
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F ([p], u) =
Nt∑
k=1
(([Sk])Tσ[Sk]). (4.59)
Nous proposons le crite`re suivant :
De´finition 14. Nous appelons crite`re de D-optimalite´-intervalle la fonction :
J4(u) = det(mig(F ([p], u)). (4.60)
De´finition 15. Nous dirons qu’une entre´e u∗ est D-optimale-intervalle si elle ve´rifie :
u∗ = Argmax
u∈Uad
J4(u). (4.61)
Remarque dans [Jauberthie 2013] l’utilisation d’un de´terminant intervalle est faite
mais le crite`re utilise´ est un peu diffe´rent, le contexte intervalle n’e´tant pas le meˆme
puisque pour le bruit de mesure des informations statistiques e´tait pris en compte.
Pour trouver le de´terminant, nous avons essaye´ diffe´rentes me´thodes. La premie`re
tentative est d’utiliser la me´thode propose´e dans [Jaulin 2005] via l’approche ine´galite´
matricielle line´aire (LMI en anglais). Mais, la borne infe´rieure reste toujours ne´gative.
L’autre approche est base´e sur le calcul de la trace, sachant que les termes diagonaux sont
toujours positifs et de plus le nombre de parame`tres a` estimer par l’approche ensembliste
via analyse par intervalle ne doivent pas de´passer 5, alors selon le the´ore`me de Cayley-
Hamilton, pour des matrices de dimension 2 × 2, 3 × 3, 4 × 4, nous pouvons toujours
calculer le de´terminant via la trace de matrice. Mais, cette me´thode n’aboutit pas a` un
re´sultat satisfaisant. Enfin, nous utilisons le calcul classique du de´terminant en prenant
la valeur maximale pour le de´terminant-intervalle.
4.1.4 Crite`re Migmag-optimalite´-intervalle
Dans les paragraphes 4.1.1 et 4.1.2, nous avons pris le parti de contracter le vecteur
intervalle [p] − m en seul bloc. Dans ce qui suit nous allons travailler parame`tre par
parame`tre. Nous en de´duirons un crite`re d’optimalite´ : le Migmag-optimalite´-intervalle.
Ce crite`re sera utilise´ pour ame´liorer la qualite´ de l’estimation des parame`tres que l’on a
eu plus de difficulte´ a` estimer [Li 2015b].
Reprenons l’e´quation (4.6) a` un instant t, nous pouvons tirer [pi] :
[pi] ⊂
 [yk]− y
m
k (m,u(t))−
∑
j 6=i([pj]−mj)[
∂ymk
∂pj
]([p], u)
[
∂ymk
∂pi
]([p], u)
+mi
 ,
ce qui introduit un nouveau domaine pour [pi]. Mais en de´plac¸ant mi, nous avons aussi :
[pi]−mi ⊂
 [y]k − y
m
k (m,u(t))−
∑
j 6=i([pj]−mj)[
∂ymk
∂pj
]([p], u)
[
∂ymk
∂pi
]([p], u)
 ,
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pour tout i ∈ 1, . . . , np, [pi]−m est inclus dans un intervalle syme´trique.
Nous avons le re´sultat suivant :
Proposition 11. Avec les notations qui pre´ce`dent nous avons pour tout i ∈ 1, .., np,
[pi]−mi ⊂
 [yk]− y
m
k (m,u(t))−
∑
j 6=i([pj]−mj)mag([
∂ymk
∂pj
]([p], u))
mig([
∂ymk
∂pi
]([p], u))
 .
De´monstration. Puisque [pj]−mj est syme´trique pour tout j ∈ {1, . . . , np} avec le lemme
1 nous avons :
[pi]−mi ⊂
 [yk]− y
m
k (m,u(t))−
∑
j 6=i([pj]−mj)mag([
∂ymk
∂pj
]([p], u))
[
∂ymk
∂pi
]([p], u))
 . (4.62)
Intuitivement pour minimiser une fraction, il suffit de maximiser son de´nominateur et
minimiser son nume´rateur. C’est cette ide´e que nous utiliserons dans la suite. Notons :
[
∂ymk
∂pi
]([p], u) = [Sk,i] = [Sk,i, Sk,i]. (4.63)
Si 0 /∈ [Sk,i, Sk,i], nous avons
[Sk,i, Sk,i]
−1 = [
1
Sk,i
,
1
Sk,i
]. (4.64)
Si Sk,i > 0 et nous devons maximiser |Sk,i|= mig([Sk,i]), c’est e´quivalent a` minimiser
1
|Sk,i| .
Si Sk,i < 0 et nous devons maximiser |Sk,i|= mig([Sk,i]), c’est e´quivalent a` minimiser
1
|Sk,i| .
Si 0 ∈ [Sk,i, Sk,i], aucune majoration sera faite, nous prendrons mig([Sk,i]) = 0.
Pour les e´le´ments dont la somme est au nume´rateur, nous minimisons leurs magnitudes
et puisque [pj] − mj est syme´trique, nous minimisons via le lemme 1 la magnitude de
la sensibilite´ [Sj 6=i,i]. Ensuite pour le de´nominateur nous maximisons les mignitudes des
sensibilite´s [Sj,i] selon le lemme 2 :
[pi]−mi ⊂
 [yk]− y
m
k (m,u(t))−
∑
j 6=i([pj]−mj)mag([
∂ymk
∂pj
]([p], u))
mig([
∂ymk
∂pi
]([p], u))
 .
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Rappelons que notre but est de minimiser la longueur de parame`tre [pi]. Mais, nous
n’avons pas de connaissance sur les intervalles [yk]− ymk (m) obtenus, alors le seul facteur
influant devient la valeur de mig([Sk,j]) et celle de mag([Sk,j]).
De´finition 16. Nous appelons crite`re de Migmag-optimalite´-intervalle la fonction sui-
vante :
J5(u) =
∑tmax
t=0
∑ny
k=1
∑np
i=1
∑np
j=1,j 6=imag([Sk,j](t))∑tmax
t=1
∑ny
k=1
∑np
j=1mig([Sk,j](t))
, (4.65)
ou` i, j variant de 1 a` np, [S](t) est la matrice de sensibilite´ a` l’instant t avec [Sk,j](t) =
[
∂ymk
∂pj
](t, [p], u).
De´finition 17. Nous dirons qu’une entre´e u∗ est Migmag-optimale-intervalle lorsque :
u∗ = Argmin
u∈Uad
J5(u). (4.66)
Dans la section suivante, nous allons appliquer ces crite`res dans des configurations
diffe´rentes sur le mode`le d’avion afin d’illustrer les re´sultats.
4.2 Application au mode`le d’avion
Dans cette section, le meˆme syste`me du mode`le d’avion est conside´re´, voir la section
3.6.1. Les nouveaux crite`res propose´s seront teste´s avec VSPODE [Lin 2007]. D’une part,
c’est parce que ce mode`le est plus complexe par rapport aux mode`les que nous l’avons
traite´s pre´ce´demment et d’une autre part, les re´sultats re´solus par VNODE-LP et IOLA-
VABE ne sont pas satisfaisant en terme de pessimisme. Les conditions initiales pour les
e´tats sont suppose´s encadre´s par :
[X0] = [28.48, 28.52]× [0.1094, 0.1174]× [−0.004, 0.004]× [0.0384, 0.0464]. (4.67)
Les parame`tres sont :
[P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−20.9]. (4.68)
Pour le mode`le d’avion, il existe des contraintes sur les vecteurs d’entre´e et de sortie.
Ces contraintes sont donne´es sous la forme :
|uj(t) + 2.6| ≤ 1.6 deg, (4.69)
La programmation dynamique, introduite par R.E. Belleman vers 1957
[Bellman 1952], se preˆte bien a` la re´solution de ces types de proble`mes. Elle per-
met la prise en compte de contraintes sur les entre´es, sur les sorties, sur des e´le´ments
spe´cifiques (par exemple, pour un mode`le d’avion, la dynamique des gouvernes) et a des
aspects plus pratiques (comme la re´alisation de braquage multi-gouvernes).
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Dans cette partie, les contraintes (4.69) sont directement introduites. La dure´e de
l’expe´rience est discre´tise´e en pas de longueurs e´gales, dits horizons. Sur chaque hori-
zon (intervalle du temps), les composantes de l’entre´e sont suppose´es constantes, et la
re´solution permet d’obtenir les trajectoires des sorties correspondantes. Les valeurs rete-
nues pour l’entre´e doivent ve´rifier (4.69). Chaque trajectoire obtenue a` la fin d’un horizon
est utilise´e pour obtenir les conditions initiales de l’horizon suivant. L’espace des sorties
admissibles, a` un instant donne´, peut eˆtre repre´sente´ par un hyperespace de dimension
p dont les limites correspondent aux valeurs des contraintes de sorties. Cet espace est lui
meˆme discre´tise´ en “boˆıte” ou “classe d’e´quivalence”. Si des entre´es diffe´rentes conduisent
a` des trajectoires “e´quivalentes”, seule celle qui est optimale dans cette classe est retenue,
les autres e´tant rejete´es. Cette technique permet e´galement de rejeter toute trajectoire
ne satisfaisant pas les contraintes de type (4.69).
Sur la dure´e totale de l’essai, nous avons employe´ des entre´es de type “cre´neaux”.
Nous testons un ensemble exhaustif d’entre´es “cre´neaux” de´finies par :
u(t) = u0 +
r∑
i=0
(aiεi − ai−1εi−1)h(t− ti), (4.70)
ou` h est la fonction de Heaviside, et u0 une constante, e´ventuellement nulle. Nous
de´finissons ε l’ensemble des parame`tres de l’entre´e ”cre´neaux” par :
ε = {εi | i = 0, . . . , r, εi ∈ {−1, 0,+1}} , (4.71)
ou` εi ∈ {−1, 0,+1} car l’entre´e, sur le ieme horizon peut prendre trois valeurs {ai, 0,−ai}
avec ε−1 = 0, i = 0, . . . , r. Le parame`tre ai repre´sente l’amplitude de chaque cre´neau,
et les ti sont les instants de changement de valeur de consigne pour l’entre´e. Ils sont tels
que t0 < t1 < · · · < tr. Dans cette partie, ils repre´sentent les instants de changement
d’horizon et sont fixe´s. Les amplitudes ai sont e´galement fixe´es.
La dure´e du vol libre de la maquette dans le laboratoire B10 est de l’ordre de une
seconde. La maquette utilise´e pour les essais permet d’effectuer au plus quatre change-
ments de position pour le braquage de gouverne en une seconde. Nous avons ainsi fixe´
le nombre d’horizons successivement e´gal a` un, deux, trois, quatre et cinq. Nous testons
e´galement la me´thode pour six horizons.
Le nombre de point N = 120 pendant T = 1s.
Table 4.1 – Valeur optimale des crite`res avec diffe´rents horizons.
Nb de horizon Trace optimalite´ M optimalite´ D optimalite´
2 3266.04 3723.93 79092122.79
3 3522.59 4111.19 123195123.60
4 3440.41 3981.55 100642580.56
5 3542.66 4125.19 176983565.88
6 3509.43 4111.07 147684446.66
Nous pouvons voir que la valeur maximale parmi ces horizons est toujours l’entre´e
avec 5 horizons. Selon les deux premiers crite`res, l’entre´e en 6 horizons et l’entre´e en 3
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(a) L’entre´e optimale u5 en A optimalite´.
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(b) L’entre´e optimale u5 en D optimalite´.
Figure 4.1 – Deux entre´es optimales obtenues avec les crite`res A et D optimalite´
horizons n’ont pas de grande diffe´rence, mais la valeur du crite`re de D optimalite´ varie
beaucoup.
Table 4.2 – Type d’entre´e obtenue.
Nb de horizon Trace optimalite´ D optimalite´
2 9 [-4.2 -4.2] 7 [-4.2 -1]
3 21 [-4.2 -1 -4.2] 7 [-1 -4.2 -1]
4 75 [-4.2 -4.2 -1 -4.2] 25 [-1 -4.2 -4.2 -1]
5 225 [-4.2 -4.2 -1 -4.2 -4.2] 73 [-1 -4.2 -4.2 -1 -1]
6 657 [-4.2 -4.2 -1 -1 -4.2 -4.2] 218 [1 -4.2 -4.2 -1 -1 -2.6]
L’entre´e optimale obtenue est montre´e dans le tableau 4.2, les valeurs entre crochets
du tableau 4.4 repre´sente les valeurs obtenues sur chaque horizon, le nombre en avant est
sa nume´rotation aux entre´es possibles. Le type d’entre´e obtenue par M optimalite´ n’est
pas dans le tableau, car les re´sultats sont identiques a` ceux obtenus avec le crite`re de
trace-optimalite´.
4.2.1 Effet e´le´mentaire des optimalite´s diffe´rentes
SIVIA est un processus long quand le nombre de parame`tres a` estimer est nombreux
(le nombre de parame`tres supe´rieur a` 5) [Ra¨ıssi 2004a] et aussi le domaine initial est
large. Une analyse sur l’effet e´le´mentaire, qui regarde les changements en variant les
moments d’e´chantillonnage choisis est important pour minimiser le nombre de mesures.
Sachant que le nombre de mesures s’e´le`ve proportionnellement avec le temps de calcul en
utilisant l’approche SIVIA. Une e´tude sur la minimisation du nombre de points mesure´s
sans perdre beaucoup de pre´cision en estimation de parame`tres est ne´cessaire. L’analyse
d’effet e´le´mentaire nous rend cette possibilite´.
De´finition 18. Conside´rons un mode`le avec k entre´es inde´pendantes xi, i = 1, · · · , k,
qui varie dans p niveaux se´lectionne´s d’un espace Ω. L’effet e´le´mentaire pour l’entre´e i
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est de´fini par :
EEi =
y(x1, · · · , xi−1, xi + ∆, · · · , xk)− y(x1, x2, · · · , xk)
∆
. (4.72)
ou` p est le nombre de niveau, ∆ est la valeur de { 1
p−1 , · · · , 1− 1p−1},
Afin de mesurer la sensibilite´ de l’EEi en variant p, [Morris 1991] a propose´ d’utiliser
la valeur moyenne de la distribution EEi :
De´finition 19. La mesure de sensibilite´ µ de´crit la valeur moyenne de la distribution
EEi.
µ =
1
n
n∑
i=1
EEi. (4.73)
Ensuite, [Campolongo 1999] a propose´ de remplacer la forme µ par µ∗ qui est de´finie
par la valeur moyenne des valeurs absolues des distributions EEi.
De´finition 20. La mesure de sensibilite´ µ∗ de´crit la valeur moyenne de la distribution
|EEi|.
µ∗ =
1
n
n∑
i=1
|EEi|. (4.74)
En prenant les diffe´rents crite`res propose´s pre´ce´demment, nous pouvons choisir le
nombre de mesures en regardant la de´gradation de µ∗.
4.2.1.1 Minimisation du nombre de point via la Trace optimalite´
La minimisation du nombre de points mesure´s sans introduire de l’effet ne´gatif est
le but de cette analyse. Le crite`re de trace est une somme de trace autour de points
disponibles. Un re´-e´chantillonnage peut eˆtre fait sur le nombre de points propose´s, ensuite,
un tirage selon le nombre de points souhaite´s sera fait, la valeur de µ∗ sera aussi indique´e.
Nous ne´gligeons l’effet d’interaction entre les sensibilite´s puisque ces parame`tres sont
inde´pendants, et aussi comme nous e´valuons la variance de cette tendance, alors un
indicateur par exemple le milieu de chaque EEi sera pris en compte afin de simplifier la
repre´sentation. Par conse´quent, l’effet e´le´mentaire est calcule´ par :
EEi =
sup(trace(STi+∆Si+∆))− sup(trace(STi Si))
∆
. (4.75)
Une pre´sentation graphique a e´te´ mise dans la Figure 4.2. La minimisation du nombre
de point donne d’abord une augmentation de la valeur µ∗. Ensuite, apre`s une augmenta-
tion, avec l’incre´mentation de nombre de points par e´chantillonnage, la valeur µ∗ diminue.
Sans perdre beaucoup dans la valeur moyenne µ∗, le nombre des points possibles sera
choisi comme N = 10 dans la suite de l’estimation parame´trique.
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Figure 4.2 – La relation entre nombre de point par e´chantillonnage et la valeur µ∗.
4.2.2 Re´sultat de l’estimation de parame`tres
Maintenant, nous allons appliquer ces deux entre´es obtenues pre´ce´demment pour
l’estimation parame´trique. Avec l’aide de l’analyse de l’effet e´le´mentaire sur le nombre
de point, les figures ci-dessous sont calcule´es via l’entre´e obtenue par D-optimalite´, le
nombre de points d’e´chantillonnage est fixe´ N = 10, la pre´cision de de´coupage est
ε = (0.1, 0.05, 0.05, 0.01) sur chaque parame`tres respectivement :
(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 4.3 – La repre´sentation des domaines admissibles en 3D.
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(a) Domaines incertains de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines incertains de parame`tre Czq, Cmα˙ et
Cmq.
Figure 4.4 – La repre´sentation des domaines incertains en 3D.
(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 4.5 – La repre´sentation des domaines rejete´s en 3D.
Les figures ci-dessous sont calcule´s via l’entre´e obtenue par trace-optimalite´, le nombre
d’e´chantillonnage est fixe´ N = 10 :
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(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 4.6 – La repre´sentation des domaines admissibles en 3D.
(a) Domaines incertains de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines incertains de parame`tre Czq, Cmα˙ et
Cmq.
Figure 4.7 – La repre´sentation des domaines incertains en 3D.
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Table 4.3 – Volume de p1p2p3p4.
Volume Admissible Incertain Rejete´
Constant 0.0097 0.0732 0.0160
Trace optimalite´ 2.2676e-06 0.0333 0.0657
D optimalite´ 3.0234e-06 0.0219 0.0771
(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 4.8 – La repre´sentation des domaines rejete´s en 3D.
Le volume sur ces ensembles est pre´sente´e dans le tableau 4.3.
Pour le crite`re MigMag d’optimalite´, nous l’avons teste´ dans le cas ou` deux parame`tres
ne´cessitent d’ame´liorer l’estimation. Le premier parame`tre est Czα˙ ∈ [1.71, 1.89] et le
deuxie`me parame`tre est Czq ∈ [4.75, 5.25]. Apre`s avoir fait la programmation dynamique,
nous avons obtenu le Tableau 4.4 :
Table 4.4 – Valeur de la fonction couˆt j(Ξ).
Nombre d’horizons j(Ξ) Entre´e (degre´s)
2 2.864 [-4.2 -4.2]
3 2.828 [-4.2 -2.6 -1]
4 2.809 [-4.2 -4.2 -2.6 -1]
5 2.791 [-4.2 -2.6 -2.6 -1 -1]
6 2.787 [-4.2 -1 -2.6 -1 -1 -1]
La dernie`re colonne repre´sente les valeurs obtenues sur chaque horizon. Cette optimi-
sation de j(Ξ) conduit a` une entre´e optimale avec six horizons, qui est sous la forme :
uˆ(t) = δm0 − aH(t− τ06) + 2aH(t− τ16)
−aH(t− τ26) + aH(t− τ36), (4.76)
avec a6i = 1.6 degre´s avec i = 0, · · · , 5 et, t06 = 0s, t16 = 0.1667s, t26 = 0.3334s,
t36 = 0.5001s, t46 = 0.6668s, t56 = 0.8335s.
La fonction H est la fonction Heaviside.
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Figure 4.9 – Entre´e optimale via le crite`re Migmag.
Le domaine obtenu via l’entre´e optimise´e est note´ ci-dessous.
Table 4.5 – Re´sultat de l’estimation des parame`tres en prenant ε1.
Parame`tre uˆ′ uˆ
Czα˙ [1.71, 1.89] [1.78875, 1.81125]
Czq [4.96875, 5.03125] [4.96875, 5]
Dans le Tableau 4.5, l’entre´e uˆ′ est une entre´e classique et l’entre´e u est l’entre´e obtenue
pre´ce´demment.
La Figure 4.11(a) est le re´sultat avec l’entre´e non optimise´e, le calcul dure 390s. La
Figure 4.11(b) est le re´sultat de l’estimation des parame`tres avec l’entre´e optimale, le
calcul dure 357s. Dans ces figures, les boˆıtes acceptables sont repre´sente´es par des blocs
rouges, et les boˆıtes incertaines sont repre´sente´es par des blocs jaunes. Le contour est la
boˆıte initiale [p0], la pre´cision pour le de´coupage est ε = (0.01, 0.05).
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Figure 4.10 – Boˆıte acceptable et boˆıte incertaine avec l’entre´e uˆ′ et uˆ (ε1).
(a) Entre´e classique uˆ′ (b) Entre´e optimale uˆ
Pour comparaison, nous avons aussi utilise´ la me´thode de Monte Carlo pour estimer
les parame`tres Czα˙ et Czq. Nous essayons de trouver les ensembles de parame`tres qui nous
permettent de satisfaire la relation suivante :
y(ti)− ym(ti, p) < v(ti).
y(ti)− ym(ti, p) > v(ti). (4.77)
Apre`s avoir fait 1000 fois de l’ite´ration, nous avons obtenu la Figure 4.11 :
Figure 4.11 – Estimation de parame`tres par Monte Carlo avec l’entre´e uˆ′ et uˆ.
(a) Entre´e classique uˆ′. (b) Entre´e optimale uˆ.
La Figure 4.11 ne pre´sente pas de meilleurs re´sultats par rapport a` ceux obtenus
par l’analyse par intervalles. La solution qui est la plus proche des mesures est cache´e
dans les parame`tres passe´s par le test de Monte Carlo. Toutes les particules bleus sont
conside´re´es comme des points cohe´rents avec les mesures. Aucune information concer-
nant la vraie solution sur le pave´ initial de parame`tres peut eˆtre obtenue. D’autre part,
ces deux parame`tres sont difficiles a` estimer (aucune zone rejete´e ou bien incohe´rence
avec les mesures). L’analyse par intervalles peut fournir d’une fac¸on suˆre alors que le
test de Monte Carlo a e´choue´ pour distinguer les valeurs cohe´rentes avec les mesures.
Les re´sultats donne´s par l’analyse par intervalles font une preuve que, avec une entre´e
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Migmag-optimale-intervalle, le domaine admissible a e´te´ ame´liore´, le domaine admissible
est encadre´ par le choix d’une entre´e ”optimale”.
4.3 Conclusion
Dans ce chapitre, nous avons mis en e´vidence l’impact du choix d’une entre´e sur
l’estimation de parame`tres. Nous avons propose´ une proce´dure pour l’estimation de pa-
rame`tres avec la planification d’une entre´e optimale dans le contexte d’intervalle. Nous
avons d’abord utilise´ les crite`res de trace, M-optimalite´ et de D-optimalite´. Nous avons
teste´ sur l’exemple tire´ du domaine ae´ronautique. Les crite`res de trace et M-optimalite´
donne des re´sultats identiques, ils permettent d’obtenir un meilleur encadrement des
ensembles admissibles. Le crite`re D-optimalite´ encadre moins bien les ensembles admis-
sibles, mais e´limine plus d’ensemble a` rejeter. Dans tous les cas, les entre´es obtenues nous
permettent d’obtenir un domaine de recherche plus contractant pour les parame`tres. Une
augmentation de pre´cision sur les parame`tres estime´s et une re´duction du temps de calcul
sont aussi obtenues avec ces entre´es optimales.
Ensuite, le crite`re Migmag mis en e´vidence a e´te´ teste´ sur un mode`le complexe non
line´aire d’avion et les re´sultats sont prometteurs. Le coefficient Czα˙ est difficile a` en-
cadrer et nous avons travaille´ a` des strate´gies mettant en œuvre des entre´es optimales
judicieusement choisies. Le crite`re Migmag a e´te´ capable de rendre le domaine admissible
de ce parame`tre plus contractant. Via ce crite`re, toutes les largeurs de parame`tres sont
diminue´es. Les re´sultats par la me´thode Monte Carlo valident que aucune boˆıte rejetable
existe dans l’espace de parame`tres a priori. Toutes les boˆıtes sont conside´re´es comme
admissibles.
Dans le prochain chapitre, nous allons utiliser l’entre´e obtenue par la D-optimalite´ au
cas du diagnostic de fautes base´ sur le mode`le du syste`me.
Chapitre 5
Diagnostic par analyse par
intervalles
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5.1 Diagnostic dans le contexte a` erreurs borne´es
Il est souvent demande´ aux syste`mes actuels de de´velopper des capacite´s d’autonomie
qui leur permettent de re´sister a` l’apparition d’une faute ou toutes autres perturbations,
tout en restant fonctionnels avec un service e´ventuellement de´grade´ mais suˆr. Ils doivent
donc inte´grer des me´canismes leur permettant de percevoir un mode ope´ratoire de´grade´,
sans intervention humaine, puis de re´aliser les corrections ne´cessaires a` la restauration
d’un mode ope´ratoire normal, ou d’un mode de´grade´ mais suˆr. Ces ope´rations sont base´es
notamment sur une bonne mode´lisation du syste`me e´tudie´.
Pour cela, la mise en place d’une me´thode de diagnostic est importante, elle doit
permettre de de´tecter, localiser et identifier les fautes affectant le syste`me. Le diagnostic
consiste tout d’abord a` surveiller les entre´es et sorties du syste`me afin de de´cider si une
faute est pre´sente. Si une faute est de´tecte´e, il s’agit de la localiser et d’en identifier les
caracte´ristiques [Isermann 1997]. De nombreux travaux existent pour le diagnostic actif :
citons par exemple [Zhang 1989], [Nikoukhah 1998], [Nikoukhah 2000], [Nikoukhah 2006],
[Gholami 2011] ou [Tabatabaeipour 2009].
Dans ce travail, nous conside`rerons qu’une faute est de´tecte´e lorsqu’un parame`tre de
l’entite´ a` diagnostiquer n’a pas sa valeur nominale et que cette diffe´rence est suffisante
pour provoquer un dysfonctionnement dans des circonstances donne´es [Isermann 2005].
Les fautes apparaissant sur un syste`me peuvent eˆtre classe´es en trois cate´gories :
les fautes actionneurs, les fautes capteurs et les fautes des composants. Concernant la
de´tection, diffe´rentes approches existent :
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— redondance mate´rielle : cette technique est assez intuitive, elle propose d’utiliser
plusieurs capteurs en rajoutant un syste`me de de´cision. La de´cision est prise selon
les e´tats des capteurs. Mais, la complexite´ et le couˆt mate´riel sont souvent e´leve´s,
— redondance analytique : cette technique requiert la connaissance d’un mode`le
mathe´matique. Elle collecte les mesures a` partir du syste`me re´el et les valeurs
calcule´es par le syste`me du mode`le. Ensuite, elle e´tudie la diffe´rence de ces deux
variables et en tire des conclusions.
Dans ce travail, nous nous concentrons sur le diagnostic a` base de mode`les. Nous
conside´rons cette approche en contexte ensembliste.
Dans la litte´rature, l’ide´e de redondance analytique est premie`rement propose´e
par [Willsky 1976]. Ensuite, [Frank 1990], [Frank 1997], [Patton 1997], [Isermann 1992],
[Isermann 2005] pre´sentent leurs travaux en utilisant les techniques de de´tection de faute.
Dans le livre de [Chen 2012], la redondance analytique a e´te´ de´taille´e et imple´mente´e a` la
de´tection de faute et au diagnostic sur les syste`mes dynamiques. Les approches par esti-
mation de parame`tres, a` base de mode`le d’e´tat et de relation de parite´ ont e´te´ de´veloppe´es
dans ce livre.
Les me´thodes analytiques se basent sur la connaissance du syste`me a` surveiller et ce
par le biais d’un mode`le de comportement. Ces techniques comparent les informations
issues du syste`me re´el en fonctionnement avec celles calcule´es a` partir du mode`le. Cette
ope´ration aboutit a` la ge´ne´ration de variables appele´es re´sidus. La ge´ne´ration de re´sidus
est une e´tape d’extraction et de concentration d’information : les re´sidus sont cense´s
contenir toute l’information utile pour le diagnostic. Cette e´tape est fondamentale car elle
conditionne la qualite´ de la de´tection. Cette me´thode base´e sur la ge´ne´ration de re´sidus
sera celle de´veloppe´e par la suite car elle re´pond a` nos objectifs : de´tection, localisation
et identification.
L’ide´e de base de la redondance analytique est le calcul de re´sidus comme indique´
dans la Figure 5.1. Le re´sidu r peut eˆtre de´fini par la diffe´rence entre les mesures a` partir
du syste`me re´el et les sorties estime´es par le mode`le mathe´matique du syste`me :
r(t) = y(t)− ym(t). (5.1)
Dans le contexte a` erreurs borne´es, l’e´quation (5.1) peut eˆtre conside´re´e comme l’erreur
d’incertitude. Une erreur au dela` d’un seuil de´fini ulte´rieurement implique la pre´sence
d’une faute potentielle. Souvent, le syste`me re´el subit de nombreux types de fautes,
l’isolation de faute est la capacite´ du processus de diagnostic a` les distinguer.
Nous supposons que les sorties du syste`me sont disponibles a` chaque instant t. Une sor-
tie du syste`me est note´e d’une manie`re ge´ne´rale Y et Y = (y(t1), · · · , y(tN))T . Nous note-
rons T = (tn1 , . . . , tnk) un ensemble d’instants de mesures, Yi(T ) = (yi(tn1), . . . , yi(tnk)))
T
la sortie qui subit la faute fi.
Pour que la faute fi soit de´tectable, il suffit qu’il existe un instant tnji tel que
la diffe´rence entre yi(tnji) et le mode normal en tnji note´ y0(tnji) soit significative
[Isermann 2005] :
|y0(tnji)− yi(tnji)|≥ d pour tout i ∈ {1, · · · , nf}, (5.2)
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Figure 5.1 – Approche du diagnostic par redondance analytique
ou` d > 0 et nf repre´sente le nombre de fautes. tnji est un e´le´ment de (yi(tn1i), . . . , yi(tnki))).
Dans le contexte a` erreurs borne´es en utilisant l’analyse par intervalles, il existe
de nombreuses me´thodes de diagnostic dans la litte´rature, par exemple [Adrot 2002],
[Ra¨ıssi 2004b], [Bedoui 2014] ou encore [Drevelle 2015]. Ces approches fournissent des
re´sultats garantis. La de´tection de fautes, dans un contexte a` erreurs borne´es, est ef-
fectue´e par un test d’appartenance. Nous de´tectons une faute si l’estimation a` partir de
mode`le a` l’instant tk est inconsistante avec les mesures a` l’instant tk :
[ym](tk) * [y(tk), y(tk)]. (5.3)
Ceci peut eˆtre re´e´crit sous la forme suivante :
0 /∈ [y(tk), y(tk)]− [ym](tk),
⇒ 0 /∈ [y(tk)− ym(tk), y(tk)− ym(tk)],
⇒ 0 /∈ [r(tk), r(tk)],
(5.4)
ou` [r(tk)] est le re´sidu a` l’instant tk.
Dans les sections qui suivent, nous pre´sentons les approches par estimation d’e´tat et
par estimation de parame`tres pour le diagnostic a` base de mode`les dans un contexte a`
erreurs borne´es.
5.1.1 Approche par estimation d’e´tat
La de´tection de fautes par estimation d’e´tat consiste a` ve´rifier les incohe´rences entre
les sorties pre´dites du mode`le et les mesures. Toutes les incertitudes sont conside´re´es sous
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forme d’intervalles [Stancu 2005].
[Marx 2010] a propose´ d’utiliser un mode actif afin de trouver un seuil adaptatif pour
ne pas perdre la sensibilite´ a` la faute. [Frank 1997] introduit l’estimation par intervalles
en la combinant avec un seuil en logique floue. Ces seuils sont le moins serre´s possible
afin de ne pas perdre la qualite´ de la de´tection de faute. Des applications peuvent eˆtre
trouve´es dans [Alhaj-Dibo 2004] [Karim 2008] [Blesa 2014].
La de´tection de faute peut eˆtre de´crite de la fac¸on suivante :
Algorithme 13 Diagnostic via estimation d’e´tat ([x])
Input: [x](0), [p](0) ;
Output: [x] ;
1: initialization : [x]e(0) := ([x](0), [p](0)) ;
2: i := 1 ;
3: fault := false ;
4: while i <= N do
5: [x]+e (i) := ODE([x]e(i− 1)) ;
6: if w([g][x](i)) > w([e(i)]) and fault = false then
7: [x]e(i) := [x]
+
e (i)
⋂
[g]−1([yj ])
8: if [x]+e (i)
⋂
[g]−1([yj ]) = ∅ then
9: fault := true ;
10: i := i+ 1 ;
Cet algorithme sera teste´ dans les sections suivantes.
5.1.2 Approche par estimation de parame`tres
Quand le mode`le est line´aire, il est possible d’utiliser par exemple l’ap-
proche ellipso¨ıdale [Milanese 1991] [Reppa 2011] ou encore l’approche par zonotopes
[Ingimundarson 2008]. Nous pre´sentons dans cette section une approche base´e sur l’esti-
mation de parame`tres en utilisant l’analyse par intervalles.
Lors de la de´tection de dysfonctionnement par estimation de parame`tres, les fautes
possibles du syste`me a` surveiller sont suppose´es pouvoir eˆtre associe´es aux parame`tres du
mode`le et aux e´tats spe´cifiques du mode`le mathe´matique du syste`me. Ainsi, partant de
l’estimation des parame`tres du mode`le a` partir des mesures des sorties y et des entre´es
u, une faute est de´tecte´e s’il existe des variations sur les parame`tres a` partir des seuils de
tole´rance pre´alablement de´finis.
Le vecteur des re´sidus [r] est alors obtenu en faisant la diffe´rence entre les parame`tres
estime´s [pˆ] et les valeurs nominales [p] :
[r] = [p]− [pˆ], (5.5)
Une faute est de´tecte´e si 0 n’appartient pas a` au moins une composante de [p]− [pˆ]. Un
vecteur de ponde´ration w peut eˆtre aussi conside´re´ afin d’e´valuer les diffe´rentes re´actions
sur la de´viation de parame`tres avec sa valeur nominale.
[rw] = w([p]− [pˆ]). (5.6)
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Une approche similaire peut eˆtre trouve´e dans [Li 2015a].
Dans la section suivante, nous appliquons les deux approches propose´es de
de´tection/diagnostic au mode`le d’avion et comparons les re´sultats obtenus.
5.2 Diagnostic pour le mode`le d’avion
Nous rappelons que le syste`me (3.71) repre´sente le comportement en vol longitudinal
d’un avion en atmosphe`re au repos.
5.2.1 Diagnostic par estimation d’e´tat
Nous rappelons que pour estimer les e´tats, il y a deux e´tapes : pre´diction et correc-
tion. L’e´tape de correction s’effectue lorsque les re´sultats d’estimation de´passent certains
crite`res pre´de´finis.
Les re´sultats propose´s sont effectue´s en simulation. Les mesures sont ge´ne´re´es via le
mode`le d’avion en prenant p = (1.8, 5,−5,−15) a` partir de t = 0, notons que le dernier
parame`tre Cmq = −22 en situation nominale. Nous avons ainsi injecte´ une faute dans le
syste`me. Les e´tats initiaux sont suppose´s satisfaire :
[X0] = [28.48, 28.52]× [0.1094, 0.1174]× [−0.004, 0.004]× [0.0384, 0.0464]. (5.7)
Nous supposons que l’e´tat x est entie`rement mesure´ et les bruits de mesures sont
suppose´s additifs :
[E] = [−0.0447, 0.0447]× [−0.0044, 0.0044]× [−0.0044, 0.0044]× [−0.0044, 0.0044]. (5.8)
Les e´tats sont ge´ne´re´s via l’outil de calcul garanti VNODE-LP. Le domaine initial de
parame`tres [P0] est donne´ par :
[P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−20.9]. (5.9)
Dans les figures ci-dessous, les courbes de couleur rouge repre´sentent les mesures et
les courbes de couleur bleu repre´sentent les sorties du mode`le.
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Figure 5.2 – L’estimation d’e´tat du mode`le d’avion
Nous voyons que la faute est de´tecte´e a` t = 0.091s. Mais, le pessimisme apparaˆıt de`s
que nous n’avons plus de mesures a` corriger ainsi quelques instants plus tard la solution
du mode`le couvre de nouveau les mesures.
Nous pre´sentons donc dans la section suivante, le diagnostic sur le mode`le d’avion par
estimation de parame`tres.
5.2.2 Diagnostic par estimation de parame`tres
La me´thodologie d’estimation de parame`tres pre´sente´e dans les pre´ce´dents chapitres
peut eˆtre utilise´e pour le diagnostic de faute.
Comme dans la section sur le de´tection de faute du mode`le d’avion par estimation
d’e´tat, nous travaillerons en simulation. Les e´tats initiaux [X0] et les erreurs de mesures
E sont les meˆme que pre´ce´demment. Nous ne conside´rons, pour commencer, qu’une faute
sur le syste`me. Ainsi, les parame`tres en de´fauts sont donne´s par p = (1.8, 5,−5,−15).
Le domaine initial des parame`tres [P0] n’est le meˆme que pre´ce´demment, il est ici donne´
par :
[P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−11.5]. (5.10)
Nous mettons un large intervalle pour le domaine de Cmq. Ceci augmente
conside´rablement le temps de calcul. Afin de re´duire le temps de calcul, il serait inte´ressant
d’utiliser un nombre minimal de points afin de re´duire le nombre de bissection lors de
l’utilisation de SIVIA.
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La pre´cision de de´coupage lors de la phase de bissection est ε = (0.05, 0.25, 0.25, 0.5).
L’entre´e est conside´re´e constante δ = −4.2 deg pendant la pe´riode de simulation de 1 s.
Le solveur utilise´ est VSPODE, le contracteur a e´te´ applique´ en choisissant Ci = 2 (voir
l’Algorithme 8). Le temps total d’exe´cution de l’algorithme d’estimation de parame`tres
est de 328 secondes. Aucune boˆıte admissible n’a e´te´ trouve´e. L’enveloppe de la zone
incertaine obtenue est :
[phull] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−15.9084,−14.1344]. (5.11)
Nous pouvons dire que la faute a e´te´ bien de´tecte´e apre`s 328 secondes d’exe´cution.
Cette faute se situe sur le parame`tre Cmq.
Dans ce test, l’utilisation du contracteur avec crite`re volumique a permis de re´duire
le volume de boˆıtes rejetables, ce qui acce´le`re le processus d’estimation de parame`tres.
Comme aucune boˆıte admissible n’a e´te´ trouve´e, afin d’avoir plus de pre´cision sur l’en-
semble admissible, nous pouvons choisir une valeur plus petite comme pre´cision de
de´coupage. Dans un autre test, nous avons injecte´ deux fautes sur les parame`tres Czq = 4.8
et Cmq = −15, dans ce cas, l’estimation de parame`tres n’a pas permis de mettre en
e´vidence les parame`tres en situation de fautes. En prenant ε = (0.1, 0.5, 0.5, 1), le do-
maine incertain suivant :
[phull] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−15.85,−14.4]. (5.12)
a e´te´ obtenu en 7 secondes. Comme nous avons utilise´ une entre´e constante, l’utilisation
d’une entre´e optimale devrait permettre de raffiner l’estmation de parame`tres et donc ici
le diagnostic.
Un dernier test est effectue´ en utilisant le domaine initial suivant pour les parame`tres :
[P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−20.9]. (5.13)
Remarquons qu’ici, nous mettons un intervalle ”sans de´faut” pour le domaine de Cmq.
Nous utilisons les meˆmes configurations (e´tats initiaux, pre´cision de de´coupage, etc.)
que pre´ce´demment. Le temps de l’estimation de parame`tres est de 16 secondes. Tous les
parame`tres initiaux sont conside´re´s comme des boˆıtes rejetables. Une faute a e´te´ de´tecte´e
a` 16 secondes. Mais nous somme incapable de dire ou` se trouve cette faute.
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Nous voyons que les re´sultats obtenus pour les entre´es constantes ne sont pas sa-
tisfaisants en ce qui concerne la de´tection de faute. Quand les fautes ne sont pas de
grandes amplitudes, l’encadrement de parame`tres admissibles via l’entre´e constante ne
nous permet pas de les de´tecter. Donc une optimisation sur le choix de l’entre´e nous
semble pertinent.
Pour le diagnostic actif via l’estimation d’e´tat, des algorithmes similaires peuvent eˆtre
trouve´s dans [Frank 1987] [Maillet 2013].
Nous n’e´voquerons dans cette section que l’approche par estimation de parame`tres.
Pour rechercher l’entre´e optimale, nous utilisons le crite`re de trace optimalite´ ensembliste
sur 5 horizons. L’entre´e retenue est u(t) = (−4.2,−4.2,−1,−4.2,−4.2).
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5.3.1 Cas de faute simple
Les e´tats initiaux sont suppose´s donne´es par :
[X0] = [28.48, 28.52]× [0.1094, 0.1174]× [−0.004, 0.004]× [0.0384, 0.0464]. (5.14)
Nous conside´rons une faute sur le dernier parame`tre Cmq = −15. Les e´tats sont ge´ne´re´s
via l’outil de calcul garantie VSPODE. Les erreurs sont suppose´es additives sur chaque
e´tat :
[E] = [−0.0447, 0.0447]×[−0.0044, 0.0044]×[−0.0044, 0.0044]×[−0.0044, 0.0044]. (5.15)
Le domaine initial est donne´ par :
[P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−11.5]. (5.16)
Les Figures 5.3, 5.4, 5.5 suivantes repre´sentent les re´sultats d’estimation de pa-
rame`tres.
(a) Domaines admissibles de parame`tre Czα˙, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 5.3 – La repre´sentation des domaines admissibles en 3D
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(a) Domaines incertains de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines incertains de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.4 – La repre´sentation des domaines incertains en 3D.
(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.5 – La repre´sentation des domaines rejete´s en 3D.
Le temps d’exe´cution est de 318 secondes, ce qui est plus petit que celui avec l’entre´e
constante. Nous encadrons les ensembles incertains par l’enveloppe [phull] :
[phull] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−15.7306,−14.2281]. (5.17)
La faute sur Cmq a bien e´te´ de´tecte´e. Les autres parame`tres sont e´galement bien
estime´s.
Nous gardons les configurations de l’expe´rience pre´ce´dente. Nous supposons cependant
que deux parame`tres sont en de´fauts ; p est alors donne´ par (1.8, 5,−4.8,−15).
Apre`s avoir fait tourner notre processus d’estimation, nous obtenons :
[phull] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−15.5625,−14.2811]. (5.18)
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La faute sur Cmq est bien de´tecte´e par contre, celle sur Cmα˙ ne l’est pas car l’intervalle
estime´ pour Cmα˙ contient la valeur nominale et valeur de la faute
(a) Domaines admissibles de parame`tre Czα˙, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 5.6 – La repre´sentation des domaines admissibles en 3D.
(a) Domaines inceratins de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines inceratins de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.7 – La repre´sentation des domaines incertains en 3D.
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(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.8 – La repre´sentation des domaines rejete´s en 3D.
Afin d’ame´liorer l’estimation du parame`tre Cmα˙, nous choisissons une pre´cision plus
fine. Cette fois, nous choisissons ε = (0.01, 0.05, 0.05, 0.1) et Ci = 2 pour i = 1, 2, 3, 4.
Notons que [P0] = [1.71, 1.89]× [4.75, 5.25]× [−5.25,−4.75]× [−23.1,−11.5].
Apre`s avoir fait tourner notre processus d’estimation, nous obtenons :
[phull] = [1.71, 1.89]× [4.9063, 5.0625]× [−4.8438,−4.75]× [−15.27,−14.5371]. (5.19)
avec une entre´e optimale. Les fautes sont de´tecte´s a` 421s.
(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 5.9 – La repre´sentation des domaines admissibles en 3D.
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(a) Domaines inceratins de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines inceratins de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.10 – La repre´sentation des domaines incertains en 3D.
(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.11 – La repre´sentation des domaines rejete´s en 3D.
Pour re´duire le temps de de´tection, nous e´largissons l’intervalle de recherche pour [P0],
la valeur d’epsilon a e´te´ augmente´e a` ε = (0.1, 0.5, 0.5, 1), la valeur de la faute sur Cmα˙
est conside´re´e plus grande et valant −6.5. Notons que [P0] = [1.71, 1.89] × [4.75, 5.25] ×
[−7,−3]× [−23.1,−11.5].
Nous faisons cette estimation en utilisant l’entre´e optimale, les re´sultats suivants sont
obtenus dans 2 secondes.
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(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 5.12 – La repre´sentation des domaines admissibles en 3D.
(a) Domaines inceratins de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines inceratins de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.13 – La repre´sentation des domaines incertains en 3D.
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(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.14 – La repre´sentation des domaines rejete´s en 3D.
Avec l’entre´e optimale, nous avons obtenu les parame`tres :
[phull] = [1.71, 1.89]× [4.75, 5.25]× [−7,−5.75]× [−15.85,−14.40]. (5.20)
Nous voyons que cette fois, les fautes sont de´tecte´es et localise´es. Si nous faisons cette
expe´rience avec l’entre´e constante :
(a) Domaines admissibles de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines admissibles de parame`tre Czq, Cmα˙
et Cmq.
Figure 5.15 – La repre´sentation des domaines admissibles en 3D.
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(a) Domaines inceratins de parame`tre Czα, Czq et
Cmα˙.
(b) Domaines inceratins de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.16 – La repre´sentation des domaines incertains en 3D.
(a) Domaines rejete´s de parame`tre Czα, Czq et Cmα˙. (b) Domaines rejete´s de parame`tre Czq, Cmα˙ et
Cmq.
Figure 5.17 – La repre´sentation des domaines rejete´s en 3D.
Les re´sultats sont obtenus dans 5 secondes.
[phull] = [1.71, 1.89]× [4.75, 5.25]× [−7,−4.75]× [−15.85,−14.40]. (5.21)
La faute sur Cmq a e´te´ de´tecte´e mais aucune de´cision peut eˆtre faite au Cmα˙.
L’avantage de l’approche base´e sur l’analyse par intervalles est d’estimer d’une fac¸on
suˆre les parame`tres sans introduire d’hypothe`se stochastique, les solutions du proble`me
d’estimation sont garanties. Mais le conservatisme nous empeˆche de diagnostiquer les
fautes de petites amplitudes. Une me´thode possible est d’utiliser le diagnostic actif en
utilisant une entre´e plus informative. Les re´sultats trouve´s sont alors plus sensibles
aux fautes. Nous avons alors obtenu plus d’information sur les parame`tres au travers
d’une seule expe´rience. Cependant, lorsque les fautes sont multiples, il y a un effet de
de´gradation sur les re´sultats du diagnostic. Une solution possible est d’exe´cuter plusieurs
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expe´riences en se focalisant sur un seul parame`tre. Pour effectuer cela, le crite`re comme
Migmag-ensembliste pourrait eˆtre utile.
Dans ce chapitre, nous avons utilise´ deux me´thodes de diagnostic a` base de mode`le :
a` base d’estimation d’e´tat et a` base d’estimation de parame`tres.
Les re´sultats obtenus sur l’exemple d’avion, par estimation d’e´tat, ne nous permettent
pas sans autre conside´ration de localiser les fautes. Ensuite, nous avons utilise´ le crite`re
trace-optimalite´-ensembliste pre´sente´ dans le chapitre 4 pour l’estimation de parame`tres,
d’autres crite`res auraient pu eˆtre utilise´s. Les re´sultats obtenus en utilisant ce crite`re sont
tre`s encourageants.
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6.1 Conclusion
L’analyse par intervalle est une me´thode polyvalente qui nous permet d’e´valuer une
fonction avec des re´sultats garantis, de re´soudre des proble`mes inverses de manie`re
suˆre. La transformation naturelle et simple sur les erreurs a` partir de mesure donne
des applications diverses qui peuvent eˆtre trouve´es dans le domaine de la robotique, de
l’ae´ronautique, de l’automobile, etc. De plus dans le domaine d’inge´nierie, la simplicite´ de
manipulation et la facilite´ de mise en œouvre du calcul d’intervalle ont fait la popularite´
dans le domaine physique, mathe´matique, etc.
Dans cette the`se, notre contribution principale est de fournir une me´thodologie
comple`te concernant l’estimation d’e´tat et l’estimation de parame`tres des syste`mes dy-
namiques non line´aires avec la planification d’entre´e optimale. Diffe´rents crite`res d’op-
timisation ont e´te´ propose´s, de´die´s a` la minimisation du domaine de recherche sur les
parame`tres admissibles, l’efficacite´ d’utilisation de ces entre´es planifie´es a e´te´ de´montre´e
avec une application tire´e du domaine de l’ae´ronautique.
Nous avons aussi amene´ notre e´tude dans le domaine du diagnostic ainsi que le diag-
nostic actif, qui est plus performant pour de´tecter les fautes non facilement de´tectables.
Ensuite, nous donnons des applications de ces me´thodologies en conside´rant par exemple
le mode`le d’avion. Pour la de´tection de faute, nous pouvons de´tecter la faute a` l’instant
d’apparition, mais sans pre´cision sur sa localisation. Si nous voulons des informations
pre´cises sur la faute, sa localisation, le type de faute, etc, alors nous devrions prendre
plus de temps afin de sortir ces informations. Malgre´ tout, le re´sultat de l’estimation est
donne´ de manie`re suˆre sans les e´tapes de validation en comparant avec d’autres me´thodes
stochastiques. Le principal inconve´nient de notre me´thode porte sur le nombre de variables
a` estimer qui doit eˆtre petit. En effet, la complexite´ de calcul s’e´le`ve exponentiellement
avec le nombre de parame`tres en cas d’estimation de parame`tre et la surestimation de-
vient plus importante en cas d’estimation d’e´tat. Ne´anmoins, une fac¸on pour contourner
ce proble`me peut eˆtre l’utilisation d’un contracteur.
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6.2 Perspective
L’estimation de parame`tres pour les syste`mes non line´aires reste un sujet difficile
quelque soit son contexte : l’analyse par intervalles ou par analyse stochastique. La dif-
ficulte´ se trouve sur la complexite´ du temps de calcul et aussi la technique pour ge´ne´rer
les solutions garanties a` partir de l’e´quation diffe´rentielle. Le temps d’inte´gration garanti
reste petit, car le pessimisme augmente se´ve`rement au cours de calcul, ce qui rend les
solutions d’inte´gration inutiles. L’analyse par intervalles peut eˆtre utile quand les compor-
tements du syste`me peuvent eˆtre calcule´s sans trop de pessimisme (difficile a` distinguer
les uns des autres) ou bien certains syste`mes apportent quelques caracte´ristiques de mo-
notonicite´. D’autre part, l’analyse par intervalle peut eˆtre aussi utile quand nous avons
des redondances sur les informations rec¸ues, dans ce cas, cet outil sera un outil perfor-
mant pour donner une de´cision (solution) de manie`re garantie sans faire intervenir de
supposition statistique.
Une piste de recherche inte´ressante est la fusion de donne´e ou bien la propagation
de contraintes en combinant les donne´es sous formes intervalles et probabiliste. Sachant
que tous les re´sultats obtenus par les intervalles restent sous une forme intervalle, des
me´thodologies sur la de´cision d’intervalle peuvent eˆtre aussi inte´ressantes. La technique
de combinaison entre l’intervalle et la lois de distribution est a` e´laborer, car parfois les
re´sultats d’intervalle restent trop pessimiste, un raffinement sur ces re´sultats utilisant des
statistiques serait utile.
Aussi, nous pouvons utiliser les optimalite´s propose´es sur les instants, essayons de
sortir les instants le plus sensibilisants afin de re´duire finalement le temps de calcul
durant l’estimation de parame`tres.
Annexe A
Annexe
A.1 Annexe pour l’algorithme de la recherche de l’entre´e
Nous pre´sentons ici une version simplifie´e de l’algorithme d’optimisation d’essais
de´veloppe´ qui utilise les fonctions suivantes :
eval-crite`re e´value le crite`re a` optimiser.
eval-ODE e´value les sorties du syste`me par re´solution de (3.3).
eval-sensibilite´ calcule les sensibilite´s des sorties par rapport aux parame`tres par
re´solution de l’e´quation (4.5).
Algorithme 14 Search for the optimal input (uopt)
Input: [f ], [x0], [p0], r, t ;
Output: u(t) ;
1: initialisation, [x]e(0) = ([x0], [p0]), L := L ∪ [x]e
2: for i := 1 : r do
3: for j := 1 : tr do
4: [x]e(j) := pop(L)
5: for k := 1 : l+1 do
6: u(k) := input-signal(k) ;
7: [x]e(j + 1) := eval-ODE(u(k), [x]e(j)) ;
8: if contrainte outputs are not satisfying then
9: reject the input sequence
10: if equivalent outputs then
11: select the optimal sequence within the equivalent outputs, reject the others ;
12: L := L ∪ [x]e(j + 1) ;
13: sensibilite´ :=eval-sensibilite´([x]e(j), u(k)) ;
14: cout-interme´diaire :=eval-crite`re(sensibilite´) ;
15: cout :=cout ∪ (cout-interme´diaire, u(k)) ;
16: parcours-cout(cout) ;
17: retourne(uopt)
ou` r repre´sente le nombre d’horizon, t repre´sente le nombre d’e´chantillonnage, l
repre´sente le nombre de contraintes. [x0] repre´sente la condition initiale d’e´tat et [p0]
repre´sente le domaine initial de parame`tres.
Remarque Dans la ligne 1, l’e´tape initialisation concerne la pre´paration du calcul, y
compris l’initialisation des e´tats initiaux et des quelques constantes.
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Dans la ligne 10, 11, c’est l’e´tape de la se´lection de la se´quence optimale parmi les
trajectoires e´quivalentes. Des nombreuses e´valuations de sensibilite´ sont faites a` cette
e´tape afin de sortir la se´quence optimale.
La fonction parcours-cout cherche le point optimal utilisant un arbre d’exploration.
La fonction retourne donne la se´quence d’entre´e la plus sensibilisante.
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Contributions to the design of experiment, the estimation and active
diagnosis for nonlinear dynamical systems with aeronautical application
Abstract : In this work, we will study the uncertainty integration problem in a boun-
ded error context for the dynamic systems, whose input and the initial state have to be
optimised so that some other operation could be more easily and better obtained.
This work is consisted of 6 chapters : the chapter 1 is an introduction to the general
subject which we will discuss about. The chapter 2 represents the basic tools of interval
analysis.
The chapter 3 est dedicated to state estimation and parameter estimation. We explain at
the first, how to solve the ordinary differential equation using interval analysis, which will
be the basic tool for the state estimation problem given the initial condition of studied
systems. On the other side, we will look into the parameter estimation problem using in-
terval analysis too. Based on a simple hypothesis over the uncertain variable, we calculate
the system’s parameter in a bounded error form, considering the operation of intervals
as the operation of sets. Guaranteed results are the advantage of interval analysis, but
the big time consumption is still a problem for its popularization in many non linear
estimation field. We presents our founding techniques to accelerate this time consuming
processes, which are called contractor in constraint propagation field. At the end of this
chapter, different examples will be the test proof for our proposed methods.
Chapter 4 presents the searching for optimal input in the context of interval analysis,
which is an original approach. We have constructed several new criteria allow such sear-
ching. Some of them are intuitive, the other need a theoretical proof. These criteria have
been used for the search of optimal initial states and le better parameter estimation
results. The comparisons are done by using multiple applications and the efficiency is
proved by evidence.
In chapter 5, we applied the approaches proposed above in diagnosis by state estimation
and parameter estimation. We have developed a complete procedure for the diagnosis.
The optimal input design has been reconsidered in an active diagnosis context. Both state
and parameter estimation are implemented using an aeronautical application in litera-
ture.
The last chapter gives a brief summary over the realized subject, some further research
directions are given in the perspective section.
All the algorithms are written in C/C++ on a Linux based operation system.
Keywords : Interval analysis, optimal input design, active diagnosis, parameter estima-
tion
