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ABSTRAK 
 
Masalah perkalian matriks berantai adalah masalah menemukan posisi penyisipan tanda 
kurung pada barisan matriks sehingga perkalian matriks pada barisan tersebut dihasilkan 
jumlah skalar yang minimum. Paper ini membahas implementasi algoritma penyelesaian 
masalah perkalian matriks berantai dengan dynamic programming. Pada paper ini 
diperlihatkan kinerja algoritma melalui evaluasi hasil implementasi pada bahasa 
pemrograman Java untuk kasus-kasus perkalian barisan matriks dengan panjang barisan 
3≤ n ≤ 20. 
 
Kata Kunci: dynamic programming, barisan perkalian matriks, tanda kurung,  
dimensi, jumlah perkalian skalar, Java 
  
1. PENDAHULUAN 
 
Perkalian matriks berantai, sesuai 
dengan namanya adalah perkalian 
serangkaian matriks. Perkalian matriks 
bersifat asosiatif. Sifat asosiatif ini 
menyebabkan perkalian pada barisan 
matriks-matriks akan menghasilkan nilai 
yang sama walaupun urutan perkalian 
matriksnya berbeda [7]; yaitu tidak 
terpengaruh dengan posisi parentisasinya 
(penyisipan tanda kurung, yang menentukan 
pasangan matriks mana yang akan dikalikan 
lebih dulu). Walaupun hasilnya akan sama, 
namun setiap urutan perkalian matriks 
berbeda akan membutuhkan jumlah perkalian 
skalar (biaya komputasi) yang berbeda pula. 
Sebagai ilustrasi perhatikan problem 
suatu barisan matriks {A1,A2,A3}, di mana 
masing-masing dimensi dari matriks-matriks 
tersebut adalah 10×100, 100×5, 5×50. Jika 
dilakukan  perkalian pada barisan matriks 
sesuai dengan  posisi tanda kurung seperti 
berikut ((A1A2)A3) maka jumlah perkalian 
skalar dapat diperoleh dari hasil penjumlahan 
perkalian skalar antara Y  dengan (YA3) , 
dimana Y adalah matriks dimensi 10×5 
sebagai hasil perkalian (A1A2). Dengan kata 
lain untuk menghitung perkalian matriks 
((A1A2)A3)  dibutuhkan (10×100×5) + 
(10×5×50) = 7500  perkalian skalar. 
Sedangkan jika perkalian matriks disusun 
dengan posisi tanda kurung seperti (A1(A2A3)) 
maka dibutuhkan (10×100×50) + (100×5×50) 
= 75000 perkalian skalar. Dari ilustrasi 
tersebut dapat dilihat bahwa cara 
memposisikan penyisipan tanda kurung dapat 
mengakibatkan hasil perkalian skalar yang 
dramatis. Untuk itu, kita harus mencari 
urutan/cara mana yang menghasilkan jumlah 
perkalian skalar yang paling sedikit. 
Untuk mengetahui urutan perkalian 
yang paling cepat, kita dapat lakukan secara 
sederhana dengan mencoba semua urutan 
perkalian yang mungkin dan menentukan 
banyaknya operasi perkalian skalar yang 
diperlukan masing-masing. Namun hal ini 
menjadi tidak efisien karena memiliki 
pertumbuhan berorder eksponensial. Untuk 
menghindari cara yang kurang efisien di atas, 
kita dapat menerapkan teknik dynamic 
programming, dan akan diimplementasikan 
ke dalam bahasa pemrograman Java. 
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2. TINJAUAN PUSTAKA 
 
Terdapat beberapa penelitian untuk 
optimasi perkalian matriks, diantaranya 
paper milik Yong Dou, S. Vassiliadis, G.K. 
Kuzmanov, dan G.N. Gaydadjiev dalam “64-
bit Floating-Point FPGA Matrix 
Multiplication” [2]. Mereka memperkenal 
64-bit ANSI/IEEE Std 754-1985 floating 
point design dari sebuah perangkat keras 
untuk optimasi perkalian matrix yang 
diimplementasikan dalam FPGA. Lalu 
“Sparse Matrix Storage Format”, yang 
ditulis oleh Fethulah Smailbegovic, Georgi 
N. Gaydadjiev, dan Stamatis Vassiliadis [6], 
menyajikan sebuah format data baru untuk 
sparse matrix storage, dimana format 
tersebut memfasilitasi penggunaan kembali 
elemen-elemen pada susunan pemrosesan 
(processing array). 
Di dalam paper milik Shinta Marino 
[5] dijelaskan 2 cara untuk mencari solusi 
perkalian matriks berantai, yaitu: 
a. Secara brute force 
Menggunakan metode Brute Force berarti 
cara yang digunakan adalah cara yang 
paling mudah, yaitu mengenumerasi 
seluruh kemungkinan yang ada. Untuk 
semua kemungkinan tersebut, hitunglah 
jumlah operasi yang perlu dilakukan untuk 
mencapai solusi yang diinginkan. Setelah 
itu pilihlah satu kemungkinan terbaik, yaitu 
kemungkinan yang mempunyai jumlah 
operasi paling kecil. Cara ini, sebagaimana 
metode brute force jika diterapkan pada 
kebanyakan persoalan lain, sangat tidak 
efisien. Jumlah kemungkinan yang harus di 
enumerasi eksponensial terhadap jumlah 
matriks. Kompleksitas algoritma ini adalah 
O(4n/n3/2), dan disebut dengan istilah 
Catalan numbers. Harga yang diperlukan 
untuk memecahkan permasalahan ini 
terlalu besar, tidak efektif untuk 
diimplementasikan. 
b. Menggunakan metode greedy 
Dalam menerapkan metode greedy pada 
persoalan ini, ada 2 kemungkinan yang 
mungkin dilakukan, yaitu:  
• Terus-menerus memilih 2 matriks yang 
hasil perkaliannya membutuhkan operasi 
paling banyak. 
Contoh : 
Diberikan 4 buah matriks : A(2x3), 
B(3x8), C(8x5), D(5x4). 
Dengan ide ini didapatkan solusi : 
A((BC)D) = (3x8x5) + (3x5x4) + 
(2x3x4) = 120 + 60 + 24 = 204, 
sedangkan ada solusi lain yang lebih 
efisien yaitu: 
((AB)C)D = (2x3x8) + (2x8x5) + 
(2x5x4) = 48 + 80 + 40 = 168 
• Terus menerus memilih 2 matriks yang 
perkaliannya membutuhkan hasil 
perkalian terkecil.  
Contoh: 
Diberikan 4 buah matriks : A(8x3), 
B(3x3), C(3x5), D(5x4). 
Dengan ide ini didapatkan solusi : 
A((BC)D) = (3x3x5) + (3x5x4) + 
(8x3x4) = 45+60+96= 201, 
sedangkan ada solusi lain yang lebih 
efisien yaitu: 
A(B(CD)) = (3x5x4) + (3x3x4) + 
(8x3x4) = 60 + 36 + 96 = 192. 
 
Algoritma Dynamic Programing 
Dynamic programming adalah 
sebuah metode desain algoritma yang dapat 
digunakan ketika solusi dari sebuah 
permasalahan dapat terlihat sebagai hasil dari 
sebuah barisan keputusan [4]. Dynamic 
programming diterapkan untuk optimasi 
masalah, yang mungkin dalam beberapa 
masalah akan didapat banyak solusi. Teknik 
dynamic programming memiliki prinsip yang 
sama dengan divide and conquer, dimana 
keduanya menyelesaikan suatu problem 
dengan cara memecahnya menjadi sub-sub 
problem yang dapat diselesaikan secara 
rekursif. 
Meskipun demikian, pada dynamic 
programming diusahakan menghindari 
dilakukannya redundansi proses suatu sub 
problem (selama proses rekursif), yakni 
dengan cara mencatat hasil yang telah 
diperoleh dari suatu sub problem pada suatu 
tabel (look-up table), dengan demikian untuk 
proses sub problem lain yang lebih besar, 
tidak perlu menghitung berulang-ulang nilai 
sub problem yang lebih kecil yang pernah 
dihitung sebelumnya.  Cara ini lebih dikenal 
dengan teknik bottom-up [3]. 
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Implementasi algoritma dynamic 
programming pada persoalan perkalian 
matriks berantai adalah dengan langkah-
langkah berikut [1]: 
1. Kita definisikan urutan matriks yang 
ingin dikalikan adalah AiAi+1...Aj untuk 
1≤ i ≤ j ≤ n. Pisahkan produk AiAi+1...Aj 
menjadi Ai...k dan Ak+1...j.  
2. Mendefinisikan nilai dari solusi optimal 
secara rekursif yaitu m[i, j] (nilai 
minimum yang dibutuhkan untuk 
perhitungan perkalian skalar matriks 
Ai…j) dan s[i, j] (nilai k dimana kita 
memisahkan produk Ai…j untuk 
menghasilkan nilai optimum), dimana: 
 
Jika diuraikan dalam pseudocode, 
algoritmanya seperti berikut: 
 
dengan asumsi matriks Ai mempunyai 
dimensi pi-1 x pi untuk i = 1, 2, ...n 
3. Menentukan pemberian tanda kurung 
pada perkalian matriks, dengan cara 
rekursif sebagai berikut: 
 
3. HASIL DAN PEMBAHASAN 
 
Berikut adalah hasil percobaan 
dengan menggunakan bahasa 
pemrograman Java: 
 
Tabel 1 
Hasil Percobaan 
No Input Hasil 
1. 
Banyak matriks (2..30) = 4 
Dimensi tiap matriks: 
Input p[0] = 13; 
Input p[1] = 5; 
Input p[2] = 89; 
Input p[3] = 3; 
Input p[4]  = 34; 
Solusi Optimum = 2856 
Parenthesization: ((A1 x (A2 
x A3)) x A4) 
2. 
Banyak matriks (2..30) = 6 
Dimensi tiap matriks: 
Input p[0] = 30; 
Input p[1] = 35; 
Input p[2] = 15; 
Input p[3] = 5; 
Input p[4]  = 10; 
Input p[5]  = 20; 
Input p[6] = 25 
Solusi Optimum = 15125 
Parenthesization: ((A1 x (A2 
x A3)) x ((A4 x A5) x A6) 
3. 
Banyak matriks (2..30) = 5 
Dimensi tiap matriks: 
Input p[0] = 2007; 
Input p[1] = 768; 
Input p[2] = 21; 
Input p[3] = 993; 
Input p[4] = 465; 
Input p[5] = 16 
Solusi Optimum = 32641632 
Parenthesization: (A1 x (A2 
x (A3 x (A4 x A5)))) 
4. 
Banyak matriks (2..30) = 20 
Dimensi tiap matriks: 
Input p[0] = 1;  
Input p[1]  = 21; 
 Input p[2] = 2; 
Input p[3] = 20; 
Input p[4] = 3; 
Input p[5] = 19; 
Input p[6] = 4; 
Input p[7] = 18; 
Input p[8] = 5; 
Input p[9] = 17; 
Input p[10] = 6; 
Input p[11] = 16; 
Input p[12] = 7; 
Input p[13] =15; 
Input p[14] = 8; 
Input p[15] = 14; 
Input p[16]  = 9; 
Input p[17] = 13; 
Input p[18] = 10; 
Input p[19] = 12; 
Input p[20] = 11 
 
Solusi Optimum = 1794 
Parenthesization: 
(((((((((((((((((((A1 x A2) x 
A3) x A4) x A5) x A6) x 
A7) x A8) x A9) x A10) x 
A11) x A12) x A13) x A14) 
x A15) x A16) x A17) x 
A18) x A19) x A20) 
5. 
Banyak matriks (2..30) = 12 
Dimensi tiap matriks: 
Input p[0]  = 85;  
Input p[1] = 24; 
Input p[2] = 98;  
Input p[3] = 76; 
Input p[4] = 420; 
Input p[5] = 100; 
Input p[6]  = 234; 
Input p[7] = 728; 
Input p[8]  = 210; 
Input p[9]  = 210; 
Input p[10] = 55;  
Input p[11] = 798;  
Input p[12] =223 
Solusi Optimum = 17386776 
Parenthesization: (A1 x 
((((((((((A2 x A3) x A4) x 
A5) x A6) x A7) x A8) x 
A9) x A10) x A11) x A12)) 
 
 
Perkalian matriks pada percobaan nomor 1, n 
= 4, p = (13,5,89,3,34) dan untuk: 
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Nilai-nilai mij di atas akan disimpan ke 
dalam sebuah tabel agar jika nilai tersebut 
diperlukan, kita tidak usah menghitung ulang. 
Tabelnya adalah sebagai berikut: 
 
Tabel 2 
Variabel mij 
 
mij j = 1 2 3 4 
i = 1 0 5.785 1.530 2.856
2  0 1.335 1.845
3   0 9.078
4    0 
 
Nilai sij juga akan disimpan dalam tabel, 
sebagai berikut: 
Tabel 3 
Variabel sij 
 
sij j = 1 2 3 4 
i = 1  1 1 3 
2   2 3 
3    3 
4     
  
Oleh karena itu, tempat (memori) 
yang dibutuhkan untuk menyiapkan 
variabel-variabel m dan s adalah 16, yang 
berarti sama dengan 42 atau n2. Oleh karena 
itu, algoritma dynamic programming 
memiliki kompleksitas memori O(n2). 
Untuk menentukan elemen mij, pada 
setiap diagonal, diperlukan menghitung (n - 
l) elemen, yang masing-masing elemen 
dipilih antara l kemungkinan (sebanyak nilai 
k). Berarti, algoritma ini memiliki waktu: 
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yang merupakan O(n3). 
 
4. KESIMPULAN DAN SARAN 
 
Dynamic Programming adalah 
metode pemecahan masalah yang 
mampu memberikan solusi optimum 
untuk berbagai permasalahan, contohnya 
dalam masalah perkalian matriks 
berantai. Dengan implementasi dengan 
bahasa pemrograman Java, terbukti 
bahwa algoritma penyelesaian masalah 
perkalian matriks berantai dengan 
dynamic programming menghasilkan 
solusi optimum serta memiliki 
kompleksitas waktu O(n3) dan memori 
O(n2). 
Algoritma ini menggunakan 
parameter tak hingga (∞) untuk 
mencari nilai minimum. Namun bila 
diimplementasikan ke dalam bahasa 
pemrograman Java, tidak ada nilai 
tak hingga, jadi untuk mencari solusi 
perkalian matriks yang menghasilkan 
nilai lebih besar dari nilai variabel 
yang paling besar di bahasa 
pemrograman Java, hasilnya akan 
kacau. Sehingga tidak bisa dicari 
hasil untuk terlalu banyak matriks 
dan yang memiliki dimensi sangat 
besar. 
Untuk penelitian yang akan 
datang penulis mengharapkan dapat 
melakukan percobaan untuk 
menyelesaikan masalah perkalian 
matriks berantai dengan algoritma 
lain yang mungkin menghasilkan 
kompleksitas yang lebih kecil 
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