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Abstract
Mathematical models in epidemiology strive to describe the dynamics and important characteristics
of infectious diseases. Apart from their scientific merit, these models are often used to inform political
decisions and interventional measures during an ongoing outbreak. Since high-fidelity models are
often quite complex and analytically intractable, their applicability to real data depends on powerful
estimation algorithms. Moreover, uncertainty quantification in such models is far from trivial, and
different types of uncertainty are often confounded. With this work, we introduce a novel coupling
between epidemiological models and specialized neural network architectures. This coupling results
in a powerful Bayesian inference framework capable of principled uncertainty quantification and
efficient amortized inference once the networks have been trained on simulations from an arbitrarily
complex model. We illustrate the utility of our framework by applying it to real Covid-19 cases from
entire Germany and German federal states.
1 Introduction
Epidemiological models are indispensable to plan and evaluate infection prevention and control (IPC)
measures against infectious diseases. Moreover, epidemiological models can forecast the spread of a
pandemic under different assumptions and thus allow to estimate the demand for medical hospital
care and avoid potential shortages of medical equipment and capacities. In the case of communicable
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diseases with immunity formation, these models typically take the form of systems of ordinary
differential equations governing the transitions between different population compartments, such
as, “Susceptible”, “Infected”, and “Recovered” (SIR) (see for example [1]). When various intrinsic
properties of the disease (e.g., transmission rates and recovery periods) are known, SIR models and
their extensions are successfully used to simulate outcomes of possible courses of action or non-action,
that is, they solve the so-called forward inference problem. However, for newly arising infectious
diseases such as Covid-19, these properties are initially unknown and must be estimated before
realistic simulations can be performed. The estimation of hidden model parameters from observations
of model outcomes is called inverse inference and constitutes a central task in many branches of
science.
The inverse problem is also referred to as model calibration in the medical decision and health
policy modeling literature [2]. The goal is to determine the values of the unknown model parameters
such that the model outputs match the observed real-world data, the so-called calibration targets,
as close as possible. Model calibration can be considered as an optimization problem seeking the
best possible parameter configuration (e.g., by performing non-linear least squares minimization
[3]). When the model’s outputs can be interpreted in a probabilistic manner, various maximum
likelihood (ML) methods can also be applied. A disadvantage of most inference-as-optimization
and ML methods is that they focus on accurate point estimation instead of principled uncertainty
quantification. However, the latter is equally important when interpreting parameter values or making
predictions about future outcomes.
An alternative but computationally more expensive approach is Bayesian model calibration
using Markov chain Monte Carlo (MCMC) sampling to estimate the full posterior distribution of
parameters given priors and observed data [4]. When the likelihood function is intractable or unknown,
approximate Bayesian computation (ABC) can be used to approximate the posterior distribution
of parameters [5, 6]. In contrast to optimization and ML approaches, Bayesian methods provide
a principled way to quantify the epistemic uncertainty surrounding the inverse problem, because
they return full posterior distributions rather than point estimates. Indeed, Bayesian inference with
MCMC has been widely used in Covid-19 modeling studies [7, 8, 9]. Our approach aims to combine
the advantages of optimization-based and Bayesian methods.
In particular, with this work we explore whether neural networks can facilitate model-based
inverse inference in epidemiology. Our analysis on the basis of a novel neural network architecture
called BayesFlow [10] answers this question in the affirmative. In contrast to mainstream neural
network applications like image analysis, epidemiology poses two major challenges: (i) there are no
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large training sets of annotated real-world data; and (ii) reliable uncertainty quantification of the
network outputs is mandatory for these outputs to be usable in subsequent scenario simulations.
Standard neural network architectures do not live up to these challenges.
We address these challenges in two ways: (i) We use networks that are specifically designed to
perform Bayesian uncertainty quantification on their outputs. (ii) We leverage the epidemiological
insight represented by SIR-type models by means of an alternative training procedure – simulation-
based training. In our framework, a large number of plausible hypothetical scenarios – generated by a
simulation program – is processed by the neural network until it becomes an expert in the interpretation
of epidemiological observations. After completion of the training phase, the available real-world
observations are passed to the network, which then estimates full Bayesian posterior distributions for
the real-world parameters of interest. The ultimate goal of our approach is comparable to that of
traditional simulation-based Bayesian inference methods, such as ABC, but our method operates
much faster and generalizes to any real dataset within the scope of its training expertise [10].
During the initial outbreak of the Covid-19 pandemic, model-based inference was used to provide
rapid estimates of key epidemiological parameters, which otherwise can be difficult to estimate
directly from primary clinical tracing data. For instance, [11] incorporated domestic and international
travel from and to Wuhan city in the SEIR model and used reported cases outside of Wuhan to infer
the reproduction number R0 and epidemic doubling time. The reproduction number of COVID-19 has
been estimated using a similar approach in various settings [7][9]. In addition to estimating R0, [12]
used an age-stratified SEIR model to infer age-specific mortality rates that corrected the biases due
to the preferential ascertainment of severe cases and delayed mortality in Hubei China and Northern
Italy. As another example, [13] estimated the reduction in the transmission rate by the implemented
control measures in Wuhan using a SEIR model, which was further used to project the number of
infections averted. Finally, [14] used a networked dynamic meta-population model to infer the fraction
of undocumented infections and critical epidemiological characteristics. Importantly, since these
SEIR-type models and extensions thereof are being used to forecast the dynamics of an epidemic with
regard to public interventions or seasonal effects, reliable inference of key epidemiological parameters
and trustworthy uncertainty quantification is paramount to support decision making.
We demonstrate the feasibility of our method by analyzing public Covid-19 data for Germany
as a whole (three time-series: detected number of infected, recovered and deceased cases) and the
German federal states individually (two time-series: detected number of infected and deceased cases).
Since its first appearance in Wuhan in Dec 2019, the SARS-CoV-2 virus has infected more than 26
million people around the globe and caused more than 800,000 attributable deaths (up to 07 Sept
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2020). Germany too was severely affected by the pandemic, as around 250,000 people have been
infected to date, from which almost 10,000 have been considered to have died as a consequence of
the infection [15].
Our neural network is trained using simulations from a customized compartment model variant
in combination with an observation model describing the differences between true and reported case
numbers and an intervention model describing the IPC measures imposed by German authorities
[16]. The full model has 34 unknown parameters in total and we express our prior knowledge about
plausible parameter ranges by specifying relatively wide prior distributions and considering previous
literature [16, 17].
After processing the reported data, our network estimates the joint posterior distribution of all
model parameters. We observe that the posteriors are considerably narrower than the priors, that is,
the network has gained a lot of additional information from the data. Credibility intervals of our
parameter estimates are well in line with independently published results, and re-simulations starting
at our estimated parameters fit the observed and future time-series very well. In particular, our
inference suggests that approximately four fifths of all infectious individuals are undetected across all
German federal states, which corresponds to the preliminary results of recent antibody studies and
has profound implications for suggested relaxations of IPC measures.
2 Methods
2.1 Data Availability
The model was applied to epidemiological data on the number of reported Covid-19 cases (infected,
recovered and deceased) in Germany and the individual federal states from March 01, 2020 until
June 11, 2020. Data were obtained from publicly available sources. Code and scripts for reproducing
all results and figures as well as for training new networks on new models are available at https:
//github.com/stefanradev93/AIAgainstCorona.
2.2 Neural Bayesian Parameter Estimation
The Bayesian perspective provides the mathematical tools and concepts for theoretically sound
uncertainty-aware parameter estimation [4]. It requires prior knowledge about the nature of the
forward process and reasonable parameter ranges as a starting point and combines it with information
extracted from observed data into a posterior distribution, which represents our updated state of
4
knowledge. More formally, let θ be the vector of all hidden parameters and X := x1:T = [x1, ..., xT ] a
multivariate epidemiological time-series. Then the well-known analytical formula for the posterior
according to Bayes’ rule is
p(θ |X) = p(X | θ) p(θ)∫
p(X | θ) p(θ) dθ (1)
where p(X | θ) represents the forward model written as the likelihood of observing data X when
the true parameters are θ, p(θ) is the prior distribution encoding our knowledge about plausible
parameter combinations, and the denominator is a normalizing constant (the evidence).
Although conceptually simple, this formula poses two major challenges in the present setting:
(i) Efficient and accurate approximation of the intractable posterior p(θ |X) is challenging. (ii) The
likelihood is only implicitly defined via samples x1:T ∼ p(X | θ) created by repeatedly running the
epidemiological simulation model. We solve both problems with our recently proposed neural Bayesian
inference architecture (see [10] for full details). Its core component is an invertible neural network
implemented as a normalizing flow. During the training phase, the invertible network is run in forward
mode to learn an accurate model q(θ |X) ≈ p(θ |X) for the posterior distribution of parameters
given any observation, using a large number of simulated pairs (Xi, θi) ∼ p(X | θ) p(θ) as training
data. In the inference phase, the network operates in the inverse direction (which is easy thanks to
its invertible architecture) to estimate the posterior q(θ |X = xobs) ≈ p(θ |X = xobs) for the actually
observed data xobs. Moreover, the network can be applied to multiple real observations without
retraining, so that the training effort quickly amortizes over all inference queries (so called amortized
inference). In addition, fast inverse inference facilitates model validation by making probabilistic
calibration and posterior predictive checks on large validation datasets simple and very efficient [10].
2.3 The Epidemiological Model
In order to account for the specific nature of the current Covid-19 outbreak, our epidemiological
model consists of three submodels: (i) a disease model describing the true dynamics of relevant
population compartments; (ii) an intervention model describing the strengthening and relaxation
of non-pharmaceutical counter-measures; and (iii) an observation model describing the deviations
of published reports from the true values. These models build upon the previous work of [18, 16],
who adapted the general SIR approach to the specifics of the Covid-19 epidemic and the situation in
Germany. Parameter priors are based on our current state of knowledge about disease characteristics
and government measures, but are chosen very wide to prevent them from dominating the information
extracted from the actual observations.
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Figure 1: The deterministic transitions between population compartments in continuous time as
implemented by our custom compartmental model. The graphic also illustrates external factors, such
as IPC measures and noise, which affect the daily reported number of cases.
Disease Model: The disease model is a system of non-linear ordinary differential equations (ODEs)
comprising six compartments: susceptible (S), exposed (E - infected individuals who do not show
symptoms and are not yet infectious), infected (I - symptomatic cases that are infectious), carrier (C
- infectious individuals who recover without being detected), recovered (R), and dead (D), see figure
1. Note that direct recovery from C covers all reasons why an infection might go undetected, that is,
truly asymptomatic cases, lack of follow-up on pre-symptomatic cases, limited testing capacity under
minor symptoms etc. are not differentiated by our model. Observations with limited accuracy (as
described by the observation model below) are available for the compartments I, R, and D. The true
time-series of all compartments are therefore considered latent and need to be estimated.
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The ODEs for our custom model read:
dS
dt
= −λ(t)
(
C + β I
N
)
S (2)
dE
dt
= λ(t)
(
C + β I
N
)
S − γ E (3)
dC
dt
= γ E − (1− α) η C − α θ C (4)
dI
dt
= (1− α) η C − (1− δ)µ I − δ d I (5)
dR
dt
= α θ C + (1− δ)µ I (6)
dD
dt
= δ d I (7)
The meaning of the model parameters and their priors are detailed in Table 1. Prior ranges are based
on considerations in [16] and [17]. Note that the transmission rate λ(t) is a function of time, because
it is the parameter affected by non-pharmaceutical interventions. In principle, changes in testing
policy, medical advances, etc. could also cause other parameters to become time-dependent, but this
is not the case in the region and period considered in this paper.
Table 1: Description of disease model parameters and corresponding prior distributions
Parameter Symbol Prior Distribution
Number of initially exposed individuals E0 Gamma(2, 30)
Risk of infection from symptomatic patients β LogNormal(log(0.25), 0.3)
Rate at which exposed cases become infectious γ LogNormal(log(1/6.5), 0.5)
Rate at which symptoms manifest η LogNormal(log(1/3.2), 0.5)
Rate at which symptomatic individuals recover µ LogNormal(log(1/8), 0.2)
Rate at which undiagnosed individuals recover θ Uniform(1/14, 1/3)
Rate at which critical cases die d Uniform(1/14, 1/3)
Probability of remaining undetected/undiagnosed α Uniform(0.005, 0.99)
Probability of dying from the disease δ Uniform(0.01, 0.3)
Intervention Model: The intervention model controls the time-varying transmission rate λ(t).
Following [16], we define three change points encoding an assumed transmission rate reduction in
response to IPC measures imposed by the German authorities. Each change point is represented by a
piece-wise linear function with three degrees of freedom: the effect strength and the time interval for
the effect to fully manifest itself. Their priors express the expected effect of each measure to reduce
the transmission rate roughly by half after the date when it comes into force, but we leave very wide
uncertainty margins to facilitate learning of the actual behavior. In addition, our model includes a
fourth change point expressing the assumption that an eventual withdrawal of effective IPC measures
(officially or due to non-compliance) will lead to a slight increase of the transmission rate. Prior
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distributions for all parameters are given in table Table 2. Note that we assume that interventions do
not affect the risk of infection upon contact with a detected infectious individual (β).
Observation Model: The observation model represents the deviations between officially reported
case counts and their true values. It comprises three error sources: the reporting delay, the weekly
modulation (since testing and reporting activities are considerably reduced on weekends), and a
noise term describing random fluctuations. Separate parameter sets are learned for each of the three
publicly available time-series I(obs), R(obs), and D(obs) – the remaining compartments are considered
unobservable. The relationship between the reported counts and their true values is described by the
following set of discrete-time difference equations with time steps t measured in days. Note that the
observed quantities only depend on the detectable symptomatic fraction of the infected population:
I
(obs)
t = I
(obs)
t−1 + (1− fI(t)) (1− α) η Ct−DI +
√
I
(obs)
t−1 σI ξt (8)
R
(obs)
t = R
(obs)
t−1 + (1− fR(t)) (1− δ)µ It−DR +
√
R
(obs)
t−1 σR ξt (9)
D
(obs)
t = D
(obs)
t−1 + (1− fD(t)) δ d It−DD +
√
D
(obs)
t−1 σD ξt (10)
where fI , fR, fD represent the weekly modulation in reporting (with separate parameters for amplitude
and phase as in [16]), DI , DR, DD the reporting delays, and σI , σR, σD the scales of multiplicative
reporting noise, where the noise variables ξt follow a Student-t distribution with 4 degrees of freedom.
The weekly modulation scalar fC for each of the compartments C ∈ {I,R,D} is computed as follows:
fC(t) = (1−AC)
(
1−
∣∣∣sin(pi
7
t− 0.5 ΦC
)∣∣∣) (11)
This yields three additional parameters for the weekly modulation amplitudes AI , AR, AD, and phases
ΦI ,ΦR,ΦD. Priors for the observation model’s parameters are listed in Table 3.
2.4 The BayesFlow Network for Epidemiological Inference
Or neural architecture comprises three subnetworks: (i) a convolutional filtering network performing
noise reduction and feature extraction on the raw observational data; (ii) a recurrent summary
network reducing preprocessed time-series of varying length to statistical summaries of fixed size;
(iii) an invertible inference network performing Bayesian parameter inference, given the summary
statistics of the observations. Figure 2 depicts the architecture of this composite network.
The design of the convolutional network is inspired by that of the Inception network which has
shown tremendous success in computer vision tasks [19]. In particular, our network is implemented
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Table 2: Description of intervention model parameters controlling the time-varying transmission rate
Parameter Symbol Prior Distribution
Onset date of each change to take effect t1 Normal(2020/03/09 = Day 8, 3)
t2 Normal(2020/03/16 = Day 15, 3)
t3 Normal(2020/03/23 = Day 22, 3)
t4 Normal(2020/05/06 = Day 66, 3)
Duration of each change to fully manifest itself ∆tj LogNormal(log(3), 0.3)
Transmission rates before / after each change λ0 LogNormal(log(1.2), 0.5)
λ1 LogNormal(log(0.6), 0.5)
λ2 LogNormal(log(0.3), 0.5)
λ3 LogNormal(log(0.1), 0.5)
λ4 LogNormal(log(0.15), 0.5)
Figure 2: Inference with our trained neural Bayesian inference architecture using epidemiological
time-series data. First, the (noisy) observed time-series are fed through a convolutional filtering
network which extracts relevant features by keeping the temporal dimension of the data. Then, a
many-to-one recurrent summary network reduces the transformed time-series to a fixed-sized vector
of maximally informative summary statistics. Finally, an inference network approximates the full
joint posterior over the model’s parameters given the output of the summary network.
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Table 3: Description of observation model parameters controlling reporting properties
Parameter Symbol Prior Distribution
Reporting delays DC∈{I,R,D} LogNormal(log(8), 0.2)
Weekly modulation amplitudes AC∈{I,R,D} Beta(0.7, 0.17)
Weekly modulation phases ΦC∈{I,R,D} vonMises(0.01)
Reporting noise scale σC∈{I,R,D} Gamma(1, 5)
as a deep fully convolutional network which applies adjustable one-dimensional filters of different
size at each level (cf. Figure 2). The intuition behind this design is that filters of different size might
capture patterns at different temporal scales (e.g., a filter of size one will capture daily fluctuations
whereas a filter of size seven will capture weekly dynamics). This, in turn, should ease the task of
extracting informative temporal features for parameter estimation.
The output of the convolutional network is a multivariate sequence containing the filtered
epidemiological time-series. In order to reduce the filtered sequence to a fixed-size vector, we pass
it through a long-short term memory (LSTM) recurrent network. Importantly, the LSTM network
can deal with sequences of varying length, which enables online learning (i.e., Bayesian updating
when new epidemiological data becomes available) and makes the same inference network applicable
to settings with different data availability. Compared to a fixed pooling operation (e.g., mean or
max), our recurrent network performs a learnable pooling operation which respects the sequential
probabilistic symmetry of the data. In this way, our inference architecture learns to filter and extract
the most informative features from the noisy observations in an end-to-end manner, such that no
manual and potentially suboptimal selection of hand-crafted data features is required from the user.
Finally, the inference network has the task of inverting the forward model given the information
extracted by the convolutional and recurrent networks. The inference network is implemented as a
deep invertible conditional coupling flow [20] (see also [10] for more details on the design of conditional
coupling flows for inference). The invertible network has two modes of operation.
During training, it is only evaluated in the forward direction and encouraged via a suitable
optimization criterion to transform the posterior into a simple base distribution (e.g., Gaussian) from
which samples can be easily obtained. Thus, the inference network integrates information both from
the prior and from the data-generating mechanism (i.e., the implicit likelihood).
During inference, the inference network is only evaluated in the inverse direction using conditional
information from real observed data passed through the filtering and summary networks. The posterior
is approximated by repeatedly sampling from the simple base distribution and applying the inverse
of the forward transformation learned during the training phase. Importantly, this method recovers
10
the true posterior under perfect convergence of the optimization method [10].
More formally, let us denote the functions represented by the three networks as a, b, and c. Then
the filtering network determines a filtered time series x˜1:T = a(x1:T ) from observed data x1:T , where
the number of time steps T may vary according to data availability. The summary network turns
the output of the filtering network into fixed-size vectors y = b(x˜1:T ). Finally, the inference network
generates samples θ̂ ∼ q(θ |x1:T ) from the parameter posterior by computing θ̂ = c−1(y, z) with
normally distributed random vectors z ∼ N (0, I). The parameters of all three networks are optimized
jointly during the training phase. Denoting the vector of all trainable network parameters as φ, the
three networks solve the following optimization criterion
φ̂ = argmin
φ
EX∼p(X)
[
KL(p(θ |X) || qφ(θ |X))
]
(12)
= argmin
φ
E(X,θ)∼p(X,θ)
[− log qφ(θ |X)] (13)
We approximate the latter expectation via its empirical mean over samples X, θ ∼ p(θ,X) obtained
via simulations from the forward model (see section 2.3).
As previously mentioned, one of the most important advantages of our method is amortized
inference, owing to the fact that we approximate the posterior globally via a single set of network
parameters φ̂. This is especially advantageous in epidemiological contexts, where the same model
is applied in multiple populations (countries, cultures) or at different scales (states, regions), since
the same pre-trained model can be repeatedly utilized for different populations and scales. Indeed,
in the following real-world application, we demonstrate efficient amortized inference and excellent
predictive performance with a single architecture applied simultaneously to epidemiological data
from all German federal states.
2.5 Outbreak Prediction on the Basis of Estimated Posteriors
In a Bayesian context, posterior predictions can be derived from parameter estimates either for the
purpose of model checking or for actual forecasts about future outcomes. Given observed timeseries
X := x1:t, the posterior predictive distribution for upcoming data X ′ := xt+1:T is given by:
p(X ′ |X) =
∫
p(X ′ | θ,X) p(θ |X) dθ (14)
This quantity is hard to compute, since it requires integration over the posterior. Moreover, it requires
a numerical evaluation of the likelihood p(X ′ | θ,X), which in our case is not available in closed form.
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However, as mentioned previously, we approximate the posterior via samples {θ(l) ∼ p(θ |X)}Ll=1.
Note that the θ(l) are drawn from the joint posterior, so that statistical dependencies and correlations
between parameters are properly taken into account. Since we also have access to the simulator, we
can obtain predictions by running the simulator with each posterior sample to obtain L simulated
time-series {X˜(l)}Ll=1. We can then use these timeseries to obtain point predictions (e.g., by computing
the mean or median for each time point), or quantify uncertainty (e.g., by computing quantiles
or standard deviation for each time point). In this way, we are not only able to perform posterior
checking about how the model reproduces the observations it was fitted to, but also to predict how
an outbreak will unfold over a future time frame.
3 Results
3.1 Entire Germany
Marginal parameter posteriors and predictions for Germany as a whole are depicted in Figure 3.
Standard point estimates (median, mean, MAP mode) and credibility intervals (95%-CI between the
2.5% and 97.5% quantiles of the corresponding posterior) for all 34 model parameters are given in
Table 4. When interpreting these results, one should keep in mind that our model (and SIR-type
models in general) only describes the combined behavior of entire compartments. Accordingly, the
given CIs quantify our uncertainty about the inferred parameter estimates and cannot serve as a
measure of the variability between individual cases.
Utilizing the estimated joint posterior, our model yields good predictions, and its forecasts have
well-calibrated uncertainty bounds for both cumulative and newly infected, recovered, and diseased
cases (see Figure 3a resp. Figure 3b and the simulation-based calibration checks in Figure S1). Second,
our parameter estimates (cf. Figure 3c) are convergent with previous findings about central disease
parameters [16]. Perhaps the most interesting result regards the undetected diseased cases. The
median probability of remaining undetected (parameter α) lies at 0.63 and the maximum a posteriori
(MAP) estimate at 0.79 (95%-CI [0.07− 0.91]). Notwithstanding the large uncertainty surrounding
the number of undetected cases, the posterior of α is clearly far from uniform (our prior assumption),
and peaks well beyond 0.5 (see Figure 3c). This estimate is largely consistent with recent reports
[21, 22, 23]. Together with the case fatality rate (parameter δ) of 4.1% (median) resp. 3% (MAP),
this results in an infection fatality rate of about 0.63% (MAP estimates) or 1.5% (median estimates).
Additionally, our model estimates a rather long period where individuals are infectious without
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knowing: 3.23 days will typically pass before the disease gets diagnosed (95%-CI [1.92−5.55], parameter
1/η). This is in line with results from [24] (around 4 days) and the World Health Organization [25]
(5−6 days). Similarly, recovery takes a median number of 4.59 days (95%-CI [2.99−11.11], parameter
1/θ) when the disease remains undiagnosed throughout (asymptomatic, weakly symptomatic etc.).
In connection with parameter β, which asserts that the transmission rate of manifestly ill patients
is only 26% as big as that of silent carriers (95%-CI [14% − 45%]), this confirms the observation
that presymptomatic and undiagnosed individuals are responsible for a considerable fraction of the
infections. The low value for β also indicates that isolation after diagnosis appears to work effectively
and possibly that infectiousness gradually decreases over time. When we assume that most infections
occur near the end of the carrier stage, that is, after about 3 days in compartment C, and combine
this with the latent period (i.e., the time in compartment E: median 6.67 days, 95%-CI [3.33− 11.1],
parameter 1/γ), we arrive at a serial interval of around 9− 10 days. However, these interpretations
should be considered tentative.
After diagnosis, the median recovery period is estimated at 8.06 days (95%-CI [6.13 − 10.20],
parameter 1/µ). Thus, manifestly ill cases typically require 11.3 = 1/η+ 1/µ = 3.23 + 8.06 days until
recovery and have a more severe disease progression than undiagnosed individuals with 1/θ = 4.6
days to recovery, cf. [26]. On the other hand, the time between diagnosis and death (6.67 days,
95%-CI [3.12 − 14.3], parameter 1/d) is shorter than in clinical reports. However, this deviation
can be explained by looking at the estimated reporting delay for compartment D of 11.3 days
(parameter DD), which is probably much longer than in reality. This is an example of a parameter
combination that potentially remains unidentifiable: from the available time series alone, the model
cannot distinguish a long critical phase with short reporting delay from rapid death with long
reporting delay. Nevertheless, it is remarkable how much information about 34 free parameters our
networks can extract from seeing only about 70 time steps of real data.
Finally, our results corroborate the timing of IPC measures and the gradual reduction in trans-
mission rate observed in [16]. Furthermore, according to our estimates, the lifting of measures around
May 6 would have led to approximately 40% increase in the transmission rate, as assumed by our prior.
However, since the spreading rate at t4 is already down to a median of 0.09 (95%-CI: [0.05− 0.15]),
the increase to a median of 0.13 (95%-CI [0.05− 0.28]) does not lead to an exponential growth of
infections.
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(a) Model predictions of cumulative cases
(b) Model predictions of new cases
(c) Marginal parameter posteriors
Figure 3: (a) Posterior predictions and forecasts of cumulative cases obtained by inferring model
parameters from data available from entire Germany. Cases to the left of the vertical dashed line
were used for posterior checking (model fit) and cases to the right for posterior forecasts (predictions)
on unseen data (b); Posterior predictions and forecasts on new cases; (c) Marginal posteriors of all
34 model parameters inferred from data from entire Germany alongside median and MAP summary
statistics. Gray lines depict prior distributions for comparison with the posteriors. Vertical dashed
lines indicate posterior medians.
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Table 4: Posterior summaries and 95%-CIs for each model parameter inferred from data from entire
Germany.
Parameter Symbol Median Mean MAP 95%-CI
Onsets of changes t1 March 8 March 8 March 8 [March 6 - 11]
(Day 7.22) (Day 7.20) (Day 7.35) [Day 4.64 - 9.59]
t2 March 16 March 16 March 16 [March 14 - 18]
(Day 15.00) (Day 15.01) (Day 14.97) [Day 12.99 - 17.05]
t3 March 23 March 23 March 23 [March 21 - 25]
(Day 22.09) (Day 22.10) (Day 21.94) [Day 20.23 - 24.00]
t4 May 6 May 6 May 6 [May 4 - May 8]
(Day 65.53) (Day 65.53) (Day 65.48) [Day 63.48 - 67.54]
Duration of changes [days] ∆t1 3.02 3.14 2.80 [1.61 - 5.34]
∆t2 3.05 3.16 2.87 [1.65 - 5.34]
∆t3 3.06 3.18 2.84 [1.63 - 5.41]
∆t4 2.95 3.08 2.72 [1.45 - 5.43]
Transmission rates λ0 2.99 3.12 2.73 [1.70 - 5.31]
λ1 0.32 0.336 0.29 [0.13 - 0.63]
λ2 0.31 0.325 0.28 [0.16 - 0.58]
λ3 0.09 0.090 0.08 [0.05 - 0.15]
λ4 0.13 0.135 0.11 [0.05 - 0.28]
Reporting delays DI 5.52 5.54 5.52 [3.87 - 7.35]
DR 12.89 12.91 12.83 [10.73 - 15.21]
DD 11.28 11.31 11.41 [9.15 - 13.65]
Weekly modulation amplitudes AI 0.55 0.55 0.54 [0.43 - 0.66]
AR 0.49 0.49 0.49 [0.33 - 0.65]
AD 0.49 0.49 0.49 [0.32 - 0.64]
Weekly modulation phases φI -0.39 -0.39 -0.40 [-0.69 - -0.09]
φR -1.01 -1.02 -0.95 [-2.36 - 0.33]
φD -1.33 -1.33 -1.29 [-2.13 - -0.55]
Reporting noise scales σI 7.84 7.92 7.63 [5.96 - 10.31]
σR 10.75 10.85 10.64 [8.36 - 13.88]
σD 2.53 2.54 2.50 [1.95 - 3.23]
Number of initially exposed E0 14.33 18.72 8.33 [1.20 - 61.37]
Risk of infection from I β 0.26 0.27 0.25 [0.14 - 0.45]
Rate E → C [1/days] γ 0.15 0.17 0.14 [0.09 - 0.30]
Rate C → I [1/days] η 0.31 0.32 0.30 [0.18 - 0.52]
Rate I → R [1/days] µ 0.12 0.13 0.12 [0.10 - 0.16]
Rate C → R [1/days] θ 0.22 0.22 0.24 [0.09 - 0.33]
Rate I → D [1/days] d 0.15 0.16 0.09 [0.07 - 0.32]
Probability of C → R α 0.63 0.58 0.79 [0.07 - 0.91]
Probability of I → D δ 0.041 0.05 0.03 [0.02 - 0.10]
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Figure 4: Model predictions of cumulative Covid-19 cases for each German federal state. Cases to the
left of the vertical dashed line (8 weeks) were used for model fitting and posterior checking and cases
to the right (3 weeks) for forecasts on new data. We observe that median model predictions closely
match both past and future reported cases for each German federal state. Most importantly, the
reported cases always lie within the estimated CIs, which vary across the federal states.
3.2 German Federal States
In the previous subsection, we demonstrated excellent model-based predictions and discussed pa-
rameter estimates obtained from epidemiological data from entire Germany. Here, we simulate
epidemiological data from our custom model with varying population size N and train a BayesFlow
network which we apply to epidemiological data from each German federal state. Training the network
took approximately one day on a single GPU-machine, whereas obtaining posterior samples given
data from all 16 states was nearly instant.
First, posterior predictions and forecasts for cumulative infections in each federal state are depicted
in Figure 4 (see Figure S3 for predictions of cumulative deaths and Figure S2 for simulation-based
probabilistic calibration of the approximate posteriors). Again, we observe that median predictions
follow very closely the reported cumulative number of cases across all federal states. Furthermore,
the reported cases are very well represented by the uncertainty bounds derived from the parameter
posteriors, with prediction uncertainty growing as we move towards the future (cf. predictions after
the dotted vertical lines in Figure 4). However, median predictions of cumulative deaths can become
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(a) Parameter E0 (b) Parameter λ0
(c) Parameter α (d) Parameter θ
Figure 5: (a) Forest plot depicting 95% credibility intervals for the number of initially exposed
individuals (E0) obtained by amortized inference on data from all German federal states. Thin lines
depict highest posterior density (HDI) intervals, thick lines depict posterior quartiles, and white
points depict the corresponding medians of the estimated posteriors; (b) Initial transmission rate
(λ0); (c) Probability of remaining undiagnosed (α); (d) Recovery rate of undiagnosed (θ).
unreliable when only few cases are available (see predictions for the state Mecklenburg-Western
Pomerania Figure S3), so well-calibrated uncertainty estimates are particularly important and need
to be taken into account in addition to point predictions.
Second, full parameter posteriors recovered for each of the German federal states are depicted
in the Appendix. Here, we will briefly focus on similarities/differences in four interesting latent
parameters: probability of remaining undetected (α), recovery rate of undetected (θ), number of
initially exposed individuals (E0), and initial transmission rate (λ0).
Posterior estimates of the parameters α and θ are depicted in Figure 5c and Figure 5d. First, we
observe that posteriors of α across states tend to peak well above 0.5, suggesting that larger numbers
of individuals have remained undetected/undiagnosed throughout the initial months of the Covid-19
pandemic in Germany. Interestingly, the marginal posteriors of each α obtained from different states
appear pronouncedly sharper than the posterior of α obtained for entire Germany (see Appendix
for full marginal posterior plots from each state). Although the sharpness of the α-posteriors might
be an estimation artifact, it might also be due to the fact that a simpler model was used for the state
data (i.e., modeling only two epidemiological time series, new infections and deaths, instead of three).
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Further, there is a smaller probability to remain undiagnosed in the states of Bavaria, Berlin,
and North Rhine-Westphalia than in other states. There are also some noticeable differences in the
uncertainty surrounding α (compare for instance Brandenburg vs. Berlin). Second, there appears to
be less interstate variability in the estimates of θ, suggesting an overall fast recovery of undiagnosed
individuals.
In contrast, some interstate differences in the estimates of initially exposed individuals (E0)
are evident (cf. Figure 5a), with the states of Bavaria, Berlin, and North Rhine-Westphalia having
pronouncedly more initially exposed individuals at onset than other states. Finally, Figure 5b depicts
an interstate comparison between initial transmission rates. We observe that estimates vary between
a median value of 2.27 across states, with the state Mecklenburg-Western Pomerania having the
lowest and the state Baden-Württemberg having the highest median transmission rate at onset.
4 Discussion
In this work, we presented a novel simulation-based Bayesian inference framework for complex
epidemiological models. We directly demonstrated the utility of our method by applying it to publicly
available data on reported infected, recovered, and deceased individuals in Germany. We discussed
how substantive conclusions and forecasts can be derived from parameter posteriors and also how
to easily validate the resulting posteriors. We also used our posterior estimates to estimate two
crucial parameters related to the undetected fraction of infected individuals: the probability of being
diagnosed with the disease and the number of days undiagnosed individuals remain infectious.
Our estimates suggest that a considerable number of individuals might have gone undetected
through the course of the Covid-19 outbreak in Germany, confirming previous studies [21, 22, 23].
Further, our posteriors suggest that there is considerable uncertainty surrounding this estimate
when derived in a purely model-based manner. Moreover, different summary statistics (e.g., means,
medians, MAPs) derived from non-symmetric posteriors offer slightly different conclusions, thus
highlighting the need to consider the full posteriors and corresponding credibility intervals.
Our neural Bayesian inference architecture enables efficient simulation-based inference for key
epidemiological parameters using any mathematical model able to simulate the spread of an epidemic.
With standard SIR-type of models based on (stochastic) ordinary differential equations generally
providing a coarse-grained view on the epidemic dynamics [1], more complex models accounting for
heterogeneous social interactions, age-dependent effects, and/or spatial and temporal heterogeneity
[27, 28, 29, 30] become more important to predict the progression of an epidemic or guide IPC
18
measures [30, 16, 31]. Furthermore, given the general uncertainty in reported numbers for emerging
infectious diseases, estimation methods also need to account for this uncertainty when providing
parameter estimates and be able to efficiently incorporate incoming data.
We argue that our BayesFlow architecture for epidemiological data provides a general inference
framework for complex epidemiological scenarios. For example, it allows to introduce more or different
compartments, split compartments into strata (e.g., age groups) and add mobility information.
Especially the latter would likely improve our estimates of λ at the onset of the epidemic, since many
cases in Germany acquired the disease abroad. Unfortunately, the required data are very hard to
come by, so we refrained from implementing this possibility in the present paper.
Moreover, our approach has two key advantages over standard Bayesian methods. First, it can
flexibly deal with arbitrarily complex models and data structures, requiring no closed-form likelihoods
or ad hoc distributional restrictions regarding the shape of the joint prior or posterior. Second, the
amortized inference property allows efficient posterior sampling, simultaneous application to multiple
data sets as well as efficient online-learning and validation, once the networks have been trained with
sufficient amounts of simulated data.
These advantages are important, since they enable researchers to concentrate on formulating,
testing, and validating high-fidelity models without worrying about estimation efficiency or analytical
tractability. We therefore believe that our proposed architecture can facilitate uncertainty-aware
inference with complex and realistic epidemiological models, potentially revealing crucial dynamic
aspects of a spreading disease and informing IPC measures. Future developments include Bayesian
model comparison, multilevel modeling with hierarchical priors and a systematic comparison between
different neural inference architectures.
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Appendix
Figure S1: Simulation-based probabilistic calibration of the marginal approximate posteriors obtained
by the network trained for inference on entire Germany. Uniformly distributed histograms of the rank
statistic indicate no systematic biases in the estimation of location and scale of the true marginal
posteriors.
1
Figure S2: Simulation-based probabilistic calibration of the marginal approximate posteriors obtained
by the networks trained for amortized inference on all German federal states. Uniformly distributed
histograms of the rank statistic indicate no systematic biases in the estimation of location and scale
of the true marginal posteriors.
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Figure S3: Model predictions of cumulative Covid-19 deaths for each German federal state. Cases to
the left of the vertical dashed line (8 weeks) were used for model fitting and posterior checking and
cases to the right (3 weeks) for forecasts on new data. We observe good matches between the model’s
median predictions and past and future reported cases for each German federal state. However, the
number of deaths in the state Mecklenburg-Western Pomerania over time is underestimated (although
it lies mostly within the estimated 95%-CI), which is probably due to the very low counts (lowest
among all German federal states).
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Figure S4: Marginal parameter posteriors from data available for the German federal state Baden-
Württemberg.
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Figure S5: Marginal parameter posteriors from data available for the German federal state Bavaria.
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Figure S6: Marginal parameter posteriors from data available for the German federal state Berlin.
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Figure S7: Marginal parameter posteriors from data available for the German federal state Branden-
burg.
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Figure S8: Marginal parameter posteriors from data available for the German federal state Bremen.
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Figure S9: Marginal parameter posteriors from data available for the German federal state Hamburg.
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Figure S10: Marginal parameter posteriors from data available for the German federal state Hesse.
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Figure S11: Marginal parameter posteriors from data available for the German federal state Lower
Saxony.
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Figure S12: Marginal parameter posteriors from data available for the German federal state
Mecklenburg-Western Pomerania.
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Figure S13: Marginal parameter posteriors from data available for the German federal state North
Rhine-Westphalia.
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Figure S14: Marginal parameter posteriors from data available for the German federal state Rhineland-
Palatinate.
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Figure S15: Marginal parameter posteriors from data available for the German federal state Saarland.
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Figure S16: Marginal parameter posteriors from data available for the German federal state Saxony-
Anhalt.
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Figure S17: Marginal parameter posteriors from data available for the German federal state Saxony.
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Figure S18: Marginal parameter posteriors from data available for the German federal state Schleswig-
Holstein.
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Figure S19: Marginal parameter posteriors from data available for the German federal state Thuringia.
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Table S1: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Baden-Württemberg.
Median Mean MAP 95-CI
t1 6.706 6.683 6.898 [3.587 - 9.669]
t2 14.885 14.881 14.929 [13.000 - 16.753]
t3 21.668 21.680 21.615 [19.721 - 23.711]
t4 65.951 65.945 66.064 [63.740 - 68.128]
∆t1 2.948 3.068 2.723 [1.597 - 5.210]
∆t2 2.988 3.097 2.688 [1.669 - 5.153]
∆t3 3.030 3.153 2.880 [1.651 - 5.358]
∆t4 2.982 3.108 2.875 [1.655 - 5.293]
λ0 2.862 2.995 2.705 [1.622 - 5.145]
λ1 0.483 0.504 0.453 [0.247 - 0.885]
λ2 0.236 0.251 0.209 [0.097 - 0.490]
λ3 0.094 0.097 0.086 [0.044 - 0.166]
λ4 0.131 0.143 0.115 [0.043 - 0.312]
µ 0.117 0.118 0.115 [0.088 - 0.156]
fI 0.696 0.696 0.715 [0.506 - 0.884]
φI 0.759 0.758 0.771 [-0.047 - 1.559]
fD 0.497 0.496 0.504 [0.329 - 0.657]
φD -0.174 -0.173 -0.186 [-0.541 - 0.197]
DI 6.534 6.581 6.438 [4.746 - 8.672]
DD 11.520 11.570 11.522 [9.146 - 14.278]
E0 6.017 9.409 3.464 [0.570 - 38.363]
σI 6.818 6.880 6.578 [5.397 - 8.708]
σD 1.246 1.256 1.205 [0.963 - 1.607]
α 0.786 0.716 0.850 [0.191 - 0.910]
β 0.238 0.249 0.221 [0.121 - 0.435]
γ 0.151 0.162 0.133 [0.086 - 0.301]
η 0.294 0.306 0.267 [0.152 - 0.525]
θ 0.241 0.237 0.277 [0.119 - 0.335]
δ 0.051 0.054 0.032 [0.021 - 0.108]
d 0.140 0.160 0.100 [0.071 - 0.324]
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Table S2: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Bavaria.
Median Mean MAP 95-CI
t1 7.995 7.906 8.190 [4.424 - 10.887]
t2 14.757 14.762 14.587 [12.855 - 16.684]
t3 22.105 22.109 22.039 [20.243 - 23.976]
t4 65.865 65.849 66.057 [63.599 - 68.034]
∆t1 3.022 3.156 2.802 [1.623 - 5.450]
∆t2 2.995 3.105 2.875 [1.695 - 5.116]
∆t3 2.999 3.121 2.804 [1.667 - 5.260]
∆t4 2.964 3.097 2.788 [1.589 - 5.366]
λ0 2.044 2.125 1.897 [1.228 - 3.453]
λ1 0.550 0.584 0.478 [0.268 - 1.094]
λ2 0.286 0.298 0.277 [0.146 - 0.515]
λ3 0.078 0.081 0.073 [0.038 - 0.139]
λ4 0.155 0.169 0.127 [0.053 - 0.364]
µ 0.107 0.108 0.102 [0.083 - 0.139]
fI 0.570 0.570 0.573 [0.463 - 0.677]
φI 0.347 0.347 0.352 [0.056 - 0.637]
fD 0.432 0.432 0.435 [0.295 - 0.565]
φD -0.432 -0.431 -0.433 [-0.683 - -0.171]
DI 6.686 6.732 6.509 [4.848 - 8.875]
DD 11.880 11.919 11.914 [9.480 - 14.591]
E0 16.883 21.504 11.438 [3.499 - 65.947]
σI 4.154 4.185 4.078 [3.265 - 5.288]
σD 1.218 1.227 1.219 [0.944 - 1.568]
α 0.685 0.620 0.815 [0.106 - 0.887]
β 0.244 0.255 0.223 [0.132 - 0.439]
γ 0.148 0.158 0.129 [0.088 - 0.286]
η 0.296 0.307 0.279 [0.167 - 0.511]
θ 0.219 0.218 0.228 [0.099 - 0.327]
δ 0.050 0.053 0.031 [0.021 - 0.100]
d 0.132 0.153 0.098 [0.071 - 0.317]
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Table S3: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Berlin.
Median Mean MAP 95-CI
t1 7.580 7.536 7.614 [4.146 - 10.671]
t2 14.655 14.661 14.509 [12.711 - 16.623]
t3 21.802 21.807 21.592 [19.849 - 23.786]
t4 65.489 65.481 65.509 [63.302 - 67.622]
∆t1 2.935 3.063 2.706 [1.577 - 5.248]
∆t2 2.880 2.983 2.768 [1.556 - 5.016]
∆t3 3.049 3.180 2.921 [1.650 - 5.474]
∆t4 2.963 3.092 2.880 [1.599 - 5.330]
λ0 1.823 1.900 1.725 [1.045 - 3.201]
λ1 0.448 0.478 0.382 [0.207 - 0.918]
λ2 0.222 0.231 0.200 [0.098 - 0.423]
λ3 0.102 0.104 0.093 [0.052 - 0.173]
λ4 0.153 0.166 0.135 [0.051 - 0.354]
µ 0.110 0.111 0.106 [0.077 - 0.156]
fI 0.316 0.316 0.308 [0.209 - 0.423]
φI 0.276 0.277 0.273 [0.084 - 0.471]
fD 0.330 0.330 0.333 [0.091 - 0.568]
φD -0.141 -0.139 -0.141 [-0.564 - 0.300]
DI 5.792 5.836 5.637 [4.041 - 7.892]
DD 15.535 15.591 15.333 [12.276 - 19.240]
E0 14.154 18.792 9.016 [2.804 - 61.612]
σI 1.939 1.955 1.940 [1.520 - 2.477]
σD 0.727 0.735 0.717 [0.546 - 0.965]
α 0.688 0.619 0.810 [0.102 - 0.882]
β 0.242 0.254 0.226 [0.127 - 0.446]
γ 0.123 0.133 0.108 [0.070 - 0.255]
η 0.312 0.322 0.287 [0.169 - 0.537]
θ 0.242 0.236 0.282 [0.112 - 0.331]
δ 0.029 0.030 0.024 [0.011 - 0.060]
d 0.129 0.148 0.099 [0.070 - 0.313]
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Table S4: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Brandenburg.
Median Mean MAP 95-CI
t1 7.550 7.514 7.601 [3.748 - 11.090]
t2 14.935 14.930 14.918 [12.920 - 16.916]
t3 22.213 22.215 22.309 [20.315 - 24.155]
t4 65.019 65.014 65.144 [62.802 - 67.184]
∆t1 2.907 3.032 2.834 [1.549 - 5.216]
∆t2 2.972 3.089 2.753 [1.586 - 5.242]
∆t3 3.298 3.441 3.117 [1.719 - 6.054]
∆t4 3.028 3.152 2.834 [1.657 - 5.341]
λ0 2.404 2.537 2.201 [1.272 - 4.553]
λ1 0.459 0.493 0.415 [0.164 - 1.016]
λ2 0.379 0.407 0.317 [0.167 - 0.810]
λ3 0.075 0.080 0.065 [0.023 - 0.158]
λ4 0.130 0.152 0.103 [0.027 - 0.402]
µ 0.159 0.161 0.155 [0.114 - 0.219]
fI 0.273 0.273 0.274 [0.109 - 0.439]
φI 0.375 0.375 0.366 [0.124 - 0.628]
fD 0.364 0.364 0.377 [0.103 - 0.621]
φD 0.012 0.012 0.020 [-0.520 - 0.547]
DI 6.937 6.981 6.816 [4.932 - 9.259]
DD 15.188 15.249 15.069 [12.053 - 18.808]
E0 2.853 4.647 1.627 [0.239 - 19.681]
σI 2.286 2.308 2.188 [1.763 - 2.971]
σD 0.704 0.713 0.674 [0.516 - 0.956]
α 0.843 0.805 0.862 [0.433 - 0.906]
β 0.210 0.220 0.198 [0.092 - 0.405]
γ 0.115 0.124 0.102 [0.066 - 0.233]
η 0.266 0.277 0.244 [0.132 - 0.481]
θ 0.196 0.199 0.176 [0.100 - 0.309]
δ 0.042 0.047 0.030 [0.019 - 0.102]
d 0.168 0.182 0.118 [0.078 - 0.337]
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Table S5: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Bremen.
Median Mean MAP 95-CI
t1 7.928 7.874 8.182 [3.783 - 11.710]
t2 14.642 14.643 14.619 [12.640 - 16.647]
t3 21.816 21.824 21.739 [19.730 - 23.936]
t4 65.452 65.448 65.313 [63.185 - 67.665]
∆t1 2.956 3.089 2.737 [1.574 - 5.335]
∆t2 2.871 2.982 2.679 [1.614 - 4.959]
∆t3 3.038 3.169 2.751 [1.615 - 5.493]
∆t4 3.007 3.131 2.813 [1.639 - 5.360]
λ0 2.122 2.309 1.804 [1.016 - 4.700]
λ1 0.428 0.486 0.356 [0.118 - 1.185]
λ2 0.151 0.167 0.122 [0.030 - 0.394]
λ3 0.189 0.192 0.180 [0.097 - 0.305]
λ4 0.145 0.162 0.116 [0.031 - 0.391]
µ 0.177 0.179 0.171 [0.121 - 0.253]
fI 0.379 0.380 0.406 [0.127 - 0.636]
φI 0.274 0.274 0.271 [-0.148 - 0.695]
fD 0.651 0.645 0.656 [0.341 - 0.908]
φD -1.216 -1.164 -1.373 [-3.460 - 1.374]
DI 6.654 6.718 6.229 [4.334 - 9.454]
DD 11.813 11.891 11.852 [8.668 - 15.572]
E0 2.630 4.397 1.500 [0.161 - 19.437]
σI 2.083 2.106 2.039 [1.607 - 2.739]
σD 0.547 0.555 0.537 [0.404 - 0.752]
α 0.815 0.748 0.858 [0.219 - 0.914]
β 0.238 0.249 0.228 [0.106 - 0.454]
γ 0.091 0.102 0.076 [0.041 - 0.227]
η 0.281 0.292 0.266 [0.143 - 0.505]
θ 0.205 0.207 0.210 [0.097 - 0.325]
δ 0.035 0.040 0.027 [0.015 - 0.094]
d 0.164 0.175 0.115 [0.072 - 0.320]
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Table S6: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Hamburg.
Median Mean MAP 95-CI
t1 8.213 8.135 8.422 [4.272 - 11.599]
t2 14.699 14.705 14.586 [12.721 - 16.726]
t3 21.796 21.798 21.857 [19.845 - 23.770]
t4 65.481 65.470 65.606 [63.285 - 67.623]
∆t1 2.927 3.062 2.672 [1.586 - 5.263]
∆t2 2.877 2.987 2.754 [1.507 - 5.086]
∆t3 3.128 3.262 2.901 [1.700 - 5.599]
∆t4 3.022 3.149 2.837 [1.647 - 5.371]
λ0 2.266 2.357 2.108 [1.246 - 3.997]
λ1 0.510 0.568 0.431 [0.189 - 1.287]
λ2 0.244 0.260 0.232 [0.093 - 0.524]
λ3 0.086 0.089 0.082 [0.033 - 0.164]
λ4 0.110 0.124 0.091 [0.022 - 0.311]
µ 0.097 0.098 0.094 [0.065 - 0.140]
fI 0.557 0.557 0.576 [0.305 - 0.806]
φI 0.457 0.460 0.506 [-0.222 - 1.165]
fD 0.447 0.443 0.419 [0.139 - 0.730]
φD -0.322 -0.317 -0.339 [-0.997 - 0.389]
DI 6.064 6.106 5.940 [4.222 - 8.223]
DD 18.140 18.205 17.825 [14.393 - 22.438]
E0 3.233 5.171 1.846 [0.259 - 21.555]
σI 4.244 4.287 4.123 [3.358 - 5.479]
σD 1.290 1.310 1.304 [0.958 - 1.774]
α 0.837 0.788 0.865 [0.342 - 0.910]
β 0.222 0.232 0.203 [0.110 - 0.411]
γ 0.139 0.149 0.128 [0.081 - 0.278]
η 0.298 0.309 0.286 [0.151 - 0.527]
θ 0.251 0.246 0.272 [0.134 - 0.339]
δ 0.043 0.049 0.030 [0.016 - 0.114]
d 0.133 0.155 0.097 [0.067 - 0.323]
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Table S7: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Hesse.
Median Mean MAP 95-CI
t1 7.500 7.481 7.802 [4.050 - 10.804]
t2 14.888 14.887 15.080 [12.995 - 16.794]
t3 21.829 21.839 21.619 [19.881 - 23.852]
t4 65.325 65.310 65.266 [63.150 - 67.396]
∆t1 2.972 3.095 2.683 [1.602 - 5.301]
∆t2 2.918 3.035 2.687 [1.618 - 5.124]
∆t3 3.140 3.275 2.924 [1.657 - 5.656]
∆t4 2.939 3.070 2.760 [1.590 - 5.299]
λ0 2.838 2.997 2.481 [1.494 - 5.423]
λ1 0.474 0.509 0.420 [0.209 - 1.018]
λ2 0.234 0.249 0.208 [0.087 - 0.502]
λ3 0.101 0.104 0.098 [0.049 - 0.173]
λ4 0.186 0.204 0.156 [0.068 - 0.444]
µ 0.140 0.142 0.135 [0.104 - 0.192]
fI 0.441 0.441 0.430 [0.251 - 0.629]
φI 0.460 0.461 0.457 [0.100 - 0.824]
fD 0.748 0.745 0.752 [0.561 - 0.913]
φD -0.743 -0.739 -0.712 [-1.958 - 0.533]
DI 6.129 6.169 6.060 [4.292 - 8.297]
DD 13.593 13.646 13.589 [10.946 - 16.686]
E0 2.141 3.513 1.225 [0.147 - 15.234]
σI 4.154 4.192 4.048 [3.257 - 5.329]
σD 0.677 0.683 0.669 [0.516 - 0.884]
α 0.797 0.726 0.850 [0.207 - 0.907]
β 0.244 0.255 0.225 [0.125 - 0.443]
γ 0.129 0.140 0.115 [0.070 - 0.274]
η 0.294 0.306 0.273 [0.154 - 0.526]
θ 0.219 0.218 0.236 [0.108 - 0.322]
δ 0.044 0.048 0.031 [0.019 - 0.097]
d 0.150 0.167 0.109 [0.074 - 0.325]
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Table S8: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Lower Saxony.
Median Mean MAP 95-CI
t1 7.806 7.765 7.607 [4.411 - 10.849]
t2 14.769 14.769 14.681 [12.874 - 16.668]
t3 21.712 21.720 21.676 [19.752 - 23.726]
t4 65.570 65.559 65.628 [63.427 - 67.643]
∆t1 2.999 3.131 2.709 [1.632 - 5.358]
∆t2 2.913 3.027 2.717 [1.624 - 5.064]
∆t3 2.987 3.112 2.710 [1.622 - 5.324]
∆t4 2.937 3.067 2.776 [1.566 - 5.315]
λ0 2.623 2.751 2.328 [1.434 - 4.798]
λ1 0.513 0.552 0.465 [0.230 - 1.100]
λ2 0.204 0.216 0.188 [0.077 - 0.421]
λ3 0.113 0.115 0.107 [0.061 - 0.185]
λ4 0.171 0.184 0.158 [0.065 - 0.383]
µ 0.131 0.133 0.127 [0.094 - 0.182]
fI 0.562 0.561 0.558 [0.396 - 0.725]
φI 0.125 0.125 0.123 [-0.277 - 0.534]
fD 0.461 0.458 0.465 [0.230 - 0.674]
φD -0.016 -0.016 -0.012 [-0.523 - 0.487]
DI 6.031 6.071 6.130 [4.233 - 8.135]
DD 13.852 13.914 13.922 [11.073 - 17.083]
E0 2.776 4.328 1.587 [0.216 - 17.888]
σI 3.411 3.437 3.404 [2.688 - 4.336]
σD 1.104 1.114 1.112 [0.839 - 1.452]
α 0.767 0.691 0.841 [0.157 - 0.901]
β 0.245 0.256 0.227 [0.128 - 0.441]
γ 0.136 0.147 0.120 [0.076 - 0.284]
η 0.319 0.330 0.284 [0.176 - 0.548]
θ 0.239 0.235 0.259 [0.117 - 0.332]
δ 0.057 0.062 0.038 [0.024 - 0.131]
d 0.146 0.164 0.102 [0.069 - 0.327]
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Table S9: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Mecklenburg-Western Pomerania.
Median Mean MAP 95-CI
t1 7.525 7.471 7.622 [3.152 - 11.459]
t2 14.807 14.809 14.761 [12.897 - 16.727]
t3 21.557 21.565 21.635 [19.656 - 23.503]
t4 65.753 65.748 65.729 [63.662 - 67.819]
∆t1 2.957 3.080 2.718 [1.598 - 5.256]
∆t2 2.960 3.070 2.758 [1.650 - 5.080]
∆t3 2.776 2.894 2.504 [1.498 - 4.989]
∆t4 2.973 3.090 2.760 [1.579 - 5.263]
λ0 1.403 1.457 1.330 [0.801 - 2.441]
λ1 0.479 0.502 0.444 [0.226 - 0.914]
λ2 0.213 0.226 0.192 [0.077 - 0.453]
λ3 0.099 0.102 0.095 [0.055 - 0.161]
λ4 0.187 0.200 0.157 [0.067 - 0.410]
µ 0.124 0.126 0.117 [0.086 - 0.177]
fI 0.416 0.416 0.419 [0.159 - 0.668]
φI 0.324 0.324 0.326 [-0.153 - 0.802]
fD 0.701 0.693 0.721 [0.382 - 0.952]
φD -0.464 -0.453 -0.701 [-3.852 - 3.016]
DI 6.238 6.282 6.101 [4.411 - 8.409]
DD 12.285 12.354 11.986 [9.076 - 16.036]
E0 2.103 3.357 1.219 [0.138 - 14.299]
σI 1.706 1.726 1.635 [1.316 - 2.253]
σD 0.456 0.465 0.448 [0.332 - 0.646]
α 0.738 0.659 0.831 [0.127 - 0.896]
β 0.257 0.268 0.234 [0.141 - 0.457]
γ 0.179 0.194 0.162 [0.108 - 0.370]
η 0.354 0.362 0.331 [0.188 - 0.588]
θ 0.285 0.274 0.306 [0.143 - 0.341]
δ 0.015 0.017 0.013 [0.005 - 0.037]
d 0.119 0.132 0.092 [0.062 - 0.274]
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Table S10: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state North Rhine-Westphalia.
Median Mean MAP 95-CI
t1 5.485 5.476 5.442 [2.224 - 8.708]
t2 14.797 14.796 14.884 [12.896 - 16.693]
t3 21.778 21.788 21.717 [19.868 - 23.775]
t4 65.723 65.712 65.657 [63.437 - 67.929]
∆t1 2.906 3.022 2.687 [1.575 - 5.116]
∆t2 2.952 3.062 2.772 [1.640 - 5.099]
∆t3 3.123 3.251 2.808 [1.671 - 5.539]
∆t4 2.941 3.068 2.771 [1.575 - 5.309]
λ0 2.628 2.791 2.265 [1.434 - 5.074]
λ1 0.465 0.483 0.436 [0.242 - 0.836]
λ2 0.261 0.276 0.238 [0.109 - 0.530]
λ3 0.093 0.096 0.089 [0.048 - 0.160]
λ4 0.188 0.204 0.162 [0.070 - 0.432]
µ 0.137 0.139 0.136 [0.102 - 0.188]
fI 0.670 0.669 0.667 [0.495 - 0.841]
φI 0.164 0.164 0.166 [-0.456 - 0.773]
fD 0.522 0.520 0.528 [0.320 - 0.710]
φD -0.603 -0.598 -0.600 [-1.069 - -0.097]
DI 5.741 5.785 5.598 [4.005 - 7.783]
DD 14.037 14.087 13.964 [11.269 - 17.202]
E0 10.213 14.590 6.165 [1.164 - 54.135]
σI 6.285 6.338 6.197 [4.968 - 8.023]
σD 1.440 1.451 1.413 [1.107 - 1.859]
α 0.719 0.647 0.830 [0.117 - 0.900]
β 0.248 0.259 0.230 [0.127 - 0.453]
γ 0.141 0.153 0.119 [0.078 - 0.293]
η 0.290 0.302 0.264 [0.159 - 0.516]
θ 0.209 0.211 0.194 [0.100 - 0.323]
δ 0.050 0.054 0.034 [0.022 - 0.108]
d 0.151 0.168 0.106 [0.074 - 0.326]
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Table S11: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Rhineland-Palatinate.
Median Mean MAP 95-CI
t1 6.170 6.178 6.122 [3.256 - 9.143]
t2 14.752 14.746 14.668 [12.827 - 16.655]
t3 21.926 21.932 21.983 [20.003 - 23.906]
t4 65.349 65.340 65.402 [63.171 - 67.468]
∆t1 2.887 3.004 2.710 [1.575 - 5.086]
∆t2 2.975 3.089 2.776 [1.639 - 5.184]
∆t3 3.138 3.274 2.796 [1.679 - 5.644]
∆t4 2.970 3.099 2.729 [1.634 - 5.286]
λ0 2.902 3.042 2.780 [1.594 - 5.255]
λ1 0.366 0.381 0.344 [0.185 - 0.667]
λ2 0.241 0.252 0.215 [0.109 - 0.465]
λ3 0.086 0.088 0.079 [0.040 - 0.152]
λ4 0.186 0.202 0.163 [0.073 - 0.423]
µ 0.107 0.109 0.105 [0.076 - 0.150]
fI 0.747 0.747 0.750 [0.561 - 0.929]
φI 0.344 0.347 0.382 [-0.656 - 1.388]
fD 0.750 0.745 0.738 [0.506 - 0.951]
φD -0.601 -0.586 -0.557 [-2.984 - 1.894]
DI 6.205 6.245 6.149 [4.424 - 8.290]
DD 14.018 14.068 13.659 [11.035 - 17.385]
E0 2.516 4.058 1.462 [0.195 - 17.231]
σI 2.632 2.650 2.573 [2.091 - 3.323]
σD 0.931 0.940 0.928 [0.708 - 1.228]
α 0.808 0.739 0.858 [0.219 - 0.915]
β 0.242 0.252 0.221 [0.128 - 0.435]
γ 0.131 0.141 0.119 [0.077 - 0.260]
η 0.305 0.315 0.268 [0.156 - 0.534]
θ 0.241 0.236 0.254 [0.125 - 0.326]
δ 0.032 0.034 0.025 [0.013 - 0.068]
d 0.130 0.149 0.099 [0.070 - 0.314]
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Table S12: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Saarland.
Median Mean MAP 95-CI
t1 8.536 8.395 8.852 [3.429 - 12.561]
t2 14.925 14.927 14.973 [12.937 - 16.943]
t3 22.320 22.323 22.372 [20.486 - 24.186]
t4 65.725 65.716 65.663 [63.536 - 67.859]
∆t1 2.992 3.116 2.994 [1.604 - 5.345]
∆t2 3.003 3.127 2.739 [1.617 - 5.333]
∆t3 3.032 3.154 2.832 [1.634 - 5.380]
∆t4 3.053 3.181 2.787 [1.638 - 5.459]
λ0 1.680 1.736 1.579 [0.918 - 2.872]
λ1 0.717 0.769 0.655 [0.249 - 1.584]
λ2 0.446 0.472 0.405 [0.187 - 0.903]
λ3 0.061 0.064 0.057 [0.022 - 0.123]
λ4 0.129 0.146 0.106 [0.031 - 0.361]
µ 0.122 0.124 0.120 [0.088 - 0.171]
fI 0.571 0.571 0.568 [0.291 - 0.849]
φI 0.426 0.430 0.430 [-0.461 - 1.332]
fD 0.658 0.649 0.697 [0.345 - 0.900]
φD -0.175 -0.174 -0.213 [-1.940 - 1.612]
DI 7.371 7.410 7.343 [5.281 - 9.787]
DD 14.582 14.639 14.307 [11.376 - 18.221]
E0 1.441 2.294 0.793 [0.085 - 9.603]
σI 3.512 3.555 3.473 [2.720 - 4.624]
σD 1.029 1.045 1.006 [0.768 - 1.417]
α 0.851 0.808 0.873 [0.392 - 0.935]
β 0.225 0.235 0.210 [0.112 - 0.415]
γ 0.179 0.191 0.161 [0.112 - 0.345]
η 0.287 0.298 0.262 [0.149 - 0.505]
θ 0.247 0.243 0.276 [0.131 - 0.332]
δ 0.050 0.057 0.034 [0.019 - 0.135]
d 0.147 0.165 0.102 [0.069 - 0.325]
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Table S13: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Saxony-Anhalt.
Median Mean MAP 95-CI
t1 7.024 7.014 7.331 [3.248 - 10.697]
t2 14.713 14.715 14.820 [12.786 - 16.657]
t3 21.826 21.839 21.710 [19.889 - 23.844]
t4 66.066 66.066 65.894 [63.906 - 68.196]
∆t1 2.940 3.059 2.683 [1.581 - 5.202]
∆t2 2.912 3.018 2.711 [1.591 - 5.035]
∆t3 3.094 3.230 2.960 [1.670 - 5.519]
∆t4 3.008 3.129 2.979 [1.672 - 5.289]
λ0 2.404 2.531 2.254 [1.291 - 4.470]
λ1 0.464 0.492 0.420 [0.200 - 0.949]
λ2 0.233 0.248 0.218 [0.091 - 0.499]
λ3 0.091 0.094 0.078 [0.034 - 0.169]
λ4 0.126 0.138 0.110 [0.037 - 0.315]
µ 0.122 0.124 0.118 [0.085 - 0.173]
fI 0.617 0.617 0.636 [0.349 - 0.881]
φI -0.285 -0.283 -0.235 [-1.326 - 0.781]
fD 0.684 0.674 0.699 [0.356 - 0.938]
φD -0.930 -0.891 -1.023 [-3.366 - 1.788]
DI 6.706 6.758 6.549 [4.793 - 8.986]
DD 12.185 12.244 12.030 [9.133 - 15.714]
E0 1.720 3.003 0.974 [0.089 - 13.726]
σI 2.422 2.447 2.443 [1.895 - 3.156]
σD 0.800 0.812 0.794 [0.598 - 1.093]
α 0.853 0.808 0.878 [0.374 - 0.944]
β 0.229 0.239 0.203 [0.112 - 0.423]
γ 0.132 0.142 0.121 [0.076 - 0.269]
η 0.294 0.305 0.282 [0.145 - 0.525]
θ 0.267 0.260 0.287 [0.148 - 0.339]
δ 0.026 0.028 0.020 [0.010 - 0.063]
d 0.136 0.154 0.100 [0.070 - 0.313]
32
Table S14: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Saxony.
Median Mean MAP 95-CI
t1 8.342 8.284 8.347 [4.622 - 11.562]
t2 14.719 14.720 14.756 [12.803 - 16.658]
t3 21.814 21.822 21.738 [19.872 - 23.808]
t4 65.651 65.645 65.754 [63.545 - 67.726]
∆t1 3.005 3.140 2.872 [1.638 - 5.381]
∆t2 2.912 3.029 2.652 [1.595 - 5.087]
∆t3 2.976 3.098 2.875 [1.650 - 5.235]
∆t4 2.975 3.101 2.737 [1.607 - 5.330]
λ0 2.460 2.568 2.267 [1.343 - 4.400]
λ1 0.509 0.558 0.454 [0.199 - 1.219]
λ2 0.216 0.228 0.213 [0.087 - 0.441]
λ3 0.101 0.104 0.093 [0.052 - 0.171]
λ4 0.164 0.178 0.138 [0.056 - 0.379]
µ 0.115 0.117 0.112 [0.082 - 0.160]
fI 0.683 0.683 0.688 [0.472 - 0.891]
φI 0.467 0.471 0.444 [-0.426 - 1.391]
fD 0.569 0.564 0.571 [0.281 - 0.822]
φD -0.175 -0.171 -0.186 [-1.130 - 0.804]
DI 6.506 6.553 6.387 [4.623 - 8.722]
DD 13.650 13.702 13.310 [10.663 - 17.066]
E0 1.676 2.718 0.977 [0.093 - 11.765]
σI 2.850 2.874 2.776 [2.261 - 3.626]
σD 0.861 0.870 0.831 [0.651 - 1.143]
α 0.810 0.741 0.862 [0.225 - 0.919]
β 0.244 0.255 0.232 [0.130 - 0.437]
γ 0.138 0.149 0.121 [0.080 - 0.283]
η 0.321 0.332 0.310 [0.172 - 0.548]
θ 0.250 0.245 0.249 [0.129 - 0.336]
δ 0.038 0.041 0.026 [0.015 - 0.086]
d 0.134 0.153 0.095 [0.067 - 0.319]
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Table S15: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Schleswig-Holstein.
Median Mean MAP 95-CI
t1 7.984 7.893 8.296 [3.788 - 11.495]
t2 14.775 14.778 14.788 [12.870 - 16.709]
t3 21.842 21.853 21.840 [19.896 - 23.865]
t4 65.779 65.771 65.984 [63.619 - 67.891]
∆t1 2.987 3.116 2.693 [1.602 - 5.350]
∆t2 2.914 3.028 2.653 [1.572 - 5.123]
∆t3 3.088 3.218 2.991 [1.680 - 5.500]
∆t4 2.990 3.116 2.774 [1.649 - 5.319]
λ0 2.038 2.134 1.812 [1.112 - 3.721]
λ1 0.552 0.595 0.469 [0.217 - 1.227]
λ2 0.240 0.254 0.214 [0.097 - 0.499]
λ3 0.087 0.090 0.077 [0.037 - 0.161]
λ4 0.139 0.154 0.109 [0.039 - 0.359]
µ 0.122 0.124 0.118 [0.089 - 0.169]
fI 0.412 0.412 0.408 [0.218 - 0.603]
φI 0.132 0.132 0.137 [-0.228 - 0.496]
fD 0.484 0.481 0.491 [0.212 - 0.736]
φD -0.925 -0.920 -0.923 [-1.613 - -0.197]
DI 6.575 6.625 6.355 [4.650 - 8.866]
DD 13.320 13.380 13.245 [10.391 - 16.730]
E0 4.041 6.161 2.337 [0.410 - 24.373]
σI 2.287 2.307 2.255 [1.794 - 2.929]
σD 0.633 0.640 0.623 [0.478 - 0.838]
α 0.799 0.733 0.844 [0.222 - 0.896]
β 0.239 0.250 0.228 [0.122 - 0.439]
γ 0.128 0.139 0.114 [0.075 - 0.261]
η 0.286 0.297 0.269 [0.147 - 0.504]
θ 0.247 0.241 0.280 [0.124 - 0.332]
δ 0.042 0.045 0.028 [0.017 - 0.094]
d 0.140 0.159 0.101 [0.070 - 0.323]
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Table S16: Posterior summaries and 95-% credibility intervals for each model parameter recovered
from data from the German federal state Thuringia.
Median Mean MAP 95-CI
t1 8.751 8.645 8.705 [4.418 - 12.199]
t2 14.716 14.722 14.742 [12.787 - 16.691]
t3 21.773 21.779 21.833 [19.729 - 23.869]
t4 65.537 65.532 65.699 [63.380 - 67.635]
∆t1 2.975 3.107 2.733 [1.603 - 5.324]
∆t2 2.868 2.981 2.666 [1.541 - 5.084]
∆t3 3.138 3.276 2.990 [1.699 - 5.680]
∆t4 3.016 3.143 2.870 [1.669 - 5.331]
λ0 2.237 2.381 1.957 [1.148 - 4.482]
λ1 0.551 0.623 0.426 [0.156 - 1.508]
λ2 0.214 0.229 0.191 [0.079 - 0.469]
λ3 0.135 0.139 0.128 [0.067 - 0.228]
λ4 0.115 0.126 0.097 [0.026 - 0.296]
µ 0.108 0.109 0.102 [0.072 - 0.157]
fI 0.431 0.431 0.430 [0.242 - 0.617]
φI 0.068 0.068 0.062 [-0.285 - 0.431]
fD 0.380 0.378 0.388 [0.105 - 0.643]
φD -0.671 -0.665 -0.697 [-1.188 - -0.098]
DI 6.517 6.565 6.192 [4.493 - 8.908]
DD 15.128 15.191 15.156 [11.714 - 19.041]
E0 2.087 3.433 1.215 [0.140 - 14.945]
σI 2.109 2.126 2.070 [1.641 - 2.711]
σD 0.857 0.867 0.853 [0.641 - 1.150]
α 0.837 0.785 0.862 [0.323 - 0.912]
β 0.232 0.243 0.217 [0.115 - 0.434]
γ 0.114 0.125 0.097 [0.057 - 0.255]
η 0.293 0.304 0.272 [0.150 - 0.517]
θ 0.207 0.209 0.207 [0.102 - 0.320]
δ 0.058 0.065 0.037 [0.023 - 0.145]
d 0.143 0.162 0.098 [0.067 - 0.326]
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