Abstract. In 1895, Cantor showed that between every two countable dense real sets, there is an order isomorphism. In fact, there is always such an order isomorphism, which is the restriction of a universal entire function.
Introduction
In 1895, Cantor proved that every two countable dense sets of reals are order isomorphic. The same year, Stäckel [14] showed that, if A is a countable and B a dense subset of C, then there exists an entire function that maps A into B. He also claimed the corresponding result, if A is a countable real set and B is a dense real set.
The following striking result was published by Franklin [7] in 1925.
Theorem F. Let A and B be countable dense subsets of R. Then, there exists an analytic function f : R → R, which restricts to an order isomorphism of A onto B.
Unfortunately, the proof invoked the statement that the uniform limit of analytic functions is analytic, which is false, as one can see, for example, from the Weierstrass approximation theorem.
In the present paper, we present the following two extensions of Franklin's Theorem. Theorem 1. Let A and B be countable dense subsets of R. Then, there exists an entire function f, having finite order of growth, such that f (R) = R, and f restricts to an order isomorphism of A onto B. Moreover, f ′ (x) > 0, for x ∈ R, so the mapping f : R → R is bianalytic.
This result is only a small improvement of Franklin's theorem, but we present the proof, firstly because of the error in Franklin's proof, but mainly because the proof we present can be adapted to prove the following. Theorem 2. Let A and B be countable dense subsets of R; let {a n ∈ R, n ∈ Z} and {b n ∈ R, n ∈ Z} be strictly increasing sequences of real numbers tending to ∞, as n → ∞. Then, there exists a universal entire function f, such that: f (R) = R, f restricts to an order isomorphism of A onto B; f ′ (x) > 0, for x ∈ R; and f (a n ) = b n , n ∈ Z.
In higher dimensions, the following result, was proved by Morayne [11] in 1987 for R n and C n and by Rosay and Rudin [13] in 1988, with a different proof, for C n .
Theorem MRR. Let A and B be countable dense subsets of C n (respectively R n ) n > 1. Then, there is a measure preserving biholomorphic mapping of C n (respectively bianalytic mapping of R n ) which maps A to B.
This theorem appears to be stronger than Franklin's Theorem, however the proof of Theorem MRR fails for n = 1. Moreover, for n = 1, all measure preserving automorphisms are of the form z → az + b, |a| = 1, so the only automorphic images of a set A are the sets aA + b.
In 1957, Erdös [6] asked whether, given countable dense subsets A and B of C, there exists an entire function f which maps A onto B (compare Stäckel [op. cit.] ). In 1967, Maurer [10] gave an affirmative answer. In this context, there are the following two interesting results of Barth and Schneider [1] [2], the second of which improves the result of Maurer.
Theorem BS1. Let A and B be countable dense subsets of R. Then, there exists an entire transcendental function f such that f (z) ∈ B if and only if z ∈ A.
Theorem BS2. Let A and B be countable dense subsets of C. Then, there exists an entire function f, such that f (z) ∈ B if and only if z ∈ A.
Although the next result is not directly on the topic of the present paper, we consider it worth mentioning, perhaps as a distant cousin.
Theorem P [12] . Let A and B be countable dense subsets of the Hilbert cube
N . Then, for every ǫ > 0, there is a measure preserving homeomorphism f of H which maps A to B, and ρ(f, id) < ǫ, where ρ is a distance on the set of continuous mappings H → H and id is the identity mapping.
For a generalization of Franklin's theorem, in a different direction from ours, see [3] .
Proof of Theorem 1
Proof. The desired function f will be of the form
where f n (z) = z + n j=1 λ j h j (z) The purpose of the h j 's, which we momentarily define, is to recursively make adjustments to obtain more of the desired mapping propeties, without losing those properties which we have previously assured. Now, given a sequence {ǫ n } of positive numbers, whose sum is less than 1, we shall construct an enumeration (α n ) of A, an enumeration (β n ) of B and the sequence (λ n ) such that, taking the functions h j of the following form:
we shall have that
From the second condition, f will be an entire function and the third will allow us to diferentiate this series term by term on R. On R we have:
Hence, f : R → R is strictly increasing and consequently injective. Moreover, since f (x) → ±∞, as x → ±∞, the function f : R → R is surjective and, consequently bianalytic. Now, we shall show that, if the λ n are chosen even smaller, the function f will be of finite order. Indeed, at stage n, the α 1 , . . . , α n−1 having been chosen, we may choose λ n so small that
Thus,
so f is of finite order. Now, we shall choose the sequences {α n }, {β n } and {λ n }. First, we choose enumerations {a n } et {b n } of A et B, with a 1 = a et b 1 = b. The sequences {α n } and {β n } will be rearrangements of {a n } and {b n } chosen recursively. Set:
We have defined α 1 , λ 1 , β 1 and hence also h 1 , f 1 , h 2 et f 2 . Note that
Let β 2 be the first b j not equal to β 1 = b.
Suppose we have chosen distinct members α 1 , . . . , α 2n−1 of the sequence {a i }, such that, for each k = 1, · · · , n, α 2k−1 is the first a i not previously chosen; distinct β 1 , . . . , β 2n from the sequence {b j }, such that, for each k = 1, . . . , n, β 2k is the first b j not previously chosen; positive numbers λ 1 , . . . , λ 2n−1 , such that conditions (2), (1) and (5) are satisfied, for k = 1, . . . , 2n − 1. We shall now choose α 2n , λ 2n , α 2n+1 , λ 2n+1 , β 2n+1 et β 2(n+1) .
Set g(z, y) = f 2n−1 (z)+yh 2n (z). If y is sufficiently small, then (2), (3) and (5) are valide for λ 2n = y. Let y n be such a y different from 0. The function g(·, y n ) : R → R is continuous and g(x, y n ) → ±∞, as x → ±∞. Hence, g(·, y n ) is surjective.
Choose a number x n , such that g(x n , y n ) = β 2n . We wish to invoke the Implicit Function Theorem. For this, we need to verify that ∂g ∂y (x n , y n ) = 0, that is, that h 2n (x n ) = 0. Suppose, to obtain a contradiction, that h 2n (x n ) = 0. Then, x n = α j , for some j = 1, . . . , 2n − 1 and f 2n−1 (α j ) = β 2n . However, f 2n−1 (α j ) = β j . Thus, β 2n = β j . But this contradicts the choice of β 2n as being distinct from β j , for j < 2n. We may thus invoke the Implicit Funtion Theorem. By the Implicit Function Theorem, there exists a δ > 0 and a function ϕ on the interval I xn,δ = (x n − δ, x n + δ), such that, in the square I xn,δ × I yn,δ , we have g(x, y) = β 2n if and only if y = ϕ(x). Since A is dense, we may choose α 2n ∈ A∩I xn and we set λ 2n = ϕ(α 2n ). If δ is sufficiently small, then λ 2n continues to satisfy (2) , (3) and (5), by the choice we have just made of α 2n and λ 2n .
The choice of α 2n+1 is easy. We choose the first of the a j different from α 1 , . . . , α 2n and call it α 2n+1 .
Since h 2n+1 (α 2n+1 ) = 0, the linear function
is non-constant. Hence J n = {β(λ) : |λ| < ǫ} is a non-empty open interval and, since B is dense, we may choose an element of (B ∩ J n ) \ {β 1 , · · · , β 2n }, which we call β 2n+1 . The element β 2n+1 by definition has the form β 2n+1 = β(λ) for a certain λ, with |λ| < ǫ. We denote this λ par λ 2n+1 . If ǫ is sufficiently small, then λ 2n+1 satisfies (2), (3) and (5). Condition (1) is satisfied by the choice we have just made for β 2n+1 and λ 2n+1 . For β 2(n+1) we choose the first of the b j 's different from β 1 , . . . , β 2n+1 . The construction of the sequences (α n ), (λ n ), and (β n ), and hence also of the the entire function is complete. This concludes the proof of Theorem 1.
Approximation by Entire Functions
For a set S ⊂ C we denote by S 0 the interior of S. We say that a function f : S → C is holomorphic on S if there is an open neighbourhood U of S and a holomorphic function F on U, such that F = f on S. We denote by H(S) the class of functions holomorphic on S and by A(S) the class of functions continuous on S and holomorphic on S 0 . The closed complex plane is denoted by C. Let E ⊂ C be symmetric with respect to the real axis. We shall say that a function f : E → C defined on such a set E is symmetric with respect to the real axis, if
A compact set K ⊂ C is a Mergelyan set if every f ∈ A(K) can be uniformly approximated by polynomials.
Mergelyan Theorem. A compact set K ⊂ is a Mergelyan set if and only if C \ K is connected. Moreover, if K is symmetric with respect to the real axis, f ∈ A(K) and f (z) = f (z), z ∈ K, the approximating polynomials can be taken with real coefficients.
Proof. To verify the last statement, which is not part of the original Mergelyan Theorem, suppose K is symmetric with respect to the real axis, f ∈ A(K) and f (z) = f (z), z ∈ K. Let p n , n = 1, 2, . . . , be a sequence of polynomials which converges uniformly to f and set q n (z) = (p(z) + p(z))/2. Then, the sequence of polynomials q n also converges uniformly to f and moreover have real coefficients.
Let E be a closed set which is starlike with respect to the origin. For f : E → C, we shall write f ∈ A 1 (E), if f ∈ H(E 0 ); f has a radial derivative at each point of E, which by abuse of notation, we shall also denote as f ′ and f ′ is continuous on E. We note that there are many other meanings assigned to the notaion A 1 (E) in the litterature. Lemma 1. Let K ⊂ C be compact and starlike with respect to the origin and f ∈ A 1 (K). Then, for every ǫ > 0, there is a polynomial p such that
we may take p with real coefficients.
Proof. Without loss of generality, we may assume that f (0) = 0. Choose a number r > 1 such that r > |z|, for all z ∈ K. By Mergelyan's Theorem, there is a polynomial q, for which |q(z) − f ′ (z)| < ǫ/r < ǫ, for all z ∈ K. Consider the polynomial
Moreover, denoting by [0, z] the segment from 0 to z, we have
, we obtain a p with real coefficients.
For a topological vector space X, we denote by X * the continuous dual space. The following Walsh-type lemma on simultaneous approximation and interpolation is due to Frank Deutsch.
Walsh Lemma [4] . Let X be a locally convex topological complex vector space and Y a dense subspace. Then, if x ∈ X, U is a neighbourhood of 0 and L 1 , . . . , L n ∈ X * , there is a y ∈ Y, such that
Lemma 2. Let K be compact and starlike with respect to the origin; let E be a Mergelyan set disjoint from K and set Q = K ∪E. Suppose f ∈ A(Q); f | K ∈ A 1 (K) and a 1 , . . . , a n are distinct points in K. Then, for every ǫ > 0, there is a polynomial p such that
If Q is symmetric with respect to the real axis and f (z) = f (z), z ∈ Q, we may take p with real coefficients.
Proof. Define a norm on A 1 (K) as
. By Lemma 1, the set P K of polynomials restricted to K is a dense subspace of the normed vector space A 1 (K) and there is a polynomial p K such that
By the Walsh Lemma, there is such a p K with the additional property that p K (a n ) = f (a n ), p ′ K (a n ) = f ′ (a n ), n = 1, . . . , n. By Mergelyan's Theorem, there is a polynomial p E such that |p E − f | < ǫ/2 on E. Let U K and U E be open simply connected (but not necessarily connected) neighourhoods of K and E respectively with disjoint closures and define g ∈ H(U ), by setting g = p K on U K and g = p E on U E . Then, for U = U K ∪ U E , we have g ∈ H(U ) and
The set P U of restrictions to U of polynomials is a dense subspace of the locally convex linear topological vector space H(U ), endowed with the usual topology of locally uniform convergence. Locally uniform convergence in H(U ) implies locally uniform convergence of derivatives. Hence, the linear functionals given by point evaluation and those given by derivation at a point are continuous on H(U ). Invoking again the Walsh Lemma, there is a polynomial p, such that
By the triangle inequality, the polynomial p has the desired properties. The last part of the lemma follows in the usual manner.
A closed subset E ⊂ C is called an Arakelian set, if for every function f ∈ A(E) and every positive number ǫ, there is an entire function g, such that |f (z)−g(z)| < ǫ, for all z ∈ E. By Arakelian's Theorem, E is an Arakelian set if and only if C \ E is connected and locally connected (see [8] ).
A closed subset E ⊂ C is called a Carleman set, if for every function f ∈ A(E) and every positive continuous function ǫ on E, there is an entire function g, such that |f (z)−g(z)| < ǫ(z), for all z ∈ E. Obviously, a Carleman set is an Arakelian set. In the previous millenium, I found a necessary condition in order for an Arakelian set to be a Carleman set -namely, that for every compact set K ⊂ C, there is a compact set Q ⊂ C such that every component of E 0 which meets K is contained in Q. This condition is sometimes described by saying that "the interior of E has no long islands". Nersesyan showed that this condition is also sufficiient. Thus, an Arakelian set is a Carleman set if and only if its interior has no long islands. Thus, every Arakelian set having no interior is a Carleman set. In particular, the real line R is an Arakelian set and hence a Carleman set. In defining a Carleman set, by the Tietze extension theorem [5] on closed sets, it makes no difference whether we consider the continuous function ǫ to be defined on the closed set E or on all of C. For references and more information on Arakelian and Carleman sets, see [8] .
Since R is a Carleman set, every continuous function f (x) on R can be approximated by an entire function g(x) within ǫ(x), with ǫ(x) ց arbitrarily fast, as x → ∞. The following theorem of Hoischen asserts that, if f is not only continuous, but also continyuously differentiable, there is an entire function g, such that g(x) approximates f (x), g ′ (x) approximates f ′ (x) and moreover, g and g ′ interpoate f and f ′ respectively on a discrete subset of R.
Hoischen Theorem [9] . Let f ∈ C 1 (R), ǫ be a positive continuous function on R and X be a discrete subset of R. Then, there is an entire function g, such that
If f is real-valued, then we may take g to also be real-valued on R.
The last sentence of the theorem is not stated in [9] , but follows in the usual manner by replacing the function g(z) by the function (g(z) + g(z)/2.
A chaplet is a closed set which is the union of an infinite but locally finite family of disjoint closed discs. Henceforth, E will denote a chaplet which is disjoint from the real axis and is symmetric with respect to the real axis. Thus, E is the union of an infinte but locally finite family of disjoint closed discs E + n in the open upper half-plane and their reflections E − n in the open lower half-plane. We shall suppose that the radii of the E ± n tend to infinity. We shall also suppose that these discs are ordered and separated in the following sense. There is a sequence r n > 0, r n ր ∞, such that E ± n is contained in the annulus r n < |z| < r n+1 , for each n. A chapelet E having all of these properties will be called a special chaplet. Lemma 3. Let E be a special chaplet and set F = R ∪ E. Suppose {x k }, k ∈ Z, is a strictly increasing sequence of real numbers tending to ∞, as n → ∞ and ǫ is a positive continuous function on C, Then, for every function f ∈ A(F ) such that f | R ∈ C 1 (R) and f (z) = f (z), there exists an entire function g, such that g(z) = g(z) and
Proof. By Hoischen's Theorem, there is an entire function ϕ such that ϕ(z) = (ϕ(z),
For n = 1, 2, . . . , set D n = {z : |z| ≤ r n }, where {r n } is the sequence of separating radii for the chaplet E, and set
Without loss of generality, we may assume that ǫ(z) = ǫ(|z|) and that ǫ(r) is strictly decreasing on [0, +∞). Let ǫ 1 , ǫ 2 , . . . , be a strictly decreasing sequence of positive numbers, such that ǫ n < min z∈Kn ǫ(z) = ǫ(r n+1 ) and ∞ k=n+1 3ǫ k < ǫ n , n = 1, 2, . . . .
The compact sets K n are starlike with respect to the origin and symmetric with respect to the real axis. The union E n of the two closed discs E ± n is a Mergelyan set disjoint from K n . Each compact set Q n = K n ∪ E n satisfies the hypotheses of Lemma 2 and we shall recursively define corresponding functions f n .
We define f 1 ∈ A 1 (Q 1 ), by setting
By Lemma 2, there is a polynomial p 1 , with real coefficients, such that
Set D 0 = K 0 = ∅ and p 0 = p 1 and suppose, for k = 1, . . . , n − 1, we already have polynomials p k , with real coefficients, such that, for
We define f n ∈ A 1 (Q n ), by setting
By Lemma 2, there is a polynomial p n , with real coefficients, such that
By induction, the polynomials p n are now defined for all n = 1, 2, . . . . Fix positive integers k < m < n. On D k , we have
and, since ǫ j is convegent, the sequence p n is uniformly Cauchy on each D k and hence converges uniformly on compact subsets to an entire function g. Of course, we also have that p ′ n → g ′ uniformly on compact subsets. Since all of the p n have real coefficients, g(z) = g(z).
There remains to show that g has the desired approximation and interpolation properties on R. To show that
it suffices, by the triangle inequality, to show that
, for all x ∈ R is completely analogous. Now, fix k ∈ Z and let m be the first m for which
Lemma 4. Let E be a special chaplet; let {x k }, k ∈ Z and {u k }, k ∈ Z be strictly increasing sequences of real numbers, such that x k → ±∞, as k → ±∞ and let ǫ be a positive continuous functions on C. Then, for every function f ∈ A(E) such that f (z) = f (z), there exists an entire function Φ, such that |f − Φ| < ǫ on E; Φ maps R bianalytically onto R;
Proof. One can easily construct a C 1 -function ψ, such that ψ ′ > 0 and ψ(x k ) = u k , k ∈ Z. We may assume that ǫ < ψ ′ /2. Set F = R ∪ E and extend f, by setting f = ψ on R. Then, f ∈ A(F ) and f | R ∈ C 1 (R). By Lemma 3 there exists an entire function Φ, such that Φ(z) = Φ(z) and
Since u k → ±∞ as k → ±∞, the restriction Φ : R → R is neither lower nor upper bounded. Since Φ : R → R is continuous, it follows that it is surjective. We have verified that Φ : R → R is a bijection and, since Φ ′ > 0, it is bianalytic.
Lemma 5. Let E be a special chaplet and ǫ be a positive continuous function on C. Then, there exists an entire function H, such that |H| < ǫ on E; H(z) = H(z);
Proof. In Lemma 3 we set f equal to 0 on E and 1 on R.
Proof of Theorem 2
Proof. The proof follows the steps in the proof of Theorem 1. However, in place of
our desired function f will be of the form
The functions Φ and H will come respectively from Lemmas 4 and 5. The purpose of the function Φ will be to assure that f has all the desired properties except possibly the main one (bijection of A onto B). The purpose of the h j 's is to recursively make adjustments to obtain the main condition. The purpose of the function H, which is small on E and close to 1 on R is to combine the desired behaviour on E with the desired behaviour on R. The function H will be sufficiently small on E that adding the series does not destroy the universality acheived by Φ. Let E ± n be the closed discs making up the chaplet E, and denote by a ± n and ρ n respectively the center and radius of E ± n . Denoting by D n the closed disc centered at the origin of radius ρ n , we have E
There is anl entire function Φ, such that Φ maps R bianalytically onto R, Φ ′ > 0 on R; Φ(x k ) = u k , k ∈ Z, and the sequence Φ(· + a + n ) of translates of Φ is dense in the space of entire functions. Thus, Φ is universal.
To establish the claim, let p n , n = 1, 2, . . . , be a the sequence of polynomials whose coefficients have both real and imaginary parts rational. Since these polynomials are dense in the space of entire functions, an entire function will be universal, providing its translates approximate each p n . We shall assume that each polynomial of the sequence occurs infinitely often in the sequence. Define a function ϕ ∈ H(E) by setting ϕ(z) = p n (z) on E + n and ϕ(z) = p(z), on E − n , for n = 1, 2, . . . . Since E is a Carleman set, there is an entire function f such that f (z) = f (z) and (7) |f (z) − ϕ(z − a n )| < 1/n, for all z ∈ E ± n , n = 1, 2, . . . . We claim that the sequence f (· + a + n ) is dense in the space of entire functions. Indeed, fix an entire function g, a compact set K and an ǫ > 0. There is a p m such that |p m − g| < ǫ on K. For all sufficiently large n, we have K ⊂ D n and 1/n < ǫ. There are infinitely many n such that p n = p m . We have (7) for infinitely many such n. Pick such an n > m. Then, by (7) |f (z + a n ) − g(z)| K ≤ |f (z + a
Thus, the sequence f (· + a + n ) of translate of f is indeed dense in the space of entire functions. By Lemma 4, there exists an entire function Φ, such that Φ maps R bianalytically onto R; Φ ′ > 0 on R; Φ(x k ) = u k , k ∈ Z and |f − Φ| < 1/n on E ± n , n = 1, 2, . . . . It follows from the latter property that the sequence of translates Φ(· + a + n ) is dense in the space of entire functions. This establishes Claim Φ. Claim H. There is an entire function H, such that H(z) = H(z),
To verify this claim, we begin by defining a positive continuous function.
n (x)}, |x| ≥ n − 1. The positive continuous function ǫ is now defined on R ∪ E and we may extend it to all of C by the Tietze extension theorem for closed sets [5] . Now, let H be an entire function associated to ǫ by Lemma 5 and fix j.
We have verified that H satisfies the Claim H.
Bearing in mind Claims Φ and H for Φ and H respectively, we can imitate the proof of Theorem 1 to construct the appropriate sequences α n , β n and λ n , so that the function given by (6) has all of the properties required for Theorem 2. In imitating the proof of Theorem 1, we skip the paragraph dealing with finite order, for in Theorem 2, there can be no upper estimate on the growth of f, since there is no growth constraint on the correspondence x n → u n .
By choosing the λ n 's sufficiently small, it is easy to ensure that the series converges uniformly on compacta, so that f is an entire function. Moreover, by Claim H, we may choose the λ n 's so small that f ′ (x) > 0, for x ∈ R. Thus, f : R → R is strictly increasing. We may further choose the λ n 's so small that the series is bounded on R. Since Φ is neither upper nor lower bounded, the same is true of f, and since f is continuous, it folows that f : R → R is surjective. We now have that f : R → R is a bijection and since f ′ (x) > 0, x ∈ R, the mapping f : R → R is bianalytic.
The recursive choice of the sequences α n , β n and λ n is the same as in the proof of Theorem 1, where we here use the fact that H has no real zeros in verifying that the conditions for the Implicit Function Theorem are fulfilled.
There only remains to show that the λ n 's can be chosen so small that f is universal. From Claim H, we may choose λ j such that |H(z)λ j h j (z)| < 2 −j /|z|, for z ∈ E. It follows that |Φ(z) − f (z)| ≤ 1/|z|, for z ∈ E. In particular, (Φ(z) − f (z)) −→ 0, as z → ∞, z ∈ E.
To see that the universality of Φ entails that of f, fix an entire function g, a compact set K and a positive number ǫ. The construction of Φ assures us that there are arbitrarily large n, such that K ⊂ D n , E + n = D n + a + n and |Φ(z + a + n ) − g(z)| < ǫ on D n . We may choose such an n so large that |f (w) − Φ(w)| < ǫ on E + n . This is the same as |f (z + a + n ) − Φ(z + a + n )| < ǫ on D n . Hence, |f (z + a + n ) − g(z)| < 2ǫ on D n and a fortiori on K. We have verified that f is indeed a universal function.
Final remark. It is well-known that universality is generic. That is, "most" entire functions are universal (though no explicit example is known). More precisely, the family of universal entire functions is residual (It is of Baire category II and its complement is of category I) in the space of all entire functions. However, the situation for order isomorphisms between countable dense subsets of the reals is quite the opposite. Let E denote the space of entire functions; let E R be the "real" entire functions, that is, the entire functions which map reals to reals; and let E → be the space of functions in E R , whose restrictions to the reals are non-decreasing.
