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Departamento de Ingenieŕıa Eléctrica, Electrónica y Computación
Manizales, Colombia
2015
“Muchos fracasos de la vida han sido de
hombres que no supieron darse cuenta de lo




Para empezar quiero agradecerle al profesor Dr Jorge Alberto Jaramillo Garzón, quien fue
el codirector de mi tesis y quien me introdujo en el campo de la investigación, en las áreas
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Además deseo agradecer a mis compañeros del grupo de control y procesamiento de señales,
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Tradicionalmente, la identificación de funciones en protéınas se ha venido desarrollando por
complejos y costosos procedimientos experimentales junto con mecanismos computacionales
que buscan similitudes a través de alineamientos secuencia-secuencia, secuencia-perfiles, en-
tre otros. Sin embargo, estos métodos pierden efectividad cuando protéınas con igual función
presentan bajas similitudes, los sistemas más recientes emplean métodos de aprendizaje de
máquina en espacios que son representados por caracteŕısticas evolutivas, qúımicas, f́ısicas,
estad́ısticas, entre otras. Pero, éstos se han restringido a problemas donde las clases son
mutuamente excluyentes, buscando suplir debilidades de los sistemas tradicionales como: ve-
locidad de inferencia y grado de acierto, este trabajo se ha centrado en el estudio de métodos
que manejen simultáneamente múltiples etiquetas.
En esta tesis se desarrolla un estudio sobre problemas de clasificación que involucran si-
multáneamente múltiples etiquetas, para este fin son ajustados una variedad de modelos que
capturan la correlación entre las clases, igualmente se proponen un conjunto de alternativas
para tratar el desbalance de clases sobre estos problemas. También se analizan y discuten las
medidas usadas para calcular los rendimientos de clasificación. Las estrategias analizadas se
probaron experimentalmente sobre diferentes conjuntos de datos, pertenecientes a diversas
labores tales como: predicción de funciones de protéınas, clasificación de imágenes, análisis
de textos y detección de emociones. Los resultados mostraron que la relevancia binaria es la
opción más adecuada cuando no existen altos grados de dependencia entre las clases, y que
las medidas utilizadas actualmente no son adecuadas para identificar sensibilidades en los
algoritmos y que el balance de clases por sobremuestreo en problemas multi-etiqueta afecta
de manera negativa el rendimiento de clasificación.
Palabras clave: Adaptación del Algoritmo, Bioinformática, Clasificación Multi-etiqueta,
Ontoloǵıa del Gen, Protéınas, Transformación del Problema.
vii
Abstract
Traditionally, function identification in proteins has been accomplished by complex and
expensive experimental procedures, in conjunction with computacional mechanisms based
on sequence-sequence alignments and sequence-profile alignments. Those methods are less
effective when proteins present low structural similarity. Recent approaches use machine lear-
ning methods over representation spaces of evolutionary, chemical, physical and statistical
features, among others. However, traditional machine learning is only intended to problems
with mutually exclusive classes.
In this thesis, a study on classification problems with multiple labels is developed. Several
models are adjusted to capture the correlation among classes, and a set of alternatives to
manage class imbalance is also provided. Besides, common performance measures for multi-
label problems are analyzed and discussed. All the strategies are experimentally tested over
several datasets, comprising different real-world applications such as protein function pre-
diction, natural scene clasification, text analisys and detection of emotions. Results showed
that the best strategy is binary relevance when there are not high dependencies among clas-
ses. Additionally, the measures currently used are inadequate to identify sensitivities of the
algorithms.
Keywords: Algorithm Adaptation, Bioinformatics, Gene ontology, Multi-label Clasifi-
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cular entre los organismos de estudio. . . . . . . . . . . . . . . . . . . . . . . 52
4.4. Comparación del desempeño de la clasificación en la ontoloǵıa Proceso Biológi-
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del problema cuando se vaŕıa el número de clases. . . . . . . . . . . . . . . . 27
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1. Introducción
1.1. Motivación
Los avance tecnológicos de las ultimas décadas han promovido un crecimiento exponencial
de la información proveniente de datos biológicos, principalmente, derivados de la secuen-
ciación de genomas. Con el objetivo de abaratar costos de procedimientos desarrollados en
los laboratorios y extraer la máxima información en el menor tiempo posible, ha surgido
la Bioinformática. La bioinformática es el campo de la ciencia que emplea técnicas compu-
tacionales para almacenar, gestionar, analizar e interpretar datos de origen biológico. De
forma general, la bioinformática estudia los siguientes áreas: genómica, transcriptómica y
proteómica. La genómica se encarga del estudio integral del funcionamiento, el contenido,
la evolución y el origen de los genomas. La transcriptómica busca la identificación de las
porciones del genoma que son transcritas y posteriormente traducidas a protéınas y final-
mente la proteómica, la cual busca identificar y anotar todas los protéınas pertenecientes a
un individuo.
Uno de los principales desaf́ıos de la proteómica es la anotación, esta ha sido una de las más
importantes tareas en la bioloǵıa computacional. La anotación de las protéınas puede ser
desarrollada a nivel estructural o a nivel funcional. Primero, una variedad de bases de datos
han sido construidas, entre las mas conocidas se encuentran scop [3] y cath [14], segundo,
han surgido un conjunto de vocablos controlados denominados ontoloǵıas [4], que permiten
describir los conceptos claves de la bioloǵıa molecular. Esta tarea tradicionalmente se ha
desarrollado de forma manual. Sin embargo, la anotación manual requiere de un costo y un
nivel de conocimiento elevado, además se da de manera lenta y laboriosa.
Debido a la gran cantidad de datos disponibles, producto de las secuenciaciones a gran escala
de los últimos años, ha surgido mecanismos de anotación rápida y eficiente, un ejemplo
de éstos es la anotación automática. La mayoŕıa de los métodos existentes que permiten
anotación automática actualmente se basan en homoloǵıa, ejemplo son los algoritmos tipo
blast [2] [13]. Sin embargo, éstos presentan un mal funcionamiento cuando son forzados a
trabajar a bajos porcentajes de identidad razón por la cual en los últimos años han tomado
gran fuerza lo métodos basados en aprendizaje de máquina.
2 1 Introducción
1.2. Plantemiento del problema
Teniendo en cuenta la naturaleza de los datos, en donde una protéına puede desempeñar
múltiples funciones simultáneamente, surge la necesidad de salir de los sistemas de aprendi-
zaje de máquina convencionales, que se han restringido a problemas con clases mutuamente
excluyentes (single-label), y explorar alternativas que permitan captar la información pro-
veniente de las relaciones entre las clases, con el fin de aumentar el nivel de acierto de las
predicciones. Esta hipótesis es abordada a lo largo de este trabajo. Para esto es necesario
examinar el funcionamiento de los enfoques clásicos empleados en la anotación funcional
de protéınas, desarrollando un análisis delicado sobre sus fortalezas y deficiencias. Realizar
diferentes estudios comparativos involucrando los principales enfoques presentes en el estado
del arte para el manejo de problemas multi-etiqueta. Proponer estrategias alternativas pa-
ra acoplar técnicas de balance de clase sobre tareas multi-etiqueta y finalmente realizar un
análisis critico sobre las medidas de desempeño que son empleadas actualmente y su impacto
sobre la aplicación particular en proteómica. Los algoritmos son implementados empleando el
proyecto R para la computación estad́ıstica en conjunto con el lenguaje para la computación
técnica Matlab.
1.3. Objetivo
Analizar estrategias multi-etiqueta orientadas a la predicción funcional de protéınas en or-
ganismos embryophyta.
Estimar la eficiencia de las métodos convencionalmente usadas a la hora de predecir
funciones moleculares de organismos embryophyta, con el fin de detectar las principales
deficiencias de estos métodos.
Desarrollar un estudio comparativo entre las principales técnicas basadas en adap-
tación del algoritmo y transformación del problema enfocadas en predecir funciones
moleculares de organismos embryophyta, el cual permita identificar cuales premisas
obtiene mejores desempeños.
Realizar un análisis critico de las diferentes medidas usadas en tareas de clasificación
multi-etiqueta. buscando obtener los lineamientos correctos para estimar el desempeño
en la aplicación especifica.
1.4. Organización del documento
Este trabajo se organiza mediante 5 caṕıtulos, los cuales se distribuyen de la siguiente mane-
ra: en el capitulo 2 se incluyen los conceptos biológicos necesarios para entender el contenido
de este trabajo, y posteriormente se introduce el concepto de clasificación multi-etiqueta con
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una profunda revisión que ilustra las principales metodoloǵıas propuestas en el estado del
arte y finaliza con la socialización de las medidas usadas en el aprendizaje multi-etiqueta. El
capitulo 3 aborda los marcos experimentales y se muestra el rumbo de la investigación par-
tiendo desde la comparación de los métodos que emplean alineamientos de secuencias versus
los métodos basados en reconocimiento de patrones, seguido de un cuidadosos estudio com-
parativo de las metodoloǵıas empleadas para tratar el tema de clasificación multi-etiqueta en
sus dos principales vertientes la adaptación del algoritmo y la transformación del problema,
continuando con un caso de estudio basado en el algoritmo smote para tratar el problema
del desbalance entre las clases con datos multi-etiqueta, este capitulo finaliza con una critica
a algunas de las medidas empleadas para estimar el rendimiento de clasificación para el caso
multi-etiqueta. El capitulo 4 se exhiben, analizan y discuten los resultados obtenidos de los
experimentos descritos en el capitulo anterior. Finalmente las conclusiones, aportes al estado
del arte y trabajo futuro se dan en el capitulo 5.
2. Marco teórico
El presente caṕıtulo inicia mencionando algunos conceptos biológicos necesarios para enten-
der el contenido del presente trabajo, posteriormente se hace una revisión de los trabajos
propuestos en el estado del arte relevantes para la temática tratada en esta tesis. Los prin-
cipales exponentes de los dos enfoques multi-etiqueta son explicados a profundidad con
pseudocódigos e ilustrados mediante diagramas, buscando dar una mejor comprensión de
las técnicas. El capitulo finaliza mostrando una variedad de medidas empleadas en clasi-




Las protéınas son macromoléculas formadas por la unión de varios aminoácidos, por medio de
enlaces pept́ıdicos. Los aminoácidos son estructuras formadas por un grupo amina, un grupo
carboxilo, un átomo de carbono y un radical que designa el aminoácido entre un grupo
de veinte posibilidades. Las protéınas son responsables de todos los procesos metabólicos
producidos en el organismo y están presentes en todas sus células.
Las moléculas de protéınas pueden escribirse como combinaciones de las letras de los veinte
aminoácidos y poseen de tres a cuatro niveles estructurales. La estructura primaria es su
organización más básica y consiste en una secuencias de aminoácidos. A veces, puede ocurrir
el plegamiento entre aminoácidos de la estructura primaria formando giros, hélices o láminas,
estas estructuras bidimensionales constituyen la estructura secundaria de la protéına. El
conjunto de estructuras secundarias plegadas en el espacio forma la estructura terciaria. En
la figura 2.1 1 son ilustradas las diferentes estructuras de las protéınas.
Las protéınas poseen partes que pueden evolucionar, funcionar y existir independientemente
de su cadena. Estas regiones son denominadas dominio proteico y suelen ser zonas de elevada
densidad debido a la acumulación de plegamientos. Una protéına puede tener uno o más
dominios y éstos pueden ser funcionales, si son una unidad modular de la protéına que lleva
a cabo una función bioqúımica determinada, o estructurales, si se refieren a un componente
estable de la estructura.
1Imagen tomada de http://www.genome.gov/GlossaryS/index.cfm?id=169
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Figura 2.1.: Estructuras proteicas1.
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2.1.2. Alineamientos
La comparación de secuencias es esencial para obtener información biológica relevante y
fundamental a la hora de asignar caracteŕısticas a una nueva secuencia. Se sabe que el ADN
y las protéınas pueden ser similares en relación a su función, estructura o secuencia de
nucleótidos o aminoácidos. El alto grado de similitud entre dos secuencias suele indicar que
ambas han evolucionado a partir del mismo ancestro (homólogas) y que poseen la misma
estructura.
La hipótesis fundamental de la bioinformática estructural, dice que dada la secuencia lineal
es posible conocer su forma, y a su vez, determinar su función. Este argumento es citado a la
hora de utilizar la comparación de secuencias como herramienta para detectar funciones de
nuevas protéınas, este proceso es realizado por medio de consultas de nuevas secuencias sobre
bases de datos ya anotadas. Las reglas de transferencia de las anotaciones se basan en buscar
protéınas con alta puntuación (en algunos casos secuencias homólogas), para aśı asignar la
información caracteŕıstica a las nuevas secuencias.
Las comparaciones entre secuencias reciben el nombre de alineamiento, y este puede realizarse
por pares o por bloques de secuencias, este último se conoce como alineamiento múltiple.
Adicionalmente, pueden ser desarrollados a través de técnicas de alineamiento local que
buscan alineamientos entre partes de dos o más secuencias, o de alineamiento global que
busca alinear integralmente la secuencia.
2.1.3. Ontoloǵıa del Gen (GO)
Con la necesidad de generar vocablos controlados para proporcionar descriptores coherentes
para los dominios claves de la bioloǵıa molecular [4], ha nacido el proyecto Ontoloǵıa Genética
(GO). Este proyecto se encuentra estructurado por medio de tres ontoloǵıas, que se usan para
anotar productos de genes en bases de datos biológicas. Las tres ontoloǵıas del proyecto son:
Función molecular que se refiere a la actividad bioqúımica a nivel molecular, componente
celular que se refiere a las ubicaciones especificas donde el producto de un gen es activo y
proceso biológico refiriéndose a una serie de eventos con un principio y un final definido a la
que el producto del gen contribuye.
2.2. Clasificación Multi-etiqueta
Cuando se dispone de más datos que conocimientos sobre una materia, entran en juego las
técnicas computacionales que tienen como objetivo buscar regularidades o patrones. El fin
que se persigue es transformar datos en conocimientos.
Cuando se buscan patrones, desde el punto de vista formal, se puede pretender aprender
a predecir la respuesta de una función conocida la entrada. Estamos entonces en presencia
del Aprendizaje Supervisado. Dependiendo del tipo de dato de la respuesta, el aprendizaje
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recibe distintos nombres. El aprendizaje de clasificadores persigue encontrar una función
cuya respuesta es una etiqueta de entre un conjunto finito de respuestas posibles o clases.
Los clasificadores binarios buscan respuestas que pertenecen a un conjunto de dos posibles
etiquetas, indicando la pertenencia o no pertenencia a una clase, mientras que en el resto
de casos hablamos de una clasificación multi-clases, donde el conjunto de etiquetas posibles
es mayor a dos. No obstante, este no es el único escenario posible, ya que hay numerosos
problemas en donde a un elemento se le puede asignar un conjunto de etiquetas, en estos
caso se habla de clasificación multi-etiqueta, por ejemplo en la caracterización de textos, un
nuevo art́ıculo puede cubrir múltiples aspectos de un evento, aśı asignándole un conjunto de
múltiples tópicos, tales como economı́a y poĺıtica [34], o en bioinformática, una secuencia
génica puede ser asociada con un conjunto de múltiples funciones, tales como metabolismo y
śıntesis de protéınas indicando las funciones de la secuencia del gen dentro del ciclo de vida
de una célula [27].
Debido a que gran cantidad de problemas de clasificación son de esta naturaleza, estos méto-
dos han tomado un gran atractivo en los últimos años desarrollando múltiples aplicaciones,
que van desde la categorización de textos [43] [51] [19] [37], imágenes [8] [60] [56] y v́ıdeos [40]
hasta aplicaciones bioinformáticas [42] [62]. La tabla 2-1 muestra una variedad aplicaciones
discutidas en la literatura.
Tabla 2-1.: Aplicaciones de aprendizaje multi-etiqueta
Tipo de Dato Aplicación Recurso Descripción de etiqueta (Ejemplo) Referencias
Texto categorización nuevos art́ıculos tópicos Reuters (agricultura, pesca) [43]
páginas web directorio de Yahoo! (salud, ciencia) [51]
patente WIPO (fabricación de papel, tableros de fibra) [22] [42]
email actividades R&D (delegación) [64]
documentos legales Eurovoc (software, derechos de autor) [35]
reportes médicos MeSH (desórdenes, terapias) [37]
reportes radiológicos ICD-9-CM (enfermedades, lesiones) [38]
art́ıculos de investigación condiciones del corazón (miocarditis) [19]
art́ıculos de investigación clasificación ACM (algoritmos) [52]
marcadores etiquetas Bibsonomy (deportes, ciencias) [28]
referencias etiquetas Bibsonomy (ia, kdd) [7]
adjetivos semántica (relacionado con el objeto) [44]
Imagen anotación semantica fotos conceptos (arboles, ocaso) [8] [60] [56]
Video anotación semantica clips de noticias conceptos (gent́ıo, desierto) [40]
Audio detección de ruido clips de sonidos tipo (discurso, ruido) [44]
detección clips musicales Emociones (relajado-calmado) [46] [46]
Estructura genomica funcional genes Funciones (energia, metabolismo) [12] [17] [6]
proteomas protéınas clases de encimas (ligasas) [42]
proteomas protéınas predición de términos GO [27]
persona person categoŕıas de productos [62]
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Para entender el problema con más detalle, considere un problema de clasificación donde
cada instancia x ∈ X puede ser asociado con uno o mas de Q posibles clases. Entonces,
sea T = {X,Y } el conjunto de entrenamiento, donde X es la matriz de caracteŕısticas,
conteniendo las instancias de entrenamiento xn, n = 1, 2, ..., N , en las filas, mientras Y
es la matriz de etiquetas, donde cada fila es un vector binario yn = {y1n, y2n, ..., yqn, ..., yQn }
con yqn ∈ {1,−1} indicando si la n-enésima instancia esta asociada a la q-enésima clase.
El objetivo de la clasificación multi-etiqueta es usar la información de T para obtener un
clasificador ~ : X → Y , que asigne correctamente un conjunto de etiquetas a una nueva
instancia, para lograr este fin los métodos multi-etiqueta han tomado principalmente dos
enfoques: transformar el problema o adaptar el algoritmo.
2.3. Métodos de Transformación del Problema
Los métodos de clasificación multi-etiqueta basados en transformación del problema, defi-
nen diferentes topoloǵıas para descomponer ~ en un conjunto de clasificadores binarios hk,
k = 1, 2, ..., K con el objetivo de explorar mejor la información contenida en el conjunto de
entrenamiento. El proceso para descomponer el problema multi-etiqueta es denotado como
f s, en cambio para denotar la integración de la información de los clasificadores binarios se
utiliza f j. La principal ventaja de este enfoque, con respecto a los métodos de adaptación
del algoritmo radica en la fácil incorporación de métodos tradicionales de pre-procesamiento
y clasificación. Adicionalmente, la mayoŕıa de casos cuentan con la capacidad de soportar
paralelización de procesos, diezmando aśı los tiempos de procesamiento y aumentando la ve-
locidad de respuesta de los sistemas. Un vasto número de trabajos se han desarrollado bajo
este enfoque, los cuales se presentan en 9 categoŕıas: eliminación de información, división
de etiquetas, relevancia binaria, clasificación sobre el conjunto potencia, comparación por
pares, subconjuntos aleatorios de k etiquetas, clasificación jerárquica, clasificación en cadena
y modelos apilados. Estos son mostrados en el diagrama de la figura 2.2, con sus respectivas
bifurcaciones y mejoras.
2.3.1. Eliminacion de Informacion (DI)
En estos algoritmos, la eliminación se puede llevar a cabo mediante la exclusión de muestras
o de etiquetas, para el primer caso las muestras que presentan un comportamiento multi-
etiqueta no son incorporadas en el proceso de aprendizaje. El problema resultante es una
clasificación multi-clase que puede ser tratado mediante relevancia binaria, la cual es descrita
en la sección 2.3.3, o por medio de comparación por pares descrito en la sección 2.3.5, o usando
otras técnicas de clasificación multiclase. Para el segundo caso la eliminación se realiza sobre
las etiquetas de las muestras que están presentes en varias clases, en donde sólo una etiqueta
es tenida en cuenta. La elección de la etiqueta puede seguir varios criterios: eligiendo la
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Figura 2.2.: Diagrama de las técnicas de clasificación multi-etiqueta basadas en transfor-
mación del problema
etiqueta de manera aleatoria o escogiendo la etiqueta que esta asociada a la clase con mayor
o menor número de muestras [47]. Esta estrategia tiene el serio inconveniente de la pérdida
de información debido al sesgo proporcionado por de la mutilación del conjunto de etiquetas
o de elementos. Este enfoque es principalmente utilizado en problemas que cuentan con baja
cardinalidad, dado que la información perdida no es muy significativa.
2.3.2. Copia de Etiquetas
La técnica de transformación denominada copia de etiquetas consiste en remplazar cada
muestra multi-etiqueta por varias muestras con una única etiqueta, una variación de este
método consiste en dar pesos a las etiquetas de las muestras generadas [47]. De igual manera
que en DI, el problema es reducido a un problema multiclase que puede ser tratado mediante
relevancia binaria o comparación por pares, en cuyos casos la única variación que se pueda
dar es proporcionada por los pesos de las etiquetas. En la literatura no se encuentran muchos
trabajos que utilicen esta estrategia.
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Figura 2.3.: Esquema de clasificación para el método de relevancia binaria. La sección agua-
marina corresponde al proceso de entrenamiento mientras que la sección gris al
proceso de predicción.
2.3.3. Relevancia Binaria (BR)
La relevancia binaria también conocida como la estrategia uno contra todos es el método mas
comúnmente utilizado para afrontar el problema de clasificación multi-etiqueta, su principal
virtud radica en su simplicidad. En esta topoloǵıa, el número de clasificadores entrenados
son iguales al número de clases (K := Q). Para entrenar cada clasificador, se usa toda la
matriz de caracteŕısticasXk := (X), mientras que solamente se considera la q-esima columna
de la matriz de etiquetas. De esta manera, el conjunto de etiquetas para cada instancia es
redefinida como Yk = y
k. Por lo tanto, se cumple lo siguiente: hk : X → {1,−1}.
Entonces, cada clasificador binario hk predice una de las etiquetas asociadas con la instancia.
Por su topoloǵıa es una estrategia fácilmente paralelizable, sin embargo es ampliamente
criticado por no tener en cuenta las correlación entre clases, igualmente esta estrategia induce
problemas de desbalance, lo que da como resultado bajos niveles de sensibilidad cuando
técnicas de balance no son incorporadas. Un diagrama esquemático de esta topoloǵıa se
muestra en la figura 2.3, cada clasificador base es representada mediante un recuadro con
dos secciones: la sección de color aguamarina corresponde al proceso de entrenamiento y es
denotado por µ, y la sección de color gris simboliza el proceso de predicción a cargo de la
función h. En 1 y 2 se dan a conocer los algoritmos de entrenamiento y predicción para el
presente método. Algunas aplicaciones de este método se encuentran en [27] [33].
2.3.4. Conjunto Potencia (LP)
Es un simple pero eficiente método de transformación, que genera nuevas clases teniendo en
cuenta todas las muestras que compartan un mismo conjunto de etiquetas. Supongamos un
conjunto de datos con muestras multi-etiqueta que pertenecen simultáneamente a las clases
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Algoritmo 1 Proceso de entrenamiento mediante el método de relevancia binaria
Entrada: X: Matriz de caracteŕısticas del conjunto de entrenamiento.
Entrada: Y : Matriz de etiquetas del conjunto de entrenamiento.
Entrada: P : Conjunto de parámetros del clasificador base.
1: for k = 1, 2, ..., Q do
2: Seleccionar la k-esima columna de la matriz de etiquetas Yk.
3: Entrenar cada clasificador separadamente hk = µk (X,Yk,P).
4: end for
5: Retorno: Conjunto de funciones H = {h1, ..., hk, ..., hK} que se compone de la conca-
tenación de todas las funciones h.
Algoritmo 2 Proceso de predicción mediante el método de relevancia binaria
Entrada: X: Matriz de caracteŕısticas de las muestras a predecir.
Entrada: H: Conjunto de funciones obtenidas en el proceso de entrenamiento.
Entrada: P : Conjunto de parámetros del clasificador base.
1: for k = 1, 2, ..., Q do
2: Predecir las k-esimas etiquetas a partir de la función hk, Yk = hk (X,P).
3: end for
4: Retorno: Conjunto de etiquetas Y de las muestras a predecir.
A y B, estas clases son combinadas en una nueva etiqueta. Con esta nueva combinación, el
número de clases involucradas en el problema puede aumentar considerablemente, y algunas
clases pueden contener pocas muestras, lo que conlleva al principal problema con el que
cuenta este método, el desbalance de clases. Este método no debe ser usado cuando el
conjunto de datos posee una gran número de clases, y cuando las relaciones entre estas
son muy variadas, ya que el número de clasificadores que se deben utilizar se incrementan
exponencialmente, con una complejidad de 2Q en el peor de los casos siendo Q el número
de clases. En 3 y 4 se dan a conocer los algoritmos de entrenamiento y predicción para el
presente método. Este método ha sido utilizado en el pasado en [15] [8].
2.3.5. Comparación por Pares (PC)
La comparación por pares es un método muy usado para resolver problemas de clasifi-
cación multi-clases y este ha sido extendido para tratar problemas multi-etiqueta, una
de las principales ventajas radica en la fácil paralelización de los cálculos. En esta to-
poloǵıa, un clasificador binario es entrenado por cada par de bases. Entonces, sea P =
{(1, 2), (2, 1), (2, 3), ..., (p, q), ..., (Q,Q − 1)} el conjunto de todas las 2-permutaciones del
conjunto de números 1, ..., Q. El número total de clasificadores sera entonces K := |P | =
Q(Q− 1). Supongamos ahora que el k-ésimo clasificador hk está asociado a el par de clases
(p, q). Entonces, para entrenar tal clasificador, la matriz de caracteŕısticas incluirá solamente
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Algoritmo 3 Proceso de entrenamiento mediante el método del conjunto potencia
Entrada: X: Matriz de caracteŕısticas del conjunto de entrenamiento.
Entrada: Y : Matriz de etiquetas del conjunto de entrenamiento.
Entrada: P : Conjunto de parámetros del clasificador base.
1: Inicialización de variables k = 1; Q′ = ∅.
2: for n = 1, 2, ..., N do
3: Inicialización de vector de etiquetas transformadas Y′n = 0.
4: for q = 1, 2, ..., Q do
5: if Y nq = 1 then




9: if Y′n ∈ Q
′
then





12: Generación de una nueva clase k = k + 1; ynk = 1; y
n
k







15: Aplicar BR.entrenamiento(X, Y ′,P) con la matriz de etiquetas modificada.
16: Retorno: Conjunto de funciones H = {h1, ..., hk, ..., hK} que se compone de la conca-
tenación de todas las funciones h.
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Algoritmo 4 Proceso de predicción mediante el método del conjunto potencia
Entrada: X: Matriz de caracteŕısticas del conjunto de entrenamiento.
Entrada: H: Conjunto de funciones obtenidas en el proceso de entrenamiento.
Entrada: P : Conjunto de parámetros del clasificador base.
1: for k = Q′ do
2: Predecir las k-esimas etiquetas a partir de la función hk, Y
′
k = hk (X,P).
3: end for
4: for n = 1, 2, ..., N do
5: Identificar la clase del conjunto potencia con mayor puntuación z = max (Y ′n).
6: Inicializar variables de proceso j = 0.
7: while z > 0 do
8: Identificar la q-esima clase, q = Q− j; j = j + 1.
9: if (z mod 2) = 1 then
10: Asignar la pertenencia a la q-esima clase, ynq = 1.
11: else




16: Retorno: Conjunto de etiquetas Y de las muestras a predecir.
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Figura 2.4.: Esquema de clasificación para el método de comparación por pares. La sección
aguamarina corresponde al proceso de entrenamiento mientras que la sección
gris al proceso de predicción.
las filas correspondiente a las instancias relativas a estas clases, es decir, las filas de la matriz
de caracteŕısticas Xk serán aquellas instancias {xn|(yqn = 1) ∨ (ypn = 1)}. En este caso, las
filas de la matriz de etiquetas será asignada como Yk = y
p, o como Yk
′ = yq, pero sin
considerar las muestras no pertenecientes ni a p ni a q. Note que los clasificadores asociados
a los pares (p, q) y (q, p) tendrán la misma matriz de caracteŕısticas pero diferirán en su
matriz de etiquetas. Finalmente, como hay Q(Q− 1) clases asignadas para cada instancias,
las Q etiquetas son seleccionas usando un esquema de votos predefiniendo un umbral que
maximice una medida de desempeño, este enfoque es conocido como OneThreshold en [25],
o empleando un modelo de Bradley–Terry [39]. Un diagrama esquemático de esta topoloǵıa
se muestra en la figura 2.4, cada clasificador base es representada mediante un recuadro con
dos secciones: la sección de color aguamarina corresponde al proceso de entrenamiento y es
denotado por µ, y la sección de color gris simboliza el proceso de predicción a cargo de la
función h. En 5 y 6 se dan a conocer los algoritmos de entrenamiento y predicción para el
presente método.
2.3.6. Subconjuntos Aleatorios (Rakel)
Como una alternativa para tener en cuenta las correlaciones entre las clases, de una manera
sencilla como en el caso de la clasificación mediante LP, pero sin sufrir el problema del
aumento desmedido de la cantidad de clasificaciones que se deben efectuar en LP, Tsoumakas
[48] propone el método Rakel, donde la idea principal es partir un conjunto grande de
etiquetas en varios grupos de menor tamaño (RAmdom k labELsets), donde para entrenar
cada subconjunto es utilizado el método LP. Los autores exploran la construcción de dos
tipos de subconjuntos: Rakel-d y Rakel-o. En el primero caso los subconjuntos construidos
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Algoritmo 5 Proceso de entrenamiento mediante el método de comparación por pares
Entrada: X: Matriz de caracteŕısticas del conjunto de entrenamiento
Entrada: Y : Matriz de etiquetas del conjunto de entrenamiento
Entrada: P : Conjunto de parámetros del clasificador base
1: Inicialización de variables k = 1
2: for q = 1, 2, ..., Q do
3: p = q
4: while p < Q do
5: p = p+ 1
6: for n = 1, 2, ..., N do
7: if yqn = 1 ∨ ypn = 1 then
8: Selección del conjunto de muestras X ′k = {X ′k,xn}
9: end if
10: if yqn = 1 then
11: Transformación del conjunto de etiquetas Y nk





13: if ypn = 1 then
14: Transformación del conjunto de etiquetas Y
n
k








k,P); h′k = µ′k(X ′k,Y ′k,P); k = k + 1
18: end while
19: end for
20: Retorno: Conjunto de funciones H = {h1, h′1, ..., hk, h′k, ..., hK , h′K} que se compone de
la concatenación de todas las funciones h y h′.
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Algoritmo 6 Proceso de predicción mediante el método de comparación por pares
Entrada: X: Matriz de caracteŕısticas del conjunto de entrenamiento.
Entrada: H: Conjunto de funciones obtenidas en el proceso de entrenamiento.
Entrada: P : Conjunto de parámetros del clasificador base.
1: for n = 1, 2, ..., N do
2: for k = 1, 2, ..., |H| do
3: Donde hk esta asociado a las etiquetas p y q.
4: if hk (X,P) = 1 then













10: for q = 1, 2, ..., Q do
11: if yqn > 0,5 then
12: Asignar la pertenencia a la q-esima clase, Yq = 1.
13: else




18: Retorno: Conjunto de etiquetas Y de las muestras a predecir.
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Figura 2.5.: Esquema de clasificación para el método rakel. La sección aguamarina corres-
ponde al proceso de entrenamiento mientras que la sección gris al proceso de
predicción.
son disyuntos, mientras que para el segundo caso presentan un cierto solapamiento.
Rakel-d
Para explicar este método empleamos la siguiente notación. Dado un subconjunto R ⊆ Q y
un tamaño m = |R| para los subconjuntos de etiquetas. Rakel-d inicia partiendo Q en K =
dQ/me subconjuntos disyuntos ∩Kk=1Rk = ∅. Si Q/m no es un entero entoncesRk contiene las
etiquetas remanentes Q mod m. Entonces Rakel-d aprende de K clasificadores multi-etiqueta
hk, usando LP. Cada clasificador hk es entrenado usando solamente las filas correspondientes
a las instancias relativas a las clases pertenecientes a el subconjunto Rk, es decir, las filas de
la matriz de caracteŕısticas Xk serán aquellas instancias {xn|yqn = 1, ∀q ∈ R}. Para clasificar
una nueva instancia xn, los K clasificadores binarios hk(x) → Ŷ Rk son evaluados, a partir
de la salida de estos son escogidos, los clasificadores de la segunda etapa, aquellos que son
entrenados mediante LP para el subconjunto aleatorio Rk son evaluados y de éstos saldrán el
conjunto de etiquetas asociado a la instancia xn. Un diagrama esquemático de esta topoloǵıa
se muestra en la figura 2.5 cada clasificador base es representada mediante un recuadro con
dos secciones: la sección de color aguamarina corresponde al proceso de entrenamiento y es
denotado por µ, y la sección de color gris simboliza el proceso de predicción a cargo de la
función h.
Rakel-o
Primero son introducidas notaciones adicionales. Sea Qm el conjunto de todos los subcon-
juntos de tamaño m de Q. La cardinalidad del conjunto Qm esta dada por el coeficiente






. Dado un tamaño de subconjunto m y un número de clasificadores
deseados K ≤ |Q|m, Rakel-o inicialmente selecciona K subconjuntos Rk, del conjunto Qm
v́ıa muestreo aleatorio sin remplazo. Note que en este caso los subconjuntos de etiquetas
pueden solaparse, mientras que el solapamiento es cierto cuando mK > Q. Entonces Rakel-o
aprende de K clasificadores multi-etiqueta hk(x) usando LP, como en el caso de Rakel-d.
Para la clasificación de una nueva instancia x, cada modelo hk(x) provisto por los predic-
tores binarios correspondientes a los subconjuntos de etiquetas Rk. Posteriormente Rakel-o
calcula la media de las predicciones para cada etiqueta.
2.3.7. Clasificación Jerárquica (HOMER)
Esta estrategia descrita en [49] sigue el famoso paradigma de dividir y conquistar. Para
este propósito transforman la tarea de clasificación multi-etiqueta con un gran conjunto de
etiquetas Q en un árbol jerárquico, con tareas de clasificación multi-etiqueta mas sencillas,
cada una con un número menor de etiquetas |R| << Q. Cada nodo o del árbol contiene un
subconjunto de etiquetas Qo ⊆ Q. Hay Q hojas, cada una contiene una etiqueta diferente
q ∈ Q. Cada nodo interno o contiene la unión del conjunto de etiquetas de los hijo,Qo = ∪Qc,
c ∈ hijo(o). La ráız contiene todas las etiquetas, Qroot = Q. Los autores introducen el
concepto de meta-etiqueta de un nodo o, como qo = ∨qiqj ∈ Qo. Cada nodo interior o de
la jerarqúıa también contiene un clasificador multi-etiqueta ~o. El objetivo de ~o es predecir
una o mas meta-etiquetas de sus hijos. Por lo tanto, el conjunto de etiquetas de ~o es
Mo = {qc|c ∈ hijos(ς)}, este también puede ser visto como el conjunto de partes de un
subconjunto de Qo, el cual involucra todas las instancias con al menos una anotación en
Qo. Para la clasificación de una nueva instancia x, Homer empieza con ~root y sigue un
proceso recursivo donde se reenv́ıa x a los clasificadores multi-etiqueta ~c de un nodo c
solamente si es una de las predicciones de ~parent(c). Finalmente, este proceso conduce a la
predicción de una o más etiquetas individuales. La unión de las predicciones de las etiquetas
individuales es la salida del proceso de clasificación. El procedimiento de entrenamiento de
Homer, parte de la existencia de un conjunto T = X,Y que contiene las muestras de
entrenamiento. Homer crea un árbol recursivamente de arriba hacia abajo. Para cada nodo
hijo c se filtran los datos de sus padres. Manteniendo sólo las muestras que son anotadas
con al menos una de sus propias etiquetas: Tc =
{
(xi,yi) (xi,yi) ∈ Tparent(c),yi ∩Qc 6= ∅
}
este conjunto es el empleado para entrenar cada nodo. La ráız usa todo el conjunto de
entrenamiento, Troot = T . Dos procesos principales son ejecutados secuencialmente: a) las
etiquetas del nodo actual se distribuyen en ς subconjuntos disyuntos, uno para cada hijo
del nodo actual. b) un clasificador multi-etiqueta es entrenado para la predicción de las
meta-etiquetas de sus hijos. La distribución de las etiquetas de un nodo a sus hijos se realiza
con el algoritmo balanced k means presentado en [49] o con otros algoritmos denominados
balanced clustering [5] y que por cuestiones de notación se representara mediante j(). Un
diagrama esquemático de esta topoloǵıa se muestra en la figura 2.6, cada clasificador base
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Figura 2.6.: Esquema de clasificación para el método de clasificación jerárquica
es representada mediante un recuadro con dos secciones: la sección de color aguamarina
corresponde al proceso de entrenamiento y es denotado por µ, y la sección de color gris
simboliza el proceso de predicción a cargo de la función h.
2.3.8. Clasificadores en Cadena (CC)
Los llamados Clasificadores Cadena (CC) son descritos en [41]. Estos clasificadores pueden
modelar las correlaciones entre las etiquetas manteniendo una complejidad del mismo orden
que el método 2.3.3. En este esquema, los clasificadores son entrenados en un orden pre-
definido, al igual que en 2.3.3 es necesario construir K := Q clasificadores, pero esta vez,
la matriz de caracteŕısticas para el k-ésimas clasificador es enriquecido con la salida de los
clasificadores anteriores, es decir:
X1 := X,X2 = [X1, h1(X1)], . . . ,
Xk = [Xk−1, hk−1(Xk−1)], . . . ,
XK = [XK−1, hK−1(XK−1)]
De esta manera, cada clasificador será diseñado como hk : X × {1,−1}j−1 → {1,−1}, las
predicciones son realizadas exitosamente siguiendo el orden de la cadena. Los principales
inconvenientes de este enfoque son: el orden de la cadena influye en los desempeños de cla-
sificación, emplear un método heuŕıstico de búsqueda de la cadena tendŕıa un costo compu-
tacional demasiado alto cuando el número de clases es elevado. Sin embargo, los autores
proponen ensamblar varios clasificadores en cadena (ECC) usando diferentes ordenaciones
de las etiquetas y diferentes muestras del conjunto de datos. Debido a que en los primeros
clasificadores pocas etiquetas son tenidas en cuenta, se pueden producir estimaciones po-
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Figura 2.7.: Esquema de clasificación para el método de clasificación en cadena. La sección
aguamarina corresponde al proceso de entrenamiento mientras que la sección
gris al proceso de predicción.
bres, y malas predicciones pueden ser propagadas a lo largo de la cadena empeorando el
desempeño de la clasificación, la necesidad de esperar las predicciones de los primeros clasi-
ficadores, establece un algoritmo que se da de forma secuencial, hecho que lo invalida, para
ser utilizado de manera paralela. Un diagrama esquemático de esta topoloǵıa se muestra en
la figura 2.7, cada clasificador base es representada mediante un recuadro con dos secciones:
la sección de color aguamarina corresponde al proceso de entrenamiento y es denotado por
µ, y la sección de color gris simboliza el proceso de predicción a cargo de la función h. En 7
y 8 se dan a conocer los algoritmos de entrenamiento y predicción para el presente método.
Algoritmo 7 Proceso de entrenamiento mediante el método de clasificación en cadena
Entrada: X: Matriz de caracteŕısticas del conjunto de entrenamiento
Entrada: Y : Matriz de etiquetas del conjunto de entrenamiento
Entrada: P : Conjunto de parámetros del clasificador base
1: Inicialización de la matriz de caracteŕısticas transformadas X ′ = X
2: for k = 1, 2, ..., Q do
3: Seleccionar la k-esima columna de la matriz de etiquetas Yk
4: Entrenar cada clasificador separadamente hk = µk (X
′,Yk,P)
5: Enriquecer las caracteŕısticas con las predicciones anteriores X ′ = {X ′, hk (X ′)}
6: end for
7: Retorno: Conjunto de funciones H = {h1, ..., hk, ..., hK} que se compone de la conca-
tenación de todas las funciones h.
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Algoritmo 8 Proceso de predicción mediante el método de clasificación en cadena
Entrada: X: Matriz de caracteŕısticas de las muestras a predecir.
Entrada: H: Conjunto de funciones obtenidas en el proceso de entrenamiento.
Entrada: P : Conjunto de parámetros del clasificador base.
1: Inicialización de la matriz de caracteŕısticas transformadas X ′ = X.
2: for k = 1, 2, ..., Q do
3: Predecir la k-esima clase Yk = hk (X
′,P).
4: Enriquecer las caracteŕısticas con las predicciones anteriores X ′ = {X ′,Yk}.
5: end for
6: Retorno: Conjunto de etiquetas Y de las muestras a predecir.
2.3.9. Modelos Apilados (STA)
Con el objetivo de solventar la principal critica que presenta el método Relevancia Binaria
con respecto a no tener en cuenta las posibles dependencias entre las clases, Godbole y
Sharawagi presentan un método basado en utilizar modelos apilados [36]. En este método,
dos niveles de clasificación son construidos. Para el primer nivel, denotado por h1, se utiliza
el método Relevancia Binaria. El segundo nivel o meta-nivel es denotado como h2, y es
construido incluyendo las predicciones del nivel previo en la matriz de caracteŕısticas, que
es:
X21 = [x, h
1
2(X), . . . , h
1
Q(x)), . . . ,
X2Q = [x, h
1
1(X), . . . , h
1
Q−1(x))
Pero, con el fin de suplir problemas en la etapa de entrenamiento del segundo nivel relativo
a la incursión de ruido a cargo de malas clasificaciones del primer nivel, en [36] se propone
entrenar los clasificadores del meta-nivel con los valores de las etiquetas reales, sin tener en
cuenta en el espacio aumentado las etiquetas de la clase que se vaya a predecir. Por lo tanto
el clasificador para la k-ésima clase en el segundo nivel sera de la forma:
h2k : X × {1,−1}
Q−1 → {1,−1}
Un diagrama esquemático de esta topoloǵıa se muestra en la figura 2.8. cada clasificador
base es representada mediante un recuadro con dos secciones: la sección de color aguamarina
corresponde al proceso de entrenamiento y se denota por µ1 y µ2 para el primer y segundo
nivel de clasificación, y la sección de color gris simboliza el proceso de predicción. En 9 y 10
se dan a conocer los algoritmos de entrenamiento y predicción para el presente método.
2.4. Métodos de Adaptación del Algoritmo
Los métodos de adaptación del algoritmo, consisten en extender un algoritmo especifico
con el objetivo de trabajar directamente con información multi-etiqueta. Estos métodos
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Figura 2.8.: Esquema de clasificación para el método de modelos apilados. La sección agua-
marina corresponde al proceso de entrenamiento mientras que la sección gris al
proceso de predicción.
Algoritmo 9 Proceso de entrenamiento mediante el método de modelos apilados
Entrada: X: Matriz de caracteŕısticas del conjunto de entrenamiento
Entrada: Y : Matriz de etiquetas del conjunto de entrenamiento
Entrada: P : Conjunto de parámetros del clasificador base
1: Inicialización de la matriz de caracteŕısticas transformadas X1 = X; X2 = X
2: for k = 1, 2, ..., Q do
3: Seleccionar la k-esima columna de la matriz de etiquetas Yk
4: Entrenar cada clasificador separadamente h1k = µk (X
1,Yk)
5: end for
6: for k = 1, 2, ..., Q do
7: Enriquecer las caracteŕısticas con las predicciones anteriores X2 = {X2, h1k (X ′)}
8: end for
9: for k = 1, 2, ..., Q do
10: Entrenar cada clasificador separadamente h2k = µk (X
2,Yk)
11: end for
12: Retorno: Conjunto de funciones H, conformada por H1 = {h1, ..., hk, ..., hK} y H2 =
{h1, ..., hk, ..., hK} que a su vez se componen de la concatenación de todas las funciones
h1 y h2
2.4 Métodos de Adaptación del Algoritmo 23
Algoritmo 10 Proceso de predicción mediante el método de modelos apilados
Entrada: X: Matriz de caracteŕısticas de las muestras a predecir.
Entrada: H: Conjunto de funciones obtenidas en el proceso de entrenamiento.
Entrada: P : Conjunto de parámetros del clasificador base.
1: Inicialización de la matriz de caracteŕısticas transformadas X1 = X; X2 = X
2: for k = 1, 2, ..., Q do







5: for k = 1, 2, ..., Q do
6: Enriquecer las caracteŕısticas con las predicciones anteriores X2 = {X2,Y 1k }.
7: end for
8: for k = 1, 2, ..., Q do





11: Retorno: Conjunto de etiquetas Y de las muestras a predecir, siendo Y = Y 2k la
predicción del segundo nivel.
presentan un mayor desaf́ıo cuando se pretenden paralelizar, dado que no siempre es visible
una estructura donde se pueda identificar la base de la clasificación, como es el caso de algunos
algoritmos basados en optimización, para los cuales es posible obtener inferencias de todas las
etiquetas de manera simultanea. A diferencia de los métodos de transformación del problema,
los cuales se acoplan mas fácilmente con cualquier clasificador, la adaptación de algoritmos
con llevan a metodoloǵıas con poca flexibilidad. Muchos algoritmos de adaptación son el
resultado de metodoloǵıas que usan principios de transformación en conjunto de preproceso
o pos-procesos adicionales. Los métodos de adaptación del algoritmo son agrupados en 4
categoŕıas: grafos y optimización, técnicas de boosting, algoritmos tradicionales y estrategias
h́ıbridas, esta categorización es presentada en el diagrama de la figura 2.9. Debido a la gran
diversidad y al hecho de que no existen estructuras bien definidas no se introducirá una
notación matemática para esta sección.
2.4.1. Grafos y optimización
En este grupo de algoritmos se encuentra técnicas como TraM [30], cnmf [32], smse [10],
Ml-loc [24] donde el problema de clasificación es planteado como un problema de optimi-
zación que busca minimizar el error de entrenamiento, para esto normalmente son utilizadas
técnicas de regularización, calculo de similitudes en el espacio de caracteŕısticas y relaciones
entre etiquetas. El principal problema de estas técnicas radica en el costo computacional
derivado de la sintonización de los parámetros obtenidos en la regularización del problema
de optimización. Además, en la mayoŕıa de casos las clases son representadas empleando
el mismo conjunto de caracteŕısticas y no necesariamente, las caracteŕısticas discriminantes
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Figura 2.9.: Diagrama de las técnicas de clasificación multi-etiqueta basadas en adaptación
del algoritmo
para una clase lo son para las otras clases.
2.4.2. Técnicas de Boosting
Las técnicas de boosting buscan construir clasificadores fuertes mediante un conjunto de
clasificadores débiles. Estas también han sido utilizadas para resolver el problemas de clasifi-
cación multi-etiqueta, para ello han modificado el popular adaboost. Entre las adaptaciones
se encuentran: adaboost.MH, adaboost.MR y adaboost.LC [43]. Mientras que el primero
busca minimizar el Hamming loss, el segundo está diseñado para encontrar una hipótesis
que clasifique correctamente las etiquetas tomando las clases para las cuales las muestras
tiene un mayor puntaje.
2.4.3. Algoritmos Tradicionales
Varios algoritmos tradicionales han sido adaptados para hacer frente a los nuevos requeri-
mientos que se han hecho presentes en el área de aprendizaje de máquina, entre los algoritmos
más destacados en esta categoŕıa se encuentra la extensión propuesta en [12] del conocido
algoritmo de C4.5 que permite múltiples etiquetas en las hojas del árbol. En donde modifican
la formula del calculo de la entroṕıa con la finalidad de resolver el problema multi-etiqueta.
Ranksvm una extensión de las populares svm propuesta en [17] en donde cambian la función
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de minimización e introducen la medida de ranking loss para tratar simultáneamente todas
las clases. Bp-mll una red neuronal que se deriva del algoritmo de backpropagation mediante
la utilización de una nueva función de error que captura las caracteŕısticas del aprendizaje
multi-etiqueta [61].
2.4.4. Estrategias H́ıbridas
En este grupo se encuentran los métodos que están formados por dos etapas de descomposi-
ción o post-procesamiento con el objetivo de explotar las ventajas de ambas [55]. Este tipo
de estrategia es seguida por métodos como Ml-knn [60], iblr-ml [11], en donde primero el
problema es abordado empleando knn con relevancia binaria y posteriormente usan la regla
bayesiana para asignar las etiquetas, para el primer método la probabilidad posteriori se
estima partiendo de las frecuencias relativas calculadas para cada clase y del porcentaje de
las etiquetas de los k vecinos, mientras que para el segundo método la probabilidad posteriori
es asociada a la suma de los pesos de las etiquetas de los k vecinos de todas las clases usando
una regresión loǵıstica. El método Ml-nb [59] también puede ser considerado en este grupo,
ya que este realiza una reducción de dimensión en cascada mediante análisis de componen-
tes principales (pca) y algoritmos genéticos (ga) en el primer proceso, y posteriormente
el problema multi-etiqueta es abordado mediante relevancia binaria usando un clasificador
ingenuo de bayes con estimación de densidad gaussiana.
2.5. Medidas Multi-etiqueta
Las medidas multi-etiqueta difieren de los clásicos problemas de aprendizaje de una sola
etiqueta. En cualquier experimento multi-etiqueta, es esencial incluir medidas múltiples y
contrastantes, debido a los grados de libertad adicionales que el problema multi-etiqueta
introduce, estas medidas pueden ser agrupadas de acuerdo al objetivo de la medida en:
descripción, eficiencia y evaluación.
2.5.1. Medidas descriptivas
No todos los conjuntos de datos son iguales. En algunas aplicaciones el número promedio
de etiquetas asignada o la cantidad de nuevas clases que se pueden producir a partir de
combinación de las etiquetas inicial, generan la necesidad de formas de categorizar los di-
ferentes problemas multi-etiqueta, por este motivo Tsoumakas introduce en [50], una serie
de medidas que se aplican sobre el conjunto de datos y permitiendo describir caracteŕısticas
claves del problema, entre estas caracteŕısticas se encuentran: la cardinalidad, la densidad y
la diversidad.
Cardinalidad La cardinalidad de un conjunto de datos T es el número promedio
de etiquetas que son asignadas a una instancia x que pertenece a T . Se simboliza
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con CT , el sub́ındice indica que es la cardinalidad asociada al conjunto de datos T ,







La cardinalidad es independiente del número de etiquetas Q en el problema de clasifi-
cación, y es usado para cuantificar el número de etiquetas alternativas que caracteriza
las muestras del conjunto de entrenamiento en un problema multi-etiqueta.










La densidad tiene en cuenta el número de etiquetas en el dominio. Dos conjuntos
con la misma cardinalidad, pero con gran diferencia entre el número de etiquetas
(difieren en densidad) no pueden exhibir las mismas propiedades y causan diferentes
comportamientos en los métodos de aprendizaje multi-etiqueta.
Diversidad La diversidad se refiere a la cantidad de elementos del conjunto potencia
de Q, que tiene una muestra x asignada.
2.5.2. Medidas de eficiencia
Los recursos computacionales y el tiempo requerido para solucionar un problema, no siempre
es el mismo y varia de acuerdo al algoritmo que es utilizado, por esta razón para analizar el
rendimiento de un algoritmo, en nuestro caso un clasificador, han surgido algunas medidas
tales como la complejidad computacional, tiempo de ejecución y capacidad de paraleliza-
ción. Las medidas anteriormente mencionadas pueden ser evaluadas tanto para las etapas de
entrenamiento como para las etapas de prueba.
Complejidad Existen diferentes maneras para solucionar un problema, cada tipo de
solución puede realizarse mediante la construcción de diferentes algoritmos. Desde el
punto de vista de eficiencia computacional es muy importante disponer de algorit-
mos que tengan dependencias lineales o polinomiales de ordenes bajos con respecto al
número de datos de entrada, para realizar estos análisis, es común calcular su com-
plejidad en un sentido asintótico, es decir, para un tamaño de entrada suficientemente
grande. Para la cota superior asintótica es usada la notación Landau, las notaciones
omega (Ω) y theta (Θ) para la cota inferior y caso promedio respectivamente. En el
cuadro 2-2 se muestran las complejidades teóricas para las estrategias en la categoŕıa
de transformación del problema cuando se vaŕıa el número de clases.
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Estrategia Complejidad Paralelización
Eliminación de información o (Q) Ω (Q) Alta
Copia de etiquetas o (Q) Ω (Q) Alta





Ω (Q) Muy alta








Clasificación jerarqúıa o (j (Q) +Q) Media
Clasificadores en cadena o (Q) Ω (Q) Baja
Modelos Apilados o (2Q) Ω (2Q) Media
Tabla 2-2.: Complejidades teóricas para las estrategias en la categoŕıa de transformación
del problema cuando se vaŕıa el número de clases.
Tiempo Los tiempo de ejecución de un algoritmo es asociado a la eficiencia de un
algoritmo, sin embargo esta medida se afecta por las caracteŕısticas computacionales
del sistema donde es ejecutado. Sin embargo presenta una medida mas realista de
acuerdo a la capacidad computacional que se tiene en ese momento.
Paralelización Mide la cantidad de procesos que pueden realizarse simultáneamen-
te, respecto a la cantidad de datos o de etiquetas con las que cuenta el sistema de
clasificación, cuando no existen limitaciones computacionales.
2.5.3. Medidas de evaluación
Las medidas para evaluar el desempeño de los clasificadores multi-etiqueta de acuerdo a la
categorización propuesta por Tsoumakas en [50], se divide en dos grupos: las basadas en
bipartición, las cuales son calculadas a partir de comparar la predicción de las etiquetas
relevantes con las etiquetas reales y las basadas en ranking, que adicional a la comparación
de las etiquetas, tiene en cuenta el grado de confianza o probabilidad con que las etiquetas
fueron predichas. La Figura 2.10 representa la categorización de las medidas de evaluación.
Basada en Bipartición
Cualquier medida de evaluación binaria puede ser usada, tales como sensibilidad, especifici-
dad, precisión entre otros. Algunas medidas de evaluación binarias son revisadas en el anexo
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Figura 2.10.: Categorización de las medidas de evaluación.
A. Ajustar las medidas de evaluación binarias a medidas de evaluación multi-etiquetas puede
realizarse de dos formas, a través de los ejemplos o a través de las clases.
Basada en ejemplos El cálculo de estas medidas es el resultado de comparar separa-
damente sobre cada muestras el conjunto de las etiquetas reales con el conjunto de las
etiquetas predichas con el objetivo de estimar la cantidad de verdaderos positivos (tp),
verdaderos negativos (tn), falsos positivos (fp) y falsos negativos fn. El número de
verdaderos positivo, falsos positivos, verdaderos negativos y falsos negativos después
de la evaluación binaria para una etiqueta q, es denotado por |tp|q, |fp|q, |tn|q, |fn|q
respectivamente. La ecuación 2-1 representa la forma adecuada de calcular el desem-
peño, donde B representa la medida de desempeño para el caso bi-clase, N el número
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donde ∆ representa la diferencia simétrica entre dos conjuntos, que es el conjunto
teórico equivalente a la disyunción exclusiva (operación XOR) en lógica booleana.
Basada en clases El cálculo de estas medidas para todas las clases se puede lograr
mediante dos operaciones de cálculo de las medias, llamados macro promedio y micro
promedio. Considere un problema de evaluación binario donde la medida de evalua-
ción B(tp, tn, fp, fn) es calculada basado en el número de verdaderos positivos (tp),
verdaderos negativos (tn), falsos positivos (fp) y falsos negativos fn. Las versiones de
macro promedio y micro promedio para B, son calculados por medio de las ecuaciones

























Evalúa cuántas veces la etiqueta mejor clasificada no está en el conjunto de etiquetas
apropiado de la muestra. El desempeño es perfecto cuando one−errors(f) = 0; valores














Evalúa hasta que punto es necesario en promedio bajar la lista de etiquetas con el fin








rankf (xi, y)− 1
Valores bajos del coverages(f), dan un mejor desempeño.
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∣∣Yi∣∣ ∣∣{(y1, y2)|f(xi, y1) ≤ f(xi, y2), (y1, y2) ∈ Yi × Yi}∣∣
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Precisión Promedio











|{y′|rankf (xi, y′) ≤ rankf (xi, y), y′ ∈ Yi}|
rankf (xi, y)
3. Marco Experimental
En este capitulo se describen los experimentos desarrollados para evaluar el impacto de la
clasificación multi-etiqueta sobre la predicción funcional de protéınas para esto se diseñaron
un total de seis experimentos, los cuales son organizados en la estructura de la figura 3.1, estos
son agrupados en cinco cuestionamientos claves: ¿Qué enfoque utilizar?, ¿Es viable adaptar
los algoritmo?, ¿Cómo tratar el desbalance en datos multi-etiqueta? ¿Cómo transformar el
problema?, ¿Cómo medir los desempeños?. Cada cuestionamiento es dividido en dos partes,
la primera parte comprende una breve introducción y justificación del problema a tratar, en
la segunda parte se describen los procedimientos desarrollados.
3.1. ¿Qué enfoque utilizar?
La necesidad de herramientas computacionales que permitan la automatización de la ano-
tación funcional de protéınas se ha venido incrementando en los últimos años, y con esto
una variedad de estrategias han surgido. Las estrategias desarrolladas han seguido tres en-
foques principalmente: métodos basados en homoloǵıa, métodos basados en subsecuencias y
métodos basados en caracteŕısticas.
Los primeros experimentos (3.1.1 3.1.2) fueron desarrollados con el objetivo de identificar
cual de los enfoques es el mas robusto a la hora de llevar acabo la predicción funcional de
protéınas de organismos no modelo. Tradicionalmente, los métodos basados en homoloǵıa
han sido la estrategia mas ampliamente aceptada entre los biólogos, probablemente por
haber sido el primer método exitoso. Sin embargo, este fue diseñado cuando la cantidad de
información analizada no era tan extensa. Adicionalmente, los métodos basados en homoloǵıa
ha sido criticados debido a la mala identificación de secuencias homologas cuando existen
bajos niveles de identidad entre las secuencias. Aunque es un argumento frecuentemente
citado, no hay estudios que muestren el decaimiento progresivo que tiene estos métodos a
medida que se disminuye los umbrales de identidad en organismos Embryophyta. Por tal
motivo el primer experimento fue centrado en el estudio de “La influencia de la similitud
estructural entre secuencias sobre la anotación ontológica de protéınas usando Blastp”[20].
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Figura 3.1.: Estructura de los experimentos realizados
3.1.1. Influencia de la divergencia evolutiva en la transferencia de
anotaciones ontológicas mediante Blastp
La extracción y pre-procesamiento para obtener la base de datos a partir de las cuales se
desarrolla el experimento se explica con detalle en el anexo B.
Definición de las clases
Con el fin de analizar la influencia de la similitud estructural entre secuencias cuando se usa
un método basado en homoloǵıa (Blastp), fue necesario estar seguro de que las secuencias
son estructuralmente diferentes. Para llevar acabo esta labor, se empleo el software cd-hit
[31], con el objetivo de obtener grupos de secuencias con diferentes niveles de similitud.
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Cada grupo tiene un umbral de similitud definido por el usuario, por lo general se define
como porcentaje de identidad. El programa genera grupos de protéınas a partir del porcentaje
de identidad y posteriormente toma una secuencia representativa de cada grupo. Para este
trabajo se obtuvieron 8 diferentes porcentajes de identidad empleando el software cd-hit [31]
con un ancho de alineamiento de 20.
Adicionalmente, cada grupo de secuencias es organizada con respecto a tres ontoloǵıas del
GOslim para plantas diseñado por el consorcio TAIR [45]. Después de este proceso solo
las clases que a un porcentaje de identidad del 30 % cuente con al menos 100 protéınas
son consideradas, buscando poder obtener resultados confiables respecto a las estad́ısticas
usadas. La tabla 3-1 resume las caracteŕısticas de los datos usados, mostrando el número de
protéınas para cada clase a un porcentaje de identidad.
A partir de la base de datos definida anteriormente, son definidos dos conjuntos: búsqueda
y prueba. El primero comprende la base de datos usada para hacer los alineamientos. El se-
gundo contiene las secuencias que serán alineadas, la división de la base de datos es realizado
mediante un esquema de validación cruzada de 10 particiones.
Alineamientos
Los alineamientos son realizados por medio del toolkit blast+ de uso libre, ofrecido por el
ncbi. Con la herramienta blastp, la cual compara secuencias de aminoácidos con respecto
a una base de datos. blastp busca estad́ısticas significativamente similares entre secuen-
cias evaluando cada alineamiento, para esto es usada la matriz de sustitución BLOSUM 62
(usada por defecto), la cual es obtenida midiendo la frecuencia de los aminoácidos en una
muestra representativa de protéınas. El algoritmo de blast comprende tres etapas principales:
ensemillado, extensión y evaluación.
La primera etapa se buscan “palabras” pequeñas en las secuencias de la base de datos, que
corresponden a fragmentos de la secuencia problema. BLAST asume que los alineamientos
significativos deben contener estas palabras. Sólo se consideran significativas las palabras
que tengan una puntuación mayor a T (T es un parámetro que se pueda modificar al usar
el programa) y que se encuentren al menos a una distancia A de otra palabra. W es otro
parámetro usado por BLAST y se refiere al tamaño de las palabras a buscar. Ajustando los
parámetros T, A y W se puede escoger entre hacer un alineamiento sensible pero lento, o
uno más rápido pero con menor sensibilidad. Una vez obtenidas las palabras que cumplen
con los criterios dados, se pasa a la etapa de extensión. En esta etapa, el alineamiento se
va extendiendo a ambos lados de las palabras. La extensión realizada en este punto se reali-
za haciendo uso del algoritmo de Smith-Waterman. BLAST va extendiendo el alineamiento
hasta que la puntuación del alineamiento descienda X o más puntos con respecto a la pun-
tuación más alta obtenida anteriormente. Aqúı reside el factor heuŕıstico del BLAST, ya que
al imponer el ĺımite X, evita extender a lo largo de toda la secuencia todos los alineamientos
(proceso que llevaŕıa demasiado tiempo). El peligro que esto conlleva es que el programa se
puede quedar atorado en un máximo local. Es por ello que la definición de X es determinante
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Tabla 3-1.: Número de protéınas por cada clase y porcentaje de identidad
Componente Celular Proceso Biologico
Clases Porcentaje de identidad Clases Porcentaje de identidad
30 % 40 % 50 % 60 % 70 % 80 % 90 % 100 % 30 % 40 % 50 % 60 % 70 % 80 % 90 % 100 %
CellWall 117 174 220 264 299 335 374 412 Reprod 238 313 353 383 410 429 448 463
Intracell 128 146 153 163 168 174 188 214 ChMet 111 136 156 171 197 218 243 259
Nucleus 579 781 869 956 1035 1102 1172 1227 NaMet 137 187 193 205 216 225 236 245
Nucleolus 124 161 170 177 181 189 206 252 DnaMet 127 144 148 154 162 167 173 177
CytPlasm 206 272 310 360 415 451 496 527 Transc 303 488 538 590 625 654 661 669
Mitochond 377 453 476 501 538 564 620 707 ProtMod 134 163 184 203 214 225 243 254
Vacuole 215 277 320 357 402 431 479 527 AaMet 110 139 165 188 210 227 249 256
EndRet 169 201 218 235 255 273 294 297 LipMet 159 199 231 258 290 316 341 348
Cytosol 242 276 294 319 347 388 443 559 Transport 193 257 292 332 370 422 464 486
Ribosome 102 115 118 126 130 138 166 266 StressResp 657 860 994 1108 1241 1328 1446 1527
PlasmMb 723 971 1112 1233 1370 1509 1658 1803 CellCycle 112 126 134 141 151 155 163 168
Plastid 1225 1392 1466 1538 1619 1699 1797 2175 MultDev 402 553 641 693 748 791 833 860
Thylk 253 288 298 307 318 334 354 374 BP 362 519 587 641 724 795 860 908
Mb 655 790 879 947 1035 1094 1184 1285 Met 103 132 154 173 194 217 239 252
Catabolic 142 185 212 229 251 282 319 342
Función Molecular Biosint 390 473 532 589 650 703 761 794
BioResp 218 295 344 396 453 491 536 562
Clases Porcentaje de identidad AbioResp 456 640 747 826 923 1003 1085 1157
30 % 40 % 50 % 60 % 70 % 80 % 90 % 100 % StrMorph 214 289 345 366 407 432 458 474
Catal 319 405 451 506 576 635 702 744 EndoResp 301 451 542 620 704 763 808 827
Bind 165 196 214 235 262 287 331 364 EmbDev 148 190 206 215 231 238 249 252
ProtBind 858 1126 1288 1429 1581 1707 1845 1974 PostDev* 280 377 429 468 508 535 565 580
Transf 178 220 254 282 317 348 384 396 FlowerDev 125 177 220 249 270 287 305 310
Hydrol 185 238 278 313 340 362 396 402 CP 837 1089 1236 1369 1515 1656 1791 1878
TranscReg 100 154 178 196 212 221 226 228 CellOrg 319 401 432 465 485 508 540 559
CellDiff 152 202 235 253 274 289 302 311
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para el resultado.
Una vez terminada la extensión de todas las palabras, cada uno de los alineamientos realiza-
dos es evaluado para determinar su significación estad́ıstica. Para ello, el programa elimina
los alineamientos inconsistentes (alineamientos que junten la misma parte de la secuencia
problema con distintas partes de una secuencia en la base de datos). Los alineamientos re-
sultantes son llamados pares de alta puntuación (HSP por sus siglas en inglés High Score
Paris). Una vez realizado esto, se calcula la puntuación final de los alineamientos resultantes
y se determina su significación tomando en cuenta la probabilidad que tiene dicho alinea-
miento de haber sido obtenido por azar de acuerdo al tamaño de la base de datos. Al final se
reportan sólo los alineamientos que hayan obtenido una probabilidad menor a E. El paráme-
tro E es conocido como e-valor (e-value) de corte, y nos permite definir qué alineamientos
queremos obtener de acuerdo a su significación estad́ıstica. Cuanto menor sea el valor de E,
más significativo es un alineamiento [54].
Anotación
Después de haber realizado el proceso de alineamiento, se obtienen varias medida de la simili-
tud de las secuencia, para este experimento la medida de puntación escogida para ser usada en
la regla de anotación fueron los e-valores, estos indican el número de secuencias, respecto a la
base de datos que se esta usando, que obtendŕıa la misma puntación por azar al ser alineados.
Menores e-valores dan mayor confianza de los alineamientos, y cuanto mayor sea el tamaño
de la biblioteca de secuencias exploradas, más significativos serán los valores esperados (e-
valores). Por conveniencia, varias notaciones son introducidas antes de presentar la regla de
anotación. Sea X el conjunto de todas las secuencias y, Y = {1, 2, ..., Q} un conjunto finito de
etiquetas, donde Y esta asociado a las clases definidas anteriormente por las tres ontoloǵıas.
Se define el conjunto de búsqueda como S = {(x1,Y1), (x2,Y2), ..., (xi,Yi), ..., (xm,Ym)}(xi ∈
X ,Y1 ⊆ Y), adicionalmente N (xm+i) ∈ S denota el conjunto de las secuencias mas simi-
lares a la secuencia xm+i. Cada secuencia de N (xm+i) tiene un e-valor menor a 10 T =
{(xm+1,Ym+1), (xm+2,Ym+2), ..., (xnYn)}(xi ∈ X ,Yi ⊆ Y)
La función de blasting se representa como f : X → Rd, la regla usada para realizar la
inferencia sobre las etiquetas de prueba se muestra mediante la ecuación
arg mı́n
j
N (xi)j ∀i ∈ T
s.t m < i ≤ n
1 ≤ j ≤ m,
(3-1)
más tarde una función de anotación ~ : Xj → 2y es usada para asignar cada secuencia a
un conjunto de etiquetas. Los resultados obtenidos a partir del procedimiento anteriormente
descrito se encuentra en la sección 4.1.
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Figura 3.2.: Notación del conjunto
El segundo experimento desarrollado consistió en analizar el comportamiento del enfoque
basado en caracteŕısticas. Para este fin se analizó “la capacidad de generalización inter-
especie” [21]. El procedimiento desarrollado para este fin se describe a continuación.
3.1.2. Análisis de la capacidad de generalización inter-especie en la
predicción ontológica de protéınas
La base de datos es extráıda de Uniprot, las caracteŕısticas de la base de datos y los procesos
posteriormente efectuados son descritos con detalle en el Anexo B.
Definición de las clases
Con el objetivo de poseer una orientación amplia sin dejar de lado una estad́ıstica confiable,
es de vital importancia definir claramente las clases que se van a estudiar. Las clases defi-
nidas pertenecen a las ontoloǵıas “Función Molecular”, “Componente Celular” y “Proceso
Biológico”del conjunto GOslim para plantas diseñado por el consorcio TAIR [45].
Entre éstas se seleccionaron las clases que cuentan con al menos 30 protéınas para proporcio-
nar una estad́ıstica confiable. Las clases analizadas y el número de muestras por cada una de
éstas se encuentra detallado en las tablas 3-2, 3-3 y 3-4, una por cada organismo de estudio.
Caracterización
Las protéınas fueron caracterizadas a través de la medición de tres tipos de atributos: ca-
racteŕısticas fisicoqúımicas, composición estad́ıstica de la estructura primaria y composición
estad́ıstica de la estructura secundaria. El primer grupo tiene como objetivo proporcionar
información directamente relacionada con la bioqúımica de la molécula y se constituye por
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VITIS VINIFERA (UVA)
Ontoloǵıa Acrónimo Identificación Muestras Acrónimo Identificación Muestras
Componente
Celular (CC)
Plastid GO 0009536 80 CytPlasm GO 0005737 30
Mb GO 0016020 220 Thylk GO 0009579 52
Intracell GO 0005622 93 Ribosome GO 0005840 39
Nucleus GO 0005634 79
Función Molecular
(MF)
ProtBind GO 0005515 129 DnaBind GO 0003677 93
Hydrol GO 0016787 174 RnaBind GO 0003723 40
NtBind GO 0000166 311 Kinase GO 0016301 127
Transf GO 0016740 102 Transp GO 0005215 76
Bind GO 0005488 431 MF GO 0003674 32
Catal GO 0003824 401 StructMol GO 0005198 44
NaBind GO 0003676 37
Proceso Biológico
(BP)
CP GO 0009987 117 ChMet GO 0005975 67
Biosint GO 0009058 87 Transport GO 0006810 133
StressResp GO 0006950 71 MetEn GO 0006091 56
ProtMet GO 0019538 70 AaMet GO 0006519 45
Catabolic GO 0009056 45 ProtMod GO 0006464 139
Met GO 0008152 307 Transc GO 0006350 93
NaMet GO 0006139 50 Transl GO 0006412 57
CellOrg GO 0016043 34 CellDeath GO 0008219 49
LipMet GO 0006629 31 Photosyn GO 0015979 33
Tabla 3-2.: Número de muestras para vitis vinifera.
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ORYZA SATIVA (ARROZ)
Ontoloǵıa Acrónimo Identificación Muestras Acrónimo Identificación Muestras
Componente
Celular (CC)
CC GO 0005575 37 Intracell GO 0005622 1552
PlasmMb GO 0005886 112 CellWall GO 0005618 123
NuclPlasm GO 0005654 41 Nucleus GO 0005634 1899
Plastid GO 0009536 266 GolgiApp GO 0005794 135
Vacuole GO 0005773 37 Cell GO 0005623 57
Mb GO 0016020 2270 CytoSk GO 0005856 128
Mitochond GO 0005739 223 Thylk GO 0009579 156
Cytosol GO 0005829 32 ExtcellReg GO 0005576 287
CytPlasm GO 0005737 683 Ribosome GO 0005840 374
EndRet GO 0005783 127
Función Molecular
(MF)
NtBind GO 0000166 3192 StructMol GO 0005198 378
NaBind GO 0003676 2694 Transp GO 0005215 833
MF GO 0003674 625 Bind GO 0005488 5604
DnaBind GO 0003677 2839 ProtBind GO 0005515 1884
ChromBind GO 0003682 366 TranslFact GO 0008135 131
TranscFact GO 0003700 532 LipBind GO 0008289 69
RnaBind GO 0003723 1398 Kinase GO 0016301 1634
Motor GO 0003774 61 Transf GO 0016740 2993
Catal GO 0003824 3352 Hydrol GO 0016787 2829
Nase GO 0004518 557 EnzReg GO 0030234 237
SigTransd GO 0004871 111 ChBind GO 0030246 202
Receptor GO 0004872 523 TranscReg GO 0030528 367
Proceso Biológico
(BP)
BP GO 0008150 300 FlowerDev GO 0009908 33
AbioResp GO 0009628 109 CellCycle GO 0007049 69
CP GO 0009987 2772 LipMet GO 0006629 489
CellDiff GO 0030154 34 Transport GO 0006810 1541
StressResp GO 0006950 870 ChMet GO 0005975 757
MultDev GO 0007275 109 MetEn GO 0006091 322
CellOrg GO 0016043 832 ProtMod GO 0006464 1630
ProtMet GO 0019538 1246 Transc GO 0006350 1517
NaMet GO 0006139 539 AaMet GO 0006519 354
EndoResp GO 0009719 108 SecMet GO 0019748 99
Biosint GO 0009058 2010 DnaMet GO 0006259 1749
SigTransd GO 0007165 256 CellHom GO 0019725 144
Met GO 0008152 2702 CellDeath GO 0008219 325
Catabolic GO 0009056 470 Transl GO 0006412 514
Photosyn GO 0015979 1590
Tabla 3-3.: Número de muestras para oriza sativa.
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ARABIDOPSIS THALIANA
Ontoloǵıa Acrónimo Identificación Muestras Acrónimo Identificación Muestras
Componente
Celular (CC)
CC GO 0005575 28 Intracell GO 0005622 1406
PlasmMb GO 0005886 1931 CellWall GO 0005618 573
NuclPlasm GO 0005654 135 Nucleus GO 0005634 2924
Plastid GO 0009536 1989 GolgiApp GO 0005794 335
Vacuole GO 0005773 557 Cell GO 0005623 106
Mb GO 0016020 3892 CytoSk GO 0005856 243
Mitochond GO 0005739 941 Thylk GO 0009579 450
Cytosol GO 0005829 603 ExtcellReg GO 0005576 1120
CytPlasm GO 0005737 1432 Ribosome GO 0005840 458
EndRet GO 0005783 440
Función Molecular
(MF)
NtBind GO 0000166 2891 StructMol GO 0005198 449
NaBind GO 0003676 424 Transp GO 0005215 910
MF GO 0003674 529 Bind GO 0005488 4163
DnaBind GO 0003677 1859 ProtBind GO 0005515 3097
ChromBind GO 0003682 30 TranslFact GO 0008135 119
TranscFact GO 0003700 748 LipBind GO 0008289 255
RnaBind GO 0003723 593 Kinase GO 0016301 1115
Motor GO 0003774 108 Transf GO 0016740 2109
Catal GO 0003824 2766 Hydrol GO 0016787 2487
Nase GO 0004518 184 EnzReg GO 0030234 263
SigTransd GO 0004871 144 ChBind GO 0030246 169
Receptor GO 0004872 457 TranscReg GO 0030528 428
Proceso Biológico
(BP)
BP GO 0008150 1168 FlowerDev GO 0009908 33
AbioResp GO 0009628 1067 CellCycle GO 0007049 69
CP GO 0009987 3867 LipMet GO 0006629 489
CellDiff GO 0030154 303 Transport GO 0006810 1541
StressResp GO 0006950 2072 ChMet GO 0005975 757
MultDev GO 0007275 816 MetEn GO 0006091 322
CellOrg GO 0016043 1071 ProtMod GO 0006464 1630
ProtMet GO 0019538 904 Transc GO 0006350 1517
NaMet GO 0006139 751 AaMet GO 0006519 354
EndoResp GO 0009719 837 SecMet GO 0019748 99
Biosint GO 0009058 1636 DnaMet GO 0006259 1749
SigTransd GO 0007165 976 CellHom GO 0019725 144
Met GO 0008152 2707 CellDeath GO 0008219 325
Catabolic GO 0009056 1331 Transl GO 0006412 514
Photosyn GO 0015979 192
Tabla 3-4.: Número de muestras para arabidopsis thaliana.
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Tabla 3-5.: Caracteŕısticas extráıdas
Caracter Descripción Número
Fisico-quimica
Longuitud de la secuencia 1
Peso molecular 1
Carga residual positiva ( %) 1





Frecuencia de aminoácidos 20
Frecuencia en dimeros de aminoácidos 400
Estructura
Secundaria
Frecuencia de estructuras 3
Frecuencia de dimeros en estructuras 9
TOTAL 438
seis propiedades relacionadas con los atributos básicos f́ısico-qúımicos de los aminoácidos.
El segundo grupo de caracteŕısticas se deriva de técnicas de clasificación de documentos y
se conoce en la actualidad como n-gramas o n-meros ; las caracteŕısticas sólo corresponden
a n = {1, 2}. Para las caracteŕısticas calculados a partir de la estructura secundaria, fue
empleado el software Predator 2.1 [18] cuya salida es una secuencia lineal con tres dominios
estructurales: hélices alfa, láminas beta y giros.
Selección de caracteŕısticas
La selección de caracteŕısticas se llevó a cabo antes de inducir cualquier regla de decisión
(clasificador). Un análisis de relevancia y redundancia fue el utilizado como estrategia en
las selección de caracteŕısticas [57]. Suponiendo que fi, i = 1, 2, ..., n, sea el grupo de carac-
teŕısticas iniciales, y el vector de etiquetas, cij = cor(fi, fj) sea la correlación lineal entre fi y
fj, y ciy = cor(fi, y) sea la correlación lineal entre fi y y, podemos cuantificar la relevancia de
las caracteŕısticas calculando ciy para todas las caracteŕısticas y seleccionando un subgrupo
basado en un umbral predefinido. Luego, el concepto de (approximate Markov blanket) es
usado para seleccionar las caracteŕısticas predominantes del grupo relevante.
Balance de clases
Debido a la naturaleza del problema, existen ubicaciones subcelulares ampliamente estudia-
das que en la actualidad cuentan con un número alto de protéınas identificadas, mientras
otras ubicaciones sólo poseen una pequeña cantidad de muestras reconocidas como pertene-
3.2 ¿Es viable adaptar los algoritmos? 41
cientes a ellas. Desde el punto de vista del reconocimiento de patrones, este desbalance entre
clases conlleva una cantidad de dificultades que es necesario tratar antes del entrenamiento
del clasificador. Por tal motivo, se utilizó un método de sobre-muestreo denominado Synt-
hetic Minority Oversampling Technique (SMOTE) [9]. La principal ventaja de este método
consiste en que evita el exceso de ajuste comúnmente causado por el sobre-muestreo aleato-
rio, ya que las muestras sintéticas no son exactas a las copias originales.
Clasificación y validación
Teniendo en cuenta que el propósito del presente estudio es el de realizar una comparación
fiable entre los resultados obtenidos con diferentes organismos de validación, se optó por el
uso de reglas simples de clasificación que eviten el enmascaramiento de los datos. Por este
motivo se escogió la regla del vecino más cercano (1-NN) como clasificador base. El conjunto
de entrenamiento para el clasificador se conformó únicamente por muestras del organismo
Arabidopsis thaliana, que ha sido la planta terrestre más comúnmente utilizada como orga-
nismo modelo. Luego, el clasificador fue validado sobre las etiquetas conocidas de las dos
especies de prueba (Oryza sativa y Vitis vińıfera), aśı como también sobre las mismas pro-
téınas de Arabidopsis thaliana mediante la estrategia de validación cruzada, en experimento
el número de a particiones escogida fue 10.
3.2. ¿Es viable adaptar los algoritmos?
Debido a que el aprendizaje de maquina según los experimentos de la sección 3.1.1 y 3.1.2,
resulto ser una estrategia adecuado para abordar el problema de la clasificación de términos
de la ontoloǵıa genética, cuando se pretende predecir funciones moleculares y ubicaciones
subcelulares de organismos no modelo. Se decidió utilizar este con el objetivo de realizar
dichas perdiciones. Sin embargo, dado las caracteŕısticas del problema, en donde una pro-
téına puede ser vinculada con mas de una función. Se decidió orientar esta labor a través
de la clasificación multi-etiqueta. Como es descrito en el capitulo 2 existen dos formas de
tratar tareas multi-etiqueta: Adaptando el algoritmo o transformando el problema. Este
experimento se realizo con la misión de identificar el enfoque mas adecuado para resolver
esta tarea, y de esta discusión surgió la siguiente pregunta, ¿Es viable adaptar los algoritmo?.
3.2.1. Estudio comparativo entre técnicas basadas en adaptación del
algoritmo
Bases de Datos
Son usadas un conjunto de seis bases de datos: Molecular, Emociones, Imágenes, Escenarios,
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Enron y Levadura. En el Anexo B son explicadas en detalle.
Clasificación y validación
Dado que el objetivo del experimento es determinar la viabilidad de usar las técnicas de adap-
tación del algoritmo para la predicción funcional de protéınas. El experimento se desarrollo
a partir de cuatro de las principales técnicas pertenecientes a la categoŕıa de adaptación del
algoritmo, las técnicas son descritas a continuación:
ML-knn: Esta técnica es derivada del tradicional algoritmo de k vecinos mas cercanos (k-
Nearest Neighbor). En detalle, para cada instancia de prueba los k vecinos mas cercanos
del conjunto de entrenamiento son detectados. Después basados en la información
estadistica ganada a partir del conjunto de instancias vecinas, el principio de máxima
probabilidad aposteriori es utilizado para determinar el conjunto de etiquetas de las
instancias desconocidas [60].
TraM: Esta estrategia plantea el aprendizaje multi-etiqueta como un problema de optimiza-
ción de la estimación de los conceptos de composiciones de etiqueta. Ellos obtienen una
solución de forma cerrada a este problema de optimización y proponen un algoritmo
eficaz para asignar conjuntos de etiquetas para los casos no marcados [30].
RankSVM: Utiliza un modelo lineal que reduce al mı́nimo el error de clasificación, mientras
que tiene una baja complejidad controlada por el margen del clasificador [16].
LIFT: Este método construye las caracteŕısticas espećıficas de cada etiqueta mediante la
realización de análisis de la agregación de sus instancias positivas y negativas, y luego
lleva a cabo la formación y las pruebas mediante la consulta de los resultados de la
agrupación [58].
Los resultados son producto de una validación cruzada de 10 particiones, los desempeños de
clasificación son calculados para cada clase independientemente siguiendo la estructura de
un micro-promedio (Ecuación 2-3), ocasionado la incapacidad de calcular la dispersión de
los desempeños por cada clase.
Aun que las técnicas analizadas fueron diseñadas para abordar problemas de clasificación
con presencia de múltiples etiquetas, los bajos niveles de sensibilidad reportados por el ex-
perimento 3 y mostrados en el capitulo 4, proporciona indicios de la influencia que genera
la disparidad en la cantidad de muestras por cada clase sobre los clasificadores usados. Este
problema comúnmente ocasionado en tareas de reconocimiento de patrones y frecuentemente
llamado desbalance de clases es propio de la predicción de protéınas. El origen del proble-
ma radica principalmente en dos aspectos: la existencia de términos GO mas ampliamente
estudiados, y las disposiciones internas de los organismos. Buscando manejar el desbalance
en datos multi-etiqueta fue diseñado el siguiente experimento.
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3.3. ¿Cómo manejar el desbalance en datos
multi-etiqueta?
A partir de los resultados obtenidos en el experimento de la sección 3.3.1, se ha hecho evidente
la necesidad de ajustar técnicas de balance de clases que funcionen en datos multi-etiqueta,
con esto ha surgido el siguiente cuestionamiento: ¿Cómo manejar el desbalance en datos
multi-etiqueta?. De acuerdo a la revisión del estado del arte realizada en el caṕıtulo 2, las
técnicas de clasificación multi-etiqueta pueden ser agrupadas en dos categoŕıas: transforma-
ción del problema y adaptación del algoritmo. De manera similar la tarea de clasificación,
puede ser tratada el tema de desbalance, para esto los principales esquemas de transforma-
ción del problema son empleados, en conjunto con el algoritmo de balance Smote.
3.3.1. Manejo del desbalance de clases en problemas multi-etiqueta a
través del algoritmo smote
Estructuras de balance multi-etiqueta propuestas
La generación de datos sintéticos de instancias multi-etiquetas requiere una cuidadosa se-
lección de las entradas del algoritmo Smote o de la técnica de sobre muestreo empleada.
Para fines explicativos, consideremos un conjunto de muestras de entrenamiento asociadas
a tres posibles etiquetas T = {(xi,yi)}, i = 1, 2, ...,m, con xi ∈ Rd y yi ⊆ Y , siendo
Y = {a, b, c}. Sea Tγ ⊂ T , γ ∈ Y , el conjunto de muestras asociada a una clase determinada,
Tγ = {(xi,yi)|γ ⊆ yi}. Entonces, el balance de clases significa generar un numero de mues-
tras sintéticas de las tres clases tal que |Ta| = |Tb| = |Tc|, donde | · | denota el numero de
elementos del conjunto. tres estrategias son propuestas en orden de aplicar Smote a datos
multi- etiqueta desbalanceados. En primer lugar, es importante definir apropiadamente el
conjunto de conjunto de muestras semillas para cada clase, Sγ ⊆ Tγ, γ ∈ Y . Las estrategias
son representadas con los gráficos de las figuras 3.3, 3.4, 3.5, resaltando en cada caso el nodo
del gráfico correspondiente a las muestras semillas de la clase a.
La primera estrategia, representada por la figura 3.3, es definida como ”Generación
uno contra el resto”(OG). En esta estrategia, todas las muestras pertenecientes a la
clase minoritaria son tomadas como muestras semillas. Las muestras de la clase a están
definidas por la ecuación (3-2) y resaltadas en la figura 3.3 mediante el color verde.
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Algoritmo 11 Técnica de sobremuestreo para la clase minoritaria
Entrada: S: Muestras semillas, muestras de la clase minoritaria xi ∈ Rd, i = 1, 2, . . . ,m
Entrada: r: Porcentaje de desblance
Entrada: k: Número de vecinos mas cercanos
1: for i = 1, 2, ...,m do
2: Calcular distancias ‖xi − xj‖2,∀i 6= j
3: Encontrar los k vecinos mas cercanos asociados a las mı́nimas k distancias
4: Calcular el número de muestras sintéticas que se genera a partir de xi, n =
round(r/100)
5: for z = 1, 2, ..., n do
6: Seleccionar un numero aleatorio ε entre 1 y k
7: Dibujar un vector aleatorio de una distribución uniforme multivariada λ ∼ Ud(0, 1)




11: Retorno: el conjunto de n×m muestras sintéticas {szi }, i = 1, 2, . . . ,m−, z = 1, 2, . . . , n
Figura 3.3.: Generación uno con-
tra el resto
SOGa = {(xi,yi)|a ∈ yi} (3-2)
rOGa =
máxγ |Tγ | − |Ta|
|Ta|
 ∗ 100 % (3-3)
Esta estrategia se encuentra inspirada en el método de transformación llamado rele-
vancia binaria, el cual es usado en [8] [27]. Sin embargo, es criticada por no tomar en
cuenta las posibles correlaciones que puedan existir entre las clases.
La segunda estrategia, se denomina ”Generación de muestras puras”(PG) es represen-
tada en la figura 3.4. esta toma como muestras semillas solamente aquellas muestras
asociadas a una única etiqueta. Aśı, las muestras semillas para la clase a son seleccio-
nadas de acuerdo a la ecuación (3-4).
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Figura 3.4.: Generación de mues-
tras puras
SPGa = {(xi,yi)|a = yi} (3-4)
rPGa =
máxγ |Tγ | − |Ta|
|Sa|
 ∗ 100 % (3-5)
Esta estrategia es inspirada en el método de transformación del problema llamado PT2
por Tsoumakas en la revisión [47], los que fueron utilizados con éxito en problemas con
los niveles bajos de cardinalidad.
La tercera estrategia, representada en la figura 3.5 divide todo el conjunto Ta en varios
subconjuntos, y cada conjunto es sobremuestreado independientemente. Los subcon-
juntos son definidos en (3-6), cada conjunto diferente de etiquetas es representado
en la figura 3.5 mediante diferentes intensidades de verde. Esta estrategia es titulada
”Generación uniforme”(UG).
Figura 3.5.: Generación uniforme
SUGal = {(xi,yi)|(a ⊆ P(Y)l) ∈ yi} (3-6)
rUGa =
máxγ |Tγ | − |Sal |
|Sal |
 ∗ 100 % (3-7)
después de definir el conjunto de muestras semillas, el segundo parámetro de entrada
del algoritmo de smote es el porcentaje de desbalance r. El porcentaje de desbalance
ra maneja la decisión cuantas muestras sintéticas de la clase a deben ser generadas
(conocido también como sobremuestreo). Las ecuaciones (3-3), (3-5) y (3-7) muestran
el cálculo para las estrategias OG, PG y UG, respectivamente.
Clasificación y validación
Para examinar la eficiencia de las estrategias propuestas, (OG) (PG) (UG) son comparadas
sobre tres métodos multi-etiquetas del estado del arte: TraM, Ml-knn y Ml-loc, los
parámetros son ajustados para todas las bases de datos como: 10 en el número de vecinos
mas cercanos para el primer y segundo método, acorde con los valores sugeridos en [60] [30],
y λ1 = 1, λ2 = 100, m = 15 para Ml-loc de la misma manera que en [24], sin embargo,
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un kernel lineal es usado para evadir un parámetro de sintonización extra, a su vez, el
numero de vecinos mas cercanos usado por el algoritmo Smote es ajustado en 5. Todos los
resultados reportados son obtenidos mediante una esquema de validación cruzada con 10
particiones, repetidas 3 veces. Es importante aclarar que para la base de datos de levadura
la estrategia de generación de muestras puras no pudo ser efectuada, debido a que por la
alta cardinalidad del problema algunas clases no contaban con muestras puras (muestras que
pertenecen exclusivamente a la clase).
3.4. ¿Cómo transformar el problema?
El hecho de no experimentar una mejora sustancial y el incremento del coste computacional
cuando una etapa de balance es realizada, evidenciado en el experimento de la sección 3.3.1.
Se opto por tratar la tarea de clasificación mediante la transformación del problema, para
ello se realizo un estudio comparativo, empleando las técnicas más representativas de este
enfoque. Con el objetivo de identificar el método de transformación más adecuado para tratar
el problema de predicción de funciones moleculares.
3.4.1. Estudio comparativo entre técnicas basadas en transformación
del problema
Buscando tener coherencia entre los experimentos, son empleadas las mismas bases de datos
del experimento descrito en la sección 3.2.1.
Un diagrama de trabajo de la configuración del experimento, para cada clasificador base
es compuesto por tres componentes: Base de datos, la cual comprende construcción y pre-
procesamiento del conjunto de datos; Sintonización de parámetros, que comprende las etapas
necesarias para buscar los parámetros óptimos para los clasificadores, y Clasificación, el cual
describe el entrenamiento y prueba de los modelos. La Figura 3.6 ilustra el diagrama de
trabajo de los procesos desarrollados sobre cada clasificador base. Los óvalos, cuadrados y
diamantes son usados para representar bases de datos, procesos computacionales y sentencias
condicionales, respectivamente.
Sintonización de parámetros
Las maquinas de vectores de soporte (svm) se usan como clasificadores base y, consecuen-
temente estos parámetros libres deben ser sintonizados apropiadamente. Tal sintonización
es llevada acabo por Particle Swarm Optimization (pso), una meta-heuristica, la cual ex-
plora un espacio de búsqueda de dos dimensiones generada por todos los posibles pares de
valores que son asignados a (C), la constante de penalización de las svm y el parámetro de
dispersión del kernel gausiano (σ). Para este fin, una nueva partición sobre el conjunto de
entrenamiento es realizada siguiendo una validación cruzada de 10 particiones, con el fin de
evadir el sobreentrenamiento de los modelos. Cada conjunto de datos del entrenamiento es
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Figura 3.6.: Esquema de los clasificadores base
balanceado mediante Synthetic Minority Oversampling Technique (smote) [9]. Los ĺımites
del espacio de búsqueda son definidos como (10−2, 104) para σ y (1, 10−7) para C. Adicional-
mente , el número de part́ıculas para búsqueda fueron ajustados a 10, mientras el número
máximo de iteraciones se ajusto en 30.
Clasificación
Debido a la naturaleza del problema y los métodos transformación, un alto grado de des-
balance se induce en los clasificadores base. De no ser tratado deterioraŕıa seriamente la
sensibilidad de la predicción. Por esta razón, un método de sobremuestreo llamado smo-
te fue usado, la principal ventaja de este método es prevenir el exceso de sobre ajuste
comúnmente causado por el sobremuestreo aleatorio, ya que las muestras sintéticas no son
copias exactas de las originales. La clasificación es desarrollada siguiendo las estrategias BR,
STA, CC y PC descritas en la sección 2.3 usando las maquinas vectores de soporte como
clasificador base. Todos los resultados se derivan de una validación cruzada de 10 particiones,
usando los parámetros hallados en la etapa de sintonización de parámetros.
3.5. ¿Cómo medir los desempeños?
Por la necesidad de identificar medidas confiables para medir los desempeños de clasificación
multi-etiqueta y dado que se han observados algunas inconsistencia a la hora de comparar,
los resultados obtenidos de las medidas tradicionalmente empleadas en aplicaciones bioin-
formática, en donde se tienen en cuenta las disparidades entre las clases; Y las medidas
recientemente propuestas por parte del aprendizaje multi-etiqueta, en donde se evalúa el
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problema de manera general. Ha surgido la necesidad de contrastar estas dos formas de me-
dición. Este análisis es desarrollado mediante curvas roc a través de la adaptación basada
ejemplos descrita en la sección 2.5.3. La metodoloǵıa es desarrollada y explicada en detalle
en el experimento de la sección 3.5.1.
3.5.1. Evaluación de medidas basadas en ejemplo para medir
desempeños de clasificación en problemas multi-etiqueta
Bases de datos
Son usadas un conjunto de seis bases de datos: Molecular, Emociones, Imágenes, Escena-
rios, Enron y Levadura. Con el objetivo contar con uniformidad entre las bases de datos
empleadas en cada uno de los experimentos cuando esto fuese posible. En el Anexo B son
explicadas en detalle.
Clasificación y validación
Para el proceso de clasificación nosotros usamos cuatro técnicas bien conocidas en la categoŕıa
de adaptación del algoritmo, la cual ha sido descrita en la sección 2.4. Los parámetros de
los métodos son ajustados siguiendo las recomendaciones de la literatura: para Ml-knn, el
número de vecinos mas cercanos considerados es un conjunto de 10; para Lift,se escogió un
kernel lineal y un radio r = 0,1; para Ranksvm, el kernel polinomial de grado 8; para
TraM el número de vecinos mas cercanos considerados es un conjunto de 10. los anteriores
valores de los parámetros son ajustados sobre todos los conjuntos de datos. Los resultados
son obtenidos mediante un esquema de validación cruzada de 10 particiones. Para cada base
de datos y cada clasificador, se construye una curva roc. Los puntos que generan la curva
son obtenidos variando el umbral de decisión con un paso de 0.01 sobre un rango de 0 a 1.
Para los clasificadores con una salida de rango diferente, un proceso de estandarización es




donde xmax y xmin indican el mayor y menor valor que puede tener x, respectivamente, y
siendo y el vector de los valores resultantes.
4. Resultados
Este capitulo consta de seis secciones, cada una de ellas correspondiente a los resultados
obtenidos a partir de los experimentos planteados en el capitulo anterior, con sus respec-
tivos análisis y conclusiones preliminares. En la primera sección se evalúa la calidad de la
transferencias de anotaciones ontológicas a medida que se experimenta un decremento en la
identidad de las secuencias, para la segunda sección se valida exitosamente la capacidad de
emplear algoritmos basados en aprendizaje de maquina para realizar anotaciones ontológicas
de organismos no modelo. En las siguientes secciones son analizados los resultados provenien-
tes de un estudio comparativo entre diversas técnicas de clasificación multi-etiqueta. Para
finalizar se analizan los resultados de tres alternativas propuestas para balancear los datos
en problemas multi-etiquetas y de contrastar diferentes maneras de medir los desempeños
de clasificación.
4.1. Influencia de la divergencia evolutiva en la
transferencia de anotaciones ontológicas mediante
Blastp
Los resultados mostrados a continuación son el producto de una validación cruzada de 10
particiones sobre cada uno de las tres ontoloǵıas: función molecular, componente celular
y proceso biológico, presentados en las figuras 4.1a, 4.1b, 4.1c, respectivamente, donde en
la abscisa se muestra la variación de los porcentajes de identidad presente en el grupo de
secuencias usadas en el experimento descrito en la sección 3.1.1, el eje y muestra los desem-
peños obtenidos a través de tres medidas: la especificidad (Sp) en azul, para cuantificar cuán
bueno es una clasificación para rechazar las muestras que no pertenecen a las clases objetivo,
sensibilidad (Sn) en verde, indicando la habilidad de los clasificadores de detectar, en este
caso términos de la Gene Ontology y la media geométrica (Gm) en rojo, el cual describe la
relación entre la especificidad y sensibilidad.
En las tres ontoloǵıas se muestra un ligero punto de inflexión para un 60 % de identidad
acentuado en la ontoloǵıa de componente celular, este punto de inflexión puede deberse a
la matriz de sustitución escogida, ya que tiene un mayor rendimiento en el análisis de se-
cuencias con un 62 % de identidad. Adicionalmente, componente celular y proceso biológico
tiene bajos desempeños de sensibilidad debido posiblemente a una mayor cantidad de clases
en estas ontoloǵıas.
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(a) Función Molecular. (b) Componente Celular. (c) Proceso Biológico.
Figura 4.1.: Rendimientos de clasificación a medida que se disminuye el porcentaje de iden-
tidad entre las secuencias.
Se considera que un sistema automático tiene un buen rendimiento cuando hay altas sensi-
bilidades y especificidades. No obstante, siempre existe un compromiso entre la sensibilidad
y especificidad. Sin embargo, en los problemas de predicción de protéınas es mas prioritario
obtener mejores desempeño en la especificidad que en la sensibilidad, debido al alto costo de
la experimentación. Puesto que un número alto de falsos positivos es traducido como una
perdida en los procedimientos experimentales.
4.2. Análisis de la capacidad de generalización
inter-especie en la predicción ontológica de protéınas
La validación de los resultados fue realizada a través de dos estrategias diferentes. En ambos
casos se utilizaron las protéınas pertenecientes a la especie Arabidopsis thaliana como conjun-
to de entrenamiento, de manera que el desempeño de clasificación para la misma Arabidopsis
thaliana fue obtenido a través de una validación cruzada con diez particiones, mientras que
se usó una validación simple para las otras dos especies restantes.
La figura 4.2 muestra una comparación entre las clases que son comunes a la tres especies
para la ontoloǵıa de componente celular. El desempeño se presenta con las medidas de espe-
cificidad, sensibilidad y media geométrica (la ráız cuadrada del producto entre la sensibilidad
y la especificidad), representado como un rendimiento general. En ésta se evidencia que el
orden de las clases de acuerdo a su desempeño no presenta variaciones significativas entre las
predicciones realizadas para diferentes especies, puesto que las clases ribosoma (ribosome)
y plastidio (plastid) presentan las mismas posiciones en las tres especies. Las predicciones
correspondientes a la ubicación subcelular ribosoma, con un acierto aproximado del 85 %,
ocupa el primer lugar en las predicciones de las tres especies, mientras que plastidio, con un
acierto aproximado del 70 % ocupa el último lugar. Las otras cinco clases restantes, aunque
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(a) Arabidopsis Thaliana. (b) Oriza Sativa. (c) Vitis Vinifera.
Figura 4.2.: Comparación del desempeño de la clasificación en la ontoloǵıa Componente
Celular entre los organismos de estudio.
vaŕıan de posición, presentan porcentajes de acierto muy consistentes.
Las figuras 4.3 y 4.4 correspondientes a la comparación de las clases comunes sobre las
ontoloǵıas de función molecular y proceso biológico, a diferencia de la ontoloǵıa componente
celular, estas cuentan con un mayor número de clases. En términos generales el orden de
los desempeños de clasificación, medidos mediante la media geométrica son consistentes
entre los organismos de estudio, salvo algunas leves variaciones de una o dos posiciones. Es
necesario señalar sin embargo, que a pesar de que las tres especies son diferentes, su cercańıa
taxonómica es alta (las tres son plantas terrestres) y esta cercańıa influye en la presencia de
protéınas homólogas entre las tres especies. De todas formas, es necesario observar que las
divergencias evolutivas entre las especies son bastante elevadas y fenot́ıpicamente hay una
diferencia muy alta entre la Oryza sativa que es un cereal (arroz), la Vitis vinifera que es
una planta frutal (uva) y la Arabidopsis thaliana que es una planta herbácea, esto puede
justificar la diferencia de mas de un 5 % de decremento de los desempeños de las predicciones
de Arabidopsis thaliana con respecto a las predicciones de Vitis vinifera y Oryza sativa, en
los cuales los clasificadores pierden sensibilidad.
Las figuras 4.5, 4.6 y 4.7 muestra una comparación solamente entre las especies Arabidopsis
thaliana y Oryza sativa en las ontoloǵıa de componente celular, función molecular y proceso
biológico respectivamente, las cuales comparten un número más amplio de clases comunes;
la exclusión de la Vitis vinifera obedece a que ésta no cuenta con suficientes protéınas
etiquetadas en las clases involucradas. De una manera semejante que en el experimento
anterior, se observan leves variaciones de posición en las clases, permitiendo concluir que la
misma regla de clasificación inferida a partir de un organismo modelo, puede ser aplicada a
otra especie no considerada en el conjunto de entrenamiento, sin embargo cabe precisar que
las funciones moleculares decrecen en varios casos.
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(a) Arabidopsis Thaliana. (b) Oriza Sativa. (c) Vitis Vinifera.
Figura 4.3.: Comparación del desempeño de la clasificación en la ontoloǵıa Función Mole-
cular entre los organismos de estudio.
(a) Arabidopsis Thaliana. (b) Oriza Sativa. (c) Vitis Vinifera.
Figura 4.4.: Comparación del desempeño de la clasificación en la ontoloǵıa Proceso Biológico
entre los organismos de estudio.
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(a) Arabidopsis Thaliana. (b) Oriza Sativa.
Figura 4.5.: Comparación del desempeño de la clasificación en la ontoloǵıa Componente
Celular entre arroz y arabidopsis.
(a) Arabidopsis Thaliana. (b) Oriza Sativa.
Figura 4.6.: Comparación del desempeño de la clasificación en la ontoloǵıa Función Mole-
cular entre arroz y arabidopsis.
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(a) Arabidopsis Thaliana. (b) Oriza Sativa.
Figura 4.7.: Comparación del desempeño de la clasificación en la ontoloǵıa Proceso Biológico
entre arroz y arabidopsis.
4.3. Estudio comparativo entre técnicas basadas en
adaptación del algoritmo
Los resultados son presentados en 6 tablas una por cada base de datos. Las tablas 4-1, 4-2,
4-3, 4-4, 4-5, 4-6, corresponden a los resultados de las bases de datos: Molecular, Emo-
ciones, Imágenes, Escenarios Enron y Levaduras, respectivamente. Cada tabla se encuentra
compuesta por los desempeños de clasificación de 4 algoritmos diferentes: Lift, Ml-knn,
Ranksvm y TraM; tomando como medidas: la sensibilidad, especificidad, medida geométri-
cas entre las dos anteriores y el coeficiente de correlación de Matthews, esto para cada clase,
los mejores valores de clasificación por clase y por medida, del grupo se los 4 clasificadores
son resaltados en negrilla y con color azul. Un promedio aritmético a nivel de cada clasifica-
dor y de cada medida también es efectuado con el fin de hacer comparaciones a nivel global,
entre los clasificadores.
De manera general se identifica una notable afinidad hacia la medida de especificidad en
casi todas las clases, también se puede apreciar que las bases de datos que cuentan con un
mayor número de clases presentan bajos niveles de sensibilidad, como es el caso de las bases
de datos Molecular, Enron y Levaduras. Este hecho puede ser atribuido a el desbalance de
clases. Adicionalmente puede ser percibido que las clases mayormente representadas como
es el caso de ProtBind en la base de datos Molecular y las clases 12 y 13 (M y L en la
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Tabla 4-1.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Molecular
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM
DnaBind 0.119 0.014 0.336 0.105 0.991 0.996 0.922 0.980 0.343 0.118 0.556 0.321 0.211 0.038 0.212 0.131
TranscFact 0.147 0.000 0.657 0.186 0.994 1.000 0.894 0.991 0.382 0.000 0.766 0.430 0.260 0.000 0.335 0.279
Catal 0.080 0.032 0.162 0.374 0.978 0.993 0.925 0.856 0.279 0.179 0.387 0.566 0.125 0.092 0.115 0.225
Transp 0.414 0.331 0.654 0.617 0.995 0.993 0.950 0.983 0.641 0.573 0.788 0.779 0.571 0.474 0.504 0.632
Bind 0.015 0.000 0.206 0.139 0.997 1.000 0.940 0.984 0.124 0.000 0.440 0.370 0.056 -0.006 0.156 0.211
ProtBind 0.626 0.603 0.158 0.765 0.682 0.642 0.903 0.572 0.653 0.622 0.378 0.662 0.309 0.244 0.093 0.342
Kinase 0.000 0.000 0.350 0.029 0.999 1.000 0.870 0.997 0.000 0.000 0.551 0.170 -0.006 0.000 0.130 0.082
Transf 0.069 0.000 0.244 0.189 0.994 1.000 0.914 0.956 0.262 0.000 0.472 0.425 0.168 0.000 0.152 0.182
Hydrol 0.000 0.000 0.122 0.215 1.000 1.000 0.924 0.947 0.000 0.000 0.336 0.452 0.000 0.000 0.052 0.194
TranscReg 0.178 0.000 0.441 0.151 0.988 0.999 0.919 0.980 0.419 0.000 0.636 0.385 0.271 -0.008 0.291 0.196
0.165 0.098 0.333 0.277 0.962 0.962 0.916 0.925 0.310 0.149 0.531 0.456 0.196 0.083 0.204 0.247
Tabla 4-2.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Emociones
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM
Amazed 0.538 0.595 0.561 0.613 0.893 0.883 0.760 0.850 0.693 0.725 0.653 0.722 0.463 0.498 0.309 0.466
Happy 0.398 0.229 0.392 0.530 0.909 0.967 0.761 0.796 0.601 0.471 0.546 0.650 0.360 0.311 0.152 0.321
Relaxing 0.811 0.841 0.466 0.818 0.787 0.693 0.833 0.696 0.799 0.763 0.623 0.755 0.595 0.533 0.324 0.512
Quiet 0.804 0.709 0.858 0.709 0.953 0.946 0.915 0.946 0.875 0.819 0.886 0.819 0.771 0.688 0.746 0.688
Sad 0.565 0.446 0.601 0.542 0.934 0.941 0.859 0.880 0.727 0.648 0.719 0.690 0.555 0.466 0.466 0.445
Angry 0.688 0.661 0.698 0.762 0.899 0.866 0.827 0.817 0.786 0.757 0.760 0.789 0.603 0.536 0.516 0.559
0.634 0.580 0.596 0.662 0.896 0.883 0.826 0.831 0.747 0.697 0.698 0.737 0.558 0.505 0.419 0.499
Tabla 4-6), de la base de datos de Levaduras, gozan de una mayor sensibilidad con relación
a la especificidad en la mayoŕıa de las técnicas. También se puede analizar que la técnica de
clasificación mas afectada por el desbalance es Ml-knn.
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Para propósitos de comparación, todos las pruebas son realizada sin sobremuestreo (WO) y
las demás estrategias propuestas: generación uno contra todos (OG), generación de muestras
puras (PG) y generación uniforme (UG). Las Tablas 4-7, 4-8, 4-9, 4-10 y 4-11 muestran
los resultados de las bases de datos: Emociones, Escenarios, Enron, Imágenes y Levadu-
ras, respectivamente. Las tablas muestran 4 medidas: Hamming Loss, Puntuación F1, Media
geométrica y Sensibilidad. Los resultados de las tablas se muestran los valores de media y
56 4 Resultados
Tabla 4-3.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Imágenes
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM
Desert 0.502 0.433 0.526 0.540 0.954 0.959 0.890 0.911 0.692 0.644 0.684 0.702 0.531 0.483 0.423 0.473
Mountains 0.404 0.341 0.582 0.463 0.931 0.933 0.802 0.873 0.613 0.564 0.683 0.636 0.400 0.341 0.357 0.350
Sea 0.332 0.152 0.376 0.405 0.914 0.968 0.815 0.837 0.551 0.383 0.554 0.582 0.307 0.217 0.204 0.259
Sunset 0.619 0.520 0.620 0.551 0.959 0.956 0.929 0.949 0.771 0.705 0.759 0.723 0.643 0.556 0.580 0.566
Tree 0.438 0.355 0.388 0.512 0.933 0.942 0.853 0.813 0.639 0.579 0.575 0.645 0.442 0.384 0.264 0.326
0.459 0.360 0.498 0.494 0.938 0.951 0.858 0.876 0.653 0.575 0.651 0.657 0.465 0.396 0.366 0.394
Tabla 4-4.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Escenarios
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM
Beach 0.696 0.710 0.649 0.731 0.964 0.964 0.891 0.946 0.819 0.827 0.760 0.831 0.700 0.710 0.511 0.682
Sunset 0.890 0.810 0.665 0.797 0.991 0.987 0.989 0.985 0.939 0.894 0.811 0.886 0.903 0.839 0.750 0.824
Fall Foliage 0.844 0.776 0.519 0.861 0.983 0.969 0.953 0.961 0.911 0.867 0.703 0.910 0.850 0.765 0.529 0.804
Field 0.806 0.776 0.758 0.797 0.977 0.975 0.943 0.972 0.887 0.870 0.845 0.880 0.813 0.787 0.695 0.792
Mountain 0.505 0.518 0.514 0.523 0.943 0.937 0.806 0.918 0.690 0.697 0.644 0.693 0.512 0.510 0.302 0.477
Urban 0.578 0.550 0.543 0.638 0.960 0.953 0.859 0.918 0.745 0.724 0.683 0.765 0.601 0.562 0.377 0.553
0.720 0.690 0.608 0.725 0.970 0.964 0.907 0.950 0.832 0.813 0.741 0.828 0.730 0.696 0.527 0.689
Tabla 4-5.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Enron
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM
C.C5 0.009 0.000 0.241 0.019 0.998 1.000 0.915 0.992 0.096 0.000 0.469 0.136 0.037 0.000 0.131 0.027
B.B2 0.876 0.468 0.545 0.895 0.640 0.751 0.812 0.591 0.749 0.593 0.666 0.727 0.536 0.225 0.366 0.516
A.A4 0.606 0.405 0.602 0.784 0.921 0.917 0.840 0.645 0.747 0.610 0.711 0.711 0.569 0.386 0.449 0.400
C.C2 0.008 0.024 0.216 0.056 0.998 0.997 0.892 0.994 0.089 0.155 0.439 0.236 0.033 0.087 0.088 0.136
A.A3 0.194 0.000 0.515 0.364 0.991 1.000 0.815 0.933 0.438 0.000 0.648 0.582 0.337 0.000 0.238 0.299
A.A1 0.711 0.586 0.409 0.702 0.727 0.708 0.921 0.664 0.719 0.644 0.614 0.683 0.438 0.295 0.383 0.366
C.C8 0.009 0.000 0.271 0.028 0.999 1.000 0.901 0.997 0.097 0.000 0.494 0.167 0.062 0.000 0.135 0.088
A.A6 0.210 0.000 0.540 0.341 0.983 0.998 0.848 0.947 0.455 0.000 0.676 0.568 0.314 -0.014 0.301 0.321
B.B1 0.575 0.103 0.309 0.554 0.778 0.940 0.890 0.761 0.669 0.311 0.524 0.649 0.360 0.079 0.248 0.321
B.B4 0.524 0.516 0.556 0.403 0.999 0.988 0.997 0.998 0.724 0.714 0.745 0.634 0.699 0.612 0.710 0.600
C.C6 0.382 0.430 0.414 0.301 0.982 0.945 0.953 0.978 0.612 0.637 0.628 0.543 0.499 0.426 0.432 0.406
D.D10 0.192 0.008 0.477 0.346 0.986 0.999 0.905 0.968 0.435 0.088 0.657 0.579 0.289 0.055 0.309 0.366
B.B13 0.354 0.264 0.559 0.556 0.953 0.942 0.838 0.878 0.581 0.498 0.685 0.699 0.391 0.272 0.363 0.420
C.C1 0.138 0.000 0.291 0.103 0.980 0.999 0.949 0.990 0.368 0.000 0.525 0.320 0.213 -0.009 0.287 0.210
0.342 0.200 0.425 0.389 0.924 0.942 0.891 0.881 0.484 0.304 0.606 0.517 0.341 0.172 0.317 0.320
4.4 Manejo del desbalance de clases en problemas multi-etiqueta a través del algoritmo
smote 57
Tabla 4-6.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Levaduras
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM Lift Mlknn Ranksvm TraM
Clase A 0.508 0.445 0.517 0.577 0.908 0.927 0.875 0.798 0.679 0.642 0.673 0.679 0.464 0.441 0.421 0.373
Clase B 0.51 0.449 0.382 0.699 0.74 0.816 0.763 0.519 0.614 0.605 0.539 0.603 0.256 0.287 0.156 0.219
Clase C 0.654 0.668 0.577 0.767 0.803 0.753 0.819 0.693 0.725 0.709 0.687 0.729 0.462 0.42 0.410 0.452
Clase D 0.567 0.497 0.524 0.636 0.864 0.880 0.859 0.777 0.700 0.661 0.671 0.703 0.456 0.415 0.410 0.409
Clase E 0.458 0.399 0.443 0.475 0.93 0.952 0.819 0.881 0.653 0.616 0.603 0.647 0.457 0.446 0.274 0.39
Clase F 0.224 0.213 0.382 0.288 0.953 0.965 0.831 0.915 0.462 0.453 0.563 0.513 0.266 0.285 0.228 0.256
Clase G 0.100 0.089 0.318 0.175 0.99 0.989 0.841 0.952 0.315 0.296 0.517 0.408 0.217 0.191 0.156 0.189
Clase H 0.002 0.035 0.227 0.167 0.999 0.995 0.851 0.935 0.045 0.188 0.44 0.395 0.012 0.115 0.084 0.146
Clase I 0.006 0.00 0.135 0.022 1.00 1.00 0.889 0.994 0.075 0.00 0.346 0.149 0.072 -0.006 0.019 0.052
Clase J 0.055 0.047 0.312 0.083 0.995 0.996 0.858 0.983 0.235 0.217 0.518 0.286 0.157 0.148 0.142 0.132
Clase K 0.048 0.038 0.242 0.062 0.998 0.996 0.884 0.98 0.22 0.195 0.463 0.247 0.169 0.126 0.122 0.087
Clase L 0.989 0.995 0.370 0.974 0.025 0.002 0.775 0.048 0.157 0.041 0.536 0.217 0.050 -0.022 0.133 0.055
Clase M 0.988 0.994 0.369 0.924 0.028 0.003 0.783 0.150 0.165 0.057 0.538 0.373 0.053 -0.014 0.141 0.112
0.393 0.375 0.369 0.450 0.787 0.790 0.834 0.740 0.388 0.360 0.546 0.458 0.238 0.218 0.207 0.221
desviación estándar (media ± desviación) para cada medida, adicionalmente, •(◦) indica
que OG PG y UG son significativamente mejor(peor) que WO basados sobre t − test a un
nivel de significancia del 95 %. ↑(↓) implica que mayor(menor) es mejor. Es posible observar
que las estrategias OG y PG decrecen los desempeños de clasificación, para el caso de OG
presumiblemente debido al hecho a que las estrategias solo son capaces de generar muestras
sintéticas pertenecientes a una única etiqueta, pero cuando en realidad pueden pertenecer a
múltiples etiquetas, y para el caso de PG debido a la incapacidad de generar muestras con
múltiples etiquetas. Además PG presenta un decremento respecto a el desempeño sin sobre-
muestreo, posiblemente por la inhabilidad de la estrategia a generar muestras con multiples
etiquetas, hecho que resulta en la falta de explotación de las correlaciones entre clases. Las
estrategias de generación basadas en OG, PG y UG mostraron un comportamiento similar
cuando son aplicadas a bases de datos con baja cardinalidad (bajo numero de etiquetas
por muestra), como se puede ver en la Tabla 4-8, con variaciones de menos del 2 % en el
desempeño para tres clasificadores. Con el experimento 4 se comprueba que el desempeño
del Ml-knn se puede mejorar significativamente cuando se realiza un balance de clases,
esto se debe al hecho que las probabilidades prior sobre la regla de decisión Bayesiana se
computa a partir de las frecuencias relativas de las muestras y asi la clase minoritaria pierde
predominancia.
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Tabla 4-7.: Resultados para la base de datos Emociones
Clasificador Metrica WO OG PG UG
ML-kNN
H loss ↓ 0.197 ± 0.020 0.255 ± 0.021 ◦ 0.239 ± 0.019 ◦ 0.207 ± 0.019 ◦
F measure ↑ 0.621 ± 0.037 0.459 ± 0.051 ◦ 0.536 ± 0.041 ◦ 0.646 ± 0.030 •
G mean ↑ 0.700 ± 0.031 0.567 ± 0.046 ◦ 0.635 ± 0.035 ◦ 0.734 ± 0.029 •
Recall ↑ 0.596 ± 0.050 0.401 ± 0.053 ◦ 0.480 ± 0.047 ◦ 0.646 ± 0.051 •
TRAM
H loss ↓ 0.218 ± 0.022 0.247 ± 0.027 ◦ 0.240 ± 0.026 ◦ 0.218 ± 0.026
F measure ↑ 0.640 ± 0.032 0.540 ± 0.045 ◦ 0.579 ± 0.044 ◦ 0.652 ± 0.040
G mean ↑ 0.729 ± 0.028 0.649 ± 0.035 ◦ 0.678 ± 0.035 ◦ 0.743 ± 0.035 •
Recall ↑ 0.656 ± 0.037 0.496 ± 0.042 ◦ 0.546 ± 0.047 ◦ 0.683 ± 0.050 •
MLLOC
H loss ↓ 0.248 ± 0.024 0.285 ± 0.023 ◦ 0.255 ± 0.022 0.253 ± 0.016
F measure ↑ 0.450 ± 0.076 0.231 ± 0.074 ◦ 0.424 ± 0.070 ◦ 0.471 ± 0.045
G mean ↑ 0.545 ± 0.074 0.313 ± 0.089 ◦ 0.520 ± 0.067 ◦ 0.574 ± 0.046
Recall ↑ 0.389 ± 0.074 0.166 ± 0.062 ◦ 0.345 ± 0.070 ◦ 0.413 ± 0.051
4.5. Estudio comparativo entre técnicas basadas en
transformación del problema
Las tablas 4-13, 4-14, 4-15, 4-16, 4-17 y 4-18 muestran los rendimientos de clasificación
sobre las bases de datos Molecular, Emociones, Imágenes Escenarios Enron y Levaduras
respectivamente. Cada tabla reporta los desempeños utilizando las siguientes medidas: La
sensibilidad (Sn), especificidad (Sp), media geométrica (Gm) y coeficiente de correlación de
Matthews (Mcc). Las filas se encuentran asociadas con cada una las clases, mientras las
columnas representan 4 maneras diferentes de transformar el problema: Relevancia Binaria
(BR), Comparación por pares (PC), Clasificación en cadena (CC) y Apilamiento (STA). Los
mejores resultados por medida para cada clase son resaltados en negrilla y con color azul.
Adicionalmente, en orden de analizar la aplicabilidad de cada estrategia sobre tareas de alto
rendimiento, se opto por registrar el tiempos de entrenamiento de la predicción de funciones
moleculares como representante de este tipo de labores. En la Tabla 4-12 se presenta los
tiempos en segundos para la etapa de entrenamiento sobre una de las particiones, solo se
reporta los tiempos para la base de datos Molecular. Estos tiempos son medidos en su versión
paralelizada, la notación Clasificadores indica el número de procesos en paralelo que soporta
la topoloǵıa, mientras que la notación Núcleos denota el número de hilos que son usados en
la practica, dado las caracteŕısticas de la máquina; un número de 20 hilos fue usado como
valor limite para los procesos en paralelo. Las pruebas fueron desarrolladas usando un dual
Intel Xeon x5660 con 12 núcleos a 2.8GHz, bajo una maquina linux sin limitaciones de
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Tabla 4-8.: Resultados para la base de datos Escenarios
Clasificador Metrica WO OG PG UG
ML-kNN
H loss ↓ 0.086 ± 0.009 0.089 ± 0.008 ◦ 0.087 ± 0.008 0.087 ± 0.008
F measure ↑ 0.742 ± 0.028 0.731 ± 0.025 ◦ 0.738 ± 0.026 0.741 ± 0.026
G mean ↑ 0.812 ± 0.020 0.807 ± 0.018 ◦ 0.815 ± 0.019 0.817 ± 0.019
Recall ↑ 0.691 ± 0.031 0.688 ± 0.026 0.701 ± 0.029 • 0.705 ± 0.030 •
TRAM
H loss ↓ 0.090 ± 0.010 0.093 ± 0.009 0.092 ± 0.010 0.092 ± 0.010
F measure ↑ 0.746 ± 0.027 0.736 ± 0.027 ◦ 0.740 ± 0.029 0.740 ± 0.028
G mean ↑ 0.831 ± 0.019 0.825 ± 0.018 ◦ 0.828 ± 0.018 0.829 ± 0.019
Recall ↑ 0.730 ± 0.028 0.725 ± 0.027 0.729 ± 0.026 0.731 ± 0.028
MLLOC
H loss ↓ 0.155 ± 0.009 0.153 ± 0.008 0.152 ± 0.008 • 0.151 ± 0.006 •
F measure ↑ 0.355 ± 0.047 0.339 ± 0.051 0.356 ± 0.045 0.350 ± 0.043
G mean ↑ 0.463 ± 0.049 0.441 ± 0.053 ◦ 0.456 ± 0.048 0.453 ± 0.046
Recall ↑ 0.270 ± 0.045 0.256 ± 0.048 0.274 ± 0.043 0.265 ± 0.040
memoria ram. Los scripts fueron implementados usando el proyecto R para computación
estad́ıstica.
En medidas de evaluación general, aquellas que examina simultáneamente la sensibilidad y
la especificidad, la relevancia binaria reporto mejores resultados en bases de datos con baja
cardinalidad como son Molecular y Escenarios, tablas 4-13, 4-16. Hecho que es consistente
con que bajas cardinalidades indican independencia entre clases, y que en estos casos la mejor
opción es relevancia binaria. Sin embargo, la relevancia binaria también se destacó por lo
resultados obtenidos en la base de datos Enron, aunque esta cuente con altos niveles de
cardinalidad.
La comparación por pares muestra los mejores valores en especificidad en las bases de datos
con un número elevado de clases y altas cardinalidades, como se evidencia en las tablas 4-17
4-18, correspondientes a las bases de datos Enron y Levaduras. A diferencia de los modelos
apilados que presentan los valores mas altos de especificidad en las bases de datos con la
menor cantidad de clases y las mas bajos niveles de cardinalidad como lo son Emociones,
Imágenes, Escenarios y Molecular, aunque esta ultima presente un alto número de clases con
relación a las demás bases de datos. Los clasificadores en cadena solo muestran superioridad
en la sensibilidad para la base de datos Enron, siendo el método menos destacado en los
experimentos desarrollados.
El asterisco (*) se usa para indicar que la Clase 12 en la base de datos de Levadura, no es
posible calcular el desempeño de clasificación cuando es usado el método de comparación
por pares, debido a que la Clase 12 es subconjunto de la Clase 13 y a la hora de entrenar
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Tabla 4-9.: Resultados para la base de datos Enron
Clasificador Metrica WO OG PG UG
ML-kNN
H loss ↓ 0.325 ± 0.021 0.393 ± 0.017 ◦ 0.356 ± 0.019 ◦ 0.336 ± 0.023 ◦
F measure ↑ 0.458 ± 0.036 0.283 ± 0.033 ◦ 0.385 ± 0.032 ◦ 0.533 ± 0.041 •
G mean ↑ 0.528 ± 0.033 0.391 ± 0.034 ◦ 0.496 ± 0.026 ◦ 0.616 ± 0.031 •
Recall ↑ 0.402 ± 0.044 0.255 ± 0.034 ◦ 0.301 ± 0.027 ◦ 0.509 ± 0.049 •
TRAM
H loss ↓ 0.268 ± 0.021 0.361 ± 0.020 ◦ 0.321 ± 0.025 ◦ 0.288 ± 0.016 ◦
F measure ↑ 0.623 ± 0.026 0.491 ± 0.029 ◦ 0.554 ± 0.029 ◦ 0.633 ± 0.021 •
G mean ↑ 0.664 ± 0.023 0.607 ± 0.023 ◦ 0.646 ± 0.026 ◦ 0.696 ± 0.018 •
Recall ↑ 0.618 ± 0.024 0.500 ± 0.024 ◦ 0.550 ± 0.032 ◦ 0.670 ± 0.025 •
MLLOC
H loss ↓ 0.299 ± 0.016 0.347 ± 0.025 ◦ 0.317 ± 0.021 ◦ 0.306 ± 0.020
F measure ↑ 0.556 ± 0.042 0.425 ± 0.051 ◦ 0.507 ± 0.039 ◦ 0.572 ± 0.039
G mean ↑ 0.601 ± 0.043 0.530 ± 0.046 ◦ 0.588 ± 0.038 0.624 ± 0.039 •
Recall ↑ 0.540 ± 0.047 0.340 ± 0.045 ◦ 0.446 ± 0.050 ◦ 0.572 ± 0.055 •
el algoritmo de aprendizaje no queda muestras positivas o negativas, de acuerdo al orden en
que se consideren las clases.
4.6. Evaluación de medidas basadas en ejemplo para
medir desempeños de clasificación en problemas
multi-etiqueta
Los resultados son presentado mediante 4 grupos de 6 figuras cada uno, donde cada grupo
represente el desempeño de clasificación de un predictor especifico sobre 6 diferentes tareas
presentes en el estado del arte. En cada figura, los mejores valores de las medidas de desem-
peño son presentadas sobre la curva roc. Las medidas de media armónica, media geométrica,
hamming loss y coeficiente de correlación de Matthews son representadas por medio de ◦
  y M respectivamente. Cada algoritmo usa sus parámetros por defecto para transformar
las salidas continuas de los clasificadores por salidas discretas (etiquetas). En este trabajo se
denominan estos parámetros “el punto de operación”del algoritmo (Op). Este es usualmente
asociado con un umbral de decisión, y es representado por medio de O para propósitos de
comparación. Cada curva está rodeado por una silueta que representa la variabilidad de la
sensibilidad y la especificidad. El ancho de la silueta es calculado de la desviación estándar
de los resultados para cada partición del proceso de validación.
El análisis es desarrollado en dos partes una global en donde son analizados los compor-
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Tabla 4-10.: Resultados para la base de datos Imágenes
Clasificador Metrica WO OG PG UG
ML-kNN
H loss ↓ 0.197 ± 0.010 0.201 ± 0.010 ◦ 0.200 ± 0.011 ◦ 0.202 ± 0.011 ◦
F measure ↑ 0.470 ± 0.029 0.458 ± 0.033 0.471 ± 0.037 0.481 ± 0.040
G mean ↑ 0.580 ± 0.025 0.575 ± 0.029 0.586 ± 0.032 0.598 ± 0.035 •
Recall ↑ 0.374 ± 0.033 0.380 ± 0.033 0.394 ± 0.040 • 0.404 ± 0.047 •
TRAM
H loss ↓ 0.218 ± 0.015 0.220 ± 0.014 ◦ 0.218 ± 0.016 0.222 ± 0.017 ◦
F measure ↑ 0.531 ± 0.031 0.517 ± 0.029 ◦ 0.524 ± 0.034 ◦ 0.526 ± 0.035
G mean ↑ 0.657 ± 0.025 0.649 ± 0.023 ◦ 0.655 ± 0.027 0.658 ± 0.027
Recall ↑ 0.496 ± 0.032 0.488 ± 0.029 0.494 ± 0.035 0.502 ± 0.036
MLLOC
H loss ↓ 0.231 ± 0.011 0.230 ± 0.010 0.230 ± 0.009 0.228 ± 0.011
F measure ↑ 0.161 ± 0.063 0.153 ± 0.058 0.150 ± 0.058 0.181 ± 0.058
G mean ↑ 0.249 ± 0.068 0.240 ± 0.064 0.239 ± 0.060 0.273 ± 0.065
Recall ↑ 0.104 ± 0.047 0.099 ± 0.046 0.096 ± 0.046 0.119 ± 0.045
tamientos generales de todos los experimentos y una local que se desarrolla sobre cada
clasificador. En términos generales, los puntos de operación de todos los algoritmos se en-
cuentran cerca a la medida de hamming loss, lo cual es consistente con el hecho que esta
medida ha sido la mas ampliamente usada para medir y analizar los desempeños de los cla-
sificadores multi-etiqueta. Sin embargo, los experimentos muestran que en todos los caso, el
punto donde se maximiza hamming loss se localiza en la parte inferior de la curva, lo cual
significa que esta medida favorece la especificidad sobre la sensibilidad. Esto es fácilmente
entendido cuando consideramos que el hamming loss es una medida complementaria al tra-
dicional accuracy, el cual ha sido ampliamente criticado en la literatura de la clasificación
biclase por ser una mala medida cuando consideramos datos desbalanceados [53], un proble-
ma comúnmente encontrado en tareas de reconocimiento de patrones [23]. La diferencia entre
las medidas es acentuada cuando los desempeños de clasificación son bajos (cuando la curva
roc se aproxima a la linea recta), hecho que es soportado por las figuras 4.10d, 4.10f para
el caso divergente y las figuras 4.8a, 4.8e y 4.9e para el caso convergente. En este sentido,
en una clasificación perfecta todas las medidas deben ser igualmente buenas. Pero, ya que
no hay clasificaciones perfecta, se necesita una elección cuidado de la medida de evaluación
para cada aplicación espećıfica. De manera general la media geométrica tiende a ser de las
medidas con la relación sensibilidad especificidad mas alta, volviendo ideal para medir los
desempeños de sistemas que requieran un alto grado de sensibilidad. Por ejemplo, la detec-
ción de una patoloǵıa cuando esta pone en riesgo la vida humana (cancer), la identificación
de los tipos de fallo que posee una maquina, cuando una falsa alarma en la identificación no
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Tabla 4-11.: Resultados para la base de datos Levaduras
Clasificador Metrica WO OG UG
ML-kNN
H loss ↓ 0.240 ± 0.013 0.273 ± 0.015 ◦ 0.269 ± 0.016 ◦
F measure ↑ 0.575 ± 0.028 0.505 ± 0.033 ◦ 0.590 ± 0.029 •
G mean ↑ 0.648 ± 0.023 0.598 ± 0.027 ◦ 0.674 ± 0.024 •
Recall ↑ 0.491 ± 0.031 0.400 ± 0.037 ◦ 0.554 ± 0.039 •
TRAM
H loss ↓ 0.272 ± 0.016 0.295 ± 0.017 ◦ 0.288 ± 0.017 ◦
F measure ↑ 0.598 ± 0.024 0.551 ± 0.028 ◦ 0.601 ± 0.023
G mean ↑ 0.671 ± 0.02 0.645 ± 0.023 ◦ 0.685 ± 0.020 •
Recall ↑ 0.609 ± 0.023 0.518 ± 0.027 ◦ 0.623 ± 0.025 •
MLLOC
H loss ↓ 0.319 ± 0.019 0.346 ± 0.017 ◦ 0.319 ± 0.018
F measure ↑ 0.298 ± 0.068 0.153 ± 0.075 ◦ 0.307 ± 0.057
G mean ↑ 0.386 ± 0.070 0.245 ± 0.087 ◦ 0.394 ± 0.062
Recall ↑ 0.237 ± 0.058 0.101 ± 0.055 ◦ 0.246 ± 0.053
Tabla 4-12.: Detalles en la paralelización
Detalles Topoloǵıa
BR PC CC STA
Times 2270,6 2574,2 32286,5 3634,27
Cores 10 20 1 20
Classifiers 10 90 1 20
implique un costo elevado, etc. Por otro lado, se aprecia la existencia de una relación muy
estrecha entre las medidas de media armónica y coeficiente de correlación de Matthews. Un
análisis mas profundo es realizando, indicando que la ubicación de la media armónica y el
coeficiente de correlación de Matthews es principalmente afectado por la relación entre car-
dinalidad vs el número de etiquetas y la curvatura, clasificación mediante ranksvm muestra
un alto grado de variabilidad, hecho que se encuentra soportado por el ancho de la cinta al
rededor de la curva. Cabe notar que en algunos casos los puntos de operación se pueden salir
de la curva roc, justificado por la manera en la cual las salidas continuas del algoritmos son
transformadas en salidas discretas, lo que es llevado acabo mediante la normalización descri-
ta en 3.5.1. De forma semejante, al caso de la clasificación mediante Ranksvm, en TraM
también existe un desfase entre el punto de operación y la curva roc. Sin embargo, difiere
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Tabla 4-13.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Molecular
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
BR PC CC STA BR PC CC STA BR PC CC STA BR PC CC STA
DnaBind 0.818 0.790 0.392 0.504 0.804 0.764 0.92 0.908 0.811 0.777 0.601 0.676 0.353 0.299 0.258 0.308
TranscFact 0.9216 0.775 0.667 0.098 0.818 0.831 0.705 0.979 0.868 0.802 0.685 0.310 0.369 0.312 0.164 0.103
Catal 0.7357 0.923 0.274 0.177 0.696 0.353 0.872 0.975 0.716 0.571 0.489 0.416 0.336 0.226 0.154 0.261
Transp 0.820 0.774 0.752 0.692 0.938 0.921 0.944 0.973 0.877 0.844 0.842 0.820 0.574 0.498 0.549 0.627
Bind 0.717 0.701 0.536 0.541 0.709 0.646 0.788 0.942 0.713 0.673 0.650 0.714 0.251 0.197 0.210 0.450
ProtBind 0.978 0.983 0.673 0.167 0.969 0.056 0.663 0.943 0.974 0.235 0.668 0.396 0.947 0.103 0.336 0.175
Kinase 0.864 0.447 0.534 0.427 0.748 0.812 0.774 0.876 0.804 0.602 0.643 0.612 0.280 0.133 0.148 0.182
Transf 0.816 0.793 0.198 0.129 0.722 0.610 0.914 0.986 0.767 0.696 0.426 0.357 0.333 0.237 0.111 0.217
Hydrol 0.713 0.738 0.072 0.190 0.656 0.551 0.913 0.978 0.684 0.638 0.256 0.431 0.230 0.175 -0.016 0.260
TranscReg 0.888 0.796 0.493 0.566 0.771 0.769 0.890 0.874 0.827 0.782 0.663 0.703 0.366 0.315 0.277 0.301
0.827 0.772 0.459 0.349 0.783 0.631 0.839 0.944 0.804 0.662 0.592 0.544 0.404 0.250 0.219 0.288
Tabla 4-14.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Emociones
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
BR PC CC STA BR PC CC STA BR PC CC STA BR PC CC STA
Amazed 0.723 0.844 0.740 0.720 0.779 0.696 0.760 0.739 0.750 0.767 0.750 0.729 0.480 0.495 0.473 0.427
Happy 0.636 0.889 0.517 0.370 0.588 0.366 0.679 0.833 0.611 0.570 0.592 0.555 0.203 0.245 0.191 0.219
Relaxing 0.827 0.949 0.791 0.664 0.682 0.582 0.692 0.778 0.751 0.743 0.740 0.719 0.513 0.556 0.486 0.443
Quiet 0.876 0.900 0.880 0.813 0.883 0.866 0.895 0.905 0.879 0.883 0.887 0.857 0.715 0.711 0.734 0.691
Sad 0.649 0.698 0.621 0.542 0.791 0.737 0.829 0.857 0.717 0.717 0.718 0.682 0.423 0.404 0.441 0.409
Angry 0.880 0.903 0.607 0.507 0.720 0.737 0.796 0.878 0.796 0.816 0.695 0.667 0.563 0.600 0.409 0.416
0.765 0.864 0.693 0.603 0.741 0.664 0.775 0.832 0.751 0.749 0.730 0.702 0.483 0.502 0.456 0.434
Tabla 4-15.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Imagenes
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
BR PC CC STA BR PC CC STA BR PC CC STA BR PC CC STA
Desert 0.725 0.788 0.589 0.442 0.756 0.799 0.839 0.876 0.741 0.793 0.703 0.622 0.409 0.507 0.409 0.328
Mountains 0.715 0.757 0.637 0.553 0.737 0.720 0.756 0.795 0.726 0.738 0.694 0.663 0.393 0.410 0.350 0.325
Sea 0.438 0.705 0.433 0.254 0.756 0.466 0.740 0.869 0.575 0.573 0.566 0.469 0.173 0.158 0.173 0.149
Sunset 0.722 0.717 0.596 0.430 0.838 0.878 0.893 0.937 0.778 0.793 0.729 0.635 0.519 0.571 0.498 0.437
Tree 0.685 0.728 0.527 0.475 0.649 0.664 0.728 0.797 0.667 0.695 0.619 0.615 0.303 0.355 0.245 0.272
0.657 0.739 0.556 0.431 0.747 0.705 0.791 0.855 0.697 0.719 0.662 0.601 0.359 0.400 0.335 0.302
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Tabla 4-16.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Escenarios
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
BR PC CC STA BR PC CC STA BR PC CC STA BR PC CC STA
Beach 0.784 0.988 0.656 0.538 0.836 0.476 0.902 0.930 0.810 0.686 0.769 0.708 0.533 0.363 0.535 0.495
Sunset 0.871 0.976 0.849 0.572 0.958 0.829 0.974 0.943 0.913 0.899 0.909 0.734 0.797 0.635 0.828 0.536
Fall Foliage 0.856 0.973 0.783 0.784 0.919 0.711 0.945 0.949 0.887 0.832 0.860 0.863 0.711 0.519 0.712 0.726
Field 0.853 0.962 0.776 0.689 0.924 0.668 0.946 0.952 0.888 0.801 0.857 0.810 0.724 0.484 0.718 0.666
Mountain 0.770 0.957 0.547 0.375 0.693 0.332 0.794 0.851 0.731 0.564 0.659 0.565 0.392 0.272 0.314 0.237
Urban 0.761 0.927 0.558 0.318 0.809 0.567 0.860 0.932 0.785 0.725 0.693 0.544 0.481 0.378 0.395 0.302
0.816 0.964 0.695 0.546 0.857 0.597 0.904 0.926 0.836 0.751 0.791 0.704 0.606 0.442 0.584 0.494
Tabla 4-17.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Enron
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
BR PC CC STA BR PC CC STA BR PC CC STA BR PC CC STA
C.C5 0.607 0.130 0.547 0.399 0.805 0.967 0.711 0.816 0.699 0.355 0.624 0.571 0.241 0.125 0.142 0.127
B.B2 0.940 0.915 0.936 0.878 0.647 0.612 0.671 0.694 0.780 0.749 0.792 0.781 0.623 0.561 0.638 0.585
A.A4 0.771 0.748 0.691 0.667 0.773 0.801 0.834 0.827 0.772 0.774 0.759 0.743 0.517 0.528 0.521 0.491
C.C2 0.528 0.091 0.597 0.333 0.697 0.970 0.571 0.749 0.606 0.296 0.584 0.499 0.122 0.082 0.087 0.044
A.A3 0.615 0.402 0.542 0.610 0.707 0.871 0.795 0.695 0.659 0.592 0.656 0.651 0.197 0.221 0.236 0.197
A.A1 0.669 0.802 0.815 0.737 0.810 0.457 0.598 0.686 0.736 0.605 0.698 0.711 0.483 0.277 0.426 0.426
C.C8 0.403 0.098 0.543 0.351 0.823 0.975 0.662 0.821 0.576 0.309 0.600 0.537 0.145 0.099 0.107 0.104
A.A6 0.666 0.364 0.608 0.567 0.806 0.956 0.821 0.836 0.733 0.590 0.706 0.688 0.338 0.369 0.313 0.304
B.B1 0.771 0.684 0.898 0.916 0.643 0.660 0.570 0.549 0.704 0.672 0.715 0.710 0.407 0.339 0.473 0.475
B.B4 0.868 0.642 0.850 0.682 0.985 0.996 0.979 0.984 0.924 0.800 0.913 0.819 0.818 0.744 0.795 0.701
C.C6 0.782 0.511 0.747 0.636 0.873 0.961 0.875 0.905 0.826 0.701 0.809 0.759 0.552 0.538 0.537 0.506
D.D10 0.778 0.438 0.776 0.803 0.872 0.956 0.881 0.855 0.823 0.647 0.827 0.829 0.453 0.389 0.462 0.449
B.B13 0.728 0.471 0.748 0.736 0.821 0.900 0.805 0.785 0.773 0.651 0.776 0.760 0.477 0.386 0.469 0.440
C.C1 0.670 0.258 0.660 0.658 0.839 0.964 0.805 0.814 0.750 0.498 0.729 0.732 0.395 0.287 0.351 0.364
0.700 0.468 0.711 0.641 0.793 0.860 0.756 0.787 0.740 0.589 0.728 0.699 0.412 0.353 0.397 0.372
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Tabla 4-18.: Sn, Sp, Gm, y Mcc evaluadas sobre la base de datos Levaduras
Clase Sensibilidad Especificidad Media Geométrica Coeficiente de C Matthews
BR PC CC STA BR PC CC STA BR PC CC STA BR PC CC STA
Class 1 0.608 0.622 0.454 0.565 0.816 0.862 0.876 0.758 0.704 0.732 0.630 0.655 0.424 0.495 0.369 0.317
Class 2 0.660 0.688 0.412 0.574 0.542 0.543 0.764 0.648 0.598 0.611 0.561 0.610 0.201 0.231 0.190 0.221
Class 3 0.743 0.776 0.649 0.660 0.681 0.697 0.684 0.692 0.712 0.735 0.667 0.676 0.418 0.464 0.332 0.347
Class 4 0.739 0.680 0.645 0.563 0.744 0.787 0.721 0.800 0.742 0.732 0.682 0.671 0.469 0.461 0.359 0.373
Class 5 0.623 0.443 0.581 0.600 0.724 0.915 0.695 0.695 0.672 0.637 0.636 0.646 0.328 0.416 0.266 0.275
Class 6 0.624 0.235 0.587 0.530 0.643 0.946 0.637 0.677 0.633 0.471 0.612 0.599 0.234 0.262 0.198 0.185
Class 7 0.603 0.076 0.657 0.668 0.556 0.978 0.578 0.519 0.579 0.273 0.616 0.589 0.123 0.126 0.184 0.146
Class 8 0.541 0.082 0.686 0.774 0.581 0.975 0.467 0.381 0.561 0.283 0.566 0.543 0.000 0.125 0.126 0.131
Class 9 0.555 0.000 0.636 0.803 0.514 1.000 0.495 0.363 0.534 0.000 0.561 0.540 0.034 0.000 0.067 0.091
Class 10 0.625 0.064 0.641 0.781 0.597 0.992 0.527 0.406 0.611 0.251 0.581 0.563 0.137 0.127 0.103 0.119
Class 11 0.581 0.040 0.605 0.645 0.612 0.992 0.538 0.493 0.596 0.198 0.571 0.564 0.127 0.000 0.093 0.090
Class 12 0.905 ∗ 0.885 0.748 0.110 ∗ 0.162 0.320 0.315 ∗ 0.378 0.489 0.000 ∗ 0.000 0.065
Class 13 0.905 0.901 0.887 0.760 0.117 0.128 0.165 0.302 0.325 0.340 0.382 0.479 0.000 0.044 0.000 0.061
0.670 0.354 0.640 0.667 0.557 0.755 0.562 0.543 0.583 0.405 0.573 0.587 0.192 0.212 0.176 0.186
en el mecanismo de asignación de las etiquetas, que para este caso se desarrolla basado en
la cardinalidad del problema, circunstancia que contribuye a la sensibilidad del clasificador,
es por este motivo que la clasificación usando TraM presenta valores altos de la relación
sensibilidad especificidad con respecto a los otros clasificadores.
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(a) Emociones. (b) Enron.
(c) Imágenes. (d) Molecular.
(e) Escenarios. (f) Levaduras.
Figura 4.8.: Curvas ROC para la clasificación mediante Lift.
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(a) Emociones. (b) Enron.
(c) Imágenes. (d) Molecular.
(e) Escenarios. (f) Levaduras.
Figura 4.9.: Curvas ROC para la clasificación mediante MLkNN.
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(a) Emociones. (b) Enron.
(c) Imágenes. (d) Molecular.
(e) Escenarios. (f) Levaduras.
Figura 4.10.: Curvas ROC para la clasificación mediante Ranksvm.
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(a) Emociones. (b) Enron.
(c) Imágenes. (d) Molecular.
(e) Escenarios. (f) Levaduras.
Figura 4.11.: Curvas ROC para la clasificación mediante TRAM.
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5.1. Conclusiones
En el presente trabajo se realizó un estudio de la predictibilidad de funciones moleculares
empleando los tradicionales métodos basados en homoloǵıa y nuevos métodos emergentes
basados en reconocimiento de patrones, para este fin se realizaron diferentes predicciones
variando los niveles de identidad simulando divergencias evolutivas entre las protéınas de
los organismos de entrenamiento y las protéınas de los organismos predichos. Mostrando
que este último es una eficiente herramienta a la hora de predecir funciones moleculares,
ubicaciones celulares y procesos biológicos de protéınas de organismos no modelo, dado que
los métodos basados en homoloǵıa experimentaron un decremento cuando están en presencia
de divergencias evolutivas (bajos niveles de identidad).
En la siguiente etapa del trabajo se realizó una comparación entre los dos tipos de enfoques
existentes para realizar clasificación multi-etiqueta: transformación del problema y adapta-
ción del algoritmo. Dando como resultado una superioridad en los desempeños obtenidos
mediante la transformación del problema cuando son ensamblados con diferentes etapas de
procesamiento, con relación a los métodos que hacen adaptación del algoritmo, especialmente
cuando se trabajan independientemente cada etiqueta en conjunto con métodos de selección
de caracteŕısticas y de balance de clases, en donde proporcionaron desempeños superiores de
clasificación en la mayoŕıa de las tarea evaluadas. Exponiendo que existe una mayor flexibili-
dad a la hora de abordar problemas con un número considerable de etiquetas, lo cual puede
ser atribuido a que un solo espacio de representación no siempre es suficiente para separar
todas las clases simultáneamente.
Por otra parte, los estudios mostraron que los métodos actuales se han focalizado en re-
saltar con mayor medida la especificidad de la clasificación, relegando la importancia de la
sensibilidad a un segundo plano, hecho que no es conveniente en determinadas aplicaciones,
lo cual es evidenciado en los análisis desarrollados sobre, las diferentes medidas empleadas
para calcular los desempeños de clasificación en problemas multi-etiqueta. Lo anterior, deja
ver la necesidad de generar nuevos métodos que traten el balance de clases en este tipo de
problemas. Siguiendo con esta linea se propusieron una serie de alternativas a algoritmos
de sobremuestreo para buscar equilibrar todas las clases simultáneamente. Sin embargo, los
estudios mostraron que en varios casos el sobremuestreo puede influir de manera negativa
en el rendimiento general del sistema de clasificación, y que no siempre se puede obtener tal
balance. Debido principalmente a las relaciones que existen entre las clases.
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5.3. Trabajo futuro
En el desarrollo del presente trabajo se observan diferentes enfoques hacia donde se puede
encaminar la investigación. Desde el punto de vista de la aplicación biológica, incluir informa-
ción estructural e información a nivel de interacciones puede proporcionar mayor confianza
en las predicciones. Al igual que combinar predicciones provenientes de inferencia por homo-
loǵıas empleando modelos ocultos de Markow que estén asociados a familias identificadas.
Además diseñar tests estad́ısticos que proporcionen una mayor interpretabilidad biológica
cuantificando la confiabilidad de las predicciones (medidas como el e-value). Desde el punto
de vista técnico, incluir las correlaciones entre las etiquetas adaptando dinámicamente sus
aportes. Esto puede realizarse incluyendo un termino adicional en la ecuación de minimi-
zación que se da en el planteamiento matemático de las máquinas de vectores de soporte,
de tal manera que tomarán protagonismo en problemas donde existan dependencias y que
se anularán en problemas con bajas cardinalidades o en problemas multi-clases. Por otra
parte queda abierta la exploración de formas alternativas de balancear las clases en entornos
multi-etiqueta.
A. Anexo: Medidas Tradicionales
Las medidas que se usan tradicionalmente para medir el desempeño de un clasificador en
el ámbito de los sistemas de aprendizaje supervisado, usualmente parten de comparar las
etiquetas reales, con las etiquetas predichas por el clasificador.
Matriz de Confusión
Las matrices de confusión o tablas de confusión, es una herramienta de visualización, que
organiza la comparación obtenida entre las etiquetas reales y las etiquetas predichas. En un





Positivos (tp) Positivos (fp)
h(x) ∩ y h(x) \ y
Falsos Verdaderos
Negativos (fn) Negativos (tn)
y \ h(x) h(x)c ∩ yc
Tabla A-1.: Matriz de confusión para un problema de clasificación biclase
donde las filas simbolizan los valores de las etiquetas reales, verdadero o falso; y las columnas
el valor de las prediciones, positivo o negativo. Cuando el clasificador predice una muestra
como positiva, y esta pertenece a la clase, se dice que es un verdadero positivo (tp); Si el
clasificador predice una muestra como positiva cuando esta en realidad no pertenece, se dice
que es un falso positivo (fp) y también se conoce como error tipo I; Si el clasificador predice
una muestra como negativa cuando en realidad esta si pertenece, se dice que es un falso
negativo (fn) y también se conoce como error tipo II; Si el clasificador predice una muestra
como negativa cuando esta no pertenece, se dice que es un verdadero negativo (tn). La Tabla
A-1 ilustra lo anteriormente expuesto, donde h(x) es el valor arrojado por el clasificador a
partir de una entrada x, y y es el valor real de la etiqueta.
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Sensibilidad
La sensibilidad Sn es una medida que se relaciona con la capacidad que tiene un clasificador
para detectar las clases objetivo, y depende principalmente de la cantidad de falsos negativos
y verdaderos positivos. los valores de sensibilidad se dan en un rango de 0 a 1, cuanto mayor
sea la sensibilidad mejor sera el rendimiento del sistema de clasificación, siendo 1 el mejor





























La especificidad Sp es una medida que se relaciona con la capacidad que tiene un clasificador
para detectar las muestras que no pertenecen a la clases de interés, y se encuentra relacio-
nada con la cantidad de falsos positivos y verdaderos negativos. los valores de especificidad
se dan en un rango de 0 a 1, cuanto mayor sea la especificidad mejor sera el rendimiento del
sistema de clasificación, siendo 1 el mejor valor que puede ser obtenido. Matemáticamente





























La precisión Acc es una medida general del desempeño de clasificación, indica la cantidad de
errores (falsos positivos y falsos negativos) cometidos por un clasificador respecto a la canti-
dad total de los datos, los valores de precisión oscilan entre 0 y 1, siendo 1 una clasificación










































La media geométrica es una medida de desempeño global que es máxima cuando la sensibi-
lidad y la especificidad se maximizan simultáneamente, el rango de la media geométrica va















































La puntuación es la media armónica entre la precisión y la sensibilidad, esta puede ser in-
terpretada como un promedio ponderado. La puntuación F1 alcanza el mejor valor cuando
es uno y el por valor cuando es cero.
Fm =
2 · tp



































Coeficiente de Correlación de Matthews Mcc
El coeficiente de correlación de Matthews Mcc o también llamado coeficiente Phi es el
coeficiente de correlación entre las etiquetas reales y las etiquetas binarias predichas. El
coeficiente de correlación retorna un valor entre -1 y +1. Un coeficiente de +1 representa
una predicción perfecta, 0 que la predicción se dio al azar y -1 indica un total desacuerdo
entre las predicciones con los datos observados.
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Mcc =















































B. Anexo: Bases de datos
B.1. Datos de secuencias de proteicas
La base de datos esta conformada por 10420 secuencias pertenecientes a organismos Em-
bryophyta disponibles en la base de datos publica uniprot [26] y que además contaran con
anotaciones en el proyecto Gene Ontology Annotation (GOA) [1]. No se tuvieron en cuenta
las protéınas cuyo ı́ndice de existencia las clasificara como predicciones computacionales o
protéınas sin evidencia conocida.
B.2. Datos de muestras multi-etiqueta
Escenarios La base de datos tiene como objetivo la clasificación de escenarios naturales, esto
mediante 2400 imágenes que pueden pertenecer a diferentes clases. Siguiendo [8], La
base de datos es caracterizada convirtiendo cada imagen a el espacio CIE Luv, donde
las distancias euclidianas corresponden a las diferencias de color percibidas por el ser
humano. Entonces las imágenes están divididas en bloques de 7x7, usando una rejilla
de igual ancho, y para cada bloque el primer y segundo momento son calculados sobre
cada banda de color, lo que equivale a cambiar el tamaño de la imagen a una de baja
resolución y calcular caracteŕısticas de textura simples. En consecuencia, cada imagen
es representada como un vector de caracteŕısticas con 7×7×3×2=294 dimensiones. El
porcentaje de imágenes que tienen múltiples etiquetas es superior a el 22 %.
Levaduras Esta base de datos es conformada por los genes de Saccharomyces cerevisiae.
En donde cada gen está descrito por la concatenación de los datos de expresión de
microarreglos, empleándose únicamente la estructura funcional de las clases conocidas.
Actualmente, todo el conjunto de clases funcionales es estructurado en jerarqúıa con
hasta 4 niveles de profundidad 1. Solo las clases funcionales del top son consideradas.
El primer nivel de la jerarqúıa es representado en la figura B.1 2. El conjunto de datos
multi-etiqueta resultante contiene 2417 genes, cada uno es representado mediante un
vector de 103 caracteŕısticas. Hay 14 posibles clases de etiquetas y el número promedio
asignado a cada clase es de 4.24±1.57 [17].
1Ver http://mips.gsf.de/proj/yeast/catalogues/funcat/ para mas detalles.
2Imagen tomada de [60]
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Figura B.1.: El primer nivel de la jerarqúıa de las clases funcionales del gen de levadura,
Uno de los genes, por ejemplo, la denominada YAL062w, puede pertenecer a
varias clases (las sombreadas en gris) de las 14 clases posibles.
Imágenes La base Imágenes consiste de 2000 escenas de imágenes naturales, para las cuales
un conjunto de etiquetas (desierto, montañas, océano, atardecer, arboles) son asociadas
de manera artificial. El número de imágenes que tienen mas de una etiqueta asociada
comprende el 22 % de la base de datos, imágenes asociadas a mas de dos clases son
extremadamente raras, ejemplo de estos casos se muestran en las figuras B.2a y B.2b
3. En promedio cada imagen tiene asociada 1.24 clases [63].
Emociones El conjunto de datos consiste de 100 canciones de 7 diferentes géneros musica-
les: clásica, reggae, rock, pop, hip-hop, techno y jazz. la colección fue creada de 233
álbumes musicales eligiendo tres canciones de cada álbum. De cada canción se extrae
30 segundos después del treintavo segundo. Los recortes resultantes son guardados y
convertidos en archivos de ondas muestreadas a 22050Hz, 16-bit por muestra y un solo
canal. Después se extraen caracteŕısticas de ritmo y timbre, y al final los datos son aso-
ciados con emociones mediante el modelo de Tellegen-Watson-Clark, una descripción
mas detallada de la base de datos puede ser revisada en [46].
Enron Este conjunto de datos fue recogido y preparado por el Proyecto CALO (Un asis-
tente cognitivo que aprende y organiza). Contiene datos de cerca de 150 usuarios, en
su mayoŕıa altos directivos de Enron, organizados en carpetas. El corpus contiene un
3Imágenes tomadas de [60]
B.2 Datos de muestras multi-etiqueta 79
(a) Arboles + Montañas. (b) Oceano + Atardecer.
Figura B.2.: Ejemplos de imágenes multi-etiquetadas
total de unos mensajes de 0.5Mb. Estos datos fueron publicados en la Comisión Fede-
ral Reguladora de Enerǵıa durante su investigación. Los datos sin procesar contienen
619,446 mensajes pertenecientes a 158 usuarios [29].
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[11] Cheng, Weiwei ; Hüllermeier, Eyke: Combining instance-based learning and logistic
regression for multilabel classification. En: Machine Learning 76 (2009), Nr. 2-3, p. 211–
225
[12] Clare, Amanda ; King, Ross D.: Knowledge discovery in multi-label phenotype data.
En: Principles of data mining and knowledge discovery. Springer, 2001, p. 42–53
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ubicaciones subcelulares de protéınas. En: Simposio de tratamiento de señales, imagenes
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[53] Villalba, Santiago D. ; Cunningham, Pádraig: Using Unsupervised Classifiers for
Multilabel Classification in Open-Class-Set Scenarios. En: Workshop Co-Chairs, 2009,
p. 146
[54] wikipedia. Blast. http://es.wikipedia.org/wiki/BLAST
Bibliograf́ıa 85
[55] Xu, Jianhua: An extended one-versus-rest support vector machine for multi-label clas-
sification. En: Neurocomputing 74 (2011), Nr. 17, p. 3114–3124
[56] Yang, Seungji ; Kim, Sang-Kyun ; Ro, Yong M.: Semantic home photo categorization.
En: Circuits and Systems for Video Technology, IEEE Transactions on 17 (2007), Nr.
3, p. 324–335
[57] Yu, Lei: Efficient feature selection via analysis of relevance and redundancy. En: The
Journal of Machine Learning Research 5 (2004), p. 1205–1224
[58] Zhang, Min-Ling: LIFT: Multi-label learning with label-specific features. En: IJCAI
Proceedings-International Joint Conference on Artificial Intelligence Vol. 22, 2011, p.
1609
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