We propose a novel method for numerical modeling of spatially inhomogeneous moment dynamics of populations with nonlocal dispersal and competition in continuous space. It is based on analytically solvable decompositions of the time evolution operator for a coupled set of master equations. This has allowed us -for the first time in the literature -to perform moment dynamics simulations of spatially inhomogeneous systems beyond the mean-field approach and to calculate the inhomogeneous pair correlation function using the Kirkwood superposition ansatz. As a result, we revealed a number of new subtle effects, possible in real populations. Namely, for systems with short-range dispersal and mid-range competition, strong clustering of entities at small distances followed by their deep disaggregation at larger separations are observed in the wavefront of density propagation. For populations in which the competition range is much shorter than that of dispersal, the pair correlation function exhibits a long-tail behavior. Remarkably, the latter effect takes place only due to the spatial inhomogeneity and thus was completely unknown before. Moreover, both effects get stronger in the direction of propagation. All these types of behavior are interpreted as a trade-off between the dispersal and competition in the coexistence of reproductive pair correlations and the inhomogeneity of the density of the system.
INTRODUCTION
Population dynamics (PD) is widely studied in mathematical biology, ecology, medicine, and life sciences [1] [2] [3] [4] . Many models were proposed during the long history of PD. They include continuum, lattice, network, individual, spatial, and other approaches [1] [2] [3] . While the continuum theory is too simplified, the lattice schemes appear to be more accurate [2] . But the lattice representation can modify to some extent real populations where entities take positions continuously in space instead to be located in predefined knots. At the same time, individual-based models (IBMs) yield the most detailed description. However, in numerical simulations, the IBMs may be computationally very expensive, especially for population systems of large sizes [2, 5, 6] .
For overcoming drawbacks of existing PD models, over the last two decades there has been an increasing interest in developing spatial moment dynamics (SMD) [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . In SMD the populations are described by time-dependent spatial moments (also called correlation functions [17, 18] ). The first two of them are the local population density and pair correlation function. The SMD approach can be viewed as an extension of the traditional mean-field (MF) theory. The latter is invoked for most PD models to simplify consideration. It should be emphasized that MF totally neglects the second-, third-and higher-order spatial correlations. On the other hand, in SMD these correlations are explicitly accounted.
The SMD models were applied to ecological dynamics, spatial epidemics, surface chemistry reactions, predator-prey metapopulations (see [2, 13] and the references therein). These models are particularly useful in detecting patchiness and clustering [9, 19] in the spatial distribution of different organisms, such as trees in a beech forest [20] or breast cancer cells at an in vitro growth-to-confluence assay [21] . Strictly speaking, the SMD approach is able to predict subtle effects which are unreachable within the MF framework. The former can also be employed to improve or revisit some MF data, e.g., on the formation of patterns in evolution of bacterial colonies [22] .
The SMD description is exact if the infinite number of spatial moments is involved in the hierarchy of the master equations. For practical reasons, this hierarchy needs to be closed, since in computer simulations we cannot operate with the infinite number of equations. Usually the closure is performed at the third-order level, so that numerical solutions are found for the first two equations (which cannot be handled analytically). This is indubitably superior to the MF approximation and can provide [8, 15, 16] a high accuracy (comparable to that of the IBMs) for observables such as population density and pair correlation function. Several closures of powers from one to three have been introduced for SMD [8, 10, 15, 16] . It was realized that their precision increases with increasing the power number.
Despite the mentioned achievements, all the previous SMD simulations of continuous-space models were restricted exclusively to the spatially homogeneous case [7-10, 12, 15, 16] . Obviously, this presents a significant limitation as then most of the principal properties of population systems are inaccessible. For example, the account of spatial inhomogeneity is essential in the study of the wavefront and spread dynamics. Inhomogeneous processes are important in ecological invasions, in vitro cell invasion assays, embryogenesis and wound healing, malignant tumor proliferation, etc (see [14] and the references therein). All these processes involve colonisation of a region by a population of agents that is initially spatially confined. As was underlined in Ref. [14] , very little is known about SMD for inhomogeneous systems.
Until now, there have been no publications on continuousspace inhomogeneous SMD (ISMD) simulations. This is explained by the fact (carefully inspected in this work) that the standard numerical methods are incapable for ISMD. Thus, the main goals of this work are: (i) development of an approach enabling to solve the problem with spatial inhomogeneity; (ii) carrying out first ISMD simulations; and (iii) discovering new PD effects.
MODEL
Consider a population of point entities dwelling in continuous space R d . The entities reproduce themselves, disperse, and die on their own or due to competition. Let n t (x), u t (x, y), and w t (x, y, z) be the spatial moments of the first, second, and third order, respectively. They determine the probability density of finding at time t a single entity in coordinate point x ∈ R d , a pair of entities in x, y, or a triplet in x, y, z. Then the first two coupled integro-differential equations of the ISMD hierarchy [11, [14] [15] [16] [17] can be written as
Here a(x, y) and b(x, y) define the probabilities per unit time for dispersal to point x of an entity born (+) at y and its death (−) in x caused by competition with a neighbor at y, while m is the intrinsic mortality. The kernels a and b are modeled by the Gaussians c ± /(2πσ
or the top-hat functions c ± /(2σ ± ) d for |x − y| ≤ σ ± with the intensities c ± and ranges σ ± of dimensionality d = 1, 2, or 3. Note that the dispersal and competition kernels are normalized so that a(x, y)dy = c + and b(x, y)dy = c − . The most general form of the ISMD equations (which include motility and mutation of entities) is presented in Ref. [14] .
Although more complex ISMD models can be introduced, too [14] [15] [16] , Eqs. (1) and (2) are quite complicated. In simplified limits, equation (1) transforms to the well-known equations of previous spatial PD models. For example, neglecting pair correlations within the MF approximation by putting u t (x, y) ≃ n t (x)n t (y), we come from Eq. (1) to the kinetic equation of Ref. [17] . Additionally, by letting σ + ≪ 1 (local dispersal) we have a(x, y)n t (y)dy ≈ c + n t (x) + D∂ 2 n t (x)/∂x 2 that leads to the diffusion MF model [22] , where D = c + σ 2 + /2 is the diffusion coefficient. Finally, in the limit σ − → +0 of local competition when b(x, y) → c − δ(x − y), we reproduce from Eq. (1) the classical Fisher-Kolmogorov-Petrovsky-Piscunov [23] [24] [25] 
Despite the importance of the ISMD equations (1) and (2), there were no successful attempts reported to find their solutions numerically (they cannot be obtained analytically). As will be shown later, the reason is that the existing numerical methods are inappropriate to solve these equations in the case of inhomogeneous conditions. That is why the assumption of spatial homogeneity, i.e. that n t (x) does not change on coordinate x, was made [7, 8, 10, 15, 16] . Then, the secondorder function u t (x, y) will depend only on the difference |x−y| and not on x and y separately, significantly simplifying the computations and enabling to obtaining spatially homogeneous results. It was mentioned in the Introduction that the homogeneous approach is very restrictive in comparison with ISMD. By ignoring density variations, similar simplifications were used when incorporating spatial correlations into lattice models [26] [27] [28] .
First studies on improving the MF approach by including inhomogeneous correlations were carried out in Ref. [29] . However, the consideration was devoted solely to lattice models within a nearest-neighbor scheme in terms of the average site occupancy probability. Efforts to estimate the inhomogeneous pair correlation function as a weighted sum of its homogeneous counterparts corresponding to different constant densities treated as local ones were also made [20] . Our method derived below is grounded on the theoretically rigorous framework developed for continuous-space ISMD models in the presence of spatial inhomogeneity, where homogeneous conditions appear as a particular case.
METHOD
The main concepts of our ISMD approach consist in the following. Firstly, in order to solve Eqs. (1) and (2) we perform their discretization using the equalities
Here the sums represent the spatial integrals over y and z, while n i (t) = n t (x i ), u ij (t) = u t (x i , x j ), and w ijk (t) = w t (x i , x j , x k ) are the values of the correlation functions in grid points
The kernel values in the grid points are denoted by a ij = a(x i , x j ) and
constitutes an interval, a square, or a cube in the cases d = 1, 2, or 3, respectively.
Note that the length L should be sufficiently long with respect to all characteristic coordinate scales of the population system. Number N of grid points must be large enough to minimize the noise caused by the discretization. Then mesh h will be sufficiently small to provide a high accuracy of the spatial integration. Obviously, in the limits L, N → ∞ and h → 0, the discretized Eqs. (3) and (4) coincide with their original, continuous counterparts [Eqs. (1) and (2)]. The finite-size effects can be reduced by employing the corresponding boundary conditions when mapping our infinite range x, y,
If the entities initially (t = 0) exist only within a narrow region [−l/2, l/2] with l ≪ L, and they are absent outside of it, i.e., {n 0 (x), u 0 (x, y)} |x|,|y|>l/2 = 0, we can apply the Dirichlet boundary conditions lim x,y→±∞ {n t (x), u t (x, y)} = 0. This means that nonzero values of the spatial moments will not reach the area boundaries ±L/2 in each direction during the simulations over the finite simulation time 0 < t ≤ T . When n 0 (x) and u 0 (x, y) take nonzero values anywhere in infinite space, it is necessary to use the periodic boundary conditions. Secondly, to decouple the ISMD hierarchy, we apply the power-3 closure [8, 10, 15, 16] 
for the third-order correlation function. This closure is well known [30] [31] [32] in theoretical physics as the Kirkwood superposition approximation (KSA). For the discretized dublicate of w t (x, y, z) Eq. (5) yields w ijk = u ij u ik u jk /(n i n j n k ). We see that in the KSA ansatz, the moment w of the highest order is expressed in terms of the lower-order correlation functions u and n. As was shown earlier in the spatially homogeneous case, this ansatz provides much better accuracy when reproducing the third-order correlations than the so-called power-2 and -1 closures [8, 10, 15, 16] . Thirdly, let us introduce the set Γ = {n i , u ij } of dynamical variables. Then the complicated coupled system of (3) and (4) with respect to the same number of unknown quantities n i and u ij , where i, j = 1, 2, . . . , N d , can be cast in the compact Liouville form
where
is the differential operator. Its components are
The decomposition coefficients entering to Eq. (8) can be expressed as
Fourthly, in view of Eq. (6), the solution to the ISMD equations is
where ∆t and K = t/∆t denote the time increment and total number of steps, respectively. Since the time evolution operator e Ψ∆t cannot be handled exactly, proceeding in the spirit of Refs. [33] and [34] we derive the multistage decomposition propagation (DP):
(12) Here the factorization is performed symmetrically with respect to i and i, j, while i ≤ j because of u t (y, x) = u t (x, y), i.e., u ji = u ij . Due to the specially tailored decomposition [Eq. (8)] of Ψ, each of the single exponentials appearing in Eq. (12) can be evaluated analytically. Indeed, the coefficients α i and β i do not depend on n i for every i, as this follows from Eq. (9) . Then according to Eq. (8), the operator e Ψi∆t/2 acting on the local density n i results in the analytical solution
Moreover,
with
where Eq. (8) and the independence of {α, β, γ} ij or ζ ii on u ij or u ii at given i and j [see Eq. (10)] have been used. In such a way, the numerical solutions n i (t) and u ij (t) are obtained for any time 0 < t ≤ T by consecutively applying Eqs. (11)- (15) . Of course, DP given by Eq. (12) is not exact, so that O(∆t 3 )-uncertainties arise. However, they can be reduced to an arbitrary small level by decreasing the size ∆t of the time step. 
RESULTS
The ISMD/KSA/DP simulations were carried out in d = 1 at L = 80 and h = 0.0125 with N = 6400 and ∆t = 0.05. Further increasing space and time resolution does not affect the solutions. The initial (t = 0) density distribution n 0 (x) was the Gaussian centered at x = 0 with c 0 = 1 and σ 0 = 1. Then n t (−x) = n t (x), and thus n t (x) will be presented only for x ≥ 0. The Dirichlet boundary conditions were used to exclude the finite-size effects. Since we have five parameters (m, c±, and σ ± ) of the model, Eqs. (1) and (2) can describe various systems in different areas. We consider two characteristic examples. The first one is a system (of type 1) with short-range dispersal, σ + = 0.1, and mid-range competition, σ − = 1, modeled by the top-hat kernels. The second example (type 2) concerns short-range competition, σ − = 0.1, and mid-range dispersal, σ + = 1, for the Gaussians. For both types, a small mortality, m = 0.01, and moderate intensities, c ± = 1, were supposed.
The ISMD/KSA/DP densities n t (x) are shown in Figs. 1a (type 1) and 2a (type 2). The MF data (type 1) are presented in Fig. 1b. From Fig. 1 one can see that the MF approximation incorrectly predicts a periodic structure with deep amplitude modulation in a steady state at t 160. On the other hand, no such pattern arises within the accurate ISMD description. Here, with increasing t, the function n t (x) becomes flat in x near x = 0, while a strong oscillating-like inhomogeneity is maintained at the wavefront of the propagation. This striking difference is a consequence of the MF assumption u t (x, y) ≡ n t (x)n t (y) in which any spatial correlations are completely neglected altogether. The fact that the MF approach can fail dramatically in some cases was mentioned earlier for lattice models [26] [27] [28] . For type 2, the ISMD density profiles are more smooth (cf. Figs. 2a and 1a ) and similar in shape with the MF ones (not shown) but noticeably larger than the latter in amplitude.
The total number S(t) = n t (x)dx of entities and their mean square displacement x 2 (t) = x 2 n t (x)dx/S(t) are plotted in Fig. 2b versus t. We see that the MF model appreciably underestimates values of S(t) for both the types. The ISMD function x 2 of type 1 begins to depend linearly on t in a steady state after a relaxation time of t ∼ 32. The linear- ity x 2 ∼ t indicates about a diffusive-like behavior inherent to local dispersal (σ + ≪ 1). For type 2, we have x 2 ∼ t 2 in a steady state at t 24, meaning that a regular regime with S ∼ t takes place. The inhomogeneous pair correlation functions g t (x, y) = u t (x, y) n t (x)n t (y) are presented in Fig. 3 at t = 32 (type 1) and t = 24 (type 2) as dependent on y − x for x = 0 and three wavefront points x = x I,II,III . The latter were chosen such that n t (x I,II,III ) decreases to the levels 3/4, 1/2, and 1/4 with respect the maximum of n t (see circles connected by dashed curves in Figs. 1a and 2a) . Fig. 3 demonstrates that g t (x, y) can deviate significantly from the MF value 1. Note that the initial condition g 0 (x, y) = 1 with no pair correlations was utilized at t = 0. These correlations are quickly reproduced owing to the interactions, so that already at t 32 (type 1) or t 24 (type 2) we achieve the steady states.
For type 1, we observe a strong clustering, g t (x, y) ≫ 1, of entities in the narrow interval |y − x| σ + at the wavefront (x = x I,II,III ) of density propagation, see Fig. 3a . With increasing distance |y − x|, the clustering suddenly transforms into a wide area of deep disaggregation, g t ≈ 0. In the homogeneous domain (x = 0) these effects are not so visible. Note also that g t (0, −y) = g t (0, y), whereas g t (x, y) is an asymmetric function in y − x at x = 0. For type 2, the IPCF identifies an intense disaggregation at small separations |y −x| ∼ 0, where g t (x, y) ≪ 1 (look at Fig. 3b ). Near |y − x| σ − , the disaggregation changes to a moderate clustering (1 < g t < 2). At the wavefront (x = x I,II,III ), the spatial correlations are maintained up to long distances |y − x| ∼ 10 − 20, where g t (x, y) decreases to its asymptotic value 1 very slowly with increasing |y − x|. This effect becomes stronger in the direction of propagation. No such long tails are detected in the homogeneous region x = 0, where g t (x, y) → 1 already at |y − x| 3, just as in Fig. 3a for type 1 at any x.
DISCUSSION AND CONCLUSIONS
The above effects can be explained by a subtle interplay between the dispersal and competition forces in the presence of reproductive pair correlations at inhomogeneous density distributions. Indeed, as the distance over which offspring disperse is made shorter (by reducing σ + ), individuals are increasingly clustered in space, g t ≫ 1, around points where they were born. That small portion of entities which has dispersed outside the narrow interval |x − y| < σ + is soon killed, g t ≈ 0, by the neighboring agents owing to the competition with them in the wide domain σ − < |x − y| < σ + . This leads to deep disaggregation, the pattern observed in Fig. 3a , where σ + ≪ σ − . In the opposite regime σ − ≪ σ + , the competition interactions acting over the narrow interval |x − y| < σ − are local and strong. As a result, a sizeable part of agents in this interval dies immediately after their birth, 0 < g t ≪ 1, while survivors are overdispersed up to long distances |x − y| σ + with moderate correlations 1 < g t < 2. This picture is seen in Fig. 3b , where σ + ≫ σ − .
The two types of behavior just described are visible to some extent even in the homogeneous zone (0-curves of Fig. 3 ). In the inhomogeneous region, they become much more evident (I,II,III-curves), especially in the direction of density propagation. This somewhat unexpected behavior can be treated as follows. At the wavefront, the local density n t (x) rapidly decreases to zero with increasing |x|. Then the relative contribution of the term a(x, y) n t (x) + n t (y) in the rhs of the first line of Eq. (2) grows. It describes dispersal of the daughter cell to x from the parent at y and vice versa, and thus is responsible for reproductive pair correlations (RPCs). This term is proportional to n t , while all others are weighted by n 2 t or n 3 t since u t (x, y) = g t (x, y)n t (x)n t (y) and w t ∼ n 3 t . At small n t this means that the RPC processes are dominant over the competition ones, leading to an increase of g t . For the same reason, the asymmetric long tails appear at σ + ≫ σ − in the inhomogeneous regions, as the correlations are strong enough (1 < g t < 2) at |x − y| ∼ σ + and cannot quickly disappear with increasing |x − y| due to the RPCs. No long tails arise at σ + ≪ σ − because of the wide-range deep disaggregation in this case. They are also absent in the homogeneous regions where the relative impact of the RPCs is small.
It should be emphasized that the RPCs are a uniquely biological complication with no analogue in the physical and chemical problems [19] . The most conspicuous example is from physics of liquids where g t (x, y) tends to 1 in the limit n t → +0 of small densities [31] . In our case, this function can take arbitrary positive values at n t → +0 unless |x−y| → ∞. The reproduction of entities is a compelling reason [11] for the failure of the MF (Poisson) assumption, g t (x, y) = 1, even at n t → +0. Remember that g t (x, y) is the probability of finding one entity at x and another one at y relative to the probability of having entities at x and y if they were independently distributed. Any real organisms are born next to their siblings. Therefore, reproduction ineluctably creates non-Poisson spatial correlations, g t = 1, between individuals (daughter cells).
The wavefront dynamics is displayed in Fig. 4 using the continuous time-space representation for n t (x). Note that having n t (x), the spreading speed can be calculated as v t (x) = −(dn t (x)/dt)/(∂n t (x)/∂x). We see that the shape and curvature of the wavefront are quite different in the two cases. As for the inhomogeneous pair correlation functions, this is caused by the different types of the interference between the dispersal, competition, and RPCS at spatial inhomogeneity. Similar results to those presented in Figs. 1-4 for d = 1 were observed at d = 2. They will be presented and discussed in a separate paper elsewhere.
Our investigations have shown that the previously known standard methods working well at spatially homogeneous conditions are unsuitable for solving the ISMD equations. As an illustration, in Fig. 2b we include the data obtained for S(t) by the classical Runge-Kutta (RK4) scheme of the fourth order (it is commonly exploited [26] [27] [28] in spatially homogeneous PD). It can be seen (RK4-curve) that S(t) quickly becomes negative and unstable with huge deviations even though a very small time step of ∆t = 10 −4 is employed. As was realized, the same drawback is inherent to all other standard numerical methods. The difficulty with these methods in the presence of spatial inhomogeneity can be explained by the existence of a singularity in the KSA third-order correlation function w t (x, y, z) = u t (x, y)u t (x, z)u t (y, z) n t (x)n t (y)n t (z) for regions where n t is close to zero. The standard methods cannot handle this singularity because they are built on regular finite-difference schemes. In the ISMD/KSA/DP approach, the above singularity is removed since this part of the dynamics is integrated analytically by the product (12) of exponential transformations (13) and (15) , guarantying the positiveness of the spatial moments. For instance, the rhs of the equalities in Eq. (15) always remains positive by construc-tion for any β owing to the fact that α, γ, and ζ are greater than zero according to Eq. (10). As these equalities are exact, they can be applied at any values of α, β, γ, ζ, and ∆t > 0. The RK4 method fails in the singular region, where γ and ζ can be large due to the RPCs, because then the conditions γu∆t/4 ≪ 1 and ζu 2 ∆t/2 ≪ 1 are violated at normal sizes of ∆t. These conditions are mandatory for RK4 but not for DP in view of the analyticity of the latter.
The positiveness is also provided by the third-order KSA. Closures of lower orders cannot ensure positive solutions and thus are not appropriate. The functions S(t) obtained within the power-1 and -2 closures [8, 10] are included in Fig. 2b as well (curves marked by CL1 and CL2) for type 1. We see that the CL2 scheme produces the results even worse than those of the MF approximation, while the CL1 curve falls into the negative region (the same behavior was observed for type 2).
The limitations of the ISMD/KSA/DP approach are caused by the approximate character of the KSA closure [31, 32] . As a consequence, it cannot be used at those values of the ISMD model parameters (c ± , σ ± , m) which lead to critical regimes or to (x, y)-regions where g t (x, y) is extremely high. The exact closure can be represented as an infinite diagrammatic series in terms of multiple integrals of correlation functions [31] . However, these integrals are cumbersome and computationally intractable. Similar challenges, including effects of short loops in graph topologies, arise within adaptive network models [3, 35, 36] . A way to improve the ISMD/KSA/DP method consists in adding the third equation [14] for the fourth-order spatial moment to Eqs. (1) and (2), complemented by the (more precise) Fisher-Kopelovich closure [37] . All these questions will be the subject of our future researches.
The DP technique developed in this paper can be considered as the first extension of the powerful decomposition methodology [33, 34] widely exploited in molecular dynamics simulations of liquids to the field of population dynamics. Its powerfulness is provided by the preservation of characteristics features inherent in exact solutions, such as reversibility and symplecticity of flow in phase space for liquids or positiveness of distributions for population systems. Other techniques such as the Liouville formalism, concepts of dynamical variables, hierarchies for master equations, and closure schemes, all taken from non-equilibrium statistical physics of liquids, were also used in our work.
SUMMARY
We have derived a novel approach to population dynamics simulations of spatially inhomogeneous birth-death systems with nonlocal dispersal and competition. It is based on the DP technique to solve numerically the master equations for spatial moments of entity distribution in continuous space by splitting the time evolution operator into analytically solvable parts. This has enabled us to perform the first ISMD modeling, as well as to find and explain new subtle effects which can take place in real populations. They include the possible presence of asymmetric long tails in inhomogeneous pair correlation functions, as well as the coexistence of strong clustering and deep disaggregation in the wavefront of spatial propagation.
The proposed approach can readily be adapted to more complex, multicomponent ISMD models [14] [15] [16] by including neighbor-dependent birth, motility, marked agents, mutation, directionally biased movement, etc. The ISMD simulations can be expanded to higher dimensions. The corresponding results on these topics will be presented in a separate publication.
