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Resumen
CONJUGACIO´N ANALI´TICA DE DIFEOMORFISMOS ANALI´TICOS DE C EN C.
JORGE ALBERTO CORIPACO HUARCAYA
Agosto - 2016
Orientador: Profesor Dr. Renato Benazic Tome´.
T´ıtulo obtenido: Licenciado en Matema´tica
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
En este trabajo pretendemos analizar el comportamiento dina´mico de una funcio´n anal´ıtica
ϕ : (C, 0)→ (C, 0) definida en una vecindad del origen con ϕ
′
(0) 6= 0 y sobre que condiciones
es linealizable.
Como parte central de este trabajo, mostraremos que toda funcio´n anal´ıtica con |ϕ
′
(0)| = 1,
que satisface una condicio´n que llamaremos Convergencia Cν es linealizable.
Finalmente, se presenta como aplicacio´n, un estudio sobre ecuaciones en diferencias, que nos
permite estudiar los puntos de equilibrio y estabilidad de feno´menos asociados a logistica y
economia.
PALABRAS CLAVES:Difeomorfismos locales Anal´ıticos, Conjugacio´n Anal´ıtica,
Punto Atractor, Punto Repulsor, Convergencia Cν .
vi
Abstract
LOCAL ANALYTIC CONJUGATION OF ANALYTIC DIFFEOMORPHISMS
FROM C TO C.
JORGE ALBERTO CORIPACO HUARCAYA
Agost - 2016
Advisor: Renato Benazic Tome´
Degree: Licentiate in Mathematic
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
In this work, we analyze the dynamic behavior of an analytic function ϕ : (C, 0) → (C, 0)
defined in a neighborhood of the origin with |ϕ
′
(0)| = 1 and on what conditions is conjugated
to its linear part.
As a central part of this work, we show that any analytic function with |ϕ
′
(0)| = 1, which
satisfies the condition that we call Convergence Cν is linearizable.
Finally, it is presented as an application, a study of difference equations that allows us
to study the equilibrium points and stability of phenomena associated with logistics and
economy.
KEYWORDS:Analytic local diffeomorphisms, Analytic Conjugation , Attractor Point,
Repulsor Point, Convergence Cν .
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Introduccio´n
En este trabajo pretendemos analizar el comportamiento dina´mico de las o´rbitas de una
funcio´n anal´ıtica ϕ : (C, 0)→ (C, 0) definida en una vecindad del origen con ϕ
′
(0) 6= 0 y sobre
que´ condiciones es linealizable. Es decir, sobre que´ condiciones existe F : (C, 0) → (C, 0)
funcio´n anal´ıtica definida en una vecindad del origen tal que F (0) = 0 con F ′(0) = 1,
satisfaciendo la ecuacio´n:
F (λ · z) = ϕ(F (z)) (1)
para todo z en una vecindad del origen, donde λ = ϕ′(0). Como veremos en este trabajo
dichas condiciones dependeran del parametro λ.
El problema de linealizacio´n sera´ satisfactoriamente resuelto si |λ| < 1 o |λ| > 1. Sin embargo
para |λ| = 1 tendremos los siguientes casos.
Caso I: |λ| = 1 y λ es ra´ız de la unidad.
En este caso obtendremos resultados de caracter dina´mico basado en el comportamiendo
dina´mico de las o´rbitas positivas y negativas de ϕ : (C,0)→ (C, 0).
Caso II: |λ| = 1 y λ no es la ra´ız de la unidad.
En este caso podemos encontrar formalmente una solucio´n de la ecuacio´n (1) basado en el
desarrollo formal en serie de potencias. Sea ϕ(z) = λz + a2z
2 + . . . funcio´n anal´ıtica y sea
F (z) = z + b2.z + . . . . . . solucio´n formal de (1), resolviendo formalmente la ecuacio´n (1)
obtenemos,
F (λz)− λF (z) = ϕ(F (z))− λF (z)
λz +
∞∑
i=2
bk(λz)
k − λz − λ
∞∑
i=2
bkz
k = λF (z) +
∞∑
i=2
ak(F (z))
k − λF (z)
∞∑
i=2
(λk − λ)bkz
k =
∞∑
i=2
ak(F (z))
k.
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Comparando te´rminos, obtenemos la siguiente relacio´n
(λk − λ)bn = an + P (a2, a3, ..., an−1, b2, b3, ..., bn−1) para todo k > 2, (2)
donde P (a2, a3, ..., an−1, b2, b3, ..., bn−1) es un polinomio de variables a2, a3, ..., an−1, b2, b3, ..., bn−1
con coeficientes enteros.
De la relacion´ (2) obtendremos una formula recursiva para hallar los coeficientes bn de F .
El problema central esta´ en analizar la convergencia de F en una vecindad del origen, para
estudiar este problema el proceso de comparacio´n de coeficientes sera´ omitido, as´ı en este
trabajo resolveremos el problema de la convergencia por un proceso iterativo que consiste en
una sustitucio´n de variables.
Nuestro objetivo sera´ encontrar una sustitucio´n F tal que T = F−1 ◦ ϕ ◦ F sea la trans-
formacio´n λ · z. En vez de hacerlo directamente comenzaremos por encontrar una sustitucio´n
φ0 tal que φ
−1
0 ◦ ϕ ◦ φ0 = ϕ1 este ma´s pro´xima a la transformacio´n λ · z de la que estaba ϕ,
partiendo ahora de ϕ1, repetimos el proceso para encontrar una sustitucio´n φ1 que conduzca
a una transformacio´n,
ϕ2 = φ
−1
1 ◦ ϕ1 ◦ φ1 = φ
−1
1 ◦ φ
−1
0 ◦ ϕ1 ◦ φ0 ◦ φ1,
que se aproxime cada vez ma´s a λ · z. Este proceso nos conduce a sustituciones ϕν (ν =
0, 1, 2, . . .) y a las transformaciones
ϕν+1 = φ
−1
ν ◦ ϕν ◦ φν = F
−1
ν ◦ ϕ ◦ Fν donde Fν = φ0 ◦ φ1 ◦ . . . ◦ φν ,
las cuales convergira´n a la sustitucio´n requerida. Para el e´xito de este me´todo sera´ importante
que la composicio´n de Fν = φ0 ◦ φ1 ◦ . . . ◦ φν este bien definida, es decir que el conjunto de
valores de φν se encuentre en el dominio de definicio´n de φν−1, ademas de esto que el dominio
de Fν contenga una vecindad fijada del origen, para todo ν tal que
ϕν → T cuando ν →∞ donde T (z) = λ · z,
donde la convergencia sera´ uniforme en una vecindad fijada del origen.
Suponiendo que las condiciones anteriores son satisfechas, se sigue que
T (z) = F−1 ◦ ϕ ◦ F,
de modo que F sera´ la u´nica sustitucio´n deseada.Tambie´n mostraremos que el conjunto de los
λ ∈ S1 = {x ∈ C : |x| = 1} tales que para toda ϕ(z) = λz + a2z
2 + a3z
3 + . . . convergente en
una vecindad del origen su respectiva F (z) = z+b2z
2+b3z
3+. . . que la linealiza formalmente,
sea convergente en una vecindad del origen, como subconjunto de S1 tiene medida 2π. Para
ello usaremos algunos resultados de teor´ıa de la medida.
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Teorema 0.1. Sea {En}n∈N una sucesio´n de subconjuntos de L = {E ⊆ R : E es medible }
y sea m : L→ [0,+∞] la medida de Lebesgue, entonces
∞⋃
n=1
En ∈ L y ademas m(
∞⋃
n=1
En) 6
∞∑
i=1
m(En)
Teorema 0.2. Sea E, F medibles y E ⊆ F entonces m(E) 6 m(F ).
Los resultados anteriores nos ayudaran a probar lo afirmado y nos permitira´ mostrar
que el conjunto de los λ ∈ S1, para los cuales existe por lo menos una serie convergente
ϕ(z) = λz+a2z
2+ . . . cuya serie formal F (z) = z+b2z
2+ . . . la cual es solucio´n de la ecuacio´n
(1) es divergente, tenga medida nula. Esto nos dira´ que las aplicaciones ϕ(z) = λz+a2z
2+ . . .
con |λ| = 1 generalmente son linealizables.
3
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En este cap´ıtulo mostraremos algunos resultados ba´sicos sobre variable compleja los cua-
les pueden ser encontrados en Ahlfors, L. V [1], CartanHenri, [4], Conway J.B. [6] y Ru-
dinWalter, [9].
1.1 Funciones de variable compleja
En lo que sigue Ω denotara´ un subconjunto abierto del plano C.
Definicio´n 1.1: Sea f : Ω ⊆ C −→ C una funcio´n compleja y sea z0 ∈ Ω. Decimos que f
es diferenciable en z0 si existe el
l´ım
z→z0
f(z)− f(z0)
z − z0
.
El cual denotaremos por f ′(z0) y la llamaremos derivada de f en z0. Decimos que f es
anal´ıtica en Ω (u holomorfa), si existe f ′(z0) para todo z0 ∈ Ω.
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Denotaremos por H(Ω) al conjunto de todas las funciones anal´ıticas en Ω.
Observacio´n 1.2: Sean f, g : Ω ⊆ C→ C funciones complejas. Se cumplen:
(i) Si f es anal´ıtica en Ω, entonces f es continua en Ω.
(ii) Si f ∈ H(Ω) y g ∈ H(Ω), entonces f ± g ∈ H(Ω) and f · g ∈ H(Ω).
Teorema 1.3 ([9, Remark 10.3]). Sea f ∈ H(Ω) tal que f(Ω) ⊆ Ω1 y g ∈ H(Ω1). Entonces
h = g ◦ f ∈ H(Ω) y ademas h′ puede calcularse por regla de la cadena
h′(z0) = g
′(f(z0))f
′(z0).
Definicio´n 1.4: Sea f : Ω ⊆ C→ C funcio´n. Decimos que f es representable en series
de potencias en Ω si para cada disco D(a, r) ⊆ Ω le corresponde una serie
∞∑
n=0
cn(z − a)
n (1.1)
que converge a f(z) para todo z ∈ D(a, r) ⊆ Ω.
Teorema 1.5 ([9, Theorem 10.6]). Si f : Ω ⊆ C −→ C es una funcio´n representable en serie
de potencias en Ω, entonces f ∈ H(Ω) y ademas f ′ es tambie´n representable por serie de
potencias en Ω, ma´s au´n, si
f(z) =
∞∑
n=0
cn(z − a)
n, para todo z ∈ D(a, r) ⊆ C,
entonces
f ′(z) =
∞∑
n=1
ncn(z − a)
n−1, para todo z ∈ D(a, r) ⊆ C.
Corolario 1.6 ([9, pag. 201]). Si f : Ω ⊆ C→ C es una funcio´n representable en serie de po-
tencias en Ω, entonces f tiene derivadas de todos los ordenes y cada derivada es representable
en serie de potencias en Ω, ma´s au´n
f (k)(z) =
∞∑
n=k
n(n− 1) · · · (n− k + 1)cn(z − a)
n−k, para todo z ∈ D(a, r) ⊆ C. (1.2)
Por lo tanto, en las condiciones del corolario anterior, la igualdad (1.2) implica que
k!ck = f
(k)(a), para todo k = 0, 1, 2, . . .
Ahora veremos que toda f ∈ H(Ω) es representable por serie de potencias en Ω.
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1.2 Integracio´n sobre caminos
Definicio´n 1.7: Una curva en Ω ⊆ C es una aplicacio´n continua γ de un intervalo compacto
[α, β] ⊆ R en Ω, donde α 6 β. Llamaremos a [α, β] el intervalo de parametros de γ y
denotaremos la imagen de γ por γ∗. Si el punto inicial γ(α) de γ coincide con el punto final
γ(β) diremos que γ es una curva curva cerrada.
Un camino es una curva en el plano la cual es continuamente diferenciable a trozos. Un
camino cerrado es una curva cerrada que tambie´n es camino.
Definicio´n 1.8: Supongamos que γ : [α, β]→ C es un camino y f una funcio´n continua en
γ∗. Definimos la integral de f sobre γ como la integral sobre el intervalo de parametros [α, β]
de γ. ∫
γ
f(z)dz =
∫ β
α
f(γ(t))γ′(t)dt. (1.3)
Observacio´n 1.9: Tenemos algunas propiedades de la integral definida anteriormente:
(i) La propiedad ma´s importante de integral definida en (1.3) es su invarianza respecto
a un cambio de para´metros. Es decir, si ϕ es una aplicacion inyectiva continuamente
diferenciable de un intervalo [α1, β1] sobre [α, β], tal que ϕ(α1) = α, ϕ(β1) = β.
Entonces si hacemos γ1 = γ ◦ ϕ, tenemos∫
γ1
f(z)dz =
∫
γ
f(z)dz.
(ii) Si γ1(t) = γ(−t) es un cambio de orientacio´n, entonces tenemos∫
γ1
f(z)dz = −
∫
γ
f(z)dz.
(iii) Se cumple la siguiente desigualdad,∣∣∣∣∫
γ
f(z)dz
∣∣∣∣ 6 ∫
γ
|f(z)| |dz| .
Teorema 1.10 ([9, Theorem 10.10]). Sea γ un camino cerrado, sea G el complementario de
γ∗ (con respecto al plano) y definamos
Indγ(z) =
1
2πi
∫
γ
dξ
ξ − z
dξ.
Entonces Indγ es una funcio´n en G cuyos valores son nu´meros enteros, el cual es constante
en cada componente de G y cero en la componente no acotada.
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Corolario 1.11. Si γ es una circunferencia positivamente orientada con centro en a y radio
r. Entonces
Indγ(z) =
{
1 si |z − a| < r
0 si |z − a| > r
Demostracio´n. Tomemos γ como en el Teorema 1.10, entonces Indγ(z) = 0, si |z − a| > r en
la componente no acotada. Luego es suficiente calcular Indγ(a)
Indγ(a) =
1
2πi
∫
γ
dz
z − a
=
r
2πi
∫ 2π
0
(reit)−1eitdt = 1.
Desde que Indγ(z) es constante en la componente acotada G, tenemos que
Indγ(z) = 1, si |z − a| < r.
1.3 El teorema local de Cauchy
En esta´ seccio´n mostraremos que toda funcio´n holomorfa definida en un abierto de C es
representable por una ser´ıe de potencias, as´ı como un resultado de convergencia uniforme de
funciones holomorfas en subconjuntos compactos que sera´n utilizados para mostrar nuestro
resultado central.
Teorema 1.12. Supongamos que F ∈ H(Ω) y F ′ es continua en Ω. Entonces∫
γ
F ′(z)dz = 0, para todo camino cerrado γ en Ω.
Demostracio´n. Sea γ : [a, b] → Ω camino cerrado, entonces por Teorema fundamental del
ca´lculo tenemos que
∫
γ
F ′(z)dz =
∫ b
a
F ′(γ)γ′(t)dt = F (γ(b))− F (γ(a)) = 0,
dado que, γ(a) = γ(b).
Teorema 1.13 (Teorema de Cauchy para un tria´ngulo). [9, Theorem 10.13] Sea ∆ un tria´ngu-
lo cerrado contenido en un abierto Ω del plano, p ∈ Ω y f es una funcio´n continua en Ω, tal
que f ∈ H(Ω− {p}). Entonces ∫
∂∆
f(z)dz = 0.
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Teorema 1.14 (Teorema de Cauchy para un conjunto convexo). Sean Ω un conjunto abierto
y convexo, p ∈ Ω. Si f es una funcio´n continua y f ∈ H(Ω − {p}), entonces f = F ′ para
alguna F ∈ H(Ω) y por tanto,∫
γ
f(z)dz = 0, para todo camino γ cerrado en Ω.
Demostracio´n. Sea a ∈ Ω fijo. Por la convexidad de Ω, tenemos que Ω contiene el segmento
de recta [a, z] = {(1− t)a+ tz : t ∈ [0, 1]}, para todo z ∈ Ω. Definamos
F (z) =
∫
[a,z]
f(ξ)dξ.
Para todo z, z0 ∈ Ω, el triangulo con ve´rtices en a, z0 y z esta´ contenido en Ω; por lo tanto
F (z)− F (z0) es la integral de f sobre [z0, z]. Por el teorema anterior, fijando z0, obtenemos
que
F (z)− F (z0)
z − z0
− f(z0) =
1
z − z0
∫
[z0,z]
[f(ξ)− f(z0)]dξ, para z 6= z0. (1.4)
Por la continuidad de f en z0, dado ε > 0, existe δ > 0 tal que |f(ξ) − f(z0)| < ε, si
|ξ − z0| < δ. Observando que el modulo del lado izquierdo de (1.4) es menor que ε, siempre
que |ξ − z0| < δ, obtenemos que F
′ = f . As´ı el resultado se sigue por Teorema 1.13.
Teorema 1.15 (Fo´rmula de Cauchy en un conjunto convexo). Sea γ un camino cerrado en
un conjunto abierto y convexo Ω del plano y f ∈ H(Ω). Supongamos que z ∈ Ω\γ∗. Entonces
f(z) · Indγ(z) =
1
2πi
∫
γ
f(ξ)
ξ − z
dξ. (1.5)
Demostracio´n. Sea z ∈ Ω \ γ∗, definimos
g(ξ) =

f(ξ)−f(z)
ξ−z
si ξ ∈ Ω, ξ 6= z
f ′(z) si ξ = z
(1.6)
Dado que, g satisface la hipotesis del teorema anterior, tenemos que
1
2πi
∫
γ
g(ξ)dξ = 0. (1.7)
Sustituyendo (1.6) en (1.7) obtenemos (1.5).
Teorema 1.16. Sea un abierto Ω del plano. Entonces toda funcio´n f ∈ H(Ω) es representable
por serie de potencias en Ω.
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Demostracio´n. Sea f ∈ H(Ω) y D(a,R) ⊆ Ω. Consideremos γ una circunferencia positiva-
mente orientada con centro en a y radio r < R. La convexidad de D(a, r) nos permite aplicar
el Corolario 1.11 junto con el Teorema 1.15, para obtener
f(z) =
1
2πi
∫
γ
f(ξ)
ξ − z
dξ, para todo z ∈ D(a, r). (1.8)
Puesto que, |ξ − z| < r y ξ ∈ γ∗, un ca´lculo directo muestra la siguiente desigualdad
|f(ξ)| |z − a|n
|ξ − a|n+1
6
M
r
(
|z − a|
r
)n
,
donde M = ma´x {|f(ξ)| : ξ ∈ Sr[a]}, el cual existe puesto que Sr[a] = {ξ ∈ C : |ξ − a| = r}
es un conjunto compacto y |f | es continua en Sr[a]. Luego por M de Weierstrass
∞∑
n=0
f(ξ)(z − a)n
(ξ − a)n+1
=
f(ξ)
ξ − z
(1.9)
converge uniformente en γ, para todo z fijado en D(a, r). De la serie (1.9), obtenemos que
∞∑
n=0
f(ξ)
(z − a)n
(ξ − a)n+1
=
∞∑
n=0
f(ξ)
(ξ − a)
[
z − a
ξ − a
]n
=
f(ξ)
ξ − a
∞∑
n=0
[
z − a
ξ − a
]n
. (1.10)
Ahora, puesto |z − a| < r = |ξ − a|, se observa que | z−a
ξ−a
| < 1. Por tanto, para todo ξ ∈ Sr[a],
se tiene que,
∞∑
n=0
[
z − a
ξ − a
]n
=
1
1− z−a
ξ−a
=
ξ − a
ξ − z
.
Reemplazando esta´ ultima igualdad en (1.10), obtenemos
∞∑
n=0
f(ξ)
(z − a)n
(ξ − a)n+1
=
f(ξ)
ξ − a
·
∞∑
n=0
[
z − a
ξ − a
]n
=
f(ξ)
ξ − a
·
ξ − a
ξ − z
=
f(ξ)
ξ − z
.
Por la convergencia uniforme, podemos integrar te´rmino a te´rmino, obteniendo
f(z) =
1
2πi
∫
γ
f(ξ)
ξ − z
dξ =
∞∑
n=0
[
1
2πi
∫
γ
f(ξ)
(ξ − a)n+1
dξ
]
(z − a)n.
Haciendo cn =
1
2πi
∫
γ
f(ξ)
(ξ−a)n+1
dξ, obtenemos que
f(z) =
∞∑
n=0
cn(z − a)
n.
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Observacio´n 1.17: De lo desarrollado hasta ahora, obtenemos las siguientes consecuencias:
(i) Por Corolario 1.6 y el teorema anterior tenemos que
f (n)(z) =
n!
2πi
∫
γ
f(ξ)
(ξ − z)n+1
dξ.
(ii) Si f : Ω ⊆ C −→ C es anal´ıtica entonces f es infinitamente diferenciable.
Corolario 1.18 (Estimativa de Cauchy). Si f es anal´ıtica en D(a,R) y |f(z)| 6 M para
todo z ∈ D(a,R). Entonces
|fn(a)| 6
n!M
Rn
.
Demostracio´n. Sea γ una circunferencia positivamente orientada con centro en a y radio
r < R, entonces por la observacio´n anterior, tenemos que
fn(a) =
n!
2πi
∫
γ
f(ξ)
(ξ − a)n+1
dξ.
De esto, fa´cilmente obtenemos la siguiente desigualdad,
|fn(a)| 6
n!
2πi
∫
γ
|f(ξ)|
|ξ − a|n+1
|dξ| 6
n!
2π
·
M
rn+1
· 2πr
Por lo tanto, haciendo r → R obtenemos que |fn(a)| 6 n!M
Rn
.
Teorema 1.19 (Teorema de Morera). Sea f : Ω ⊆ C → C una funcio´n continua en un
abierto Ω del plano complejo tal que∫
∂∆
f(z)dz = 0, para todo triangulo cerrado ∆ ⊆ Ω.
Entonces f ∈ H(Ω).
Demostracio´n. Sea V un subconjunto convexo contenido en Ω ⊆ C. Como en la prueba
del Teorema 1.15, podemos construir F ∈ H(V ) tal que F ′ = f . Dado que la derivada de
funciones holomorfas tambie´n son holomorfas (Teorema 1.16), tenemos que f ∈ H(V ), para
todo conjunto abierto convexo contenido en Ω. Por tanto, f ∈ H(Ω).
Definicio´n 1.20: Decimos que una sucesio´n {fj}j∈N de funciones en Ω converge a f uni-
formemente en los subconjuntos compactos de Ω si para todo compacto K ⊆ Ω y todo ε > 0
existe N = n(K, ε) ∈ N tal que |fj(z)− f(z)| < ε, para todo z ∈ K, y para todo j > N .
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Teorema 1.21. Sea fj ∈ H(Ω) para j = 0, 1, 2, . . . y supongamos que fj → f uniformemente
en los subconjuntos compactos de Ω. Entonces f ∈ H(Ω) y f ′j → f
′ uniformemente en los
subconjuntos compactos de Ω.
Demostracio´n. Primeramente probaremos que f es continua. En efecto, sea z0 ∈ Ω entonces
existe r > 0 tal que D(z0, r) ⊆ Ω. Por hipotesis, tenemos que para ε > 0, existe j0 =
j(D(z0; r), ε) tal que |fj(z)− f(z)| < ε, para todo z ∈ D(z0, r). Sea z, z
′ ∈ D(z0; r) y j > j0,
entonces
|f(z′)− f(z)| 6 |f(z′)− fj0(z
′)|+ |fj0(z
′)− fj0(z)|+ |fj0(z)− f(z)| .
Luego
|f(z′)− f(z)| < 2ε+ |fj0(z
′)− fj0(z)| . (1.11)
Por continuidad uniforme de fj0 en D(z0; r), existe δ = δ(ε) tal que si z
′, z ∈ D(z0; r) con
|z′ − z| < δ, entonces |fj0(z
′)− fj0(z)| < ε y por la desigualdad anterior obtenemos que:
|f(z′)− f(z)| < 3ε, siempre que |z − z′| < δ.
Luego f es uniformemente continua en D(z0; r) y en consecuencia continua en z0.
Ahora probaremos que f ∈ H(Ω). Sea ∆ un triangulo cerrado en Ω, entonces tenemos
que ∆ es un conjunto compacto y se verifica que∫
∂∆
f(z)dz = l´ım
j→∞
∫
∂∆
fj(z)dz = 0.
En efecto: Por Teorema de Cauchy tenemos que
∫
∂∆ fj(z)dz = 0 para todo j > 1 y∣∣∣∣∫
∂∆
f(z)dz −
∫
∂∆
fj(z)dz
∣∣∣∣ 6 ma´x {|f(z)− fj(z)| : z ∈ ∂∆} · ℓ(∂∆).
Por lo tanto
∫
∂∆ f(z)dz = 0 para todo triangulo cerrado ∆ ⊆ Ω, entonces por Teorema de
Morera f ∈ H(Ω).
Finalmente probaremos que f ′j converge uniformemente a f
′ en los subconjuntos com-
pactos de Ω. En efecto, sea z ∈ D(z0, r) ⊆ Ω, entonces por la formula integral de Cauchy
tenemos
f ′j(z)− f
′(z) =
1
2πi
∫
|ξ−z0|=r1
fj(ξ)− f(ξ)
(ξ − z)2
dz. (1.12)
Donde r1 = r +
δ
2
, y δ = dist(C \ Ω, D(z0, r)) = ı´nf{|a− b| : a ∈ C \ Ω y b ∈ D(z0, r))}.
Luego |ξ − z| > |ξ − z0| − |z − z0| = r1 − |z − z0| y como |z − z0| < r, tenemos que
|ξ − z| > r1 − |z − z0| > r +
δ
2
− r = δ
2
. Por tanto, tenemos que |ξ − z| > δ
2
, para todo ξ ∈ C
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tal que |ξ − z0| = r1. Luego de (1.12) tenemos
∣∣∣f ′j(z)− f ′(z)∣∣∣ 6 4r1δ2 ma´x {|fj(ξ)− f(ξ)| ; |ξ − z0| = r1} .
Esto prueba que f ′j → f
′ uniformemente en D(z0; r) ⊆ Ω.
Sean K ⊆ Ω un subconjunto compacto y δK = dist(C \ Ω, K). Entonces
D(z, δK/2) ⊆ Ω, y {D(z, δK/2), z ∈ K} es un cubrimiento abierto de K.
Por compacidad de K existe un subcubrimiento finito
{
D(z1,
δK
2
), . . . , D(zp,
δK
2
)
}
tal que
K ⊆
p⋃
i=1
D(zi, δK/2).
Lo que muestra que f ′j converge uniformemente a f
′ en K.
Teorema 1.22. [9, Pag. 216] Sea Ω ⊆ C abierto, conexo y f : Ω −→ C una funcio´n anal´ıtica
no constante. Entonces para todo U ⊆ Ω abierto, f(U) es abierto.
Observacio´n 1.23: El teorema anterior es muy conocido como el Teorema de la Aplica-
cio´n abierta y por este resultado es fa´cil de ver que si U, V ⊆ C son subconjuntos abiertos
y f : U → V es un difeormorfismo, entonces f lleva la frontera de todo subconjunto abierto
A ⊆ U en la frontera de f(A).
En esta´ parte daremos una desigualdad que utilizaremos en el siguiente resultado y que
sera´ de mucha utilidad en la parte central de este trabajo. Sea f : D(z0, r) ⊆ C → C una
funcio´n anal´ıtica. Observamos que si z1, z2 ∈ D(z0, r), entonces,
|f(z1)− f(z2)| 6 sup{|f
′(ξ)| : ξ ∈ D(z0, r)} · |z1 − z2|. (1.13)
El cual es consecuencia inmediata del teorema fundamental del ca´lculo
|f(z1)− f(z2)| =
∣∣∣∣∣
∫
[z1,z2]
f ′(ξ)dξ
∣∣∣∣∣ 6
∫
[z1,z2]
|f ′(ξ)| |dξ| .
Como una consecuencia del Teorema de la aplicacio´n abierta, tenemos el siguiente resul-
tado, el cual nos da condiciones necesarias para que una funcio´n holomorfa definida en un
abierto de C, sea un difeomorfismo local.
Teorema 1.24. Sea f ∈ H(Ω), z0 ∈ Ω y f
′(z0) 6= 0. Entonces Ω contiene una vecindad U
de z0 tal que:
(i) f es inyectiva en U , y
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(ii) V = f(U) es un conjunto abierto
(iii) Si g : V → U esta´ definido por g(f(z)) = z entonces g ∈ H(V ).
Demostracio´n. Tenemos que (i) y (ii) es consecuencia directa del Teorema 1.22 y la desigual-
dad (1.13).
Probaremos (iii). Fijemos w1 ∈ V , entonces por (i) y (ii), existe un u´nico z1 ∈ V tal que
f(z1) = w1. Si w ∈ V y g(w) = z, entonces observamos que
g(w)− g(w1)
w − w1
=
z − z1
f(z)− f(z1)
(1.14)
Dado que f es una aplicacio´n abierta, tenemos que g es continua, por tanto z → z1, siempre
que w → w1. Como f es inyectiva en una vecindad de z1 ∈ V , tenemos que f
′(z1) 6= 0.
Luego tenemos que si w → w1, entonces (1.14) muestra que g
′(w1) = 1/f
′(z1). Por tanto, g
es diferenciable en todo punto de V . As´ı tenemos que g ∈ H(V ).
1.4 Productos infinitos
Definicio´n 1.25: Sea {zn} una sucesio´n de nu´meros complejos definimos:
pn = (1 + z1) · · · (1 + zn) (1.15)
y supongamos que existe l´ımn→∞ pn. Entonces escribimos
p =
∞∏
n=1
(1 + zn). (1.16)
Los pn son los productos parciales del producto infinito (1.15). Diremos que el producto
infinito (1.15) converge si y solo si la sucesio´n pn es convergente.
Observacio´n 1.26: En el estudio de la serie infinita
∑
an es importante que los an se
aproximen a cero rapidamente, en el estudio de los productos infinitos es de interes si los
factores estan cerca de 1 o no. Esto se tiene en cuenta en la anterior notacio´n 1 + zn esta´
cerca de 1 si zn esta´ cerca de cero.
Lema 1.27. Sean z1, z2 . . . , zN nu´meros complejos y
pN =
N∏
n=1
(1 + zn) y p
∗
N =
N∏
n=1
(1 + |zn|)
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Entonces
p∗N 6 exp(|z1|+ |z2|+ · · · |zN |), (1.17)
|pN − 1| 6 p
∗
N − 1. (1.18)
Demostracio´n. Para (1.17), observamos que para todo x > 0, tenemos exp(x) > 1 + x,
entonces sustituyendo |z1| , |z2| , .... |zN | y multiplicando las desigualdades obtenemos:
p∗N 6 exp(|z1|+ |z2|+ .... |zN | .
Para obtener (1.18) procedemos por induccio´n. Si N = 1, entonces
|p1 − 1| = |1 + z1 − 1| = |z1| 6 exp(|z1|)− 1.
Supongamos la desigualdad dada en (1.18) es satisfecha para cualquier k-upla de nu´meros
complejos. Sean z1, z2 . . . zk, zk+1 nu´meros complejos. entonces tenemos
pk+1 − 1 = pk(1 + zk+1)− 1 = pk(1 + zk+1)− 1− zk+1 + zk+1
= (pk − 1)(1 + zk+1) + zk+1.
Tomando mo´dulo, tenemos
|pk+1 − 1| = |(pk − 1)(1 + zk+1) + zk+1| 6 |pk − 1| |1 + zk+1|+ |zk+1|
6 |pk − 1| (1 + |zk+1|) + |zk+1| .
Por hipotesis inductiva, tenemos que |pk − 1| 6 p
∗
k − 1, y como 1 + |zk+1| 6 exp(|zk+1|),
tenemos
|pk+1 − 1| 6 (p
∗
k − 1)(1 + |zk+1|) + |zk+1|
6 (p∗k − 1) · exp(|zk+1|) + |zk+1|
6 p∗k+1 + |zk+1| − exp(|zk+1|)
6 p∗k+1 − 1.
Definicio´n 1.28: Sea {fn} una sucesio´n de funciones definidas en un subconjunto Ω ⊆ C,
entonces definimos
pn(z) = (1 + f1(z))(1 + f2(z)) . . . (1 + fn(z)).
Decimos que el producto
∏∞
n=1[1 + fn], converge uniformemente en Ω si y so´lo si la
sucesio´n pn =
∏n
k=1[1 + fk(z)] converge uniformemente en Ω.
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Teorema 1.29. Sea {fn} una sucesio´n de funciones complejas acotadas en un subconjunto
S ⊆ C y supongamos que
∑
|fn| es uniformemente convergente en S. Entonces el producto
f(z) =
∞∏
n=1
[1 + fn(z)]
es uniformemente convergente en S, y f(z0) = 0 en algu´n punto z0 ∈ S si y so´lo si fn(z0) = −1
para algu´n n. Ademas si {n1, n2 . . .} es una permutacio´n de {1, 2, . . .}, entonces tambie´n se
tiene que
f(z) =
∞∏
k=1
[1 + fnk(z)] , para todo z ∈ S.
Demostracio´n. Por hipo´tesis
∑∞
n=1 |fn| es uniformemente convergente, luego
∑∞
n=1 |fn| es aco-
tada en S. Si pn(z) denota el n-e´simo producto parcial de
∏∞
k=1 [1 + fnk(z)], entonces se
concluye del Lema 1.27 que existe una contante C > 0 tal que |pn| 6 C para todo n ∈ N y
para todo z ∈ C. Eligamos ε > 0 tal que 0 < ε < 1
2
, entonces existe un N0 = N0(ε) tal que
∞∑
n=N0
|fn(z)| < ε para todo z ∈ S. (1.19)
Sea {n1, n2 . . .} una permutacio´n de {1, 2, . . .} si n > N0 y m suficientemente grande tal que
{1, 2, . . . n} ⊆ {n1, n2 . . . nm}.
Si denotamos qm(z) =
∏m
k=1 [1 + fnk(z)], entonces tenemos
qm(z)− pn(z) = pn(z)
(
m∏
nk>N0+1
[1 + fnk(z)]− 1
)
, (1.20)
donde los nk que figuran en (1.20) son todos distintos y mayores que N0, luego por las
desigualdades (1.17) y (1.18) dadas en el Lema 1.27, obtenemos
|qm(z)− pn(z)| = |pn(z)|
∣∣∣∣∣∣
m∏
nk>N0+1
[1 + fnk(z)]− 1
∣∣∣∣∣∣ (1.21)
6 |pn(z)|
(
m∏
nk>N0+1
(1 + |fnk(z)|)− 1
)
(1.22)
6 |pn(z)|
(
exp(
m∑
nk>N0+1
|fnk(z)|)− 1
)
(1.23)
6 |pn(z)| (exp(ε)− 1). (1.24)
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Por otro lado tenemos que
exp(ε)− 1 = ε+
ε2
2!
+
ε3
3!
+ · · · < ε+ ε2 + ε3 + · · · ,
como 0 < ε < 1
2
, entonces exp(ε)−1 6 1
1−ε
−1 = ε
1−ε
6 2ε y reemplazando en (1.24) tenemos
que
|qm(z)− pn(z)| 6 2 |pn(z)| ε < 2Cε, para todo z ∈ S. (1.25)
Si nk = k, (k = 1, 2, . . .), entonces qm = pm y asi (1.25) nos dice que {pn} es de Cauchy
en S y por lo tanto converge uniformemente en S a una funcio´n limite a f . Ademas (1.25)
muestra tambie´n que
|pn(z)− pN0(z)| < 2 |pN0(z)| ε, para todo z ∈ S, y para todo n > N0.
Por ca´lculo directo tenemos que |pn(z)|−|pN0(z)| > −2 |pN0(z)| ε, lo cual implica que |pn(z)| >
(1− 2ε) |pN0(z)|, para todo n > N0 y para todo z ∈ S.
Dado que pn converge a f uniformemente en S concluimos que
|f(z)| > (1− 2ε) |pN0(z)| .
Esta´ ultima desigualdad muestra que f(z) = 0 si y so´lo si pN0(z) = 0. Finalmente
|qm(z)− f(z)| 6 |qm(z)− pn(z)|+ |pn(z)− f(z)| .
Por (1.25) tenemos |qm(z)− pn(z)| < 2Cε para todo n ∈ N tal que n > N0 y para todo z ∈ S.
Como pn converge a f uniformemente en S, entonces existe N
′ ∈ N tal que
|pn(z)− f(z)| < ε para todo n > N
′ para todo z ∈ S.
Por lo tanto
|qm(z)− f(z)| < ε(2C + 1), para todo z ∈ S y m suficientemente grande.
As´ı
f(z) =
∞∏
k=1
(1 + fnk), para todo z ∈ S.
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Corolario 1.30. Sea {fn} una sucesio´n de funciones complejas acotadas en la regi’on Ω, si
fn ∈ H(Ω) para n = 1, 2, 3 . . . y supongamos que
∑
|fn| es uniformemente convergente en los
subconjuntos compactos de Ω . Entonces el producto
f(z) =
∞∏
n=1
(1 + fn(z)) z ∈ Ω
es uniformemente convergente en los subconjuntos compactos de Ω. Por lo tanto f ∈ H(Ω)
Demostracio´n. Aplicacio´n directa del teorema anterior y Teorema 1.21.
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Cap´ıtulo
2
Dina´mica de difeomorfismos locales
anal´ıticos
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En este cap´ıtulo, estudiaremos el comportamiento dina´mico de las o´rbitas de difeomorfis-
mos locales anal´ıticos, para ello introduciremos la nocio´n de difeormorfismos locales anal´ıti-
camente equivalentes y describiremos el comportamiento dina´mico de las o´rbitas de un difeo-
remorfismos local. Los resultados de este cap´ıtulo pueden ser encontrados en BeardonAlanF
[3], Ce´sarCamacho, Paulo Sad [5] y Paulo Sad [8].
2.1 Equivalencia anal´ıtica de difeomorfismos locales
Definicio´n 2.1: Sean ϕ, ψ : (C, 0) → (C, 0) difeomorfismos locales anal´ıticos tales que
ϕ(0) = ψ(0) = 0. Decimos que ϕ es anal´ıticamente equivalente a ψ si existe un
difeomorfismo anal´ıtico F , satisfaciendo las siguientes condiciones
(i) F (0) = 0 y F ′(0) = 1,
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(ii) Existe U ⊆ C vecindad del origen tal que F (ϕ(z)) = ψ(F (z)) para todo z ∈ U .
Es decir el siguiente diagrama es conmutativo
(C, 0)
ϕ
//
F

(C, 0)
F

(C, 0)
ψ
// (C, 0)
Lema 2.2. Sean ϕ, ψ : (C, 0)→ (C, 0) difeomorfismos anal´ıticos locales de C en C, tales que
ϕ(0) = ψ(0) = 0. Si ϕ es anal´ıticamente equivalente a ψ, entonces ϕ′(0) = ψ′(0).
Demostracio´n. En efecto, por definicio´n y por regla de la cadena tenemos que
F ′(ϕ(0)) · ϕ′(0) = ψ′(F (0)) · F ′(0)
F ′(0) · ϕ′(0) = ψ′(0) · F ′(0)
Por tanto se sigue que ϕ′(0) = ψ′(0).
Si ϕ es anal´ıticamente equivalente a ψ entonces existe una vecindad U del origen tal que
F (ϕ(z)) = ψ(F (z)) para todo z ∈ U . Como las composiciones F ◦ ϕ y ψ ◦ F esta´n bien
definidas, existen vecindades V, W ⊆ C del origen tales que ϕ : U → C, ψ : W → C con
ϕ(U) ⊆ V ⊆ U , F (U) ⊆ W y
ϕ(z) = F−1 ◦ ψ ◦ F (z), para todo z ∈ U.
Luego componiendo tenemos
ϕ2(z) = F−1 ◦ ψ ◦ F (ϕ(z))
= F−1 ◦ ψ ◦ F ◦ F−1 ◦ ψ ◦ F (z)
= F−1 ◦ ψ2 ◦ F (z),
para todo z ∈ U . Por induccio´n se prueba que ϕn(z) = F−1 ◦ ψn ◦ F (z), para todo n ∈ N y
para todo z ∈ U .
Definicio´n 2.3: Sean ϕ : (C, 0) → (C, 0) difeomorfismo local anal´ıtico y z ∈ C. Entonces
se define la o´rbita positiva de ϕ en z (o´rbita negativa respectivamente) como.
O+(ϕ, z) := {ϕ
n(z) : n > 0}.
O−(ϕ, z) := {ϕ
−n(z) : n > 0}.
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De la igualdad anterior, observamos que para estudiar el comportamiento dina´mico de las
o´rbitas de ϕ en una vecindad del 0 es suficiente estudiar la dina´mica de las o´rbitas ψ en una
vecindad del 0.
2.2 Comportamiento dina´mico de difeomorfismos loca-
les
En esta´ seccio´n estudiaremos el comportamiento dina´mico de difeormorfismos locales ana-
li´ıticos ϕ : (C, 0) → (C, 0), el cual es parte central en este trabajo. Los resultados de esta
seccio´n pueden ser encontrados en Paulo Sad [8].
Definicio´n 2.4: Sean ϕ, ψ : (C, 0)→ (C, 0) difeomorfismos anal´ıticos locales. Si ϕ es anal´ıti-
camente equivalente a ψ, con ψ(z) = λz donde λ = ϕ′(0) entonces decimos que ϕ es
anal´ıticamente equivalente a su parte lineal o es linealizable.
En esta´ seccio´n estudiaremos algunas condiciones donde un difeomorfismo local anal´ıti-
co ϕ : (C, 0) → C, 0) es linealizable, para esto analizaremos la parte lineal λ = ϕ′(0) y
mostraremos algunos resultados que dependen del valor de λ.
2.2.1 Difeomorfismos locales con |ϕ′(0)| 6= 1
En esta seccio´n mostraremos que todo difeomorfismo local analitico ϕ : (C, 0)→ (C, 0) es
linealizable. Para estudiar el problema de linealizacio´n primero analizaremos cuando |λ| < 1.
Lema 2.5. Sea ϕ : (C, 0) → (C, 0) un difeomorfismo local con ϕ′(0) = λ. Si 0 < |λ| < 1,
entonces dado u ∈ R tal que 0 < |λ| < u < 1, existe r > 0, tal que
|ϕ(z)| < u|z|, para todo |z| 6 r.
Demostracio´n. Sea ε = u− |λ| > 0, entonces por definicio´n de derivada en 0, existe r > 0 tal
que ∣∣∣∣∣ϕ(z)z − ϕ′(0)
∣∣∣∣∣ < u− |λ|, para todo z ∈ C con |z| 6 r,
teniendo en cuenta que ϕ′(0) = λ, obtenemos∣∣∣∣∣ϕ(z)z
∣∣∣∣∣− |ϕ′(0)| <
∣∣∣∣∣ϕ(z)z − ϕ′(0)
∣∣∣∣∣ < u− |λ| . (2.1)
De donde concluimos que |ϕ(z)| < u|z|, para todo |z| 6 r.
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Del lema anterior se observa lo siguiente∣∣∣ϕ2(z)∣∣∣ = |ϕ(ϕ(z))| < u |ϕ(z)| < u.u |z| < u2 |z| , para todo |z| 6 r.
Por induccio´n se sigue que:
|ϕn(z)| < un |z| , para todo n > 1 y para todo |z| 6 r, con 0 < u < 1. (2.2)
Como 0 < u < 1, tenemos que l´ımn→∞ u
n = 0 y tomando l´ımite en la desigualdad (2.2)
obtenemos
l´ım
n→∞
ϕn(z) = 0, para todo |z| 6 r.
As´ı la o´rbita positiva O+(ϕ, z) = {ϕ
n(z) : n > 0} de cualquier z ∈ C en el disco cerrado de
radio r y centro 0 ∈ C converge al punto fijo cero. Diremos en este caso que cero es un punto
fijo atractor de ϕ.
x
y
Figura 2.1: Punto fijo atractor
Teorema 2.6. Existe una u´nica funcio´n anal´ıtica F definida para |z| 6 r, satisfaciendo
F (0) = 0, F ′(0) = 1 y
F (ϕ(z)) = λF (z), para todo |z| 6 r.
Es decir ϕ es anal´ıticamente equivalente a su parte lineal.
Demostracio´n. Consideremos la secuencia de funciones {hn}>0, definidas como
hn(z) =
ϕn(z)
λn
, para todo |z| 6 r,
donde h0(z) = z. Probaremos que la secuencia {hn}>0 es uniformemente convergente, para
22
esto observamos que
hn+1(z) = z ·
h1(z)
h0(z)
·
h2(z)
h1(z)
· · ·
hn+1(z)
hn(z)
(2.3)
= z ·
n∏
i=0
hi+1(z)
hi(z)
(2.4)
para todo z 6= 0. Si z = 0, entonces hn = 0 para todo n > 0. Por otro lado tenemos que
hi+1(z)
hi(z)
=
1
λ
·
ϕi+1(z)
ϕi(z)
=
1
λ
·
ϕ(ϕi(z))
ϕi(z)
=
1
λ
·
ϕ(zi)
zi
, donde zi = ϕ
i(z).
Luego por (2.4), obtenemos
hn+1(z) = z
n∏
i=0
ϕ(zi)
λzi
. (2.5)
Dado que ϕ es una funcio´n anal´ıtica con ϕ(0) = 0, se sigue que
ϕ(z) = λz +R(z), donde R(z) =
∞∑
k=2
akz
k,
con R(z) convergente en D[0, r]. Luego ϕ(z)
λz
= 1+ R(z)
λz
, para todo z 6= 0, haciendo ξ(z) = R(z)
λz
tenemos que
ξ(z) =
R(z)
λz
=
1
λz
∞∑
k=2
akz
k
=
1
λz
z2
∞∑
k=0
ak+2z
k =
z
λ
∞∑
k=0
ak+2z
k.
Como
∑∞
k=2 akz
k es convergente en D[0, r], tenemos que
∑∞
k=2 |ak| r
k < ∞, de donde se si-
gue que
∑∞
k=0 |ak+2| r
k < ∞. Concluyendo que
∑∞
k=0 ak+2z
k es convergente en D[0, r] y por
consiguiente ξ es convergente en D[0, r]. Luego tomando mo´dulo, obtenemos
|ξ(z)| 6
1
|λ|
|z|
∞∑
k=0
|ak+2| |z|
k
6 α |z| , (2.6)
para todo |z| 6 r. As´ı ϕ(z)/λz = 1+ ξ(z) con |ξ(z)| 6 α |z|, para todo |z| 6 r, donde α es un
nu´mero real positivo. Dado que zi = ϕ
i(z), tenemos que |zi| = |ϕ
i(z)| 6 ui |z| donde u < 1.
Por lo tanto |zi| 6 r, para todo i > 0. As´ı mostramos que
ϕ(zi)
λzi
= 1+ ξ(zi) con ξ convergente.
De (2.4) y (2.5) obtenemos
hn+1(z) = z
n∏
i=0
hi+1(z)
hi(z)
= z
n∏
i=0
ϕ(zi)
λzi
= z
n∏
i=0
[1 + ξ(zi)] .
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Finalmente como |zi| = |ϕ
i(z)| < ui |z| tenemos
∞∑
i
|ξ(zi)| 6
∞∑
i
α |zi| < α |z|
∞∑
i
ui <∞.
Como 0 < u < 1, la serie
∑∞
i=0 u
i es convergente. Luego por el Teorema 1.29 la sucesio´n de
funciones {hn} es uniformemente convergente en |z| 6 r.
Sea F (z) = l´ımn→∞ hn(z), entonces por Teorema 1.21, se sigue que F es anal´ıtica y
ademas F (0) = 0 y F ′(0) = 1. En efecto, como hn(0) = 0 para todo n > 0, se sigue que
F (0) = l´ımn→∞ hn(0) = 0. Ahora probaremos que F
′(0) = 1
F (z)
z
=
1
z
l´ım
n→∞
hn(z) = l´ım
n→∞
1
z
hn(z) = l´ım
n→∞
z
z
n∏
i=0
[1 + ξ(zi)] = l´ım
n→∞
n∏
i=0
[1 + ξ(zi)] ,
donde zi = ϕ
i(z). Luego tomando limite y usando la desigualdad (2.6), obtenemos
F ′(0) = l´ım
z→0
F (z)
z
= l´ım
z→0
l´ım
n→∞
n∏
i=0
[1 + ξ(zi)] = l´ım
n→∞
n∏
i=0
[
1 + l´ım
z→0
ξ(zi)
]
= 1.
Tambie´n observamos que
F (ϕ(z)) = l´ım
n→∞
hn(ϕ(z)) = l´ım
n→∞
ϕn+1(z)
λn
= λ l´ım
n→∞
ϕn+1(z)
λn+1
= λ l´ım
n→∞
hn+1(z) = λF (z)
As´ı
F (ϕ(z)) = λF (z), para todo |z| 6 r.
Finalmente mostraremos la unicidad. Sea F˜ (z) otra funcio´n anal´ıtica definida en una vecindad
del origen tal que F˜ (0) = 0, F˜ ′(0) = 1 y F˜ (ϕ(z)) = λF˜ (z), entonces consideremos la funcio´n
anal´ıtica definida como
H(z) = F˜ ◦ F−1(z).
Se tiene que H satisface H(0) = 0, H ′(0) = 1 y H(λz) = λH(z) para todo z en una vecindad
del origen, desde que, H(0) = F˜ (F−1(0)) = F˜ (0) = 0 y por regla de la cadena se tiene
H ′(0) = [F˜ ]′(F−1(0)) · [F−1]′(0) = F˜ ′(0) · [F−1]′(0) = 1.
Adema´s se observa que F (ϕ(F−1(z))) = λF ◦ F−1(z) = λz, de donde obtenemos
H(λz) = F˜ ◦ F−1(λz) = F˜ ◦ F−1(F (ϕ(F−1(z)))
= F˜ (ϕ(F−1(z))) = λF˜ (F−1(z)) = λH(z).
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Ahora supongamos que H(z) = z + b2z
2 + b3z
3+ · · · . Entonces
H(λ · z) = λz + λ2b2z
2 + λ2b3z
3 + · · · (2.7)
λ ·H(z) = λz + λb2z
2 + λb3z
3 + · · · . (2.8)
Como H(λ · z) = λ ·H(z), tenemos que bn(λ
n − λ) = 0 para todo n > 2 y como λn − λ 6= 0,
concluimos que bn = 0, para todo n > 2. Reemplazando en su desarrollo en serie de potencias
tenemos que H(z) = z y consecuentemente F˜ = F .
As´ı para ϕ : (C, 0) → (C, 0) difeomorfismo local anal´ıtico con ϕ′(0) = λ, 0 < |λ| < 1
tenemos que ϕ es anal´ıticamente equivalente a su parte lineal λz y 0 ∈ C es un punto fijo
atractor. La siguiente gra´fica muestra un punto fijo atractor.
Ahora consideremos un difeomorfismo anal´ıtico local ϕ : (C, 0) → C, 0), tal que |λ| > 1.
En este caso, tenemos que [ϕ−1]
′
(0) = 1
ϕ′(0)
= 1
λ
, de donde | [ϕ−1]
′
(0)| < 1. Aplicando el Lema
2.5 a la funcio´n anal´ıtica ϕ−1 tenemos que dado u ∈ R tal que 1
|λ|
< u < 1, existe r > 0 tal
que ∣∣∣ϕ−1(z)∣∣∣ < u |z| , para todo |z| < r. (2.9)
Luego por induccio´n se sigue que
|ϕ−n(z)| < un |z| , para todo |z| 6 r.
Por lo tanto
l´ım
n→∞
ϕ−n(z) = 0, para todo |z| 6 r.
Es decir la orbita negativa O−(ϕ, z) = {ϕ
−n(z) : n > 0} de cualquier z ∈ C en el disco cerrado
de radio r y centro 0 ∈ C converge al punto fijo 0. Diremos en este caso que 0 es un punto
fijo repulsor .
Teorema 2.7. Sea ϕ : (C, 0) −→ (C, 0) difeomorfismo anal´ıtico local tal que ϕ(0) = 0, ϕ′(0) =
λ con |λ| > 1. Entonces existe una u´nica funcio´n anal´ıtica F tal que F (0) = 0, F ′(0) = 1 y
F (ϕ(w)) = λF (w), para todo w en una vecindad del origen.
Demostracio´n. Considerando la aplicacio´n w = ϕ−1(z) y aplicando el Teorema 2.6, tenemos
que existe F anal´ıtica en una vecindad del origen tal que F (0) = 0, F ′(0) = 1 y F (ϕ−1(z)) =
1
λ
F (z). Luego como z = ϕ(w), reemplazando en la igualdad anterior tenemos que:
λF (w) = λF (ϕ−1(ϕ(w))) = λ.
1
λ
F (ϕ(w)) = F (ϕ(w)).
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Figura 2.2: Punto fijo repulsor
2.2.2 Difeomorfismos locales con |ϕ′(0)| = 1
Finalmente, consideremos ϕ : (C, 0)→ C, 0) un difeomorfismo anal´ıtico local con |λ| = 1 y
λ ∈ C raiz de la unidad. Consideremos inicialmente el caso λ = 1. En este caso tenemos que
su desarrollo en serie de potencias en una vecindad del origen esta´ dado por:
ϕ(z) = z + a2z
2 + a3z
3 + . . . con a2 6= 0.
Podemos suponer que a2 = −1, considerando
ϕ˜(z) = z − z2 +
a3
a22
z3 + . . .+ (−1)n+1
an
an−12
zn + . . . y F (z) = −a2z.
Un ca´lculo sencillo, muestra que
ϕ˜ ◦ F (z) = ϕ˜(−a2z) = −a2z − a
2
2z
2 − a3a2z
3 − . . .− ana2z
n + . . .
F ◦ ϕ(z) = −a2ϕ(z) = −a2z − a
2
2z
2 − a3a2z
3 − . . .− ana2z
n + . . .
Por lo tanto ϕ˜◦F (z) = F ◦ϕ(z). As´ı ϕ es anal´ıticamente equivalente a ϕ˜ y por la observacio´n
hecha anteriormente, es suficiente estudiar el comportamiento dina´mico de las orbitas de ϕ˜.
Asumiendo que a2 = −1, tenemos que
ϕ(z) = z − z2 + a3z
3 + a4z
4 + a5z
5 + . . .
ϕ(z) = z − z2
[
1− a3z − a4z
2 − a5z
3 − . . .
]
Haciendo ψ(z) = 1− a3z − a4z
2 − a5z
3 − . . . tenemos que ψ es anal´ıtica con ψ(0) = 1.
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Lo que nos permite mostrar lo siguiente
ϕ(z) = z − z2ψ(z) = z [1− zψ(z)] = z
 1
1
1−zψ(z)
 = z
 1
1 + 1
1−zψ(z)
− 1
 .
Por lo tanto
ϕ(z) = z
 1
1 + z
[
ψ(z)
1−zψ(z)
]
 .
Ahora sea ξ(z) = ψ(z)
1−zψ(z)
. Observamos que 1− zψ(z) es diferente de cero en una vecindad del
origen, por tanto concluimos que ξ es anal´ıtica en una vecinad del origen con ξ(0) = 1.
Luego podemos escribir
ϕ(z) = z
[
1
1 + zξ(z)
]
=
z
1 + zξ(z)
.
Haciendo el cambio de coordenadas z = w−1, tenemos que
ϕ(w−1) =
w−1
1 + w−1ξ(w−1)
.
Sea φ : (C, 0) → (C, 0, difeomorfismo local definido por φ(w) = 1
ϕ(w−1)
, entonces por la
igualdad anterior observamos fa´cilmente que φ(w) = w + ξ(w−1).
Como ξ(z) es anal´ıtica en una vecindad del 0 ∈ C y ξ(0) = 1, entonces podemos suponer
que el desarrollo en serie de potencias de ξ es dado por ξ(z) = 1 + b1z + b2z
2 + b3z
3 + . . ..
Reescribiendo ξ de la siguiente forma
ξ(z) = 1 + b1z + b2z
2 + b3z
3 + . . .
= 1 + z
[
b1 + b2z + b3z
2 + . . .
]
.
Tenemos que ξ(z) = 1+zξ˜(z), con ξ˜(z) = b1+b2z+b3z
2+ . . .. De donde se observa fa´cilmente
que ξ˜ es anal´ıtica en una vecinadad de 0 ∈ C. Por lo tanto
φ(w) = w + 1 + w−1ξ˜(w−1). (2.10)
Nuestro cambio de coordenadas significa que una vecindad del origen es llevado por z =
f(w) = w−1 en una vecindad del infinito y es hecha de tal manera que φ = f−1 ◦ ϕ ◦
f sea anal´ıticamente equivalente a ϕ, entonces por lo visto anteriormente para estudiar el
comportamiento dina´mico de ϕ sera´ suficiente estudiar el comportamiento dinamico de φ el
cual sera´ mas sencillo porque se aproxima al comportamiento dina´mico de la transformacio´n
de w + 1.
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Lema 2.8.
l´ım
w→∞
w−1ξ˜(w−1) = 0. (2.11)
Demostracio´n. En efecto, el resultado se sigue de la siguiente igualdad:
w−1ξ˜(w−1) = w−1
[
b1 + b2w
−1 + b3w
−2 + . . .
]
.
Por lema anterior, tenemos que para 0 < ε << 1, existe R > 0 tal que
∣∣∣w−1ξ˜(w−1)∣∣∣ < ε,
para todo w ∈ C tal que |w| > R. Sea T : C → C la traslacio´n definida por T (w) = w + 1,
entonces (2.10) muestra que
|φ(w)− T (w)| < ε, para todo |w| > R. (2.12)
Por lo tanto para 0 < ε << 1, existe R > 0, tal que |φ(w)− T (w)| < ε, para todo |w| > R.
Lo que afirma (2.12) es que para |w| > R, con R conveniente φ se comporta aproximada-
mente como la traslacio´n T : C −→ C definida por T (w) = w + 1. Entonces podemos tomar
las orbitas de φ(w) como las orbitas de T (w) para todo |w| > R.
Sea L+1 subconjunto de C definido por L
+
1 = {w ∈ C : Rea(w) > R}, donde Rea(w) denota
la parte real del nu´mero complejo w. El siguiente lema resalta la importancia de este conjunto.
Lema 2.9.
φ(L+1 ) ⊆ L
+
1 y l´ımn→∞φ
n(w) =∞ uniformemente en L+1 . (2.13)
Demostracio´n. Sea w ∈ L+1 , entonces |w| > Rea(w) > R. Por la igualdad (2.10) tenemos que
φ(w)− T (w) = w−1ξ˜(w−1). De (2.12) deducimos fa´cilmente que
Rea(φ(w)) > Rea(w) + 1− ε > R, para todo w ∈ L+1 . (2.14)
Por tanto φ(w) ∈ L+1 .
Ahora mostraremos la segunda afirmacio´n: Sea w ∈ L+1 , entonces por la primera afirmacio´n
tenemos que φ(w) ∈ L+1 y por induccio´n se sigue que φ
n(w) ∈ L+1 para todo n ∈ N. Luego
por definicio´n de L+1 y la primera desigualdad dada en (2.14), tenemos que
|φ(w)| > |Rea(φ(w))| > Rea(w) + 1− ε > R + 1− ε
|φ2(w)| > |Rea(φ2(w))| > Rea(φ(w)) + 1− ε > R + 2(1− ε)
y por induccio´n se sigue que
|φn(w)| > |Rea(φn(w))| > Rea(w) + n(1− ε) > R + n(1− ε),
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para todo n > 1 y para todo w ∈ L+1 . Por lo tanto
l´ım
n→∞
φn(w) =∞ uniformemente en L+1 .
El siguiente resultado es una consecuencia directa de retornar a las coordenadas originales.
Proposicio´n 2.10. Sea ϕ : (C, 0) → (C, 0) difeomorfismo anal´ıtico local con ϕ′(0) = 1 y
ϕ(z) = z − z2 + . . . . Entonces existe una regio´n S+1 ⊆ C tal que
ϕ(S+1 ) ⊆ S
+
1 y l´ımn→∞ϕ
n(z) =∞ uniformemente en S+1 . (2.15)
Demostracio´n. Por el cambio de coordenadas, observamos que φ(w) = 1
ϕ(w−1)
= f−1◦ϕ◦f(w),
donde z = f(w) = w−1. Sea el conjunto S+1 ⊆ C definido por S
+
1 = f(L
+
1 ), entonces por Lema
2.9 tenemos que φ(L+1 ) ⊆ L
+
1 , lo que implica que
ϕ(S+1 ) ⊆ S
+
1 . (2.16)
De otro lado tenemos que
φn(w) = f−1 ◦ ϕn ◦ f(w) =
1
ϕn(z)
, para todo n > 1.
De la segunda parte del Lema 2.9, tenemos que
l´ım
n→∞
ϕn(z) = 0, uniformemente en S+1 (2.17)
As´ı por (2.16) y (2.17) hemos demostrado que existe una regio´n S+1 ⊆ C tal que
ϕ(S+1 ) ⊆ S
+
1 y l´ımn→∞ϕ
n(z) = 0 uniformemente en S+1
Observacio´n 2.11: La transformacio´n z = f(w) = w−1, lleva rectas que no pasan por el
origen en circunferencias que pasan por el origen, con esta´ observacio´n se puede describir
geome´tricamente S+1 y el comportamiento dina´mico de las orbitas de ϕ.
Observemos que f(w) = w−1 lleva la recta L1 = {w ∈ C : Rea(w) = R} en la circunferen-
cia C1 = {z ∈ C : |z −
1
2R
| = 1
2R
}. As´ı tenemos que f(w) = w−1 lleva el conjunto L+1 en el
conjunto S+1 como se muestra en la siguiente gra´fica.
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Figura 2.3: Cambio de coordenadas
Para todo w ∈ C con |w| > R, hemos visto que φ(w) se comporta aproximadamente como
la traslacio´n T (w) = w + 1, luego la inversa de φ se comporta aproximadamente como la
inversa de la traslacio´n T la cual es T−1(w) = w − 1, es decir,∣∣∣φ−1(w)− T−1(w)∣∣∣ < ε, para todo |w| > R, (2.18)
con 0 < ε << 1.
Sea L−1 subconjunto de C definido por L
−
1 = {w ∈ C : Rea(w) < −R}, el siguiente lema
resalta la importancia de este conjunto en el estudio del comportamiento dina´mico de las
orbitas de ϕ.
Lema 2.12.
φ−1(L−1 ) ⊆ L
−
1 , y l´ımn→∞φ
−n(w) =∞ uniformemente en L−1 (2.19)
Demostracio´n. Sea w ∈ L−1 , entonces |w| > −Rea(w) > R y de (2.18) se deduce que ε >
|φ−1(w)− T−1(w)| > |Rea(φ−1(w)− T−1(w))|, de donde obtenemos
Rea(φ−1(w)) < Rea(T−1(w)) + ε < Rea(w)− 1 + ε < −R, (2.20)
para todo w ∈ L−1 . Por tanto tenemos que φ
−1(w) ⊆ L−1 , para todo w en L
−
1 .
Mostraremos la segunda afirmacio´n: Sea w ∈ L−1 , entonces por la primera afirmacio´n se
sigue que φ−1(w) ∈ L−1 y por induccio´n φ
n(w) ∈ L−1 , para todo n > 1. Luego por definicio´n
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de L−1 y por la primera desigualdad dada en (2.20), tenemos que∣∣∣φ−2(w)∣∣∣ > ∣∣∣Rea(φ−2(w))∣∣∣ > −Rea(T−1(φ−1(w)))− ε = −Rea(φ−1(w)) + 1− ε
> −Rea(T−1(w)) + 1− 2ε = −Rea(w) + 2− 2ε.
Luego por aplicaciones sucesivas de la primera desigualdad (2.20), tenemos que∣∣∣φ−n(w)∣∣∣ > −Rea(φ−1(w)) + n− nε > R + n(1− ε).
para todo n > 1 y para todo w ∈ L−1 . Por lo tanto
l´ım
n→∞
φ−n(w) =∞ uniformemente en L−1 .
Retornando a las coordenadas originales, se obtiene el siguiente resultado que describe el
comportamiento dina´mico de las orbitas negativas de un difeomorfismo local.
Proposicio´n 2.13. Sea ϕ : (C, 0) → (C, 0) difeomorfismo anal´ıtico local con ϕ′(0) = 1 y
ϕ(z) = z − z2 + . . . . Entonces existe una regio´n S−1 ⊆ C tal que
ϕ(S−1 ) ⊆ S
−
1 y l´ımn→∞ϕ
−n(z) =∞ uniformemente en S−1 . (2.21)
Demostracio´n. Del cambio de coordenadas, se observa que φ−1(w) = f−1 ◦ϕ−1 ◦ f(w), donde
z = f(w) = w−1. Sea S−1 un subconjunto de C definida por S
−
1 = f(L
−
1 ). Por Lema 2.12
tenemos que φ−1(L−1 ) ⊆ L
−
1 , lo que implica que
ϕ−1(S−1 ) ⊆ S
−
1 . (2.22)
Como el caso anterior tenemos que φ−n(w) = f−1 ◦ ϕ−n ◦ f(w) = 1
ϕ−n(z)
, para todo n > 1.
Por la segunda parte del Lema 2.12, se tiene que
l´ım
n→∞
ϕ−n(z) = 0, uniformemente en S−1 . (2.23)
Para describir geome´tricamente S−1 y el comportamiento dina´mico de las orbitas negativas
de ϕ, observamos que la recta L2 = {w ∈ C : Rea(w) = −R} es llevada por f en la circunfe-
rencia C−11 = {z ∈ C : |z +
1
2R
| = 1
2R
} y L−1 es llevado por f en S
−
1 como se muestra en la
siguiente gra´fica
Finalmente tenemos el siguiente resultado.
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Figura 2.4: Cambio de coordenadas
Lema 2.14. Si w /∈ L+1 ∪L
−
1 y |w| > R, entonces las orbitas positivas de φ (resp. sus orbitas
negativas) atraviesan L+1 (resp. L
−
1 ).
Demostracio´n. Supongamos que w /∈ L+1 ∪L
−
1 y |w| > R, entonces de (2.11) y (2.12), tenemos
que Rea(φ(w)) > Rea(w) + 1− ε, y por induccio´n se sigue que
Rea(φn(w)) > Rea(w) + n(1− ε), para todo |w| > R. (2.24)
Sea n0 ∈ N tal que n0 >
R+|Rea(w)|
1−ε
, entonces por la desigualdad anterior tenemos que para
todo n ∈ N tal que n > n0,
Rea(φn(w)) > Rea(w) +R + |Rea(w)| y como |Rea(w)|+ Rea(w) > 0,
Obtenemos que φn(w) ∈ L+1 para todo n > n0.
Por otro lado de (2.18), fa´cilmente obtenemos la siguiente desigualdad:
Rea(φ−1(w)) < Rea(w)− 1 + ε, para todo |w| > R.
Luego por induccio´n tambie´n se prueba que
Rea(φ−n(w)) < Rea(w)− n(1− ε), para todo |w| > R. (2.25)
Por la desigualdad (2.25), tenemos que para todo n > n0 se cumple:
Rea(φ−n(w)) < Rea(w)− n(1− ε) < Rea(w)−R− |Rea(w)| .
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Por lo tanto, como Rea(w) − |Rea(w)| 6 0, tenemos que Rea(φ−n(w)) < −R, para todo
n > n0. Lo que muestra lo afirmado.
Proposicio´n 2.15. Sea ϕ : (C, 0)→ (C, 0) un difeomorfismo anal´ıtico local con ϕ′(0) = 1 y
ϕ(z) = z − z2 + . . . . Entonces, si z /∈ S+1 ∪ S
−
1 , las orbitas positivas de ϕ (resp. las orbitas
negativas) atraviesan S+1 (resp. S1).
Demostracio´n. Del cambio de coordenadas, sea z = f(w) = w−1 /∈ S+1 ∪ S
−
1 con |w| > R,
entonces w /∈ L+1 ∪ L
−
1 . Por Lema 2.14, tenemos que φ
n(w) = f−1 ◦ ϕn(z) ∈ L+1 , para todo
n > n0, obteniendo ϕ
n(z) ∈ f(L+1 ) = S
+
1 para todo n suficientemente grande, as´ı la orbita
positiva de ϕ (resp. negativa) atraviesa S+1 (resp. S
−
1 ).
Rea(z)
Im(z)
SS 1
+
1
-
Figura 2.5: Comportamiento dina´mico de las orbitas de ϕ
As´ı hemos demostrado el siguiente teorema.
Teorema 2.16. Sea ϕ : (C, 0)→ (C, 0) difeomorfismo local anal´ıtico del tipo
ϕ(z) = z +
∞∑
i=2
aiz
i, con a2 6= 0.
Entonces existen regiones S+1 y S
−
1 disjuntas teniendo 0 ∈ C en su borde tal que:
(i) l´ım
n→∞
ϕn(z) = 0 uniformemente en S+1 y ϕ(S
+
1 ) ⊆ S
+
1 .
(ii) l´ım
n→∞
ϕ−n(z) = 0 uniformemente en S−1 y ϕ
−1(S−1 ) ⊆ S
−
1 .
(iii) Si z es suficientemente pequen˜o tal que z /∈ S+1 ∪ S
−
1 , entonces la orbita positiva de ϕ
en z (resp. negativa) atraviesa S+1 (resp. S
−
1 ).
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Demostracio´n. Consecuencia directa de las proposiciones 2.10, 2.13 y 2.15.
El teorema anterior describe el comportamiento dina´mico de las orbitas de ϕ : (C, 0) →
(C, 0), como se muestra en la gra´fica anterior.
De manera ma´s general tendremos el siguiente resultado.
Teorema 2.17. Sea ϕ : (C, 0) −→ (C, 0) difeomorfismo local anal´ıtico del tipo
ϕ(z) = z +
∞∑
i=k+1
aiz
i con ak+1 6= 0.
Entonces existen regiones S+1 , S
+
2 , . . . , S
+
k que se alternan con otros S
−
1 , S
−
2 , . . . , S
−
k disjuntos
entre si y teniendo a 0 ∈ C en su borde tales que :
(i) l´ım
n→∞
ϕn(z) = 0 uniformemente en cada S+i y ϕ(S
+
i ) ⊆ S
+
i .
(ii) l´ım
n→∞
ϕ−n(z) = 0 uniformemente en cada S−i y ϕ
−1(S−i ) ⊆ S
−
i .
(iii) Si z es suficientemente pequen˜o tal que z /∈
⋃k
i=1 S
+
i ∪
⋃k
i=1 Si
− entonces la orbita positiva
de ϕ (resp. negativa ) atraviesa
⋃k
i=1 S
+
i (resp.
⋃k
i=1 S
−
i ).
Demostracio´n. Para la demostracio´n de este resultado consideremos por simplicidad el caso
k = 2, entonces el resultado sera´ una consecuencia directa de las proposiciones 2.20, 2.22,
2.23, 2.24 y 2.25 que sera´n mostradas a continuacio´n.
Consideremos ϕ(z) = z + a3z
3 +
∑∞
i=4 aiz
i con a3 6= 0. Entonces tenemos que ϕ(z) =
z + z3 [a3 + a4z + a5z
2 + . . .], haciendo ψ(z) = a3 + a4z + a5z
2 + . . ., se observa que ψ es una
funcio´n anal´ıtica en una vecindad del 0 ∈ C y ψ(0) = a3.
Luego
ϕ(z) = z + z3ψ(z) = z
[
1 + z2ψ(z)
]
= z
 1
1
1+z2ψ(z)
 = z
 1
1 + 1
1+z2ψ(z)
− 1
 .
Por lo tanto
ϕ(z) = z
[
1
1− z2ξ(z)
]
.
Donde ξ(z) = ψ(z)
1+z2ψ(z)
. Observamos que la funcio´n ξ es anal´ıtica en una vecindad del origen,
dado que 1 + z2ψ(z) es distinto de cero en una vecindad del origen y ademas ξ(0) = a3.
Haciendo el cambio de coordenadas z = f1(w) = w
− 1
2 , se observa que z = f1(w) es
un difeomorfismo anal´ıtico con inversa w = f−11 (z) = z
−2. Considerando Arg(a3) ∈ [0, 2π[,
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Figura 2.6: Cambio de coordenadas
observamos que z = f1(w) lleva el conjunto {w ∈ C : Arg(a3)− 5π/2 < Arg(w) < Arg(a3)−
π/2} en el conjunto {z ∈ C : π/4− Arg(a3)/2 < Arg(z) < 5π/4− Arg(a3)/2}.
Sea φ : (C, 0)→ (C, 0) funcio´n anal´ıtica definida por φ(w) = f−11 ◦ ϕ ◦ f1(w), entonces
φ(w) =
[
ϕ(w−
1
2 )
]−2
=
 w− 12
1− (w−
1
2 )2ξ(w−
1
2 )
−2 =
1− w−1ξ(w− 12 )
w−
1
2
2
=
(
w
1
2
)2 [
1− w−1ξ(w−
1
2 )
]2
= w
[
1− 2w−1ξ(w−
1
2 ) + w−2ξ2(w−
1
2 )
]
Luego
φ(w) = w − 2ξ(w−
1
2 ) + w−1ξ2(w−
1
2 ) (2.26)
Como ξ(0) = a3, tenemos que ξ(z) = a3 + zR(z) donde R(z) es una funcio´n anal´ıtica en una
vecindad del origen, reemplazado en (2.26) tenemos que
φ(w) = w − 2
(
a3 + w
− 1
2R(w−
1
2 )
)
+ w−1ξ2(w−
1
2 )
= w − 2a3 − 2w
− 1
2R(w−
1
2 ) + w−1ξ2(w−
1
2 )
= w − 2a3 + w
− 1
2
[
−2R(w−
1
2 ) + w−
1
2 ξ2(w−
1
2 )
]
.
Sea ξ˜(z) = −2R(z) + zξ2(z),entonces observamos que ξ˜ es una funcio´n anal´ıtica definida en
una vecinadd del origen. Reemplazando en la ultima igualdad tenemos que,
φ(w) = w − 2a3 + w
− 1
2 ξ˜(w−
1
2 ). (2.27)
Similarmente al Lema 2.8, obtenemos el siguiente resultado.
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Lema 2.18.
l´ım
w→∞
w−
1
2 ξ˜(w−
1
2 ) = 0
Demostracio´n. Consecuencia inmediata de su desarrollo de potencias.
Entonces para 0 < ε << ma´x{1, |a3|}, suficientemente pequen˜o, existe R > 0 tal que∣∣∣w− 12 ξ˜(w− 12 )∣∣∣ < ε, para todo |w| > R. (2.28)
Considerando la funcio´n T : C → C, definida por T (w) = w − 2a3. De la iguadad (2.27)
y del lema anterior, tenemos que
|φ(w)− T (w)| =
∣∣∣w− 12 ξ2(w− 12 )∣∣∣ < ε, para todo w ∈ C con |w| > R.
Por tanto, se concluye que para |w| > R, con R suficientemente grande, φ se comporta
aproximadamente como la traslacio´n T : C→ C, definida por T (w) = w − 2a3. As´ı podemos
considerar las orbitas de φ como las orbitas de T , para todo w ∈ C, tal que |w| > R.
Consideremos L+1 subconjunto de C, definido por L
+
1 = {w ∈ C : Rea(w · a3) +R|a3| < 0} .
El siguiente resultado nos da propiedades importantes de este conjunto.
Lema 2.19.
φ(L+1 ) ⊆ L
+
1 , y l´ımn→∞φ
n(w) =∞ uniformemente en L+1 (2.29)
Demostracio´n. Sea w ∈ L+1 , entonces por definicio´n tenemos que
|w| =
|w · a3|
|a3|
>
|Rea(w · a3)|
|a3|
>
−Rea(w · a3)
|a3|
> R.
Teniendo en cuenta que 0 < ε ≪ ma´x{1, |a3|}, tenemos por definicio´n de L
+
1 y por la de-
sigualdad dada en (2.28) que,
Rea(φ(w) · a3) = Rea((w − 2a3 + w
− 1
2 ξ˜(w−
1
2 )) · a3)
= Rea(w · a3)− 2|a3|
2 + Rea(w−
1
2 ξ˜(w−
1
2 ) · a3)
< Rea(w · a3)− |a3|
2 < −R|a3| − |a3|
2 < −R|a3| (2.30)
Por tanto, tenemos que φ(L+1 ) ⊆ L
+
1 .
Mostraremos la segunda afirmacio´n: Sea w ∈ L+1 , entonces por la afirmacio´n anterior
tenemos que φ2(w) ∈ L+1 y por la desigualdad (2.28) tenemos los siguiente
Rea(φ2(w) · a3) < Rea(φ(w) · a3)− |a3|
2 < Rea(w · a3)− 2|a3|
2.
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Luego, por induccio´n se sigue fa´cilmente que
Rea(φn(w) · a3) < Rea(w · a3)− n|a3|
2 < −R|a3| − n|a3|
2, (2.31)
para todo n > 1 y para todo w ∈ L+1 . Entonces por la desigualdad anterior obtenemos que
|φn(w)| =
|φn(w) · a3|
|a3|
>
|Rea(φn(w) · a3)|
|a3|
> R + n|a3|,
para todo n > 1. Por lo tanto, concluimos que
l´ım
n→∞
φn(w) =∞, uniformemente en L+1
Retornando a las coordenadas originales, obtenemos el siguiente resultado.
Proposicio´n 2.20. Sea ϕ : (C, 0)→ (C, 0) un difeomorfismo anal´ıtico local con ϕ′(0) = 1 y
ϕ(z) = z + a3z
3 + · · · , a3 6= 0. Entonces existe una region S
+
1 ⊆ C tal que
ϕ(S+1 ) ⊆ S
+
1 , l´ımn→∞ϕ
n(z) = 0 uniformemente en S+1 . (2.32)
Demostracio´n. Sea S+1 = f1(L
+
1 ), entonces por la primera afirmacio´n del lema anterior tene-
mos que φ(L+1 ) ⊆ L
+
1 y por el cambio de coordenadas se obtiene que ϕ(S
+
1 ) ⊆ S
+
1 .
De otro lado tenemos que φn(w) = f−11 ◦ ϕ
n ◦ f1(w) = (1/ϕ
n(z))2 y por la segunda
afirmacio´n del lema anterior tenemos que l´ımn→∞ ϕ
n(z) = 0, uniformemente enS+1 .
Geome´tricamente L+1 es la regio´n ubicada a la derecha de la recta orientada L1,+, definido
por L1,+ = {w ∈ C : Rea(w · a3) +R|a3| = 0}, y S
+
1 es la regio´n que es la imagen de L
+
1 por
f1, como se muestra en la gra´fica siguiente.
Por otro lado, hemos visto que φ(w) se comporta aproximadamente como la traslacio´n
T (w) = w−2a3, para todo w ∈ C tal que |w| > R, luego la inversa de φ tambie´n se comporta
aproximadamente como la inversa de la traslacio´n T la cual es T−1(w) = w + 2a3, es decir,∣∣∣φ−1(w)− T−1(w)∣∣∣ < ε, para todo |w| > R, (2.33)
con 0 < ε << ma´x{1, |a3|} suficientemente pequen˜o.
Sea L−1 subconjunto de C definido por L
−
1 = {w ∈ C : Rea(w · a3)−R|a3| > 0} . El siguiente
resultado es importante en el estudio del comportamiento dina´mico de las orbitas de φ.
Lema 2.21.
φ−1(L−1 ) ⊆ L
−
1 y l´ımn→∞φ
−n(w) =∞, uniformemente en L−1 . (2.34)
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Figura 2.7: La gra´fica muestra como L+1 es llevado por f1.
Demostracio´n. Sea w ∈ L−1 , entonces por definicio´n tenemos que
|w| =
|w · a3|
|a3|
>
Rea(w · a3)
|a3|
> R.
Luego por definicio´n de L+1 , por la desigualdad (2.33) y la eleccio´n de ε tenemos que,
Rea(φ−1(w) · a3) = Rea(T
−1(w) · a3) + Rea(φ
−1(w)− T−1(w)) · a3)
> Rea(w · a3) + 2|a3|
2 − |a3|
2 > Rea(w · a3) + |a3|
2 (2.35)
> R|a3|+ |a3|
2.
Por tanto, tenemos que lo anterior muestra que φ−1(L−1 ) ⊆ L
−
1 .
Mostraremos la segunda afirmacio´n: Sea w ∈ L−1 , entonces por la afirmacio´n anterior
tenemos que φ−2(w) ∈ L−1 y por la desigualdad dado en (2.35) tenemos los siguiente
Rea(φ−2(w) · a3) > Rea(φ(w)
−1 · a3) + |a3|
2 > Rea(w · a3) + 2|a3|
2 > R|a3|+ 2|a3|
2.
Luego, por induccio´n se sigue fa´cilmente que
Rea(φ−n(w) · a3) > R|a3|+ n|a3|
2. (2.36)
para todo n > 1 y para todo w ∈ L−1 . Por lo tanto, de la desigualdad anterior tenemos que
|φ−n(w)| =
|φ−n(w) · a3|
|a3|
>
|Rea(φ−n(w) · a3)|
|a3|
> R + n|a3|,
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para todo n > 1. Por tanto, obtenemos que l´ımn→∞ φ
−n(w) =∞, uniformemente en L−11
Proposicio´n 2.22. Sea ϕ : (C, 0)→ (C, 0) un difeomorfismo anal´ıtico local con ϕ′(0) = 1 y
ϕ(z) = z + a3z
3 + · · · , a3 6= 0. Entonces existe una region S
−
1 ⊆ C tal que
ϕ(S−1 ) ⊆ S
−
1 , l´ımn→∞ϕ
−n(z) = 0 uniformemente en S−1 . (2.37)
Demostracio´n. Retornando a las coordenadas originales, consideremos S−1 = f1(L
−
1 ). Por
la primera afirmacio´n del lema anterior tenemos que φ−1(L−1 ) ⊆ L
−
1 y por el cambio de
coordenadas concluimos que ϕ−1(S−1 ) ⊆ S
−
1 . De otro lado tenemos que
φ−n(w) = f−11 ◦ ϕ
−n ◦ f1(w) =
[
1
ϕ−n(z)
]2
Por lo tanto, por la segunda afirmacio´n del lema anterior tenemos que l´ımn→∞ ϕ
−n(z) =
0, uniformemente en S−1 .
Geome´tricamente L−1 es la regio´n ubicada a la izquierda de la recta orientada L1,−, definido
por L1,− = {w ∈ C : Rea(w · a3)−R|a3| = 0} y S
−
1 es la regio´n que es la imagen de L
−
1 por
f1, como se muestra en la gra´fica siguiente.
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Figura 2.8: La gra´fica muestra como el conjunto L−1 es llevado por f1 en S
−
1
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Ahora encontraremos las regiones S+2 y S
−
2
Haciendo el cambio de coordenadas φ(w) = f−12 ◦ϕ◦f2(w), donde z = f2(w) = w
− 1
2 es un
difeomorfismo anal´ıtico definido en el abierto {w ∈ C : Arg(a3)− π/2 < Arg(w) < Arg(a3) +
3π/2}, con inversa w = f−12 (z) = z
−2, definido en el abierto {z ∈ C : −3π/4 − Arg(a3)/2 <
Arg(z) < π/4− Arg(a3)/2}.
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Figura 2.9: Cambio de coordenadas
Consideremos S+2 subconjunto de C definido por S
+
2 = f2(L
+
1 ).
Proposicio´n 2.23. Sea ϕ : (C, 0)→ (C, 0) un difeomorfismo anal´ıtico local con ϕ′(0) = 1 y
ϕ(z) = z + a3z
3 + · · · , a3 6= 0. Entonces existe una region S
+
2 ⊆ C tal que
ϕ(S+2 ) ⊆ S
+
2 , l´ımn→∞ϕ
n(z) = 0 uniformemente en S+2 . (2.38)
Demostracio´n. Del Lema 2.19 tenemos que φ(L+1 ) ⊆ L
+
1 y l´ımn→∞ φ
n(z) =∞ uniformemente
en L+1 y como φ(w) = f
−1
2 ◦ϕ◦f2(w), se obtiene que φ
n(w) = f−12 ◦ϕ
n◦f2(w) = [ϕ
n(z)]−2, para
todo n > 1, luego las afirmaciones anteriores implican que ϕ(S+2 ) ⊆ S
+
2 y l´ımn→∞ ϕ
n(z) = 0,
uniformemente en S+2 .
Finalmente sea S−2 subconjunto de C definido por S
−
2 = f2(L
−
1 ), de manera similar a la
afirmacio´n anterior, utilizando el Lema 2.21, se muestra que:
Proposicio´n 2.24. Sea ϕ : (C, 0)→ (C, 0) un difeomorfismo anal´ıtico local con ϕ′(0) = 1 y
ϕ(z) = z + a3z
3 + · · · , a3 6= 0. Entonces existe una region S
−
2 ⊆ C tal que
ϕ(S−2 ) ⊆ S
−
2 y l´ımn→∞ϕ
−n(z) = 0, uniformemente en S−2 . (2.39)
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Demostracio´n. Del Lema 2.21 tenemos que φ(L−1 ) ⊆ L
−
1 y l´ımn→∞ φ
−n(z) = ∞ uniforme-
mente en L−1 y como φ(w) = f
−1
2 ◦ ϕ ◦ f2(w), se obtiene que φ
−n(w) = f−12 ◦ ϕ
−n ◦ f2(w) =
[ϕ−n(z)]
2
, para todo n > 1, luego las afirmaciones anteriores implican que ϕ(S−2 ) ⊆ S
−
2 y
l´ımn→∞ ϕ
−n(z) = 0, uniformemente en S−2 .
La gra´fica siguiente nos muestra como L+1 (resp. L
−
1 ) es transformado por f2 en S
+
2 (resp.
S−2 ).
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Figura 2.10: Conjuntos S+2 y S
−
2
Luego hemos encontrado las regiones S+1 , S
+
2 ,S
−
1 , S
−
2 en el plano z, tal como se muestra
en la gra´fica.
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Finalmente tenemos el siguiente resultado.
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Proposicio´n 2.25. Sea z ∈ C suficientemente pequen˜o tal que z /∈
⋃2
i=1 S
+
i ∪ S
−
i , entonces
su orbita positiva (resp. su orbita negativa) atraviesa
⋃2
i=1 S
+
i (resp.
⋃2
i=1 S
−
i ).
Demostracio´n. Esto sera´ consecuencia de que para |w| > R, con R suficientemente grande,
tenemos por la primera desigualdad (2.30) que
Rea(φ(w) · a3) < Rea(w · a3)− |a3|
2.
Luego si w /∈ L+1 y |w| > R, entonces por induccio´n se sigue que
Rea(φ(w) · a3) < Rea(w · a3)− n|a3|
2, para todo n > 1 y para todo |w| > R.
Por lo tanto, por la desigualdad anterior y un ca´lculo sencillo tenemos que Rea(φ(w) · a3) <
−R|a3|, para n > (R|a3| + |Rea(w · a3)|)/|a3|
2, luego tenemos que φn(w) ∈ L+1 y retornando
a las coordenadas originales tenemos que ϕn(z) ∈ S+1 ∪ S
+
2 , para z suficientemente pequen˜o.
Analogamente para la orbita negativa tenemos que si w /∈ L−1 y |w| > R, entonces pro-
cediendo de manera similar a la prueba de la primera afirmacio´n y utilizando la desigualdad
(2.35), obtenemos que
Rea(φ(w) · a3) > Rea(w · a3) + n|a3|
2, para todo n > 1 y para todo |w| > R.
Por lo tanto para n suficientemente grande tenemos que φ−n(w) ∈ L−1 , y retornando a las
coordenadas originales tenemos que ϕ−n(z) ∈ S−1 ∪ S
−
2 , para z suficientemente pequen˜o.
La gra´fica siguiente nos muestra el compotamiento dina´mico de las orbitas de un difeo-
morfismo anal´ıtico ϕ : (C, 0)→ (C, 0), de la forma ϕ(z) = z + a3z
3 + . . . , con a3 6= 0.
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Figura 2.12: Conjuntos S+1 , S
−
1 , S
+
2 y S
−
2
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Finalmente para λ cualquiera tenemos que
ϕ(z) = λz +
∞∑
j=k+1
ajz
j, con ak+1 6= 0.
Supongamos que λm = 1 , para algu´n m ∈ N, entonces
ϕm(z) = z +mλak+1z
km+1 + . . .
Utilizando el teorema anterior concluimos que existen S+1 , S
+
2 . . . S
+
km regiones que se alternan
con otros S−1 , S
−
2 . . . S
−
km teniendo a cero en su borde tales que
i l´ımn→∞ ϕ
nm(z) = 0, uniformemente en cada S+i y ϕ
m(S+i ) ⊆ S
+
i .
ii l´ımn→∞ ϕ
−nm(z) = 0, uniformemente en cada S−i y ϕ
−m(S−i ) ⊆ S
−
i .
iii Si z ∈ C es suficientemente pequen˜o tal que z /∈
⋃km
i=1 S
+
i ∪ Si
− entonces la orbita
positiva de ϕ (resp. negativa ) atraviesa
⋃km
i=1 S
+
i (resp.
⋃km
i=1 S
−
i )
En el caso que λ no es ra´ız de la unidad, el estudio es ma´s cuidadoso y sera´ tratado en el
siguiene cap´ıtulo.
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Cap´ıtulo
3
Fracciones continuas
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3.1 Fracciones continuas finitas
En este cap´ıtulo desarrollaremos parte de la teoria de fracciones continuas la cual sera´
utilizada para mostar uno de los resultados importantes de este trabajo. Mas detales sobre
fracciones continuas pueden ser encontradas en PetrofezzoAnthony, [7].
Definicio´n 3.1: Una fraccio´n continua finita es una expresio´n de la forma
a1 +
b1
a2 +
b2
. . .
an−1+
bn
an
(3.1)
En general los nu´meros ai y bi de (3.1) pueden ser nu´meros reales o complejos.
Definicio´n 3.2: Una fraccio´n continua es llamada fraccio´n continua simple si para todo
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i > 1, se tiene que bi = 1 y ai es un entero mayor que cero.
a1 +
1
a2 +
1
. . .
an−1+
1
an
(3.2)
En este cap´ıtulo estudiaremos principalmente fracciones continuas simples. Los ai de la
fraccio´n continua simple (3.2) son llamados los te´rminos de la fraccio´n continua simple.
Si el nu´mero de te´rminos de una fraccio´n continua simple es finito tal como se indica en
(3.2), entonces se dice que la fraccio´n continua es una fraccio´n continua simple finita y si el
nu´mero de te´rminos es infinito, entonces la fraccio´n continua simple es una fraccio´n continua
simple infinita.
Denotaremos por [a1, a2, . . . , an] a la fraccio´n continua simple
a1 +
1
a2 +
1
a3 +
1
. . .
an−1+
1
an
Ejemplo 3.3: −16
9
puede ser expresado como una fraccio´n continua simple, de la siguiente
forma
−
16
9
= −2 +
2
9
= −2 +
1
4 + 1
2
.
Por tanto −16
9
= [−2, 4, 2] se escogio −2 para el entero a1 con el f´ın de que los te´rminos
restantes pudieran ser enteros positivos
Teorema 3.4. Todo nu´mero racional puede ser expresado como una fraccio´n continua simple
finita
Demostracio´n. Sea p
q
un nu´mero racional y supongamos que q > 0 entonces por el algoritmo
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euclidiano de la divisio´n, existen enteros ai y ri tales que
p
q
= a1 +
r1
q
= a1 +
( q
r1
)−1
, donde a1 <
p
q
y 0 < r1 < q,
q
r1
= a2 +
r2
r1
= a2 +
(r1
r2
)−1
, donde a2 <
q
r1
y 0 < r2 < r1,
r1
r2
= a3 +
r3
r2
= a3 +
(r2
r3
)−1
, donde a3 <
r1
r2
y 0 < r3 < r2,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
rn−3
rn−2
= an−1 +
rn−1
rn−2
= an−1 +
(rn−2
rn−1
)−1
, donde an−1 <
rn−3
rn−2
y 0 < rn−1 < rn−2.
No´tese que 0 < rn−1 < rn−2 < . . . < r1 es una sucesio´n decreciente de enteros positivos,
como so´lo existe un nu´mero finito de enteros positivos menores que q, este proceso, debe de
terminar, esto es, existe un nu´mero finito de enteros positivos ri que satisfacen las ecuaciones
descritas anteriormente. Por sustitucio´n y usando los pasos del proceso anterior obtenemos
p
q
= a1 +
1
a2 +
1
a3 +
1
. . .
an−1+
1
an
= [a1, a2, . . . , an]
Por lo tanto, como tenemos so´lo un nu´mero finito de te´rminos, el nu´mero racional p
q
queda
representado por una fraccio´n continua simple.
Observacio´n 3.5: La representacio´n de un nu´mero racional como una fraccio´n continua
simple finita no es u´nica debido a la manera en que los ai son escogidos en el Teorema 3.4
cada ai es u´nico para todo i = 1, 2, . . . , n− 1, sin embargo si an > 1, entonces
an = (an − 1) + 1 = (an − 1) +
1
1
y
p
q
= [a1, a2, . . . , an] = [a1, a2, . . . , an − 1, 1]
Si an = 1 entonces
an−1 +
1
an
= an−1 +
1
1
= an−1 + 1 y
p
q
= [a1, a2, . . . , an] = [a1, a2, . . . , an−1 + 1]
As´ı todo nu´mero racional puede ser expresado como una fraccio´n continua simple finita en
exactamente dos formas. Ademas una representacio´n tiene un nu´mero impar de te´rminos y
la otra representacio´n tiene un nu´mero par de te´rminos
Teorema 3.6. Todo fraccio´n continua simple finita representa un nu´mero racional
Demostracio´n. Aplicamos induccio´n sobre el nu´mero de te´rminos de la fraccio´n continua
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simple finita. Si n = 1, entonces [a1] = a1 ∈ Q.
Hipotesis inductiva: Supongamos que toda fraccio´n continua simple finita con n te´rminos
es un nu´mero racional. Sea [a1, a2, . . . , an, an+1] una fraccio´n continua simple finita con n+ 1
te´rminos, entonces tenemos
[a1, a2, . . . , an, an+1] = a1 +
1
a2 +
1
a3 +
.. .
1
an +
1
an+1
[a1, a2, . . . , an, an+1] = a1 +
1
[a2, a3, . . . , an, an+1]
Luego por hipotesis de induccio´n la fraccio´n continua simple finita [a2, a3, . . . , an, an+1] tiene
n te´rminos entonces [a2, a3, . . . , an, an+1] es racional. Por lo tanto
[a1, a2, . . . , an, an+1] = a1 +
1
[a2, a3, . . . , an, an+1]
∈ Q.
As´ı por Teorema 3.4 todo nu´mero racional es representado por una fraccio´n continua
simple finita e inversamente por el Teorema 3.6 toda fraccio´n continua simple finita representa
un nu´mero racional.
3.2 Fracciones continuas infinitas
Teorema 3.7. Todo nu´mero irracional puede ser expresado como una u´nica fraccio´n continua
simple infinita
Demostracio´n. Sea x ∈ I, entonces x puede ser expresado en la forma
x = a1 +
1
x1
; donde a1 = [|x|] es el mayor entero menor que x y 0 <
1
x1
< 1.
Afirmamos que x1 ∈ I. Caso contrario x1 ∈ Q, entonces 1/x1 ∈ Q y asi x = a1 + 1/x1 ∈ Q,
lo cual contradice el hecho de que x es irracional. Ademas x1 > 1 ya que 0 <
1
x1
< 1 luego x1
puede ser expresado en la forma:
x1 = a2 +
1
x2
, donde a2 = [|x1|] y 0 <
1
x2
< 1.
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Ademas a2 es un nu´mero positivo y x2 es un nu´mero irracional, el proceso puede continuar
indefinidamente. Para cada xi existe un ai que es el mayor entero menor que xi tal que:
xi = ai+1 +
1
xi+1
Donde ai+1 = [|xi|] y xi es un nu´mero irracional por tanto
x = [a1, a2, a3 . . .] .
Como a1 es el mayor entero menor que x y cada ai+1 es el mayor entero positivo menor que
xi, la representacio´n del nu´mero x como la fraccio´n continua simple infinita es u´nica.
Teorema 3.8. Toda fraccio´n continua simple infinita representa un nu´mero irracional
Demostracio´n. Tomemos una fraccio´n continua simple infinita cualquiera , sea x el nu´mero
representado por esta´ fraccio´n continua por el teorema 3.4 x no puede ser racional, por tanto
x es un nu´mero irracional
As´ı por los teoremas anteriores tenemos que todo nu´mero irracional puede ser expresado
como una fraccio´n continua simple infinita e inversamente toda fraccio´n continua simple
infinita representa un nu´mero irracional.
Definicio´n 3.9: Las fracciones continuas simples finitas [a1, a2, . . . , an] son llamados los
convergentes o reducidos de la fraccio´n continua simple [a1, a2, a3 . . .] (la fraccio´n continua
simple [a1, a2, a3 . . .] puede ser finita o infinita)
Haciendo simples ca´lculos obtenemos
[a1] = a1, [a1, a2] = a1 +
1
a2
, (3.3)
[a1, a2, a3] =
a1a2a3 + a3 + a1
a3a2 + 1
, (3.4)
[a1, a2, . . . , an] =
[
a1, a2, . . . , an−2, an−1 +
1
an
]
, para todo n > 2. (3.5)
Teorema 3.10. Si pn y qn son definidas de la siguiente forma
p1 = a1, p2 = a2a1 + 1 y pn = anpn−1 + pn−2, (3.6)
q1 = 1, q2 = a2 y qn = anqn−1 + qn−2, (3.7)
para todo n > 3. Entonces [a1, a2, . . . an] =
pn
qn
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Demostracio´n. Las expresiones para p1, q1, p2 y q2 pueden ser obtenidas de la siguiente forma
[a1] = a1 entonces p1 = a1; q1 = 1.
[a1, a2] =
a1a2 + 1
a2
entonces p2 = a1a2 + 1; q2 = a2.
Las relaciones recursivas para pn y qn, donde n > 3 son demostradas por induccio´n matema´ti-
ca. Para n = 3 por la igualdad (3.4) tenemos
[a1, a2, a3] =
a1a2a3 + a3 + a1
a3a2 + 1
=
a3(a2a1 + 1) + a1
a3a2 + 1
=
a3p2 + p1
a3q2 + 1
=
p2
q2
Por tanto
[a1, a2, a3] =
p3
q3
.
Supongamos que las relaciones recursivas son verdaderas para todo nu´mero entero entre 3 y
k, entonces por (3.5), tenemos que
[a1, a2, . . . , ak, ak+1] =
[
a1, a2, . . . , ak +
1
ak+1
]
.
Por hipo´tesis inductiva aplicada a
[
a1, a2, . . . , ak +
1
ak+1
]
tenemos
[a1, a2, . . . , ak, ak+1] =
(ak +
1
ak+1
)pk−1 + pk−2
(ak +
1
ak+1
)qk−1 + qk−2
=
ak+1(akpk−1 + pk−2) + pk−1
ak+1(akqk−1 + qk−2) + qk−1
=
ak+1pk + pk−1
ak+1qk + qk−1
=
pk+1
qk+1
.
Por tanto
[a1, a2, . . . , ak, ak+1] =
pk+1
qk+1
.
Teorema 3.11. Los numeros pn y qn satisfacen
pnqn−1 − pn−1qn = (−1)
n (3.8)
Demostracio´n. La demostracio´n es por induccio´n. Si n = 1 tomamos p0 = 1, q0 = 0 entonces
p1q0 − p0q1 = (−1)
1. Supongamos que la relacio´n (3.8) es valida para n, entonces
pn+1qn − pnqn+1 = (an+1pn + pn−1)qn − pn(an+1qn + qn−1)
= an+1pnqn + pn−1qn − an+1pnqn − pnqn−1
= −(pnqn−1 − pn−1qn) = −(−1)
n (por hipotesis inductiva)
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Por lo tanto
pn+1qn − pnqn+1 = (−1)
n+1.
Denotamos por cn = [a1, a2, . . . , an]. Si n es impar, entonces cn es llamado convergente
impar y si n es par cn es llamado convergente par. Por Teorema 3.10, tenemos que cn =
pn
qn
.
Sea n > 1, entonces de la igualdad (3.8), podemos dividir entre qnqn−1 obteniendo
pn
qn
−
pn−1
qn−1
=
(−1)n
qnqn−1
.
Por tanto
cn − cn−1 =
(−1)n
qnqn−1
. (3.9)
Teorema 3.12. Los numeros pn y qn satisfacen
pnqn−2 − pn−2qn = (−1)
n−1an (3.10)
Demostracio´n. Como pn = anpn−1 + pn−2 y qn = anqn−1 + qn−2, entonces para todo n > 1,
por un ca´lculo sencillo y el teorema anterior tenemos
pnqn−2 − pn−2qn = (anpn−1 + pn−2)qn−2 − pn−2(anqn−1 + qn−2)
= anpn−1qn−2 + pn−2qn−2 − anpn−2qn−1 − pn−2qn−2
= an(pn−1qn−2 − pn−2qn−1) = (−1)
n−1an
Por lo tanto pnqn−2 − pn−2qn = (−1)
n−1an, para todo n > 1.
De la iguadad (3.10), dividiendo entre qnqn−2 tenemos
pn
qn
−
pn−2
qn−2
=
(−1)n−1an
qnqn−2
. (3.11)
Por tanto
cn − cn−2 =
(−1)n−1an
qnqn−2
(3.12)
Teorema 3.13. Los convergentes impares de una fraccio´n continua simple forman una su-
cesio´n creciente; los convergentes pares forman una sucesio´n decreciente y todo convergente
impar es menor que todo convergente par
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Demostracio´n. Sea n = 2k + 1, con k > 1. Entonces por la iguadad (3.12) y como an, qn y
qn−2 > 0, tenemos que
cn − cn−2 =
an(−1)
n−1
qnqn−2
=
an(−1)
2k+1−1
qnqn−2
=
an
qnqn−2
> 0
As´ı
c2k+1 > c2k−1, para todo k > 1 (3.13)
Luego la afirmacio´n esta´ probada, es decir, los convergentes impares forman una sucesio´n
creciente.
Ahora si n = 2k, con k > 1. Entonces por (3.12) y como an, qn y qn−2 > 0, tenemos que:
c2k − c2k−2 =
(−1)n−1an
qnqn−2
=
(−1)2k−1an
qnqn−2
=
−an
qnqn−2
< 0 (3.14)
As´ı
c2k < c2k−2, para todo k > 1 (3.15)
Por lo tanto los convergentes pares forman una sucesio´n decreciente.
Ahora sea k un entero positivo, entonces por (3.9) para n = 2k tenemos
c2k − c2k−1 =
(−1)2k
q2kq2k−1
, (3.16)
y como q2k, q2k−1 > 0, se obtiene que:
c2k > c2k−1, para todo k > 1. (3.17)
Sean dos enteros positivos cualesquiera r y s, entonces por las desigualdades anteriores tene-
mos los siguientes casos:
(i) Si r > s, entonces por (3.13) y (3.17), tenemos c2r > c2r−1 > c2s−1
(ii) Si r = s, entonces 2r > 2s− 1 y por (3.17), se tiene que c2r > c2s−1.
(iii) Si r < s, entonces 2r < 2s y por (3.15), se tiene que c2r > c2s.
Por lo tanto para dos enteros positivos cualesquiera r y s hemos demostrado c2r > c2s−1 ,
as´ı todo convergente impar es menor que todo convergente par
c1 < c3 < c5 < . . . c2k−1 < . . . < c2k < c2k−2 < . . . < c6 < c4 < c2.
Proposicio´n 3.14. Los nu´meros qn determinados en una fraccio´n continua simple satisfacen
qn > n para todo n > 1.
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Demostracio´n. Procedamos por induccio´n. Si n = 1 tenemos que q1 = 1 > 1. Supongamos
que qn > n (Hipo´tesis inductiva). Entonces como an, qn−1 > 1
qn+1 = an+1qn + qn−1 = an+1qn + qn−1 > qn + qn−1 > n+ 1
Proposicio´n 3.15. Sea x un nu´mero irracional representado por una fraccio´n continua sim-
ple infinita [a1, a2, . . .] entonces x satistafe la siguiente desigualdad
|qnx− pn| <
1
qn+1
(3.18)
Demostracio´n. Sea x = [a1, a2, . . . an, xn+1] donde xn+1 = [an+1, an+2, . . .], entonces por un
ca´lculo directo y (3.8) tenemos
x−
pn
qn
=
xn+1pn + pn−1
xn+1qn + qn−1
−
pn
qn
=
xn+1pnqn + pn−1qn − xn+1pnqn − pnqn−1
qn(xn+1qn + qn−1)
=
pn−1qn − pnqn−1
qn(xn+1qn + qn−1)
=
(−1)n+1
qn(xn+1qn + qn−1)
Por tanto ∣∣∣∣∣x− pnqn
∣∣∣∣∣ = 1qn(xn+1qn + qn−1) (3.19)
Por otro lado, desde que xn > an para todo n > 1, tenemos que
xn+1qn + qn−1 > an+1qn + qn−1 = qn+1 (3.20)
Reemplazando (3.20) en (3.19), obtenemos∣∣∣∣∣x− pnqn
∣∣∣∣∣ < 1qnqn+1
Por lo tanto de esta´ desigualdad se puede deducir fa´cilmente el resultado.
De la proposicio´n anterior podemos deducir las siguientes desigualdades
|qnx− pn| <
1
qn+1
=
1
an+1qn + qn+1
<
1
an+1qn
<
1
an+1
. (3.21)
Teorema 3.16. Si x es un nu´mero irracional representado por la fraccio´n continua simple
infinita [a1, a2, a3 . . .], entonces
l´ım
n−→∞
cn = x, donde cn es el convergente n-esimo.
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Ademas
x < cn, si n es par
x > cn, si n es impar
Demostracio´n. Por Teorema 3.13, tenemos que (c2k+1) es una sucesio´n creciente de nu´meros
racionales que esta´ acotada superiormente por c2, entonces existe l´ımk→∞ c2k+1 = L1 y c2k+1 6
L1, para todo k > 1.
Por el mismo teorema (c2k) es una sucesio´n decreciente de nu´meros racionales que esta´
acotada inferiormente por c1, entonces existe l´ımk→∞ c2k = L2 y L2 6 c2k para todo k > 1.
Probaremos que l´ımn→∞ cn = l´ımk→∞ c2k = l´ımk→∞ c2k+1. En efecto, por Lema 3.14 y la
igualdad dada en (3.16) obtenemos que |c2k − c2k−1| <
1
2k(2k−1)
, para todo k > 1.
Por tanto, tomando limite tenemos
l´ım
n→∞
cn = l´ım
k→∞
c2k = l´ım
k→∞
c2k+1 = L
Por Lema 3.15 tenemos ∣∣∣∣∣x− pnqn
∣∣∣∣∣ = |x− cn| < 1qn < 1n+ 1 .
Por lo tanto
x = l´ım
n−→∞
cn = L
Las propiedades de la teor´ıa de fracciones continuas sera´n utilizadas para mostrar el
resultado central de este trabajo el cual es abordado en el siguiente cap´ıtulo.
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En este cap´ıtulo nos dedicaremos a mostrar el resultado central de este trabajo, el cual
consiste en linealizar un difeomorfismo local anal´ıtico ϕ, definido en una vecindad del origen
tal que λ = ϕ′(0) no es ra´ız de la unidad. Resaltamos que la condicio´n estudiada en este
cap´ıtulo es debido C. L. Siegel J.K. Meser, [13], pero Bruno en [2], muestra el mismo resultado
con una condicio´n mas general de la que estudiamos aqui.
4.1 Parte central
Sea ϕ(z) = λz +
∑∞
i=2 aiz
i un difeomorfismo local anal´ıtico donde |λ| = 1 y λ no es ra´ız
de la unidad, entonces siempre es posible encontrar un cambio formal de coordenadas que
transforma ϕ(z) en z → λz, bastando para esto resolver formalmente la ecuacio´n:
F (λz) = ϕ(F (z)) (4.1)
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Sea F (z) = z+
∑∞
i=2 biz
i, entonces resolviendo formalmente la ecuacio´n (4.1) se puede encon-
trar los bi para los cuales la ecuacio´n anterior es satisfecha.
Resolviendo formalmente (4.1) tenemos:
F (λz)− λF (z) = ϕ(F (z))− λF (z) (4.2)
∞∑
i=2
bi(λ
i − λ)zi =
∞∑
i=2
ai [F (z)]
i (4.3)
Desarrollando tenemos que
b2(λ
2 − λ)z2 + b3(λ
3 − λ)z3 + . . . = a2z
2 + (a3 + 2a2b2)z
3 + . . .
Luego un ca´lculo directo nuestra que:
b2 =
a2
λ2 − λ
y b3 =
a3 + 2a2b2
λ3 − λ
.
Ahora supongamos conocidos los coeficientes del desarrollo formal en series de potencias
de F (z) hasta el orden n − 1. Procediendo a la comparacio´n de los terminos en zn en la
ecuacio´n (4.3) y teniendo en cuenta que el coeficiente de zn de cada [F (z)]i con 2 6 i 6 n− 1
es de la forma Pi(b2, b3, . . . bn−1), donde Pi(b2, b3, . . . bn−1) es un polinomio en las variables
b2, b3, . . . bn−1 con coeficientes enteros, y el coeficiente de z
n en [F (z)]n es igual 1, tenemos
que el coeficiente de zn en el segundo miembro de (4.3) sera´ de la forma:
an + a2P2(b2, b3, . . . bn−1) + a3P3(b2, b3, . . . bn−1) + . . .+ an−1Pn−1(b2, b3, . . . bn−1).
Haciendo Pn(a2, a3, . . . , an−1, b1, b2, . . . , bn−1) =
∑n−1
i=2 aiPi(b2, b3, . . . bn−1) y observando que
el coeficiente de zn en el primer miembro de (4.3) es igual a bn(λ
n − λ), obtenemos que
bn(λ
n − λ) = an + Pn(a2, . . . , an−1, b1, . . . , bn−1), (4.4)
donde Pn(a2, . . . , an−1, b1, . . . , bn−1) es un polinomio con coeficientes enteros en las variables
a2, a3, . . . , an−1, b1, b2, . . . , bn−1. De la igualdad (4.4) se sigue que bn puede ser calculado por
la siguiente formula recursiva:
bn =
an
λn − λ
+
Pn(a2, . . . , an−1, b1, . . . , bn−1)
λn − λ
, (4.5)
donde λn − λ 6= 0, dado que λ no es ra´ız de la unidad.
As´ı los coeficientes bn son determinados por recurrencia y por lo tanto estan determinados
univocamente por los coeficientes ya conocidos a2, · · · , an−1, b2, b3, · · · , bn−1. La expresion
(4.5) evidencia el papel de los pequen˜os denominadores es decir la sucesio´n λn−λ tiene a cero
como punto de acumulacio´n.
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Lema 4.1. Sea λ ∈ C tal que λ no es ra´ız de la unidad y |λ| = 1. Entonces
0 ∈ {λn − λ : n ∈ N}. (4.6)
Demostracio´n. Como G = {nα +m : α ∈ I, n,m ∈ Z} es denso en R, tenemos que G tiene
a cero como punto de acumulacion.
Sea λ = exp(2πiα) donde α ∈ I, entonces por un ca´lculo directo el cual es mostrado
mas adelante en (4.11), tenemos que |λn − λ| = 2 sin(π|nα +m|), y utilizando el hecho que
G tiene a cero como punto de acumulacio´n y sin(0) = 0, tenemos que la afirmacio´n queda
probada.
Por lo tanto, observamos que la sucesio´n λn− λ tiene a cero como punto de acumulacio´n,
as´ı la serie F (z) = z +
∑∞
i=2 biz
i no necesariamente podria converger, por lo que podriamos
preguntarnos ¿Bajo que condiciones F (z) es convergente?. Esta pregunta sera´ satisfactoria-
mente respondida en este cap´ıtulo.
Teorema 4.2. El cambio formal de coodenadas en (4.1) es u´nico.
Demostracio´n. Supongamos que existe otra serie formal F˜ tal que F˜ (λz) = ϕ(F˜ (z)). Consi-
derando H(z) = F˜−1 ◦ F (z), tenemos que
H(λz) = F˜−1 ◦ F (λz) = F˜−1(F (λz)) = F˜−1(ϕ(F (z)))
= F˜−1(ϕ(F˜ (F˜−1(F (z))))) = F˜−1(F˜ (λF˜−1(F (z))))
= λF˜−1(F (z)) = λF˜−1 ◦ F (z) = λH(z).
Por lo tanto
H(λz) = λH(z)
Comparando los coeficientes en su desarrollo formal de series de potencias similarmente como
fue hecho en el Teorema 2.6, obtenemos que H(z) = z y por lo tanto F˜−1 ◦ F (z) = z, lo que
implica que F˜−1(z) = F (z).
Como siempre es posible encontrar una serie formal F que linealiza formalmente ϕ, po-
demos definir el siguiente conjunto:
F = {λ ∈ C : |λ| = 1, existe una serie formal convergente ϕ(z) = λz + a2z
2 . . .
cuya serie F (z) = z + b2z
2 + . . . que la linealiza diverge }
Por definicio´n del conjunto F, tenemos que F ⊆ S1, donde S1 = {λ ∈ C : |λ| = 1}.
Teorema 4.3. F es denso en S1.
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Demostracio´n. Sea λ ∈ C tal que |λ| = 1, consideremos ϕ(z) = λz +
∑∞
n=2 anz
n donde los
coeficientes an, n = 2, 3, . . . son siempre iguales a ±
1
n!
con el signo fijado por recurrencia. En
particular ϕ(z) sera´ convergente en todo C.
Sea
F (z) = z +
∞∑
n=2
bnz
n, serie formal tal que F (λz) = ϕ(F (z)).
De la igualdad (4.5) tenemos lo siguiente:
(λn − λ)bn = an + Pn(a2, . . . an−1, b1, . . . , bn−1).
As´ı podemos escoger an = ±
1
n!
de manera que:
|bn| >
1
n!
|λn − λ|−1 =
1
n!
|λn−1 − 1|−1, para todo n > 2.
En efecto como:
|(λn − λ)bn|
2 = |an + Pn(a2, . . . an−1, b1, . . . , bn−1)|
2
= |an|
2 + |Pn(a2, . . . an−1, b1, . . . , bn−1)|
2 + 2Rea(an · Pn(a2, . . . an−1, b1, . . . , bn−1))
> |an|
2 + 2Rea(an · Pn(a2, . . . an−1, b1, . . . , bn−1)) (4.7)
Luego podemos elegimos el signo de an, de manera que:
anRea(P (a2, . . . an−1, b1, . . . , bn−1)) > 0,
el cual muestra una formula recursiva para hallar el signo de an, para todo n. Luego por la
desigualdad (4.7), obtenemos que
|bn| >
1
n!
∣∣∣λn−1 − 1∣∣∣−1 . (4.8)
Supongamos ahora que λ satisface la siguiente desigualdad
|λn − 1| < (n!)−2, (4.9)
para una infinidad de valores n.
Sea ϕ(z) una serie de potencias cuyos coeficientes an, n = 2, 3, . . . han sido determinados
de la manera indicada. Entonces por un lado la serie ϕ(z) sera´ convergente para todos los
valores de z ∈ C, mientras que la respectiva serie formal F (z) solucio´n de la ecuacio´n (4.1)
es divergente, porque para cada z 6= 0, tenemos por (4.9) que
|bn| >
1
n!
∣∣∣λn−1 − 1∣∣∣−1 > 1
n!
[(n− 1)!]2 .
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Luego observamos que el termino general bn de F (z) no tiende a cero, lo que prueba que F (z)
es divergente.
Por consiguiente resta probar que existe un subconjunto denso de valores de λ en la
circunferencia unitaria que no son raices de la unidad y que satisfagan la desigualdad:
|λn − 1| < (n!)−2, para una infinidad de valores naturales. (4.10)
Si λ = exp(2πiα), donde (0 6 α 6 1), entonces para cada nu´mero natural n podemos escoger
un entero m tal que
−
1
2
6 nα−m <
1
2
, dado que R =
⋃
m∈Z
[m−
1
2
,m+
1
2
[.
Entonces se observa de lo anterior que −π
2
6 π(nα−m) < π
2
, para algu´nm escogido. Tambie´n
tenemos que:
|λn − 1| = | exp(2πiαn)− 1| = | exp(πiαn)− exp(−πiαn)| = 2| sin(παn)|
= 2| sin(nπα−mπ +mπ)| = 2| sin(π(nα−m)) cos(mπ)|
= 2| sin(π(nα−m))|.
Haciendo ϑ = |nα−m|, obtenemos por la igualdad anterior que
|λn − 1| = 2 |sin(π(nα−m))| = 2 sin(|π(nα−m)|) = 2 sin(πϑ). (4.11)
Ahora utilizaremos la siguiente desigualdad, el cual es consecuencia directa de la propiedad
de la funcio´n trigonometrica sin(θ):
2θ
π
6 sin(θ) 6 θ, para todo θ ∈
[
0,
π
2
]
. (4.12)
Dado que 0 6 πϑ 6 π
2
, podemos utilizar la desigualdad anterior para obtener que:
2ϑ 6 sin(πϑ) 6 πϑ.
De donde concluimos que
4ϑ 6 |λn − 1| = 2 sin(πϑ) 6 2πϑ < 7ϑ (4.13)
Por consiguiente, basta construir un conjunto de nu´meros irracionales α denso en [0, 1[ los
cuales satisfagan lo siguiente:
|nα−m| <
1
7(n!)2
, tenga infinitas soluciones enteras n y m. (4.14)
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Esto se consigue fa´cilmente utilizando la representacio´n de nu´meros reales por fracciones
continuas. Como vimos en el Ca´pitulo 3 a todo nu´mero irracional 0 < α < 1 se le puede
asociar una sucesio´n de nu´meros naturales r1, r2, r3, . . . tal que la sucesio´n de fracciones pk/qk,
k = 1, 2, 3, . . . definidas por recurrencia segu´n la siguiente regla:
p1 = 1, p2 = r1r2 + 1 y pn = rnpn−1 + pn−2
q1 = 1, q2 = r2 y qn = rnqn−1 + qn−2.
Los nu´meros r1, r2, r3, . . ., tienden a α y son unicamente definidos por α y designan los co-
cientes parciales. Por la desigualdad (3.18) tenemos
|qkα− pk| <
1
qk+1
<
1
rk+1qk
<
1
rk+1
(4.15)
Observando que 0 < α < 1, entonces r1 = 0 esto es una consecuencia de:
α = [r1, r2, r3, . . .] = r1 +
1
r2 +
1
. . .
,
de donde se deduce fa´cilmente que r1 = 0.
Sea ahora λ = exp(2πiβ), con 0 < β < 1 nu´mero irracional y donde λ ∈ S1 es arbitrario.
Sean s1, s2, s3, . . . los cocientes parciales de β en su expresio´n en fraccio´n continua. Para un
nu´mero l fijo y arbitrario, definimos
rk = sk, 0 < k 6 l.
rk+1 = 7(qk!)
2, k > l. (4.16)
Donde los q1, q2, q3, . . . son determinados por recurrencia de acuerdo al Teorema 3.10, para la
fraccio´n continua αl con cocientes parciales r1, r2, r3, . . . se verifica tambie´n
|qkαl − pk| <
1
qk+1
<
1
rk+1qk
<
1
rk+1
<
1
7(qk!)2
.
Como los primeros l cocientes parciales de las fracciones continuas αl y β coinciden se verifica
tambie´n que |qlβ − pl| < q
−1
l , luego utilizando la desigualdad triangular y la desigualdad 3.18
tenemos
|αl − β| 6
∣∣∣∣∣αl − plql
∣∣∣∣∣+
∣∣∣∣∣β − plql
∣∣∣∣∣ < 2q−2l
Luego por (4.15) y (4.16) tenemos que para una infinidad de pares n = qk, m = pk (k =
l, l+1, l+2, . . .), se verifica la condicio´n (4.14). As´ı el nu´mero λl = exp(2πiαl) ∈ S
1 pertenecera
a F y por lo indicado anteriormente |αl − β| 6 2q
−2
l de donde se concluye l´ımαl = β
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Por consiguiente λl = exp(2πiαl) constituye una sucesio´n en F tal que l´ıml→∞ λl = λ y
como λ fue arbitrario la afirmacio´n queda probada.
Sea λ = exp(2πiθ), donde θ es un nu´mero racional, entonces por continuidad existe 0 < θ1 < 1
nu´mero irracional tal que
|λ− λ1| <
ε
2
, donde λ1 = exp(2πiθ1)
Luego aplicando lo hecho anteriormente obtenemos un λ2 ∈ F tal que |λ1 − λ2| <
ε
2
as´ı
|λ− λ2| 6 |λ− λ1|+ |λ1 − λ2| <
ε
2
+
ε
2
= ε.
Por lo tanto, hemos demostrado que F es denso en S1.
Definimos el siguiente subconjunto de S1
Λ ={λ ∈ S1 : Para toda ϕ(z) = λz + a2z
2 + . . . , dondeλ = exp(2πiα), convergente en una
vecindad de z = 0 la correspondiente serie formal F (z) = z + b2z
2 + . . . que linealiza ϕ
es convergente en una vecindad de z = 0}
Vamos a demostrar que Λ, como subconjunto de la circunferencia unitaria S1, tiene medida
unidimensional Lebesgue 2π o equivalentemente que el conjunto de los respectivos valores α en
el intervalo unitario tiene medida unidimensional 1. Mas au´n, observando que S1−exp(Λ) = F,
tendremos que la medida unidimensional Lebesgue de F sera´ cero.
Denotemos por E = [0, 1] y m(Γ) la medida de Lebesgue de un conjunto medible Γ.
Teorema 4.4. Sea el conjunto
Γ = {α ∈ E : existe µ, ε > 0 tal que |nα−m| > εn−µ para todo n ∈ N, y para todo m ∈ Z}
Entonces Γ es medible y m(Γ) = 1.
Demostracio´n. Para dos nu´meros enteros positivos considerenos el siguiente conjunto
B(ε, µ) = {α ∈ E : |nα−m| < εn−µ, tenga por lo menos una solucio´nm ∈ Z yn ∈ N}.
Si ε′ 6 ε y µ 6 µ′, entonces es fa´cil mostrar que B(ε′, µ′) ⊆ B(ε, µ). Ahora consideremos el
conjunto
B =
∞⋂
k=1
B(k−1, 2)
Afirmamos que B ⊆ B(ε, 2), para todo 0 < ε < 1. En efecto dado 0 < ε < 1, existe
k0 ∈ N tal que 1/k < ε para todo k > k0, entonces por lo afirmado anteriormente tenemos
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que B(k−1, 2) ⊆ B(ε, 2) para todo k > k0, mostrando lo siguiente
B =
∞⋂
k=1
B(k−1, 2) ⊆ B(k−10 , 2) ⊆ B(ε, 2)
Como B(ε, 2) = {α ∈ E : |nα−m| < εn−2, tenga por lo menos una solucio´nm ∈ Z yn ∈
N}, podemos expresar B(ε, 2) de la siguiente forma
B(ε, 2) =
∞⋃
n=1
∞⋃
m=1
[0, 1] ∩
]m
n
−
ε
n3
,
m
n
+
ε
n3
[
.
Como la unio´n numerable de conjuntos medibles tambie´n es medible, tenemos que B(ε, 2)
es medible. Tambie´n tenemos que si m > n, entonces m > n + 1, luego un ca´lculo directo
muestra lo siguiente
m
n
−
ε
n3
> 1.
Por lo tanto si m > n tenemos [0, 1] ∩
]
m
n
− ∈
n3
, m
n
+ ∈
n3
[
= φ. As´ı
B(ε, 2) =
∞⋃
n=1
∞⋃
m6n
[0, 1] ∩
]m
n
−
ε
n3
,
m
n
+
ε
n3
[
.
De la igualdad anterior tenemos que m(B(ε, 2)) 6
∑∞
n=1 n (2
ε
n3
) = 2ε
∑∞
n=1
1
n2
, y como∑∞
n=1
1
n2
<∞ tenemos que m(B(ε, 2)) < 2εC donde C =
∑∞
n=1
1
n2
. Luego como ε fue arbirario
tenemos que m(B(ε, 2)) = 0 y como B ⊆ B(ε, 2) concluimos que m(B) = 0.
Consideremos el siguiente conjunto
∆ =
{
α ∈ E : para todo ε, µ > 0 |nα−m| < εn−µ, tenga por lo menos una solucio´n entera
m ∈ Z yn ∈ N
}
Es claro que ∆ ⊆ B. Por lo tantom(∆) = 0, desde quem(B) = 0. Observamos que Γ = E−∆,
entonces m(Γ) = m(E)−m(∆) = 1, por lo tanto m(Γ) = 1.
4.2 Demostracio´n de la convergencia
A continuacio´n demostraremos que para todo α ∈ Γ, toda
ϕ(z) = λz + a2z
2 + a3z
3 + . . . convergente en una vecindad del origen,
donde λ = exp(2πiα), la serie formal F (z) que la linealiza ϕ(z) tambie´n sera´ convergente. En
este caso por definicio´n tenemos exp(Γ) ⊆ Λ, de este modo tenemos que m(Λ) = 2π, como se
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hab´ıa afirmado. A continuacio´n mostramos algunos reultados que nos ayudaran a mostrar la
convergencia.
Lema 4.5. Sean los nu´meros δn > 0 (n > 0) satisfaciendo
δn+1 6 AB
nδ2n,
para todo n > 0, donde A, B > 1 y δ0 > 0. Entonces AB
n+1δn 6 (ABδ0)
2n, para todo n > 0.
Demostracio´n. Procedamos por induccio´n si n = 0, entoces por hipotesis δ1 6 AB
0δ20, luego
ABδ1 6 (ABδ0)
21 . Supongamos que la desigualdad se cumpla para n = k, es decir, ABk+1δk 6
(ABδ0)
2k . Entonces
ABk+2δk+1 6 AB
k+2ABkδ2k 6 (AB
k+1δk)
2
Luego por hipotesis de induccio´n
ABk+2δk+1 6 (AB
k+1δk)
2
6 [(ABδ0)
2k ]2 = (ABδ0)
2k+1 .
Observacio´n 4.6: Si ABδ0 < 1 entonces (ABδ0)
2n < (ABδ0)
n por lo tanto
δn < AB
n+1δn 6 (ABδ0)
2n < (ABδ0)
n.
Este Lema sera´ utilizado en el teorema siguiente, en el proceso iterativo el cual es de mucha
importancia en la convergencia.
Teorema 4.7 (Teorema Principal). Supongamos que α ∈ Γ, entonces toda funcio´n anal´ıtica
con desarrollo en serie de potencias
ϕ(z) = λz + a2z
2 + a3z
3 + . . . , donde λ = exp(2πiα),
es linealizable en una vecinadad del origen, es decir su serie
F (z) = z + a2z
2 + a3z
3 + . . .
la cual lo linealiza formalmente es convergente en una vecindad del origen.
Demostracio´n. La prueba de este resultado es consecuencia inmediata de los Lemas 4.8, 4.9,
4.10, 4.11, 4.12 y Proposicio´n 4.13.
Primeramente consideremos α ∈ Γ, entonces por definicio´n existe ε, µ > 0 tal que
|nα−m| > εn−µ para todo n ∈ N y para todo m ∈ Z. Por consiguiente λ = exp(2πiα)
no es ra´ız de la unidad.
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Consideremos la siguiente sucesio´n ρn = |λ
n − 1|−1 , n = 1, 2, . . . y sea ϑ = |nα−m|
entonces por la desigualdad 4.13, obtenemos
ρn 6
1
4ϑ
=
1
4
|nα−m|−1 <
1
4ε
nµ = C0
1
µ!
nµ, (4.17)
donde µ es un nu´mero natural y ε, µ pueden depender de α y C0 =
1
4ε
µ!.
Sea ϕ(z) = λz + ϕˆ(z), funcio´n anal´ıtica con λ = exp(2πiα) y donde ϕˆ(z) es una serie
de potencias convergente que comienza con te´rmino cuadra´tico, entonces la derivada ϕˆ′(z) es
tambien convergente en un c´ırculo centrado en el origen y dado que l´ımz→0 ϕˆ
′(z) = 0 tenemos
que para δ > 0 existe r > 0 tal que
|ϕˆ′(z)| < δ, para todo |z| < r. (4.18)
Sea z = F (w) = w + F˜ (w), la sustitucio´n que linealiza formalmente a la transformacio´n
anterior, donde F˜ (w) es una serie de potencias que comienza con te´rmino cuadra´tico, es
decir, F satiface la igualdad (4.1). Entonces un fa´cil ca´lculo muestra lo siguiente
F˜ (λw)− λF˜ (w) = ϕˆ(F (w))
En vez de resolver esta´ ecuacio´n, consideremos la sustitucio´n z = φ(w) = w + ψ(w) (donde
ψ(w) es una serie de potencias que comienza con te´rmino cuadratico), el cual es solucio´n de
la ecuacio´n lineal
ψ(λw)− λψ(w) = ϕˆ(w) =
∞∑
k=2
akw
k, (4.19)
Esta´ sustitucio´n constituye un paso fundamental en el proceso iterativo. Definiendo g(w) =
φ−1 ◦ ϕ ◦ φ(w) y escribiendolo de la forma siguiente:
g(w) = λw + gˆ(w) (4.20)
Vamos a mostrar que escogiendo convenientemente δ, r > 0 la funcio´n gˆ, mide cuanto g, se
aleja de la transformacio´n lineal λz, de hecho mostraremos que g esta´ mas pro´xima a λz que
la funcio´n ϕ.
Para esto escogemos las constantes δ, θ > 0 tales que
0 < θ <
1
5
, C0δ < θ
µ+2, 0 < δ < θ (4.21)
considerando r > 0 suficientemente pequen˜o verificando (4.18). Comencemos por hallar la
64
solucio´n ψ de (4.19). Sea ψ(w) =
∑∞
k=2 bkw
k, entonces
∞∑
k=2
bk(λw)
k − λ
∞∑
k=2
bkw
k =
∞∑
k=2
akw
k
∞∑
k=2
(λk − λ)bkw
k =
∞∑
k=2
akw
k
igualando te´rmino a te´rmino obtenemos bk =
ak
λk−λ
y por consiguiente
ψ(w) =
∞∑
k=2
ak
λk − λ
wk.
Lema 4.8. ψ es convergente para todo w ∈ C tal que |w| < r y ademas
|ψ(w)| 6 θr, para todo |w| < r(1− θ). (4.22)
Demostracio´n. Como ϕ es convergente en |z| < r, entonces por estimativa de Cauchy tenemos
que:
k |ak| <
δ
rk−1
, dado que |ϕˆ′(z)| < δ. (4.23)
Veamos que ψ es convergente en |w| < r. En efecto, sea ρ > 0 tal que |w| < ρ < r, entonces
por (4.17) tenemos
|bkw
k| =
|ak|
|λk − λ|
|w|k =
|ak|
|λk−1 − 1|
|w|k
6 C0
(k − 1)µ
µ!
|ak| |w|
k =
C0
µ!
(
|w|
ρ
)k
(k − 1)µ |ak| ρ
k
Como
∑∞
k=2 |ak| ρ
k <∞, entonces existe M > 0 tal que |ak| ρ
k < M para todo k ∈ N. Luego
por la desigualdad obtenida anteriormente tenemos
|bkw
k| 6
C0
µ!
M(k − 1)µ
[
|w|
ρ
]k
.
Haciendo α = |w|
ρ
< 1, tenemos que la serie
∑∞
k=2(k − 1)
µ
[
|w|
ρ
]k
es convergente, puesto que
l´ım
k→∞
kµαk+1
(k − 1)µαk
= l´ım
k→∞
[
k
k − 1
]µ
α = α < 1
Luego por criterio de comparacio´n tenemos que
∑∞
k=2 bkw
k es convergente si |w| < r.
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Por otro lado tenemos por desigualdades (4.17) y (4.23), obtenemos
k |bk| = k
|ak|
|λk − λ|
= k
|ak|
|λ| |λk−1 − 1|
= k
|ak|
|λk−1 − 1|
6 C0
δ
rk−1
(k − 1)µ
µ!
Ahora consideremos un dominio un poco menor |w| < r(1− θ). Entonces por la desigualdad
anterior obtenemos que
|ψ′(w)| 6
∞∑
k=2
k|bk||w|
k−1
6
∞∑
k=2
C0
δ
rk−1
(k − 1)µ
µ!
rk−1(1− θ)k−1
6 C0δ
∞∑
k=2
(k − 1)µ
µ!
(1− θ)k−1 = C0δ
∞∑
k=1
kµ
µ!
(1− θ)k.
Como k
µ
µ!
6
(k+µ)!
k!µ!
=
(
k+µ
µ
)
, entonces concluimos que
|ψ′(w)| 6 C0δ
∞∑
k=1
kµ
µ!
(1− θ)k 6 C0δ
∞∑
k=1
(
k + µ
µ
)
(1− θ)k
Obteniendo
|ψ′(w)| 6 C0
δ
θµ+1
, dado que
∞∑
k=1
Ck+µµ (1− θ)
k =
1
θµ+1
(4.24)
Luego por (4.21), tenemos que
|ψ′(w)| 6 C0
δ
θµ+1
6 θ, para todo |w| < r(1− θ). (4.25)
Por integrancio´n obtenemos lo afirmado.
|ψ(w)| 6 C0
δ
θµ+1
r 6 θr, para todo |w| < r(1− θ). (4.26)
Consideremos los siguientes conjuntos:
Dm = {z ∈ C : |z| < r(1−mθ)}, donde m = 0, 1, 2, 3, 4, 5.
Un ca´lculo directo muestra los siguientes contenidos,
D5 ⊆ D4 ⊆ D3 ⊆ D2 ⊆ D1 ⊆ D0.
La desigualdad (4.22) muestra el siguiente resultado.
Lema 4.9. φ(D4) ⊆ D3. Ma´s au´n φ
−1 esta´ definido en D2 y φ
−1(D2) ⊆ D1
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Demostracio´n. En efecto, el siguiente ca´lculo muestra este hecho
|z| = |φ(w)| 6 |w|+ |ψ(w)| < r(1− 4θ) + rθ = r(1− 3θ).
Para la segunda afirmacio´n, supongamos φ(w1) = φ(w2) con w1, w2 ∈ D1 = {w ∈ C : |w| <
r(1− θ)}, entonces
|w1 − w2| = |φ(w1)− ψ(w1)− φ(w2) + ψ(w2)| = |ψ(w1)− ψ(w2)|
6 ma´x{|ψ′(w)| : |w| ∈ D1}|w1 − w2| < θ|w1 − w2|,
como |ψ′(w)| < θ < 1, para todo w tal que |w| < r(1 − θ), concluimos que w1 = w2. Esto
nos muestra que la restriccio´n de φ a D1 es un homeomorfismo de D1 sobre un dominio cuya
frontera esta´ en ϕ(∂D1). Sin embargo, si w1 ∈ ∂D1, entonces como |ψ(w1)| 6 rθ, tenemos
que
|φ(w1)| > |w1| − |ψ(w1)| > r(1− θ)− rθ = r(1− 2θ),
lo que muestra que D2 ⊆ ϕ(D1) donde D2 = {z ∈ C : |z| < r(1− 2θ)}.
El lema anterior nos permite mostrar lo siguiente:
Lema 4.10. La transformacio´n g(w), definido por g(w) = φ−1 ◦ϕ ◦ φ(w) es anal´ıtica en D4.
Demostracio´n. Por Lema 4.9 es suficiene mostrar que ϕ transforma D3 en D2. Sea z ∈ D3
entonces por (4.21) tenemos que
|ϕ(z)| 6 |λz|+ |ϕˆ(z)| 6 |z|+ δr < r(1− 3θ) + θr.
Lo que muestra lo afirmado. As´ı tenemos el siguiente diagrama:
D4
φ
−→ D3
ϕ
−→ D2
φ−1
−→ D1.
Luego g esta bien definida y como φ, ϕ y φ−1 son analiticas, g tambie´n es anal´ıtica.
En el siguiente resultado acotaremos superiormente la derivada de g en D5.
Lema 4.11.
|gˆ′(w)| < C1
δ2
θµ+2
, para todo w ∈ D5.
Demostracio´n. Primeramente escribamos la igualdad φ ◦ g = ϕ ◦ φ en te´rminos de ϕˆ, ψ, gˆ
g(w) + ψ(g(w)) = λφ(w) + ϕˆ(φ(w))
λw + gˆ(w) + ψ(λw + gˆ(w)) = λw + λψ(w) + ϕˆ(φ(w))
gˆ(w) + ψ(λw + gˆ(w)) = λψ(w) + ϕˆ(φ(w)), (4.27)
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como ψ satisface la ecuacio´n ψ(λw)−λψ(w) = ϕˆ(w), entonces restando en la igualdad anterior
tenemos que gˆ(w) +ψ(λw+ gˆ(w))−ψ(λw) + λψ(w) = λψ(w) + ϕˆ(φ(w))− ϕˆ(w), obteniendo
gˆ(w) = ψ(λw)− ψ(λw + gˆ(w)) + ϕˆ(w + ψ(w))− ϕˆ(w). (4.28)
Teniendo en cuenta que g(D4) ⊆ D1 y φ(D4) ⊆ D3, tendremos que [w, λw + gˆ(w)] ⊆ D1 y
[w,w+ψ(w)] ⊆ D3 ⊆ D1. Entonces por las siguientes desigualdades |ϕˆ
′(w)| < δ y |ψ′(w)| < θ,
para todo w ∈ D1, las cuales fueron dadas en (4.18) y (4.25), tendremos de la igualdad 4.28
que
|gˆ(w)| 6 |ψ(λw)− ψ(λw + gˆ(w))|+ |ϕˆ(w + ψ(w))− ϕˆ(w)|
6 sup{|ψ′(w)| : w ∈ D1}|gˆ(w)|+ sup{|ϕˆ
′(w)| : w ∈ D1}|ψ(w)|
6 θ |gˆ(w)|+ δ |ψ(w)|
Luego por (4.25), tenemos que |ψ(w)| < C0
δr
θµ+1
y como 0 < θ < 1/5, obtenemos
4
5
|gˆ(w)| < (1− θ) |gˆ(w)| < δ |ψ(w)| < δC0
δr
θµ+1
.
Por lo tanto, haciendo C1 =
5
4
C0, tenemos
|gˆ(w)| < C1
δ2r
θµ+1
para todo w ∈ D1.
Consideremos w ∈ D5 y el camino cerrado γ definido por γ(t) = w + rθ exp(it), donde
0 6 t 6 2π, entonces |γ(t)| 6 |w|+rθ < r(1−5θ)+rθ = r(1−4θ). As´ı se tiene γ(t) ∈ D4 ⊆ D1,
para todo t ∈ [0, 2π]. Luego aplicando la fo´rmula integral de Cauchy a w ∈ D5 e integrando
en γ, obtenemos
|gˆ′(w)| 6
1
2π
∫
γ
|gˆ(z)|
|z − w|2
|dz| 6
1
2π
C1
δ2r
θµ+1
∫
γ
|dz|
|z − w|2
=
1
2π
C1
δ2r
θµ+1
∫ 2π
0
|rθi exp(it)|
|rθ exp(it)|2
dt
=
1
2π
C1
δ2r
θµ+1
∫ 2π
0
1
rθ
dt =
1
2π
C1
δ2r
θµ+1
2π
rθ
De donde concluimos que:
|gˆ′(w)| 6 C1
δ2
θµ+2
, para todo w ∈ D5.
La caracteristica esencial de esta´ estimativa es la dependencia de δ como el cuadrado del
desvio δ anterior, de donde resultara´ que el proceso de convergencia sera´ muy ra´pido.
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Resumiendo lo que hemos obtenido, para constantes δ, θ > 0 tales que
0 < θ <
1
5
, C0δ < θ
µ+2, 0 < δ < θ,
encontramos r > 0 tal que |ϕˆ′(z)| < δ, para todo |z| < r. Obteniendo lo siguiente:
|ψ(w)| 6 θr, para todo |w| < r(1− θ). (4.29)
|gˆ′(w)| 6 C1
δ2
θµ+2
, para todo |w| < r(1− 5θ). (4.30)
Ahora retomamos el proceso iterativo sugerido en el cap´ıtulo introductorio y definimos
inductivamente
ϕν(z) = λz + ϕˆν(z)
Para ϕ0 = ϕ, φ0 = φ y construimos φν para ϕν como fue construido φ para ϕ despues
definimos:
ϕν+1 = φ
−1
ν ◦ ϕν ◦ φν , donde φν(w) = w + ψν(w)
As´ı ϕν+1 es obtenido por ϕν como gˆ fue obtenido de ϕˆ y observando que en el proceso
reemplazamos φν , ϕν , ϕν+1 por φ, ϕ, g y teniendo en cuenta que las cantidades rν , θµ, δν que
aparecera´n en lugar de r, θ, δ dependera´n ahora de ν (ν = 0, 1, 2, . . .) y sera´n escogidas de
modo que:
0 < θν <
1
5
, C0δν < θ
µ+2
ν , 0 < δν < θν
|ϕˆ′ν(w)| < δν , para todo |w| < rν .
Con estas condiciones el proceso iterativo podra continuar.
La eleccio´n de los parametros es como sigue rν =
r
2
(1 + 2−ν), en cuanto a θν es definido
por la relacio´n rν+1
rν
= 1 − 5θν el cual es sugerida por la necesidad de sustituir |z| < r por
|w| < r(1− 5θ) de donde resulta
θν =
1
10(2ν + 1)
y el parametro δν+1 = C1
δ2ν
θ
µ+2
ν
, el cual esta´ sugerida por la necesidad de pasar de la estimativa
de ϕˆ′ a la estimativa de gˆ′. As´ı hemos escogido las constantes rν , θµ, δν .
Para poder seguir el proceso iterativo mostraremos que los nu´meros rν , θµ, δν satisfacen la
relacio´n
0 < θν <
1
5
, C0δν < θ
µ+2
ν , 0 < δν < θν .
Para lo cual haremos uso del Lema 4.5. Primeramente observamos que 3ν > 2ν +1 para todo
ν > 1, entonces por un ca´lculo directo y eleccio´n de θν , tenemos que 10θν > 3
−ν , de donde
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obtenemos que
1
θµ+2ν
6 10µ+2(3µ+2)ν .
De la desigualdad anterior y la eleccio´n del parametro δν , obtenemos la siguiente desigualdad:
δν+1 = C1
δ2ν
θµ+2ν
6 C110
µ+2(3µ+2)νδ2ν .
Luego haciendo A = C110
µ+2 > 1 y B = 3µ+2 > 1, tenemos que
δν+1 6 AB
νδ2ν .
Escogiendo δ = δ0 > 0 suficientemente pequen˜o tal que ABδ0 < 1, tenemos por Lema 4.5 y
su observacio´n que:
δν 6 (ABδ0)
ν = (C130
µ+2δ0)
ν , para todo ν > 1.
Ahora sea δ0 6 C
−2
2 , donde C2 = C130
µ+2. Entonces para esta´ eleccio´n de δ0, probaremos
que:
Cν1 δν 6 θ
µ+2
ν .
En efecto, por eleccio´n de δ0 y como la desigualdad 30
ν > 10(1 + 2ν) es satisfecha para todo
ν > 1, tenemos que
δν 6 (C1δ030
µ+2)ν 6
1
(C130µ+2)ν
=
1
Cν1 (30
µ+2)ν
6
1
Cν1
[
1
30ν
]µ+2
6
1
Cν1
[
1
10(1 + 2ν)
]µ+2
.
Por esta´ u´ltima desigualdad y la eleccio´n de los parametros θν , obtenemos que δν 6
1
Cν
1
θµ+2ν .
Tenemos tambie´n que C1 > C0 > 1, entonces C
ν
1 > C1, de donde por un ca´lculo directo
obtenemos que C0δν < C1δν 6 θ
µ+2
ν . Por tanto,
C0δν < θ
µ+2
ν
As´ı los nu´meros θν , rν , δν satisfacen las siguientes condiciones:
0 < θν <
1
5
, C0δν < θ
µ+2
ν , 0 < δν < θν .
Observamos que δν → 0 cuando ν → ∞ ya que θν → 0 cuando ν → ∞. Una vez escogido
rν , θν , δν vamos a proseguir nuestro proceso de iteraccio´n.
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Supongamos que ϕν es representado por
ϕν(z) = λz + ϕˆν(z), con |ϕ
′
ν(z)| < δν para todo |z| < rν .
Las consideraciones hechas anteriormente conducen a una sustitucio´n z = φν(w) = w+ ψˆν(w)
que transforma ϕν en ϕν+1 = φ
−1
ν ◦ ϕν ◦ φν , la cual la escribimos de la forma:
ϕν+1(z) = φ
−1
ν ◦ ϕν ◦ φν(z) = λz + ϕˆν+1(z),
para todo |z| < rν+1. Como hemos probado para gˆ en nuestro primer paso iterativo, ahora
obtenemos para ϕˆν+1 que
∣∣∣ϕˆ′ν+1(z)∣∣∣ < C1 δ2ν
θµ+2ν
= δν+1, para todo |z| < rν(1− 5θν) = rν+1. (4.31)
esta´ ultima desigualdad nos permite seguir nuestro proceso inductivo.
Finalmente probaremos que Fν(z) = φ0 ◦ φ1 ◦ φ2 ◦ . . . ◦ φν(z) converge a la sustitucio´n
requerida, para todo |z| < r
2
.
Recordemos que φ transforma el c´ırculo de radio r(1 − 4θ) en otro de radio r(1 − 3θ) y
por lo tanto en nuestro proceso iterativo φν+1 transforma el c´ırculo de radio rν+1(1− 4θν+1)
en otro de radio rν+1(1− 3θν+1), mas au´n
rν+1(1− 3θν+1) 6 rν+1 = rν(1− 5θν) 6 rν(1− 4θν).
Escribiendo
Dν,m = {z ∈ C : |z| < rν(1−mθν)}, ν = 0, 1, 2, . . . m = 0, 1, 2, 4, 5.
Luego con esta´ notacio´n tenemos que
φν+1(Dν+1,4) ⊆ Dν,4
Dν+1,4
φν+1
−→ Dν+1,3 ⊆ Dν,4
φν
−→ Dν,3 ⊆ Dν−1,4 . . .
para todo ν = 0, 1, 2, . . .. De donde se concluye que φν ◦ φν+1 esta´ bien definida en Dν+1,4
Lema 4.12. Fν esta´ definida en Dν,4 para todo ν = 0, 1, 2, . . .
Demostracio´n. En efecto, si ν = 0 entonces tenemos que F0 = g, el cual esta´ definida en
D0,4 = {z ∈ C : |z| < r(1−mθ)} donde r0 = r y θ0 = θ. Supongamos que Fν esta´ definida en
Dν,4 (Hipotesios inductiva ). Entonces tenemos que
Fν+1 = φ0 ◦ φ1 ◦ φ2 ◦ . . . ◦ φν ◦ φν+1 = Fν ◦ φν+1 = Fν ◦ φν+1.
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Como φν+1(Dν+1,4) ⊆ Dν,4 y Fν por hipotesis inductiva esta´ definida enDν,4, entonces tenemos
que Fν+1 esta´ definida en Dν+1,4.
Sea V subconjunto abierto de C, definido por
V =
{
z ∈ C : |z| <
r
2
}
.
Como r
2
6
r
2
(1 + 2−ν) = rν , entonces
r
2
6 rν(1 − 5θν) = rν+1, para todo ν = 0, 1, 2, 3 . . . .
As´ı
V ⊆ Dν,5 ⊆ Dν,4 ⊆ Dν,3 ⊆ Dν,2 ⊆ Dν,1 ⊆ Dν,0 = Dν−1,5.
Luego cada Fν tiene a V contenido en su dominio Dν,4 mas au´n Fν es anal´ıtica debido a que
es composicio´n de funciones anal´ıticas y por lo tanto Fν es anal´ıtica en V .
Proposicio´n 4.13. La sucesio´n de funciones anal´ıticas {Fν}v es uniformemente convergente
a una funcio´n anal´ıtica F en V y F (λz) = ϕ(F (z)), para todo z ∈ V .
Demostracio´n. Primeramente escribamos Fν como Fν = Fν−1 ◦ φν , para todo ν > 0. Donde
φν : Dν,4 ⊆ C→ Dν,3 ⊆ Dν−1,4, es la funcio´n anal´ıtica definida por φν(z) = z+ψν(z), con ψν
satisfaciendo |ψν(z)| 6 rνθν , para todo z ∈ Dν,4.
Consideremos ‖F ′ν‖ = ma´x{|F
′
ν(z)| : z ∈ Dν,1}, el cual existe desde que φν es anal´ıtica en
Dν,1 ⊆ Dν,0 y φν transforma este c´ırculo en Dν−1,5, el cual esta´ contenido en Dν−1,4 dominio
de Fν−1 y de donde se concluye que Dν,1 esta´ contenido en el dominio de F
′
ν .
Por regla de cadena tenemos
|F ′ν(z)| =
∣∣∣F ′ν−1(φν(z))∣∣∣ |1 + ψ′ν(z)| 6 ∥∥∥F ′ν−1∥∥∥ (1 + |ψ′ν(z)|),
y desde que |ψ′ν(z)| < θν , para todo |z| 6 rν(1− 5θν), obtenemos
|F ′ν(z)| <
∥∥∥F ′ν−1∥∥∥ (1 + θν), para todo |z| 6 rν(1− 5θν).
Por lo tanto:
‖F ′ν‖ 6
∥∥∥F ′ν−1∥∥∥ (1 + θν), para todo ν = 0, 1, . . .
Por un ca´culo directo concluimos que ‖F ′ν‖ 6
∏ν
k=0(1 + θk), para todo ν = 0, 1, . . . .
Desde que θk = 1/10(1+2
k) 6 1/2k, por el criterio de comparacio´n obtenemos que
∑∞
k=0 θk
es convergente, entonces por Lema 1.27 la sucesio´n de productos parciales
∏ν
k=0(1 + θk) es
convergente. Por lo tanto
‖F ′ν‖ 6
ν∏
k=0
(1 + θk) 6 exp(
ν∑
k=0
θν) 6 C3 <∞. (4.32)
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De otro lado tenemos |ψν+1(z)| < θν+1rν+1 para todo |z| < rν+1(1− θν+1), entonces para
todo z ∈ V , obtenemos que
|Fν+1(z)− Fν(z)| = |Fν(φν+1(z))− Fν(z)| 6 ‖F
′
ν‖ |φν+1(z)− z| < C3rν+1θν+1,
para todo z ∈ V y desde que rν+1 < r, concluimos que
|Fν+1(z)− Fν(z)| 6 C3θν+1r para todo z ∈ V.
Teniendo en cuenta que θν+k = 1/10(1 + 2
ν+k) 6 1/2ν+k, obtenemos para cualquier p > 0
arbitrario que
|Fν+p(z)− Fν(z)| =
∣∣∣∣∣
p∑
k=1
Fν+k(z)− Fν+k−1(z)
∣∣∣∣∣ 6
p∑
k=1
|Fν+k(z)− Fν+k−1(z)|
6
p∑
k=1
C3θν+kr = C3r
p∑
k=1
θν+k
6 C3r
p∑
k=1
1
2ν+k
= C3r
1
2ν
p∑
k=1
(
1
2
)k
6 C3r
1
2ν
[
1
1− 1
2
− 1
]
,
para todo z ∈ V . De donde concluimos que
|Fν+p(z)− Fν(z)| 6 C3r
1
2ν
para todo z ∈ V.
As´ı la sucesio´n de funciones anal´ıticas {Fν}ν es de Cauchy en V , por tanto {Fν}ν converge
uniformenete a una funcio´n F en V . Desde que Fν → F converge uniformemente en V ,
entonces F converge uniformente en los subconjuntos compactos K ⊆ V y por Teorema 1.21,
se tiene que F es tambie´n una funcio´n anal´ıtica.
Ahora probaremos que F (λz) = ϕ(F (z)) para todo z ∈ V . De nuestro proceso iterativo
tenemos que |ϕν+1(z)− λz| = |ϕˆν+1(z)| y
∣∣∣ϕˆ′ν+1(z)∣∣∣ 6 δν+1, para todo |z| < r, entonces
obtenemos que:
|ϕν+1(z)− λz| = |ϕˆν+1(z)| 6 δν+1r, para todo z ∈ V.
Desde que δν+1 → 0 cuando ν →∞, concluimos que ϕν → λz uniformenete en V .
De la igualdad Fν(ϕν+1) = ϕ(Fν) y por la desigualdad dada en (4.32) obtenemos
|Fν(ϕν+1(z))− F (λz)| 6 |Fν(ϕν+1(z))− Fν(λz)|+ |Fν(λz)− F (λz)| (4.33)
6 ‖F ′ν‖ |ϕν+1(z)− λz|+ |Fν(λz)− F (λz)| (4.34)
6 C3 |ϕν+1(z)− λz|+ |Fν(λz)− F (λz)| (4.35)
para todo z ∈ V . Desde que ϕν → λz y Fν → F convergen uniformemente en V , tenemos
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que para ε > 0 existe ν0 ∈ N tal que si ν > ν0, entonces
|ϕν+1(z)− λz| <
ε
2C3
y |Fν(λz)− F (λz)| <
ε
2
, para todo z ∈ V.
Entonces por la desigualdad dada en (4.35), obtenemos
|Fν(ϕν+1(z))− F (λz)| < C3
ε
2C3
+
ε
2
= ε, para todo z ∈ V.
Por lo tanto
l´ım
ν→∞
Fν(ϕν+1(z)) = F (λz) uniformemente en V.
Por lo descrito anteriormente obtenemos que
F (λz) = l´ım
ν→∞
Fν(ϕν+1(z)) = l´ım
ν→∞
ϕ(Fν(z)) = ϕ( l´ım
ν→∞
Fν(z)) = ϕ(F (z)), para todo z ∈ V.
Finalmente la convergencia uniforme de las funciones anal´ıticas Fν y la convergencia de
las derivadas en su interior garantizadas por Teorema 1.21 nos garantiza que F (0) = 0 y
F ′(0) = 1.
Por lo tanto, si ϕ(z) = λz+a2z
2+a3z
3+ . . . es un difeomorfismo anal´ıtico en una vecindad
del origen, con |λ| = 1 y λ no ra´ız de la unidad donde λ = exp(2πiα) con α ∈ Γ, entonces por
Teorema tenemo que ϕ es anal´ıticamente equivalente a su parte lineal λz y por la observacio´n
hecha en el cap´ıtulo II tenemos que para estudiar el comportamiento dina´mico de las obbitas
de ϕ es suficiente estudiar el comportamiento dina´mico de las orbitas de λz.
4.2.1 Dina´mica de T (z) = λz, donde λ = exp(2πiα) y α ∈ Γ.
Finalmente estudiaremos el comportamiento dina´mico de las orbitas de T (z) = λz.
Observamos primeramente que la inversa de T esta´ dado por T−1(z) = λ−1z y por ca´lculo
directo se tiene que T n(z) = λnz, para todo n ∈ Z. Luego como |λ| = 1, tenemos que
|T n(z)| = |λnz| = |λ|n |z| = |z| .
De donde se concluye que la orbita {T n(z) = λnz : n ∈ Z} esta´ contenida en la circunferencia
de radio |z|.
Teorema 4.14. La orbita de T (z) es densa en el circunferencia de radio |z|.
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Demostracio´n. Sea z1 ∈ S|z| = {w ∈ C : |w| = |z|} para z fijo, entonces por definicio´n
z1 = |z| exp(2πiβ), con β ∈ [0, 1]. Luego obtenemos que
|z1 − T
n(z)| = |z| |exp(2πiβ)− exp(2πinα)| = |z| |exp(2πi(nα− β))− 1|
= |z| |exp(πi(nα− β))− exp(−πi(nα− β))|
= |z| |2 sin(π(nα− β))| = 2 |z| |sin(π(nα−m− β +m))|
= 2 |z| |sin(π(nα−m− β)) cos(mπ)|
= 2 |z| |sin(π(nα−m− β))| .
Por lo tanto
|z1 − T
n(z)| = 2 |z| |sin(π(nα−m− β))|
Por otro lado, por la continuidad de la funcio´n f(x) = sin(x) tenemos que para ε > 0, existe
δ > 0, tal que si |x| < δ entonces |sin(x)| < ε. Desde que G = {nα −m : n,m ∈ Z y α ∈ I}
es denso en R, tenemos que existen n,m ∈ Z tal que |nα−m− β| < δ, de esto y la u´ltima
igualdad concluimos que |z1 − T
n(z)| < 2|z|ε para algu´n n ∈ Z. As´ı queda demostrado lo
establecido.
4.3 Ecuaciones en diferencias
En esta seccio´n veremos algunas de las aplicaciones de lo estudiado anteriormente. Mas
detalles de esta seccio´n, pueden ser encontradas en [10]
4.3.1 Ecuaciones en diferencias lineales de primer orden
Ecuaciones en diferencias usualmente describen la evolucio´n de ciertos feno´menos sobre
el transcurso del tiempo. Por ejemplo, si una cierta poblacio´n tiene generaciones discretas, el
taman˜o de la (n+1)−e´nesima generacio´n x(n+1) es una funcio´n de la n−e´nesima generacio´n
x(n). Esta relacio´n se expresa en una ecuacio´n de diferencias.
x(n+ 1) = f(x(n)) (4.36)
Podemos observar este problema desde otro punto de vista. Comenzando desde un punto x0,
podemos generar la secuencia
x0, f(x0), f(f(x0)), f(f(f(x0))), . . .
Por conveniencia adoptamas la siguiente notacio´n
f 2(x0) = f(f(x0)), f
3(x0) = f(f(f(x0))), . . .
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f(x0) es llamado la primera iteracio´n de f en x0; f
2(x0) es llamado la segunda iteracio´n de f
en x0; mas generalmente, f
n(x0) es la n-e´nesima iteracio´n de f en x0. El conjuntos de todas
las iteraciones positivas {fn(x0) : n > 0} donde f
0(x0) = x0 por definicio´n, es llamado o´rbita
positiva de x0 y sera´ denotado por O+(x0). Ana´logamente se define la o´rbita negativa. Este
procedimiento iterativo es un ejemplo de un sitema dina´mico discreto.
Si la funcio´n en f en (4.36) es reemplazado por una funcio´n g en dos variables, esto es,
g : Z+ × R → R, donde Z+ es el conjunto de los nu´mero enteros no negativos y R es el
conjunto de los nu´meros reales, entonces tenemos
x(n+ 1) = g(n, x(n)) (4.37)
La ecuacio´n (4.37) es llamado no autonomo o variante de tiempo, mientras que la ecuacio´n
(4.36) es llamado autonomo o invariante de tiempo.
A continuacio´n estudiaremos ecuaciones en diferencias lineales de primero orden y algunas
aplicaciones. Un estudio mas detallado de ecuaciones en diferencias referenciamos a Saber
Elaydi [10].
Una tipica ecuacio´n en diferencias de primer orden homogenea es de la siguiente forma:
x(n+ 1) = a(n)x(n), x(n0) = x0, n > n0 > 0 (4.38)
y la asociada ecuacio´n no homogenea es dado por
y(n+ 1) = a(n)y(n) + g(n), y(n0) = y0, n > n0 > 0 (4.39)
Donde en ambas ecuaciones son asumidas que a(n) 6= 0 y a y g son funciones reales definidas
para todo n > n0. Podemos obtener la solucio´n de (4.38), por simple iteracio´n
x(n0 + 1) = a(n0)x(n0) = a(n0)x0
x(n0 + 2) = a(n0 + 1)x(n0 + 1) = a(n0 + 1)a(n0)x0
Inductivamente es fa´cil de ver que
x(n+ 1) = x(n0 + n− n0) = a(n− 1)a(n− 2) · · · a(n0)x(0) =
[ n−1∏
i=n0
a(i)
]
x0 (4.40)
La u´nica solucio´n de la ecuacio´n no homogenea (4.39) puede ser encontrado como sigue:
y(n0 + 1) = a(n0)y(n0) + g(n0) = a(n0)y0 + g(n0)
x(n0 + 2) = a(n0 + 1)y(n0 + 1) + g(n0 + 1)
= a(n0 + 1)a(n0)y0 + a(n0 + 1)g(n0) + g(n0 + 1).
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Nuevamente usando induccio´n matema´tica, se muestra para todo n ∈ Z+ que
y(n) =
[ n−1∏
i=n0
a(i)
]
y0 +
n−1∑
r=n0
[ n−1∏
i=r+1
a(i)
]
g(r) (4.41)
Ejemplo 4.15: Encontrar la solucio´n de la ecuacio´n
x(n+ 1) = 3x(n) + 2n, x(1) = 0,5 (4.42)
Solucio´n: De (4.41), tenemos
y(n) =
(
1
2
)
3n−1 +
n−1∑
k=1
3n−k+12k
=
3n−1
2
+ 3n−1
n−1∑
k=1
(
2
3
)k
=
3n−1
2
+ 2,3n−1 − 2n =
(
5
2
)
3n−1 − 2n
4.3.2 Puntos de equilibrio y estabilidad asinto´tica
Definicio´n 4.16: Decimos que x es un punto de equilibrio de la ecuacio´n en diferencias
(4.36) si f(x) = x. Es evidente que x es punto de equilibrio de f , si y so´lo si, la diagonal
corta a la grafica de f en el punto x.
Se deduce que la ecuacio´n x(n + 1) = f(x(n)) con condicio´n inicial x0 = x tiene una
solucio´n estacionaria, es decir, x(n) = x, para todo n = 0, 1, 2, . . . .
Uno de los principales objetivos en el estudio de un sistema dina´mico discreto es analizar
el comportamiento de sus soluciones, cerca de un punto de equilibrio. Este estudio constituye
la teor´ıa de la estabilidad. A continuacio´n presentamos las definiciones ba´sicas de estabilidad.
Definicio´n 4.17: (i) Un punto de equilibrio x de f es estable, si dado ε > 0 existe δ > 0
tal que si |x0 − x| < δ implica que |f
n(x0) − f(x)| < ε, para todo n > 0. Si x no es
estable entonces x es llamado inestable.
(ii) Un punto x es llamado atractor si existe η > 0 tal que si
|x(0)− x| < η, implica que l´ım
n→∞
x(n) = x (4.43)
Si η =∞, x es llamado atractor global o globalmente atractor.
(iii) El punto x es un punto de equilibrio asinto´ticamente estable si este es estable y atractor.
Si η =∞, x es llamado globalmente asinto´ticamente estable.
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En esta seccio´n damos un criterio simple pero de gran alcance para la estabilidad asinto´tica
de puntos de equilibrio como se muestra en el siguiente teorema.
Teorema 4.18. Sea x un punto de equilibrio de la ecuacio´n de diferencias
x(n+ 1) = f(x(n)) (4.44)
Donde f es continuamente diferenciable en x. Entonces las siguientes afirmaciones son sa-
tisfechas
(i) Si |f ′(x)| < 1, entonces x es asinto´ticamente estable.
(i) Si |f ′(x)| > 1, entonces x es inestable.
Demostracio´n. Haciendo los cambios respectivos, la prueba de este resultado es analogo al
Lema 2.5. Tambie´n puede ser encontrada en [10, Theorem 1.13, pg. 27].
Ejemplo 4.19: La Ecuacio´n Log´ıstica
Si y(n) es el taman˜o de una poblacio´n en el tiempo n. Si µ es la tasa de crecimiento de la
poblacio´n de una generacio´n a otra, entonces consideremos el modelo matematico de la forma
y(n+ 1) = µy(n), µ > 0. (4.45)
Si el punto inicial de la poblacio´n es y(0) = y0, entonces por una simple iteracio´n podemos
encontrar que
y(n) = µny0 (4.46)
es solucio´n de (4.45). Si µ > 1, entonces y(n) crece indefinidamente, y l´ımn→∞ y(n) =∞.
Si µ = 1, entonces y(n) = y0 para todo n > 0, el cual significa que el taman˜o de la poblacio´n
es constante para el futuro indefinido. Sin embargo si µ < 1, entonces y(n), tenemos que
l´ımn→∞ y(n) = 0, y eventualmente la poblacio´n queda extinta.
Para la mayor´ıa de las especies biolo´gicas ninguno de los casos anteriores es va´lida ya
que la poblacio´n aumenta hasta que se alcanza un cierto l´ımite superior. Entonces, debido
a las limitaciones de los recursos disponibles, las criaturas sera´n susceptible y participara´n
en la competencia por los recursos limitados. Esta competicio´n es proporcional al nu´mero de
peleas entre ellos, dada por y2(n). Un modelo ma´s razonable ser´ıa permitir una constante de
proporcionalidad b, que sera´ mayor que 0,
y(n+ 1) = µy(n)− by2(n). (4.47)
Si en (4.47), hacemos x(n) = b
µ
y(n) obtenemos que
x(n+ 1) = µx(n)(1− x(n)). (4.48)
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Esta ecuacio´n es la ecuacio´n de diferencia ma´s simple no lineal de primer orden, comu´nmen-
te referido como la (discreto) ecuacio´n log´ıstica. Sin embargo, no hay una solucin´ explicita
de (4.48) valida (excepto para ciertos valores de µ). Para encontrar los puntos fijos de (4.48)
hacemos f(x) = µx(1− x) = x. Por lo tanto, los puntos fijos de f son : x = 0 y x∗ = µ−1
µ
.
Un ca´lculo directo muestra que f ′(x) = µ(1− 2x). Tendremos los siguientes casos:
(a) Si consideramos el punto fijo 0 y 0 < |µ| < 1, tendremos por teorema anterior que 0 es
un punto asinto´ticamente estable.
(b) Para 3 > µ > 1 y el punto fijo x∗ = µ−1
µ
, se tiene que f ′(x∗) = 2− µ y por un ca´lculo
directo muestra que |f ′(x∗)| < 1, luego tenemos que x∗ es un punto asinto´ticamente
estable.
La gra´fica siguiente muestra la dina´mica de la ecuacio´n en diferencias dada por (4.48),
para para 1 < µ < 3.
x(n)
x(n+1)
x*x0
x*
Ejemplo 4.20: Aplicacio´n a la economı´a
En este ejemplo se estudia el precio de un determinado producto. Sea S(n) el nu´mero
de unidades suministradas en el periodo n, D(n) el nu´mero de unidades demandada en el
per´ıodo n, y p(n) el precio por unidad en el periodo n.
Por simplicidad, se supone que D(n) so´lo depende linealmente de p(n) y es denotado por
D(n) = −mdp(n) + bd, md > 0, bd > 0. (4.49)
Esta ecuacio´n es denominada como la curva del precio y la demanda. La constante md repre-
senta la sensibilidad del consumidor al precio. Tambie´n suponemos que la curva del precio y
la oferta relaciona la oferta de cualquier per´ıodo, al precio de un per´ıodo anterior, es decir,
S(n+ 1) = mop(n) + bo, mo > 0, bo > 0. (4.50)
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La constante mo es la sensibilidad de los ofertantes al precio. La pendiente de la curva de
demanda es negativa debido a que un incremento de una unidad en el precio produce una
disminucio´n de unidades md de la demanda. En consecuencia, un incremento de una unidad
en el precio provoca un aumento de mo unidades en la oferta, creando una pendiente positiva
para la curva de la oferta.
La tercera suposicio´n que hacemos aqu´ı es que el precio del mercado es el precio en el que
la cantidad demandada y la cantidad ofrecida son iguales, esto es, D(n+ 1) = S(n+ 1), As´ı
−mdp(n+ 1) + bd = mop(n) + bo (4.51)
o
p(n+ 1) = Ap(n) +B = f(p(n)) (4.52)
Donde
A = −
mo
md
, B =
bd − bo
md
(4.53)
El precio de equilibrio p∗ es definido en economı´a como el precio que resulta de la intersec-
cio´n de las curvas de la oferta S(n+1) y la demanda D(n). Tambie´n desde que p∗ es el u´nico
punto fijo de la ecuacio´n (4.51), tendriamos que p∗ = B
1−A
. Tenemos tres casos a considerar:
(a) Si−1 < A < 0, por teorema anterior tenemos p∗ es asinto´ticamente estable. En este caso
los precios se alternan por encima y por debajo, pero convergen al precio del equilibrio
p∗. En economı´a, el precio p∗ se considera .estable”; en matema´ticas, nos referimos a
ella como .asinto´ticamente estable”.
p p*
p*
p(n)
p(n  1)+
0
y=x
y=f(x)
Figura 4.1: Precio asinto´ticamente estable
(b) En el caso que A = −1, los precios oscilan entre so´lo dos valores. Si p(0) = p0, luego
p(1) = −p0 +B y p(2) = p0. De ah´ı que el punto de equilibrio p∗ es estable.
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p p*
p*
p(n)
p(n  1)+
0
y=f(x)
y=x
Figura 4.2: Precio de equilibrio estable
(c) En el caso que A < −1, los precios oscilan infinitamente alrededor del punto de equilibrio
p∗, pero progresivamente se aleja ma´s de ella. Por lo tanto, el punto de equilibrio se
considera inestable.
p*
p*
p
0
p(n)
p(n  1)+
y=f(x) y=x
Figura 4.3: Precio de equilibrio inestable
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