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RÉSUMÉ. Cet article présente une méthode originale de création d’une base de connaissances 
(ontologie) à partir de transformations de plusieurs sources de connaissances. Ces sources 
sont issues des systèmes d’organisation des connaissances (thésaurus, taxonomies, etc.). Les 
sources sont pondérées par un score de confiance. La méthode s’appuie sur un module défini 
à l’aide de patrons de conception ontologiques. Nous avons mis en œuvre cette méthode dans 
un contexte agronomique. Nous proposons dans cet article plusieurs fonctions de pondération 
que nous avons évaluées à partir de trois sources : Agrovoc, TaxRef et NCBI.
ABSTRACT. This paper presents an original method of knowledge base (ontology) creation from 
transformations of several sources of knowledge. These sources are derived from the
knowledge organization systems (thesauri, taxonomies, etc.). The sources are weighted by a 
confidence score. The method is based on a module aggregating ontological design patterns. 
We have implemented this method in an agronomical context. We propose in this paper 
several weighted functions that we have evaluated from three sources: Agrovoc, TaxRef and 
NCBI.
MOTS-CLÉS : développement d’ontologies, patrons de conception d’ontologies, sources non 
ontologiques,  SKOS, système d’organisation des connaissances, confiance, agriculture.
KEYWORDS: ontology development, ontology design patterns, non ontological sources, SKOS, 
trust, agriculture.
1. Introduction
En agriculture, de nombreuses données concernant les cultures sont disponibles
dans différents formats électroniques : thésaurus, bases de données. . . Un défi pour
les années à venir est de rendre ces données accessibles à tous les acteurs (agricul-
teurs, chercheurs en agronomie) afin qu’ils puissent les réutiliser dans des Bases de
Connaissances (BC) représentées au format OWL 1. Dans notre cas, une BC est une
ontologie peuplée d’individus, sur laquelle il est possible d’effectuer des raisonne-
ments logiques.
Dans cet article, nous détaillons une méthode permettant de construire une base
de connaissances à partir de systèmes d’organisation des connaissances comme les
thésaurus ou les taxonomies. Les principes généraux de cette méthode ont déjà été
publiés dans (Amarger et al., 2014). Notre présent travail détaille différents types de
connaissances extraites (candidats sommets et candidats arcs). Pour ce faire, nous pro-
posons une formalisation des bases de connaissances sous forme de graphes. Comme
les sources peuvent parfois contenir des erreurs (Soergel et al., 2006), nous évaluons le
degré de confiance des connaissances extraites. Nous partons de l’hypothèse selon la-
quelle si une connaissance est issue de plusieurs sources, alors son score de confiance
augmente. Cet article propose plusieurs fonctions de confiance qui sont évaluées sur
un cas d’usage de construction d’une taxonomie des blés. Cet article est organisé
comme suit : la section 2 est un état de l’art concernant l’ingénierie d’ontologies et
la confiance. Notre méthode générale est ensuite présentée en section 3. La section
4 utilise le thésaurus Agrovoc comme cas d’étude pour dérouler notre méthode de
construction d’ontologies. La section 5 décrit l’implémentation de notre proposition.
La section 6 est consacrée aux expérimentations. Nous concluons et traçons quelques
perspectives en section 7.
2. État de l’art
Pour clarifier notre apport présenté en 2.3, nous rappelons en quelques grandes
lignes les conclusions des états de l’art déjà publié dans (Amarger et al., 2013) et
(Amarger et al., 2014).
2.1. Réutilisation de sources non ontologiques et méthodologie Neon
La plus grande partie des méthodes d’ingénierie d’ontologies utilisent des sources
non ontologiques au cours de leur processus d’extraction. Nous pouvons citer par
exempleMethOntology (Fernandez-Lopez et al., 1997), la méthode NOR2O (Villazon-
Terrazas et al., 2010) de la méthodologie Neon (Suárez-Figueroa et al., 2012) ou la
methodologie SMOL (Gil, Martin-Bautista, 2014). Dans notre travail, nous nous fo-
calisons sur des méthodes d’ingénierie utilisant un système d’organisation de connais-
1. http://www.w3.org/TR/owl2-overview/
sances comme des thésaurus, des taxonomies et des schémas de classification, parce
qu’ils sont les plus couramment utilisés pour la description et la classification d’or-
ganismes vivants. De nombreux systèmes d’organisation des connaissances partagent
un modèle similaire et sont utilisés dans des applications identiques. Un système d’or-
ganisation de connaissances peut être défini comme une organisation hiérarchique de
termes normalisés utilisée pour la classification d’entités réelles. Certains systèmes
d’organisation de connaissances sont disponibles sur le web de données liées ( ou LOD
pour Linked Open Data) en utilisant la norme SKOS (Simple Knowledge Organisation
System) 2. Nous avons étudié dix méthodes permettant de créer une base de connais-
sances en OWL utilisant des systèmes d’organisation de connaissances (Amarger et
al., 2013). Ces méthodes peuvent être catégorisées en manuelles, semi-automatiques
ou automatiques. Notre étude est détaillée dans (Amarger et al., 2013). Toutes ces mé-
thodes montrent que la transformation d’un système d’organisation de connaissances
doit être guidée si l’on veut construire une base de connaissances exploitable.
En raison de sa généricité, nous avons choisi de travailler avec la méthodologie
NeOn. NeOn se décline en neuf scénarios, chacun proposant une méthode de construc-
tion d’ontologies différentes. Chaque scénario implique différents processus pour la
construction collaborative d’ontologies et de réseaux d’ontologies. Nous avons tout
d’abord étudié le scénario 2 de Neon « réutilisation et réingénierie de sources non
ontologiques » (Villazon-Terrazas et al., 2010). Ce scénario permet le développement
d’ontologies à partir de sources non ontologiques comme des systèmes d’organisa-
tion des connaissances, des bases de données ou d’autres types de sources. Cette mé-
thode prend en compte les choix de modélisation et d’implémentation et applique le
même ensemble de règles de transformation sur la source. Chaque ensemble de règles
de transformation constitue un patron de transformation. Comme la transformation
d’un thésaurus doit être guidée, nous avons également étudié le scénario 7 « réutili-
sation de patrons de conception d’ontologies ». Un patron de conception d’ontologies
(ou ODP, pour Ontology Design Pattern) (Gangemi, Presutti, 2009) est défini en tant
que solution de modélisation pour un problème récurrent de conception d’ontologies
(Gangemi, Presutti, 2009). Les ODP sont normalement générés par l’expérience des
ontologues, qui les soumettent en ligne dans des répertoires de patrons de conception 3.
Ces patrons sont évalués par la communauté des ontologues et sont en général adoptés
en tant que bonne pratique. Le scénario 7 sélectionne des patrons pour construire des
ontologies.
2.2. Confiance dans des éléments ontologiques
L’extraction d’éléments ontologiques à partir de sources non ontologiques de dif-
férentes qualités implique de prendre en considération la confiance dans ces éléments.
Plusieurs définitions de la notion de confiance en informatique et sur le web séman-
2. http://www.w3.org/TR/2009/REC-skos-reference-20090818/






























tique sont présentées dans (Artz, Gil, 2007). Celle qui correspond le mieux à notre
propos est :
« La confiance d’une partie A à une partie B pour un service X est la croyance
mesurable de A dans B pour une période déterminée dans un contexte spécifique (par
rapport au service X). »
ConsidéronsA comme étant l’utilisateur qui veut créer une base de connaissances,
B étant une source et X le processus d’extraction. Dans cette définition, la confiance
concerne la source B, avec le processus d’extraction X , qui génère des éléments on-
tologiques avec un score de confiance associé. Cette définition est bien adaptée à notre
propos puisqu’on considère qu’un score de confiance est spécifique à une période, un
contexte et un service. Cela correspond au fait que la confiance en une source est va-
riable selon les objectifs du projet, le temps et la source elle-même. L’utilisation de
sources multiples pour extraire des éléments ontologiques conduit à une agrégation
de scores de confiance : trouver le même élément ontologique dans plusieurs sources
va augmenter le score de confiance de cet élément. Comme montré dans (Downey et
al., 2005), l’agrégation de scores de confiance est plus appropriée que les systèmes
d’apprentissage ou les modèles « noisy-or » (Pearl, 1988). Les systèmes d’apprentis-
sage nécessitent la création d’une base d’apprentissage qui peut être coûteuse à obte-
nir sans être nécessairement représentative du domaine étudié. Les modèles de type
« noisy-or » ignorent la répétition de l’extraction, ce qui est contre-intuitif pour notre
problème.
2.3. Synthèse
La méthode que nous proposons peut être vue comme une combinaison de deux
méthodes d’ingénierie d’ontologies de NeOn (Suárez-Figueroa et al., 2012) : l’une
fondée sur des patrons de conception d’ontologies (Presutti et al., 2012) et l’autre
fondée sur des transformations de sources non ontologiques avec NOR2O (Villazon-
Terrazas et al., 2010). Les patrons de transformation des sources utilisés dans notre
méthode sont fondés sur le même ensemble de patrons de conception ontologique.
Notons que dans la méthodologie SMOL, les auteurs incluent dans leur chaîne
de traitements un processus de « construction de structure de connaissances » afin
de réorganiser et harmoniser les modèles conceptuels hérités de différentes sources.
Malheureusement, ce processus n’est pas détaillé même si les auteurs indiquent que
l’éditeur d’ontologies Protégé peut être utilisé. Dans ces travaux, les patrons ne sont
pas mentionnés. Au contraire, la méthode Hepp (Hepp, Bruijn, 2007) inclut un patron
de conception afin de transformer un système d’organisation des connaissances au
format SKOS : deux termes liés par la relation hiérarchique skos : broader génèrent
4 owl : classes reliées par 3 relations owl : subClasOf . Notre méthode peut être vue
comme une généralisation de (Hepp, Bruijn, 2007) dans laquelle différents patrons de






























De plus, nous prenons en considération le consensus à propos de chaque élément
ontologique, afin de déterminer si nous souhaitons le conserver ou pas. Pour ce faire,
nous utilisons un score de confiance calculé à partir de toutes les sources utilisées pour
extraire les éléments ontologiques. À notre connaissance, il n’y a pas de méthode d’in-
génierie d’ontologies capable de transformer un système d’organisation de connais-
sances en utilisant le consensus et des patrons de conception ontologique. Concernant
le consensus, nous avons à définir des fonctions pour calculer les scores de confiance
et les agréger.
3. Approche globale
Notre méthode se compose de trois processus déjà présentés dans (Amarger et al.,
2014). Par rapport à l’article précédent, nous avons détaillé les critères sur l’évaluation
des sources.
– 1 Analyse de sources : Pendant ce processus, l’expert du domaine et l’onto-
logue travaillent ensemble pour sélectionner les sources les plus appropriées pour la
construction de leur base de connaissances. Ils inspectent chaque source afin d’éva-
luer leur couverture mais également afin d’évaluer la faisabilité de la transformation
automatique en base de connaissances.
– 2 Transformation de sources : Ce processus transforme chaque source en une
base de connaissances au format OWL. Il est fondé sur les deux méthodes de NeOn:
la méthode qui fusionne des patrons de conception pour construire un module ontolo-
gique et la méthode qui utilise des patrons de transformation.
– 3 Fusion de bases de connaissances : Ce processus construit la base de
connaissances finale en se fondant sur toutes les bases de connaissances extraites à
partir des sources. À notre connaissance, ce processus n’est proposé dans aucune des
méthodes d’ingénierie d’ontologies. Généralement, les méthodes d’ingénierie d’onto-
logies utilisent plusieurs sources séparément afin d’enrichir la base de connaissances
de manière incrémentale. Le processus de fusion utilise plusieurs bases de connais-
sances au même moment, afin d’extraire des connaissances consensuelles.
Figure 1. Vue d’ensemble de la méthode proposée
3.1. Analyse de sources
Nombre de critères ont été définis afin d’évaluer la qualité des sources. Dans l’état






























– La réputation de la source est généralement fondée sur la réputation de ses au-
teurs. Si l’auteur est une institution gouvernementale ou internationale, la source sera
plus probablement acceptée par une large communauté d’utilisateurs et sera réutilisée.
La réputation de la source peut également être fondée sur le nombre de ses utilisateurs.
Ce critère est évalué manuellement par l’expert du domaine.
– La fraîcheur de la source se fonde sur la dernière date de mise à jour de la
source, ainsi que sur le fait que la source est souvent mise à jour ou pas. Ce critère est
évalué manuellement par l’expert du domaine.
– L’adéquation de la source à la cible représente la similarité entre la source et
la base de connaissances souhaitée. Elle prend en compte la couverture de la source
par rapport à la base de connaissances finale. Ce critère peut également être estimé par
le nombre de liens établis entre le module et la base de connaissances extraite de la
source.
– La clarté du modèle de la source évalue le fait que le modèle conceptuel de la
source peut être facilement trouvé. Par exemple si différents patrons sont utilisés pour
stocker le même type d’informations, alors le modèle est ambigu. Ceci est évalué
manuellement par l’expert de connaissances quand il navigue dans la source pour
trouver une information spécifique. Si la source a un modèle clair, elle sera facilement
transformée en utilisant des patrons de détection et de transformation.
Les deux premiers critères sont issus de (Jayawardene et al., 2013). Dans notre
méthode, un module guide le processus de transformation de la source. Nous définis-
sons une source de bonne qualité comme étant une source adaptée à notre module,
ce qui nous amène à définir les deux derniers critères : si la source n’est pas adaptée
au module ou si elle ne peut pas être transformée en utilisant les patrons, alors cette
source sera sans intérêt dans notre approche.
3.2. Transformation de sources
La figure 2 (Amarger et al., 2014) présente notre processus de « transformation
de sources », qui fait appel à plusieurs autres activités. La « construction de mo-
dule » est le scénario 7 de NeOn (Gangemi, Presutti, 2009). Ce scénario propose de
construire un module réutilisant des patrons de conception d’ontologies et des ques-
tions de compétences. Nous appliquons complètement cette méthode pour construire
un module. Le module est construit une fois pour toutes et est utilisé pour tous les
processus de « transformation automatique de sources ». La « transformation syn-
taxique » est une adaptation du scénario 2 de NeOn (Villazon-Terrazas et al., 2010). Le
scénario 2 propose de construire une base de connaissances en réutilisant une source
non-ontologique. Nous adaptons cette méthode pour enrichir le module préalablement
construit par le scénario 7.
3.2.1. Transformation automatique de sources
Chaque source non ontologique suit généralement certains principes de modéli-






























Figure 2. Processus de transformation de sources
Terrazas et al., 2010) (Soergel et al., 2006) proposent des transformations reposant
sur des patrons. La méthode (Villazon-Terrazas et al., 2010) prend en compte les
choix de modélisation et d’implémentation et applique le même patron de transfor-
mation sur la source. La méthode (Soergel et al., 2006) prend en compte le fait que
les choix de modélisation peuvent changer sur la même source et que le même pa-
tron ne peut pas être appliqué sur la totalité de la source. Nous avons tiré profit de
ces deux méthodes et appliquons une transformation fondée sur des patrons. Comme
montré en figure 2, nous extrayons d’abord de la source les parties qui semblent suivre
les mêmes principes de modélisation et qui répondent à nos exigences. Le processus
précédent d’analyse de sources a mis en évidence le fait que ces parties existaient
dans la source. Nous appliquons ensuite une transformation syntaxique utilisant la
méthode NOR2O (Villazon-Terrazas et al., 2010) et les outils associés afin d’avoir un
fichier respectant la syntaxe OWL. L’activité “réingénierie ontologique” produit un
nouveau fichier OWL qui est un enrichissement d’un module, autrement dit une base
de connaissances. Pour ce faire, le module est aligné avec le premier fichier OWL.
La sortie est un ensemble de correspondances. Le module est alors étendu en utilisant
le fichier OWL et en suivant le nouveau patron qui effectue la réingénierie du fichier
OWL. Les nouveaux axiomes OWL sont donc compatibles avec le module. À la fin
de l’application du patron de réingénierie, la base de connaissances source contient le
module, complété entre autre par de nouveaux individus. Nous obtenons donc à la fin
de cette étape une base de connaissances source, qui est une base de connaissances
obtenue à partir d’une transformation automatique, comme présenté précédemment.
Une base de connaissances : BC = (Vbc, Ebc, ΣVbc, ΣEbc, etiqVbc, etiqEbc,
sourceEbc, cibleEbc) est un multigraphe orienté étiqueté. La décision de formaliser
une base de connaissances sous forme d’un graphe étiqueté est fondée sur la volonté de
clarifier le lien entre une propriété définie dans l’ontologie et son instanciation dans la






























lors de sa définition et comme étiquette d’arc lors de son instanciation. De plus, les
connaissances que nous allons extraire des bases de connaissances sont également
formalisables sous forme de graphes. Les éléments de la base de connaissances BC
sont définis de la manière suivante :
Base de connaissances
Vbc = C ∪ PropO ∪ PropDT ∪ I ∪ L est un ensemble fini de sommets qui sont répartis
dans des sous-ensembles disjoints tels que:
– C est l’ensemble des classes.
– PropO est l’ensemble des propriétés d’objets.
– PropDT est l’ensemble des propriétés de types de données.
– I est l’ensemble des individus.
– L est l’ensemble des sommets représentant les littéraux, dont les labels. Nous définis-
sons Llabel comme l’ensemble des sommets représentant les labels. Llabel ⊂ L.
ΣVbc est l’ensemble des étiquettes des sommets de la base de connaissances. Ces identifiants
sont des chaînes de caractères alphanumériques pour les littéraux ou des URI pour les autres
sommets.
etiqVbc : Vbc → ΣVbc est une application qui, à tout sommet v de Vbc, associe une seule
étiquette l ∈ ΣVbc.
ΣEbc = {subClassOf, subPropertyOf, instanceOf, rdfs : label}∪ΣpropO∪ΣpropDT
est un ensemble fini d’étiquettes d’arcs.
– subPropertyOf est la relation de spécialisation entre propriétés (propriété d’objet ou
de type de données),
– rdfs : label est la propriété d’annotation associant un label à une classe, à une propriété
ou à un individu.
– instanceOf exprime l’appartenance d’un individu à une classe.
– ΣpropO est l’ensemble des étiquettes des sommets v ∈ PropO correspondant aux
propriétés d’objet qui vont être utilisées comme étiquettes d’arcs dans BC. ∀l ∈ ΣpropO
∃v ∈ PropO tel que etiqVbc(v) = l. En effet, pour qu’une propriété d’objet soit utilisée
dans une base de connaissances, elle doit d’abord être définie par un sommet dans l’ontologie
associée.
– ΣpropDT est l’ensemble des étiquettes des sommets v ∈ PropDT correspondant aux
propriétés de types de données qui vont être utilisées comme étiquettes d’arcs dans BC.
∀l ∈ ΣpropDT ∃v ∈ PropDT tel que etiqVbc(v) = l. En effet pour qu’une propriété de
type de données soit utilisée dans une base de connaissances, elle doit d’abord être définie par
un sommet.
Ebc ⊂ ΣEbc × Vbc × Vbc est l’ensemble fini d’arcs étiquetés de la forme p(v1, v2) ayant une
étiquette p ∈ ΣEbc, un sommet initial v1 ∈ Vbc et un sommet terminal v2 ∈ Vbc.
Les arcs de BC remplissent l’une des conditions suivantes :
– ∀p(v1, v2) un arc étiqueté tel que p = rdfs : label ssi v1 ∈ C∪PropO∪PropDT∪I
et v2 ∈ Llabel
– ∀p(v1, v2) un arc étiqueté tel que p = subClassOf ssi v1 ∈ C et v2 ∈ C
– ∀p(v1, v2) un arc étiqueté tel que p = subPropertyOf ssi v1 ∈ PropO ∪ PropDT






























– ∀p(v1, v2) un arc étiqueté tel que p ∈ ΣpropO ssi v1 ∈ I et v2 ∈ I ,
– ∀p(v1, v2) un arc étiqueté tel que p ∈ ΣpropDT ssi v1 ∈ I et v2 ∈ L,
– ∀p(v1, v2) un arc étiqueté tel que p = instanceOf ssi v1 ∈ I et v2 ∈ C.
Une base de connaissances est aussi un multi-graphe tel qu’il n’existe qu’un seul arc étiqueté
par une étiquette reliant un sommet initial à un sommet terminal. Nous définissons trois ap-
plications sur les arcs de la base de connaissances :
etiqEbc : Ebc → ΣEbc est une application qui associe à chaque arc son étiquette.
sourceEbc : Ebc → Vbc est une application qui associe à chaque arc son sommet initial.
cibleEbc : Ebc → Vbc est une application qui associe à chaque arc son sommet terminal.
Lors de la fusion des bases de connaissances, nous nous concentrons sur un sous
ensemble des éléments ontologiques constituant une base de connaissances source,
que nous intitulons élément ontologique source. Dans ce cadre, un élément onto-
logique source oe est un sommet d’une base de connaissances source qui peut être
aligné par un outil d’alignement automatique. Actuellement, au vu des résultats des
outils d’alignement que nous avons pu tester, un élément ontologique source est soit
une classe, soit un individu, soit un label. Par contre, la base de connaissances finale
contient toute sorte d’éléments ontologiques, sommets et arcs.
Elément ontologique source
oe ∈ C ∪ I ∪ Llabel
On définit également une fonction nature(oe) qui permet d’obtenir le type de l’élément
ontologique associé :
– nature(oe) = “classe” si oe ∈ C,
– nature(oe) = “label” si oe ∈ Llabel,
– nature(oe) = “individu” si oe ∈ I ,
– nature(oe) = “null” sinon.
3.3. Fusion de bases de connaissances
La figure 3 montre que la fusion de bases de connaissances préalablement
construites, appelées Bases de Connaissances Sources (BCS), se compose de trois
activités :
– Génération de correspondances : cette activité calcule des alignements entre
toutes les bases de connaissances sources grâce à des outils d’alignement. L’activité
d’alignement identifie les éléments ontologiques sources similaires contenus dans des
bases de connaissances sources distinctes.
– Génération de candidats : Cette activité identifie les candidats. Un candidat
contient un ensemble d’éléments ontologiques sources qui ont été considérés comme






























– Calcul de confiance : Cette activité calcule les scores de confiance des candi-
dats et crée de nouveaux éléments ontologiques fondés sur les candidats. La sortie est
une nouvelle base de connaissances d’éléments ontologiques pondérés.
– Filtrage : Cette activité filtre les éléments ontologiques en fonction de leurs
scores de confiance et les insère dans la base de connaissances finale.
Figure 3. Processus de fusion de bases de connaissances
3.3.1. Génération des alignements
Aligner BC1 et BC2 consiste à calculer toutes les correspondances entre les élé-
ments de BC1 et les éléments de BC2. C’est un sujet de recherche actif (Euzenat,
Shvaiko, 2013) et de nombreuses méthodes ont été proposées et implémentées. Notre
travail réutilise les outils qui implémentent diverses méthodes.
Soit deux bases de connaissances sources BCSi et BCSj construites grâce à la
transformation de sources :
BCSi = (Vbcsi, Ebcsi,ΣVbcsi,ΣEbcsi, etiqVbcsi, etiqEbcsi, sourceEbcsi,
cibleEbcsi) et
BCSj = (Vbcsj , Ebcsj ,ΣVbcsj ,ΣEbcsj , etiqVbcsj , etiqEbcsj , sourceEbcsj ,
cibleEbcsj),
nous définissons une correspondancem comme étant une arête entre un couple de
sommets {oei, oej}, avec oei ∈ Vbcsi, oej ∈ Vbcsj . Une correspondance représente
une équivalence entre deux éléments ontologiques sources, détectée à l’aide d’outils
d’alignement. Les correspondances sont définies de la manière suivante :
Correspondance
– Vbcsi 6= Vbcsj une correspondance est toujours établie entre deux sommets appartenant
à des ensembles de sommets de BCS différentes. ∄m = {oei, oek} tel que oei ∈ Vbcsi et
oek ∈ Vbcsi.
– nature(oei) = nature(oej) 6=“null”. Une correspondance est toujours établie entre
deux éléments ontologiques sources de même nature.
– valueE : (C ∪ I) × (C ∪ I) →]0, 1] est une application qui, à toute arête dé-
finie comme correspondance, associe un unique degré de correspondance 0 et 1 tel que






























Les correspondances générées par des outils d’alignement nous permettent de
construire un nouveau graphe composé des bases de connaissances sources alignées,
intitulé SA. Dans la suite de cet article, nous considérons queN BCS ont été alignées.
Rappelons que ces N BCS ont toutes en commun le module, noté BCm. Ce module
n’apparaît qu’une fois dans SA.
3.3.2. Génération des candidats
Un candidat Cand est un sous-graphe de SA qui génèrera peut être un élément
(sommet ou arc) dans la base de connaissances finale. Cet élément possible est donc
le résultat de la fusion d’éléments issus de plusieurs BCS, considérés comme équiva-
lents. Les éléments des BCS jugés équivalents sont des composants du sous-graphe
formant le candidat. Nous considérons deux types de Cand, les candidats sommets
CandS, qui produiront un sommet de la base finale, et les candidats arcs CandA qui
génèreront un arc dans la base finale. Chaque candidat arc est donc associé à au moins
un candidat sommet.
3.3.2.1. Candidat sommet
CandS = (VCandS , ECandS , ΣVCandS , etiqVCandS , valueE) un candidat som-
met, est un graphe non orienté connexe dont les sommets sont des éléments ontolo-
giques sources provenant de BCS différentes et les arêtes sont les correspondances
issues des alignements entre les N BCS. Nous définissons les composants d’un can-
didat sommet de la manière suivante :
Candidat sommet
VcandS est l’ensemble des sommets de CandS. Tous les sommets d’un candidat sommet
appartiennent à des BCS différentes. Par conséquent |VCandS | ≤ N .
ECandS est l’ensemble des arêtes de CandS. Les arêtes de CandS sont des correspon-
dances.
valueE : ECandS →]0, 1] est une application qui associe à chaque arête son degré de cor-
respondance.
Un candidat sommet est un graphe connexe. Par conséquent, tous les sommets de CandS
sont liés à au moins un autre sommet de CandS par une correspondance, ce qui implique que
tous les sommets de CandS sont de même nature.
Les candidats sommets peuvent être classés suivant la nature de leurs sommets : can-
didat sommet individu ic, candidat sommet classe cc, candidat sommet label lc.
3.3.2.2. Candidat arc
Un candidat arcCandA = (VCandA, ECandA,ΣVCandA,ΣECandA, etiqVCandA,
sourceECandA, cibleECandA) est un graphe biparti orienté étiqueté. Un candidat arc
se construit à partir d’au moins un candidat sommet. Les sous-ensembles de sommets
de CandA sont soit un ensemble de sommets d’un candidat sommet, soit un singleton






























la même étiquette d’arc. Les candidats arcs sont des sous-graphes du multigraphe SA
construit à partir des N bases de connaissances alignées.
Considérons deux candidats sommets distincts :
CandS1 = (VCandS1, ECandS1,ΣVCandS1, etiqVCandS1, valueE),
CandS2 = (VCandS2, ECandS2,ΣVCandS2, etiqVCandS2, valueE)
Candidat arc entre 2 candidats sommets
VCandA = VCandS1 ∪ VCandS2. L’ensemble des sommets de CandA se compose de deux
ensembles de sommets disjoints VCandS1 et VCandS2.
ΣVCandA = ΣVCandS1 ∪ ΣVCandS2. L’ensemble des étiquettes de sommet de CandA est
l’union des ensembles d’etiquettes de sommets de CandS1 et CandS2.
etiqVCandA : VCandS1 ∪VCandS2 → ΣVCandS1 ∪ΣVCandS2 est l’appplication qui associe
à tout sommet v ∈ VCandA son étiquette l ∈ ΣVCandA tel que etiqVCandA(v) = l. Cette
application est le prolongement des applications etiqVCandS1 et etiqVCandS2.
ΣECandA = {lCandA} l’ensemble des étiquettes d’arcs est composé d’une seule étiquette
lCandA tel que lCandA est défini dans le module BCm.
ECandA ⊂ ΣECandA × VCandS1 × VCandS2 est l’ensemble des arcs de CandA. Ces arcs
sont tous étiquetés par la même étiquette lCandA et tous orientés dans le même sens. Les arcs
de CandA vont tous d’un sommet de CandS1 vers un sommet de CandS2.
sourceECandA : ECandA → VCandS1 est l’application qui à tout arc de CandA associe
son sommet initial pris dans VCandS1
cibleECandA : ECandA → VCandS2 est l’application qui à tout arc de CandA associe son
sommet terminal pris dans VCandS2
Considérons un candidat sommet
CandS = (VCandS , ECandS ,ΣVCandS , etiqVCandS , valueE),
et un module BCm = (Vm, Em,ΣVm,ΣEm, etiqVm, etiqEm, sourceEm,
cibleEm).
Candidat arc entre 1 candidat sommet 1 un sommet du module
VCandA = VCandS ∪ {vm}. L’ensemble des sommets de CandA se compose de deux en-
sembles de sommets disjoints VCandS et {vm} tel que vm ∈ Vm .
ΣVCandA ⊂ ΣVcandS1 ∪ {etiqVm(vm)}. L’ensemble des étiquettes de sommets de CandA
est l’ensemble d’etiquettes de sommets de CandS augmenté de l’étiquette du sommet du
module vm.
etiqVCandA : VCandA → ΣVCandA est l’application qui associe à tout sommet v ∈ VCandA
son étiquette l ∈ ΣVcandA tel que etiqVCandA(v) = l. Cette application est le prolongement
des applications etiqVCandS et etiqVm.
ΣECandA = {lCandA} l’ensemble des étiquettes d’arcs est composé d’une seule étiquette
lCandA tel que lCandA ∈ ΣEm.
ECandA ⊂ ΣECandA × VCandA × VCandA est l’ensemble des arcs de CandA. Ces arcs
sont tous étiquetés par la même étiquette lCandA et tous orientés dans le même sens : soit les
arcs de CandA vont d’un sommet de CandS vers vm, soit les arcs de CandA vont de vm






























sourceECandA : ECandA → VCandA est l’application qui à tout arc de CandA associe son
sommet initial.
cibleECandA : ECandA → VCandA est l’application qui à tout arc de CandA associe son
sommet terminal.
3.3.3. Processus de génération de candidats
Pour générer ces candidats, deux étapes importantes apparaissent. La première est
la génération de candidats sommets, qui se fait à partir des correspondances générées
par les outils d’alignement. L’idée de la génération de ces candidats sommets est de
trouver les composantes connexes dans le graphe multiparti SA composé des N BCS
alignées. Une condition particulière est qu’il ne peut pas y avoir plusieurs éléments
ontologiques sources dans un candidat sommet provenant de la même source. Nous
ne considérons que les candidats sommets principaux. En effet, un candidat sommet
ne peut être inclus dans un autre candidat sommet, ce qui définit une relation d’ordre
partiel sur les candidats sommets. Nous ne prenons pas en considération les candi-
dats sommets qui sont inclus dans un autre candidat sommet. Une fois ces candidats
sommets générés, il est possible de déterminer les candidats arcs liés à ces candidats
sommets. Pour chaque couple de candidats sommets, si le même arc est présent dans
au moins deux sources, un candidat arc est généré, un cas particulier étant le candidat
sommet label. Un candidat sommet label est composé des labels alignés, et de ce can-
didat sommet doivent arriver des arcs étiquetés rdfs : label qui associent les labels
à un autre candidat sommet. Ainsi, un candidat sommet label doit nécessairement ap-
partenir à un candidat arc. Si un tel candidat arc n’existe pas, alors le candidat sommet
label est ignoré. Ce regroupement de candidats est fondé sur l’intuition selon laquelle
un label rattaché à aucun élément ontologique n’est pas pertinent.
3.3.4. Proposition de fonction de confiance
Chaque candidat a un score de confiance permettant de définir à quel point nous
pouvons croire en la pertinence de ce candidat. Il y a plusieurs moyens de calculer ce
score. Nous définissons plusieurs fonctions de confiance qui seront testées dans nos
expérimentations.
Fonction de confiance : trustsimple
La façon simple d’obtenir des éléments ontologiques consensuels est de déterminer
combien de bases de connaissances sont impliquées dans le candidat. Nous considé-
rons qu’un candidat est consensuel si la moitié au moins des bases de connaissances
sont impliquées dans son extraction. Dans le cas contraire, le candidat ne devrait
pas appartenir à la base de connaissances finale. Nous avons défini une fonction de
confiance appelée trustsimple afin d’implémenter le consensus. Cette fonction est dif-
férente suivant le type de candidats (candidats sommets et candidats arcs). trustsimple





































Rappelons que N est le nombre de BCS alignées et correspond donc au nombre
de sources. En ne considérant que les candidats pour lesquels la valeur de trustsimple
est supérieure ou égale à 0,5 nous pouvons obtenir les candidats consensuels.
Fonction de confiance : trustdegree
Nous pouvons également utiliser le degré de correspondance afin de calculer le
score de confiance d’un candidat. Nous considérons qu’un candidat dont la somme
des degrés de correspondance est élevée implique plus de confiance. Pour implémenter
cette fonction, nous utilisons une fonction différente pour chaque type de candidat.
– Fonction de confiance trustdegree pour les candidats sommets
Cette fonction de confiance s’applique sur les candidats sommets individus et classes.








Cette fonction additionne tous les degrés de correspondances impliqués dans le can-
didat sommet. Nous normalisons le résultat avec le nombre maximum de correspon-
dances possibles dans un candidat sommet.
– Fonction de confiance trustdegree pour les candidats arcs
Cette fonction de confiance s’applique à tous les candidats arcs ayant une étiquette






tel que CandS1 et CandS2 sont lié par CandA
(3)
Cette formule prend en compte |ECandA| (le nombre d’arcs présents dans le candidat
arc) et la moyenne des scores de confiance des candidats sommets liés par le candidat
arc. Nous faisons cela afin de simuler un degré de correspondance entre arcs, car les
outils d’alignement n’alignent pas les arcs. Nous avons normalisé ce résultat avec le
N , qui est la v leur maximale de nombre d’arcs, plus 1, qui est la valeur maximum
que la moyenne de deux scores de confiance des candidats sommets peut valoir. Si un
candidat arc relie un candidat sommet à un sommet du module, alors le trustdegree
du sommet du module est égal à 1.
– Fonction de confiance trustdegree de candidat label






































tel que lc est lié à CandS par CandA
(4)
Le score de confiance du candidat sommet label lc est la moyenne entre le score
confiance du candidat sommet CandS (auquel lc est lié par un candidat arc) et la
somme normalisée de ses degrés de correspondances. Le score de confiance du candi-
dat arc CandA ayant comme étiquette d’arc rdfs : label liant lc à CandS est égal au
score de confiance de lc.
3.3.5. Filtrage
L’étape de filtrage utilise le score de confiance associé à chaque candidat extrait
lors de l’étape précédente. Dans ce cas, nous pouvons définir un seuil minimum et
un seuil maximum, pris entre 0 et 1. Le seuil minimum est utilisé comme limite en-
dessous de laquelle le candidat est automatiquement rejeté, alors que le seuil maxi-
mum est utilisé comme limite au-dessus de laquelle le candidat est automatiquement
accepté. Entre ces deux limites, l’expert du domaine doit valider manuellement chaque
candidat. Cette étape de filtrage réduit le nombre de candidats que l’expert du domaine
doit valider manuellement.
4. Application de la méthode sur le cas d’étude du thésaurus Agrovoc
Pour illustrer notre méthode, nous avons construit un cas d’utilisation à propos des
cultures de blé. Nous voulons construire une base de connaissances finale décrivant la
taxonomie des blés.
4.1. Processus d’analyse de source
Pour le projet de taxonomie du blé, nos experts ont sélectionné les sources sui-
vantes : Agrovoc 4: un thésaurus multilingue contenant plus de 40 000 termes main-
tenu par la FAO, TaxRef 5: un référentiel taxonomique français contenant 80 000
taxons créé par le museum national d’histoire naturelle , NCBI Taxonomy 6: une
taxonomie créée par le National Center for Biotechnology Information (NCBI) des
Etats-Unis, contenant 1 million de taxons. Ces trois sources ont été choisies parce
que toutes sont bien connues en agriculture mais également parce qu’elles sont com-
plémentaires. NCBI est la source qui contient le plus de taxons. Elle est considérée
par les experts comme ayant les noms de taxons les plus récents, mais elle contient

































en plusieurs langues et distingue les noms scientifiques des noms vernaculaires, mais
elle contient moins de taxons que NCBI et sa qualité est souvent critiquée (Soergel et
al., 2006). TaxRef surmonte cet inconvénient. Elle est la référence nationale française
dans la classification du monde vivant ; par conséquent, sa cohérence est assurée, mais
le nombre de taxons est limité par le processus de vérification de la cohérence. La
combinaison de ces trois sources nous semble appropriée parce que nous combinons
la quantité de taxons (NCBI), avec des labels présents en quantité (Agrovoc) et l’assu-
rance de la qualité (TaxRef). Agrovoc est publié sur le LOD selon la norme SKOS 7.
La nouvelle norme des thésaurus se fonde sur le format SKOS (Miles, Bechhofer,
2009). Elle inclut plus de types de relations et donne la possibilité d’en définir de nou-
velles. Par exemple, dans la figure 4, le lien hasTaxonomicLevel a été défini par la
FAO dans le thésaurus Agrovoc.
4.2. Processus de transformation de sources
Nous commençons le processus de transformation de sources en construisant un
module concernant la classification des plantes : Agronomic Taxon (Roussey et al.,
2013) (https://sites.google.com/site/agriontology/home/irstea/agronomictaxon).
Ce module a été manuellement créé pour une tâche spécifique (représenter le nom
scientifique des organismes en utilisant une taxonomie). Le module est composé de
owl : Classes et définit l’ensemble de owl : Properties qui peuvent exister entre-
elles. Il réutilise certains ODP provenant du projet NeOn et deux vocabulaires déjà
publiés sur le LOD (Roussey et al., 2013). Les types de taxons principaux souhaités
dans notre base de connaissances sont définis dans le module en tant que owl : class,
enfants de la classe neon : Taxon. Nous nous focalisons par exemple sur les sept
types de taxons les plus connus : règne, phylum, classe, ordre, famille, genre et es-
pèce. La figure 4 présente une partie du module Agronomic Taxon. À partir de chaque
source, nous voulons extraire automatiquement des sous-parties de la classification
taxonomique du blé. Nous nous focalisons sur l’extraction du taxon Triticum. Nous
appliquons un patron de réingénierie présenté dans (Amarger et al., 2014) inspiré de
(Villazon-Terrazas et al., 2010). Pour ce faire, nous définissons des algorithmes pour
extraire des instances et des classes enfants de la classe neon : Taxon à partir de nos
trois sources. Pour chaque individu, nous le typons et le lions en utilisant la propriété
d’objet neon : hasHigherRank. Rappelons que cette propriété est la relation hié-
rarchique utilisée pour décrire la hiérarchie taxonomique dans le module. Nous avons
publié ces algorithmes implémentés sur github :
– Agrovoc : https://github.com/Murloc6/T2RKB,
– TaxRef : https://github.com/Murloc6/TaxRef2RKB,
– NCBI : https://github.com/Murloc6/NCBI2RKB.
La figure 4 présente un exemple de transformation du thésaurus Agrovoc. Le pro-































plusieurs taxons, individus de la classe neon : Taxon ou de l’une de ses classes filles.
Ces taxons sont utilisés pour décrire les organismes apparaissant dans les champs. À
la fin du processus, nous obtenons une base de connaissances source compatible avec
le module.
Figure 4. Un exemple de transformation d’une sous partie d’Agrovoc
4.3. Génération de candidats sommets
Nous avons 3 bases de connaissances sources. Nous recherchons des alignements
entre ces bases. Nous appliquons ensuite le processus de génération de candidats som-
mets. La figure 5 présente deux candidats générés à partir de ces 3 sources : Cand1
qui correspond au taxon « Triticum » et Cand2 qui correspond à « Triticum Durum ».
4.4. Génération de candidats arcs
Une fois les candidats sommets générés, nous pouvons générer les candidats arcs.
La figure 6 montre la création de deux candidats arcs suivant l’exemple précédent.
Le premier candidat généré est l’arc « hasHigherRank » entre le candidat Cand2 et






























Figure 5. Exemple de génération de candidats sommets
candidat définissant que « Triticum Durum » a pour rang supérieur « Triticum ». Le
second candidat arc généré ici lie le candidat label «Wheat » au candidat « Triticum ».
Comme décrit précédemment, l’existence de candidats labels est un peu spécifique et
dépend de l’existence d’un candidat arc associé. Le label «Wheat » apparaissant dans
Agrovoc et TaxRef, un candidat label associé est généré. Les labels sont considérés
comme des éléments ontologiques, une correspondance apparaît donc ici (valuée sui-
vant la distance de Jaro-Winkler). Comme le candidat arc nommé Cand arc 2 lie le
candidat label au candidat Cand1 par deux arcs étiquetés rdfs : label, le candidat
label est pris en considération.
4.5. Calculs des scores de confiance
Comme défini précédemment, il existe deux méthodes de calcul de la confiance.
Le tableau 1 présente les scores des différents candidats générés précédemment avec
la fonction de calcul trustsimple. Nous pouvons observer que le score du candidat
Tableau 1. Exemple de calculs avec la fonction trustsimple
Cand1 Cand2 Cand arc 1 Cand arc 2 Cand label
1 1 0,66 0,66 0,66
Cand1 (Triticum) et celui du candidat Cand2 (Triticum Durum) est le même, alors
que leur nombre de correspondances est différent.
Le tableau 2 présente les calculs avec la fonction trustdegree. Nous observons
ici une plus grande différence de score entre les candidats Cand1 et Cand2. Nous
observons aussi la différence sur le candidat arc Cand arc 2 qui est rattaché à Cand1.
Le candidat Cand1 n’ayant que 0,5 en confiance, cela influe sur les candidats Cand
label et Cand arc 2 associés en diminuant leur score.
Figure 6. Exemple de génération de candidats arcs
Tableau 2. Exemple de calculs avec la fonction trustdegree
Cand1 Cand2 Cand arc 1 Cand arc 2 Cand label
0,5 0,8 0,66 0,4 0,4
5. Implémentation
Notre prototype appelé Muskca (MUlti Sources Knowledge CAndidates) a été dé-
veloppé en Java et est disponible sur github (https://github.com/Murloc6/Muskca).
5.1. Outil de transformation de sources
Pour chaque source en entrée, une méthode de transformation spécifique est ap-
pliquée afin d’obtenir la base de connaissances utilisée dans Muskca. Comme décrit
précédemment, cette méthode est fonction du module utilisé et du format initial de la
source. Nous pourrions utiliser un système comme NOR2O 8 mais nous avons décidé
d’implémenter notre propre système afin de transformer les sources sélectionnées.
Nous avons procédé de la sorte parce que nous avions des algorithmes spécifiques
déjà écrits pour chaque source et qu’il nous semblait plus efficace de développer notre
système en le fondant sur ces algorithmes. Nos algorithmes peuvent être vus comme




Afin de sélectionner l’outil d’alignement le plus approprié, nous avons étudié le
dernier challenge OAEI 9 et tout particulièrement les résultats concernant l’alignement
d’instances 10 (Dragisic et al., 2014), parce que nous voulons pouvoir aligner toutes
les sortes d’éléments ontologiques. Nous avons choisi d’utiliser LogMap (Jiménez-
Ruiz et al., 2012) parce qu’il permet d’aligner des éléments ontologiques quelconques,
qu’il obtient de bons résultats dans le challenge OAEI 11 et que son code source est
disponible en ligne 12. LogMap est réellement facile à utiliser, tout particulièrement
grâce à l’API SEALS 13 que tous les participants à OAEI doivent utiliser. Cela signifie
que si, dans l’avenir, un système obtient de meilleurs résultats que celui-là, il sera
simple de changer l’outil d’alignement.
Pour l’alignement des labels, nous utilisons la distance de Jaro Winkler (Winkler,
1990) comme mesure de similarité entre chaînes de caractères. Les correspondances
entre sommets labels sont étiquetés par cette mesure.
5.3. Format de sortie
La sortie du processus de génération de candidats est stockée dans une nouvelle
base de connaissances utilisant l’ontologie PROV. Cette base de connaissances est
mise à jour par le processus de calcul des scores de confiance afin de stocker le score
de confiance de chaque candidat. Le modèle de sortie qui était utilisé pour cette ex-
traction est présenté en figure 7. Un exemple de ce genre d’extraction est disponible à
l’adresse :
https://github.com/Murloc6/Muskca/blob/master/out/mini_Triticum_CandProvo.owl
Ce fichier est l’ontologie de provenance fondée sur l’extraction des expériences pré-
sentées ci-dessus.
6. Expérimentations
Le but de nos expérimentations est de tester différents paramètres de notre méthode
générique capable de construire des bases de connaissances finales. Nous voulons dé-
terminer quelles fonctions de confiance et quels seuils de filtrage permettent d’obtenir
les meilleurs résultats. Ces expérimentations ont été menées avec le cas d’étude sur la
taxonomie des blés.
9. Ontology Alignment Evaluation Initiative - http://oaei.ontologymatching.org/2013/
10. http://www.instancematching.org/oaei/imei2013/results.html
































Figure 7. Utilisation de l’ontologie PROV
6.1. Configuration des expérimentations
Tout d’abord nous avons construit une référence sur la taxonomie des blés avec
l’aide de trois experts (Amarger et al., 2014). La précision, le rappel et la f-mesure
sont calculés afin d’évaluer la qualité de la base de connaissances finale :
– La précision est le rapport entre le nombre d’éléments ontologiques de la réfé-
rence qui apparaissent dans la base de connaissances finale et le nombre total d’élé-
ments ontologiques de la base de connaissances finale.
– Le rappel est le rapport entre le nombre d’éléments ontologiques de la référence
qui apparaissent dans la base de connaissances finale et le nombre total d’éléments
ontologiques de la référence.
– La f-mesure est une combinaison des mesures de précision et rappel.
Nous avons effectué trois expérimentations :
1. La première expérimentation utilise la fonction trustsimple afin de calculer le
score de confiance de tout candidat et le seuil du processus de filtrage est fixé à 0,6. Un
candidat devient donc un composant de la base de connaissances finale si son score
est supérieur à 0,6, sinon, il est rejeté.
2. La deuxième expérimentation utilise la fonction trustdegree afin de calculer le
score de confiance de tout candidat et le seuil du processus de filtrage est fixé à 0,6.
3. La troisième expérimentation utilise la fonction trustdegree afin de calculer le
score de confiance de tout candidat et le seuil du processus de filtrage est fixé à 0,9.






























6.2. Résultats et analyse
Le tableau 3 présente les résultats de la première expérimentation. La première
ligne présente les résultats des candidats sommets individus, la deuxième ligne pré-
sente les résultats des candidats arcs instanceOf , la troisième ligne concerne les ré-
sultats des candidats arcs (autres que intanceOf et rdfs : label) et la dernière ligne
présente les résultats des candidats sommets labels. Le tableau 4 présente les résultats
de la deuxième expérimentation.
Tableau 3. Résultats de la première expérimentation : trustsimple
Type de candidat Précision Rappel F-Measure
Sommet individu 0,92 0,66 0,77
Arc instanceOf 0,70 0,43 0,54
Arc 0,65 0,51 0,57
Sommet label 0,32 0,35 0,34
Tableau 4. Résultats de la deuxième expérimentation : trustdegree et seuil fixé à 0,6
Type de candidat Precision Ra pel F-Measure
Sommet individu 0,97 0,63 0,76
Arc instanceOf 0,77 0,39 0,52
Arc 0,68 0,51 0,58
Sommet label 0,39 0,24 0,30
Nous pouvons observer dans les tableaux 3 et 4 que les résultats sont encoura-
geants. Tous les individus que notre méthode est capable d’extraire sont valables (les
résultats de nos candidats sommets individus présentent une précision élevée). En re-
vanche, notre méthode n’est pas encore en mesure d’extraire tous les éléments on-
tologique valables. La fonction trustdegree donne des résultats légèrement meilleurs
que ceux de la fonction trustsimple. De plus, notre méthode est capable d’extraire des
individus plus que des liens entre individus. L’évaluation des candidats sommets indi-
vidus a par exemple une précision de 0,92 pour la première expérimentation et nous
atteignons 0,97 pour la deuxième expérimentation. De manière générale, la fonction
trustdegree améliore la précision et diminue le rappel. Seulement quelques candidats
sont alors générés (le rappel diminue) mais les candidats générés sont de bonne qualité
(la précision augmente).
Les faibles résultats obtenus pour les candidats sommets labels peuvent être expli-
qués par le fait que les labels ne sont présents, la plupart du temps, que dans Agrovoc,
et que les experts ont observé beaucoup d’erreurs sur les labels lors de l’évaluation.
Pour améliorer les résultats sur les labels, nous pouvons tenir compte des préférences
des sources pour un type spécifique d’élément ontologique : Agrovoc est par exemple
une bonne source pour les labels.
Jusqu’à présent, nous avons utilisé 0,6 comme seuil pour obtenir nos résultats.






























fonctions de confiance. Nous avons également évalué nos résultats avec un seuil à 0,9.
Nous obtenons alors les résultats présentés dans le tableau 5.
Tableau 5. Résultats de la troisième expérimentation :trustdegree et seuil fixé à 0,9
Type de candidat Précision Rappel F-Measure
Sommet individu 0,78 0,28 0,41
Arc instanceOf 0,81 0,39 0,53
Arc 0,93 0,32 0,47
Sommet label 0 0 0
En fixant un seuil à 0,9, nous observons une augmentation significative de la pré-
cision (en particulier pour les candidats arcs) alors que le rappel décroît. Ceci peut
s’expliquer par le fait qu’il y a moins de candidats acceptés, mais ils sont plus vrai-
semblables. La précision des candidats sommets individus décroît parce qu’il y a cer-
tains candidats ayant un grand score de confiance qui ne sont pas validés par les ex-
perts. Cela signifie qu’il y a les mêmes erreurs dans les trois sources. Le rappel et la
précision pour les labels sont à zéro parce que les labels proviennent principalement
d’une seule source (Agrovoc). Donc les candidats labels obtiennent de faibles scores
de confiance et sont éliminés par le filtrage. Une idée pour améliorer les résutats des
candidats labels pourrait être de différencier les scores de confiance par type de can-
didat en fonction de la source. Par exemple, dans notre cas, si les candidats labels
viennent d’Agrovoc, nous pouvons associer un bon score de confiance, contrairement
aux candidats sommets individus de cette source.
Ces expérimentations ont pu mettre en évidence l’influence du seuil : plus le seuil
est haut, plus les éléments ontologiques extraits sont de bonne qualité mais moins ils
sont nombreux. En fonction de nos besoins, nous pouvons choisir un seuil bas ou, au
contraire, un seuil élevé.
7. Conclusion et perspectives
Dans cet article, nous proposons une méthode de transformation de plusieurs sys-
tèmes d’organisation de co naissances en une base de connaissances, en nous fon-
dant sur des patrons de conception d’ontologies ainsi que sur des calculs de scores de
confiance. Notre méthode calcule un score de confiance pour chaque candidat extrait.
Nous déterminons quelle formule de confiance est la plus adaptée à notre cas d’utilisa-
tion. Cette méthode aide la validation à la fin du processus parce que certains candidats
peuvent être validés ou rejetés automatiquement, grâce à un filtrage par seuil.
Nous allons focaliser nos travaux futurs sur le filtrage des résultats afin de ré-
soudre plusieurs problèmes que nous rencontrons. Nous devrons faire face au pro-
blème de contradictions entre candidats. Actuellement, tous les candidats sont consi-
dérés et peuvent être acceptés, même s’ils sont en conflit. Pour sélectionner les candi-
dats qui ne sont pas en conflits, il serait possible d’utiliser la théorie de l’argumentation
(Schneider et al., 2013) associée au score de confiance. Une autre perspective est d’in-
tégrer une valeur de qualité de chaque source à l’intérieur de la fonction de confiance.
Cela pourrait aider à promouvoir un type spécifique d’élément ontologique par source
(par exemple promouvoir les labels d’Agrovoc). Nous voulons aussi travailler sur un
autre sous-domaine que la taxonomie des plantes. Nous envisageons de travailler sur
les attaques de bio-agreseurs utilisant le module sur les plantes cultivées 14 avec une
base de données d’Arvalis 15. In fine, le but de cette génération d’une base de connais-
sances est de pouvoir l’interfacer avec un système d’interrogation intelligente. Le pro-
jet SWIP (Pradel, 2013) semble parfaitement adapté à cette tâche puisqu’il permet
l’interrogation d’une base de connaissances à partir de requêtes exprimées en langage
naturel. Il serait particulièrement intéressant de proposer ce système pour interagir
avec des agriculteurs et observer s’ils arrivent à obtenir les connaissances dont ils ont
besoin.
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