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a b s t r a c t
We study the local well-posedness of the initial value problem of the fractional
Landau–Lifshitz–Gilbert equation. We prove that for each initial data in the function space
H4+α , there exists a unique solution in the functional space C([0, T ];H4+α)∩C1([0, T ];Hα)
for some T > 0. Among other techniques, choosing the fractional Sobolev space serves as
a key ingredient to the proof.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this short paper, we consider the local well-posedness of the initial value problem for the Landau–Lifshitz equation
with fractional Laplacian
Zt = λ1Z × (−∆)αZ + λ2Z × (Z × (−∆)αZ),
Z(t = 0, x) = Z0(x), (1)
where Z represents the magnetization vector field, λ1 and λ2 > 0 are real parameters. The unknown Z is assumed to be
spatial periodic defined in the periodic box Td.
The Landau–Lifshitz–Gilbert equation (α = 1), first proposed by physicists Landau and Lifshitz (1935) and latermodified
by Gilbert (1955), describes the processional motion of magnetization in a solid ferromagnets. The term Z × (Z × (−∆)αZ)
is equivalent to the Gilbert damping term Z × ∂Z
∂t . This equation was broadly studied concerning its existence, uniqueness
and regularity of various types of solutions, see [1,2] to list only a few. It has various connections to other famous equations.
When α = 1, λ2 = 0, (1) is usually called the Schrödingermap (with complex structure Ju = Z×u) and the Landau–Lifshitz
equation or the Heisenberg model in ferromagnetism. When α = 1, λ1 = 0, it corresponds to the heat flow of harmonic
maps, whose global existence or finite time singularities is a very interesting problem to explore. In this case, when the
solution is static, then we obtain a harmonic map from Td to the unit sphere S2, whose study initiated since 60s of the last
century. For these reasons, (1) can also be regarded as a fractional generalization of the Schrödinger flow or the heat flow of
harmonic maps.
Whenα = 1/2, (1) can be regarded as a generalization of the Landau–Lifshitz equation for the thin-filmmicromagnetics;
the reduced theory was studied in [3]. For the generalized equation, we have recently obtained the existence of global weak
solutions for all physical interesting dimensions d = 1, 2, 3, see [4] or [5]. That is, for initial data Z0 ∈ Hα , there exists a
global weak solution Z defined on [0,∞) × Td, but uniqueness is unknown. In this paper, we will show on the contrary,
that given initial data Z0 ∈ H4+α , there exists a unique local solution to the fractional LLG equation. But unfortunately, we
do not know whether it develops singularities in finite time. It can be further proved that when the initial data is smooth,
the solution is smooth at least to the same order. For the fractional Landau–Lifshitz–Gilbert equation, the most physical
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interesting case is d = 2 and α = 1/2. However our result is stated for physical interesting dimension d = 1, 2, 3 and
α ∈ (0, 1/2]. The proof consists of, among other techniques, choosing the fractional Sobolev space H4+α as our working
space. Choosing such a fractional Sobolev space is a key ingredient to the proof, since other spaces such asHs for s ≠ k+α, k
integers, will lead to technical difficulties due to the nonlocal property of the fractional operator (−∆)α for α ≠ 0, 1, 2, . . ..
In the following sections, we will give some preliminaries and state and prove our main result, Theorem 2.1. Before that,
we list some notations.
Notations: As usual, the operator Λ = (−∆)1/2 and J = (I − ∆)1/2 are defined through the Fourier transformation with
symbols |ξ | and (1+ |ξ |2)1/2. We let Lp denote the pth-integrable Lebesgue space over Td with norm | · |p. We also denote
Hs,p to be the space consisting of all f such that ∥f ∥s,p = |Jsf |p <∞ for any tempered distribution f and s ∈ R. In particular,
when p = 2, this is simplified to be Hs [6]. Their homogeneous part is denoted by H˙s,p and H˙s respectively. For a (closed)
domainΩ ⊂ Rn and a Banach space Y with the norm ∥ · ∥Y , we denote by Cm(Ω; Y ) the space of Y -valued functions which
arem times continuously differentiable onΩ in the topology of Y .
2. Preliminaries and the main result
Throughout this paper, the following commutator estimate and product estimate will be used, see [7]. The lemma also
holds when one replaces the homogeneous spaces with inhomogeneous ones and replacesΛwith J = (I −∆)1/2.
Lemma 2.1. Suppose that s > 0 and p ∈ (1,+∞), then there hold
∥Λs(fg)− fΛsg∥Lp ≤ C(∥∇f ∥Lp1 ∥g∥H˙s−1,p2 + ∥f ∥H˙s,p3 ∥g∥Lp4 ) (2)
and
∥Λs(fg)∥Lp ≤ C(∥f ∥Lp1 ∥g∥H˙s,p2 + ∥f ∥H˙s,p3 ∥g∥Lp4 ) (3)
with p2, p3 ∈ (1,+∞) such that
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
,
and f , g are such that the right hand side terms make sense.
Lemma 2.2. Suppose that q > 1 and p ∈ [q,∞) and 1p + σ2 = 1q . Suppose that Λσ f ∈ Lq, then f ∈ Lp and there exists some
constant C ≥ 0 such that
∥f ∥Lp ≤ C∥Λσ f ∥Lq .
The main result in this paper is the following
Theorem 2.1. Let d ≤ 3, α ∈ (0, 1/2] and Z0 ∈ H4+α . Then there exists a T > 0 depending on the size of the initial Z0, such
that (1) possesses a unique solution
Z ∈ C([0, T ];H4+α) ∩ C1([0, T ];Hα).
3. Proof of the Theorem 2.1
3.1. Existence
We follow Kato’s method in [8]. We simply set λ1 = λ2 = 1. Let X = Hα , Y = H4+α , S = (I −∆)2, andW be the ball in
Y , centered at 0 ∈ Y with radius R > 0. Define the operator
A(y)· = −y×Λ2α · −y× (y×Λ2α·), ∀y ∈ W .
It is easy to see that
(X) X and Y are reflexive Banach spaces and Y ↩→ X continuously and densely. S is an isomorphism of Y onto X .
Furthermore, the norm in Y is chosen so that S is an isometry.
Let G(X,M, β) be that set of all linear operators L such that −L generates a C0 semigroup S(t) = e−tL with operator
norm ∥e−tL∥ ≤ Meβt for all t ∈ [0,∞).
We also prove that
(A1) There exists some β > 0 such that A(·) is a function ofW into G(X, 1, β), whereW is an open ball in Y .
Indeed, let Z be a solution to the equation
Zt = y×Λ2αZ + y× (y×Λ2αZ). (4)
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Multiplying the Eq. (4) with Z and then by integrating by parts, we have
1
2
d
dt
∥Z∥2 = (Λ2αZ, y× Z)+ (Λ2αZ, (Z × y)× y)
= (ΛαZ,Λα(y× Z))+ (ΛαZ,Λα{(Z × y)× y})
= I + II.
For the first term, we have from calculus inequality
I ≤ ∥ΛαZ∥2 + ∥Λα(y× Z)∥2
≤ ∥ΛαZ∥2 + C(∥ΛαZ∥2|y|2∞ + |Λαy|2p|Z |2q)
≤ C∥Z∥2α,
where
1
p
+ 1
q
= 1
2
;
q ≤ 2d
d− 2α , if d > 2α
q <∞, if d = 2α = 1.
(5)
For the second term, we have
II ≤ ∥ΛαZ∥2 + ∥Λα{(Z × y)× y}∥2
≤ ∥ΛαZ∥2 + C(∥Λα(Z × y)∥2|y|2∞ + |Λαy|2p|Z × y|2q)
≤ ∥ΛαZ∥2 + C∥ΛαZ∥2|y|4∞ + C |Λαy|2p|Z |2q|y|2∞
≤ C(y)∥Z∥2α,
where p, q satisfy the same as in (5). On the other hand, we multiply the Eq. (4) with Λ2αZ and then integrate by parts to
obtain
1
2
d
dt
∥ΛαZ∥2 = (y× (y×Λ2αZ),Λ2αZ)
= −∥y×Λ2αZ∥2 ≤ 0.
Therefore, we have
d
dt
∥Z(t)∥2α ≤ C∥Z(t)∥2α,
and hence
∥Z(t)∥2α ≤ eCt∥Z0∥2α, t ∈ [0,∞), y ∈ W .
This implies that A(·) is a map fromW into G(X, 1, β) and (A1) is proved.
(A2) For each y ∈ W , we have SAS−1 = A(y) + B(y), where B(y) is a bounded linear operator from X to itself with
bound K .
This can be shown as follows. By direct computation, for y ∈ Y andw ∈ W ,
B(y)w = [S, A(y)]S−1w
= [S, A1(y)]S−1w + [S, A2(y)]S−1w
= B1(y)w + B2(y)w,
where A1(y)· = y×Λ2α· and A2(y)· = y× (y×Λ2α·). From A1, it is computed directly that
B1(y)w = [S, y×Λ2α]S−1w
= −2∆y×Λ2αS−1w − 4∇ ×Λ2α∇S−1w +∆2y×Λ2αS−1w
+ 4∇3y×Λ2α∇S−1w + 6∆y×Λ2α∆S−1w + 4∇y×Λ2α∇3S−1w.
From A2(y), we have
B2(y)w = −2y× (∆y×Λ2αS−1w)− 2∆y× (y×Λ2αS−1w)− 4∇y× (∇y×Λ2αS−1w)
− 4∇y× (y×Λ2α∇S−1w)− 4y× (∇y×Λ2α∇S−1w)+ 4y× (∇y×Λ2α∇3S−1w)
+ 6y× (∆y×Λ2α∆S−1w)+ 4y× (∇3y×Λ2α∇S−1w)+ y× (∆2y×Λ2αS−1w)
+ 4∇y× (y×Λ2α∇3S−1w)+ 12∇y× (∇y×Λ2α∆S−1w)+ 12∇y× (∆y×Λ2α∇S−1w)
+ 4∇y× (∇3y×Λ2αS−1w)+ 6∆y× (y×Λ2α∆S−1w)+ 12∆y× (∇y×Λ2α∇S−1w)
+ 6∆y× (∆y×Λ2αS−1w)+ 4∇3y× (y×Λ2α∇S−1w)+ 4∇3y× (∇y×Λ2αS−1w)
+∆2y× (y×Λ2αS−1w).
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We will not spend our effort on estimating these terms one by one, but only estimate some particular ones in A2(y).
In particular the estimates for B1(y) are simpler than those for A2(y). We denote I = y × (∇y × Λ2α∇3S−1w) =
M(y)Λ2α∇3S−1w. SinceΛα commutes with ∇ and S−1, it is estimated that
∥Jα I∥ ≤ C |JαM(y)|p1 |Λα∇3S−1(Λαw)|q1 + C |M(y)|p2 |JαΛα∇3S−1(Λαw)|q2
≤ C

|y|∞|Jα(∇y)|p1 + |y|∞|∇y|p2

∥w∥4+α
≤ C∥y∥24+α∥w∥α,
where the indices pi, qi are choose such that
1
pi
+ 1
qi
= 1
2
, i = 1, 2;
p1 ∈ [2,∞), q1 ∈

2,
2d
d− 2(1− α)

;
p2 ∈ (2,∞], q2 ∈

2,
2d
d− 2(1− 2α)

.
Let II = ∆2y× (y×Λ2αS−1w). For this term, it can be estimated that
∥Jα II∥ ≤ C |Jα∆2y|2|y× (ΛαS−1Λαw)|∞ + C |∆2y|p|Jα(y× (ΛαS−1Λαw))|q
≤ C∥y∥4+α|y|∞|ΛαS−1Λαw|∞ + C∥y∥4+α

|Jαy|p1 |ΛαS−1Λαw|q1 + |y|p2 |JαΛαS−1Λαw|q2

≤ C∥y∥24+α∥Λαw∥,
where the parameters p ∈ [2,∞), q ∈ (2,∞] satisfy 1p + 1q = 12 and p ∈

2, 2dd−2α

; and p1 ∈ [2,∞), p2 ∈ (2,∞] satisfy
1
pi
+ 1qi = 1q .
The other terms can be estimated in the same way, whose details are omitted for simplicity. From these estimates, we
can safely arrive at the claim that B(y) is a bounded linear operator from X to itself with bound K . The proof of (A2) is then
complete.
The most important fact is that because of the definition of the commutator (see the definition of B(y)), the term
‘‘y × (y × ∆2Λ2αS−1w)’’ does not appear, which cannot be controlled by the bound of the type C(y)∥w∥4+α . And we can
notice here that 0 < α ≤ 12 is an important assumption, since only in this case ∥B(y)∥X can be bounded by C∥w∥X and B(y)
is a bounded linear operator from X to itself. Fortunately, the most important physical case α = 12 belongs to this regime.
(A3) For each y ∈ W , we have A(y) ∈ L(Y , X) and the function
y → A(y)
is Lipschitz continuous in the sense that
∥A(y)− A(z)∥L(Y ,X) ≤ C∥y− z∥X , ∀y, z ∈ W . (6)
Let y, z ∈ H4+α , we have for anyw ∈ H4+α ,
∥A(y)w − A(z)w∥α ≤ C∥Jα{(y− z)×Λ2αw}∥ + C∥Jα{y× (y×Λ2αw)− z × (z ×Λ2αw)}∥
≤ C∥Jα{(y− z)×Λ2αw}∥ + C∥Jα((y− z)× (y×Λ2αw))∥
+ C∥Jα(z × ((y− z)×Λ2αw))∥
=: A+ B+ C .
The estimate for term B and C is similar, and the estimate for A is simpler, therefore, we estimate term B only.
B ≤ C(|Jα(y− z)|2|y×Λ2αw|∞ + |y− z|p|JαΛ2αw|q)
≤ C∥y− z∥α|y|∞|Λ2αw|∞ + C∥y− z∥α(|Jαy|q|Λ2αw|∞ + |y|r |JαΛ2αw|s)
≤ K(y, w)∥y− z∥α,
where K(y, w) is some constant depending on y andw, p ∈ (2.∞], q ∈ [2,∞) satisfy 1p+ 1q = 12 and r ∈ (2,∞], s ∈ [2,∞)
satisfy 1r + 1s = 1q . Therefore, the Lipschitz continuous property is proved with C = K(y, w) in (6).
Finally, it is straightforward to see
(A4) Let y0 be the center ofW , then A(y)y0 ∈ Y for all y ∈ W with the bound
∥A(y)y0∥Y ≤ K , y ∈ W .
Applying Kato’s theorem [8, Theorem 6], we get the local existence of classical solutions for the fractional Landau–
Lifshitz–Gilbert equation (1).
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3.2. Uniqueness
We have shown that there exists a local classical solution Z ∈ C([0, T ];H4+α) ∩ C1([0, T ];Hα) to the fractional
Landau–Lifshitz–Gilbert equation with initial data Z0 ∈ H4+α . In the following, we continue to show that the solution is
unique.
Let Z1 and Z2 are two solutions to the fractional LLGE (1) in the classW = C([0, T ];H4+α)∩ C1([0, T ];Hα) starting form
the same initial data Z0 ∈ H4+α . Denote Z = Z1 − Z2, then Z satisfy the following
Zt = Z ×Λ2αZ1 + Z2 ×Λ2αZ + Z × (Z1 ×Λ2αZ1)+ Z1 × (Z ×Λ2αZ1)+ Z2 × (Z2 ×Λ2αZ).
By the energy estimate, we have
1
2
d
dt
∥Z∥2 = (Z2 ×Λ2αZ, Z)+ (Z2 × (Z ×Λ2αZ1), Z) +(Z2 × (Z2 ×Λ2αZ), Z) =: I + II + III, (7)
where (·, ·) denotes the inner product in L2. For the second term we have the bound C∥Z∥2, where the constant C depends
on Z1 and Z2. Since H4+α is an algebra, the estimate for the first term and the last term is the same, and we have for the first
term
|I| = |(ΛαZ,Λα(Z2 × Z))|
≤ C∥ΛαZ∥(|Z2|∞∥ΛαZ∥ + |ΛαZ2|p|Z |q)
≤ C∥ΛαZ∥2,
where p, q is chosen such that 1p + 1q = 12 and 2 < q ≤ 2dd−2α for (d, α) ≠ (1, 1/2) and 2 < q <∞ for (d, α) = (1, 1/2).
On the other hand, we have
1
2
d
dt
∥ΛαZ∥2 = (Z ×Λ2αZ1,Λ2αZ)+ (Z × (Z1 ×Λ2αZ1),Λ2αZ)
+ (Z2 × (Z ×Λ2αZ1),Λ2αZ)+ (Z2 × (Z2 ×Λ2αZ),Λ2αZ)
= I + II + III + IV . (8)
For I , we have
|I| = |(Λα(Z ×Λ2αZ1),ΛαZ)| ≤ C |ΛαZ |2,
where C depends on Z1. Since Zi,Λ2αZi ∈ H3+α for i = 1, 2 and H3+α is an algebra, we have
|II| =
ΛαZ × (Z1 ×Λ2αZ1),ΛαZ ≤ C∥Λα∥2,
The same bound is obtained for III by applying the same computation. Finally, due to the property of cross product, IV ≤ 0.
Therefore from (7) and (8) we have
d
dt
∥Z∥2α ≤ C∥Z∥2α.
Grönwall Lemma then ends the proof of uniqueness.
4. Further remarks
From the local existence theory, we can recover the global existence of weak solutions we proved in [4] for initial data
in Hα . We only sketch the proof here, since the main ingredient has been proposed and clearly stated there.
Consider the approximate equation
Zεt = ε∆Zε + λ1Zε × (−∆)αZε + λ2Zε × (Zε × (−∆)αZε).
with initial data Zε(0, x) ∈ H4+α , an approximation of the initial data Z0 ∈ Hα . From the local theory we established in
Theorem 2.1, there exists a T > 0, and a solution Zε ∈ C([0, T ];H4+α) ∩ C1([0, T ];Hα). By a priori estimates, one can
extend the solution to a global one. Now, we fix any T > 0, then we can show as ε → 0, there exists a subsequence
(still denoted as Zε) such that Zε converges a weak solution to the fractional Landau–Lifshitz–Gilbert equation. Finally, by
introducing the same commutator structure we introduced in [4], one can complete the proof of the convergence of the
nonlinear terms.
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