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Abstract
We introduce multidimensional Schur multipliers and characterise
them generalising well known results by Grothendieck and Peller. We
define a multidimensional version of the two dimensional operator mul-
tipliers studied recently by Kissin and Shulman. The multidimensional
operator multipliers are defined as elements of the minimal tensor
product of several C*-algebras satisfying certain boundedness condi-
tions. In the case of commutative C*-algebras, the multidimensional
operator multipliers reduce to continuous multidimensional Schur mul-
tipliers. We show that the multipliers with respect to some given
representations of the corresponding C*-algebras do not change if the
representations are replaced by approximately equivalent ones. We es-
tablish a non-commutative and multidimensional version of the char-
acterisations by Grothendieck and Peller which shows that universal
operator multipliers can be obtained as certain weak limits of elements
of the algebraic tensor product of the corresponding C*-algebras.
1 Introduction
A bounded function ϕ : N×N→ C is called a Schur multiplier if (ϕ(i, j)aij)
is the matrix of a bounded linear operator on ℓ2 whenever (aij) is such. The
study of Schur multipliers was initiated by Schur in the early 20th century. A
characterisation of these objects was given by A. Grothendieck in his Re´sume´
[15], where he showed that Schur multipliers are precisely the functions ϕ of
the form ϕ(i, j) =
∑∞
k=1 ak(i)bk(j), where ak, bk : N → C are such that
supi
∑∞
k=1 |ak(i)|
2 < ∞ and supj
∑∞
k=1 |bk(j)|
2 < ∞. Schur multipliers have
had many important applications in Analysis, see e.g. [2], [10] and [25]. One
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of the forms of the celebrated Grothendieck inequality can be given in terms
of these objects [25].
One of the most important developments in Analysis in recent years has
been “quantisation” [12], starting with the advent of the theory of operator
spaces in the 1980’s in the work of Blecher, Effros, Haagerup, Paulsen, Pisier,
Ruan, Sinclair and many others, and based on Arveson’s pioneering work
in the 1970’s. Operator space (or non-commutative) versions are presently
being found for many results in classical Banach space theory [7, 21, 26]. A
construction underlying many of the developments in Operator Space Theory
is the Haagerup tensor product, as well as its weak counterpart, the weak*
Haagerup tensor product [8] and its generalisation, the extended Haagerup
tensor product [14]. Grothendieck’s characterisation can be formulated by
saying that the set of Schur multipliers coincides with the extended (or the
weak*) Haagerup tensor product ℓ∞ ⊗eh ℓ
∞ of the space ℓ∞ of all bounded
complex sequences, with itself.
Schur multipliers are elements of the commutative von Neumann algebra
ℓ∞(N×N), or equivalently of the (von Neumann) tensor product of (the com-
mutative von Neumann algebra) ℓ∞ with itself. Subsequently, they form a
commutative algebra themselves. Their quantisation was initiated by Kissin
and Shulman in [20]. Suppose that A and B are C*-algebras and π and ρ
their representations on H and K, respectively. The Hilbert space tensor
product H ⊗K can be naturally identified with the Hilbert space C2(Hd, K)
of Hilbert-Schmidt operators from the dual Hd of H into K. It follows that π
and ρ give rise to a representation σπ,ρ of the minimal tensor product A⊗B
of A and B on C2(Hd, K). Kissin and Shulman call an element ϕ ∈ A⊗B a
π, ρ-multiplier if σπ,ρ(ϕ) is bounded in norm of C2(Hd, K) induced by its in-
clusion into the algebra B(Hd, K) of all bounded operators from Hd into K.
In [20], they study two sets of problems: the dependence of π, ρ-multipliers
on π and ρ and the description of the norm of an operator multiplier. Most
of their results are established in the more general setting of symmetrically
normed ideals.
Assume that A and B are commutative, say A = C0(X) and B = C0(Y ),
for some locally compact Hausdorff spaces X and Y , and that the representa-
tions π and ρ arise from some spectral measures on X and Y . The notion of a
π, ρ-multiplier is in this case closely related to double operator integrals. The
theory of these integrals was developed by Birman and Solomyak [3, 4, 5, 6]
in connection with various problems of Mathematical Physics and in partic-
ular of Perturbation Theory. If (X, E) and (Y,F) are spectral measures on
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Hilbert spaces H and K, they defined the double operator integral
Iψ(T ) =
∫
X×Y
ψ(x, y) dE(x)T dF(y)
for every bounded measurable function ψ and every operator T from the
Hilbert-Schmidt class C2(H,K). A function ψ is called a Schur multiplier
with respect to E and F if Iψ can be extended to a bounded linear transformer
on the space (B(H,K), ‖ · ‖op) of bounded operators from H to K, that is,
if there exists C > 0 such that ‖Iψ(T )‖op ≤ C‖T‖op for all T ∈ C2(H,K).
Peller [23] (see also [18]) characterised Schur multipliers with respect to E
and F in several ways. In particular, he showed that the space of Schur
multipliers with respect to E and F coincides with the extended Haagerup
tensor product L∞(X)⊗ehL
∞(Y ) and the integral projective tensor product
L∞(X)⊗ˆiL
∞(Y ).
Several attempts were made to generalise the Birman-Solomyak theory to
the case of multiple operator integrals [22, 30, 29]. Such integrals appear, for
instance, in the study of differentiability of functions of operators depending
on a parameter. A recent definition of multiple operator integrals by Peller in
[24] is based on the integral projective tensor product. For some fixed spectral
measures (X1, E1), . . . , (Xn, En) on Hilbert spaces H1, . . . , Hn, he defines
Iψ(T1, . . . , Tn−1) =
∫
X1×...×Xn
ψ(x1, . . . , xn) dE1(x1)T1 dE2(x2) . . . Tn−1 dEn(xn),
where ψ ∈ L∞(X1)⊗ˆi . . . ⊗ˆiL
∞(Xn) and T1, . . . , Tn−1 are bounded linear op-
erators, and shows that
‖Iψ(T1, . . . , Tn−1)‖op ≤ ‖ψ‖i‖T1‖op . . . ‖Tn−1‖op,
where ‖ψ‖i denotes the integral projective tensor norm of ψ. If the spectral
measures are multiplicity free and T1, . . . , Tn−1 are Hilbert-Schmidt operators
with kernels f1, . . . , fn−1, respectively, then Iψ(T1, . . . , Tn−1) is a Hilbert-
Schmidt operator with kernel Sψ(f1, . . . , fn−1) ∈ L
2(X1 ×Xn) equal to∫
X2×...×Xn−1
ψ(x1, . . . , xn)f1(x1, x2) . . . fn−1(xn−1, xn) dE2(x2) . . . dEn−1(xn−1).
(1)
This was the starting point for our definition of multidimensional Schur
multipliers in Section 3. Let (Xi, µi), i = 1, . . . , n, be standard σ-finite mea-
sure spaces and Γ(X1, . . . , Xn) = L
2(X1×X2)⊙L
2(X2×X3)⊙. . .⊙L
2(Xn−1×
3
Xn) be the algebraic tensor product of the corresponding L
2-spaces equipped
with the projective tensor norm, where each of the L2-spaces is equipped with
its L2-norm. An element ψ ∈ L∞(X1 × · · · ×Xn) determines a bounded lin-
ear map Sψ from Γ(X1, . . . , Xn) to L
2(X1, Xn) given on elementary tensors
f1 ⊗ . . . ⊗ fn ∈ Γ(X1, . . . , Xn) by (1) (where the integration is now with
respect to µi instead of Ei). On the other hand, for any measure spaces
(X, µ) and (Y, ν), the space L2(X × Y ) can be identified with the class of
all Hilbert-Schmidt operators from L2(X) to L2(Y ); to each f ∈ L2(X × Y )
there corresponds the operator Tf given by Tfξ(y) =
∫
X
f(x, y)ξ(x)dµ(x),
ξ ∈ L2(X). Using this identification, one can equip the space L2(X×Y ) with
the opposite operator space structure arising from the inclusion of L2(X×Y )
into B(L2(X), L2(Y )). We further equip Γ(X1, . . . , Xn) with the Haagerup
tensor norm ‖·‖h, where the L
2-spaces are given their opposite operator space
structure described above, and say that an element ψ ∈ L∞(X1 × . . .×Xn)
is a Schur multiplier (with respect to µ1, . . . , µn) if there exists C > 0 such
that
‖Sψ(Φ)‖op ≤ C‖Φ‖h, for all Φ ∈ Γ(X1, . . . , Xn). (2)
Using a generalisation of a result of Smith [27] on the complete boundedness
of certain bounded bimodule maps to the case of multilinear modular maps,
we obtain a characterisation of multidimensional Schur multipliers as ele-
ments of the extended Haagerup tensor product L∞(X1)⊗eh . . .⊗eh L
∞(Xn)
(Theorem 3.4). This generalises Grothendieck’s and Peller’s characterisa-
tions in the case n = 2. We show that the integral projective tensor product
consists of multipliers and, therefore, L∞(X1)⊗ˆi . . . ⊗ˆiL
∞(Xn) ⊂ L
∞(X1)⊗eh
. . . ⊗eh L
∞(Xn). The converse inclusion is true in the case n = 2 [23] but
remains an open problem for n > 2.
In Section 4 we consider a non-commutative version of multidimensional
multipliers following the Kissin-Shulman approach in the two dimensional
case. We replace the functions ψ by elements of the minimal tensor product
A1 ⊗ . . . ⊗ An of some given C*-algebras A1, . . . ,An and the measure µi
by a representation πi of Ai. We thus obtain a class of operator π1, . . . , πn-
multipliers. If each Ai is a commutative C*-algebra, say Ai = C0(Xi) for
some locally compact Hausdorff space Xi, and πi(f) is the operator of multi-
plication by f ∈ C0(X) acting on L
2(Xi, µi), then ψ is a π1, . . . , πn-multiplier
if and only if ψ is a Schur multiplier with respect to µ1, . . . , µn (Proposi-
tion 4.6). As in the two-dimensional case, we show that the set of π1, . . . , πn-
multipliers does not change if we replace each πi by an approximately equiv-
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alent representation (Theorem 5.1). A consequence of this result is the fact
that the class of continuous (multidimensional) Schur multipliers depends
only on the supports of the measures µi.
In Section 6 we study universal mutlipliers, that is, the elements of
A1⊗ . . .⊗An which are π1, . . . , πn-multipliers for all representations πi of Ai,
i = 1, . . . , n. We characterise such multipliers as the elements of a certain
weak completion of the algebraic tensor product A1⊙. . .⊙An (Theorem 6.6).
In the case where the C*-algebras are commutative and n = 2 this was proved
in [20]; the case of arbitrary C*-algebras was left as a conjecture. Our result
may be thought of as a non-commutative and multidimensional version of
Grothendieck’s and Peller’s characterisations of Schur multipliers. The key
ingredient in the proof is the observation that a universal multiplier deter-
mines a completely bounded multilinear modular map from the Cartesian
product of the C*-algebras of compact operators into the C*-algebra of com-
pact operators which allows us to use a result by Christensen and Sinclair
[9] providing a description of all such mappings.
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2 Preliminaries
In this section we collect some preliminary notions and results which will be
needed in the sequel.
Let H be a Hilbert space. The dual space Hd of H is a Hilbert space
and there exists an anti-isometry ∂ : H → Hd given by ∂(x)(y) = (y, x),
x, y ∈ H . We set xd = ∂(x).
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If H and K are Hilbert spaces, we let B(H,K) be the space of all bounded
linear operators from H into K, and ‖ · ‖op be the usual operator norm on
B(H,K). We let K(H,K) be the subspace of all compact operators, and
C2(H,K) be the subspace of all Hilbert-Schmidt operators, from H into K.
For each T ∈ C2(H,K), we denote by ‖T‖2 the Hilbert-Schmidt norm of
T . The space C2(H,K) is a Hilbert space with respect to the inner product
(T, S) = tr(TS∗), where S∗ denotes the adjoint of the operator S. We let
B(H) = B(H,H), K(H) = K(H,H) and C2(H) = C2(H,H).
If T ∈ B(H,K) we denote by T d ∈ B(Kd, Hd) the conjugate of T . We
have that ‖T d‖op = ‖T‖op and T dxd = (T
∗x)d, whenever x ∈ H2. Another
way of expressing the last identity is
T d = ∂T ∗∂−1. (3)
We also have
(T ∗)d = (T d)∗ and (λT )d = λT d, λ ∈ C. (4)
We let H ⊗K be the Hilbert space tensor product of H and K. There
exists a unitary operator θ : H⊗K → C2(Hd, K) given on elementary tensors
x⊗ y ∈ H ⊗K by
θ(x⊗ y)(zd) = (x, z)y, zd ∈ Hd.
If A ∈ B(H), B ∈ B(K), x ∈ H and y ∈ K, we have that θ((A⊗B)(x⊗y))
= Bθ(x⊗y)Ad, and hence
θ((A⊗B)ξ) = Bθ(ξ)Ad for all ξ ∈ H⊗K. (5)
If ϕ ∈ B(H ⊗K), let σ(ϕ) ∈ B(C2(Hd, K)) be given by the formula
σ(ϕ)θ(ξ) = θ(ϕξ), ξ ∈ H ⊗K.
Then σ implements a unitary equivalence between B(H ⊗K) and B(C2 (Hd,
K)). We will call an element ϕ ∈ B(H⊗K) a concrete (operator) multiplier if
there exists C > 0 such that ‖σ(ϕ)T‖op ≤ C‖T‖op, for each T ∈ C2(Hd, K).
Suppose that H = l2(X), K = l2(Y ) for some sets X and Y and ϕ is
the operator on H ⊗ K = ℓ2(X × Y ) of multiplication by a function φ ∈
ℓ∞(X × Y ). The concrete operator multipliers of this form are precisely the
classical Schur multipliers on X × Y (see e.g. [25]).
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Let A and B be C*-algebras. We denote by A ⊗ B the minimal tensor
product of A and B. Let π : A → B(H) (resp. ρ : B → B(K)) be a
representation of A (resp. B). Then π ⊗ ρ : A⊗ B → B(H ⊗K), given on
elementary tensors by (π ⊗ ρ)(a ⊗ b) = π(a) ⊗ ρ(b), is a representation of
A⊗ B. Let σπ,ρ = σ ◦ (π ⊗ ρ); clearly, σπ,ρ is a representation of A⊗ B on
C2(Hd, K), unitarily equivalent to π ⊗ ρ. We moreover have
σπ,ρ(a⊗ b)T = ρ(b)Tπ(a)
d, a ∈ A, b ∈ B, T ∈ C2(H
d, K).
An element ϕ ∈ A ⊗ B is called a π, ρ-multiplier [20] if there exists C > 0
such that
‖σπ,ρ(ϕ)T‖op ≤ C‖T‖op, for each T ∈ C2(Hd, K), (6)
in other words, if (π ⊗ ρ)(ϕ) is a concrete operator multiplier. The set of
all π, ρ-multipliers in A ⊗ B is denoted by Mπ,ρ(A,B), and the smallest
constant C appearing in (6) is denoted by ‖ϕ‖π,ρ. If ϕ is a π, ρ-multiplier for
all representations π of A and ρ of B then ϕ is called a universal multiplier.
The set of all universal multipliers is denoted by M(A,B); if ϕ ∈ M(A,B)
we let ‖ϕ‖univ = supπ,ρ ‖ϕ‖π,ρ. It is not difficult to see that in this case
‖ϕ‖univ <∞ [20].
We now recall some notions from Operator Space Theory. We refer the
reader to [7], [13] and [26] for more details. An operator space E is a closed
subspace of B(H,K), for some Hilbert spaces H and K. If n,m ∈ N, by
Mn,m(E) we will denote the space of all n by m matrices with entries in
E and let Mn(E) = Mn,n(E). Note that Mn,m(E) can be identified in a
natural way with a subspace of B(Hm, Kn) and hence carries a natural op-
erator norm. If n = ∞ or m = ∞, we will denote by Mn,m(E) the space
of all (singly or doubly infinite) matrices with entries in E which represent
a bounded linear operator between the corresponding amplifications of the
Hilbert spaces and set M∞(E) = M∞,∞(E). We also write Mn,m = Mn,m(C)
and M∞ = M∞,∞(C). If a = (aij) ∈ Mn,m(E), where aij ∈ E , we let
ad = (adij); thus a
d ∈ B(Kd,m, Hd,n). We also let at = (aji) ∈ Mm,n(E);
thus at ∈ B(Hn, Km). We have ‖ad‖op = ‖at‖op and ‖ad
,t‖op = ‖a‖op. The
opposite operator space Eo of the operator space E is defined as follows: if
E ⊆ B(H,K) then Eo = {xd : x ∈ E} ⊆ B(Kd, Hd).
If E and F are operator spaces, a linear map Φ : E → F is called com-
pletely bounded if the map Φ(k) : Mk(E) → Mk(F), given by Φ
(k)((aij)) =
(Φ(aij)), is bounded for each k ∈ N and ‖Φ‖cb
def
= supk ‖Φ
(k)‖ <∞.
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Let E , E1, . . . , En be operator spaces. We denote by E1 ⊙ · · · ⊙ En the
algebraic tensor product of E1, . . . , En. Let ak = (a
k
ij) ∈ Mmk,mk+1(Ek), k =
1, . . . , n. We denote by
a1 ⊙ · · · ⊙ an ∈Mm1,mn+1(E1 ⊙ · · · ⊙ En) (7)
the matrix whose i, j-entry is∑
i2,...,in
a1i,i2 ⊗ a
2
i2,i3
⊗ · · · ⊗ anin,j. (8)
Let Φ : E1 × · · · × En → E be a multilinear map and
Φ(m) :Mm(E1)×Mm(E2)× · · · ×Mm(En)→Mm(E)
be the multilinear map given by
Φ(m)(a1, . . . , an)ij =
∑
i2,...,in
Φ(a1i,i2 , a
2
i2,i3
, . . . , anin,j), (9)
where ak = (akij) ∈ Mm(Ek), 1 ≤ i, j ≤ m. The map Φ is called completely
bounded if there exists C > 0 such that for all m ∈ N and all elements
ak ∈Mm(Ek), k = 1, . . . , n, we have
‖Φ(m)(a1, . . . , an)‖ ≤ C‖a1‖ . . . ‖an‖.
Every completely bounded multilinear map Φ : E1 × · · · × En → E gives
rise to a completely bounded linear map from the Haagerup tensor product
E1 ⊗h · · · ⊗h En into E . For details on the Haagerup tensor product we refer
the reader to [13].
If R1, . . . , Rn+1 are rings, Mi is a Ri-left and Ri+1-right module for each
i = 1, . . . , n, and M is an R1, Rn+1-module, a multilinear map Φ : M1 ×
· · · ×Mn → M will be called R1, . . . , Rn+1-modular (or simply modular if
R1, . . . , Rn+1 are clear from the context) if
Φ(a1m1a2, m2a3, m3a4, . . . , mnan+1) = a1Φ(m1, a2m2, a3m3, . . . , anmn)an+1,
for all mi ∈Mi (i = 1, . . . , n) and aj ∈ Rj (j = 1, . . . , n+ 1). If Ri = Ai are
C*-algebras andMi = Ei are operator spaces, we let BA1,...,An+1(E1, . . . , En; E)
(resp. CBA1,...,An+1(E1, . . . , En; E)) denote the spaces of all bounded (resp.
completely bounded) A1, . . . ,An+1-modular maps from E1 × · · · × En into E .
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3 Multidimensional Schur multipliers
In this section, we define multidimensional Schur multipliers on the direct
product of finitely many measure spaces. The main result of the section is
Theorem 3.4 which characterises multidimensional Schur multipliers gener-
alising the results of Peller [23] and Spronk [28].
Let (Xi, µi), i = 1, 2, . . . , n, be standard σ-finite measure spaces. For
notational convenience, integration with respect to µi will be denoted by
dxi. Direct products of the form Xi1 × · · · × Xik will be equipped with the
corresponding product measure. We equip the space L2(X1 × X2) with an
L∞(X1), L
∞(X2)-module action by letting (aξb)(x, y) = a(x)ξ(x, y)b(y). We
will denote by Ma the operator of multiplication by the essentially bounded
function a acting on the corresponding L2-space.
Theorem 3.1 A multilinear map
S : L2(X1 ×X2)× L
2(X2 ×X3)× · · · × L
2(Xn−1 ×Xn)→ L
2(X1 ×Xn)
is a bounded modular map if and only if there exists ϕ ∈ L∞(X1× · · · ×Xn)
such that S = Sϕ where Sϕ(f1, . . . , fn−1)(x1, xn) is defined as∫
X2×···×Xn−1
ϕ(x1, . . . , xn)f1(x1, x2)f2(x2, x3) . . . fn−1(xn−1, xn)dx2 . . . dxn−1.
Moreover, ‖Sϕ‖ = ‖ϕ‖∞.
Proof. We first show that for each ϕ, the map Sϕ is a bounded modular map
with norm not exceeding ‖ϕ‖∞. For simplicity, we will assume in this part
of the proof that n = 3. Fix ϕ, f1 and f2. We have
‖Sϕ(f1, f2)‖
2
2
≤
∫
X1×X3
(∫
|ϕ(x1, x2, x3)f1(x1, x2)f2(x2, x3)|dx2
)2
dx1dx3
≤ ‖ϕ‖2∞
∫
X1×X3
(∫
|f1(x1, x2)f2(x2, x3)|dx2
)2
dx1dx3
≤ ‖ϕ‖2∞
∫
X1×X3
(∫
|f1(x1, x2)|
2dx2
)(∫
|f2(x2, x2)|
2dx2
)
dx1dx3
= ‖ϕ‖2∞‖f1‖
2
2‖f2‖
2
2.
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Thus, ϕ is bounded with ‖Sϕ‖ ≤ ‖ϕ‖∞; the modularity of Sϕ is obvious.
Conversely, let
S : L2(X1 ×X2)× L
2(X2 ×X3)× · · · × L
2(Xn−1 ×Xn)→ L
2(X1 ×Xn)
be a bounded modular map. We first assume that the measures µi are finite.
Write K1 = L
2(X1 ×Xn) and let
S1 : L
2(X2)×L
2(X2)×L
2(X3)×L
2(X3)×· · ·×L
2(Xn−1)×L
2(Xn−1)→ K1
be given by
S1(ξ2, η2, ξ3, η3, . . . , ξn−1, ηn−1) = S(1⊗ ξ2, η2 ⊗ ξ3, . . . , ηn−1 ⊗ 1)
(here and in the sequel we denote by 1 the constant function taking value
one). The fact that S is modular implies that
S1(ξ2a2, η2, ξ3a3, . . . , ξn−1an−1, ηn−1) = S1(ξ2, a2η2, ξ3, . . . , an−1ηn−1),
whenever ai ∈ L
∞(Xi), i = 2, . . . , n − 1. For fixed ξ3, η3, . . . , ξn−1, ηn−1, let
S2 : L
2(X2)× L
2(X2)→ K1 be given by
S2(ξ2, η2) = S1(ξ2, η2, ξ3, η3, . . . , ξn−1, ηn−1).
For h ∈ K1, let S
h
2 : L
2(X2) × L
2(X2) → C be defined by S
h
2 (ξ2, η2) =
(S2(ξ2, η2), h). Clearly,
|Sh2 (ξ2, η2)| ≤ ‖h‖‖S‖
n−1∏
i=2
‖ξi‖‖ηi‖.
Hence there exists a bounded operator T h2 : L
2(X2) → L
2(X2) such that
Sh2 (ξ2, η2) = (T
h
2 ξ2, η2), for all ξ2, η2 ∈ L
2(X2) and ‖T
h
2 ‖ ≤ ‖h‖‖S‖
∏n−1
i=3 ‖ξi‖
‖ηi‖. For each a ∈ L
∞(X2) and ξ2, η2 ∈ L
2(X2), we have that
(T h2Maξ2, η2) = S
h
2 (aξ2, η2) = S
h
2 (ξ2, aη2)
= (T h2 ξ2, aη2) = (T
h
2 ξ2,Maη2) = (MaT
h
2 ξ2, η2).
Thus, there exists ϕh2 ∈ L
∞(X2) such that T
h
2 =Mϕh2 . Moreover,
‖ϕh2‖∞ ≤ ‖h‖‖S‖
n−1∏
i=3
‖ξi‖‖ηi‖.
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For each f ∈ L1(X2), the functional on K1 given by h→
∫
X2
f(x2)ϕ
h
2(x2)dx2
is conjugate linear and bounded with norm not exceeding ‖f‖1 ‖S‖
∏n−1
i=3
‖ξi‖‖ηi‖. Hence, there exists Φ2(f) ∈ K1 such that
(Φ2(f), h) =
∫
X2
f(x2)ϕ
h
2(x2)dx2,
and ‖Φ2(f)‖K1 ≤ ‖f‖1‖S‖
∏n−1
i=3 ‖ξi‖‖ηi‖. Thus, the mapping Φ2 : L
1(X2)→
K1 is bounded and ‖Φ2‖ ≤ ‖S‖
∏n−1
i=3 ‖ξi‖‖ηi‖. Since Hilbert spaces pos-
sess Radon-Nikodym property, the vector valued Riesz Representation The-
orem [11, Theorem 5, p. 63] implies that there exists ϕ2 ∈ L
∞(X2, K1)
(L∞(X2, K1) being the space of essentially bounded K1-valued measurable
functions on X2) such that
Φ2(f) =
∫
X2
f(x2)ϕ2(x2)dx2,
where the integral is in Bochner’s sense. Moreover,
‖ϕ2‖L∞(X2,K1) = esssup
x2∈X2
‖ϕ2(x2)‖K1 = ‖Φ2‖ ≤ ‖S‖
n−1∏
i=3
‖ξi‖‖ηi‖.
For ξ2, η2 ∈ L
2(X2), we have that ξ2η2 ∈ L
1(X2) and hence
(S2(ξ2, η2), h) = (T
h
2 ξ2, η2) =
∫
X2
ϕh2(x2)ξ2(x2)η2(x2)dx2
=
(∫
X2
ϕ2(x2)ξ2(x2)η2(x2)dx2, h
)
;
in other words,
S2(ξ2, η2) =
∫
X2
ϕ2(x2)ξ2(x2)η2(x2)dx2,
where the integral is in Bochner’s sense.
We consider ϕ2 as a function on X1×X2×Xn by letting ϕ2(x1, x2, xn) =
ϕ2(x2)(x1, xn). Note that ϕ2 depends on ξ3, η3, . . . , ξn−1, ηn−1; we denote this
dependence by ϕ2 = ϕ2,ξ3,η3,...,ξn−1,ηn−1 .
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Let K2 = L
2(X1 ×X2 ×Xn). We have
‖ϕ2‖K2 =
∫
X2
∫
X1×Xn
|ϕ2(x2)(x1, xn)|
2dx1dxndx2 =
∫
X2
‖ϕ2(x2)‖
2
K1
dx2
≤ µ2(X2)‖ϕ2‖L∞(X2,K1).
It follows that the mapping S3 : L
2(X3)× L
2(X3)→ K2 given by
S3(ξ3, η3) = ϕ2,ξ3,η3,...,ξn−1,ηn−1
is well-defined and
‖S3(ξ3, η3)‖K2 ≤ µ2(X2)‖S‖
n−1∏
i=3
‖ξi‖‖ηi‖.
Hence, S3 is bounded and ‖S3‖ ≤ µ2(X2)‖S‖
∏n−1
i=4 ‖ξi‖‖ηi‖. An argument
similar to the above implies the existence of ϕ3 ∈ L
∞(X3, K2) with
‖ϕ3‖L∞(X3,K2) ≤ µ2(X2)‖S‖
n−1∏
i=4
‖ξi‖‖ηi‖
such that
S3(ξ3, η3) =
∫
X3
ϕ3(x3)ξ3(x3)η3(x3)dx3,
where the integral is in Bochner’s sense. We may consider ϕ3 as a function
on X1 ×X2 ×X3 ×Xn by letting ϕ3(x1, x2, x3, xn) = ϕ3(x3)(x1, x2, xn). We
express the dependence of ϕ3 on ξ4, . . . , ηn−1 by writing ϕ3 = ϕ3,ξ4,...,ηn−1 . We
have that
S1(ξ2, η2, . . . , ξn−1, ηn−1) =∫
X2
∫
X3
ϕ3,ξ4,...,ηn−1(x1, x2, x3, xn)ξ2(x2)η2(x2)ξ3(x3)η3(x3)dx3dx2,
where both integrals are in Bochner’s sense.
Continuing inductively, we obtain ϕ ∈ L∞(Xn−1, Kn−2), where Kn−2 =
L2(X1 × · · · ×Xn−2 ×Xn), such that
S1(ξ2, η2, . . . , ξn−1, ηn−1) =∫
X2
. . .
∫
Xn−1
ϕ(x1, . . . , xn)ξ2η2 . . . ξn−1ηn−1dxn−1 . . . dx2,
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where the integrals are understood in Bochner’s sense and ϕ is viewed as a
function onX1×· · ·×Xn by letting ϕ(x1, . . . , xn) = ϕ(xn−1)(x1, . . . , xn−2, xn).
It is easy to see that if ψ ∈ L1(Y, L2(Z)), where Y and Z are finite measure
spaces, then
∫
Y×Z
|ψ(y)(z)|dydz is finite and
(∫
Y
ψ(y)dy
)
(z) =
∫
Y
ψ(y)(z)dy,
for almost all z ∈ Z (the first integral is in Bochner’s sense, while the second
one is a Lebesgue integral with respect to the variable y). It now follows
that the last equality holds when the integrals are interpreted in the sense of
Lebesgue.
The modularity of S implies
S(a⊗ ξ2, η2 ⊗ ξ3, . . . , ηn−1 ⊗ b) =∫
X2
∫
X3
. . .
∫
Xn−1
ϕ(x1, . . . , xn)aξ2η2 . . . ξn−1ηn−1bdxn−1 . . . dx2,
for all a ∈ L∞(X1), b ∈ L
∞(Xn) and ξi, ηi ∈ L
2(Xi), i = 2, . . . , n−1. Letting
a = χα1 , b = χαn and ξi = ηi = χαi , i = 2, . . . , n− 1, the boundedness of S
implies ∫
α1×···×αn
|ϕ(x1, . . . , xn)|dx1 . . . dxn ≤ ‖S‖µ1(α1) . . . µn(αn).
It follows that the mapping
f =
N∑
i=1
λiχαi
1
×···×αin
−→
∫
X1×···×Xn
ϕf,
where {αi1×· · ·×α
i
n} is a finite family of disjoint Borel rectangles, is a linear
functional on a dense subspace of L1(X1 × · · · ×Xn) of norm not exceeding
‖S‖. Therefore, ϕ ∈ L∞(X1 × · · · ×Xn) and ‖ϕ‖∞ ≤ ‖S‖.
We have that the mappings S and Sϕ coincide on the tuples of the form
a ⊗ ξ2, η2 ⊗ ξ3, . . . , ηn−1 ⊗ b; by linearity and continuity, they are equal. By
the first part of the proof, ‖S‖ ≤ ‖ϕ‖∞ and hence ‖ϕ‖∞ = ‖S‖.
Now relax the assumption on the finiteness of µi, and let X
k
i , k ∈ N,
be a measurable subset of Xi such that µi(X
k
i ) < ∞, X
k
i ⊆ X
k+1
i and
Xi = ∪
∞
k=1X
k
i , i = 1, . . . , n. For each k ∈ N, let
Sk : L
2(Xk1 ×X
k
2 )× L
2(Xk2 ×X
k
3 )× · · · × L
2(Xkn−1 ×X
k
n)→ L
2(Xk1 ×X
k
n)
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be the map given by Sk(f1, . . . , fn−1) = S(f˜1, . . . , f˜n−1), where f˜i coincides
with fi on X
k
i and is equal to zero on the complement of X
k
i . Since
Sk(f1, . . . , fn−1) = S(χXk
1
f˜1, . . . , f˜n−1χXkn)
= χXk
1
S(f˜1, . . . , f˜n−1)χXkn ,
the map Sk is well-defined and ‖Sk‖ ≤ ‖S‖. Since Sk is obviously L
∞(Xkn),
. . . , L∞ (Xk1 )-modular, the above paragraphs imply that there exists ϕk ∈
L∞(Xk1 × · · · ×X
k
n) such that Sk = Sϕk , for each k ∈ N. The space L
2(Xki ×
Xki+1) can be considered as a subspace of L
2(Xk+1i ×X
k+1
i+1 ) in a natural way.
We have that the restriction of Sk+1 to L
2(Xk1 ×X
k
2 ) × L
2(Xk2 ×X
k
3 ) × . . . ×
L2(Xkn−1×X
k
n) coincides with Sk. This implies that the restriction of ϕk+1 to
Xk1 × · · · ×X
k
n coincides (almost everywhere) with ϕk. Hence, there exists a
function ϕ defined on X1×· · ·×Xn which coincides with ϕk on X
k
1×· · ·×X
k
n ,
for each k ∈ N. Since ‖ϕk‖∞ = ‖Sk‖ ≤ ‖S‖, we have that ‖ϕ‖∞ ≤ ‖S‖. We
have that S and Sϕ coincide on the union of L
2(Xk1 ×X
k
2 ) × L
2(Xk2 ×X
k
3 )
× . . . × L2(Xkn−1 × X
k
n), k ∈ N, which is a dense subset of L
2(X1 ×X2) ×
L2(X2 × X3) × . . . × L
2(Xn−1 × Xn). It follows that S = Sϕ, and by the
first part of the proof, ‖S‖ = ‖ϕ‖∞. ♦
Let (Y1, ν1) and (Y2, ν2) be measure spaces. A subset E ⊂ Y1 × Y2 is
called marginally null [1] if E ⊂ (A × Y2) ∪ (Y1 × B), ν1(A) = ν2(B) =
0. It is well-known that the projective tensor product L2(Y1)⊗ˆL
2(Y2) can
be identified with a space of complex-valued functions, defined marginally
almost everywhere on Y1 × Y2: the element
∑∞
i=1 fi ⊗ gi ∈ L
2(Y1)⊗ˆL
2(Y2),
where fi ∈ L
2(Y1), gi ∈ L
2(Y2),
∑∞
i=1 ‖fi‖
2 < ∞ and
∑∞
i=1 ‖gi‖
2 < ∞, is
identified with the function h given by h(x, y) =
∑∞
i=1 fi(x)gi(y) (see e.g.
[1]).
Let
Γ(X1, . . . , Xn) = L
2(X1 ×X2)⊙ · · · ⊙ L
2(Xn−1 ×Xn).
We identify the elements of Γ(X1, . . . , Xn) with functions on
X1 ×X2 ×X2 × · · · ×Xn−1 ×Xn−1 ×Xn
in the obvious fashion. We equip Γ(X1, . . . , Xn) with two norms; one is
the projective norm ‖ · ‖2,∧, where each of the L
2-spaces is equipped with
its L2-norm, and the other is the Haagerup tensor norm ‖ · ‖h, where the
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L2-spaces are given their opposite operator space structure arising from the
identification of L2(X ×Y ) with the class of Hilbert-Schmidt operators from
L2(X) into L2(Y ) given by
(Tfξ)(y) =
∫
X
f(x, y)ξ(x)dx, f ∈ L2(X × Y ), ξ ∈ L2(X). (10)
For each ϕ ∈ L∞(X1 × · · · × Xn), we consider the linearisation of the map
Sϕ from Theorem 3.1 to a map defined on Γ(X1, . . . , Xn) and taking values
in L2(X1 ×Xn) and we denote it in the same way. Thus, if f1 ⊗ · · · ⊗ fn−1
is in Γ(X1, . . . , Xn) then Sϕ(f1 ⊗ · · · ⊗ fn−1)(x1, xn) is equal to∫
X2×···×Xn−1
ϕ(x1, . . . , xn)f1(x1, x2)f2(x2, x3) . . . fn−1(xn−1, xn)dx2 . . . dxn−1.
By Theorem 3.1, Sϕ is bounded and ‖Sϕ‖ = ‖ϕ‖∞. Hence it extends to a
bounded map from (Γ(X1, . . . , Xn), ‖ · ‖2,∧) into (L
2(X1 ×Xn), ‖ · ‖2).
Definition 3.2 Let ϕ ∈ L∞(X1 × · · · × Xn). We say that ϕ is a Schur
multiplier (relative to the measure spaces (X1, µ1), . . . (Xn, µn)) if there exists
C > 0 such that ‖Sϕ(Φ)‖op ≤ C‖Φ‖h, for all Φ ∈ Γ(X1, . . . , Xn). The
smallest constant C with this property will be denoted by ‖ϕ‖m.
Note that in the case where n = 2 and the measure spaces are discrete, the
definition above reduces to the definition of the classical Schur multipliers.
In the case of arbitrary measure spaces and n = 2, we obtain the Schur
multipliers studied by Peller [23] (see also [28]).
We will present next a characterisation of the n-dimensional Schur mul-
tipliers which generalises Grothendieck’s and Peller’s characterisations. We
will need the following generalisation of a result of Smith [27].
Lemma 3.3 Let Ei ⊆ B(Hi, Hi+1), i = 1, . . . , n be spaces of operators and
C ⊆ B(H1), D ⊆ B(Hn+1) be C*-algebras with cyclic vectors. Assume that
E1 is a right C-module and En is a left D-module. Let φ : En × · · · × E1 →
B(H1, Hn+1) be a multilinear D, C-module map (that is, φ(dy, . . . , xc) =
dφ(y, . . . , x)c, whenever x ∈ E1, y ∈ En, c ∈ C and d ∈ D) such that the
corresponding linear map from En ⊙ · · · ⊙ E1 into B(H1, Hn+1) is bounded in
the Haagerup norm. Then φ is a completely bounded multilinear map.
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Proof. The proof is a straightforward generalisation of the argument given
by Smith [27]. We will denote by φ˜ the linear map from En ⊙ · · · ⊙ E1 into
B(H1, Hn+1) defined by φ˜(an⊗· · ·⊗a1) = φ(an, . . . , a1). By the assumption of
the lemma, it is bounded in the Haagerup norm ‖ · ‖h. Assume that ‖φ˜‖ = 1.
We will show that ‖φ˜‖cb = 1. Suppose, to the contrary, that ‖φ˜‖cb > 1.
Then there exists m ∈ N, matrices xi = (xikj) ∈ Mm(Ei), i = 1, . . . , n and
column vectors ξ0 = (ξ1, . . . , ξm) ∈ H
m
1 and η0 = (η1, . . . , ηm) ∈ H
m
n+1 such
that ‖ξ0‖ < 1, ‖η0‖ < 1, all ‖x
i‖ < 1 and
|(φ(m)(xn, xn−1 . . . , x1)ξ0, η0)| > 1. (11)
If ξ and η are cyclic vectors for C and D, respectively, we may moreover
assume that ξi = aiξ and ηj = bjη, for some ai ∈ C and bj ∈ D, where
i, j = 1, . . . , m. Let a =
∑m
i=1 a
∗
iai and b =
∑m
j=1 b
∗
jbj . Assume first that
a and b are invertible, and let ci = aia
−1/2, dj = bjb
−1/2, ξ˜ = a1/2ξ and
η˜ = b1/2η. Then ξi = ciξ˜ and ηj = dj η˜. Taking into account (9), the left
hand side of (11) becomes∣∣∣∣∣
m∑
i,j=1
(φ(m)(xn, xn−1, . . . , x1)jiciξ˜, dj η˜)
∣∣∣∣∣
=
∣∣∣∣∣∣
m∑
k1,...,kn−1=1
m∑
i,j=1
(φ(d∗jx
n
jkn−1, x
n−1
kn−1kn−2
, . . . , x1k1ici)ξ˜, η˜)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
m∑
k1,...,kn−1=1
(
φ
(
m∑
j=1
d∗jx
n
jkn−1, x
n−1
kn−1kn−2
, . . . ,
m∑
i=1
x1k1,ici
)
ξ˜, η˜
)∣∣∣∣∣∣
≤
∥∥∥∥∥∥
m∑
k1,...,kn−1=1
φ
(
m∑
j=1
d∗jx
n
jkn−1
, xn−1kn−1kn−2 , . . . ,
m∑
i=1
x1k1,ici
)∥∥∥∥∥∥ ‖ξ˜‖‖η˜‖.(12)
We have that
‖ξ˜‖ = (a1/2ξ, a1/2ξ) = (aξ, ξ) =
n∑
k=1
‖aiξ‖
2 =
n∑
k=1
‖ξi‖
2 = ‖ξ0‖ ≤ 1,
and similarly ‖η˜‖ ≤ 1. Set d∗ = (d∗j) ∈ M1,m(D), c = (ci) ∈ Mm,1(C),
u = d∗xn ∈ M1,m(En) and v = x
1c ∈ Mm,1(E1). It follows from (7) and (8)
16
that ∥∥∥∥∥∥
m∑
k1,...,kn−1=1
φ
(
m∑
j=1
d∗jxjkn−1, x
n−1
kn−1kn−2
, . . . ,
m∑
i=1
xk1,ici
)∥∥∥∥∥∥
=
∥∥∥∥∥∥
m∑
k1,...,kn−1=1
φ
(
ukn−1, x
n−1
kn−1kn−2
, . . . , vk1
)∥∥∥∥∥∥
=
∥∥∥∥∥∥φ˜
 m∑
k1,...,kn−1=1
ukn−1 ⊗ x
n−1
kn−1kn−2
⊗ · · · ⊗ vk1
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
m∑
k1,...,kn−1=1
ukn−1 ⊗ x
n−1
kn−1kn−2
⊗ · · · ⊗ vk1
∥∥∥∥∥∥
h
= ‖u⊙ xn−1 ⊙ · · · ⊙ x2 ⊙ v‖h
≤ ‖d∗‖‖xn‖‖xn−1‖ . . . ‖x2‖‖x1‖‖c‖. (13)
We have that
‖d∗‖ =
∥∥∥∥∥
m∑
j=1
d∗jdj
∥∥∥∥∥
1/2
= ‖I‖ = 1
and, similarly, ‖c‖ = 1. It follows from (12) and (13) that
|(φ(m)(xn, xn−1 . . . , x1)ξ0, η0)| ≤ 1,
which contradicts (11).
In the case a or b is not invertible, one can again follow [27] and, for each
i, consider the matrix xˆi ∈ Mm+1(Ei) which has the matrix x
i in its upper
left corner and zeros in the last row and column. The vectors ξ0 and η0
are replaced with ξˆ0 = (ξ1, . . . , ξm, ξm+1) and ηˆ0 = (η1, . . . , ηm, ηm+1), where
ξm+1 = ǫξ and ηm+1 = ǫη, respectively, for ǫ small enough so that the norms
of these vectors remain less than one. Letting an+1 = bn+1 = ǫI, we have
that aiξ = ξi and biη = ηi for each i = 1, . . . , m+ 1. Finally,
(φ(m)(xn, xn−1 . . . , x1)ξ0, η0) = (φ
(m+1)(xˆn, xˆn−1 . . . , xˆ1)ξˆ0, ηˆ0)
and the proof proceeds as before. ♦
The main result of this section is the following
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Theorem 3.4 Let ϕ ∈ L∞(X1 × · · · ×Xn). The following are equivalent:
(i) ϕ is a Schur multiplier and ‖ϕ‖m < 1;
(ii) there exist essentially bounded functions a1 : X1 → M∞,1, an : Xn →
M1,∞ and ai : Xi →M∞, i = 2, . . . , n−1, such that, for almost all x1, . . . , xn
we have
ϕ(x1, . . . , xn) = an(xn)an−1(xn−1) . . . a1(x1) and esssup
xi∈Xi
n∏
i=1
‖ai(xi)‖ < 1.
Proof. (i)⇒(ii) Let ϕ ∈ L∞(X1 × · · · × Xn) be a Schur multiplier with
‖ϕ‖m < 1. Then the map Sϕ induces a map, denoted in the same way, from
L2(X1 × X2) × · · · × L
2(Xn−1 × Xn) into L
2(X1 × Xn). Let Hi = L
2(Xi),
Di = {Mψ : ψ ∈ L
∞(Xi)}, i = 1, . . . , n, and
Sˆϕ : C2(H1, H2)× · · · × C2(Hn−1, Hn)→ C2(H1, Hn)
be the map defined by Sˆϕ(Tf1 , . . . , Tfn) = TSϕ(f1,...,fn). Since ϕ is a Schur mul-
tiplier, the linearisation of the map Sˆϕ from (C2(H1, H2)⊙· · ·⊙C2(Hn−1, Hn), ‖·
‖h) into (C2(H1, Hn), ‖ · ‖op) is bounded. (Here each of the operator spaces
C2(Hi, Hi+1) is given its opposite operator space structure arising from the
inclusion C2(Hi, Hi+1) ⊆ B(Hi, Hi+1).) If ai ∈ L
∞(Xi), i = 1, . . . , n, then
Sˆϕ(Tf1Ma1 , Tf2Ma2 , . . . ,ManTfnMan−1) = Sˆϕ(Tf1a1 , Tf2a2 , . . . , Tanfnan−1)
= TSϕ(f1a1,f2a2,...,anfnan−1) (14)
= TanSϕ(a2f1,a3f2,...,an−1fn−2,fn)a1
= ManSˆϕ(Ma2Tf1 , . . . , Tfn)Ma1 .
By continuity, the map Sˆϕ has an extension (denoted in the same way)
Sˆϕ : K(H1, H2)⊗h · · · ⊗h K(Hn−1, Hn)→ K(H1, Hn)
to a map with norm less than one, where the spaces K(Hi, Hi+1) are equipped
with the operator space structure opposite to their natural operator space
structure. It follows from (14) that the map
Sˇϕ : K(Hn−1, Hn)⊗h · · · ⊗h K(H1, H2)→ K(H1, Hn)
given by
Sˇϕ(Tn−1 ⊗ · · · ⊗ T1) = Sˆϕ(T1 ⊗ · · · ⊗ Tn−1)
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is modular and bounded when the spaces K(Hi, Hi+1) are given their natural
operator space structure. By Lemma 3.3, Sˇϕ is completely bounded. It
follows that the second dual
Sˇ∗∗ϕ : B(Hn−1, Hn)⊗σh · · · ⊗σh B(H1, H2)→ B(H1, Hn)
is a weak* continuous map with c.b. norm less than one, which extends the
map Sˇϕ. (Here ⊗σh denotes the normal Haagerup tensor product, see e.g.
[7].)
Denote by S˜ϕ the corresponding multilinear map
S˜ϕ : B(Hn−1, Hn)× · · · × B(H1, H2)→ B(H1, Hn).
The map S˜ϕ is separately weak* continuous and hence modular.
A modification of Corollary 5.9 of [9] now implies that there exist bounded
linear operators V1 : H1 → H
∞
1 , Vn : H
∞
n → Hn and Vi : H
∞
i → H
∞
i ,
i = 2, . . . , n− 1, such that the entries of Vi belong to Di and
S˜ϕ(Tn−1, . . . , T1) = Vn(Tn−1 ⊗ I)Vn−1(Tn−2 ⊗ I) . . . (T1 ⊗ I)V1.
Moreover, the operators Vi can be chosen so that
∏n
i=1 ‖Vi‖ < 1. Let V1 =
(Ma1
1
,Ma1
2
, . . . )t, Vi = (Mai
kl
) and Vn = (Man
1
,Man
2
, . . . ), for some a1 =
(a11, a
1
2, . . . )
t ∈ L∞(X1,M1,∞), an = (a
n
1 , a
n
2 , . . . ) ∈ L
∞(Xn,M1,∞) and ai =
(aikl) ∈ L
∞(Xi,M∞), i = 2, . . . , n− 1. Moreover,
esssup
xi∈Xi
n∏
i=1
‖ai(xi)‖ =
n∏
i=1
‖Vi‖ < 1.
If ξ ∈ L2(X) and η ∈ L2(Y ) denote by ξ⊗ η the function on X×Y given
by (ξ ⊗ η)(x, y) = ξ(x)η(y); this function gives rise by (10) to a rank one
operator Tξ⊗η. Fix ξi, ηi ∈ Hi, i = 1, . . . , n. Then
S˜ϕ(Tξn−1⊗ηn , . . . , Tξ1⊗η2)(η1) = Vn(Tξn−1⊗ηn ⊗ I) . . . (Tξ1⊗η2 ⊗ I)V1(η1)
= Vn(Tξn−1⊗ηn ⊗ I) . . . V2(Tξ1⊗η2 ⊗ I)(a
1
k1
η1)k1
= Vn(Tξn−1⊗ηn ⊗ I) . . . V2((
∫
X1
a1k1(x1)ξ1(x1)η1(x1)dx1)η2)k1
= Vn . . . (Tξ2⊗η3 ⊗ I)((
∞∑
k1=1
∫
X1
a1k1(x1)ξ1(x1)η1(x1)dx1)a
2
k2,k1
η2)k2
= Vn . . . V3((
∞∑
k1=1
∫
X1×X2
a2k2,k1(x2)a
1
k1
(x1)(ξ1η1)(x1)(ξ2η2)(x2)dx1dx2)η3)k2
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= . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
=
∞∑
kn=1
(
∫
X1×···×Xn−1
∞∑
k1,...,kn−1=1
an−1kn−1,kn−2(xn−1) . . . a
1
k1
(x1)×
× ξ1(x1)η1(x1) . . . ξn−1(xn−1))dx1 . . . dxn−1)Man
kn
ηn.
Thus,
S˜ϕ(Tξn−1⊗ηn , . . . , Tξ1⊗η2)(η1)(xn)
= (
∫
X1×···×Xn−1
∞∑
k1,...,kn=1
ankn(xn)a
n−1
kn−1,kn−2
(xn−1) . . . a
1
k1
(x1)×
× ξ1(x1)η1(x1) . . . ξn−1(xn−1)dx1 . . . dxn−1)ηn(xn).
On the other hand,
S˜ϕ(Tξn−1⊗ηn , . . . , Tξ1⊗η2)(η1)(xn) = TSϕ(ξ1⊗η2,...,ξn−1⊗ηn)(η1)(xn)
= (
∫
X1×···×Xn−1
ϕ(x1, . . . , xn−1, xn)
× ξ1(x1)η1(x1) . . . ξn−1(xn−1)dx1 . . . dxn−1)ηn(xn).
It follows that
ϕ(x1, . . . , xn) = an(xn)an−1(xn−1) . . . a1(x1),
for almost all x1, . . . , xn.
(ii)⇒(i) Assume that ϕ is given as in (ii), where a1 = (a
1
1, a
1
2, . . . )
t ∈
L∞(X1, M∞,1), an = (a
n
1 , a
n
2 , . . . ) ∈ L
∞(Xn,M1,∞) and ai = (a
i
kl) ∈ L
∞(Xi,
M∞), i = 2, . . . , n − 1. Let V1 : H1 → H
∞
1 be the operator corresponding
to the column matrix V1 = (Ma1
1
,Ma1
2
, . . . )t : H1 → H
∞
1 , Vn : H
∞
n → Hn
be the operator corresponding to the row matrix Vn = (Man
1
,Man
2
, . . . ) and
Vi : H
∞
i → H
∞
i be the operator corresponding to the matrix Vi = (Maikl),
i = 2, . . . , n − 1. Then
∏n
i=1 ‖Vi‖ < 1. It follows from the first part of the
proof that
S˜ϕ(Tξn−1⊗ηn , . . . , Tξ1⊗η2) = Vn(Tξn−1⊗ηn ⊗ I) . . . (Tξ1⊗η2 ⊗ I)V1,
for all ξ1 ∈ H1, ηn ∈ Hn and ξi, ηi ∈ Hi, i = 2, . . . , n− 1. Since the operator
norm is dominated by the Hilbert-Schmidt norm, we conclude that
S˜ϕ(Tfn−1 , . . . , Tf1) = Vn(Tfn−1 ⊗ I) . . . (Tf1 ⊗ I)V1,
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for all fi ∈ L
2(Xi ×Xi+1), i = 1, . . . , n− 1.
Let
F = F1 ⊙ · · · ⊙ Fn−1 ∈ L
2(X1 ×X2)⊙ · · · ⊙ L
2(Xn−1 ×Xn),
where F1 ∈ M1,∞(L
2(X1 × X2)), Fn−1 ∈ M∞,1(L
2(Xn−1 × Xn)) and Fi ∈
M∞(L
2(Xi ×Xi+1)), i = 2, . . . , n− 2. Lemma 4.7 implies that
TSϕ(F ) = Vn(TFn−1 ⊗ I) . . . (TF1 ⊗ I)V1,
where TFi = (Tf ilk)k,l whenever Fi = (f
i
kl)k,l. It follows that
‖TSϕ(F )‖op ≤
n−1∏
i=1
‖F ti ‖op
n∏
i=1
‖Vi‖.
Taking infimum with respect to all representations of F , we conclude that
‖TSϕ(F )‖op ≤ ‖F‖h
∏n
i=1 ‖Vi‖ and so ‖ϕ‖m < 1. ♦
Remark The space of all functions ϕ(x1, . . . , xn) satisfying condition (ii) of
Theorem 3.4 can be identified with the extended Haagerup tensor product
L∞(X1)⊗eh L
∞(X2) ⊗eh . . . ⊗eh L
∞(Xn).
The next proposition relates our approach with a recent work of Peller
[24] on multiple operator integrals. For some fixed spectral measures, Peller
defines a multiple operator integral Iϕ(T1, . . . , Tn−1) of a function ϕ and
(n − 1)-tuple of operators (T1, . . . , Tn−1), and shows that if ϕ belongs to
the integral projective tensor product of the corresponding L∞-spaces, then
Iϕ(T1, . . . , Tn−1) is well-defined and, moreover,
‖Iϕ(T1, . . . , Tn−1)‖op ≤ ‖ϕ‖i‖T1‖op . . . ‖Tn−1‖op.
Recall that the integral projective tensor product L∞(X1)⊗ˆi . . . ⊗ˆiL
∞(Xn)
is the space of all functions ϕ for which there exists a measure space (T , ν)
and measurable functions gi on Xi × T such that
ϕ(x1, . . . , xn) =
∫
T
g1(x1, t) . . . gn(xn, t)dν(t), (15)
for almost all x1 . . . , xn, where∫
T
‖g1(·, t)‖∞ . . . ‖gn(·, t)‖∞dν(t) <∞.
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The integral projective norm ‖ϕ‖i of ϕ is the infimum of the above expres-
sions over all representations of ϕ of the form (15). It was proved by Peller
in [23] that in the case where n = 2 the integral projective tensor product
L∞(X1)⊗ˆiL
∞(X2) coinsides with the set of all Schur mulipliers. The next
proposition shows that for n > 2 the integral projective tensor product con-
sists of multipliers. We do not know whether it coincides with the space of
all Schur multipliers.
Proposition 3.5 Let ϕ ∈ L∞(X1)⊗ˆi . . . ⊗ˆiL
∞(Xn). Then ϕ is a Schur mul-
tiplier and ‖ϕ‖m ≤ ‖ϕ‖i.
Proof. Suppose that
ϕ(x1, . . . , xn) =
∫
T
g1(x1, t) . . . gn(xn, t)dν(t),
for almost all x1 . . . , xn, where (T , ν) is a measure space, gi is a measurable
function on Xi × T , i = 1, . . . , n, such that∫
T
‖g1(·, t)‖∞ . . . ‖gn(·, t)‖∞dν(t) <∞.
Let F = F1 ⊙ · · · ⊙ Fn−1, where F1 ∈ M1,k1(L
2(X1 × X2)), Fn−1 ∈ Mkn−2,1
(L2(Xn−1 ×Xn)) and Fi ∈ Mki−1,ki(L
2(Xi × Xi+1)), i = 2, . . . , n − 2, and
F˜ (x1, x2 . . . , xn) = F (x1, x2, x2, x3, . . . , xn). Denoting by Mgi(·,t) the multi-
plication operator by the function gi(·, t), and by Mgi(·,t) ⊗ I the ampliation
of Mgi(·,t) of multiplicity ki, we have
‖Sϕ(F )‖op = ‖
∫
X2×···×Xn−1
ϕF˜dx2 . . . dxn−1‖op
= ‖
∫
X2×···×Xn−1
(∫
T
g1(x1, t) . . . gn(xn, t)dt
)
F˜ dx2 . . . dxn−1‖op
= ‖
∫
T
(∫
X2×···×Xn−1
g1(x1, t) . . . gn(xn, t)dx2 . . . dxn−1
)
F˜ dt‖op
= ‖
∫
T
(
∫
X2×···×Xn−1
Mg1(·,t)F1(Mg2(·,t) ⊗ I)(x1, x2)⊙ . . .
⊙ Fn−1Mgn(·,t)(xn−1, xn)dx2 . . . dxn−1)dt‖op
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≤∫
T
‖
∫
X2×···×Xn−1
Mg1(·,t)F1(Mg2(·,t) ⊗ I)(x1, x2)⊙ . . .
⊙ Fn−1Mgn(·,t)(xn−1, xn)dx2 . . . dxn−1‖opdt
≤
∫
T
‖Mg1(·,t)‖‖F1‖
o
op‖Mg2(·,t)‖ . . . ‖Fn−1‖
o
op‖Mgn(·,t)‖dt
≤ ‖ϕ‖i‖F1‖
o
op . . . ‖Fn−1‖
o
op.
where ‖ · ‖oop is the opposite operator norm (see Section 2). The claim follows
by taking infimum over all representations F = F1 ⊙ · · · ⊙ Fn−1. ♦
Corollary 3.6 L∞(X1)⊗ˆi . . . ⊗ˆiL
∞(Xn) ⊆ L
∞(X1)⊗eh . . .⊗eh L
∞(Xn).
In the case where n = 2, it follows by Peller’s characterisation of Schur
multipliers [23] that there is an equality in the inclusion of Corollary 3.6. We
do not know whether equality holds in the general case.
We finally point out another interesting open question, namely the one of
characterising the class of multipliers defined by using the projective tensor
norm instead of the Haagerup tensor norm in (2); equivalently, the class of
multipliers obtained after replacing (2) with the weaker condition
‖Sψ(f1 ⊗ . . .⊗ fn)‖op ≤ C‖f1‖op . . . ‖fn‖op for all fi ∈ L
2(Xi), i = 1, . . . , n.
4 Multidimensional operator multipliers: the
definition
In this section we generalise the notion of operator multipliers given by Kissin
and Shulman [20] to the multidimensional case.
We recall the mapping θK1,K2 : K1⊗K2 → C2(K
d
1 , K2), where K1 and K2
are Hilbert spaces, which is the unitary operator between the Hilbert spaces
K1 ⊗K2 and C2(K
d
1 , K2) given on elementary tensors by
θK1,K2(ξ1 ⊗ ξ2)(η
d
1 ) = (ξ1, η1)ξ2.
Note that there is a natural identification of (K1 ⊗ K2)d and K
d
1 ⊗ K
d
2 . It
follows that C2(K
d
1 , K2)
d can be identified with C2(K1, K
d
2 ) = C2((K
d
1 )
d, Kd2 );
we have that θKd
1
,Kd
2
(ξd) = θK1,K2(ξ)
d.
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Let H1, . . . , Hn be Hilbert spaces and H = H1 ⊗ . . .Hn. For any permu-
tation π of {1, . . . , n}, we will identify H with the tensor product Hπ(1) ⊗
. . .Hπ(n) without explicitly mentioning this. The symbol ξj1,...,jk will denote
an element of Hj1 ⊗ . . .Hjk .
We define a Hilbert space HS(H1, . . . , Hn), isometrically isomorphic to
H . Let HS(H1, H2) = C2(H
d
1 , H2). In the case where n is even, we let by
induction
HS(H1, . . . , Hn) = C2(HS(H2, H3)
d, HS(H1, H4, . . . , Hn)),
and let
θH1,...,Hn : H → HS(H1, . . . , Hn)
be given by
θH1,...,Hn(ξ2,3 ⊗ ξ) = θHS(H2,H3),HS(H1,H4,...,Hn)(θH2,H3(ξ2,3)⊗ θH1,H4,...,Hn(ξ)),
where ξ ∈ H1 ⊗H4 ⊗ · · · ⊗Hn. In particular, we have that
θH1,...,Hn(ξ2,3 ⊗ ξ)θH2,H3(η2,3)
d = (θH2,H3(ξ2,3), θH2,H3(η2,3))θH1,H4,...,Hn(ξ).
In the case where n is odd, we let
HS(H1, . . . , Hn) = HS(C, H1, . . . , Hn).
If K is a Hilbert space, we will identify C2(Cd, K) with K via the map
S → S(1d). Thus, HS(H1, . . . , Hn) can, in the case of odd n, be defined
inductively by letting HS(H1) = H1 and
HS(H1, . . . , Hn) = C2(HS(H1, H2)
d, HS(H3, . . . , Hn)).
The isomorphism θH1,...,Hn is in this case given by
θH1,...,Hn(ξ) = θC,H1,...,Hn(1⊗ ξ).
We will usually omit the subscripts and write simply θ, when the correspond-
ing Hilbert spaces are understood.
Lemma 4.1 (i) Assume n is even. Let ξ ∈ H be of the form ξ = ξ1,2⊗· · ·⊗
ξn−1,n. If ηi,i+1 ∈ Hi ⊗Hi+1 (i even) then
θ(ξ)(θ(ηd2,3)) . . . (θ(η
d
n−2,n−1)) = θ(ξn−1,n)θ(η
d
n−2,n−1) . . . θ(ξ3,4)θ(η
d
2,3)θ(ξ1,2).
(ii) Assume n is odd. Let ξ ∈ H be of the form ξ = ξ1 ⊗ ξ2,3 · · · ⊗ ξn−1,n.
If ηi,i+1 ∈ Hi ⊗Hi+1 (i odd) then
θ(ξ)(θ(ηd1,2))(θ(η
d
3,4)) . . . (θ(η
d
n−2,n−1)) = θ(ξn−1,n)θ(η
d
n−2,n−1) . . . θ(η
d
1,2)(ξ1).
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Proof. (i) Assume first that ξi−1,i = ξi−1 ⊗ ξi and ηi,i+1 = ηi ⊗ ηi+1 (i even).
Fix ηd1 ∈ H
d
1 . The image of η
d
1 under the operator on the right hand side of
the identity in (i) is
(ξ1, η1)(ξ2, η2) . . . (ξn−1, ηn−1)ξn.
On the other hand, the image of ηd1 under the operator on the left hand side
is
(θH2,H3(ξ2 ⊗ ξ3), θH2,H3(η2 ⊗ η3))
× θH1,H4,...,Hn(ξ1 ⊗ ξ4 ⊗ · · · ⊗ ξn)(θ(η4,5)
d) . . . (θ(ηn−2,n−1)
d)(ηd1 )
= (ξ2, η2)(ξ3, η3)
× θH1,H4,...,Hn(ξ1 ⊗ ξ4 ⊗ · · · ⊗ ξn)(θ(η4,5)
d) . . . (θ(ηn−2,n−1)
d)(ηd1 ).
By induction, (i) holds in the case of elementary tensors.
By linearity, (i) holds for finite sums of elementary tensors. Using con-
tinuity arguments and the fact that the operator norm is dominated by the
Hilbert-Schmidt norm, one can easily prove that (i) holds for genral ξ and
ηi,i+1. ♦
We define a representation σH of B(H) on HS(H1, . . . , Hn) by letting
σH(A)θ(ξ) = θ(Aξ);
clearly, σH is unitarily equivalent to the identity representation of B(H). If
H1, . . . , Hn are clear from the context we will simply write σ in the place of
σH . If A1, . . . ,An are C*-algebras, π1, . . . , πn corresponding representations
on H1, . . . , Hn, and π = π1 ⊗ . . . πn we let
σπ = σH ◦ π ;
thus, σπ is a representation of A1 ⊗ · · · ⊗ An on HS(H1, . . . , Hn), unitarily
equivalent to π.
Lemma 4.2 Let Ai ∈ B(Hi), i = 1, . . . , n, and A = A1 ⊗ · · · ⊗ An.
(i) Assume n is even. Let ξi−1,i ∈ Hi−1⊗Hi, ηi,i+1 ∈ Hi⊗Hi+1 (i even).
If ξ = ξ1,2 ⊗ . . . ξn−1,n then
σ(A)(θ(ξ))(θ(ηd2,3)) . . . (θ(η
d
n−2,n−1))
= Anθ(ξn−1,n)A
d
n−1θ(ηn−2,n−1)
dAn−2 . . . A2θ(ξ1,2)A
d
1
= Anθ(ξ)(θ((A
∗
2 ⊗A
∗
3(η2,3))
d)) . . . (θ((A∗n−2 ⊗ A
∗
n−1(ηn−2,n−1))
d))Ad1 .
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(ii) Assume n is odd. Let ξ1 ∈ H1, ξi−1,i ∈ Hi−1 ⊗Hi, ηi,i+1 ∈ Hi ⊗Hi+1
(i odd). If ξ = ξ1 ⊗ ξ2,3 ⊗ . . . ξn−1,n then
σ(A)(θ(ξ))(θ(ηd1,2)) . . . (θ(η
d
n−2,n−1))
= Anθ(ξn−1,n)A
d
n−1θ(ηn−2,n−1)
dAn−2 . . . A
d
2θ(η
d
1,2)(A1ξ1)
= Anθ(ξ)(θ((A
∗
1 ⊗ A
∗
2(η1,2))
d)) . . . (θ((A∗n−2 ⊗A
∗
n−1(ηn−2,n−1))
d)).
Proof. (i) Let first n = 2. If ηd ∈ Hd1 and ξ = ξ1 ⊗ ξ2 then
σ(A)(θ(ξ))(ηd) = θ(A1ξ1 ⊗ A2ξ2)(ηd) = (A1ξ1, η)A2ξ2
= (ξ1, A
∗
1η)A2ξ2 = A2θ(ξ1 ⊗ ξ2)((A
∗
1η)
d)
= A2θ(ξ1 ⊗ ξ2)A
d
1(η
d) = A2θ(ξ)A
d
1(η
d).
It follows by linearity and continuity that σ(A)(θ(ξ)) = A2θ(ξ)A
d
1, for every
ξ ∈ H1 ⊗H2. Using Lemma 4.1 (i) we now obtain
σ(A)(θ(ξ))(θ(η2,3)
d) . . . (θ(ηdn−2,n−1))
= θ((A1 ⊗ . . . An)(ξ))(θ(η2,3)
d) . . . (θ(ηdn−2,n−1)) = θ((An−1 ⊗An)(ξn−1,n))
×θ(ηdn−2,n−1) . . . θ((A3 ⊗ A4)(ξ3,4))θ(η
d
2,3)θ((A1 ⊗ A2)(ξ1,2))
= Anθ(ξn−1,n)A
d
n−1θ(ηn−2,n−1)
dAn−2 . . . A4θ(ξ3,4)A
d
3θ(η2,3)
dA2θ(ξ1,2)A
d
1
= Anθ(ξ)(θ((A
∗
2 ⊗ A
∗
3)(η2,3))
d)) . . . (θ((A∗n−2 ⊗ A
∗
n−1)(ηn−2,n−1))
d))Ad1.
(ii) By Lemma 4.1 (ii),
σ(A)(θ(ξ))(θ(η1,2)
d) . . . (θ(ηn−2,n−1)
d)
= θ((A1 ⊗ . . . An)(ξ))(θ(η1,2)
d) . . . (θ(ηn−2,n−1)
d)
= θ((An−1 ⊗ An)(ξn−1,n))θ(η
d
n−2,n−1) . . . θ(η
d
1,2)(A1ξ1)
= Anθ(ξn−1,n)A
d
n−1θ(ηn−2,n−1)
dAn−2 . . . A
d
2θ(η
d
1,2)(A1ξ1)
= Anθ(ξ)(θ((A
∗
1 ⊗ A
∗
2)(η1,2))
d)) . . . (θ((A∗n−2 ⊗A
∗
n−1)(ηn−2,n−1))
d)).
♦
Let H1, . . . , Hn be Hilbert spaces. If n is even, we let
Γ(H1, . . . , Hn) = (H1 ⊗H2)⊙ (H
d
2 ⊗H
d
3 )⊙ (H3 ⊗H4)⊙ · · · ⊙ (Hn−1 ⊗Hn).
If n is odd, we let
Γ(H1, . . . , Hn) = (H
d
1 ⊗H
d
2 )⊙ (H2 ⊗H3)⊙ (H
d
3 ⊗H
d
4 )⊙ · · · ⊙ (Hn−1 ⊗Hn).
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After identifying C⊗H1 with H1, for n odd we have the identification
Γ(C, H1, . . . , Hn) ≡ H1 ⊙ Γ(H1, . . . , Hn).
Fix ϕ ∈ B(H). We define a mapping Sϕ on Γ(H1, . . . , Hn) taking values
in B(Hd1 , Hn) in the case n is even, and in B(H1, Hn), in the case n is odd.
Let first n be even. On elementary tensors
ζ = ξ1,2 ⊗ η
d
2,3 ⊗ ξ3,4 ⊗ · · · ⊗ ξn−1,n ∈ Γ(H1, . . . , Hn),
we let
Sϕ(ζ) = σ(ϕ)θ(ξ1,2 ⊗ ξ3,4 ⊗ · · · ⊗ ξn−1,n)(θ(η
d
2,3)) . . . (θ(η
d
n−2,n−1))
and extend Sϕ on the whole of Γ(H1, . . . , Hn) by linearity. Note that the
values of Sϕ are Hilbert-Schmidt operators. Now assume n is odd. Let
ζ ∈ Γ(H1, . . . , Hn) and ξ1 ∈ H1. Then
ξ1 ⊗ ζ ∈ H1 ⊙ Γ(H1, . . . , Hn) = Γ(C, H1, . . . , Hn).
We let Sϕ(ζ) be the operator defined on H1 by
Sϕ(ζ)(ξ1) = S1⊗ϕ(ξ1 ⊗ ζ).
Note that S1⊗ϕ(ξ1 ⊗ ζ) is an element of C2(C
d, Hn), which can be identified
with Hn in a natural way. In this way, Sϕ(ζ)(ξ1) can be viewed as an element
of Hn. It is clear that the operator Sϕ(ζ) : H1 → Hn is linear. We moreover
claim that Sϕ(ζ) is bounded. Let
ζ = ηd1,2 ⊗ · · · ⊗ ξn−1,n ∈ Γ(H1, . . . , Hn)
and ξ1 ∈ H1. Then Sϕ(ζ) is a bounded operator and
‖Sϕ(ζ)‖B(H1,Hn) ≤ ‖ϕ‖B(H)‖η1,2‖ . . . ‖ηn−2,n−1‖‖ξ2,3‖ . . . ‖ξn−1,n‖. (16)
In fact, assuming for simplicity that n = 5 we have
‖Sϕ(ζ)(ξ1)‖ = ‖S1⊗ϕ(ξ1 ⊗ ζ)‖
= ‖σ(1⊗ ϕ)θ((1⊗ ξ1)⊗ ξ2,3 ⊗ ξ4,5)(θ(η
d
1,2))(θ(η
d
3,4))‖
≤ ‖σ(1⊗ ϕ)θ((1⊗ ξ1)⊗ ξ2,3 ⊗ ξ4,5)(θ(η
d
1,2))‖op‖(θ(η
d
3,4))‖
≤ ‖σ(1⊗ ϕ)θ((1⊗ ξ1)⊗ ξ2,3 ⊗ ξ4,5)‖op‖η1,2‖‖η3,4‖
≤ ‖ϕ‖B(H)‖ξ1‖‖ξ2,3‖‖ξ4,5‖‖η1,2‖‖η3,4‖
= ‖ϕ‖B(H)‖ζ‖2,∧‖ξ1‖.
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Before proceeding, we identify two norms with which the space Γ(H1, . . . ,
Hn) can be equipped. The first norm on Γ(H1, . . . , Hn) is the projective
tensor norm ‖ · ‖2,∧, where each of the terms Hi ⊗ Hi+1 (resp. H
d
i−1 ⊗ H
d
i )
is given its Hilbert space norm. In order to describe the second norm, note
that if K1 and K2 are Hilbert spaces then K1 ⊗K2 can be endowed with an
operator space structure by letting
‖(ξij)‖ = ‖θ(ξji)‖Mm(B(Kd1 ,K2)), (ξij) ∈ Mm(K1 ⊗K2).
We write (K1 ⊗K2)
o
op for this operator space. Note that this is the opposite
operator space structure on C2(K
d
1 , K2), after the identification of K1 ⊗K2
and C2(K
d
1 , K2). The norm ‖ · ‖h is the Haagerup norm on Γ(H1, . . . , Hn)
when Γ(H1, . . . , Hn) is viewed as the algebraic tensor product of the operator
spaces (Hi ⊗Hi+1)
o
op (resp. (H
d
i−1 ⊗H
d
i )
o
op). Thus, the norm ‖u‖h of a finite
sum u =
∑
i ξ
i
1,2 ⊗ . . .⊗ ξ
i
n−1,n ∈ Γ(H1, . . . , Hn) of elementary tensors equals
the Haagerup norm of the element
∑
i θ(ξ
i
n−1,n)⊗ . . .⊗ θ(ξ
i
1,2).
Remark 4.3 For each ϕ ∈ B(H) and each ζ ∈ Γ(H1, . . . , Hn), we have
‖Sϕ(ζ)‖op ≤ ‖ϕ‖B(H)‖ζ‖2,∧.
Proof. In the case where n is odd and ζ is an elementary tensor, the inequality
coincides with (16). In the case n is even and ζ is an elementary tensor, this
is verified similarly. The general case now follows by linearity. ♦
Definition 4.4 An element ϕ ∈ B(H1 ⊗ · · · ⊗Hn) is called a concrete (op-
erator) multiplier if there exists C > 0 such that
‖Sϕ(ζ)‖op ≤ C‖ζ‖h, for each ζ ∈ Γ(H1, . . . , Hn).
The smallest such C is denoted by ‖ϕ‖m.
Let A1, . . . ,An be C*-algebras and π1, . . . , πn be corresponding representa-
tions on Hilbert spaces H1, . . . , Hn. An element ϕ ∈ A1⊗· · ·⊗An is called a
π1, . . . , πn-multiplier if (π1⊗· · ·⊗πn)(ϕ) is a concrete multiplier. We denote
the set of all π1, . . . , πn-multipliers in A1⊗· · ·⊗An by Mπ1,...,πn(A1, . . .An).
If ϕ ∈Mπ1,...,πn(A1, . . .An), we let ‖ϕ‖π1,...,πn = ‖(π1 ⊗ · · · ⊗ πn)(ϕ)‖m.
The element ϕ ∈ A1 ⊗ · · · ⊗ An is called a universal multiplier if ϕ is a
π1, . . . , πn-multiplier for all representations πi of Ai, i = 1, . . . , n. We denote
by M(A1, . . .An) the set of all universal multipliers in A1 ⊗ · · · ⊗ An.
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Remark 4.5 In the case n = 2, Definition 4.4 reduces to the definition of
C∞-multipliers studied in [20].
Next we show that an element ϕ ∈ L∞(X1)⊗ . . .⊗ L
∞(Xn) ⊂ L
∞(X1 ×
. . . × Xn) is a Schur multiplier as defined in Section 3 if and only if ϕ is a
π1, . . . , πn-multiplier, where πi is the canonical representation of L
∞(Xi) on
L2(Xi) acting by multiplication.
Let A be a commutative C∗-algebra with maximal ideal space X , acting
on a Hilbert space H . It is well-known that, up to unitary equivalence,
H = ⊕γ∈ΓHγ , where Hγ = L2(X, µγ) is invariant under A for each γ ∈ Γ,
and an element f ∈ A acts as on Hγ by multiplication. Let j : H → H be
given by {ξγ(λ)} 7→ {ξγ(λ)}. Then V = ∂j is a unitary operator from H
to Hd such that Ad = V AV −1 for all A ∈ A. If K is another Hilbert space
then U(T ) = TV (resp. W (S) = V −1S) is an isometry from C2(Hd, K) to
C2(H,K) (resp. from C2(K,Hd) to C2(K,H)).
Let A1, . . ., An be commutative C
∗-algebras and let π1, . . ., πn be cor-
responding representations on H1, . . ., Hn and π = π1 ⊗ . . . ⊗ πn. Let
Vi : Hi → H
d
i be unitary operator defined above with the property πi(ai)
d =
Viπi(ai)V
−1
i for each ai ∈ Ai, i = 1, . . . , n. Define Ui,k : C2(H
d
i , Hk) →
C2(Hi, Hk) and Wi,k : C2(Hi, H
d
k ) → C2(Hi, Hk) to be Ui,k(T ) = TVi and
Wi,k(S) = V
−1
k S. Then for ϕ ∈ A1⊗· · ·⊗An, the mapping Sπ(ϕ) can be iden-
tified with a mapping Sˇπ(ϕ) from C2(H1, H2)⊙C2(H2, H3)⊙. . .⊙C2(Hn−1, Hn)
into B(H1, Hn) such that whenever ϕ = a1⊗ . . .⊗ an is an elementary tensor
then
Sˇπ(ϕ)(R1 ⊗ . . .⊗ Rn−1) = πn(an)Rn−1πn−1(an−1)Rn−2 . . . R1π1(a1). (17)
In fact, let U = U1,2θH1,H2⊗W2,3θH2,H3⊗ . . .⊗Un−1,nθHn−1,Hn if n is even and
U =W1,2θH1,H2 ⊗U2,3θH2,H3 ⊗ . . .⊗Un−1,nθHn−1,Hn if n is odd. Then U maps
the space Γ(H1, H2 . . . , Hn) onto C2(H1, H2)⊙C2(H2, H3)⊙. . .⊙C2(Hn−1, Hn)
and is an isometry with respect to the norm ‖ · ‖h (this norm being defined
on the algebraic tensor product of the C2-spaces again as the Haagerup norm
where each of the C2-spaces is equipped with its opposite operator space
structure). Let
Sˇπ(ϕ) = U1,nSπ(ϕ)U
−1
in the case n is even and
Sˇπ(ϕ) = Sπ(ϕ)U
−1
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in the case n is odd. Assume that ϕ = a1⊗ . . .⊗an. Then, in the case where
n is even, we have
Sˇπ(ϕ)(R1 ⊗ . . .⊗ Rn−1)
= U1,nSπ(ϕ)U
−1(R1 ⊗ . . .⊗Rn−1)
= U1,n(πn(an)U
−1
n−1,n(Rn−1)πn−1(an−1)
dWn−2,n−1(Rn−2) . . . π1(a1)
d)
= πn(an)Rn−1V
−1
n−1πn−1(an−1)
dVn−1Rn−2 . . . R1V
−1
1 π1(a1)
dV1
= πn(an)Rn−1πn−1(an−1)Rn−2 . . . R1π1(a1).
In the case where n is odd one shows in a similar way that (17) holds.
Now let Ai = L
∞(Xi) and let πi be the representation of Ai on L
2(Xi)
given by (πi(f)ξ)(x) = f(x)ξ(x), ξ ∈ L
2(Xi), i = 1, . . . , n.
Suppose n is even. In this case Sˇπ(ϕ)(R1 ⊗ · · · ⊗ Rn−1) is an element of
C2(H1, Hn). Using (18) and the identification ψk,l : f 7→ Tf of L2(Xk, Xl)
with the class of Hilbert-Schmidt operators from L2(Xk) to L2(Xl), where
(Tfξ)(y) =
∫
Xk
f(x, y)ξ(x)dx, f ∈ L2(Xk ×Xl), ξ ∈ L
2(Xk), y ∈ Xl,
we obtain that if f1 ⊗ . . . ⊗ fn−1 ∈ Γ(X1, . . . , Xn) and ϕ is an elementary
tensor then
ψ−11,n(Sˇπ(ϕ)(ψ1,2 ⊗ . . .⊗ ψn−1,n)(f1 ⊗ . . .⊗ fn−1))(x1, xn) (18)
=
∫
X2×...×Xn−1
ϕ(x1, . . . , xn)f1(x1, x2) . . . fn−1(xn−1, xn)dx2 . . . dxn−1
= Sϕ(f1 ⊗ . . .⊗ fn−1)(x1, xn).
By linearity and continuity, (18) holds for any ϕ ∈ L∞(X1)⊗ . . .⊗ L
∞(Xn).
Now assume that n is odd. Let ξ ∈ H1, η ∈ Hn and ψ0,1 : L
2(X1) →
C2(C, L
2(X1)) be the natural identification. We have that (Sϕ(f1 ⊗ · · · ⊗
fn−1)ξ, η) coincides with
(Sˇ(id⊗π)(1⊗ϕ)(ψ0,1 ⊗ · · · ⊗ ψn−1,n)((1⊗ ξ)⊗ f1 ⊗ · · · ⊗ fn−1), η)
whenever ϕ ∈ L∞(X1)⊗ . . .⊗L
∞(Xn) is an elementary tensor. By linearity
and continuity, we have that ψ1,n(Sϕ(f1 ⊗ · · · ⊗ fn−1)) is equal to
Sˇπ(ϕ)(ψ1,2 ⊗ · · · ⊗ ψn−1,n)(f1 ⊗ · · · ⊗ fn−1)
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for all ϕ ∈ L∞(X1) ⊗ . . . ⊗ L
∞(Xn). In particular, Sπ(ϕ) takes values in
C2(H1, Hn). As before, it follows that
ψ−11,nSˇπ(ϕ)(ψ1,2 ⊗ . . .⊗ ψn−1,n)(f1 ⊗ . . .⊗ fn−1))(x1, xn) (19)
= Sϕ(f1 ⊗ . . .⊗ fn−1)(x1, xn)
for every ϕ ∈ L∞(X1)⊗ . . .⊗ L
∞(Xn). We have thus shown the following
Proposition 4.6 An element ϕ ∈ L∞(X1)⊗ . . .⊗ L
∞(Xn) is a Schur mul-
tiplier if and only if ϕ ∈Mπ1,...,πn(L
∞(X1), . . . , L
∞(Xn)).
Next we want to give a generalisation of Lemma 4.2 for the case where ϕ
is a sum of elementary tensors. Let V ,V1, . . . , Vn be vector spaces, L(V1, V2)
be the space of all linear mappings from V1 into V2 and L(V ) = L(V, V ).
Recall that if f : V1 → V2 is a linear map, we let fk,l : Mk,l(V1) → Mk,l(V2)
be the mapping given by fk,l((vij)) = (f(vij)), for each (vij) ∈ Mk,l(V1).
For an element v = (vij) ∈ Mk,l(V ) we denote by vt = (vji) ∈ Ml,k(V ) the
transpose of v. Denote by d : B(K)→ B(Kd) the mapping sending A to its
dual Ad. If A = (Aij) ∈Mk,l(B(K)) let Ad = (Adij).
We will identify Mp,q(C2(K1, K2)) with C2(K
q
1 , K
p
2 ). If ξ ∈ Mp,q(K1 ⊗
K2) then θp,q(ξ) ∈ Mp,q(C2(K
d
1 , K2)); using this identification, we will be
considering θp,q(ξ) as a Hilbert-Schmidt operator from K
q
1 to K
p
2 . If A ∈
B(K1, K2) then A⊗ Ik ∈ B(K
k
1 , K
k
2 ) is the k-fold ampliation of A; under the
identification B(Kk1 , K
k
2 ) = Mk (B(K1, K2)), the operator A⊗ Ik has a k by
k diagonal matrix, whose every diagonal entry is A.
Lemma 4.7 Let V1, . . . , Vn be vector spaces, Li ⊆ L(Vi, Vi+1) a subspace,
i = 1, . . . , n− 1, and
S : (L(Vn)⊙ L(Vn−1)⊙ · · · ⊙ L(V1))× (Ln−1 ⊙ · · · ⊙ L1)→ L(V1, Vn)
be a mapping satisfying
S(an ⊗ · · · ⊗ a1, λn−1 ⊗ · · · ⊗ λ1) = anλn−1an−1 . . . λ1a1.
If A1 ∈Mk1,1(L(V1)), A2 ∈ Mk2,k1(L(V2)), . . . ,An ∈M1,kn−1(L(Vn)) and Λ1 ∈
Ml1,1(L1), Λ2 ∈ Ml2,l1(L2), . . . , Λn−1 ∈ M1,ln−2(Ln−1) then
S(An ⊙ · · · ⊙A1,Λn−1 ⊙ · · · ⊙ Λ1) = An . . . (Λ2 ⊗ Ik2)(A2 ⊗ Il1)(Λ1 ⊗ Ik1)A1.
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Proof. “A few moments’ thought.” ♦
Lemma 4.8 Let A1 ∈ M1,k1(B(H1)), A2 ∈Mk1,k2(B(H2)), . . . , An ∈ Mkn−1,1
(B(Hn)) and ϕ = A1 ⊙A2 ⊙ · · · ⊙ An.
(i) Assume n is even. Let ξ1,2 ∈ M1,l1(H1 ⊗ H2), η2,3 ∈ Ml1,l2(H
d
2 ⊗
Hd3 ), . . . , ξn−1,n ∈Mln−2,1(Hn−1 ⊗Hn) and
ζ = ξ1,2 ⊙ η2,3 ⊙ · · · ⊙ ξn−1,n ∈ Γ(H1, . . . , Hn).
Then
Sϕ(ζ) = A
t
n . . . (A
t,d
3 ⊗ Il2)(θl1,l2(η2,3)
t ⊗ Ik2)(A
t,d
2 ⊗ Il1)(θ1,l1(ξ1,2)
t ⊗ Ik1)A
t,d
1 .
(ii) Assume n is odd. Let η1,2 ∈ M1,l1(H
d
1 ⊗ H
d
2 ), ξ2,3 ∈ Ml1,l2(H2 ⊗
H3), . . . , ξn−1,n ∈Mln−2,1(Hn−1 ⊗Hn) and
ζ = η1,2 ⊙ ξ2,3 ⊙ · · · ⊙ ξn−1,n ∈ Γ(H1, . . . , Hn).
Then
Sϕ(ζ) = A
t
n . . . (A
t
3 ⊗ Il2)(θl1,l2(ξ2,3)
t ⊗ Ik2)(A
t,d
2 ⊗ Il1)(θ1,l1(η1,2)
t ⊗ Ik1)A
t
1.
Proof. Let f : V1 ⊙ · · · ⊙ Vn → Vn ⊙ · · · ⊙ V1 be the flip, namely the map
given on elementary tensors by f(v1⊗ · · · ⊗ vn) = vn ⊗ · · · ⊗ v1. Note that if
A1 ∈M1,k1(V1), A2 ∈Mk1,k2(V2), . . . , An ∈Mkn−1,1(Vn) then
f(A1 ⊙ · · · ⊙ An) = A
t
n ⊙ · · · ⊙ A
t
1.
Let
D : B(H1)⊙B(H2)⊙ · · · ⊙B(Hn) −→ B(Hn)⊙ B(H
d
n−1)⊙ · · · ⊙B(H
d
1 )
be the map
D = f ◦ (d⊗ id⊗d⊗ · · · ⊗ id).
We have that
D(A) = Atn ⊙A
t,d
n−1 ⊙ · · · ⊙A
t,d
1 .
Define a mapping S from
(B(Hn)⊙ B(H
d
n−1)⊙ · · · ⊙ B(H
d
1 ))× (C2(H
d
n−1, Hn)⊙ · · · ⊙ C2(H
d
1 , H2))
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into C2(H
d
1 , Hn) by
S(ψ, ζ ′) = SD−1(ψ)(θ˜
−1(ζ ′)),
where
θ˜ : Γ(H1, . . . , Hn)→ C2(H
d
n−1, Hn)⊙ · · · ⊙ C2(H
d
1 , H2)
is given on elementary tensors by
θ˜(ξ1,2 ⊗ η2,3 ⊗ · · · ⊗ ξn−1,n) = θ(ξn−1,n)⊗ · · · ⊗ θ(η2,3)⊗ θ(ξ1,2).
By Lemma 4.2 (i), the mapping S satisfies the requirements of Lemma 4.7
and
Sϕ(ζ) = S(A
t
n ⊙ A
t,d
n−1 ⊙ · · · ⊙ A
t,d
1 , θln−2,1(ξn−1,n)
t ⊙ · · · ⊙ θ1,l1(ξ1,2)
t).
The claim now follows from Lemma 4.7.
The proof of (ii) is similar. ♦
5 Multipliers for tensor products of represen-
tations
It was proved in [20] that the space of all (π, ρ)-multipliers does not change
if the representations π and ρ are replaced by approximately equivalent rep-
resentations. In this section we will prove a corresponding result for multidi-
mensional multipliers. We first recall the notion of approximate equivalence
and approximate suborditation introduced by Voiculescu in [31].
Let π and π′ be ∗-representations of a C∗-algebra A on Hilbert spaces H
and H ′, respectively. We say that π′ is approximately subordinate to π and
write π′
a
≪ π if there is a net {Uλ} of isometries from H
′ to H such that
‖π(a)Uλ − Uλπ
′(a)‖ → 0 for all a ∈ A. (20)
The representations π′ and π are said to be approximately equivalent if the
operators Uλ can be chosen to be unitary; in this case we write π
′ a∼ π.
For C*-algebras A1, . . . ,An and corresponding representations π1, . . . , πn,
we will denote the collection of all π1, . . . , πn-multipliers in A1 ⊗ · · · ⊗ An
simply by Mπ1,...,πn, in case there is no danger of confusion.
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Theorem 5.1 Let A1, . . . ,An be C*-algebras and πi and π
′
i be representa-
tions of Ai on Hilbert spaces Hi and H
′
i, respectively, i = 1, . . . , n.
(i) If π′i
a
≪ πi, i = 1, . . . , n, then
Mπ1,...,πn ⊆Mπ′1,...,π′n and ‖ϕ‖π′1,...,π′n ≤ ‖ϕ‖π1,...,πn, for ϕ ∈Mπ1,...,πn.
(ii) If π′i
a
∼ πi, i = 1, . . . , n, then
Mπ1,...,πn =Mπ′1,...,π′n and ‖ϕ‖π1,...,πn = ‖ϕ‖π′1,...,π′n, for ϕ ∈Mπ1,...,πn.
Proof. (i) Let first n be even and {Uλi} be nets of isometries from H
′
i into
Hi satisfying
‖πi(ai)Uλi − Uλiπ
′
i(ai)‖ → 0, for all ai ∈ Ai.
Set π = ⊗ni=1πi, π
′ = ⊗ni=1π
′
i, λ = (λ1, . . . , λn) and Wλ = Uλ1 ⊗ . . . ⊗ Uλn .
Then Wλ are isometries from ⊗
n
i=1H
′
i to ⊗
n
i=1Hn and, for x ∈ A1 ⊙ . . .⊙An,
we have
‖π(x)Wλ −Wλπ
′(x)‖ −→ 0.
As ‖Wλ‖ = 1 for all λ, this holds for all x ∈ A1 ⊗ . . .⊗An. By Lemma 4.2
(i) we have that, for any ξ ∈ ⊗ni=1Hi,
θ(W ∗λξ)(θ(η
d
2,3)) . . . (θ(η
d
n−2,n−1))
= U∗λnθ(ξ)(θ((Wλ2,λ3η2,3)
d)) . . . (θ((Wλn−2,λn−1ηn−2,n−1)
d))(U∗λ1)
d
where Wλk,λk+1 = Uλk ⊗ Uλk+1 . Therefore, if ζ = ξ1,2 ⊗ (η2,3)
d ⊗ . . .⊗ ξn−1,n,
then
SW ∗
λ
π(ϕ)Wλ(ζ) = (21)
= U∗λnSπ(ϕ)(Wλ1,λ2ξ1,2 ⊗ (Wλ2,λ3η2,3)
d ⊗ . . .⊗Wλn−1,λnξn−1,n)(U
∗
λ1
)d.
Let Γλ : Γ(H
′
1, . . . , H
′
n) → Γ(H1, . . . , Hn) be the linear operator defined on
elementary tensors by
Γλ(ξ1,2⊗η
d
2,3⊗ . . .⊗ξn−1,n) =Wλ1,λ2ξ1,2⊗ (Wλ2,λ3η2,3)
d⊗ . . .⊗Wλn−1,λnξn−1,n.
It follows from (21) and Remark 4.3 that if ϕ ∈Mπ1,...,πn and ζ ∈ Γ(H
′
1, . . . , H
′
n)
then
‖Sπ′(ϕ)(ζ)‖op ≤ ‖SW ∗
λ
π(ϕ)Wλ(ζ)‖op + ‖SW ∗λπ(ϕ)Wλ−π′(ϕ)(ζ)‖op
≤ ‖Sπ(ϕ)(Γλζ)‖op + ‖SW ∗
λ
π(ϕ)Wλ−π′(ϕ)(ζ)‖op
≤ ‖ϕ‖π1,...,πn‖Γλζ‖h + ‖W
∗
λπ(ϕ)Wλ − π
′(ϕ)‖op‖ζ‖2,∧.
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Since ‖W ∗λπ(ϕ)Wλ−π
′(ϕ)‖op → 0, in order to prove that ϕ ∈Mπ′
1
,...,π′n, it suf-
fices to show that ‖Γλζ‖h ≤ ‖ζ‖h. If ξi,i+1 ∈ H
′
i⊗H
′
i+1 then θ(Wλi,λi+1ξi,i+1) =
Uλi+1θ(ξi,i+1)U
d
λi
. Let ζ ∈ Γ(H ′1, . . . , H
′
n) be of the form
ζ = ξ1,2 ⊗ η
d
2,3 ⊗ . . .⊗ ξn−1,n
where ξ1,2 ∈ M1,k2(H
′
1 ⊗H
′
2), η
d
2,3 ∈ Mk2,k3((H
′
2)
d ⊗ (H ′3)
d), . . ., and ξn−1,n ∈
Mkn−1,1(H
′
n−1 ⊗H
′
n) are such that
‖ζ‖h = ‖θ1,k2(ξ1,2)
t‖op‖θk2,k3(η
d
2,3)
t‖op . . . ‖θkn−1,1(ξn−1,n)
t‖op.
Then
Γλζ =Wλ1,λ2ξ1,2 ⊙ (W
∗,d
λ2,λ3
⊗ Ik2)η
d
2,3 ⊙ . . .⊙ (Wλn−1,λn ⊗ Ikn−1)ξn−1,n
and as
θ1,k2(Wλ1,λ2ξ1,2) = Uλ2θ1,k2(ξ1,2)(U
d
λ1
⊗ Ik2),
θk2,k3(((W
∗
λ2,λ3)
d ⊗ Ik2)η
d
2,3) = (U
d
λ3
⊗ Ik2)θ2,3(η
d
2,3)(Uλ2 ⊗ Ik3),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
θkn−1,1((Wλn−1,λn ⊗ Ikn−1)ξn−1,n) = (Uλn ⊗ Ikn−1)θkn−1,1(ξn−1,n)U
d
λn−1
,
we get
‖Γλζ‖h ≤ ‖Uλ2 ⊗ Ik2‖op‖θ1,k2(ξ1,2)
t‖op‖U
d
λ1
‖op . . .
. . . ‖θkn−1,1(ξn−1,n)
t‖op‖U
d
λn−1
⊗ Ikn−1‖op
= ‖θ1,k2(ξ1,2)
t‖op . . . ‖θkn−1,1(ξn−1,n)
t‖op = ‖ζ‖h
This completes the proof for the case where n is even. Now assume that
n is odd and let Γλ : Γ(H
′
1, . . . , H
′
n)→ Γ(H1, . . . , Hn) be the linear operator
defined on elementary tensors by
Γλ(ξ
d
1,2 ⊗ . . .⊗ ηn−1,n) = (Wλ1,λ2ξ1,2)
d ⊗⊗ . . .⊗Wλn−1,λnηn−1,n.
An estimate similar to the above shows again that ‖Γλζ‖h ≤ ‖ζ‖h.
By the definition of the map Sπ′(ϕ) and the arguments above, we obtain
‖Sπ′(ϕ)(ζ)‖op ≤ ‖SW ∗
λ
π(ϕ)Wλ(ζ)‖op + ‖S(W ∗λπ(ϕ)Wλ−π′(ϕ))(ζ)‖op
= sup
ξ1∈H′1,‖ξ1‖=1
‖S1⊗W ∗
λ
π(ϕ)Wλ(ξ1 ⊗ ζ)‖H′n + ‖S(W ∗λπ(ϕ)Wλ−π′(ϕ))(ζ)‖op
≤ sup
ξ1∈H′1,‖ξ1‖=1
‖S1⊗π(ϕ)(Uλ1ξ1 ⊗ Γλζ)‖Hn + ‖S(W ∗λπ(ϕ)Wλ−π′(ϕ))(ζ)‖op
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≤ sup
η1∈H1,‖η1‖=1
‖S1⊗π(ϕ)(η1 ⊗ Γλζ)‖Hn + ‖W
∗
λπ(ϕ)Wλ − π
′(ϕ)‖op‖ζ‖2,∧
= ‖Sπ(ϕ)(Γλζ)‖op + ‖W
∗
λπ(ϕ)Wλ − π
′(ϕ)‖op‖ζ‖2,∧
≤ ‖ϕ‖π1,...,πn‖‖Γλζ‖h + ‖W
∗
λπ(ϕ)Wλ − π
′(ϕ)‖op‖ζ‖2,∧
≤ ‖ϕ‖π1,...,πn‖‖ζ‖h + ‖W
∗
λπ(ϕ)Wλ − π
′(ϕ)‖op‖ζ‖2,∧.
As ‖W ∗λπ(ϕ)Wλ − π
′(ϕ)‖op → 0 we obtain the desired statement.
(ii) is a direct consequence of (i). ♦
For T ∈ B(H), set rank(T ) = dim(TH). It was proved in [16, Theo-
rem 5.1] that for ∗-representations π and π′ of a C∗-algebra A
π′
a
≪ π ⇐⇒ rank(π′(a)) ≤ rank(π(a)) for each a ∈ A. (22)
The next statement is a multidimensional version of [20, Corollory 5.3].
Its proof follows the lines of the proof of the corresponding statement in the
two dimensional case and uses Theorem 5.1 instead of [20, Theorem 5.2].
Corollary 5.2 Let πi, π
′
i be representations of separable C
∗-algebra Ai, i =
1, . . . , n. Assume that
min{ℵ0, rank(π
′
i(ai))} ≤ min{ℵ0, rank(πi(ai))}
for each ai ∈ Ai and i = 1, . . . , n.
Then Mπ1,...,πn ⊆Mπ′1,...,π′n and ‖ϕ‖π′1,...,π′n ≤ ‖ϕ‖π1,...,πn for ϕ ∈Mπ1,...,πn.
Recall that a ∗-representation π of a C∗-algebra A has a separating vector
if there is a cyclic vector for the commutant π(A)′.
Lemma 5.3 Let H, H1, . . . , Hn be Hilbert spaces, π1, . . . , πn be representa-
tions of the C∗-algebras A1, . . . ,An on H1, . . . , Hn and πi⊗ 1 be the amplifi-
cation of πi on Hi⊗H, respectively. Assume that π1 and πn have separating
vectors. Then
Mπ1,...,πn =Mπ1⊗1,...,πn⊗1
and the multiplier norms on these spaces coincide.
Proof. We use ideas from the proofs of [27, Theorem 2.1] and Lemma 3.3. For
simplicity we assume that n = 3 and that H is separable. Let ϕ ∈Mπ1,π2,π3
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with ‖ϕ‖π1,π2,π3 = 1 and set S = S(π1⊗1)⊗(π2⊗1)⊗(π3⊗1)(ϕ). The mapping S can
be regarded as a mapping on
C2((H2 ⊗H)d, H3 ⊗H)⊙ C2((H1 ⊗H), (H2 ⊗H)d) (23)
by setting S(θ(ξ2,3) ⊗ θ(η
d
1,2)) = S(η
d
1,2 ⊗ ξ2,3) for ζ = η
d
1,2 ⊗ ξ2,3 ∈ Γ(H1 ⊗
H, H2 ⊗ H, H3 ⊗ H). Similarly, the mapping Sπ1⊗π2⊗π3(ϕ) can be regarded
as a mapping on C2(H
d
2 , H3)⊙ C2((H1, H
d
2 ). It follows from Lemma 4.8 that
Sπ1⊗π2⊗π3(ϕ) is π3(A3)
′, (π2(A2)
′)d, π1(A1)
′-modular.
Assume that ‖ϕ‖π1⊗1,π2⊗1,π3⊗1 > 1. Then there exists an element T =
(T 21 , . . . , T
2
s )⊙ (T
1
1 , . . . , T
1
s )
t in the space defined in (23) with
‖
∑
(T 1i )
∗T 1i ‖‖
∑
T 2i (T
2
i )
∗‖ = 1
and vectors ξ0 ∈ H1 ⊗H, η0 ∈ H3 ⊗H of norm less than one such that
|(S(T )ξ0, η0)| > 1.
Fix a basis {fl} of H and denote by Pn the projection onto the space
generated by the first n vectors in this basis. Then, as
(1H3 ⊗ Pn)S(T )(1H1 ⊗ Pn)→ S(T ),
weakly, there exists n ≥ 1 such that
|((1H3 ⊗ Pn)S(T )(1H1 ⊗ Pn)ξ0, η0)| > 1.
Thus we may assume that ξ0 ∈ H1 ⊗ PnH and η0 ∈ H3 ⊗ PnH, say
ξ0 = (ξ1, . . . , ξn, 0, . . .), η0 = (η1, . . . , ηn, 0. . . .).
As π1(A1)
′ and π3(A3)
′ have cyclic vectors, say ξ and η respectively, we may
assume that ξi = aiξ, ηi = biη for some ai ∈ π1(A1)
′ and bi ∈ π3(A3)
′. Let a =∑
a∗iai, b =
∑
b∗i bi. Assuming first that a, b are invertible we set a˜i = aia
−1/2,
b˜i = bib
−1/2. Then for ξ˜ = a1/2ξ, η˜ = b1/2η we have ξi = a˜iξ˜ and ηi = b˜iη˜.
We write T ki = ((T
k
i )lm), where (T
1
i )lm = (1Hd2 ⊗ P (f
d
l ))T
1
i (1H1 ⊗ P (fm)),
(T 2i )lm = (1H3⊗P (fl))T
2
i (1Hd2⊗P (f
d
m)), where P (f) is the projection onto the
one dimensional space generated by f . Using the modularity of Sπ1⊗π2⊗π3(ϕ),
we obtain
|(S(T )ξ0, η0)| =
∣∣∣∣∣
s∑
i=1
(S(T 2i ⊗ T
1
i )ξ0, η0)
∣∣∣∣∣
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=∣∣∣∣∣
s∑
i=1
n∑
l,m=1
∞∑
k=1
(Sπ1⊗π2⊗π3(ϕ)((T
2
i )lk ⊗ (T
1
i )km)a˜mξ˜, b˜lη˜)
∣∣∣∣∣ (24)
=
∣∣∣∣∣
s∑
i=1
n∑
l,m=1
∞∑
k=1
(Sπ1⊗π2⊗π3(ϕ)(b˜
∗
l (T
2
i )lk ⊗ (T
1
i )kma˜m)ξ˜, η˜)
∣∣∣∣∣ .
The next step is to prove that
s∑
i=1
∞∑
k=1
(
n∑
l=1
b˜∗l (T
2
i )lk
)
⊗
(
n∑
m=1
(T 1i )kma˜m
)
belongs to K(Hd2 , H3)⊗h K(H1, H
d
2 ). Observe first that the row operator
Ri = (
n∑
l=1
b˜∗l (T
2
i )l1, . . . ,
n∑
l=1
b˜∗l (T
2
i )lk, . . .)
is equal to the product of the row operator B˜ = (b˜1, . . . , b˜n, 0, . . .) and the
Hilbert-Schmidt operator T 2i . Set R = (R1, . . . , Rs) = (B˜T
2
1 , . . . , B˜T
2
s ).
As each T 2i is the operator norm-limit of operators T
2
i (1Hd2⊗Pk) as k →∞,
the operator Ri is the uniform limit of the sequence of truncated operators
Rki = (
∑n
l=1 b˜
∗
l (T
2
i )l1, . . . ,
∑n
l=1 b˜
∗
l (T
2
i )lk, 0 . . .). Thus
RR∗ =
s∑
i=1
∞∑
k=1
(
n∑
l=1
b˜∗l (T
2
i )lk
)(
n∑
l=1
b˜∗l (T
2
i )lk
)∗
,
where the series converges uniformly and
‖
s∑
i=1
∞∑
k=1
(
n∑
l=1
b˜∗l (T
2
i )lk)(
n∑
l=1
b˜∗l (T
2
i )lk)
∗‖ = ‖RR∗‖ = ‖
s∑
i=1
RiR
∗
i ‖
= ‖B˜(
s∑
i=1
T 2i (T
2
i )
∗)B˜∗‖ ≤ ‖B˜‖2‖‖
s∑
i=1
T 2i (T
2
i )
∗‖ ≤ 1.
In the same way one shows that the series
∞∑
k=1
(
n∑
m=1
(T 1i )kma˜m)(
n∑
m=1
(T 1i )kma˜m)
∗
converges uniformly and
‖
s∑
i=1
∞∑
k=1
(
n∑
m=1
(T 1i )kma˜m)(
n∑
m=1
(T 1i )kma˜m)
∗‖ ≤ 1.
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Thus
s∑
i=1
∞∑
k=1
(
n∑
l=1
b˜∗l (T
2
i )lk)⊗ (
n∑
m=1
(T 1i )kma˜m) ∈ K(H1, H
d
2 )⊗h K(H
d
2 , H3) and
‖
s∑
i=1
∞∑
k=1
(
n∑
l=1
b˜∗l (T
2
i )lk)⊗ (
n∑
m=1
(T 1i )kma˜m)‖h ≤ 1.
Next ‖ξ˜‖2 = (b1/2ξ, b1/2ξ) = (bξ, ξ) =
∑
i(biξ, biξ) = ‖ξ0‖
2 < 1. Similarly,
‖η˜‖ < 1. Since ‖ϕ‖π1,π2,π3 = 1, it now follows from (24) that
|(S(T )ξ0, η0)| ≤
∥∥∥∥∥
s∑
i=1
∞∑
k=1
(
n∑
l=1
b˜∗l (T
2
i )lk
)
⊗
(
n∑
m=1
(T 1i )kma˜m
)∥∥∥∥∥
h
‖ξ˜‖‖η˜‖ ≤ 1,
a contradiction.
If a or b is not invertible, let ǫ > 0 be such that ξˆ0
def
= (ξ1, . . . , ξn, ǫξ, 0, . . . )
and ηˆ0
def
= (η1, . . . , ηn, ǫη, 0, . . . ) have norm less than one and |(S(T )ξˆ0, ηˆ0)| >
1. Choose ai and bi in the same way as before, and let an+1 = ǫI, bn+1 = ǫI,
a =
∑n+1
i=1 a
∗
i ai and b =
∑n+1
i=1 b
∗
i bi. Then a and b are invertible and the proof
proceeds in the same fashion.
We have proved that Mπ1,...,πn ⊆Mπ1⊗1,...,πn⊗1 and that ‖ · ‖π1⊗1,...,πn⊗1 ≤
‖ · ‖π1,...,πn. The converse inequality is easy to show, and thus the proof is
complete. ♦
Corollary 5.4 Let πi be a representation of the C*-algebra Ai, i = 1, . . . , n.
Assume that π1 and πn have separating vectors. If
ker(πi) ⊆ ker(π
′
i), for each i = 1, . . . , n, (25)
thenMπ1,...,πn ⊆Mπ′1,...,π′n and ‖ϕ‖π′1,...,π′n ≤ ‖ϕ‖π1,...,πn, for each ϕ ∈Mπ1,...,πn.
Proof. The proof is similar to that of [20, Corollary 5.8]; we include it for
completeness. Let H be an infinite-dimensional Hilbert space of sufficiently
large dimension. Then (25) implies
rank(π′i(ai)) ≤ rank(πi(ai)⊗ 1), for all ai ∈ Ai.
By (22), π′i
a
≪ πi ⊗ 1. Applying now Theorem 5.1 and then Lemma 5.3 we
obtain the statement. ♦
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Using Corollary 5.4 and results from [20] we will now show that if the
C*-algebrasAi are commutative then the spaceMπ1,...,πn(A1, . . . ,An) of mul-
tipliers depends only on the supports of spectral measures corresponding to
the representations πi.
Assume that Ai is commutative, i = 1, . . . , n and let Xi be the maximal
ideal spaces of Ai; then Ai ≃ C0(Xi). Let πi be a representation of Ai and
Eπi be the spectral measure on Xi corresponding to πi.
It was proved in [20, Lemma 7.2] that if f ∈ C0(X) and the representation
π of C0(X) is such that rank (π(f)) <∞ then
rank (π(f)) =
∑
x∈S(f,Epi)
dim(Eπ({x})),
where S(f, Eπ) = {x ∈ supp Eπ : f(x) 6= 0}. Thus the condition
supp Eπ′ ⊂ supp Eπ
implies ker π(f) ⊆ ker π′(f). As each representation π of a commutative
algebra C0(X) has a separating vector we have the following
Corollary 5.5 Let πi, π
′
i be separable representations of the C*-algebra Ai =
C0(Xi) and Eπi and Eπ′i be the corresponding spectral measures (i = 1, . . . , n).
If
supp Eπ′i ⊆ supp Eπi, for each i = 1, . . . , n,
then Mπ1,...,πn ⊆Mπ′1,...,π′n.
Let µi be measures on Xi. Let πi be a representation of C0(Xi) on
L2(Xi, µi) defined by (πi(f)h)(xi) = f(xi)h(xi). We call ϕ ∈ C0(X1 × . . .×
Xn) a (µ1, . . . , µn)-multiplier if ϕ ∈Mπ1,...,πn and let ‖ϕ‖µ1,...,µn = ‖ϕ‖π1,...,πn.
By Corollary 5.5, the set of the all (µ1, . . . , µn)-multipliers depends only
on the supports of measures µi. The next statement shows the connection be-
tween (µ1, . . . , µn)-multipliers and multidimensional Schur multipliers (with
respect to discrete measures).
Corollary 5.6 Let Xi be locally compact spaces with countable bases and let
µi be Borel σ-finite measures on Xi with supp µi = Xi. Then ϕ ∈ C0(X1 ×
. . . × Xn) is a (µ1, . . . , µn)-multiplier if and only if ϕ is a Schur multiplier
on X1 × . . .×Xn. Moreover, in this case ‖ϕ‖µ1,...,µn = ‖Sϕ‖.
Proof. The proof is similar to that of [20, Theorem 7.5]. ♦
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6 Universal multipliers
The main goal of this section is to give a full description of the multipliers
which do not depend on the choice of the representations of the C*-algebras
A1, A2, . . . ,An. Recall that an element ϕ ∈ A1⊗ . . .⊗An is called a univer-
sal multiplier if ϕ is a π1, π2, . . . , πn-multiplier for all representations π1,
π2,..., πn of A1, A2, . . . ,An, respectively. The set of all universal multipliers
in A1 ⊗ · · · ⊗ An is denoted by M(A1, . . . ,An).
Along with the universal multipliers, we will describe another class of
multipliers which we call projective universal multipliers and define as follows.
Let H1, . . . , Hn be Hilbert spaces. Equip Γ(H1, . . . , Hn) with the projective
tensor norm ‖ · ‖∧, where each of the terms Hi ⊗Hi+1 (resp. Hdi−1 ⊗H
d
i ) is
given its operator norm. We call an element ϕ ∈ B(H1⊗· · ·⊗Hn) a concrete
projective multiplier if there exists C > 0 such that ‖Sϕ(ζ)‖op ≤ C‖ζ‖∧, for
all ζ ∈ Γ(H1, . . . , Hn). If A1, . . .An are C*-algebras, an element ϕ ∈ A1 ⊗
· · ·⊗An will be called a projective universal multiplier if (π1⊗· · ·⊗πn)(ϕ)
is a concrete projective multiplier for all choices of representations π1, . . . , πn
of A1, . . . ,An, respectively. We denote by M
∧(A1, . . . ,An) the set of all
projective universal multipliers.
If ϕ ∈M(A1, . . . ,An) let
‖ϕ‖univ = sup
π1,π2,...,πn
‖ϕ‖π1,π2,...,πn.
Note that ‖ϕ‖univ is finite. In fact, assume that there exist representations
π1,k, . . . , πn,k, such that ‖ϕ‖π1,k,π2,k,...,πn,k →k→∞ ∞ and let π1 =
⊕
k
π1,k,
π2 =
⊕
k
π2,k, . . . , πn =
⊕
k
πn,k. Then, by Theorem 5.1,
‖ϕ‖π1,k,π2,k,...,πn,k ≤ ‖ϕ‖π1,π2,...,πn,
for all k ∈ N, which contradicts the fact that ϕ ∈M(A1, . . . ,An).
It is clear that M(A1, . . . ,An) is a linear subspace of A1 ⊗ · · · ⊗ An
containing A1 ⊙ · · · ⊙ An.
Recall that the Haagerup norm on A1 ⊙A2 ⊙ . . .⊙An is
‖ω‖h = inf{‖ω1‖‖ω2‖ . . . ‖ωn‖ : ω = ω1 ⊙ ω2 ⊙ . . .⊙ ωn,
ω1 ∈M1,i1(A1), ω2 ∈Mi1,i2(A2), . . . , ωn ∈Min−1,1(An), i1, i2, . . . , in−1 ∈ N}.
A modification of the Haagerup norm on the algebraic tensor product
of two C∗-algebras was considered in [19, 20]. We now introduce a natural
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generalisation of this norm for arbitrary n. Recall the maps ω 7→ ωt and
ω 7→ ωd on Mn(A) = Mn(C)⊗A given on elementary tensors by (a⊗ b)t =
at ⊗ b and (a ⊗ b)d = a ⊗ bd (here A is a C∗-subalgebra of B(H) for some
Hilbert space H). We set
‖ω‖ph = inf{
∏
0≤i<n
2
‖ωtn−2i‖‖ωn−2i−1‖ : ω = ω1 ⊙ ω2 ⊙ . . .⊙ ωn, ω0 = I,
ω1 ∈M1,i1(A1), ω2 ∈Mi1,i2(A2), . . . , ωn ∈Min−1,1(An), i1, i2, . . . , in−1 ∈ N},
In the case n = 2, the above norm was denoted in [19] by ‖ · ‖h′ . Clearly,
if the algebras Ai, i = 1, . . . , n, are commutative then the norms ‖ · ‖h and
‖ · ‖ph coincide. It was shown in [19] that in general they need not be even
equivalent.
Lemma 6.1 ‖ω‖univ ≤ ‖ω‖ph for all ω ∈ A1 ⊙ . . .⊙An.
Proof. Let πi be a representation of Ai, i = 1, . . . , n, and let ω = ω1 ⊙ ω2 ⊙
. . . ⊙ ωn, where ω1 ∈ M1,k1(A1), ω2 ∈ Mk1,k2(A2), . . . , ωn ∈ Mkn−1,1(An) for
some k1, k2, . . . , kn−1 ∈ N.
Let n be even, ξ1,2 ∈M1,l1(H1⊗H2), η2,3 ∈Ml1,l2(H
d
2 ⊗H
d
3 ), . . . , ξn−1,n ∈
Mln−2,1(Hn−1 ⊗Hn) and
ζ = ξ1,2 ⊙ η2,3 ⊙ · · · ⊙ ξn−1,n ∈ Γ(H1, . . . , Hn).
Letting π = π1 ⊗ . . .⊗ πn, by Lemma 4.8 we have
Sπ(ω)(ζ) = (id 1,kn−1 ⊗ πn)(ω
t
n) . . . (θl1,l2(η2,3)
t ⊗ Ik2)
×((id k1,k2 ⊗ π2)(ω
t
2)⊗ Il1)(θ1,l1(ξ1,2)
t ⊗ Ik1)(id k1,1 ⊗ π1)(ω
t
1)
d.
Since ‖(idkm−1,km ⊗πm)(ω
t
m)
d‖ = ‖(idkm−1,km ⊗πm)(ωm)‖, we have
‖Sπ(ω)(ζ)‖op ≤ ‖θ1,l1(ξ1,2)
t‖ . . . ‖θln−2,1(ξn−1,n)
t‖
×
∏
0≤i<n
2
‖ωtn−2i‖‖ωn−2i−1‖ = ‖ω‖ph‖ζ‖h.
Now let n be odd and
ζ = η1,2 ⊙ ξ2,3 ⊙ · · · ⊙ ξn−1,n ∈ Γ(H1, . . . , Hn),
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where η1,2 ∈ M1,l1(H
d
1 ⊗ H
d
2 ), ξ2,3 ∈ Ml1,l2(H2 ⊗ H3), . . . , ξn−1,n ∈ Mln−2,1
(Hn−1 ⊗Hn). Using the previously obtained inequality, we have
‖Sπ(ω)(ζ)‖op = sup
‖ξ‖≤1
‖Sπ(ω)(ζ)(ξ)‖Hn
= sup
‖ξ‖≤1
‖Sid⊗π(1⊗ω)((1⊗ ξ)⊗ ζ)‖B(Cd,Hn)
≤ ‖ω‖ph‖ξ‖‖ζ‖h.
The proof is complete. ♦
If H1, . . . , Hn are Hilbert spaces, we say that a net {ϕν} ⊆ B(H1 ⊗
· · · ⊗ Hn) converges semi-weakly to an operator ϕ ∈ B(H1 ⊗ · · · ⊗ Hn) if
(ϕνζ1, ζ2)→ (ϕζ1, ζ2) for all ζ1, ζ2 ∈ H1⊙· · ·⊙Hn. Note that if the net {ϕν}
is bounded then it converges semi-weakly if and only if it converges weakly.
Let A1 ⊆ B(H1), A2 ⊆ B(H2), . . ., An ⊆ B(Hn) be C*-algebras and
(A1 ⊙ A2 ⊙ . . . ⊙ An)
♯ be the linear space of all ϕ ∈ A1 ⊗ A2 ⊗ . . . ⊗ An
for which there exists a net {ϕν} ⊆ A1 ⊙ A2 ⊙ . . . ⊙ An converging to ϕ
semi-weakly (as a net of operators in B(H1⊗H2⊗ . . .⊗Hn)) and such that
sup
ν
‖ϕν‖ph <∞.
Proposition 6.2 Let Ai ⊆ B(Hi), i = 1, . . . , n, be C*-algebras. Then (A1⊙
· · · ⊙ An)
♯ ⊆M(A1, . . . ,An) ⊆M
∧(A1, . . . ,An).
Proof. Since ‖ζ‖h ≤ ‖ζ‖∧ for all ζ ∈ Γ(H1, . . . , Hn) we haveM(A1, . . . ,An) ⊆
M∧(A1, . . . ,An).
Let us first prove that
(A1 ⊙ · · · ⊙ An)
♯ ⊆Mπ1,...,πn(A1, . . . ,An),
in the case where πi =
⊕
λi
id is the sum of λi copies of the identity represen-
tation. Let {ϕν} ⊆ A1⊙ . . .⊙An be a net converging semi-weakly to ϕ and
such that D = sup
ν
‖ϕν‖ph <∞ and π = π1 ⊗ . . .⊗ πn. By Lemma 6.1,
‖Sπ(ϕν)(ζ)‖op ≤ D‖ζ‖h
for all ν and ζ ∈ Γ(H1, . . . , Hn).
Suppose first that n is even. To prove that ‖Sπ(ϕ)(ζ)‖op ≤ D‖ζ‖h, it
suffices to show that the net {Sπ(ϕν)(ζ)} of operators in B(H˜
d
1 , H˜n) converges
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weakly to the operator Sπ(ϕ)(ζ) (here and in the sequel we set H˜i =
⊕
λi
Hi, i =
1, . . . , n). By linearity and the uniform boundedness of the net {Sπ(ϕν)(ζ)},
it is suffices to prove that
(Sπ(ϕν)(ζ)x
d, y)→ (Sπ(ϕ)(ζ)x
d, y)
for all xd and y which have only one non-zero entry in the corresponding
direct sums of Hd1 and Hn, respectively.
Fix such xd and y, and let ζ = ξ1,2 ⊗ η
d
2,3 ⊗ . . .⊗ ξn−1,n ∈ Γ(H˜1, . . . , H˜n).
Then
(Sπ(ϕν)(ζ)x
d, y) = (π(ϕν)(ξ1,2⊗ . . .⊗ξn−1,n), x⊗η2,3⊗η4,5⊗ . . .⊗ηn−2,n−1⊗y)
Indeed, assuming n = 4 for the simplicity we get
(Sπ(ϕν)(ζ)x
d, y) = (σπ(ϕν)θ(ξ1,2 ⊗ ξ3,4)(θ(η
d
2,3)), θ(x⊗ y))2
= (σπ(ϕν)θ(ξ1,2 ⊗ ξ3,4), θ(θ(η2,3)⊗ θ(x⊗ y)))2
= (σπ(ϕν)θ(ξ1,2 ⊗ ξ3,4), θ(x⊗ η2,3 ⊗ y))2
= (π(ϕν)(ξ1,2 ⊗ ξ3,4), x⊗ η2,3 ⊗ y).
Fix ǫ > 0 and let ζ˜ = ξ˜1,2 ⊗ η˜
d
2,3 ⊗ · · · ⊗ ξ˜n−1,n be such that all norms
‖ξ1,2 − ξ˜1,2‖, ‖η2,3 − η˜2,3‖,. . . ,‖ξn−1,n − ξ˜n−1,n‖ are smaller than ǫ and all
vectors ξ˜1,2, η˜d2,3,. . . ,ξ˜n−1,n are finite sums of elementary tensors which have
only finitely many non-zero entries in the direct sums of the corresponding
Hilbert spaces. Thus, we may assume that ξ˜1,2 ∈ H
(k)
1 ⊙H
(k)
2 ,η˜2,3 ∈ H
(k)
2 ⊙H
(k)
3
. . . ,ξ˜n−1,n ∈ H
(k)
n−1 ⊙H
(k)
n , xd ∈ H
(k)
1 and y ∈ H
(k)
n for some k ∈ N.
It follows from the formula above that there exists ν0 such that if ν ≥ ν0
then
|(Sπ(ϕν)(ζ˜)x
d, y)− (Sπ(ϕ)(ζ˜)x
d, y)| < ǫ.
On the other hand,
|(Sπ(ϕν)(ζ)x
d, y)− (Sπ(ϕν)(ζ˜)x
d, y)|
≤ D‖x‖‖y‖‖ζ˜ − ζ‖h ≤ (C + ǫ)
n−2D(n− 1)‖x‖‖y‖ǫ,
for every ν, where C = max{‖ξ1,2‖, ‖η2,3‖ . . . , ‖ξn−1,n‖}. Using Remark 4.3,
we have
|(Sπ(ϕ)(ζ)x
d, y)− (Sπ(ϕ)(ζ˜)x
d, y)|
≤ ‖ϕ‖‖x‖‖y‖‖ζ − ζ˜‖2,∧ ≤ ‖ϕ‖(C + ǫ)
n−2(n− 1)‖x‖‖y‖ǫ.
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Thus,
|(Sπ(ϕν)(ζ)x
d, y)− (Sπ(ϕ)(ζ)x
d, y)|
≤ ǫ(1 + (C + ǫ)n−2D(n− 1)‖x‖‖y‖+ ‖ϕ‖(C + ǫ)n−2(n− 1)‖x‖‖y‖)
whenever ν ≥ ν0. It follows that the net {Sπ(ϕν)(ζ)} converges weakly to
Sπ(ϕ)(ζ) and hence ϕ ∈ Mπ1,...,πn (A1, . . . ,An).
In the case n is odd, a calculation similar to the one above shows that
(Sπ(ϕν)(ζ)x, y) is equal to
(π(ϕν)(x⊗ ξ2,3 ⊗ . . .⊗ ξn−1,n), η1,2 ⊗ . . .⊗ ηn−2,n−1 ⊗ y),
whenever x ∈ H˜1, y ∈ H˜n, ζ = η
d
1,2⊗ ξ2,3⊗ . . .⊗ ξn−1,n ∈ Γ(H˜1, . . . , H˜n), and
the proof proceeds in a similar fashion.
Now let π1, . . . , πn be representations of A1, . . . , An on Hπ1, . . . , Hπn
and π = π1 ⊗ . . .⊗ πn. Then
rank(πi(ai)) ≤ rank
 ⊕
dim(Hpii )
id(ai)

for all ai ∈ Ai and i = 1, .., n. By Theorem 5.1 (i),
ML
λ1
id,
L
λ2
id,...,
L
λk
id(A1, . . . ,An) ⊆Mπ1,π2,...,πk(A1,A2, . . . ,An).
The proof is complete. ♦
Assume that n is even. Then the mapping Sid(ϕ) acting on Γ(H1, . . . ,
Hn) = (H1 ⊗ H2) ⊙ (H
d
2 ⊗ H
d
3 ) ⊙ . . . ⊙ (Hn−1 ⊗ Hn) can be regarded as a
mapping on the algebraic tensor product
HS(Hn−1, Hn)⊙HS(Hn−2, Hn−1)
d ⊙ . . .⊙HS(H1, H2) (26)
of the corresponding spaces of Hilbert-Schmidt operators by letting
Sϕ(θ(ξn−1,n)⊗ θ(ηn−2,n−1)
d ⊗ θ(ξn−3,n−2)⊗ . . .⊗ θ(ξ1,2)) = Sϕ(ζ),
where ζ = ξ1,2 ⊗ ηd2,3 ⊗ ξ3,4 ⊗ . . . ⊗ ξn−1,n. Denote the space (26) by HSΓ
(H1, . . . , Hn). If ϕ is an elementary tensor then Lemma 4.8 (i) shows that
Sid(ϕ) is A
′
n, (A
d
n−1)
′, . . . ,A′2, (A1
d)′-modular. It follows by continuity that
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Sid(ϕ) is A
′
n, (A
d
n−1)
′, . . . ,A′2, (A1
d)′-modular for every ϕ ∈ A1 ⊗ · · · ⊗ An. If
moreover ϕ ∈Mid,...,id(A1, . . . ,An) then Sid(ϕ) can be extended to a bounded
mapping (denoted in the same way) from the algebraic tensor product
K(Hdn−1, Hn)⊙K(H
d
n−2, Hn−1)
d ⊙ · · · ⊙ K(Hd1 , H2)
into K(Hd1 , Hn). By continuity, this extension is A
′
n, (A
d
n−1)
′, . . . ,A′2, (A1
d)′-
modular.
Similarly, if n is odd and ϕ ∈ Mid,...,id(A1, . . . ,An) then Sid(ϕ) can be
regarded as a multilinear A′n, (An−1
d)′, . . . , (A2
d)′,A′1-modular map from
K(Hdn−1, Hn)⊙K(H
d
n−2, Hn−1)
d ⊙ · · · ⊙ K(Hd1 , H2)
into B(H1, Hn). Denote by M
cb
id,...,id(A1, . . . ,An) the set of all (id, . . . , id)-
multipliers for which the mapping Sid(ϕ) is completely bounded.
Proposition 6.3 Let Ai ⊆ B(Hi), i = 1, . . . , n, be von Neumann algebras.
Then Mcbid,...,id(A1, . . . ,An) ⊆ (A1 ⊙ · · · ⊙ An)
♯.
Proof. Assume first that n is even. For notational simplicity we assume that
Hi is separable, i = 1, . . . , n. Let id : A1 ⊗ · · · ⊗ An → B(H1 ⊗ · · · ⊗Hn) be
the identity representation.
Let ϕ ∈ Mcbid,...,id(A1, . . . ,An). Then Sid(ϕ) is a multilinear A
′
n, (A
d
n−1)
′,
. . ., A′2, (A1
d)′-modular mapping on
K(Hdn−1, Hn)⊙K(Hn−2, H
d
n−1)⊙ · · · ⊙ K(H
d
1 , H2)
taking values in K(Hd1 , Hn). LetH
∞ = H⊗l2 and I∞ be the identity operator
on l2.
Since Sid(ϕ) is completely bounded, it extends to a completely bounded
mapping, denoted in the same way, from
K(Hdn−1, Hn)⊗h K(Hn−2, H
d
n−1)⊗h · · · ⊗h K(H
d
1 , H2)
into K(Hd1 , Hn). Then the second dual S
∗∗
id(ϕ) is a weak* continuous com-
pletely bounded mapping from B(Hdn−1, Hn) ⊗σ h . . . ⊗σ h B(H
d
1 , H2) into
B(Hd1 , Hn) and hence gives rise to a weak* continuous completely bounded
A′n, (A
d
n−1)
′, . . ., A′2, (A1
d)′-modular multilinear map, denoted in the same
way, from
B(Hdn−1, Hn)× B(Hn−2, H
d
n−1)× · · · × B(H
d
1 , H2)
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into B(Hd1 , Hn).
It follows from Corollary 5.9 of [9] that there exist bounded linear oper-
ators A1 : H
d
1 → (H
d
1 )
∞, Aj : H
∞
j → H
∞
j , if j is even, Aj : (H
d
j )
∞ → (Hdj )
∞
if j is odd (j = 2, . . . , n − 1) and An : H
∞
n → Hn such that the entries of
Aj with respect to the corresponding direct sum decomposition belong to
A′′j = Aj for even j and to (A
d
j )
′′ = Adj for odd j,
Sid(ϕ)(ζ) = An(θ(ξn−1,n)⊗ I∞)An−1(θ(ηn−2,n−1)
d ⊗ I∞)An−2 . . . A1,
for all
ζ = θ(ξn−1,n)⊗ θ(ηn−2,n−1)
d ⊗ . . .⊗ θ(ξ1,2) ∈ HSΓ(H1, . . . , Hn),
and
‖Sid(ϕ)‖cb =
∏
1≤i≤n
‖Ai‖.
Let Pm,ν = (p
m
ij )
∞
i,j=1 be the projection with p
m
ij ∈ B(Hm) (resp. p
m
ij ∈
B(Hdm)), p
m
ii = IHm (resp. p
m
ii = IHdm) if m is even (resp. if m is odd) and
1 ≤ i ≤ ν, and pmij = 0 otherwise.
Set ϕν = A
d,t
1 P
d
1,ν⊙P2,νA2P2,ν⊙P3,νA
d
3P3,ν . . .⊙Pn,νAn. Clearly, ‖ϕν‖ph ≤∏
1≤i≤n
‖Ai‖ for each ν; it hence suffices to prove that {ϕν} converges semi-
weakly to ϕ.
As Sid(ϕν)(ζ) equals
AnPn,ν(θ(ξn−1,n)⊗ I∞)Pn−1,νAn−1Pn−1,ν(θ(ηn−2,n−1)d ⊗ I∞) . . . P1,νA1
and Pl,ν converges strongly to IHl, we have that Sid(ϕν)(ζ) converges weakly
to Sid(ϕ)(ζ). By the proof of Proposition 6.2, if xd ∈ H
d
1 , y ∈ Hn and
ψ ∈ A1 ⊗ . . .⊗An then (Sid(ψ)(ζ)xd, y) equals
(σid(ψ)θ(ξ1,2 ⊗ . . .⊗ ξk−1,k), θ(x⊗ η2,3 ⊗ . . .⊗ ηk−2,k−1 ⊗ y))2
= (ψ(ξ1,2 ⊗ . . .⊗ ξk−1,k), x⊗ η2,3 ⊗ . . .⊗ ηk−2,k−1 ⊗ y).
Thus ϕν converges semi-weakly to ϕ and therefore ϕ ∈ (A1 ⊙ . . . ⊙ An)
♯,
giving the inclusion Mcbid,...,id(A1, . . . ,An) ⊆ (A1⊙ . . . ⊙ An)
♯.
Now assume that n is odd. In this case S∗∗id(ϕ) is a weak* continuous com-
pletely bounded multilinear A′n, (A
d
n−1)
′, . . ., (Ad2)
′, A1
′-modular mapping
on
B(Hdn−1, Hn)× B(Hn−2, H
d
n−1)× · · · × B(H1, H
d
2 )
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taking values in B(H1, Hn)
∗∗. Let Q be the weak* continuous projection from
B(H1, Hn)
∗∗ onto B(H1, Hn). Then Q ◦ S
∗∗
id(ϕ) takes values in B(H1, Hn), and
coincides with Sid(ϕ) on HSΓ(H1, . . . , Hn). The proof now proceeds as above.
♦
Proposition 6.4 Let Ai ⊆ B(Hi), i = 1, . . . , n, be C*-algebras. Then
M∧(A1, . . . , An) ⊆ M
cb
id,...,id(A1, . . . ,An).
Proof. Let ϕ ∈ M∧(A1, . . . ,An). Then there exists a constant D > 0 such
that
‖σπ1⊗...⊗πn(ϕ)(ζ)‖op ≤ D‖ζ‖∧
for all ζ ∈ Γ(H1, . . . , Hn) and all representations π1, . . . , πn of A1, . . . ,An,
respectively.
Let k ∈ N. The space HSΓ(Hk1 , . . . , H
k
n) is naturally isomorphic to
Mk(HS(Hn−1, Hn))⊙Mk(HS(Hn−2, Hn−1)
d)⊙ . . .⊙Mk(HS(H1, H2)),
(27)
and thus the mapping S(id⊗1k)⊗...⊗(id⊗1k)(ϕ) is well-defined on the space (27).
One can easily check that
S
(k)
id⊗...⊗id(ϕ)(Ξn−1 ⊙ . . .⊙ Ξ1) = S(id⊗1k)⊗...⊗(id⊗1k)(ϕ)(Ξn−1 ⊗ . . .⊗ Ξ1), (28)
where Ξi ∈ Mk(HS(Hi, Hi+1)) (resp. Ξi ∈ Mk(HS(Hi, Hi+1)d)) if i is even
(resp, if i is odd) and Ξi ∈Mk(HS(Hi, Hi+1)d) (resp. Ξi ∈Mk(HS(Hi, Hi+1)))
if i is odd (resp, if i is even). If the matrices Ξi are of arbitrary sizes such
that the product Ξn−1⊙ . . .⊙Ξ1 is well defined then they may be considered
as square matrices, all of the same size, by complementing with zeros, and
identity (28) will still hold. It follows that
‖S
(k)
id⊗...⊗id(ϕ)(Ξ1 ⊙ . . .⊙ Ξn−1)‖op ≤ D
∏
1≤i≤n−1
‖Ξi‖op, for all Ξ1, . . .Ξn−1,
and hence the mapping Sid⊗...⊗id(ϕ) is completely bounded and ϕ is an (id, . . . ,
id)-multiplier. ♦
Theorem 6.5 Let Ai ⊆ B(Hi), i = 1, . . . , n, be C*-algebras. Then M(A1,
. . . , An) =M
∧(A1, . . . , An) = (A1 ⊙ · · · ⊙ An)
♯.
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Proof. By Propositions 6.2, 6.3 and 6.4,
Mcbid,...,id(A
′′
1, . . . ,A
′′
n) = (A
′′
1 ⊙ . . .⊙A
′′
n)
♯.
Evidently,
Mcbid,...,id(A1, . . . ,An) ⊆M
cb
id,...,id(A
′′
1, . . . ,A
′′
n) ∩ (A1 ⊗ . . .⊗An).
Applying Propositions 6.2, 6.3 and 6.4, we obtain
(A1 ⊙ . . .⊙An)
♯ ⊆ M(A1, . . . ,An)
⊆ M∧(A1, . . . ,An)
⊆ Mcbid,...,id(A1, . . . ,An)
⊆ Mcbid,...,id(A
′′
1, . . . ,A
′′
n) ∩ (A1 ⊗ . . .⊗An)
= (A′′1 ⊙ . . .⊙A
′′
n)
♯ ∩ (A1 ⊗ . . .⊗An).
It hence suffices to show that
(A′′1 ⊙ . . .⊙A
′′
n)
♯ ∩ A1 ⊗ . . .⊗An ⊆ (A1 ⊙ . . .⊙An)
♯.
Let ϕ ∈ (A′′1 ⊙ . . . ⊙ A
′′
n)
♯ ∩ (A1 ⊗ . . . ⊗ An). Then there exists a net
{ϕν}ν∈J ⊆ A
′′
1 ⊙ . . . ⊙ A
′′
n with sup
ν
‖ϕν‖ph < ∞ which converges semi-
weakly to ϕ. Write ϕν = A1,ν ⊙ . . . ⊙ An,ν , where A1,ν ∈ M1,i1(A
′′
1), A2,ν ∈
Mi1,i2(A
′′
2), . . . , An,ν ∈Min,1(A
′′
n).
By Kaplansky’s Density Theorem for TRO’s [17], for each pair (m, ν)
there exists a net {Am,ν,τ(m)}τ(m) ⊂ Mim−1,im(Am) converging strongly to
Am,ν and such that ||Am,ν,τ(m)|| ≤ ||Am,ν|| for all τ(m). Thus if Aν,τ =
A1,ν,τ(1) ⊙ A2,ν,τ(2) ⊙ . . .⊙ An,ν,τ(n), where τ = (τ(1), . . . , τ(n)), then the net
{Aν,τ}τ converges strongly to ϕν and ||Aν,τ ||ph ≤ ||ϕν ||ph.
Let U be the collection of all weak neighbourhoods of 0 of the form {S ∈
B(H1⊗· · ·⊗Hn) : |(S(ζ
j
1), ζ
j
2)| < ǫj , j = 1, . . . , k}, where ζ
j
1 , ζ
j
2 ∈ H1⊙· · ·⊙Hn
and ǫj > 0, j = 1, . . . , k. Note that U is directed with respect to reverse
inclusion. The convergence of the net {ϕν}ν∈J semi-weakly to ϕ implies that
for every U ∈ U there exists ν(U) such that for every λ ∈ J with λ ≥ ν(U),
we have that ϕλ − ϕ ∈ U . The convergence of {Aν,τ}τ to ϕν implies the
existence of T (ν(U), U) such that for every τ ≥ T (ν(U), U), we have that
Aν(U),τ − ϕν(U) ∈ U . Consider the net AU = Aν(U),T (ν(U),U) indexed by U . It
is easy to check that AU converges semi-weakly to ϕ. The proof is complete.
♦
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Note that in Theorem 6.5 we actually proved that if n is even, ϕ ∈
M(A1, . . . ,An), ζ = ξ1,2 ⊗ · · · ⊗ ξn−1,n ∈ Γ(H1, . . . , Hn) and
Sid⊗···⊗id(ϕ)(ζ) = An(θ(ξn−1,n)⊗ I) . . . (θ(ξ1,2)⊗ I)A
d
1,
where Ai for i even (resp. A
d
i for i odd) is a bounded block operator matrix
with entries in A′′i (resp. (A
d
i )
′′), then there exists a net ϕν = A
ν
1⊙A
ν
2⊙· · ·⊙
Aνn, where A
ν
i is a finite block operator matrix with entries in Ai such that
ϕν → ϕ semi-weakly, A
ν
i → Ai (resp. A
ν d
i → A
d
i ) strongly for i even (resp.
for i odd) and all operator norms ‖Aνi ‖, ‖Ai‖ are bounded by a constant
depending only on n. A similar statement holds in the case n is odd.
Denote by (A1 ⊙ . . . ⊙ An)
∼ the set of all ϕ ∈ A1 ⊗ . . . ⊗ An for which
there exists a net {ϕν} ⊆ A1⊙ · · ·⊙An, such that sup
ν
‖ϕν‖ph <∞ and if πi
is an irreducible representation of Ai, i = 1, . . . , n, then {(π1⊗ . . .⊗πn)(ϕν)}
converges semi-weakly to (π1 ⊗ . . .⊗ πn)(ϕ). Note that if sup
ν
‖ϕν‖min <∞,
which holds for example when the norms ‖ · ‖ph and ‖ · ‖h are equivalent
(see [19]), then in the definition of the space (A1 ⊙ . . . ⊙ An)
∼ the semi-
weak convergence can be replaced by the convergence in the weak operator
topology.
It follows from [20] that if A and B are commutative C*-algebras then
M(A,B) = (A⊙B)∼. As a corollary of Theorem 6.5, we show that the same
equality holds for an arbitrary number of arbitrary C*-algebras, giving an
answer to a problem posed in [20].
Theorem 6.6 Let Ai, i = 1, . . . , n, be C*-algebras. Then
M(A1, . . . ,An) =M
∧(A1, . . . ,An) = (A1 ⊙ . . .⊙An)
∼.
Proof. Let π1 =
⊕
π∈IrrRep(A1)
π, . . . , πn =
⊕
π∈IrrRep(An)
π, where IrrRep(Ai) is
a set whose elements are all inequivalent irreducible representations of Ai.
Then
M(A1, . . . ,An) = (π1 ⊗ . . .⊗ πn)
−1(π1(A1)⊙ . . .⊙ πn(An))
♯
⊆ (A1 ⊙ . . .⊙An)
∼.
Using arguments similar to the ones from the proof of Proposition 6.2, one
can show that
(A1 ⊙ . . .⊙An)
∼ ⊆M(A1, . . . ,An),
which together with Theorem 6.5 gives the statement of the theorem. ♦
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