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Abstract We present results of an experiment probing
whether adults exhibit categorical perception when affec-
tively rating robot-like sounds (Non-linguistic Utterances).
The experimental design followed the traditional methodol-
ogy from the psychology domain for measuring categorical
perception: stimulus continua for robot sounds were pre-
sented to subjects, who were asked to complete a discrimi-
nation and an identification task. In the former subjects were
asked to rate whether stimulus pairs were affectively differ-
ent, while in the latter they were asked to rate single stimuli
affectively. The experiment confirms that Non-linguistic
Utterances can convey affect and that they are drawn towards
prototypical emotions, confirming that people show cate-
gorical perception at a level of inferred affective meaning
when hearing robot-like sounds. We speculate on how these
insights can be used to automatically design and generate
affect-laden robot-like utterances.
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1 Introduction
Utterances made by machines—and in this article specifi-
cally—by social robots, need to be congruent with the expec-
tations of users. Although robots come in all shapes and sizes,
not all embodiments lend themselves well to the use of nat-
ural language interaction (NLI), nor do they demand that
NLI be the sole means of vocal expression [36,55]. While
it is well established that NLI is an important element of
social machine interfaces, the current state-of-the-art in nat-
ural language processing means that NLI is limited to closed
domains and interactions [46,48], making its application to
social robotics limited. So too does the violation of expec-
tations that may have been formed of a robot due to the use
of NLI [51]. If a design decision is taken for a robot not to
have NLI, this leaves some very open questions as to what
kind of audible behaviour a robot should have instead, if any
at all.
In this article, we turn to a relatively untapped source of
inspiration to tackle this problem for social robots: the world
of film and animation. This industry has shown us that social
robots (on the “big screen”) do not need to utilise NLI in
order for them to be interactive, expressive and engaging for
people. Rather, robots like R2D2 and many of the charac-
ters from the film WALL-E readily use robotic sounds as a
means of rich expression, rather than relying on natural lan-
guage. Furthermore, the audience is seemingly un-phased by
this, tending to show few signs of confusion or negative reac-
tions to the robot’s use of these sounds as social cues [31].
Moreover, these robots utilise a wide variety of alternative
robot-specific modalities and social cues that are arguably
equally rich and expressive in their own right and allow for
robot-specific methods of communication of affect and inner
states. What is interesting about these different types of cues
is that they tend to be overlooked when compared with the
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study of other, more conventional models of communication,
such as facial and body body gestures, gaze and natural lan-
guage.
Through observations of the world of animation andmany
of the real robots that we see today, it is clear that the
design space for creating robots with different morpholo-
gies is large and under the complete control of the robot
designer, and as such, so too is the design space for cre-
ating robot-specific modalities and social cues [20]. Robot
modalities can be inspired by nature, for instance, in the
use of expressive ears [7] or tails [68]. Alternatively, these
modalities can be derived from technology and thus are more
robot-specific. These include the exploitation of lights and
colours [24,71], shapes and robot specific body parts [20],
movement [61], or certain sounds [38,56,65,72]. However,
large areas of these different design spaces are uncharted,
and as a result, many of the possible ways in which robots
may utilise robot-specific social cues have not been explored
and their utility is not well understood, nor is the under-
standing of how people respond to these in turn. Through
studying and understanding these rich types of social cues,
important design insights and principles will likely emerge
(such as those presented in this article), which will help
the future design of a host of different social and service
robots.
The work presented here explores how robotic sounds
(which we term Nonlinguistic Utterances) may be used by
social robots as a means of rich affective expression during
social human–robot interaction, rather than placing an unnec-
essarily emphasis or requirement on the need for NLI or a
human-like voice. In essence, we argue that not all robots
need to use natural language as a means of audible com-
munication and that there are other alternatives that may be
suitable also. The world of animation has shown us that such
sounds have great effect when used on the big screen, how-
ever, one cannot assume that what works on the big-screen
directly translates to autonomous robots. Thework presented
here is part of a larger effort to explore and understand towhat
extent Non-linguistic Utterances can be utilized for social
HRI, where the application in animation and HRI differ, and
what the limitations may be for HRI from a practical per-
spective.
Specifically, this article is concerned with the manner in
which people infer affect from non-linguistic Utterances. Do
people see a wide spectrum of rich emotions when they head
robots make expressive robotic sounds, or are their interpre-
tations more coarse? We consider these aspects as they have
direct implications on the design of the acoustic behaviour
of robots. Our line of reasoning is that one cannot reliably
develop and use (robot-specific) social behaviours—in this
case, robotic sounds—without understanding how people
interpret these first.
1.1 Non-linguistic Utterances
In this section we take a more detailed look at what non-
linguistic Utterances are, and are not. Following this, we
outline main motivations for using such robotic sounds, and
what they afford for social robots, as well as caveats that
sound be considered also. Finally, we outline related work,
and draw out the scientific query that we seek to investigate
with this article.
1.1.1 What are Non-linguistic Utterances?
We define non-linguistic Utterances (NLUs) as sounds con-
sisting of chirps, beeps, squeaks and whirrs, which are used
as social cues during HRI. Rather than being designed to
resemble spoken language or artificial languages, they tend
to sound “robot-like” (for example the soundsmade byR2D2
from Star Wars). However, is it still possible to include many
similarities between natural language and NLUs. For exam-
ple, general prosodic features from the human voice may be
mapped toNLUs in order tomake themsoundmore natural or
human-like. Research also suggests that high pitch “voices”
are more suited to smaller robot platforms and lower pitch
“voices” [73]. While it is possible to include these similari-
ties, it is not clear as to whether subjects respond in the same
way to NLUs that follow similar naturalistic patterns found
in the human voice, as they would to the human voice alone.
This is in itself a strong motivation for conducting research
into NLUs and other robot-specific methods of expression—
to increase the depth of scientific understanding.
As social robots also produce other audible sounds also
(such as motor noise, pneumatics, ect), we draw a distinction
between thesemechanical sounds andNLUsbased upon their
use as a social cue. NLUs are designed to be distinct from
these mechanical sounds in order to avoid confusion and are
typically used in a manner where they are meaningful audi-
tory cues. While motor sounds may co-occur with gestural
cues in a robot, we argue that through the consistent design
and use of NLUs, users are are unlikely to confuse these
mechanical sound with NLUs.
While NLUs are the focus of this work, it is worth not-
ing that there is a complementary approach in the form of
Gibberish Speech (GS) [7,50,74,76]. GS consists of utter-
ances designed to resemble natural language, but deliberately
have no linguistic semantic content. As with NLUs, this lack
of linguistic semantic content is a deliberate design choice,
founded on the notion that it is not necessity for robots to
behave or interact socially. A prominent example of this can
be found in the robot Kismet [7], where GSwas used in place
of natural language, and natural, fluid and engaging interac-
tions were observed between subjects and the robot during
user evaluations.
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An important issue to address early on when presenting
the subject of NLUs and GS is their relation to language.
More precisely, whether these types of utterances constitute
a real language. The standpoint that we take in this article
is that they do not. Using fundamental properties1 of a lan-
guage as proposed by Hackett [28] as a reference, namely
Semanticity, Displacement, Arbitrariness, Productivity, Dis-
creteness, Duality and Cultural Transmission, we argue that
bothNLUs andGS indeed have the capacity to accommodate
all of these. However, there are three vital elements missing:
vocabulary (lexicon), syntax and grammar.
As such, we argue that NLUs and GS do not currently
constitute a real language and urge caution at the notion of
thinking about these sounds in this way due to the unnec-
essary confusion and misunderstanding that may arise as a
result. At best, we feel that they may be considered a pro-
tolangauge. However, we do highlight that the step toward a
true language is small, as illustrated by the robot-interaction
language (ROILA) [48,69]. ROILA is presented as new
artificial language that has been optimized for communica-
tion between machines and humans, having a fully specified
vocabulary, syntax and grammar that must be learnt by users.
We argue thatNLUs are different from this.NLUs are non-
linguistic2 and are unable to communicate complex ideas
(e.g. “that ball is red”) when compared to natural language.
This is why we urge caution at thinking about NLUs in
the sense of a language. Moreover, we argue that people
readily and naturally attribute meaning to novel NLUs as
suggested by our previous work [55,56]. Furthermore, we
have found that peoples’ interpretations of NLUs are guided
and biased by the context/scenario in which they are used
with the acoustic properties of the utterances having little
influence with respect to biasing interpretation [57].
While we do not consider NLUs to be a language in their
current format, it is still possible for NLUs to contain well
established semantic meanings. This is done through intro-
ducing strong parallels and similarities with auditory/iconic
sounds [25] and “ear-cons” [5], both of which have very well
established meanings across a broad range of different cul-
tures and are commonly part of user interfaces in personal
electronic products such as smart-phones and personal com-
puters. An analogy with gestural cues would be that NLUs
1 Hackett [28] proposes in total 13 properties that are universal to lan-
guage, however the remaining properties (the vocal-auditory channel,
broadcast transmission and directional reception, rapid fading, speciali-
sation and total feedbackwere the listener can reproducewhat they hear)
relate specifically language through vocal/acoustic expression, and in
the light of artificial languages such as sign language or programming
languages, their value with respect to the broader concept of language
is deemed as limited.
2 We argue that NLUs do not contain linguistic semantic content. They
do however contain semantic content in the same way that the audi-
ble sounds made by computers, smart-phones, etc, contain semantic
content.
can in some cases be considered as emblematic gestures [11].
Given the complexity of NLUs, they are able to extend far
beyond such iconic sounds. In this light, it is our opinion that
the amount of effort required to decode and understand utter-
ances is minimal. We feel that NLUs are not a language that
need to be learnt. Rather, they are very comparable to the
auditory signals made by many modern technologies such
as smart-phones, computers and many household appliances
and their interpretation can be very intuitive as a result.
1.1.2 Motivations. Affordances, and Caveats of Using NLUs
NLUs have been used to great effect within the world of
animation as a means to help bring inanimate objects, such
as robots, to life and allowing them to be portrayed as social
agents who can interact with social peers with ease, andwith-
out the need to use spoken language (robots such as R2D2
and WALL-E provide vivid examples of this). There is also
a growing number of examples of commercial systems that
employ NLUs as a means of expressive displays (e.g. Alde-
baran’s Nao, BeatBot’s My Keepon, Wow Wee’s RoboQuad
and Sony’s Aibo robot dog), showing the commercial appli-
cation of NLUs. This in itself shows that there is indeed
application and value in endowing robots with NLUs and
GS. However, there is currently little to no principled under-
standing as to how NLUs are perceived by robot users, how
they can be automatically generated and how they can be
used effectively in real-world robotic systems.
The use of NLUs and GS does also have potential pitfalls
however, as the type of utterance needs to be aligned with the
physical morphology of the robot in which they are embod-
ied [55,72], hence why some styles of utterance appear to
intuitively match one type of robot more than another. It is
however, not clear as to what exactly drives this. Thus, as
robot and HRI designs can vary considerably, care should be
taken when making the decision on what audible behaviour
to align with a particular robot morphology in order to avoid
violating what naive users deem as appropriate.
As a general guideline [55], it appears that GS tends to be
better matched with humanoid robots well due to the close
resemblance to natural language,3 while it is deemed less
appropriate for zoomorphic robots. On the other hand, NLUs
seem to be appropriate for a broader range of robotmorpholo-
gies, with the caveat being that the aesthetic should not be
easily confused with a real biological entity. For example
this is why an android robot using NLUs may be deemed as
inappropriate.
3 Given the close resemblance between Gibberish Speech and Natural
Language, it may be argued that Gibberish Speech could be perceived
as a foreign language rather than meaningless nonsense to the naive
observer.
123
Author's personal copy
Int J of Soc Robotics
While the shortcomings in comparison to natural language
are obvious, NLUs do have qualities that hold promise for
HRI. For example, utterances are not bound to a particular
spoken dialect, thus their use in multi-lingual and multi-
cultural settingsmaybe advantageous.Also, given thatNLUs
hold little semantic content, there is generally less necessity
to process semantic information from input user speech, thus
situational settings that pose challenges for sensory equip-
ment and technologies such as embedded microphones and
NLP can be considered less problematic4. Furthermore, as
NLUs are generally considered to hold less semantic con-
tent (with less need for a robotic system to consider semantic
content), the burden of interpretation lies with the user, the
intelligent other, with their inherent understanding of situ-
ational context and natural tendency to anthropomorphize
inanimate objects such as robots [17], and treat them as
socially competent [58]. Given this, the presence of an intel-
ligent other may also be exploited to allow utterances to be
used in far less restricted scenarios, widening the range of
potential application areas.
NLUs also have another potential affordance—the abil-
ity to allow robotic designers to subtly manage end user
expectations. It is a common observation in HRI that as
the sophistication of a robotic system increases, so too do
the user’s expectations of that system, and thus the greater
the risk that they discover the system’s limitations and dis-
engage [60]. This however can be circumvented through
expectation setting where both information about a robot’s
capabilities (e.g. vision, tactile sensing, speech recognition,
etc.) and observable behaviour (e.g. reactive behaviour to
input stimulus, and expressive displays, etc.) can be used as
a tool to set user expectations [51]. In theory, by employ-
ing NLUs rather than Natural Language, the robot designer
is able to help keep the bar of expectation at an appropriate
level.
Perhaps one obstacle in this respect are the expectations
that may have been distilled in users through exposure to
popular media. Both film and animation have long presented
robots in a light that far exceeds the true technological state-
of-the-art and can lead to naive users having drastically
incorrect expectations of the real technology. While it is
almost impossible to prevent this from happening, we take
solace in the fact that there are many ideas and concepts
that stem from popular culture that can potentially have very
positive applications in real social HRI. As such we strive to
focus on these rather than the examples and expectations that
negatively impact our field.
4 Such settings tend to be in dynamic and unpredictable real world
environments that are far from the protected and controlled, “safe” lab-
oratory environments.
1.1.3 Related Work on NLUs
Previous work on NLUs within the context of social HRI
has focused on a variety of issues. For example, early work
explored how auditory icons could be used by a mobile
service robot to communicate intended directional motion
trajectories to nearby humans [33]. It has also been shown
that different agent embodiments affect how subjects inter-
pret NLUs [37,55]. The type of utterance made by a robot
should be aligned with the users’ expectations of the robot:
an animal-like robot should make animal-like sounds, not
human-like GS. Jee et al. have investigated how the design of
NLUs can be aided by insights from the world of musicology
[31], and have also found that the intensity of the interpreta-
tion is increasedwhen the utterances are presented along-side
an affective facial expression [32]. It has also been found that
NLUs can be used to convey “positive” and “negative” atti-
tudes as well as differing degrees of confidence when a robot
provides information to a user [35]. There have also been
explorations into the effectiveness of NLUs as a means of
expressing affect during child–robot interaction [56]. More
recent work has also explored the use of NLUs as a means
of proxemic feedback [65] (i.e. using sensory input relating
to proxemics as a driver for the type of NLU displayed).
It is generally agreed that natural language has two
distinct but interleaved components that require to be
encoded/decoded by interactants:what is said (i.e. the mean-
ing), and how it is said (i.e. cues relating to the affective state
of the speaker) [52]. In the case ofNLUs, it is only the expres-
sion of affect that can be addressed due to the lack of semantic
content. Thus, an important aspect to understand is how sub-
jects perceive and interpret NLUs on an affective level as
insights here can be used to better inform the production and
use of NLUs in real settings and scenarios, as well as helping
provoke the illusion of life and anthropomorphization [17].
A common trend in the previous NLU and GS research
has been the method for capturing subject interpretations of
stimuli. In the vast majority of cases, the experimental setups
have involved subjects listening to an utterance and then
providing a self-reported affective interpretation (c.f. [7,31–
33,35,37,50,55,74,76]). Specifically, this has been done by
presenting subjects with a small list of affective labels (most
commonly the “basic six” emotions has suggested by Ekman
and Friesen [19]) rather than using affective measures that
are based upon continuous dimensional representations of
affect [13]. While this approach allows for the construction
of confusion matrices, which indicate which utterances may
cause confusion between interpretations, it is not possible to
investigate the transition between these affective interpreta-
tions as the affective meansument tools based on categories
do not provide the resolution to do so.
The relevance for this with respect to NLUs is that very
little is learnt about the dynamics of the relationship between
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the properties of utterances and their affective interpretations.
This makes the interpolation between two different affective
portrayals difficult as assumptions have to bemade regarding
the mappings between the utterance parameters correspond-
ing to the different affective prototypes (e.g. should the
interpolation in utterance parameters between “happy”’ and
“angry” be linear?). It is better to conduct evaluations that
directly investigate these underlying transitions in order to
uncover these dynamics in the mappings.
Results from a previous experiment [56] in which young
children provided affective interpretations of a wide vari-
ety of NLUs indicated that while children readily attribute
different emotions to NLUs, they do not do so in a consis-
tent or predictable manner. What was observed however was
that affective interpretations appeared to be clustered around
certain “basic” affective prototypes (e.g. happy, angry, sad,
scared and surprised) rather than evenly distributed across all
the possible interpretations. This led to the hypothesis that
affective inferences of NLUs may be subject to some degree
of Categorical Perception. This article presents the results of
an experiment which seeks to test this hypothesis.
1.2 Categorical Perception
Categorical perception (CP) [27,44] is the phenomenon
whereby sensory stimulation along a continuum is not seen
as gradual, but as instances of discrete categories. In essence,
when perceiving a stimulus continuum with equal, linear
physical differences (for example, the hue of the colour spec-
trum), people perceive the continuum consisting of discrete
categories (for example containing red, blue, green, yellow
bands). The perceptual stimuli are drawn towards perceptual
categories. The hallmark of CP is people exhibiting greater
sensitivity to a physical change that occurs over a percep-
tual boundary than when the same physical change occurs
within a perceptual region [29,42]. As such, stimuli that are
near such a boundary are commonly subject to a “magnet
effect” [39]. This is a mechanism whereby the perception of
the stimulus is pulled toward a particular well established
category, resulting in a non-linear relationship between the
stimulus continuum and the perceived class membership of
each stimulus within the continuum.
Figure 1 sketches a theoretical illustration of how values
along a perceptual continuum are drawn towards one of two
classes. The magnet effect introduces non-linear perception
across the continuum. The figure also shows the discrimi-
nation profile (ratings of whether neighboring stimuli in the
continuum are perceived as being of the same class) of the
two classes—as the stimulus steps approach the categorical
boundary, people exhibit greater sensitivity to the differences
between the stimuli and thus assign different class member-
ships to each.
Fig. 1 Illustrative example of the dynamics of class membership asso-
ciated with categorical perception
The phenomenon of CP has been shown to take place
during the processing of a broad variety of sensory informa-
tion in both adults and children. Examples are the processing
of phonetic sounds [39,44], colour [6,23,77], acoustic pitch
[43,66], facial expressions [4,12,21] and affect in synthe-
sised speech [42]. As such, CP has been proposed as a
fundamental foundation uponwhich human cognition is built
[29]. For the interested audience, Repp [59] provides a good
overview of issues, experimental methods and findings sur-
rounding the scientific study of CP.
The issue of CP also holds relevance for areas closer to
HRI. Moore [45] has proposed that the Uncanny Valley [47]
effect may be a particular manifestation of CP, where, in
the presence of multi-modal perceptual cues feeding into
a category membership, conflicts in these cues could lead
to the feelings of discomfort akin to those as described by
Mori [47]. While this example specifically pertains to the
relation between the physical appearance of an agent, and
its physical behaviour, it may also be possible that similar
effects occur between an agent’s physical appearance and
the acoustic behaviour it exhibits, for example, voice qual-
ity, or in the case of this article, the quality of NLUs. This
latter notion does however presuppose that NLUs are indeed
subject to CP, the validity of which is investigated in this
article.
2 Experimental Setup
In psychological experiments, the typical methodology for
testing CP involves presenting subjects with a stimulus con-
tinuum in which there are at least two prototype perceptual
categories represented, with all other members of the con-
tinuum providing equal, linear transitions between these
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prototypes. This presupposes that CP is occurring and that
at least one readily established and recognisable categorical
boundary exists at some point along the continuum. Subjects
are then asked to complete two tasks: a discrimination task
and an identification task.
The purpose of the discrimination task is to determine
whether subjects exhibit a perceptual difference between two
stimuli.Are the two stimuli perceived asmembers of the same
category? This is done by presenting stimulus pairs (usually
neighbouring stimuli) from the continuum and asking sub-
jects whether they judge them as similar or different without
explicitly stating class membership.
The identification task entails subjects explicitly assigning
category membership to each stimulus individually. This is
done by presenting a single stimulus and asking subjects to
rate it in some way, where the rating metric relates to the
underlying representative categories (e.g. labels or sliders
for dimensions, in the case of affect). The results for these
two tasks together are then used to assess whether CP is
occurring.
From the discrimination task, indications of CP are that
subjects rate neighbouring stimuli that cross a categorical
boundary as different, while they rate neighbouring stimuli
that sit within a categorical region as similar. Thus, onewould
expect to see the frequency of “different” ratings increase
as the neighbouring stimulus pairs approach a categorical
boundary, providing an inverted “V” discrimination profile
(see the discrimination profile line in Fig. 1).
In the identification task, indications of CP are when there
are at least two clusters of neighbouring stimuli each situated
near prototype stimuli that are closely rated, with clusters
being separated by a sharp change (or step) in the identifi-
cation rating. This represents the crossing of a categorical
boundary and is characterised by a clear step in the class
membership profiles (see the class membership profiles in
Fig. 1).
Given these characteristics (and referring to Fig. 1), it is
possible to formalise the following conditions under which
CP may be said to occur:
– C1 The two ends of the stimulus continuum receive class
membership ratings during the Identification Task that are
significantly different.
– C2 Subjects rate neighbouring stimuli in the continuum
that are near a prototype stimulus as “different” to a degree
that is not statistically above chance (this indicates the
presence of a categorical region).
– C3 Subjects rate neighbouring stimuli that lay in the mid-
dle of the continuum as “different” to a degree that is
above statistical chance, forming an inverted “V” shape in
the discrimination profile (this indicates the presence of a
categorical boundary).
Fig. 2 Illustrative example of the anatomy of an NLU as used in this
article
– C4 Stimuli that are near a particular prototype stimulus
have the same class membership rating as the prototype
and a significantly different rating to the other prototype
stimulus in the continuum, forming a step function.
– C5 The peak in discrimination ratings during the Dis-
crimination Task coincides with the step in the class
membership rating in the Identification Task.
This experiment adopts the same basic CP methodol-
ogy with some minor alterations to serve the focus on HRI,
namely that utterances were embodied in an Aldebaran Nao
robotic platform and a facial gesture tool was used for cap-
turing affective ratings from subjects (see Sect. 2.3). The
remainder of this section details the experimental set-up,
covering the stimuli, the three different tasks that were com-
pleted, and the overall experimental procedure.
2.1 Utterance Stimuli
The stimuli, or utterances, used in this experiment consist
of a collection of concatenated Sound Units and have four
parameters used to characterise the utterances. Referring to
Fig. 2, each soundunit has anauditory component and a silent
component, the ratio of which is defined as the Pause Ratio
(a small pause ratio value results in a long audible compo-
nent and a short silent component). The auditory component
consists of a single sinusoidal wave form whose frequency
is modulated over time and is defined as the Pitch Contour,
while the silent component provides a means of splitting the
different sounds units affording rhythmic modulations at the
global utterance level. All sound units in an utterance have
a Base Frequency (Hz) which the Pitch Contour is centered
around, and a Frequency Range (Hz) which defines the max-
imum andminimum frequencies of each Pitch Contour. Both
the Base and Frequency Range remain constant for all sound
units within an utterance. Finally, the duration of the utter-
ances can bemodulated, and this is defined as the SpeechRate
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Table 1 Utterance parameter configurations for each utterance in both
stimulus Sets 1 and 2
Utter Parameter configuration
Base freq Freq rang S. rate P. ratio
0 1500 1500 6 0.05
1 1333.33 1333.33 5.5 0.166
2 1166.67 1166.67 5 0.2833
3 1000 1000 4.5 0.4
4 833.33 833.33 4 0.5166
5 666.67 666.67 3.5 0.633
(sounds units played per second). These acoustic parame-
ters have been informed and inspired by findings and trends
from the domains of speech synthesis [64] and psychology
[1,2,62], and are intended to cater for, and promote overlap
with these domains where possible.
For this experiment, a stimuli set of a total of 12 utter-
ances was produced, comprised of two continua (Set 1 and
Set 2) each consisting of six utterances (Utter-0 to Utter-
5), each with a different Utterance Parameter configuration5.
Within each continuum there were two prototype utterances
(Utter-0 and Utter-5) separated by four utterances with linear
transitions in the four utterance parameters (Table 1). Each
utterance was comprised of five sound units, and across the
two continua only the Pitch Contour specifications were dif-
ferent (see Table 2), whilst within each continuum these Pitch
Contour specifications remained the same for each utterance.
The parameter configurations of the two prototype utter-
ances came from a previous experiment [56] where subjects
were able to distinguish between the two different parame-
ter configurations, which results in significantly different
ratings along the Dominance dimension of the AffectBut-
ton. As such, these two parameter configurations were used
to represent the two extremes of each stimulus continuum.
Spectrograms of the utterances are illustrated in figure 3.
Note the differences in the Pitch Contour specifications as
outlined in Table 2.
2.2 Embodying Utterances in a Robot
Utterances were embodied in an Aldebaran Nao humanoid
platform. The Nao is a small humanoid robot, standing 58cm
tall and boasting a broad variety of different sensors. This
platform has also become an attractive platform to use inHRI
research due to its relative low cost, and human-friendly and
aesthetically pleasing design. Themotivations for this choice
of platform were threefold. Firstly, our previous research
5 To listen to the utterances, please refer to the Online Resources.
Resources 1–6 are the utterances in Set 1, and resources 7–12 are for
Set 2.
Table 2 Pitch Contour specifications for the utterances in stimulus Set
1 and Set 2
Sound uit Stimulus set
Set 1 Set 2
1 Flat Rising–falling
2 Falling Flat
3 Rising Falling–rising
4 Falling–rising Rising
5 Rising–falling falling
[55] has suggested that a combination of NLUs and a small
humanoid morphology is deemed as more appropriate by
users than NLUs combined with a zoological morphology
such as Sony’s Aibo robot.
Secondly, it is a common observation that robots with
a anthropomorphic humanoid morphology evoke strong
responses from people both young and old [8]. Coupling this
with the general observation that people tend to treat com-
puter based technologies as socially competent [58], it was
felt that the notion of attributing emotional states to a robot
based upon the sounds that it made would be plausible to
subjects.
Thirdly, we opted to use a standard platform that is now
widespread in research labs around the world rather than
a unique, custom built platform. Not only does this make
replication efforts easier to facilitate (as one does not have
to build a robot specifically for replication purposes), but the
Nao represents the current state-of-the-art in social robotics
platforms from a commercial perspective also, with increas-
ing uptake in real world applications. We feel that this is a
valuable consideration as this the Nao is a likely candidate
when it comes to real-world users encountering a social robot
outside a research/lab setting in the near future.
With respect to the proxemic arrangement, the robot was
located on the table and stood behind the subjects laptop
such that the eye level of both the human and the robot was
approximately the same as it has been shown that differences
in hight and distance can impact peoples’ perception of and
behaviour toward robots [49,54]. The human and robot were
separated by approximately 60cm. While subjects were free
to touch the robot, at no point through the experiment was
this a necessity (only when the subject asked to touch the
robot was this allowed). Only the experimenter was required
to physically touch the robot.
2.3 Measuring Affect
To measure affect, a facial gesture tool—the AffectBut-
ton—was used to capture affective ratings from subjects, as
opposed to the more typical approach of using categorical
123
Author's personal copy
Int J of Soc Robotics
(a) (b)
Fig. 3 Spectrograms of the six Utterance Stimuli in each of the two Sound Sets. Top Utter-0. Bottom Utter-5. a Stimulus Set 1. b Stimulus Set 2
labels/adjectives/check lists [53, Chapter 5], or sliders to rep-
resent affective dimensions such as FEELTRACE [14] or the
Self Assessment Manikin (SAM) [41]. The AffectButton [9]
is an open source6, dynamic facial expression tool designed
6 Python and Java source code for the AffectButton can be downloaded
at http://www.joostbroekens.com/
for obtaining explicit affective ratings from subjects in a real-
time, simple and intuitive manner.
As the user moves the mouse cursor on screen, the tool
dynamically interpolates between nine prototypical facial
expressions (see Fig. 4 and Online Resource 13), encoding
the facial expression into a coordinate within a 3D affect
space where the three axis correspond to Pleasure, Arousal
123
Author's personal copy
Int J of Soc Robotics
Fig. 4 AffectButton prototype facial expressions with PAD values.
From left, clockwise:Neutral (0,−1,0),Angry (−1,1,1), Excited (1,1,1),
Scared (−1,1,−1), Surprised (1,1,−1), Annoyed (−0.5,−1,0.5), Happy
(0.5,−1,0.5), Sad (−0.5,−1,−0.5), Content (0.5,−1,−0.5). Adapted
from Broekens et al. [10]
and Dominance (PAD) each with the range [−1, 1]. In prac-
tice however, arousal is calculated as the hypotenuse of the
pleasure and dominance dimensions, thus providing a 2D to
3D mapping. As a result of this, pleasure corresponds to the
horizontal movement of the mouse cursor, while Dominance
corresponds to vertical movement7.
This tool has been employed primarily for its intuitive
nature and the fact that the underlying affective dimensions
are essentially hidden from the user through being encoded
into facial gestures. This is useful as classically it is difficult
to explain the nature of affective dimensions, and their use in
affectivemeasuring tools, to subjects [9]. This in turn can lead
to reduced inter-rater reliability. Moreover, as the Nao robot
does not have an expressive or animated face, using facial
gestures is a intuitive manner of having subjects assigning
affective states to the robot. Furthermore, less time is required
to explain to subjects how to use the tool, when compared
with other metrics such as affective dimensions.
2.4 Labelling Task
In order to use theAffectButton as an effective tool for record-
ing affective ratings, it is important to ascertain how coherent
subjects are in their use of the tool. Do they all use the tool
in the same way? Thus, this task was aimed at forming an
impression of the overall coherence between subjects in their
use of the AffectButton and whether they assigned similar
facial gestures to a particular emotional interpretation.
Subjects were given some time to familiarise themselves
with the tool and explore the range of facial gestures that that
may be generated, and the associated mouse cursor locations
onscreen. This process consisted of the experimenter explain-
ing that bymoving themouse to different locations onscreen,
the facial gesture of the onscreen face would change. Sub-
jects were encouraged to verbalise their interpretations of
the facial expressions that they saw as they moved the mouse
onscreen. At no point were subjects told that a certain mouse
7 Broekens et al. [9] provide a detailed description of the AffectButton
functionality and so this will not be described here.
location would yield a particular labelled facial expression
(e.g. “Moving the mouse to the top-left of the box makes
an ‘angry’ face”). Rather, the associations between different
facial gesture interpretations and their mouse locations were
left to be decided by the subject. This process took no longer
than 5 min.
Once subjects felt that they were familiarised, an affec-
tive label was then displayed on the subject’s laptop screen
above the button. Subjects were then asked to assign a facial
gesture to the label by moving the mouse to a location yield-
ing the desired facial gesture (Fig. 5a). The affective labels
that were used were: Happy, Excited, Angry, Annoyed, Sur-
prised, Scared, Sad, Calm and Relaxed and were presented
in a random order (the respective affective coordinates for
each label are show in Table 3). This choice of labels was
motivated by the prototype facial expressions that are hard
coded in the AffectButton and the overlap with the theory
of basic emotions8 [18,53]. As such, it was considered that
a wide audience of subjects (e.g. children, adults, individu-
als from different cultural backgrounds and mother tongues,
etc.) would also be familiar with these affective labels and
facial gestures that would represent them.
2.5 Discrimination Task
The discrimination taskwas performed using anAXdiscrim-
ination paradigm [12,26], where two stimuli were presented
in pairs, sequentially (but randomly ordered), and subjects
were asked to report whether they thought the robot felt dif-
ferent or the similar between the stimuli. On their laptop
screen, subjects could choose from either “same”, “differ-
ent” or “don’t know” options (Fig. 5b). The experimenter
presented stimulus pairs by tapping the Nao on the head on
the touch sensor. At each head touch the robot played the
two utterances in succession, after which the three response
options were then displayed on screen with the cursor reset
to the centre of the screen. Centering the mouse cursor was
done in order to avoid subjects hovering the cursor over a
particular response button.
In total, each subject rated 13 pairs of utterances in
this task. The first three pairs were test pairs whose order
remained constant across all subjects (and are not used in the
results analysis). They consisted of one stimulus pair with
two extreme prototype utterances, one pair with identical
utterances and one pair with neighbouring utterances. All of
these stimuli were different from the actual experiment stim-
uli as they had a different pitch contour. In each Stimulus Set,
neighbouring utterances were paired (e.g. Utter-0 vs. Utter-
8 The basic emotion theory as proposed by Ekman and Friesen [19]
states that there are certain facial behaviours which are universally
associated with particular emotions, namely anger, happiness, sadness,
surprise, fear and disgust.
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Fig. 5 Images of the subjects’ laptop screen during each of the three tasks in the experiment. a Labelling task. bDiscrimination task. c Identification
task
Table 3 Affective co-ordinates in the AffectButton affect space of
the labels (and associated prototypical facial gestures) used during the
labelling task
Label Affect space coordinate
Pleasure Arousal Dominance
Angry −1 1 1
Annoyed −0.5 −1 0.5
Happy 0.5 1 0.5
Excited 1 1 1
Sad −0.5 −1 −0.5
Scared −1 1 −1
Surprised 1 1 −1
Calm – – –
Relaxed – – –
Note that calm and relaxed are not prototypes used in the AffectButton
1, Utter-1 vs. Utter-2, ect) accounting for the remaining ten
utterance pairs.
2.6 Identification Task
This task involved presenting subjects with a single utterance
stimulus and asking them to provide an affective interpreta-
tion by assigning a facial expression on the AffectButton to
their affective interpretation of the utterance (Fig. 5c). For
this task, a simplified version of the AffectButton was used
(see Online Resource 14), where the facial gestures were
limited to interpolate between only the sad, neutral, happy
and excited prototypes as the mouse cursor was moved hor-
izontally (vertical movement had no effect). In doing this,
the Pleasure value was modulated via the horizontal cursor
movement, andDominance (d) was then set equal to Pleasure
(p) with both values falling in the range of −0.5 ≤ p ≤ 1.0
and p = d.
This Pleasure/Dominance mouse position mapping is
shown in Fig. 6, with the corresponding prototypical facial
expressions at these PAD coordinates in the AffectButton.
By placing the extreme facial expressions at the upper and
lower quartiles of the range of mouse movement, expression
selection became a more cognitive task, avoiding subjects
swinging to the extreme locations of the AffectButton (see
Fig. 6).
During typical psychological CP identification tasks it
is common for subjects to assign category membership by
selecting from a small set of category labels (e.g. happy, sad,
angry), however doing this explicitly promotes the notion of
splitting the stimulus continuum into two or more discrete
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Fig. 6 Plot of the pleasure/dominance values as a function of the hori-
zontal onscreen cursor position and the resultingAffectButtonprototype
expressions associated with the PAD values (from left to right): neutral
(0,−1, 0), sad (−0.5,−1,−0.5), neutral (0,−1, 0), excited (1, 1, 1),
neutral (0,−1, 0)
categories. The use of the AffectButton overcomes this by
presenting subjects with a continuous scale of measurement.
By using a continuum of possible facial expressions subjects
are not forced to make an explicit categorical distinction,
rather it leaves room for any CP to present itself in a more
unrestricted manner.
2.7 Experimental Procedure
Subjects were recruited through advertisements located
around the university campus, and the experiment took place
within a lab setting. Subjects were rewarded with £5 in cash
at the end of the experiment.
All utterance stimuli were played through the Nao’s built
in speakers, embodying the utterances in the robot. To further
the notion of embodiment and agency, the Nao was also pro-
grammed to exhibit someneutral behaviours (randomgazing,
shifting weight from foot to foot and subtly moving the arms
and fingers) in order to provoke the “illusion of life” and
agency in the subjects.
A laptop was placed in front of the subject and was used
to capture their responses for each task. The touch sensors
on the robot’s head were used to play/repeat utterances and
were used only by the experimenter. A second laptop was
operated by the experimenter and was used to orchestrate
andmonitor the overall experiment fromaglobal perspective.
The experimental arrangement is shown in Fig. 7.
Subjects were instructed to provide affective interpreta-
tions of the utterances made by the Nao, and that there were
no correct or incorrect answers. Furthermore, they were told
that the soundswere pre-recorded andwere not influenced by
the physical interactions with the robot or the motion behav-
iour displayed by the robot, nor the use of the AffectButton
in any way. They were also told that they should try and
Fig. 7 Image of the experimental setup
respond as quickly as possible and use their “gut feeling” so
as to avoid over thinking the problem. The Labelling Task
was completed first as this task was intended to enable the
subjects to become familiarised with the AffectButton tool.
It is common practice in CP studies for the Discrimination
Task to be completed before the Identification Task in order
to avoid the process of assigning categories to stimuli bias-
ing the process of discriminating between two stimulus pairs,
a practice that was followed here. The total duration of the
experiment was 20 minutes and once completed, subjects
were free to ask any questions, and then presented with the
£5 reward.
3 Results
In total, 29 adult subjects took part: 17 women (mean age
= 32.2, std = 10.6) and 12 men (mean age = 28.8, std =
6.8). All subjects were fluent english speakers and hadmixed
backgroundswith respect to their profession. These included,
students (both post and undergrad), members of staff (e.g.
cleaners, administrative staff, technical support, post-docs)
and even members of the public who happened to spot the
on-campus advertisements. All subjects were recruited from
outside the Robotics Department. As a result familiarly with
computer technology was varied.
This section presents the results for each of the three tasks,
beginning with the labelling task, then the discrimination
task, and finally the identification task.
3.1 Labelling Task Results
Figure 8 shows plots of the mean values and standard devia-
tions for the ratings of each affective label. An initial visual
inspection of the results revealed that the subjects provided
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Fig. 8 Plots of the mean values
and standard deviations of the
ratings for each affective label in
the labelling task
ratings that covered the majority of the AffectButton affect
space.
The ratings for some of the labels were found to not follow
a normal distribution, and as such, non-parametric statistical
tests were employed to perform the analysis of the results
in this task. As such, Friedman tests used to compare the
ratings for two individual labels at a time. All of these tests
were performed for each affective dimension individually.
These tests found that there were significant differences
in how the affective labels were rated along the Plea-
sure (χ2(8) = 184.35, p < 0.001), Arousal (χ2(8) =
143.55, p < 0.001) and Dominance (χ2(8) = 153.6, p <
0.001) dimensions. Table 4 shows the χ2 values calculated
through the Friedman tests for pair-wise comparison. The
values indicate that the subjects provided significantly differ-
ent ratings between the majority of the labels overall, along
at least one of the three dimensions.
3.2 Discrimination Task Results
Referring to Fig. 1, and specifically the differential profile,
the indication of CP is that as the AX pairs of neighbouring
stimuli approach the categorical boundary, these are rated
as “different” to a degree that is above chance levels (i.e.
tending toward a 100 % “different” rating) while utterance
pairs that lay within a categorical region received discrimina-
tion ratings that remain at chance level (i.e. tending toward a
50 % “different” rating). As such, the discrimination profile
follows an inverted “V” shape.
Figure 9 shows bar graphs of the percentage of “different”
ratings for each of the neighbouring utterance pairs in Stimu-
lus Set 1 and 2. Upon visual inspection, it can be seen that the
ratings for both the sets appear to follow a general inverted
“V” profile,with this beingmore prominent for the utterances
in Set 1 than in Set 2. It is also notable that there is a general
skew in the ratings, with the highest ratings occurring for the
comparison of Utter-3 versus Utter-4 overall.
χ2 goodness-of-fit tests were performed to identify which
of the ratings were above chance level and which were at
chance level, comparing each AX utterance pair against a
uniform distribution (50 % “same” and 50 % “different”).
These tests were performed for the results for results for
Stimulus Sets 1 and 2 independently. Bars marked with a
star in Fig. 9 represent overall rating percentages that are
above chance.
With respect to Stimulus Set 1, AX pairs comparingUtter-
2 vs. Utter-3 (χ2(1, N = 28) = 3.572, p = 0.05), and
Utter-3 vs. Utter-4 (χ2(1, N = 28) = 3.572, p = 0.05)
were found have ratings that were above chance levels. For
the utterances in Stimulus Set 2, the table shows that overall,
only the ratings for Utter-0 vs. Utter-1 (χ2(1, N = 28) =
1.690, p = 0.194) were not above chance. These results are
summarized in Table 5.
3.3 Identification Task Results
A two-way (6 × 2), within-subjects, repeated measures
ANOVA was performed for the Pleasure ratings using the
six Utterances Parameter Configuration values and the Stim-
ulus Set as the two factors. The ANOVA was followed up by
post-hoc multi-comparison tests with Bonferoni Corrections
for both the main effects and interaction.
The ANOVA found that there were statistically significant
main effects due to both the Utterance Parameter Configura-
tion (F(1, 130) = 64.732, MSE = 6.386, p < 0.0001) and
the Stimulus Set (F(1, 26) = 10.051, MSE = 0.988, p =
0.004). There was no interaction effect found between the
two factors (F(5, 130) = 1.169, MSE = 0.101, p =
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Table 4 Results of the Friedman pairwise comparisons for the affective ratings for the affective labels in the Labelling Task. The table shows the
χ2(1) results and indicate the associated p-value for each dimension of the AffectButton affect space independently
Affective label Dimension Ang Ann Hap Exc Sad Scar Sur Calm Rel
Angry P –
A
D
Annoyed P 14.29‡ –
A 17.64‡
D 12.45‡
Happy P 29‡ 29‡ –
A 1.47 17.64‡
D 0.31 5.83∗
Excited P 25.14‡ 29‡ 0.03 –
A 0.25 18.62‡ 1.47
D 0.03 1.69 0.86
Sad P 12.45‡ 0.31 29‡ 25.14‡ -
A 22.15‡ 2.13 27‡ 24.14‡
D 25.14‡ 29‡ 25.14‡ 15.21‡
Scared P 1.69 18.24‡ 29‡ 29‡ 25.14‡ –
A 0.89 14.44‡ 0.05 4.26∗ 20.57‡
D 25.14‡ 25.14‡ 25.14‡ 15.21‡ 2.79
Surprised P 25.14‡ 25.14‡ 0.03 1.69 25.14‡ 29‡ –
A 0.6 18.62‡ 2.88 0 24.14‡ 2.25
D 29‡ 29‡ 29‡ 21.55‡ 15.21‡ 7.76∗
Calm P 25.14‡ 18.24‡ 25.14‡ 21.55‡ 15.21‡ 25.14‡ 15.21‡ –
A 24.14‡ 6∗ 29‡ 29‡ 0 21.55‡ 29‡
D 15.21‡ 2.79 18.24‡ 2.79 25.14‡ 25.14‡ 29‡
Relaxed P 25.14‡ 21.55‡ 11.57‡ 9.97† 21.55‡ 29‡ 12.45‡ 7∗ –
A 19.59‡ 1.64 23.15‡ 24.14‡ 2.91 15.38‡ 19.59‡ 1.09
D 12.45‡ 9.97† 21.55‡ 0.86 21.55‡ 17.29‡ 25.14‡ 1.69
∗p < 0.05
† p < 0.005
‡ p < 0.001
Fig. 9 Bar graphs showing the percentage of “different” ratings given
by the adults for the neighbouring utterance AX pairs for both stimulus
sets. Barsmarked with a star are ratings found to be significantly above
chance at the 0.05 level. The ratings shown in this figure are summarised
in Table 5
0.328). Figure 10 show a plot of the ratings for the six utter-
ances across the two stimulus sets, while Table 6 shows the
exact mean values, standard error and 95% confidence inter-
vals respectively.
For the main effect due to the Stimulus Sets, the post-
hoc tests revealed that the ratings for the utterances in Set
2 (mean = 0.402, 95 % CI [0.318 0.485]) received overall
higher ratings than the utterances in Set 1 (mean = 0.291,
95 % CI [0.214 0.368]), p = 0.004.
With respect to the main effect due to the Utterance
Parameter Configuration the post-hoc tests revealed that
Utter-0 received the highest rating (mean = 0.784, 95 % CI
[0.639 0.858]) and Utter-5 received the lowest rating (mean
= −0.095, 95 % CI [−0.213 0.023]). All the other Utter-
ances presented a negative slope of ratings (see Table 6).
Utter-0 and Utter-1 were found not to be significantly dif-
ferent (p = 1.0), with both were found to be significantly
different from all other utterances (p < 0.05). Similarly,
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Table 5 χ2 Goodness of fit tests for the adult subjects’ comparison of
neighbouring utterances in each of the stimulus sets during the discrim-
ination task
Set Utterance Rating (%) χ2(1)
A X
1 Utter-0 Utter-1 46.667 0.310
Utter-1 Utter-2 51.724 0.143
Utter-2 Utter-3 67.517 3.572*
Utter-3 Utter-4 67.857 3.572*
Utter-4 Utter-5 59.259 0.926
2 Utter-0 Utter-1 60.000 1.690
Utter-1 Utter-2 72.414 7.000**
Utter-2 Utter-3 68.966 5.143*
Utter-3 Utter-4 93.103 20.571†
Utter-4 Utter-5 70.000 5.828*
* p < 0.05
** p < 0.01
† p < 0.005
Fig. 10 Plot showing themean values and 95%confidence intervals of
the ratings of each utterance parameter configuration across the stimulus
sets. See Table 6 for the exact values
Utter-3 and Utter-4 were not found to be significantly differ-
ent (p = 1.0) but too were significantly different from all
the other utterances (p < 0.05). Finally, Utter-2 and Utter-
5 were significantly different from all the other utterances
(p < 0.05).
The post-hoc tests also revealed that there were important
differences in the ratings for utterances across the two Stim-
ulus Sets. When isolating the ratings for utterances in Set 1,
it was found that Utter-0,1 and 2 received ratings that were
not different to a statistically significant degree (p > 0.132),
essentially forming one cluster of ratings. Similarly, Utter-
3, 4 and 5 received ratings that were lower and were not
significantly different (p = 1.0), forming a second cluster
of ratings. Concretely, all utterance ratings within a clus-
ter were not significantly different from each other, while
Table 6 Mean values and 95 % Confidence Intervals of the ratings for
the different utterances parameter configurations across the two sound
sets as part of the identification task (see Fig. 10)
Set Utter Mean SE 95 % Conf inter
Lower Upper
Both 0 0.748 0.053 0.639 0.858
1 0.680 0.050 0.577 0.784
2 0.492 0.045 0.398 0.585
3 0.177 0.053 0.067 0.286
4 0.075 0.054 −0.036 0.187
5 −0.095 0.057 −0.213 0.023
1 0 0.715 0.061 0.589 0.841
1 0.633 0.073 0.483 0.783
2 0.473 0.053 0.364 0.582
3 0.049 0.071 −0.097 0.195
4 −0.009 0.066 −0.145 0.126
5 −0.113 0.075 −0.267 0.040
2 0 0.782 0.057 0.665 0.900
1 0.728 0.053 0.619 0.837
2 0.510 0.066 0.375 0.645
3 0.304 0.066 0.169 0.440
4 0.160 0.083 −0.011 0.332
5 −0.076 0.064 −0.208 0.055
all utterances ratings between the clusters were significantly
different.
When isolating the ratings pertaining to utterances only
in Stimulus Set 2. The post-hoc tests showed that no such
cluster formation existed. Rather, the utterance ratings fol-
lowed a linear negative slope.Utter-0 andUtter-1 received the
highest rating and were not significantly different (p = 1.0)
and Utter-6 received the lowest rating, with this rating being
significantly different from all others (p < 0.004). All the
other utterances received ratings that were not significantly
different from their direct neighbours (p > 0.126).
4 Discussion
This section provides a discussion of the results obtained
during this experiment, and the relevance of CP in when
interpreting NLUs.
The findings of this experiment are discussed in a slightly
broader perspective regarding HRI in Sects. 4.3 and 4.4.
4.1 Results and Discussion
The results of the labelling task show that the subjects were
able to reliably associate different facial gestures with affec-
tive labels using theAffectButton. Figure 8 shows that indeed
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the extreme affective labels (Angry, Excited, Scared and Sur-
prised) were rated differently; this is evidenced by the lack
of overlap in the confidence intervals of the ratings. This val-
idates the AffectButton as an appropriate tool for reporting
affect.
With regard to the Discrimination and Identification Tasks
and their relation to CP, these two tasks should be considered
as a collective as neither can be used to confirm CP alone.
During the Discrimination Task both the results for Stimu-
lus Set 1 and Stimulus Set 2 tended to follow an inverted
“V” shape, with the ratings located at the top of the V being
statistically above chance while those at the bottom of the
“V” were not significantly above chance levels, though this
was more prominent for the ratings for Stimulus Set 1. This
supports condition C2 (that neighbouring stimuli near a pro-
totype stimulus are rated as “different” to a degree that is
not above chance) and C3 (the neighbouring stimuli in the
middle of the continuum are rated as “different” to a degree
that is statistically above chance and forms an inverted “V”
shape). This already suggests the presence of a categorical
boundary in the stimulus continua.
It is interesting to see that in the case of Stimulus Set 1 the
profile of the affective ratings in the Identification Task fol-
lowed a step function (between Utter-2 and Utter-3), which
supports C4 (that stimuli near a prototype stimulus have the
same class membership and have a significantly different
rating to the stimuli near the other prototype stimulus) while
this was not the case of Stimulus Set 2. Furthermore, this step
coincides roughly with the peak in the corresponding results
of the Discrimination Task (Utter-2 vs. Utter-3, and Utter-3
v.s Utter-4), which supports C5 (that the peak of the inverted
“V” in the differentiation profile and the step in the category
membership profile occur at the same location in the contin-
uum). When marrying the results of these two tasks, there is
strong evidence for the presence of a categorical boundary
along the Pleasure/Dominance dimension of the AffectBut-
ton affect space.
The Identification Task found that there was a signifi-
cant main effect due to the difference in the Stimulus Sets,
(which were differentiated by their Pitch Contour specifica-
tion). This suggests that the PitchContour does appear to play
a role in how subjects affectively interpret an NLU, though
the magnitude of this effect remains unclear. The results of
the Discrimination Task lend support to this as there was a
notable visual difference in the distribution of results between
Stimulus Sets 1 and 2 (see Fig. 10).
During the Identification Task, the subjects’ affective rat-
ings of the two prototype utterances (Utter-0 corresponding
to positive, and Utter-5 corresponding to negative) that were
significantly different. This supports C1, confirming that the
two prototype utterances did indeed represent two different
categories (and by category we mean two different regions
of the affect space).
Considering the results of all three tasks we conclude that
there is strong evidence suggesting that prototype utterances
of each of the two stimulus continuums did represent two dif-
ferent categorical regions with a categorical boundary in the
middle. Moreover, we conclude that in the case of Stimulus
Set 1 subjects exhibited behaviour that is consistent with the
presence of CP.
4.2 Methodological Remarks
While the results of the experiment indicate that CP is occur-
ring, this experimental set up is not without methodological
provisos. Gerrits and Schouten [26] have argued that CP
findings depend upon the type of Discrimination task that
has been employed. Here the AX paradigm is used, where
subjects are presented with two stimuli and have to say
whether they feel that they are the “same” or not. While
this task has low cognitive load, there is a bias toward sub-
jects providing more “different” ratings as there are not other
pairs (presenting identical stimulus pairs) in the trail with
which comparison may be made [26,63]. As such, where
neighbouring stimuli might be expected to fall within the
same categorical region, these have a higher chance of being
deemed as “different”. The result is a reduced inverted “V”
differential profile.
Other paradigms commonly used are the ABX and 4IAX
comparison tasks. In the ABX task, subjects are presented
with three stimuli, two of which are the same, and subjects
must identify which of the first two stimuli (A or B) is the
same as the last (X). The 4IAX task is a far more cognitively
demanding task than either the AX or ABX tasks, where
subjects are presented with two pairs per trail (e.g. AA-BA,
AB-BB, etc.) and subjects must identify which of the two
pairs contains the odd one out (for example, AA or BA).
In the case of the ABX task, it is common to find a bias
due to presentation order where the B and X stimulus are
more likely to be identified as the same than A and X. This is
theorised to be linked (in cases which use auditory stimuli) to
the loading on auditory memory. The 4IAX task is a method
that holds less overall bias, however has high cognitive load-
ing, and requires that subjects listen to a total of four stimuli
rather than 2 per trial. This study has employed the AX as
it was deemed to be the least demanding paradigm to use,
which was an appealing factor when using auditory rather
than visual stimuli.
During experiment and explicitly during the discrimina-
tion task, the robot was assigned with the male gender (see
Fig. 5b). It can be argued that this could have skewed the
results considerably. However, this was a deliberate choice
with respect to the methodological design. The rationale for
this was that by assigning an explicit gender to the robot that
was constant for all subjects, we remove a potentially con-
founding factor where the gender of the robot would be left
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to the subjects discretion. Furthermore, evidence from HRI
research (e.g. [22,67,70]) suggests that subjects respond dif-
ferently to robots that that have different attributed genders,
reinforcing the need to explicitly declare the robots gender
rather than letting subjects decide for themselves.
Given that the Nao was programmed to exhibit some ran-
dom neutral behaviours to help bring it to life and that the
utterances were played by touching the robot on the head,
it can be argued that multi-modal HRI was taking place and
that the touch interaction should be accounted for within the
results analysis a should the differences in motions of the
robot.However, this is not the case as both the randommotion
of the robots “neural behaviour” and the fact that the touch
was only instigated by the experimenter were held constant
for all subjects. Thus, there should be no confounding factor
introduced via either of these two aspects of the experiment.
There is also an issue that revolves around the notion that
by placing the Labelling Task before the Identification Task,
onemight be introducing a bias where subjects would exhibit
CP more readily (due to the associations made between cer-
tain regions of the affect space, and discrete affective labels).
Whether or not such as bias is occurring is difficult to deter-
mine, however, we propose a line of reasoning that suggests
that even if such a bias is occurring, there is little difference
between how subjects would use the AffectButton, and if
they were using affective labels to assign category member-
ship during the identification Task. The latter of which has
been common practice in many CP studies over the years
[59]. It was considered more important to ensure that sub-
jects were indeed familiar with how to use the AffectButton
before they performed the Identification Task, and thus this
was facilitated by having subjects perform the Labelling Task
first.
Finally, the actual use of the AffectButton as a means for
capturing affective ratings in this experiment may be sub-
ject to criticism. Given that it has been well established that
humans exhibit CP of facial expressions, it may be argued
that this experimental setup has an inherent bias that would
promote evidence supporting the presence of CP.
It is difficult to asses whether such a bias is indeed tak-
ing place, as well the magnitude that it may have. One would
need to use a completely different measurement tool to gauge
this, which in itself can lead to more criticisms—for instance
whether a different tool does indeed provide a robust rep-
resentation of an affective interpretation (it is argued here
that using facial expressions does this). However, setting this
aside, in Sect. 4.4 we argue that the findings of CP in this
study are still relevant to the field of HRI.
4.3 Categorical Perception and NLUs
Let us begin with a discussion regarding whether the con-
firmation that NLUs indeed are subject to CP is actually
surprising. Initially it may seem that subtle changes in the
acoustics of NLUs do not equate to subtly different affective
inferences, is indeed a novel and unexpected result. However,
when one considers the vast other domains in which CP is
observed (see Sect. 1.2) it is clear that CP is common place in
sensory processing and perception [29]. As such, here we do
not wish to purely celebrate the fact that NLUs too are sub-
ject to some form of CP. We use this section to outline why
this finding has importance for the design of HRI systems.
Firslty, we wish to draw attention to level at which it has
been found to be occurring: the level of inferred affective
meaning. In comparison emotional facial gestures (which
are also subject to CP of inferred affective meaning), NLUs
are a novel social display to observe and decode. As such,
we draw attention to the fact that people have exhibited CP
of these displays made by a novel agent, and that this has
occurred within a brief time period. The suggestion is that
when engagingwith new interactive robotic technologies that
utilise novel social cues, people are quick to decode and per-
ceive these as having meaningful and familiar affect-laden
content, having had little prior experience. This may be seen
as a affirmation of the work by Heider and Simmel [30] who
observed that people naturally attribute human-like charac-
teristics to animated geometric shapes displayed on a screen.
The fact that peoples’ affective interpretations are categor-
ical impacts the generation of NLUs as well as the general
use of NLUs during social HRI. With respect to the use of
NLUs in HRI, the finding of CP suggests that subtle differ-
ences in the acoustic features of utterances do not necessarily
translate to subtle differences in how these utterances are
interpreted with respect to their affective meaning. Rather,
the results show that utterances can be subject to a “mag-
net effect” whereby they are drawn to prototypical affective
interpretations (e.g. happy, angry, sad, act). This is an impor-
tant insight when it comes to attempting to predict how a
given utterance may be interpreted by a subject/listener and
highlights that the mapping between the parameters of an
NLU and a users affective interpretation are non-linear and
complex.
This insight impacts the design of system to automate
NLU generation. The goal of this is move away from hand-
crafting NLUs for specific experiments and develop a system
where a desired affective interpretation on the users part may
be specified and an appropriate NLU be generated and syn-
thesized. Fundamental to this is the need to uncover the
mapping between the acoustic parameters of an utterance
(and any external factors) and how that utterance as a whole
is affectively interpreted. Given that peoples’ interpretations
are subject to CP, this impacts the techniques that may be
used to uncover this mapping. For example, linear regres-
sion is likely unsuited to this task. Currently, nearly all of
the previous NLU research has used hand-crafted and pre-
recorded utterances as stimuli. The only exception is thework
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of Schwent and Arras [65]. As such, this aspect of NLUs is
in it’s infancy and required considerably more attention.
In the experiment, utterances were presented in a scenario
with minimal situational context9, and yet found evidence
showing CP of NLUs. However, real-world HRI is rich in
context: all HRI contains implicit situational context. As
such, a valuable extension to the experiment presented in this
chapter would be to investigate how the use of NLUs within
a scenario with a more defined situational context may may
differ from the use in context-free settings, and whether the
perceptual magnet effect may be more prominent in such sit-
uations. This is something that has been addressed in part in
previouswork [57],where itwas found that people’s affective
ratings of NLUs are primarily driven by the context within
which they are used. Though it was found that people are
still sensitive to the changes in acoustic properties of NLUs,
something that is also evidenced in this work.
4.4 Categorical Perception and Multi-modal
Human–Robot Interaction
The notion of CP holds relevance for other modalities (other
than NLUs) employed for affective displays during social
HRI also. For example, recently, there have been develop-
ments in the methods of allowing robots to make affective
displays through bodily gestures (c.f. [3,34,68]), and in retro-
projected technologies that provide robots with animated
faces that can express realistic emotions (cf. [15,16,40]).
There is also a keen interest in developing speech synthesis
engines that are capable of conveying affect in a realistic and
convincing manner to improve natural language interfaces
(c.f. [64]).
Real-world HRI is also not uni-modal, but rather multi-
modal, which provides many more cues which can be drawn
upon to gain understanding of the interaction.With respect to
multi-modal HRI and utterances of a non-linguistic nature,
previouswork has found that for bothGS andNLUs, combin-
ing utterances with facial gestures significantly strengthens
the interpretation that people have of the robot’s behav-
ior [32,75]. In short, we predict that multi-modal HRI will
amplify the magnet effect significantly making it more pro-
nounced. This is something that is on our agenda for future
work. However we have started with investigating NLUs in a
uni-modal format as thiswill help us disentangle the effects of
each single modality when studying NLUS as part of multi-
modal HRI.
9 By “minimal situational context” we refer to the fact that the robot did
not engage in vocal interaction, nor did the robot and subject engage in a
complex interaction (e.g. a game of chess). Subjects were simply asked
to rate sounds made by the robot, with the knowledge that the sounds
were pre-recorded, and touching the robot on the head would play the
next sound. In this scenario, there are no other cues that subjects can
turn to in order to aid in the interpretation of the sounds.
5 Conclusion
We presented an experiment aimed at probing whether
adults exhibit Categorical Perception when affectively inter-
preting non-linguistic Utterances made by a social robot.
The methodology employed closely followed traditional
methodologies matured in experimental psychology, with
some minor adaptations – stimuli were embodied in a
humanoid robotic platform, and a novel facial expression
tool was used as a means of capturing affective ratings from
subjects.
The experiments provide two important insights. They
confirm that NLUs are not just beeps and clicks, instead
they can convey affect. In addition, when interpreting NLUs
there is a magnet effect: the interpretation of NLUs is drawn
towards prototypical emotions. However, categorical per-
ception seems to be utterance specific and not all gradual
variations in NLUs are interpreted categorically.
The previous literature on both NLUs and GS has primar-
ily focused on experiments in which stimuli have been cre-
ated to represent discrete affective states (e.g. happy, angry,
sad, scared, disgust and surprise), measuring a person’s abil-
ity to correctly infer the desired affective state from the
stimuli. Such experiments yield little insight as to the dynam-
ics of affective inference across the different affective states
portrayed by the stimuli (e.g. [7,31,32,36,38,50,74,76]),
something that is equally as important as understanding what
drives the correct recognition of utterances. With respect to
NLUs, the experiment presented here addresses this grey area
directly using a well established methodology, finding that
the dynamics of affective interpretation are variable: tran-
sitions between affective interpretations can be subtle and
gradual, or sudden and abrupt. Moreover, this appears to be
utterance specific, complicating thematter further.What gov-
erns this with respect to the properties of utterances remains
unclear, highlighting that this is an area that requires further
investigation.
These insights can help inform the automated genera-
tion of affective non-linguistic Utterances. It is clear that the
mapping between an affect space and the parameter space
of NLUs is complex, but the fact that NLUs are readily
recognised as prototypical emotions is a strong advantage.
Automating this mapping in an “on the fly” manner holds
promise, as it does not rely on pre-recorded samples, but it
remains a challenging and multi-faceted problem. It is for
example not completely clear as to what extent the situa-
tional context, or multi-modal displays may override or even
drive the affective interpretations of NLUs. These are issues
that require investigations in future work in order to fully
understand the potential of this modality.
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