Abstract. Mazur, Tate, and Teitelbaum gave a p-adic analogue of the Birch and Swinnerton-Dyer conjecture for elliptic curves. We provide a generalization of their conjecture in the good ordinary case to higher dimensional modular abelian varieties over the rationals by constructing the padic L-function of a modular abelian variety and showing it satisfies the appropriate interpolation property. We describe the techniques used to formulate the conjecture and give evidence supporting the conjecture in the case when the modular abelian variety is of dimension 2.
Introduction
The Birch and Swinnerton-Dyer (BSD) conjecture gives a precise relationship between several arithmetic invariants of an abelian variety A over a number field K. As formulated by Tate [45] , the conjecture states the following: where D K is the absolute discriminant of K, Ω A is the real period, Reg(A) is the regulator, c v is the Tamagawa number at a finite place v of K, X(A/K) the Shafarevich-Tate group of A and A(K) tors is the torsion subgroup of A(K).
Note that this conjecture relies on two assumptions: that the Shafarevich-Tate group X is finite and that the L-series can be analytically continued to s = 1. An analytic continuation is known to exist for modular abelian varieties over Q, where an abelian variety is said to be modular if it is a quotient of J 1 (N ) for some level N . In particular, for an elliptic curve E/Q of rank r, the BSD conjecture predicts Conjecture 1.2 (BSD conjecture for elliptic curves). Let E be an elliptic curve over Q. Then the Mordell-Weil rank r of E(Q) is equal to the analytic rank of E and
−r L(E, s) = Ω E · |X(E/Q)| · Reg(E) · p c p |E(Q) tors | 2 .
In 1986, Mazur, Tate, and Teitelbaum [24] gave a p-adic analogue of this conjecture for an elliptic curve E over the rationals and a prime p of good ordinary or multiplicative reduction. Much work has been done towards a proof of the conjecture, and more is known about the p-adic conjecture than its classical counterpart. We give a brief overview of the circle of ideas involved; see also the recent work of Stein-Wuthrich [43] . For simplicity, we assume that p > 2. Let ∞ G denote the Galois group Gal(Q(µ p ∞ )/Q), where Q(µ p ∞ ) is the cyclotomic extension of Q obtained by adjoining all p-power roots of unity, let κ : ∞ G → Z × p denote the cyclotomic character and let γ be a topological generator of Γ = ∞ G (p−1) . For an elliptic curve E/Q and a prime p such that E has good or multiplicative reduction at p, we denote the p-adic regulator, divided by log p (κ(γ)) r , by Reg γ (E/Q) and we let L p (E, T ) denote the series expansion of the p-adic L-function L p (E, s) associated to E in T = κ(γ) s−1 − 1.
Conjecture 1.3 (p-adic BSD conjecture for elliptic curves)
. Let E be an elliptic curve over Q and let p be a prime number such that E has good ordinary or multiplicative reduction at p.
(i) The order of vanishing ord T (L p (E, T )) of L p (E, T ) at T = 0 is equal to the rank r of E(Q) if E has good ordinary or nonsplit multiplicative reduction at p. If E has split multiplicative reduction at p, then ord T (L p (E, T )) = r + 1. (ii) If E has good ordinary or nonsplit multiplicative reduction at p, then the leading term L * p (E, 0) satisfies
where ǫ p (E) = (1−α −1 ) b for a unit root α of x 2 −a p x+p ∈ Q p [x] (with a p the Hecke eigenvalue of the newform associated to E) and b is 2 if E has good ordinary reduction at p and 1 if E has nonsplit multiplicative reduction at p.
If E has split multiplicative reduction at p, then
where S p = log p (qE ) ordp(qE ) and q E is the Tate period of E over Q p . For primes of supersingular reduction, the p-adic L-function and the p-adic regulator can also be defined, and a p-adic BSD conjecture has been formulated by Bernardi and Perrin-Riou [5] .
Much work has been done toward a proof of Conjecture 1.3, but since most of it is also relevant for more general modular abelian varieties considered in the present paper, we defer a discussion of the known results to the end of this introduction.
We note that in the case of elliptic curves, the classical BSD conjecture (Conjecture 1.2) shares many of the same arithmetic quantities with the p-adic BSD conjecture (Conjecture 1.3); the main difference is that the regulator and L-series are replaced with p-adic analogues. In particular, the conjectures are equivalent if the rank is 0 and p has good ordinary or nonsplit multiplicative reduction. Consequently, one might expect that a statement like Conjecture 1.1 could be formulated and studied for a modular abelian variety A/Q associated to a newform f ; this is the goal of the present paper.
One of the main difficulties in formulating the conjecture is that the correct definition of the p-adic L-function of A involves some subtleties to get the precise normalization. By the general motivic framework outlined by Coates [10] , the p-adic L-series of A should interpolate the complex L-series L(A, s) at special values, so it seems plausible that it can be defined, similar to L(A, s), as the product of p-adic L-functions L p (f σ , s) associated to the Galois conjugates f σ of f . However, there is no obvious canonical choice for L p (f σ , s), since picking a p-adic L-function associated to f σ requires picking a Shimura period (see Theorem 2.2) for each f σ , that is, a complex number Ω Shimura periods equals Ω + A ; that we can do this is a consequence of a result we prove later (see Theorem 2.3) .
In this way we are able to explicitly construct, essentially generalizing the treatment in [24] , a p-adic L-function associated to A with the expected interpolation property, in the case where p is a prime of good ordinary reduction (see (2.10) and (2.11)). We keep the notation introduced prior to Conjecture 1.3 and extend it to the case of modular abelian varieties. We also define the p-adic multiplier ǫ p (A) as follows: fix a prime ℘ | p of the number field K f generated by the Hecke eigenvalues of f and let α σ denote the unit root of
, where σ : K f ֒→ C is an embedding. For a Galois conjugate f σ of f define ǫ p (f σ ) = (1 − 1/(α σ )) 2 and define ǫ p (A) to be the product of the p-adic multipliers ǫ p (f σ ) over all distinct Galois conjugates of f . We make the following p-adic BSD conjecture: Conjecture 1.4. Let A/Q be a modular abelian variety associated to a newform f and let p be a prime number such that A has good ordinary reduction at p. Then the Mordell-Weil rank r of A equals ord T (L p (A, T )) and Most progress toward proving the Mazur-Tate-Teitelbaum conjecture uses Iwasawa theory and many results remain valid in our setup. Unfortunately, Iwasawa-theoretic results typically only assert equality up to a p-adic unit, whereas our Conjecture 1.4 asserts full equality. We restrict to the good ordinary case from now on, although most results have supersingular or multiplicative analogues. See [43, §6,7] for a summary of such analogues in the elliptic curves case. Let X(A/ ∞ Q) denote the Pontryagin dual of the p-Selmer group of A and let Λ be the completed group algebra Z p [[Γ]]. Using p-adic Hodge theory, Kato [18] has shown that X(A/ ∞ Q) is a torsion Λ-module. Hence we can associate a characteristic series 
If A = E is an elliptic curve, then the main conjecture is known to be a theorem in many cases. If E has complex multiplication, then a proof is due to Rubin [35] . Many other cases have been proven, culminating in the work [40] of Skinner and Urban. See [43, §7] for an overview. The following unconditional result is due to Kato [18] :
The following result of Perrin-Riou [31] and Schneider [37] relates f A (T ) to the right hand side of (1.2): Theorem 1.7. (Perrin-Riou, Schneider) The order of vanishing ord T =0 f A (T ) is greater than or equal to the rank r of A/Q. Equality holds if and only if the p-adic height pairing on A is nondegenerate and the p-primary part X(A/Q)(p) of the Shafarevich-Tate group of A is finite, in which case the leading coefficient of f A (T ) has the same valuation as
See for instance [37, Theorem 2'] , noting that we have ord p (ǫ p (A)) = 2 ord p (N p ), where N p is the number of F p -rational points on the reduction of A over F p .
As a corollary of Theorem 1.6 and Theorem 1.7, we have that
if A is an elliptic curve, so one direction of the first part of Conjecture 1.3 (with (1.3) suitably modified in the case of multiplicative reduction) is already known. Moreover, the second part of our Conjecture 1.4 is consistent with the Main Conjecture, since the latter implies that the leading coefficients of the p-adic L-series and the characteristic series have the same valuation. If L p (E, 0) = 0, then Conjecture 1.3, part (ii) is also known up to a rational factor (see [18] , [31] , and also the exposition in [43, §8] ). The primes appearing in this factor can be determined explicitly using [40] .
In the good ordinary case a similar result also holds when the p-adic analytic rank is 1, under an additional hypothesis; see [43, §9] . This follows from work of Perrin-Riou [32] and Kato [18] . Historically speaking, numerical evidence played a crucial role in the formulation of Conjecture 1.3 [24, §II.12] . Gathering evidence for Conjecture 1.4 would require two computations independent of the usual Birch and Swinnerton-Dyer conjecture: the computation of p-adic regulators of A, as well as the computation of special values of the p-adic L-function attached to A. We give algorithms to compute these quantities and provide the first numerical verification for Conjecture 1.4 by considering the modular abelian varieties of dimension 2 and rank 2 in [13] and the Jacobian of a twist of X 0 (31) of rank 4.
Our aim is to give a self-contained discussion of the p-adic Birch and Swinnerton-Dyer conjecture for modular abelian varieties. To that end, we discuss both the theoretical and the algorithmic aspects of p-adic special values and p-adic regulators. This paper is structured as follows: in §2, we give a construction of the p-adic L-series attached to modular abelian varieties, making explicit certain aspects of [24] . This allows us to compute p-adic special values. In §3, we take a look at the p-adic regulator attached to an abelian variety, focusing on the case when the abelian variety is the Jacobian of a hyperelliptic curve. We begin by reviewing the work of Coleman and Gross [12] , which gives the p-adic height pairing on Jacobians of curves in terms of local height pairings. We discuss the two types of local height pairings which arise and give an algorithm to compute p-adic heights, which allows us to compute p-adic regulators. In §4 and §5 we present the evidence for the conjecture in dimension 2.
of a Shimura period as in Theorem 2.2. In order to pin down the p-adic L-function we want, we relate the Shimura periods of f and its Galois conjugates to the real period of the abelian variety A f attached to f . This leads to a definition of a p-adic L-function for A f which satisfies the expected interpolation property (2.13). Finally, we discuss how this p-adic L-function can be computed in practice.
2.1. Periods. Let N be a positive integer and let X 1 (N ) be the modular curve of level N . The Jacobian J 1 (N ) of X 1 (N ) is an abelian variety over Q of dimension equal to the genus of X 1 (N ), which is equipped with an action of the Hecke algebra T. The space S := S 2 (Γ 1 (N )) of cusp forms of weight 2 on Γ 1 (N ) with trivial Dirichlet character is a module over T. Let f (z) = ∞ n=1 a n e 2πinz ∈ S be a newform, let K f be the totally real number field Q(. . . , a n , . . .), and let I f denote the annihilator Ann T (f ) of f in T. Following Shimura [38] , we have that the quotient
is an abelian variety over Q of dimension g = [K f : Q] which is equipped with a faithful action of T/I f . Moreover, A f is an optimal quotient of J 1 (N ) in the sense that the kernel of J 1 (N ) → A f is connected. For ease of notation, we will drop the subscript f and write A = A f .
Remark 2.1. We assume that f has trivial character for convenience, because we need that K f is totally real in order for Theorem 2.2 and Theorem 2.3 to hold precisely as stated. However, in the case where K f is a CM-field, Shimura [39] has proved that a slightly modified version of Theorem 2.2 continues to hold. Using this, one can prove a result that is analogous to Theorem 2.3 for arbitrary newforms f ∈ S 2 (Γ 1 (N )).
There is a complex-valued pairing , on S × H 1 (X 1 (N ), Z), given by integration:
This pairing induces a natural T-module homomorphism
called the period mapping.
Let G f be the set of embeddings σ : K f → C . If σ ∈ G f , we let f σ denote the conjugate of f by σ. We denote the complex vector space generated by the Galois conjugates of f by S f . Let Φ f : H 1 (X 1 (N ), Z) → Hom C (S f , C) be given by Φ composed with restriction to S f . Then Φ f (H 1 (X 1 (N ), Z)) is a lattice in Hom C (S f , C) and we have an isomorphism
A choice of basis B of S f induces an isomorphism Hom C (S f , C) ∼ = C g and B maps via Φ f to a lattice
For a basis B of S f we let Λ + B (resp. Λ − B ) be the fixed points of Λ B under complex conjugation (resp. under minus complex conjugation).
We define the real period Ω + A (resp. the minus period Ω − A ) of A as follows: Let ω A be the pullback of a generator of the nontrivial global relative differential g-forms on the Néron model A of A over Spec(Z) to A. We call ω A a Néron differential on A. Then we define
where A(C)
± denotes the set of points of A(C) on which complex conjugation acts as multiplication by ±1.
Let B be a Z-basis of the finitely generated free Z-module consisting of elements of S f with Fourier coefficients in Z. Then we have (see [1, §3.2] )
, where c A is the Manin constant of A, defined, for instance, in [1, §3.1] and ρ ∈ C is i g if ± = − and 1 otherwise. It is known that c A is an integer and conjectured that it is always 1 (cf. [1, §3.3] ). There is no known algorithm to compute the Manin constant in general, which complicates much of what we do below. The evidence that c A = 1 is compelling, and we make the following:
Running Hypothesis: We assume for the rest of this paper that c A = 1.
± denote the part of H 1 (X 1 (N ), Z) fixed by complex conjugation (resp. minus complex conjugation). If w, z ∈ C, then we write w ∼ z if w and z differ by a rational factor. We have that Ω
, Φ f is induced by the choice of basis B as above, and the rational factor is the number of components of A(R) (resp. A(C)
If ψ is a Dirichlet character, we denote its Gauss sum by τ (ψ) and its conjugate character byψ. We also let f ψ denote the newform f twisted by ψ and K ψ the field generated over Q by the values of ψ. 
We call a set {Ω 
According to Shimura [39, §2] , the periods Ω ± f σ are related to a certain period lattice, which gives us a way to compare them to the periods Ω ± A . Theorem 2.3. Let {Ω ± f σ } σ∈G f be any choice of Shimura periods as in Theorem 2.2. Then we have
Proof. Fix a Z-basis B = (h 1 , . . . , h g ) of the free Z-module consisting of elements of S f with Fourier coefficients in Z. Then there are
and hence we have
. Now fix some ordering σ 1 , . . . , σ g of G f and let B = (b ij ) be the g × g-matrix with entries
σ∈G f forms a basis of the complex vector space S f . We will compute vol Λ ± B ′ in two different ways and the desired equality up to a rational number will fall out.
First we express vol Λ
By [39, §2] , we can also relate the lattice Λ B ′ to the Shimura periods Ω ± f σ . Namely, we let K f act on C g as follows: if a ∈ K f , then the action of a on C g is represented by the diagonal matrix diag((σ i (a)) i ). We can decompose
where (Λ B ′ ⊗ Q) ± is the set of elements of Λ B ′ fixed by ± complex conjugation. Then we have
where Ω ± ∈ C g is the vector whose i-th entry is Ω
Since det(B) = 0, the elements b 1 , . . . , b g of K f form a basis for K f over Q and therefore a basis of (Λ B ′ ⊗ Q)
± as a Q-vector space is given by
Hence we have From now on, we fix some choice {Ω
For our intended applications, this ambiguity is not serious, see Remark 2.9.
In order to compute {Ω ± f σ } σ∈G f we can find a Dirichlet character ψ of sign ± such that L(f ψ , 1) = 0 and use equation (11) of [39] . Alternatively, we can fix some nonzero element
for each σ ∈ G f , where b ∈ K f is chosen to make (2.4) hold. See [41, Ch. 10] for a description of how to compute the integration pairing in practice.
As an application of Theorem 2.3, we can prove a relation between the real and minus period of A and the corresponding periods of A twisted by a Dirichlet character ψ. Corollary 2.6. Let ψ be a Dirichlet character such that L(f ψ , 1) = 0. Then there exists η ψ ∈ K * ψ such that
In particular, if ψ takes values in Q, then there exists η ψ ∈ Q * such that
Proof. This follows from Theorem 2.3 and Theorem 2.2.
Remark 2.7. If A is the Jacobian of a hyperelliptic curve of genus at most 2 and ψ is a quadratic Dirichlet character such that ψ(N ) = 0, then one can show that the statement of Corollary 2.6 holds without the assumption L(f ψ , 1) = 0 using quite concrete arguments. For elliptic curves and quadratic ψ, Corollary 2.6 was already used in [24, §II.11] . Note, however, that their claim that η ψ ∈ {1, 2} is incorrect; see [30] , where the correct value of η ψ is determined in all cases.
2.2. Modular symbols, measures, and the p-adic L-function of a newform. In this subsection we define the p-adic L-function associated to f , following [24] . See also the treatment in [33] . The definitions for f σ , where σ ∈ G f , are entirely analogous. Recall that we fixed a choice of Shimura periods Ω ± f σ above. The plus modular symbol map associated to f is the map
and the minus modular symbol map associated to f is the map
. More generally, if m is a positive integer and ψ is a Dirichlet
Let p be a prime of good ordinary reduction for A. We fix, once and for all, a prime ℘ of K f lying above p. The modular symbol maps allow us to define two measures on Z × p which depend on the unit root of the polynomial h(
The construction of the p-adic L-function depends, in turn, on these measures. Since A is ordinary at p, the polynomial h has a unique unit root α ∈ (K f ) ℘ , i.e., a root with ord ℘ (α) = 0.
Using the modular symbol maps [ ]
For a continuous character χ on Z We define the analytic p-adic L-function associated to f by (2.6)
where by x s−1 we mean exp p ((s − 1) · log p x and exp p and log p are the p-adic exponential and logarithm, respectively. The function L p (f, s) extends to a locally analytic function in s on the disc defined by |s − 1| < 1, as in the first proposition of [24, §I.13] .
Let ∞ G be the Galois group Gal(Q(µ p ∞ )/Q). The cyclotomic character κ :
This identification allows us to give a series expansion of the p-adic L-function in terms of
Now for each n ≥ 1, let P n (f, T ) be the following polynomial:
We have that (2.8) gives us a Riemann sum for the integral (2.7), by summing over residue classes mod p n ; in other words:
Proposition 2.8. We have that the p-adic limit of these polynomials is the p-adic L-series:
This convergence is coefficient-by-coefficient, in the sense that if P n (f, T ) = j a n,j T j and
Proof. This is a straightforward generalization of [43, Proposition 3.1] . The upper bounds we obtain are the same as the upper bounds in the proof of [43, Proposition 3.1], which enables us to compute the p-adic L-series to any desired precision.
We define the p-adic multiplier ǫ p (f ) by
The p-adic L-series of f satisfies an interpolation property with respect to the complex L-series of f [24, §I.14]:
associated to f that we constructed in the previous subsection depends on the Shimura periods Ω + f σ and on the prime ℘. In the present section we define a p-adic L-function associated to the abelian variety A which is independent of the choices of the Shimura periods (provided they satisfy (2.4)) and of ℘.
The abelian variety A has an associated complex L-series, given by
which can be extended analytically to the whole complex plane. We define the p-adic L-function associated to A by (2.10)
Remark 2.9. Since we require our Shimura periods {Ω
Furthermore, we define
and the p-adic multiplier of A by
For r ∈ Q we set (2.12)
[r]
Corollary 2.10. Let {Ω ± f σ } σ∈G f be a set of Shimura periods satisfying (2.4). Then (2.9) immediately implies
2.4.
Quadratic twists and normalization. Modular symbols can be computed up to a rational multiple purely algebraically (cf. [41] ) using (mostly sparse) linear algebra over fields. Computing the exact modular symbol (not just up to a rational factor) requires doing linear algebra over Z, which is much slower. In this section we describe a method to determine the correct normalization of the modular symbol map by using special values of quadratic twists, which is potentially much faster than using linear algebra over Z.
In order to find the correct normalization, we use the fact that the p-adic L-series associated to A interpolates the Hasse-Weil L-function L(A, s) associated to A at special values. Algorithms for the computation of . We assume that L(f ψ , 1) = 0. Using Corollary 2.6 we see that there exists
A computation analogous to [43, §3.7] yields (2.14)
Therefore we can compute the product of the plus modular symbols for f ψ and its conjugates in terms of modular symbols for f and its conjugates. The same holds for the p-adic L-function of the twist A ψ of A by ψ. Now suppose that L p (A, 0) = 0 and we want to find the correct normalization factor for [ ] 
An analogous approach can be used to find the correct normalization factor δ − for the minus modular symbol. It follows from [9] that in both cases a fundamental discriminant D as above always exists.
Remark 2.11. Suppose that A is the Jacobian of a hyperelliptic curve X/Q of genus g given by an equation
which is minimal in the sense of [20] . Often it is not necessary to compute Ω
be a minimal equation for X ψ , and consider the differentials
) is a basis of the integral 1-forms on A and (ω
) is also a basis for the integral 1-forms on A ψ . In that case we always have η ψ ∈ {±1}; this follows from [13, §3.5] . It is easy to determine the sign using a straightforward generalization of [19, §1.3] . More generally, a similar approach can also be used to compute η ψ directly if we know how to express a basis for the integral 1-forms in terms of ω 1 , . . . , ω g . 2.5. The algorithm. We implemented the following algorithm for the computation of the p-adic L-series of A in Sage [42] .
Algorithm 2.12 (p-adic L-series).
Input: Good ordinary prime p, A modular abelian variety attached to newform f , precision n. Output: nth approximation to the p-adic L-series L p (A, T ).
(1) Fix a prime ℘ of the field K f generated by the Hecke eigenvalues of f lying above p and compute the unit root
Find a fundamental discriminant D > 0 such that gcd(pN, D) = 1 and A ψ has analytic rank 0 over Q, where ψ is the quadratic character associated to Q(
and deduce the normalization factor δ + using (2.13).
Remark 2.13. Note that
Step (7) of Algorithm 2.12 is exponential in p; see the following subsection for an alternative method.
2.6. Overconvergent modular symbols. Here we outline an alternative method for
Step (7) of Algorithm 2.12. This method is due to Pollack and Stevens [34] and has running time polynomial in p and in the desired number of digits of precision. The idea is to use Stevens's overconvergent modular symbols; these are constructed using certain padic distributions, and they can be specialized to classical modular symbols. More precisely, any classical modular eigensymbol can be lifted uniquely to an overconvergent modular Hecke-eigensymbol, which can be approximated using finite data. Note that in order to do this, we first have to p-stabilize the symbol to a symbol for Γ 0 (N p) which is an eigensymbol away from p.
The plus modular symbol we start with is only determined up to multiplication by a scalar, so the corresponding overconvergent eigenlift is also only determined up to multiplication by a scalar. Hence we cannot dispense with Steps (2), (3), (5) and (6) of Algorithm 2.12.
Once this desired lift has been computed, writing down the p-adic L-series associated to the modular symbol and its quadratic twists by ψ for suitable D is rather easy, cf. [34, §9] . Together with David Roe and Robert Pollack, we have implemented Algorithm 2.12 with Step (7) replaced by the algorithm from [34] in Sage as well, building on an implementation due to Pollack.
The p-adic height pairing of Coleman-Gross and p-adic regulators
We now shift our attention to the remaining p-adic quantity appearing in Conjecture 1.4, the padic regulator. To discuss p-adic regulators, we begin, in this section, by describing one construction of the global p-adic height pairing relevant to our setting. We give an algorithm to compute the height pairing in the case when the abelian variety A is the Jacobian of a hyperelliptic curve and show how we use it to compute p-adic regulators.
Let A be an abelian variety defined over a number field K and let A ∨ denote the dual abelian variety to A. There are several definitions of p-adic height pairings on abelian varieties in the literature. Schneider [36] and Mazur-Tate [23] were the first to construct the p-adic height pairing on abelian varieties defined over number fields. This was extended to motives by Nekovář [29] . There are also more specialized definitions: in the case when dim A = 1, K = Q, and p is a prime of good, ordinary reduction, Mazur, Stein, and Tate [22] gave an explicit formula for the p-adic height which relies on an understanding of the p-adic sigma function. When A is the Jacobian of a curve, Coleman and Gross [12] described the p-adic height pairing on A as a sum of local height pairings. Note that in the range where all of these constructions apply, they are known to be equivalent by the work of Coleman [11] and Besser [6] (where the equivalence is possibly up to sign, e.g., in the supersingular case). For all of these definitions, the p-adic height pairing is known to be bilinear and, in the principally polarized case, symmetric.
Let p be a prime number such that A has good ordinary reduction at all primes of K above p. We denote the p-adic height pairing by
Now we want to define the p-adic regulator with respect to h. In the literature, one usually defines this quantity as the determinant of the height pairing matrix with respect to set of generators of the free part of A(K) and A ∨ (K), respectively. This, however, is only well-defined up to sign. Since results in Iwasawa theory are typically only up to a p-adic unit, this is usually not a serious problem, but in order to state Conjecture 1.4, we need a canonical well-defined p-adic regulator. First note that if φ : A → A ∨ is an isogeny and P 1 , . . . , P r generate the free part of A(K), then
does not depend on the choice of generators P 1 , . . . , P r .
Lemma 3.1. Let c, c ′ ∈ Pic 0 (A) and let φ c , φ c ′ : A → A ∨ be the corresponding isogenies. If P 1 , . . . , P r is a set of generators for the free part of A(K), then we have
There are integers m ij , m
To show this, we use classical Néron-Tate heights. The Néron-Tate regulator is defined as
where the bilinear pairing P i , Q j P =ĥ P (P i , Q j ) is defined in terms of the Néron-Tate heightĥ P with respect to the Poincaré bundle on A × A ∨ . See [16, Remark F.4.1] . On the other hand, it is easy to see that
where , c is the Néron-Tate height pairing on A with respect to c, and similarly for c ′ . This implies that 0 < det (
Since det(M ) = m > 0 and Reg(A/K) = 1 m Reg c (A/K), we have
and hence
Therefore we find det(M ′ ) = m ′ .
Definition 3.2. Let A be an abelian variety defined over a number field K and let A ∨ denote its dual. Let P 1 , . . . , P r be a set of generators of A(K)/A(K) tors . Fix some c ∈ Pic 0 (A) and let φ c : A → A ∨ denote the corresponding isogeny. The p-adic regulator of A, denoted Reg p (A), is defined by
The p-adic regulator is well-defined by Lemma 3.1. It has been conjectured by Schneider [36] that the p-adic height pairing is nondegenerate, however, in contrast to the classical case of Néron-Tate heights, this is not known in general.
Among the aforementioned definitions of the p-adic height pairing, the Coleman-Gross construction of the p-adic height pairing is fairly explicit in nature, and for that reason, lends itself nicely to computation. Thus we take it as our working definition of the p-adic height. We start by giving a brief overview of the work of Coleman and Gross.
Suppose X/K is a curve defined over a number field K, with good reduction at primes above p. To define the p-adic height pairing
where Div 0 (X) denotes the divisors on X of degree zero, one needs the following data:
• A "global log"-a continuous idele class character ℓ :
complementary to the space of holomorphic forms.
We require that the local characters ℓ v induced by ℓ, for v | p, are ramified in the sense that they do not vanish on the units in K v . From ℓ one deduces the following data:
• For any place v ∤ p we have ℓ v (Ø * Kv ) = 0 for continuity reasons, which implies that ℓ v is completely determined by the number ℓ v (π v ), where π v is any uniformizer in K v .
• For any place v | p we can decompose ℓ v as a composition
where t v is a Q p -linear map. Since we assume that ℓ v is ramified it is then possible to extend log v to log v : K * v → K v in such a way that the diagram remains commutative.
We will later need to choose a branch of the p-adic logarithm, since the Coleman integral of a form with residue depends on such a choice. We will fix this choice for the computation of the local height pairing to be the one determined above.
Let us now describe the p-adic height pairing h(D,
We will discuss how to compute this in practice in Section 3.1.
3.1.
Computing p-adic heights away from p. We keep the notation of the previous section, but assume, in addition, that X is hyperelliptic of genus g, given by an equation
is separable. Let v be a fixed non-archimedean place of K not dividing p.
The arithmetic geometry needed in the present section can be found in [21, Chapters 8, 9] . We fix a proper regular model C of C = X × K K v over Spec(O) with special fiber C v . If D is a prime divisor on C, then we let D denote the Zariski closure of D on C and we extend this to all of Div(C) by linearity. It was shown by Hriljac [17] that if D ∈ Div 0 (C), then there exists a vertical Q-divisor Φ(D) on C such that the intersection multiplicity of D + Φ(D) with any irreducible components of C v is trivial.
If D, E ∈ Div 0 (C) have disjoint support, then according to [12, Prop 1.2] the local height pairing between D and E at v is given by
where i v denotes the (rational-valued) intersection pairing on C. This does not depend on the choice of Φ(D) or of C. As in [26] , the following steps are sufficient to compute the local p-adic height pairing at v.
(1) Compute a desingularization C in the strong sense of the Zariski closure C of C over Spec(O);
, E . These steps are dealt with in detail and greater generality in [26] . For the convenience of the reader, we provide a brief summary in the present case of hyperelliptic curves.
Step (1) can be done using a desingularization algorithm implemented by Steve Donnelly in Magma [8] . Recall that a desingularization C of the Zariski closure C of C over Spec(O) in the strong sense is a proper regular model of C over Spec(O) such that there exists a morphism ξ : C → C that is an isomorphism above regular points of C. From now on we will assume that our model C is of this type, as this property is needed in order for some of the other steps to work. See [26, §4.3] for details.
For
Step (2), we write our divisors D and E as differences of effective divisors
By bilinearity of the intersection pairing it suffices to discuss the computation of i v D 1 , E 1 .
For now we assume that the points on C v where D 1 and E 1 intersect all lie on a single affine piece C a of C. Suppose that C a = Spec (O[x 1 , . . . , x n ]/J) for some ideal J and that I D1 (resp. I E1 )
represents D 1 (resp. E 1 ) on C. Then we have
The computation of the right hand side of (3.4) can be reduced to (essentially) the computation of Gröbner bases over Spec(O), cf. [26, Algorithm 1]. In order to find the representing ideals I D1 and I E1 the strategy is to first find representing ideals for the Zariski closures of D 1 and E 1 on C and lift these to C through the blow-up process. We can guarantee that the intersection of these closures has support only in one of the two standard affine pieces of C by decomposing D 1 and E 1 into prime divisors over a finite extension M of K v ; in the present case of hyperelliptic curves this is possible using factorisation of univariate polynomials over M as described in [26, §5.3] .
So it remains to discuss how to represent Zariski closures of prime divisors on C on the affine piece
where a(x) ∈ O[x] has roots x(P 1 ), . . . , x(P d ) and does not vanish modulo π v and b(x) ∈ O[x] does not vanish modulo π v and satisfies y(P i ) = b(x(P i )) for i ∈ {1, . . . , d}. This is commonly referred to as Mumford representation, see [27, 3.19] . In particular, if D 1 = (P 1 ), where P 1 ∈ C(K v ), then we can take the ideal (x − x(P 1 ), y − y(P 1 )).
The other case we have to consider is the case D 1 = (P 1 ) + (P − 1 ), where P 1 is defined over an extension of K v of degree at most 2 and P − 1 is the image of P 1 under the hyperelliptic involution. Then we can simply use the ideal (x − x(P 1 )).
For
Step (3) we refer to [26, §4.5] . In brief, we first compute the intersection matrix M of C v and its Moore-Penrose pseudoinverse M + . Suppose that the special fiber C v is given by m i=0 n i Γ i , where Γ 0 , . . . , Γ m are the irreducible components of C v . We also need the vectors s(D) and s(E) of intersection multiplicities, where
and s(E) is defined similarly. These can be computed using the techniques introduced in Step (2) above. Then we have
We have not discussed how we can compute a finite set U of places of K such that we have h v (D, E) = 0 for all v / ∈ U . This is discussed in [26, §4.2, §5.2]. Here we only mention that it suffices to compute U containing all bad places (that is, all places v such that ord v (2 · disc(f )) > 0) and all places v such that D and E have nontrivial common support modulo π v . The latter can be computed as follows, where D = D 1 − D 2 and E = E 1 − E 2 are as above. 
3.2.
Computing p-adic heights above p. We now describe the local contribution at a place v | p. 
where t v is the trace map determined by the decomposition of ℓ v (see (3.1)), and ω D is a differential associated to D.
We start by reviewing the construction of ω D . Let T (K v ) denote the subgroup of differentials on C of the third kind. We are interested in a particular subgroup of T (K v ) whose elements are the logarithmic differentials, i.e., those of the form df f for f ∈ K v (C) * . We denote this subgroup
dR (C/K v ) denote the space of holomorphic differentials and A = Pic 0 (C), we have the short exact sequence
This sequence has a natural identification with the K v -rational points of an exact sequence of commutative algebraic groups over K v :
where U is the universal extension of A by a vector group and H
Now as K v is p-adic, we will make use of the fact that we have a logarithmic homomorphism defined on an open subgroup of the points of any commutative p-adic Lie group, G, to the points of its Lie algebra Lie(G). When G = U or A, the open subgroup on which the logarithm converges has finite index, so the homomorphism can be uniquely extended to the entire group. We denote this extension as log U or log A , respectively. Since the logarithm is functorial and equal to the identity on H 1,0 dR (C/K v ), we have the following: Proposition 3.5. There is a canonical homomorphism
which is the identity on differentials of the first kind and makes the following diagram commute:
Note that the map Ψ takes a differential of the third kind on C to a differential of the second kind modulo exact differentials, sending log differentials to 0. It can be extended to a linear map from the K v -vector space of all differentials on C/K v to H 1 dR (C/K v ) by writing an arbitrary differential ν as a linear combination ν = α i µ i + γ, where µ i is of the third kind, α i ∈ K v , and γ is of the second kind on C. We then define Ψ(ν) = α i Ψ(µ i ) + [γ] . Now recall that we have at our disposal the complementary subspace W = W v . It allows us to isolate a canonical form ω D with residue divisor D as follows:
Then ω D is the unique form of the third kind satisfying
3.3.
Computing the global p-adic height. Using the material in Sections 3.1 and 3.2, we may now give an algorithm to compute global p-adic heights on Jacobians of hyperelliptic curves.
Algorithm 3.7 (Global p-adic height pairing).
Input:
• Genus g hyperelliptic curve X over Q of the form y 2 = f (x), with f separable, deg f = 2g +1, • Prime p of good ordinary reduction for X, • Divisors D, E ∈ Div 0 (X) with disjoint support.
Output:
(1) Heights away from p (a) Find relevant places. Compute the following set U of non-archimedean places of K: 
(v) Local height pairing. Let k v be the residue field at v and set
(c) Global height pairing away from p.
Choose ω a differential of the third kind with Res(ω) = D and compute log(ω) = Ψ(ω) for ω. Using the decomposition
where η is holomorphic, and log(ω D ) ∈ W . Now, using this holomorphic component η, we have
(b) Coleman integration (i) ...of a holomorphic differential. Compute E η, as in [4] .
(ii) ...of a meromorphic differential. Let φ be a p-power lift of Frobenius and set
Then for β i a differential with residue divisor E i , we compute
as described in [3] . (c) Height pairing above p. Subtract the integrals to recover the pairing at p:
(3) Global p-adic height pairing. Return the sum of 1(c) and 2(c).
Remark 3.8. Note that our current implementation of Algorithm 3.7 further assumes, in Step 2(b)(ii), that R i , S i ∈ C(Q p ).
3.4.
Computing the p-adic regulator. In this section, we explain how we use Algorithm 3.7, in practice, to compute the p-adic regulator of A/Q, where A is a Jacobian surface of a curve X/Q of genus 2 and p is a prime such that A has good ordinary reduction at p.
Suppose that P, Q ∈ A(Q) are distinct and that we want to compute the p-adic height pairing of P and Q. If we can find representatives D 1 = (P 1 ) − (P 2 ) and D 2 = (Q 1 ) − (Q 2 ) of P and Q, respectively, where P 1 , P 2 , Q 1 , Q 2 ∈ X(Q) are all distinct, then we can simply apply Algorithm 3.7 directly to compute h p (D 1 , D 2 ) .
However, in many situations, it is not possible to find representatives of P and Q whose support consists of Q-rational points. We can still compute the p-adic height pairing if we can find representatives D 1 , D 2 ∈ Div 0 (X)(Q) of P and Q, respectively, such that
where P 1 , P 2 , Q 1 , Q 2 , R, S ∈ C(Q p ) are pairwise distinct. It is explained in Section 3.1 how to find ideal representations of the positive and negative parts of D 1 and D 2 , respectively, which is all we need to compute the local height pairings away from p. The latter is very similar to the computation of canonical real-valued height pairings on Jacobians of hyperelliptic curves as discussed in [26] and has been implemented in Magma.
If we want to compute the p-adic height pairing of P with itself, then we simply compute minus the p-adic height pairing of P with −P using the techniques discussed above.
Remark 3.9. In principle this algorithm can be generalized immediately to hyperelliptic curves over Q of arbitrary genus, with minor subtleties if the genus is odd and the degree is even. See the discussion in [26] . However, to find the p-adic regulator precisely (and not only up to a rational square), we first need a set of generators for A(Q)/A(Q) tors . Given generators of a finite index subgroup of A(Q)/A(Q) tors , a general algorithm for this computation is presented by Stoll in [44] , but currently it is only feasible if the rank is zero or X has genus 2 (using current work in progress due to Stoll this can be extended to genus 3). Hence we can only hope to compute the p-adic regulator up to a rational square in general.
Remark 3.10. It is useful to note that in order to compute the p-adic regulator in the genus 2 case, we need not work with generators of the free part of the Mordell-Weil group itself. Indeed, if we have a set of points generating a subgroup G of finite index, then we can easily compute the index of G by computing and comparing the real-valued regulators of G and of A(Q)/A(Q) tors , see Remark 3.9. Since the p-adic height is quadratic, it suffices to compute the p-adic regulator of G in order to deduce the p-adic regulator. This helps in finding points with representatives of the required form.
Remark 3.11. Suppose that X is hyperelliptic and defined over a number field K. Then we can still compute the p-adic regulator exactly as above if all completions
Finally, following [43] , we note that the p-adic regulator has a natural normalization from Iwasawa theory, coming from the choice of topological generator γ. This is done so that the global p-adic height depends only on the choice of isomorphism Γ → Z p , instead of on the Z p -extension. This normalization is carried out by dividing h(P i , P j ) by log p (κ(γ)), or, alternatively, since the p-adic regulator involves a basis of dimension r, by taking Reg γ (A) = Reg p (A) (log p (κ(γ))) r .
Evidence for rank 2 Jacobians of genus 2 curves
As we now have algorithms to compute the p-adic regulator and p-adic L-series, we proceed to verify Conjecture 1.4 for specific abelian varieties, using BSD data from [13, Table 2 ]. We take as our list of candidate modular abelian varieties A those appearing in [13] of rank 2.
We were able to find generators represented by divisors whose support consists only of Q-rational points for each of the rank 2 Jacobians taken from [13] except for the one with level 167. Hence we used the easier first approach outlined in Section 3.4 to compute the p-adic regulator for all Jacobians except for the one associated to level 167.
In order to compute the special values L * p (A, 0), we used an implementation in Sage of the algorithm outlined in Section 2.6. Previously, we had used Algorithm 3.7 obtaining fewer digits of precision. The results agreed up to the precision obtained using the latter. Table 4 .1 is taken from [13] and contains minimal models (in the sense of [19] ) for each curve from [13] whose Jacobian variety has Mordell-Weil rank 2 over Q, as well as the corresponding level N .
The data presented in this section proves the following:
Theorem 4.1. Assume that for the Jacobians of all curves in Table 4 .1 the Shafarevich-Tate group over Q is 2-torsion. Then Conjecture 1.4 is satisfied up to the respective precision specified in the tables below for the Jacobians of all curves in Table 4 .1 at all good ordinary p < 100 satisfying the hypotheses of our algorithms.
Remark 4.2. The assertion that all Shafarevich-Tate groups are 2-torsion for these abelian varieties follows from the classical conjecture of Birch and Swinnerton-Dyer by [13] .
For our algorithms, we take the integral models in [13, Table 1 ] and do a change of coordinates to obtain the corresponding models of the form y 2 = f (x). We record both models in Table 4 .1 
Let us recall what is known about computing the quantities appearing on the right side of Equation 1.2 which we have not addressed so far. As described in [13] , the order of the torsion subgroups and the Tamagawa numbers are computable. For the Jacobians of the curves in Table 4 .1, we list these values, taken from [13, Table 2 ], in Table 4 .2. While no general algorithm has yet been developed and implemented to compute the order of the Shafarevich-Tate group X(A/Q) for the Jacobians of each of the curves in Table 4 .1, the conjectural order X? of the group is also given, conditional on the classical BSD conjecture 1.1 (and equal to the order of X(A/Q) [2] ).
Remark 4.3.
There is a general approach to computing X(A/Q) for the rank 2 Jacobians in Table 4 .1, which is to use Heegner points and Kolyvagin's Euler system to give an explicit upper bound, then compute the remaining Selmer groups. It would be an interesting project to systematically develop this approach, by generalizing [15, 25] to this new setting. Table 4 .2. BSD data for rank 2 Jacobians of genus 2 curves (A, 0) , we need the normalization factor δ + , so we have to find a fundamental discriminant D > 0 such that for some good ordinary p 0 we have gcd(p 0 N, D) = 1 and the analytic rank of A ψ is zero, where ψ is the quadratic character associated to Q( √ D). See Subsection 2.4. The real period Ω + A for our Jacobians can be found in [13] ; there it was computed using the observation that (ω 1 , ω 2 ) as in Remark 2.11 is a basis of integral 1-forms for all abelian varieties we consider. It is not difficult to show that the corresponding fact also holds for all A ψ and hence, using Remark 2.11, we found that η ψ = 1 in all 16 cases. We list, for each level, the quantities needed to find δ + in Table 4 .4. For good measure, we also verified:
Proposition 4.5. The classical (and hence, for all primes p of good ordinary reduction, the p-adic) Birch and Swinnerton-Dyer conjecture holds for all 16 twists A ψ in Table 4 .4 under the assumption that X(A ψ /Q) is 2-torsion.
Proof. See Table 4 .4, noting that X ψ ? is equal to |X(A ψ /Q) [2] |. A note on our models and choices of primes. Since our p-adic heights algorithm requires that the curve be given by an odd degree model, for each curve y 2 = g(x), we consider those good ordinary primes p for which g(x) has a Q p -rational zero and do another change of coordinates to obtain the odd model
. We compute the p-adic regulators and p-adic L-values for these primes. In this section, we present evidence for Conjecture 1.4 on a rank 4 twist of a rank 0 modular abelian surface for the primes 29, 61 and 79. Let X = X 0 (31). According to [14] , an affine equation for X is given by y 2 = (x 3 − 2x 2 − x + 3) · (x 3 − 6x 2 − 5x − 1).
The Jacobian A of X has rank zero over Q. We search for quadratic twists of high rank by searching among quadratic twists ψ of small conductor D for some A ψ whose complex L-series seems to vanish at s = 1 up to order at least 4. This is the case for D = −47. We then use a 2-descent on A ψ as implemented in Magma to find that the rank is at most 4. Searching for Q-rational points on A ψ of small height quickly reveals subgroups of rank 4, such as the groups G p described below, thus proving that the rank A ψ over Q is indeed 4.
Using [7, Theorem 1.17] we find that the potentially nontrivial Tamagawa numbers are c 31 (A ψ ) = 1 and c 47 (A ψ ) = 16. Moreover, the torsion subgroup is trivial as is the 2-torsion of X(A ψ /Q). Since the divisors supported in Q-rational points of X ψ do not generate a subgroup of finite index, we compute the p-adic regulator for p ∈ {29, 61, 79} using the second method outlined in Section 3.4. Namely, for each p we find a finite index subgroup G p of A ψ (Q)/A ψ (Q) tors generated by the classes of divisors D 1 , . . . , D 4 such that each D i has pointwise Q p -rational support. It is then enough to compute the p-adic regulator of G p to find the p-adic regulator of A ψ (Q)/A ψ (Q) tors .
The generators we used are given in . For the latter computation, we used that for a minimal equation of X χ , a basis of the integral 1-forms on A χ is given by (ω 1 , ω 2 ) as in Remark 2.11. Since the corresponding fact also holds for A, we find that η χ = 1 using [19] .
The data presented in this section proves:
Proposition 5.1. Assume that X(A ψ /Q) consists entirely of 2-torsion, and that the conjectural order of X(A ψ /Q) is 1 (numerically it is 1.0000000 . . . to as many digits as we care to compute). Then Conjecture 1.4 is satisfied for the twist A ψ of J 0 (31) of rank 4 for the primes 29, 61 and 79.
The special values of the p-adic L-series, the p-adic regulators and the p-adic multipliers for p ∈ {29, 61, 79} are given in the following Remark 5.2. Assume that X(A χ /Q) consists entirely of 2-torsion. Then we also verified the classical (and hence for good ordinary primes p the p-adic) conjecture of Birch and Swinnerton-Dyer for the rank 0 twist A χ , since all Tamagawa numbers, the order of the torsion subgroup and the order of X(A χ /Q) [2] are easily seen to be equal to 1.
