Abstract. We collect some applications of the variational formula established in [Sch88, Rue13] for the quenched Lyapunov exponent of Brownian motion in stationary and ergodic nonnegative potential. We show for example that the Lyapunov exponent for nondeterministic potential is strictly lower than the Lyapunov exponent for the averaged potential. The behaviour of the Lyapunov exponent under independent perturbations of the underlying potential is examined. And with the help of counterexamples we are able to give a detailed picture of the continuity properties of the Lyapunov exponent.
Introduction
In [Sch88, Rue13] a variational formula has been established for the exponential decay rate of the Green function of Brownian motion evolving in a stationary and ergodic nonnegative potential. The purpose of this article is to collect some applications of this variational formula. A special focus is laid on continuity properties of the Lyapunov exponent. We give counterexamples in the last section in order to complete the picture.
We consider Brownian motion in R d , d ∈ N. Let P x be the law of standard Brownian motion with start in x ∈ R d on the space Σ := C([0, ∞), R d ) equipped with the σ-algebra generated by the canonical projections, and let E x be the associated expectation operator. With (Z t ) t≥0 we denote the canonical process on Σ.
We assume that the Brownian motion is moving in a random potential: Let (Ω, F, P) be a probability space and assume (R d , +) is acting as a group on Ω via τ : R d × Ω → Ω, (x, ω) → τ x ω. We always assume that X := (Ω, F, P, τ ) is a metric dynamical system, which means that τ is product measurable and P is invariant under τ x for all x ∈ R d . Often P is required to be ergodic under {τ x : x ∈ R d }. Then X is called ergodic dynamical system. We denote the space of p-integrable functions on Ω by L p , p ≥ 1. Any nonnegative V ∈ L 1 is called potential throughout this article.
Let V be a potential. We assume that Brownian motion Z is killed at rate V : Introduce the Green function as g(x, y, ω) := where x, y ∈ R d , ω ∈ Ω, E t x,y denotes the Brownian bridge measure, and p t (x, y) is the transition probability density of Brownian motion in R d . g can be interpreted as density for the expected occupation times measure for Brownian motion killed at rate V . Under natural assumptions the Green function is the fundamental solution to − 1 2 ∆ g(x, ·, ω) + V ω g(x, ·, ω) = δ x , where δ x denotes the Dirac measure at x ∈ R d , see e.g. [Pin95, Theorem 4.3.8].
If X is an ergodic dynamical system and V satisfies certain boundedness and regularity assumptions, then it is shown in [Rue13, Theorem 1.2] that the Green function decays exponentially fast with an deterministic exponential decay rate, called Lyapunov exponent, see also Theorem 1.1. We refer the reader to [Rue13] for the exact assumptions on V needed for this result and we call as in [Rue13] a potential satisfying these assumptions shortly a regular potential.
Deterministic exponential decay has been shown previously for example for periodic potentials in [Sch88] , and for Poissonian potentials in [Szn94] . [AS12] gives analogous results in the context of Hamilton-Jacobi-Bellman equations. In discrete space, [Zer98] and [Mou12] establish existence of Lyapunov exponents for random walks in random potentials.
Measurable functions f on Ω give rise to functions f ω on R d , called realisations of f , defined by f ω (x) = f (τ x ω) for x ∈ R d and ω ∈ Ω. If f ω is differentiable for all ω ∈ Ω we call f (classically) differentiable and we denote the derivative by (Df )(ω) := D(f ω )(0). Let y ∈ R d . We recall the variational expression as introduced in [Rue13,  Here the space F is the space of probability densities f ∈ L 1 with the following properties:
• Ef = 1 and there exists c f > 0 such that f ≥ c f ,
• f ω is differentiable of any order for all ω, and sup Ω |D n f | < ∞ for n ∈ N 0 . The space Φ y is the space of divergence-free vector fields φ ∈ (L 1 ) d such that:
• φ ω is differentiable of any order for all ω, and sup Ω |D n φ| < ∞ for all n ∈ N 0 , • Eφ = y, and ∇ · φ = 0 for all ω. One has the following representation of the Lyapunov exponent: In the present article we derive properties of the Lyapunov exponent α V from its variational representation Γ V . We state the results in the following for the variational expression Γ V having in mind that as soon as the underlying dynamical system is ergodic and the considered potentials are regular these results do hold by Theorem 1.1 for α V as well.
Notation. At some points we use notation from [Rue13] and in order to keep this note compact we introduce several objects in a short way and refer the reader to the first two sections of [Rue13] for more detailed descriptions.
We denote by S d−1 the set of unit vectors in R d . The Lebesgue measure on R d is denoted by L . We write | · | for the euclidean norm on R k , k ∈ N.
We need the concept of weak differentiability on X: A measurable function f : Ω → R d is called weakly differentiable in direction i if P-a.e. realisation of f is weakly differentiable in direction i, and if there exists a measurable function g on Ω such that P-a.s. La.e. g ω = ∂ i (f ω ). Then g is called the weak derivative ∂ i f of f in direction i. The weak derivative is uniquely determined P-a.s., and coincides with the classical derivative if the realisations of f are classically differentiable. We have the differential operator ∇f = (∂ i f ) i , if the weak derivatives in any direction exist. We introduce
On i D(∂ i ) we have the norm f ∇ := f 2 + i ∂ i f 2 . In addition to F and Φ y we need the following function spaces:
Examples. We give two main examples for dynamical systems X = (Ω, F, P, τ ) which fit into our framework. As a special example in Section 5 we encounter the Poisson line process.
be the Borel σ-algebra on T d , and set τ x ω := ω + x(mod 1) for x ∈ R d , ω ∈ T d . With P being the Lebesgue measure L the dynamical system X becomes stationary and ergodic.
Stationary ergodic random measures: Let Ω := M(R d ) be the set of locally finite measures on (R d , B(R d )) equipped with the topology of vague convergence. Let F be the Borel σ-algebra on Ω, and set τ x ω[A] := ω[A + x] for x ∈ R d , A ∈ B(R d ) and ω ∈ Ω. Then for any distribution P of a stationary ergodic random measure on (M(R d ), F) the dynamical system X becomes an ergodic dynamical system, use [DVJ08, Exercise 12.1.1(a)]. An easy way to construct potentials on Ω is to choose a 'shape' function W :
If P is a Poisson point process with constant intensity this leads to the so called Poissonian potentials, see [Szn98] . We denote such a dynamical system where P is a Poisson point process with constant intensity ν > 0 by X poi,ν .
Elementary Properties
We deduce elementary properties of Γ V :
Γ is concave in the following sense: Let λ i , 1 ≤ i ≤ k, be positive real numbers s.t.
For sums of constant potential c and some other potential V Inequality (2.2) is stronger than inequality α cV ≤ cα V , c ≥ 1, which one obtains applying Jensen inequality to the representation of the Lyapunov exponent given in [Rue13, (1.9) ]. This here allows to deduce the correct asymptotics given in (4.9). In the same way (2.4) could be deduced with Hölder inequality from [Rue13, (1.9)]. The 'squared' inequality however is a stronger result.
Inequality (2.8) can be interpreted as a relation between the Lyapunov exponent and the quenched free energy Λ ω (0) := lim sup t→∞ 
For (2.3) recall the 'inverse' Hölder inequality: If g, h are measurable, h = 0 P-a.s., then for r ∈ (1, ∞),
This follows from an application of Hölder's inequality f 1 f 2 1 ≤ f 1 p f 2 q , 1 ≤ p, q ≤ ∞, p −1 + q −1 = 1 to f 1 := |gh| 1/r , f 2 := |h| −1/r , p = r, q = r/(r − 1). (2.9) applied to r = 2, g := |φ| 2 , h := f −1 , and Jensen inequality give inf φ∈Φy |φ| 2 2f dP ≥ |y| 2 /2. (2.10) Estimate with (2.10)
On the other hand, choosing f ≡ 1 and φ ≡ y in the variational expression for Γ 2 c (y), one has Γ 2 c (y) ≤ 2c|y| 2 . For the inequality preceding (2.4) observe that:
Since the square root is concave and monotone the 'non-squared' inequality (2.4) is valid. For (2.5) use (2.10), (2.3) and
For (2.6) we argue with the representation of Γ V given by [Rue13, Propositions 3.13, 
The following theorem is a refinement of (3.1).
Theorem 3.1. Let X := (Ω, F, P, τ ) and Y := (Ω, G, P| G , τ ) be metric dynamical systems with G ⊂ F. Let V be a potential on X. Then with obvious notation,
which shows the statement.
3.2. Strict Inequality. It is natural to ask whether the randomness of the potential has significant effect on the Lyapunov exponent. The following theorem gives a positive answer to this question:
Proof. Without restriction we consider the set of functions F w instead of F in the definition of Γ V . This is possible by [Rue13, Proposition 2.2]. Let 0 < p < ∞ and choose
One has
use the chain rule for weak derivatives, see [GT83, Lemma 7.5]. Choosing φ ≡ y, we get
where we used the theorem on differentiation under the integral sign, see e.g. [Bau01, Lemma 16.2]. At p = 0 one has
One has Cov(V, ln V ) > 0 by FKG-inequality, see e.g. [RS92, Theorem 1.2]. Therefore, choosing a constant Cov(V, ln V ) > C 1 > 0 one has for p > 0 small enough,
On the other hand there is a constant C 2 > 0 such that for p > 0,
Estimates (3.2), (3.3) and (3.4) give for p > 0 small
which for p > 0 small enough is strictly lower than Γ 2 EV (y) = 2E[V ]|y| 2 , see (2.3). 3.3. Perturbation and Extension. The potential V may be perturbed by an external input or extended into 'new' dimensions. Extensions are of interest if one considers for example random chessboard potentials, see e.g. [DMM86] . In the following we elaborate a framework for external input and extensions and give estimates on Lyapunov exponents for perturbed or extended potentials.
Let
) be metric dynamical systems of dimensions d 1 and d 2 respectively. Consider some measure P on (Ω, F) := (Ω 1 × Ω 2 , F 1 ⊗ F 2 ) with marginal distributions P 1 and P 2 . We introduce two possible actions on Ω:
x ω 2 ). Note that τ e as well as τ p are indeed product measurable actions on the respective spaces.
If P is invariant under τ p or τ e then P is called a joining of P 1 and P 2 . We denote the set of joinings with respect to τ p by J p (X, Y ) and the set of joinings with respect to τ e by J e (X, Y ). The product measure P 1 ⊗ P 2 is always a joining with respect to τ p and τ e .
Note that joinings of ergodic dynamical systems are not necessarily ergodic any more. For example consider the torus
Joinings are discussed in literature in great extent. Existence and ergodicity of joinings in general, and the question when the product measure leads to an ergodic joining are addressed e.g. in [Fur81, Chapter 5,6], [CFS82, Chapter 10], [Rud90, Chapter 6], [Ryz91] . However, we want to mention that often in literature actions of only one transformation or actions of Z on Ω are considered, instead of studying the action of more general groups.
We recall a result in this direction: The definition of weak mixing for one shift can be found in [Rud90, Definition 4.1].
Lemma 3.3 (see e.g. [Rud90, Proposition 4.19]). Let φ be a measurable transformation of a probability space (Ω,F,P). Then φ is weakly mixing underP, if and only if the product φ × ψ of φ with any other ergodic transformation ψ of some probability space (Ω,F,P) is an ergodic transformation on (Ω ×Ω,F ⊗F,P ⊗P).
Here the product of φ and ψ is defined by φ × ψ :Ω ×Ω →Ω ×Ω, (ω 1 , ω 2 ) → (φ(ω 1 ), ψ(ω 2 )). On page 3 we have introduced the ergodic dynamical system X poi,ν , where P is a Poisson point process. We can construct the following example:
Example. The perturbation or extension of X poi,ν with any other ergodic dynamical system is again an ergodic dynamical system under the product measure.
In fact, with [DVJ08, 12.3 .II] considering bounded Borel measurable subsets of R d we know that the Poisson point process satisfies [DVJ08, 12. 3.I(iii)]. In particular, according to [Rud90, Definition 4.1] any transformation τ x , x = 0, is weakly mixing under P. Therefore, with help of Lemma 3.3 the statement follows.
We need some additional notation: With E 1 we denote the expectation operator with respect to P 1 . We write Γ P 1 , Γ P,e and Γ P,p for the variational functional in order to indicate the underlying dynamical system. π 1 :
The following result studies the effect of external input:
If d 1 = d 2 , the analogous inequality is valid for any joining P ∈ J p (X, Y ).
Note that in fact, Γ P 1 does not depend on the realisation of
Proof. We prove the statement for τ e . The same argument works for τ p . Introduce F 1 as the set F for the dynamical system X as defined on page 2. By F e we denote the set F on Ω. Introduce Φ 1 y as the set Φ y for X and Φ ê y as the set Φŷ on Ω, see page 2. We define
Considering only the first component any f ∈ F X can be identified uniquely withf ∈ F 1 such that f =f • π 1 . Then |∇ τe f | 2 = |∇ τ (1)f | 2 • π 1 with obvious notation. Analogously any φ ∈ Φ X y can be identified uniquely withφ ∈ Φ 1 y after a projection of φ onto its first
This shows the statement.
We use this result to study sums and products of independent potentials.
Corollary 3.5. Let P = P 1 ⊗ P 2 . Assume V 1 , V 2 ∈ L 1 (P) with V 1 constant in the second component and V 2 constant in the first component. Then for y ∈ R d 1 ,
where for the first inequality V 1 + V 2 and for the second V 1 V 2 is required to be a potential. Analogous results hold for the action τ p .
Continuity
In this section we study continuity properties of the Lyapunov exponent. We consider continuity with respect to the underlying probability measure, continuity with respect to the potential and we are also interested in the exact rate of convergence of the Lyapunov exponent for scaled potentials. In Section 5 we give examples which show that the continuity results we obtain here are essentially all one can expect in general. Additional assumptions however should allow to derive stronger results. Possible enforcements of the prerequisites are for example mixing properties of the underlying probability measure, finite range dependence properties of the potential, or compactness of the space Ω. We show in Subsection 4.4 that compactness allows to deduce exact results. Both, compactness assumptions as well as additional mixing or independence properties are studied in literature in comparable situations:
For example for the time constant in i.i.d. first-passage percolation continuity has been investigated in [CK81, Theorem 3], see also [SW78, Chapter X.4]. Recently, continuity of the Lyapunov exponent of random walk in i.i.d. random potential with respect to convergence in distribution of the underlying potential has been shown in [Hie13] . Models with long range dependencies are considered e.g. in [Sch11] . We also want to refer to [ It is immediate to show continuity of the Lyapunov exponent with respect to uniform convergence of the potential:
. Now use (2.2) in order to get the lower bound. The upper bound follows analogously from V ≥ V − ≥ V (1 − /v min ) and the corresponding inequality after (2.2).
Consideration of continuity with respect to weak convergence of the potential as well as continuity with respect to the underlying measure turn out to be more delicate. While we are able to show upper semi-continuity, see Subsection 4.2, lower semi-continuity does not hold in general as indicated by examples given in Section 5. This resembles the situation in [CK81, Hie13] where the proof of the lower bound was more involved than the proof of the upper bound.
4.1. Denseness. In Subsection 4.2 we study continuity of Γ V with respect to weak convergence of the underlying probability measure P on Ω, and we therefore need to introduce function spaces of continuous functions. Assume Ω is a topological space such that F is the Borel σ-algebra. We set D c := {f ∈ D : ∀n ∈ N 0 D n f is continuous w.r.t. the topology on Ω},
We need the following condition on (Ω, F, P, τ ):
Ω is a completely regular, first countable Hausdorff space s.t. F is the Borel σ-algebra, P is a Radon measure, the mapping ω → τ x ω is continuous for all x.
In [Rue13, Proposition 2.2] it is shown that if V ∈ L 2 we may replace the function spaces in the definition of Γ V (y) by any of the sets in F and P y without changing Γ V (y). 
where
And also f n * κ ∈ F, use e.g. [Rue13, Lemma 4.4].
Moreover, ω → f n,ω (x)κ (x) is continuous and bounded by f n ∞ κ ∞ for any x. Since Ω is first countable, continuity is equivalent to sequential continuity, see [Wil70, Corollary 10.5]. Hence Lebesgue's dominated convergence theorem may be applied in order to show that f n * κ is continuous in ω. ('continuity of integrals with respect to a parameter', see e.g. [Bau01, Lemma 16.1]). A similar argument together with equality ∂ i (f n * κ ) = −f n * (∂ i κ ) shows that D m f n, is continuous and bounded for any m ∈ N 0 . In particular, f n * κ ∈ F c . f n * κ approximates f : Indeed, for n ≥ n 0 ,
Further, Young's inequality, see e.g. [Rue13, (4.11)], gives
We consider derivatives in an analogous manner: Again with Young's inequality
Hence (4.1), (4.2), (4.4) imply
This proves F c ∈ F.
In order to show D c ∈ D note first, that it is sufficient to show D c dense in D since D ⊂ D w in the desired way by [Rue13, Lemma 2.1]. Let w ∈ D, w = 0 and consider ψ := (w − Ew)/(2 w − Ew ∞ ) + 1. ψ ∈ F and we can apply the previous and get a sequence ψ n → ψ in · ∇ , (ψ n ) n ⊂ F c . Then w n := (ψ n − 1)2 w − Ew ∞ + Ew → w in the desired way and (w n ) n ⊂ D c . Thus, D c ∈ D.
In order to examine 4.2. Semi-continuity. Our first continuity result considers also weak L 1 convergence:
Note that as soon as V n , n ∈ N, and V are potentials in L 2 , in order to obtain (4.5) it suffices to know that there exists a setF ∈ F such that for all f ∈F the condition
Proof. By definition lim sup n→∞ Γ Vn (y) = inf n≥0 sup m≥n Γ Vm (y). After an interchange of inf n≥0 sup m≥n and inf f ∈F inf φ∈Φy in the variational expression the statement follows.
In order to study continuity with respect to weak convergence of the underlying probability measure, assume Ω is a topological space: Recall the condition (T) introduced on page 8.
Theorem 4.4. Assume (Ω, F, P, τ ) satisfies (T) and V is a potential, which is bounded and continuous with respect to the topology on Ω. Let (P n ) n be a sequence of Radon probability measures on (Ω, F) such that (Ω, F, P n , τ ) is a metric dynamical system for all n ∈ N. If P n → P weakly, then for any y ∈ R d , with obvious notation,
Proof. Let F c n and Φ c y,n denote the function spaces with respect to P n . We denote with E n the expectation operator with respect to P n . Then one has bijective mappings
Similar as in the proof of Proposition 4.3, the latter is lower or equal 2 inf
∇f is continuous and bounded for f ∈ F c . So is V f by assumptions on V . Thus, weak convergence of P n to P implies for f ∈ F c ,
Again weak convergence shows for φ ∈ Φ c y that E n φ → Eφ for n → ∞. Therefore, E n [|y − E n φ| 2 /(2f )] ≤ (2 min Ω f ) −1 |y − E n φ| 2 → 0, and we get for n → ∞, 
The rate of convergence as in Proposition 4.5 for scaled potentials has been investigated previously in the discrete space setting of random walk in i.i.d. integrable potential in [Wan02] and [KMZ11] . If V is not necessarily integrable the asymptotic behaviour has been recently established in the discrete setting in [MM13] and [MM14] . For Brownian motion in Poissonian potential convergence speed is established in [Rue12] . In [KMZ11, MM13, Rue12] c is assumed to equal zero. In [KMZ11, Rue12] the speed of convergence to zero of α Vn has been determined to equal n −1/2 2E[V ]|y|. This coincides with the convergence speed n −1/2 obtained from (4.9) for c = 0.
Additional assumptions allow to improve these results. For periodic potentials in Theorem 4.7 we get exact rates of convergence for more general scalings of the potential. That Proposition 4.5 is essentially all one might expect in general is illustrated by an example given in Subsection 5.4.
Proof of Proposition 4.5. One has
, where the upper bound follows from (3.1) and (2.3), the lower bound from (2.5) and (2.2). Since nV n = V this shows the statement.
4.4.
Continuity on the Torus. The results obtained in Subsection 4.2 can be improved considerably if the underlying space Ω is assumed to be compact: In the case that X = X T,1 where Ω is the one dimensional torus, see page 3, we get the following. We abbreviate for f ∈ F w , B(f ) := inf φ∈Φy |φ| 2 2f dP.
Theorem 4.6. Let X = X T,1 . Let V n , n ∈ N, and V be potentials such that V n → V in L 1 and V ≥ v min > 0. Then there is a constant C > 0, depending only on E[V ] and v min , and there is n 0 ∈ N such that for n ≥ n 0 , for
Proof. Without restriction we may assume |y| = 1, see (2.1). Let n := V n − V 1 and choose n 0 such that for n ≥ n 0 ,
One has by (3.1) and (2.3) for n ≥ n 0 ,
We choose a 'minimising' sequence (f n ) n ⊂ F such that for n ∈ N,
An application of the 'inverse' Hölder inequality (2.9) with r = 2 shows
since E[f n ] = 1. For n ≥ n 0 , by (4.10), (4.11), (4.12), (2.10), since E[V n f n ] ≥ 0,
An application of the fundamental theorem of calculus shows for n ≥ n 0 , for all x < y ∈ T 1 ,
E[f n ] = 1, thus, each f n attains the value 1. We get for n large, f n (x) ≤ C 1 + 1 =: C 2 for all x ∈ T 1 . Therefore, for n ≥ n 0 ,
We need an upper bound on B(f n ): By (4.10), (4.11) and (4.15), for n ≥ n 0 ,
This shows that for n ≥ n 0 ,
Finally, by (4.11), (4.15), (4.16), for n ≥ n 0
The proof of the upper bound is similar: Choose a minimising sequence (g n ) n ⊂ F such that for n ∈ N,
As in (4.13) by (3.1) and (2.3), 'inverse' Hölder inequality, for n ≥ n 0 ,
Thus, as in (4.14) for n ≥ n 0 , for x ∈ T 1 one has g n (x) ≤ C 2 . This shows
We have similar to (4.16) 2C 0 ≥ 4v min B(g n ), in particular,
Therefore, by (4.18), (4.19) and (4.17), for n ≥ n 0 ,
As we have an L 1 -Poincaré inequality on the d-dimensional torus, we can calculate the convergence rate on the torus exactly:
Proof. Let y = 0. The upper bound follows from (3.1), (2.3). For the lower let n 0 ∈ N such that for n ≥ n 0 one has E[nV n ] ≤ 2E [V ] . By (3.1), (2.3) for n ≥ n 0 ,
Therefore, with (4.20) and (2.10), for n ≥ n 0 , (C 0 +1/n)/n ≥ ψ n /n ≥ 2E[|∇f n | 2 /(8f n )]|y| 2 , which shows
Using 'inverse' Hölder inequality (2.9) and Poincaré inequality, see [GT83, (7.45)], we get for n ∈ N,
where the constant c p comes from the Poincaré inequality. Thus, by (4.22)
In particular, the set {f n : n ∈ N} is uniformly integrable, see [Dur96, Theorem 4.5.2], and we get for M n := nV n − V
We may estimate for n ∈ N,
1 . Note that by (4.23), (4.24) and by assumptions on V one has 2,n → 0 as n → ∞. We need control of B(f n ): Let n 1 ≥ n 0 such that for n ≥ n 1 one has 1/n ≤ C 0 and 2,n ≤ E[V ]/2. Then with (4.20), (4.21), (4.25) for n ≥ n 1
This shows for n ≥ n 1 ,
Therefore, by (2.5), (4.21), (4.25), (4.26) and (2.10), for n ≥ n 1 ,
This finishes the argument.
Examples
The Lyapunov exponent is semi-continuous in many cases as outlined in Section 4. We provide examples which show that continuity of the Lyapunov exponent with respect to weak convergence of the underlying measure, continuity with respect to L p convergence of the potential, 1 ≤ p < ∞, and also a convergence speed as the one established in Proposition 4.5 are not valid in general. This should be compared to similar models such as random walks in random potential, and we refer to the discussion given in Section 4.
The example we present is built on homogeneous Poisson line processes. In particular, the underlying probability measure is isotropic, whereas it does not satisfy a 'finite range dependence property'. We start recalling Poisson line processes and refer to [DVJ08, Section 15.3], [SKM87, Chapter 8] for more detailed descriptions.
5.1. The Poisson Line Process. Let e 1 and e 2 denote the unit vectors in R 2 . Any (undirected) line in R 2 can be represented by its angle θ with a reference line and its (signed) distance r to a reference point. We choose as reference line the x 1 -axis and as reference point the origin. The angle is measured starting from the x 1 -axis anticlockwise. The distance r is chosen to be nonnegative if intersects {te 2 : t ≥ 0} or if is parallel to e 2 intersecting {te 1 : t > 0}. Else, r is chosen negative. This leads to a bijective correspondence ρ : L → C between the set L of lines in R 2 and and the 'representation space' C := R × (0, π]. If = ρ −1 (r, θ) we also simply write = (r, θ). Let B(C) denote the Borel σ-algebra on C.
Let Ω be the set of locally finite measures on (C, B(C)) equipped with the topology of vague convergence and let F be the Borel σ-algebra on Ω. We introduce an action of R 2 on Ω in the following way:
, where (r, θ) ∈ C, x ∈ R 2 . Finally we introduce the action of (R 2 , +) on
, where A ∈ B(C), ω ∈ Ω and x ∈ R 2 . Note that the action τ C is no simple shift on the cylinder, but a shear, see [SKM87, (8 5.2. Discontinuity with Respect to the Underlying Measure. Some additional notation is needed: Let R > 0, x ∈ R 2 , and let be a line in R 2 . We denote by B R (x) the closed ball with centre x and radius R, and we introduce stripes Q R ( ) given by
By H R (x) we denote the entrance time of Z into B R (x), that is H R (x) := inf{t ≥ 0 : Z t ∈ B R (x)}. We introduce the exit time of Z from Q R ( ) by τ R ( ) := inf{t ≥ 0 : Z t / ∈ Q R ( )}. Then H R (x) and τ R ( ) are stopping times with respect to the canonical filtration of (Z t ) t , see e.g. [KS91, Problem 1.2.7].
The potential we consider is defined as follows: For ω ∈ Ω let [ω] be the support of ω. If F is a subset of R 2 and ω ∈ Ω we introduce the intersection of which equals M + c outside of stripes of radius R along the lines of ω, and which equals c inside these stripes.
We show the following: Let λ 2 be the principal Dirichlet eigenvalue of −(1/2) ∆ in the unit ball in R 2 .
Theorem 5.1. For any D > 0 there is R 0 > 0 such that for κ > 0 one has P κ -a.s. for all c ≥ 0 and for all y ∈ S d−1 ,
Recall, that by (2.3) the right side of (5.2) equals α c (y) + D. This result contradicts continuity of the Lyapunov exponent with respect to weak convergence of the underlying probability measure: The convolution with an even and smooth function g : R 2 → [0, ∞) of support supp g ⊂ B R/2 (0) and R 2 g(x)dx = 1, see e.g. [Rue13, Lemma 4.4], leads to a regular potential W := V 1,2R,1 * g ≤ V 1,R,1 for which the Lyapunov exponent exists and can be expressed as follows: P κ -a.s. the limit in the following exists and equals
see [Rue13, (1.9) ]. With Theorem 5.1 for D = (α 2 (e 1 ) − α 1 (e 1 ))/2 there is R > 0 such that
where 0 is the zero measure on C. On the other hand note that P κ → δ 0 weakly as κ → 0. Such convergence follows e.g. with help of Laplace transforms of Point processes, see [DVJ08, (9.4 .17), Theorem 11.1.VIII]. This together with (5.3) shows discontinuity as stated.
We start with an estimate on the travel costs along stripes which is analogous to [Szn98, (5.2.32)]. Let 0 denote the x 1 -axis.
Lemma 5.2. Let R > 0, c ≥ 0 and u > R. Then
where C > 0 is a constant.
Proof. For any t > 0, with Girsanov's formula, see [KS91, Theorem 3.5.1, Corollary 3.5.13], 
where for the last estimate we used [Szn98, (3.1.53)]. The choice t := u/ 2(c + λ 2 /R 2 ) shows the statement.
In order to prove Theorem 5.1 we need to construct a path such that travelling along this path is relatively cheap for the Brownian motion. Therefore, a great part of this path should lie in regions of low potential. This forces the path to follow closely the lines of the Poisson line process. On the other hand the path should not be too long. A path following mainly the lines and 'exceeding' the Euclidean distance only logarithmically can be found in [AK08, Ken11] . For our purposes it suffices to find a path with linear 'exceedance'.
Proof of Theorem 5.1. For any direction y ∈ S d−1 we need to have a 'suitable' line leading into this direction: Let ι denote the complex number (0, 1) ∈ C. For y ∈ S d−1 , for ψ ∈ (0, π/2) we introduce the event A(y, ψ) ∈ F consisting of those ω ∈ Ω for which there is a line = (r, θ) ∈ [ω] such that the angle between and y, measured from y anticlockwise, is in [π − ψ, π), and ∩ {e tι , t > 0} = ∅. Set
For all κ > 0 one has P κ [Ω 1 ] = 1. In fact, for any y ∈ S d−1 and ψ ∈ (0, π/2) one has P κ [A(y, ψ)] = 1. This can be verified by considering the distribution of the intersection points and angles of the lines ∈ ρ −1 [ω] with a fixed line, see e.g. [Mil64, Theorem 2]. Recognise, that for ψ ∈ (0, π/2) and for 0 ≤ t ≤ ψ/4 one has A(ye tι , ψ) ⊃ A(y, ψ/4). Thus, if we divide the interval [0, 2π) into a finite number of intervals
..,k A(e x k ι , ψ/4)] = 1. For all y ∈ S d−1 the events y∈S d−1 A(y, ψ) are monotone increasing as ψ increases. Therefore, looking only at a countable number of angles (ψ n ) n , ψ n → 0 as n → ∞, we even have
Let ω ∈ Ω 1 . Let D > 0 and define
Let R ≥ R 0 and c, M ≥ 0, and let the potential V = V c,R,M be given as in (5.1). Define ζ 1 := 2c + 2λ 2 /(R 0 − 1) 2 , ζ 2 := α c (e 1 ) + D/2, and ϕ := min{arctan(D/(16α c+M (e 1 ))), arccos(ζ 1 /ζ 2 )}.
Note that by (2.3) 0 < ζ 1 /ζ 2 < 1, and therefore ϕ ∈ (0, π/2). We restrict ourselves in the following to the case y = e 1 . By rotation invariance of the law of Brownian motion, the same argument shows the statement for any y ∈ S d−1 .
Let u ≥ R + 1. We construct a path γ starting in 0 and leading to ue 1 as follows, see Figure 1 . We start the path in 0 in direction of e 2 until hitting a line γ = (r, θ γ ) ∈ [ω] of angle θ γ ∈ [π − ϕ, π). Such a line exists by choice of ω ∈ Ω 1 ⊂ A(e 1 , ϕ). We denote the intersection point by p 1 . The path now follows the line γ until the intersection of γ with the line {ue 1 + se 2 : s ∈ R}. We denote this intersection point by p 2 . Then the path follows this vertical line until hitting ue 1 .
We divide the journey of the Brownian motion into three different parts, see also 
where Θ denotes the shift on the pathspace Σ, that is
We estimate and split the integral:
The potential V is bounded by c+M , and on A for H 1 (p 1 ) ≤ t ≤ H (2) we have V ω (Z t ) = c. All considered stopping times are P 0 -a.s. finite. Thus, an application of the strong Markov property, see [KS91, Theorem 2.6.15], shows that we can bound (5.5) form below by Figure 1 . We see a small sector of R 2 . The only line of ω passing this sector is γ . The emphasised line segments illustrate the path γ from 0 to ue 1 through p 1 and p 2 . Z is observed until hitting B 1 (p 1 ), then until reaching B R (p 2 ) 'forced' to stay in the region Q R ( γ ) of low potential, and thereafter until hitting B 1 (ue 1 ).
We start estimating the middle term of (5.6): Since u ≥ R + 1 we have |p 2 − p 1 | = u/ cos(π − θ γ ) ≥ R + 1. For x ∈ B 1 (p 1 ) we setx := x − p 1 . Since R > 1 we have B R (p 2 ) ⊃ B R−1 (p 2 +x) and Q R ( γ ) ⊃ Q R−1 ( γ +x). Therefore, for x ∈ B 1 (p 1 ),
γ +x leads through x and through x + p 2 − p 1 . The law of Brownian motion is invariant under translations and rotations. Thus Lemma 5.2 applied with radius R − 1 shows for R ≥ R 0 that the middle term in (5.6) can be bounded from below by C exp{−|p 2 − p 1 | 2c + 2λ 2 /(R 0 − 1) 2 }. (5.7)
In order to get a bound on the last term of (5.6) let a u := u tan(π − θ γ ) − |p 1 |. Note that 0 < tan(π − θ γ ) ≤ tan ϕ, and a u ∼ u tan(π − θ γ ) as u → ∞. Note also that a u = |p 2 − ue 1 | if a u ≥ 0. Let u 0 ≥ R + 1 such that for u ≥ u 0 one has d(B R (p 2 ), ue 1 ) ≤ 2a u and
where the first inequality is a consequence of the existence of the Lyapunov exponent for constant potential. Then for u ≥ u 0 the last term of (5.6) can be bounded from below by which is lower or equal α c (e 1 ) + D by the choice of ϕ.
5.3.
Discontinuity with Respect to the Potential. A slight modification of the previous setting also shows, that the Lyapunov cannot be continuous in general with respect to L p -convergence of the potential, 1 ≤ p < ∞. Extend C toĈ := C × [0, ∞). LetΩ be the space of locally finite discrete measures onĈ provided with the topology of vague convergence and letF be the Borel σ-algebra. LetP be the law of a homogeneous Poisson point process onΩ with intensity measure L ⊗ µ ⊗ L . Then R 2 is acting onĈ viâ τĈ x : (r, θ, s) → (τ C x (r, θ), s), where x ∈ R 2 . This again leads to an actionτ of R 2 onΩ as before, under whichP is invariant and ergodic.
For 0 < κ let Φ κ be the mapping fromΩ to Ω defined as follows: We may represent discrete ω ∈Ω as sums of Dirac measures: ω = i∈N δ (r i ,θ i ,s i ) , see e.g. [DVJ08, Proposition 9.1.III]. We define for discrete ω ∈Ω the mapping Φ κ : ω = i∈N δ (r i ,θ i ,s i ) → i∈N: s i <κ δ (r i ,θ i ) .
Then Φ κ (P) = P κ .
We introduce for ω ∈Ω and for κ, R > 0 the potential
For all 1 ≤ p < ∞ and R > 0 we haveV κ,R → 2 in L p (P) as κ → 0. Indeed, This, continuity of the convolution, see e.g. [Rue13, (4.11)], and (5.9) show discontinuity as announced.
5.4. Untypical Scaling. The previous example can also be used, in order to show that in general convergence of a sequence of potentials (V n ) n to zero in the sense that there exists a potential V with nV n → V in L p for some 1 ≤ p < ∞ does not guarantee √ nα Vn (e 1 ) → √ 2EV . We consider (Ω,F,P,τ ) and define for b, n ∈ N the potential V n,b := 1 nV 1/n 2 ,bn = V 1/n,bn,1/n • Φ 1/n 2 .
Then for 1 ≤ p < ∞, for b ∈ N, the potentials nṼ n,b converge to 2 in L p as n → ∞. as n → ∞. On the other hand, setW n :=Ṽ n,2 * g where g is given as after Theorem 5.1. ThenW n is a regular potential andW n ≤Ṽ n,1 . Theorem 5.1 applied to D n := 4 √ λ 2 /(n−1) shows for R = n,P-a.s., √ nαW n (e 1 ) ≤ √ n lim sup u→∞ 1 u a(u,Ṽ n,1 , ω) = √ n lim sup u→∞ 1 u a(u, V 1/n,n,1/n , Φ 1/n 2 (ω)) ≤ √ 2 + √ nD n < α 2 (e 1 )
for n large enough. This, continuity of the convolution, and (5.10) show that there is no typical scaling.
