. This trend-centric motion visualization helps scientists analyze human neck kinematic data in a new way. Rather than analyzing a single specific trial in detail, what scientists would most like to do with these data is to identify similarities and differences across the entire collection of trials in order to classify motions as healthy vs. non-healthy or suggest appropriate courses of treatment. Trend-centric motion visualization helps scientists accomplish this analysis by: 1. identifying the trends in a motion collection; 2. displaying the trends in the form of the 2D timeline shown at the bottom of the figure; 3. displaying the 4D anatomical context needed to interpret the trends, as shown at the top of the figure; and 4. combining all these elements into an exploratory visualization system that supports interactive selection and querying.
INTRODUCTION
New abilities to analyze multidimensional time-varying data are critical to solving many of today's important problems in science, engineering, and medicine. Imagine if doctors could record highly detailed spinal movements for a patient suffering from intervertebral disc degeneration. New insights from these data could positively impact health, informing not only patient-specific surgical interventions but also non-invasive therapies. Today, emerging technologies make it possible for doctors to collect and simulate such data. Unfortunately, analyzing these new data remains a major challenge, impeding possible clinical and research applications.
Consider analyzing spinal motions, where 3D vertebral shapes and orientations, and inter-vertebral distances are all complex and important. These constantly change as a patient moves, as do velocities, smoothness, coordination, and other data values needed by scientists.
This makes analyzing even a single trial of the data challenging. Furthermore, current studies of human spinal mechanics involve hundreds of patients, each performing multiple repeated trials (e.g., pre-and post-treatment) of the same motion exercise (e.g., a single flexionextension of the neck), for a total of hundreds to thousands of trials. The result is a difficult-to-analyze multidimensional time-varying dataset, which we call a motion collection.
Our work is motivated by the needs of scientists studying motion collections. Specifically, these scientists need to analyze how biokinematics differ in healthy people vs. people with injuries or people in various stages of disease, and they need to study how biokinematics differ pre-and post-treatment. Since a motion collection's trials all are based on the same type of exercise, it is common practice to use time-warping or subsampling to align all the trials to a common time axis [12] . Unfortunately, despite warping, the spatial complexity of the motions together with the large size of motion collections make it impossible to do a thorough comparative analysis of these data using current statistical or visual strategies.
This paper introduces a new strategy for analyzing motion collections called trend-centric motion visualization. This strategy differs from previous motion visualization strategies (e.g., [20, 34, 18, 5] ) in that it focuses on trends rather than trials. Through feedback from our collaborators, musculoskeletal biomechanics researchers studying the human spine, we know that a trend-centric strategy makes sense; for example, one scientist reports that basing his analysis on trends rather than trials is "absolutely correct" in terms of matching the mindset with which he would like to conduct his analyses. The technical challenge we address in this paper is redesigning data processing and visualization algorithms to support trend-centric visualization.
This research makes several contributions. (1) We introduce an algorithm for detecting a motion collection's trends via time-dependent clustering. This algorithm does not simply cluster together whole trials that are similar; rather it identifies trends -sequences of consecutive frames that are similar across multiple trials. For example, the algorithm might detect that a single trial follows a trend that is consistent with healthy neck motion during the first half of the trial, when the neck flexes, but follows a trend indicative of severe disc degeneration in the second half, when the neck extends. (2) We introduce a novel graphical technique inspired by transportation network maps for visualizing a motion collection's trends, including how trends come and go over time (Figure 1 , bottom). (3) We contribute an illustrative graphical technique for visualizing a group of trials as a median with variance ( Figure 1, top) . (4) We demonstrate how widgets based on these two techniques can be combined into a single interactive tool, and apply this tool to analyze two different motion collections. The first is a set of 200 simulated motions of the human spine -this simulated data enables us to verify that the tool works as expected on known data. The second is from a recent cadaveric study of human spinal kinematics at different degrees of disc degeneration -we report on how our domain science collaborators used the tool to analyze these data. (5) Finally, we report on insights from our iterative design process, which included collaboration with both a traditionally-trained graphic designer and the domain scientists.
RELATED WORK

Visualizing Motion
Visualizations of motion have been useful in medicine [26] , sports [28] , animation [5] , migration studies [9] , evolutionary biology [18] , traffic analysis [3] , and fluid dynamics [35] . Furthermore, the visualization research community has emphasized understanding both human perception of motion [8, 36] and how motion can be used as a visual cue to encode data [4, 33] .
The motion visualization research that most closely relates to ours supports analysis of motions relevant to scientists. Visualization research in this area has focused on creating accurate animated (and often interactively controlled) 3D computer graphics representations for a single trial of motion data, for example, understanding the intricate kinematics, 3D geometries and spatial relationships, of the bones in the human wrist [26] . In this example, the researchers used a number of intelligent visual design decisions: visualizing distance data by displaying color-maps and 3D contour lines directly on the bones, enabling users to interactively show or hide individual bones to better view the small volumes between the bones, and, later [17] , displaying the axes of rotation derived from experimental data in the same spatial context as the bones.
Other visualization tools follow a similar approach, introducing new 3D computer graphics techniques to optimize scientists' ability to analyze one trial's complex motions [30, 18, 35] . However, our scientist collaborators want to study multiple trials, and, while the tools for single-trial visualization can be pushed somewhat via overplotting (i.e., displaying data for multiple trials in the same 3D window) or side-by-side views, beyond a few trials such visualizations become too complex. Thus, these tools do not scale to visualizing motion collections.
Visualizing Motion Collections
Only a few recent visualization tools specifically address the problem of analyzing motion collections. Motion Explorer [5] combines a number of information visualization widgets (e.g., interactive dendrograms, node-link diagrams of motion graphs, a visual querying interface) with a pose-based clustering technique to help users analyze human motion capture databases as employed in computer game and movie animation.
We also use multiple interactive linked views, but our user requirements differ significantly. Motion Explorer helps users identify variations in stick figure poses based on motion capture data for about a dozen marker points distributed across the human body. Thus, the motion variations that it helps to detect are relative large (e.g., defensive vs. offensive boxing moves). In contrast, our scientists study detailed changes in the 3D spatial relationships, coordination of movement, etc. for multiple bones each of which have complex 3D shapes. This led us to analyzing trends rather than poses and utilizing detailed animated 3D views rather than thumbnail images.
Two recent visualization tools specifically help scientists understand motion collections. The first is applied to analyzing surgical training data [34] , and the second to analyzing chewing motions in pigs, a topic studied by evolutionary biologists [18] . Like our work, both utilize multiple coordinated windows to convey multidimensional motion data. However, rather than manually selecting patterns in the data (e.g., via interactive brushing in a parallel coordinates plot), our tool first automatically classifies trends within the motion collection; then, these trends serve as the building block for interactive data analysis. Since individual trials can belong to different trends over time, this trend-centric strategy is a major departure from current clinical and research practice in biomechanics.
Other Related Visualization Techniques
Illustrative rendering and visual abstraction have been used to convey motion, for example, adding cartoon-like motion lines to show the trajectory of moving objects [15] , see also [13, 16, 23, 27] . These and other illustrative visualization techniques (e.g., [2] ) effectively use visual bandwidth by simplifying unneeded detail while emphasizing important detail. Our work adds two components missing from current illustrative renderings: depicting trends and variance across motion collections instead of a single motion, and driving these depictions with experimentally-collected motion data. Conceptually, visualizing differences between multiple motions is similar to uncertainty visualization [22, 24] , which attempts to visualize not only the primary variables in a dataset but also the "error bars" around them. Our visualization techniques provide something similar to "box and whisker plots" for 3D motion data.
Our work also has some similarity to the broad topic of ensemble visualization. Ensemble visualization has typically been applied to sets of simulations run on high-performance computing architectures, as in a parameter study for engineering design [29] or an exploration of what if scenarios for disaster management [38] . We share a common goal of visualizing a collection rather than a single instance. Fig. 2 . Trends are identified using a directed graph data structure and a longest path algorithm that gives preference to the strongest trends present in the data.
TREND-CENTRIC MOTION VISUALIZATION
Our trend-centric motion visualization strategy begins by clustering the multidimensional data (e.g., distances, velocities, and bone orientations) in each trial. Clustering is first computed separately for each frame. Then, the clusters are connected to form coherent "trends" over time. This section begins by describing the trend-detecting algorithm in detail. Then, we present the series of 2D and 3D interactive visualization widgets developed to enable scientists to analyze trend-based motion collections.
Detecting Trends in Motion Collections
Although clustering is well studied within the visualization community, the problem of identifying trends that come and go over time within a set of many related trials is different than typical applications of clustering. Our goal is to identify important sequences of similar consecutive frames that exist across multiple trials in the collection. An example scenario that we want to detect is one where many trials all follow a similar pattern up to a certain point in time (e.g., until the neck reaches close to a maximum angle of flexion) and only then do significant differences begin to emerge in the data (e.g., healthy necks follow one trend, moderately diseased follow another, and severely diseased follow yet another). To accomplish this, we require a localized approach to clustering that operates at the frame-to-frame level. Our algorithm assumes that each trial in the motion collection is comparable along a common time axis. Note that since the example applications discussed later in the paper deal with either synthetic data or in vitro data collected with the aid of a robotic device, each trial in these motion collections is already of the same duration.
For in vivo studies or other situations where data are less easily aligned to a common time axis, our trend-centric visualization strategy would require some form of temporal alignment as a pre-processing step. While time alignment is a difficult problem to solve in the general case, there are many common biomechanics scenarios where the timealignment problem can be effectively solved via time-warping, timenormalization, segmenting based on key poses, or other strategies [12] .
TODO: Feature vectors are defined at each frame of each trial, but the definition of the components of the vector depend on the dataset used. In our in vitro application, the feature vector includes the components of the frame-to-frame helical axis that describes the movement of L4 relative to L5. The biomechanics literature has shown that helical axes' utility for describing spinal motions [11] . In our synthetic dataset, the feature vector includes physiologically meaningful quantities, such as amount of flexion/extension and lateral bending. The algorithm's first step using these data is frame-wise trial clustering. Each frame is considered in isolation, and trials are clustered based on the similarity of their feature vectors. Our implementation uses a threshold-limited agglomerative clustering, and we found that it is a useful practice when working with, often noisy, experimental data to also apply some subtle data filtering in this step. For example, in our implementation, the instantaneous velocity at a given frame is calculated using a sliding window to compute a weighted average of the velocities at neighboring frames.
The result of Step 1 is a set of one or more clusters for each frame of the motion data, as illustrated in Figure 2 . Here, each cluster is represented as a circle. Notice that just one cluster is detected at Frame 1, and this single cluster contains all 100 trials in the motion collection. At Frame 2, two clusters are detected; one contains 38 trials, and the other contains 62. At frame three, a few trials switch from the lower to the upper cluster. Then, at Frame 4, three clusters are detected, one containing 40 trials, one containing 50 trials, and one containing 10 trials. Note that, the same clustering threshold is used for all the frames, but depending upon the data, this may result in a different number of clusters identified at each frame.
The second step is to connect these clusters to form trends that exist across multiple frames by identifying correspondences between the clusters at Frame i with those at Frame i + 1. A graph data structure is used to accomplish this. We treat the clusters identified in step 1 as the vertices of the graph and connect the vertices with weighted, directed edges, as shown by the arrows in Figure 2 . Edges are added to connect every cluster detected at frame i to every cluster detected at frame i + 1. The edge weights are set to the number of trials that are common between the two clusters, and zero weight edges are omitted. For example, in Figure 2 , look at the edges connecting the clusters at Frame 3 to the clusters at Frame 4. The top cluster in Frame 4 contains 40 trials, and we determine (by simply comparing the id's of the trials contained in each cluster) that all 40 of these came from the top cluster in Frame 3. The middle cluster in Frame 4 contains 50 trials, and we determine that 49 of these came from the bottom cluster of size 60 in Frame 3. The bottom cluster in Frame 4 contains 10 trials, and these all came from the bottom cluster in Frame 3.
With this graph complete, the trends can be found in a way that gives preference to the strongest trends in the data by iteratively calculating the longest path on the graph. The overall longest path found is identified as the first trend. Then, the vertices and edges that belong to this trend are removed from the graph and a new longest path is found. This second longest path is the second trend, and so on. Since this graph is trivially topologically ordered by frame index, each longest path calculation can be completed in linear time.
Each trend is defined by three data attributes: (1) the index of the frame at which the trend starts; (2) the index of the frame at which the trend ends; and (3) for each frame that the trend is active, the set of trials that belong to the trend. Our algorithms sometimes also consider the "strength" of each trend. We define the frame-wise strength of a trend as simply the number of trials contained in the trend at that frame. By extension, the overall strength of a trend is the sum of all its frame-wise strengths.
The entire clustering and trend-detection process is fast enough to allow users to adjust the clustering threshold interactively. This takes under one second on the in vitro dataset and under five seconds on the synthetic dataset. By adjusting the clustering threshold, users can examine the resulting trends at either higher or lower levels of detail. as the trend contributing the most trials to the new trend; this is easily determined from the graph's edge weights. If the trend ends before the end of the motion sequence, this implies that the trials contained within it have all joined other trend(s); in this case, the trend to which the majority of the trials move is considered a second parent.
Visualizing Trends on a Timeline
Each trend is rendered as a line with a unique vertical position. The first, strongest trend is assigned to the middle of the viewport. Then, a screen-space quality metric is minimized to find the best positioning of each successive trend. The quality metric Q(y) is given below, where y is the proposed position, F is the set of frames for which the trend is active, T f is the set of already laid-out trends that exist at frame f , y t is the position of trend t, s t is the strength of trend t, and ε is a small positive constant to avoid division by zero. We use y ∈ [0, 1] to correspond to the height of the viewport, and set ε to 0.05.
In practice, we found that the overall trend strengths for the biokinematic datasets that interest us tend to follow a bimodal distribution, with a relatively small number (5) of strong main trends plus a much larger set of weaker sub-trends with not much in-between these two groups. We use this insight to our advantage in assigning colors and line weight to the trends.
We test each new motion collection algorithmically to see if the trend strengths do indeed follow a bimodal distribution. If they do, we divide the trends into the two classes: main trends and sub-trends.
Trend colors are then assigned based on strength and on the colors of a trend's parents (if they exist). All main trends are assigned a color in the CIELAB color space on the plane L * = 60, and on a circle centered on (a * , b * ) = (0, 0) with radius 110. These coordinates provide distinct, vividly saturated colors for the main trends. Then, all subtrends with at least one parent are assigned a desaturated, lightened version of the average color of the parent(s).
The line weight (width) of each trend line is similarly based on the trend's strength and computed using the equation
where i is the index of the trend, w max a the maximum line width based on the size of the viewport, and s 1 is the strength of the strongest trend. The square root allows for differences between trend strength to be seen across the full range of strengths.
Trends are drawn at their assigned vertical position using the computed color and line weight as a horizontal line that spans all of the frames at which the trend is active. Finally, curved lines are added to connect each trend to its parent(s) when appropriate.
Visualizing Trends with Appropriate Anatomical Context
The trend timeline overviews a motion collection's trends, but interpreting the motions also requires seeing the anatomical context. Building upon existing motion visualization techniques, our 3D visualization includes techniques useful for analyzing individual trials (e.g., contour lines, and axes of rotation), but also must depict a set of related motions.
To address this problem, we introduce a median plus variance visualization technique that, as shown in Figure 4 , juxtaposes three trials in the same 3D view. First, the most representative trial of the trend, its median trial, is rendered. Then, two additional trials are rendered, one plus and one minus a standard deviation away from the median.
The median trial is computed taking into account all the available data recorded for each frame (positions, orientations, distances, speeds, etc.). First, the feature vector defined in Section 3.1 is computed for each frame of each trial in the trend. Then, the mean feature vector is computed for each frame. The median is computed by comparing each trial's sequence of feature vectors to the sequence of mean feature vectors. The trial with the minimum summed squared difference is considered the median. Note that although we compute an "average motion" during this calculation, at the request of our collaborators, we deliberately display the median motion rather than the mean, since the mean is not guaranteed to be physically possible, while the median comes from an actual observation.
The trials that are +/-one standard deviation away from the median are computed using the same feature vectors. A standard deviation is calculated from the distribution of each trial's total distance from the mean trial; this distance is based on the feature vectors summed over all frames of the trial. With a standard deviation calculated, it is then possible to identify the subset of trials that fall within one standard deviation of the median. From this subset of trials, the two trials with the largest mutual dissimilarity are selected as the trials that are 'plus' and 'minus' one standard deviation away from the median.
Finally, an underpainting is added to the visualization to convey the full range of a trend's trials. All of the trend's trials are drawn in a flat, semi-transparent color. By analogy to a box-and-whisker diagram, the three 3D renderings of the bones are similar to the box in that they prominently display values for something like the first, second, and third quartiles in the data. The underpainting is similar to whiskers in that it displays in a less prominent manner the full range of the data, including any outliers. The final result is an animated rendering, as shown in Figure 4 and the accompanying video, that conveys not just the characteristic motion that defines the trend but also a sense of the variance within the trend.
Interactively Exploring a Complete Motion Collection
Figures 1 and 5 illustrate how the trend timeline and the 3D trend visualizations are combined into an interactive tool. The trend timeline at the bottom of the screen not only provides an overview of how all the trends in the motion collection come and go over time, but also provides a way to drill down through the data to examine specific trend(s) in detail. Clicking on a trend selects the trend and its subtrends for further analysis. Each of the selected trends is then displayed in its own 3D visualization viewport on the top portion of the screen. A range bar on the right side of the visualization enables users to narrow the subset of trends to display in 3D windows, which is useful during the most detailed stages of analysis.
To complement these interactive zooming and filtering techniques, scientists use mouse and keyboard interactions inside both the 3D and 2D windows to explore the data more closely. Scientists can rotate, pan, and zoom within the 3D views. By default, the median trial is fully shaded, but this can also be adjusted interactively by simply hovering the mouse over either the plus or minus one standard deviation renderings. Mouse hovering, in both the 2D and 3D views, also causes the timeline visualization to indicate the provenance of all of the trials in that trend, as in Figure 6 .
APPLICATIONS AND EVALUATIONS
Our research has been conducted in collaboration with a group of musculoskeletal biomechanics researchers. Both of the applications described in this section are derived from real data analysis problems faced in their research. In the next section, we describe a verification Fig. 5 . A typical analysis sequence begins with an overview of all trends in the motion collection (left). Then, scientists select a subset of interest (middle). Then, the range bar is adjusted to further focus the visualization by displaying just a subset of the selected trends in the 3D view; here, analysis is focused on a sub-trend of interest (right). Fig. 6 . When a single trend is selected by clicking, the trend timeline visualization updates to convey the provenance of each of the trials in that trend. Here, a trend near the top of the motion sequence is selected -notice how line width is used to convey where the trials in this trend came from and are going "upstream and downstream" from the selected trend. Fig. 7 . The simulated skull motion. The skull is constrained to point toward a point on a spline on a plane above the skull. The spline moves the skull forward, where it then rolls counterclockwise and returns to the resting position. study, which uses simulated data that we created in order to verify that the visualizations work as expected under known conditions. Although we generated this data synthetically, the type of motion is motivated specifically by a recent study conducted by our collaborators. The second application is based on actual experimental data collected by our collaborators during a cadaveric study of 18 human lumbar spine specimens.
Verification Study
When patients with neck and/or back pain visit a doctor they are often asked to perform physical exercises from which measurements are made. The simplest is a flexion/extension exercise -the patient bends his or her neck as far forward and as far backward as possible, and the maximum angles reached without pain are recorded. In the biomechanics research community, there is now a push to incorporate data from more complex exercises into clinical decision making. One such exercise is neck circumduction (Figure 7) . As an example, a recent study measured head-to-torso kinematics using a lightweight linkage device. The superior end was worn on the head and inferior end was positioned over the T1 vertebra and snuggly attached to the torso. The study contained over 100 patients, and each patient performed the neck circumduction exercise three times at two different sessions, for a total of 600 trials [11] . Researchers are excited about these datasets and their potential impact on healthcare because they capture much more information than current 2D descriptions of motion commonly used in current clinical practice. Even more exciting than the external tracking data described above is the ability to collect and simulate the internal motions of the vertebrae. These data can be collected experimentally using biplane fluoroscopy (e.g., [7] ) or simulated using a neck kinematics model (e.g., [37] ); however, since this type of data has only recently become available, there is not yet consensus on what patterns will be most useful for clinical decision making.
Synthetic Data
With this understanding of the type of motion datasets that investigators are now collecting and struggling to analyze, we developed a verification study based on our own simulated dataset of neck motions. Although our simulation method is inspired by models published in the biomechanics community [37] , we must begin our discussion by emphasizing that our goal in this application was not to develop a new physically-accurate neck kinematics model. Rather, we set out to generate a synthetic dataset of physically-plausible motions of the vertebrae with programmatically controlled variance. This enables us to verify that the visualization techniques work as expected on synthetic data. The synthetic data simulate the motion of the spinal column from the skull to the T1 vertebra. We use the Bullet physics engine, and each bone is modeled as a rigid body connected to neighboring bones via springs. To calculate vertebra positions and orientations, we fix the position and orientation of T1 and apply a constraint to the skull to force its "up" vector to point at a moving target located on a plane 1.3 meters above the skull. The spring constraints then adjust the position and orientation of the skull and the vertebrae between the skull and T1, producing a physically plausible pose for each bone. The characteristics of each simulation can be adjusted by adjusting the moving target's path. To create an initial path, we captured an example motion experimentally using an optical motion tracker, and then simplified the data to convert it into a spline with 11 control points. By adjusting the spline path programmatically, we generate motion collections where each motion is slightly different.
We generated two different synthetic motion collections using this strategy. Table 4 .1.1 summarizes the characteristics of each. Each contains 100 trials, which we break into four subgroups based on relatively significant changes in the spline path, such as changing the direction of the movement (clockwise vs. counter-clockwise) and the speed profile (quickly at first vs. slowly at first). Additional variation is then added by applying a Gaussian noise function to the positions of the spline's control points and applying random variations to the speed The visualizations highlight the helical axes computed for the motions and the 3D paths that these axes sweep out over time. The motion of the vertebra is more subtle in this example, as compared to the example pictured in Figure 1 . Here, the variation in the helical axis orientation is the most important factor to analyze. So, in this example, we apply the median plus variance visualization technique described earlier directly to the helical axis data.
Clockwise, quick at first
Clockwise, slow at first Counter-clockwise, quick at first Counter-clockwise, slow at first at which the moving target traverses the spline. Since the moving target is positioned on a plane 1.3 meters above the skull, it sweeps out a path that covers a relatively large area (about 3 x 4 meters). In Dataset 1, the Gaussian noise added to the control points has a standard deviation of 0.1 meters, so significant variation can be observed. In Dataset 2, the standard deviation is 0.4 meters. The variations in Dataset 2 are significant enough that some trials include major changes from the expected pattern, such as a "hitch" in the motion or a short sequence where there is a reversal in the direction of rotation. Figure 1 shows an example trend-centric visualization of these data, and Figure 9 shows a detailed comparison of the trendlines that are generated for each of the two synthetic datasets. The feature vector used for clustering in these examples was composed of four physiologically meaningful quantities for the motion of the skull relative to T1: (1) the amount of forward/backward bending, (2) the amount of left/right bending, (3) the positional speed, and (4) the rotational speed. All of these were normalized to lie on the range (0,1) to ensure equal weighting. As shown in Figure 9 (top), the trend line produced for Dataset 1 closely matches the trends we expect to discover given the properties of the data described above. For the majority of the frames, four distinct trends are clearly identifiable. If we look at the composition of these trends, we find that each trend corresponds to one of the subgroups in Table 4 .1.1. All of the trials also cluster into a single trend at both the beginning and end of the entire sequence. Each simulated exercise begins from the same neutral upright pose, then the head lowers so that the eyes would be looking straight down. Then, the rotational motions begin. The timing of the branching point observed in the trend line matches the transition to rotational movement. Likewise, at the end of each exercise, the head returns to the same neutral upright pose; thus, each trial is very similar at this point in the sequence. Figure 9 (bottom) shows a trendline produced with the same clustering threshold, but this time for Dataset 2, which includes far more substantial variation between trials. This provides an interesting point of comparison. The major trends in the data are still identified, but additional "sub-trends" are also identified as the variation causes individual trials to sometimes join or detach from a trend over time. These sub-trends do not cross over major boundaries. For example, notice that there is a major branch early on in the sequence that divides the trials that run clockwise from the trials that run counter-clockwise. New trends and sub-trends come and go after this point, but clockwise and counter-clockwise trials are never characterized as belonging to the same trend until the end of the motion sequence at which time all of the trials follow a similar pattern of returning to the neutral upright pose.
Visualization Results and Analysis
We interpret these results, augmented with our observations from interactive use of the tool, as a verification that the visualization system functions as expected with well-understood data, displaying major trends clearly and merging into a single trend when appropriate. When the variation across the trials increases, the complexity of the trends identified also increases, but major patterns remain visible and smaller patterns provide useful pointers to interesting nuances of the data.
Experimental Study and Expert User Feedback
The second application is to an in vitro biomechanics study conducted by our collaborators. The study compares motion of the lumbar spine for 18 human spine specimens donated through an anatomy bequest program. All musculature was removed and the spine was mechanically tested using a Spine Kinetic Simulator, which is a six-axis servo hydraulic testing apparatus capable of reproducing spinal motion for in vitro specimens. The superior (L3) and inferior (Sacrum) vertebral bodies bodies were fixed to the device and pure moments were applied in all bending directions: flexion/extension, left/right lateral bending, and left/right axial rotation. The motion of the two vertebrae of interest for this study (L4 and L5) were then tracked optically using a markerbased Vicon motion capture system, calibrated to record motion data at 100 Hz with an accuracy of 0.02 mm. [10] Figure 8 shows the visualization results achieved for the left/right lateral bending trials recorded for the 18 specimens, each selected because it is representative of a different degree of disc health. The helical axes between L4 and L5 were of primary interest to our collaborators. The previously presented 3D visualization strategy is maintained: the helical axes of the median trial and the two "+/-one standard deviation" trials are shown in distinct colors, and helical axis sheets for all trials are shown in the background.
Results and Analysis
The results both confirm some expected patterns in the data and suggest new directions for further analysis. In Figure 8 (left) notice that there are two regions where almost all of the trials are grouped together into a single trend. These groupings make sense given the investigators' current hypotheses and the analyses they have conducted to date using other methods. Moving from left to right across the trendline, the spines begin in a neutral position, then bend all the way to the right, then all the way to the left, then return to neutral. When the trials come together into a single trend, this corresponds to the sections of motion when the spines are transitioning from being unloaded to loaded in the other direction. The likely explanation of these groupings is that during these sequences, the spine is going through the "neutral zone" -it is not fully loaded. The investigators hypothesize that the trials will be most similar during these transitions, and this hypothesis is supported by the trend-centric analysis. In contrast, as seen in Figure 8 (left) , at other frames, many distinct trends are detected. What we believe the trend-centric analysis is demonstrating in this case is that the investigators did an excellent job of picking a wide range of specimens for their study. In this study, the specimens were specifically chosen to cover a wide range of disc health, age, and other factors that may impact the motion. The analysis suggests that these factors do, indeed, yield different motion patterns but only in a loaded state at the end ranges of motion.
Together with our collaborators, we then explored the logical follow-on question, "how do the trends change if we adjust our notion of how similar the trials must be to be included in the same trend?" By decreasing the clustering threshold so that clusters form more readily, the three most prominent trends at one point in the data match the scientists hypotheses, for example, the two specimens that are considered "most healthy" are clustered together in one of these trends. At this point, it is less clear what to make of the two other trends, but the scientists are excited to follow up on this analysis. For example, perhaps the other trials that were clustered together share a similar pattern of disc degeneration that could be detected with MRI.
User Feedback
High-level feedback from the domain scientists was positive. Typically, kinematic data is collected using motion capture software and analyzed either within this software or via custom MATLAB scripts. Traditional measures of spinal biomechanics primarily include scalar metrics that characterize the endpoints of the motion. These data are analyzed for the purpose of statistical comparisons between different test groups. In contrast, our trend-centric visualization strategy enables scientists to study not just summary statistics for the endpoints of the motion but also detailed patterns that are visible at any time during the motion. Our collaborators report, "since there are infinite pathways of motion to reach [the] endpoints, it is of critical importance to quantify the quality of motion throughout the entire trial."
Since few visual data analysis tools in this style exist, our first concern in evaluating the tool was to understand whether the metaphors adopted in the visualization, especially the notion of motion trends that may change over time, actually fit the way these scientists think about their analyses. The response from scientists was that the approach is "Absolutely correct on separating into groups."
Another high-level indication of the success of the tool is that our collaborators have repeatedly told us that they are going to change the way that they collect their data in the future in order to better facilitate similar visualization efforts. Since this will bring visualization into the earliest stages of their investigative process, we take this as an important indication of the potential value of this tool.
Several lower-level points of feedback also emerged during discussion and tool use together with our collaborators. The visual aesthetic and overall display of the data was appreciated. We believe this increases engagement with the tool; moreover, we believe the presented design has a significant usability advantage over traditional multi-view visualization systems that require manual window positioning. The ability to adjust the 3D viewpoint was evaluated as absolutely critical, and different views (e.g., top down) were preferred depending on the particular question being discussed. There was much discussion about the trend visualization and how well it did or did not capture characteristics of the data. During this discussion, we realized how critical it is to support the ability to interactively adjust the threshold used in clustering, which is possible for this dataset. (The synthetic datasets, which are larger, require a few seconds to cluster; however, exploiting per-frame clustering's inherent parallelism could speed this up dramatically and allow real-time interaction.)
ITERATIVE DESIGN AND INSIGHTS
Our trend-centric visualization techniques were designed through an iterative approach involving domain scientist collaborators plus a traditionally trained and experienced graphic designer. This work builds upon recent research that seeks to understand how best to integrate visual artists into designing and evaluating sophisticated data visualizations [19, 1, 21, 14] ; researchers and practitioners working in any area of data visualization can adapt our collaborative design process.
This section describes our team's iterative design process and lessons learned, and is oriented around three specific aspects of trendcentric visualization: (1) design of the trend lines; (2) design of the discs; (3) design of the median + variance visualizations. For each of these aspects, the graphic designer developed, literally, hundreds of "design sketches", often using traditional graphic design tools, such as Adobe Illustrator. This sketching was the key activity in our design process's ideation phases. Several sketches are pictured in Figures 10 and 11 ; however, please refer to the Supplemental Material accompanying the paper to better understand the depth of this process, including the large number of visual possibilities considered. Each of the sketches, along with additional inspirations (e.g., Figure 12 ), were evaluated by the team using critique. The graphic designer and visualization researchers participated in these critique sessions once a week, for nearly a full year, with the domain scientists joining the group once every 4-8 weeks. Based on the insights generated during critique, the graphic designer refined the design and/or handed the design off as a specification to the team's programmers. As full-featured data visualizations were developed through the programming process and programmers added their own creative insights, they were likewise critiqued. The three specific examples described next illustrate the types of visual design insights that resulted from the process and justify some key design decisions we made.
Design of the Timeline
Our trend timeline designs started with visuals conveying the framewise similarity between multiple trials.
Figure 10a displays four trials with colored dots arranged below the timeline at the display's bottom to denote specific frames of each trial that have similar characteristics. The visual idea of representing each frame as a colored dot was evaluated as an interesting way to support detailed, frame-level analysis on a timeline, but the idea was evaluated as limited in its applicability to large datasets since it would necessitate many small dots (or a scrollable timeline) for trials with many frames. Figure 10b illustrates an example follow-on design. Here, the timelines have a continuous visual representation (a solid blue horizontal line), which supports large datasets well. To convey similarity between the trials a black vertical line connects them at the frames where they are most similar. The main strengths of this design are the continuous representation for the trials and that the viewer's eye is immediately drawn to the strong visual links between the trials. The critical weakness is that this vertical line strategy does not work unless the trials are sorted in some way so that the links only need to reach adjacent trials and do not need to skip over lines; thus, this design was judged as impractical for use with any realistic data but was useful for pushing the team toward visuals that provide strong visual links between the trials. Figure 10c shows the result of a critical innovation in the design. The idea demonstrated here switches from representing individual timelines for each trial to representing multiple trials together in a single "trend". This was evaluated as such an exciting concept that we advanced well beyond design sketches with this idea and actually produced a full implementation - Figure 10 is a result for the same dataset as used in the validation study described earlier. The main strength of this design is that bundling the trials into trends provides the clearest depiction yet of the similarity of multiple trials over time. We evaluated using line width to encode the strength of each trend, and deemed it too difficult to implement the gradual transitions that can be seen as a trend branches off. We implemented several alternatives but could not develop a satisfactory answer to the question of how these trend lines should be drawn when several sub-trends branch in and out from each other during transition periods. Another weakness is that it is unclear exactly where one trend starts and another ends. This makes it difficult to design a good visual strategy for linking the trend line display with the 3D visualizations at the top of the screen.
The final trend line design pictured throughout the paper solves both of these problems. We were inspired in this final design by Roberts' studies of transportation network maps [31] , borrowing the visual concepts of: explicitly representing junctions; using clearly distinguishable colors for main lines and similar, but less saturated, colors for branch lines; and constraining angles when lines branch and join, thereby increasing readability and making implementation easier. We reinterpreted each of these visual concepts within our own driving applications in order to advance from the designs pictured in Figure 10 to those seen in Figures1 and 3. Fig. 11 . Three design sketches used to prototype and evaluate visual techniques for conveying the motion of individual vertebrae and the distances between the vertebrae; this type of ideation led to the offsetsimplified-discs visualization technique pictured in Figures 4 and 1.   Fig. 12 . These three drawings demonstrate the effective illustrative technique of juxtaposing multiple poses in artistic studies of motion. These motivate the median + variance rendering strategy developed. Center image copyright Gary Kaemmer, used with permission. Right image copyright Aleksandra Kulecka, used with permission.
Design of the Discs
The design decision to use a set of simplified cylindrical discs to better convey the orientation and distances between the vertebrae is one that we think we would not have reached without an interdisciplinary collaborative design process. Figure 11 shows three design sketches produced during refinement of the idea. As computer graphics researchers, we found that our tendency was to create visualizations based upon the most detailed and realistic 3D models of the vertebrae that we could acquire. The sketch in Figure 11a , builds on this approach, exploring a visual technique for conveying the distance between the vertebrae though color mapping directly on the vertebrae. However, this region is so tight that it is difficult to read the data. Figure 11b is the first of many sketches introduced by the graphic designer based on her idea to simplify the vertebrae by representing them as cylinders, making it easier to read the data displayed on them. As shown here, the first of these ideas were based on a two-pass rendering approach: draw 3D vertebrae with a traditional 3D rendering and then draw the disc geometries on top. The design was refined through many iterations (e.g., Figure 11c ) to include offsetting the discs to the right of the accurate 3D rendering and several additional visual strategies for facilitating reading data off the discs. Our critique-based evaluations of this idea identified several strengths of the approach. First, the disc motion is easily seen because the geometry is simpler than the spine's geometry and occlusion is minimized. Second, it is much easier to read visual widgets drawn on discs (flat tops and bottoms and uniformly curving sides) than ones drawn on bone surfaces.
Design of the Median + Variance Visualizations
The visual technique used in the median + variance 3D visualizations is inspired directly by a common illustration technique used in traditional drawing: artists, to study and convey motion, juxtapose two to three different subject poses in one drawing. Figure 12 shows three examples. On the left, Leonardo daVinci emphasizes one pose while also suggesting several others that are drawn with less detail. Like daVincis horse, our design aims to highlight one primary pose while simultaneously conveying a more complete sense of related poses us-ing a less detailed rendering style. We accomplish this through the underpainting layer. In the center, contemporary artist Gary Kaemmer juxtaposes two detailed poses, demonstrating that even detailed renderings of human anatomy in action can be effectively understood when a small number of poses are juxtaposed together. Like Kaemmer's example, we include a small number of detailed renderings of the anatomy when these poses are critical to understanding the motion. We use three rather than two poses, one for the median trial and one each for the trials that are plus and minus one standard deviation away from the median. On the right, another contemporary artist, Aleksandra Kulecka, employs color to distinguish the multiple poses depicted in this quick gesture sketch. Like Kuleckas work, we utilize color as a cue to distinguish the different poses.
CONCLUSIONS AND FUTURE WORK
Trend-centric motion visualization is a new strategy for improving the way that scientists analyze motion collections. The key conceptual advance is to base analysis on motion trends rather than trials. To implement this strategy, we developed a series a visualization techniques. The technical innovations include: a time-dependent motion clustering technique, a 2D trend lines visualization inspired by transportation network maps, a 3D illustrative visualization technique for depicting a cluster of trials as a median with variance, and interactive techniques for linking these visualizations together to create an exploratory visualization tool. The work is evaluated through several means. First, the data processing and visual techniques are validated using a synthetic motion collection with known properties. Second, the new visualization tool is applied to a cutting-edge cadaveric study of the impact of disc degeneration on the biokinematics of the human lumbar spine; collaborators in this study confirm the benefits of the trend-centric strategy and the specific tool implemented. Finally, our interdisciplinary team presents insights from our own critique-based evaluations of the specific visualization techniques developed during the iterative design process.
In the future, we plan to apply trend-centric visualization to additional synthetic and in vivo datasets. This will enable us to study the scalability of trend-centric visualization, specifically with respect to analyzing more subtle motion patterns and larger data collections. New spinal kinematics studies are planned for the coming years; however, we are also keen to explore other application areas, such as gait recognition, Fitts' law tasks, and sports medicine; time-alignment strategies have been succesfully employed in each of these areas previously (e.g., [6, 25, 32] ).
