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A RANDOM CHANGE OF VARIABLES AND APPLICATIONS
TO THE STOCHASTIC POROUS MEDIUM EQUATION WITH
MULTIPLICATIVE TIME NOISE
S. V. LOTOTSKY
Abstract. A change of variables is introduced to reduce certain nonlinear
stochastic evolution equations with multiplicative noise to the corresponding
deterministic equation. The result is then used to investigate a stochastic
porous medium equation.
1. Introduction
Let U = U(t;x) be a solution of the porous medium equation
Ut = ¢Um; t > 0; x 2 Rd; m > 1; (1.1)
and let X = X(t) be a semi-martingale. Consider a stochastic version of (1.1),
du = ¢umdt + udX(t); (1.2)
the use of multiplicative noise preserves the positivity of the solution. The ¯rst
main result of the paper is as follows:
Theorem 1.1. There is a one-to-one correspondence between the solutions of the
deterministic and stochastic porous medium equations, given by
u(t;x) = h(t)U(H(t);x); (1.3)
where
h(t) = 1 +
Z t
0
h(s)dX(s); H(t) =
Z t
0
hm¡1(s)ds:
Thus, many of the results known for the deterministic equation (1.1), as summa-
rized, for example, in Aronson [1], have a clear counterpart in the stochastic case,
and the objective of the paper is to the study this correspondence. To keep the
presentation from becoming unnecessarily abstract, a particular semi-martingale
X is considered: X(t) =
R t
0 g(s)ds+
R t
0 f(s)dw(s), where w is a standard Brownian
motion. The results derived in this manner can serve as a benchmark for further
investigation of the stochastic porous medium equation, in particular, driven by
space-time noise.
Here is a typical consequence of combining (1.3) with the known facts about
the deterministic porous medium equation.
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Theorem 1.2. Let u0(x) be a non-negative continuous function with compact
support in Rd. Then there exists a unique continuous non-negative random ¯eld
u = u(t;x) such that, for every smooth compactly supported function ', and every
t > 0, the equality
Z
Rd
u(t;x)'(x)dx =
Z
Rd
u0(x)'(x)dx +
Z t
0
Z
Rd
um(t;x)¢'(x)dx
+
Z t
0
Z
Rd
u(t;x)'(x)dw(t)
holds with probability one (in other words, u is the solution of du = ¢umdt +
udw(t).) In addition,
(1) The function u is HÄ older continuous in t;x on every set of the form
[T;+1) £ Rd, T > 0;
(2) The mean mass is preserved:
E
Z
Rd
u(t;x)dx =
Z
Rd
u(0;x)dx;
(3) The support of u is uniformly bounded: there exists a random variable ´
such that, with probability one, 0 < ´ < 1 and u(t;x) = 0 for jxj > ´ and
all t > 0.
(4) For every x 2 R, limt!1 u(t;x) = 0 with probability one.
Section 2 presents the general result about the change of variables (1.3) for a
large class of nonlinear equations. Section 3 discusses the basic questions about ex-
istence, uniqueness, and regularity of the solution for the stochastic porous medium
equation, and Section 4 investigates the long-time behavior of the solution. Be-
cause of the random time change, the long-time behaviors in the deterministic and
stochastic cases can be di®erent.
The following are some comments about the physical origin and relevance of
equation (1.2), as well as connections with recent work on the subject. For a
variety of distributed system, there are two functions that describe the state of
the system at time t and point x 2 Rd; by the analogy with the classical problem
of the gas °ow, it is natural to call these functions the density ½(t;x) and the
velocity v(t;x). A nearly universal equation of continuity states that
·½t + div(½v) = ¾; (1.4)
where ¾ = ¾(t;x;½) is the density of sources and sinks, and · is the fraction of
the space available to the system. Moreover, the underlying physical principles
dictate the equation of motion:
v = F(t;x;½;grad½) (1.5)
for the known vector-valued function F. An example is Darcy's Law for the ideal
gas °ow,
v = ¡
º
¹
gradp; (1.6)
where p = p0½®, ® > 0, is the pressure, ¹ is the permeability of the medium, and
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Assume that F(t;x;½;grad½) = ¡q(½)grad½¡aÃ(½) for some known functions
q and Ã and a constant vector a. Substituting (1.5) into (1.4), we then get
·½t = ¢©(½) + a ¢ gradª(½) + ¾(t;x;½); (1.7)
where ©(x) =
R x
0 yq(y)dy and ª(x) = xÃ(x). Equation (1.7) appears in a variety
of problems, including population dynamics and gas and water propagation. The
underlying physical setting usually requires the solution ½ of (1.7) to be non-
negative for all t > 0 and x 2 R.
The following two particular cases of (1.7) are worth mentioning:
(1) Darcy's Law for the ideal gas °ow (1.6) with constant ¹;º;· and with ¾ = 0
results in equation (1.1) with m = 1+® for the normalized (dimensionless)
and suitably scaled density u of the gas. The main di®erence between (1.1)
and the heat equation (m = 1) is that initial disturbance is propagated by
(1.1) with ¯nite speed.
(2) The same relation (1.6) with constant ¹;º and with · = const, ¾(t;x;½) =
¾0 ½, ¾0 = const: leads to a basic model for the spread of a crowd-avoiding
population:
ut = ¢um + ¾0 u; (1.8)
where u is a suitably normalized and scaled density of the population; see
Gurtin and MacCamy [9, Section 2]. The number ¾0 is the reproduction
intensity of the population; the population is birth-dominant if ¾0 > 0.
Comparing (1.2) and (1.8) we conclude that (1.2) can describe the dynamics of
the crowd-avoiding population with random time-dependent reproduction intensity;
if X(t) =
R t
0 g(s)ds +
R t
0 f(s)dw(s), then
¾0 = g(t) + f(t) _ w(t); (1.9)
where _ w is Gaussian white noise.
In general, allowing the function ¾ in (1.7) to be random is a natural way to
introduce randomness in the porous medium equation. If the positivity of the
solution is not guaranteed with these values of ¾, the term ¢um in the equation
is replaced by ¢(jujm¡1u). Similar to (1.2), the randomness can be in time only,
such as ¾(t;x;u) = u¯+u _ w in Mel0nik [13, 12]. The randomness can also be in time
and space, such as ¾(t;x;u) =
P
k fk(t;x) _ wk(t) in Kim [10], ¾(t;x;u) = F(u) +
_ WQ(t;x) in Barbu et al. [2] and in Da Prato [5], or ¾(t;x;u) = F(u)+G(u) _ WQ(t;x)
in Barbu et al. [3], with _ WQ representing Gaussian noise that is white in time but
is su±ciently regular in space. Note that, unlike (1.2), none of the above models
can bene¯t from Theorem 1.1.
The derivation of (1.7) shows that another way to introduce randomness in the
equation is to allow velocity v to be random, for example, by considering a stochas-
tic di®erential equation satis¯ed by v. Existence of a weak (in the probabilistic
sense) solution of the resulting porous medium equation were recently obtained by
Sango [16].
2. Nonlinear Equations with Multiplicative Noise
If v = v(t;x), t > 0, x 2 Rd satis¯es the heat equation vt = ¢v, and c is a real
number, then the function u(t;x) = v(t;x)ect satis¯es ut = ¢u + cu. Similarly, if346 S. V. LOTOTSKY
w = w(t) is a standard Brownian motion, then
u(t;x) = v(t;x)ew(t)¡(t=2)
satis¯es the stochastic It^ o equation du = ¢udt + udw(t). The objective of this
section is to extend these results to some nonlinear equations.
Consider the equation
vt = F(v;Dv;D2v;:::); t > 0; x 2 Rd; (2.1)
with some initial condition. In (2.1), v = v(t;x) is the unknown function, F is a
given function, vt = @v=@t and Dkv denotes a generic k-th order partial derivative
of v with respect to x.
We also consider the stochastic counterpart of (2.1) for the unknown random
¯eld u = u(t;x), t > 0, x 2 Rd:
du = F(u;Du;D2u;:::)dt + u(f(t)dw(t) + g(t)dt); (2.2)
with the same initial condition as in (2.1). In (2.2), f = f(t) is a locally square-
integrable deterministic function, g is a locally integrable deterministic function,
w is a standard Brownian motion on a stochastic basis F = (­;F;fFtgt¸0;P), and
the equation is in the It^ o sense. We assume that F satis¯es the usual conditions
of completeness of F and right continuity of Ft.
De¯nition 2.1. Given a stopping time ¿, a classical solution of equation
(2.2) on the set j (0;¿]] = f(t;!) : t · ¿g is a random ¯eld u = u(t;x) with the
following properties:
(1) u is continuous in (t;x) for all (t;!) 2 j (0;¿]] and x 2 Rd;
(2) all the necessary partial derivatives of u with respect to x exist and are
continuous in (t;x) for all (t;!) 2 j (0;¿]] and x 2 Rd;
(3) The equality
u(t;x) = u(0;x) +
Z t
0
F(u(s;x);Du(s;x);:::)ds +
Z t
0
u(s;x)(f(s)dw(s) + g(s)ds)
for all (t;!) 2 j (0;¿]] and x 2 Rd.
Taking in the above de¯nition f = g = 0, we get the de¯nition of the classical
solution of equation (2.1). It turns out that if the function F is homogeneous,
then there is a one-to-one correspondence between the classical solutions of (2.1)
and (2.2). The key component in this correspondence is a random time change.
De¯nition 2.2. (a) We say that the function F is homogeneous of degree ° ¸ 1
if, for every ¸ > 0,
F(¸x;¸y;¸z;:::) = ¸°F(x;y;z;:::): (2.3)
(b) We say that equation (2.1) is homogeneous of degree ° ¸ 1 if the function
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Proposition 2.3. Assume that the function F is homogeneous of degree °. De¯ne
the functions
h(t) = exp
µZ t
0
g(s)ds +
Z t
0
f(s)dw(s) ¡
1
2
Z t
0
f2(s)ds
¶
; H°(t) =
Z t
0
h°¡1(s)ds:
(2.4)
Then a function v = v(t;x) is a classical solution of (2.1) if and only if
u(t;x) = v(H°(t);x)h(t) (2.5)
is a classical solution of (2.2).
Proof. Assume that v is a classical solution of (2.1). Note that H0
°(t) = h°¡1(t)
and
dh(t) = h(t)(f(t)dw(t) + g(t)dt): (2.6)
By the It^ o formula,
du(t;x) = vt(H°(t);x)h°(t)dt + u(t;x)(f(t)dw(t) + g(t)dt):
Using (2.1) and homogeneity of F,
vt(H°(t);x)h°(t) = F
³
h(t)v(H°(t);x);h(t)Dv(H°(t);x);h(t)D2v(H°(t);x);:::
´
= F(u;Du;D2u;:::);
and therefore u is a classical solution of (2.2).
Conversely, assume that u is a classical solution of (2.2). Since h(t) > 0 for all
t;!, the function H° is strictly increasing and has an inverse function R°. De¯ne
v(t;x) = z(R°(t))u(R°(t);x), where z(t) = 1=h(t). Note that
dz(t) = z(t)
³
¡ g(t)dt ¡ f(t)dw(t) + f2(t)dt
´
:
Then, by the It^ o formula, we conclude that v is a classical solution of (2.1). 2
As a simple illustration of Proposition 2.3 consider Burger's equation vt =
vvx; t > 0 with initial condition v(0;x) = ¡x. This equation is homogeneous of
degree 2 and has a classical solution v(t;x) = ¡x=(1 + t). Then the stochastic
equation du = uuxdt + udw(t) with the same initial condition has a solution
u(t;x) = ¡x
ew(t)¡(t=2)
1 +
R t
0 ew(s)¡(s=2)ds
:
Proposition 2.3 can be generalized in several directions:
(1) The functions f;g can be random and adapted. In fact, the process R t
0 g(s)ds +
R t
0 f(s)dw(s) can be replaced with a semi-martingale X(t),
possibly with jumps. Then h(t) becomes the stochastic (Dolean) expo-
nential of X; see Liptser and Shiryaev [11, Section 2.4].
(2) Other types of stochastic integral and other types of random perturbation
can be considered, as long as the corresponding analog of equation (2.6)
can be solved and an analogue of the It^ o formula applied. For example,
consider the fractional Brownian motion BH and take f = 1, g = 0. With a
suitable interpretation of the integral udBH we get h(t) = eB
H(t)¡(1=2)t
2H
;
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(3) Since transformation (2.5) does not involve the space variable x, Proposi-
tion 2.3 also works for initial-boundary value problems.
(4) Transformation (2.5) can establish a one-to-one correspondence between
generalized (and even viscosity) solutions of (2.1) and (2.2), but the precise
de¯nition of the solution and the corresponding arguments in the proof
require more information about the function F.
Let us emphasize that transformation (2.5) does not lead to a closed-form so-
lution of the stochastic equation (2.2) unless there is a closed-form solution of the
deterministic equation (2.1). Some methods of ¯nding closed-form solutions of
nonlinear equations of the type (2.1) are described in [6].
3. Stochastic Porous Medium Equation
Recall that the classical porous medium equation is
Ut(t;x) = ¢(Um(t;x)); t > 0; (3.1)
where Ut = @U=@t and ¢ is the Laplace operator. This equation can model various
physical phenomena for every m > 0; in what follows, we will consider only m > 1
(m = 1 is the heat equation). We also assume that x 2 Rd so that there are no
boundary conditions. Note that, without special restrictions on m, the de¯nition
of the solution of (3.1) must include a certain non-negativity condition on U; this
condition is also consistent with the physical interpretation of the solution as a
density of some matter.
The scaled pressure V = V (t;x) corresponding to the porous medium equa-
tion (3.1) is de¯ned by
V (t;x) =
m
m ¡ 1
Um¡1(t;x) (3.2)
and satis¯es
Vt = (m ¡ 1)V ¢V + jrV j2; (3.3)
where r is the gradient. The function V is extensively used in the study of the
analytic properties of (3.1).
Let F = (­;F;fFtgt¸0;P) be a stochastic basis with the usual assumptions,
w = w(t), a standard Brownian motion on F, and ¿ > 0, a stopping time. Let
f = f(t) and g = g(t) be non-random functions such that f is locally square-
integrable and g is locally integrable.
Consider the following equation:
du(t;x) = ¢(um(t;x))dt + u(t;x)(f(t)dw(t) + g(t)dt); t > 0; x 2 Rd: (3.4)
De¯nition 3.1. A non-negative, continuous random ¯eld u = u(t;x) is called
a solution of equation (3.4) on the set j (0;¿]] = f(t!) : t · ¿g if, for every
smooth compactly supported function ' = '(x) the following equality holds for
all (t;!) 2 j (0;¿]]:
(u;')(t) = (u;')(0)+
Z t
0
(um;¢')(s)ds+
Z t
0
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where
(u;')(t) =
Z
Rd
u(t;x)'(x)dx:
Note that, with f(t) = g(t) = 0, this de¯nition also applies to the deterministic
equation (3.1).
De¯ne the functions
h(t) = exp
µZ t
0
g(s)ds +
Z t
0
f(s)dw(s) ¡
1
2
Z t
0
f2(s)ds
¶
;
H(t) =
Z t
0
hm¡1(s)ds:
(3.6)
Proposition 3.2. There is a one-to-one correspondence between the solutions of
(3.1) and (3.4) given by
u(t;x) = U(H(t);x)h(t): (3.7)
Proof. Note that the porous medium equation (3.1) is homogeneous of degree m.
Then (3.7) is strongly suggested by Proposition 2.3. Since the solutions in question
are not necessarily classical, the formal argument involves application of the It^ o
formula in the integral relation (3.5), but is completely analogous to the proof of
Proposition 2.3. 2
Two immediate consequences of (3.7) are the comparison principle and maxi-
mum principle for equation (3.4); both follow from the corresponding results for
the deterministic equation (3.1), see the book by V¶ azquez [17, Theorem 9.2].
Corollary 3.3. (a) Comparison principle: If u, e u are two solutions of (3.4)
and u(0;x) · e u(0;x) for all x 2 Rd, then u(t;x) · e u(t;x) for all (t;!) 2 j (0;¿]]; x 2
Rd.
(b) Maximum principle: If u is a solution of (3.4) and 0 · u(0;x) · M for all
x 2 Rd, then 0 · u(t;x) · Mh(t) for all (t;!) 2 j (0;¿]]; x 2 Rd.
Remark 3.4. 1. In the particular case f = 0, g = const: the relation (3.7) was
discovered by Gurtin and MacCamy [9].
2. While the current paper deals only with non-negative solutions of the
porous medium equation, relation (3.7) also holds for all the solutions of Ut =
¢(jUjm¡1U) and du = ¢(jujm¡1u)dt + udw(t).
It is important to have the de¯nition of the solution of (3.4) on a random
time interval, because even a classical solution of (3.1) can blow up in ¯nite time,
and then the corresponding solution of (3.4) will blow up in random time. The
quadratic pressure solution provides an example. By direct computation, the
function U[qp] de¯ned by
U[qp](t;x) =
µ
t1jxj2
tq ¡ t
¶1=(m¡1)
; tq =
m ¡ 1
2mq(2 + d(m ¡ 1))
; q > 0; t1 = tqjq=1;
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is a classical solution of (3.1) for (t;x) 2 (0;tq) £ Rd; U[qp] is known as the
quadratic pressure solution because the corresponding pressure is
V [qp](t;x) =
mt1jxj2
(m ¡ 1)(t ¡ tq)
;
for details, see Aronson [1, pages 3{5] or V¶ azquez [17, Section 4.5]. By Proposition
2.3,
u[qp](t;x) = U[qp](H(t);x)h(t)
is a classical solution of (3.4) on j (0;¿q]], where
¿q = inf(t > 0 : H(t) = tq)
is the blow-up time; it is certainly possible to have ¿q < 1 with positive probabil-
ity. On the other hand, if f = 0, then, with a suitable choice of g, the life of every
non-global solution of (3.1) can be extended inde¯nitely: note that g(t) = ¡® < 0
corresponds to H(t) = (1¡e¡®t)=® < 1=®, and it remains to take ® > 0 su±ciently
large.
The following is the main result about global existence, uniqueness, and regu-
larity of the solution of (3.4).
Theorem 3.5. Assume that the initial condition u(0;x) is non-random and has
the following properties:
(1) non-negative and bounded: 0 · u(0;x) · C, x 2 Rd;
(2) continuous;
(3) integrable:
R
Rd
u(0;x)dx = M; 0 < M < 1;
(4) square-integrable:
R
Rd
u2(0;x)dx < 1.
Then there exists a unique non-negative solution u = u(t;x) of (3.4). This solution
is de¯ned for all t > 0, x 2 Rd and has the following properties:
(1) the mean total mass satis¯es E
R
Rd
u(t;x)dx = Me
R t
0 g(s)ds, t > 0;
(2) u(t;¢) is HÄ older continuous (as a function of x) for every t > 0;
(3) if
¡R
Rd up(0;x)dx
¢1=p
= Mp < 1, then
µ
E
Z
Rd
up(t;x)dx
¶1=p
· Mp exp
µZ t
0
g(s)ds +
(p ¡ 1)
2
Z t
0
f2(s)ds
¶
: (3.9)
In addition, if the functions f;g are locally bounded, then the function u is HÄ older
continuous on [T;+1) £ Rd for every T > 0.
Proof. For the deterministic equation, Sabinina [15] proved existence, uniqueness,
and conservation of mass (see also the book by V¶ azquez [17, Chapter 9]; Ca®arelli
and Friedman [4] proved HÄ older continuity. It is also known [17, Theorem 9.3]
that Z
Rd
Up(t;x)dx ·
Z
Rd
Up(0;x)dx; t > 0; p > 1;
where U is the solution of (3.1). It remains to use Proposition 3.2 and note that
Ehp(t) = exp
µ
p
Z t
0
g(s)ds +
p(p ¡ 1)
2
Z t
0
f2(s)ds
¶
; t > 0:STOCHASTIC POROUS MEDIUM EQUATION 351
Also, if the functions f;g are locally bounded, then the function h is HÄ older con-
tinuous of any order less than 1=2. 2
Note that the initial condition of the quadratic pressure solution, U[qp](0;x) =
q1=(m¡1)jxj2=(m¡1), is not bounded. Theorem 3.5 shows that a blow-up of the
solution can be avoided with suitable growth restrictions on the initial condi-
tion. These restrictions are su±cient but not necessary: consider, for example the
linear pressure solution
u[lp](t;x) =
µ
m ¡ 1
m
max
¡
H(t) + x; 0
¢¶1=(m¡1)
h(t); t > 0; x 2 R:
By analogy with (3.2), de¯ne the scaled pressure corresponding to equation
(3.4) by
v(t;x) =
m
m ¡ 1
um¡1(t;x): (3.10)
An application of the It^ o formula shows that v satis¯es
dv =
µ
(m ¡ 1)v¢v + jrvj2 +
(m ¡ 1)(m ¡ 2)
2
vf2
¶
dt
+ (m ¡ 1)v (fdw + gdt):
(3.11)
On the other hand, equation (3.3) is homogeneous of degree 2, and so Proposi-
tion 2.3 suggests an alternative de¯nition:
v(t;x) = V ( e H(t);x)e h(t); (3.12)
where
e h(t) = exp
µ
(m ¡ 1)
Z t
0
f(s)dw(s) ¡
(m ¡ 1)2
2
Z t
0
f2(s)ds
+
(m ¡ 1)(m ¡ 2)
2
Z t
0
f2(s)ds + (m ¡ 1)
Z t
0
g(s)ds
¶
and e H(t) =
R t
0
e h(s)ds. An observation that
³
(m ¡ 1)(m ¡ 2) ¡ (m ¡ 1)2
´
=2 =
¡(m ¡ 1)=2 shows that, in fact, e H(t) = H(t) and
V ( e H(t);x)e h(t) =
m
m ¡ 1
Um¡1(H(t);x)hm¡1(t):
In other words, (3.10) and (3.12) de¯ne the same function. Another way to phrase
this conclusion is to say that, for the porous medium equation (3.1), the change
of variables de¯ned by Proposition 2.3 commutes with the transformation U 7!
(m=(m ¡ 1))Um¡1.
4. Barenblatt's solution and long-time behavior
Barenblatt's solution of Ut = ¢(Um) is
U[BT](t;x;b) =
1
t®
µ
max
µ
b ¡
m ¡ 1
2m
¯
jxj2
t2¯ ; 0
¶¶1=(m¡1)
; t > 0; x 2 Rd;
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where b > 0 and
¯ =
1
(m ¡ 1)d + 2
; ® = ¯d:
For the derivation of U[BT] see Aronson [1, pages 3{4], Evans [7, Section 4.2.2], or
V¶ azquez [17, Section 4.4.2]. The function has U[BT] the following properties:
(1) the total mass of the solution,
R
Rd
U[BT](t;x;b)dx, does not depend on t
and is uniquely determined by b: by direct computation,
Z
Rd
U[BT](t;x;b)dx = b1=(2¯(m¡1))
µ
m ¡ 1
2¼ m
¯
¶¡d=2 ¡
³
m
m¡1
´
¡
³
m
m¡1 + d
2
´; (4.2)
where ¡ is the Gamma function (see also Aronson [1, Pages 3{4] and
V¶ azquez [17, Section 17.5]);
(2) U[BT] is a classical solution of Ut = ¢(Um) in the region
(
(t;x) : jxj 6=
s
2mb
(m ¡ 1)¯
t¯
)
; (4.3)
(3) For every p;q;t0 > 0, x0 2 Rd, the function
~ U(t;x) =
µ
p
q2
¶1=(m¡1)
U[BT](pt + t0;qx + x0;b) (4.4)
is also a solution of (3.1).
By Proposition 2.3, the function
u[BT](t;x;b) = U[BT](H(t);x;b)h(t); (4.5)
with H;h given by (3.6), is a solution of the stochastic porous medium equation
(3.4). In particular,
E
Z
Rd
u[BT](t;x;b)dx =
0
@
Z
Rd
U[BT](t;x;b)dx
1
Ae
R t
0 g(s)ds:
Barenblatt's solution U[BT] determines the long-time behavior of every global
solution of the deterministic equation (3.1). Similarly, with obvious restrictions
on H, u[BT] determines the long-time behavior of the solutions of the stochastic
porous medium equation from Theorem 3.5.
Theorem 4.1. Assume that limt!1 H(t) = +1 with probability one. Let u =
u(t;x) be the solution of the stochastic porous medium equation constructed under
the assumptions of Theorem 3.5. Then, for every x 2 Rd,
lim
t!1(H(t))¯dju(t;x) ¡ u[BT](t;x;b)j = 0 (4.6)
with probability one, where b is such that
Z
Rd
u(0;x)dx = b1=(2¯(m¡1))
µ
m ¡ 1
2¼ m
¯
¶¡d=2 ¡
³
m
m¡1
´
¡
³
m
m¡1 + d
2
´: (4.7)STOCHASTIC POROUS MEDIUM EQUATION 353
Proof. This follows from Proposition 2.3 and the corresponding result for the de-
terministic equation,
lim
t!1
t¯djU(t;x) ¡ U[BT](t;x;b)j = 0
(see Friedman and Kamin [8]). 2
Remark 4.2. Clearly, if limt!1 H(t) is ¯nite, then the long-time behavior of the
solutions of (3.4) will be quite di®erent and, in particular, not as universal. By
de¯nition, the function H is non-decreasing and therefore has a limit (¯nite or
in¯nite) with probability one. If
R 1
0 f2(s)ds < 1, then H(t) " +1 as long as
liminft!1
R t
0 g(s)ds > ¡1. If
R 1
0 f2(t)dt = +1, then, by the law of iterated
logarithm, limt!1 H(t) can be ¯nite with probability one, and more information
about f(t) and g(t) is necessary to proceed (see the example below).
Further information about the asymptotic behavior of the solution can be ob-
tained under additional assumptions about the functions f;g.
Theorem 4.3. Assume that
R 1
0 f2(t)dt = 2¾2 and
R t
0 g(t)dt = ¹ for some ¾;¹ 2
R. Then, for every x 2 Rd,
lim
t!1ju(t;x) ¡ e» U[BT](e(m¡1)»t;x;b)j = 0 (4.8)
with probability one, where b satis¯es (4.7) and » is a Gaussian random variable
with mean ¹ ¡ ¾2 and variance ¾2.
Proof. Under the assumptions of the theorem, we have, with probability one,
lim
t!1
µZ t
0
g(s)ds +
Z t
0
f(s)dw(s) ¡
1
2
Z t
0
f2(s)ds
¶
= »: (4.9)
Then limt!1 hm¡1(t) = e(m¡1)» and therefore
lim
t!1
1
t
Z t
0
h(m¡1)(s)ds = e(m¡1)»:
The result follows by continuity of the function U[BT]. Note that no rate can be
speci¯ed in (4.8) without assumptions about the rate of convergence in (4.9). 2
Remark 4.4. It follows that equation (3.4) DOES NOT have a nontrivial invariant
measure in any traditional function space. Indeed, by (4.8), if limt!1 h(t) exists,
then, for every x 2 Rd,
lim
t!1u(t;x) = lim
t!1U[BT](t;x;b) = 0;
that is, either the solution decays uniformly or the mass spreads out to in¯nity.
On the other hand, if limt!1 h(t) does not exist, then, by (3.7), no non-trivial
limit of u(t;x) can exist either. The same remark applies to the equation in a
bounded domain.
Other information about certain global solutions of the stochastic porous medium
equation can be obtained by comparison with Barenblatt's solution.354 S. V. LOTOTSKY
Theorem 4.5. Assume that the initial condition u(0;x) of (3.4) is continuous,
non-negative, and compactly supported in Rd. Then, with probability one,
(1) the solution u(t;x) is non-negative and has compact support in Rd for all
t > 0;
(2) the interface, that is, the boundary of the set fx 2 Rd : u(t;x) > 0g, is
moving with ¯nite speed.
(3) if limt!1 H(t) < 1, then the support of the solution remains bounded for
all t > 0.
Proof. By the maximum principle (Corollary 3.3(b)), if u(0;x) ¸ 0, then so is
u(t;x). Furthermore, if u(0;x) = 0 for jxj > R and u(0;x) · C, then, for su±-
ciently large C1,
u(0;x) · max(C1 ¡ jxj2;0):
By comparison principle (Corollary 3.3(a)) we then get u(t;x) · ~ U(H(t);x)h(t),
where ~ U(t;x) is a function of the type (4.4) with p = q = t0 = 1, x0 = 0, and
b su±ciently large. Therefore, u(t;x) = 0 for jxj > C2H¯(t) for a suitable (non-
random) number C2. 2
Example. Consider the equation
du = ¢u2 dt + udw(t) (4.10)
and assume that u(0;x) is continuous, non-negative, compactly supported, and R
Rd u(0;x)dx > 0. Then there exists a random variable ´ such that 0 < ´ < 1
with probability one and u(t;x) = 0 for all jxj > ´ and all t > 0. Indeed, in this
case
h(t) = ew(t)¡(t=2); H(t) =
Z t
0
ew(s)¡(s=2)ds;
and, by the previous theorem, it is enough to show that H(t) is bounded with
probability one. Let T0 be the last time w(t) exceeds t=4: T0 = supft > 0 : w(t) >
t=4g. Then
H(t) <
Z T0
0
ew(t)¡(t=2)dt + 4eT0=4; t > 0:
By the law of iterated logarithm, T0 < 1 with probability one, and therefore
limt!1 H(t) < 1 with probability one.
Notice also that limt!1 h(t) = 0 with probability one, and consequently, for
every x 2 Rd,
lim
t!1
u(t;x) = lim
t!1
h(t)U(H(t);x) = 0;
because the solution U = U(t;x) of the deterministic equation (3.1) with initial
condition U(0;x) = u(0;x) is a uniformly bounded function. On the other hand,
we know that
R
Rd U(t;x)dx =
R
Rd u(0;x)dx, and, since Eh(t) = 1 for all t > 0,
we conclude that E
R
Rd u(t;x)dx =
R
Rd u(0;x)dx. In other words, the solution of
the stochastic porous medium equation (4.10) is supported in the same (random)
compact set for all t > 0 and decays to zero as t ! 1, while preserving the mean
total mass.STOCHASTIC POROUS MEDIUM EQUATION 355
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FRACTIONAL BLACK-SCHOLES MARKET
YALC »IN SAROL, FREDERI G. VIENS, AND TAO ZHANG
Abstract. We consider the classical Merton problem of ¯nding the optimal
consumption rate and the optimal portfolio in a Black-Scholes market driven
by fractional Brownian motion BH with Hurst parameter H > 1=2. The
integrals with respect to BH are in the Skorohod sense, not pathwise which
is known to lead to arbitrage. We explicitly ¯nd the optimal consumption
rate and the optimal portfolio in such a market for an agent with logarithmic
utility functions. A true self-¯nancing portfolio is found to lead to a con-
sumption term that is always favorable to the investor. We also present a
numerical implementation by Monte Carlo simulations.
1. Introduction
Fractional Brownian motion (fBm) with Hurst parameter H 2 (0;1) is the cen-
tered Gaussian process
©
BH (t;!) : t ¸ 0;! 2 ­
ª
on a probability space (­;F;P)
with the covariance structure
E
£
BH
s BH
t
¤
=
1
2
³
t2H + s2H ¡ jt ¡ sj
2H
´
(1.1)
for s, t ¸ 0. Alternatively, we can specify the fractional Brownian motion by
setting BH
0 = 0 and
E
h¡
BH
s ¡ BH
t
¢2i
= jt ¡ sj
2H : (1.2)
When H = 1=2 we obtain the standard Brownian motion (BM).
Originally, fBm was de¯ned and studied by Kolmogorov within a Hilbert space
framework in°uenced by his interest in modeling turbulence. Kolmogorov used the
name \Wiener spiral" for this process. The name \fractional Brownian motion"
comes from the paper by Mandelbrot and Van Ness [13], where they introduced
fBm as a centered Gaussian process and gave the ¯rst representation of it as an
integral with respect to standard BM. The Hurst parameter H is named after the
hydrologist H. E. Hurst who noticed in the 1950's that the levels of water in the
Aswan dam in Egypt followed a random motion with a self-similarity parameter.
The value of Hurst parameter H characterizes fBm in such a way that it ac-
counts not only for the sign of the increments' correlation and their rate of long-
range decay, but also for the regularity of the sample paths. Indeed, for H > 1=2
the increments are positively correlated, and for H < 1=2 they are negatively
2000 Mathematics Subject Classi¯cation. Primary 91B28; Secondary 60G18, 60H07.
Key words and phrases. Fractional Brownian motion, Malliavin calculus, portfolio optimiza-
tion, utility maximization.
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correlated. Furthermore, for every ¯ 2 (0;H), the sample paths of fBm are al-
most surely HÄ older continuous with index ¯. This result follows from (1.2) and
Kolmogorov's lemma (see [16, Theorem I.2.1]).
fBm holds a signi¯cant property known as self-similarity, i.e., the processes
©
BH
ct
ª
t¸0 and
©
cHBH
t
ª
t¸0
are identical in distribution for any ¯xed c > 0. When H > 1=2, it implies the so-
called long-range dependence, which says speci¯cally that the correlation between
BH
t+1 ¡ BH
t and BH
t+n+1 ¡ BH
t+n is of order n2H¡2 when n is large. This behavior
also holds for H < 1=2, but since the function n2H¡2 is non-summable i® H > 1=2,
consistent with the econometric nomenclature, only the case H > 1=2 merits the
appellation \long memory". This is the only case we treat in this article.
For H 6= 1=2, fBm is not a semimartingale (see [12, Example 2 of Section
4.9.13]) and we cannot apply the stochastic calculus developed by It^ o in order to
de¯ne stochastic integrals with respect to fBm. We refer the reader to [1], [2], [3],
[7], [15] and references therein for a survey of numerous articles contributing to
the development of the theory of integration with respect to fBm.
Self-similarity and long-range dependence of fBm with H > 1=2 make it a nat-
ural candidate as a model of noise in mathematical modeling of ¯nancial markets
(see, for example, [5], [9], [17] and references therein). One proposal that has been
made, which we take up here, is to model stock returns as increments of fBm.
It was discovered (see [17]) that if pathwise integration theory (see [6], [11])
is used, the corresponding markets may have arbitrage opportunities. Recently,
it was established in [4] that such arbitrages are perhaps not truly achievable
since they would require arbitrarily fast trading. On the other hand, the use of
Skorohod integration theory (see [1], [2], [3], [7]) in connection to ¯nance was
proposed by Hu and Âksendal [9] as another way to have an arbitrage-free model.
Using this integration theory the markets appear to be arbitrage-free; however,
the de¯nition of a self-¯nancing portfolio in [9] is criticized for the clarity of its
economic interpretation. While this criticism remains a problem, in the situation
of portfolio optimization with consumption, it typically becomes a moot point since
the consumption can be adjusted to account for any deviation of the \Skorohod-
sense" notion of self-¯nancement from an actual self-¯nancing portfolio. In Section
5 of this part, in the context of logarithmic utility, we show precisely how such an
adjustment pans out, and in particular we prove that any discrepancy will always
be in favor of the investor.
Section 2 summarizes the basic results of the Skorohod integration theory used
in this article. Section 3 gives the details of the ¯nancial model we consider. It is
that which is used by Hu and Âksendal in [9], and is simply the fractional general-
ization of the geometric Brownian motion, as one can see immediately in formula
(3.3), where the model parameters r;a;¾ still have the standard interpretation of
risk-free rate, mean rate of return of the stock, and volatility of the stock.
Hu, Âksendal and Sulem [10] solved a portfolio optimization problem with
consumption based on this model using power utility functions. They proved that
the martingale method for classical BM can be adapted to work for fBm as well. In
Section 4, we solve a portfolio optimization problem as in [10], using a logarithmicPORTFOLIO OPTIMIZATION IN A FRACTIONAL BLACK-SCHOLES MARKET 359
utility function instead, and derive the optimal consumption and portfolio via
the \martingale" method for fBm. Most signi¯cantly, we use It^ o's formula for
fBm to simplify our results further than had been previously thought possible,
by eliminating the need to refer to expressions involving Malliavin derivatives.
Our work, which also applies in the case studied in [10], is thus a signi¯cant
improvement on [10] from the computational viewpoint.
Speci¯cally, to follow our optimal trading strategy, the practitioner will only
need to use our formulas for the optimal holdings ®¤ and ¯¤ of risk-free account
and stock, and the optimal consumption c¤, as given in Theorem 4.2. With the
help of expressions (4.26) and (4.27) which are obtained by It^ o's formula, the
formulas for ®¤, ¯¤, and c¤ involve only universal non-random functions (such
as ' in (2.1), K in (3.7), and ³ in (4.14)), the model parameters r;a;¾, other
functions based on the above (such as g1 in (4.18) and g2 in (4.20)), and stochastic
integrals of these functions with respect to BH
t or b BH
t = BH
t + a¡r
¾ t. Because the
stochastic integrals are with non-random integrands only, they can be calculated
as Stieltjes integrals, where the increments of BH, and thus of b BH
t , are directly
observable from the fact that the stock price is explicitly given by the geometric
fractional Brownian motion model (3.3).
As a consequence of the explicitness of our expressions, we show that a numerical
implementation is straightforward. Section 7 presents the results of simulations for
such an implementation in the case of no consumption, including an explanation of
how to approximate the stochastic integrals needed in the numerical scheme. Our
method does better than one which would use Merton's classical formulas for the
case H = 1=2; but as an added bonus, Section 5 shows that the investor recuperates
a positive consumption when using a truly self-¯nancing portfolio. This result also
means that the optimal portfolio for truly self-¯nancing conditions is not equal to
the one we express herein. To ¯nd the former, one may reinvest the positive
consumption obtained in Section 5 into stock and bond optimally. However, this
would not lead to a strategy that can be calculated explicitly as we do here.
Our technique for deriving explicit formulas also works in the power utility case:
in Section 6 we present the result of using It^ o's formula to simplify the formulas
given by Hu, Âksendal, and Sulem [10]; again, our formulas would make it simple
to devise a numerical implementation.
2. Preliminaries
In order to present a self-contained account for the sake of readability, in this
section, we present the terminology and the results that we will use from other
references. Let ­ = C0([0;T];R) be the space of real-valued continuous functions
on [0;T] with the initial value zero and the topology of local uniform convergence.
There is a probability measure ¹H on (­;F
(H)
T ), where F
(H)
T is the Borel ¾-algebra,
such that on the probability space (­;F
(H)
T ;¹H) the coordinate process BH :
­ ! R, de¯ned by BH
t (!) = !(t); for all ! 2 ­ and t 2 [0;T], is an fBm. BH
constructed in this way is referred to as the canonical fBm. We will use this
canonical fBm and its associated probability space in our study.360 YALC »IN SAROL, FREDERI G. VIENS, AND TAO ZHANG
Duncan et al. [7] de¯ne the Skorohod integral with respect to fBm,
R T
0 f (t) dBH
t ;
for certain class of functions f, using Wick products. Alµ os and Nualart [3] give an
equivalent de¯nition using techniques of Malliavin calculus (see also [14]). Since
both of the constructions are quite lengthy, we will not say any further about this
matter and refer the reader to the references mentioned. Note that this integral
has zero mean.
Now, consider the ¯ltration fF
(H)
t gt2[0;T] of BH, i.e., F
(H)
t is the ¾-algebra
generated by the random variables BH
s ; s · t. De¯ne
'(s;t) = H (2H ¡ 1)js ¡ tj
2H¡2 (2.1)
and de¯ne, for g measurable on [0;T],
jgj
2
' =
Z T
0
Z T
0
g (s)g (t)'(s;t)dsdt; (2.2)
as a Riemann integral when it exists.
De¯ne the space ^ L2
' ([0;T]
n) to be the set of symmetric functions f (x1;¢¢¢ ;xn)
on [0;T]
n such that
kfk^ L2
'([0;T]n) :=
Z
[0;T]n£[0;T]n
jf (u1;¢¢¢ ;un)f (v1;¢¢¢ ;vn)j'(u1;v1)
¢¢¢'(un;vn)du1 ¢¢¢dundv1 ¢¢¢dvn < 1:
For each F
(H)
T -measurable random variable F in L2 (¹H), there exists (see [7])
fn 2 ^ L2
' ([0;T]
n), n = 0;1;2;::: such that
F =
1 X
n=0
Z
[0;T]n
fnd
¡
BH¢­n ¡
convergence in L2 (¹H)
¢
; (2.3)
where
Z
[0;T]n
fnd
¡
BH¢­n
= n!
Z
0·s1<¢¢¢<sn·T
fn (s1;¢¢¢ ;sn)dBH
s1 ¢¢¢dBH
sn
is the iterated Skorohod integral.
If there exists q 2 N such that the formal expansion F of the form (2.3) satis¯es
1 X
n=0
n!kfnk^ L2
'([0;T]n) e¡2qn < 1; (2.4)
Hu and Âksendal [9, De¯nition 4.9] de¯ned the quasi-conditional expectation of F
by
e E¹H
h
F
¯ ¯ ¯F
(H)
t
i
=
1 X
n=0
Z
[0;t]n
fnd
¡
BH¢­n
:
They show that
e E¹H
h
F
¯ ¯ ¯F
(H)
t
i
= F a.s. () F is F
(H)
t -measurable;
but in general e E¹H
h
F
¯ ¯ ¯F
(H)
t
i
6= E¹H
h
F
¯ ¯ ¯F
(H)
t
i
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De¯nition 2.1. A (t;!)-measurable, F
(H)
t -adapted process M = fM(t;!) :
t 2 [0;T]; ! 2 ­g is said to be a quasi-martingale if M(t) has an expansion
of the form (2.3) which satis¯es (2.4) for all t and furthermore, for all t ¸ s,
e E¹H
h
M (t)
¯ ¯ ¯F
(H)
s
i
= M (s) a.s.
Lemma 2.2 (Lemma 1.1 in [10]). Let f be a Skorohod integrable function. Then
M(t) :=
Z t
0
f (s)dBH
s ; t ¸ 0
is a quasi-martingale. In particular, E¹H [M (t)] = E¹H [M (0)] = 0 for all t ¸ 0.
This result enables us to employ many of the useful martingale methods valid
for Brownian motion when we replace conditional expectation by quasi-conditional
expectation. Since we will use it in our calculations, let us mention the following
example (see [10, Example 1.1]): let f 2 ^ L2
' ([0;T]), then
M (t) := exp
½Z t
0
f (s)dBH
s ¡
1
2
¯ ¯f ¢ 1[0;t]
¯ ¯2
'
¾
is a quasi-martingale. We will use the following fractional version of Girsanov
theorem.
Theorem 2.3 (Theorem 3.18 in [9]). Fix T > 0 and let u : [0;T] ! R be a
continuous deterministic function. Suppose K : [0;T] ! R is a deterministic
function satisfying the equation
Z T
0
K (s)'(s;t)ds = u(t); 0 · t · T
and extend K to R by de¯ning K (s) = 0 outside [0;T]. De¯ne the probability
measure ^ ¹H on F
(H)
T by
d^ ¹H
d¹H
= exp
Ã
¡
Z T
0
K (s)dBH
s ¡
1
2
jKj
2
'
!
:
Then b BH
t := BH
t +
R t
0 u(s)ds is an fBm with the same Hurst parameter H with
respect to the measure ^ ¹H.
3. Standard Framework of Black-Scholes Market Driven by fBm
We consider in our model that there are two investment vehicles described as
following:
(i) A bank or risk-free account, where the price A(t) at time t, 0 · t · T, is
given by,
dA(t) = rA(t)dt;
A(0) = 1
(3.1)
for a constant r > 0; since r is a nonrandom constant, A(t) = ert can
also be called the bond.362 YALC »IN SAROL, FREDERI G. VIENS, AND TAO ZHANG
(ii) A stock, where the price S (t) at time t, 0 · t · T, is given by,
dS (t) = aS (t)dt + ¾S (t)dBH
t ;
S (0) = s0 > 0;
(3.2)
where a > r > 0 and ¾ 6= 0 are constants. Here dBH is understood in the
Skorohod sense.
It is proved in [9] that the solution of (3.2) is
S (t) = s0 exp
½
at ¡
1
2
¾2t2H + ¾BH
t
¾
: (3.3)
Suppose that an investor's portfolio is given by µ(t) = (®(t);¯ (t)), where ®(t)
and ¯ (t) are the number of bonds and stocks held at time t, respectively. We also
allow the investor to choose a consumption process c(t) ¸ 0. We assume that ®, ¯
and c are fF
(H)
t g-adapted processes, and that (t;!) ! ®(t;!);¯ (t;!);c(t;!) are
measurable with respect to B[0;T] £ F
(H)
T , where B[0;T] is the Borel ¾-algebra
on [0;T].
The wealth process is given by
Z (t) = ®(t)A(t) + ¯ (t)S (t): (3.4)
We say that µ is (Skorohod) self-¯nancing with respect to c, if
dZ (t) = ®(t)dA(t) + ¯ (t)dS (t) ¡ c(t)dt: (3.5)
See Section 5 for the relation with the natural notion of self-¯nancing. From (3.4)
we get
®(t) = A¡1 (t)[Z (t) ¡ ¯ (t)S (t)]:
Substituting this into (3.5) and using (3.1), we obtain
d
¡
e¡rtZ (t)
¢
+ e¡rtc(t)dt = ¾e¡rt¯ (t)S (t)
µ
a ¡ r
¾
dt + dBH
t
¶
: (3.6)
Let
K (s) =
(a ¡ r)
¡
Ts ¡ s2¢ 1
2¡H
1[0;T] (s)
2¾H ¢ ¡(2H) ¢ ¡(2 ¡ 2H) ¢ cos
¡
¼
¡
H ¡ 1
2
¢¢; (3.7)
and de¯ne a new measure ^ ¹H on F
(H)
T by
d^ ¹H
d¹H
= exp
Ã
¡
Z T
0
K (s)dBH
s ¡
1
2
jKj
2
'
!
=: ´ (T): (3.8)
Then by the fractional Girsanov formula (Theorem 2.3), the process
b BH
t := BH
t +
a ¡ r
¾
t (3.9)
is a fractional Brownian motion with the same Hurst parameter H with respect
to ^ ¹H. In terms of b BH, we can write (3.6) as
e¡rtZ (t) +
Z t
0
e¡ruc(u)du = Z (0) +
Z t
0
¾e¡ru¯ (u)S (u)d b BH
u : (3.10)PORTFOLIO OPTIMIZATION IN A FRACTIONAL BLACK-SCHOLES MARKET 363
We also have
jKj
2
' =
Z T
0
Z T
0
K (s)K (t)'(s;t)dsdt =
a ¡ r
¾
Z T
0
K (s)ds: (3.11)
If Z (0) = z > 0, we denote the corresponding wealth process Z (t) in (3.10) by
Zc;µ
z (t).
We say that (c;µ) is admissible with respect to z and write (c;µ) 2 A(z) if ¯S
is Skorohod integrable, ® satis¯es (3.4), µ is self-¯nancing with respect to c and
Zc;µ
z (T) ¸ 0. In this case, it follows from Lemma 2.2 that
M (t) :=
Z t
0
¾e¡ru¯ (u)S (u)d b BH
u
is a quasi-martingale with respect to ^ ¹H. In particular, E^ ¹H [M (T)] = 0. There-
fore, from (3.10) we obtain the budget constraint
E^ ¹H
"
e¡rTZc;µ
z (T) +
Z T
0
e¡ruc(u)du
#
= z; (3.12)
which holds for all admissible (c;µ).
We ¯nish this section with a result from [10] that will be used in Section 4.
Lemma 3.1 (Lemma 2.1 in [10]). Let c(t) ¸ 0 be a given consumption rate and
let F be a given F
(H)
T -measurable random variable such that
G := e¡rTF +
Z T
0
e¡ruc(u)du
satis¯es E^ ¹H
£
G2¤
< 1. Then the following two statements are equivalent:
(i) There exists a portfolio µ such that (c;µ) 2 A(z) and Zc;µ
z (T) = F a.s.
(ii) E^ ¹H [G] = z.
4. Optimal Consumption and Portfolio
Let D1 > 0, ± ¸ 0 and T > 0 be given constants. Consider the following total
expected logarithmic utility obtained from the consumption rate c(t) ¸ 0 and the
terminal wealth F := Zc;µ
z (T), where Z (0) = z > 0,
Jc;µ (z) = E¹H
"Z T
0
e¡±t logc(t)dt + D1 logF
#
: (4.1)
We want to ¯nd (c¤;µ¤) 2 A(z) and V (z) such that
V (z) = sup
(c;µ)2A(z)
Jc;µ (z) = Jc
¤;µ
¤
(z): (4.2)364 YALC »IN SAROL, FREDERI G. VIENS, AND TAO ZHANG
By Lemma 3.1, this problem is equivalent to the following constrained opti-
mization problem
V (z) = sup
c;F¸0
(
E¹H
"Z T
0
e¡±t logc(t)dt + D1 logF
#
; given that
Eb ¹H
"Z T
0
e¡ruc(u)du + e¡rTF
#
= z
)
;
(4.3)
where the supremum is taken over all c(t) ¸ 0 and F
(H)
T -measurable F such that
Z T
0
e¡ruc(u)du + e¡rTF 2 L2 (^ ¹H):
Optimization problem (4.3) can be solved by applying Lagrange multiplier
method. Consider for each ¸ > 0 the following unconstrained optimization prob-
lem (with E = E¹H)
V¸ (z) = sup
c;F¸0
(
E
"Z T
0
e¡±t logc(t)dt + D1 logF
#
¡ ¸
Ã
Eb ¹H
"Z T
0
e¡ruc(u)du + e¡rTF
#
¡ z
!)
:
(4.4)
We can rewrite this as
V¸ (z) = sup
c;F¸0
E
hZ T
0
¡
e¡±t logc(t) ¡ ¸´ (T)e¡rtc(t)
¢
dt
+ D1 logF ¡ ¸´ (T)e¡rTF
i
+ ¸z
= sup
c;F¸0
E
hZ T
0
¡
e¡±t logc(t) ¡ ¸½(t)e¡rtc(t)
¢
dt
+ D1 logF ¡ ¸´ (T)e¡rTF
i
+ ¸z;
(4.5)
where ´ (T) is given by (3.8) and
½(t) = E
h
´ (T)
¯
¯ ¯F
(H)
t
i
: (4.6)
To get (4.5) we use the fact that
E[´ (T)c(t)] = E
h
E[´ (T)c(t)
¯
¯ ¯F
(H)
t ]
i
= E
h
c(t)E[´ (T)
¯
¯ ¯F
(H)
t ]
i
= E[c(t)½(t)]:
The unconstrained problem (4.5) can be solved simply by maximizing the fol-
lowing functions for each t 2 [0;T] and ! 2 ­:
g (c) = e¡±t logc ¡ ¸½(t)e¡rtc;
h(F) = D1 logF ¡ ¸´ (T)e¡rTF:
We have g0 (c) = 0 for
c =
e¡±tert
¸½(t)
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and by concavity this is the maximum point of g.
Similarly, we get the maximum point of h
F =
D1erT
¸´ (T)
: (4.8)
We now look for ¸¤ such that the constraint in (4.3) holds, i.e.,
E
"ÃZ T
0
e¡ruc(u)du + e¡rTF
!
´ (T)
#
= z:
Substituting (4.7) and (4.8) into the above and solving for ¸, we obtain
¸¤ =
1
Mz
; where M =
µ
1 ¡ e¡±t
±
+ D1
¶¡1
: (4.9)
Now substitute ¸¤ into (4.7) and (4.8) to get
c¤ (t) := c¸¤ (t) = Mze¡±tert 1
½(t)
(4.10)
and
F¤ := F¸¤ = D1MzerT 1
´ (T)
: (4.11)
This is the optimal (c;F) for the problem (4.2) and we conclude that the optimal
utility is given by
V (z) = E
"Z T
0
e¡±t logc¤ (t)dt + D1 logF ¤
#
=
Z T
0
flog(Mz) + (r ¡ ±)tge¡±tdt + D1 flog(D1Mz) + rTg
+
Z T
0
e¡±tE
·
log
1
½(t)
¸
dt + D1E
·
log
1
´ (T)
¸
:
By the de¯nition of ´ (T) given in (3.8),
E
·
log
1
´ (T)
¸
= E
"Z T
0
K (s)dBH
s +
1
2
jKj
2
'
#
=
1
2
jKj
2
' =
a ¡ r
2¾
Z T
0
K (t)dt =
(a ¡ r)
2
2¾2 ¢ ¤H ¢ T2¡2H;
where
¤H =
¡2 ¡3
2 ¡ H
¢
2H ¢ (2 ¡ 2H) ¢ ¡(2H) ¢ ¡(2 ¡ 2H) ¢ cos
¡
¼
¡
H ¡ 1
2
¢¢: (4.12)
It was proved by Hu [8] that
½(t) = E
h
´ (T)
¯ ¯ ¯F
(H)
t
i
= exp
µ
¡
Z t
0
³t (s)dBH
s ¡
1
2
j³tj
2
'
¶
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where ³t is determined by the equation
(¡¢)
¡(H¡ 1
2) ³t (s) = ¡(¡¢)
¡(H¡ 1
2) K (s); 0 · s · t;
³t (s) = 0; s < 0 or s > t:
The following solution for ³t is also given in [8]:
³t (s) = ¡·Hs
1
2¡H d
ds
Z t
s
w2H¡1 (w ¡ s)
1
2¡H
£
µ
d
dw
Z w
0
z
1
2¡H (w ¡ z)
1
2¡H g (z)dz
¶
dw;
(4.14)
where g(z) = ¡(¡¢)
¡(H¡ 1
2) K (z) and
·H =
22H¡2p
¼ ¡
¡
H ¡ 1
2
¢
¡(1 ¡ H)¡2 ¡3
2 ¡ H
¢
cos
¡
¼
¡
H ¡ 1
2
¢¢:
Hence,
E
·
log
1
½(t)
¸
= E
·Z t
0
³t (s)dBH
s +
1
2
j³tj
2
'
¸
=
1
2
j³tj
2
' :
Thus we obtain
V (z) = ±¡2 (r ¡ ±)
£
1 ¡ e¡±T (1 + ±T)
¤
+ ±¡1 ¡
1 ¡ e¡±T¢
log(Mz)
+ D1 (log(D1Mz) + rT)
+
1
2
Z T
0
e¡±t j³tj
2
' dt +
D1 (a ¡ r)
2
2¾2 ¤HT2¡2H;
(4.15)
where the constants M and ¤H are given by (4.9) and (4.12), respectively. This
proves the following theorem.
Theorem 4.1. The value function of the optimal consumption and portfolio prob-
lem (4.1) is given by (4.15). The corresponding optimal consumption c¤ and the
optimal terminal wealth Zc¸¤;µ
¤
z (T) = F ¤ are given by (4.10) and (4.11), respec-
tively.
It remains to ¯nd the optimal portfolio µ¤ = (®¤;¯¤) for problem (4.1). Let
G = e¡rTF¤ +
R T
0 e¡rtc¤ (t)dt: In the proof of Lemma 3.1, it was shown that
G = z +
R T
0
e Eb ¹
h
b DtG
¯ ¯ ¯F
(H)
t
i
d b BH
t ; where b D denotes the Malliavin derivative with
respect to ^ ¹H ( b D is not to be confused with the utility legacy scale constant D1),
and
¯¤ (t) =
ert
¾S (t)
e Eb ¹
£ b DtG
¯
¯ ¯F
(H)
t
¤
=
ert
¾S (t)
Ã
e Eb ¹
£ b Dt
¡
e¡rTF¤¢¯
¯ ¯F
(H)
t
¤
+ e Eb ¹
£ b Dt
³Z T
0
e¡ruc¤ (u)du
´¯
¯ ¯F
(H)
t
¤
!
=
ert
¾S (t)
³
Y1 (t) + Y2 (t)
´
;
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when we set
Y1 (t) := e Eb ¹
h
b Dt
¡
e¡rTF¤¢¯
¯ ¯F
(H)
t
i
;
Y2 (t) := e Eb ¹
"
b Dt
ÃZ T
0
e¡ruc¤ (u)du
!¯ ¯ ¯F
(H)
t
#
:
To compute Y1 (t) and Y2 (t), we ¯rst compute the following.
1
´ (T)
= exp
(Z T
0
K (s)dBH
s +
1
2
jKj
2
'
)
= exp
(Z T
0
K (s)d b BH
s +
1
2
jKj
2
' ¡
a ¡ r
¾
Z T
0
K (s)ds
)
;
= exp
(Z T
0
K (s)d b BH
s ¡
1
2
jKj
2
'
)
;
b Dt
µ
1
´ (T)
¶
= b Dt
Ã
exp
(Z T
0
K (s)d b BH
s
)!
exp
½
¡
1
2
jKj
2
'
¾
= K (t)exp
(Z T
0
K (s)d b BH
s
)
exp
½
¡
1
2
jKj
2
'
¾
;
1
½(u)
= exp
½Z u
0
³u (s)dBH
s +
1
2
j³uj
2
'
¾
= exp
½Z u
0
³u (s)d b BH
s ¡
a ¡ r
¾
Z u
0
³u (s)ds +
1
2
j³uj
2
'
¾
;
When t · u,
b Dt
µ
1
½(u)
¶
= b Dt
µ
exp
½Z u
0
³u (s)d b BH
s
¾¶
exp
½
¡
a ¡ r
¾
Z u
0
³u (s)ds +
1
2
j³uj
2
'
¾
= ³u (t)exp
½Z u
0
³u (s)d b BH
s
¾
exp
½
¡
a ¡ r
¾
Z u
0
³u (s)ds +
1
2
j³uj
2
'
¾
;
and
b Dt
µ
1
½(u)
¶
= 0;
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Therefore,
Y1 (t) = e Eb ¹
h
b Dt
¡
e¡rTF¤¢¯ ¯ ¯F
(H)
t
i
= e Eb ¹
·
b Dt
µ
D1Mz
1
´ (T)
¶¯ ¯
¯F
(H)
t
¸
= D1MzK (t)exp
½
¡
1
2
jKj
2
'
¾
e Eb ¹
"
exp
(Z T
0
K (s)d b BH
s
)¯ ¯ ¯F
(H)
t
#
= D1MzK (t) e Eb ¹
"
exp
(Z T
0
K (s)d b BH
s ¡
1
2
jKj
2
'
)¯ ¯ ¯F
(H)
t
#
= D1MzK (t)exp
½Z t
0
K (s)d b BH
s ¡
1
2
¯ ¯K ¢ 1[0;t]
¯ ¯2
'
¾
= g1 (t)K (t)exp
½Z t
0
K (s)d b BH
s
¾
; (4.17)
where
g1 (t) := D1Mz exp
½
¡
1
2
¯ ¯K ¢ 1[0;t]
¯ ¯2
'
¾
: (4.18)
Similarly,
Y2 (t) = e Eb ¹
"
b Dt
ÃZ T
0
e¡ruc¤ (u)du
!¯
¯ ¯F
(H)
t
#
= e Eb ¹
"
b Dt
ÃZ T
0
Mze¡±u 1
½(u)
du
!¯ ¯
¯F
(H)
t
#
= e Eb ¹
"Z T
0
Mze¡±u b Dt
µ
1
½(u)
¶
du
¯ ¯ ¯F
(H)
t
#
= e Eb ¹
"Z T
t
Mze¡±u³u (t)exp
½Z u
0
³u (s)d b BH
s
¡
a ¡ r
¾
Z u
0
³u (s)ds +
1
2
j³uj
2
'
¾
du
¯ ¯
¯F
(H)
t
¸
=
Z T
t
Mze¡±u³u (t) e Eb ¹
·
exp
½Z u
0
³u (s)d b BH
s
¡
a ¡ r
¾
Z u
0
³u (s)ds +
1
2
j³uj
2
'
¾¯ ¯ ¯F
(H)
t
¸
du
=
Z T
t
Mze¡±u³u (t)exp
½
j³uj
2
' ¡
a ¡ r
¾
Z u
0
³u (s)ds
¾
£ e Eb ¹
·
exp
½Z u
0
³u (s)d b BH
s ¡
1
2
j³uj
2
'
¾¯ ¯ ¯F
(H)
t
¸
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=
Z T
t
Mze¡±u³u (t)exp
½
j³uj
2
' ¡
a ¡ r
¾
Z u
0
³u (s)ds
¾
£ exp
½Z t
0
³u (s)d b BH
s ¡
1
2
¯ ¯³u ¢ 1[0;t]
¯ ¯2
'
¾
du
=
Z T
t
g2 (u;t)³u (t)exp
½Z t
0
³u (s)d b BH
s
¾
du; (4.19)
where
g2 (u;t) := Mze¡±u exp
½
j³uj
2
' ¡
a ¡ r
¾
Z u
0
³u (s)ds ¡
1
2
¯
¯³u ¢ 1[0;t]
¯
¯2
'
¾
: (4.20)
We summarize our calculations in the following theorem.
Theorem 4.2. The optimal portfolio µ¤ (t) = (®¤ (t);¯¤ (t)) for problem (4.1) is
given by
¯¤ (t) =
ert
¾S (t)
fY1 (t) + Y2 (t)g; (4.21)
where Y1 (t) and Y2 (t) are given by (4.17) and (4.19), respectively; and
®¤ (t) = e¡rt fZ¤ (t) ¡ ¯¤ (t)S (t)g = e¡rtZ¤ (t) ¡
1
¾
fY1 (t) + Y2 (t)g (4.22)
where the optimal wealth process, Z¤ (t), can be obtained from
e¡rtZ¤ (t) +
Z t
0
e¡rsc¤ (s)ds = z +
Z t
0
¾e¡rs¯¤ (s)S (s)d b BH
s (4.23)
and c¤ (s) is given by (4.10).
In order to determine ®¤ (t) explicitly, our next goal is to calculate
Z t
0
¾e¡rs¯¤ (s)S (s)d b BH
s =
Z t
0
fY1 (s) + Y2 (s)gd b BH
s (4.24)
which simpli¯es (4.23) in Theorem 4.2. This is contained in formulas (4.26) and
(4.27) below. We summarize the strategy for calculating the optimal consumption
and portfolio explicitly:
Compute Y1 and Y2. The quantities Y1 and Y2 are given in (4.17) and (4.19).
These formulas are evaluated using the non-random quantities g1 and g2 given in
(4.18) and (4.20). The Wiener stochastic integrals
R t
0 K (s)d b BH
s and
R t
0 ³u (s)d b BH
s
can be estimated simply using Riemann-sum approximations, based on the ob-
served increments of b BH
t := BH
t +
¡a¡r
¾
¢
t, since the integrands K and ³ are
non-random. More information on computing such integrals is in Section 7.
Compute ¯¤. Since S (t) is also observable, the optimal number of stocks ¯¤
follows directly from (4.21)
Compute c¤. With formula (4.10), we see that the optimal consumption c¤ can
be calculated using non-random quantities, and the Wiener stochastic integral R t
0 ³u (s)d b BH
s , which is approximated from the osbservations using Riemann sums.370 YALC »IN SAROL, FREDERI G. VIENS, AND TAO ZHANG
Compute the stochastic integrals of Y1 and Y2. The stochastic integral R t
0 Y1 (s)d b BH
s is given in formula (4.26) using again Riemann integrals, the function
g1 in (4.18), and the stochastic integral
R s
0 K (s)d b BH
s , discussed above. Similarly,
the stochastic integral
R t
0 Y1 (s)d b BH
s in (4.27) requires only Riemann integrals, g2
from (4.20), and
R t
0 ³u (s)d b BH
s as above.
Compute Z¤. From (4.23), (4.24), we have
e¡rtZ¤ (t) = z ¡
Z t
0
e¡rsc¤ (s)ds +
Z t
0
fY1 (s) + Y2 (s)gd b BH
s ;
where c¤ was found above, and the stochastic integral is the sum of the two integrals
computed in the last step above.
Compute ®¤. Finally, the optimal number of risk-free units (bonds) ®¤ is ob-
tained immediately from Z¤, Y1, and Y2 thanks to (4.22).
We now calculate the stochastic integrals of Z1 and Z2. We will use It^ o's for-
mula for fBm (see [7, Corollary 4.4] or [3, Theorem 8]) to calculate
R t
0 Y1 (v)d b BH
v .
Let bt =
R t
0 asd b BH
s , where a is deterministic and Skorohod integrable. Then, for a
C1;2 function f : [0;T] £ R ! R we have
f (t;bt) =f (0;0) +
Z t
0
@f
@s
(s;bs)ds +
Z t
0
@f
@x
(s;bs)asd b BH
s
+
Z t
0
@2f
@x2 (s;bs)
Z s
0
av'(s;v)dvds:
(4.25)
Letting bt =
R t
0 K (s)d b BH
s and f (t;x) = g1 (t)ex in (4.25) yields
g1 (t)ebt =g1 (0) +
Z t
0
g0
1 (s)ebsds +
Z t
0
g1 (s)ebsK (s)d b BH
s
+
Z t
0
g1 (s)ebs
Z s
0
K (v)'(s;v)dvds
=g1 (0) +
Z t
0
g0
1 (s)ebsds +
Z t
0
Y1 (s)d b BH
s
+
Z t
0
g1 (s)ebs
Z s
0
K (v)'(s;v)dvds;
and from that we obtain
Z t
0
Y1 (s)d b BH
s = ¡ g1 (0) + g1 (t)exp
½Z t
0
K (s)d b BH
s
¾
¡
Z t
0
g0
1 (s)exp
½Z s
0
K (u)d b BH
u
¾
ds
¡
Z t
0
g1 (s)exp
½Z s
0
K (u)d b BH
u
¾Z s
0
K (v)'(s;v)dvds:
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Using Fubini's theorem and the same argument as above, we calculate
Z t
0
Y2 (s)d b BH
s =
Z t
0
Z T
s
g2 (u;s)³u (s)exp
½Z s
0
³u (v)d b BH
v
¾
dud b BH
s
=
Z t
0
Z u
0
g2 (u;s)³u (s)exp
½Z s
0
³u (v)d b BH
v
¾
d b BH
s du
+
Z T
t
Z t
0
g2 (u;s)³u(s)exp
½Z s
0
³u (v)d b BH
v
¾
d b BH
s du
=
Z t
0
µ
¡g2 (u;0) + g2 (u;u)exp
½Z u
0
³u (v)d b BH
v
¾
¡
Z u
0
@g2
@s
(u;s)exp
½Z s
0
³u (v)d b BH
v
¾
ds
¡
Z u
0
g2 (u;s)exp
½Z s
0
³u (v)d b BH
v
¾Z s
0
³u (¿)'(s;¿)d¿ds
¶
du
+
Z T
t
µ
¡g2 (u;0) + g2 (u;t)exp
½Z t
0
³u (v)d b BH
v
¾
¡
Z t
0
@g2
@s
(u;s)exp
½Z s
0
³u (v)d b BH
v
¾
ds
¡
Z t
0
g2 (u;s)exp
½Z s
0
³u (v)d b BH
v
¾Z s
0
³u (¿)'(s;¿)d¿ds
¶
du:
(4.27)
It is clear that the only randomness in the formula for ¯¤ in Theorem 4.2
is given in terms of Wiener integrals with respect to fBm. However, that was
not the case for ®¤. With these last two calculations based on the fractional
It^ o formula, we are now able to express the randomness in ®¤ in terms of only
Wiener integrals as well. This represents a practical advance over previous works
where solutions are presented in terms of general Skorohod integrals and/or using
Malliavin derivatives, (quasi-)conditional expectations, and the like, since there are
no numerical methods available for these general objects. The study presented here
simpli¯es the solution as much as possible for numerical implementation purposes.
In Section 7 we present the results of such an implementation.
5. Truly Self-Financing Portfolio; Positive Consumption
A common criticism of the framework used in Section 3, and used in our sources
[9], [10], is that the de¯nition of self-¯nancing using a Skorohod stochastic integral
does not correspond to the true notion of a self-¯nancing portfolio. We discuss this
issue here. If our purpose was to provide a framework for pricing derivatives, we
would need indeed to construct a portfolio with the true self-¯nancing property.
However, because we are only trying to ¯nd a strategy maximizing an expected
future utility using a certain class of admissible strategies, it is up to us to decide
what class of strategies we wish to use, and our Skorohod-self-¯nancing ones are
certainly an option. One may then argue in disfavor of it by asking whether there
is any guarantee that it is indeed ¯nancially possible to follow such a strategy.
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than what one bargained for, because following it results in additional positive
consumption.
In particular, we now calculate the discrepancy between the two notions of
self-¯nancing portfolios in the framework of our portfolio optimization, and we
conclude that this discrepancy is always in favor of the investor, in the sense of
the proposition below. To compare the two notions, recall ¯rst that the wealth Z
in (3.4) in a consumption-free \Skorohod-self-¯nancing" portfolio de¯ned by the
strategy (®(t);¯ (t))t¸0 satis¯es:
Z (t) = Z (0) +
Z t
0
®(u)dA(u) +
Z t
0
¯ (u)dS (u); (5.1)
where, as for the second di®erential in the Skorohod-self-¯nancing condition (3.5),
the second integral in (5.1) is in the Skorohod sense. However, since H > 1
2, the
pathwise integral of ¯ with respect to S can also be de¯ned, and it is the one
which yields the true notion of self-¯nancing, because it can be approximated by
Riemann-Stieltjes sums in a natural way. We omit the details. We simply say that
a portfolio trading strategy de¯ned by (®(t);¯ (t))t¸0 is \truly self-¯nancing with
consumption process C (t)" if its wealth Z, still given by (3.4), satis¯es
Z (t) = Z (0) +
Z t
0
®(u)dA(u) +
Z t
0
¯ (u)dPS (u) ¡ C (t); (5.2)
where the integral
R t
0 ¯ (u)dPS (u) is in the pathwise sense. Note that here we
use the notation C for the cummulative consumption, and that C is related to the
usual notation c via dC (t) = c(t)dt. A number of articles on fractional Brownian
motion can be consulted for the de¯nition of the pathwise integral; for instance,
we refer to [15], which also contains the following formula relating this integral to
the Skorohod integral:
Z t
0
¯ (s)dPS (s) ¡
Z t
0
¯ (s)dS (s) = ®H
Z t
0
Z t
0
Ds [¯ (¿)S (¿)]j¿ ¡ sj
2H¡2 d¿ds;
(5.3)
where ®H = H (2H ¡ 1). As a consequence, we prove the following result.
Proposition 5.1. Assume that the trading strategy (®(t);¯ (t))t¸0 is the optimal
portfolio µ¤ identi¯ed in Theorem 4.2, assuming no consumption (± = +1). Then
the wealth process Z given by Z (t) = ®¤ (t)A(t)+¯¤ (t)S (t) corresponds to a truly
self-¯nancing portfolio, with initial wealth z, satisfying (5.2), with consumption
process C (t) given by
C (t) =
®Hert
¾
Z t
0
d¿
Z ¿
0
g1 (¿)K (¿)exp
½Z ¿
0
K (u)d ^ BH
u
¾
K (s)(¿ ¡ s)
2H¡2 ds
where ^ B and K are given in (3.9) and (3.7), while, in accordance with (4.18)
below,
g1 (¿) = z exp
½
¡
®H
2
Z ¿
0
Z ¿
0
K (u)K (v)ju ¡ vj
2H¡2 dudv
¾
:
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The precise formula for the term C (t) above is not as important as the fact
that it is always positive. In this sense, the optimal portfolio of Theorem 4.2 is a
truly self-¯nancing strategy which both maximizes the expected future utility for
Skorohod-self-fnancing strategies, and provides the investor with free additional
consumption. The formula Z (t) = ®¤ (t)A(t) + ¯¤ (t)S (t) is in fact su±cient to
allow the investor to keep track of her consumption. Indeed, Z (t) is obviously
directly calculable from the observed values of A(t) and S (t), and the computed
optimal values ®¤ (t) and ¯¤ (t), both also based only on A and S (see Theorem
4.2, and relation (3.3)); then the formula
dC (t) = ¡dZ (t) + ®¤ (t)dA(t) + ¯¤ (t)dPS (t);
where the latter di®erential is in the pathwise sense, can be calculated in an
adapted way for any ¯xed realization of the process S.
Proof. [of Proposition 5.1]
Applying (5.3) to (5.1) with (®;¯) = (®¤;¯¤) = µ¤ as in Theorem 4.2, since
in the notation of the statement and proof of that theorem (Section 4), ¯¤ (t) =
e
rt
¾S(t) [Y1 (t) + Y2 (t)]; we ¯nd that (5.2) holds with
C (t) = ®H
Z t
0
Z t
0
Ds [¯¤ (¿)S (¿)]j¿ ¡ sj
2H¡2 d¿ds
=
®Hert
¾
Z t
0
Z t
0
Ds [Y1 (¿) + Y2 (¿)]j¿ ¡ sj
2H¡2 d¿ds:
However, since we are in the case of no consumption for the Skorohod-self-¯nancing
portfolio (± = +1), one sees that Y2 ´ 0. Since
Y1 (t) = g1 (t)K (t)exp
½Z t
0
K (s)d ^ BH
s
¾
;
we obtain
DsY1 (¿) = g1 (¿)K (¿)exp
½Z ¿
0
K (u)d ^ BH
u
¾
K (s)1fs·¿g:
It then follows that
C (t) =
®Hert
¾
Z t
0
Z t
0
DsY1 (¿)j¿ ¡ sj
2H¡2 d¿ds
=
®Hert
¾
Z t
0
d¿
Z ¿
0
g1 (¿)K (¿)exp
½Z ¿
0
K (u)d ^ BH
u
¾
K (s)(¿ ¡ s)
2H¡2 ds:
Our expression for g1 follows immediately from (2.2) and (4.18) when one notices
that in the case ± = +1, we obtain MD1 = 1. The positivity of C (t) is also
immediate, since the formula for C (t) contains the factor K twice, and K is
proportional to a positive function (with proportionality constant equal to a ¡ r,
whose constant sign, which is typically positive, is nonetheless irrelevant). ¤374 YALC »IN SAROL, FREDERI G. VIENS, AND TAO ZHANG
6. The Case of Power Utility Functions
Hu, Âksendal and Sulem [10] solve the optimization problem in the framework
of Section 3 using power utility functions. In this section we improve their results
using our techniques from Section 4.
Let D1;D2 > 0, T > 0and ° 2 (¡1;1) n f0g be constants. The quantity
Jc;µ (z) = E¹H
"Z T
0
D1
°
c° (t)dt +
D2
°
¡
Zc;µ
z (T)
¢°
#
;
where (c;µ) 2 A(z), can be regarded as the total expected (power) utility obtained
from the consumption rate c(t) ¸ 0 and the terminal wealth Zc;µ
z (T). As before,
the problem is to ¯nd (c¤;µ¤) 2 A(z) and V (z) such that
V (z) = sup
(c;µ)2A(z)
Jc;µ (z) = Jc
¤;µ
¤
(z); z > 0:
For the rest of this section, we present the solution to this optimization problem
by listing the formulas without proof, since the calculations are very similar to what
we have done in Section 4. Letting
N =
1
D1
Z T
0
exp
n r°t
1 ¡ °
+
°
2(1 ¡ °)
2 j³tj
2
'
o
dt
+
1
D2
exp
n r°T
1 ¡ °
+
° (a ¡ r)
2 ¤HT2¡2H
2(1 ¡ °)
2 ¾2
o
;
the optimal consumption rate, optimal terminal wealth, value function of the
optimal consumption and portfolio problem, and the optimal portfolio µ¤ (t) =
(®¤ (t);¯¤ (t)) are given (respectively) by
c¤ (t) =
z
D1N
exp
½
rt
1 ¡ °
¾
½(t)
1
°¡1 ;
F¤ =
z
D2N
exp
½
rT
1 ¡ °
¾
´ (T)
1
°¡1 ;
V (z) =
z°
°
(
D
1¡°
1 N¡°
Z T
0
exp
(
r°t
1 ¡ °
+
2°2 ¡ °
2(1 ¡ °)
2 j³tj
2
'
)
dt
+D
1¡°
2 N¡° exp
(
r°T
1 ¡ °
+
° (a ¡ r)
2 ¤HT2¡2H
2(1 ¡ °)
2 ¾2
))
;
¯¤ (t) =
ert
¾S (t)
(Y1 (t) + Y2 (t));
®¤ (t) = e¡rtZ¤ (t) ¡
1
¾
(Y1 (t) + Y2 (t));
where
Z¤ (t) = z ¡
Z t
0
er(t¡s)c¤ (s)ds + ert
Z t
0
fY1 (s) + Y2 (s)gd b BH
s ;PORTFOLIO OPTIMIZATION IN A FRACTIONAL BLACK-SCHOLES MARKET 375
h1 (t) :=
z
D2N
exp
½
r°T
1 ¡ °
¡
1
2(1 ¡ °)2
¯ ¯K ¢ 1[0;t]
¯ ¯2
'
+
2 ¡ °
2(1 ¡ °)
2 jKj
2
' ¡
a ¡ r
¾ (1 ¡ °)
Z t
0
K (s)ds
)
;
h2 (u;t) :=
z
D1N
exp
(
r°u
1 ¡ °
¡
1
2(1 ¡ °)
2
¯ ¯³u ¢ 1[0;t]
¯ ¯2
'
+
2 ¡ °
2(1 ¡ °)
2 j³uj
2
' ¡
a ¡ r
¾ (1 ¡ °)
Z u
0
³u (s)ds
)
;
Y1 (t) =e Eb ¹
h
b Dt
¡
e¡rTF¤¢¯ ¯ ¯F
(H)
t
i
=h1 (t)
K (t)
1 ¡ °
exp
½
1
1 ¡ °
Z t
0
K (s)d b BH
s
¾
;
Y2 (t) =e Eb ¹
"
b Dt
ÃZ T
0
e¡ruc¤ (u)du
!¯ ¯ ¯F
(H)
t
#
=
Z T
t
h2 (u;t)
³u (t)
1 ¡ °
exp
½
1
1 ¡ °
Z t
0
³u (s)d b BH
s
¾
du;
Z t
0
Y1 (s)d b BH
s = ¡h1 (0) + h1 (t)exp
½
1
1 ¡ °
Z t
0
K (s)d b BH
s
¾
¡
Z t
0
h0
1 (s)exp
½
1
1 ¡ °
Z s
0
K (u)d b BH
u
¾
ds
¡
1
1 ¡ °
Z t
0
h1(s)exp
½
1
1 ¡ °
Z s
0
K(u)d b BH
u
¾Z s
0
K(v)'(s;v)dvds;
Z t
0
Y2 (s)d b BH
s =
Z t
0
Z T
s
h2 (u;s)
³u (s)
1 ¡ °
exp
½
1
1 ¡ °
Z s
0
³u (v)d b BH
v
¾
dud b BH
s
=
Z t
0
µ
¡h2 (u;0) + h2 (u;u)exp
n 1
1 ¡ °
Z u
0
³u (s)d b BH
s
o
¡
Z u
0
@h2
@s
(u;s)exp
n 1
1 ¡ °
Z s
0
³u (v)d b BH
v
o
ds
¡
1
1 ¡ °
Z u
0
h2 (u;s)exp
n 1
1 ¡ °
Z s
0
³u (v)d b BH
v
oZ s
0
³u (¿)'(s;¿)d¿ds
¶
du
+
Z T
t
µ
¡h2 (u;0) + h2 (u;t)exp
n 1
1 ¡ °
Z t
0
³u (s)d b BH
s
o
¡
Z t
0
@h2
@s
(u;s)exp
n 1
1 ¡ °
Z s
0
³u (v)d b BH
v
o
ds
¡
1
1 ¡ °
Z t
0
h2 (u;s)exp
n 1
1 ¡ °
Z s
0
³u (v)d b BH
v
oZ v
0
³u (¿)'(s;¿)d¿dv
¶
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7. Numerical Results
In this Section we implement our portfolio optimization problem. For the sake
of simplicity, we present the case of no consumption. We have the following sim-
pli¯cations:
V (z) = logz + rT +
1
2
µ
a ¡ r
¾
¶2
¤HT2¡2H; (7.1)
where ¤H is given by (4.12), and Y2 (t) = 0:
We ran 2000 scenarios with the parameters T = 1, ¢t = 0:001, H = 0:65,
s0 = 100, a = 0:0375, r = 0:0350, ¾ = 0:25, ®(0) = 1, ¯(0) = 1, D1 = 1. We
simulated fBm's using the method of Wood and Chan [18], and calculated ®¤, ¯¤
and the corresponding optimal wealth process Z¤. Figure 1 shows a sample path
of the stock price process, S, and Figure 2 shows the corresponding Z¤.
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Figure 1. A sample path of the stock price
process given by a geometric fBm (see (3.3))
with the parameters given in the text.
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Figure 2. Optimal wealth process (Z¤) cor-
responding to the geometric fBm of Figure 1
with the parameters given in the text.
It is instructive to compare the explicit formula (7.1) for the value function to
the corresponding classical Black-Scholes-Merton situation with standard Brow-
nian motion, fWtgt2[0;T]. In the latter case, the optimal wealth process is given
by
Z¤
BM (t) = z exp
(Ã
r +
1
2
µ
a ¡ r
¾
¶2!
t +
a ¡ r
¾
Wt
)
(7.2)
and the value function is given by
VBM (z) = logz + rT +
1
2
µ
a ¡ r
¾
¶2
T: (7.3)
An immediate comparison of (7.3) with (7.1) shows that the value function V for
the fBm model exceeds that of the standard Black-Scholes-Merton value function
VBM for all initial wealth if and only if
T · ¤
1
2H¡1
H : (7.4)PORTFOLIO OPTIMIZATION IN A FRACTIONAL BLACK-SCHOLES MARKET 377
This can be rephrased as saying that for short enough maturity, one is better o®
in a fractional market, while we expect a standard Black-Scholes market to be
more pro¯table in the long run. On the other hand, this interpretation depends
highly on the value of H. It is elementary to check, using properties of the Gamma
function, that for H close to 1, the threshold in (7.4) is extremely large (tends to
in¯nity as H tends to 1), which means that for all practical purposes, a fBm-driven
market has a higher expected utility. When H is very close to 1
2, where the two
value functions V and VBM tend to each other as they should, nevertheless the
fBm value function is still the largest one for \small and moderate" T, since the
right-hand side of (7.4) can be expanded as follows:
¤
1
2H¡1
H = exp
(
j¡0 (1)j +
µ
2 + 2j¡0 (1)j
2 +
¼2
4
¶µ
H ¡
1
2
¶
+ O
Ãµ
H ¡
1
2
¶2!)
:
We now discuss a more di±cult question with regards to comparing (7.3) and
(7.1), which is beyond the scope of this article, but for which we give some indica-
tion of what might occur nonetheless. It is the issue of robustness of fBm models
with respect to H. What happens if a statistical misspeci¯cation of H occurs? Of
particular importance is the case where one wrongly assumes that H = 1
2 and one
follows the classical Merton portfolio selection scheme, in a market where the true
H exceeds 1
2. We conjecture that the resulting portfolio, which will necessarily be
suboptimal, will in fact always lead to a signi¯cantly smaller expected future util-
ity than the one leading to V , for any maturity. The comparison in the previous
paragraph is a strong indication that this di®erence should be exacerbated when
H is closer to 1. A more general question, still of the same nature, is to ¯nd the
ine±ciency due to a small misspeci¯cation of H around any ¯xed true H > 1
2.
If the convexity of the function ¤H, as studied in the previous paragraph, is any
indication, robustness of the optimization scheme should be higher for H closer to
1
2.
Our numerical work can be used to investigate empirically the order of magni-
tude of the utility's variance, but also gives a tool to predict the average future
wealth itself, without any utility function. The following output gives Monte Carlo
averages of Z¤ (T) and log(Z¤ (T)) in the case of fBm and BM, as well as the value
functions of the optimal portfolio problem evaluated at the initial wealth for 2000
scenarios:
>>>>>>>> fBm case:
Monte Carlo average of terminal optimal wealth = 106.426
Standard error = 1.04225 (~0.98%)
Monte Carlo average of log-term. optimal wealth = 4.66741
Standard error = 0.00979 (~0.21%)
Value function at z0: V(101) = 4.65018602895
|(log-terminal wealth) - V(z0)| = 0.0172252
>>>>>>>> BM case:
Monte Carlo average of terminal optimal wealth = 104.610
Standard error = 1.05260 (~1.01%)378 YALC »IN SAROL, FREDERI G. VIENS, AND TAO ZHANG
Monte Carlo average of log-term. optimal wealth = 4.65017
Standard error = 0.01006 (~0.22%)
Value function at z0: V_BM(101) = 4.65017051684
|(log-terminal wealth) - V_BM(z0)| = 0.0002646
The last line in each case shows the error in the Monte Carlo simulation,
which should be proportional to the utility's standard deviation sV , since we have
E[log(Z¤ (T))] = V (z0), theoretically. Firstly, the agreement between our Monte
Carlo average and the theoretical value function indicates that our code runs cor-
rectly. More importantly, we see a signi¯cant increase in variance from the BM
case to the fBm case. Yet the empirical result in the fBm case indicates that sV is
of the order of 0:4%, which is certainly an acceptable level. The average terminal
wealth is not of any theoretical mathematical signi¯cance for logarithmic utility
maximization, but we have included these numerical values to indicate that, with
our choice of parameters, an fBm market can be expected to provide 2% more
than a standard BM market.
We ¯nish with a note regarding the actual numerical evaluation of Wiener
stochastic integrals (i.e., with deterministic integrands) with respect to fBm. The
¯rst observation is that, when integrands are deterministic, the various versions
(forward, Stratonovich, Skorohod, etc...) of stochastic integrals with respect to
fBm coincide. For our simulations, we only need to simulate the stochastic integral
Z t
0
K (s)d b BH
s ; (7.5)
where K is the function given in (3.7). A standard re°ex for stochastic integrals
is to use an It^ o-type Riemann sum approximation, i.e.,
P
i K(ti)( b BH
ti+1 ¡ b BH
ti ).
However, since K (0) = +1, this would force us to drop the ¯rst term. It may
thus be more e±cient to use a formula in which this singularity is not an issue.
The generalized Stratonovich integral of Russo and Vallois, also known as the
symmetric regularized stochastic integral, as presented for instance in Alµ os and
Nualart's paper [3], claims that for " tending to 0,
1
2"
Z t
0
K (s)
³
b BH
s+" ¡ b BH
s¡"
´
ds (7.6)
tends to the stochastic integral (7.5) in L2 (­). Using " =
ti+1¡ti
2 , and using a
further Riemann approximation for the Riemann integral in (7.6), we approximate
(7.5) by
X
i
K
³ti+1 + ti
2
´
( b BH
ti+1 ¡ b BH
ti ) =
X
i
K
³ti+1 + ti
2
´µ
BH
ti+1 ¡ BH
ti +
a ¡ r
¾
(2")
¶
:
A theorem justifying that this approximation actually works can also be found in
the paper [3], Proposition 3.PORTFOLIO OPTIMIZATION IN A FRACTIONAL BLACK-SCHOLES MARKET 379
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WITH APPLICATIONS TO SOME FINANCIAL MODELS
JEROME A. GOLDSTEIN, ROSA MARIA MININNI, AND SILVIA ROMANELLI
Abstract. We consider the probabilistic approach to the problems treated
in [7]. We focus on the di®usion models generated by L~ µ;a u(x) := µ2 x2a u00+
(µ2 ax2a¡1 + µ1 xa)u0; ~ µ = (µ1;µ2)T 2 R £ (0;+1), when a = 1
2 or a = 1
and face the problem of ¯nding optimal (in the asymptotic sense) estimators
of the unknown parameter vector ~ µ.
1. Introduction
In [7] we studied di®erent realizations of the operators
Lµ;a u(x) := x2au00(x) + (ax2a¡1 + µxa)u0(x);
where µ 2 R, a 2 R, acting on suitable spaces of real valued continuous functions.
For 0 · a · 1 we obtained explicit representations of the semigroups generated
by Lµ;a via perturbations of squares of suitable generators of groups.
In this paper we focus on the di®usion models generated by
L~ µ;a u(x) := µ2 x2a u00(x) + (µ2 ax2a¡1 + µ1 xa)u0(x);
where ~ µ = (µ1;µ2)T 2 R £ (0;+1), and either a = 1
2 or a = 1. Such a choice
of a is motivated by the applications to genetics and ¯nancial mathematics. The
problem of ¯nding optimal (in the asymptotic sense) estimators of the unknown
parameter vector ~ µ is considered for the case a = 1 (the case a = 1
2 is studied in
[10]).
2. A probabilistic analysis of di®usion models with applications
We will now consider the class of one-dimensional di®usion processes that are
solutions of the following stochastic di®erential equation (SDE):
dXt =
¡
µ2 aX
2a¡1
t + µ1 Xa
t
¢
dt +
p
2µ2 Xa
t dWt; (2.1)
where 0 · a · 1, W = fWt; t ¸ 0g is a standard one-dimensional Wiener process,
and ~ µ = (µ1;µ2)T is an unknown parameter vector in £ = R £ (0;+1) to be
estimated (T denotes transpose of a vector or matrix). The SDE (2.1) is associated
to the operator:
L~ µ;a = µ2 G2
a u + µ1 Ga u = µ2 x2a u00 + (µ2 ax2a¡1 + µ1 xa)u0
2000 Mathematics Subject Classi¯cation. Primary 60H10, 60J60; Secondary 91B28.
Key words and phrases. Markov semigroups, stochastic di®erential equations, di®usion pro-
cesses, martingale estimating functions, asymptotic properties.
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(Ga u := xa u0;0 · a · 1), with domain on the space C[0;+1] de¯ned on Theorem
3.1 of [7].
Case 1: a =
1
2
. The SDE (2.1) becomes:
dXt =
µ
¿2
4
¡ k
p
Xt
¶
dt + ¿
p
Xt dWt; (2.2)
with ¿ :=
p
2µ2 > 0 and k := ¡µ1 2 R. When k > 0, the SDE (2.2) is known
in ¯nancial literature as Longsta®'s model (see [9] and [11, Section 12.3]). This
model postulates the dynamics for the \short-term interest rate" of zero-coupon
bonds, in absence of arbitrage, to be governed by the SDE (2.3). It is referred
to as the \Double Square-Root" (DSR) interest rate process and it is a modi¯ed
version of the well known CIR or \Square-Root" interest rate process:
dXt = (a ¡ bXt )dt + ¾
p
Xt dWt;
where a; b and ¾ are strictly positive constants (for more details see [11, Section
12.3] and [5]). The main di®erence with the CIR model is that zero-coupon bond's
yield is a non-linear function of the short-term interest rate.
Let ~ ° := (k;¿)T denote the unknown parameter vector in (2.2). We will assume
that ~ ° 2 ¡ = (0;+1)2, as Longsta®'s model requires. Let P~ ° denote the law of
the corresponding di®usion process X = fXt; t ¸ 0g, the unique solution to
(2.2). The state space of X is the interval I = [0;+1), where the endpoint 0 is
attainable and an instantaneously re°ecting barrier: each sample path of X returns
immediately to positive values when the origin is hit. The transition probability
density p~ °(t;y;x) of X at time t, say Xt (i.e. the conditional density under P~ ° of
Xt given the initial condition X0 = x), is obtained from the density of the square of
a re°ected Brownian motion (see [9, Section 2]) and approaches a unique invariant
density as t ! 1, which is the density function of the Weibull distribution. Then
X is an ergodic process for any ~ ° 2 ¡.
Case 2: a = 1 . The SDE (2.1) becomes
dXt = ®Xt dt + ¯ Xt dWt; (2.3)
with ® := (µ1 + µ2) 2 R and ¯ :=
p
2µ2 > 0 unknown parameters. From now
on, let ~ # = (®;¯) 2 £ = R £ (0;+1) denote the unknown parameter vector, and
P~ # the law of the corresponding di®usion process X = fXt; t ¸ 0g, the unique
solution to (2.3).
The SDE (2.3) is used in population genetics as a model to describe the evolu-
tion of certain population growth processes with environmental e®ects which vary
randomly in time (see [8, Ch. 15]), and is well known in ¯nancial mathematics
as the Black-Scholes equations with constant volatility (see [4], [6], [11, Ch. 5])
to model the price of assets, say, shares of common stocks, that are traded in a
perfect market.
The di®usion process X is the so-called geometric Brownian motion with sample
paths given \explicitly" by
Xt = X0 exp
·µ
® ¡
¯2
2
¶
t + ¯ Wt
¸
; t ¸ 0: (2.4)MARKOV SEMIGROUPS AND ESTIMATING FUNCTIONS 383
Note that if the initial condition X0 ¸ 0 almost surely (a.s.) in (2.4) holds, then
Xt ¸ 0 a.s. for all t ¸ 0. In this case, according to the relevant applications of
(2.3), we can assume the interval I = (0;+1) as the state space of X. Moreover
the transition probability density p~ #(t;y;x) of Xt, given the initial condition X0 =
x 2 I, is given by
p~ #(t;y;x) =
1
¯ y
p
2¼ t
exp
(
¡
(log
y
x ¡ (® ¡
¯
2
2 )t)2
2¯2 t
)
; y 2 I: (2.5)
The di®usion X is non-ergodic for any ~ # 2 £.
We are now interested in ¯nding optimal (in the asymptotic sense) estimators of
either the unknown parameter vector ~ ° (a = 1=2) and ~ # (a = 1) from observations
of the corresponding di®usion process X. We assume X to be discretely observed
at equidistant time points 0 = t0 < t1 < ::: < tn < tn+1 < :::, with step size
¢ = tn ¡ tn¡1 to be ¯xed. We consider the integer
nT = maxfn 2 N : tn · T g =
·
T
¢
¸
;
where [¢] denotes the integer part of a real number, and [0;T], T > ¢, is a time in-
terval. Let Xt0;Xt1;:::;XtnT denote the observations of X at times t0;t1;:::;tnT,
respectively.
Our main goal is to use a very recent estimation approach (see [2]) for discretely
observed di®usion-type models that consists in constructing well-chosen estimating
functions, either martingales or not, in order to get rather high e±cient estimators
for the unknown parameters of the model. This approach provides a useful al-
ternative to the Maximum Likelihood (ML) method when the likelihood function
is not available or di±cult to calculate, as in the case a = 1=2. We also point
out that in the setting of di®usion type-models the estimating functions approach
provides highly e±cient estimators when the di®usion is an ergodic process, since
in this case speci¯c conditions for the existence of consistent and asymptotically
normal estimators are given (see [2, Section 2.3] and [12, Theorem 3.6]). In the
case of non-ergodic di®usion-type models, such conditions, including the Central
Limit Theorem, become more general and are more di±cult to be satis¯ed.
A systematic study of the estimation problem for Longsta®'s model (case a =
1=2) is in the recent paper [10].
For the case a = 1, let ~ #0 = (®0;¯0)T be the element of £ that we wish to
estimate, and P0, the probability law of X with respect to ~ #0. Note that the ML
estimator of ~ #0, say ~ #ML
nT = (® ML
nT ;¯ ML
nT )T, is computable and reads as
® ML
nT =
1
nT¢
nT X
i=1
log
Xti
Xti¡1
+
¯ ML
nT
2
2
;
¯ ML
nT =
v u
u u t
1
nT¢
2
4
nT X
i=1
µ
log
Xti
Xti¡1
¶2
¡
1
nT
Ã
nT X
i=1
log
Xti
Xti¡1
!23
5:
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From [1, Section 2.4, Corollary 1] it follows that as nT ! 1, i.e. the number
of observations is expanded by extending the time interval [0;T], the sequence
f~ #ML
nT g is consistent, say ~ #ML
nT
P0 ¡! ~ #0 and asymptotically normal, i.e.
p
nT (~ #ML
nT ¡ ~ #0)
D ¡! N
³
0; Q(~ #0)¡1
´
;
where the asymptotic covariance matrix Q(~ #0), which in our case reads as
Q(~ #0) =
0
B B
B
@
¢
¯2
0
¡
¢
¯0
¡
¢
¯0
2 + ¢¯2
0
¯2
0
1
C C
C
A
; (2.7)
is the smallest possible among those of all consistent and asymptotically normal
estimators of ~ #0. This means that ~ #ML
nT is an e±cient estimator, that is it at-
tains the maximal possible concentration about the true value ~ #0. We are going
now to show that the estimating functions approach can also be applied success-
fully to non-ergodic di®usion processes, by proving the existence of consistent and
asymptotically normal estimators of ~ #0. Furthermore, we will analyze the degree
of e±ciency of the constructed estimators by comparing them with the asymptot-
ically e±cient maximum likelihood estimator given in (2.6).
Then, we consider the so-called quadratic estimating function of ~ # (see [2, Sec-
tion 5.1]) de¯ned as follows
GnT(~ #) =
nT X
i=1
fa(Xti¡1; ~ #)[Xti ¡ F(Xti¡1; ~ #)]
+ b(Xti¡1; ~ #)[(Xti ¡ F(Xti¡1; ~ #))2 ¡ Á(Xti¡1; ~ #)]g;
where the coe±cients a and b depend on the ¯rst four moments of the transition
distribution of X
F(x; ~ #) = E~ #[X¢jX0 = x]; Á(x; ~ #) = E~ #[(X¢ ¡ F(x; ~ #))2jX0 = x];
´(x; ~ #) = E~ #[(X¢ ¡ F(x; ~ #))3jX0 = x];
Ã(x; ~ #) = E~ #[(X¢ ¡ F(x; ~ #))4jX0 = x] ¡ Á(x; ~ #)
2
:
An estimator of ~ #0 can be found as a solution, if there exists one, to the esti-
mating equation GnT(~ #) = 0.
Note that the stochastic process fGn(~ #0) : n ¸ 1g is a P0-martingale, i.e.
E0[Gn(~ #0)jFn¡1] = Gn¡1(~ #0), with respect to the ¯ltration generated by the
observations of X, say Fn = ¾ (Xt0;Xt1;:::;Xtn), n ¸ 1, under the model given
by the true parameter value ~ #0 (G0 = 0 and F0 is the trivial ¾-¯eld). Moreover,
E0
³
Gn(~ #0)
´
= 0 for any n ¸ 1 (E0 denotes expectation under P0).MARKOV SEMIGROUPS AND ESTIMATING FUNCTIONS 385
From (2.4) the four conditioned moments of X can be found explicitly
F(x; ~ #) = xe¢®; Á(x; ~ #) = x2e2¢®(e¢¯
2
¡ 1);
´(x; ~ #) = x3e3¢®(e¢¯
2
¡ 1)2(e¢¯
2
+ 2);
Ã(x; ~ #) = x4e4¢®(e¢¯
2
¡ 1)2(e4¢¯
2
+ 2e3¢¯
2
+ 3e2¢¯
2
¡ 4):
Hence, after some simpli¯cations, we obtain the following bivariate quadratic es-
timating function of the vector ~ µ
GnT(~ #) =
nT X
i=1
H(Xti¡1;Xti; ~ #)
=
nT X
i=1
0
B B B B
B
@
X2
ti
X2
ti¡1
¡ e¢(®+¯
2) (e¢¯
2
+ 1)2 Xti
Xti¡1
+ e2¢(®+¯
2) (e¢¯
2
+ 2)
¡
X2
ti
X2
ti¡1
+ e¢(®+¯
2) (e¢¯
2
+ 1)
Xti
Xti¡1
¡ e2¢(®+¯
2)
1
C C C C
C
A
:
(2.8)
Then by equating to zero GnT(~ #), we ¯nd the following explicit estimators of
the parameters ®0, ¯0:
® MEF
nT =
1
¢
log
Ã
1
nT
nT X
i=1
Xti
Xti¡1
!
;
¯ MEF
nT =
v u u u u u u
u u t
1
¢
log
0
B B B
B B
@
nT
nT X
i=1
µ
Xti
Xti¡1
¶2
Ã
nT X
i=1
Xti
Xti¡1
!2
1
C C C
C C
A
:
(2.9)
The asymptotic properties of the sequence of estimators f~ #MEF
nT g, having de-
noted by ~ #MEF
nT = (® MEF
nT ;¯ MEF
nT )T , will be proved in the following Theorem.
Theorem 2.1. The sequence of estimators f~ #MEF
nT g of ~ #0 is consistent, i.e.
~ #MEF
nT
P0 ¡! ~ #0 (2.10)
as nT ! 1, and asymptotically normal
p
nT (~ #MEF
nT ¡ ~ #0)
D ¡! N
³
0; W(~ #0)¡1 §~ #0 (W(~ #0)¡1)T
´
(2.11)
as nT ! 1, where §~ µ0 = E0
³
H(Xti¡1;Xti; ~ #0)H(Xti¡1;Xti; ~ #0)T
´
is the co-
variance matrix for the vector H in (2.8) and W(~ #0) = E0
³
@~ # GnT(~ #0)
´
is the
expected Jacobian matrix of GnT.386 JEROME A. GOLDSTEIN, ROSA MARIA MININNI, AND SILVIA ROMANELLI
Proof. The property (2.10) can be proved directly by using the explicit expressions
of the estimators ® MEF
nT and ¯ MEF
nT given in (2.9). Indeed, from (2.4) with ® = ®0
and ¯ = ¯0, for any integer k ¸ 1 we can write
µ
Xti
Xti¡1
¶k
= e
k¢
µ
µ0;1¡
µ2
0;2
2
¶
¢ eYi; (2.12)
and so
1
nT
nT X
i=1
µ
Xti
Xti¡1
¶k
= e
k¢
µ
®0¡
¯2
0
2
¶
1
nT
nT X
i=1
eYi;
where Y1;:::;YnT are independent and normally distributed random variables
with zero mean and variance equal to ¢k2 ¯2
0. As a consequence, eY1;:::;eYnT
are independent and identically distributed (i.i.d.) random variables with expected
value E0
£
eYi¤
= e
¢ k2 ¯2
0
2 . The classical Strong Law of Large Numbers implies that
1
nT
nT X
i=1
µ
Xti
Xti¡1
¶k
a:s: ¡! E0
"
1
nT
nT X
i=1
µ
Xti
Xti¡1
¶k#
= ek ¢(®0+
(k¡1) ¯2
0
2 ) (2.13)
as nT ! 1. Hence, from (2.9) the property (2.10) holds.
In order to prove (2.11), ¯rst observe that the estimating function GnT(~ #) given
in (2.8) is continuously di®erentiable with respect to ~ # for any ~ # 2 £, then we can
de¯ne the Jacobian matrix of GnT(~ #) with respect to ~ #, say
JnT(~ #) =
³
@#j GnT;i(~ #)
´
1·i;j·2
(by this expression we mean that the ith row of the matrix consists of the partial
derivatives with respect to ~ # of the ith coordinate of GnT). From (2.8) the elements
of the Jacobian matrix read
@® GnT;1(~ #) = ¢e¢(®+¯
2)
"
2nT e¢(®+¯
2) (e¢¯
2
+ 2) ¡ (e¢¯
2
+ 1)2
nT X
i=1
Xti
Xti¡1
#
;
@¯ GnT;1(~ #) = 2¯ ¢e¢(®+¯
2)
"
nT e¢(®+¯
2) (3e¢¯
2
+ 4)
¡(e¢¯
2
+ 1)(3e¢¯
2
+ 1)
nT X
i=1
Xti
Xti¡1
#
;
@® GnT;2(~ #) = ¢e¢(®+¯
2)
"
¡2nT e¢(®+¯
2) + (e¢¯
2
+ 1)
nT X
i=1
Xti
Xti¡1
#
;
@¯ GnT;2(~ #) = 2¯ ¢e¢(®+¯
2)
"
¡2nT e¢(®+¯
2) + (2e¢¯
2
+ 1)
nT X
i=1
Xti
Xti¡1
#
:
For technical reasons, we de¯ne for ~ #(i) 2 £(i = 1;2), a second matrix byMARKOV SEMIGROUPS AND ESTIMATING FUNCTIONS 387
JnT(~ #(1); ~ #(2)) :=
0
@
@® GnT;1(~ #(1)) @¯ GnT;1(~ #(1))
@® GnT;2(~ #(2)) @¯ GnT;2(~ #(2))
1
A (2.14)
Let us consider now the Taylor expansion
0 = GnT(~ #MEF
nT ) = GnT(~ #0) + JnT(~ a(1)
nT ;~ a(2)
nT )(~ #MEF
nT ¡ ~ #0);
where each ~ a
(i)
nT 2 £ is a convex combination of ~ #MEF
nT and ~ #0. By rearranging
the terms, we get
1
nT
JnT(~ a(1)
nT ;~ a(2)
nT )
p
nT (~ #MEF
nT ¡ ~ µ0) = ¡
1
p
nT
GnT(~ #0): (2.15)
We have to prove that
1
p
nT
GnT(~ #0) converges in distribution as nT ! 1.
Note that when the underlying di®usion is an ergodic process, this condition has
been proved in [3]. In the case of a non-ergodic di®usion process, the multivariate
Central Limit Theorem for martingales (see, e.g., [2, Theorem 2.3]) would be
applied.
In this case it is enough to apply the Classical Central Limit Theorem to
GnT(~ #0) =
nT X
i=1
H(Xti¡1;Xti; ~ #0), since from (2.8) and (2.12) it follows that
fH(Xti¡1;Xti; ~ #0)g1·i·nT
is a sequence of i.i.d. R2-valued random variables with zero-mean vector and
covariance matrix
§~ #0 = E0
³
H(Xti¡1;Xti; ~ #0)H(Xti¡1;Xti; ~ #0)T
´
= e¢(4®0+3¯
2
0) (e2¢¯
2
0 ¡ 1)
0
@
e2¢®
2
0 + 2e¢¯
2
0 ¡ 1 ¡ (e¢¯
2
0 ¡ 1)
¡(e¢¯
2
0 ¡ 1) e¢¯
2
0 ¡ 1
1
A;
which depends only on the true parameter ~ #0. Then the following result holds
1
p
nT
GnT(~ #0)
D ¡! N
³
0; §~ #0
´
(2.16)
as nT ! 1.
Coming back to the equation (2.15), the property (2.11) is completely proved
if we show that
1
nT
JnT(~ a(1)
nT ;~ a(2)
nT )
P0 ¡! W(~ #0); (2.17)
as nT ! 1, where
W(~ #0) = E0
³
@~ # GnT(~ #0)
´
=
0
@
e2¢¯
2
0 + 2e¢¯
2
0 ¡ 1 ¡ 2¯0
1 ¡ e¢¯
2
0 2¯0
1
A;
which is an invertible and, in our case, a non-random matrix (when a di®usion
process is non-ergodic, the limiting matrix W might in general be random).388 JEROME A. GOLDSTEIN, ROSA MARIA MININNI, AND SILVIA ROMANELLI
Then, for all " > 0 we consider the set
M(")
nT (~ #0) =
½
~ # 2 £ :
°
° ° ~ # ¡ ~ #0
°
° ° ·
"
p
nT
¾
;
which shrinks to ~ #0 as nT ! 1. The convergence in (2.13) implies that for all
" > 0 and ~ #(i) 2 M
(")
nT (~ #0) (i = 1;2),
1
nT
JnT(~ #(1); ~ #(2))
a:s: ¡! W(~ #0);
as nT ! 1. From the consistency property (2.10) of the estimators ~ #MEF
nT it
follows that for all " > 0; ~ #MEF
nT 2 M
(")
nT (~ #0), as nT ! 1. This implies that
~ a
(i)
nT 2 M
(")
nT (~ #0), as nT ! 1, so the convergence (2.17) holds. ¤
The degree of e±ciency of the MEF estimator, ~ #MEF
nT , can be evaluated com-
paring it with the corresponding ML estimator, ~ #ML
nT , in terms of their asymptotic
bias and standard error. To this end, we performed a simulation study of the ¯nite
sample behavior of both the estimators. Samples paths of the geometric Brownian
motion X solving (2.3) with the true parameter value ~ #0 = (0:11;0:33)T, have
been simulated in di®erent time intervals [0;T], which we assumed to be measured
in years. Each simulated sample of observations of X, obtained for di®erent values
of the sampling interval ¢ and of the sample size nT, produces an MEF and an
ML estimate of the true parameters ®0 and ¯0. We point out that the choice of
the values ¢ = 1=252, ¢ = 1=52 and ¢ = 1=12 has not been casual, since they
correspond to considering daily (¢ = 1=252, assuming on average 252 trading
days in a year), weekly (¢ = 1=52) and monthly (¢ = 1=12) rate observations,
respectively, on U.S. stocks. This procedure was repeated M = 500 times, so that
the ¯rst two moments (mean and standard error) of the ¯nite sample distribu-
tion of (~ #MEF
nT ¡ ~ #0) and (~ #ML
nT ¡ ~ #0), averaged over M = 500 realizations, were
computed.
The results in Table 1 show that the asymptotic performance of both the es-
timators is very close. For each ¯xed value of ¢, their slight bias (sample mean)
decreases according to an increasing number of observations and their sample
standard error is in accordance with the asymptotic one.
Figure 1 compares the asymptotic standard error of both the estimators (the
value of the sampling interval ¢ on the graph ranges from 0 to 1=12) and shows a
very slight increasing variance of the MEF estimator with respect to the variance
of the corresponding ML estimator when ¢ > 0:04.
TABLE 1. Sample Mean, sample Standard Error (SE) and Asymptotic Standard
Error (ASE) of (~ #MEF
nT ¡ ~ #0) and (~ #ML
nT ¡ ~ #0). The true parameter value is
~ #0 = (0:11;0:33)T and the initial point is X0 = 0:05.MARKOV SEMIGROUPS AND ESTIMATING FUNCTIONS 389
¢ n Mean SE ASE
1/252 252 (T=1) ® MEF
nT
¡ ®0 0.278873e-1 0.33157373 0.33003565
® ML
nT
¡ ®0 0.278874e-1 0.33157150 0.33003565
¯ MEF
nT
¡ ¯0 -0.103294e-2 0.154142e-1 0.147089e-1
¯ ML
nT
¡ ¯0 -0.103032e-2 0.153935e-1 0.146994e-1
1260 (T=5) ® MEF
nT
¡ ®0 -0.357115e-2 0.14723438 0.14759643
® ML
nT
¡ ®0 -0.356991e-2 0.14723508 0.14759643
¯ MEF
nT
¡ ¯0 -0.337780e-3 0.656871e-2 0.657802e-2
¯ ML
nT
¡ ¯0 -0.325920e-3 0.655500e-2 0.657376e-2
2520 (T=10) ® MEF
nT
¡ ®0 -0.704671e-2 0.982509e-1 0.10436644
® ML
nT
¡ ®0 -0.704649e-2 0.982512e-1 0.10436644
¯ MEF
nT
¡ ¯0 -0.418480e-3 0.501039e-2 0.465136e-2
¯ ML
nT
¡ ¯0 -0.416340e-3 0.499760e-2 0.464835e-2
1/52 52 (T=1) ® MEF
nT
¡ ®0 -0.153488e-1 0.34591419 0.33017285
® ML
nT
¡ ®0 -0.153466e-1 0.34593007 0.33017273
¯ MEF
nT
¡ ¯0 -0.475364e-2 0.327390e-1 0.324609e-1
¯ ML
nT
¡ ¯0 -0.471358e-2 0.326671e-1 0.323592e-1
520 (T=10) ® MEF
nT
¡ ®0 -0.799075e-2 0.10701036 0.10440982
® ML
nT
¡ ®0 -0.800203e-2 0.10700596 0.10440978
¯ MEF
nT
¡ ¯0 -0.123242e-2 0.101972e-1 0.102650e-1
¯ ML
nT
¡ ¯0 -0.133100e-2 0.101167e-1 0.102329e-1
1300 (T=25) ® MEF
nT
¡ ®0 -0.533449e-2 0.675528e-1 0.66034600
® ML
nT
¡ ®0 -0.533049e-2 0.675529e-1 0.66034500
¯ MEF
nT
¡ ¯0 -0.161840e-3 0.646761e-2 0.649219e-2
¯ ML
nT
¡ ¯0 -0.125340e-3 0.646761e-2 0.647183e-2
1/12 12 (T=1) ® MEF
nT
¡ ®0 -0.892490e-2 0.32962385 0.33075010
® ML
nT
¡ ®0 -0.897525e-2 0.32962935 0.33074783
¯ MEF
nT
¡ ¯0 -0.257143e-1 0.670721e-1 0.682830e-1
¯ ML
nT
¡ ¯0 -0.257645e-1 0.660678e-1 0.673610e-1
120 (T=10) ® MEF
nT
¡ ®0 0.388242e-2 0.10452034 0.10459237
® ML
nT
¡ ®0 0.389285e-2 0.10453860 0.10459165
¯ MEF
nT
¡ ¯0 -0.672800e-3 0.215848e-1 0.215930e-1
¯ ML
nT
¡ ¯0 -0.516180e-3 0.210362e-1 0.213014e-1
300 (T=25) ® MEF
nT
¡ ®0 -0.118733e-2 0.669703e-1 0.661500e-1
® ML
nT
¡ ®0 -0.119962e-2 0.669653e-1 0.661496e-1
¯ MEF
nT
¡ ¯0 0.326940e-3 0.144745e-1 0.136566e-1
¯ ML
nT
¡ ¯0 0.217880e-3 0.144591e-1 0.134722e-1390 JEROME A. GOLDSTEIN, ROSA MARIA MININNI, AND SILVIA ROMANELLI
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Figure 1. Comparison of the asymptotic standard errors of the
estimators.
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BRANCHING MECHANISM
VLADIMIR VINOGRADOV
ABSTRACT. Weprovelocallimittheoremsforthetotalmassprocessesoftwobranching-
uctuating particle systems which converge to discontinuous (2;d;¯)-superprocess. To
this end, we establish new subtle properties of the total mass for this class of superpro-
cesses. Thus, the density of its absolutely continuous component exhibits a polynomial
blow-up at the origin and has a regularly varying upper tail. Both particle systems consid-
ered are characterized by the same heavy-tailed branching mechanism that belongs to the
domain of normal attraction of an extreme stable law with index 1 + ¯ 2 (1;2). One of
them starts from a Poisson eld, whereas the initial number of particles for the other sys-
tem is non-random. We demonstrate that the poissonization of the initial eld of particles
is related to Gnedenko's method of accompanying innitely divisible laws. The compar-
ison of our results with their `continuous' counterparts (which pertain to convergence to
the super-Brownian motion) reveals a worse discrepancy between the extinction proba-
bilities. This is explained through the intrinsic difference between structures of individual
surviving clusters.
1. Introduction
This work pertains to certain branching-uctuating particle systems (or BPS's) and
their limits in the case when the mechanism of local branching is heavy-tailed. Namely, it
is assumed that this mechanism is governed by the particle production generating function
Ã¯(s) := (1 + ¯)¡1 ¢ (1 ¡ s)1+¯: (1.1)
Here, argument s 2 [0;1], and parameter ¯ 2 (0;1). Let Z+ and N denote the sets of all
non-negative and all positive integers, respectively. Set R1
+ := (0;1).
It is easily seen that (1.1) implies that if a particle splits, then a random number K of
particles are produced such that 8n 2 Z+,
PfK = ng =
8
<
:
(¡1)
n
1+¯ ¢
³ 1 + ¯
n
´
if n 6= 1;
0 if n = 1:
(1.2)
By (1.2), EK = 1. Hence, this branching mechanism is critical. We refer to the fulll-
ment of (1.1)(1.2) with ¯ 2 (0;1) as a `L´ evy-type branching mechanism', although the
term `innite-variance branching' is sometimes employed (see Dawson et al. [6, p. 744]).
The results of this work are parallel to those of Vinogradov [31], where the critical
binary branching case, which pertains to ¯ = 1 in (1.1), is considered.
2000 Mathematics Subject Classication. Primary 60J80; 60F05; 60E05; Secondary 60E07; 62E15; 62E20.
Key words and phrases. Accuracy of approximation, blow-up, branching particle system, discontinuous su-
perprocess, heavy tails, local limit theorem, mixed distribution, poissonization, Poisson mixture, scaled Poisson-
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The probability law (1.2) with ¯ 2 (0;1) belongs to the domain of normal attraction
of an extreme stable distribution with the stability index 1 + ¯ and skewness 1.
It is known that under natural regularity conditions on the motion and branching, the
corresponding BPS's converge weakly to discontinuous (2;d;¯)-superprocesses. See
Dawson et al. [7][8], Dynkin [10, Ch. 3] and Le Gall [23, Ch. 1]. The fulllment
of (1.1)(1.2) is the simplest example of such assumptions on local branching.
The term a `discontinuous superprocess' is justied by the fact that the sample paths
of such measure-valued process are the discontinuous functions of the time variable. Al-
ternatively, a similar BPS characterized by the critical binary branching mechanism (for
which ¯ = 1 in (1.1)) converges to the limit whose trajectories are continuous. This limit
is frequently called the super-Brownian motion. See (2.13)(2.18), the comments to these
formulas, and Dawson and Vinogradov [9, p. 230] for more detail.
In this paper, we derive new local limit theorems. They serve as local counterparts to
the well-known integral limit theorems on weak convergence of BPS's to discontinuous
(2;d;¯)-superprocesses in the case of the very specic mechanism of local branching
given by (1.1)(1.2).
Recall that these constraints can be weakened in the case when one is interested in the
integral theorems only (see the references given above). Such discrepancy is not unusual
for the theory of limit theorems of the Probability Theory, where in contrast to integral
theorems, the derivation of their local counterparts is often more delicate and involves the
imposition of additional constraints. This is especially relevant when one approximates
local behavior of discrete structures by continuous functions.
In the case when one deals with measure-valued processes, the problem of the deriva-
tion of local approximations can be considered from two different angles. First, one can
concentrate on the local uctuations due to a spatial motion of individual particles. Alter-
natively, one can disregard uctuations caused by the motion mechanism and concentrate
on the derivation of local approximations for the total mass of a BPS being considered.
In the case when ¯ = 1 for which the limit is the continuous super-Brownian motion,
the latter approach was implemented in Vinogradov [29], [31]. The distribution theory
background pertaining to the continuous case is given in Vinogradov [30]. It is of interest
that both the development of methods and the derivation of results presented in [29] and
[31] were facilitated by the discovery of their connection to the previously known general
integral limit theorems on weak convergence to representatives of the power-variance
family of probability laws. Hereinafter, it is denoted by PVF.
In particular, the univariate distributions of total mass M1(t) of the super-Brownian
motion are the members of PVF with the value of the power parameter equal to 3/2. Such
relations are no longer applicable in a more difcult discontinuous setting. Thus, even
the Lebesgue decomposition of the univariate laws of total mass M¯(t) of the limiting
discontinuous (2;d;¯)-superprocess has been previously unknown.
Theorem 2.1.i of the next section demonstrates that similar to the continuous case,
the Lebesgue decomposition of r.v. M¯(t) is comprised of a point mass at the origin
and an absolutely continuous component over R1
+. However, the asymptotic properties
of the density of this component are qualitatively different from those of its continuous
counterpart.
First, it blows up at the origin. Its blow-up rate at 0 is specied by (2.20). Secondly,
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decay at +1 (see (2.19)). The proof involves an application of known and the derivation
of new results on regular variation and large deviations. Further studies of the properties
of M¯(t) are deferred to Section 3.
The other main results of this work are Theorems 2.2 and 2.3 of the next section. They
provide local approximations along with the estimates of remainders for the univariate
distributions of the total mass processes of two representative BPS's. These discrete struc-
tures were considered in numerous publications, which include author's joint works [9],
[7] and [8]. The consideration of these approximations is justied by local properties of
r.v. M¯(t) established in Theorem 2.1.
There is an important relationship between the discrete structures considered in Theo-
rems 2.2 and 2.3. Namely, there is a deep analogy between the imposition of the Poisson
initial condition (or poissonization) in Theorem 2.2 and Gnedenko's method of accom-
panying innitely divisible laws. It is made rigorous in Remark 2.5. Also, Gnedenko's
method is related to properties of the individual surviving clusters considered in Propo-
sition 2.4. Gnedenko's method is reviewed in Sec. 24 of [14]. Although his method of
the derivation of integral theorems is not directly employed here, but this similarity is
reected in the proof of Theorem 2.3.i. See also the relevant Remarks 2.62.7.
To facilitate the reading, we deferred the technical proofs to the concluding Section 4.
They involve the use of Poisson mixtures, Laplace's method, large deviations, condition-
ing arguments and subtle estimates in the local Poisson theorem. The latter results make
it possible to derive Theorem 2.3.i from Theorem 2.2.i.
2. Main results and discussion
Let us start from the description of the models. First, consider BPS ¥
(´)
¯;m;t, where
t ¸ 0 is interpreted as the time variable. For an arbitrary xed time instant t > 0,
BPS ¥
(´)
¯;m;t gives rise to a random measure on Rd. In turn, this justies regarding this
BPS as a certain mesure-valued stochastic process with t being interpreted as the time
variable. The integer-valued parameter ´ ¸ 1 is understood as the initial number of
identical and independent particles. For simplicity, they are assumed to be located at the
origin at time t = 0. Each particle has the same mass m=´, where m 2 R1
+ is xed.
Hence,
Pf¥
(´)
¯;m;0(f0g) = ´ ¢ (m=´)g = Pf¥
(´)
¯;m;0(f0g) = mg = 1: (2.1)
In the sequel, ´ will approach innity. Every particle immediately starts to perform a
motion in Rd according to a certain probability law. Here, d ¸ 1 is an integer. At an
exponentially distributed time instant with mean ´¡¯, each particle splits into a random
number of offspring with the mechanism of local branching given by (1.1)(1.2). Every
newly born particle is an identical replicate of its parent and immediately starts to perfom
the same spatial motion. The motions, lifetimes and branchings of all these particles are
independent of each other and of everything else.
Set
M
(´)
¯;m(t) := ¥
(´)
¯;m;t(Rd): (2.2)
Due to a possibility of extinction, the stochastic process M
(´)
¯;m(t) (which represents the
total mass of BPS ¥
(´)
¯;m;t) takes values in [0;+1). It follows from the results of Sec. 1396 VLADIMIR VINOGRADOV
of Dawson and Vinogradov [9] that for each xed real t > 0,
M
(´)
¯;m(t)
d ! M¯;m(t) (2.3)
as ´ ! 1. Hereinafter, the sign `
d !' denotes weak convergence. The limiting non-
negative r.v. M¯;m(t) that emerges in (2.3) can be dened by virtue of its Laplace trans-
form
~M¯;m(t)(u) := Eexpf¡u ¢ M¯;m(t)g
= exp
½
¡
m ¢ u
(1 + (¯=(1 + ¯)) ¢ t ¢ u¯)1=¯
¾
:
(2.4)
Here, real u ¸ 0. In turn, (2.4) yields the following scaling property. For every xed
positive real m and t,
M¯;m(t)
d = m ¢ M¯;1(t=m¯); (2.5)
where the sign `
d =' is understood in the sense that the distributions of r.v.'s coincide.
Let ¦(¹) denote a Poisson r.v. with mean ¹ 2 R1
+. Then it can be shown that r.v.
M¯;m(t) is compound Poisson with the value of Poisson parameter equal to
¹¯;m;t := m ¢ (t ¢ ¯=(¯ + 1))¡1=¯ ( = m ¢ ¹¯;1;t): (2.6)
Namely,
M¯;m(t)
d =
1
¹¯;1;t
¢
¦(¹¯;m;t) X
k=1
Z¯(k) (2.7)
(compare to (2.11)). By convention, a compound Poisson r.v. equals zero in the case
when the corresponding Poisson counting variable is zero. It is natural to say that in this
case, the corresponding superprocess becomes extinct by time t. In view of (2.7),
PfM¯;m(t) = 0g = expf¡¹¯;m;tg: (2.8)
Also, the independent copies of the positive and absolutely continuous r.v. Z¯ introduced
by Zolotarev [32] are hereinafter denoted by fZ¯(k);k ¸ 1g. It is assumed that these
r.v.'s do not depend on ¦(¹¯;m;t). Their common distribution function (or d.f.) H¯(¢)
is continuous on R1. Also, it is positive on R1
+, where it has the completely monotone
density hereinafter denoted by p¯(x). This class of densities is dened by (3.1) and has a
specic value. Their properties are considered in Section 3. In particular, function p¯(x)
blows up at zero as Const ¢ x¯¡1 and decays at innity as Const ¢ x¡(¯+2).
In view of the above, it is appropriate to refer to the laws of r.v.'s Z¯ and M¯;m(t)
as Zolotarev's and scaled Poisson-Zolotarev distributions, respectively. The unbounded-
ness of Zolotarev's density at zero causes serious technical difculties. In particular, see
Proposition 3.1.ii, Lemmas 4.14.3, and the proof of Theorem 2.1.
Alternatively, Zolotarev's r.v. Z¯ can be characterized by its Laplace transform
}¯(u) = 1 ¡ (1 + u¡¯)¡1=¯: (2.9)
Here, real u > 0. The subsequent differention of (2.9) implies that
EZ¯ = 1: (2.10)
Note that the Poisson r.v. ¦(¹¯;m;t) represents the number of surviving clusters of
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individual surviving cluster of age t. It is also of interest that the distribution of r.v.
(¯=(¯ +1))1=¯ ¢Z¯ coincides with that of the total mass of a cluster that has an innitely
small mass (compare to pp. 231234 of Dawson and Vinogradov [9]).
Subsequently, (2.7) is justied by a combination of formula (6.2.3) of Panjer and Will-
mot [26] with the following easy-to-check relationship:
~M¯;m(t)(u) = expf¹¯;m;t ¢ (}¯(u=¹¯;1;t) ¡ 1)g : (2.11)
An equivalent form of (2.11) in terms of distribution functions is given as formula (4.21).
The combination of (2.7) with L´ evy representation for compound Poisson laws (cf.,
e.g., p. 12 of Bertoin [1]) and the above properties of Zolotarev's r.v. Z¯ implies that the
L´ evy measure ºM¯;m(t) of r.v. M¯;m(t) has the density ·¯;m;t(y) on R1
+ with respect to
Lebesgue measure. Moreover, it follows from (2.7) that 8 xed y 2 R1
+,
·¯;m;t(y) = m ¢ ¹2
¯;1;t ¢ p¯(¹¯;1;t ¢ y): (2.12)
Recall that ¹¯;1;t and p¯(¢) are dened by formulas (2.6) and (3.1), respectively.
Without the loss of generality, we will mainly concentrate on the case when m = 1,
which is justied by the scaling property (2.5). Therefore, it is natural to denote M¯(t) :=
M¯;1(t) (compare to the Introduction). It is known that the discontinuous real-valued
stochastic process M¯(t) is a martingale (cf., e.g., Th. 4.1.ii of Lambert [21]). In addition,
Th. 5.2 of Lambert [21] stipulates that the stochastic process M¯(t) is the unique c adl ag
solution of the following stochastic differential equation:
dM¯(t) = M¯(t¡)1=(1+¯) ¢ dR1+¯;½1(t): (2.13)
Here, fR1+¯;½1(t); t ¸ 0g is the (L´ evy) extreme stable process constructed starting from
a particular extreme stable law with the index of stability ® := 1+¯, skewness 1 and the
scaling parameter ½1 := 1=(1+¯) 2 R1
+. This process does not perform negative jumps.
Note in passing that the validity of (2.13) can also be derived from Th. 1.6 of Mytnik
[25].
In general, constant ½1 can be replaced by an arbitrary ½ 2 R1
+; the corresponding
stable process is characterized by its Laplace exponent
ª1+¯;½(u) := log Eexpf¡u ¢ R1+¯;½(1)g = ½ ¢ u1+¯: (2.14)
Here, real u ¸ 0. The range of extreme stable r.v. R1+¯;½ is the whole R1. It possesses a
bounded density, which is hereinafter denoted by ³1+¯;½(¢). A comprehensive description
of its properties can be found in Ch. 2 of Zolotarev [33]. In particular,
³1+¯;½(x) »
¯ ¢ (¯ + 1)
¡(1 ¡ ¯)
¢ ½ ¢ x¡(¯+2) (2.15)
as x ! +1. Moreover, function ³1+¯;½(x) admits an asymptotic expansion in negative
powers of x as x ! +1 (compare to formula (3.2) that pertains to an analogous expan-
sion for the density of a positive stable law with the index of stability ¯ 2 (0;1)). We
will employ the existence of such expansion in the proof of Lemma 4.3, where another
representative of class (2.14) is employed. In particular, see formula (4.20). At the same
time, the explicit form will only be required for the principal term of such expansion. Its
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Note that the lower tail of ³1+¯;½(x) decays faster than that of a normal density at ¡1.
At each xed point of R1, it admits a convergent innite series representation. We will
use a specic representative of this class in the proof of Lemma 4.3.
The c adl ag process M¯(t) is a time-homogeneous locally innitely divisible Markov
process in the sense of Sec. 5.2 of Freidlin and Wentzell [13]. In order to present its
generator B¯, it is convenient to introduce the analytic continuation of the gamma func-
tion onto C n f0;¡1;¡2;:::g. Hereinafter, this function is denoted by ¡(z), whereas C
stands for the complex plane. For non-positive integer z, function ¡(z) := 1, since it
possesses simple poles at such points. Subsequently, a modication of the formulas given
on pp. 230231 of Dawson and Vinogradov [9] stipulates that for a wide class of smooth
functions F,
B¯ F(x) =
Z 1
0
(F(x + v) ¡ F(x) ¡ F0(x) ¢ v) ¢ k(¯)
x (dv): (2.16)
Here, k
(¯)
x (dv) is the following L´ evy measure on R1
+:
k(¯)
x (dv) := ¡x ¢ ¡(¡¯)¡1 ¢ v¡(¯+2) ¢ dv: (2.17)
In the `continuous' case that corresponds to ¯ = 1, one obtains a simpler analogue of
representations(2.13)and(2.16)(2.17). Inparticular, if¯ = 1thenthetotalmassprocess
M1(t) of a super-Brownian motion is the unique solution of (2.13) in the space of contin-
uous functions (with the understanding that M1(t¡) = M1(t) and that R2(t) coincides
with the standard Brownian motion in R1). It is a martingale and a time-homogeneous
Markov diffusion process. It is also pertinent that the corresponding stochastic process
is frequently called the Feller diffusion (with no drift). In this case, the generator is as
follows:
B1 F(x) = (x=2) ¢ F00(x): (2.18)
Our rst result provides the Lebesgue decomposition for univariate distributions of
the total mass M¯(t) of a discontinuous (2;d;¯)-superprocess. This decomposition and
properties of its components are interesting in their own right. In addition, this result will
be employed in the proof of Theorem 2.2.i.
Theorem 2.1. (i) For each xed t 2 R1
+, the Lebesgue decomposition of the distribution
of non-negative r.v. M¯(t) does not have a continuous-singular component. Its discrete
component is comprised of the point mass expf¡¹¯;1;tg at zero. The density f¯;t(x) of
the absolutely continuous component of M¯(t) over R1
+ is a member of C(R1
+).
(ii) The function f¯;t(x) possesses the following asymptotics as x ! 1:
f¯;t(x) »
¯
¡(1 ¡ ¯)
¢ t ¢ x¡(¯+2): (2.19)
(iii) The function f¯;t(x) blows up at the right-hand neighborhood of zero with the poly-
nomial rate. Namely,
f¯;t(x) »
1
¡(1 + ¯)
¢ expf¡¹¯;1;tg ¢ ¹
1+¯
¯;1;t ¢ x¯¡1 (2.20)
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It is relevant that the power asymptotics exhibited by the upper tail of d.f. of r.v.
M¯(t) which can be easily derived from (2.19) is consistent with the behavior of the
corresponding Laplace transform at the neighborhood of zero that follows from (2.4).
Recall that BPS ¥
(´)
¯;m;t is originated starting from the non-random number ´ of parti-
cles. However, it is also possible and often more natural to suppose that the initial number
of particles of a BPS is random. Thus, the derivation of the `high-density' approximation
becomes rather elegant under the assumption that the initial number of particles is Poisson
distributed with mean ´ (cf., e.g., pp. 4749 of [10]). This Poisson (or quasi-stationary)
initial condition results in the appearance of a modied (or quasi-stationary) BPS ¨
(´)
¯;m;t
that was considered, among others, in author's joint works [7] and [8]. The idea of the
poissonization of the initial eld of particles can be traced back to p. 92 of [15].
It follows from [7] and [8] that 8t 2 R1
+, the total mass f M
(´)
¯;m(t) of the quasi-
stationary BPS ¨
(´)
¯;m;t approaches the same limit as that for the original BPS ¥
(´)
¯;m;t.
Namely,
f M
(´)
¯;m(t)
d ! M¯;m(t) (2.21)
as ´ ! 1 (compare to (2.3)). Note in passing that the analogues of the convergence
results (2.3) and (2.21) also hold in the space of c adl ag functions equipped with the Sko-
rokhod metric. However, we do not pursue this matter further concentrating on xed
times.
The L´ evy measure of (compound Poisson) r.v. f M
(´)
¯;m(t) is given in Proposition 2.4.
For simplicity of notation, set M
(´)
¯ (t) := M
(´)
¯;1(t) and f M
(´)
¯ (t) := f M
(´)
¯;1(t).
It is relevant that one can derive (2.3) from (2.21) by evaluating the difference between
the total masses M
(´)
¯ (t) and f M
(´)
¯ (t) with the use of the compound Poisson approxima-
tion bounds. To this end, we introduce the following quantity:
Q
(´)
¯;t := (1 + t ¢ ´¯ ¢ ¯=(1 + ¯))¡1=¯ (2.22)
(compare to formula (1.12) of Dawson and Vinogradov [9]). The expression (2.22) can
be interpreted as the probability of survival of descendents of an individual (or tagged)
particle from their initial set by time t (Evidently, this is applicable to both BPS's ¥
(´)
¯;1;t
and ¨
(´)
¯;1;t .) See p. 227 of [9] for more detail. It is clear that
¹
(´)
¯;1;t := ´ ¢ Q
(´)
¯;t ! ¹¯;1;t (2.23)
as ´ ! 1, where the latter quantity is dened by (2.6).
Subsequently, Theorem 1 of Le Cam [24] and formula (1.3) of Chen [4] stipulate that
k ´ ¢ M
(´)
¯ (t) ¡ ´ ¢ f M
(´)
¯ (t) k · 2´ ¢ (Q
(´)
¯;t)2 » 2 ¢ (¹¯;1;t)2 ¢ ´¡1 (2.24)
as ´ ! 1. Hereinafter, k M k denotes the norm of a (generic) nite signed measure M.
The next two theorems are also among the main results of this paper. They can be
regarded as local counterparts of the weak convergence results given by formulas (2.21)
and (2.3), respectively. The parts (i) of these results provide the second-order local ap-
proximations for the laws of r.v.'s f M
(´)
¯ (t) and M
(´)
¯ (t), whereas parts (ii) pertain to the
probabilities of extinction. These results are analogous to the local DeMoivre-Laplace400 VLADIMIR VINOGRADOV
theorem and complement integral theorems on weak convergence of BPS's to (2;d;¯)-
superprocesses under the fulllment of (1.2). Hereinafter, C1(t;x) · C2(t;x) denote
certain positive real constants which may depend on both t 2 R1
+ and x 2 R1
+.
Theorem 2.2. For xed t 2 R1
+, consider the total mass f M
(´)
¯ (t) = ¨
(´)
¯;1;t(Rd) of the
quasi-stationary BPS ¨
(´)
¯;1;t.
(i) We suppose that x 2 R1
+ is xed and conne ourselves only to those values of the
integer-valued parameter ´ for which the product x¢´ 2 N. Then x belongs to the range
of r.v. f M
(´)
¯ (t). For such x, the probability function of r.v. f M
(´)
¯ (t) admits the next upper
bound for all sufciently large admissible values of ´:
¯ ¯
¯ ¯ Pff M
(´)
¯ (t) = xg ¡
1
´
¢ f¯;t(x)
¯ ¯
¯ ¯ · C1(t;x)=´2: (2.25)
(ii) The discrepancy at the origin exhibits a slower decay and can be evaluated up to
equivalence as ´ ! 1:
Pff M
(´)
¯ (t) = 0g ¡ expf¡¹¯;1;tg »
1
¯
¢ (¹¯;1;t)1+¯ ¢ expf¡¹¯;1;tg ¢ ´¡¯: (2.26)
A similar but slightly less accurate result is also valid for the total mass M
(´)
¯ (t) of the
original BPS ¥
(´)
¯;1;t. The loss in accuracy is due to the method of proof, which is partly
based on the Poisson approximation for the (random) number of clusters. This number
has the binomial B(´;Q
(´)
¯;t) distribution with ´ trials and the probability of success Q
(´)
¯;t
in a single trial given by (2.22). In particular, this approach implies that 8x > 0, constant
C2(t;x) that emerges in formula (2.27) below, exceeds C1(t;x) (compare to (2.25)). It
is plausible that the method of proof of the following Theorem 2.3 can be generalized to
incorporate other assumptions on the distribution of the initial number of particles. (A
similar argument related to the case when ¯ = 1 also seems to be pertinent to the method
employed in Vinogradov [31].)
Theorem 2.3. Fix t 2 R1
+.
(i) Suppose that x 2 R1
+ is xed, and consider those values of ´ for which the product
x ¢ ´ 2 N. Then x belongs to the range of r.v. M
(´)
¯;t. For such x, one ascertains the
following upper bound for all sufciently large admissible values of ´:
¯ ¯
¯ ¯ PfM
(´)
¯ (t) = xg ¡
1
´
¢ f¯;t(x)
¯ ¯
¯ ¯ · C2(t;x)=´2: (2.27)
(ii) For x = 0 and as ´ ! 1,
PfM
(´)
¯ (t) = 0g ¡ Pff M
(´)
¯ (t) = 0g » ¡(¹¯;1;t)2 ¢ expf¡¹¯;1;tg ¢
1
2´
: (2.28)
The comparison of (2.26) and (2.28) implies that in the case when ´ ! 1, the dis-
crepancy between the probabilities PfM
(´)
¯ (t) = 0g and PfM¯(t) = 0g (which is given
by (2.8)) is of the same magnitude as for Pff M
(´)
¯ (t) = 0g. Moreover, (2.28) implies that
the order of decay in the `integral' theorem, that emerges from (2.24), is sharp.
Let us clarify the relationships between Theorems 2.2 and 2.3 as well as their connec-
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analogy to [9], we say that an initial (tagged) particle gives rise to a cluster of its offspring,
which are alive at time t. Of course, such cluster will be empty with probability 1¡Q
(´)
¯;t .
Denote the mass of the above cluster by S
(´)
¯;t(i), where 1 · i · ´ stands for the index
of this tagged particle. It is clear that
M
(´)
¯ (t)
d =
´ X
i=1
S
(´)
¯;t(i): (2.29)
The r.v.'s fS
(´)
¯;t(i);1 · i · ´g which emerge in (2.29) are independent copies of r.v.
S
(´)
¯;t. By pp. 231232 of Dawson and Vinogradov [9], the range and Laplace transform
of r.v. S
(´)
¯;t are the set ´¡1 ¢ Z+ and the following function, respectively:
g¯;t;´(u) := Eexpf¡u¢S
(´)
¯;tg = 1¡((1¡e¡u=´)¡¯ +t¢´¯ ¢¯=(1+¯))¡1=¯: (2.30)
Here, real u ¸ 0. The following assertion is of a particular value.
Proposition2.4. Thenon-negativelatticer.v. f M
(´)
¯;m(t), whichrepresentsthetotalmassof
quasi-stationaryBPS¨
(´)
¯;m;¢ attimet, iscompoundPoissonandhence, innitelydivisible.
Its L´ evy measure e º
(´)
¯;m;t(¢) is concentrated on the set ´¡1 ¢ N such that 8s 2 ´¡1 ¢ N,
e º
(´)
¯;m;t(fsg) = m ¢ ´ ¢ PfS
(´)
¯;t = sg: (2.31)
Let us explain the similarity between Theorems 2.22.3 (which involve the poissoniza-
tion) and Gnedenko's method. (Note that in contrast to Gnedenko, we have not centered
the original r.v.) It is relevant that this method was originally developed for the proof of
general integral theorems on weak convergence of triangular arrays of independent r.v.'s
to innitely divisible laws. Its version (adapted to the semimartingale setting) can also be
found on p. 403 of Jacod and Shiryaev [17].
Remark 2.5. The idea of the (modied) Gnedenko's method consists in approximating
each term of the sum (2.29) of i.i.d.r.v.'s by a compound Poisson r.v. whose L´ evy mea-
sure coincides with the probability function of the original r.v. (i.e., S
(´)
¯;t(i)) everywhere
except the origin. But setting m = 1=´ in (2.31) stipulates that the appoximating inn-
itely divisible r.v. is given by an independent copy of compound Poisson r.v. f M
(´)
¯;1=´(t).
Hence, Gnedenko-type approximation for the total sum over ´ that emerges on the right-
hand side of (2.29) should be represented as the sum of ´ i.i.d. copies of r.v. f M
(´)
¯;1=´(t).
Now, let ff M
(´)
¯;1=´(t)j;1 · j · ´g denote such i.i.d. copies of r.v. f M
(´)
¯;1=´(t). A
subsequent application of Proposition 2.4 implies that the Gnedenko-type approximation
for M
(´)
¯ (t) is given by the following sum of i.i.d.r.v.'s:
f M
(´)
¯;1=´(t)1 + ::: + f M
(´)
¯;1=´(t)´
d = f M
(´)
¯ (t):
But this is consistent with the poissonization of the initial eld of particles.
Next, observe that the proof of local Theorem 2.3 employs a similar idea of approx-
imating r.v. M
(´)
¯ (t) by compound Poisson r.v. f M
(´)
¯ (t). By (2.29), the problem of the
verication/refutation of the innite divisibility of the original r.v. is reduced to that of
the mass S
(´)
¯;t of an individual cluster. The latter problem is open. Note that in the case402 VLADIMIR VINOGRADOV
of the critical binary branching for which ¯ = 1, Th. 2.1.i of Vinogradov [30] reveals the
existence of the threshold value for the fulllment of this property.
We conclude this section with two additional remarks aimed at comparing the main
results of this section with those pertinent to the case of convergence to the continuous
super-Brownian motion.
Remark 2.6. It is easy to show that ES
(´)
¯;t = Ef M
(´)
¯;1=´(t) = 1=´. The analogous result
also holds if ¯ = 1. However, in the latter case, the variances of the counterparts of r.v.'s
which emerge in the above formula are different (compare to Remark 2.8.ii of Vinogradov
[31]). Evidently, the property of the niteness of variance(s) does not hold under our main
assumption that the mechanism of local branching is given by formula (1.2) with ¯ < 1.
Remark 2.7. For the case of the critical binary branching, which ischaracterized by ¯ = 1
in formula (1.1), the counterparts of the above Theorems 2.22.3 are given in Vinogradov
[31] (see Th. 2.9 therein). The accuracy of approximation given by parts (i) of Theorems
2.22.3, which pertain to the case when x > 0, is the same as in the case when ¯ = 1.
In contrast, the accuracy of convergence for the probabilities of extinction that can be
derived from parts (ii) of Theorems 2.22.3, is much worse than in the case of attraction
to a continuous super-Brownian motion. This is because for ¯ = 1, the density of the
absolutely continuous component of the total mass M1(t) of the super-Brownian motion
isboundedatzeroasopposedtothecasewhen¯ < 1(compareTheorem2.1withformula
(2.19) of Vinogradov [31]).
3. Properties of relevant distributions with polynomial tails
Themainassertionsofthissectionrelyonpropertiesofr.v. Z¯ introducedbyZolotarev
[32]. Its d.f. is denoted by H¯(¢), whereas the Laplace transform }¯(¢) is given by (2.9).
Lamperti [22] noted that Zolotarev's r.v. has a density (see p. 232 therein).
It is straightforward to derive starting from the integral representation for H¯(¢) given
on p. 253 of Zolotarev [32] that 8x 2 R1
+,
9 p¯(x) := H0
¯(x)
=
¯2
¡(1=¯)
¢ x¯¡1 ¢
Z 1
0+
e¡(x=u)
¯
¢ u¡(¯+1) ¢ q¯;1(u) ¢ du:
(3.1)
Hereinafter, q¯;1(u) denotes the probability density of the positive stable r.v. ST ¯;1,
which is characterized by the index of stability ¯ 2 (0;1), skewness 1 and the unit value
of the scaling parameter. The characteristic function of this r.v. equals expf¡(¡it)¯g. It
is relevant that one can derive the following asymptotic representation by employing the
results of Sec. 2.5 of Zolotarev [33]: 8 xed integer N ¸ 1,
q¯;1(u) = ¯ ¢
N X
k=1
(¡1)k+1
(k ¡ 1)!
¢
1
¡(1 ¡ k¯)
¢ u¡(k¯+1) + O(u¡((N+1)¯+1))
( »
¯
¡(1 ¡ ¯)
¢ u¡(¯+1) )
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as u ! 1 (compare to formula (3.2.4') of Vinogradov [28]). In addition,
q¯;1(u) »
(u=¯)¡(2¡¯)=(2¢(1¡¯))
p
2¼ ¢ ¯ ¢ (1 ¡ ¯)
¢ expf¡(1 ¡ ¯) ¢ (u=¯)¡¯=(1¡¯)g (3.3)
as u # 0 (cf., e.g., formula (2.5.18) of Zolotarev [33]).
By (3.2)(3.3), all the moments of r.v. ST ¯;1 of order less then ¯ (including all nega-
tive moments) are nite. In contrast, all the moments of order greater than or equal to ¯
are innite. It is also relevant that the explicit expressions for all the nite moments of r.v.
ST ¯;1 are available (cf., e.g., (4.7)). Due to the presence of the exponential factor on the
right-hand side of (3.3), q¯;1(x) decays at the neighborhood of zero faster than any power
of x. In addition, a combination of (3.1) with the well-known basic properties of stable
densities yields that 8x 2 R1
+, function p¯(x) > 0, and that
p¯ 2 C(R1
+): (3.4)
The rst result of this section concerns previously unknown properties of r.v. Z¯.
Proposition 3.1. (i) The density p¯(x) of r.v. Z¯ is completely monotone on R1
+.
(ii) Zolotarev's density exhibits the following asymptotics:
p¯(u) »
1 + ¯
¡(1 ¡ ¯)
¢ u¡(¯+2) (3.5)
as u ! 1, whereas
p¯(u) »
1
¡(1 + ¯)
¢ u¯¡1 (3.6)
as u # 0.
In turn, part (i) of this proposition implies
Corollary 3.2. Zolotarev's r.v. Z¯ is innitely divisible.
Remark 3.3. The upper tail of the density p¯(x) admits an asymptotic expansion in the
powers of x¡(k¯+2) as x ! 1. This can be relatively easily derived by substituting the
nite-series representation (3.2) for q¯;1(x) into (3.1). In the sequel, we will require to
employ the existence of such expansion only. This is because we will need to use the
explicit form just for its principal term that is given by (3.5).
The `transition' from the (scaled) density p¯(¢) to the density f¯;t(¢) of the absolutely
continuous component of r.v. M¯(t) involves the use of the Lebesgue decomposition of
M¯(t) that is given by Theorem 2.1. In addition, it employs the cut-off of an innite series
comprised of the densities of `scaled' convolutions of H¯(¢) with the Poisson weights.
This idea is straightforward. Its analogues have already been successfully used. Thus,
in the case when the (generic or original) density is bounded and positive only on [A;1)
(with some real A ¸ 0), and provided that it regularly varies at innity in a certain sense,
the results of Sec. 3 of Kl¨ uppelberg [20] stipulate that the density of the absolutely con-
tinuous component of the distribution of a Poisson sum is equivalent at innity to the
original density multiplied by the value of the Poisson parameter. Moreover, all the sub-
sequent results in this area the author is aware about also utilize the same condition of
the boundedness of the original density. Hence, it is the fulllment of the blow-up prop-
erty (3.6) that necessitates one to modify some of Kl¨ uppelberg's techniques and develop404 VLADIMIR VINOGRADOV
new ideas in order to conrm the validity of the same relationship between the given and
`randomized' densities.
Following Kl¨ uppelberg [20], suppose that two generic d.f.'s F and G are concentrated
on R1
+, where they possess the probability densities Á(¢) and °(¢), respectively. Then
their convolution F ¤ G is absolutely continuous on R1
+ such that 8x > 0, its density
equals
Á ­ °(x) :=
Z x
0
Á(x ¡ y) ¢ °(y) ¢ dy =
Z x
0
°(x ¡ y) ¢ Á(y) ¢ dy: (3.7)
Also, we denote the density of the n-fold convolution Fn¤ by Án­(x), where x 2 R1
+.
It is straightforward to extend the operation ­ given by (3.7) to wider classes of non-
negative integrable functions with domain [0;1). In the sequel, we will need the next two
denitions, which are due to Kl¨ uppelberg [20] (see Def.'s 3 and 4 therein, respectively).
Denition 3.4. A function Ã : R1 ! [0;1) such that Ã(x) > 0 only on [A;1) with
some real A ¸ 0, and for which the 2-fold `convolution' Ã2­ is well dened, is said to
belong to class SD(¿) with real ¿ ¸ 0 if
9 lim
x!1 Ã2­(x)=Ã(x) = : 2 ¢ ¢ < 1; (3.8)
and 8y 2 R1,
9 lim
x!1 Ã(x ¡ y)=Ã(x) = e¿¢y: (3.9)
If ¿ = 0 in (3.9), one obtains that ¢ = 1 in (3.8). The subclass SD(0) should be
regarded as the local counterpart of the class of subexponential distributions.
A wider auxilliary class of functions is described in the following
Denition 3.5. A function Ã : R1 ! [0;1) such that Ã(x) > 0 only on [A;1) with
some real A ¸ 0, and for which the 2-fold `convolution' Ã2­ is well dened, is said to
belong to class LD(¿) with real ¿ ¸ 0 if 8y 2 R1 relationship (3.9) holds.
The next result is quite natural. Its `integral' version is easy. However, the follow-
ing assertion does not seem to be available in the literature. This is mainly due to the
unboundedness of function p¯(x) at the origin. The following property of Zolotarev's
density will be used in the proof of Lemma 4.3.
Proposition 3.6. The density p¯(x) 2 SD(0).
It is plausible that a straightforward and self-contained proof of the above proposition
can be found. However, the author elected to give its alternative derivation that involves
an application of known results. He believes that such proof is of some methodological
value, since it stresses the importance of the techniques of exponential tilting.
The other new property of r.v. M¯(t) is given in part (i) of the next lemma. It stipulates
a representation of the distribution of integer-valued r.v. ´ ¢ f M
(´)
¯ (t) in terms of that of
mixed r.v. M¯;´(t ¢ ´¯) (
d = ´ ¢ M¯(t)). Recall that the former r.v. represents the total
number of particles of the quasi-stationary BPS ¨
(´)
¯;1;t alive at time t. In addition, we
remind that f¯;t(¢) is the density of the absolutely continuous component of r.v. M¯(t)
and refer the reader to Subsec. 8.3.2 of Johnson et al. [18] on the basics on Poisson
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Lemma 3.7. (i) The r.v. ´ ¢ f M
(´)
¯ (t) can be represented as the Poisson mixture with the
unit value of the Poisson parameter and mixing distribution being that of r.v. M¯;´(t¢´¯).
(ii) For each xed x > 0 and those ´ for which x ¢ ´ takes on an integer value,
Pf´ ¢ f M
(´)
¯ (t) = x ¢ ´g =
1
(x ¢ ´)!
¢ [ PfM¯;´(t ¢ ´¯) = 0g
+
1
´
¢
Z 1
0+
e¡z ¢ zx¢´ ¢ f¯;t(z=´) ¢ dz ]:
(3.10)
Remark 3.8. Itisplausiblethatanalogue(s)ofthePoissonmixturerepresentationgivenby
Lemma 3.7.i can be discovered for the corresponding measure-valued stochastic process
¨
(´)
¯;´;¢ or in the context of mixed Poisson processes.
4. Technical proofs
Proof of Proposition 3.1. (i) It follows from (3.1) that 8x 2 R1
+,
9 p0
¯(x) = ¡
¯2
¡(1=¯)
¢ f(1 ¡ ¯) ¢ x¯¡2 ¢
Z 1
0+
e¡(x=u)
¯
¢
q¯;1(u)
u¯+1 ¢ du
+ ¯ ¢ x2(¯¡1) ¢
Z 1
0+
e¡(x=u)
¯
¢
q¯;1(u)
u2¯+1 ¢ dug < 0:
(4.1)
Thesuccessivedifferentiationof(4.1)withrespecttoxascertainsthatthedensityfunction
p¯ 2 C1(R1
+). Starting from (4.1), it is easy to derive by induction that the nth deriva-
tivep
(n)
¯ (x)ofZolotarev'sdensityequalstheproductoftheexpression(¡1)n¢¯2=¡(1=¯)
and a nite sum of the specic 2n terms which all have the following type:
C1;`(¯) ¢ x¡C2;`(¯) ¢
Z 1
0+
e¡(x=u)
¯
¢
q¯;1(u)
uC3;`(¯) ¢ du:
Here, fCi;`(¯); 1 · i · 3; 1 · ` · 2ng are certain positive constants which depend
on ¯. By (3.2)(3.3), the above integrals are nite and positive. The proof of part (i) is
completed by making a comparison with formula (III.10.10) of Steutel and van Harn [27].
(ii) In order to derive (3.5), x ² 2 (0;1) and split the domain of the integral that emerges
in (3.1) into two parts. Namely, this integral is represented as
I1 + I2: (4.2)
Here,
I1 =
Z x
1¡²
0+
e¡(x=u)
¯
¢ u¡(¯+1) ¢ q¯;1(u) ¢ du (4.3)
and
I2 =
Z 1
x1¡²
e¡(x=u)
¯
¢ u¡(¯+1) ¢ q¯;1(u) ¢ du: (4.4)
A combination of (3.2) and (3.3) stipulates that the function j q¯;1(u)=u¯+1 j is bounded
from above. Therefore,
I1 · Const ¢ x1¡² ¢ expf¡x²¢¯g: (4.5)406 VLADIMIR VINOGRADOV
In order to evaluate the integral that emerges in (4.4), we employ approximation (3.2) and
make the change of variables z := x=u. One ascertains that
I2 »
¯
¡(1 ¡ ¯)
¢ x¡(2¯+1) ¢
Z x
²
0+
z2¯ ¢ expf¡z¯g ¢ dz
»
¯
¡(1 ¡ ¯)
¢
(1 + ¯) ¢ ¡(1=¯)
¯3 ¢ x¡(2¯+1)
(4.6)
as x ! 1. The proof of (3.5) is then completed by combining (3.1) with (4.2)(4.6).
Next, in order to derive (3.6) observe that the integral which emerges in (3.1) does not
exceed
E(ST ¡(1+¯)) =
¡(1=¯)
¯3 ¢ ¡(¯)
(4.7)
(cf., e.g., formula (2.3) of Brockwell and Brown [2]). It turns out that this integral is in
fact equivalent to the latter constant as x # 0. To show this, x real ± > 0 and split the
domain of this integral into two parts. Thus,
Z 1
0+
e¡(x=u)
¯
¢ u¡(¯+1) ¢ q¯;1(u) ¢ du = I3 + I4; (4.8)
where I3 and I4 correspond to the integration over (0;x1+±] and (x1+±;1), respectively.
It is obvious that
I3 = O(x1+±) (4.9)
as x # 0. On the other hand,
I4 ¸
Z 1
x1+±
expf¡x¡±¢¯g ¢ u¡(¯+1) ¢ q¯;1(u) ¢ du » E(ST ¡(1+¯)) (4.10)
as x # 0. To conclude, it remains to combine formulas (3.1) and (4.7)(4.10). ¤
ProofofProposition3.6. Givenrealµ > 0, considertheexponentialtiltingofZolotarev's
density:
p
(µ)
¯ (x) := }¯(µ)¡1 ¢ e¡µx ¢ p¯(x): (4.11)
Recall that the Laplace transform }¯(¢) is given by (2.9).
It follows from (3.5) that function p
(µ)
¯ (¢) 2 LD(µ), since relationship (3.9) is obvi-
ously fullled. Also, it is convenient to say that the probability density p
(µ)
¯ (¢) is that of a
(positive) exponentially tilted Zolotarev's r.v. Z
(µ)
¯ .
Subsequently, a combination of (3.5) and (4.11) with Laplace's method stipulates that
function
F
(µ)
¯ (x) := PfZ
(µ)
¯ > xg »
1 + ¯
¡(1 ¡ ¯)
¢
1
µ ¢ }¯(µ)
¢ e¡µx ¢ x¡(¯+2) (4.12)
as x ! 1 (compare to the derivation of formula (5.1.11) of Vinogradov [28]). It is also
relevant that the above representation (4.12) is a special case of condition (0.16) therein.
Our generic reference to Laplace's method is Ch. 4 of de Bruijn [3].
The laws which satisfy (4.12) are well studied. Thus, most of Ch. 5 of Vinogradov
[28] is devoted to the distributions whose tails possess similar asymptotics. A subsequent
combination of (4.12) with Th. 4 of Cline [5] implies that function F
(µ)
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well-known class S(µ) that was considered, among others, in Def. 1.4.9 of Embrechts et
al. [11]. (This is an `integral' analogue of the class SD(µ) described in Denition 3.4.)
Next, apply Cor. 2.2.b of Kl¨ uppelberg [20] to obtain that function p
(µ)
¯ 2 SD(µ). To
conclude, it remains to utilize an argument provided on p. 267 of Kl¨ uppelberg [20]. ¤
Given ` 2 N, let us dene the conditioned r.v. X¯;t(`) as follows:
X¯;t(`)
d = (M¯(t) j ¦(¹¯;1;t) > `); (4.13)
where the latter two r.v.'s are related by virtue of formula (2.7). It is easy to see that the
Laplace transform ¸X¯;t(`)(¢) of r.v. X¯;t(`) admits the next representation:
¸X¯;t(`)(u) = (Pf¦(¹¯;1;t) > `g)¡1
¢
h
~M¯(t)(u) ¡ expf¡¹¯;1;tg ¢
³
1 +
` X
k=1
¹k
¯;1;t
k!
¢ }¯(u=¹¯;1;t)k
´ i
;
(4.14)
where u ¸ 0. Set
`¯ := min f` 2 N : ` > 1=¯ ¡ 1g : (4.15)
Now, we present three lemmas which will be used in the proof of Theorem 2.1.
Lemma 4.1. (i) For each xed ` 2 N,
¸X¯;t(`)(u) = O(u¡(`+1)¢¯) (4.16)
as u ! 1.
(ii) The r.v. X¯;t(`¯) dened by (4.13)(4.15) has a bounded continuous density on R1.
Proof. (i) It is straightforward and relies on the use of representations (2.11) and (2.9).
(ii) It easily follows by a combination of (4.16) with the inversion formula (cf., e.g., Th.
XV.3 of Feller [12]). ¤
The following lemma demonstrates that the convolution properties of function p¯(x)
have some resemblance with those of the exponential density.
Lemma 4.2. (i) For each xed ` 2 N, the `-fold `convolution' p
`­
¯ (¢) exhibits the follow-
ing power-law behavior at the origin:
p
`­
¯ (x) »
1
¯` ¢ ¡(` ¢ ¯)
¢ x`¢¯¡1 (4.17)
as x # 0.
(ii) For ` < 1=¯, function p
`­
¯ (x) blows up at zero, whereas in the case when ` ¸ `¯ +1,
the density p
`­
¯ (x) is bounded on R1.
(iii) 8` 2 N, function p
`­
¯ (x) 2 C(R1
+).
Proof. (i) The proof is carried out by induction in `. The induction base is given by
(3.6). The proof of the induction step is easily obtained by substituting Á(x) := p¯(x),
°(x) := p
`­
¯ (x) into (3.7) with the subsequent application of asymptotic representations
(3.6) and (4.17).
(ii)Therststatementimmediatelyfollowsfrom(4.17). Theproofofthesecondassertion
is similar to that of Lemma 4.1.
(iii) See (3.4) for ` = 1. It is generally true that the convolution improves regularity408 VLADIMIR VINOGRADOV
properties. However, the rigorous proof of this folk theorem seems to be available only
for the probability laws which are continuous on the whole R1 (or Rk). It is unfortunate
that due to the presence of a spike at the origin (see (3.6)), these results do not appear to
be applicable in our setting. However, in the case when ¯ 2 (1=2;1) the proof is almost
identical to that of Lemma 4.1.ii. For the remaining values of ¯ 2 (0;1=2], there is a
direct straightforward proof by induction. It relies on the combination of standard ² ¡ ±
arguments with the power-law behavior given by (3.6) and (4.17). The details are left to
the reader. ¤
Let us combine formulas (2.10) and (3.5) with Th. 5 of Sec. 35 by Gnedenko and
Kolmogorov [14] to get that
(Z¯(1) + ::: + Z¯(n) ¡ n)=n1=(1+¯) d ! R1+¯;½2(1) (4.18)
as n ! 1. Here, ½2 := 1=¯, and R1+¯;½(1) is the stable r.v. with density ³1+¯;½(¢) (see
(2.14) and (2.15)). Set Pn := Pf¦(¹¯;1;t) = ng. The proof of the next statement relies
on a renement of the local counterpart of (4.18).
Lemma 4.3. Suppose that y ! 1. Then
Q :=
1 X
n=1
Pn¢ j p
n­
¯ (y) ¡ n ¢ p¯(y) j = o(y¡(¯+2)):
Proof. Let us split Q into two parts. The rst is the sum over 1 · n · `¯; the other series
corresponds to the values of n ¸ `¯ + 1. By Proposition 3.6, the rst sum is o(y¡(¯+2))
as y ! 1. It is evident that the second (innite) series
1 X
n=`¯+1
Pn¢ j p
n­
¯ (y) ¡ n ¢ p¯(y) j
·
1 X
n=`¯+1
Pn¢ j n ¢ p¯(y) ¡ n¡1=(1+¯) ¢ ³1+¯;½2((y ¡ n)=n1=(1+¯)) j
+
1 X
n=`¯+1
Pn¢ j p
n­
¯ (y) ¡ n¡1=(1+¯) ¢ ³1+¯;½2((y ¡ n)=n1=(1+¯)) j :
(4.19)
It is relatively easy to show that the rst sum that emerges on the right-hand side of
(4.19) is o(y¡(¯+2)) as y ! 1. This follows from the scaling and asymptotic properties
of stable density ³1+¯;½2(¢) and its derivatives (see (2.15) and the reference above that
formula).
A bound of the same magnitude for the rightmost sum in (4.19) also holds. This
follows from the non-uniform estimate (4.20) of the remainder, which takes into account
large deviations. Numerous non-uniform estimates of such character in `integral' limit
theorems are given in author's monograph [28] (see also references therein). However,
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Next, a relatively straightforward adaptation of the method developed by Inzhevitov
[16] stipulates that 8² > 0, 9 constant C² 2 R1
+ such that 8n ¸ `¯ + 1 and 8x 2 R1,
j n1=(1+¯) ¢ p
n­
¯ (x ¢ n1=(1+¯) + n) ¡ ³1+¯;½2(x) ¡ ¢¯(x;n) j
·
C²
n2=(1+¯) ¢ (1+ j x j)¯+3¡² :
(4.20)
Here, ¢¯(x;n) is a nite functional series comprised of the renining terms of the as-
ymptotic expansion of the scaled density n1=(1+¯)¢p
n­
¯ (x¢n1=(1+¯)+n). All its members
are asymptotically negligible compare to the principal term ³1+¯;½2(x). It is pertinent that
the rening terms which comprise quantity ¢¯(x;n) that emerged in (4.20) are analogous
to those which appeared in `integral' theorems on stable convergence derived in author's
monograph [28].
The boundedness of density p
n­
¯ (¢) 8n ¸ `¯ + 1 was established in Lemma 4.2.ii.
Hence, nth term of the rightmost series in (4.19) does not exceed
Pn ¢
¡
o(n¡¯=(1+¯) ¢ y¡(¯+2)) + C² ¢ n(¯¡²)=(1+¯) ¢ (n1=(1+¯)+ j y ¡ n j)¡(¯+3¡²) ¢
:
The rest is straightforward and left to the reader. ¤
Proof of Theorem 2.1. (i) It follows from the combination of Proposition 3.1 with (2.12),
Prop. III.4.11.ii of Steutel and van Harn [27] and the well-known relations between dif-
ferent forms of the canonical representation of innitely divisible laws that the difference
PfM¯(t) · xg ¡ PfM¯(t) = 0g is absolutely continuous on R1
+. Fix x 2 R1
+ and
rewrite formulas (2.7) and (2.11) in terms of d.f.'s:
PfM¯(t) · xg ¡ expf¡¹¯;1;tg ¢ E0(x)
=
1 X
k=1
Pk ¢ PfZ¯(1) + ::: + Z¯(k) · x ¢ ¹¯;1;tg:
(4.21)
Here, E0(¢) denotes d.f. of the degenerate law concentrated at the origin. The subsequent
combination of (4.13)(4.14) with (4.21) ascertains that
Pf0 < M¯(t) · xg =
`¯ X
k=1
Pk ¢ PfZ¯(1) + ::: + Z¯(k) · x ¢ ¹¯;1;tg
+ Pf¦(¹¯;1;t) > `¯g ¢ PfX¯;t(`¯) · xg:
(4.22)
Since the expression on the right-hand side of (4.22) is a nite linear combination of the
specic functions, it can be differentiated term-wise. The rest follows from Lemmas 4.1.ii
and 4.2.iii.
(iii) A combination of the arguments presented in the proof of part (i) with the formula
given on p. 265 of Kl¨ uppelberg [20] implies that
f¯;t(x) =
d
dx
Pf0 < M¯(t) · xg = ¹¯;1;t ¢
1 X
k=1
Pk ¢ p
k­
¯ (x ¢ ¹¯;1;t)
= ¹¯;1;t ¢
`¯ X
k=1
Pk ¢ p
k­
¯ (x ¢ ¹¯;1;t) + Pf¦(¹¯;1;t) > `¯g ¢ F0
X¯;t(x):
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Here, FX¯;t(¢) denotes d.f. of X¯;t. The rest easily follows by combining (4.17), (4.23)
and Lemma 4.1.ii.
(ii) The validity of (2.19) follows by combining (2.6), (3.5), (4.23) and Lemma 4.3. ¤
Proof of Lemma 3.7. (i) The Poisson mixture representation follows from the combina-
tion of formulas (6.2.3) and (8.2.3) by Panjer and Willmot [26], formula (1.18) of Dawson
and Vinogradov [9], and the above formula (2.4).
(ii) The validity of (3.10) is obtained by combining part (i) with scaling property (2.5). ¤
Proof of Theorem 2.2. It is based on an application of representation (3.10) of Lemma
3.7 and the properties of function f¯;t(x) established in Theorem 2.1. It is also relevant
that the method of proof is similar to that of Th. 2.9.i of Vinogradov [31].
(ii) In order to derive (2.26), observe that the initial number of particles of BPS ¨
(´)
¯;1;t
which have alive descendents at time t constitutes a Rao damage process. Hence, it is
Poisson distributed with mean ¹
(´)
¯;1;t (compare to p. 259 of Vinogradov [29]). The reader
is referred to Sec. 9.2 of Johnson et al. [18] for the properties of such processes. Hence,
Pff M
(´)
¯ (t) = 0g = expf¡¹
(´)
¯;1;tg. The rest is a slight renement of (2.23).
(i) To prove (2.25), x real x > 0. Consider those ´ ! 1 for which x¢´ 2 N, and apply
Lemma 3.7.ii. By (2.5), PfM¯;´(t ¢ ´¯) = 0g = expf¡¹¯;1;tg.
In order to evaluate the integral that emerges on the right-hand side of (3.10), we make
the change of variables v := z=´ and use Laplace's method (cf., e.g., Ch. 4 of de Bruijn
[3]). In addition, apply Stirling's formula with the estimate of remainder. This stipulates
the following second-order approximation:
P(´ ¢ f M
(´)
¯ (t) = x ¢ ´) =
1
(x ¢ ´)!
¢ [ expf¡¹¯;1;tg
+ ´x¢´ ¢
Z 1
0+
e¡´(v¡xlog v) ¢ f¯;t(v) ¢ dv ] =
1
´
¢ f¯;t(x) + O(1=´2)
(4.24)
as ´ ! 1. The latter integral is well dened due to the properties of function f¯;t(v)
established in Theorem 2.1. It is also pertinent that although the continuous function
f¯;t(v) blows up at the right-hand neighborhood of zero, but the rate of its growth given
by Theorem 2.1.iii makes the contribution of such neighborhood negligible. ¤
Proof of Proposition 2.4. It is true that 8 real t > 0,
f M
(´)
¯;m(t)
d =
¦(m¢¹
(´)
¯;1;t) X
k=1
b S
(´)
¯;t(k): (4.25)
The validity of (4.25) can be established by following the arguments of the proof of Prop.
1.10 of Dawson and Vinogradov [9]. These arguments are similar to those given on p. 259
of Vinogradov [29] and in Sec. 2 of Vinogradov [30] in the context of convergence to the
total mass of the continuous super-Brownian motion. Here, r.v.'s fb S
(´)
¯;t(k);k ¸ 1g which
emerge in (4.25) are independent copies of positive r.v. b S
(´)
¯;t. It is dened by conditioning
as follows: 8s 2 ´¡1 ¢ N,
Pfb S
(´)
¯;t = sg = PfS
(´)
¯;t = s j S
(´)
¯;t > 0g = PfS
(´)
¯;t = sg=Q
(´)
¯;t; (4.26)
where r.v. S
(´)
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By (4.25), f M
(´)
¯;m(t) is compound Poisson. The validity of (2.31) follows by combining
(4.25)(4.26) with the above-quoted results given on p. 12 of Bertoin [1]. ¤
Proof of Theorem 2.3. The method of proof is similar to that of Th. 2.9.ii of Vinogradov
[31]. It employs the Poisson approximation and Theorem 2.2.
(ii) The validity of (2.28) is obtained by employing formula (1.13') of Dawson and Vino-
gradov [9]: PfM
(´)
¯ (t) = 0g = (1 ¡ Q
(´)
¯;t)´. The rest follows from formula (2.24).
(i) The proof of (2.27) is of the same character as that of formula (2.32) of Vinogradov
[31]. In addition, it employs representations (4.25)(4.26). Fix real x > 0 and consider
those ´ ! 1 for which x ¢ ´ 2 N. It is relatively easy to demonstrate that
Pf´ ¢ M
(´)
¯ (t) = x ¢ ´g = P
8
> <
> :
´ ¢
B(´;Q
(´)
¯;t) X
i=1
b S
(´)
¯;t(i) = x ¢ ´
9
> =
> ;
: (4.27)
Recall that B(´;Q
(´)
¯;t) is a binomial r.v. with the corresponding values of parameters.
This r.v. is assumed to be independent of the sequence fb S
(´)
¯;t(i); i ¸ 1g of r.v.'s. The
latter ones are independent copies of r.v. b S
(´)
¯;t whose law is given by (4.26).
Next, we approximate binomial r.v. B(´;Q
(´)
¯;t) with a Poisson r.v. ¦(¹
(´)
¯;1;t). The
latter variable is also assumed to be independent of the above sequence fb S
(´)
¯;t(i); i ¸ 1g.
The remainder of this approximation will be estimated by employing sharp upper bounds
in the local Poisson theorem given in Karymov [19].
By analogy to the arguments used in the proof of Th. 2.9.ii of Vinogradov [31], one
obtains that the probability that emerges on the right-hand side of (4.27) admits the fol-
lowing representation:
1 X
k=1
Pf´ ¢
k X
i=1
b S
(´)
¯;t(i) = x ¢ ´ j ¦(¹
(´)
¯;1;t) = kg ¢ Pf¦(¹
(´)
¯;1;t) = kg
¡
1 X
k=´+1
Pf´ ¢
k X
i=1
b S
(´)
¯;t(i) = x ¢ ´g ¢ Pf¦(¹
(´)
¯;1;t) = kg
+
´ X
k=1
Pf´ ¢
k X
i=1
b S
(´)
¯;t(i) = x´g ¢ (PfB(´;Q
(´)
¯;t) = kg ¡ Pf¦(¹
(´)
¯;1;t) = kg):
(4.28)
We will demonstrate below that the middle and rightmost sums which emerge in formula
(4.28) are asymptotically negligible. Also, the leftmost sum that appears in (4.28) pertains
to a Poisson random sum of i.i.d.r.v.'s. It is relatively easy to see that this sum equals
Pf´ ¢ f M
(´)
¯ (t) = x ¢ ´g (4.29)
(compare to (4.25)). Hence, the evaluation of (4.29) is reduced to Theorem 2.2.i.
Next, it is obvious that the absolute value of the middle sum that emerges in formula
(4.28) does not exceed Pf¦(¹
(´)
¯;1;t) > ´g. The latter probability is easily estimated by
virtue of the exponential Chebyshev inequality. It decays towards zero faster than any
negative power of ´. The details are left to the reader.
It remains to estimate the rightmost sum that emerges in (4.28). To this end, we will
utilize the following upper bound for the tail probabilities of partial sums of i.i.d.r.v.'s. It412 VLADIMIR VINOGRADOV
is assumed that the tails of the individual terms have a power type, which is justied by
(2.30). Then Prop. 1.1.1 of Vinogradov [28] stipulates that 9 constant C¯ 2 R1
+ such that
8 1 · k · x ¢ ´,
P
(
´ ¢
k X
i=1
b S
(´)
¯;t(i) = x ¢ ´
)
· C¯ ¢ k ¢ (x ¢ ´)¡(1+¯): (4.30)
Also, the fact that each ´ ¢ b S
(´)
¯;t(i) ¸ 1 implies that 8 integer k > x ¢ ´, the probability
that emerges on the left-hand side of (4.30) equals zero.
At this stage, we decompose the rightmost sum over k that emerges in (4.28) into two
parts. The rst sum
P
1 includes the values of k · Const, whereas the second sum P
2 pertains to the values of index k which tend to innity with ´. In order to estimate
the absolute value of
P
1, we combine (4.30) with the uniform upper bound in the local
Poisson theorem (cf., e.g., Cor. 1 of Karymov [19]). One easily derives that
j §1 j= O(1=´2+¯) (4.31)
as ´ ! 1. In addition, the sum over r(´) · k · min(x ¢ ´;´) is estimated by the use
of the nonuniform upper bound in the local Poisson theorem given by Th. 4 of Karymov
[19]. Here, r(´) is a certain (non-random) numerical sequence that tends to innity as
´ ! 1. A combination of this bound with (4.30) ascertains that
j §2 j·
D1
´2+¯ ¢
1 X
`=r(´)
` ¢ D`
2
(` ¡ 2)`¡2 : (4.32)
Here, D1 and D2 are certain positive constants which depend on ¯, t and x but do not
depend on ´. The rest is trivial, since the sum that emerges on the right-hand side of (4.32)
constitutes the tail of a convergent series. To conclude, combine (4.30)(4.32). ¤
Proof of Corollary 3.2. It is easily obtained by a combination of Proposition 3.1.i with
Th. III.10.7 of Steutel and van Harn [27]. ¤
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IN A DYSON BROWNIAN MOTION
V¶ ICTOR P¶ EREZ-ABREU AND CONSTANTIN TUDOR*
Abstract. In this paper we study functional asymptotic behavior of p-trace
processes of n £ n Hermitian matrix valued Brownian motions, when n goes
to in¯nity. For each p ¸ 1 we establish uniform a.s. and Lq laws of large
numbers and study the a.s. convergence of the supremum (respectively in¯-
mum) over a compact interval of the largest (respectively smallest) eigenvalue
process. We also prove that the °uctuations around the limiting process, con-
verge weakly to a one-dimensional centered Gaussian process Zp, given as a
Wiener integral with a deterministic Volterra kernel. This process depends
on Zp¡1;:::;Z1 and a Gaussian martingale of independent interest whose in-
creasing process is explicitly derived. Our approach is based on stochastic
analysis and semimartingales tools.
1. Introduction
For n ¸ 1; let
©
B(n)(t)
ª
t¸0 = f(Bjk(t))gt¸0 be an n £ n Hermitian matrix-
valued Brownian motion scaled by 1=
p
n. That is, (Bjj(t))n
j=1;(ReBjk(t))j<k;
(ImBjk(t))j<k is a set of n2 independent one-dimensional Brownian motions with
parameter t
2n(1+±jk): For each t > 0, B(n)(t) is a Gaussian Unitary (GU) random
matrix of parameter t=n ([11], [22]).
Let
©
¸(n)(t)
ª
t¸0 = f(¸
(n)
1 (t);¸
(n)
2 (t);:::;¸
(n)
n (t))gt¸0 be the n-dimensional sto-
chastic process of eigenvalues of B(n). In a pioneering and fundamental work,
Dyson [9] showed that if the eigenvalues start at di®erent positions (¸
(n)
1 (0) <
¸
(n)
2 (0) < ::: < ¸
(n)
n (0) a:s:), then they never meet at any time (¸
(n)
1 (t) < ¸
(n)
2 (t) <
::: < ¸
(n)
n (t) a:s: 8 t > 0) and furthermore they form a di®usion process satisfying
the It^ o Stochastic Di®erential Equation (SDE)
d¸
(n)
i (t) =
1
p
n
dW
(n)
i (t) +
1
n
X
j6=i
dt
¸
(n)
i (t) ¡ ¸
(n)
j (t)
; t ¸ 0;1 · i · n; (1.1)
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* This work was done while the author was visiting CIMAT during the Summer of 2007, under
the support of the Laboratorio de Estad¶ ³stica. The author thanks the hospitality of CIMAT and
this support.
415416 V. P¶ EREZ-ABREU AND C. TUDOR
where W
(n)
1 ;:::;W
(n)
n are independent one-dimensional standard Brownian mo-
tions. The stochastic process
©
¸(n)(t)
ª
t¸0 is called the Dyson non-colliding Brow-
nian motion corresponding to the Gaussian Unitary Ensemble (GUE), which we
refer here as the (n-dimensional) Dyson-Brownian model.
From the di®usion processes point of view, the SDE (1.1) governs a system of
interacting Brownian particles with a non-smooth drift coe±cient.
An important object of study is the empirical measure process
¹
(n)
t =
1
n
n X
j=1
±¸
(n)
j (t); t ¸ 0; (1.2)
where ±x is the unit mass at x: From the celebrated Wigner theorem in random
matrices, one obtains that for each ¯x t > 0; ¹
(n)
t converges a.s. to ¹sc
t , the Wigner
semicircle distribution of parameter t, that is
¹sc
t (dx) =
1
2¼t
p
4t ¡ x21[¡2
p
t;2
p
t](x)dx: (1.3)
(See for example [11], [22], [27] or [28]). Also for a ¯xed t > 0, the behavior of
the largest and smallest eigenvalues of GUE random matrices was established in
[2], [3] (see also [11]). In the framework of dynamics and stochastic processes it is
then natural to consider functional limit theorems for the process
³
¹
(n)
t
´
t¸0
:
The study of the limit of interacting di®usions, but with smooth drift and
di®usion coe±cients, goes back to the pioneering work on propagation of chaos of
McKean [21]. His result is a law of large numbers: the sequence of corresponding
empirical measure processes ¹
(n)
t converges to ¹t in probability, where ¹t(dx)
is the probability distribution of a real valued stochastic process satisfying an
It^ o SDE. The corresponding central limit theorem or limit of the °uctuations
Sn(t) = n1=2(¹
(n)
t ¡¹t) was considered by several authors in the Nineteen Eighties;
see for example [14], [18], [23], [25], [26]. In particular, Hitsuda and Mitoma [14]
have shown that the measure valued processes Sn(t) converge weakly to a Gaussian
process in the dual of a nuclear Fr¶ echet space.
Systems of It^ o SDE with non smooth drift coe±cients arise naturally in the
study of eigenvalue processes of matrix valued stochastic processes; see for exam-
ple [6], [19], [20] and references therein. The asymptotic behavior of the empirical
measure ¹
(n)
t of eigenvalues of matrix valued Ornstein-Uhlenbeck (OU) processes
(matrices whose entries are one-dimensional OU processes rather than Brownian
motions) was initially considered by Chan [8] and Rogers and Shi [24] (see also
[7]). They realized that ¹
(n)
t converges weakly in the space of continuous probabil-
ity measure valued processes to a deterministic law ¹t: Moreover, the limit has a
unique stationary measure ¹1 which follows a scaled semicircle law. Although for-
mally their systems of eigenvalues processes contain the classical Dyson Brownian
model (1.1), not all their proofs and results hold for this model.
From the stochastic realization point of view, it is not known if the family of
semicircle laws governs a real It^ o equation. Rather, it is well known that (1.3) isFUNCTIONAL LIMIT THEOREMS IN DYSON BROWNIAN MOTION 417
the (spectral) distribution of the so called free Brownian motion, the analogous in
free probability of the classical Brownian motion ([4, Example 5.16]).
As for the central limit theorem, also in the general framework of eigenvalues
systems of matrix-valued OU processes, Israelson [15] proved that the °uctuations
Yn(t) = n(¹
(n)
t ¡ ¹t) converge weakly to a Gaussian process in the dual of a
nuclear Fr¶ echet space, whose mean and covariance functions were explicitly derived
recently by Bender [5]. These models include the case of the classical Dyson-
Brownian motion (1.1), but no formulation nor proof for the corresponding result
is given [15, Remark pp 27]. It is important to notice that the °uctuation process
is considered with the scale factor n instead
p
n; as it is done for interacting
di®usions with smooth coe±cients and other classical cases.
In the present paper we are concerned with functional limit theorems for the
p-moment or p-trace processes associated to ¹
(n)
t in the Dyson-Brownian motion
model (1.1), for any p ¸ 0: Namely, we consider propagation of chaos and °uctu-
ations for the one-dimensional stochastic processes (fMn;p(t)gt¸0 ;n ¸ 1);p ¸ 0;
de¯ned by the semimartingales
Mn;p(t) = Tr(
h
B(n)(t)
ip
) =
Z
R
xp¹
(n)
t (dx) =
1
n
n X
j=1
h
¸
(n)
j (t)
ip
: (1.4)
For a ¯xed t > 0, the importance of the study of moments for the GUE is
illustrated, for example, in the works by Metha [22], Haagerup and Thorbj¿rnsen
[11], Harer-Zagier [12] and Johanson [17], amongst others. An important role in
those papers is played by the moments of the semicircle law ¹sc
t for ¯x t > 0:
It is then natural to consider functional limit theorems for the dynamics of the
p-trace stochastic processes, specially in the framework of stochastic analysis and
semimartingales.
In the propagation of chaos direction, in Section 3 we show that for the Dyson
Brownian model, the sequence of measure-valued processes ¹
(n)
t converges weakly
to ¹sc
t in the space of continuous functions from R+ into probability measures in R;
endowed with the uniform convergence on compact intervals of R+. We also prove
uniform a.s. and in L2k laws of large numbers. In proving these results we ¯rst
show in Section 2 that the family (¹sc
t )t¸0 is characterized by the property that
its Cauchy-Stieltjes transforms is the unique solution of an initial value problem,
a result formally suggested from the work in [24]. In Section 3 we also prove the
a.s. convergence of the supremum over the interval [0;T] of the largest eigenvalue
process
n
¸
(n)
n (t)
o
t¸0
to 2
p
T as well as the corresponding result for the in¯mum
of the smallest eigenvalue process
n
¸
(n)
1 (t)
o
t¸0
.
In section 4 we address the question of weak convergence for the °uctuations
of the moment processes Vn;p(t) =
R
xpY
(n)
t (dx). It is shown that for each p ¸ 0,
Vn;p converges to a one-dimensional Gaussian process Zp given in terms of the
previous (p ¡ 1)th limiting processes Z1;...,Zp¡1, the Catalan numbers of order
up to (p ¡ 2)=2 and a Gaussian martingale which is a
p+1
2 ¡self-similar process.
The process Zp is also written as a Wiener integral with a deterministic Volterra
kernel.418 V. P¶ EREZ-ABREU AND C. TUDOR
2. Families of moments of semicircle laws
Consider the family f¹sc
t gt>0 of Wigner semicircle laws given by (1.3). In this
section we recall some useful properties of the moments ¹sc
k (t) for t > 0 ¯xed and
present new functional relations for the families f¹sc
k (t)gt>0 and their correspond-
ing Cauchy-Stieltjes transforms.
It is well known that for t > 0 ¯xed, the odd moments ¹sc
2p+1(t) are 0 while the
even moments are given by
¹sc
2p(t) = Cptp;p ¸ 0; (2.1)
where Cp =
¡2p
p
¢
=(p + 1) are the so called Catalan numbers (see [10], [13]). We
write ¹sc
0 = ±0:
The following functional recursive equation for the families of moments of semi-
circle laws holds.
Lemma 2.1. For each r ¸ 2 and t > 0
¹sc
r (t) =
r
2
r¡2 X
j=0
Z t
0
¹sc
r¡2¡j(s)¹sc
j (s)ds: (2.2)
Proof. The result is trivial if r is odd: For r = 2p; p ¸ 1; using the fact that the
odd moments are 0 (from the RHS of (2.2), relation (2.1) and the following well
known formula for the Catalan numbers
Ck+1 =
k X
j=0
CjCk¡j;
it is easily seen that (2.2) is satis¯ed. ¤
We next present a characterization of the family of distributions (¹sc
t )t¸0 in
terms of an initial valued problem for the corresponding Cauchy-Stieltjes trans-
forms. Recall that for a ¯nite non-negative measure º on R; its Cauchy-Stieltjes
transform is de¯ned by
Gº(z) =
Z
R
º(dx)
x ¡ z
;
for all z 2 C with Im(z) 6= 0: It is well known that Gº is analytic in Cr R, Gº(z) =
Gº(¹ z); Gº : C+ ! C+, where C+ := fz : Im(z) > 0g and lim´!1 ´ jGº(i´)j < 1
(see for example [13]).
For the semicircle law ¹sc
t , writing Gsc
t = G¹
sc
t , we have the relation
Gsc
t (z) =
1
2t
³p
z2 ¡ 4t ¡ z
´
;t > 0;Im(z) 6= 0: (2.3)
where
p
z2 ¡ 4t denotes the branch that has the asymptotic behavior
p
z2 ¡ 4¾2 = z + O(jzj
¡1); z ! 1:
Lemma 2.2. The family (¹sc
t )t¸0 is characterized by the property that its Cauchy-
Stieltjes transforms is the unique solution of the initial value problem
½ @Gt(z)
@t = Gt(z)
@Gt(z)
@z ; t > 0;
G0(z) = ¡1
z; z 2 C+;
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which satis¯es Gt(z) 2 C+ for z 2 C+ and
lim
´!1´ jGt(i´)j < 1; for each t > 0: (2.5)
Proof. It is easily seen that (2.3) satis¯es (2.4). To show the uniqueness of the so-
lution we proceed as in [24, Section 4]. Consider the following di®erential equation
in C+;
_ zt = ¡Gt(zt);z0 = h 2 C+: (2.6)
From (2.4) it follows that Ä zt = 0; that is _ zt = _ z0 = ¡ G0(h) = 1
h and hence
zt = t
h + h:
For ¯xed t0 > 0;µ 2 C+; choose for (2.6) the initial condition h = h(t0;µ) 2 C+
such that
zt0 (µ) =
t0
h(t0;µ)
+ h(t0;µ) = µ;
i.e.,
h(t0;µ) =
µ §
p
µ2 ¡ 4t0
2
:
Then we obtain that
Gt0(µ) = ¡_ zt0 = ¡_ z0 =
1
h(t0;µ)
=
1
2t0
³p
µ2 ¡ 4t0 ¨ µ
´
2 C+:
But only in the case Gt0(µ) = 1
2t0
¡p
µ2 ¡ 4t0 ¡ µ
¢
the condition (2.5) is satis¯ed.
¤
3. Propagation of chaos for the moments
In this section we prove the weak convergence of
³
¹
(n)
t
´
t¸0
to a measure valued
process satisfying an evolution equation and prove uniform a.s. and Lq laws of
large numbers for the moment processes Mn;p(t) = Tr(
£
B(n)(t)
¤p
);t ¸ 0; given by
(1.4).
Let Pr(R) be the space of probability measures on R endowed with the topology
of weak convergence and let C (R+;Pr(R)) be the space of continuous functions
from R+ into Pr(R); endowed with the topology of uniform convergence on com-
pact intervals of R+: As it is usual, for a probability measure ¹ and a ¹-integrable
function f we use the notation h¹t;fi =
R
f(x)¹(dx):
Proposition 3.1. Assume that ¹
(n)
0 converges weakly to ±0.
Then the family of measure-valued processes
³
¹
(n)
t
´
t¸0
converges weakly in
C (R+;Pr(R)) to the unique continuous probability-measure valued function sat-
isfying that for each f 2 C2
b(R)
h¹t;fi = f(0) +
1
2
Z t
0
ds
Z
R2
f0(x) ¡ f0(y)
x ¡ y
¹s(dx)¹s(dy): (3.1)
Moreover, the unique continuous solution of (3.1) is the family of semicircle laws
(¹sc
t )t¸0 :420 V. P¶ EREZ-ABREU AND C. TUDOR
Proof. An application of It^ o's formula to (1.1) gives that for f 2 C2
b;
D
¹
(n)
t ;f
E
=
D
¹
(n)
0 ;f
E
+
1
n
3
2
n X
j=1
Z t
0
f0
³
¸
(n)
j (s)
´
dW
(n)
j (s)
+
1
2
Z t
0
ds
Z
R2
f0(x) ¡ f0(y)
x ¡ y
¹(n)
s (dx)¹(n)
s (dy);t ¸ 0: (3.2)
The proof of tightness of the sequence of processes
½³
¹
(n)
t
´
t¸0
¾
n¸1
in the space
C (R+;Pr(R)) is the same as in [24, Section 3].
By Doob's inequality, for any ";T > 0; we have
X
n
P
0
@ sup
0·t·T
¯ ¯ ¯ ¯
¯ ¯
1
n
3
2
n X
j=1
Z t
0
f0
³
¸
(n)
j (s)
´
dW
(n)
j (s)
¯ ¯ ¯ ¯
¯ ¯
> "
1
A
·
4
"2
X
n
1
n3
n X
j=1
Z T
0
h
f0
³
¸
(n)
j (s)
´i2
ds · K
X
n
1
n2 < 1;
and therefore
sup
0·t·T
¯ ¯ ¯ ¯ ¯
¯
1
n
3
2
n X
j=1
Z t
0
f0
³
¸
(n)
j (s)
´
dW
(n)
j (s)
¯ ¯ ¯ ¯ ¯
¯
a:s: ¡! 0; as n ! 1:
Now, it is clear that any weak limit (¹t)t¸0 of a subsequence
³
¹
(nk)
t
´
t¸0
should
satisfy (3.1). Applying (3.1) to the determining sequence of functions
fj(x) =
1
x ¡ zj
; zj 2 (Q £ Q) \ C+;
and using a continuity argument, we get that the Cauchy-Stieltjes transform
(Gt)t¸0 of (¹t)t¸0 satis¯es the integral equation
Gt(z) = ¡
1
z
+
1
2
Z t
0
ds
Z
R2
¹s(dx)¹s(dy)
(x ¡ z)(y ¡ z)
2; t ¸ 0;z 2 C+: (3.3)
From (3.3) it easily seen that (2.4) is satis¯ed and consequently (¹t)t¸0 is the
family (¹sc
t )t¸0 : Therefore all limits of subsequences of
½³
¹
(n)
t
´
t¸0
¾
n¸1
coincide
with (¹sc
t )t¸0 and thus the sequence
³
¹
(n)
t
´
t¸0
converges weakly to (¹sc
t )t¸0 :
The above reasoning also shows that (¹sc
t )t¸0 is the unique continuous solution
of (3.1). ¤
Remark 3.2. The Ornstein-Uhlenbeck case when
n³
¸
(n)
1 (t);:::;¸
(n)
n (t)
´o
t¸0
satisfy
the SDE
d¸
(n)
i (t) =
¾
p
n
dW
(n)
i (t) ¡ µ¸
(n)
i (t)dt +
®
n
X
j6=i
dt
¸
(n)
i (t) ¡ ¸
(n)
j (t)
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with ¾;µ;® > 0; is considered by [8] and [24]. The method used to prove Propo-
sition 3.2 is similar as in [24].
The next goal is to prove uniform a.s. and L2k, for each k ¸ 1; laws of large
numbers for the trace processes Mn;p: The ¯rst part of the next result gives useful
recursive equations systems for the semimartingales Mn;p in terms of the martin-
gales
Xn;p(t) =
1
n
3
2
n X
j=1
Z t
0
h
¸
(n)
j (s)
ip
dW
(n)
j (s);t ¸ 0; (3.5)
whose increasing processes are given by
hXn;pit =
1
n2
Z t
0
Mn;2p(s)ds;t ¸ 0; (3.6)
for any p ¸ 0 and n ¸ 1:
Theorem 3.3. (i) The following relations hold for n ¸ 1;r ¸ 1 and t ¸ 0
Mn;r(t) = Mn;r(0) + rXn;r¡1(t) +
r
2
r¡2 X
j=0
Z t
0
Mn;r¡2¡j(s)Mn;j(s)ds;t ¸ 0; (3.7)
where Xn;p(t) is the martingale given by (3.5).
(ii) Assume that for each p ¸ 1;k ¸ 1;
sup
n
E
¡
M2k
n;2p(0)
¢
< 1; (3.8)
Mn;2p(0)
a:s: ¡! 0 as n ! 1: (3.9)
Then for every T > 0 there exist a constant K(p;k;T) such that
sup
n
E
µ
sup
0·t·T
M2k
n;2p(t)
¶
· K(p;k;T) < 1; (3.10)
and
sup
0·t·T
¯ ¯Mn;2p(t) ¡ ¹sc
2p(t)
¯ ¯ a:s: ¡! 0 as n ! 1; (3.11)
E
µ
sup
0·t·T
¯ ¯Mn;2p(t) ¡ ¹sc
2p(t)
¯ ¯2k
¶
¡! 0 as n ! 1: (3.12)
Proof. (i) The relation (3.7) follows from (3.2) with f(x) = xr:
(For example, from (3.7) we have
Mn;0(t) = Mn;0(0) + 1;
Mn;1(t) = Mn;1(0) + Xn;0(t);
Mn;2(t) = Mn;2(0) + 2Xn;1(t) + t; etc.) (3.13)
(ii) The Harer-Zagier formula recursion formula for the moments Mn;2q(t) =
Tr(
£
B(n)(t)
¤2q
) for t > 0 ¯xed (see [11, Corollary 4.2], [12, pp 460], [22, pp 117-
120]) and the equality in law between B
l;n
ij (t) and
p
tB
l;n
ij (1); l = 1;2; imply the422 V. P¶ EREZ-ABREU AND C. TUDOR
equality
E (Mn;2q(t)) =
0
B
@
[
q
2] X
j=0
®j(q)n¡2j
1
C
Atq; q ¸ 0;n ¸ 1; (3.14)
where
®j(q) =
½
= 0; j ¸
£q
2
¤
+ 1;
= Cq; j = 0;q ¸ 0 ;
and
®j(q + 1) =
4q + 2
q + 2
®j(q) +
q(4q2 ¡ 1)
q + 2
®j¡1(q ¡ 1); q;j ¸ 1:
Then, from the above relations and Jensen's inequality we have the estimate
E
¡
M2k
n;2p(t)
¢
· E (Mn;4kp(t)) · K(p;k)t2kp: (3.15)
Next, by Burkholder's inequality and using (3.6) we obtain
E
µ
sup
0·t·T
jXn;p(t)j
2k
¶
·
K(T;p;k)
n2k E
0
@
¯ ¯ ¯
¯ ¯
Z T
0
Mn;2p(s)ds
¯ ¯ ¯
¯ ¯
k1
A
·
K1(T;p;k)
n2k
Z T
0
E
¡
Mk
n;2p(s)
¢
ds (3.16)
and then, by (3.15),
E
µ
sup
0·t·T
jXn;p(t)j
2k
¶
·
K2(T;p;k)
n2k · K2(T;p;k) < 1: (3.17)
Hence, (3.10) follows using the Minkovski and HÄ olders inequalities, (3.8), (3.15)
and (3.17) in (3.7).
On the other hand, using Chebyshev inequality and (3.17) we have that for each
" > 0
X
n
P
µ
sup
0·t·T
jXn;p(t)j > "
¶
· K
X
n
1
n2k < 1;
and thus
sup
0·t·T
jXn;p(t)j
a:s: ¡! 0 as n ! 1: (3.18)
The almost surely convergence in (3.11) follows from (3.9), (3.18) and (3.7) by an
induction argument, since the family (¹sc
r (t))t;r¸0 satis¯es uniquely the relation
(2.2). Now (3.10) and (3.11) yield (3.12). ¤
Approximating the continuous functions with compact support by polynomials
we obtain the following consequences of the above theorem.
Corollary 3.4. Assume (ii) in Theorem 3.3. Then
a) For any bounded continuous function f : R ¡! R we have
lim
n!1 sup
0·t·T
¯ ¯
¯ ¯
Z
f(x)¹
(n)
t (dx) ¡
Z
f(x)¹sc
t (dx)
¯ ¯
¯ ¯ = 0 a.s. (3.19)FUNCTIONAL LIMIT THEOREMS IN DYSON BROWNIAN MOTION 423
b) For any interval (a;b) ½ R
lim
n!1 max
0·t·T
¯ ¯ ¯ ¯
1
n
#
n
1 · j · n : ¸
(n)
j (t) 2 (a;b)
o
¡ ¹sc
t ((a;b))
¯ ¯ ¯ ¯ = 0 a.s. (3.20)
Remark 3.5. As a consequence of the above theorem we obtain Arnold's extension
of the Wigner semicircle law (see [1], [11]), since the moments determines uniquely
the semicircle law.
Remark 3.6. The recursive relation (3.7) suggests that the moment processes
Mn;2p are continuous functionals for the martingales Xn;0; Xn;1;:::; Xn;2p¡1. An
explicit formula of Mn;2p would be useful (in particular to obtain (3.14)).
The behavior of the largest and smallest eigenvalues of GUE random matrices
was established in [2], [3] (see also [11]). In the next theorem we extend these
results for the supremum of the largest eigenvalue process as well as for the in¯mum
of the smallest eigenvalue process from a Dyson Brownian motion.
Theorem 3.7. Assume (ii) of Theorem 3.3. Then, for each T > 0 we have
max
0·t·T
¸(n)
n (t)
a:s: ¡! 2
p
T as n ! 1; (3.21)
min
0·t·T
¸
(n)
1 (t)
a:s: ¡! ¡2
p
T as n ! 1: (3.22)
Proof. From the estimate (3.6) of [11] we have
E
h
exp
³
®¸(n)
n (t)
´i
· nexp
µ
®2t
2n
+ 2®
p
t
¶
; 8®;t > 0: (3.23)
Next, if t1 < t2 from (1.1) and the fact that
exp
µ
®
p
n
W(n)
n (t) ¡
®2t
2n
¶
is a martingale, we have
E
h
exp
³
®¸(n)
n (t2)
´
j B(n)(s) : s · t1
i
= E
2
4exp
0
@ ®
p
n
W(n)
n (t2) +
®
n
n¡1 X
j=1
Z t2
0
ds
¸
(n)
n (s) ¡ ¸
(n)
j (s)
1
A j B(n)(s) : s · t1
3
5
¸ exp
0
@®
n
n¡1 X
j=1
Z t1
0
ds
¸
(n)
n (s) ¡ ¸
(n)
j (s)
1
AE
·
exp
µ
®
p
n
W(n)
n (t2)
¶
j B(n)(s) : s · t1
¸
= exp
0
@®2t2
2n
+
®
n
n¡1 X
j=1
Z t1
0
ds
¸
(n)
n (s) ¡ ¸
(n)
j (s)
1
A
£E
·
exp
µ
®
p
n
W(n)
n (t2) ¡
®2t2
2n
¶
j B(n)(s) : s · t1
¸
= exp
0
@®2 (t2 ¡ t1)
2n
+
®
n
n¡1 X
j=1
Z t1
0
ds
¸
(n)
n (s) ¡ ¸
(n)
j (s)
1
Aexp
µ
®
p
n
W(n)
n (t1)
¶424 V. P¶ EREZ-ABREU AND C. TUDOR
¸ exp
³
®¸(n)
n (t1)
´
;
i.e., exp
n
®¸
(n)
n (t)
o
t
is a submartingale.
From (3.23) and Doob's inequality we obtain
P
µ
max
0·t·T
¸(n)
n (t) > " + 2
p
T
¶
· P
µ
max
0·t·T
exp
³
®¸(n)
n (t)
´
> exp(®
³
" + 2
p
T
´
)
¶
· exp
³
¡®
³
" + 2
p
T
´´
E
³
exp
³
®¸(n)
n (T)
´´
· nexp
µ
¡®" +
®2T
2n
¶
;
and the function
® ¡! exp
µ
¡®" +
®2T
2n
¶
; ® > 0;
attains its minimum for ® = n"; and replacing above, we get the inequality
P
µ
max
0·t·T
¸(n)
n (t) > " + 2
p
T
¶
· nexp
µ
¡
n"2
2
¶
: (3.24)
Hence from (3.24) and Borel-Cantelli lemma
limsup
n¡!1
max
0·t·T
¸(n)
n (t) · 2
p
T; a.s.. (3.25)
Next, from (3.20) we have
max
0·t·T
¯ ¯ ¯ ¯
1
n
#
n
1 · j · n : ¸
(n)
j (t) 2 [a;b]
o¯ ¯ ¯ ¯
a:s: ¡! max
0·t·T
¹sc
t ([a;b]) as n ! 1;
and then
max
0·t·T
#
n
1 · j · n : ¸
(n)
j (t) 2
h
2
p
T ¡ ";2
p
T
io
a:s: ¡! 1 as n ! 1;
and consequently
liminf
n¡!1 max
0·t·T
¸(n)
n (t) ¸ 2
p
T; a.s.. (3.26)
From (3.25), (3.26) we obtain (3.21). Finally, (3.22) follows from (3.21) applied to ¡
¡B(n)(t)
¢
t¸0 : ¤
4. Fluctuations of the moments
In this section we consider the asymptotic °uctuations of the moments processes
fMn;p(t)gt¸0 around the corresponding moments
©
¹sc
p (t)
ª
t¸0 of the semicircle
distribution. Let
Y
(n)
t = n
³
¹
(n)
t ¡ ¹sc
t
´
; (4.1)
Vn;0(t) = 0 and for p ¸ 1
Vn;p(t) =
Z
xpY
(n)
t (dx) = n
¡
Mn;p(t) ¡ ¹sc
p (t)
¢
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The relation (3.1) and (3.2) imply that for f 2 C2 and t ¸ 0;
D
Y
(n)
t ;f
E
=
D
Y
(n)
0 ;f
E
+
1
p
n
n X
j=1
Z t
0
f0
³
¸
(n)
j (s)
´
dW
(n)
j (s) ¡
Z t
0
Z
xf0(x)Y (n)
s (dx)ds
+
1
2
Z t
0
ds
Z
R2
f0(x) ¡ f0(y)
x ¡ y
h
¹(n)
s (dx)Y (n)
s (dy) + ¹sc
s (dx)Y (n)
s (dy)
i
:
(4.3)
The martingales
Nn;p(t) =
1
p
n
n X
j=1
Z t
0
h
¸
(n)
j (s)
ip
dW
(n)
j (s); t ¸ 0;p ¸ 0; (4.4)
play an important role in the Dyson Brownian model (1) and in particular in the
sequel. In the next result we prove their weak convergence to an additive Gaussian
processes.
Proposition 4.1. The martingale Nn;p converges weakly in C(R+;R), when n
goes to in¯nity, to a centered Gaussian martingale Np with covariance function
E (Np(s)Np(t)) =
Cp
p + 1
(s ^ t)
p+1 (4.5)
and increasing process
hNpit =
Z t
0
¹sc
2p(s)ds =
Cp
p + 1
tp+1: (4.6)
Proof. Since
hNn;pit =
Z t
0
Mn;2p(s)ds;
by Burkholder's inequality and (3.15) we have that for t1 < t2 · T;
E
³
jNn;p(t1) ¡ Nn;p(t2)j
4
´
· K1E
Ã¯ ¯ ¯ ¯
Z t2
t1
Mn;2p(s)ds
¯ ¯ ¯ ¯
2!
· K2 (t2 ¡ t1)
Z t2
t1
E
¡
M2
n;2p(s)ds
¢
· K(T;p)(t2 ¡ t1)
2 (4.7)
and thus the sequence (Nn;p)n is tight in C(R+;R):
Let (Nnk;p)k be a weakly convergent subsequence to a limit Np: By [16, Corol-
lary 1.19, pp 486] it follows that Np is a continuous local martingale (in fact is a
martingale) and by [16, Corollary 6.6, pp 342] the vector (Nnk;p;hNnk;pi) converges
weakly to a limit (Np;hNpi):
Since
hNnk;pit =
Z t
0
Mnk;2p(s)ds;426 V. P¶ EREZ-ABREU AND C. TUDOR
by using (3.11) we get (4.6). Then, from [16, Theorem 4.4 pp 102] we have that
that Np is a Gaussian martingale, whose covariance is given by (4.5). Therefore
all weak limits are the same and consequently the sequence Nn;p converges weakly
to Np. ¤
Remark 4.2. It is clear that the additive centered Gaussian process is such that
Np(t)
L = C
1
2
p
Z t
0
s
p
2dWs; (4.8)
where W is a Brownian motion and Np is
p+1
2 ¡self-similar.
In the ¯nal result of this paper we show for each p ¸ 1, the °uctuation processes
Vn;p converge weakly to a one dimensional Gaussian process Zp, which is given by a
recursive expression that involves Zp¡1;:::;Z1, the Gaussian martingale Np¡1 and
the families of moments f¹sc
k (t)gt¸0 ;k = 1;:::;p ¡ 2: It is mentioned in Israelson
[15, Remark pp 27], that the proof of a result from which the following theorem is
obtained, can be adapted from a general result (µ > 0) in [15]. For the sake of the
reader convenience, we present here a simpler and direct proof and in addition we
identify the limiting trace processes explicitly.
Theorem 4.3. Assume that for each p;k ¸ 1
sup
n
E
¡
V 2k
n;p(0)
¢
< 1; (4.9)
and that Vn;p(0) converges weakly to V
(0)
p 2 R as n ! 1: Then Vn;p converges
weakly in C(R+;R) to the centered Gaussian process Zp satisfying Z0 = 0;
Zp(t) + p
Z t
0
Zp(s)ds = V (0)
p +
p
2
Z t
0
©
2
£
¹sc
p¡2(s) + ¹sc
p¡3(s)Z1(s)
+::: + ¹sc
1 (s)Zp¡3(s)] + Zp¡2(s)gds + pNp¡1(t); (4.10)
where Np is given by (4.8).
Remark 4.4. Two alternative expression for the process Zp is given as follows.
a)Write
ap(t) = V (0)
p +
p + 1
2
Z t
0
©
2
£
¹sc
p¡1(s) + ¹sc
p¡2(s)Z1(s)
+::: + ¹sc
1 (s)Zp¡2(s)] + Zp¡1(s)gds + (p + 1)Np(t);p ¸ 1;
then
Zp(t) = ap¡1(t) ¡ p
Z t
0
e¡p(t¡s)ap¡1(s)ds: (4.11)
b) There is a measurable deterministic Volterra kernel Kp such that
Zp(t) =
Z t
0
Kp(t;s)dWs: (4.12)FUNCTIONAL LIMIT THEOREMS IN DYSON BROWNIAN MOTION 427
Proof. of Theorem 4.3. Taking f(x) = xp in (4.3) we obtain the equality
Vn;p(t) = Vn;p(0) ¡ p
Z t
0
Vn;p(s)ds
+
p
2
Z t
0
©
Mn;p¡2(s) + ¹sc
p¡2(s) +
£
Mn;p¡3(s) + ¹sc
p¡3(s)
¤
Vn;1(s)
+::: + [Mn;1(s) + ¹sc
1 (s)]Vn;p¡3(s) + Vn;p¡2(s)gds + pNn;p¡1(t): (4.13)
By the Skorohod representation of the weak convergence (eventually in a new
probability space) we can assume that
((Vn;k(0)1·k·p);(Mn;k)1·k·p¡2);(Nn;k)0·k·p¡1))
converges almost surely in Rp £ C(R+;R2(p¡1)) to
µ³
V
(0)
k
´
1·k·p
;(¹sc
k )1·k·p¡2 ;(Nk)0·k·p¡1)
¶
;
and still (4.13) is satis¯ed.
Then, by induction we deduce that Vn;p converges almost surely to Zp given by
(4.10). From (4.11) and by induction again it is easily seen that (4.12) holds and
consequently Zp is Gaussian. ¤
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L¶ EVY AND VOLTERRA LAPLACIANS
KAZUYOSHI SAKABE
Abstract. In this paper, we discuss the application of white noise analysis
to the Feynman path integral in the ¯eld theory. By introducing normal
coordinates which permit us to describe the system as a set of independent
harmonic oscillators, we calculate the Feynman path integral using white
noise functionals. Moreover, we give an in¯nite dimensional SchrÄ odinger type
equation associated with the L¶ evy and Volterra Laplacians by introducing
new renormalizations of the integral.
1. Introduction
A method of calculating the Feynman path integrals in terms of distribution
theory was introduced in Streit, L. and Hida, T. [15]. This method has been
studied by many authors in [4,9,12,14] and references cited therein.
This method is di±cult to be applied to the quantum ¯eld theory without
taking proper coordinates. We have to change the coordinates represented in
the Lagrangian. In this paper, we use the best changing of coordinates called
normal coordinates to calculate the Feynman path integrals in terms of an in¯nite
dimensional stochastic analysis. With these calculations and by introducing new
renormalizations, we give an in¯nite dimensional SchrÄ odinger type equation.
This paper is organized as follows. In section 2, we make preparations to com-
pute the Feynman path integral of the ¯eld theory using white noise functionals
in the framework of the stochastic processes. This white noise formulation owes a
great deal to Kuo, H.-H.[4].
Previously, in [14], when calculating the above path integral, we adopted the
Brownian motion as a function of the linear combination of both time and space,
as for a °uctuation of ¯eld function. In section 3, we consider a chain of many
particles connected next to each other by springs, and assume that each particle
moves according to a Brownian motion process. Then, following Feynman, R. P.,
Hibbs, A. R.[1], we introduce normal coordinates which permit us to describe the
system as a set of independent harmonic oscillators. For each harmonic oscillator
with a particular mode, we calculate the Feynman path integral using white noise
functionals. Thus we have the result on the Feynman path integral for this whole
system as a product of solutions for each path integral with one of the various
modes. Then increasing the number of particles, and ¯nally taking their limit to
2000 Mathematics Subject Classi¯cation. 60H40.
Key words and phrases. In¯nite dimensional SchrÄ odinger type equation, The Feynman path
integral, The L¶ evy Laplacian, The Volterra Laplacian.
429430 KAZUYOSHI SAKABE
in¯nity, we expect to have the formula for the Feynman path integral of the ¯eld
theory.
In this process, we give the relation between two kinds of Brownian motions
for °uctuations. One Brownian motion is introduced for the °uctuation in the
coordinate expressing the displacement of each particle and the other is for the
°uctuation in the normal coordinate. We clarify the fact that one is just the
inverse Fourier transform of the other.
Finally, by introducing the new renormalization R`K(t;q); t > 0; q 2 E[0;1];
we give an in¯nite dimensional SchrÄ odinger type equation expressed by L¶ evy's
Laplacian ¢L and Volterra's Laplacian ¢V :
@R`K
@t
(t;q) =
i~
m
"µZ 1
0
f(t;x)dx
¶¡1
`
t
¢L + ¢V
#
R`K(t;q)+
1
i~
V (q)¢R`K(t;q);
(see Theorem 3.2.).
2. Standard setup of white noise calculus
Let T be an interval on Rd and let L2(T) ´ L2(T;mL) be the Hilbert space of
real valued square-integrable functions on T with inner product (¢;¢); where mL
is the Lebesgue measure on T:
We take a densely de¯ned self-adjoint operator A on L2(T) with a domain
Dom(A) satisfying the following conditions:
(A1) there exists an orthonormal basis feº;º ¸ 0g ½ Dom(A) for L2(T) such
that Aeº = ¸ºeº; º = 0;1;2;¢¢¢ ;
(A2) 1 < ¸0 < ¸1 < ¢¢¢ ;
(A3)
P1
º=0 ¸¡2
º < 1:
Obviously A¡1 is extended to an operator of Hilbert-Schmidt class. De¯ne the
norm j ¢ jp by jfjp = jApfj0 for f 2 Dom(A) and p 2 R; and let Ep = Ep(T) be
the completion of Dom(A) with respect to the norm j¢jp: Where, j¢j0 denotes the
L2(T)-norm. Then Ep = Ep(T) is a real separable Hilbert space with the norm
j ¢ jp and the dual space E0
p of Ep is the same as E¡p (see Ref.14). Let E = E(T)
be the projective limit space of fEp;p ¸ 0g and let E¤ = E¤(T) be the dual space
of E: Then we obtain a Gel'fand triple
E = E(T) ½ L2(T) ½ E¤ = E¤(T):
Let ¹ be the measure on E¤ satisfying
Z
E¤
expfihx;»ig d¹(x) = exp
µ
¡
1
2
j»j2
0
¶
; » 2 E:
Here, h¢;¢i is the canonical bilinear form on E¤£E: We denote the complexi¯cations
of L2(T), E and Ep by L2
C(T), EC and EC;p; respectively.
The space (L2) = L2(E¤;¹) of complex-valued square-integrable functionals
de¯ned on E¤ admits the well-known Wiener-It^ o decomposition:
(L2) =
1 M
n=0
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where Hn is the space of multiple Wiener integrals of order n 2 N and H0 = C:
Let L2
C(T)
^ ­n denote the n-fold symmetric tensor product of L2
C(T): If ' 2 (L2)
is represented by ' =
P1
n=0 In(fn); fn 2 L2
C(T)
^ ­n; then the (L2)-norm k'k0 is
given by
k'k0 =
Ã
1 X
n=0
n!jfnj2
0
!1=2
;
where j ¢ j0 means also the norm of L2
C(T)
^ ­n:
For p 2 R; let k'kp = k¡(A)p'k0, where ¡(A) is the second quantization
operator of A. If p ¸ 0; let (E)p be the domain of ¡(A)p: If p < 0; let (E)p be the
completion of (L2) with respect to the norm k¢kp: Then (E)p, p 2 R; is a Hilbert
space with the norm jj ¢ jjp: It is easy to see that for p > 0; the dual space (E)¤
p of
(E)p is given by (E)¡p: Moreover, for any p 2 R; we have the decomposition
(E)p =
1 M
n=0
H(p)
n ;
where H
(p)
n is the completion of fIn(f);f 2 E
^ ­n
C g with respect to k¢kp: Here E
^ ­n
C
is the n-fold symmetric tensor product of EC: We also have
H(p)
n = fIn(f);f 2 E
^ ­n
C;pg
for any p 2 R; where E
^ ­n
C;p is also the n-fold symmetric tensor product of EC;p:
The norm k'kp of ' =
P1
n=0 In(fn) 2 (E)p is given by
k'kp =
Ã
1 X
n=0
n!jfnj2
p
!1=2
; fn 2 E
^ ­n
C;p;
where the norm of E
^ ­n
C;p is denoted also by j ¢ jp:
The projective limit space (E) of spaces (E)p, p 2 R is a nuclear space. The
inductive limit space (E)¤ of spaces (E)p;p 2 R is nothing but the dual space
of (E): The space (E)¤ is called the space of generalized white noise functionals
or white noise distributions. We denote by hh¢;¢ii the canonical bilinear form on
(E)¤ £ (E): Then we have
hh©;'ii =
1 X
n=0
n!hFn;fni
for any © and ' represented by
© =
1 X
n=0
In(Fn) 2 (E)¤; ' =
1 X
n=0
In(fn) 2 (E);
where the canonical bilinear form on (E
­n
C )¤ £ (E
­n
C ) is denoted also by h¢;¢i:
For any © 2 (E)¤, the S-transform on (E)¤ is de¯ned by
S[©](») = hh©;'» ii; » 2 EC;
where '» ´ expfh¢;»i ¡ 1
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Theorem 2.1. ([4]) A complex-valued function F on EC is the S-transform of
an element of (E)¤ if and only if F satis¯es the conditions:
1) For every »;´ 2 EC; the function z ! F(» + z´); z 2 C; is an entire
function of z:
2) There exist non-negative constants K;a and p such that
jF(»)j · K expfaj»j2
pg; » 2 EC:
Theorem 2.2. ([4]) Let ©n 2 (E)¤ and set Fn = S©n; n = 1;2;:::: Then ©n
is storongly convergent in (E)¤ if and only if the following conditions are satis¯ed:
1) For each » 2 EC , there exists limn!1 Fn(»).
2) There exist non-negative constants K;a;p such that
jFn(»)j · K expfaj»j2
pg; 8n 2 N;» 2 EC:
Let d = 1 and set T = [0;T]: Take the white noise space (E¤;¹). For a real
number c < ¡1 or c > 0, consider an informal expression
exp
"
¡
1
2c
Z T
0
_ B(u)2du
#
:
To renormalize this quantity, take an orthonormal basis feº;º ¸ 0g for L2([0;T])
and de¯ne
©n( _ B) ´
n Y
k=1
µ
1 + c
c
¶ 1
2
exp
·
¡
1
2c
h _ B;eki2
¸
:
The functional ©n is in (L2): The S-transform of ©n is given by
S©n(») = exp
"
¡
1
2(1 + c)
n X
k=1
h»;eki2
#
;» 2 EC:
Hence, for each », we have
lim
n!1
S©n(») = exp
"
¡
1
2(1 + c)
Z T
0
»(u)2du
#
:
It is easy to see that, for all n ¸ 1,
jS©n(»)j · exp
·
1
2j1 + cj
j»j2
0
¸
:
Thus by Theorem 2.2, the sequence ©n converges strongly in (E)¤. The limit
limn!1 ©n in (E)¤ is denoted by N exp
h
¡ 1
2c
R T
0
_ B(u)2du
i
and is called the renor-
malization of exp
h
¡ 1
2c
R T
0
_ B(u)2du
i
: Then N can be written informally as
N =
Ãr
1 + c
c
!1
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The S-transform of the renormalization is given by
S
Ã
N exp
"
¡
1
2c
Z T
0
_ B(u)2du
#!
(») = exp
"
¡
1
2(1 + c)
Z T
0
»(u)2du
#
; » 2 EC:
Note that the right hand side of this equality is de¯ned for any complex number
c 6= ¡1. This is the S-transform of some generalized white noise functional.
The following integrand F(T;x) of the Feynman path integral for a harmonic
oscillator has been veri¯ed to be a generalized white noise functional in (E)¤ by
Streit, L. and Hida, T. [15], see also Kuo, H.-H.[4].
F(T;x) =
Ã
N exp
"
1
2
(
im
~
+ 1)
Z T
0
_ B(u)2du
#!
¢
¢exp
"
¡
i
~
Z T
0
V (x ¡ B(u))du
#
±x(B(t))
Here, V (x) = 1
2m!2x2 is the potential energy for the harmonic oscillator and
±x(B(t)) is Donsker's delta function.
In section 3, we try to compute the S-transform of this generalized white noise
functional F(T;x). This calculation itself is related to that of the Feynman path
integral in the ¯eld theory directly.
3. Application to Quantum Field Theory
We now establish the mathematical formulation for the Feynman path integral
in the quantum ¯eld theory using a stochastic process as °uctuation.
Let T > 0 and X > 0 be ¯xed. We consider the path integral
I(T;X) ´ M
Z
exp
2
4 i
~
Z T
0
Z X
0
0
@m
2
Ã
@e Á(t;x)
@t
!2
¡
k
2
Ã
@e Á(t;x)
@x
!21
Adxdt
3
5¢
¢±(e Á(T;X))De Á; (3:1)
where, M is a renormalizing factor.
We divide the interval [0;X] into N equal parts and put e Án(t) = e Á(t;½n) (n =
1;2;:::;N). Namely, we consider the system consisting of N mass points and e Án(t)
representing the displacement of the n-th mass point located at the distance of ½n
from the origin.
For example, let us consider the model in which some mass points are connected
next to each other by a set of springs of equal length ½; in a one-dimensional array.
Here we consider that all mass points and springs have the same mass and the
same spring modulus, respectively. The mass and the spring modulus are also
denoted by m and k, respectively. Naturally, we should take the limit as ½ ! 0.
For simplicity we assume ½N = X = 1 and after some calculations we take the
limit as N ! 1: In this case, the potential energy term in (3.1) can be written as
V =
N X
n=1
k
2
³
e Án+1(t) ¡ e Án(t)
´2
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Thus the Lagrangian L in (3.1) becomes
L =
N X
n=1
m
2
Ã
@e Án(t)
@t
!2
¡
N X
n=1
k
2
³
e Án+1(t) ¡ e Án(t)
´2
: (3:2)
Within the stochastic framework, the path integral with the Lagrangian L as in
(3.2) now becomes
IN(T;Á) ´ M
Z
E¤[0;T]
exp
2
4 i
~
Z T
0
N X
n=1
0
@m
2
Ã
@e Án(t)
@t
!2
¡
k
2
³
e Án+1(t) ¡ e Án(t)
´2¶
dt
¸ N Y
n=1
±(Án ¡ Bn(T)) De Án(t); (3:3)
where Á = (Á1;:::;ÁN) 2 RN and e Án(t) = Án ¡ Bn(t) with the Brownian motion
Bn(t) of the n-th mass point. Besides, the Donsker delta function ± (Án ¡ Bn(T))
and De Án(t) can be written informally as
± (Án ¡ Bn(T)) =
1
2¼
Z 1
¡1
exp[izn (Án ¡ Bn(T))]dzn;
De Án(t) = (2¼)1 exp
"
1
2
Z T
0
_ Bn(t)2dt
#
d¹( _ Bn);
respectively. Note that _ Bn is a variable in E¤[0;T]:
We tried to calculate the path integral (3.3) directly in the same way as in
section 2. In fact, we have carried out the calculation up to N = 5: However,
by using this method, it is di±cult to obtain the general calculating result of this
integral for any number N.
Therefore, following Feynman, R. P., Hibbs, A. R.[1], we analyse the system in
another way using the normal coordinates. The solutions of the classical equations
of motion for the Lagrangian L as in (3.2) are well known in general. We express
them with the normal coordinates following [1]. Hereafter, for the simplicity, we
sometimes abbreviate the notation for the time dependence of functions. For
example, Án is written by 'n(t) with 'n(0) = Án; n = 1;2;::::
The classical equations of motion for the Lagrangian L as in (3.2) are the
classical Lagrangian equations of motion. They also become
mÄ 'n = k('n+1 ¡ 2'n + 'n¡1); n = 1;2;::::
The solutions of these equations are of the form,
'n = Ae¡i(n¯¡!t); n = 1;2;:::;
where ¯ is a constant taking on a discrete set of values. Thus we must solve
¡!2'n =
k
m
('n+1 ¡ 2'n + 'n¡1); n = 1;2;::::
The frequency is given by
¡!2 =
k
m
¡
ei¯ ¡ 2 + e¡i¯¢
= ¡4
k
m
sin
2 ¯
2
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This gives the values of ! in terms of ¯, but not all values of ¯ are allowed. The
periodic boundary condition implies that
¯ =
2¼®
N
; ® = 1;2;::::
We denote the frequency ! corresponding to ¯ = 2¼®
N by !®:
We are now in a position to represent the various modes with their normal
coordinates as
Q®(t) =
N X
n=1
1
p
N
'n(t)ein 2¼®
N :
Then the Lagrangian can be expressed in the form:
L =
N X
n=1
µ
m
2
_ '2
n ¡
k
2
('n+1 ¡ 'n)
2
¶
=
m
2
N X
®=1
³
_ Q¤
® _ Q® ¡ !2
®Q¤
®Q®
´
:
These coordinates are complex, but if one prefers real coordinates, one can de¯ne
instead two real quantities Qc
®;Qs
® as coordinates by
Qc
® =
1
p
2
(Q® + Q¤
®);Qs
® =
i
p
2
(Q® ¡ Q¤
®):
Then Q®Q¤
® is expressed in real values as
Q®Q¤
® = Q®Q¡® =
1
2
£
(Qc
®)2 + (Qs
®)2¤
:
The Lagrangian is given by
L =
m
4
N X
®=1
³h
( _ Qc
®)2 + ( _ Qs
®)2
i
¡ !2
®
£
(Qc
®)2 + (Qs
®)2¤´
:
Here, to establish the Feynman path integral for each harmonic oscillator in
terms of white noise functionals, we can regard the classical quantities Qc
® and Qs
®
as quantum quantities
e Qc
®(t) = qc
® ¡ Bc
®(t) and e Qs
®(t) = qs
® ¡ Bs
®(t); (3:4)
respectively. Thus, with this Lagrangian, the path integral (3.1) can be rewritten
in the stochastic form as
K0;N(T;q) ´
M
Z
E¤[0;T]
exp
"
im
4~
N X
®=1
Z T
0
³h
( _ e Qc
®)2 + ( _ e Qs
®)2
i
¡ !2
®
h
( e Qc
®)2 + ( e Qs
®)2
i´
dt
#
¢
¢
N Y
®=1
± (qc
® ¡ Bc
®(T)) ± (qs
® ¡ Bs
®(T)) D e Qc
® D e Qs
®
= M
N Y
®=1
Z
E¤[0;T]
exp
"
im
4~
Z T
0
³
( _ e Qc
®)2 ¡ !2
®( e Qc
®)2
´
dt
#
± (qc
® ¡ Bc
®(T)) D e Qc
®¢
¢
Z
E¤[0;T]
exp
"
im
4~
Z T
0
³
( _ e Qs
®)2 ¡ !2
®( e Qs
®)2
´
dt
#
± (qs
® ¡ Bs
®(T)) D e Qs
®; (3:5)436 KAZUYOSHI SAKABE
where e Q = ( e Qc
®; e Qs
®; ® = 1;2;:::;N) and q = (qc
®;qs
®; ® = 1;2;:::;N). Note that
the whole system is described as a set of independent harmonic oscillators with
a particular mode. We can regard I(T;X) as a limit of some renormalization of
K0;N(T;q) as N ! 1:
Remark. Here, we would like to point out a relation between two kinds of coordi-
nates with fractuations of Brownian motions. That is, the relation between e Q®(t)
and e Án(t). The setting in (3.4) remains the same by putting e Án(t) = Án ¡ Bn(t);
i.e.,
e Án(t) = Án ¡ Bn(t) =
1
p
N
N X
®=1
e Q®(t)e¡in 2¼®
N
=
1
p
N
N X
®=1
qc
® ¡ iqs
® p
2
e¡i 2¼®
N n ¡
1
p
N
N X
®=1
Bc
®(t) ¡ iBs
®(t)
p
2
e¡i 2¼®
N n: (3:6)
On the most right-hand side, the ¯rst term equals to Án and the second term
is nothing but the inverse discrete Fourier transform of the complex Brownian
motion. On the other hand, the discrete Fourier transforms of Án and Bn(t) can
be written as,
qc
® =
r
2
N
N X
n=1
Án cos(
2¼®
N
n); qs
® = ¡
r
2
N
N X
n=1
Án sin(
2¼®
N
n);
and
Bc
®(t) =
r
2
N
N X
n=1
Bn(t)cos(
2¼®
N
n); Bs
®(t) = ¡
r
2
N
N X
n=1
Bn(t)sin(
2¼®
N
n);
respectively.
Simiraly as in (3.3), the Donsker delta function ± and D e Q®(t) in (3.4) can be
written informally as
± (q® ¡ B®(T)) =
1
2¼
Z 1
¡1
exp[iz® (q® ¡ B®(T))]dz®;
D e Q®(t) = (2¼)1 exp
"
1
2
Z T
0
_ B®(t)2dt
#
d¹( _ B®);
respectively. Note that _ B® denotes an element of E¤[0;T] and the integral is over
the white noise space E¤[0;T] as before. As mentioned in section 2, the integrand
of the Feynman path integral for each harmonic oscillator has been veri¯ed to be
a generalized white noise functional in (E)¤ with the help of the S-transform.
Thus we have the result of the Feynman path integral for this whole system as
a product of the solutions for each path integral with one of the various modes as
follows,
K0;N(T;q) =
N Y
®=1
µ
m!®
2¼i~sin!®T
¶1=2
exp
µ
im!®
4~tan!®T
£
(qc
®)2 + (qs
®)2¤¶
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where
!® = 2
r
k
m
sin
¼®
N
:
Then taking N ! 1, we expect to have the formula for the Feynman path integral
in the ¯eld theory in the stochastic framework.
De¯ne
K`;N(T;q) =
N Y
®=`+1
µ
m!®
2¼i~sin!®T
¶1=2
exp
µ
im!®
4~tan!®T
£
(qc
®)2 + (qs
®)2¤
¶
:
Then for each ` 2 f0;1;:::;N ¡ 1g; the renormalization of limN!1 K0;N(T;q) is
expressed as
R`K(T;q) ´ lim
N!1
K0;N(T;q)
K`;N(T;0)
= C`(T)exp
µ
im
4~
Z 1
0
f(T;x)
£
qc(x)2 + qs(x)2¤
dx
¶
where, R`K(T;q) = R`K(T;qc;qs);
C`(T) ´
³ m
2¼iT~
´`=2
; ` 2 f0g [ N; f(T;x) =
2
q
k
m sin(¼x)
tan
³
2T
q
k
m sin(¼x)
´;
and
qc(x) =
p
2
1 X
n=1
Án cos(2¼nx); qs(x) =
p
2
1 X
n=1
Án sin(2¼nx):
We may take (Án)1
n=1 such that qc and qs are in E[0;1]:
Let F be an element in the image S[(E)¤] of the S-transform on (E)¤: >From
Theorem 2.2, for any »;´ 2 EC = EC[0;1]£EC[0;1], the function F(» +z´) is an
entire function of z 2 C. Therefore, it can be expanded in series as
F(» + z´) =
1 X
n=0
zn
n!
F(n)(»)(´;:::;´);
where F (n)(») : EC £ ¢¢¢ £ EC ! C is a continuous n-linear functional.
Let Z be a ¯nite interval on R. Then we can take an orthonormal basis
f³ng1
n=0(½ E) for L2(Z), which satis¯es properties of the equal density and the
uniform boundedness. If
lim
N!1
1
N
N¡1 X
n=0
F00(¢)(³n;³n)
exists in S[(E)¤] for each » 2 EC; then this limit is called the L¶ evy Laplacian
depending on Z of F, and denoted by ¢Z
LF(¢).
If functional derivatives F 0;F00
L;F00
V exist, and satisfy the following conditions
1) F 0(»)(´) =
R
R F0(»;t)´(t)dt;
2) F 00(»)(´;³) =
R
R F00
L(»;t)´(t)³(t)dt +
R
R2 F00
V (»;s;t)´(s)³(t)dsdt;438 KAZUYOSHI SAKABE
3) F 0(»;¢) 2 L1
loc(R);F 00
L(»;¢) 2 L1
loc(R);F 00
V (»;¢;¢) 2 L2(R2) for each » 2
E;
4) F 00
V (») is a trace class bilinear functional for each » and trF 00
V (¢) 2
S[(E)¤];
then the Volterra Laplacian ¢V F of F is de¯ned by
¢V F(») = trF 00
V (»); » 2 EC:
The L¶ evy Laplacian ¢L = ¢
[0;1]
L , the Volterra Laplacian ¢V for R`K(t;q) and
@R`K
@t (t;q) can be calculated respectively as
¢LR`K(t;q) = R`K(t;q)
im
~
Z 1
0
f(t;x)dx;
¢V R`K = R`K(t;q)(
im
2~
)2
Z 1
0
f(t;x)2 £
qc(x)2 + qs(x)2¤
dx;
and
@R`K
@t
(t;q) =
¡R`K(t;q)
³`
t
+
im
4~
Z 1
0
f(t;x)2
h
1 + tan2
³
2t
r
k
m
sin(¼x)
´i
[qc(x)2 + qs(x)2]dx
´
:
The potential energy term given before becomes now
V (q) =
m
4
Z 1
0
³
2
r
k
m
sin(¼x)
´2 £
qc(x)2 + qs(x)2¤
dx:
Lemma 3.1. Let c be a positive number in (0;¼): Then, the integral
Z 1
0
csin(¼x)
tan(csin(¼x))
dx
exists.
Proof. The proof follows from the fact that
csin(¼x)
tan(csin(¼x)) is bounded on [0;1] when
0 < c < ¼: ¤
Therefore, if we put together all these terms and compare them with the above
lemma, we have an in¯nite dimensional SchrÄ odinger type equation as follows.
Theorem 3.2. For each ` 2 N; R`K(t;q) satis¯es the equation:
@R`K
@t
(t;q) =
i~
m
"µZ 1
0
f(t;x)dx
¶¡1
`
t
¢L + ¢V
#
R`K(t;q) +
1
i~
V (q) ¢ R`K(t;q)
(3:7)
Remark. The functional R0K is the normalization
lim
N!1
K0;N(t;q)
E[K0;N(t;q)]
of the formal limit limN!1 K0;N(t;q) in the usual sence in the quantum physics.
For this normalization, (3:7) has only the Volterra Laplacian.SCHRÄ ODINGER TYPE EQUATION 439
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CHAIN IS RECURRENT
LUIGI ACCARDI AND HIROMICHI OHNO
Abstract. We introduce \amplitude Markov chains" associated to the ma-
trix elements, in a ¯xed basis, of a unitary operator (discrete quantum dy-
namics). We prove the amplitude analogue of the relation between the re-
currence probability of a state of a classical Markov chain and its ¯rst return
probability.
This formula is then used to prove the universal property, mentioned in the
title, which emphasizes a striking di®erence between the amplitude Markov
chains and their classical analogues. This property is probably the statistical
re°ex of the reversibility of the quantum evolution. Finally note that, in the
¯nite dimensional case, which is the most important one for the applications
to quantum information, the word \almost" in the title can be omitted.
1. Introduction
The main di®erence between classical and quantum probability is that the for-
mer deals directly with probabilities while the latter deals with amplitudes from
which the probabilities are obtained through the identity:
probability = jamplitudej2 2 [0;1]: (1.1)
One might therefore be tempted to develop a quantum probability calculus where
\amplitudes, rather than probabilities, are added on disjoint events" (cf. [3]).
In some important cases (e.g. the two slit experiment [3]) this prescription leads
to predictions in remarkable agreement with experiments. However, if one tries
to apply this prescription literally, as a general principle, one might incur in con-
tradictions. For example, if (An) is a sequence of disjoint events with amplitudes
(Ãn) one must have X
n
jÃnj2 = 1;
but (by choosing for example Ãn = (
p
6=¼)(1=n)) one sees that it may happen
that
lim
n!1jÃ1 + ¢¢¢ + Ãnj = +1:
In other words: the sum of probability amplitudes, corresponding to disjoint
events, may not be a probability amplitude in the sense of (1.1). One can easily
modify the above example so to obtain a ¯nite set of disjoint events such that the
square modulus of the sum of the corresponding amplitudes is > 1. In physics such
2000 Mathematics Subject Classi¯cation. Primary 60H40.
Key words and phrases. quantum probability, amplitude random walks, recurrent.
441442 LUIGI ACCARDI AND HIROMICHI OHNO
contradictions do not arise because the following empirical rule works remarkably
well: \given a sequence of disjoint events, one should add their probabilities if these
events are empirically distinguishable; one should add their amplitudes if they are
empirically indistinguishable". For example, in the two slit experiment, one adds
probabilities if behind the screen there is an instrument allowing to distinguish
through which slit the particle passed. One adds amplitudes otherwise.
From the mathematical point of view the problem amounts to the following: it
is given a set A of complex numbers such that
P
z2F jzj2 · 1 and one wants to
know under which conditions, for any ¯nite subset F µ A one has
¯
¯ ¯ ¯ ¯
X
z2F
z
¯
¯ ¯ ¯ ¯
· 1: (1.2)
Since a simple and easily applicable criterium, characterizing these sets, is not
known, the best thing one can do at the moment, is to produce interesting examples
of sets A and of families F, of subsets of A with the following properties:
(i): For each F 2 F, (1.2) is satis¯ed.
(ii): On the sets of F, the naive extension of the classical probabilistic tech-
niques to amplitudes leads to coherent results.
Coherence has to be checked case by case because there is no general result
saying that, even when restricted to the above mentioned sets, this generalization
will not lead to inconsistencies, such as \probabilities" greater than 1. In the
present note we discuss the possibility to extend to amplitudes and to quantum
states the known relationship between the survival probability of a state of a
classical discrete Markov chain and its ¯rst return probability.
We prove that the classical probabilistic analysis of this problem can be ex-
tended to amplitudes and leads to coherent results (i.e. to meaningful probabili-
ties). We deduce an explicit form for the recurrence amplitude and we prove that,
in the generic cas, the associated recurrence probability is equal to 1 independently
of the unitary dynamics and for all states.
This is a striking di®erence with the classical case where, depending on the
transition probability matrix of the chain, the recurrence probability of any state
can vary continuously from 0 to 1 (cf. [2], Section 4).
From the point of view of physical interpretation, we believe that this surprising
di®erence is a manifestation of the reversibility of the unitary quantum evolution.
It may also be considered as a manifestation of the Poincarµ e recurrence theorem
in classical mechanics.
An experiment to verify this property should keep in mind that all our consid-
erations involve probability amplitudes, i.e. pure states, therefore no intermediate
measurement should be performed before the recurrence takes place, otherwise
this would introduce a decoherence and the amplitude should be replaced by a
density matrix.
One possible candidate for such an experiment is to check the recurrence of
the highest energy state of a three-level atom in Lambda{con¯guration. The
atom should be initially brought to the upper level and then protected enough to
guarantee that it can be considedered as an isolated system. If, after some time, aALMOST ANY STATE OF ANY AMPLITUDE MARKOV... 443
radiation is emitted, then one can be sure that the atom is returned to the upper
state because, by de¯nition of Lambda{con¯guration, no other jump up is allowed.
The results of the present note are also related to [1].
2. Amplitude Markov chains
De¯nition 2.1. Let ­;S be countable sets. An amplitude measure on ­ condi-
tioned on S is a family of map,
Ãij : ! 2 ­ ! Ãij(!) 2 C ; i;j 2 S
such that
pij :=
¯ ¯ ¯ ¯
¯
X
!2­
Ãij(!)
¯ ¯ ¯ ¯
¯
2
satisfy X
i2S
pij =
X
j2S
pij = 1:
In this de¯nition, if S is a ¯nite set, then the matrix (pij) is bi-stochastic.
Example. Let S = f1;:::;dg and, for any n 2 N(n ¸ 1) let
­ = ­n = Sn
the space of paths (or con¯gurations) over the state space S. Let U = (Ãij) be a
unitary d £ d matrix. For i;j 2 S, for each n 2 N and
! := (j1;:::;jn) 2 ­n = Sn;
de¯ne
Ã
(n)
ij (!) = Ãij1Ãj1j2 ¢¢¢Ãjnj: (2.1)
Then, X
!2­n
Ã
(n)
ij (!) = (Un)ij
so that the family of maps ! 7! Ã
(n)
ij (!) is an amplitude measure on ­ conditioned
on S.
De¯nition 2.2. Given a unitary U in B(l2(S)), the amplitude measure fÃ
(n)
ij g
de¯ned by (2.1) will be called an amplitude Markov chain.
In this de¯nition, we allow that S is a in¯nite countable set. In the following
we shall only consider amplitude Markov chains.
If A µ ­n is any subset such that, de¯ning
Ã
(n)
ij (A) :=
X
!2A
Ã
(n)
ij (!) ; (i;j) 2 S2
one has
jÃ
(n)
ij (A)j2 · 1; (2.2)
then Ã
(n)
ij (A) will be called the conditional amplitude of A given the boundary
conditions (i;j). All the subsets A µ ­ of the form
A = In £ ¢¢¢ £ I1 ; I® µ S444 LUIGI ACCARDI AND HIROMICHI OHNO
are such that Ã
(n)
ij (A) is a conditional amplitude of A because, in this case, this
amplitude is:
hej;U ¢ PInU ¢¢¢PI2U ¢ PI1U ¢ eii (2.3)
where (ei) is the canonical basis of B(`2(S)) and PI(I µ S) is the projection onto
the space
HI = spanfei : i 2 Ig:
It is clear that these Ãij(In £ ¢¢¢ £ I1) satisfy (2.2).
These amplitudes can be experimentally realized by selective ¯lters, without
replacement of particles, followed by the U{dynamics between any two of them.
Notice that, since we do not normalize the wave function, the particles ¯ltered
out at the n{steps must be registered and kept into account in the statistics. More
precisely, the experimental frequency, to be compared with the square modules of
(2.3) will be Nj=N where:
Nj is the number of particles which have given positive response to the ej{
measurement at time (n + 1) and N is the total number of particles including
those rejected by the intermediate ¯lters.
In particular 8i;j 2 S the amplitude to go from i to j in n steps is well de¯ned
because it corresponds to the set
An(i;j) := S £ S £ ¢¢¢ £ S = Sn
when i = j this is called in physics the n step survival amplitude, (under the
dynamics U) and the corresponding probability is called the n step survival prob-
ability.
The same is true for the amplitude of ¯rst arrival from i to j in n steps, which
corresponds to the set
An(i;j) = (Snfjg) £ (Snfjg) £ ¢¢¢ £ (Snfjg) = (Snfig)n:
In the theory of classical Markov chains, there is a famous relation between the
probabilities of these two events (cf. [2]), chap. XII, sections 2, 3, 4).
Our goal in the next section is to prove that a similar relation is true for am-
plitudes.
3. Recurrence for Q{amplitudes
Let S := f1;:::;dg (d · +1) be an at most countable set and let H := `2(S) » =
Cd be the Hilbert space of square integrable sequences of complex numbers. For
any unitary operator U on H and for any orthonormal basis (en) of H, de¯ne the
n{stemp transition amplitude from k to j:
Ãjk(n) := (Un)jk = hej;Uneki
which, for j = k gives the n-step survival amplitude of the quantum state j and
notice that Ãjk(0) := ±jk. The amplitude that, starting from j at time 0, the
system arrives in k after n instants but not before is denoted by Ã(n;j;k) and, in
analogy with [2] (chap. XIII.2), we de¯ne Ã(0;j;k) := ±j;k.ALMOST ANY STATE OF ANY AMPLITUDE MARKOV... 445
Notice that, if one de¯nes Ã(n;j;k) by applying the analogue of the usual
Markovian formula for the joint probabilities, then one has
Ã(n;j;k) :=
X
j1;:::;jn¡16=k
Ujn¡1kUjn¡2jn¡1 :::Uj1j2Ujj1:
In analogy with the recurrence theory of classical Markov chains (cf. Fellr{I) we
would like to introduce the amplitude that, starting from j the system before or
later comes back to j (the return amplitude to j):
½(j) :=
1 X
n=1
Ã(n;j;j): (3.1)
However we must take into account a di®erence between amplitudes and probabil-
ities. Namely that, while the return probability to ej is always well de¯ned as the
sum of the probabilities of a disjoint family of events, the corresponding return
amplitude is not always de¯ned because, as we have explained in Section 1, the
series (3.1) might not converge to something which is not a probability amplitude.
For this reason, we postpone alter Proposition 1 a formal de¯nition of the return
amplitude.
Clearly one could interpret the de¯nition in (6) in the sense that when the
series on the right hand side converges then the equality de¯nes the left hand side.
However we will see that the analogy with the classical Markov chains suggests a
more subtle point of view.
We will need the following.
Lemma 3.1. For an arbitrary complex number Ã = a + ib the condition
Re (Ã) := a ¸ ¡1=2 (3.2)
is equivalent to
¯ ¯ ¯ ¯
Ã
1 + Ã
¯ ¯ ¯ ¯
2
· 1 (3.3)
and the equality holds i®
Re (Ã) = ¡1=2
Proof. In the above notations
¯ ¯ ¯ ¯
Ã
1 + Ã
¯ ¯ ¯ ¯
2
=
a2 + b2
(1 + a)2 + b2 =
a2 + b2
a2 + b2 + 1 + 2a
:
Therefore
¯ ¯ ¯ ¯
Ã
1 + Ã
¯ ¯ ¯ ¯ · 1 , a2 + b2 · a2 + b2 + 1 + 2a , a ¸ ¡1=2
and the equality holds i® a = ¡1=2. ¤446 LUIGI ACCARDI AND HIROMICHI OHNO
Proposition 3.2. Let U be a unitary operator on a Hilbert space H and let (ej)
be an orthonormal basis of H. For z 2 C, jzj < 1, both series:
Ãj(z) :=
1 X
n=1
Ãjj(n)zn =
1 X
n=1
hej;Unejizn = hej;
zU
1 ¡ zU
eji
= ¡1 + hej;
1
1 ¡ zU
eji (3.4)
and
½j(z) :=
1 X
n=1
Ã(n;j;j) ¢ zn (3.5)
converge and the identity
½j(z) =
Ãj(z)
1 + Ãj(z)
(3.6)
holds.
Proof. The series (3.4) converges because kzUk = jzj < 1. The series (3.5) con-
verges because
Ã(n;j;j) =
1 X
j1;:::;jn¡1=1
j1;:::;jn¡16=j
Ujj1Uj1j2 ¢¢¢Ujn¡1j
= hej;UP ?
j ¢ UP ?
j ¢ ¢¢¢ ¢ UP ?
j ¢ Ueji (3.7)
so that
jÃ(n;j;j)j · kejk ¢ kUP ?
j kn¡1kUejk · 1:
By de¯nition:
Ãjj(n) = hej;Uneji
from which (3.4) follows. Now notice that
Ãjj(n) = hj;Unji = (Un)jj =
X
j1;:::;jn¡1
Ujj1Uj1j2 :::Ujn¡1j
where the sum is extended to the set Fn(S) of all functions
¼ : f1;:::;n ¡ 1g ! S ; n ¸ 2
Now, denoting for k = 1;:::;n,
Fn;k(S) := f¼ 2 Fn(S) : ¼(k) = j ; ¼(h) 6= j ; h < kg
one has
Fn(S) =
n [
k=1
Fn;k(S)ALMOST ANY STATE OF ANY AMPLITUDE MARKOV... 447
and the union is disjoint. Therefore
Ãjj(n) =
n X
k=1
X
(j1;:::;jn¡1)2Fn;k(S)
Ujj1 ¢¢¢Ujn¡1j
=
n X
k=1
0
B
@
X
(j1;:::;jk¡1)
jh6=j
Ujj1 ¢¢¢Ujk¡1j
1
C
A
X
(jk+1;:::;jn¡1)
Ujjk+1 ¢¢¢Ujn¡1j
=
n X
k=1
Ã(k;j;j)Ãjj(n ¡ k): (3.8)
The recurrence formula (3.8) implies that
Ãj(z) =
1 X
n=1
Ãjj(n) ¢ zn =
1 X
n=1
"
n X
k=1
Ã(k;j;j)Ãjj(n ¡ k)
#
zn =
= Ã(1;j;j)z
+ Ã(1;j;j)Ãjj(1) ¢ z2 + Ã(2;j;j) ¢ z2 +
+ Ã(1;j;j)Ãjj(2) ¢ z3 + Ã(2;j;j) ¢ Ãjj(1) ¢ z3 + Ã(3;j;j)z3 +
. . .
+ Ã(1;j;j)Ãjj(n ¡ 1)zn + Ã(2;j;j)Ãjj(n ¡ 2) ¢ zn + ¢¢¢ + Ã(n;j;j)zn
+ ¢¢¢
= Ã(1;j;j) ¢ z
"
1 +
1 X
n=1
Ãjj(n)zn
#
+ Ã(2;j;j) ¢ z2
"
1 +
1 X
n=1
Ãjj(n) ¢ zn
#
+ ¢¢¢
=
1 X
k=1
Ã(k;j;j) ¢ zk ¢ [1 + Ãj(z)]
= ½j(z) ¢ [1 + Ãj(z)]:
So that
Ãj(z) = ½j(z) ¢ [1 + Ãj(z)]: (3.9)
In particular we see that either Ãj(z) or ½j(z) can be zero if and only if Ãj(z) and
½j(z) are both is identically zero. From now on we exclude this case.
Since we know that both ½j(z) and Ãj(z) are analytic functions in jzj < 1, it
follows that Ãj(z) can never be equal to ¡1. Therefore (3.9) is equivalent to (3.6)
and this proves the statement. ¤
De¯nition 3.3. In the above notations the return probability to the state ej for
the dynamics U is de¯ned by
PU(j) := lim
s"1
¯
¯ ¯ ¯
Ãj(s)
1 + Ãj(s)
¯
¯ ¯ ¯
2
: (3.10)448 LUIGI ACCARDI AND HIROMICHI OHNO
The corresponding return amplitude is de¯ned by
½(j) := lim
s"1
Ãj(s)
1 + Ãj(s)
= lim
s"1
½j(s): (3.11)
Remark. It is not obvious from the de¯nition that, if the limit (3.10) (resp. (3.11))
exists, then it de¯nes a probability, i.e. PU(j) 2 [0;1], (resp. an amplitude, i.e.
j½(j)j · 1). In the following we will prove that this is indeed the case.
In both cases the de¯nition is meant in the sense that, if the limit on the right
hand side exists, then the objects on the left hand side are well de¯ned.
De¯nition 3.4. A state j is called:
(1) recurrent if pU(j) = 1.
(2) non recurrent if pU(j) < 1.
(3) strictly null if Ãjj(n) = 0. for each n 2 N ; n ¸ 1.
(4) null if Ãjj(n) ! 0 as n ! 1.
(5) non null if Ãjj(n) 6! 0 as n ! 1.
(6) periodic if 1 6= dj < 1, where
dj := MCDfn : Ã(n;j;j) 6= 0g:
If U has a ¯xed point except 0, that is, the point spectrum of U contains 1,
then we can de¯ne the non-zero Hilbert subspace
H¯x = f» 2 HjU» = »g = P1H;
where P1 is the spectral projection of U at 1. We put H = H¯x © H0, where H0
is the orthogonal space of H¯x. Then 1¡U is injective on H0 and we can restrict
our attention to the (possibly unbounded) operator (1 ¡ U)¡1 on H0 because all
vectors in H¯x are clearly recurrent.
4. Classi¯cation of states
Lemma 4.1. If U has discrete spectrum then it does not admit strictly null states.
Proof. Let us represent U in the form
U =
X
j
eiµjjejihejj:
Then, for any unit vector » 2 H, we have
h»;Un»i =
X
j
h»;ejihej;»ieinµj =
X
j
jh»;ejij2einµj:
Let us denote
fj := jh»;ejij2 ¸ 0:
One has: X
j
fj = 1: (4.1)ALMOST ANY STATE OF ANY AMPLITUDE MARKOV... 449
Therefore, if » is strictly null, then for any s 2 (0;1):
0 =
1 X
n=1
X
j
fjeinµjsn =
X
j
fj
1 X
n=1
einµjsn =
X
j
fj
eiµjs
1 ¡ seiµj
=
X
j
fjs
cosµj ¡ s
(1 ¡ s)2 + 2s(1 ¡ cosµj)
+ i
X
j
fjs
sinµj
(1 ¡ s)2 + 2s(1 ¡ cosµj)
(4.2)
In particular the real part must be zero and, since s 2 (0;1), this implies that each
fj = 0, contradicting (4.1). Thus no strictly null state can exist. ¤
Remark. The assumption that U has discrete spectrum is essential. If U is the
one{sided shift with respect. To the orthonormal basis (ej)j2Z of H, then
hej;Uneji = hej;ej+ni = 0 ; 8n ¸ 1
hence any vector ej is strictly null.
Theorem 4.2. If ej is in the domain of (1 ¡ U)¡1, then the limit (3.11) exists,
i.e. the return amplitude to j is well de¯ned. Moreover the corresponding return
probability is
j½(j)j2 = 1;
i.e. the state ej is recurrent.
Proof. Introduce the spectral decomposition of U:
U =
Z 2¼
0
eiµE(dµ)
and notice that, for µ 6=;0;2¼, one has:
1
1 ¡ eiµ =
1 ¡ e¡iµ
j1 ¡ e¡iµj2 =
(1 ¡ cosµ) + isinµ
2(1 ¡ cosµ)
=
1
2
+
i
2
sinµ
1 ¡ cosµ
=
1
2
+
i
2
cotgµ=2:
De¯ning the operator
H :=
Z 2¼
0
µE(dµ);
we write the operator
1
1 ¡ U
=
Z
1
1 ¡ eiµ E(dµ)
=
1
2
Z 2¼
0
E(dµ) +
i
2
Z 2¼
0
cotg (µ=2)E(dµ)
=
1
2
+
i
2
cotg (H=2)
on the domain of (1 ¡ U)¡1.450 LUIGI ACCARDI AND HIROMICHI OHNO
This implies that, whenever ej is in the domain of (1 ¡ U)¡1 the quantity
Ãj(1) = ¡1 + hej;(1 ¡ U)¡1eji = ¡
1
2
+
i
2
hj;cotg(H=2)ji (4.3)
is well de¯ned for all ej in the domain of (1 ¡ U)¡1 and the above equality holds.
Moreover if ej is in this domain, then
lim
s"1
Ãj(s) =: Ãj(1) (4.4)
always exists and because of (4.3), satis¯es
Re Ãj(1) = ¡
1
2
:
Therefore also the limit
½(j) = lim
s"1
½j(s) = lim
s"1
X
n¸1
Ã(n;j;j) ¢ sn =
X
n
Ã(n;j;j)
exists and, by Lemma 1, satis¯es j½(j)j = j½j(1)j = 1. ¤
Corollary 4.3. If H is ¯nite dimensional, then any state » is recurrent.
Proof. If » 2 H¯x, then it is recurrent. If » 2 H0, then it is in the domain of
(1 ¡ U)¡1 and the thesis follows from theorem 4.2.
If » = ®»¯x + ¯»0 with ®;¯ 6= 0, »¯x 2 H¯xnf0g and »0 2 H0, then we have
j
1 X
n=1
h»;snUn»ij = j
1 X
n=1
j®j2h»¯x;snUn»¯xi + j¯j2h»0;snUn»0ij
= jj®j2 1
1 ¡ s
+ j¯j2h»0;(1 ¡ U)¡1»0ij ! 1
as s " 1. This implies that » is recurrent. ¤
Remark. We have already proved that, if ej belongs to the domain of (1 ¡ U)¡1
then it is recurrent.
Now we are interested in the case when ej is not in the domain of (1 ¡ U)¡1.
This means that the integral
Z 2¼
0
(cotgµ=2)¹j(dµ) (4.5)
is either §1 or it does not exist, where ¹j(dµ) = hej;E(dµ)eji.
The following considerations show that a large class of states, which are not in
the domain of (1 ¡ U)¡1, is recurrent. This is in some sense expected because a
state not in the domain of (1 ¡ U)¡1 is "almost" a ¯xed point of U.
The main remark needed to prove this is that, if a state ej is not in the domain
of (1 ¡ U)¡1, but
lim
s"1
jÃj(s)j = lim
s"1
¯ ¯ ¯ ¯hej;
sU
1 ¡ sU
eji
¯ ¯ ¯ ¯ = +1 (4.6)ALMOST ANY STATE OF ANY AMPLITUDE MARKOV... 451
in the sense that the limit exists and the equality holds, then
lim
s"1
j½j(s)j = lim
s"1
¯ ¯ ¯ ¯
Ãj(s)
1 + Ãj(s)
¯ ¯ ¯ ¯ = lim
s"1
¯ ¯ ¯ ¯
1
1 + 1=Ãj(s)
¯ ¯ ¯ ¯ = 1 (4.7)
and this means the state ej is recurrent.
Remark. The following arguments show that the only case when the state ej may
not be recurrent is when the spectral measure ¹j is such that the integrals
Z 2(¼¡")
2"
cotgµ=2¹j(dµ)
are strongly oscillating as " # 0.
Theorem 4.4. If the integral (4.5) is either +1 or ¡1 then the state ej is
recurrent.
Proof. First we get the identity:
1
1 ¡ seiµ =
1 ¡ se¡iµ
j1 ¡ seiµj2 =
1 ¡ scosµ + issinµ
j(1 ¡ scosµ) ¡ issinµj2
=
1 ¡ scosµ + issinµ
1 + s2 cos2 µ ¡ 2scosµ + s2 sin
2 µ
=
1 ¡ scosµ + issinµ
1 + s2 ¡ 2scosµ
=
1 ¡ scosµ
1 + s2 ¡ 2scosµ
+
issinµ
1 + s2 ¡ 2scosµ
: (4.8)
We only consider the imaginary part. As s " 1, the function
ssinµ
1 + s2 ¡ 2scosµ
=
sinµ
1+s2
s ¡ 2cosµ
=: Ij(s;µ) (4.9)
is monotone either decreasing or increasing for ¯xed µ (according to the sign of
sinµ). Indeed, the function 1+s
2
s is decreasing on s 2 (0;1). Moreover, as s " 1,
Ij(s;µ) converges to
sinµ
2(1 + cosµ)
=
1
2
cotg(µ=2):
If (4.5) is +1 then the negative part of the integral must be ¯nite. Therefore,
by the above remark, it will go to +1 monotonically increasing. Therefore we can
apply Beppo Levi's monotone convergence theorem to (4.9) and conclude that
lim
s"1
Im (Ãj(s)) = +1; (4.10)
and this implies ej is recurrent. A similar argument can be applied if (4.5) is
¡1. ¤
Remark. It remains the case when the integral (4.5) does not exist. Even in this
case the limit
lim
s"1
Ãj(s) =: Ij (4.11)
may exist (cf. Lemma 4.5 below). If this happens and the real part of (4.8)
convergences to 1=2, one has
lim
s"1
Ãj(s)
1 + Ãj
=
¡1=2 + iIj
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and the state ej is recurrent.
Lemma 4.5. If the spectral measure ¹j(dµ) has a C1{density p(µ) with respect to
the Lebesgue measure satisfying
p(2¼) = p(0) ; (4.12)
then the limit (4.11) exists.
Proof. In the notation (4.9) one has, for any 0 < " < ¼=4:
Im (Ãj(s)) =
Z 2¼
0
Ij(s;µ)pj(µ)dµ
=
Z "
0
Ij(s;µ)pj(µ)dµ +
Z 2¼¡"
"
Ij(s;µ)pj(µ)dµ
+
Z 2¼
2¼¡"
Ij(s;µ)pj(µ)dµ
for ¯xed " 2 (0;¼=4) the integrand of the middle term is bounded by a constant
uniformly in s. Therefore, since ¹j is a bounded measure, the limit of the middle
term as s " 1 exists and is equal to
Z 2¼¡"
"
cotµ=2¹j(dµ):
The density p can be extended to R by 2¼{periodicity and condition (4.12) implies
that this extension, still denoted p, is continuous.
Moreover, since p is C1 in [0;2¼], this extension is left and right di®erentiable
at zero. With these notations, using the 2¼{periodicity of Ij(s;µ) and of p and
with the change of variables µ ! µ ¡ 2¼ becomes, and (4.12), we have
Z 2¼
2¼¡"
Ij(s;µ)pj(µ)dµ =
Z 0
¡"
Ij(s;µ)p(µ)dµ:
Therefore, since Ij(s;¡µ) = ¡Ij(s;µ):
Z "
0
Ij(s;µ)pj(µ)dµ +
Z 2¼
2¼¡"
Ij(s;µ)pj(µ)dµ
=
Z "
0
Ij(s;µ)p(µ)dµ +
Z 0
¡"
Ij(s;µ)p(µ)dµ
=
Z "
0
Ij(s;µ)[p(µ) ¡ p(¡µ)]dµ: (4.13)
As s " 1 the integrand converges to
cosµ=2
sinµ=2
[p(µ) ¡ p(¡µ)]
which is integrable in (0;") because the function p(µ)¡p(¡µ) continuous and left
and right di®erentiable at zero. Therefore the limit (4.13), as s " 1, exists by
dominated convergence. ¤ALMOST ANY STATE OF ANY AMPLITUDE MARKOV... 453
Remark. If U is the one{sided shift with respect to the orthonormal basis (ej)j2Z
of H, then
hej;Uneji = hej;ej+ni = 0 ; 8n ¸ 1
hence any state ej is non recurrent.
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JapanTHE CHARACTERIZATION OF A CLASS OF PROBABILITY
MEASURES BY MULTIPLICATIVE RENORMALIZATION
IZUMI KUBO, HUI-HSIUNG KUO, AND SUAT NAMLI
Abstract. We use the multiplicative renormalization method to characterize
a class of probability measures on R determined by ﬁve parameters. This
class of probability measures contains the arcsine and the Wigner semi-circle
distributions (the vacuum distributions of the ﬁeld operators of interacting
Fock spaces related to the Anderson model), as well as new nonsymmetric
distributions. The corresponding orthogonal polynomials and Jacobi–Szeg¨ o
parameters are derived from the orthogonal-polynomial generating functions.
These orthogonal polynomials can be expressed in terms of the Chebyshev
polynomials of the second kind.
1. Introduction
Let   be a probability measure on R with ﬁnite moments of all orders and not
being supported by a ﬁnite set. Then we can apply the Gram-Schmidt process to
the sequence {xn}∞
n=0 to obtain an orthogonal sequence {Pn(x)}∞
n=0 in L2(R, )
such that P0(x) = 1 and Pn(x) is a polynomial of degree n with leading coeﬃcient
1. It is well known that this sequence Pn(x),n ≥ 0, of orthogonal polynomials
satisﬁes the recursion formula
(x − αn)Pn(x) = Pn+1(x) + ωn−1Pn−1(x), n ≥ 0, (1.1)
where ω−1 = P−1 = 0 by convention. The constants αn,ωn,n ≥ 0, are called the
Jacobi–Szeg¨ o parameters of the probability measure  .
Here is a natural question: Given such a probability measure   on R, how
can one derive the associated orthogonal polynomials {Pn} and the Jacobi–Szeg¨ o
parameters {αn,ωn}?
In a series of papers [8] [9] [10] [11] [12], Asai, Kubo, and Kuo have introduced
the multiplicative renormalization method (to be brieﬂy described in Section 2)
to provide an answer to this question. This method starts with a function h(x)
to derive a generating function ψ(t,x) which can then be used to produce the
orthogonal polynomials {Pn(x)} and the Jacobi–Szeg¨ o parameters {αn,ωn}. Two
types of functions h(x) = ex and h(x) = (1 − x)c have been used to derive the
classical orthogonal polynomials. This leads to the interesting problem:
“Suppose a function h(x) is ﬁxed. Find all probability measures for which the
multiplicative renormalization method can be applied for the function h(x).”
2000 Mathematics Subject Classiﬁcation. Primary 33C45, 60E05; Secondary 33D45, 44A15.
Key words and phrases. Multiplicative renormalization, orthogonal polynomials, Jacobi–
Szeg¨ o parameters, OP-generating function, MRM-applicability, Hilbert transform, Chebyshev
polynomials, Dirac delta measure.
455456 IZUMI KUBO, HUI-HSIUNG KUO, AND SUAT NAMLI
Kubo [16] has solved this problem for the case h(x) = ex. The resulting class
of probability measures coincides with the Meixner class [1][19].
The purpose of the present paper is to solve the above problem for the case
h(x) = (1−x)−1. The resulting class of probability measures contains the arcsine
distribution, Wigner semi-circle distribution (the vacuum distributions related to
the Anderson model [6] [14] [18]), the probability measures given by Bo˙ zejko and
Bryc [13], and those new distributions in [17].
The results in this paper are somewhat related to those in a recent paper [7],
which deals with the noncommutative case. In the paper [7] Anshelevich has
used the resolvent-type generating function to derive the associated orthogonal
polynomials. His generating function is diﬀerent from our OP-generating function
(see Deﬁnition 2.1). Moreover, he does not address the issues of Jacobi–Szeg¨ o
parameters and the corresponding probability measures.
2. Multiplicative renormalization method
In this section we brieﬂy describe the multiplicative renormalization method.
Let   be a probability measure as speciﬁed in Section 1. For convenience, we
introduce the following term.
Deﬁnition 2.1. An orthogonal polynomial generating (OP-generating) function
for   is a function of the form
ψ(t,x) =
∞  
n=0
cnPn(x)tn, (2.1)
where Pn’s are the orthogonal polynomials given by Equation (1.1) and cn  = 0.
To ﬁnd an OP-generating function for  , we start with a function h(x) on R
and deﬁne the functions:
θ(t) =
 
R
h(tx)d (x), (2.2)
  θ(t,s) =
 
R
h(tx)h(sx)d (x), (2.3)
which are assumed to have power series expansion at the origin.
The next theorem gives a method, called multiplicative renormalization method,
to ﬁnd OP-generating functions for  .
Theorem 2.2. ([8][10]) Assume that ρ(t) has a power series expansion at 0 with
ρ(0) = 0 and ρ′(0)  = 0. Then the function
Θρ(t,s) =
  θ
 
ρ(t),ρ(s)
 
θ
 
ρ(t)
 
θ
 
ρ(s)
  (2.4)
is a function of the product ts if and only if the multiplicative renormalization
ψ(t,x) =
h
 
ρ(t)x
 
θ
 
ρ(t)
  (2.5)
is an OP-generating function for  .CHARACTERIZATION OF A CLASS OF PROBABILITY MEASURES 457
Below are some examples:
  h(x) θ(t) ρ(t) ψ(t,x)
Gaussian
N(0,σ2) ex e
1
2σ
2t
2
t etx− 1
2σ
2t
2
Poisson
Poi(λ) ex eλ(e
t−1) ln(1 + t) e−λt(1 + t)x
gamma
Γ(α) ex 1
(1−t)α
t
1+t (1 + t)−αe
tx
1+t
uniform
on [−1,1]
1 √
1−x
2 √
1+t+
√
1−t
2t
1+t2
1 √
1−2tx+t2
arcsine
on[−1,1]
1
1−x
1 √
1−t2
2t
1+t2
1−t
2
1−2tx+t2
semi–circle
on[−1,1]
1
1−x
2
1+
√
1−t2
2t
1+t2
1
1−2tx+t2
beta on [−1,1]
β > −1
2,β  = 0
1
(1−x)β
2
β
(1+
√
1−t2)β
2t
1+t2
1
(1−2tx+t2)β
negative binomial
r > 0,0 < q < 1 ex (1−q)
r
(1−qet)r ln 1+t
1+qt (1 + t)x(1 + qt)−x−r
stochastic
area ex sect tan−1 t e
x tan−1 t
√
1+t2
For convenience, we make the following deﬁnition.
Deﬁnition 2.3. A probability measure   is said to be MRM-applicable for a
function h(x) if there exists a function ρ(t) having a power series expansion at 0
with ρ(0) = 0 and ρ′(0)  = 0 such that the function ψ(t,x) given by Equation (2.5)
is an OP-generating function for  , or equivalently, the function Θρ(t,s) given by
Equation (2.4) is a function of ts.
For example, from the above chart, we see that the Gaussian, Poisson, gamma,
negative binomial, and stochastic area distributions are all MRM-applicable for
the same function h(x) = ex. Moreover, the arcsine and semi-circle distributions
are MRM-applicable for the same function h(x) = (1 − x)−1.
Suppose we have an OP-generating function ψ(t,x) for  , then we can expand it
as a power series in t to obtain the orthogonal polynomials Pn(x) and the constants
cn. Then we can use the following equalities (see Theorem 2.6 in [10]) to ﬁnd the
Jacobi–Szeg¨ o parameters {αn,ωn}:
 
R
ψ(t,x)2 d (x) =
∞  
n=0
c2
nλnt2n, (2.6)
 
R
xψ(t,x)2 d (x) =
∞  
n=0
 
c2
nαnλnt2n + 2cncn−1λnt2n−1 
, (2.7)
where c−1 = 0 by convention and λ0 = 1, λn = ω0ω1    ωn−1, n ≥ 1. Note that
we have ωn =
λn+1
λn , n ≥ 0.458 IZUMI KUBO, HUI-HSIUNG KUO, AND SUAT NAMLI
As mentioned above, we can expand ψ(t,x) as a power series in t to ﬁnd the
constants cn. But it is often easier to use the next lemma.
Lemma 2.4. Let   be MRM-applicable for a function h(x). Then the constants
cn’s in Equation (2.1) are given by
cn =
h(n)(0)ρ′(0)n
n!h(0)
, n ≥ 0, (2.8)
where ρ(t) is the function speciﬁed by Equation (2.5).
Proof. By Equations (2.1) and (2.5), we have
h
 
ρ(t)x
 
= θ
 
ρ(t)
 
∞  
n=0
cnPn(x)tn.
Diﬀerentiate this equation n times and then evaluate at t = 0 to get
h(n)(0)ρ′(0)nxn +     = θ(0)n!cnPn(x),
which yields the value of cn as given by Equation (2.8) since θ(0) = h(0)  = 0. ¤
3. Derivation of OP-generating functions
From now on, we ﬁx the function h(x) = 1
1−x. The corresponding function θ(t)
deﬁned by Equation (2.2) is given by
θ(t) =
 
R
1
1 − tx
d (x). (3.1)
Since θ(t) has a power series expansion at 0, the support S  of   must be bounded.
Thus θ(t) is analytic if 1
t / ∈S . Use the identity 1
(1−tx)(1−sx) = 1
t−s( t
1−tx − s
1−sx)
to write the function   θ(t,s) in Equation (2.3) as
  θ(t,s) =
 
R
1
(1 − tx)(1 − sx)
d (x) =
1
t − s
 
tθ(t) − sθ(s)
 
, t  = s, (3.2)
and   θ(t,t) can be easily checked to equal θ(t) + tθ′(t).
Lemma 3.1. Assume that the function θ(t) in Equation (3.1) has a power series
expansion at 0 and ρ(t) is a function having a power series expansion at 0 with
ρ(0) = 0 and ρ′(0)  = 0 such that the function
Θρ(t,s) =
  θ
 
ρ(t),ρ(s)
 
θ
 
ρ(t)
 
θ
 
ρ(s)
  (3.3)
is a function J(ts) of the product ts with J′(0)  = 0 and J′′(0)  = 0. Then ρ(t) and
θ(ρ(t)) must be given by
ρ(t) =
2t
α + 2βt + γt2, (3.4)
θ
 
ρ(t)
 
=
1
1 − (b + at)ρ(t)
, (3.5)
where α,β,γ,b, and a are constants.CHARACTERIZATION OF A CLASS OF PROBABILITY MEASURES 459
Remark 3.2. From the proof below, α  = 0. It will follow from Equation (4.2) that
a  = 0 and γ  = 0 because   is assumed to have inﬁnite support.
Proof. By assumption Θρ(t,s) = J(ts). Then by Equations (3.2) and (3.3),
J(ts) =
1
ρ(t) − ρ(s)
 
ρ(t)
θ
 
ρ(s)
  −
ρ(s)
θ
 
ρ(t)
 
 
. (3.6)
Diﬀerentiate this equation with respect to s to get
tJ′(ts) =
ρ′(s)
 
ρ(t) − ρ(s)
 2
 
ρ(t)
θ
 
ρ(s)
  −
ρ(s)
θ
 
ρ(t)
 
 
+
1
ρ(t) − ρ(s)
 
−ρ(t)θ′ 
ρ(s)
 
ρ′(s)
θ
 
ρ(s)
 2 −
ρ′(s)
θ
 
ρ(t)
 
 
. (3.7)
Put s = 0 and note that θ(0) = 1 to obtain
tJ′(0) =
ρ′(0)
ρ(t)
− θ′(0)ρ′(0) −
ρ′(0)
ρ(t)θ
 
ρ(t)
 ,
which can be solved for θ
 
ρ(t)
 
,
θ
 
ρ(t)
 
=
1
1 − (b + at)ρ(t)
,
where b = θ′(0) and a = J′(0)/ρ′(0). Thus Equation (3.5) is proved. Diﬀerentiate
both sides of this equation to get θ′ 
ρ(t)
 
ρ′(t). Then put θ
 
ρ(t)
 
and θ′ 
ρ(t)
 
ρ′(t)
into Equation (3.7) to show that
tJ′(ts) =
ρ′(s)
 
ρ(t) − ρ(s)
 2
 
ρ(t) − ρ(s) + a(t − s)ρ(t)ρ(s)
 
−
1
ρ(t) − ρ(s)
 
aρ(t)ρ(s) + ρ′(s) + a(s − t)ρ(t)ρ′(s)
 
.
Finally, diﬀerentiate both sides of this equation with respect to s (straightforward,
but very tedious) and then put s = 0 to get
t2J′′(0) = 2aρ′(0)
t
ρ(t)
+ aρ′′(0)t − 2aρ′(0),
which yields the function
ρ(t) =
2t
α + 2βt + γt2,
where α = 2
ρ′(0),β = −
ρ
′′(0)
2ρ′(0)2, and γ =
J
′′(0)
J′(0)ρ′(0). This proves Equation (3.4). ¤
Theorem 3.3. Let   be a probability measure on R with the associated functions
θ(t) and ρ(t) satisfying the assumption in Lemma 3.1. Then   is MRM-applicable
for h(x) = 1
1−x and has an OP-generating function given by
ψ(t,x) =
1 − (b + at)ρ(t)
1 − ρ(t)x
=
α + 2(β − b)t + (γ − 2a)t2
α − 2t(x − β) + γt2 , (3.8)460 IZUMI KUBO, HUI-HSIUNG KUO, AND SUAT NAMLI
which satisﬁes the equalities:
 
R
ψ(t,x)2 d (x) = 1 +
2at2
α − γt2, (3.9)
 
R
xψ(t,x)2 d (x) = b + 2at
α + βt
α − γt2, (3.10)
where ρ(t),α,β,γ,a, and b are given by Equations (3.4) and (3.5).
Proof. Put Equations (3.2), (3.4), and (3.5) into Equation (3.3) to derive
Θρ(t,s) = 1 +
2ats
α − γts
. (3.11)
This shows that Θρ(t,s) is a function of ts. Thus by Theorem 2.2 the probability
measure   is MRM-applicable for the function h(x) = 1
1−x and
ψ(t,x) =
h
 
ρ(t)x
 
θ
 
ρ(t)
  =
1 − (b + at)ρ(t)
1 − ρ(t)x
(3.12)
is an OP-generating function for  . Next observe that
 
R
ψ(t,x)2 d (x) =
 
R
h
 
ρ(t)x
 2
θ
 
ρ(t)
 2 d (x) =
  θ
 
ρ(t),ρ(t)
 
θ
 
ρ(t)
 2 = Θρ(t,t).
Then apply Equation (3.11) with s = t to get Equation (3.9). Note that
 
R
xψ(t,x)2 d (x) =
 
1 − (b + at)ρ(t)
 2
ρ(t)
 
R
 
1
 
1 − ρ(t)x
 2 −
1
1 − ρ(t)x
 
d (x)
Hence we can use Equations (3.2), (3.4), and (3.5) to derive Equation (3.10). ¤
4. Jacobi–Szeg¨ o parameters and orthogonal polynomials
Let   be MRM-applicable for the function h(x) = 1
1−x. We now derive the
associated Jacobi–Szeg¨ o parameters {αn,ωn} and orthogonal polynomials {Pn}
as given by Equation (1.1).
First note that by Lemma 3.1, the associated functions ρ(t) and θ
 
ρ(t)
 
must be
given by Equations (3.4) and (3.5), respectively. Moreover, there are ﬁve constants
α,β,γ,b, and a in these two equations.
Theorem 4.1. Let   be MRM-applicable for the function h(x) = 1
1−x. Then the
Jacobi–Szeg¨ o parameters are given by
αn =
 
b, if n = 0,
β, if n ≥ 1,
(4.1)
ωn =



aα
2
, if n = 0,
αγ
4
, if n ≥ 1,
(4.2)
where α,β,γ,b, and a are given by Equations (3.4) and (3.5).CHARACTERIZATION OF A CLASS OF PROBABILITY MEASURES 461
Proof. First we can use Lemma 2.4 to ﬁnd that
cn =
 2
α
 n
, n ≥ 0. (4.3)
Then use Equations (2.6) and (3.9) to get the following equality:
1 +
2at2
α − γt2 =
∞  
n=0
c2
nλnt2n.
Expand the left-hand side as a power series in t and use Equation (4.3) to show
that λ0 = 1 and
λn =
aα
2
 αγ
4
 n−1
, n ≥ 1, (4.4)
which yields Equation (4.2) since ωn =
λn+1
λn , n ≥ 0. Next we can use Equations
(2.7) and (3.10) to get the equality:
b + 2at
α + βt
α − γt2 =
∞  
n=0
 
c2
nαnλnt2n + 2cncn−1λnt2n−1 
.
By expanding the left-hand side as a power series in t and then compare the
coeﬃcients of t2n, we obtain the values of αn’s as given by Equation (4.1). ¤
Recall that ωn = λn+1/λn and   has inﬁnite support. Hence ωn > 0 for all
n ≥ 0. Then by Equation (4.2), a,α, and γ must be of the same sign.
Theorem 4.2. Let   be MRM-applicable for the function h(x) = 1
1−x. Then the
associated orthogonal polynomials Pn are given by
Pn(x) =
 √
αγ
2
 n
Un
 x − β
√
αγ
 
+ (β − b)
 √
αγ
2
 n−1
Un−1
 x − β
√
αγ
 
+
α(γ − 2a)
4
 √
αγ
2
 n−2
Un−2
 x − β
√
αγ
 
, n ≥ 0, (4.5)
where U−2 = U−1 = 0 by convention, α,β,γ,b, and a are given by Equations (3.4)
and (3.5), and Un(x) are the Chebyshev polynomials of the second kind, i.e.,
Un(x) =
sin[(n + 1)cos−1 x]
sin(cos−1 x)
=
[n/2]  
k=0
(−1)k
 
n − k
k
 
2n−2kxn−2k, n ≥ 0.
Proof. From Equation (1.17) in [17], we have
1
1 − 2tx + t2 =
∞  
n=0
Un(x)tn,
Replace x by
x−β √
αγ and t by
  γ
α t to get
α
α − 2t(x − β) + γt2 =
∞  
n=0
  
γ
α
 n
Un
 x − β
√
αγ
 
tn. (4.6)
Now write the OP-generating function ψ(t,x) in Equation (3.8) as the sum
α
α − 2t(x − β) + γt2 +
2(β − b)t
α − 2t(x − β) + γt2 +
(γ − 2a)t2
α − 2t(x − β) + γt2462 IZUMI KUBO, HUI-HSIUNG KUO, AND SUAT NAMLI
and then use Equation (4.6) to obtain Equation (4.5). ¤
5. Derivation of probability measures (a special case)
Consider a probability measure   with density function f(x). Suppose   is
MRM-applicable for the function h(x) = 1
1−x. As pointed out in the beginning
of Section 3, the support S  of   is bounded and θ(t) is analytic for 1
t / ∈ S .
Moreover, θ(t) can be analytically extended to C \ S  and is essentially singular
on S . The Hilbert transform of f is given by
(Hf)(t) = p.v.
 
R
f(x)
π(t − x)
dx,
where and hereafter “p.v.
 
” denotes the principal value of an integral. Hence the
function (Hf)(t) can be analytically extended to C \ S  and
(Hf)(t) =
1
πt
θ
 1
t
 
, t ∈ R \ S ,
where the function θ(t) is deﬁned by Equation (3.1). Moreover, the extension   θ(t)
of θ(t) to R is given by
  θ(t) =
1
2
lim
ǫ→0
 
θ(t + iǫ) + θ(t − iǫ)
 
, t ∈ R. (5.1)
By the inverse Hilbert transform, we have
f(x) = p.v.
 
R
  θ(s)
π2(1 − xs)
ds. (5.2)
Now consider the special case with α = γ = 1 and β = 0 in Equation (3.4),
namely, ρ(t) is given as follows:
ρ(t) =
2t
1 + t2.
Let s = ρ(t) = 2t
1+t2. Then t = 1−
√
1−s2
s . Hence by Equation (3.5),
θ(s) =
1
1 − a − bs + a
√
1 − s2, |s| < 1.
Then by Equation (5.1) its extension   θ to R is given by
  θ(s) =

  
  
1
1 − a − bs + a
√
1 − s2, if |s| < 1,
1 − a − bs
(a2 + b2)s2 − 2b(1 − a)s + 1 − 2a
, if |s| ≥ 1.
(5.3)
This shows, in particular, that the support of   is [−1,1].
Lemma 5.1. The constants a and b satisfy the condition: a > 0, |b| ≤ 1 − a.
Proof. As pointed out in the paragraph prior to Theorem 4.2, the constants a,α,
and γ must be of the same sign. But we assume that α = γ = 1 in this section.
Hence a > 0. Moreover, note that the denominator 1 − a − bs + a
√
1 − s2 in
Equation (5.3) must be positive for |s| < 1. Hence its values at s = 1,−1 are
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Lemma 5.2. The following equality holds:
p.v.
 
R
  θ(s)
π2(1 − xs)
ds = L(x)
 
π
 
1 − x2 1(−1,1)(x)−(1−a−bx)
 
L1−L2
  
, (5.4)
where L(x),L1, and L2 are given by
L(x) =
a
π2 
a2 + b2 − 2b(1 − a)x + (1 − 2a)x2 , (5.5)
L1 = p.v.
  ∞
0
2
(1 − a − b)u2 + 2au + 1 − a + b
du,
L2 = p.v.
 
|s|>1
a
(a2 + b2)s2 − 2b(1 − a)s + 1 − 2a
ds.
Proof. Use Equation (5.3) to write p.v.
 
R
e θ(s)
π2(1−xs) ds as the sum of the following
two integrals:
I1 = p.v.
  1
−1
1
π2(1 − xs)(1 − a − bs + a
√
1 − s2)
ds,
I2 = p.v.
 
|s|>1
1 − a − bs
π2(1 − xs)
 
(a2 + b2)s2 − 2b(1 − a)s + 1 − 2a
  ds.
For the integral I1, let u =
 
1+s
1−s and then use the integral formulas in Section 8
to derive the equality
I1 = L(x)
 
π
 
1 − x2 1(−1,1)(x) +
1
a
 
(1 − a)x − b
 
ln
     
(1 + x)(1 − a − b)
(1 − x)(1 − a + b)
     
− p.v.
  ∞
0
2(1 − a − bx)
(1 − a − b)u2 + 2au + 1 − a + b
du
 
,
where L(x) is given by Equation (5.5). Similarly, we can use the integral formulas
in Section 8 to show that
I2 = L(x)
 
−
1
a
 
(1 − a)x − b
 
ln
     
(1 + x)(1 − a − b)
(1 − x)(1 − a + b)
     
+ p.v.
 
|s|>1
a(1 − a − bx)
(a2 + b2)s2 − 2b(1 − a)s + 1 − 2a
ds
 
.
Finally, sum up I1 and I2 to obtain Equation (5.4). ¤
Theorem 5.3. Let   be a probability measure with density function f(x). Then
  is MRM-applicable for h(x) = 1
1−x with ρ(t) = 2t
1+t2 if and only if its density
function f(x) is given by
f(x) =

 
 
a
√
1 − x2
π
 
a2 + b2 − 2b(1 − a)x + (1 − 2a)x2 , if |x| < 1,
0, otherwise,
(5.6)
where a > 0 and |b| ≤ 1 − a. Moreover, the resulting OP-generating function is
ψ(t,x) =
1 − 2bt + (1 − 2a)t2
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Proof. Suppose d  = f(x)dx is MRM-applicable for h(x) = 1
1−x with ρ(t) = 2t
1+t2.
Then f(x) is given by Equation (5.2). Thus by Lemma 5.2 we only need to show
that L1 = L2 in order to obtain Equation (5.6). Consider the following three cases
and use the integral formulas in Section 8 to evaluate the integrals L1 and L2 in
Lemma 5.2.
Case 1. For a > 0, b2 + 2a < 1, we have
L1 = L2 =

   
   
1
√
1 − 2a − b2
 
π − tan−1 2a
√
1 − 2a − b2
1 − 2a − a2 − b2
 
, if 2a + a2 + b2 < 1,
1
√
1 − 2a − b2
 
− tan−1 2a
√
1 − 2a − b2
1 − 2a − a2 − b2
 
, if 2a + a2 + b2 > 1.
Case 2. For a > 0, b2 + 2a > 1, |b| ≤ 1 − a, we have
L1 = L2 =
1
√
b2 + 2a − 1
ln
     
a −
√
b2 + 2a − 1
a +
√
b2 + 2a − 1
     .
Case 3. For a > 0, b2 + 2a = 1, we have
L1 = L2 =
2
a
.
Conversely, consider the function f(x) deﬁned by Equation (5.6). Note that
a2 + b2 − 2b(1 − a)x + (1 − 2a)x2 = a2(1 − x2) +
 
b − (1 − a)x
 2
.
Hence f(x) is nonnegative. We can rewrite f(x) as
f(x) = W0
√
1 − x2
π(1 − px)(1 − qx)
, (5.7)
where X0, p, and q are given by
W0 =
a
a2 + b2,
p =
b(1 − a) + a
√
b2 + 2a − 1
a2 + b2 ,
q =
b(1 − a) − a
√
b2 + 2a − 1
a2 + b2 .
Decompose f(x) as
f(x) =
W0
π(p − q)
 
p
√
1 − x2
1 − px
− q
√
1 − x2
1 − qx
 
and then use Formula 4 in Section 8 to show that
  1
−1 f(x)dx = 1. Hence f(x) is
a density function.
Next we compute θ(t) =
  1
−1
f(x)
1−tx dx. Decompose the integrand as
f(x)
1 − tx
=
W0
π
 
A
√
1 − x2
1 − tx
+ B
√
1 − x2
1 − px
+ C
√
1 − x2
1 − qx
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and again use Formula 4 in Section 8 to derive the equality
θ(t) =
1
1 − a − bt + a
√
1 − t2, |t| < 1.
Then use Equation (3.2) to ﬁnd
  θ(t,s) =
1 − a + a t+s
t
√
1−s2 +s
√
1−t2
(1 − a − bt + a
√
1 − t2)(1 − a − bs + a
√
1 − s2)
, |t|,|s| < 1.
Therefore, we have
  θ(t,s)
θ(t)θ(s)
= 1 − a + a
t + s
t
√
1 − s2 + s
√
1 − t2.
Observe that this function is independent of b. Thus by the proof of Lemma 2.3
in [17] (the case when b = 0), we can ﬁnd a function ρ(t) such that
Θρ(t,s) =
  θ
 
ρ(t),ρ(s)
 
θ
 
ρ(t)
 
θ
 
ρ(s)
  = 1 − a + a
ρ(t) + ρ(s)
ρ(t)
 
1 − ρ(s)2 + ρ(s)
 
1 − ρ(t)2
is a function of the product ts. Such a function is given by
ρ(t) =
2t
1 + t2.
Hence by Theorem 2.2 the probability measure d  = f(x)dx is MRM-applicable
for h(x) = 1
1−x and the resulting OP-generating function is given by
ψ(t,x) =
h
 
ρ(t)x
 
θ
 
ρ(t)
  =
1 − 2bt + (1 − 2a)t2
1 − 2tx + t2 .
This completes the proof of the theorem. ¤
6. Characterization of a class of probability measures
In this section we will characterize the class of probability measures that are
MRM-applicable for the function h(x) = 1
1−x. Let   be such a probability measure.
There are ﬁve parameters α,β,γ,b, and a in the associated functions ρ(t) and
θ
 
ρ(t)
 
in Equations (3.4) and (3.5), respectively.
The value of λn in Equation (4.4) implies that limn→∞ λ
−1/2n
n = 2/
√
αγ  = 0.
Hence
 ∞
n=1 λ
−1/2n
n = ∞. Thus by Theorem 1.11 in [20] the probability measure
  is uniquely determined by its moments. This implies, in view of Equation (3.5),
that   is the unique probability measure satisfying the equation
 
R
1
1 − ρ(t)x
d (x) =
1
1 − (b + at)ρ(t)
(6.1)
with ρ(t) = 2t
α+2βt+γt2. Recall that a,α, and γ are of the same sign, which without
loss of generality can be taken to be positive.
Make the following changes of variables and constants:
x =
√
αγ y + β, dν(y) = d (
√
αγ y + β), (6.2)
A =
a
γ
, B =
b − β
√
αγ
, t =
 
α
γ
z
1 +
√
1 − z2. (6.3)466 IZUMI KUBO, HUI-HSIUNG KUO, AND SUAT NAMLI
Then Equation (6.1) becomes the following equivalent equation
 
R
1
1 − zy
dν(y) =
1
1 − A − Bz + A
√
1 − z2, (6.4)
which holds for all small z. By replacing dν(y) with dν(−y), if necessary, we may
assume that B ≥ 0.
Theorem 6.1. Let A > 0 and B ≥ 0. Then the unique probability measure ν that
satisﬁes Equation (6.4) is given by
dν(y) = W0
 
1 − y2
π(1 − py)(1 − qy)
1(−1,1)(y)dy + W1 dδ 1
p(y) + W2 dδ 1
q(y), (6.5)
where dδr(y) denotes the Dirac delta measure at r and p, q, W0, W1, W2 are the
following numbers,
p =
B(1 − A) + A
√
B2 + 2A − 1
A2 + B2 , (6.6)
q =
B(1 − A) − A
√
B2 + 2A − 1
A2 + B2 , (6.7)
W0 =
A
A2 + B2,
W1 =
1 − A − pB − A
 
1 − p2
p(q − p)(A2 + B2)
,
W2 =
1 − A − qB − A
 
1 − q2
q(p − q)(A2 + B2)
.
Remark 6.2. Here are three important comments about this theorem.
(1) In view of Equations (5.7) and (6.5), and the numbers W0,p,q deﬁned
there and here, there might be some confusion. In fact, there is a crucial
diﬀerence between Theorems 5.3 and 6.1, namely, we do not assume the
condition |B| ≤ 1 − A, i.e., |b| ≤ 1 − a as in Theorem 5.3. This is the
reason for the occurrence of the Dirac delta measures in Equation (6.5).
(2) When B2 + 2A − 1 < 0, we have complex numbers p and q. But in this
case, W1 = W2 = 0. Hence   has a density function.
(3) When B2+2A−1 = 0, we have p = q. In this case, we use the convention
that W1 = W2 = 0. Hence   has a density function.
Proof. As pointed out above, a probability measure satisfying Equation (6.4) is
unique. Hence it suﬃces to show that ν as deﬁned by Equation (6.5) indeed
satisﬁes Equation (6.4). To this end, we deﬁne p and q by Equations (6.6) and
(6.7), respectively. Then we will ﬁnd W0,W1, and W2 for Equation (6.5) so that
the resulting ν is a probability measure satisfying Equation (6.4).
We have the partial fraction decomposition
1
(1 − zy)(1 − py)(1 − qy)
=
z2
(z − p)(z − q)
1
1 − zy
+
p2
(p − z)(p − q)
1
1 − py
+
q2
(q − z)(q − p)
1
1 − qy
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Then use Formula 4 in Section 8 to show that
 
R
1
1 − zy
dν(y)
= W0
 
1 −
√
1 − z2
(z − p)(z − q)
+
1 −
 
1 − p2
(p − z)(p − q)
+
1 −
 
1 − q2
(q − z)(q − p)
 
+ W1
p
p − z
+ W2
q
q − z
.
Moreover, it is easy to verify that
1
1 − A − Bz + A
√
1 − z2 =
1 − A − Bz − A
√
1 − z2
(A2 + B2)(z − p)(z − q)
.
Therefore, Equation (6.4) is equivalent to the following equation:
W0
 
1 −
√
1 − z2
(z − p)(z − q)
+
1 −
 
1 − p2
(p − z)(p − q)
+
1 −
 
1 − q2
(q − z)(q − p)
 
+ W1
p
p − z
+ W2
q
q − z
=
1 − A − Bz − A
√
1 − z2
(A2 + B2)(z − p)(z − q)
.
Multiply both sides by (A2 + B2)(z − p)(z − q) to get
(A2 + B2)W0
 
1 −
 
1 − z2 +
z − q
q − p
 
1 −
 
1 − p2  
+
z − p
p − q
 
1 −
 
1 − q2   
+ p(A2 + B2)W1(q − z) + q(A2 + B2)W2(p − z)
= 1 − A − Bz − A
 
1 − z2. (6.8)
Comparing the coeﬃcients of
√
1 − z2 yields that
W0 =
A
A2 + B2.
Put this value of W0 into Equation (6.8) to get rid of the terms involving
√
1 − z2.
Then put z = p and z = q to ﬁnd the values of W1 and W2, respectively,
W1 =
1 − A − pB − A
 
1 − p2
p(q − p)(A2 + B2)
, W2 =
1 − A − qB − A
 
1 − q2
q(p − q)(A2 + B2)
.
Moreover, with the above values of W0,W1,W2, it can be easily checked that
Equation (6.8) is an identity for all |z| ≤ 1. Thus ν deﬁned by Equation (6.5) is
the unique probability measure satisfying Equation (6.4). ¤
Next, we determine the values of W1 and W2 in terms of the parameters A and
B. We can easily derive the equalities:
p − q =
2A
√
B2 + 2A − 1
A2 + B2 ,
 
1 − p2 =
   A(1 − A) − B
√
B2 + 2A − 1
   
A2 + B2 ,
 
1 − q2 =
   A(1 − A) + B
√
B2 + 2A − 1
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Then use them to rewrite W1 and W2 as follows:
W1 =
   A(1 − A) − B
√
B2 + 2A − 1
    −
 
A(1 − A) − B
√
B2 + 2A − 1
 
2p(A2 + B2)
√
B2 + 2A − 1
,
W2 =
 
A(1 − A) + B
√
B2 + 2A − 1
 
−
   A(1 − A) + B
√
B2 + 2A − 1
   
2q(A2 + B2)
√
B2 + 2A − 1
.
Note that when 0 < A ≤ 1, we have W2 = 0. When 0 < A ≤ 1 and 0 ≤ B ≤ 1−A,
we have W1 = 0. In the cases: (1) 0 < A ≤ 1 and B > 1 − A and (2) A > 1, the
number inside the absolute value sign of W1 is a negative number. On the other
hand, when A > 1, it is easy to check that the number inside the absolute value
sign of W2 is negative if and only if B < A − 1. Therefore, the values of W1 and
W2 are given by the following chart.
Region W1 W2
0 < A ≤ 1
0 ≤ B ≤ 1 − A 0 0
0 < A ≤ 1
B > 1 − A
B
√
B2+2A−1−A(1−A)
A(B2+2A−1)+B(1−A)
√
B2+2A−1 0
1 < A
0 ≤ B ≤ A − 1
B
√
B2+2A−1−A(1−A)
A(B2+2A−1)+B(1−A)
√
B2+2A−1
A(A−1)−B
√
B2+2A−1
A(B2+2A−1)+B(A−1)
√
B2+2A−1
1 < A
B > A − 1
B
√
B2+2A−1−A(1−A)
A(B2+2A−1)+B(1−A)
√
B2+2A−1 0
Here are some examples for the various regions in the above chart.
Example 6.3. α = γ = 1, β = 0, a = 4
9, b = 1
3.
In this case, A = 4
9, B = 1
3 and   = ν. Then we can ﬁnd the values
p = q =
9
15
, W0 =
36
25
, W1 = W2 = 0.
Therefore, by Theorem 6.1 the probability measure   is given by
d (x) =
36
√
1 − x2
π(25 − 30x + 9x2)
1(−1,1)(x)dx.
Example 6.4. α = γ = 1, β = 0, a = 1
8, b = 1.
In this case, A = 1
8, B = 1,   = ν and we have the values
p =
12
13
, q =
4
5
, W0 =
8
65
, W1 =
5
6
, W2 = 0.
Therefore, by Theorem 6.1 the probability measure   is given by
d (x) =
8
√
1 − x2
π(13 − 12x)(5 − 4x)
1(−1,1)(x)dx +
5
6
dδ 13
12(x).
Example 6.5. α = γ = 1, β = 0, a = 8, b = 1.
In this case, A = 8, B = 1,   = ν and we have the following values
p =
5
13
, q = −
3
5
, W0 =
8
65
, W1 =
3
5
, W2 =
1
3
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Therefore, by Theorem 6.1 the probability measure   is given by
d (x) =
8
√
1 − x2
π(13 − 5x)(5 + 3x)
1(−1,1)(x)dx +
3
5
dδ 13
5 (x) +
1
3
dδ− 5
3(x).
Finally, we mention that the case B < 0 can be taken care of by replacing dν(y)
with dν(−y) as pointed out just before the statement of Theorem 6.1. As for the
general case, we simply use Equation (6.2) to derive   from ν. Thus   is obtained
from ν in Theorem 6.1 through translation, dilation, and reﬂection.
Example 6.6. α = 4, β = 3, γ = 2, a = 3, b = 7.
In this case, A = 3
2, B =
√
2, and we have the following values
p =
4
6 +
√
2
, q =
4
√
2 − 6
, W0 =
6
17
, W1 =
2 + 3
√
2
8
, W2 = 0.
Hence by Theorem 6.1 ν is given by
dν(y) =
6
 
1 − y2
π(17 + 4
√
2y − 8y2)
1(−1,1)(y)dy +
2 + 3
√
2
8
dδ 6+
√
2
4
(y).
Then make the change of variables x = 2
√
2y + 3 in Equation (6.2) to get
d (x) =
3
√
6x − 1 − x2
4π(2 + 8x − x2)
1(3−2
√
2,3+2
√
2)(x)dx +
2 + 3
√
2
8
dδ4+3
√
2(x).
7. Interacting Fock spaces
Let   be a probability measure and let {Pn(x), αn, ωn}∞
n=0 be the associated
orthogonal polynomials and Jacobi–Szeg¨ o parameters speciﬁed by Equation (1.1).
In the interacting Fock space given by  , we have the preservation operator A0,
annihilation operator A−, and creation operators A+ densely deﬁned by
A0Pn = αnPn, A−Pn = ωn−1Pn−1, A+Pn = Pn+1, n ≥ 0,
where ω−1 = P−1 = 0 by convention as in Equation (1.1). For more information,
see the paper by Accardi and Bo˙ zejko [2].
It has been shown in [3] [4] [5] that some properties of a probability measure can
be characterized by the preservation operator A0 and the commutator [A−,A+].
For the probability measure   in Theorem 4.1, we have
A0Pn =
 
bPn, if n = 0,
βPn, if n ≥ 1.
[A−,A+]Pn =

   
   
aα
2
Pn, if n = 0,
α
4
(γ − 2a)Pn, if n = 1,
0, if n ≥ 2.
Thus the class of probability measures determined by the parameters α,β,γ,a,
and b provides interesting examples for the paper [5].
The special case with α = γ = 1 and β = b = 0 has been studied in our previous
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ﬁeld operators for the interacting Fock spaces related to the Anderson model [6]
[14] [18]. Using a diﬀerent type of generating function, Lu [18] has derived these
symmetric probability measures. However, we do not know whether his method
can be used to derive our class of probability measures in this paper.
8. Appendix: integral formulas
In Section 5 we have used the following integral formulas. Here ξ,λ, and η are
real numbers.
1. ξ2 − λη < 0:
  ∞
0
1
λu2 − 2ξu + η
du =
1
 
λη − ξ2
 π
2
+ tan−1 ξ
 
λη − ξ2
 
  ∞
1
1
λu2 − 2ξu + η
du =
1
 
λη − ξ2
 π
2
− tan−1 λ − ξ
 
λη − ξ2
 
 
|u|>1
1
λu2 − 2ξu + η
du
=
1
 
λη − ξ2
 
π − tan−1 λ − ξ
 
λη − ξ2 − tan−1 λ + ξ
 
λη − ξ2
 
p.v.
 
|u|>1
u
λu2 − 2ξu + η
du =
1
2λ
ln
     
λ + 2ξ + η
λ − 2ξ + η
     
+
ξ
λ
 
λη − ξ2
 
π − tan−1 λ − ξ
 
λη − ξ2 − tan−1 λ + ξ
 
λη − ξ2
 
2. ξ2 − λη > 0:
p.v.
  ∞
0
1
λu2 − 2ξu + η
du =
1
2
 
ξ2 − λη
ln
     
ξ +
 
ξ2 − λη
ξ −
 
ξ2 − λη
     
p.v.
  ∞
1
1
λu2 − 2ξu + η
du =
1
2
 
ξ2 − λη
ln
     
λ − ξ +
 
ξ2 − λη
λ − ξ −
 
ξ2 − λη
     
p.v.
 
|u|>1
1
λu2 − 2ξu + η
du =
1
2
 
ξ2 − λη
ln
 
   
λ − η + 2
 
ξ2 − λη
λ − η − 2
 
ξ2 − λη
 
   
p.v.
 
|u|>1
u
λu2 − 2ξu + η
du =
1
2λ
ln
     
λ + 2ξ + η
λ − 2ξ + η
     
+
ξ
2λ
 
ξ2 − λη
ln
     
λ − η + 2
 
ξ2 − λη
λ − η − 2
 
ξ2 − λη
     
3. ξ2 − λη = 0
  ∞
0
1
λu2 − 2ξu + η
du = −
1
ξ
, if λξ < 0
  ∞
1
1
λu2 − 2ξu + η
du =
1
λ − ξ
, if
ξ
λ
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|u|>1
1
λu2 − 2ξu + η
du =
2λ
λ2 − ξ2, if ξ2 < λ2
p.v.
 
|u|>1
u
λu2 − 2ξu + η
du =
1
λ
ln
     
λ + ξ
λ − ξ
      +
2ξ
λ2 − ξ2
4. t ∈ R with |t| ≤ 1 or t ∈ C with Im(t)  = 0
  1
−1
√
1 − x2
1 − tx
dx =
π
t2
 
1 −
 
1 − t2  
,
where
√
z is taken to be the branch with −π
2 < arg
√
z ≤ π
2.
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E-mail address: namli@math.lsu.eduEXISTENCE AND UNIQUENESS OF SOLUTIONS TO THE
BACKWARD STOCHASTIC LORENZ SYSTEM
P. SUNDAR AND HONG YIN
Abstract. The backward stochastic Lorenz system is studied in this paper.
Suitable a priori estimates for adapted solutions of the backward stochastic
Lorenz system are obtained. The existence and uniqueness of solutions is
shown by the use of suitable truncations and approximations. The continuity
of the adapted solutions with respect to the terminal data is also established.
1. Introduction
In a celebrated work, Edward N. Lorenz introduced a nonlinear system of ordi-
nary di®erential equations describing °uid convection of nonperiodic °ows (Lorenz
[9]). The derivation of these equations is from a model of °uid °ow within a region
of uniform depth and with higher temperature at the bottom (Rayleigh [14]).
Lorenz introduced three time-dependent variables. The variable X is propor-
tional to the intensity of the convective motion, Y is proportional to the tempera-
ture di®erence between ascending and descending currents, and Z is proportional
to distortion of the vertical temperature pro¯le from linearity. The model consists
of the following three equations:
8
> <
> :
_ X = ¡aX + aY
_ Y = ¡XZ + bX ¡ Y
_ Z = XY ¡ cZ
(1.1)
where a is the Prandtl number, b is the temperature di®erence of the heated layer
and c is related to the size of the °uid cell. The numbers a, b, and c are all positive.
In the past 40 years, ranging from physics (Sparrow [17]) to physiology of the
human brain (Weiss [19]), Lorenz systems have been widely studied in many
areas for a variety of parameter values. Randomness has also been introduced
into Lorenz system and some properties of the forward system have been studied
(Schmalfu¼[16] and Keller [7]).
Let (­;F;fFtg;P) be a complete probability space on which a 3-dimensional
Wiener process fWtg is de¯ned, such that fFtgt¸0 is the natural ¯ltration of fWtg,
2000 Mathematics Subject Classi¯cation. 60H10, 34F05 76F35.
Key words and phrases. Backward stochastic Lorenz system, the It^ o formula, truncated sys-
tem, Gronwall inequality.
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augmented by all the P-null subsets of F. De¯ne a matrix A as follows:
A =
0
@
a ¡a 0
¡b 1 0
0 0 c
1
A
For any y =
¡ y1
y2
y3
¢
and ¹ y=
¡ ¹ y1
¹ y2
¹ y3
¢
in R3, we de¯ne an operator B as follows:
B(y; ¹ y) =
0
@
0
y1¹ y3
¡y1¹ y2
1
A
Then the backward stochastic Lorenz system corresponding to equation (1.1) is
given by the following terminal value problem:
(
dY (t) = ¡(AY (t) + B(Y (t);Y (t)))dt + Z(t)dW(t)
Y (T) = »
(1.2)
for t 2 [0;T] and » 2 L2
FT(­;R3). The integral form of the backward stochastic
Lorenz system is as follows:
Y (t) = » +
Z T
t
(AY (s) + B(Y (s);Y (s)))ds ¡
Z T
t
Z(s)dW(s):
The problem consists in ¯nding a pair of adapted solutions f(Y (t);Z(t))gt2[0;T].
De¯nition 1.1. A pair of processes (Y (t);Z(t)) 2 M[0;T] is called an adapted
solution of (1.2) if the following holds:
Y (t) = » +
Z T
t
(AY (s) + B(Y (s);Y (s)))ds ¡
Z T
t
Z(s)dW(s) 8t 2 [0;T];P-a.s.
Here M[0;T]= L2
F(­;C([0;T];R3)) £ L2
F(­;L2(0;T;R3£3)) and it is equipped
with the norm
kY (¢);Z(¢)kM[0;T] = fE( sup
0·t·T
jY (t)j2) + E
Z T
0
jZ(t)j2dtg
1
2:
It is worthwhile to emphasize that the solution pair f(Y (t);Z(t)) : t 2 [0;T]g is
required to be adapted to the forward ¯ltration fFt : t 2 [0;T]g, and Y (T) is
speci¯ed as an FT-measurable random variable where T is the terminal time. The
stochastic integrals that appear throughout this article are therefore forward It^ o
integrals though the time parameter t appears as the lower limit of the integrals.
This is in contrast to the backward It^ o integrals that are employed in the book by
Kunita [8].
Linear backward stochastic di®erential equations were introduced by Bismut in
1973 [1], and the systematic study of general backward stochastic di®erential equa-
tions (BSDEs for short) were put forward ¯rst by Pardoux and Peng in 1990 [13].
Since the theory of BSDEs is well connected with nonlinear partial di®erential
equations, nonlinear semigroups and stochastic controls, it has been intensively
studied in the past two decades. There are also various applications of BSDEs inBACKWARD STOCHASTIC LORENZ SYSTEM 475
the theory of mathematical ¯nance. For instance, the hedging and pricing of a
contingent claim can be described as linear BSDEs.
In the present work, since the coe±cient B is nonlinear and unbounded, the
existing theory of BSDEs does not apply. To overcome this di±culty, a truncation
of the coe±cient and an approximation scheme have been used. The Lorenz system
shares certain features with the Navier-Stokes equations. Adapted solutions of
the two dimensional backward stochastic Navier-Stokes equations have also been
studied recently [18].
The organization of the paper is as follows. In section 2, a priori estimates for
the solutions of systems with uniformly bounded terminal values are obtained and
a truncation of the system is introduced. In section 3, we prove the existence and
uniqueness of the solution to the Lorenz system using an approximation scheme.
Section 4 is devoted to the continuity of the solutions with respect to terminal
data.
2. A Priori Estimates
Let us list two frequently used results. The ¯rst one is a simple property of B,
and the second result is the Gronwall inequality for backward di®erential equations.
Proposition 2.1. If y and ¹ y 2 R3, then hB(y; ¹ y); ¹ yi = 0andjB(y;y)¡B(¹ y; ¹ y)j2 ·
jyj2 + j¹ yj2)jy ¡ ¹ yj2
Proposition 2.2. Suppose that g(t), ®(t), ¯(t) and °(t) are integrable functions,
and ¯(t);°(t) ¸ 0. For 0 · t · T, if
g(t) · ®(t) + ¯(t)
Z T
t
°(½)g(½)d½ (2.1)
then
g(t) · ®(t) + ¯(t)
Z T
t
®(´)°(´)e
R t
´ ¯(½)°(½)d½d´:
In particular, if ®(t) ´ ®, ¯(t) ´ ¯ and °(t) ´ 1, then
g(t) · ®(2 ¡ e¡¯(T¡t))
Let EFtX to be the conditional expectation E(XjFt), and let us list two as-
sumptions:
1± j»j2· K for some constant K, P-a.s.
2± » 2 L2
FT(­;Rn)
Proposition 2.3. Under Assumption 1±, if (Y (t);Z(t)) is an adapted solution
for Lorenz system (1.2), then there exists a constant N0, such that jY (t)j · N0 for
all t 2 [0;T], P-a.s.
Proof. Applying the It^ o formula to jY (t)j2, and by Proposition 2.1,
jY (t)j2 +
Z T
t
kZ(s)k2ds = j»j2 +
Z T
t
2hY (s);AY (s)ids¡2
Z T
t
hY (s);Z(s)idW(s):476 P. SUNDAR AND HONG YIN
For all 0 · r · t · T, we have:
EFrjY (t)j2 + EFr
Z T
t
kZ(s)k2ds
= EFrj»j2 + 2EFr
Z T
t
hY (s);AY (s)ids
· EFrj»j2 + 2kAk
Z T
t
EFrjY (s)j2ds:
By Gronwall's inequality (2.1),
EFrjY (t)j2 + EFr
Z T
t
kZ(s)k2ds
·EFrj»j2 + 2kAk
Z T
t
EFrj»j2e
R t
s 2kAkdvds
=EFrj»j2(2 ¡ e¡2kAk(T¡t)):
Letting r to be t, and by Assumption 1±, jY (t)j2 · N0 for some constant N0 > 0
which is only related to K. ¤
De¯nition 2.4. Let b(y) = Ay+B(y;y), and for all N 2 N and y 2 R3, we de¯ne
bN(y) =
(
b(y) if jyj · N
b(
y
jyjN) if jyj > N;
and the truncated Lorenz system is the following BSDE:
(
dY N(t) = ¡bN(Y N(t))dt + ZN(t)dW(t)
Y N(T) = »
(2.2)
where W(t) is the 3-dimensional Wiener process de¯ned on a complete probability
space (­;F;P) and » 2 L2
FT(­;R3).
Corollary 2.5. Under Assumption 1±, if (Y N(t);ZN(t)) is an adapted solution for
truncated Lorenz system (2.2), then there exists a constant N0, such that jY N(t)j ·
N0 for all N 2 N and t 2 [0;T], P-a.s.
Proof. If jY N(t)j · N, then hY N(t);B(Y N(t);Y N(t))i = 0. If jY N(t)j > N, then
we also have hY N(t);B(
Y
N(t)
jY N(t)jN;
Y
N(t)
jY N(t)jN)i = 0. Let
aN(y) =
(
Ay if jyj · N
A
y
jyjN if jyj > N:
Then hY N(t);bN(Y N(t))i=hY N(t);aN(Y N(t))i.
An application of It^ o formula to jY N(t)j2 and the above equality yields
jY N(t)j2 +
Z T
t
kZN(s)k2ds =j»j2 +
Z T
t
2hY N(s);aN(Y N(s))ids
¡ 2
Z T
t
hY N(s);ZN(s)idW(s):BACKWARD STOCHASTIC LORENZ SYSTEM 477
Similar to the proof of Proposition 2.3, we get jY N(t)j2 · N0 for some constant
N0 > 0 which is only related to K. ¤
3. Existence and Uniqueness of Solutions
Proposition 3.1. The function bN is Lipschitz continuous on R3.
Proof. For any y and ¹ y 2 R3, let us assume that y =
¡ y1
y2
y3
¢
and ¹ y=
¡ ¹ y1
¹ y2
¹ y3
¢
.
Case I: jyj, j¹ yj· N. Then we have
jbN(y) ¡ bN(¹ y)j = jb(y) ¡ b(¹ y)j
= jAy + B(y;y) ¡ A¹ y ¡ B(¹ y; ¹ y)j
· kAkjy ¡ ¹ yj +
p
(y1y3 ¡ ¹ y1 ¹ y3)2 + (y1y2 ¡ ¹ y1 ¹ y2)2
· jac ¡ abcjjy ¡ ¹ yj + Njy ¡ ¹ yj:
Let LN = jac ¡ abcj + N. Thus jbN(y) ¡ bN(¹ y)j · LNjy ¡ ¹ yj.
Case II: jyj · N, but j¹ yj > N. Then by Case I, we have
jbN(y) ¡ bN(¹ y)j = jb(y) ¡ b(
¹ y
j¹ yj
N)j · LNjy ¡
¹ y
j¹ yj
Nj:
Let us prove that jy ¡
¹ y
j¹ yjNj · jy ¡ ¹ yj:
By carefully choosing a coordinate system, It is possible to make ¹ y = (¹ y1;0;0).
Under such coordinate system, we have
jy ¡
¹ y
j¹ yj
Nj = [(y1 ¡ sign(¹ y1)N)2 + y2
2 + y2
3]
1
2 and
jy ¡ ¹ yj = [(y1 ¡ ¹ y1)2 + y2
2 + y2
3]
1
2:
Since jy1j · N < j ¹ y1j, it is clear that jy1¡sign(¹ y1)Nj · jy1¡ ¹ y1j. So jy¡
¹ y
j¹ yjNj ·
jy ¡ ¹ yj and thus jbN(y) ¡ bN(¹ y)j · LNjy ¡ ¹ yj.
Case III: jyj > N and j¹ yj > N. Then by Case I, we have
jbN(y) ¡ bN(¹ y)j = jb(
y
jyj
N) ¡ b(
¹ y
j¹ yj
N)j · LNj
y
jyj
N ¡
¹ y
j¹ yj
Nj:
Without lose of generality, let us assume that jyj · j¹ yj. Consider jyj as N in Case
II. It is clear that
j
y
jyj
N ¡
¹ y
j¹ yj
Nj =
N
jyj
jy ¡
jyj
j¹ yj
¹ yj ·
N
y
jy ¡ ¹ yj;
Thus we have shown that
jbN(y) ¡ bN(¹ y)j · LNjy ¡ ¹ yj for Case III
and the proof is complete. ¤
Theorem 3.2. Under Assumption 1±, the Lorenz system (1.2) has a unique solu-
tion.478 P. SUNDAR AND HONG YIN
Proof. First let us prove the existence of the solution of Lorenz system (1.2). By
Proposition 3.1, bN is Lipschitz. Thus there exists a unique solution (Y N(t);ZN(t))
of truncated Lorenz system (2.2) with such bN for each N 2 N(see Yong and Zhou
[20]).
Because of Assumption 1±, by Corollary 2.5, there exists a natural number N0,
such that jY N(t)j · N0 for all N 2 N. By taking N = N0, it follows that
jY N0(t)j · N0 =) bN0(Y N0(t)) = b(Y N0(t))
by the de¯nition of bN(y). Thus for N0, truncated Lorenz system (2.2) is the same
as Lorenz system (1.2). Hence (Y N0(t);ZN0(t)) is also solution of Lorenz system
(1.2).
Let (Y (t);Z(t)) and (¹ Y (t); ¹ Z(t)) be two pairs of solutions of Lorenz system (1.2).
By Proposition 2.3, there exists a natural number N0, such that jY (t)j · N0 and
j¹ Y (t)j · N0. Since Lorenz system (1.2) and truncated Lorenz system (2.2) for
N = N0 are the same, (Y (t);Z(t)) and (¹ Y (t); ¹ Z(t)) are also solutions of truncated
Lorenz system (2.2) for N = N0. Since the truncated Lorenz system (2.2) has a
unique solution for N = N0, we know that (Y (t);Z(t)) = (¹ Y (t); ¹ Z(t)) P-a.s. Thus
the uniqueness of the solution has been shown. ¤
De¯nition 3.3. For any » satis¯es Assumption 2± and n 2 N, we de¯ne »n =
» _ (¡n) ^ n, and the n-Lorenz system is the following BSDE:
(
dY n(t) = ¡b(Y n(t))dt + Zn(t)dW(t)
Y n(T) = »n (3.1)
where W(t) is the 3-dimensional Wiener process de¯ned on a complete probability
space (­;F;P).
Proposition 3.4. Under Assumption 2±,the solutions of n-Lorenz systems are
Cauchy in M[0;T].
Proof. Since »n is bounded by n, the existence and uniqueness of the solution of
n-Lorenz system is guaranteed by Proposition 2.3.
For all n and m 2 N, let (Y n(t);Zn(t)) and (Y m(t);Zm(t)) be the unique
solutions of n-Lorenz system and m-Lorenz system, respectively. De¯ne e Y (t) =
Y n(t) ¡ Y m(t), e Z(t) = Zn(t) ¡ Zm(t) and e » = »n ¡ »m. Apply It^ o formula to
je Y (t)j2 to get
je Y (t)j2 +
Z T
t
ke Z(s)k2ds · je »j2 +
Z T
t
2kAkje Y (s)j2ds
+2
Z T
t
he Y (s);B(Y n(s);Y n(s)) ¡ B(Y m(s);Y m(s))ids (3.2)
¡2
Z T
t
he Y (s); e Z(s)idW(s)BACKWARD STOCHASTIC LORENZ SYSTEM 479
It is easy to show that
he Y (s);B(Y n(s);Y n(s)) ¡ B(Y m(s);Y m(s))i
=hY n(s) ¡ Y m(s);B(Y n(s);Y n(s)) ¡ B(Y m(s);Y m(s))i
= ¡ hY n(s);B(Y m(s);Y m(s))i ¡ hY m(s);B(Y n(s);Y n(s))i
=hY m(s);B(Y m(s);Y n(s))i ¡ hY m(s);B(Y n(s);Y n(s))i
=hY m(s);B(Y m(s) ¡ Y n(s);Y n(s))i
=hY m(s) ¡ Y n(s);B(Y m(s) ¡ Y n(s);Y n(s))i
=he Y (s);B(e Y (s);Y n(s))i
·je Y (s)j2jY n(s)j
It follows from Proposition 2.3 that
jY n(t)j2 · (2 ¡ e¡2kAk(T¡t))EFtj»nj2 · 2n2:
So jY n(t)j ·
p
2n 8t:
Thus it has been shown that
jhe Y (s);B(Y n(s);Y n(s)) ¡ B(Y m(s);Y m(s))ij
·je Y (s)j2jY n(s)j ·
p
2nje Y (s)j2 (3.3)
From (3.2) and (3.3), one gets
je Y (t)j2 +
Z T
t
ke Z(s)k2ds ·je »j2 + (2kAk + 2
p
2n)
Z T
t
je Y (s)j2ds
¡ 2
Z T
t
he Y (s); e Z(s)idW(s): (3.4)
Taking expectation on both sides of (3.4), it follows that
Eje Y (t)j2 + E
Z T
t
ke Z(s)k2ds · Eje »j2 + (2kAk + 2
p
2n)
Z T
t
Eje Y (s)j2ds: (3.5)
Hence by Gronwall's inequality, we get
Eje Y (t)j2 + E
Z T
t
ke Z(s)k2ds
·Eje »j2 + (2kAk + 2
p
2n)
Z T
t
Eje »j2e(2kAk+2
p
2n)(t¡s)ds (3.6)
·2Eje »j2:
Since Ej»j2 < 1 and je »j2 · 2j»j2, an application of the Lebesgue dominated
convergence theorem yeilds
lim
m;n!1Eje »j2 = E lim
m;n!1je »j2 = 0 (3.7)
So it follows from (3.6) that
lim
m;n!1E
Z T
0
ke Z(s)k2ds = 0 and lim
m;n!1Eje Y (t)j2 = 0 (3.8)480 P. SUNDAR AND HONG YIN
On the other hand, by means of the BÄ urkholder-Davis-Gundy inequality, one gets
Ef sup
t·½·T
j
Z T
½
he Y (s); e Z(s)idW(s)jg
·2E sup
t·½·T
j
Z ½
t
he Y (s); e Z(s)idW(s)j
·4
p
2Ef
Z T
t
je Y (s)j2ke Z(s)k2dsg
1
2 (3.9)
·
1
4
E( sup
t·½·T
je Y (½)j2) + 32E
Z T
t
ke Z(s)k2ds
Thus from (3.2),(3.3) and (3.9), one gets
E( sup
t·½·T
je Y (½)j2) + E
Z T
t
ke Z(s)k2ds
·Eje »j2 + E
Z T
t
(2kAk + 2jY n(s)j)je Y (s)j2ds
+
1
2
E( sup
t·½·T
je Y (½)j2) + 64E
Z T
t
ke Z(s)k2ds
Hence it follows from (3.6) and the above inequality that
1
2
E( sup
t·½·T
je Y (½)j2) · 127Eje »j2 + E
Z T
t
(2kAk + 2jY n(s)j)je Y (s)j2ds (3.10)
From Proposition 2.3, one has
jY n(s)j2 · EFsj»nj2(2 ¡ e¡2kAk(T¡t)) · 2EFsj»j2 (3.11)
Clearly fEFsj»j2gs2[0;T] is a F-adapted martingale. By Doob's submartingale
inequality, for any ¸ > 0,
Pf sup
0·s·T
EFsj»j2 ¸ ¸g ·
1
¸
EEFTj»j2 =
1
¸
Ej»j2 ! 0 as ¸ ! 1
Let ¿R = infft : EFtj»j2 > Rg ^ T for R > 0. It is easy to show that ¿R! T a.s.
as R ! 1. From (3.10) and Gronwall's inequality, one gets
E sup
t·½·T
je Y (½ ^ ¿R)j2
·254Eje »j2 + 2E
Z T
t
(2kAk + 2jY n(s ^ ¿R)j)je Y (s ^ ¿R)j2ds
·254Eje »j2 + 4(kAk + R)
Z T
t
E sup
s·½·T
je Y (½ ^ ¿R)j2ds
·508Eje »j2 for all t 2 [0;T]BACKWARD STOCHASTIC LORENZ SYSTEM 481
An application of monotone convergence theorem yields
lim
m;n!1E( sup
0·½·T
je Y (½)j2)
= lim
m;n!1E( lim
R!1
sup
0·½·T
je Y (½ ^ ¿R)j2)
= lim
m;n!1 lim
R!1
E( sup
0·½·T
je Y (½ ^ ¿R)j2)
· lim
m;n!1508Eje »j2 = 0 (3.12)
From (3.8), (3.12), and the de¯nition of the norm of M[0;T], we know that the
solutions of n-Lorenz systems are Cauchy. ¤
Since M[0;T] is a Banach space, we know that there exists (Y;Z) 2 M[0;T],
such that
lim
n!1fE( sup
0·t·T
jY n(t) ¡ Y (t)j2) + E
Z T
0
jZn(t) ¡ Z(t)j2dtg = 0
We want to show that (Y;Z) is actually the solution of Lorenz system (1.2).
Theorem 3.5. Under Assumption A2, Lorenz system (1.2) has a unique solution.
Proof. By Proposition 3.4, we know that Y n(t) converge to Y (t) uniformly. Since
Y n(t) and Y (t) are all bounded, it is easy to see that
lim
n!1
E
Z T
t
jb(Y n(s)) ¡ b(Y (s))j2ds = 0
By It^ o isometry, we have
lim
n!1E(
Z T
t
(Zn(s) ¡ Z(s))dW(s))2 = lim
n!1E
Z T
0
jZn(s) ¡ Z(s)j2ds = 0
Thus we have shown that (Y (t);Z(t)) satis¯es Lorenz system (1.2), i.e. (Y (t);Z(t))
is a solution of Lorenz system (1.2).
Now assume that (Y (t);Z(t)) and (Y 0(t);Z0(t)) are two solutions of Lorenz
system (1.2). Similar to the proof of Proposition 3.4, we can get
E( sup
0·t·T
jY (t) ¡ Y 0(t)j2) = 0 and E
Z T
0
jZ(t) ¡ Z0(t)j2dt = 0;
That is, k(Y (t);Z(t))¡(Y 0(t);Z0(t))kM[0;T] = 0. Thus we have proved the unique-
ness of the solution. ¤
4. Continuity with respect to Terminal Data
Theorem 4.1. Assume that » 2 L2
FT(­;Rn). Then the solution of (1.2) is con-
tinuous with respect to the terminal data.
Proof. For any »;³ 2 L2
FT(­;Rn), let (Y (t);Z(t)) and (X(t);V (t)) be solutions
of (1.2) under terminal values » and ³, respectively. Let (Y n(t);Zn(t)) and482 P. SUNDAR AND HONG YIN
(Xn(t);V n(t)) be solutions of corresponding n-Lorenz system. By Proposition
3.4, we know that
lim
n!1E sup
0·t·T
jY (t) ¡ Y n(t)j2 = lim
n!1E
Z T
0
kZ(t) ¡ Zn(t)k2dt = 0 and
lim
n!1E sup
0·t·T
jX(t) ¡ Xn(t)j2 = lim
n!1E
Z T
0
kV (t) ¡ V n(t)k2dt = 0
Similar to the proof of Proposition 3.4, one can show that
E
Z T
0
kZn(t) ¡ V n(t)k2dt · 2Ej»n ¡ ³nj2
and
E sup
0·t·T
jY n(t) ¡ Xn(t)j2 · 508Ej»n ¡ ³nj2
Hence
E sup
0·t·T
jY n(t) ¡ Xn(t)j2 + E
Z T
0
kZn(t) ¡ V n(t)k2dt · 510Ej»n ¡ ³nj2
Thus
E sup
0·t·T
jY (t) ¡ X(t)j2 + E
Z T
0
kZ(t) ¡ V (t)k2dt
· lim
n!13E sup
0·t·T
(jY (t) ¡ Y n(t)j2 + jY n(t) ¡ Xn(t)j2 + jX(t) ¡ Xn(t)j2)
+ lim
n!1
3E
Z T
0
(kZ(t) ¡ Zn(t)k2 + kZn(t) ¡ V n(t)k2 + kV (t) ¡ V n(t)k2)dt
· lim
n!11530Ej»n ¡ ³nj2 = 1530Ej» ¡ ³j2
¤
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