Abstract. We study the first order linear system Ui + iiw = 0, U w -iiz = ° in a domain n c C 2 (first considered by G. Cimmino, [3] ). We prove a Morera type theorem, emphasizing the analogy to the Cauchy-Riemann system, and a representation formula yielding a result on removable singularities of solutions to (2). We derive (by a Hilbert space technique outlined in [5]) compatibility relations among the free terms and boundary data in the boundary value problem Ui + iiw = j, Ujii -iiz = g in n, and U = rp, 
(1) Sorin DRAGOMIR and Ermanno LANCONELLI (X,Y,t;,17) and T(x,y,t;,17) . Each C2 solution (X, Y,Z,T) to (1) is harmonic. This is most easily seen by setting z = x + iy, w = t; + i17 and f = X + iY, g = Z + iT (i = v=T) and rewriting (1) as (2) of og _ ° oz+ ow -,
ow oz Indeed, if Q c C 2 is an open set and f, g E C 2 (Q) satisfy (2) 
We may tentatively define weak solutions to the Cimmino system as follows. Let Q c C 2 be a bounded domain. A pair of functions f, g E L2(Q) is a weak solution to (2) if (3) In (f rpz + grpw) dz 1\ dz 1\ dw 1\ dw = 0, (4) In (frpw -grpz) dz 1\ dz 1\ dw 1\ dw = 0, for any rp E Co(Q). Nevertheless, if t/J E Co(Q) and we set rp = t/Jz in (3), respectively rp = t/Jw in (4), and add up the resulting equations we obtain Sn f I:!.rp = 0, i.e. f is CW (and similarly g E CW). More generally, we have LEMMA 
The Cimmino operator is hypoelliptic.
PROOF. If f E L~c(Q) let Tf be the distribution associated to f. Given two distributions u, v E Co(Q)' such that U z + Vw = Tf and U w -Vz = Tg, for some f,g E CW(Q), one has (Au)(cp) = Compare to (9) in [3] , p. 95. Indeed, let us consider the (complex valued) differential I-form (of class C I )
(by the first equation of (2)) and one may apply the Stokes theorem
The following converse to Proposition 1 (an analog to the classical Morera (2) .
The main ingredient is to use the mollifications of f and g (whose regularity allows us to give an elegant proof based on the Stokes theorem).
PROOF OF THEOREM 2. Let xo = (zo, wo) EO and let us consider a ball
Let Ie = Je * j (8) It remains to prove Lemma 3. Let dm be the Lebesgue measure on R4. We may conduct the following calculation
(by a change of variables and Fubini's theorem)
Similarly, !e and ge satisfy (6) . Lemma 3 is proved. As well known, an application of Morera's theorem is to establish the so called (first) Weierstrass theorem (cf. e.g. Theorem 2. Indeed, let us consider a domain D c:c: n. As f, g are continuous in n we may consider the integral in the left hand member of (5), which may be computed by termwise integration of the relevant series, hence (by Proposition 1)
that is (7) holds. Similarly, one may prove (8) . Then (by Theorem 2) f, g is a solution to (2) . Of course, the following direct proof may be adopted, as well. All solutions to (2) are harmonic and the limit of a uniformly convergent (on closed subdomains jj c: n) sequence of harmonic functions is known to be harmonic and moreover its derivative of any order is the uniform limit of the termwise derivative of the given sequence. Hence fz + Uw = ° follows from 2::1 (fJfn/fJz+ fJUn/ fJw) == 0. 
As f(·,a) = 0 and g(·,a) = 0 outside A, we may integrate by parts and use
so that to obtain (by (11))
Now we may add (14) (respectively (16)) to (15) (respectively (17)) multiplied by i so that to obtain (12)-(13). Q.e.d.
As an application of the representation formulae (12)- (13) we obtain the following results ("removing the singularities" of solutions to (2) 
for any y=((,w)EHa={(z,~+i"')EC2:(z,~)EA,.,,>a}, are a solution
(where t/J = t/Ja) is continuous on A and differentiable in Ha. As A is compact we may differentiate under the integral sign in fA F( U, (, w) du so that to
and (with similar arguments) 
for any 'E D = DI and WE C such that (z, w) EO for any ZED. As well known, the principal value is 
The limit in the right hand side of (22) is uniform in 0:2: 00 (where 00 = ! dist(w, aD2)). Indeed, let us set
D2\B(w,o)
w -w By Fubini's theorem the integral in the right hand side of (22.) is 
The proof of (25) is similar. If f, g is a solution to (2) then (by (24)- (25)) we obtain the following identities (similar to the Cauchy integral formula for a holomorphic function)
No applications of (26)- (27) are known as yet.
Inhomogeneous Systems
Systems similar to (1) (all of whose solutions are harmonic functions) appear as (subspaces of) perps of ranges of certain linear operators of Hilbert spaces associated to a boundary value problem for a given PDE system. The phenomenon has been discovered by G. Cimmino (cf. [2] and [5] ) in an attempt to formulate compatibility conditions for the boundary data (and free terms), in a given boundary value problem. Given a linear operator L : ~ -+ tf!I of Hilbert spaces, the basic idea is that whenever a solution U E §(L) to the equation Lu = J exists, J must satisfy compatibility conditions of the form <J,g).;y = 0, for any g E~, where ~ ~ PJl(L)l. is some subspace which may be described 1 explicitly. Of course, when PJl(L) is closed in tf!I and ~ is dense in PJl(L)l. the compatibility relations are also sufficient for solving Lu = J. G. Cimmino uses (cf. [5] ) this tautology to write compatibility conditions for the problem
where n c R4 is a domain. There (cf. op. cit.) it is suggested that the compatibility conditions may be obtained when either strong or weak solutions to (28)-(29) are assumed to exist. However, neither the required regularity con-ditions are specified, nor proofs are given. We solve the problem (along the guidelines traced by G. Cimmino, cf. op. cit.) when (28)-(29) admits suitable strong solutions and obtain THEOREM 6. Let Q c C Z be a bounded domain on which Green's formula holds and f, 9 E LZ(Q), cp, lj; E LZ(aQ). If·there is a solution u, v E CI(Q) n CO(Q)
to the boundary value problem g, cp, lj; ) satisfies the compatibility relations where (n I, n2, n3, n4) is the outward unit normal on an.
A similar result may be obtained for the boundary value problem for the inhomogeneous Cauchy-Riemann system (cf. [5] , p. 62-63, and our Theorem 7).
It is an open problem whether the compatibility relations (30) are sufficient for solving the boundary value problem with the data (f, g, cp, lj;).
n an (making OJ! into a Hilbert space). Let PI = L2(Q)2 and L : PI -t OJ! be the operator given by
The first integral in (31) may be calculated as
(by Green's formula). Therefore (31) may be written
In particular (32) holds for any u, v E Coca) 
for any u, v E C 1 (o.) n CO(Q). In particular for u = rp and v = l/t, rp, l/t E Co (0.)
hence (for l/t = 0) aTh/aZ + aTk/aW = 0 (in distribution sense) and similarly
However, the proof of Theorem 6 also requires continuity of h, k up to the boundary (so that one may apply Green's formula). One may restrict the domain of 
which is easily seen to yield gz = ° in Q and 1/1 +! (nl -in2)g = ° on aQ. Indeed,
IL (uv -gz)gz dvl ::::; Iluv -gzllllgzil -t 0, v -t 00, hence IIgzl1 2 = 0.
Q.e.d.
Nontangential Limits for Solutions to the Cimmino System
Let Q c C 2 be a bounded domain with smooth (C 2 ) boundary. For every ° < p < 00 let SP(Q) be the class of solutions (f, g) : Q -t C 2 to the system (2) Indeed the first statement in Theorem 8 follows from Lemma 6 for G(x) = IxI P , x E R4 (p ~ 1). The remaining part of the proof is standard. Indeed, if additionally p ~ 2 then u(z, w) = IF(z, w)I P / 2 is subharmonic in n and sup J u(z, w)2 do"e{z, w) < 00, £>0 on, hence (cf. e.g. [7] , p. 8-9) there is a harmonic function h which is the Poisson integral of a function f E L2(an) such that u(z, w) ~ h(z, w). Then we may apply Theorem 3 in [7] , p. 11, to the function h hence there is Ccx > 0 such that for any 
