The construction of valid and flexible cross-covariance functions is a fundamental task for modeling multivariate spacetime data arising from, e.g., climatological and oceanographical phenomena. Indeed, a suitable specification of the covariance structure allows to capture both the space-time dependencies between the observations and the development of accurate predictions. For data observed over large portions of planet earth it is necessary to take into account the curvature of the planet. Hence the need for random field models defined over spheres across time. In particular, the associated covariance function should depend on the geodesic distance, which is the most natural metric over the spherical surface. In this work, we propose a flexible parametric family of matrix-valued covariance functions, with both marginal and cross structure being of the Gneiting type. We also introduce a different multivariate Gneiting model based on the adaptation of the latent dimension approach to the spherical context. Finally, we assess the performance of our models through the study of a bivariate space-time data set of surface air temperatures and precipitable water content.
Introduction
Monitoring several georeferenced variables is a common practice in a wide range of disciplines such as meteorology, climatology and oceanography. The phenomena under study are often observed over large portions of the earth and across several time instants. Since there is only a finite sample from the involved variables, geostatistical models are a useful tool to capture both the spatial and temporal interactions between the observed data, as well as the uncertainty associated to the limited available information (Cressie 1993; Wackernagel 2003; Gneiting et al. 2007 ). The geostatistical approach consists in modeling the observations as a partial realization of a space-time multivariate random field (RF), denoted as fZðx; tÞ ¼ ðZ 1 ðx; tÞ; . . .; Z m ðx; tÞÞ > : ðx; tÞ 2 D Â T g , where > is the transpose operator and m is a positive integer representing the number of components of the field. If m ¼ 1, we say that Zðx; tÞ is a univariate (or scalar-valued) RF, whereas for m [ 1, Zðx; tÞ is called an m-variate (or vector-valued) RF. Here, D and T denote the spatial and temporal domains, respectively. Throughout, we assume that Zðx; tÞ is a zero mean Gaussian field, so that a suitable specification of its covariance structure is crucial to develop both accurate inferences and predictions over unobserved sites (Cressie 1993) .
Parametric families of matrix-valued covariance functions are typically given in terms of Euclidean distances. The literature for this case is extensive and we refer the reader to the review by Genton and Kleiber (2015) with the references therein. The main motivation to consider the Euclidean metric is the existence of several methods for projecting the geographical coordinates, longitude and latitude, onto the plane. However, when a phenomenon is observed over large portions of planet earth, the approach based on projections generates distortions in the distances associated to distant locations on the globe. The reader is referred to Banerjee (2005) , where the impact of the different types of projections with respect to spatial inference is discussed.
Indeed, the geometry of the earth must be considered. Thus, it is more realistic to work under the framework of RFs defined spatially on a sphere (see Marinucci and Peccati 2011) . Let d be a positive integer. The d-dimensional unit sphere is denoted as S d :¼ fx 2 R dþ1 : kxk ¼ 1g, where k Á k represents the Euclidean norm. The most accurate metric in the spherical scenario is the geodesic (or great circle) distance, which roughly speaking corresponds to the arc joining any two points located on the sphere, measured along a path on the spherical surface. Formally, the geodesic distance is defined as the mapping h : S d Â S d ! ½0; p given by h :¼ hðx; yÞ ¼ arccosðx > yÞ.
The construction of valid and flexible parametric covariance functions in terms of the geodesic distance is a challenging problem and requires the application of the theory of positive definite functions on spheres (Schoenberg 1942; Yaglom 1987; Hannan 2009; Berg and Porcu 2017) . In the univariate and merely spatial case, Huang et al. (2011) study the validity of some specific covariance functions. The essay by Gneiting (2013) contains a wealth of results related to the validity of a wide range of covariance families. Other related works are the study of star-shaped random particles (Hansen et al. 2011 ) and convolution roots (Ziegel 2014) . However, the spatial and spatio-temporal covariances in the multivariate case are still unexplored, with the work of Porcu et al. (2016) being a notable exception.
The Gneiting class (Gneiting 2002 ) is one of the most popular space-time covariance families and some adaptations in terms of geodesic distance have been given by Porcu et al. (2016) . In this paper, we extend to the multivariate scenario the modified Gneiting class introduced by Porcu et al. (2016) . Furthermore, we adapt the latent dimension approach (Apanasovich and Genton 2010) to the spherical context and we then generate additional Gneiting type matrix-valued covariances. The proposed models are non-separable with respect to the components of the field nor with respect to the space-time interactions. To obtain these results, we have demonstrated several technical results that can be useful to develop new research in this area. Our findings are illustrated through a real data application. In particular, we analyze a bivariate space-time data set of surface air temperatures and precipitable water content.
The remainder of the article is organized as follows. Section 2 introduces some concepts and construction principles of cross-covariances on spheres across time relevant for the subsequent developments. In Sect. 3 we propose some multivariate Gneiting type covariance families. Section 4 contains a real data example of surface air temperatures and precipitable water content. Section 5 concludes the paper with a discussion. for all positive integer n, fðx 1 ; t 1 Þ; . . .; ðx n ; t n Þg & S d Â R and fa 1 ; . . .; a n g & R m . ''Appendix 1'' contains relevant background material on matrix-valued non-negative definite functions on Euclidean and spherical domains. We call the mapping C space-time m-separable if there exist two mappings C S : ½0; p ! R mÂm and C T : R ! R mÂm , being merely spatial and temporal matrix-valued covariances, respectively, such that
where denotes the Hadamard product. We call the spacetime m-separability property complete if there exists a symmetric, positive definite matrix A 2 R mÂm , a univariate spatial covariance C S : ½0; p ! R, and a univariate temporal covariance C T : R ! R, such that Cðh; uÞ ¼ AC S ðhÞC T ðuÞ; ðh; uÞ 2 ½0; p Â R:
We finally call m-separable the mapping C for which there exists a univariate space-time covariance C : ½0; pÂ R ! R, and a matrix A, as previously defined, such that Cðh; uÞ ¼ ACðh; uÞ; ðh; uÞ 2 ½0; p Â R;
and of course the special case Cðh; uÞ ¼ C S ðhÞC T ðuÞ offers complete space-time m-separability as previously discussed.
Two useful classes of univariate space-time covariance functions
We now discuss two classes of univariate space-time covariance functions (for space being the d-dimensional sphere) depending on the geodesic distance in space. These two classes will be used as building blocks for the results following in Sect. 3. Both classes have been shown as being positive definite on spheres cross time by Porcu et al. (2016) . Some ingredients are needed to favor a neater exposition. We call a continuous function g : ½0; 1Þ ! ½0; 1Þ completely monotone if g is infinitely differentiable on ð0; 1Þ and ðÀ1Þ n g ðnÞ ðtÞ ! 0, for all n 2 N and t [ 0. Also, we consider a continuous function f : ½0; 1Þ ! ð0; 1Þ having a completely monotone derivative. Such functions f are called Bernstein functions (Porcu and Schilling 2011) . Denote f ðhÞj ½0;p as the restriction of the mapping f to the interval ½0; p. Tables 1 and 2 contain some examples of completely monotone and Bernstein functions, respectively. Additional properties about these functions are studied in Porcu and Schilling (2011) .
(a) The Gneiting class on spheres Such a class C : ½0; p Â R ! R is defined as
ð2:2Þ
For planar surfaces and using Euclidean distance instead of geodesics, this class of covariance functions had originally being proposed by Gneiting (2002) . where n 3 is a positive integer. Observe that for this class the hypothesis on the function f can be relaxed: it is in fact sufficient that f : ½0; 1Þ ! ð0; 1Þ is strictly increasing and concave on the positive real line. The mapping (2.3) is a valid covariance for any d 2n þ 1.
Construction principles for multivariate space-time covariance functions
Separability assumptions as those discussed in Sect. 2.1 can be very useful for both modeling and estimation purposes, because the related covariance matrices admit nice factorizations, with consequent alleviation of the computational burdens. At the same time, separability is generally considered as a very unrealistic assumption and the literature has focussed on how to develop non-separable models. How to escape from separability is a major deal, and we list some strategies that can be adapted from others proposed in Euclidean spaces.
(I) Linear models of Coregionalization Let q be a positive integer. Given a collection of matrices A k , k ¼ 1; . . .; q, and a collection of univariate space-time covariances C k : ½0; p Â R ! R, the linear model of coregionalization (LMC) has the expression
where a simplification of the type C k ðh; uÞ ¼ C k;S ðhÞC k;T ðuÞ might be imposed. This model has several drawbacks that have been discussed in Gneiting et al. (2010) as well as in Daley et al. (2015) . For example, the smoothness of any component of the multivariate field is restricted to that of the roughest underlying univariate process. Moreover, the number of parameters can quickly become massive as the number of components increase.
(II) Multivariate parametric adaptation Let p be a positive integer. Let CðÁ; Á; kÞ, for k 2 R p , be a univariate 
Here, K m denotes the modified Bessel function of second kind of degree m is a valid covariance. When m is greater than 2, the collocated correlation coefficients, q ij , have a severe upper bound. In Euclidean spaces this strategy has been adopted by Gneiting et al. (2010) and Apanasovich et al. (2012) for the Matérn model, and by Daley et al. (2015) for models with compact support.
(III) Scale mixtures Let ðX; A; lÞ be a measure space. Let C : ½0; p Â R Â X ! R mÂm such that 1. CðÁ; Á; nÞ is a valid covariance for all n in X; 2. Cðh; u; ÁÞ 2 L 1 X; A; l ð Þfor all ðh; uÞ 2 ½0; p Â R. Then, Z X Cðh; u; nÞlðdnÞ is still a valid covariance (Porcu and Zastavnyi 2011) . Of course, simple strategies can be very effective. For instance, one might assume that CðÁ; Á; nÞ ¼ CðÁ; ÁÞAðnÞ, with C a univariate covariance and AðnÞ 2 R mÂm being a positive definite matrix for any n 2 X and such that the hypothesis of integrability above is satisfied. (IV) Latent dimensions This approach has been studied in the Euclidean case by Porcu et al. (2006) , Apanasovich and Genton (2010) and Porcu and Zastavnyi (2011) . Consider a univariate Gaussian RF defined on the product space S d Â R Â R k , for some positive integers d and k, namely fYðx; t; nÞ : ðx; t; nÞ 2 S d Â R Â R k g. Suppose that there exists a mapping K : ½0; p Â R Â R k ! R such that covfYðx; t; n 1 Þ; Yðy; s; n 2 Þg ¼ Kðhðx; yÞ; t À s; n 1 À n 2 Þ; for all x; y 2 S d , t; s 2 R and n 1 ; n 2 2 R k . The idea is to define the components of an m-variate RF on S d Â R as
Thus, the resulting covariance, CðÁÞ ¼ ½C ij ðÁÞ m i;j¼1 , associated to Zðx; tÞ is given by C ij ðh; uÞ ¼ Kðh; u; n i À n j Þ; h 2 ½0; p; u 2 R:
Here, the vectors n i are handled as additional parameters of the model.
Matrix-valued covariance functions of the Gneiting type
The parametric choices for the univariate families in Sect. 2.2 in concert with strategies (II) and (IV) in Sect. 2.3 open for two paths for the new results provided in the present section. Links with strategies (I) and (III) will also be discussed in connection with the results provided below. Our first result combines strategy (II) with the univariate class (a). The second result combines instead (IV) with (b).
Results
Theorem 3.1 Let m ! 2 and n 3 be positive integers. Let g : ½0; 1Þ ! ½0; 1Þ be a completely monotone function. Consider f : ½0; 1Þ ! ð0; 1Þ being strictly increasing and concave. Let r ii [ 0, jq ij j 1 and c ij [ 0, for i; j ¼ 1; . . .; m, be constants yielding the additional condition X i6 ¼j jq ij jðc ii =c ij Þ nþ1 1; ð3:1Þ
is a matrix-valued covariance for any d 2n þ 1.
Some comments are in order. To avoid mathematical obfuscation, we defer all proofs to the '' Appendices 1, 2 and 3'', which contains important background material (''Appendix 1''), the technical proofs and some results of independent interest (for both, see ''Appendix 2''). Another relevant comment is that the proof of Theorem 3.1 makes use of a scale mixture argument as described in strategy (IV) in concert with the proof of the following fact, being of independent interest: ''Appendix 2'' shows that the function C, whose members C ij;n;' :
where B denotes the Beta function (Abramowitz and Stegun 1970), is positive definite on a d-dimensional sphere cross time (for a fixed d) under the technical conditions provided therein. Then, a convergence argument completes the proof of the result. One notable fact of the covariance in Eq. (3.3) is that, for any fixed temporal lag u, it is dynamically compactly supported with radius c ij =f ðuÞ whenever such a quantity is less than p. Otherwise, it becomes globally supported. A final remark is that ''Appendix 1'' contains many interesting facts about spectral representations associated with matrix-valued covariance functions on spheres cross time. Those are of independent interest, yet are not reported to favor a focus on the covariance structures used in data analysis in Sect. 4.
Theorem 3.2 Consider the positive integers d, k and l. Let g be a completely monotone function and f i , i ¼ 1; 2, Bernstein functions. Then,
is a univariate covariance for fields defined on
The proof of Theorem 3.2 requires technical lemmas and is deferred to ''Appendix 3'', coupled with the preliminary results introduced in ''Appendix 1''.
Practical examples
In the following we discuss two examples that will be used in Sect. 4 for the analysis of surface air temperatures and precipitable water content.
Example 1 We provide an example from Theorem 3.1 by taking n ¼ 1, gðtÞ ¼ expðÀ3tÞ and f ðtÞ ¼ 1 þ 1:7t=c T , for c T [ 0. Specifically, we can use Eq. (3.2), and the restrictions of Theorem 3.1, to generate a model of the form
ðh; uÞ 2 ½0; p Â R:
ð3:5Þ
The special parameterization used in the covariance (3.5) ensures that C ij ðh; 0Þ=ðr ii r jj Þ\0:05 and C ij ð0; uÞ=ðr ii r jj Þ \0:05, for h [ c ij and juj [ c T , respectively.
Example 2 We now refer to Theorem 3.2. In order to avoid an excessive number of parameters, we follow the parsimonious strategy proposed by Apanasovich and Genton (2010) . Consider k ¼ 1 and the scalars fn 1 ; . . .; n m g. We can consider the parameterization
Following Apanasovich and Genton (2010) , a LMC based on the latent dimension approach can be used to achieve different marginal structures. Indeed, suppose that the components of a bivariate field are given by Z 1 ðx; tÞ ¼ a 11 Yðx; t; n 1 Þ þ a 12 Wðx; tÞ and Z 2 ðx; tÞ ¼ a 21 Yðx; t; n 2 Þ, where Yðx; t; nÞ is a RF with covariance Kalnay et al. 1996) , and correspond to monthly averages, from 1948 to present, with a spatial resolution of 2:5 Â 2:5 . We pay attention to the region with latitudes between 25 and 55 and longitudes between À150 and 150 , resulting in n ¼ 1309 spatial locations. This region is dominated by large land masses yet does not include high latitudes. The maximum great-circle distance between two points inside this region is approximately 2.2 radians. Recall that the chordal distance (denoted by r) and the great-circle distance (denoted by h) are related through the identity r ¼ 2 sinðh=2Þ. Figure 1 shows the mapping h7 !2 sinðh=2Þ. Note that the discrepancy between both metrics, when h is greater than about 0.8, is non-negligible.
In this application we will focus on modeling data from a single northern hemisphere growing season and consider the months May to September of 2018. This choice implies that we do not have to model seasonal variability or even changes over the years, and it also allows us to attenuate the computational burden. The resulting sample size is 13, 090 observations.
For each variable and time instant, we remove the trend through thin plates regression splines, with a basis of dimension 5, using latitude and longitude as covariates. A dimension greater than 5 does not produce significant modifications. Figure 2 depicts the corresponding residuals for the first two instants. Even though, a slight asymmetry can be identified in the histograms of the residuals (see Fig. 3 ), this distributional consideration is far from the purpose of this manuscript, so we assume the data as a realization of an approximately zero-mean Gaussian RF.
Our goal is to assess the statistical performance of the models introduced in the previous sections. Consider the following list of covariance functions.
(A) A completely m-separable model,
The vector of parameters is given by ðr 2 11 ; r 2 22 ; q 12 ; c S ; c T Þ > . This model is usually known in the space-time literature as the double exponential covariance function. We fit each covariance model to the bivariate data set. We estimate the parameters using the Maximum Likelihood (ML) method. We have augmented each model with a nugget effect, but their estimates have been closed to zero, so we omit it throughout. The ML estimates for Models A and B are reported in Table 3 , and those for Models C and D are reported in Table 4 , whereas Table 5 provides the results for Model E. The estimated standard deviations for temperatures and precipitable water content are approximately 6.5 degrees Kelvin and 6 kg/m 2 , respectively. The estimated correlation coefficient, q 12 , between the components of the bivariate RF, across Models A-D, varies around 0.7. However, Model E provides an estimate of 0.5 for the correlation coefficient. Note that, according to Model D, the spatial range for the surface air temperatures is 3784 km, whereas the precipitable water content has a larger spatial range of 5581 km. A strong correlation in time is present, according to the high values of the temporal range estimates, b c T . The strong temporal dependence further justifies taking only a few time steps in the analysis. The spatial and temporal range parameters cannot be obtained directly for Model E. However, some distortion in the spatial range estimates for Model E can be identified in Fig. 4 below.
In terms of implementation, all calculations were carried out on a MacBook Pro, with a 2.7 GHz Intel Core i5 processor and 8 GB of memory, coupling R functions and C routines. In particular, C code has been used for fast filling of covariance matrices. Each evaluation of the ML objective function requires about 3.5 min. Model E reports Fig. 1 Chordal distance versus great-circle distance (solid line). In order to illustrate the discrepancy between both distances, we incorporate the identity curve (dashed line) the slowest convergence of the ML estimates. It requires a few thousands of iterations. It is an expected feature, due to the extra parameters involved in this covariance function and the little intuition about the parameter f 12 .
In Fig. 4 , we compare the empirical spatial covariances, at the temporal lag u ¼ 0, versus the theoretical Models A, C and E. The curves for Models B and D are similar to those for Models A and C, respectively, so we omit them. Even though there are no dramatic discrepancies between the empirical and theoretical covariances, as noted by Gneiting et al. (2010) , disagreements between empirical and theoretical fits are typically observed in practice, and it can be associated to biases in the empirical estimators. Table 6 contains the Akaike Information Criterion (AIC) for each model. As expected, the non-separable covariances C and D exhibit the highest AIC values in the modified Gneiting class family. We conclude that, in terms of goodness-of-fit, Models C and D have a better performance, thanks to the extra parameters involved in the general covariance family (3.5). Model E does not provide improvements in terms of AIC. This is not too surprising because f 12 is not significantly different to zero and Model E provides visually the worst fits (dotted line in Fig. 4 ). We have also implemented a reverse formulation of Model E, i.e. exchanging the order of the variables, but it provides a worse fit.
Finally, we compare the predictive performance of the covariance functions by mean of a cross-validation study based on the cokriging predictor (see Wackernagel 2003) . We use a drop-one prediction strategy and quantify the discrepancy between the real and predicted values for each variable through the Mean Squared Error (MSE) and the Mean Absolute Error (MAE) (Zhang and Wang 2010) . Smaller values of these indicators imply better predictions. Table 6 displays the results, where MSE i denotes the MSE associated to the variable i, for i ¼ 1; 2. The interpretation of MAE i is similar. The non-separable Model C has better results than the completely m-separable model A and the m-separable model B. The inclusion of a free cross range parameter, c 12 , in Model D does not produce an improvement in the predictive performance. These results are consistent with those obtained by Gneiting et al. (2010) . They establish that the best predictive models tend to be the most parsimonious, subject to the physical key characteristics being honored. Model E outperforms the other models in terms of MSE 1 and MAE 1 , but its performance in terms of MSE 2 and MAE 2 is quite poor. Indeed, for this specific data set, Model C shows the best global results in terms of MSE and MAE, and unlike the latent dimensions based models, it has physically interpretable parameters.
We conclude this section reporting a downscaled version of the residuals, in terms of the fitted Model C (see Fig. 5 ). Specifically, we perform cokriging interpolation (again, we refer the reader to Wackernagel 2003 for details) to achieve a high resolution map, over a fine grid of approximately 10 km across both latitudes and longitudes. These interpolated surfaces can indeed be used as input meteorology for small scale models that are able to describe regional phenomena. Additional interesting theoretical studies on the cokriging predictor can be found in Zhang and Cai (2015) .
Discussion
In the paper, we have discussed several construction principles for non-separable multivariate space-time covariances. In particular, we have proposed Gneiting type families of cross-covariances and their properties have been illustrated through a real data example of surface air temperatures and precipitable water content. The proposed models based on the modified Gneiting class have shown a good statistical performance using separable models as a benchmark. We believe that models based on latent dimension approaches need more careful analysis. Applications with more space-time locations and more than two variables can be done in a similar fashion. However, the difficulty lies more on the computational side. For example, in a trivariate case, the parsimonious modified Gneiting class would have at least 4 additional parameters. Moreover, classical likelihood evaluations scale in both n and m, e.g., storage Oðm 2 n 2 Þ and computing Oðm 3 n 3 Þ. Accordingly, several methods to deal with large data sets have been proposed in recent decades, including low rank structures, composite likelihood approaches, covariance tapering, stochastic partial differential equations, among many others. We refer the reader to Heaton et al. (2018) , and the references therein, for an overview of several methods for analyzing large space or space-time data.
We believe that the methodology used to prove our theoretical results can be adapted to find additional flexible classes of matrix-valued covariances (see, e.g., the approaches proposed by Rodrigues and Diggle 2010; , by using different scale mixtures and covariance convolutions in a multivariate scenario. At the same time, this is a far reaching extension that requires a lot of mathematical effort. On the other hand, although the assumption of isotropy is not justifiable for most real data, it is the building block to construct more sophisticated models, such as nonstationary RFs. For instance, appealing constructions based on either deformation approaches (Sampson and Guttorp 1992) or locally adaptive parameters (see, e.g., Anderes and Stein 2011) are natural research directions. We finally Fig. 5 Downscaled residuals for the surface air temperatures (left), in degrees Kelvin, and precipitable water content (right), in kg=m 2 , for May (t ¼ 1) and June (t ¼ 2) of 2018. The grid is approximately 10 by 10 km 2 notice that in many practical situations the Gaussian assumption is also unrealistic. This fact has motivated the search for new valuable alternatives for modeling non-Gaussian features, e.g. transformations of Gaussian random fields (Xu and Genton 2017) or copulas (Krupskii and Genton 2019) . Our findings may be certainly coupled with these approaches in order to achieve improved models.
We start by defining (semi) positive definite functions, that arise in statistics as the covariances of Gaussian RFs as well as the characteristic functions of probability distributions. Let E be a non-empty set and m 2 N. We say that the matrix-valued function F : E Â E ! R mÂm is (semi) positive definite if for all integer n ! 1, fe 1 ; . . .; e n g & E and fa 1 ; . . .; a n g & R m , the following inequality holds: X n '¼1 X n r¼1 a > ' Fðe ' ; e r Þa r ! 0: ð6:1Þ
We denote as P m ðEÞ the class of such mappings F satisfying Eq. (6.1). Next, we focus on the cases where E is either R d , S d or S d Â R k , for d; k 2 N. For a clear presentation of the results, Table 7 summarizes the notation introduced along this ''Appendices 1, 2 and 3''. We call U m d;S the class of continuous mappingsũ such that F in (6.2) is positive definite. Cramér's Theorem (Cramer 1940 where ı ¼ ffiffiffiffiffiffi ffi À1 p 2 C andK d : R d ! C mÂm is a matrixvalued mapping, with increments being Hermitian and positive definite matrices, and whose elements,K d;ij ðÁÞ, for i; j ¼ 1; . . .; m, are functions of bounded variation (see Wackernagel 2003) . In particular, the diagonal terms, K d;ii ðxÞ, are real, non-decreasing and bounded, whereas the off-diagonal elements are generally complex-valued. Cramer's Theorem is the multivariate version of the celebrated Bochner's Theorem (Bochner 1955 ). If the elements ofK d ðÁÞ are absolutely continuous, then Eq. (6.3) simplifies tõ
Matrix
m i;j¼1 being Hermitian and positive definite, for any x 2 R d . The mappingk d ðxÞ is known as the matrix-valued spectral density and classical Fourier inversion yields
Finally, the following inequality between the elements ofũ is true jũ ij ðhÞj 2 ũ ii ð0Þũ jj ð0Þ;
for all h 2 R d :
However, the maximum value of the mappingũ ij ðhÞ, with i 6 ¼ j, is not necessarily reached at h ¼ 0. In general,ũ ij is not itself a scalar-valued positive definite function when i 6 ¼ j.
Consider an element F in P m ðR d Þ and suppose that there exists a continuous and bounded mapping u : R þ ! R mÂm such that Fðx; yÞ ¼ uðkx À ykÞ; x; y 2 R d :
Then, F is called stationary and Euclidean isotropic (or radial). We denote as U m d;I the class of bounded, continuous, stationary and Euclidean isotropic mappings uðÁÞ ¼ ½u ij ðÁÞ m i;j¼1 . When m ¼ 1, characterization of the class U d;I was provided through the celebrated paper by Schoenberg (1938) where K d : ½0; 1Þ ! R mÂm is a matrix-valued mapping, with increments being positive definite matrices, and elements K d;ij ðÁÞ of bounded variation, for each i; j ¼ 1; . . .; m. Here, the function X d ðÁÞ is defined as
with C being the Gamma function and J m the Bessel function of the first kind of degree m (see Abramowitz and Stegun 1970) . If the elements of K d ðÁÞ are absolutely continuous, then we have an associated spectral density k d : ½0; 1Þ ! R mÂm as in the stationary case, which is called, following Daley and Porcu (2014) In this section, we pay attention to matrix-valued positive definite functions on the unit sphere. Consider F 2 P m ðS d Þ. We say that F is geodesically isotropic if there exists a bounded and continuous mapping w : ½0; p ! R mÂm such that Fðx; yÞ ¼ wðhðx; yÞÞ; x; y 2 S d :
The continuous mappings w are the elements of the class W m d;I and the following inclusion relations are true:
where W m 1;I is the class of geodesically isotropic positive definite functions being valid on the Hilbert sphere S 1 ¼ fðx n Þ n2N 2 R N : P n2N x 2 n ¼ 1g. The elements of the class W m d;I have an explicit connection with Gegenbauer (or ultraspherical) polynomials (Abramowitz and Stegun 1970) . Here, G k n denotes the k-Gegenbauer polynomial of degree n, which is defined implicitly through the expression 1 ð1 þ r 2 À 2r cos hÞ k ¼ X 1 n¼0 r n G k n ðcos hÞ; h 2 ½0; p;
r 2 ðÀ1; 1Þ:
In particular, T n :¼ G 0 n and P n :¼ G 1=2 n are respectively the Chebyshev and Legendre polynomials of degree n.
The following result (Hannan 2009; Yaglom 1987 ) offers a complete characterization of the classes W m d;I and W m 1;I , and corresponds to the multivariate version of Schoenberg's Theorem (Schoenberg 1942) . Equalities and summability conditions for matrices must be understood in a componentwise sense. where fB n;d g 1 n¼0 is a sequence of symmetric, positive definite and summable matrices.
(2) The mapping w is a member of the class W m 1;I if and only if it can be represented as where fB n g 1 n¼0 is a sequence of symmetric, positive definite and summable matrices.
Using orthogonality properties of Gegenbauer polynomials (Abramowitz and Stegun 1970) and through classical Fourier inversion we can prove that
whereas for d ! 2, we have
where integration is taken componentwise. The matrices fB n;d g 1 n¼0 are called Schoenberg's matrices. For the case m ¼ 1, such result is reported by Gneiting (2013) .
Matrix-valued positive definite functions on S d · R k : the class ! m d;k Let d, k and m be positive integers. We now focus on the class of matrix-valued positive definite functions on S d Â R k , being bounded, continuous, geodesically isotropic in the spherical component and stationary in the Euclidean one. The case k ¼ 1 is particularly important, since P m ðS d Â RÞ can be interpreted as the class of admissible space-time covariances for multivariate Gaussian RFs, with spatial locations on the unit sphere.
Consider F 2 P m ðS d Â R k Þ and suppose that there exists a bounded and continuous mapping C : ½0; p Â R k ! R mÂm such that Fððx; tÞ; ðy; sÞÞ ¼ Cðhðx; yÞ; t À sÞ; x; y 2 S d ; t; s 2 R k :
Such mappings C are the elements of the class ! m d;k . These classes are non-increasing in d and we have the inclusions Ma (2016) proposes the generalization of Theorem 6.1 to the space-time case. Theorem 6.2 below offers a complete characterization of the class ! m d;k and ! m 1;k , for any m ! 1. Again, equalities and summability conditions must be understood in a componentwise sense. Theorem 6.2 Let d, k and m be positive integers and C : ½0; p Â R k ! R mÂm a continuous matrix-valued mapping, with C ii ð0; 0Þ\1, for all i ¼ 1; . . .; m.
(1) Appendix 2: Proof of Theorem 3.1
In order to illustrate the results following subsequently, a technical Lemma will be useful. We do not provide a proof because it is obtained following the same arguments as in Porcu and Zastavnyi (2011 where, as asserted, the constants r ii , q ij and c ij are determined according to condition (3.1). Let us now define the mapping ðu; nÞ7 !uðu; nÞ :¼ n nþ1 ð1 À nf ðuÞÞ ' þ , with ðu; nÞ 2 ½0; 1Þ Â X. It can be verified that both w and u satisfy requirements 1-4 in Lemma 7.1. In particular, Condition 1 yields thanks to Lemmas 3 and 4 in Gneiting (2013) , as well as Theorem 1 in Daley et al. (2015) . Also, arguments in Porcu et al. (2016) show that Condition 3 holds for any ' ! 1. We can now apply Lemma 7.1, so that we have that C i;j;n;' ðh; uÞ :¼ Z X wðh; nÞuðu; nÞdn; ½0; p Â ½0; 1Þ is a member of the class ! m 2nþ1;1 for any ' ! 1. Pointwise application of an elegant scale mixture argument as in Proposition 1 of Porcu et al. (2016) with the convergence being uniform in any compact set. The proof is then completed in view of Bernstein's theorem (Feller 1966 We do not report the proof of Lemma 8.1 since the arguments are the same as in the proof of Lemma 8.2 below. Note that this lemma is a spherical version of the result given by Cressie and Huang (1999) . 
;
where the last step is justified by dominated convergence. We need to prove that for each fixed x 2 R k , the sequence of functions u7 !k n;d ðu; xÞ :¼ 1 ð2pÞ k Z R k expfÀıx > vgũ n;d ðu; vÞdv; n ! 0; belongs to the class U l;S , a.e. x 2 R k . In fact, we have that 1 ð2pÞ l Z R l expfÀıs > ugk n;d ðu; xÞdu
expfÀıs > u À ıx > vgũ n;d ðu; vÞdvdu:
ð8:3Þ Sinceũ n;d ðÁ; ÁÞ belongs to U kþl;S , Bochner's Theorem implies that the right side in Eq. (8.3) is non-negative everywhere. This implies thatk n;d ðÁ; xÞ belongs to the class U l;S . Also, direct inspection shows that P 1 n¼0k n;d ð0; xÞ \1, for all x 2 R k . The necessary part is completed.
On the other hand, suppose that for each x 2 R k the function C x ðh; uÞ belongs to the class ! d;l , then there exists a sequence of mappings fk n;d ðÁ; xÞg 1 n¼0 in U l;S for each x 2 R k , such that C x ðh; belongs to the class ! d;k , for any positive integer d.
Proof of Lemma 8.3 By Lemma 8.1, we must show that w x , defined through Eq. (8.1), belongs to the class W d;I , for all x 2 R k . In fact, we can assume that C is integrable, since the general case is obtained with the same arguments given by Gneiting (2002 where the last equality follows from Fubini's Theorem and dGðrÞ ¼ r k=2 dGðrÞ. In addition, the composition between a negative exponential and a Bernstein function is completely monotone on the real line (Feller 1966) . Then, for any x and r, the mapping h7 ! expfÀkxk 2 f ðhÞj ½0;p =ð4rÞg is the restriction of a completely monotone function to the interval ½0; p. Theorem 7 in Gneiting (2013) (Feller 1966) . Therefore, C x ðh; uÞ ¼ p k=2 1 ff 2 ðhÞj ½0;p g l=2 g x kuk 2 f 2 ðhÞj ½0;p ! ; and by Lemma 8.3, we have that C x 2 ! d;l , for all d 2 N. h
