First, sufficient conditions are given for a triangular array of random vectors such that the sequence of related random step functions converges towards a (not necessarily time homogeneous) diffusion process. These conditions are weaker and easier to check than the existing ones in the literature, and they are derived from a very general semimartingale convergence theorem due to Jacod and Shiryaev, which is hard to use directly.
Introduction
The aim of the present paper is to obtain a useful theorem concerning convergence of step processes towards a diffusion process. We derive sufficient conditions (see Theorem 2.1 and Corollary 2.2) from a very general semimartingale convergence theorem due to Jacod and Shiryaev [5, Theorem IX.3.39] . (This theorem of Jacod and Shiryaev is hard to use directly, since one has to check the local strong majoration hypothesis, the local condition on big jumps, local uniqueness for the associated martingale problem, and the continuity condition.) Theorem 2.1 can also be considered as a generalization of the sufficient part of the functional martingale central limit theorem (see, e.g., Jacod and Shiryaev [5, Theorem VII.3.4] ), but Theorem 2.1 allows not necessarily time homogeneous diffusion limit processes as well. Similarly, Corollary 2.2 can be considered as a generalization of the sufficient part of the Lindeberg-Feller functional central limit theorem (see, e.g., Jacod and Shiryaev [5, Theorem VII.5 
.4]).
There are several diffusion approximations in the literature, but they contain assumptions which are stronger and more complicated to check. For example, Ethier and Kurtz [2, Theorem 7.4 .1] deals only with the time homogeneous case, and their conditions (4.3)-(4.7) are hard to check. The result of Joffe and Métivier [7, Theorem 3.3.1] is not easy to use, since their conditions (H 1 ) and (H 4 ) are rather complicated to check. Gikhman and Skorokhod [3, Theorem 9.4.1] covers only convergence of Markov chains, and it contains Lipschitz conditions on the drift and diffusion coefficient of the limiting diffusion process, and assumes finite 2 + δ moments for some δ > 0. Our Theorem 2.1 and Corollary 2.2 are valid not only for martingales or Markov chains, since we do not suppose any dependence structure. The conditions are natural, since uniform convergence on compacts in probability (ucp) is involved. (The role of the topology of the ucp is nicely explained by Kurtz and Protter [10] .)
We also develope sufficient conditions (see Theorem 3.2 and Corollary 3.3) for convergence of stochastic integrals of random step functions, where the integrand is a functional of the integrator. We mention that our result covers situations which can not be handled by the convergence theorems of Jacod and Shiryaev [5, Theorem IX.5.12, Theorem IX.5.16, Corollary IX.5.18, Remark IX. 5.19 ]. There is a nice theory of convergence of stochastic integrals due to Jakubowski, Mémin and Pagès [6] and to Kurtz and Protter [8] , [9] , [10] . The key result of this theory says that if (U n ) n∈N is a uniformly tight sequence of semimartingales (or, equivalently, it has uniformly controlled variations) then it is good in the sense that ( In the proofs the simple structure of the approximating step processes and the almost sure continuity of the limiting diffusion process play a crucial role.
As an application of these results, a Feller type diffusion approximation can be derived for critical multitype branching processes with immigration if the offspring mean matrix is primitive, and the asymptotic behavior of the conditional least squares estimator of the offspring mean matrix may be established, see Ispány and Pap [4] , which will be the content of a forthcoming paper.
Convergence of step processes to diffusion processes
A process (U t ) t∈R+ with values in R d is called a diffusion process if it is a weak solution of a stochastic differential equation
where R + denotes the set of nonnegative real numbers, β :
are Borel functions and (W t ) t∈R+ is an r-dimensional standard Wiener process.
If (Ω, A, P) is a probability space, F ⊂ A is a σ-algebra, and ξ : Ω → R d is a random variable with E( ξ 2 | F) < ∞ then Var(ξ | F) will denote the conditional variance matrix defined by
(Here and in the sequel, x denotes the Euclidean norm of a (column) vector x ∈ R d , A and tr A denote the transpose and the trace of a matrix A, respectively.) The set of all nonnegative integers and the set of all positive integers will be denoted by Z + and N, respectively. The lower integer part and the positive part of x ∈ R will be denoted by x and x + , respectively.
Assume that the SDE (2.1) has a unique weak solution with U 0 = u 0 for all u 0 ∈ R d . Let η be a probability measure on R d , and let (U t ) t∈R+ be a solution of (2.1) with initial distribution η. For each n ∈ N, let (U n k ) k∈Z+ be a sequence of random variables with values in 
sup
Proof. The process (U t ) t∈R+ is a semimartingale with characteristics (B, C, 0), where 
where t∧T := inf{t, T }. Clearly, the stopped process U T t t∈R+ defined by U T t := U t∧T is a semimartingale with characteristics B T , C T , 0 .
We will also consider the stopped processes U n,T t t∈R+
, n ∈ N, defined by U n,T t := U n t∧T . We will check that all hypotheses of Theorem IX.3.39 of Jacod and Shiryaev [5] are fulfilled.
Firstly, we check the local strong majoration hypothesis. For each a > 0, consider the mapping are strongly majorized by the functions t → b a,T t and t → c a,T t respectively, where
Indeed, for all s, t ∈ R + with s < t, we have
hence the local strong majoration hypothesis holds.
The local condition on big jumps is obviously satisfied, since the third characteristic of the semimartingale U For each n ∈ N, the stopped process U n,T t t∈R+ is also a semimartingale with characteristics 
where
. Therefore all hypotheses of Theorem IX.3.39 of Jacod and Shiryaev [5] are fulfilled, hence for all
This implies that the finite dimensional distributions of the processes U n converge to the corresponding finite dimensional distributions of the process U (see Jacod and Shiryaev [5, VI.3.14]).
The aim of the following discussion is to show the tightness of {U n : n ∈ N}, which will imply
T implies tightness of {U n,T : n ∈ N}. By Theorem VI.3.21 of Jacod and Shiryaev [5] , this implies Again by Theorem VI.3.21 of Jacod and Shiryaev [5] , this implies tightness of {U n : n ∈ N}, and we obtain
Assume that the SDE (2.1) has a unique weak solution with U 0 = u 0 for all u 0 ∈ R d . Let (U t ) t∈R+ be a solution of (2.1) with initial distribution η. Suppose 
Proof
for all x ∈ R d . For all T > 0 and all t ∈ [0, T ], applying (2.3), we get
which together with assumptions (i) and (iii) of this corollary imply condition (i) of Theorem 2.1. We have
For arbitrary matrices A, B, C, D ∈ R d×r , we have
hence applying (2.3) and h(x) K valid for all x ∈ R d , we obtain
In a similar way, we obtain
These inequalities together with assumptions (ii) and (iii) of this corollary imply condition (ii) of Theorem 2.1. We have 
Then, by Corollary 2.2, 
Convergence of integrals of step processes
For a function α ∈ D(R d ) and for a sequence (α n ) n∈N in D(R d ), we write α n lu −→ α if (α n ) n∈N converges to α locally uniformly, i.e., if sup t∈[0,T ] α n (t) − α(t) → 0 as n → ∞ for all T > 0. The space of all continuous functions α :
, n ∈ N, we will denote by C Φ,(Φn) n∈N the set of all functions
, n ∈ N. If Φ n = Φ for all n ∈ N then we write simply C Φ instead of C Φ,(Φn) n∈N . Further, C Φ,(Φn) n∈N will denote the set of all functions α ∈ C Φ,(Φn) n∈N such that Φ(α n )
We need the following version of the continuous mapping theorem several times.
Lemma 3.1 Let (U t ) t∈R+ and (U n t ) t∈R+ , n ∈ N, be stochastic processes with values in R d such that
, n ∈ N, be measurable mappings such that
Proof. In view of the continuous mapping theorem (see, e.g., Billingsley [1, Theorem 5.5]), it suffices to 
n for n ∈ N be as in Theorem 2.1. Assume that the SDE (2.1) has a unique weak solution with U 0 = u 0 for all u 0 ∈ R d . Let (U t ) t∈R+ be a solution of (2.1) with initial distribution η.
Let the mappings β : 
Proof. Our first aim is to prove (
, and for this we will use Theorem VI.4.18 of Jacod and Shiryaev [5] . By the assumptions, the sequence (U n 0 , Y n 0 ) = (U n 0 , 0), n ∈ N, is weakly convergent, thus obviously tight in R d × R pd , hence condition (i) of Theorem VI.4.18 of Jacod and Shiryaev [5] holds. For each n ∈ N, the process (U n t , Y n t ) t∈R+ is a semimartingale with characteristics (B n , C n , ν n ) relative to the truncation function h given by
, and modified second characteristic
(see Jacod and Shiryaev [5, II.3.14, II.
3.18]). For all
by assumption (iii), hence condition (ii) of Theorem VI.4.18 of Jacod and Shiryaev [5] holds.
In order to check condition (iii) of Theorem VI.4.18 of Jacod and Shiryaev [5] , first we will show
We will apply Lemma 3.1. We have t 0 β (U) s ds = Φ β (U) t , and for each n ∈ N,
Observe that assumptions (i)-(iii) imply that conditions (i)-(iii) of Theorem 2.1 hold, thus we conclude U n L −→ U as n → ∞. In order to show P U ∈ C Φ β = 1, it is enough to check
. Now we fix T > 0, a function α ∈ C Ψ,(Ψn) n∈N and a sequence
hence it suffices to show
For sufficiently large n ∈ N, we have sup
Continuity of Ψ(α) implies sup t∈[0,T ] Ψ(α)(t) < ∞. For sufficiently large n ∈ N, sup t∈[0,T ] β(t, α n (t)) 1 + sup t∈[0,T ] β(t, α(t)) < ∞ (by convergence (3.2) and by continuity of α and β). By Ψ(α n ) lu −→ Ψ(α), (3.3) is also satisfied, and we conclude C Φ β ⊃ C Ψ,(Ψn) n∈N . Consequently, P U ∈ C Φ β = 1, and by Lemma 3.1, we obtain (3.1). If α ∈ C(R d ) and (α n ) n∈N is a sequence in
(See, e.g., Proposition VI.2.4 of Jacod and Shiryaev [5] .) Hence, by the continuous mapping theorem, we obtain
This together with assumption (i) implies
Particularly, the sequence (
. Indeed, the Skorokhod topology is coarser than the local uniform topology, hence (3.4) implies
In a similar way, the sequence (
for all T > 0 and all c > 0, where
. Therefore all hypotheses of Theorem VI.4.18 of Jacod and Shiryaev [5] are fulfilled, hence we conclude that the sequence (
It remains to prove that if a sub-sequence, still denoted by (U n , Y n ) n∈N , weakly converges to a limit distribution then the limit is the distribution of (U, Y). For this we will apply Theorem IX.2.22 of Jacod and Shiryaev [5] . The process (U t , Y t ) t∈R+ is a semimartingale with characteristics (B , C , 0), where [5] , consider the measurable mapping Φ :
(pd)×r ) given by Φ(α)(t) := α(t), Φ β (α)(t), Φ γ (α)(t) , α ∈ D(R d ), t ∈ R + .
As we have already proved, P U ∈ C Φ β ∩ C Φ γ = 1. The local uniform topology on D(R m ) is the m-fold product of the local uniform topology on D(R), hence we obtain C Φ ⊃ C Φ β ∩ C Φ γ . Using again that the Skorokhod topology is coarser than the local uniform topology, we conclude D Φ ⊃ C Φ . Consequently, the continuity condition P U ∈ D Φ = 1 holds. Hence all hypotheses of Theorem IX.2.22 of Jacod and Shiryaev 
Proof. This follows from Theorem 3.2 in the same way as Corollary 2.2 from Theorem 2.1.
