We prove that the quasi continuous version of a functional in E p r is continuous along the sample paths of the Dirichlet process provided that p > 2, 0 < r 1 and pr > 2, without assuming the Meyer equivalence. Parallel results for multi-parameter processes are also obtained. Moreover, for 1 < p < 2, we prove that a n parameter Dirichlet process does not touch a set of (p, 2n)-zero capacity.
Introduction
Relations between path continuity, quasi continuity and ray continuity of functions with fractional regularity in infinite dimensional space are discussed in a recent work [5] . In particular, path continuity is proved for fractional Dirichlet functionals with the product of the integrability index and the differentiability one bigger than two under the additional condition of the Meyer equivalence (see condition A.2 in [5] ). Unfortunately, up to now, this condition is known to hold only in few cases. For example, we do not know whether or not it holds in the cases of configuration spaces and the space of paths over a Riemannian manifold. Therefore, it seems useful to remove this restriction. This is one motivation of the present paper.
To circumambulate the Meyer equivalence, a natural way is to abandon the use of the infinitesimal generator of the semigroup associated to the Dirichlet form at all. Hence a candidate could be the Lyons-Zheng forward-backward martingale decomposition (see [8] ) instead of martingale plus absolutely continuous process one. We tried this candidate and it has turned out to work very well. Another advantage of this approach is that we do not need the analyticity condition of the semi-group which is also assumed to hold in [5] . To this end, we give a proof different to that in [5] , and we use the discrete interpolation method other than some nice estimates possessed by analytic semigroup. Thus, for multidimensional processes we are in the fully general framework proposed by Hirsch in [4] .
On the other hand, a comparison theorem between capacities is obtained in [5] (see Theorem 2.19 there). This result states that, in the context of capacities, lower differentiability indexes can be compensated by higher integrability ones. Here we obtain a parallel result which allows compensation for lower integrability indexes by higher differentiability ones.
Another motivation is to develop a stochastic calculus for fractional Dirichlet processes. If a functional, say f , is in the domain of the infinitesimal operator of the Dirichlet form, then a stochastic calculus for f (X t ), where X t is the Markov process associated with the form, has been established long ago, see e.g. [3, 10] ; If f is only in the domain of the form, then the Lyons-Zheng decomposition applies well; In the present paper we shall show that in the fractional case, the rough signal calculus initiated of Lyons (see [6, 7] ) is an appropriate tool.
The paper is organized as follows: In Section 2, we put forward our framework and give necessary notions and notations. Then in Section 3 and 4 we treat the cases p > 2 and 1 < p < 2 respectively. Lastly, in Section 5, as an application we discuss the quasieverywhere existence of the local times of martingales on path space.
Framework
Let E be a topological space with the second countability. B(E) denotes the Borel σ -algebra on E. Let µ be a positive measure on (E, B(E)) such that µ(E) < ∞ and let B(E) µ denote the completion of
will be a quasi-regular, symmetric, local Dirichlet form on L 2 (E; µ) in the sense of [10] . So by the general existence theorem (see [3, 10] ), there exists a probability space (Ω, F , P ) and a thereon defined Markovian process with continuous paths, which will be denoted by {X t , t 0}, associated with (E, D 2 1 ). Additionally, we make the following assumption (cf. [4] ):
The carré du champ operator associated to E, denoted by Γ , is the unique positive symmetric continuous operator from
We have then by [4] 
We denote by Γ (f ) = Γ (f, f ). For p 2, we define
with norm
Applying the K-method in the real interpolation theory (cf. [11] ), for 0 < r < 1, we define the fractional Sobolev space as follows: 
It is this norm that will be made use of.
, we can use the standard theory of capacity (see e.g. [9] ). More precisely, we have the following a (p, r) redefinition of f .
To prove this theorem we shall need the following result of Lyons and Zheng (see [8] and also [3] ). Note that although the original result is stated in the local compact space case, the same proof works for our situation without any changes.
1 , then we have the following decomposition:
where f * is a (2, 1)
respectively forward and backward continuous square integrable martingales with quadratic variation processes
Applying this decomposition, we have
Proof. According to the decomposition (3.3), by BDG inequality and Hölder inequality, we have
Proof. By (2.1), there exists a sequence (f n ) n∈N 
Choose the unique n ∈ N such that
By the previous lemma,
Hence, we have
and we complete the proof. ✷
We remark that the above proof is different from that of Lemma 2.10 in [5] . Here the proof is based on the interpolation method and thus avoid using the analyticity of the semigroup.
Proof of Theorem 3.1. With Lemma 3.4, we have all the necessary estimates needed in using Kolmogorov's criterion, and the proof is similar to the Theorem 2.7 of [5] . So we omit the details. ✷ Similarly, the following result can be proved (cf. [5, Lemma 2.14]).
Theorem 3.5. There exists two constants C = C(T ), c = c(T ) such that for any subset
where P * stands for the outer measure of P .
Remark. Many attempts have been made to develop calculus for f (X t ).
It is clear that for r < 1, certainly we cannot apply the stochastic calculus well developed for r = 2 and r = 1 (see [3] ) to f (X t ) with f ∈ E p r . Now Theorem 3.1 says that if pr > 2, the rough signal calculus developed by Lyons [7] can be applied. Moreover, if r − 
by the approach proposed in [6] .
We now want to state multi-parameter versions of the above results. We fix a positive integer n. For I ⊂ {1, . . . , n}, set I c = {1, . . ., n} − I . Besides (A1) we make the following additional assumption in this section [4] .
(A2) There exists a continuous process {X t , t ∈ R n + }, defined on a filtered probability space (Ω, F , F i t , 0 t < ∞, P ), valued in E, and satisfying the following conditions. 
Now we are ready to state the following results whose proofs can be done along the same lines as above and hence omitted. Combining (4.13) and (4.14) yields the result. ✷
In the same way we can prove the following more general result.
With the help of this result we get Lemma 4.5. Suppose 1 < p < 2, then there exists a positive constant C = C(p) such that This combined with the above lemma yields
(a,∞) (M s ) dM s .
Furthermore, we can prove the quasi everywhere existence of L a t in the sense of the statement in the theorem below by the same method as [5] . 
