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1. Introduction and main results
Let f be a nonconstant meromorphic function in the whole plane. We shall use the following standard notations of
value distribution theory: T (r, f ), m(r, f ), N(r, f ),N(r, f ), . . ., (see. [1–3]). We denote by S(r, f ) any quantity satisfying
S(r, f ) = o(T (r, f )), as r →∞, possible outside of a set with finite measure.
Let a be a finite complex number, and k be a positive integer. We denote by Nk)(r, 1f−a ) the counting function for zeros of
f − awith multiplicity≤ k, and by Nk)(r, 1f−a ) the corresponding one for which multiplicity is not counted. Let N(k(r, 1f−a )
be the counting function for zeros of f − a with multiplicity at least k and N (k(r, 1f−a ) the corresponding one for which
multiplicity is not counted. Set Nk(r, 1f−a ) = N(r, 1f−a )+ N (2(r, 1f−a )+ · · · + N (k(r, 1f−a ).
Let f and g be two non-constant meromorphic functions. Let a be a finite complex number. We say that f , g share the
value a CM (countingmultiplicities) if f , g have the same a-points with the samemultiplicities andwe say that f , g share the
value a IM (ignoring multiplicities) if we do not consider the multiplicities. We denote by NL(r, 1f−a ) the counting function
for a-points of both f and g about which f has largermultiplicity than g , withmultiplicity not be counted. Similarly, we have
the notation NL(r, 1g−a ).
The following result is famous in value distribution theorywhichwas posed byHayman [4] and settled by several authors
almost at the same time [5,6].
Theorem A. Let f be a nonconstant meromorphic function, n ≥ 1 be a positive integer. Then f nf ′ − 1 has infinitely many zeros.
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Fang and Hua [7] and Yang and Hua [8] obtained a unicity theorem corresponding to Theorem A.
Theorem B. Let f and g be two nonconstant meromorphic (entire) functions, n ≥ 11(n ≥ 6) a positive integer. If f nf ′ and gng ′
share 1 CM, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying (c1c2)n+1c2 = −1, or
f ≡ tg for a constant t such that tn+1 = 1.
In [9], Fang extended Theorem B by using the idea of sharing fixed-points and obtained:
Theorem C. Let f and g be two nonconstant meromorphic (entire) functions, n ≥ 11(n ≥ 6) a positive integer. If f nf ′ and gng ′
share z CM, then either f (z) = c1ecz , g(z) = c2e−cz , where c1, c2, and c are three constants satisfying (c1c2)n+1c2 = −1, or
f ≡ tg for a constant t such that tn+1 = 1.
Remark 1. In fact, there was a fixed-point theorem related to Theorem C which was proved by Fang in [10], i.e., let f be a
nonconstantmeromorphic function, n ≥ 1 be a positive integer. Then f nf ′−z has infinitelymany zeros. It plays an important
tool in proving Theorem C.
Chen [11], Wang and Fang [12,13] extended Theorem A by proving the following theorem.
Theorem D. Let f be a transcendental entire function, n, k two positive integers with n ≥ k+ 1. Then (f n)(k) − 1 has infinitely
many zeros.
Naturally, we ask whether there exists a unicity theorem corresponding to Theorem D. Fang and Qiu [14] proved the
following theorem when f and g are entire functions.
Theorem E. Let f and g be two nonconstant entire functions, and let n, k be two positive integers with n > 2k+4. If (f n)(k) and
(gn)(k) share 1 CM, then either f (z) = c1ecz , g(z)c2e−cz , where c1, c2 and c are three constants satisfying (−1)k(c1c2)n(nc)2k =
1, or f ≡ tg for a constant t such that tn = 1.
Similarly to Theorem C, one can ask whether there exists a unicity theorem for meromorphic functions corresponding to
Theorem E. In this paper, a different way from Theorem C is used to deal with the question.
Theorem 1. Let f and g be two nonconstant meromorphic functions, and let n, k be two positive integers with n > 3k + 10.
If (f n)(k) and (gn)(k) share z CM, f and g share∞ IM, then either f (z) = c1ecz2 , g(z) = c2e−cz2 , where c1, c2 and c are three
constants satisfying 4n2(c1c2)nc2 = −1, or f ≡ tg for a constant t such that tn = 1.
Remark 2. If (f n)(k) and (gn)(k) share 1 CM , we can relax n > 3k+ 10 to n > 3k+ 8 and remove the condition that f and g
share∞ IM in Theorem 1. The similar result was also obtained in [15], but their proof contains a gap: the application [15,
p. 1201] of Lemma 6 to get (4.17). In fact, (4.17) in [15] can be obtained by Theorem 2 of [8] directly.
Corollary 1. Let f and g be two nonconstant entire functions, and let n, k be two positive integers with n > 2k + 4. If
(f n)(k) and (gn)(k) share z CM, then either f (z) = c1ecz2 , g(z) = c2e−cz2 , where c1, c2 and c are three constants satisfying
4(c1c2)n(nc)2 = −1, or f ≡ tg for a constant t such that tn = 1.
Fang and Qiu obtained another unicity theorem which also corresponds to a Picard theorem [9, Proposition 1].
Theorem F. Let f and g be two nonconstant entire functions, and let n, k be two positive integerswith n ≥ 2k+8. If [f n(f−1)](k)
and [gn(g − 1)](k) share 1 CM, then f ≡ g.
Similarly to the proof of Theorem 1, we can also obtain the following results which improve Theorem F.
Theorem 2. Let f and g be two nonconstantmeromorphic functions satisfying Θ(∞, f ) > 2n , and let n, k be two positive integers
with n ≥ 3k+ 12. If [f n(f − 1)](k) and [gn(g − 1)](k) share z CM, f and g share∞ IM, we have f ≡ g.
Corollary 2. Let f and g be two nonconstant entire functions, and let n, k be two positive integerswith n ≥ 2k+6. If [f n(f−1)](k)
and [gn(g − 1)](k) share z CM, then f ≡ g.
Remark 3. Obviously, Corollary 2 improves Theorem F from n ≥ 2k+ 8 to n ≥ 2k+ 6 and generalizes the condition from
sharing value to share the fixed-points.
The paper [15] claims to prove the following result which relates to Theorem 2.
Theorem G. Let f and g be two nonconstant meromorphic functions satisfying Θ(∞, f ) > 3n+1 , and let n, k be two positive
integers with n ≥ 3k+ 13. If [f n(f − 1)](k) and [gn(g − 1)](k) share 1 CM, then f ≡ g.
Remark 4. The condition f and g share∞ IM is removed in Theorem G, it seems fine but the proofs of Theorem G contain
gaps: see, for example, one can’t get the formulas (6.9) and (6.10) in [15]. Therefore, the last inequality in page 1203 of [15]
does not hold. Recently, Li and Lu [16] continued to investigate the question and generalized the results of [15] from sharing
one value CM to IM by the same method as [15]. Therefore, the similar gaps can be found in the paper of [16].
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2. Some Lemmas
Lemma 1 ([17]). Let f be a nonconstant meromorphic function and let k be a nonnegative integer, then
N
(
r,
1
f (k)
)
≤ N
(
r,
1
f
)
+ kN(r, f )+ S(r, f ).
Lemma 2. Let f1, f2, f3 be nonconstant meromorphic functions such that f1 + f2 + f3 = 1. If f1, f2, f3 are linearly independent,
then
T (r, f1) <
3∑
i=1
N2
(
r,
1
fi
)
+
3∑
i=1
N(r, fi)+ o(T (r)),
where T (r) = max1≤i≤3{T (r, fi)} and r 6∈ E.
Lemma 2 plays an important role in the uniqueness theory ofmeromorphic functions. Yi proved the reduced form in [18],
then Li and Yang improved it by using multiplicity truncated by 2 in [19]. Recently, Yang and Zhang[20] also investigated
the above precise inequality which has been applied to study the famous Fermat type functional equation f n+ gn+ hn = 1
and obtained some interesting results. It also plays a key role in proving our theorems.
Lemma 3 ([21]). Let f1 and f2 be two nonconstant meromorphic functions. If c1f1 + c2f2 = c3, where c1, c2, c3 are nonzero
constants, then
T (r, f1) ≤ N(r, f1)+ N
(
r,
1
f1
)
+ N
(
r,
1
f2
)
+ S(r, f1).
Lemma 4. Let f and g be nonconstant meromorphic functions. If (f n)(k) and (gn)(k) share z CM and n > k + 2, and if f is a
transcendental function, then
T (r, f ) = O(T (r, g)) (r 6∈ E).
Proof. By the second fundamental theorem, we have
T
(
r,
1
(f n)(k)
)
≤ T (r, (f n)(k))+ S(r, f )
≤ N
(
r,
1
(f n)(k)
)
+ N(r, (f n)(k))+ N
(
r,
1
(f n)(k) − z
)
+ S(r, f )
≤ N
(
r,
1
(f n)(k)
)
−
[
N(2)
(
r,
1
(f n)(k)
)
− N (2)
(
r,
1
(f n)(k)
)]
+N(r, f )+ N
(
r,
1
(gn)(k) − z
)
+ S(r, f ). (2.1)
From n > k+ 2, we see that if z0 is zero of f with multiplicity p, then z0 is a zero of (f n)(k) with multiplicity np− k ≥ 2, then
N(2)
(
r,
1
(f n)(k)
)
− N (2)
(
r,
1
(f n)(k)
)
≥ (n− k− 1)N
(
r,
1
f
)
. (2.2)
We note that
m
(
r,
1
f n
)
≤ m
(
r,
1
(f n)(k)
)
+ S(r, f ) = T
(
r,
1
(f n)(k)
)
− N
(
r,
1
(f n)(k)
)
+ S(r, f ). (2.3)
Thus by Lemma 1 and (2.1)–(2.3), we get
[n− (k+ 2)]T (r, f ) ≤ N
(
r,
1
(gn)(k) − z
)
+ S(r, f ) ≤ n(k+ 1)T (r, g)+ S(r, f ).
Therefore, the conclusion of the lemma holds.
Lemma 5. Let f and g be two nonconstant meromorphic functions. If (f n)(k) = (gn)(k) and n > 2k + 1, then f = tg for a
constant t such that tn = 1.
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Proof. From the assumption, we get f n = gn + P , where P is a polynomial of degree at most k− 1. If P 6≡ 0, we have
f n
P
= g
n
P
+ 1.
By Lemma 3, we have
T
(
r,
f n
P
)
≤ N
(
r,
f n
P
)
+ N
(
r,
P
f n
)
+ N
(
r,
P
gn
)
+ S(r, g),
therefore,
T (r, f n) ≤ T
(
r,
f n
P
)
+ (k− 1) log r + O(1)
≤ N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ N(r, f )+ 2(k− 1) log r + S(r, f ).
Similarly we obtain
T (r, gn) ≤ N
(
r,
1
f
)
+ N
(
r,
1
g
)
+ N(r, g)+ 2(k− 1) log r + S(r, g).
We note that f and g are two nonconstant meromorphic functions, then T (r, f ) ≥ log r + O(1) and T (r, g) ≥ log r + O(1),
thus we get
n(T (r, f )+ T (r, g)) ≤ (2k+ 1)(T (r, f )+ T (r, g))+ S(r, f )+ S(r, g),
which is a contradiction. Hence we get P ≡ 0 and f n = gn, thus f = tg , where t is a constant such that tn = 1.
Lemma 6 ([17]). Let f be a meromorphic function. Then for all irreducible rational functions in f ,
R(z, f ) = P(z, f )
Q (z, f )
=
p∑
i=0
ai(z)f i
q∑
j=0
bj(z)f j
,
with meromorphic coefficients ai(z), bj(z) such that{
T (r, ai) = S(r, f ), i = 0, . . . , p,
T (r, bj) = S(r, f ), j = 0, . . . , q,
the characteristic function of R(z, f ) satisfies
T (r, R(z, f )) = dT (r, f )+ S(r, f ), (2.4)
where d = max(p, q).
3. Proof of Theorem 1
Proposition 1. Under the assumptions of Theorem 1 we have either
(f n)(k) = (gn)(k) or (f n)(k)(gn)(k) = z2.
We first prove the proposition. From the assumption, we see that (f n)(k) − z and (gn)(k) − z share 0 CM and∞ IM .
Let F = f n, G = gn, and
H(z) = F
(k)(z)− z
G(k)(z)− z . (3.1)
Then H is a meromorphic function satisfying T (r,H) = O(T (r, f )+ T (r, g)).
From (3.1), we see that the zeros and poles of H are multiple and satisfy
N(r,H) ≤ NL(r, f ), N
(
r,
1
H
)
≤ NL(r, g).
Let
f1 = F
(k)
z
, f2 = H, f3 = −HG
(k)
z
. (3.2)
Then f1 + f2 + f3 = 1.
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We first suppose neither f2 nor f3 is a constant.
If f1, f2, f3 are linearly independent, then by Lemma 2 we have
T (r, f1) <
3∑
i=1
N2
(
r,
1
fi
)
+
3∑
i=1
N(r, fi)+ o(T (r)), (3.3)
From the assumption, we deduce that
S(r, f )+ S(r, g) = o(T (r)). (3.4)
Thus by (3.2) and (3.3), we have
T (r, f1) < N2
(
r,
z
F (k)
)
+ 2NL(r, g)+ N2
(
r,
z
G(k)
)
+ N(r, f )+ NL(r, f )+ N(r, g)+ 2 log r + o(T (r))
< N2
(
r,
1
F (k)
)
+ N2
(
r,
1
G(k)
)
+ 2NL(r, g)+ NL(r, f )+ 2N(r, f )+ 2 log r + o(T (r)).
Noting that T (r, F (k)) ≤ T (r, f1)+ log r , we have
T
(
r,
1
F (k)
)
= T (r, F (k))+ S(r, F)
< N2
(
r,
1
F (k)
)
+ N2
(
r,
1
G(k)
)
+ 2NL(r, g)+ NL(r, f )+ 2N(r, f )+ 3 log r + o(T (r))
= N
(
r,
1
F (k)
)
−
[
N(3
(
r,
1
F (k)
)
− 2N (3
(
r,
1
F (k)
)]
+ N
(
r,
1
G(k)
)
−
[
N(3
(
r,
1
G(k)
)
− 2N (3
(
r,
1
G(k)
)]
+ 2NL(r, g)+ NL(r, f )+ 2N(r, f )+ 3 log r + o(T (r)). (3.5)
If z0 is a zero of f with multiplicity p, then z0 is a zero of (f n)(k) with multiplicity np− k ≥ 3, we have
N(3
(
r,
1
F (k)
)
− 2N (3
(
r,
1
F (k)
)
≥ (n− k− 2)N
(
r,
1
f
)
. (3.6)
Similarly we have
N(3
(
r,
1
G(k)
)
− 2N (3
(
r,
1
G(k)
)
≥ (n− k− 2)N
(
r,
1
g
)
. (3.7)
We note that
nm
(
r,
1
f
)
= m
(
r,
1
F
)
≤ m
(
r,
1
F (k)
)
+ S(r, F)
≤ T
(
r,
1
F (k)
)
− N
(
r,
1
F (k)
)
+ S(r, F). (3.8)
Thus by (3.5)–(3.8) and Lemma 1, we have
nT (r, f ) < (k+ 2)N
(
r,
1
f
)
+ (k+ 2)N
(
r,
1
g
)
+ 2NL(r, g)+ NL(r, f )+ (k+ 2)N(r, f )+ 3 log r + o(T (r)).
From (3.2) we obtain
G(k)
z
+ 1
H
− F
(k)
Hz
= 1.
Obviously, G
(k)
z ,
1
H ,
F (k)
Hz are linearly independent and neither
1
H nor
F (k)
Hz is a constant. Similarly we get
nT (r, g) < (k+ 2)N
(
r,
1
g
)
+ (k+ 2)N
(
r,
1
f
)
+ 2NL(r, f )+ NL(r, g)+ (k+ 2)N(r, g)+ 3 log r + o(T (r)).
Noting that
NL(r, f )+ NL(r, g) ≤ N(r, g) = N(r, f ),
we obtain
[n− 2(k+ 2)](T (r, f )+ T (r, g)) <
(
k+ 7
2
)
(N(r, f )+ N(r, g))+ 6 log r + o(T (r)). (3.9)
Next, we consider two cases.
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Case 1. If f and g have poles, then N(r, f ) = N(r, g) ≥ log r . From (3.9) we have
[n− 2(k+ 2)](T (r, f )+ T (r, g)) <
(
k+ 13
2
)
(N(r, f )+ N(r, g))+ o(T (r)).
By n > 3k+ 10 and (3.4), we get a contradiction. Thus we deduce that f1, f2, f3 are linearly dependent, there exist constants
(c1, c2, c3) 6= (0, 0, 0) such that
c1f1 + c2f2 + c3f3 = 0. (3.10)
Assuming that c1 = 0, we get
c2f2 + c3f3 = 0 and G(k)(z) = c2zc3 .
Thus g is a polynomial, which is a contradiction. The case c3 = 0 also leads to a contradiction.
Assuming that c1 6= 0, we know that (c2, c3) 6= (0, 0). Suppose that c2 6= 0, by (3.10) we get(
1− c2
c1
)
f2 +
(
1− c3
c1
)
f3 = 1
and c1 6= c2, c1 6= c3, therefore,(
1− c3
c1
)
G(k)
z
+ 1
H
= 1− c2
c1
.
From this and Lemma 3, we obtain
T
(
r,
G(k)
z
)
≤ N
(
r,
z
G(k)
)
+ N(r,H)+ N
(
r,
G(k)
z
)
+ S(r, g).
Noting that
T (r,G(k)) ≤ T
(
r,
G(k)
z
)
+ log r,
we have
T (r,G(k)) ≤ N
(
r,
1
G(k)
)
+ N(r, g)+ N(r, g)+ 2 log r + S(r, g)
≤ N
(
r,
1
G(k)
)
−
[
N(2
(
r,
1
G(k)
)
− N (2
(
r,
1
G(k)
)]
+ 4N(r, g)+ S(r, g).
In the same way, we obtain
nT (r, g) ≤ (k+ 1)N
(
r,
1
g
)
+ 4N(r, g)+ S(r, g),
which is a contradiction.
Thus c2 = 0, c3 6= 0, which gives(
1− c1
c3
)
f1 + f2 = 1.
Similarly, we have a contradiction.
Hence we deduce that either f2 or f3 is a constant.
Suppose that f2 ≡ C . If C 6= 1, we have
F (k)
z
− C G
(k)
z
= 1− C .
In the same manner, we get a contradiction. Therefore C = 1, we have F (k) = G(k).
Suppose that f3 ≡ C , similarly we get C = 1, thus we have
G(k)
z
= − 1
H
,
F (k)
z
= −H,
and hence (f n)(k)(gn)(k) = z2. We know f and g share∞ IM , thus∞ is a Picard value of f , we get a contradiction.
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Case 2. If f and g are entire functions, from the assumption and Lemma 4, we know that, either both f and g are
transcendental entire functions, or both f and g are polynomials.
If f and g are two transcendental entire functions, by the arguments similar to the proof of Case 1, we easily get
Proposition 1.
If f and g are polynomials, (f n)(k) and (gn)(k) share z CM , we get
(f n)(k) − z = C((gn)(k) − z),
where C is a nonzero constant. If C 6= 1,
(f n)(k)
z
− C (g
n)(k)
z
= 1− C .
From this and Lemma 3, we obtain
T
(
r,
(f n)(k)
z
)
≤ N
(
r,
z
(f n)(k)
)
+ N
(
r,
z
(gn)(k)
)
+ N
(
r,
(f n)(k)
z
)
+ S(r, f ).
Thus we have
T (r, (f n)(k)) ≤ N
(
r,
1
(f n)(k)
)
+ N
(
r,
1
(gn)(k)
)
+ 2 log r + S(r, f ).
By the arguments similar to the proof of Lemma 4, we have
nT (r, f ) ≤ (k+ 1)N
(
r,
1
g
)
+ (k+ 1)N
(
r,
1
f
)
+ 2 log r + S(r, f )
and
nT (r, g) ≤ (k+ 1)N
(
r,
1
f
)
+ (k+ 1)N
(
r,
1
g
)
+ 2 log r + S(r, g).
Noting that log r ≤ T (r, f )+ O(1) and log r ≤ T (r, g)+ O(1), we get
[n− 2(k+ 2)](T (r, f )+ T (r, g)) ≤ S(r, f )+ S(r, g),
which is a contradiction. Thus C = 1, we get (f n)(k) = (gn)(k). The proof of Proposition 1 is complete.
Suppose that (f n)(k) = (gn)(k), by Lemma 5 we get f = tg , where t is a constant such that tn = 1.
Suppose that (f n)(k)(gn)(k) = z2, we see that f and g are two nonconstant entire functions and have no zeros.
Set f = eα and g = eβ , where α and β are entire functions, we have
(f n)(k) = A[(α′)k + Pk−1(α′)]enα and (gn)(k) = B[(β ′)k + Qk−1(β ′)]enβ ,
where A, B are nonzero constants, Pk−1(α′) and Qk−1(β ′) are differential polynomials in α′ and β ′ of degree at most k − 1
respectively. Thus we get
AB[(α′)k + Pk−1(α′)][(β ′)k + Qk−1(β ′)]en(α+β) = z2. (3.11)
We deduce α + β = C , C is a constant. Hence from (3.11), we get
A1(α′)2k = z2 + P˜2k−1(α′), (3.12)
where A1 is a nonzero constant and P˜2k−1(α′) is a differential polynomial in α′ of degree at most 2k− 1. Thus we obtain
T (r, α′) ≤ 2 log r + S(r, α′).
Therefore, α′ is a polynomial.
If k ≥ 2, from (3.12) we get a contradiction.
If k = 1, from (3.12) we get α′ = cz + d. Thus
f (z) = c1ecz2+bz+d, g(z) = c2e−cz2−bz+C−d,
and
−cn1n(2cz + b)cn2n(2cz + b) = z2.
We deduce 4n2(c1c2)nc2 = −1 and b = 0, thus
f (z) = c1ecz2 , g(z) = c2e−cz2 .
This completes the proof of Theorem 1.
Using the same argument as in the proof of Theorem 1, we can prove Corollary 1. We omit it here.
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4. Proof of Theorem 2
Similarly to the proof of Theorem 1, we can get [f n(f − 1)](k) = [gn(g − 1)](k) or [f n(f − 1)](k)[gn(g − 1)](k) = z2.
We first suppose that [f n(f − 1)](k)[gn(g − 1)](k) = z2, then we get f 6= 0, f 6= ∞.
Let f = eα , where α is a nonconstant entire function. Then by induction we get
(f n+1)(k) = (e(n+1)α)(k) = P1(α′, α′′, . . . , α(k))e(n+1)α, (4.1)
(f n)(k) = (enα)(k) = P2(α′, α′′, . . . , α(k))enα, (4.2)
where P1(α′, α′′, . . . , α(k)) and P2(α′, α′′, . . . , α(k)) are differential polynomials.
Obviously,
P1(α′, α′′, . . . , α(k)) 6≡ 0, P2(α′, α′′, . . . , α(k)) 6≡ 0. (4.3)
Noting that g is an entire function, we obtain from (4.1)–(4.3) that
N
(
r,
1
P1(α′, α′′, . . . , α(k))eα − P2(α′, α′′, . . . , α(k))
)
≤ N
(
r,
1
z2
)
= S(r, f ). (4.4)
Since α is an entire function, we have
T (r, α′) = m(r, α′) = S(r, f ).
Thus, we have
T (r, α(j)) ≤ T (r, α′)+ S(r, f ) = S(r, f ), (4.5)
for j = 1, 2, . . . , k. Hence, we deduce
T (r, P1) = S(r, f ), T (r, P2) = S(r, f ). (4.6)
Thus, by (4.5) and (4.6) we get
T (r, f ) ≤ T (r, P1eα)+ S(r, f )
≤ N
(
r,
1
P1eα
)
+ N
(
r,
1
P1eα − P2
)
+ S(r, f )
≤ T
(
r,
1
P1
)
+ S(r, f ) = S(r, f ),
which is a contradiction.
Hence we prove that
[f n(f − 1)](k) = [gn(g − 1)](k).
Using the same argument as used in the proof of Lemma 5we get f n(f −1) = gn(g−1). Let h = f /g , then h is ameromorphic
function.
If h ≡ 1, we get f ≡ g .
If h 6≡ 1, we have
f = (1− h
n)h
1− hn+1 =
(1+ h+ · · · + hn−1)h
(1+ h+ · · · + hn) and g =
1− hn
1− hn+1 . (4.7)
From (4.7) and Lemma 6, we obtain
T (r, f ) = T (r, gh) = nT (r, h)+ S(r, f ).
By the second fundamental theorem, we deduce
N(r, f ) =
n∑
j=1
N
(
r,
1
h− αj
)
≥ (n− 2)T (r, h)+ S(r, f ),
where αj(6=1)(j = 1, 2, . . . , n) are distinct roots of the algebraic equation hn+1 = 1.
Therefore,
Θ(∞, f ) = 1− lim sup
r→∞
N(r, f )
T (r, f )
≤ 1− lim sup
r→∞
(n− 2)T (r, h)+ S(r, f )
T (r, f )
≤ 1− lim sup
r→∞
(n− 2)T (r, h)+ S(r, f )
nT (r, h)+ S(r, f ) ≤ 1−
n− 2
n
= 2
n
i.e.,Θ(∞, f ) ≤ 2n , which is a contradiction. We get f ≡ g .
This completes the proof of Theorem 2.
By the arguments similar to the proof of Theorem 2, we get Corollary 2.
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