A mathematical procedure for calculating radioimmunoassay calibration curves is described. The application of this method to a human placental lactogen assay is discussed, and the results obtained are compared with those from other methods of analysis.
The measurement of human placental lactogen (HPL) has become established as one of a number of laboratory tests of fetal well-being. Low levels have been found to be associated frequently with fetal distress (Saxena et al., 1969; Spellacy et al., 1971) or various other obstetric situations (Genazzini et al., 1972) . In addition the evaluation of cases of threatened abortion in early pregnancy may be assisted by plasma HPL determinations (Niven et al., 1972) . Letchworth and Chard (1972) concluded that the routine tests carried out in every pregnancy should include HPL assays.
In pre-eclampsia and hypertension the data obtained by various authors has been conflicting. When a large group of patients with hypertension in pregnancy was investigated by Spellacy and his colleagues it appeared that the values of plasma HPL below 190 nmol/l (4 p.g/ml) at 30 weeks of gestation were associated with a fetal mortality of 50 %. Letchworth and Chard, however, found a large variation in HPL levels, perhaps as a reflection of the placental enlargement that occurs in these cases, and showed that the more severe the condition, the higher were the HPL levels. Indeed, a proportion of the results obtained were above the reference values for each gestational age.
It would appear, therefore, that it is important to be able to measure with precision all ranges of HPL values, including high levels, and it is the purpose of the present communication to describe the use of a procedure to improve data handling which may eliminate some of the difficulties encountered in achieving this end. EXPERIMENTAL METHOD HPL concentrations in plasma are estimated in this laboratory by a radioimmunoassay procedure, using the Phadebas HCS (HPL) Test 50 kit.* The *Pharmacia Diagnostics AB, Upsala, Sweden. tDigico Ltd., Stevenage, England. tDigitronics Ltd., Milton Keynes, England. "early pregnancy" assay uses a calibration curve based on known HPL standard concentrations in the range from 0 to 18.6 nmol/l (0 to 0.4 p.g/ml). If necessary the samples are diluted up to four-fold to ensure that their final concentrations are less than 18.6 nrnol/I. A slightly modified Phadebas kit is used for the "late pregnancy" assay. Two extra standard concentrations have been introduced at 70 nrnol/l (1.5 p.g/ml) and 279 nmol/l (6 p.g/ml), so that the calibration curve covers the range from 0 to 744 nrnol/! (0 to 16 p.g/ml) in 8 standard concentration values.
DATA PROCESSING
A large amount of the data processing in the laboratory is carried out on a Micro 16V computer.r which has 16K 16-bit words of core store, two online teletypes, a fast paper tape reader and an on-line magnetic tape cassette replay unit.t The two ycounters and the~-counter in the laboratory are equipped with cassette data loggers so that radioactive count rates for standards and samples may be recorded on cassette tapes for subsequent replay into the computer and data processing. The computer program in use with this system has been written in the Micro 16V assembler code. Initially, the program used the two parameter logistic transformation (Rodbard and Leward, 1970) to calculate standard curves for assays. However, in more recent versions a spline function analysis (Wold, 1974) has been added to allow a choice of curve fitting procedures.
The logistic transformation has been found to yield linear standard curves for the majority of the radioimmunoassays and competitive protein binding assays carried out in the laboratory. However, it has been found that the standard curve data for some assays, including the "late-pregnancy" HPL assay, will not transform into acceptable straight lines under the logistic transformation. With the HPL assay this is due to the non-equilibrium conditions inherent in the experimental procedure. These non-equilibrium conditions arise from the demand for a rapid test; the total incubation time required for the assay is only 30 minutes. 16
HPL curve fitting
A typical late pregnancy HPL standard curve is shown in Fig. 1 and the logistic transformation of this data in Fig. 2 . The line through the data points in Fig. 2 has been calculated by unweighted least squares regression. In view of the non-linearity of the logistic transformation an alternative method of processing the late pregnancy HPL data was considered necessary. Transformation of the count rate data may transform the estimates of experimental error in a complex manner (Rodbard, 1974) , and so there are advantages in performing the minimum transformation consistent with curve fitting requirements. Attempts were made to fit polynomial functions to the standard concentration data, but none was successful in following the whole of the sigmoidal shape of the standard curve.
Spline functions have been found to possess the properties required to follow the sigmoidal shape of an R.I.A. standard curve. A spline function of degree n is defined as a piecewise polynomial; the individual polynomials, each of degree n, meet at points, called knots (designated gj; where j = 1, 2 .... m; m = the number of knots) and obey continuity conditions for the polynomials themselves and their n -1 derivatives. In effect the spline In~Co C C~' where C is the count minus NSB count for a particular standard and Co is count minus the NSB count for the zero standard. The x axis is the natural logarithm of the standard concentration in nmol/l. The mean values for the standard points are shown by the dots, and the solid line represents the least squares fit to these points.
function approach depends on dividing the data into regions the boundaries of which are defined by the knots. A polynomial function is then computed for the data in each region in such a way that there are smooth transitions between the functions at intermediate knots. The polynomials are all of the same degree.
Consideration of the HPL standard curve in Fig. 1 indicates that the data may be divided into two or three regions (e.g., region 1 from 0 to 80 nmol/I; region 2 from 80 to 280; region 3 from 280 to 744), each of which may be described by a parabola, i.e., a function of the form:
It was decided, therefore, to fit a quadratic spline function (i.e., each polynomial of degree 2) through the data using one or two knots. The optimum number and positions of the knots were to be determined empirically so as to give the closest fit to the data. The full definition of the quadratic spline function used is:
(1) where gj-l :s;; X < gj 1,2 ..... m + 1 where m is the number of knots.
The maximum value of j is one greater than the number of knots, since the number of regions and, therefore, parabolae, is one more than the number of knots. The continuity conditions at the knot,~J, are defined by: and dPJ (~J) = dPJ+l (~J) dx dx i.e., the functions on each side of a knot have the same value at the knot and their gradients are equal at the knot. In the above equations, y may be taken to be the count rate and x the concentration for a given standard point.
The calculation of spline functions is made easier by defining them in terms of functions called Bsplines, and then using the B-splines to calculate the individual parabola coefficients (Wold, 1974) . B-splines are so constructed that their equivalent parabolas are constrained to obey the continuity conditions for spline functions. Curve fitting using B-splines is a linear problem, and hence the least squares computations are much simplified. The mathematical formulae for quadratic B-splines are given in the appendix.
Once the parabola coefficients have been calculated it is a simple procedure to compute the unknown sample concentrations from the measured count rates using equation (1). The coefficients used in equation (1) during the calculation of a particular sample are those corresponding to the region of the standard curve in which the sample lies. Fig. 3 shows a quadratic spline function with two knots calculated for the data plotted in Fig. 1 . The curve is plotted as radioactive count rate versus standard concentration in nrnol/l; the individual standard concentration measurements are also shown. Difficulties arose with this approach largely due to the irregular spacing of the standard concentrations and in particular, to the large gap between the 744 and the 372 nmol/l standards. In many cases the count rate at the minimum of the spline function was found to be less than the count rate for the 744 standard; this effect is shown in Fig. 3 . Even by moving the knots or changing their number this effect could not be eliminated in all cases.
REsULTS
The problem of irregular spacing between the standards may be overcome by using the logarithm of the concentration for the abscissa. Unfortunately, this technique removes the zero standard, since log (0) does not exist. The resultant HPL standard curve may not be used below the 47 nrnol/l standard, since spline functions may not be extrapolated beyond the Fig, 1 . The axes and data points are the same as those in Fig. 1 . The solid line represents the spline function. The knots are situated at points corresponding to x values of 70 and 220 nmol/I. extreme data points. In practice this is of little consequence, since, routinely, any result of less than 70 nmol/l is checked by the "early pregnancy" method. One method of including the zero standard while using a logarithmic abscissa would be to assign an arbitrary low, but non-zero, value (e.g., 1 nmol/l) to the zero standard. The logarithm of such a value would exist and the point could, therefore, be used in the calculation of the spline function. Sample concentrations could then be estimated down to concentration levels lower than the lowest standard, though they would have a small error introduced by this technique. This approach was considered, but it was discounted owing to the requirement for a generalised curve fitting technique which relied on as few assumptions as possible. Furthermore experience has shown that non-equilibrium conditions in an assay affect the zero standard more than any other, so that this point is least reliable in such an assay. Since this spline function analysis was intended to process data from non-equilibrium assays, it is questionable whether the zero standard should be used at all in the calculation of the standard curves. Fig. 4 shows a quadratic spline function with one knot computed for the data in Fig. 1 ; the natural logarithm of the concentration has been used as the abscissa. The number of knots has been reduced to one to avoid the problem of "over-fitting", i.e., too many variables for the number of data points. In a case of over-fitting it is possible that any point with a large experimental error will have an undue influence on the computed curve. In practice there should be as few knots as possible and the number of data points should exceed approximately 4 times the number of knots plus one.
The spline shown in Fig. 4 is obviously a much better fit to the experimental data than the one shown in Fig. 3 . A similar improvement, through using the logarithm of the concentration as abscissa, has been observed with many HPL standard curves, and as a result this method of calculating the standard curves has been adopted. Consistently good fits have been achieved over the last nine months. Occasionally a poorly measured point is removed, but, with the exception of these points the standard Fig. 1 . The y axis is the same as in Fig. 1 , but the x axis represents the natural logarithm of the standard concentration in nmol/l, The individual standard points are shown as dots and the solid line represents the spline function. The knot is situated at a position corresponding to 4.9 units along the x axis.
values differ from the computed fit by 5%, or less, of their count rates. In Table 1 a comparison has been made between the results for the control samples in a series of HPL assays analysed using a hand-drawn standard curve, a series using the logistic transformation, and one using the spline function with a logarithmic abscissa. The spline function analysis gives the lowest coefficient of variation for each control. COMPUTATION In the current version of the data processing program a quadratic spline function is constructed using the individual standard concentration replicates. The operator may decide whether to use a linear or logarithmic abscissa and choose the number and positions of the knots. After the first cycle of spline function calculations any poorly measured points, that is, standard points which differ from the computed fit by 10% or more of their count rates, are removed from the calculation and another cycle is performed. This process is continued until an acceptable fit has been achieved. If the operator so requests, weights based on the reciprocal of the fractional deviation of the standard points from the computed fit may be applied to the data after the first cycle of calculations. Further cycles of spline function calculations may be performed using this type of weighting procedure. Once the best fit has been calculated the program reads the count rates for the specimens from the magnetic tape and outputs the estimated sample concentrations to a teletype.
The program requires the minimum input from the operator. As an example of the time required to process data a batch of 50 specimens would take approximately 15 minutes to process and output, including setting up the standard curve; the greatest proportion of this time would be taken up in outputting the results.
DISCUSSION
For a large number of radioimmunoassays the logistic transformation is an acceptable method of processing the data, and owing to its ease of use it is probably the method of choice for these assays. However, for those assays to which the logistic transformation is not applicable the spline function analysis appears to be very successful in generating standard curves. The only a-priori assumption in the method is that the curve is a smooth function. It is extremely flexible in terms of the shape of curve which may be fitted. Unlike linear interpolation methods, where a standard point affects the computed fit over only a relatively small region round the point, in a spline function each standard point affects the computed fit over the whole range of the standard curve. Poorly measured points are therefore more easily detected. The only disadvantage is that a computer is essential for performing the arithmetical manipulations on the data; however, only a relatively small machine is required, for example, a computer with 8K words of core store would be adequate.
Increased flexibility is possible by using spline functions of higher order than the quadratic type discussed in this paper. However, care must be exercised in the choice of both the degree of the spline function and the number of knots in order to avoid the problem of "over-fitting."
Recently a spline function analysis has been applied to the data from a thyroid stimulating hormone assay for which the logistic transformation had been found to be unsatisfactory. Preliminary results indicate that the spline function approach reduces the between assay coefficient of variation by approximately 2 % when compared with the handdrawn standard curve method. The improvement over a logistic transformation is of the order of 5 %.
