An automatic speech recognition (ASR) performance has greatly improved with the introduction of convolutional neural network (CNN) or long-short term memory (LSTM) for acoustic modeling. Recently, a convolutional LSTM (CLSTM) has been proposed to directly use convolution operation within the LSTM blocks and combine the advantages of both CNN and LSTM structures into a single architecture. This paper presents the first attempt to use CLSTMs for acoustic modeling. In addition, we propose a new forwardbackward architecture to exploit long-term left/right context efficiently. The proposed scheme combines forward and backward LSTMs at different time points of an utterance with the aim of modeling long term frame invariant information such as speaker characteristics, channel etc. Furthermore, the proposed forward-backward architecture can be trained with truncated back-propagation-through-time unlike conventional bidirectional LSTM (BLSTM) architectures. Therefore, we are able to train deeply stacked CLSTM acoustic models, which is practically challenging with conventional BLSTMs. Experimental results show that both CLSTM and forward-backward LSTM improve word error rates significantly compared to standard CNN and LSTM architectures.
Introduction
In state-of-the-art automatic speech recognition (ASR) systems, acoustic models are replaced from fully connected neural networks (NNs) to convolutional neural networks (CNNs) and long short term memory networks (LSTMs) [1] . A system combination of CNNs and LSTMs is a popular technique for ASR because these architectures show strong complementarity [1, 2, 3] .
However, the system combinations of many models are hard to construct because they require many tuning parameters such as model selection and voting weight balance. To obtain the strong complementarity of model combination even in a single model, we propose a new acoustic model that combines characteristics of CNN and LSTM by a convolutional LSTM (CLSTM) [4] .
CNNs are powerful models that have been shown to outperform conventional fully-connected NNs for many tasks [5] . This may be attributed to their translational invariance property, that makes frequency shift due to speaking styles or speaker variations easier to capture than with fully-connected NNs. However, CNN acoustic models require manual tuning of the configuration of the context window that concatenates fixed length consecutive frames. An ASR accuracy is sensitive to the length of the context window [6, 7] . In Table 1 , we report word error rates (WERs) of CNNs with different lengths of the context window. These results show that we have to determine the best length of the context window for each task. In contrast, LSTM acoustic model is free from this problem because it does not have such context window [8] . It captures long dynamic contexts by its recurrent connections and gates. On the other hand, an output of LSTM loses local structures of the input along a frequency axis unlike CNN. Considering that the noise robustness of CNN appears in its feature maps [5] , remaining the structure of the input feature is important for ASR in noisy conditions.
We expect CLSTM to compensate these two problems of the context window and feature structure from a CNN and LSTM. CLSTM was first proposed in recent image processing tasks [4, 9] and has been recently used in an end-to-end ASR system [10] . In this paper, we attempt to use CLSTM for hidden Markov model (HMM) hybrid acoustic models because ASR systems using such acoustic models still achieve the best performance in most ASR tasks.
In addition, bidirectional extensions of LSTMs (BLSTM) [11] have been shown to further improve the performance compared to unidirectional LSTMs [1, 2] . In speech, a phoneme has some future and past dependencies because of co-articulation and linguistic tendency of a word [12] . A motivation of the BLSTM is to take advantage of both future and past information to improve predictions.
However, such a BLSTM architecture is difficult to optimize. For instance, when we train a RNN with sequences of length 1000, it costs the equivalent to forward-backward passes in a neural network (NN) of 1000 layers [13] . This problem affects larger models seriously. Hence, it is common to use a windowed recurrent neural network (RNN) approach (similar to the context window of CNN) to train large networks [14, 8] .
In this paper, to address this problem without such a window, we investigate a new method "forward-backward LSTM" (FB-LSTM) that takes forward and backward sequences in a source side (i.e., speech features) and target side (i.e. HMM state labels). Unlike the conventional methods [8, 14] , we design our method to be optimized with truncated back propagation through time (BPTT) [15] . Hence, we can train larger FBLSTMs efficiently with larger mini-batch because it requires only limited range of gradients.
The authors in [8] also propose new architecture that unifies the CNN and gated recurrent unit (GRU) [16] . Although they have a lot of similar motivations with our work, we have three different points:
• We adopt CLSTM instead of their gated recurrent convolutional unit (GRCU) because CLSTM derives from the state of the art acoustic models based on CNN or LSTM.
• We propose new forward-backward (FB) architecture that is free from the context window, while they adopt windowed approach [14] .
• We examine that our FB-CLSTM models offer better WERs than the CNN and LSTM models in multiple noisy conditions. This paper is organized as follows. Section 4 describes the related work and our novelty from it. Section 2 and 3 provides our framework of new bidirectional architecture and training methods. Section 5 presents our experimental results. And we conclude our remarks in Section 6.
Convolutional LSTM
In this section, we describe the details of our implementation of CLSTM. First, we define the convolutional operator of CNN that is a key part of CLSTM. Second, we derive CLSTM from a LSTM definition with the convolutional operator.
Convolutional operator
CLSTM has four convolutional layers to compute its gates and cell, while LSTM has four fully-connected layers. Here, we consider a 1-D convolutional layer has a filter size of an odd integer I, stride of 1 and zero padding along a frequency axis. It convolves its weight and an input along frequency axis. When we input a feature x ∈ R M ×F ×T with M input channels, F frequency-bins (i.e. filterbank) and T frames into the convolutional layer, we obtain its output
where wn,m,i is a convolutional weight, n = 1, 2, . . . , N are output channel indices and f ′ = f +i−(I +1)/2. For simplicity, we use the operator * to describe the convolution of multi dimensional arrays (bold lower case) in Eq. (1) as
where the arrays are shaped as follows:
LSTM activation
A conventional LSTM layer can be expressed as
where
N is a recurrent hidden state. Finally, we obtain the output of LSTM layer ht as follows (3)- (8) as
This feature map h ′ ∈ R N ×T loses local structures along a frequency axis in the input x ∈ R M ×F ×T unlike a CNN. A CLSTM layer is obtained by replacing matrix-vector products in Eqs. (3)- (6) with the * operator as follows
where σ denotes a sigmoid function and b * ∈ R N ×F are biases for each gate. Note that, the last two element-wise computations to obtain a output feature in Eqs. (7) and (8) are the same to CLSTM.
Forward-backward architecture
Truncated BPTT is the most popular technique to train unidirectional RNN without resetting its recurrent hidden states and cells. Because the conventional BPTT loss L = ∑ T t=1 Lt/T has very long back propagation graph (e.g., T = 2000), we adopt truncated BPTT to accumulate losses along time within bounded range as
Lt/TB, where Lt is a frame-wise loss at time t, TB is a step size of truncated BPTT and k = 0, 1, . . . , ⌊T /TB⌋ − 1 are update indices.
For bidirectional RNNs, the windowed approach [8, 14] is proposed but it resets its recurrent hidden states and cells between update steps. In addition to that, it brings the same constraint of the context window like CNN models that we discussed in Section 1. In this section, we explain the detail of our forward-backward architecture that enables both truncated BPTT and bidirectional context modeling.
Definitions
We define our forward-backward LSTM (FB-LSTM) that predicts HMM state labels y1, . . . , yT from a input feature x1, . . . , xT as follows We illustrate an overview of this architecture in Fig. 1 . During decoding, we use an averaged prediction ( − → y t + ← − y t)/2 as a prediction of the HMM state label at time t. As variants of the layer ϕmerge, we consider three scenarios as follows: (a) additional separated LSTM layers instead of a merging layer, (b) a merging LSTM layer before output LSTM layer, (c) a merging LSTM layer after input LSTM layers. In Fig. 2 , we visualize these variants referred to FB-LSTM (a)-(c). We expect that the merging layer encourages LSTM based acoustic models to exploit the future and past contexts or timeinvariant information in an utterance (e.g., speaker and channel characteristics).
Optimization with truncated BPTT
Our forward-backward architecture does not require full sequences of an utterance x1, x2, . . . , xT and target HMM state labels y1, . . . , yT in a training stage with truncated BPTT except for the decoding stage. When truncated BPTT optimizes the FB-LSTM, it requires this limited range loss as
and initial recurrent hidden states
B as the last hidden outputs from the previous update, whereŷ is a target sequence of HMM state labels as supervisions. As described in Section 3.1, to output − → y t and ← − y T −t, FB-LSTM only require the previous hidden outputs
← − h T −t−1 and ← − g T −t−1 like BLSTM, truncated gradients are accumulated only within forward and backward ranges [kTB+1, (k+1)TB], [T −(k+1)TB, T −kTB+1].
Note that, during decoding, we cannot create predictions from such limited ranges because we use an averaged prediction of two predictions − → y and ← − y from a single FB model. However, this is not a problem because we do not need to store any gradients for backward paths during decoding.
Related work
There have been many attempts to extend BLSTM architectures before our FB-CLSTM. The work published in [11] applies deep BLSTM into acoustic modeling for the Wall Street Journal (WSJ) task. The deep BLSTM is one of the stacked BLSTM architecture that an upper BLSTM layer takes an input as merged outputs from a lower BLSTM layer. Before applying to acoustic modeling, the authors applied it first for an end-toend ASR system without language models [17] . The authors expected that deep BLSTM has the ability to learn an implicit language model from training targets of HMM alignments. In recent ASR challenge CHiME4, a single acoustic model based on deep BLSTM and CNN achieved the best results without the system combination [18] .
In addition, optimization methods are developed to train the recent bidirectional models. On the handwriting recognition task, chunk BPTT is proposed in [19, 20] 
We examined three variants of FB-LSTM and FB-CLSTM: (a) no merging layer (b) merge before output layers (c) merge after input layers.
equivalents are adopted to optimize windowed BLSTM [14] and BGRCU [8] with more complex procedures. Like the context window of the CNN, these approaches only exploit limited ranges of input and recurrent hidden state sequences. Hence, the novelty of our forward-backward approach is an ability to capture unlimited ranges of input and recurrent hidden state sequence while it requires only limited ranges of gradients by truncated BPTT.
Experiments
In this section, we examine our methods in AURORA4 [21] and CHiME3 [22] noisy speech corpora.
Conditions
For AURORA4 task, we used the same configurations as in [23] . We used Gaussian mixture model (GMM)-HMM alignments as targets in training of NN-HMM hybrid models. Our GMM models were trained with perceptual linear prediction (PLP) features of 13 coefficients, their first and second temporal derivatives. NN-HMM hybrid acoustic models were trained with 7137 utterances from the multi-condition training data sets. We used the log-Mel filterbank (FBANK) features with 40 coefficients and their first and second temporal derivatives as input features for NN-HMM hybrid models. The ASR results were obtained by one-pass decoding with a HMM of 3042-states and the provided bi-gram language model (LM) with fixed LM scale factor of 14.0. We did not use any speaker adaptation and frontend enhancement.
For CHiME3 task, we followed the configuration of [24] that is quite similar to that of the AURORA4 task. The largest difference is that the input of the CNN was 80 dimensional FBANK without derivatives because it was the best configuration for this task. When we trained NN-HMM acoustic models, we used 8738 utterances that consist of 7138 simulated and 1600 real ones from a single channel "CH5". The dev-set and eval-set consist of 6560 and 5280 utterances of fifty-fifty real and simulated environments. The one-pass decoding is operated with a HMM of 5976-states and tri-gram LM with a fixed LM scale factor of 15.0. Figure 2 summarizes the models that we investigated. First, we configured the baseline as the best of CNN and LSTM acoustic models for our settings. For CNN models in the AURORA4 task, we reused the best result of the officially provided bi-gram decoding that is described as "B7Q −PReLU" with the context window of 11 frames in [23] . In the CHiME3 task, we created our best CNN model that is illustrated in Fig. 2 that has the context window of 19 frames and performs better than the the previous model in [24] . Our LSTM models have three LSTM layers of 1000 units. Second, we created our CLSTM and FB-LSTM and FB-CLSTM models from the LSTM baseline. To analyze differences of the merging layer ϕmerge, we explored three ways to perform acoustic modeling with FB-LSTM and FB-CLSTM for each type (a), (b) and (c) as described in Section 3.1. For all the CLSTM-based models, we stack three CLSTM layers of 300 channels and 3 × 1 filters before (FB-)LSTM layers of (a) -(c) variants as shown in Fig. 2 because a similar architecture was found to be effective in [8] . During training of all the LSTM based models, we delay the target HMM state labels by four frames as described in [25] .
Structures of acoustic models
We used stochastic gradient descent to train all the NNs with a learning rate of 0.04 that is reduced by a factor of 0.5 until 0.0004, mini-batch size of 128 and momentum of 0.9 in every task and model. For the CNN model, we set a different learning rate from 0.01 to 0.0001 for the AURORA4 and from 0.08 to 0.0008 for the CHiME3 as the best configuration respectively. For LSTM based models, we set the truncated BPTT length TB to seven. We regularized all the fully connected and LSTM layers with dropout of rate 0.5 during the training. According to [26] , we did not apply the dropout into lateral connections in the LSTM. Furthermore, the LSTM-based models have an additional operation of gradient clipping to make convergences faster and stable with a L2 norm threshold of 10.0 [27] .
Comparison on feature maps
An image in Fig. 3 (top) shows an example of FBANK feature for acoustic models. Two images on the bottom-left and bottom-right are several feature maps obtained from CNN and CLSTM acoustic models respectively. Colors in the images are related to the activations, where high-middle-low values correspond to red-green-blue colors. Although the contrasts are different, CLSTM's feature maps also seem to keep the timefrequency structure like CNN's.
Evaluation on AURORA4
In Table 2 , we summarize the result of WERs for the AU-RORA4 task. For this task, the baseline CNN greatly outperforms the LSTM. The CLSTM and FB-LSTM improve performance compared to the LSTM but still perform worse than the CNN. The FB-CLSTM outperforms all other configurations and achieved 11-33% WER reductions from the CNN [23] and LSTM.
Evaluation on CHiME3
In Table 3 , we summarize our experimental results for the CHiME3 task. The results show the same trend with the AU-RORA4 task. We can see the significant improvement from CNN and LSTM to FB-CLSTMs with relative WER reductions of 14 -38%. However, we can see the degradation in FB-LSTM(a) while (b) and (c) improved. This result indicates that the merging layer has a important roll to make the performance stable as seen in multi-task learning.
Conclusion
This paper has presented the first attempt to use a CLSTM for acoustic modeling. We also investigate a new forwardbackward architecture to efficiently exploit long-term left/right contexts. The experimental results showed the advantage of our FB-CLSTM models from the conventional CNN and LSTM. On AURORA4 and CHiME3, our FB-CLSTM acoustic model provided 11% -33% and 14% -38% relative WER reductions from the strong baseline deep CNN or LSTM models respectively.
