Pharmacology over the past 100 years has had a rich tradition of scientists with the ability to form qualitative or semiquantitative relations between molecular structure and activity in cerebro. To test these hypotheses they have consistently used traditional pharmacology tools such as in vivo and in vitro models. Increasingly over the last decade however we have seen that computational (in silico) methods have been developed and applied to pharmacology hypothesis development and testing. These in silico methods include databases, quantitative structure-activity relationships, pharmacophores, homology models and other molecular modeling approaches, machine learning, data mining, network analysis tools and data analysis tools that use a computer. In silico methods are primarily used alongside the generation of in vitro data both to create the model and to test it. Such models have seen frequent use in the discovery and optimization of novel molecules with affinity to a target, the clarification of absorption, distribution, metabolism, excretion and toxicity properties as well as physicochemical characterization. The aim of this review is to illustrate some of the in silico methods for pharmacology that are used in drug discovery. Further applications of these methods to specific targets and their limitations will be discussed in the second accompanying part of this review.
Introduction
The term 'in silico' is a modern word usually used to mean experimentation performed by computer and is related to the more commonly known biological terms in vivo and in vitro. The history of the 'in silico' term is poorly defined, with several researchers claiming their role in its origination. However, some of the earliest published examples of the word include the use by Sieburg (1990) and Danchin et al. (1991) . In a more recent book, Danchin (2002) provides a quotation that offers a concise and cogent depiction of the potential of computational tools in chemistry, biology and pharmacology: '[y] [I]nformatics is a real aid to discovery when analyzing biological functions [y] .
[y] I was convinced of the potential of the computational approach, which I called in silico, to underline its importance as a complement to in vivo and in vitro experimentation.'
In silico pharmacology (also known as computational therapeutics, computational pharmacology) is a rapidly growing area that globally covers the development of techniques for using software to capture, analyse and integrate biological and medical data from many diverse sources. More specifically, it defines the use of this information in the creation of computational models or simulations that can be used to make predictions, suggest hypotheses, and ultimately provide discoveries or advances in medicine and therapeutics.
Time and again it has been stated that the successful industrial companies are those that manage information as a key resource. We could reiterate this for drug discovery, which is a hugely complex information handling and interpretation exercise. With so much information to process, we need to be able to discover the shortcuts or the rules that will point us as quickly as possible to the targets and molecules that are likely to proceed to the clinic then onto the market. Computational or in silico methods are helping us to make decisions and simulate virtually every facet of drug discovery and development (Swaan and Ekins, 2005) , moving the pharmaceutical industry closer to engineering-based disciplines. For example, we can cherry pick ideas or molecules using virtual screening (Lengauer et al., 2004; Shoichet, 2004) as described later.
It has also been suggested that if we are to build on the advances of the human genome, we need to integrate computational and experimental data, with the aim of initiating in silico pharmacology linking all data types. This could change the way the pharmaceutical industry discovers drugs using data to enable simulations; however, there may still be significant gaps in our knowledge beyond genes and proteins (Whittaker, 2003) . Structure-based methods are broadly used for drug discovery but these are just a beginning, for example in neuropharmacology, it is expected that ligand-receptor interaction kinetic models will need to be integrated with network approaches to understand fully neurological disorders, in general this could be applied more widely to pharmacology (Aradi and Erdi, 2006) .
Basically, there are two outcomes when bioactive compounds and biological systems interact (Figure 1 ) (Testa and Krämer, 2006) . Note that 'biological system' is defined here very broadly and includes functional proteins (for example, receptors), monocellular organisms and cells isolated from multicellular organisms, isolated tissues and organs, multicellular organisms and even populations of individuals, be they uni-or multicellular. As for the interactions between a drug (or any xenobiotic) and a biological system, they may be simplified to 'what the compound does to the biosystem' and 'what the biosystem does to the compound.' A drug that acts on a biological system can elicit a pharmacological and/or toxic response, in other words a pharmacodynamic (PD) event.
Symmetrically, the biological system acts on the xenobiotic by absorbing, distributing, metabolising and excreting it. These are the pharmacokinetic (PK) events. But one must appreciate that these two aspects of the behaviour of xenobiotics are inextricably interdependent. Absorption, distribution and elimination will obviously have a decisive influence on the intensity and duration of PD effects, whereas biotransformation will generate metabolites that may have distinct PD effects of their own. Conversely, by its own PD effects, a compound may affect the state of the organism (for example, hemodynamic changes and enzyme activities) and hence its capacity to handle xenobiotics. Only a systemic approach as used in PK/ PD modelling and in clinical pharmacology is capable of appreciating the global nature of this interdependence. To clarify this discussion, it may be useful to designate as targets the various biological components that elicit a PD event following their interaction with a drug or another xenobiotic. Such targets include receptors, ion channels, nucleic acids, anabolic and catabolic enzymes, and so on. Similarly, one can refer to agents for the biological components (xenobioticmetabolising enzymes, transporters, circulating proteins, membranes, and so on) which act on drugs by metabolising, transporting, distributing or excreting them.
History and evolution of in silico approaches
Drug design and related disciplines in drug discovery did not wait for the advent of informatics to be born and to grow as sciences. As masterfully summarised by Albert (1971 Albert ( , 1985 , the earliest intuitions and insights in structure-activity relations can be traced to the nineteenth century. A relation between activity and a physicochemical property was firmly established by Meyer (1899) and Overton (1901) , who proposed a 'Lipoid theory of cellular depression' such that the higher the partition coefficient between a lipid solvent and water, the greater the depressant action. Such papers paved the way for the recognition of lipophilicity and electronic properties as major determinants of PD and PK responses, as best illustrated by the epoch-making and still ongoing work of Corwin Hansch (Hansch and Fujita, 1964; Hansch, 1972) , a founding father of drug design.
Other pioneers (for example, Crum Brown and Fraser; reviewed by (Albert, 1971) ) saw that chemical structure (that is, the nature and connectivity of atoms in a molecule, in fact the two-dimensional structure (2D) of compounds) also played an essential role in pharmacological activity. The conceptual jump from 2D to three-dimensional (3D) structure owes much to the work of Cushny (1926) , whose book summarises a life dedicated to relations between enantiomerism and bioactivity. This vision was expanded in the mid-twentieth century by the discovery of conformational effects on bioactivity (Burgen, 1981) .
In parallel with our growing understanding of the concept of molecular structure, a few visionary investigators in the late nineteenth and early twentieth centuries (for example, John Langley, Paul Ehrlich and Alfred Clark; reviewed by (Arïens, 1979; Parascandola, 1980) developed the concept of receptors, namely the targets of drug action. The analogies between receptors and enzymes were outlined by Albert (1971) . Figure 1 The two basic modes of interaction between xenobiotics and biological systems, namely PD (activity and toxicity) and PK events (ADME) (modified from (Testa and Krämer, 2006) and reproduced with the kind permission of the Verlag Helvetica Chimica Acta in Zurich). ADME, absorption, distribution, metabolism and excretion; PD, pharmacodynamic; PK, pharmacokinetic.
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The converging lines of progress in chemistry and biology generated a flood of information and knowledge which went beyond the usual capacity of 'in cerebro' data handling and was a driving force in the emergence and development of computer sciences. Hansch was among the very first in the 1950s to use calculators and statistics to arrive at quantitative relations between structure (in fact, parameters and descriptors) and activity. Such was the birth of quantitative structure-activity relationships (QSARs), followed in the 1980s and 1990s by computer graphics and molecular modelling. However, computer sciences rapidly ceased to be a simple tool in drug discovery and pharmacology and became a major contributor to progress. The chemistrybiology-informatics triad has now evolved into a life of its own and is bringing pharmacology to new heights, as this review will briefly attempt to illustrate.
Quantitative structure-activity relationships The infancy of in silico pharmacology can be established in the early 1960s when quantitative relationships between chemical structure and PD and PK effects in biological systems began to be unveiled by computational means. Since then, the analysis and recognition of QSAR has become an essential component of modern medicinal chemistry and pharmacology. The initial focus was in providing computational estimates for the bioactivity of molecules (Hansch and Fujita, 1964) . Accordingly, in a clear break from nomenclature, any attempt being made to establish a connection between chemical structure and a biological effect (that being activity, toxicity, absorption, distribution, metabolism, excretion and toxicity (ADME/Tox) or physico-chemical properties) will be generally referred to in this review as QSAR, for clarity. Therefore, in their broadest sense, QSARs consist of construction of a mathematical model relating a molecular structure to a chemical property or biological effect by means of statistical techniques. This is not an easy task when considering, on the one hand, the possibility that different molecules act by different mechanisms or interact with the receptor in different binding modes leading to the presence of outliers which are unable to fit any QSAR model (Verma and Hansch, 2005) but also, on the other hand, the intrinsic noise associated with both the original data and concrete methodological aspects involved in the construction of a QSAR model (Polanski et al., 2006) . Ultimately, if a significant correlation is achieved for a set of training molecules for which robust biological data is available, the model can then be used to predict the biological effect for other molecules, although as will be described in the accompanying review there may be some limitations to model applicability that should be considered (Ekins et al., 2007) . Over the last 40 years, these efforts have generated thousands of QSAR models, many of which have been collected and stored in the C-QSAR database (Hansch et al., 2002; Kurup, 2003) .
Descriptor-based methods. A key aspect in QSAR is the use of molecular descriptors as numerical representations of chemical structures. The number and type of molecular descriptors is large and varied (Karelson, 2000; Todeschini and Consonni, 2000) and thus procedures to select those that are most relevant for modelling the biological effect of interest are extremely important (Walters and Goldman, 2005) . Molecular descriptors are usually classified according to the dimensionality of the chemical representation from which they are computed (Xue and Bajorath, 2000) . On this basis, one-dimensional descriptors encode numerically generic properties such as molecular weight, molar refractivity and octanol/water partition coefficient, offering a fair reflection of the size, shape and lipophilicity of molecules. Despite their low dimensionality, some of these descriptors have been associated with the drug-like character of molecules (Lipinski et al., 1997) and are thus found often as biologically relevant descriptors in QSAR equations (Hansch et al., 2002) . On the other hand, 2D descriptors are computed from topological representations of molecules (Gozalbes et al., 2002) . The models constructed from these descriptors are habitually referred to as 2D-QSAR, a methodology widely established both in predicting physicochemical properties as well as in providing quantitative estimates of various biological effects (Dudek et al., 2006) .
In contrast, 3D descriptors are obtained directly from the 3D structure of molecules thus resulting in the so-called 3D-QSAR methods (Akamatsu, 2002) . A characteristic of 3D descriptors is their dependence on the molecular conformation being used. This is the reason why many 3D-QSAR methods require the molecules that are aligned before constructing the model (Kubinyi et al., 1998) , which has in part motivated the emergence of multiple techniques and approaches for aligning molecules, either directly through the flexible superposition of molecules (Lemmen and Lengauer, 2000) or through the docking of compounds in a protein active site, in cases when experimentally determined structural information on the target protein is available (Ortiz et al., 1995; Sippl, 2002) . Of mention among these alignment-dependent 3D-QSAR methods are the widely established comparative molecular field analysis (Cramer et al., 1988) and comparative molecular similarity indices analysis (Klebe, 1998) . This limitation motivated the development of alternative alignment-independent 3D-QSAR methods based on the statistical analysis of distributions of surface-based features (Pastor et al., 2000; Stiefl and Baumann, 2003) .
All these advancements were made with the hope that, compared to 2D-QSAR, 3D-QSAR methods would lead to statistically better models, as the type of descriptors used are in principle more representative of the molecular features that are exposed when interacting with proteins. Unfortunately, experience in a large number and diverse range of applications over the last four decades shows this is not always the case (Perkins et al., 2003; Chohan et al., 2006) . Developing the optimal QSAR model for the chemical property or biological effect of interest, as well as defining its applicability domain within chemical space, is still very much an active area of investigation (Dimitrov et al., 2005) as described later (Ekins et al., 2007) .
Rule-based methods. Statistically relevant QSAR models are usually derived first from training sets composed of a few tens of molecules to be assessed, then in a second stage, on an external set of molecules. The availability of biological data for an increasing amount of ligands and protein-ligand complexes has allowed the appearance of different types of approaches. These are based on maximally exploiting this information to extract knowledge and derive rules that can then be applied to estimate quantitatively potential biological effects of molecules from structure. A good example is the rule-based methods derived from human expertise on the biotransformation of ligands for its application in the prediction of sites labile to drug metabolism. In these methods, the rule-based algorithm first recognises target sites (that is, functional groups) in the query molecule, then lists all potential metabolic transformations these sites can undergo, and finally prioritises the resulting metabolites based on rules derived from prior knowledge (Kulkarni et al., 2005) . Existing systems of this type are MetabolExpert (Darvas et al., 1999) , META (Klopman and Tu, 1999) and METEOR (Langowski and Long, 2002) . In particular, the METEOR system contains a biotransformation dictionary describing over 300 reaction rules and more than 800 reasoning rules. The metabolic reactions are descriptions of generic reactions rather than simple entries in a reaction database. The reasoning engine contains rules of two types, namely absolute and relative. The rules of absolute reasoning evaluate the likelihood of a biotransformation taking place based on five levels: Probable, Plausible, Equivocal, Doubted and Improbable (Button et al., 2003) . The rules of relative reasoning assign priorities to potentially competing reactions (for example, primary alcohols are oxidised in preference to secondary alcohols), equal priority being assigned when no preference is known. The reasoning engine then uses the non-numerical Logic of Argumentation to construct arguments for and against a hypothesis and hence evaluate the likelihood of a specific reaction taking place in the query substrate. The likelihood of biotransformation can also be modified by the reasoning engine according to the general, global relationship between drug metabolism and lipophilicity thanks to a link to an external log P predictor. The reasoning engine uses further rules to avoid a combinatorial explosion of output resulting from unconstrained analyses of query structures. Queries can be analysed at a number of available search levels, such that only reactions of greater likelihood than the chosen threshold are displayed. A recent application of this approach to galantamine showed a full qualitative agreement between in vivo experimental results in rats, dogs and humans (Mannens et al., 2002) and the in silico predicted biotransformations (Testa et al., 2005) (Figure 2 ).
Knowledge-based approaches. In a different field, databases of ligand-protein complexes are being exploited to derive knowledge-based potentials as a means to estimate the free energies of molecular interactions when docking ligands into protein cavities (Gohlke and Klebe, 2002) . This knowledge-based approach essentially involves converting interatomic distance contributions found in ligand-protein complexes into pair-potential functions for the different pairs of ligand/protein atom types. An estimation of the free energy of interaction between a ligand and a protein is then obtained by adding the contributions from ligand/protein atom pairs within a certain distance. An attractive feature of this approach is that important, but poorly understood, contributions to ligand-protein binding (such as entropic terms and solvation) are implicitly taken into account. The different potentials differ mainly on the ligand and protein atom types defined, the nature and extent of the experimental set of complexes used, the range of interatomic distances scanned and the width of the distance bins. The relative performance of four knowledge-based potentials (BLEEP-2, DrugScore, PMF and SMoG2001) for estimating the ligand-binding affinities for a set of 77 complexes representative of the same number of proteins was reviewed recently (Fradera and Mestres, 2004) . None of the knowledge-based potentials consistently outperformed the rest. The results revealed that present knowledge-based potentials are still far from being universally applicable, current performance being strongly dependent on the type of ligand-protein complexes being analysed. There has been some discussion as to what steps can be taken to improve the protein-ligand potentials to balance speed and accuracy while enabling the efficient use of data and maximising transferability (Shimada, 2006) .
Virtual ligand screening
The process of scoring and ranking molecules in large chemical libraries according to their likelihood of having affinity for a certain target, is generally referred to as virtual screening (Oprea and Matter, 2004) . In this respect, virtual screening can be regarded as an attempt to extend the concept of QSAR, originally focused on small sets of congeneric compounds, along the chemical dimension defined by existing synthesised molecules as well as plausible synthesisable molecules. The term itself was coined in the late 1990s when computer-based methods reached sufficient maturity to offer an alternative to experimental highthroughput screening (HTS) techniques that were having disappointingly poorer performances and higher costs than originally anticipated (Lahana, 1999) . Over the years, the pharmaceutical industry has learnt to accept that virtual screening methods can indeed be an efficient complement to HTS (Stahura and Bajorath, 2004) to the point that they have undoubtedly become an integral part of today's lead generation process (Bajorath, 2002; Bleicher et al., 2003) .
In contrast to technology-driven HTS, virtual screening is a knowledge-driven approach that requires structural information either on bioactive ligands for the target of interest (ligand-based virtual screening) or on the target itself (targetbased virtual screening). Comparative studies have suggested that information about a target obtained from known bioactive ligands is as valuable as knowledge of the target structures for identifying novel bioactive scaffolds through virtual screening (Evers et al., 2005a; Zhang and Muegge, 2006) . Therefore, the final choice for a method to use will ultimately depend on the type and amount of information available without a priori having a large impact on performance.
Ligand-based methods. A diverse range of ligand-based virtual screening methods exist. Their degree of sophisticaIn silico pharmacology for drug discovery S Ekins et al tion, and thus their ultimate computational cost, depend very much on the type of structural information being used (Lengauer et al., 2004) . All these methods rely on the central similarity-property principle which states that similar molecules should exhibit similar properties (Johnson and Maggiora, 2006) and thus chemical similarity calculations are at the core of ligand-based virtual screening (Willett et al., 2003) . Accordingly, all the molecules in a particular database can be scored relative to the similarity to one or multiple bioactive ligands and then ranked to reflect decreasing probability of being active. These methods generally provide significant enrichments over random selection of molecules in databases. After this procedure, the top scoring molecules can be prioritised for going into experimental testing and thus represents a cost-effective strategy in drug discovery programmes.
Of the different structure representations being used for ligand-based virtual screening, topological fingerprints encoding the presence of substructural fragments in molecules have been by far the most commonly used (Hert et al., 2004 ). Still at the topological level, the use of distributions of atom-centred feature pairs has also been proven to be highly effective in a variety of virtual screening applications (Schneider et al., 1999; Schuffenhauer et al., 2003; Gregori-Puigjane and Mestres, 2006) . In contrast to topological approaches, methods based on geometrical representations of molecular structures can be used instead. Among them, flexible superposition of molecules onto one or multiple conformations of a reference bioactive ligand is a well-established methodology in virtual screening (Lemmen and Lengauer, 2000; Mestres and Veeneman, 2003; Jain, 2004) . 
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Perhaps the most widely employed methods requiring 3D structure representations of molecules are those exploiting the concept of pharmacophore similarity (Mason et al., 2001) . By definition, a pharmacophore is the 3D arrangement of molecular features necessary for bioactivity (Wermuth et al., 1998) and the underlying methodologies have been widely described (Martin, 1992 (Martin, , 1993 Guner, 2000; Langer and Hoffman, 2006) . Although initially slow to gain an industrial foothold, pharmacophore approaches have subsequently been applied to many therapeutic targets for the virtual screening of compound databases (Sprague, 1995; Barnum et al., 1996; Sprague and Hoffman, 1997) . Successful applications of the use of pharmacophores in virtual screening include the identification of hits for a variety of targets such as protein kinase C (Wang et al., 1994) , farnesyltransferase (Kaminski et al., 1997) , HIV integrase (Nicklaus et al., 1997; Carlson et al., 2000) , endothelial differentiation gene receptor antagonists (Koide et al., 2002) , urotensin antagonists (Flohr et al., 2002) , CCR5 antagonist (Debnath, 2003) and mesangial cell proliferation inhibitor discovery (Kurogi et al., 2001) , to mention a few. Pharmacophores have also been generated for numerous ADME/Tox-related proteins (Ekins and Swaan, 2004) . These efforts suggest that pharmacophore-based approaches may have considerable versatility and applicability to be used with difficult biological targets. Newer methods for extracting ligand pharmacophores from protein cavities have also emerged recently (Wolber and Langer, 2005) which may facilitate the generation of pharmacophores for multiple targets and simultaneous pharmacophore selectivity screening.
Target-based methods. Target-based virtual screening methods depend on the availability of structural information of the target, that being either determined experimentally or derived computationally by means of homology modelling techniques (Shoichet, 2004; Klebe, 2006) . These methods aim at providing, on one hand, a good approximation of the expected conformation and orientation of the ligand into the protein cavity (docking) and, on the other hand, a reasonable estimation of its binding affinity (scoring). Despite its appealing concept, docking and scoring ligands in target sites is still a challenging process after more than 20 years of research in the field (Kitchen et al., 2004; Ghosh et al., 2006; Leach et al., 2006) and the performance of different implementations has been found to vary widely depending on the given target (Cummings et al., 2005) . To alleviate this situation, the use of multiple active site corrections has been suggested to remedy the liganddependent biases in scoring functions (Vigers and Rizzi, 2004) and the use of multiple scoring functions (consensus scoring) has been also recommended to improve the enrichment of true positives in virtual screening (Charifson et al., 1999) . Also, as the number of protein-ligand complexes available continues to grow, docking methods are beginning to incorporate all the information derived from the conformation adopted by protein-bound ligands as a knowledge-based strategy to correct some of the limitations of current scoring functions and actively guide the orientation of the ligands into the protein cavity (Fradera and Mestres, 2004) .
In spite of all these limitations, target-based virtual screening has gained a reputation in successfully identifying and generating novel bioactive compounds. As an example, the use of a knowledge-based potential (SMoG) in proteinligand docking, resulted in the identification of new picomolar ligands for the human carbonic anhydrase II (Grzybowski et al., 2002) . Docking methods have also resulted in the discovery of novel inhibitors for several kinase targets, including cyclin-dependent kinases, epidermal growth factor receptor kinase and vascular endothelial growth factor receptor 2 kinase among others (Muegge and Enyedy, 2004) . Finally, the application of docking methods to targets for which experimentally determined structures are not available yet has gained considerable attention in recent years, particularly for the many targets of therapeutic relevance belonging to the superfamily of G-protein-coupled receptors (GPCRs) (Bissantz et al., 2003) . In these cases, structural information is generated computationally by modelling the structure of the target of interest on the basis of a template structure of a related target, including often information on ligands as restraints (Evers et al., 2003) . Such strategies have resulted in the successful identification of novel antagonists for the neurokinin-1 and the a1A-adrenergic receptors (Evers and Klebe, 2004; Evers and Klabunde, 2005b) .
Virtual affinity profiling
If virtual ligand screening extended QSAR along the chemical dimension, recent trends in virtual affinity profiling are adding a further biological dimension to it. A wave of new methods that are capable of estimating the pharmacological profile of molecules on multiple targets have been recently reported. These promise to have a strong influence in drug discovery as a means for detecting during the optimisation process potential side effects of compounds due to off-target affinities (O'Connor and Roth, 2005; Paolini et al., 2006) . This notwithstanding, it should be recognised that the current flourishing of these methods is mainly a consequence of the important progress experienced by some coordinated initiatives dedicated to data collection, classification and storage, both in extracting pharmacological data for ligands as well as in gathering structural information for proteins (Mestres, 2004) .
Ligand-based methods. The development of ligand-based affinity profiling methods has benefited enormously from the construction of annotated chemical libraries that incorporate literature-based pharmacological data into traditional chemical repositories (Savchuk et al., 2004) . Among these, the WOMBAT database (Sunset Molecular Discovery LLC, Santa Fe, NM, USA) provides biological information for 120 400 molecules reported in medicinal chemistry journals over the last 30 years. The MDL Drug Data Report or MDDR (MDL Information Systems, San Ramon, CA, USA) includes information on therapeutic action and biological activity for over 132 000 compounds gathered from patent literature, journals and congresses. The AurSCOPE databases (Aureus Pharma, Paris, France) offer a collection of chemical libraries containing over 320 000 molecules annotated to about 1 300 000 biological activities related to members of therapeutically relevant protein families covered in more than 38 000 publications. And finally the MedChem and Target Inhibitor databases (GVK Biosciences, Hyderabad, India) compile around 2 000 000 molecules with biological activity, toxicity and pharmacological information for therapeutically relevant protein families extracted from more than 20 000 publications. All these massive annotation initiatives ultimately allow the end-user to connect small molecules to target proteins on the basis of data published in scientific publications. This is then available to use in creating ligandbased protein models that can be used for virtual affinity profiling (Schuffenhauer and Jacoby, 2004) .
One of the earliest developed initiatives is the computer system PASS (Poroikov et al., 2000) , which is based on the analysis of structure-activity relationships for a training set of compounds consisting of about 35 000 biologically active compounds extracted from the literature. The system provides a prediction of the activity spectra of substances for more than 500 biological activities. In a second similar pioneering work, the relationships between the chemical structures of 48 compounds and their pharmacological profile against a set of more than 70 receptors, transporters and channels relevant to a central nervous system (CNS)-oriented project were analysed (Poulain et al., 2001) . Along the same line, a biospectra similarity analysis was performed by clustering a set of 1567 drugs for which percent inhibition values determined at single high ligand concentration was available for a set of 92 assays (Fliri et al., 2005) . In another study, the MDDR database was used as a source of ligands annotated to the four major target classes, namely, enzymes, GPCRs, nuclear receptors and ligand-gated ion channels (Schuffenhauer et al., 2002) . The resulting ligand-target classification scheme was subsequently used for searching for structures binding to dopamine D2, all dopamine receptors, and all amine-binding class A GPCRs using dopamine D2-binding compounds as a reference set. The WOMBAT database has also been used to derive a multiplecategory Laplacian-modified naïve Bayesian model trained on extended connectivity fingerprints for a set of 964 target classes (Nidhi et al., 2006) . The model was then applied to predict the top three most likely protein targets for compounds from the MDDR database and it was found that on average, it was 77% correct at target identification. A database containing thousands of substructures annotated to over 500 biological endpoints, including pharmacological, cell-based, animal model-based, toxicity, ADME and therapeutic outcomes, has been reported (Merlot et al., 2003) . The substructural database is then used as an end point alert for molecules containing any of the substructures catalogued in the database associated with a given end point. From a similar perspective, a database of topological scaffolds was recently constructed (Wilkens et al., 2005) in which each scaffold is linked to the distribution of affinities associated to all molecules containing it. This can be used as a means to identify those scaffolds showing a statistical enrichment in certain biological activities. In a further example, the scaffolds extracted from a literature-based chemical library of 1426 molecules annotated to 27 members of the nuclear receptor family were used to identify the set of most promiscuous scaffolds within this family (Cases et al., 2005) . Similarly, an ontology-based pattern identification algorithm was used to identify nearly 1500 scaffold families with statistically significant structure-activity profile relationships (Yan et al., 2006) . The use of multiple structurebased pharmacophore models built for various viral targets has also been investigated as a ligand-based affinity profiling method to estimate the pharmacological profile of 100 antiviral compounds (Steindl et al., 2006) . The results showed successful virtual activity profiling for approximately 90% of all input molecules. A final example used a novel set of descriptors based on topological atom-centred feature-based distributions (Gregori-Puigjane and and a database of 2033 molecules annotated to 25 nuclear receptors to derive a ligand-based descriptor model for the profiling of chemical libraries on the family of nuclear receptors . Application of this ligand-based nuclear receptor profiling approach to an additional database of 2944 drugs provided suggestions of potential off-targets affinities.
Target-based methods. The development of target-based affinity profiling methods has taken advantage of the functional coverage of protein families provided by the almost exponential growth in the number of experimentally determined protein structures (Mestres, 2005) . Unfortunately, primarily because of technical difficulties (for example, membrane-bound proteins), not all of the therapeutically relevant protein families are at present equally covered by 3D structures. For example, with over 20 000 entries, enzymes are by far the structurally most populated family (Garcia-Serna et al., 2006) . In contrast, around 200 structures are available for nuclear receptors and ligandgated ion channels, whereas only a handful has been resolved for GPCRs. In the latter case, homology modelling techniques are required to complement current low coverage levels of experimentally determined structures with computationally derived structural models (Pieper et al., 2006) .
Although extremely computationally demanding compared with ligand-based methods, applications of targetbased virtual profiling (also referred to as inverse docking) have been reported in recent years (Toledo-Sherman and Chen, 2002) . For example, reasonable predictions for the scaffold and S1-specificity preferences for serine proteases were obtained when multiple combinatorial libraries were docked against trypsin, chymotrypsin and elastase (Lamb et al., 2001) . The same approach was further applied to virtually screen three libraries against a panel of six purine phosphoribosyltransferases (PRTs) from different species, giving rise to the discovery of micromolar inhibitors of Giardia lamblia guanine PRT (GPRT) that displayed up to sevenfold selectivity when tested in human GPRT (Aronov et al., 2001) . Systematic virtual screening of a library consisting of 5000 random compounds and 78 known active ligands against 19 different protein structures representative of 10 nuclear receptors was also reported (Schapira et al., 2003) . Enrichments of between 33-to 100-fold were obtained for all but one receptor and revealed that, for a particular ligand, it is possible to identify the correct target within the receptor family. However, reliable discrimination between the closely related receptor isoforms remained a challenge. Application of an inverse docking approach involving multiple-conformer shape-matching alignment of a molecule to a protein cavity on two therapeutic agents showed that 50% of the computer-identified potential protein targets were implicated or confirmed by experiments (Chen and Zhi, 2001b) . The same approach was also used to forecast potential toxicity problems and for the identification of protein targets implicated in side effects of small molecules, with an estimated prediction success rate of 83% (Chen and Ung, 2001a) . The sc-PDB is a collection of 6415 3D structures of binding sites extracted from the Protein Data Bank (Kellenberger et al., 2006) . Exploiting this binding site database, the native target of four unrelated ligands could be identified among the top 1% of scored binding sites, with 70 to 100-fold enrichment relative to random screening (Paul et al., 2004) . A method has also been reported for rapidly computing the relative affinity of inhibitors to individual members of the kinase family (Rockey and Elcock, 2005) . This was tested on five known kinase inhibitors, and was able to identify the correct native targets of inhibitors as well as reproducing the experimental trends in binding affinities. A web server for inverse docking was recently reported that allows automatic screening of small molecules over a target database of 698 protein structures covering 15 therapeutic areas (Li et al., 2006) .
Data visualisation
Computational methods have the potential to generate predictions for many different types of pharmacological and physicochemical properties for each molecule structure, the analysis of such data would indicate the need for multidimensional methods and perhaps sophisticated visualisation tools for data mining (Cheng et al., 2002; Ekins et al., 2002 Ekins et al., , 2006 . Commercially available tools such as Diva and Spotfire (Ahlberg, 1999) have been widely used for analysis of ADME and physicochemical property data (Ekins et al., 2002 Stoner et al., 2004) or integrated into proprietary decision support systems (Rojnuckarin et al., 2005) , whereas newer methods are also available (Oellien et al., 2005) with similar 3D graphing and filtering options. Further methods such as agglomerative hierarchical clustering based on 2D structural similarity, recursive partitioning, Sammon maps, self-organising maps and generative topographic mapping could be used with computational predictions (Balakin et al., 2005; Kibbey and Calvet, 2005; Maniyar et al., 2006; Yamashita et al., 2006) .
Because molecules may have multiple off-target effects simultaneously it will be important to understand how they perturb the proteome either alone or in a combination (Sharom et al., 2004) . One way to visualise the targetmolecule interactions would be as a network of proteins and small molecules represented as nodes connected by edges when an interaction above a particular affinity exists between them (Ekins et al., 2005a, b) or alternatively a target-based network in which the proteins are highlighted when they are shown to interact with a small molecule (Ekins, 2006) . Such network analysis has traditionally been used for putting the genes with expression data into the context of their known pathways of transcription factors, serving as a method to understand some of the complex interactions. For example, commercially available tools can be used to mine biological knowledge to create networks for molecules alone which may be useful to understand the relationships between endogenous molecules (Figure 3a (Hartley et al., 2004) . The network shows key upregulated transporter and enzyme genes (red symbols). Note that several genes are connected to PXR (NRI13).
In silico pharmacology for drug discovery S Ekins et al nuclear receptors that regulate drug metabolism and toxicity ( Figure 3b ). This type of network approach may also help in designing drugs with affinity for multiple targets (Csermely et al., 2005) or avoid anti-targets. For example, an interaction network between 25 nuclear receptors was recently constructed on the basis of an annotated chemical library containing 2033 molecules . The network revealed potential cross-pharmacologies between members of this family with implications for the side-effect prediction of small molecules. We have discussed previously some of the challenges ahead for such network approaches including comparing multiple networks . This could be important if we are to use this type of approach for visualising the effect of a molecule on the connected proteome and the comparison of related molecule effects or different doses. More complex simulations of network biology may also be important to optimise targeting, dosing level and frequency. An in silico simulation of inhibitor effects (incorporating PK data) on the NF-kB pathway has shown a greater potential for protein oscillatory behaviour for inhibition upstream of this protein than for direct inhibition. Such behaviour is common in networks with negative feedback and should be considered and understood for maximal therapeutic benefit (Sung and Simon, 2004) .
Summary
The first part of this review has briefly described the development of in silico pharmacology through the development of methods including databases, quantitative structure-activity relationships, similarity searching, pharmacophores, homology models and other molecular modelling, machine learning, data mining, network analysis tools and data analysis tools that use a computer. We have introduced how some of these methods can be used for virtual ligand screening and virtual affinity profiling. Although these methods are not proven yet to 'discover drugs' alone, they represent progress by increasingly demonstrating their ability to deliver enrichment in identifying active molecules for the target of interest when compared with random selection or other traditional methods. In the accompanying second part of the review, we shall describe in more detail the successful ligand screening efforts for specific target classes and we will discuss some of the advantages and disadvantages of in silico methods with respect to in vitro and in vivo methods for pharmacology research.
