We consider the range of timescales found in the Earth's core. We begin by reviewing the observational data, from geomagnetic jerks on annual timescales to variations in the average reversal rate on timescales of tens and hundreds of millions of years. We then turn to the theoretical origins of some of these timescales. By considering the relevant dispersion relations, we show why filtering out some of the shorter timescales is unlikely to succeed. We must simply accept that the geodynamo equations are intrinsically stiff. We therefore include a brief digression on stiff systems in general, and discuss why the standard methods for dealing with them are unfortunately extremely difficult to apply to the geodynamo system in particular. As a result, numerically attainable Rossby and/or Ekman numbers will continue to be many orders of magnitude too large. We conclude with a brief discussion of some of the implications of this, in terms of the interpretation, and even relevance, of the currently attainable numerical results.
INTRODUCTION
The internal structure of the Earth consists of a series of nested layers rather like the layers of an onion. Starting from the inside, there is the solid iron inner core, the liquid iron outer core, the mantle and crust, both consisting of rock of varying degrees of brittleness, and finally the oceans and the atmosphere. Unlike an onion though, all of these layers are in constant motion on a huge range of timescales, generating a great variety of geophysically interesting and important phenomena in the process. For example, the motions of the atmosphere and oceans, on timescales ranging from minutes to millenia, generate the familiar patterns of weather and climate. Similarly, the very slow motions of the mantle result in continental drift and all its associated phenomena, Before presenting a theoretical analysis of why the underlying geodynamo equations might be expected to yield such a broad range of timescales, we begin with a very brief discussion of the timescales actually observed in the field. See also the far more detailed reviews by Courtillot and LeMouiil [1988] , Courtillot and Valet [1995] , or Dormy et al. [2000] . Direct measurements of the field only date back at most three or four centuries, of course, but even in such relatively short periods of time the field can change by an easily measurable amount. For example, over three centuries ago it was noted at Greenwich observatory that the declination (the magnetic field's deviation from true north) varied slightly over the course of the years, and Halley [ 1692] even went on to speculate that motions in the Earth's interior might be the cause, it having previously been suggested by Gilbert [ 1600] that the field was of internal origin. Since then numerous other geomagnetic observatories have been established around the world, continuously monitoring the field. The evidence from all these observatories is unequivocal: the field is constantly fluctuating, on timescales as short as minutes or even seconds. It is generally recognized that these extremely rapid fluctuations must be of external origin, and so will not be con- ]. Events such as these clearly demand an explanation. Furthermore, it is entirely conceivable that the corresponding jerk within the core occurs even faster, since the weakly conducting mantle screens out any variations in the field on timescales shorter than about a year. (It is for this mason also that the variations in the field on timescales of minutes and seconds must be of external origin.) For timescales longer than centuries, where we no longer have direct measurements, we rely on the very convenient property that in sediments or lavas minute particles of magnetic material not only align themselves with the ambient field, when the sediment/lava hardens into rock, this alignment is frozen in. By studying the magnetization of ancient rocks, it is thus possible to deduce the direction, and with a bit more effort even the intensity [Jacobs, 1998 ] of the field as it was thousands or even millions of years ago. The quality of this data obviously can't compete with that of presentday direct measurements, and from our perspective here two important limitations that need to be mentioned are, first, unless the sedimentation rate was unusually high all variation on timescales shorter than several centuries will be effectively averaged out, and second, since volcanos erupt so sporadically, it is almost impossible to deduce any information at all on timescales of variation from lavas. Nevertheless, the record preserved in these two types of rocks is our only source of information about the past history of the field, and even with all its limitations in terms of lack of resolution and sparseness of coverage, it turns out to be a very rich source indeed.
In particular, the most important paleomagnetic discovery is the fact that the field reverses occasionally. That is, the dominant dipolar part of the field is almost always more or less aligned with the rotation axis, but not always with the same orientation. There are then a great number of timescales associated with these reversals. There is first the time of the reversal itself, which seems to be a remarkably consistent five to ten thousand years or so. In sharp contrast, the time between successive reversals is quite irregular; over the past few million years reversals have occurred on average once every few hundred thousand years, but with considerable variation about that average. Furthermore, on timescales of tens and hundreds of millions of years, even this average reversal rate varies significantly; for example, between 83 and 121 million years ago there were no reversals at all. See also Merrill And finally, even though the observational evidence of secular variation on the one hand and reversals on the other is quite distinct, one should not think of the two as fundamentally distinct processes. In particular, virtually everything in between is also present at some point in the record. For example, in addition to the usual reversals, Langereis et al. [ 1997] also found a number of so-called excursions, events too large and long-lasting (also around five to ten thousand years) to be classified simply as secular variation, but not actually reversals either. These excursions also occur irregularly, but roughly five or six times as frequently as reversals. Similarly, Valet et al. [1986] and Herrero-Bervera and Theyer [ 1986] found what is presumably secular variation during a reversal, namely evidence of fluctuations on timescales of a century or so during the reversal (although for the reasons mentioned above this cannot be as clearly established as the basic reversal itself).
Indeed, in terms of the underlying dynamics of the core, it is probably not very meaningful to even attempt to make distinctions between secular variation and small excursions, or between large excursions and back-to-back reversals. We must simply accept that the geodynamo operates on virtually all timescales from years or even shorter to tens of millions of years or even longer. In the following sections we will explore the origin of some of these timescales, discuss why it is so difficult to isolate any of them, and finally consider some of the implications for geodynamo modelling.
BASIC TIMESCALES AND EQUATIONS
Let us begin by simply listing some of the more basic timescales that might be expected to be present in the core. There the equations, and so we defer discussion of them until later.
We then note that two of our basic timescales, the viscous and thermal diffusive timescales, are actually longer than the age of the Earth. We will discuss in a moment why one should not in fact expect these two timescales to be relevant after all. However, even discounting these two, the remaining timescales still span 15 orders of magnitude! Since no reasonable model could possibly cope with such a huge range, we must filter out at least some of the more extreme ones.
Fortunately, some of them are indeed very easily filtered out. For example, the induction equation for the magnetic field is derived by making the so-called magnetohydrodynamic approximation and thereby filtering out light waves. Similarly, we can filter out sound waves by making the Boussinesq approximation. The same is also true, incidentally, in the manfie. However, the crucial difference is that even after filtering out light and sound waves in the core, one is still left with a very broad range of timescales, whereas after filtering out sound (and shear) waves in the mantle one is only left with a relatively narrow range. And unfortunately we will find that from now on it becomes progressively much harder to further restrict this very broad range of timescales still present in the core. anelastic approximation is made rather than the Boussinesq approximation. Although these equations are obviously considerably more complicated than the above, they also filter out sound waves. In terms of the timescales allowed by the equations they are therefore no worse than the above anyway, and have indeed been used in numerical geodynamo modelling [Glatzmaier and Roberts, 1996a] . Because the timescales allowed by the two sets are much the same though, we will here restrict attention to the simpler set above.
So
From the point of view of understanding the range of timescales on which the geodynamo operates, the three nondimensional parameters we most want to focus attention on are So one of the things we will want to consider in the remainder of this review is why this extreme smallness of these three parameters should lead to such difficulties, and what-if anything-can be done about them.
VISCOUS AND THERMAL

DIFFUSIVE TIMESCALES
As noted above, the viscous and thermal diffusive timescales 2/van d 2 ro ro / t• are longer than the entire lifespan of the Earth. If we really believed these extremely long timescales to be relevant to the operation of the geodynamo, we would have to conclude that it will never reach an equilibrium state, that instead it will always retain a memory of its specific initial conditions early on in the Earth's history. And indeed, for certain aspects of the core's dynamics, such as the presence or absence of a stably stratified layer at the top, that may well be true [e.g., Stevenson, 1981] . However, in the bulk of the core, where we know (see below) that the advective timescale is far, far shorter, it seems likely that advection will so dominate diffusion that these extremely long diffusive timescales simply do not enter.
(There is in fact another reason why the viscous diffusive timescale at least does not apply, namely the well-known feature [e.g., Duck and Foster, 2001] which is indeed the range used in most numerical geodynamo models. One should be aware, though, that one has not thereby really "solved" the problems due to the smallness of the true, molecular Roberts number, one has merely deferred them to a proper investigation of the small-scale motions generating this turbulence. And indeed, Matsushima et al. [ 1999] showed in one such study that the use of isotropic turbulent diffusivities is almost certainly a gross oversimplification; both the rotation as well as the large-scale field introduce anisotropies into the small-scale motions that should properly be taken into account in the turbulent diffusivities used in numerical models. To date no one has done so though.
And finally, even if one accepts that invoking turbulent diffusivities is a (more or less) legitimate way of dealing with the smallness of q, the turbulent Rossby and Ekman numbers continue to be extremely small. In particular, the geodynamo's energy budget is sufficiently tight [e.g., Buffett et al., 1996 ] that one cannot increase r/t much beyond r/; there simply cannot be that much small-scale structure in the field.
But then Rot and Et are still at most O(10 -7) or so, which is still sufficiently small that it leads to severe difficulties.
ADDITIONAL TIMESCALES
Before considering some of these problems associated with Ro and E, let's continue simply listing a few more timescales, namely those that depend at least in part on the solution itselfi
We have,
Advective Timescale(s)
If we The balance of forces in these waves is between the Lorentz force (a large term) on the one hand, and inertia and viscosity (two small terms) on the other. Their periods could thus be extremely short, as we will see below.
Under normal circumstances though, most of the magnetic torque will cancel itself, greatly increasing the period. Plausible assumptions about the internal structure of the field then lead to periods on the order of decades [Braginsky, 1970 [Braginsky, , 1984 Finally, there are a number of other waves potentially present in the core, such as inertial oscillations [Aidridge and Lumb, 1987] , having periods on the order of days. The disparity between this timescale and the timescales observed in the field is sufficiently great that it is generally believed that these waves play no essential role in the dynamics of the main field, but merely ride along on top of it. However, one should remember that because the mantle is weakly conducting, we do not really know the shortest timescale on which the internally generated field fluctuates, and hence we do not know whether this disparity is really all that great. Also, as we will discuss further below, the mere fact that the underlying equations also allow extremely short-period waves is usually enough to cause severe problems in any numerical model, even if these waves have nothing to do with the main phenomenon of. interest (which of course is precisely why one filters them out if at all possible).
Reversals
We have noted above some of the timescales associated with reversals as they are actually observed in the paleomagnetic data; now we want to consider their possible theoretical origins. Concerning the five to ten thousand year timescale of the reversals themselves, it has been suggested Jones, 1993, 1995; Gubbins, 1999] There is thus no difficulty in imagining reversals occurring on average once every few hundred thousand years to be of purely internal origin.
Somewhat more problematic are the variations in average reversal rate occurring on timescales of tens and hundreds of millions of year. The disparity between these timescales and the magnetic diffusive timescale is sufficiently great that these extremely long timescales are generally believed to be of external origin. This of course simply begs the question, what is that external origin? Given that tens and hundreds of millions of years is precisely the timescale of convection in the mantle, the most plausible answer is that changes in the pattern of mantle convection lead to changes in the temperature variations at the core-mantle boundary, which would quite likely lead to changes in the pattern of core convection, and hence possibly to changes in the average reversal rate (although each individual reversal continues to be purely internally triggered). This was certainly the reasoning adopted by Glatzmaier et el. Finally, it should be noted that even though it occurs on timescales of hundreds of millions of years, the growth of the inner core does not require one to do numerical runs for that long, unlike the test of the McFadden and Merrill [ 1995] hypothesis outlined above. The difference between the two is that when testing their hypothesis, what one is trying to discover is precisely whether these extremely long timescales could emerge from within the core alone, and so one has no choice but to run for that long. In contrast, when considering varying inner core sizes, one is not trying to determine the growth rate --that after all has already been established (from energetic/thermodynamic considerations). What one is trying instead is to explore the effect of different sizes fixed for the duration of each run, which then need only be for the usual few hundred thousand years.
THE SMALLNESS OF Ro AND E
In this section we want to return to the geodynamo equations (1-3), and consider why the extremely small values of the Rossby and Ekman numbers lead to such difficulties. That is, why can't we simply filter out the short timescales caused by the smallness of these two parameters, for example by setting one or both of them identically equal to zero? It tums out that attempting to do so leads to both local and global difficulties, which we address in turn: 
Local Analysis Following Walker et al. [1998], let us consider the dispersion relation governing waves in the core. If we linearize (1) and (2) (with
will turn out to be the dispersion relations (to within various factors of Ro) for pure Alfv 6n waves and pure inertial oscillations, respectively. Being a simple quadratic, we can solve (4) to obtain
[ ] co --• Ro-coc -i(Ro'n t-E)k 2'-{-31/2 , (6) where D -co• + 4Ro•t -(Ro-E) 2 k 4 + 2i(Ro-E)k2coc.
Since this is unfortunately rather messy, we look at the magnitudes of the various terms, and see if we can make any simplifying approximations. We begin by noting that if we've done our nondimensionalization correctly, then k, co •4 and coc will in general all be order unity (in fact k becomes arbitrarily large for sufficiently short wavelengths, but we're only concerned with very rough order of magnitude estimates at the moment). Therefore, of the four terms that make up D, one-(Ro -E)2k 4 • is so small that we will neglect it entirely, and another two --4Rocor4 and 2i(Ro -E)k2coc --are also small (but not negligible). How we simplify D 1/2 therefore depends entirely on the size of the final term, co •.
And there are then two cases to consider:
In general the orientations of k and •. will be such that coc = O(1), so we can Taylor (1 l) will always tend to push the Taylor integral back toward the "proper" balance (10), which should therefore never break down so completely that the Taylor integral is order one. Indeed, Taylor's original idea was that even if the field initially did not satisfy (10), after a short period of very rapid adjustment governed by (1 l) it would satisfy it, and thereafter everything would evolve only on much slower timescales. Indeed, he even gave an alternative prescription for solving for U•, which is valid when Ro = E = 0 and (10) is satisfied identically, and therefore explicitly filters out these potentially very rapid adjustments governed by (11).
However, no one has yet succeeded in following Taylor's prescription (possibly because of the local difficulties that arise when setting Ro -E = 07). And indeed, the more commonly accepted view today is that the field probably does not evolve ever closer to the constraint (10), but may instead almost satisfy it for long periods of time, resulting in evolution on moderate timescales, but may then suddenly fail to satisfy it, resulting in evolution on very short timescales. The existence of phenomena such as the geomagnetic jerks mentioned above certainly shows that the core is capable of generating global modes on very short timescales. So, we simply have to accept that in the geophysically relevant limit of small Ro and E the geodynamo equations permit both local and global structures on a very broad range of timescales, and that it is impossible to reduce this range by setting one or both of them identically equal to zero.
STIFF SYSTEMS
In the previous section we have seen some of the reasons why the geodynamo equations permit such a broad range of timescales, and why it does not appear to be possible to reduce this range by simplifying or approximating the equations in any way. So in this and subsequent sections we want to consider some of the implications for numerical geodynamo modelling. In particular, we begin by noting that there is nothing unusual about a system of differential equations supporting a broad range of timescales; such systems are sufficiently common that there is a name for them, namely stiff, and even a well-developed theory for how to deal with them.
So what we want to consider in this section is the extent to which we can apply this theory to our particular stiff system. Let's begin by considering the simplest possible stiff 'system', namely the single ordinary differential equation 
which we note consists of two parts varying on very different timescales, namely O(1) for f (t), and O(e) for C exp (-e -it).
As simple as it is, (12) thus satisfies the definition of a stiff system. Furthermore, we note that regardless of the initial condition Yo the second part will decay away extremely rapidly; 
At that is, Yn+l -(1 -e-lAt)yn + At(e-l f(tn) + f'(tn)).
We would soon discover that unless we reduce the timestep At in line with e this scheme becomes violently unstable.
That is, the mere fact that the underlying equation (12) 
respectively. We then note that for At • e, both of (16) 
If we're willing to take such small timesteps, therefore, we can indeed use either of (14) Fortunately, it is possible (using conjugate-gradient methods, for example) to apply Newton-Raphson without ever directly inverting, or even evaluating, the full 10 5 by 105 Jacobian matrix. Furthermore, the distinction between implicit versus explicit methods is not quite as 'either/or' as we've made it sound like so far. That is, it is possible to treat implicitly certain terms but not others --thereby gaining some but not all of the advantages, of course. For example, because it is still linear, treating the Coriolis force implicitly turns out to be relatively straightforward [e.g., Holierbach, 2000], and allows one to take timesteps considerably larger than the O(Ro) inertial oscillation timescale one would otherwise be restricted to. However, it does very little to help with some of the other difficulties, such as those associated with (11), which doesn't involve the Coriolis force at all. The only way to deal with these sources of stiffness would be to treat implicitly not only the Lorentz force (V x B) x B in (2), but also the advective terms V x (U x B) in (1) and probably also U ß VO in (3), since it is the combination of an unbalanced Lorentz force generating a very large geostrophic flow which then acts back on B and 19 that causes the stiffness in this case. And these terms all being nonlinear, treating them implicitly is unfortunately considerably more difficult than treating the Coriolis force was. However, it might be possible to project out certain parts of these terms and treat only them implicitly, the idea obviously being to choose precisely those parts that help the most regarding the stiffness, but cost the least regarding the implicitness. Once again, this is clearly (a lot!) easier said than done, but I believe that some such approach will eventually be required if we are ever to get anywhere near realistic values for Ro and E.
And finally, one might just note that even if one did succeed in treating these terms implicitly, one would thereby still only have dealt with some of the many sources of stiffness in the geodynamo equations. Even treating all of these terms implicitly though might still not help much with some of the other sources, such as the existence of some of these waves (8) or (9). If the physics of the core are such that some of these extremely rapid oscillations really are excited to a significant extent, then one would have no choice but to resolve them numerically as well, that is, to take such small timesteps. That is precisely why it would have been so nice to be able to simplify the equations in such a way as to ensure that these modes do not exist at all, but as we saw in section 6.1, that does not appear to be possible.
IMPLICATIONS
Barring any such fundamental breakthroughs in the derivation of new equations and/or the development of new numerical methods, it seems unlikely that we will be able to reduce Ro and/or E much beyond O(10 -5) or so any time soon. Advances in hardware will certainly help some, but not nearly enough. As we've seen here, the shortest allowed timescales --and similarly the shortest allowed lengthscales, and in all three dimensions --simply decrease so quickly as one attempts to reduce Ro and E that reducing them by a factor of 10 might require 100, 1000, or even more times the computational power. Even allowing for Moore's Law, that computational speed doubles every 18 months, one would therefore have to wait quite some time before being able to systematically explore the O(10 -6 ) range. So, what implications do these limitations on the numerically achievable Rossby and Ekman numbers have for geodynamo modelling? First and foremost, there is the very real danger that the results we obtain aren't even qualitatively in the right regime. In particular, there is the well-known distinction between so-called weak and strong field regimes that has been conjectured to exist at sufficiently small values, but has thus far never been unambiguously observed. That suggests that the 0(10 -4 ) to at best 0(10 -5 ) values currently being used are perhaps still too big for these two states to constitute distinct regimes at all. And given the general theoretical importance traditionally attached to this distinction [e.g., Holierbach, 1996; Fearn, 1998 mean by a day, a year, etc. , but what about in the computational model? If we increase/•o and E by several orders of magnitude, should we think of that as an increase in •/and v, in which case our magnetic diffusion time will suddenly be on the order of years rather than hundreds of thousands of years, or should we think of that as a decrease in ft, in which case our 'days' will be on the order of decades. Or we could also think of it as a decrease in r o, corresponding to a really small Earth! The point is that all of these, even the seemingly silly decrease in size, are equally valid ways of translating the nondimensional numbers back into dimensional quantities, given that one can't get all the dimensional quantities fight. And given the arbitrary nature of this translation back to dimensional quantities, and the inevitable confusion as to what is then meant by 'a day' or 'a year', it is probably best if one avoids it entirely, and presents one's results nondimensionally, with any subsequent translation explicitly separated from the basic calculation.
CONCLUSION
In this review we have considered the timescales that exist in the Earth's core, and have seen how these range from the 10 -2 second timescale of light waves to potentially longer than the age of the Earth. And even after filtering out some of the shortest, and discounting some of the longest, we found that we were still left with everything from inertial oscillations, occurring on timescales of days, to the average time between reversals, on timescales of hundreds of thousands of years, and possibly even variations in this average reversal rate on timescales of tens or hundreds of millions of years. Even just this restricted range of timescales therefore still spans 8 to 10 orders of magnitude, by far the broadest range of any geophysical system. Furthermore, we saw why it does not appear to be possible to make any further progress in reducing this range by filtering out additional waves such as these inertial oscillations. Attempting to do so simply introduces other waves on comparable (or even shorter) timescales. The only way to reduce this range to something numerically feasible therefore is to arbitrarily increase the Rossby and/or Ekman numbers by several orders of magnitude, despite the potential dangers that entails in terms of eliminating the distinction between weak and strong field regimes.
Indeed, pinpointing precisely how small Ro and E must be to obtain this distinction is almost certainly the single most pressing issue in numerical geodynamo modelling: Until we know that O(10 -s) or so is small enough we cannot be certain that any of the results obtained to date-as impressive as they undoubtedly are-are really applicable to the Earth.
Conversely though, if we could establish that O(10 -s) say is definitely small enough, then we could be reasonably confident not only that the results are applicable to the Earth, but also that we should not invest vast additional resources into reducing them yet further, but rather into things like simply doing longer runs, to begin to address some of the questions mentioned earlier.
Regardless of what ultimately turns out to be small enough though, we will simply have to accept that the geodynamo equations are an extremely stiff system, and will provide challenges for years to come. Indeed, given the difficulty of the problem, the progress to date is nothing short of remarkable, and one can only hope that future progress will be equally impressive!
