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In dieser Arbeit werden theoretische Grenzen fu¨r verschiedene Leistungsmerk-
male von thermodynamischen Systemen unter der Bedingung endlicher Zeiten und
Prozessraten im Rahmen endoreversibler Modelle untersucht. Diese Modelle beste-
hen aus reversiblen Subsystemen, welche u¨ber allgemein irreversible Wechsel-
wirkungen Energie austauschen. Analytische und nummerische Berechnungen quan-
tifizieren diese Grenzen und liefern optimale Prozess- und Konstruktionsparameter
fu¨r vier Modellsysteme:
Fu¨r eine auf maximale Ausgangsarbeit optimierte Wa¨rmekraftmaschine, bei der die
Wa¨rme zwischen Arbeitsmedium und Wa¨rmereservoirs wa¨hrend allgemeiner poly-
troper Zustandsa¨nderungen des Arbeitsmediums u¨bertragen wird, werden optimale
Temperaturen und Zeiten fu¨r die Wa¨rmeu¨bertragungsprozesse sowie die thermischen
Wirkungsgrade bestimmt.
Fu¨r ein wirkungsgrad-optimiertes Modell eines verallgemeinerten thermi-
schen Umwandlungssytems, das sowohl Wa¨rmekraftmaschinen, Ku¨hler und
Wa¨rmepumpen beschreibt, wird die optimale Verteilung von Investitionskosten auf
die Wa¨rmetauscher ermittelt und die Anwendung der allgemeingu¨ltigen Ergebnisse
anhand mehrerer Beispiele demonstriert.
Fu¨r eine Wa¨rmekraftmaschine mit mehreren Wa¨rmereservoirs wird bestimmt,
welche der Wa¨rmereservoirs wie lange kontaktiert werden mu¨ssen, um eine maxi-
male Ausgangsarbeit zu erzielen.
Fu¨r einen Dieselmotor wird die Kolbenbewegung so optimiert, dass bei gegebener
Treibstoffmenge eine maximale Ausgangsarbeit erzielt wird. Das endoreversible
Modell des Dieselmotors beru¨cksichtigt die Temperaturabha¨ngigkeit der Wa¨rmeka-
pazita¨t, Wa¨rmeleitfa¨higkeit und Viskosita¨t des Arbeitsfluids, die Zeitabha¨ngigkeit
des Verbrennungsprozesses sowie Reibungs- und Wa¨rmeverluste.
Schlagworte
Thermodynamik endlicher Zeiten, Entropie, endoreversibles System, optimale
Prozessfu¨hrung, polytroper Prozess, Effizienzoptimierung, Kostenoptimierung,
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First steps of thermodynamics as a science were taken in the 19th century, relatively
early, when technology was mainly the domain of skilled inventors and constructors
who designed their machinery by practical experience and empirical knowledge. It
was the French engineer Sadi Carnot who undertook a systematic study on the phys-
ical processes occurring within steam engines and who discovered the basic limit on
the performance of heat engines [1]. Carnot showed, that any engine which draws
heat from a hot reservoir at temperature TH to produce work, has to reject some of
the heat to a reservoir at lower temperature TL. The maximum fraction of heat which
can be converted to work,
ηC = 1− TL/TH , (1)
is now known as the Carnot efficiency.
The middle and the end of the 19th century saw major discoveries and a swift de-
velopment in what we call the field of classical thermodynamics nowadays. This
branch of natural science has been shaped by great researchers. The list of famous
names includes Robert Mayer and James P. Joule, who found out that work and heat
are equivalent with respect to energy. William Thomson (the later Lord Kelvin) and
Rudolf Clausius layed out the theoretical principles of the classical theory. James
P. Joule, Hermann von Helmholtz, and Josiah W. Gibbs introduced thermodynamic
potentials, thus shifting away the focal point of the subject from process variables
like work or efficiency towards new state variables like energy, entropy or avail-
ability. Ludwig Boltzmann augmented the scope of the equilibrium theory with a
microscopic theory of the equilibrium states and statistical mechanics. The math-
ematician C. Carathe´odory condensed the first and second law of thermodynamics
into an axiomatic formulation.
Classical thermodynamics eventual became a common tool for studies in engineer-
ing, chemistry and physics; it even played an important role in the discovery of quan-
tum mechanics, when Max Plank unfolded his idea of discrete states in conjunction
with a thermodynamic formalism to explain the properties of black body radiation.
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Despite the great achievements made with the classical version of equilibrium ther-
modynamics, this theory also shows serious drawbacks, because thermodynamic po-
tentials traditionally were defined regardless of time. Irreversibilities due to finite
time or process rates were neglected and processes were effectively treated as if they
would proceed without loss and at infinite slow speed. Solely reversible processes
picture a world virtually frozen in equilibrium states where macroscopic flows are
vanishing. However, this contradicts the dynamics of the world we are used to live
in. Although the performance limits of reversible processes are always upper bounds
for real, irreversible processes, they may not be guides useful enough for the evalua-
tion of real processes. Existing heat engines, for example, seldom attain more than a
fraction of the reversible Carnot efficiency.
For this reason, engineers are often less concerned about the reversible limits, but
rely on traditional techniques of empirical rules, experimental design or computer
simulations to evaluate and improve their applications. Rapid technological advances
in engineering nonetheless have drawn back the attention to in-principle limits of
energy conversion and gives raise to questions like:
Are there theoretical bounds for the performance of thermodynamic pro-
cesses under the constraints of finite process times or rates?
If such bounds exist, what are the optimal operating conditions neces-
sary to reach these bounds?
This kind of questions is indeed important for the future development of technologies
and have thus inspired researchers to conduct a wide range of scientific inquiries
leading to a new branch of thermodynamics know as finite-time thermodynamics.
The origin of finite-time thermodynamics can be dated back to the late 50’s of last
century when the German H. Mu¨ser found mathematical expressions for the power
output of solar cells under the condition of a finite, irreversible, radiative energy
transfer [2]. Around the same time the Russians Novikov [3, 4] and Vukalovich [5]
investigated the effect of finite heat transfer on the efficiency and maximum power
output of nuclear power plants. Novikov and Vukalovich set up a simple model of




is significantly lower than the corresponding Carnot efficiency ηC = 1−TL/TH. Al-
though this results entered some textbooks [5–8] and appeared within a few other iso-
lated publications [9, 10], the thermodynamics of finite-time processes has received
little attention until 1975 when the oil crisis demonstrated the scarcity of natural re-
sources in general and fossil fuel in particular. At this time Curzon and Ahlborn [11]
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re-discovered the efficiency expression of Novikov and Vulkalovich and found it re-
markably corresponding to the performance data of existing power plants.
The following years saw a flow of research activities, which have not faded until
today. In pioneering works (see papers of Andresen, Berry, Nitzan, and Salamon
[12–15], Rubin, Ondrechen and Band [16, 17], De Vos [18–20] and Gordon [21], for
example) the theoretical framework of finite-time thermodynamics was established.
The variety of novel theoretical techniques have subsequently been applied to model
the performance of heat engines, refrigerators, heat pumps, chemical processes and
solar cells, just to name a few examples.
Sensible modeling of processes or devices requires identification of the main fea-
tures of a system in order to make a model simple and general. Another aim is to
simplify the mathematical description and to reduce the computational effort needed
to evaluate the thermodynamic system, but to reproduce still the major performance
characteristics and to find realistic optima and bounds for the operation of a ther-
modynamic system in question. In finite-time thermodynamics one of the most im-
portant and useful concepts to create models with these qualities are endoreversible
systems as formally introduced by Rubin [16,17]. Endoreversible systems are certain
kinds of thermodynamic models basically composed of internal reversible subsys-
tems with generally irreversible interactions between these subsystems. The loss due
to finite time or rates of processes is located in the interactions only. The hypothesis
of endoreversibility has been successfully applied to many different thermodynamic
systems with remarkable results and became the foundation of a new research field
known as endoreversible thermodynamics.
This thesis follows the agenda of finding performance bounds and optimal operating
conditions of thermodynamic systems under the constraint of finite process times and
rates. The systems investigated within this thesis are all endoreversible. They range
from general theoretical setups to the real world example of a Diesel engine.
Chapter 1 provides a brief introduction to endoreversible thermodynamics in gen-
eral and to definitions, concepts, and techniques needed to construct, characterize,
evaluate and optimize endoreversible systems.
Chapter 2 considers a model of an endoreversible engine with generalized heat trans-
fer branches and a finite heat capacity of the working fluid. Optimal operating con-
ditions to achieve a maximum of work output of the engine are determined. The in-
fluence of the types of heat transfer and design parameters on the performance of the
engine is analyzed. In particular, the question whether or not the Curzon–Ahlborn ef-




Chapter 3 investigates the problem of optimal allocation of a given investment capital
to the heat exchangers of a generalized thermal system to optimize the performance
of the system. The investigation takes into account that the dependency between the
costs and the effectiveness of a heat exchangers can be non-linear and different for
the hot and cold side of thermal system.
Chapter 4 optimizes the average power output of an endoreversible heat engine with
several heat reservoirs. Systems with more than one heat reservoir are common for
many real-world applications such as industrial heat-recovery systems and solar en-
ergy installations. A recipe of how to optimally allocate the contact times to the
different heat reservoirs is developed.
Chapter 5 introduces a novel endoreversible model of a Diesel engine. It is inves-
tigated how the efficiency of the engine can be improved by optimizing the path of
the engine’s piston. The endoreversible model accounts for the time-dependence of
the combustion process, the temperature dependence of the working fluid properties
and the friction losses. The heat losses through the walls of the cylinder are modeled
using a sophisticated, empiric description in order to derive realistic results,
Chapter 6 summarizes the new results obtained by this thesis.
Several appendices augment this thesis and for instance provide details on the clas-
sic Curzon-Ahlborn heat engine and an overview about commonly used heat transfer
laws. Some of the auxiliary calculation, which already have been published else-




Endoreversible systems are models of thermodynamic systems made up of a number
of subsystems interacting with one another and, possibly, with their surroundings.
The subsystems are chosen such that each of them undergoes only reversible ther-
modynamic processes. Therefore simple balance equations are often sufficient to
describe the operation of such subsystems. Dissipation or irreversibilities are solely
located in the interactions between reversible subsystems and between the surround-
ings. Endoreversible systems are then fully defined by the properties of their subsys-
tems and interactions. Processes of endoreversible systems are referred to as endore-
versible processes.
The decomposition of a given thermodynamic system into a network of interacting
reversible subsystems requires to identify the main sources of dissipation and the
time-scales of relaxation processes in a thermodynamic system. One can assume that
during an interaction the participating subsystems are always in a state of internal
quasi-equilibrium, i. e. the time-scale for their internal relaxation processes is short
compared to the duration of the interaction. Such a system is referred to as quasi-
static. The restrictions imposed by endoreversibility may exclude certain distributed
systems, non-equilibrium systems, or chemical systems where different substances
are not in chemical equilibrium among each other (see [22] for example). Subsystems
of endoreversible models do not need to be spatially uniform though. They also can
be more aggregate objects, like reversible operating energy transforming devices, as
long as the requirement of quasi-equilibrium is fulfilled for each contact where the
subsystem interacts with another subsystem or the environment.
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1.1 Thermodynamics of endoreversible systems
The following describes the key features of endoreversible systems in a formal way
following [23].
1.1.1 Thermodynamics of equilibrium subsystems
The basic building block of endoreversible systems are thermal equilibrium subsys-
tems which can be characterized by their state variables. As usual for equilibrium
systems, one has some freedom in the choice of these state variables. As an example
consider an ideal gas, which can be described for instance by its volume and pressure,
or by its volume and entropy. Thermodynamic variables like volume, energy and en-
tropy which scale with the size of a system are extensive variables; variables like
pressure or temperature which do not scale with the size of the system are intensive
variables.
To simplify the description of the theory a special choice of variables is taken, namely
the energy picture where the energy E is considered to be a function of all the other
extensive thermodynamic variables of a system. The property Xαi refers to the ex-
tensive thermodynamic variables of subsystem i in the following, for instance the
volume Vi, or particle number Ni, all of which are counted by α. The entropy Si of
subsystem i is a well defined state variable due to endoreversibility and belongs to
the set of extensive variables. Thus the state of the subsystem is uniquely described
by the set of its extensities {Xαi }. The energy Ei of a subsystem i,
Ei = Ei(Xαi ) , (1.1)
defines the properties of this subsystem, which means it specifies Ei as a function
of the Xαi and determines the (thermal) behavior of that subsystem. The energy Ei
is not confined to be the internal energy, it can in addition include the translational
kinetic energy, the rotational kinetic energy, or the potential energy in one or more
external fields. In each case the proper extensive variables must be included in the set
of extensities. Naturally the energy then becomes also a function of these variables.
Due to endoreversibility all the standard equilibrium relations hold within a subsys-













1.1. Thermodynamics of endoreversible systems
in each subsystem i. As a consequence of the Gibbs equation, each influx of an







For example, any heat flux q is carried by an entropy flux q/T , or any particle flux
Jparticle carries an energy flux µJparticle where µ is a chemical potential.
1.1.2 Subsystems and contact points
A given set of subsystems can be knotted as a network by characterizing each sub-
system i by a number of contact points (or contacts) through which the subsystem
receives or discards energy. Energy is not the only exchanged quantity. Through
each contact the energy is transported by an extensity (a carrier) Xαi , for instance
entropy, momentum or a particle flux. The contacts for the same extensity in one
subsystem are numbered by r.
Each contact has three (time-dependent) functions assigned to it (Y α,ri , Jα,ri , Iα,ri ).
Here Iα,ri is the energy flux into the system, J
α,r
i is the associated flux of the carrier
Xαi , and Y
α,r
i is the corresponding thermodynamic intensity for that contact.
To make the notation simpler the indices (i, α, r) are combined into a single one ν,
which counts all different contacts in the composite network:
Yν = Y
α,r
i , etc. (1.5)
Endoreversibility guarantees that the energy and extensity influx at each contact are
always related by
Iν = YνJν , (1.6)
in other words, the intensity associates a value for the energy flux on the influx of an
extensity.
1.1.3 Reservoirs
Reservoirs are special thermodynamic subsystems at equilibrium, characterized by
either
a) given intensities Y αi . This is the case for infinite reservoirs where the influx or
outflux of an extensity does not change the value of the intensity. An example
of where heat reservoirs of this type occur is the Curzon–Ahlborn heat engine
as described in appendix A.
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b) its extensities Xαi and its energy function Ei(Xαi ). Then the intensities
are known Y αi = ∂Ei/∂Xαi , and due to its internal equilibrium they are
uniform throughout the subsystem and thus the intensities at the contacts
Y α,1i = Y
α,2
i = · · · ≡ Y αi are equal for all r. If the extensities within the






















1.1.4 Balance equations of subsystems
Balance equations for selected extensities and energy are very useful to describe the
operations of thermodynamic subsystems as they relate the intensites at the contacts
to one another. Balance equations can be set up without knowing the details of a
subsystem like, for example, equations of state of a working fluid. In particular,
balance equations are especially applicable to reversible subsystems operating in a
closed cycle. This may be the case for refrigerating, thermoelectric, photo-electric or
other energy converting subsystem. If an extensity is neither produced nor destroyed
inside a subsystem i its influx and outflux has to cancel each other.










i (energy balance) (1.9)




Jα,ri (extensity balance) (1.10)
for a flow Jα of an extensity Xα.
In the case of a cyclic operating subsystem it is sufficient to have energy and all other
extensities balanced at the end of every cycle. Balance equations are then obtained
by integrating the sum of the fluxes over one cycle of duration τtot because fluxes















i (energy balance) (1.11)
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Jα,ri (extensity balance) . (1.12)
1.1.5 Interactions
Interactions describe how the contacts of the subsystems exchange energy. The con-
tact points are connected by interactions such that each contact belongs to one specific
interaction. An interaction Ω is characterized by the set of contacts which belong to
it, and by the specific extensity Xα, through which the contacts exchange energy. If
the interaction is reversible, only contacts for the exchanged extensity are needed. If
the interaction is irreversible, entropy is produced, and then at least one additional
contact is needed to deposit the produced entropy. Some of the extensities (like an-
gular momentum) and energy are conserved quantities by nature, while others (like
entropy) are not. In a complete interaction all the conserved quantities must bal-
ance to zero. A specific interaction Ω can be either reversible or irreversible and can
belong to either one of the two following cases:
a) All the intensities of the contacts ν, µ ∈ Ω obey Yν = Yµ.
b) The interaction is defined by a transport law which gives either the flux of the
extensity
Jν = Jν({Yω}, {Xαi }, zm) (1.13)
or the corresponding flux of the energy
Iν = Iν({Yω}, {Xαi }, zm) (1.14)
at each of the involved contacts as functions of the intensities, the extensities
(for reservoirs) and of additional external parameters zm, which are counted
by m. These parameters are mentioned here explicitly, as they will be used as
controls to adjust the fluxes in optimizing the performance of endoreversible
systems.
In principle, interactions act as constraint for the contact variables. A very common
interaction is the exchange of heat between a subsystem 1 and a subsystem 2. The
flow of thermal energy q = q(T1, T2, zm) often is a function of the temperatures T1
and T2 at the contact points of the respective subsystem and possibly some external
parameters zm like the area and conductivity of heat exchangers or geometry factors
21
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of solar collectors. Some examples of commonly used heat transport laws are pre-
sented in appendix B. All the heat transfer laws used in this thesis satisfy common
requirements for monotonicity in T1 and T2:
qi(T1, T2, zm) =

> 0, if T1 > T2
= 0, if T1 = T2
< 0, if T1 < T2
. (1.15)
1.2 Characterization of endoreversible systems
By collecting the different elements introduced above, one finds that an endore-
versible system is characterized by its contact variables, the extensities of the sub-
systems and the interactions. If, for example, a system does contain reservoirs with
infinite capacities, like heat reservoirs with fixed temperatures, the extensities of these
reservoirs can be excluded from the description. Usually some of the contact vari-
ables and extensities will be given while others remain undetermined yet still related
by constraints due to
• the Gibbs relation at each contact
• the balance equations in the subsystems
• the interactions.
For some aggregated subsystems some additional equations might exist, which de-
fine and relate internal properties and contact variables, for instance a given time
dependent heat production rate or temperature function of a heat source. Thus an
endoreversible system is completely characterized by a set of algebraic and ordinary
differential equations.
The characterization of an endoreversible system can often be simplified by exclud-
ing some of the contact variables from the description. Naturally it depends on the
analysis intended which variables can be excluded. For example, if an engine subsys-
tem delivers its power to a driving shaft one might not be interested in the dissipated
energy and the angular momentum going into the bearing. Note that in this case of a
partial interaction the equal intensities do not indicate a reversible contact, and that
the energy is no longer conserved in such an interaction. This implies that some of
the balance equations for carriers Xαi in the subsystems might be safely ignored. The
reason is that without an effect on the energy balance, contacts for carriers with zero
intensities can be added to correct the balance equations.
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In most of the publications on endoreversible systems the only carrier taken into
account is entropy, and thus only entropy contacts and so-called work contacts are
considered, the latter implying that there is no entropy transported through that con-
tact and that the carrier can be neglected. Many endoreversible systems are using
another common simplification: some interactions are exchanging energy with the
outside of the system and are not explicitly connected to a subsystem. Many models
of engines or refrigerators, for example, do not have a work reservoir: the power just
leaves or enters the endoreversible system.
1.3 Analysis and optimization of endoreversible sys-
tems
The analysis and optimization of endoreversible systems requires the use of appro-
priated schemes and mathematical tools to for instance determine the performance of
the system with respect to some parameters.
1.3.1 Performance measures and performance characteristics
Depending on what type of energy transformation device is studied common perfor-
mance measures include power or work output or efficiency of engines, coefficients
of performance of coolers and heat pumps, loss of availability, ecological criteria,
and entropy production.
From a geometric point of view an endoreversible system is characterized by a hyper-
surface of all possible operating points in the multidimensional space spanned by all
the contact variables and, possibly, external controls and derived parameters describ-
ing the system. Optimizing the system with respect to a performance measure effec-
tively creates a lower-dimensional projection of the complicated, higher-dimensional
hyper-surface. Here, such projections are called performance characteristics, and are
usually depicted as two or three-dimensional diagrams where the performance mea-
sure is plotted versus some interesting parameters of a system. Typical examples are
power versus efficiency characteristics or coefficients of performance versus cooling
load characteristics. Optimizing the performance of a system for all degrees of free-
dom leads to one single point on the hyper-surface, if the solution is non-degenerate.
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1.3.2 Temporal evolution of systems
The level of mathematical sophistication needed for the analysis and optimization of
a system significantly depends on how the process variables and parameters of the
system depend on time. Here, three types of temporal evolutions of thermodynamic
systems are distinguished.
Stationary conditions
Among the simplest systems are those where all fluxes and intensities are required
to be constant in time. If some of the fluxes are non-zero these systems are not
in equilibrium among each other, but, figuratively spoken, seem to run at a never
changing pace. The contact variables of such systems are time-independent. Some of
the contact variables may have externally assigned fixed values, like the temperatures
of some heat reservoir, while others remain undetermined, but still restricted by the
constraints of the system. The system can be characterized by a set of rate equations
for extensities alone. This simple structure often allows to calculate the performance
characteristics and working point of optimal performance analytically. Within this
thesis, a system with such properties is referred as to be operating under stationary
conditions. Note that in some publications systems of this kind are refereed to as
steady-state systems. An example for a system operating under stationary conditions
is an endoreversible heat engine where a reversible, energy converting subsystem
uses different contact points at different temperatures to connect to two or more heat
reservoirs simultaneously.
Cyclic conditions
A more complicated type of time dependence occurs in systems where contact vari-
ables are allowed to switch between several processes with temporally constant
contact variables. Many of these systems additionally operate in a cyclic fash-
ion. Then τtot is defined as cycle time after which the system has regained its
initial state (apart from the changes in the reservoirs). In terms of contacts, the
switching is accounted for by assigning each contact b tuples of contact variables
(Yν,b,∆Xν,b = τbJν,b,∆Eν,b = τbIν,b), each obeying ∆Eν,b = Yν,b∆Xν,b. Then












∆Xα,ri,b (extensity balance) , (1.17)
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where in endoreversible systems one of the most important extensity changes ∆Xα
is the entropy change ∆S.
If a total time τtot of the process is a given constant, the process can be divided into





Sometimes one only wants to know the total time spent in a branch and the branches
do not need to be taken in any particular order. The system even could arbitrarily
jump between the different branches as long as at the end of the process the total
time spent in each branch is equal to the respective τi. For such systems one can
define dimensionless fractions γi = τi/τtot of the total cycle time τtot with γi ≥
0 ,
∑
i γi = 1. These fractions are referred to as parts of the total time. They
describe the relative amount of time spent within a branch i.
The switching parameters, for example the time during which a subsystem connects
to a heat reservoir, are usually externally controllable and can be optimized with
respect to a certain objective, such as the power output of the heat engine. Typically
most of the fluxes will vanish, as the interaction – for instance the heat conduction
from a reservoir to the engine – is active only during some of the branches.
Dynamic conditions
A very general way to treat the time dependence of a system is to allow the system
to evolve along a path and consider the full dynamics of the processes. In this case,
the process evolves along a path which is not fixed (except for some constraints and
bounds such as initial and final conditions) but can be influenced by some external
controls. The optimization problem is on how to control the system such that a certain
performance measure is extremalized. Take, for example, the problem of optimizing
the piston movement for an internal combustion Diesel engine such that the power
output is maximized. The only controllable variable of the system is the volume of
the cylinder which can be adjusted by moving the piston. Solving this optimization
problem should give the optimal piston movement, the resulting optimal work and
possibly some other process variables such as temperature and pressure.
The so-called path optimization of a thermodynamic system is much more compli-
cated and costly than the analysis of a parameterized system operating under sta-
tionary or switching conditions. However, there are well-established mathematical
methods for path optimization like optimal control theory (see [25–27] for example).
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Heat engines with polytropic
cycles
Endoreversible models of heat engines with isothermal heat transfer branches and
heat reservoirs at constant temperature have been extensively studied in the literature,
for example in [11, 14–16, 28–33]. There are much less publications in the field of
finite-time thermodynamics where other types of engines like, for example, those
with heat reservoirs at variable temperatures [34], with finite heat capacities of the
heat reservoirs [17, 34–38], or non-isothermal heat transfer branches [39, 40] have
been analyzed.
However, engine cycles with non-isothermal branches and finite heat capacities of
the working fluids are very often discussed in standard textbooks of classical ther-
modynamics, for example in [41–46]. These textbooks commonly refer to polytropic
processes to describe the state change of the working fluid during a heat transfer in
a generalized way. Polytropic processes include common standard branches, such as
isotherms, isochors, and isobars, as special cases. A polytropic process of a working
fluid is characterized by a constant product pV n where p is the pressure and V is the
volume of the working fluid. The constant exponent n refers to the polytropic degree
of the heat transfer process.
This chapter takes the concept of polytropic processes into the realm of finite-time
thermodynamics. A first step in this direction was taken by Pathria, Nulton and
Salamon [115]. One of the open questions in this field is, for instance, whether
the Curzon–Ahlborn efficiency is still applicable for cycles of a general, polytropic
character.
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2.1 Heat transfer in polytropic processes
Consider a thermodynamic system where heat is transferred between a heat reservoir
at constant temperature T0 and a working fluid at variable temperature T (t). In case
of a linear heat-transfer law, the rate of heat flowing into the working fluid is given
by a linear expression
q(T0, T ) = K(T0 − T ) (2.1)
where K is the thermal conductance. A negative q indicates a heat flow from the
working fluid to the heat reservoir. The working fluid is assumed to have a constant
heat capacity and to undergo a polytropic process where pV n=const. with a known
degree n during the heat transfer. The polytropic degree n can in principle take any
value between −∞ and ∞. Common standard processes correspond to n = 1 for
isothermal, n = 0 for isobaric, n = ±∞ for isochor, and n = γ for adiabatic pro-
cesses. The property γ = Cp/CV is the ratio of the heat capacities Cp and CV of the
working fluid at constant pressure and constant volume, respectively. In practice, a
desired polytropic process can be achieved by controlling some of the state variables,
for instance the volume or the pressure of the working fluid. The polytropic degree n




The polytropic heat capacity Cn is not a material parameter but a process parameter
and may in principle take any value between −∞ and ∞, if no restrictions on n
are imposed. A negative polytropic heat capacity Cn is not unrealistic. It could for
example occur in a system where the working fluid receives heat and at the same
time is very rapidly expanded such that the temperature T (t) of the working fluid
decreases with time. The polytropic heat capacity Cn becomes negative even though
the heat capacity of the working fluid has a finite positive value.
If the working fluid is an ideal gas, the equations of state for the temperature can be
used to derive a relation between the heat flow q and the temperature change dT of
the working fluid. This calculation is a standard textbook example (e.g. [47]) and






q(T0, T (t)) . (2.3)
The fluid temperature T (t) is determined by substituting the heat transfer law (2.1)
into equation (2.3). The resulting differential equation is integrated with respect to
the time t. With initial condition T1 := T (0) the fluid temperature is obtained as







2.1. Heat transfer in polytropic processes
The fluid temperature T (t) is monotonically approaching the temperature T0 of the
heat reservoir but never reaches T0. This implies that the sign of the temperature
difference T0 − T is always the same and the heat flow q is directed either to or from
the reservoir all the time.
The total amount of heat Q exchanged during a polytropic process of duration τ is
obtained by substituting equation (2.4) into the heat transfer law (2.1) and integrating







[T0 − T1] . (2.5)
By using equation (2.4) it is easily verified that the above expression coincides with
the formula Q = Cn(T2 − T1) for the heat transferred in a reversible, polytropic
process where Q only depends on the initial temperature T1 and the final temperature
T2 := T (τ) of the fluid [47, 48].
An important process variable is the change of the fluid entropy during the polytropic
process. After substituting equation (2.4) into the expression for the rate of change











the total entropy change ∆S(τ) of the working fluid during a process of duration τ
is calculated by integrating equation (2.6):
∆S(τ) = Cn ln
(




In the same way as for the exchanged heat one can show that the above formula is
equivalent to the expression ∆S = Cn ln(T2/T1) for the entropy change of an ideal
gas in a reversible, polytropic process [47, 48].
Figure 2.1 depicts the temperature and entropy change of the working fluid versus the
process time for different polytropic processes corresponding to different polytropic
heat capacities Cn of the working fluid. The reservoir acts as a heat source here, since
the initial temperature T1 of the working fluid is lower than the temperature T0 of the
reservoir. The temperature and the entropy of the working fluid are monotonically
increasing in time. The special case of an isothermal process is also depicted in figure
2.1 and obtained in the limit ofCn →∞where the equations for the heat and entropy
change, (2.5) and (2.7), become







































Figure 2.1: Time evolution of the temperature T and entropy change ∆S of a
working fluid for a polytropic process of duration τ with scaled, dimensionless
polytropic heat capacities Cn/(τK) of (a) 0.2, (b) 0.5, (c) 1, (d) 2 and (e) ∞.
The working fluid is an ideal gas at initial temperature T1 and receives heat from
a heat reservoir at constant temperature T0.
Adiabatic processes, where Cn → 0, are not considered here since no heat is trans-
ferred during such a process.
2.2 Work characteristic of the engine
The thermodynamic cycle of the endoreversible engine investigated in the following
is made up of two polytropic and two adiabatic branches, like the example depicted
in figure 2.2. The goal of this section is to derive the performance characteristic of
this engine, i. e. its work output as a function of independent control parameters.
2.2.1 Assumptions and basic relations
The engine operates between heat reservoirs at constant high and low temperatures,
T0H and T0L, respectively. The suffixes H and L indicate if a quantity belongs to the
upper or the lower polytropic heat transfer process. During the upper heat transfer
process the entire working fluid is in thermal contact with the hot reservoir and re-
ceives the heat QH. During the lower transfer process the working fluid contacts the
cold reservoir and rejects the heat QL. The heat QL is negative since it flows out of
the working fluid. The respective durations of the heat transfer processes are τH and
τL.
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Figure 2.2: TS-diagram of an en-
gine cycle with two polytropic and
two adiabatic branches. The work-
ing fluid receives heat from a heat
reservoir at constant temperature
T0H during the upper polytrop and
changes its temperature from T1H to
T2H. The working fluid releases heat
during the lower polytrop to a reser-
voir at constant temperature T0L
and changes its temperature from
T1L to T2L.
The endoreversibility hypothesis allows to apply the balance equation (1.9) for the
work W delivered during one cycle
W = QH +QL . (2.10)
The transferred heats are provided by section 2.1, equation (2.5), as
QH = CH(1− eH)(T0H − T1H) (2.11)
QL = CL(1− eL)(T0L − T1L) , (2.12)
and the final temperatures of the working fluid in each of the polytropes is given by
equation (2.4) as
T2H = T0H − (T0H − T1H)eH (2.13)
T2L = T0L − (T0L − T1L)eL . (2.14)
Convenient abbreviations,
eH = exp(−τHKH/CH) and (2.15)
eL = exp(−τLKL/CL) , (2.16)
for the exponential functions are used to shorten the notation. Note that CH and CL
are the polytropic heat capacities during the respective branches.
The heat transfer processes between the reservoirs and the working fluid are irre-
versible while the working fluid itself undergoes reversible processes, i.e. the total
entropy change of the working fluid during a cycle is zero. Since the entropy of the
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working fluid remains constant during the adiabatic branches, one only needs to con-
sider the entropy changes ∆SH and ∆SL during the polytropes. Then the balance
equation (1.10) takes the form
0 = ∆SH +∆SL . (2.17)
Substituting the entropy expression (2.7) for the appropriate branches into equation




T0H − eH(T0H − T1H)
T1H




2.2.2 Equal polytropic heat capacities
Equation (2.18) cannot easily be treated analytically if CH and CL are different.
In order to continue the analytical calculations this section assumes an identical poly-
tropic heat capacity in both heat transfer branches,
C = CH
!= CL . (2.19)
With this assumption equation (2.18) simplifies to
1 =
[T0H − eH(T0H − T1H)][T0L − eL(T0L − T1L)]
T1HT1L
. (2.20)





for which physically sensible values are between zero and the Carnot efficiency ηC =
1− T0L/T0H.
Altogether there are 5 independent equations, (2.10), (2.11), (2.12), (2.20), and
(2.21), to eliminate the heats QH and QL and the initial temperatures T1H and T1L
and to derive the work characteristic as a function of the three control parameters η,
eH, and eL.
The initial temperature is calculated from equation (2.11) as
T1H = T0H − QH
C(1− eH) . (2.22)
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Equation (2.12) is used to obtain an analogous expression for T1L. By substituting












which can be further simplified to
T0LQH + T0HQL − QHQL(1− eHeL)
C(1− eH)(1− eL) = 0 . (2.24)
Combining equations (2.10) and (2.21) yields expressions for the heats,
QH = W/η and (2.25)
QL = W (η − 1)/η , (2.26)





W (η − 1)
η
− W
2(η − 1)(1− eHeL)
η2C(1− eH)(1− eL) = 0 . (2.27)
The first solution of this equation is a trivial one, W = 0, while the second solution
is the desired work characteristic
W (η, eH, eL) = C
η[(1− η)T0H − T0L]
1− η ×
(1− eH)(1− eL)
1− eHeL . (2.28)
This fundamental relation is a function of three independent control parameters: the
efficiency η, the parameter eH, and the parameter eL. These parameters are sufficient
to describe all possible modes of operation of the investigated endoreversible engine.
The values of eH and eL are, according to equations (2.15) and (2.16), functions of
the heat conductances KH and KL of the heat exchangers, and the branch times τH
and τL and therefore referred to as design parameters in the following.
2.3 Optimization for maximum work at equal poly-
tropic heat capacities
The necessary optimality conditions for maximum work output are derived by taking
the derivatives of the work characteristic (2.28) with respect to the control parameters.
As a consequence of an appropriate choice of independent control parameters, the
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work characteristic (2.28) nicely separates into a term with the efficiency η and a
term with the design parameters eL and eH. A similar factorization of the work
characteristic has also been found for the optimal endoreversible Carnot heat engine
[49]. The factorization immediately implies that the efficiency of the optimized heat
engine is independent of the design parameters eL and eH.
2.3.1 Efficiency at maximum work output
The work W in equation (2.28) is zero for η = 0 and η = 1− T0L/T0H and positive
for intermediate values of η. The optimality condition ∂W/∂η = 0 for the efficiency
η yields a quadratic equation,
(1− η)2T0H
T0L
− 1 = 0 , (2.29)
which has two solutions of which one solution is unrealistic because of the restriction






is equal to the well-known Curzon-Ahlborn efficiency which originally was obtained
for endoreversible Carnot engines [3, 11]. It is quite remarkable that the efficiency
η∗ at maximum work is a function of the reservoir temperatures only and does not
depend on the details of the finite-rate heat transfers, like for example depend on
the branch times or the conductances. Most important, η∗ does not depend on the
polytropic heat capacity. This means that it does not matter whether both heat transfer
processes are isotherms, isochors, isobars, or something in between: as long as the
polytropic heat capacities are equal in both branches, the efficiency at the maximum
work point is always equal to the Curzon-Ahlborn efficiency.
2.3.2 Optimal allocation of branch times
This section analyses the influence of the second factor in equation (2.28). The goal
is to find optimal branch times τ∗H and τ∗L which yield maximum work output of the
engine in case of a given total duration
τtot = τH + τL (2.31)
of the two heat transfer branches.
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Note that the total duration τa of the adiabatic branches has no influence on the work
output per cycle but only on the average power output of the engine P¯ = W/(τtot +
τa). The average power P¯ is improved if τa is as short as possible. Note that for a
given τa the optimization of the work output per cycle also maximizes the average
power output P¯ of the engine.




]−(1−eH)(1−eL)(e′HeL+eHe′L) = 0 (2.32)
where e′H = ∂eH/∂τH and e′L = ∂eL/∂τH. The derivatives are calculated from















The denominators and squared terms on both sides of this equation are positive; the
terms under the squares have equal signs. By taking the square root and using the
algebraic relationship
sinh(x/2) = [exp1/2(x)− exp−1/2(x)]/2 (2.35)















(τtot − τH)KL . (2.38)
Since the optimality condition (2.36) is a transcendental equation solutions for an
optimal τ∗H at given KH and KL generally have to be obtained numerically. The
solutions are apparently independent of the sign of C because sinh is an odd function
on both sides of the equation.
In the following two limiting cases are discussed. Isothermal branches are retrieved
in the limit of C → ∞ where the arguments xL and xH vanish. This allows to
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approximate the sinh in equation (2.36) by the first term of its power series expansion,
x+ x
3
























where Ktot := KH +KL.
The limit of what might be referred to as adiabatic heat transfer branches is reached
for C → 0. These kind of branches are indeed not physical since no heat is trans-
ferred at all; the calculations are just performed to see what happens close to this
limiting case. If the polytropic heat capacity C approaches zero both arguments xL
and xH diverge. This means that sinh in equation (2.36) can be approximated by
exp1/2(x). Then equation (2.36) simplifies to
KL exp(xH) = KH exp(xL) (2.41)
and, after taking the logarithm, further to
log(KL) + xH = log(KH) + xL . (2.42)
The logarithmic terms can be neglected because here they are small compared to the

















Figure 2.3 depicts the optimal branch time τH for given conductance KL. The curves
have been obtained by numerically solving equation (2.36) for different values of
the polytropic heat capacity C. The result confirms the intuitive idea that a small
heat conductance has to be compensated by a large branch time and vice versa. The
curves are strictly monotonic and become linear in the unphysical limit of adiabatic
heat transfer branches.
36








τ H (a) (b) (c)
(d)
Figure 2.3: Graphs of the optimal
time τH spent in an upper poly-
tropic branch for given conductances
KL of the lower polytrop and differ-
ent polytropic heat capacities where
C/(τtotKtot) is (a) ∞ (isothermal
limit), (b) 0.1, (c) 0.02 and (d) 0
(adiabatic limit).
2.3.3 Optimal allocation of the conductances
A further constraint could be introduced on the heat conductances which in real en-
gines certainly cannot be made infinitely large. Here the total heat conductance is
assumed to be restricted by
Ktot = KH +KL . (2.45)
In the following the problem of allocating the total heat conductance Ktot to the
two heat transfer processes is solved. This kind of problem has been studied in the
literature [37, 50–52] for a number of systems of less generality compared to system
investigated in this chapter; These publications assume that the heat conductances
are not controllable directly but depend on parameters like material and construction
choices, areas, cost etc. which are available as controls instead. In some papers, for
example in [53, 54], the thermal conductances KH and KL are defined as a product
of variable heat transfer areas AH and AL, respectively, and an overall heat transfer
coefficient U which is assumed to be the same for both heat exchangers.
Using the formulae developed above the task of determining the optimal allocation
of the conductances is almost a trivial one. Equations (2.15) and (2.16) of eH and
eL and the work characteristic (2.28) are symmetric with respect to branch times and
conductances. Consequently, calculations of the optimal allocation of the conduc-
tances are done in the same manner as for the optimal allocation of the branch times







This condition is analogous to the condition (2.36). The optimal KH versus τH de-
pendencies look like a copy of the curves in figure 2.3 with swapped labels for the
abscissa and ordinate.
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Figure 2.4: The optimal work out-
put W ∗ is a monotonic increas-
ing function of the scaled polytropic
heat capacity C/(τtotKtot). The
dashed line corresponds to the limit
of isothermal branches where C →
∞.
2.3.4 Fully optimized engine
A fully optimized engine refers to an engine whose work output has been maximized
with respect to both, heat conductances and branch times. This requires that the
conditions (2.36) and (2.46) are simultaneously fulfilled. This is only possible if the










Inserting the optimal solution into equations (2.15) and (2.16) results in







Here e∗ is still a functions of the polytropic heat capacity C.
2.3.5 Optimal work versus polytropic heat capacity
The maximum possible work output of a fully optimized engine is obtained by substi-
tuting the optimal values η∗ = 1−√T0L/T0H, e∗H, and e∗L into the work characteristic
(2.28) to obtain








Figure 2.4 shows a plot of the optimal work W ∗ versus a scaled polytropic heat ca-
pacity. The scaling of C makes the graphs independent of the actual values of τH, τL,
KH, and KL. The optimal work W ∗ is a monotonically increasing function of the ab-
solute value |C| of the polytropic heat capacity. The work output W ∗ vanishes in the
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limit of adiabatic branches (C → 0) where the heat transfer ceases. Maximum work
output is achieved for |C| → ∞ where the heat transfer approaches isotherms and
corresponds to horizontal lines in the TS-diagram. This findings are consistent with
results obtained elsewhere [14, 16, 39, 55], where isothermal heat transfer branches
were found to yield an optimal performance of endoreversible heat engines. At the
limit of isothermal heat transfer the exponential function in e∗ can be replaced by a
power series expansion, e∗ = 1 − τtotKtot/(4C) + O(1/C)2, and the maximized











2.3.6 Optimal temperatures of the working fluid
For the actual design of a heat engine it is quite important to know the temperatures of
the working fluid during the cycle. To calculate the optimal temperatures, equations
(2.25) and (2.26) are substituted into equations (2.11) and (2.12), to eliminate the
heats QH and QL and obtain
T1H = T0H − W
ηC(1− eH) (2.51)
T1L = T0L − W (η − 1)
ηC(1− eL) . (2.52)
By inserting expression (2.28) for the work W , the initial temperatures are derived
with respect to η, eH and eL as
T1H = T0H −∆H(η, eH, eL) (2.53)
T1L = T0L +∆L(η, eH, eL) (2.54)
where
∆H(η, eH, eL) =
[(1− η)T0H − T0L](1− eL)
(1− η)(1− eHeL) (2.55)
∆L(η, eH, eL) =
[(1− η)T0H − T0L](1− eH)
1− eHeL . (2.56)
These expressions are subsequently substituted into equations (2.13) and (2.14) to
yield equations for the final temperatures
T2H = T0H − eH∆H(η, eH, eL) and (2.57)
T2L = T0L + eL∆L(η, eH, eL) (2.58)
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Figure 2.5: Optimal initial and fi-
nal temperatures T1H and T2H on
the upper polytrop and T1L and
T2L on the lower polytrop versus
the scaled polytropic heat capacity
C/(τtotKtot). The dashed lines cor-
respond to the limit of isothermal
branches. The reservoir tempera-
tures are chosen such that T0H =
2T0L.
of the upper and lower heat transfer branch, respectively. Note that these equations
are valid for both, optimal and non-optimal cycles. The initial and final tempera-
tures of the optimized engines are calculated by substituting the optimized control
parameters η∗, e∗H, and e∗L into equations (2.55) and (2.56).
If the engine is fully optimized, the respective initial and final temperatures of the
working fluid are










for the upper polytrop and











for the lower polytrop. The temporal evolution of the temperatures during the poly-
tropic processes is calculated using equation (2.4) of section 2.1. The temperatures of
the fully optimized engine are still functions of the polytropic heat capacity C since
e∗ = exp[−τtotKtot/(4C)]. Figure 2.5 shows the optimal temperatures versus the
scaled heat capacity C/(τtotKtot). The difference between the initial and final tem-
peratures is decreasing for increasing C/(τtotKtot). In the limit of isothermal heat
transfer, where C → ∞ and e∗ = exp[−τtotKtot/(4C)] → 1, the initial and final
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temperatures become equal:






















These temperatures are drawn as dashed lines into figure 2.5.
2.4 Optimization for maximum work at arbitrary
polytropic heat capacities
Engine cycles with arbitrary, non-equal polytropic heat capacities CH and CL are
not easily treated analytically. The analytical calculations of the previous section 2.3
have been restricted to cases where CH = CL because of the form of the entropy
balance equation (2.18) in section 2.2. This equation generally contains non-rational
exponents, which makes closed analytical solutions infeasible and require the use of
a numerical scheme.
2.4.1 Numerical optimization scheme
The numerical optimization scheme introduced here uses scaled quantities of some
properties. This helps to improve the stability of the numerical scheme and leads to
more general results. Scaled quantities are defined for the work output W , the poly-
tropic heat capacities CH and CL, the branch times τH and τL, and the conductances


























respectively. Note that the definitions of τ̂H and τ̂L are equivalent to the fractions γH
and γL of the total cycle time introduced in section 1.3.2.
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The numerical optimization scheme is based on a scaled version of the energy balance
equation (2.10)
Ŵ = ĈH(1− eH)(T0H − T1H) + ĈL(1− eL)(T0L − T1L) (2.69)













The numerical optimization scheme also employs a scaled version of the logarithm
of the entropy balance equation (2.18):
0 = ĈH log
[









The initial parameters of the optimization problem are the temperatures of the heat
reservoirs T0H and T0L, the sum of the branch times τtot, the sum of the heat con-
ductances Ktot, and the scaled polytropic heat capacities ĈH and ĈL. The control
parameters are the temperatures at the beginning of the upper polytropic branch T1H,
the scaled upper branch time τ̂H and the scaled heat conductance K̂H. The objective
of the optimization is to adjust the controls such that both the physical constraints
(namely entropy and energy balance) are fulfilled and the work output of the engine
is maximized.
A downhill simplex method for multi-dimensions ( [56], pp. 408-412) and a root
finding bisection method ( [56], pp. 350-354) are employed to solve the optimization
problem. The simplex method has been augmented to ensure that the physically
sensible range of 0 < K̂H, K̂L, τ̂H, τ̂L < 1 is kept.
The optimization algorithm works as follows:
1. choose values for the parameters T0H and T0L, ĈH, and ĈL for which the
optimization problem should be solved;
2. for the start of the simplex method, choose three arbitrary, linear independent
vectors ~v1, ~v2 and ~v3 of the triple (τ̂H, K̂H, T1H);
3. perform a simplex step which returns a new vector ~v∗
(a) by inserting the elements of ~v∗ into equation (2.72) calculate the temper-
ature T1L using a root finding bisection method;
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(b) calculate the work output W by inserting T1L and ~v∗ into equation (2.69);
(c) feed the (negative) work output back to simplex method which subse-
quently returns a new vector ~v∗;
4. systematically repeat the simplex step 3 until the maximum work output is
found within a given accuracy;
5. finally print out the work output, the optimal temperatures, the branch times,
the cycle diagram, and the efficiency η of the numerically optimized engine.
2.4.2 Numerical results
Numerical optimizations of the heat engine have been performed for a temperature
of the heat reservoirs of T0L = 300K and T0H = 1200K. Detailed numerical results
are compiled in tables printed in appendix C.
Some cycles of optimized engines are depicted in figure 2.6. The cycles (a) and
(b) in the upper row of figure 2.6 are for symmetric cases where the polytropic heat
capacities are identical, i. e. ĈH = ĈL. All other cycles are for cases of unequal ĈH
and ĈL. Both heat transfer branches of cycle (a), the upper heat transfer branch of
cycles (c) and (e), and the lower heat transfer branch of cycles (b) and (f) are close
to isotherms. The temperature of the working fluid in branches with relatively low
values of the polytropic heat capacity can get very close to the temperatures of one
of the reservoir. Cycles of this kind also have a poor work output although they are
fully optimized.
Maximum work output versus polytropic heat capacities
The work output of the optimized cycles is a monotonically increasing function of
the (positive) value of both polytropic heat capacities as can be seen from figure 2.7.
The work output reaches its maximum value of W ∗ ≈ 37.5τtotKtot in the limit
of two isothermal branches where CH, CL → ∞. It remains at a high level for
CH, CL > 0.1τtotKtot and rapidly decreases if one of the polytropic heat capacities
is below 0.1τtotKtot. The more isothermal the heat transfer branches are the better
becomes the optimized work output.
A plot of the efficiency versus the polytropic heat capacities is shown in figure 2.8.
The efficiency η∗ of the optimized is equal to the Curzon-Ahlborn efficiency ηCA =
1 −√T0L/T0H only if both polytropic heat capacities are equal. For all other cases
the efficiency deviates up to about 8% from the Curzon-Ahlborn efficiency, especially
if one or both of the polytropic heat capacities are below 0.1τtotKtot .
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Figure 2.6: Examples for fully optimized polytropic engine cycles.
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Figure 2.8: Optimal work output and efficiency versus polytropic heat capacities.
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This finding is quite remarkable since the Curzon-Ahlborn efficiency has been reoc-
curing in numerous publications and studies of many different systems, in particu-
lar in cases of linear heat transport laws. The above results show that the Curzon-
Ahlborn efficiency can not be used as an universal figure for heat engines optimized
for maximum work output although it still can serve as a rough estimate of the effi-
ciency for such engines. The numerical calculations further suggest that one should
try to allocate the more isothermal-like heat transfer branch to the cold reservoir in
order to improve the efficiency.
Optimal branch temperatures versus polytropic heat capacities
Figure 2.9 shows the optimal start temperature T1H and T1L of the upper and lower
heat transfer branch, respectively. The region of CH, CL > 0.1τtotKtot almost corre-
sponds to two isothermal heat transfer branches of a Carnot cycle where the start and
end temperature are the same within each branch. If CH and CL are approximately
equal and are lower than 0.01τtotKtot then the optimal start temperatures of both
branches become the same and the end temperatures become close to the reservoir
temperature as can be seen in figure 2.6 b .
For all combinations of CH and CL the start temperature T1H of the upper branch is
higher than the start temperature T1L of the lower branch.
Optimal branch times and heat conductances versus polytropic heat capacities
Figure 2.10 shows the optimal allocation τH/τL of the branch times and the opti-
mal allocation KH/KL of the heat conductances in one graph. This joint display is
possible since the dependence of the optimized τH/τL and KH/KL allocations on
the polytropic heat capacities CH and CL turns out to be the same. This feature is a
consequence of the symmetry of the optimization problem with respect to the branch
times and heat conductances.
For the region of almost isothermal heat transfer branches, where CH > 0.1τtotKtot
and CL > 0.1τtotKtot, as well as for the line of equal polytropic heat transfer
branches, where CH = CL, the optimum allocation of the branch times and con-
ductances is an equal allocation to both heat transfer branches.
In case of CH  0.1τtotKtot and CL  0.1τtotKtot, a larger proportion of the
available branch time and conductance should be allocated to the upper heat transfer
branch than to the lower heat transfer branch and vice versa, if CH  0.1τtotKtot
and CL  0.1τtotKtot.
46















































Figure 2.9: Optimal start temperatures of the upper and lower heat transfer branch
versus the polytropic heat capacities.
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Figure 2.10: Plot of the optimal allocation of branch times and heat conductances
versus polytropic heat capacities
2.5 Summary
Endoreversible engine cycles with two adiabatic and two heat transfer branches
have been investigated and optimized for maximum work output. The heat trans-
fer branches are described as general polytropic processes which include common
standard branches, like isotherms, isobars, and isochors, as special cases. Thus the
considered model is capable to describe technologically important cycles like the
Brayton cycle and Otto cycle. The study further accounts for the finite heat capacity
of the working fluid and the finite-time character of the heat transfer processes.
Analytic expressions for the maximized work output, for the corresponding optimal
temperatures of the working fluid, for the optimal allocation of the heat conductances
and of the durations of the heat transfer processes have been obtained in case of
equal polytropic degrees of both polytropic branches. If both polytropic degrees are
equal the efficiency at maximum work is found to coincide with the Curzon-Ahlborn
efficiency, η∗ = 1 −√T0L/T0H, of an endoreversible Carnot engine and does not
depend on the degree of the polytropic processes or other design parameters.
Then the open problem whether the Curzon-Ahlborn efficiency is applicable in the
case of different polytropic degrees on the two heat exchanging branches is investi-
gated. The answer to this problem is quite important as it might shed light on the
range of validity of the Curzon-Ahlborn efficiency. An analytic solution to this ques-
48
2.5. Summary
tion was not possible. The question had to be resolved by numerical methods.
The results of the numerical calculations showed that the efficiency of the polytropic
engine significantly deviates from the Curzon-Ahlborn efficiency if the branches are
of a different type. This is quite surprising since the existing literature suggests that
the linearity of the heat conduction law is the main criterion for an applicability of
the Curzon–Ahlborn efficiency. But instead it turned out that the exponents of the
polytropic branches are crucial in this context.
Additionally, the numerical calculations yielded optimal solutions for performance
and process parameters. It was demonstrated how the work output of the engine can
be improved by allocating the conductances and times of the heat transfer processes
in an optimal way. The calculations further showed that the performance of the heat
engine increases for large absolute values of the polytropic heat capacity.
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Finite and therefore irreversible heat flows in thermal systems are often interfaced
by heat exchangers which play an important role for the performance and costs of
such systems. Several papers have addressed the question of how to allocate a given
heat transfer equipment to the hot and the cold sides of heat engines [37, 50, 51]
and refrigerators [51, 57–60] to achieve, for instance, a maximum of work output,
efficiency, or coefficient of performance or to minimize the entropy production of the
system. The cited studies arrived at the conclusion that the thermal conductance of
the heat exchangers should be split evenly between the hot and cold ends to achieve
an optimal performance of the investigated devices. This result is the same regardless
if the system is a cyclic or a stationary operating one, as long as the heat transfer laws
are linear.
However, it is not genrally known wether these results are still valid for systems
where the heat transfer laws are non-linear. It further is not clear how the optimal
allocation of the heat exchanger inventory is affected if the the actual expenditures
for heat exchangers obey a complete different dependency for the hot and cold side of
a device. For real-world applications capital investment costs are often the restricting
factor on the design of heat exchanger inventory. In a power plant, for example,
the capital investment costs per unit of thermal conductance or heat exchanger area
are certainly much less for a cooling tower than for a heat exchanger within the
chemically aggressive atmosphere of a hot furnace chamber. This illustrates why a
more general description is needed to account for actual costs of heat exchangers in
thermodynamic systems with generally non-linear heat transfer.
51















Figure 3.1: Model of a energy converting sys-
tem with heat exchangers to hot and cold
reservoirs at constant temperatures T0H and
T0L, respectively, a reversible subsystem with
a work contact (P ) operating between inter-
nal temperatures of TH and TL.
In the following non-linear cost functions are introduced for each of the heat ex-
changers in order to account for the capital investments needed to achieve a certain
flow of heat through each of the heat exchangers. The optimal performance of a gen-
eralized energy converting system is subsequently determined under the constraint of
limited financial resources for the total heat exchanger inventory. The present study
is not limited to costs alone as restricting resource. It also is applicable to the problem
of optimal allocation of weights, sizes or any other parameter associated with heat
exchangers, if the dependency between this parameter and the flow of heat through a
heat exchanger is known.
3.1 Model of a energy converting system
Figure 3.1 shows an endoreversible model with two heat reservoirs at constant tem-
peratures T0H and T0L and a reversible operating, energy converting subsystem. The
model is likewise capable to describe heat engines, refrigerators and heat pumps, if
the signs of the heat flows qH and qL and of the power flow P are chosen appropri-
ately. For heat engines, the upper heat exchanger transfers the heat qH to the energy
converting subsystem which produces the power P and discharges the heat −qL to
the cold reservoir via a second heat exchanger. The cases of refrigerators and heat
pumps are simply retrieved by changing the signs of power and heat flows to the
opposite of the heat engine case.
For all three instances of the model it is assumed that the heat flows qi (i ∈ {H,L})
between the energy converting subsystem and the heat reservoirs are functions of the
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costs ci for heat exchangers and the temperatures on either side of the heat exchang-
ers:
qi(ci, T0i, Ti) = ki(ci)ϕi(T0i, Ti) i ∈ {H,L} . (3.1)
The functions ϕi represent the types of heat transfer, and have to meet the require-
ments for sensible heat transfer laws as defined in equation (1.15). Common exam-
ples are linear heat transfer, where ϕi(T0i, Ti) = T0i−Ti, and radiative heat transfer,
where ϕi(T0i, Ti) = T 40i − T 4i ; further examples are found in the appendix B.
The term ki(ci) describes the dependence of the heat transfer on the amount ci of
invested capital. The units and physical meaning of ki(ci) essentially depend on the
form of the heat transfer laws. Therefore ki(ci) is referred to as heat transfer coef-
ficient here, to avoid confusion with properties occurring in a heat transport law of
particular type. In case of a linear heat transport law, for example, ki(ci) is equivalent
to the heat conductance of the heat exchangers.
The following analysis is performed for two modes of operation:
• stationary conditions (see section 1.3.2) where the energy converting subsys-
tem contacts both heat reservoirs simultaneously with different temperatures at
different contact points;
• cyclic conditions (see section 1.3.2) where the energy converting subsystem
takes only one temperature at a time and alternately connects to either one of
the two heat reservoirs during the contact times τH = γHτtot and τL = γHτtot
where τtot is the total cycle time and the parts of time are restricted by
γH + γL = 1 , γH ≥ 0 γL ≥ 0 . (3.2)













respectively. In case of stationary conditions, where the rates are constant in time, it
follows that P = P and s = s at every moment of time.
3.2 Optimizing for a minimum of entropy production
The thermodynamic system in figure 3.1 is optimized for minimal entropy produc-
tion subject to a given average power P . With this constraint some optimization
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objectives become equivalent. In particular, the minimization of entropy production
is equivalent to the optimization of the efficiency η if the system is operating as an
engine, or to the maximization of the coefficients of performance (COP) if the system
is operated as a refrigerator or heat pump. The prove of this equivalences has been
published elsewhere [31] and can be found in appendix D of this thesis.
3.2.1 Problem statement
The problem of finding the optimal allocation of heat exchanger costs in a thermal
system (Fig.3.1) is formulated as:
Determine the values of the fluid temperatures TH, TL, the parts γH,
γL of the cycle time during which the working fluid is in contact with
one of the reservoirs, and the heat exchangers costs cH, cL, such that the
average rate of produced entropy s is minimized for given total costs ctot
of the heat exchanger inventory and given average power P exchanged
with the system.
The average entropy increase within the reversible, energy converting subsystem is
equal to zero. This allows to reduce the minimization problem to the problem of
minimizing the average increase of the reservoirs entropy, or, which is equivalent, to
the problem of maximizing the expression








The six controls of this optimization problem are two internal temperatures Ti, two
costs ci of the heat exchangers and two parts γi of the cycle time where i ∈ {H,L}.
The case of stationary conditions does not require an optimization with respect to γH
and γL since the energy converting subsystem is in permanent contact with both heat
reservoirs during the whole cycle time τtot so that Therefore stationary correspond
to γH = γL = 1.
The set of admissible solutions of the problem is restricted by balance equations for
the reversible, energy converting subsystem. These balance equations where intro-








= 0 ; (3.6)
and the energy balance in time averaged form as
γHkH(cH)ϕH(TH) + γLkL(cL)ϕL(TL) = P . (3.7)
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A further constraint is the fixed total cost ctot of the heat exchangers which is the
sum of costs of the two individual heat exchangers
cH + cL = ctot . (3.8)
3.2.2 Optimality conditions
The Lagrange function for the optimization problem follows from equations (3.2),
(3.5), (3.6), (3.7) and (3.8) and is written as
L = γHLH + γLLL + λc(cH + cL) + λγ(γH + γL) , (3.9)
where







+ λ2 , i ∈ {H,L} . (3.11)
If the system operates at stationary conditions, the restriction (3.2) on the cycle times
is omitted and λγ is set to zero.






, i ∈ {H,L} . (3.12)
Note that in order to shorten the notation the above and the following expressions do
not explicitly state the dependencies ϕi = ϕi(Ti) and ki = ki(ci).









In case of cyclic conditions one additional has the conditions ∂L/∂γi = 0 (i ∈







3.2.3 Optimal cost allocation
In order to derive the optimal cost allocation the ratio of the two representations
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In case of cyclic conditions, equation (3.14) is substituted into equation (3.16) to









This ratio is inserted into equation (3.18) to derive the condition for the optimal allo-























is derived by directly substituting γH = γL = 1 into equation (3.18).
The last formula (3.21) is the desired result for the optimal allocation of heat ex-
changer costs cH and cL in case of stationary conditions. This formula significantly
differs from the corresponding formula (3.20) in case of cyclic conditions.
Both formulas are equally valid for heat engines, refrigerators and heat pumps and
can be used with any laws of heat transfer ki(ci)ϕi(T0i, Ti) (i ∈ {H,L}).
In general, formulae (3.21) and (3.20) are evaluated by inserting the optimal values
of the fluid temperatures T ∗H(kH, kL) and T ∗L(kH, kL). Expressions for these temper-
atures are either determined directly from condition (3.12) together with equations
(3.2), (3.6), (3.7) and (3.14), or calculated for a system optimized with respect to TH




In all following examples a cost function of the quite general form
ki = βic
ai
i , i ∈ {H,L} . (3.22)
is assumed for both heat exchangers. The heat transfer coefficient at the i-th side
of the system is proportional to the ai-th power of the respective cost of the heat
exchanger. Proportionality between the the cost ci and the heat transfer coefficient
βi corresponds to ai = 1. A system where the marginal costs are decreasing for
increasing heat transfer coefficients corresponds to ai > 1, while a system where the
marginal costs are decreasing for increasing heat transfer coefficients corresponds to
ai < 1.







3.3.1 Linear heat transfer
Consider the case of linear heat transfer laws where the heat flows are proportional
to the difference of temperatures:
ϕi = T0i − Ti , i ∈ {H,L} . (3.24)
Then the derivatives ∂ϕi/∂Ti are equal to −1 and the expressions for the optimal















By inserting the cost function (3.22) and their derivatives (3.23) into the optimality
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Figure 3.2: The optimal allocation
of the heat exchanger costs cH/cL is
plotted versus the ratio βH/βL (see
text) for an engine with a linear law
of heat transfer and a quadratic de-
pendency between the costs and the
heat transfer coefficients.
for stationary conditions.
If the exponents aH and aL are equal, then the optimal allocation of the costs is easily









for equal exponents a = aH = aL with b = 1/(a + 1) for stationary conditions and
b = 1/(a+ 2) for cyclic conditions.
If the ratio βH/βL = 1 then cH/cL = 1 for any exponent a, regardless of if the
system is operating at stationary or cyclic conditions.
Figure 3.2 plots the optimal ratio cH/cL of the heat exchanger costs as a function of
the ratio βH/βL in case of a quadratic dependence (a = 2) between the cost ci and
the heat transfer coefficient ki. The cost ratio cH/cL is less sensitive to variations
in the ratio βH/βL in case of cyclic conditions than in case of stationary conditions.
This is also true for other values of the power a as long as a > −1, which should be
the case for all physically sensible systems.
If the degrees aH and aL are different solutions of equation (3.26) and (3.27) gener-
ally have to be calculated numerically.
3.3.2 Heat engine with an inverse law of heat transfer operating
at cyclic conditions
Consider a heat engine operating at cyclic conditions with a inverse law of heat trans-
fer in both branches. This kind of heat transfer is also known as Fourier law of heat
transfer (see appendix B.3).
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, i ∈ {H,L} . (3.29)











In order to evaluate this expression the temperature TH and TL at the operating point
where the power output reaches its maximum need to be determined first. The solu-
tion of this problem is known [31], and presented in appendix E.
The optimal temperatures are found in equation (E.10) and are inserted into equation



























This nonlinear equation generally has to be solved numerically for a given cost func-
tion ki(ci) to find the optimal cost ratio cH/cL versus the ratio βH/βL.
The cost function (3.22) and their derivatives (3.23) are substituted into equation










Dividing this equation by kL, cL and aL yields, after some more algebraic trans-


























Now take a closer look at the case of equal exponents a = aH = aL. With this
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Figure 3.3: The optimal cH/cL ver-
sus βH/βL relationship is plotted for
different exponents a of the cost
function (3.22) for the case of heat
engine operating at cyclic conditions
and an inverse heat transfer law in
both branches. Here, the ratio of
the source temperature T0H/T0L is
equal to 4.
This equation is evaluated numerically to calculated the optimal cH/cL versus βH/βL
relationship as depicted in figure 3.3. Note that the point of an equal cost allocation,
where cH/cL = 1, is independent of the exponent a and always occurs at βH/βL =
T0H/T0L as can be seen from equation (3.34).
3.4 Summary
This chapter considered the problem of allocating a given amount of investment to
the heat exchanger inventory of a generalized thermal system. An open question in
this area is whether in this case the often observed even split of the heat exchanger
inventory between the hot and the cold side remains the optimal solution. To ana-
lyze this question a model is considered which is equally well suited to describe heat
engines, refrigerators, and heat pumps. The expressions obtained are valid for sta-
tionary as well as cyclic operating conditions. Several examples illustrated how the
formulae derived in this paper can be applied to a wide variety of thermodynamic
systems.
The new result obtained here is that there exists a significant difference between sta-
tionary and cyclic operating systems. It was shown in a general fashion how this
difference influences the optimal allocation of the heat exchanger costs. The ramifi-




Heat engines with several heat
reservoirs
Heat engines with several heat sources are common for many real-world applications
such as industrial heat-recovery systems and solar energy installations. In such in-
stallations several different heat sources are present, which provide heat at different
rates, and, even more important, at different temperatures.
In this chapter an endoreversible model is used to investigate these kind of heat en-
gines. The average power output is used as a criterion of thermodynamical perfection.
Methods of averaged nonlinear programming [68–70], which are already well estab-
lished for the optimization of thermal systems with two heat reservoirs [31, 71, 72],
are applied to determine the maximum possible average power output and optimal
contact functions between the heat reservoirs and a power converting subsystem.
4.1 Model
A model of an endoreversible heat engine with multiple heat reservoirs is depicted
in figure 4.1. It consists of a power converting subsystem with a working fluid at
one unique temperature T (t) at each moment of time and N sources at constant
temperatures T0i where i ∈ {1, N}. The heat transfer laws for each source have the
form
q˜i(T0i, T, θi) = θiqi(T0i, T ), i ∈ {1, N} . (4.1)
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Figure 4.1: Schematics of
an endoreversible heat en-
gine with multiple heat
reservoirs. The working
fluid in the engine subsys-
tem has one temperature
T (t) at a time and may con-
tact one or more heat reser-
voirs, counted by i, at tem-
peratures T0i via the con-
tacts θi ∈ [0, 1] exchanging
the heats qi.
The contact functions θi are equal to one if the working fluid is fully connected with
the i-th reservoir, and are equal to zero if there is no contact. A further requirement is
that the heat transfer laws are well defined according to expression (1.15) in section
1.1.5 and that the working fluid is characterized by one unique value of temperature at
each moment of time. The fluid temperature T (t) and the contact functions θi(T0i, T )
are taken as the N + 1 controls of the system. The system is operated at cyclic
conditions and in a cycle fashion with a fixed cycle time τtot.
4.2 Problem formalization
The system is optimized for a maximum average power output P¯ . This is equivalent
to the maximization of the time-averaged sum of the heat flows
qΣ(T 0, T,θ) =
N∑
i=1
q˜i(T0i, T, θi) , (4.2)
where the vector θ of the contact functions and the vector T 0 of the reservoir tem-
perature are defined as
θ = (θ1, θ2, . . . , θN ) and (4.3)
T 0 = (T01, T02, . . . , T0N ) , . (4.4)
The optimization problem can be formalized as the maximization of the functional









4.3. Optimal contact functions
subject to the restriction of balanced entropy







qΣ(T 0, T, θ) dt = 0 . (4.6)
This restriction is due to the endoreversibility of the system.
The controls of the process are the temperature T of the working fluid and the the
elements of the vector θ = (θ1, θ2, . . . , θN ) of the contact functions. These elements
satisfy the conditions
0 ≤ θi(t) ≤ 1 , i ∈ {1, N} . (4.7)
4.3 Optimal contact functions
Equations (4.5–4.7) define a problem of averaged nonlinear programming. The opti-














At first consider the variation of L with respect to each component θi(T0i, T ) of the
contact vector θ. The Lagrange function L is linear dependent on each component θi,
so that the condition of maximum, (∂L/∂θi)δθi ≤ 0, is only fulfilled at the boundary
of the admissible range of θi. The boundary values {0,1} of θi correspond to either
positive or negative values of δθi and, via (∂L/∂θi)δθi ≤ 0, determine a rule for the
contact functions:











qi(T0i, T ) < 0
i ∈ {1, N} . (4.9)
Take a closer look at this rule. If T is less than λ then qi(T0i, T ) needs to be negative.
Then the working fluid is in contact with reservoirs which serve as heat sinks and
thus fulfill the condition T0i < T . In the contrary case, if T is larger than λ, the heat
flow qi(T0i, T ) should be positive. This implies the condition T0i > T . The working
fluid then connects to reservoirs which act as heat sources. As a consequence the rule
(4.9) divides the set of N heat reservoirs into two subsets of hot and cold reservoirs.
Depending on the value of T (greater or less than λ) the working fluid in the power
converting subsystem is either connected to reservoirs of the hot or cold set.
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Figure 4.2: Construction of heat transfer functions for an example of four heat
reservoirs at different temperatures T0i (i ∈ {1, . . . , N}). The heat flow rates qi
from each of the reservoirs i are splitted into heat input functions q+i (T0i, T ) and
output functions q−i (T0i, T ) and are respectively summed up to a total heat input
function q−(T 0, T ) and a total heat output function q+(T 0, T ).
4.4 Construction of heating and cooling functions
To determine the heat flows resulting from the above rule, the heat transfer function
for each reservoir is separated into heat input and output functions
q+i (T0i, T ) =
{
qi(T0i, T ) , if T0i ≥ T,
0 , if T0i < T,
(4.10)
q−i (T0i, T ) =
{
0 , if T0i > T,
qi(T0i, T ) , if T0i ≤ T, (4.11)
for each i ∈ {1, N}. The total rate of heat input to and from the working fluid are
calculated as the sum of all contributions q+i (T 0, T ) and q
−
i (T 0, T ),
q+(T 0, T ) =
N∑
i=1
q+i (T0i, T ) (4.12)
q−(T 0, T ) =
N∑
i=1
q−i (T0i, T ) . (4.13)
Figure 4.2 illustrates the construction of heating and cooling functions for an example
of four heat reservoirs at different temperatures T01 < T02 < T03 < T04 and a
non-linear heat transfer law. Definitions (4.10 – 4.13) and rule (4.9) can be used to
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Figure 4.3: The entropy inflow
s+(T 0, T ) and outflow s−(T 0, T )
versus the temperature T of the
working fluid corresponding to re-
spective total rate of heat input q+
and output q− of figure 4.2.
introduce a function of total heat exchange
qΣ(T 0, T ) =
N∑
i=1
θiqi(T0i, T ) =
{
q+(T 0, T ) , if T > λ
q−(T 0, T ) , if T < λ
(4.14)
which shows a discontinuity at T = λ where qΣ jumps from q− to q+.
The heat exchange causes an entropy change of the working fluid. The rates of en-
tropy flow to the working fluid are easily obtained by dividing the corresponding heat
exchange rate by the current temperature of the working fluid. In particular, the total
rate of entropy increase of the working fluid is
sΣ(T 0, T ) =




s+(T 0, T ) , if T > λ
s−(T 0, T ) , if T < λ
, (4.15)
where
s+(T 0, T ) =
q+(T 0, T )
T
and s−(T 0, T ) =
q−(T 0, T )
T
. (4.16)
The graphs of these functions are depicted in figure 4.3.
The functions q+ and s+ are independent of the value of λ and are functions of T .
Additionally, the heat flow q+ is a monotonous function of T . It is therefore possible
to define a relationship s+(q+) by calculating corresponding values of q+ and s+
for different values of T . The same can be done for q− and s− to construct the
relationship s−(q−). Both relationships s+(q+) and s−(q−) cover distinct ranges
with exception of the origin as the only common point. Because of this s+(q+) and
s−(q−), can be combined to one relation sΣ(qΣ) as illustrated in figure 4.4.
Note that the objective functional (4.5) of the optimization problem contains
qΣ(T 0, T ) as integrand and the restriction (4.6) contains sΣ(T 0, T ) as integrand.
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Figure 4.4: Overview (left) and detail (right) of the relation between the rates of
heat and entropy flow sΣ(qΣ) which consists of two branches s+(q+) and s−(q−).
The dotted line is the downward convex hull of sΣ(qΣ).
4.5 Base values for the temperatures of the working
fluid
The theory of averaged programming [68, 69] states that the solution for the optimal
controls are piecewise constant step functions taking values out of a set of no more
than m+1 base points where m is the number of constraints of the problem (see [70],
p. 78 ff). There is only one constraint (4.6) here, and consequently there are no more
than two base points for the temperature T . These base points are located at points
where the function sΣ(qΣ) touches a linear part of its convex hull (see [70], p. 75).
The downward convex hull can be determined numerically by calculating the mini-
mum of all linear interpolations of any two, not necessarily distinct points of a (dis-
cretized) function sΣ(qΣ). Figure 4.4 shows the result of such a calculation. It il-
lustrates that points corresponding to a temperature T equal to one of the reservoir
temperatures T0i (i ∈ {1, N}) are not on the convex hull since contacts functions of
the heat reservoirs jump between zero and one at reservoir temperatures. The dis-
continuities of the contact functions result in an increase of the slope of sΣ(qΣ) and
kinks in the curve of sΣ(qΣ).
The two base points of the fluid temperature are referred to as T1 and T2 in the
following. If the function sΣ(qΣ) is located on its convex hull at sΣ = 0, the two
base points T1 and T2 are identical and there is actually only one base point. Without
loss of generality the following proceeds with two (not necessarily distinct) base
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points. The Lagrange function (4.8) reaches its maximum at the base points so that
the optimality condition ∂L/∂T = 0, which can be written as
λ =




∂qΣ(T 0, T )
∂T




is fulfilled at T = T1 and T = T2. The base values are the only values allowed for
the the temperature T of the working fluid. The temperature of the working fluid T
has to switch between the base value T1 and T2 during the cycle of duration τtot. It
attains the base value T1 during the time τ1 = γ1τtot and it attains the base value
T2 during the time τ2 = γ2τtot. This is the behavior of a system operating at cyclic
conditions as explained in section 1.3.2.
Thus the distribution of T is know and can be used to evaluate the restriction (4.6) on







= 0 , (4.18)
with
γ1 + γ2 = 1, γ1 ≥ 0, γ2 ≥ 0 . (4.19)
Another relationship is found from the condition that the Lagrangian attains its global
maximum at each of its base points (see [70], p. 72). This condition, here written as












Equations (4.17-4.20) are sufficient to determine the values of λ, T1, T2, γ1, and γ2
for given laws of heat conduction qi(T0i, T ) and reservoir temperatures T0i. These
equations are used to analytically or numerically calculate optimal solutions.
4.6 Hot, cold, and unused reservoirs
Equation (4.18) can be used to obtain the ratio of the parts of time
γ2
γ1
= −T2qΣ(T 0, T1)
T1qΣ(T 0, T2)
. (4.21)
The ratio qΣ(T 0, T1)/qΣ(T 0, T2) in the above equation is eliminated with equation
(4.20). The resulting expression is further simplified with condition (4.19) to
λ = γ1T2 + γ2T1 . (4.22)
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Figure 4.5: The optimal solution for cyclic process is the average of the two base
points at T = T− and T = T+ corresponding to heat and entropy outflow
(q−∗,s−∗) and inflow (q+∗,s+∗), respectively. This leads to an average power
output P¯ .
It is immediately clear from condition (4.19) that the value of λ is between the values
of the base points T1 and T2. The cases where one or two of the base points are equal
to λ is of little interest here since this would correspond to zero heat input or output
as can be seen from equations (4.17) and (4.20). It therefore can be assumed that one
base value, referred to as T+ here, is larger than λ and the other one, referred to as
T− here, is smaller than λ.
The rule (4.9) for the contact function implies that the base value T+ is associated
with heat input from reservoirs with temperatures larger than T+ while the value
T− is associated with heat output to reservoirs at temperatures smaller than T−. All
reservoirs with temperatures in the range between T− and T+ are therefore never
connected during a cycle; these reservoirs are referred to as unused reservoirs.
4.6.1 Solution graph
The solutions for the example presented in figure 4.2 to 4.4 demonstrates how used
and unused reservoirs can be distinguished from each other and how optimal solu-
tions are obtained. Figure 4.5 again shows the sΣ(qΣ) relation of figure 4.4 but now
with the solution drawn into it.
The base points can be determined geometrically. Start at the origin where the re-
striction s = 0 is fulfilled and travel in two contrary direction on the sΣ(qΣ) curve
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until the downward convex hull of sΣ(qΣ) is touched. The two points are the base
points of the optimization problem and are located at the lower left and upper right
corner of the right graph in figure 4.5. The heat flows at the base points are
q+∗ = q+(T 0, T+) = qΣ(T 0, T+) and (4.23)
q−∗ = q−(T 0, T−) = qΣ(T 0, T−) , (4.24)
and correspond to the two base values T− and T+ of the working fluid’s temperature
T . All points in the negative branch of the graph from the origin to the base point
(q−∗, s−∗) correspond to temperatures lower than T− and all points in the positive
branch of the graph from the origin to the base point (q+∗, s+∗) correspond to tem-
peratures larger than T+. This means that reservoirs with temperatures outside the
range (q−∗, s−∗) and (q+∗, s+∗) are unused reservoirs and are never contacted by the
working fluid.
In the present example, the working fluid alternately operates at the temperature T−
where it rejects heat to the two coldest reservoirs (T02 and T01) and at the temperature
T+ where it receives heat from the hottest reservoir (T04). The reservoir with the
intermediate temperature T03 never connects to the working fluid, it is an unused
reservoir.
4.6.2 Solution for parts of time
The parts of time γ+ and γ− spent at either base points can be determined analyti-
cally by substituting λ in equation (4.20) using equation (4.17). By considering the








Then the left side of the above equation is substituted by equation (4.21) and the








The values for each part are readily derived using equation (4.18) to obtain
γ+ =
√−(∂q−/∂T )|T−√−(∂q+/∂T )|T+ +√−(∂q−/∂T )|T− (4.27)
γ− =
√−(∂q+/∂T )|T+√−(∂q+/∂T )|T+ +√−(∂q−/∂T )|T− . (4.28)
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This result is very useful, since the parts of time γ− and γ+ are easily calculated
analytically after the base values T−and T+ are determined.
4.7 Synopsis of algorithm
Altogether the algorithm to calculate the optimal solution corresponding to maximum
power output is as follows
• For the entire range of temperatures calculate the sum of all positive heat
q+i (T0i, T ) and entropy flows s
+
i (T0i, T ) from all reservoirs and construct the
relation s+(q+).
• Do the same for all negative heat q−i (T0i, T ) and entropy flows q−i (T0i, T ) to
obtain s−(q−).
• Combine the two relations s+(q+) and s−(q−) into one relationship sΣ(qΣ).
• Determine the downward convex hull of sΣ(qΣ).
• Determine the base points (q+∗, s+∗) and (q−∗, s−∗) as the touching points
between the graph sΣ(qΣ) and the downward convex hull.
• Calculate the base values T+ and T− for the temperature of the working fluid
using expressions (4.23) and (4.24), respectively.
• Assign the heat reservoirs to sets of hot, cold and unused reservoirs: all reser-
voirs with temperatures larger than T+ are in the hot set, all reservoirs with
temperatures smaller than T− are in the cold set, and all remaining reservoirs
are in the set of unused reservoirs which will be never connected by the work-
ing fluid.
• Calculate the parts γ+ and γ− of time during which the respective reservoirs of
the hot and cold cold set connect to the working fluid by using the expressions
(4.27) and (4.28).
• Determine the power output of the optimized system with expression




In this chapter a power-producing thermal systems which exchanges heat with several
(two or more) heat reservoirs via irreversible heat transfer processes was considered.
One of the interesting questions for such systems is how the different heat reservoirs
are used in an optimal fashion. The system was optimized for maximum power out-
put in case of cyclic conditions. The optimal solution provides rules that state which
reservoirs need to be contacted for how long, to achieve an maximum of average
power output of the system. Most interestingly, it was shown that there are systems
where some reservoirs should not be connected at all in order to achieve an optimal
performance of the system. These reservoirs were referred to as unused reservoirs.
An algorithm was presented which allowed to identify unused reservoirs and to cal-
culate optimized contact times between the used reservoirs and the power-producing
subsystem.
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Chapter 5
Path-optimization of a Diesel
engine
Improvements in the design of internal combustion engines to increase their effi-
ciency are becoming more and more important for economical and ecological rea-
sons. The following approach explores the general possibility of improving the effi-
ciency of Diesel engines by optimizing the motion of the pistons within the cylinders
of these engines. The idea is to abstract Diesel engines enough to make them treat-
able but at the same time to include all major loss terms and also employ empirical
knowledge on the heat transfer. The focus of this chapter is thus not primarily on
the technical realization of the engine as such, but on the thermodynamic processes
taking place inside of Diesel engines.
In this manner Diesel engines were investigated by K. H. Hoffmann, S. Watowich,
R. S. Berry, and P. Blaudeck [74, 75]. All these studies, including the one presented
in this chapter and in [76], have in common that they consider engines with a four–
stroke cycle of successive intake, compression, power and exhaust stroke, which op-
erate at constant number of revolutions per minute and with a fixed fuel consumption
per cycle. The working fluid of the engines can be assumed to consist of an ideal
gas [86] which is in internal equilibrium all the time. Engines are therefore mod-
eled in the manner of endoreversible systems. The thermodynamic processes are
optimized to yield maximum work per cycle.
The exhaust and intake are of minor importance for the overall performance of Diesel
engines since the changes in pressure and temperature are at least one order of mag-
nitude smaller than during the compression and power strokes. The present study
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therefore only considers the compression and power stroke of a Diesel engine and
optimizes both strokes together.
The aim of this investigation is to improve the modeling of the heat transfer as well
as the gas properties. Different from previous studies [73–75] the present analysis
does not rely on a simple linear heat transfer law to describe the heat leak through the
walls of the cylinder of the engine; it rather employs an empirically verified model
for the heat leak. This model is based on a study conducted by Annand [77] and takes
a macroscopic view of the heat transfer process. It considers basic gas properties and
dimensionless, scalable quantities for the description of the fluid flow patterns inside
the cylinder [78–82]. Annand’s formulae are in good agreement with a wide range of
experimentally measured data. The heat leak should by modeled accurately because
it is one of the most important loss terms in internal combustion engines, since the
temperature between working fluid and of the cylinder walls become quite large.
5.1 Model
Conventional Diesel engines are designed around one or more cylindric combustion
chambers, closed at one end, in which a close-fitting piston slides. The outer side of
the piston is attached to a crankshaft by a connecting rod. The crankshaft transforms
the reciprocating motion of the piston into a rotary motion. If the combustion cham-
ber is an ideally shaped cylinder with a bore d, where the volume V of the cylinder is
related to the distance x between the head of the piston and the top of the cylinder as
V = pid(d/2 + x) . (5.1)
If the distance between the crankshaft and the cylinder is large, the motion of the





(xf + xmin) +
1
2
(xf − xmin) cos(2pit/ttot) . (5.2)
Here, xf and xmin are the respective maximum and minimum positions of the piston
and ttot is the total duration of the compression and power stroke together. An engine
with sinusoidal piston motion is referred to as a conventional engine in the following.
In contrast to the conventional engine one can consider a mode of operation where the
piston path x(t) is taken as a time-parameterized function to optimize the work output
of the engine. Note that quite arbitrary piston motions have indeed been realized in
practice for example by Kristiansen Cycle Engines Ltd. who used a contoured plate




bore (inside diameter of cylinder) [m] d = 7.98× 10−2
piston position [m] x
max. piston position (bottom dead center) [m] xf = 8.0× 10−2
min. piston position (top dead center) [m] xmin = 0.5× 10−2
volume [m3] V = pixd2/4 =
stroke volume [m3] Vstroke = 375 cm3
wall area [m2] A = pid(d/2 + x)
friction coefficient [N s m−1] α = 12.9
revolutions per minute [(60 s)−1] ≈ 3600
Time for compression and power stroke [s] ttot = 17× 10−3
Temperatures
temperature [K] T
initially [K] T0 = 300
average wall temperature [K] Tw = 600
Combustion
ignition time [s] tz
burn time [s] tb = 1.0× 10−3
heat of combustion [J mol−1] Qc = 5.57× 104
number of moles [mol] N
initially [mol] Ni = 0.0144
after total combustion [mol] Nf = 0.0157
heat capacity at constant volume [J K−1mol−1] C
initially (see section 5.1.3) Ci
after total combustion (see section 5.1.3) Cf
Table 5.1: Geometry and temperature properties of a Diesel engine.
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5.1.1 Frictional losses
On a well-lubricated sliding surface, the frictional forces are proportional to the pis-
ton velocity v [84]. This yields a frictional loss rate of mechanical energy which is
proportional to the square of v written as
wf = αv2 . (5.3)
Here the frictional loss rate is assumed to have the above simple form with a constant
friction coefficient α during the compression and power stroke. The heat produced
by friction is assumed to be immediately removed by the engines cooling system and
does not heat the working fluid in the combustion chamber.
5.1.2 Combustion
In modern Diesel engines, fuel is injected into the cylinder at the end of the com-
pression stroke and evaporates in the hot compressed air. After a short delay the fuel
ignites and starts to burn rapidly causing a sharp rise in temperature and pressure. The
remaining fuel relatively slowly burns as it evaporates and diffuses into oxygen-rich
regions. In moderately and heavily loaded engines, the combustion process continues
well until the end of the power stroke.
The finite combustion rate is one of the main features of a Diesel engine and here is
approximated by a time-dependent reaction coordinate
ξ(t) =
{
0 for t < tz
1 + [(t− tz)/tb − 1] exp[(tz − t)/tb] for t ≥ tz ,
(5.4)
with a characteristic combustion time tb. The reaction coordinate ξ(t) describes the
extent of the combustion which starts at the ignition time tz. Total combustion is
achieved at t → ∞ and results in ξ = 1. This simple model was found by Klein-
schmidt [85] as an approximation of the heat production curves of real Diesel engines.
The working fluid is treated as an ideal gas with time dependent
mole number N(t) = Ni + (Nf −Ni)ξ(t) (5.5)
heat capacity C(t, T ) = Ci(T ) + (Cf(T )− Ci(T ))ξ(t) . (5.6)
The heat capacity C is at constant volume. The variations of N and C also change





gas constant [J K−1mol−1] R = 8.314
thermal conductivity [J/K−1m−1s−1] κ
of air κa = 3.17× 10−4T 0.772
of combustion products κc = 2.02× 10−4T 0.837
viscosity [kg m−1s−1] ν
of air νa = 0.612× 10−6T 0.604
of combustion products νc = 0.355× 10−6T 0.679
heat capacity at constant pressure [J K−1mol−1] Cp
of air (300K< T < 700K) Cp,a = 0.573T 0.097
of air (700K≤ T < 2200K) Cp,a = 0.392T 0.155
of combustion products (700K≤ T < 2200K) Cp,c = 0.267T 0.226
fuel–air equivalence ratio [1] Λ = 1.2
Heat leak
Reynolds number [1] R = ρv¯d/ν
density [kg/m3] ρ = 29× 10−3N/V
average piston speed [m/s] v¯ = 2(xf − xmin)/ttot
Stefan-Boltzmann constant [Wm−2K−4] σ = 5.67× 10−8
convective constant [1] a = 0.540
exponent of the Reynolds number [1] b = 0.7
radiative constant during power stroke [1] c = 0.1
Table 5.2: Gas and heat leak properties of a Diesel engine.
The rate of heat produced during the combustion is described by the heating function
qcomb(t) = QcNiξ˙(t) , (5.7)
where Qc is the heat per mole of the air-fuel mixture.
These formulae are a continuous approximation for the combustion process in real
engines [85].
5.1.3 Empiric gas properties
The thermal conductivity κ, the viscosity ν, and the heat capacity at constant pressure
Cp of the working fluid shows a considerable dependence on the temperature T .
These dependencies are well approximated by power functions [86] and are listed in
table 5.2. In this table the subscript ‘a’ refers to the case of dry air, the subscript ‘c’
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refers to the case of fully combusted gases for a stoichiometric mixture of air and fuel
where the fuel has a hydrogen to carbon ratio of 85/15. Commonly Diesel engines
operate with an excess of air and therefore use a non-stoichiometric mixture of air
and fuel. The degree of ‘non-stoichiometry’ is expressed by the fuel-air equivalence
ratio Λ, which is defined as the actual air–fuel ratio divided by the stoichiometric
air–fuel ration. The value of Λ typically ranges from 1.2 to 2.0 where Λ = 1.2 is
found in fully loaded, Λ = 1.5 in three-quarter loaded and Λ = 2.0 in half loaded
Diesel engines. Here Λ = 1.2 is used.
The values of thermal conductivity κ, the viscosity ν and the heat capacity at con-






where X is a placeholder for κ, ν and Cp. Before the combustion has started the
initial value of a property X is Xi = Xa. Note the heat capacities at constant volume
are calculated from there counterparts at constant pressure by subtracting the gas
constant R
Ci(T ) = Cp,a −R (5.9)
Cf(T ) =
(Λ− 1)Cp,a + Cp,c(T )
Λ
−R . (5.10)
During the combustion the value of a property X depends on the reaction coordinate
ξ(t), as defined by equation (5.4), so that the value X generally is given by
X(t, T ) = Xi(T ) + [Xi(T )−Xf(t)] ξ(t). (5.11)
If the temperature and time dependence of the gas properties is considered the work-
ing fluid may still be treated as an ideal, semi-perfect gas.
5.1.4 Heat leak
In combustion engines thermal energy flows to the cylinder’s walls by heat conduc-
tion and convection of the working fluid. During the combustion of the working fluid,
the luminous flame is causing an additional contribution to the heat leak by radiating
energy towards the cooler cylinder walls. In effect, thermal energy leaves the cylin-
der and is further conducted through the cylinder wall to the cooling system of the
engine. Consequently the heat transfer rate is subject to quite large variations during
the cycle and depends on various properties of the working fluid as well as on flow
patterns inside the cylinder.
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Contribution of convection and conduction
The convective and conductive part of the heat leak is described by a formula found
by Annand [77]. The rate of heat loss is proportional to both, the exposed internal
surface area of the piston cylinder
A = pid(d/2 + x) (5.12)
and the difference between fluid temperature T and surface temperature Tw, and is
written as
qc = Aka(T, x) [T − Tw] . (5.13)
The non-constant heat transfer coefficient




is a function of the thermal conductivity κ(T ) and the Reynolds number R(T, x, t)
and depends on the fluid temperature T , the position x of the piston and the time,
since the gas properties are variables of time during the combustion. The formula
also contains the inside diameter d of the cylinder and the constants a and b as fixed,
design-dependent parameters. The value of the convective constant a is typically in
the range between 0.35 and 0.8 and depends on the conditions of convection in the
cylinder. Low values of a correspond to ‘quiet’ combustion and high values of a were
measured for combustion chambers which are specially optimized for fast combus-
tion. Basically, the thermal conductivity κ incorporates the temperature dependence
of the heat conduction into the modeling while the Reynolds number R introduces
the influence of flow patterns on the convective part of the heat transfer. A summary
of the empirical values of these properties is shown in table 5.2.
Contribution of radiation
If the combustion process has not started, the air-fuel mixture is quasi transparent
for heat radiation and the heat leak out of the cylinder is, for all practical purposes,
entirely conductive and convective.
During the power stroke, when the mixture burns, solid incandescent carbon parti-
cles appear as intermediate combustion products and radiate heat towards the cooler
cylinder wall. The carbon particles are in strong convective contact with their envi-
ronment and thus are often assumed to have the same temperatures as the working
fluid. Since the carbon content in Diesel fuels is high, the predominant sources of ra-
diative energy are the carbon particles. Chemical luminescence, which corresponds
to a much higher effective temperature, is relatively weaker and can be ignored. Even
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Figure 5.1: Endoreversible model of a Diesel engine
if only the radiation from the carbon particles at gas temperature is considered, ex-
act calculations of the radiative heat transfer are very difficult. Such calculations
involve the computation of integrals with respect to cylinder volume, surface area,
and wavelength and requiring detailed data about the temperatures, concentration
and geometry of the carbon particles as well as their spectral absorptivity during the
combustion process.
Again Annand has provided a formula [77], based on the well known expression for
blackbody radiation, to estimate the radiative heat transfer
qr = Acσ(T 4 − T 4w) . (5.15)
Here, a so-called radiative constant c incorporates all the unknown factors into a
single number. During the compression stroke, where the radiative heat transfer is
negligible, c is set to zero. The value for c during the power stroke has been obtained
from experimental data and typically is in the range between 0.04 to 0.32 for Diesel
engines [77]. In the following c = 0.1 is assumed.
Altogether the total rate of heat loss qleak through the cylinder walls consist of a
contribution qc which is caused by conduction and convection and a contribution qr
which is caused by radiation:




Figure 5.1 shows an endoreversible representation of the Diesel engine modeled in
this chapter. The combustion process is formally described as a particle flux from a
‘fuel reservoir’ to the combustion chamber. The particle flux Jparticle of ‘fuel parti-
cles’ emerges from contact 1 at high chemical potential µfuel and enters the combus-
tion chamber at contact 2 at low chemical potential µcomb. According to section 1.1.1
the particle flux is associated with an outflux of energy µfuelJparticle at contact 1 and
an influx of energy µcombJparticle at contact 2. Since combustion is an irreversible
interaction entropy is produced. The corresponding flux scomb of entropy carries the
energy flux qcomb to contact 3 of the combustion chamber. The heat qcomb is the dif-
ference of the energy fluxes carried by the particle flux Jparticle and can be identified
as the heat produced by combustion of fuel. The properties of the empirical heating
function (5.7) are identified with the properties of the endoreversible model as





The heat leak is modeled using contact point 4 where an entropy flow sleak = qleak/T
leaves the combustion chamber to the cylinder wall. The cylinder wall serves as a heat
reservoir at constant temperature Tw. A flux of work wgross leaves the combustion
chamber at contact 5 which is assigned the pressure p of the working fluid as intensity.





because the working fluid is an ideal gas. The flux of work wgross is carried by the
flux V˙ , which is the derivative of the volume V of the combustion chamber with
respect to time t. The flux of work can be written as




with the velocity v = x˙ of the piston.
A part of the work flux wgross is irreversibly transformed to heat wf by friction and
carried to the cylinder walls by the entropy flux sf . The utilizable work flux w is then
given by
w = wgross − wf . (5.20)
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5.1.6 Internal energy and equations of state
The temporal change of internal energy is the sum of work and heat fluxes out and
into the combustion chamber
d
dt
U = qcomb − qleak − w . (5.21)





















Both, the mole number N = N(t) and the heat capacity C = C(t, T ) of the working
fluid are functions of time and change their values during the combustion process ac-
cording to equation (5.5) and (5.6), respectively. Inserting the respective expressions











This equation and equation (5.21) are combined to calculate the derivative T˙ =
dT/dt of the temperature with respect to time as
T˙ =
qcomb − qleak − w − ξ˙T [C(Nf −Ni) +N(Cf − Ci)]
NC +NT (∂C/∂T )
. (5.24)
5.2 Optimization
The goal of the optimization in question is to find a path x(t) of the piston which
maximizes the total net output of mechanical work W during the compression and










The optimization is subject to boundary conditions and constraints:
• The total duration ttot of the compression and power stroke is fixed.
• The start and end position of the piston are equal and fixed, x(0) = x(ttot) =
xf , and the piston is not allowed to go beyond this maximum value.
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• The lowest accessible position xmin of the piston leads to a compression ratio
of 1:16 for the engine.
• The wall temperature of the cylinder Tw, as well as the initial temperature of
the working fluid T0, is given while the end temperature of the fluid is allowed
to vary freely.
The values of these and further parameters are found in table 5.1.
Since the amount of fuel and the cycle time are fixed, the path which yields maximum
work also maximizes the average power output and the thermodynamic efficiency of
the engine.
The temperature and piston position are state variables and subject to the equations
of state
T˙ =
qcomb −NRTv/x− qleak − ξ˙[C(Nf −Ni) +N(Cf − Ci)]T
NC +NT (∂C/∂T )
(5.26)
x˙ = v . (5.27)
The optimization problem is solved with control theory (see [25–27], for example).




v − αv2 + λ1T˙ + λ2v + P(x) (5.28)







ensures that the constraints on the piston position x is kept. The exponent nx typically
is in the range of 10 to 70 and specifies the ‘smoothness’ of the constraint. Large
values of nx correspond to a ‘sharp’ constraint. The parameter x′min is found by a
fitting procedure such that the actual boundary value xmin is met (if possible) but
never violated.
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The Pontryagin maximum principle [25] requires that H is maximized with respect
to v. Solving ∂H/∂v = 0 with respect to the piston velocity v yields
v =
λ2 −NRT/x{λ1/[NC +NT (∂C/∂T )]− 1}
2α[1 + (x′min/x)nx ]
. (5.32)
By inserting the expression (5.32) for v into the equations of the adjoint variables,
(5.30) and (5.31) and considering the equations of state (5.26) and (5.27) a closed
system of four nonlinear differential equations is obtained. This set of differential
equations is solved numerically using an adaptive step-size controlled scheme ( [56]
pp. 714 ff).
The boundary conditions of the set of differential equations are the initial and final
position of the piston (x(ttot) = xf ) and the initial value of the fluid temperature
T (0) = T0. The final temperature T (ttot) is allowed to freely vary, which is equiv-
alent to λ1(ttot) = 0. In order to meet the two boundary conditions at t = ttot the
initial values of the adjoint variables λ1 and λ2 have to be adjusted to the correct
values. These values are found using a shooting method ( [56] pp. 757 ff) which sys-
tematically solves the set of ordinary differential equations for different initial values
of λ1 and λ2 until the boundary conditions are fulfilled within a reasonable accuracy.
Another parameter whose optimal value should be determined is the optimal ignition
time toptz . This value is found by systematically calculating the optimal path and
corresponding work output for various ignition times tz. The ignition time which
gives the largest work output is toptz .
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Figure 5.2: Piston path of con-
ventional Diesel engine (dashed
line) compared to a path-optimized
Diesel engine (solid line). The
thin, vertical lines mark the ignition
times.
5.3 Results
Piston paths for the simultaneously optimized compression and power stroke are cal-
culated for engines with path optimized and conventional sinusoidal piston motion.
5.3.1 Optimal path
The piston motion of the path-optimized Diesel engine shows significant differences
to the sinusoidal piston motion of a conventional engine, as can be seen from fig-
ure 5.2. The sinusoidal piston motion starts at the bottom dead center with slope zero
corresponding to a zero velocity, accelerates and then reaches its maximum speed in
the middle of the compression stroke. At the end of the compression stroke, near the
top dead center, the velocity decreases to zero again. The optimal ignition time for
the conventional engine was determined as toptz = 7.25ms.
The trajectory of the path optimized engine starts with a finite velocity and proceeds
on a straight line of constant velocity. This behavior minimizes the losses due to
friction since the frictional loss rate is proportional to the square of the velocity.
However, because of the heat leak and the volume work of the piston, the optimal path
slightly deviates from a straight line. Initially, the walls of the cylinder are hotter than
the working fluid and the cold gas receives heat from the walls until the temperature
of the working fluid becomes higher than the temperature of wall and the direction
of the heat flow switches. Both, the heat losses and compression work are minimized
simultaneously if the minimum piston position is reached just before the ignition of
the fuel.
The path-optimized engine completes its compression stroke at the optimized ignition
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Figure 5.3: Temperature of the
working fluid for conventional Diesel
engine (dashed line) compared to
the path-optimized Diesel engine
(solid line). The thin, vertical lines
mark the times of ignition; the thin
dotted line marks the temperature
of the cylinder wall
time t∗z = 6.84ms where the piston is decelerating to standstill at the highest possible
rate. Subsequently, a zero-velocity phase is entered where the piston remains at its
minimum position. The zero-velocity phase is a consequence of the existence of a
minimal piston position xmin. Without this constraint the optimized system would
move the piston to positions x smaller than xmin which would result in an extreme
rise of temperature and pressure. The zero-velocity phase is followed by an acceler-
ation phase where the volume increases again. As a consequence of this expansion
the rise of the temperature is limited even though the combustion within the cylinder
continues.
5.3.2 Fluid temperature
Compared to the sinusoidal piston motion, the path optimization of the piston motion
increases the peak temperatures and decreases the exhaust temperatures as can be
seen from figure 5.3. The lower exhaust temperatures of the optimized engine are
a consequence of both, increased heat losses due to higher temperatures during the
peak of combustion and a faster power stroke.
5.3.3 Heat loss
The heat loss rate qleak, which is depicted in figure 5.4 is indeed very sensitive to
the temperature T of the fluid. It is negative at the begin of the compression stroke,
where the cylinder wall is hotter than the working fluid, becomes positive shortly
before the ignition of the fuel and peaks during the burning of the fuel.
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Figure 5.4: Heat loss for conven-
tional Diesel engine (dashed line)
compared to the path-optimized
Diesel engine (solid line). The thin,
vertical lines mark the times of igni-
tion.
conventional optimized difference
ignition time toptz 7.25 ms 6.84 ms
work output W 282.17 J 295.75 J 4.8 %
friction loss Wfric 21.06 J 20.70 J -1.7 %
total heat loss Qleak 103.92 J 129.17 J 24.3 %
heat loss Qc 101.43 J 126.68 J 24.9 %
heat loss Qr 2.49 J 2.49 J 0.0 %
efficiency η = W/Qcomb 35.2% 36.9% 4.8 %
maximum pressure pmax 6.97 MPa 7.94 MPa 13.9 %
maximum temperature Tmax 1532 K 1659 K 8.3 %
final temperature T (ttot) 1079 K 1012 K -6.6 %
Table 5.3: Results for the conventional and path-optimized Diesel engine
5.4 Summary
Table 5.3 compares the net work output W , several loss terms, the efficiency η, and
some important temperatures of the path-optimized engine versus the conventional
engine. The work output and total heat losses have been calculated by integrating the
respective rates. The by far dominating loss term is due to the heat leak through the
cylinder of the engine. The path optimization even increases the heat losses; this is
mainly caused by the higher temperatures during the power stroke. A large proportion
of the total heat Qcomb = 801.5 J produced by combustion is lost through the heat
leak; the percentage increases from 13 percent in case of conventional engine to 16
percent in case of a path-optimized engine. Friction dissipates only about 7 percent
of the available volume work of the working fluid.
Relative to the conventional sinusoidal case, the work output and efficiency of the
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engine were improved through path optimization by 4.8 percent. This improvement
was bought by higher peak temperatures and peak pressure and lower exhaust tem-
peratures of the path-optimized engine compared to the conventional engine. A low
exhaust temperature might not be always desirable, if for example the residual energy
of the exhaust gases are utilized by a turbocharger.
Compared to previous studies where the path-optimization yielded an improvement
in work output of up to 20 % the present study predictions an improvement of about
5 %. This is due to the improved modeling of the heat transfer and of the gas prop-
erties. This improved accuracy is necessary since the heat leak is one of the most
important loss mechanism of the Diesel engine. Thus this refined engine model leads




Endoreversible thermodynamics views a thermodynamic system as a network of
internally reversible subsystems which exchange energy in an irreversible fashion.
Thus it becomes possible to include irreversibilities into the description of thermody-
namic processes, and also to account for non-equilibrium between subsystems while
preserving many advantages of classical reversible thermodynamics at the same time.
This thesis provides a framework for the endoreversible description and evaluation of
thermodynamic systems. It especially considers the finite time character of processes
and distinguishes between three kinds of operating conditions:
• stationary conditions where all fluxes and intensities of a system are constant
in time.
• cyclic conditions where a system is allowed to switch between different
branches of constant intensities.
• dynamic conditions where the system is allowed to evolve along a quite arbi-
trary path rather than sticking to rigid branches. The temporal behavior of such
a system is not strictly predetermined but for example indirectly influenced by
controls, initial and final conditions.
The theoretical framework has been applied to the analysis of a number of open prob-
lems in the field of endoreversible thermodynamics. This lead to new and sometimes
surprising results:
Endoreversible engine cycles with two adiabatic and two generalized heat transfer
branches operating at cyclic conditions were optimized for maximum work output.
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The heat transfer branches were described as general polytropic processes which in-
clude common standard branches, like isotherms, isobars and isochors, as special
cases. The finite heat capacity of the working fluid and the finite-time character of
the heat transfer processes was considered. The optimization yielded analytic ex-
pressions for the maximized work output, the corresponding optimal values for the
temperatures of the working fluid as well as the optimal allocation of the heat conduc-
tances and the durations of the heat transfer processes. The efficiency at maximum
work was found to coincide with the Curzon-Ahlborn efficiency for endoreversible
Carnot engines, if the degrees of the two polytropic heat transfer branches are equal.
For an unequal degree of the two polytropic heat transfer branches the study yields
the new result that the efficiency of the optimized engine generally deviates from the
Curzon-Ahlborn efficiency.
This and several other new results were obtained by a numerically solution of the
optimization problem. The analysis demonstrated for the first time how the work
output of this engine can be improved by allocating the conductances and times of
the heat transfer processes in an optimal way. Since the setup of the model is very
general, the results are applicable to a broader class of heat engines than considered
up to now in the literature.
Another interesting result was obtained regarding the optimal allocation for the heat
exchanger inventory. Thus the optimal allocation of a given amount of capital to
the heat exchanger inventory of a generalized thermal system was considered. This
economic problem was set up for the case where the dependence between the cost
of the heat exchanger equipment and the corresponding heat transfer coefficient is a
nonlinear function, a case not treated thoroughly before.
The considered model is equally well suited to describe the operation of heat engines,
refrigerators and heat pumps. All instances of the model were operation-optimized
for the minimization of entropy production. The expressions obtained for the optimal
cost allocation are suited for arbitrary laws of heat transfer, arbitrary cost functions
and stationary as well as cyclic operating conditions. The results show a very distinct
difference between cyclic and stationary operations independent of the heat transfer
laws used. The generality of the result is a surprising but convenient feature.
A further study considered a power-producing thermal system which exchanges heat
with several (two or more) heat reservoirs via irreversible heat transfer processes.
Heat engines with several heat reservoirs are common for many real-world applica-
tions such as industrial heat-recovery systems and solar energy installations. The
system was optimized for maximum power output in case of cyclic conditions. The
optimal solution provided rules that state which reservoirs need to be contacted for
how long, to achieve a maximum of average power output of the system.
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Most interestingly it was shown that there are systems where some reservoirs should
not be connected at all in order to achieve an optimal performance of the system.
These reservoirs were referred to as unused reservoirs. An algorithm was presented
which allowed to identify unused reservoirs and to calculate optimized contact times
between the used reservoirs and the power-producing subsystem.
Finally the thesis addressed the problem of optimizing the piston motion of a Diesel
engine to achieve a maximum of work output for a given fuel input. Improvements of
the efficiency of internal combustion engines like the Diesel engine are very impor-
tant for economical and ecological reasons. Thus all options of improvement should
be investigated. Here an endoreversible model of the Diesel engine was set up which
considered the full dynamics of the system and accounted for the temporal variations
of the heat produced by the combustion process, the basic flow pattern within the
engine’s cylinder, the temperature dependence of the viscosity, thermal conductivity,
and heat capacity of the working fluid and losses due to friction and heat leak through
the cylinder walls.
The piston trajectory for both, the compression and power stroke of the models were
simultaneously optimized using a control theory method and a variety of numeri-
cal algorithms. The optimization procedure was systematically repeated to find the
optimum ignition time for both, the conventionally and the path optimized engine,
separately. Compared to the conventional Diesel engine with sinusoidal piston mo-
tion the work output and efficiency of the path optimized engine improved by about
5 percent. The path optimization caused increased heat losses; yet it also improved
the utilization of the composition heat so that the overall work output was improved.
Even though the mean feature of the results remain unchanged, the actual numbers
obtained here give a much more realistic picture of the potential of process optimiza-







The Curzon–Ahlborn heat engine as introduced by Curzon and Ahlborn [11], prob-
ably is the best known endoreversible system. It is depicted in figure A.2 and con-
sists of three reversible subsystems and two irreversible interactions. Two of the
subsystems are heat reservoirs and serve as heat sources and heat sinks at constant
temperatures T0H and T0L, respectively. The third subsystem is a reversible Carnot
engine which produces the work W during one cycle by alternately absorbing the
heat QH from the hot reservoir during the time τH and rejecting the heat QL to the
low temperature reservoir during the time τL.
A.1 Work characteristic
The entropy-temperature diagram of the reversible engine is a Carnot cycle made up
of two isothermal heat transfer branches and two adiabatic branches. The time τtot
needed to complete one cycle and the total time τa spent in the adiabatic branches
(1 → 2 and 3 → 4) are taken as fixed values while the times spent in the isothermal
branches (2→ 3 and 4→ 1) are allowed to vary within the restriction that all branch
times should sum up to the total cycle time
τtot = τH + τL + τa . (A.1)
The reversible engine subsystem operates between the temperatures TH and TL and
is coupled to the heat reservoirs via irreversible heat conduction described by linear
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Figure A.1: Curzon–Ahlborn model of an endoreversible heat engine with reversible
Carnot heat engine connected to a cold and hot heat reservoir via finite-rate heat
transfer. The corresponding TS-diagram is shown at the right.
heat transfer laws
QH = KHτH(T0H − TH) (A.2)
QL = KLτL(TL − T0L) . (A.3)
The exchanged heats QH and QL are proportional to temperature differences and the
respective thermal conductances KH and KL are finite.
The reversible engine subsystem dissipates or looses no energy during a cycle so that
the exchanged energies obey the balance equation (1.16), here written as
0 = QH −QL −W . (A.4)
Entropy is created and carried away during the heat transfer process but no entropy is
produced inside the reversible engine subsystem so that the balance equation (1.17)
is applied to obtain





This model certainly is very simple, if one thinks about real heat engines, yet it
incorporates some essential features common to most heat engines: finite, irreversible
heat transfer and finite time operation.
At first, two important properties of the engine are introduced: The Carnot efficiency
ηC = 1− T0L/T0H (A.6)
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as the upper bound for any engine operating between the two reservoirs at tempera-
tures T0L and T0H and the efficiency of the engine subsystem,
η = 1− TL/TH = W/QH , (A.7)
which in fact is the efficiency of the entire endoreversible system and is equal to the
fraction of heat QH actually converted into work W .
Using the definion of efficiency and equation (A.2) the work output of the system is
expressed as
W = QHη = KHt0H(T0H − TH)η . (A.8)
From equation (A.5) follows
TL/TH = QL/QH , (A.9)
which, by applying equations (A.2), (A.3), (A.6) and (A.7) is transformed to
(1− η) = KLτL[TH(1− η)− T0H(1− ηC)]
KHτH(T0H − TH) (A.10)
and subsequently solved for the unknown temperature TH:
TH = T0H
KHτH(1− η) +KLτL(1− ηC)
(KHτH +KLτL)(1− η) . (A.11)
After inserting this result into equation (A.8) and substituting τL with equation (A.1)
an expression for the work output is obtained:
W (τH, η,KH,KL) = T0H
KHτHKL(τ − τH − τa)
KHτH +KL(τ − τH − τa)η
ηC − η
1− η . (A.12)
This work characteristics describes all possible modes of operations of the Curzon–
Ahlborn engine with respect to four independent parameters: the duration τH of the
upper heat transfer branch, the efficiency η and the heat transfer coefficients KH
and KL. Here, the reservoir temperatures T0H and T0L, the cycle time τtot and the
duration τa of the adiabatic branches are given constants.
A.2 Maximization of work output
The problem of finding the maximum possible work outputW with respect to the four
independent parameters can be treated as a problem of unconstrained optimization.
Note that instead of introducing physical constraints like positiveness of temperatures
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Figure A.2: The work output W of
the Curzon–Ahlborn engine reaches
its maximum W ∗ at the Curzon–
Ahlborn efficiency ηCA and vanishes
at the Carnot efficiency ηC.
and times into the optimization problem one can solve a simplified optimization prob-
lem first and then check if and which of the mathematical solutions are compatible
with reality.
A qualitative plot of the work output W versus the efficiency η within a sensible
range for the efficiency η between zero and the Carnot efficiency ηC and positive
τtot, τH, τa, KH, KL, T0H, and T0H reveals a convex function with one maximum,
W ∗, as depicted in figure A.2. Note that the shape of this function is independent of
the values of the parameters of the system.





This result is quite remarkable because ηCA does not depend on the size of the con-
ductances or the branch times. One should however notice that the Curzon–Ahlborn
efficiency ηCA is a bound for only a special class of heat engines operating at max-
imum power in contrast to the Carnot efficiency ηC, which is the ultimate limit for
any heat engine.
The work output W of the Curzon–Ahlborn engine can further be optimized with
respect to the branch time τH. The necessary optimality condition, ∂W/∂τH = 0,






where τ∗L = τtot − τa − τ∗H.








)2 (√T0H −√T0L)2 . (A.15)
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This optimized work output Wmax is still a function of the conductances KH and KL.
A.3 Optimal allocation of conductances, conductivi-
ties and areas
With no limits on the conductances KH and KL the work output W can take any
desired value. Therefore at least one more independent constraint is needed to obtain
a non-trivial optimization problem.
A typical question extensively considered in the literature [37, 50–52] concerns the
optimal allocation of the conductances KH and KL for given total heat conductance
K = KH +KL . (A.16)
This constraint is easily introduced into the already partially optimized work char-
acteristics (A.15) since it does neither depend on η nor on τH. By substituting
KL in equation (A.15) using equation (A.16) and applying the optimality condition
∂Wmax/∂KL = 0 the optimal allocation of the conductances is found as
K∗H = K
∗
L = K/2 . (A.17)











The optimization of the Curzon–Ahlborn engine can be refined even further into the
realm of optimal design. Each of the conductances can be splitted into a product of
respective surface areas AH, AL and conductivities κH, κL:
KH = κHAH and KL = κLAL . (A.19)
In case of given conductivities κH, κL and constrained total area
Atot = AH +AH (A.20)
of the heat exchangers one can ask for a power-optimal allocation of the areas AH
and AL. The required calculation are straight forward and presented elsewhere [53].









Appendix A. The Curzon–Ahlborn heat engine
Note that the above results have been obtained for a reciprocating engine where both
the contact times and conductances are optimized independently. There exist alter-
native ways to evaluate the Curzon-Ahlborn models, namely for systems operating at




The form of the heat transfer law significantly influences the results obtained in the
modeling of thermodynamic systems. This appendix gives brief overview of com-
monly used heat transfer laws and also discusses the physical relevance and meaning
of these laws. Further details on practical aspects of heat transfer are found in text-
books [89–92].
B.1 Linear law
The most commonly applied expression for the heat transport is a linear one
q = Aα∆T , (B.1)
where A is a characteristic area and α is known as the heat transfer coefficient. Note
that many textbooks, especially in engineering, use the letter h for the heat transfer
coefficient. This linear expression is motivated from the observation that a heat flow
is driven by a characteristic temperature difference ∆T and (in some cases) is pro-
portional to this temperature difference. The expression (B.1) is commonly known
as Newton’s law of cooling.
Originally Newton’s law of cooling states that the rate of heat loss per unit area from
a body is directly proportional to the temperature difference between the body and
the surrounding fluid medium in contact with the body. This concept appeared in
a paper read by Newton at the Royal Society on 28 May 1701 and was published
anonymously [93]. There are, however strong reasons to believe that the idea of a
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heat transfer law of this kind have been formulated earlier by Fourier [94]. In order to
not enter a discussion on the history of science here, the above expression is referred
to as linear heat transfer law within this thesis.
It is an important question for the modeling of thermodynamic processes if and under
what circumstances a constant heat transfer coefficient can be regarded as realistic
and can be justified by physical models.
For some cases of forced laminar and turbulent convection, a linear law is in good
agreement with reality [95,96]. As an explanation for the linear dependence consider
the solid body to be surrounded by a boundary layer of resting fluid through which
the heat energy has to be conducted before being carried away by the flowing fluid
outside this layer. For uniform layers the heat transfer coefficient α can be understood
as the ratio between the thermal conductivity of the fluid and the mean thickness of
the boundary layer. This intuitive picture is confirmed by detailed models for heat
transport from a wall of uniform temperature to a fluid moved by a forced, laminar
flow [95, 96].
The heat transport in solids usually is dominated by conduction. Then the local den-
sity of heat flow
jq = −λ∇T (B.2)
is proportional to the temperature gradient. The proportional factor is the thermal
conductivity λ. If λ does not show a strong dependence on the temperature and the
conditions are quasistatic, the locally linear heat transfer relation (B.2) may also lead
to a globally linear relationship between a heat flow q and a characteristic temperature
difference. The linear law (B.1) is indeed often applied to describe the heat transfer
in bulk materials.
The linear dependence between heat flow and temperature difference frequently oc-
curs as the first term of the Taylor expansion of a more general, non–linear heat
transfer law. This means that for small temperature differences it may be possible to
approximate the heat transport by equation (B.1).
One should, however, keep in mind that a linear heat transport law is not universal
although it is simple and has been in common use for a long time. Deviations from
the linear law already have been known in the 18th century shortly after Newton’s
time (see [97], page 238). Often a linear law can only serve as a crude approxi-
mation. Real heat transport processes can show a complicated dependence on state
variables, geometry, flow patterns, material constants and boundary condition. There
exists a number of simple and realistic examples for systems where the concept of
a linear heat transfer law is misleading, fails completely or even is incorrect as an
approximation [96].
However, if one does not know the details of a heat transfer process or wants to be
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as general as possible, at least for small ∆T , the simple linear heat transfer law often
is the best choice of all alternatives. This is one of the reasons why in the theoretical
analysis of thermodynamic systems the linear heat transfer law is widely used and
particularly has been applied to study endoreversible models of engines, coolers and
heaters [11, 13, 15–17, 28, 30, 55, 98–105].
B.2 Dulong–Petit law
A more appropriate yet still global description of the heat transfer is provided by the
so–called Dulong–Petit law
q/A = K(∆T )n . (B.3)
The origin of this expression dates back to 1818 when Dulong and Petit had con-
ducted a number of experiments that arrived at a series of laws which related different
cases of heat transfer to different values of n [106].
Recent theoretical studies have also found laws of the Dulong–Petit type for certain
situation of heat transfer. Theoretical studies of a vertical plate at constant temper-
ature in contact with a naturally convecting fluid yielded a value of n = 5/4 for
laminar and a value of n = 4/3 for turbulent convection [96, 107]. The nonlinear-
ity of the heat transfer in case of natural convection is not surprising since the fluid
motion itself is caused by a temperature dependence of the fluid’s density.
Another example for situation where the Dulong–Petit law applies well is the heat
transfer during the film condensation of a resting vapor at a vertical wall. If the vapor
is not overheated, the theory (see [108]) gives
q/A ∝ ∆T 3/4 , (B.4)
where ∆T is the difference between the boiling temperature of the fluid and the
temperature of the wall.
The Dulong–Petit law may also be useful to phenomenological describe a situation
where the heat transfer between two subsystems has conductive as well as radiative
components. Typical value of the exponent n are in the range between 1.1 and 1.6
depending on the portion of the radiative heat transfer compared to the total heat
transfer [55, 64, 95].
The Dulong–Petit law has been applied to describe the heat transfer of endoreversible
models of heat engines and refrigerators [64, 109–111].
101
Appendix B. Heat transfer laws
B.3 Inverse law
The heat conduction in metals at very low temperatures usually shows a proportion-
ality to the difference of inverse temperatures
q = K(1/T2 − 1/T1) . (B.5)
This relation is often found in conjunction with linear irreversible thermodynamics,
where the difference of the inverse temperatures is the force corresponding to the heat
flux and K is an Onsager coefficient.
Although the above expression (B.5) is known as Fourier heat transfer law it is re-
ferred to as inverse heat transfer law within this thesis. This is done to avoid confu-
sion since some textbooks use the term Fourier heat transfer law to designate a linear
law of heat transfer as described by equation (B.1).
The inverse heat transfer law it has been used within a number of studies on endore-
versible systems [32, 112–114].
B.4 Generalized and exotic heat transfer laws
A generalized, nonlinear heat transfer law of the form
q = K(Tn1 − Tn2 ) (B.6)
includes the linear (n = 1), inverse (n = −1), and radiative (n = 4) heat transfer
laws as special cases. There are several studies in the literature where an expression
of the above kind has been used to describe the heat transfer between subsystems
[19, 49, 65, 67, 87, 112, 115, 116]. Most of these studies are not so much concerned
about real physical situations where such laws may occur but instead focus on the
analytical treatment of theoretical models.
An example for a quite extraordinary heat transfer laws is provided by Orlov [32]
who investigated the maximum efficiency and the respective optimal cycle of an en-



















Electromagnetic radiation from a hot body like the sun or sooth particles can serve as
a source of heat. For some systems, in particular those operating at high temperatures,
radiation is the major transfer mechanism for heat. Radiative heat transfer is typically
described by the Stefan-Boltzmann law of black-body radiation where the heat flux
between two radiating bodies at temperature T1 and T2 is given by
q = Kσ(T 41 − T 42 ) . (B.8)
Here, σ = 5.67 × 10−8 Wm−2K−4 is defined as the Stefan-Boltzmann constant.
The constant K incorporates the emittance of the two radiating bodies and geometry
factors.
The linear approximation of equation (B.8),
q = 4KσT 31 (T1 − T2) , (B.9)
is valid for small temperature differences where (T1 − T2) → 0, and defines a case
where the heat transfer can be described by a linear law if T1 is constant.
Typical applications, where radiative heat transfer is involved are solar collectors and
solar-thermal heat engines [117]. In particular, endoreversible solar thermal models
have been discussed in the literature [2,19,53,102,118–129]. Other examples include
internal combustion engines where hot sooth particles radiate heat towards the cooler
cylinder wall.
103





The following parameters and performance measures are calculated for the fully op-
timized polytropic heat engine of section 2.4.2 in chapter 2. The calculations are
performed for an engine operating at temperatures T0H = 1200 and T0L = 300 of
the upper and lower reservoir, respectively. This corresponds to a Curzon–Ahlborn
efficiency of ηCA = 0.5. Results are computed for 81 different combinations of the
polytropic heat capacities ĈH and ĈL over the range of 0.01 to 100 using an accuracy
of ε = 10−9 and 32 bit arithmetic.
Tables C.1, C.2, and C.3. show that for equal polytropic heat capacities ĈH and ĈL
the efficiency η∗ of the optimized engine is identical to the Curzon–Ahlborn effi-
ciency ηCA. For the case of unequal ĈH and ĈL the efficiency varies between 0.462
and 0.535. The maximum possible work output of Ŵ ∗ = 37.5 is obtained for large
values of ĈH and ĈL, where the start and end temperatures of both, the upper heat
transfer branch (T1H and T2H) and the lower heat transfer branch (T1L and T2L) are
almost identical and the heat transfer processes are therefore very close to isotherms.
The values of the optimal, scaled branch times τ̂∗H and the optimal, scaled heat con-
ductances K̂∗H were found to be identical within the available numerical accuracy.
This is understandable since the optimization problem is symmetric with respect to
τ̂∗H and K̂∗H.
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100 100.00 0.500000 450.2 449.8 899.6 900.4 37.500 0.50000
100 30.00 0.500000 450.6 449.4 899.6 900.4 37.500 0.50000
100 10.00 0.500004 451.9 448.1 899.6 900.4 37.499 0.50000
100 3.00 0.500043 456.3 443.8 899.7 900.5 37.493 0.49998
100 1.00 0.500384 469.6 432.1 900.5 901.3 37.435 0.49986
100 0.30 0.504131 520.6 397.2 909.1 909.9 36.801 0.49847
100 0.10 0.529445 679.6 341.5 963.1 963.8 32.496 0.49007
100 0.03 0.622592 988.9 306.0 1099.9 1100.3 18.229 0.47083
100 0.01 0.733435 1140.1 300.7 1170.9 1171.1 7.213 0.46217
30 100.00 0.500000 450.2 449.8 898.7 901.2 37.500 0.50000
30 30.00 0.500000 450.6 449.4 898.8 901.3 37.500 0.50000
30 10.00 0.500003 451.9 448.1 898.8 901.3 37.499 0.50000
30 3.00 0.500042 456.3 443.8 898.8 901.3 37.493 0.49998
30 1.00 0.500384 469.6 432.1 899.6 902.1 37.435 0.49986
30 0.30 0.504131 520.6 397.2 908.3 910.7 36.801 0.49847
30 0.10 0.529444 679.6 341.5 962.3 964.6 32.496 0.49007
30 0.03 0.622591 988.9 306.0 1099.5 1100.8 18.229 0.47084
30 0.01 0.733435 1140.1 300.7 1170.7 1171.3 7.213 0.46217
10 100.00 0.50000 450.2 449.8 896.2 903.7 37.499 0.50000
10 30.00 0.50000 450.6 449.4 896.2 903.7 37.499 0.50000
10 10.00 0.50000 451.9 448.1 896.3 903.8 37.498 0.50000
10 3.00 0.50004 456.3 443.8 896.3 903.8 37.492 0.49999
10 1.00 0.50038 469.6 432.1 897.1 904.6 37.434 0.49986
10 0.30 0.50413 520.6 397.2 905.8 913.2 36.800 0.49848
10 0.10 0.52944 679.6 341.5 960.1 966.8 32.495 0.49007
10 0.03 0.62259 988.8 306.0 1098.2 1102.0 18.228 0.47084
10 0.01 0.73343 1140.0 300.7 1170.2 1171.8 7.213 0.46217
Table C.1: Parameters for optimized polytropic engines for different values of the
















3.00 100.00 0.49996 450.1 449.7 887.4 912.4 37.486 0.50002
3.00 30.00 0.49996 450.5 449.3 887.4 912.4 37.486 0.50002
3.00 10.00 0.49996 451.8 448.0 887.4 912.4 37.485 0.50002
3.00 3.00 0.50000 456.2 443.8 887.5 912.5 37.478 0.50000
3.00 1.00 0.50034 469.5 432.0 888.3 913.3 37.421 0.49987
3.00 0.30 0.50409 520.5 397.1 897.1 921.7 36.787 0.49849
3.00 0.10 0.52940 679.4 341.4 952.3 974.4 32.484 0.49009
3.00 0.03 0.62254 988.6 306.0 1093.5 1106.5 18.224 0.47085
3.00 0.01 0.73339 1139.9 300.7 1168.3 1173.5 7.212 0.46217
1.00 100.00 0.49962 449.4 449.0 861.8 936.5 37.371 0.50014
1.00 30.00 0.49962 449.8 448.5 861.8 936.5 37.370 0.50014
1.00 10.00 0.50038 451.0 447.3 861.8 936.5 37.370 0.50014
1.00 3.00 0.49966 455.5 443.0 861.9 936.6 37.363 0.50013
1.00 1.00 0.50000 468.7 431.3 862.7 937.3 37.306 0.50000
1.00 0.30 0.50375 519.5 396.6 871.8 945.4 36.675 0.49862
1.00 0.10 0.52905 678.0 341.1 929.4 995.4 32.390 0.49022
1.00 0.03 0.62216 986.8 305.9 1079.7 1118.3 18.185 0.47095
1.00 0.01 0.73299 1138.7 300.7 1162.5 1178.1 7.203 0.46223
0.30 100.00 0.49587 441.5 441.1 770.7 1010.8 36.135 0.50153
0.03 30.00 0.37747 330.4 330.0 365.7 1192.8 13.100 0.52797
0.30 10.00 0.49588 443.1 439.5 770.7 1010.9 36.134 0.50153
0.30 3.00 0.49591 447.4 435.4 770.8 1010.9 36.128 0.50151
0.30 1.00 0.49626 460.1 424.2 771.7 1011.5 36.073 0.50139
0.30 0.30 0.50000 509.1 390.9 781.8 1018.2 35.471 0.50000
0.30 0.10 0.52526 662.6 338.1 846.2 1058.9 31.379 0.49158
0.30 0.03 0.61799 967.5 305.2 1025.8 1151.2 17.768 0.47209
0.30 0.01 0.27121 1126.3 300.5 1138.2 1189.5 7.116 0.46288
Table C.2: Parameters for optimized polytropic engines for different values of the
scaled polytropic heat capacities ĈH and ĈL.
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0.10 100.00 0.47061 399.3 399.0 563.6 1130.5 28.908 0.50995
0.10 30.00 0.47061 399.6 398.7 563.6 1130.5 28.908 0.50995
0.10 10.00 0.47062 400.5 397.7 563.7 1130.5 28.908 0.51000
0.10 3.00 0.47066 403.8 394.6 563.8 1130.6 28.903 0.50993
0.10 1.00 0.47100 413.7 385.9 564.7 1130.9 28.863 0.50981
0.10 0.30 0.47478 452.4 360.7 575.4 1134.4 28.424 0.50843
0.10 0.10 0.50000 577.2 322.8 645.5 1154.5 25.449 0.50000
0.10 0.03 0.59144 857.1 302.1 870.4 1190.0 15.316 0.47916
0.10 0.01 0.70330 1056.0 300.1 1057.3 1199.0 6.615 0.46672
0.03 100.00 0.37747 330.3 330.2 365.7 1192.8 13.101 0.52798
0.03 30.00 0.37747 330.4 330.0 365.7 1192.8 13.100 0.52797
0.03 10.00 0.37748 330.8 329.6 365.7 1192.8 13.100 0.52797
0.03 3.00 0.37752 332.2 328.3 365.8 1192.8 13.099 0.52796
0.03 1.00 0.37790 336.5 324.8 366.4 1192.9 13.087 0.52786
0.03 0.30 0.38206 353.9 315.1 373.7 1193.6 12.958 0.52677
0.03 0.10 0.40857 415.2 303.5 421.1 1197.0 12.107 0.52008
0.03 0.03 0.50000 599.9 300.1 600.1 1199.9 8.996 0.50000
0.03 0.01 0.61858 848.5 300.0 848.5 1200.0 5.059 0.47978
0.01 100.00 0.26657 307.6 307.6 315.7 1199.3 4.730 0.53528
0.01 30.00 0.26657 307.7 307.6 315.7 1199.3 4.730 0.53528
0.01 10.00 0.26658 307.8 307.4 315.7 1199.3 4.730 0.53528
0.01 3.00 0.26662 308.3 307.0 315.7 1199.3 4.730 0.53527
0.01 1.00 0.26701 309.9 305.8 316.0 1199.3 4.727 0.53522
0.01 0.03 0.38142 424.3 300.0 424.3 1200.0 4.029 0.51943
0.01 0.30 0.27122 316.5 302.8 319.6 1199.4 4.704 0.53463
0.01 0.10 0.29670 340.6 300.3 340.9 1199.9 4.563 0.53122
0.01 0.01 0.50000 600.0 300.0 600.0 1200.0 3.000 0.50000
Table C.3: Parameters for optimized polytropic engines for different values of the





The following proof has been adapted from a work of Rozonoer and Tsirlin [31] to
the problem and notation presented in chapter 3 of this thesis.
For a system as depicted in figure 3.1 it is shown that under the constraint of a given
average power P the minimization of the entropy production is equivalent to the
maximization of the efficiency or the coefficients of performance.
The total entropy ∆S produced during the cycle time τtot is the sum of the entropy
increment of the two heat reservoirs since the net contribution of the reversible oper-













qidt are the amounts of heat obtained by the fluid from the i-th
source during one cycle and T0i are the temperatures of the reservoirs (i ∈ {H,L}).
The total work W =
∫ τtot
0
P dt = τtotP of one cycle is obtained by energy balance
QH +QL = W . (D.2)
This work W is positive for heat engines and negative for heat pumps and refrigera-
tors. By solving equation (D.2) for QL and substituting the resulting expression into












Appendix D. Equivalence of performance measures
The efficiency η of a heat engine is equal to W/QH. Hence, from (D.3) one obtains













Since T0H, T0L and W are fixed, such a dependency implies for the model of fig-
ure 3.1 that the maximization of the efficiency of a heat engine subject to given aver-
age power output is equivalent to the minimization of its entropy production.





, and COPHP = −QH
W
, (D.5)
respectively. Taking into account that both COPs,
COPR = 1− 1
η
, COPHP = −1
η
, (D.6)
are monotonic increasing functions of η, it becomes clear that the same reasoning as
for the heat engine also applies to refrigerators and heat pumps. The maximization
of COPs and minimization of entropy are therefore equivalent for the model used in
chapter 3 of this thesis.
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Appendix E
Fluid temperatures for engines
with inverse heat transfer
This section studies an endoreversible system as depicted in figure 3.1 in chapter
3. This system is operated as an heat engine, with given heat conductances (which
can be either optimal or not) and an inverse law of heat conduction on the hot and


























= 0 . (E.2)
The parts γH and γL of the cycle time are either restricted by
γH + γL = 1, γH ≥ 0, γL ≥ 0 (E.3)
for cyclic conditions (see section 1.3.2) or by γH = γL = 1 for stationary conditions
(see section 1.3.2).
The Lagrange function of the optimization problem is
L = γHLH + γLLL + λγ(γH + γL), (E.4)
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, i ∈ {H,L} . (E.5)
Note that λγ = 0 for stationary conditions. The necessary conditions of optimality
with respect to Ti yields:
∂Li
∂Ti












, i ∈ {H,L} . (E.6)
In order to find the optimal temperatures the value of 1/λ needs to be determined.
E.1 Stationary conditions
In case of stationary operating conditions the two instances of equation (E.6) are










This expression is subsequently inserted into equation (E.6) to calculate the optimal
temperatures as









−1 , i ∈ {H,L} . (E.8)
E.2 Cyclic conditions
In case of cyclic conditions the value of 1/λ is found by combining the two optimal-
ity conditions, ∂L/∂γi, i ∈ {H,L}. The two instances of equation (E.6) are then












So the optimal temperatures of the fluid are determined from equations (E.6) as













, i ∈ {H,L} . (E.10)
The result is well known and has, for example, been published in reference [31].
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• Reale thermodynamische Systeme zeichnen sich dadurch aus, dass Prozesse
in endlichen Zeiten ablaufen bzw. dass endliche Prozessraten vorliegen. Diese
irreversiblen Systeme lassen sich durch endoreversible Modelle beschreiben,
d.h. durch eine Zerlegung in reversible Subsysteme, die miteinander in irre-
versibler Wechselwirkung stehen. Diese Beschreibung erlaubt eine teils an-
alytische, teils numerische Bestimmung einer Vielzahl von Leistungsmerk-
malen.
• Am Beispiel polytroper Kreisprozesse, die die herko¨mmlichen Zustandsa¨n-
derungen wie Isothermen, Isobaren und Isochoren als Spezialfa¨lle enthalten,
wird der Einfluss endlicher Wa¨rmekapazita¨ten und des Wa¨rmeaustausches in
endlicher Zeit untersucht. Unter diesen Voraussetzungen wird erstmals in
dieser Allgemeinheit eine analytische Formel fu¨r die maximal erzielbare Aus-
gangsarbeit hergeleitet und sowohl die optimale Temperatur des Arbeitsmedi-
ums als auch die optimale Zuordnung der Wa¨rmeleitfa¨higkeiten und die opti-
malen Kontaktzeiten zu den Wa¨rmetauschern bestimmt.
• Es zeigt sich, dass die Wirkungsgrade dieser Kreisprozesse mit dem Curzon-
Ahlborn Wirkungsgrad fu¨r endoreversible Carnot-Prozesse identisch sind,
solange der Wa¨rmeaustausch wa¨hrend polytroper Zustandsa¨nderungen mit
gleichen Polytropenexponenten stattfindet. Erstaunlicherweise ist im Fall gle-
icher Polytropenexponenten der Wirkungsgrad des Systems vo¨llig unabha¨ngig
von dem Polytropenexponenten, den Wa¨rmeleitungsgro¨ßen und den Kontak-
tzeiten zu den Wa¨rmetauschern.
Bei unterschiedlichen Exponenten ergibt sich jedoch eine Abweichung vom
Curzon-Ahlborn Wirkungsgrad, obwohl auch hier lineare Wa¨rmeleitung vor-
liegt. Dies ist besonders interessant, da in der Literatur bislang gerade die
Linearita¨t des Wa¨rmeleitungsgesetzes als entscheidend fu¨r die Gu¨ltigkeit des
Curzon-Ahlborn Wirkungsgrads angesehen wird.
• Das o¨konomische Optimierungsproblem der Verteilung der finanziellen
Ressourcen auf die beiden Wa¨rmetauscher eines allgemeinen thermischen
Systems, das in der Lage ist, Wa¨rmekraftmaschinen, Ku¨hlschra¨nke und
Wa¨rmepumpen zu beschreiben, wird untersucht. Sowohl fu¨r stationa¨re
als auch zyklische Prozessfu¨hrung wird bei vorgegebenen, aber nicht
notwendigerweise linearen Wa¨rmeleitungsgesetzen und Kostenfunktionen die
Verteilung der Kosten auf die Wa¨rmetauscher durch Minimierung der En-
tropieproduktionsrate optimiert. Hierbei zeigt sich, dass sich im Gegensatz zu
linearen Wa¨rmeleitungsgesetzen, bei denen die Kosten auf beide Austauscher
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gleich verteilt werden, komplizierte Verteilungen ergeben und dass sich ins-
besondere ein bislang nicht dokumentierter Unterschied zwischen stationa¨rer
und zyklischer Prozessfu¨hrung ergibt.
• Fu¨r einen reversiblen Kreisprozess, der im irreversiblen Kontakt mit mehreren
Wa¨rmeba¨dern steht, wird mit der Methode der gemittelten nichtlinearen
Programmierung ein Algorithmus entwickelt, der bei beliebiger Wahl des
Wa¨rmeleitungsgesetzes die optimalen Kontaktzeiten und Kontakttemperaturen
zu den einzelnen Ba¨dern unter der Voraussetzung einer maximalen mittleren
Ausgangsleistung bestimmt. Interessanterweise zeigt sich, dass es unter diesen
Bedingungen durchaus optimal sein kann, einige Wa¨rmeba¨der nicht zu nutzen
und sie zu keinem Zeitpunkt zu kontaktieren.
• Abschließend wird das Modell eines Dieselmotors untersucht, wobei erst-
mals neben einem realistischerem Wa¨rmetransportgesetz auch die Temperat-
urabha¨ngigkeit verschiedener Eigenschaften des Arbeitsgases beru¨cksichtigt
wird. Fu¨r dieses Modell wird die Kolbenbewegung mit dem Ziel einer maxi-
malen Ausgangsleistung optimiert. Die Verbesserung der vom pfadoptimierten
Dieselmotor gelieferten Arbeit betra¨gt im Vergleich zum konventionellen Mo-
tor mit sinusfo¨rmiger Kolbenbewegung circa 5 Prozent. Die in dieser Ar-
beit gewonnene Abscha¨tzung fu¨r den Zuwachs an Ausgangsarbeit durch Opti-
mierung der Kolbenfu¨hrung beru¨cksichtigt eine Vielzahl von Details, liefert so
eine deutlich fundiertere und realistischere Abscha¨tzung als bisher und zeigt




Name Josef Maximilian Burzler
Geburtstag 19. Juni 1969
Geburtsort Regensburg
Familienstand verheiratet, 2 Kinder
1989 Abitur am Werner-von-Siemens Gymnasium in Regensburg
1989 - 1990 Wehrdienst in Regensburg und Dillingen a. d. D.
1990 - 1996 Studium der Diplomphysik an Universita¨t Regensburg
ab 1993 gefo¨rdert durch das Cusanuswerk
1991 Studienaufenthalt an der Universita¨t Leipzig
1993 Studentische Hilfskraft im Fachbereich Kristallographie und Ra-
dioaktivita¨t der Universita¨t Regensburg
Forschungsprojekte mit Medizinern, Geologen und Herstellern
kommerzieller Radon-Meßsysteme
1993 - 1995 Auslandsstudium an der Heriot-Watt University in Edinburgh;
Simulation im Bereich Nichtlineare Optik in Zusammenarbeit mit
Experimentalphysikern und Chemikern
1995 - 1996 Studentische Hilfskraft im Fachbereich Kristallographie und Ra-
dioaktivita¨t: Betreuung von Vorlesungen und ¨Ubungen
23.03.1996 Diplom in Physik; Diplomarbeit zum Thema Modellierung der
Lichtausbreitung in optisch linearen und nichtlinearen Medien;
Zusatzzertifikat in Informatik
1996 - 1999 Wissenschaftlicher Mitarbeiter an der TU Chemnitz im Fach-
bereich Theoretische Physik – Computerphysik; mit Schwerpunkt
Optima und Grenzen thermodynamischer Prozesse; Kooperation
mit russischen und amerikanischen Wissenschaftlern; gefo¨rdert
durch das Cusanuswerk
1999 Forschungsaufenthalt am Edinburgh Parallel Computing Centre:
Projekt zur Optimierung von Dieselmotoren mit Supercomputer
1999 - 2002 Software-Entwickler und Systemadministrator
bei der Adori AG in Regensburg
seit 2002 Berater und Projektleiter bei der UNIOPT AG in Regensburg
127
Lebenslauf
Wissenschaftliche Tagungen und Weiterbildung
1993 – 19. Radiometrisches Seminar, Auswirkung von natu¨rlichem Radon und
seiner Zerfallsprodukte, in Theuern
1995 – 23. Radiometrisches Seminar, 100 Jahre Ro¨ntgenstrahlen, in Theuern
1996 – Posterbeitrag auf der Fru¨hjahrstagung der Deutschen Physikalischen
Gesellschaft (DPG) in Innsbruck, ¨Osterreich, zum Thema Quantenoptik
– Fachschaftstagung des Cusanuswerks am Fraunhofer-Institut fu¨r Solare
Energiesysteme
1997 – Posterbeitrag auf der DPG-Fru¨hjahrstagung in Mu¨nster
– Seminar Stochastic Optimization Summer Research Center, Telluride,
Colorado
– Internationales Kolloquium Finite Time Thermodynamics in Berlin
1998 – Posterbeitrag auf der DPG-Fru¨hjahrstagung in Konstanz
– Kurzvortrag beim Arbeitskreis Energie auf der DPG-Fru¨hjahrstagung in
Regensburg
– Vortrag auf dem Internationalen Arbeitskreis Optimal Control Methods
and their Application in Problems of Finite-Time Thermodynamics and
Economics am Program Systems Institute Pereslavl, Russland
1999 – Kurzvortrag auf der DPG-Fru¨hjahrstagung in Heidelberg
– Gordon Research Conference Modern Developments in Thermodynamics
in Il Ciocco, Barga, Italien





S. Hughes, J. M. Burzler, and B. S. Wherrett
Fast Fourier transform techniques for efficient simulation of Z-
Scan Measurements, Journal of the Optical Society of America
vol B 12, p. 1888 (1995).
J. M. Burzler, S. Hughes, and B. S. Wherrett
Split-step Fourier methods applied to model nonlinear refractive
effects in optically thick media, Applied Physics B vol 62, pp.
389-397 (1996).
S. Hughes, G. Spruce, R. Rangel-Rojo, J. M. Burzler, B. S. Wherrett
Theoretical analysis of the picosecond, induced absorption, ex-
hibited by chloro aluminium phthalocyanine (CAP), Journal of
the Optical Society of America B, vol 14, no 2, pp. 400-404
(1997).
S. Hughes and J. M. Burzler
Theory of Z-scan measurements using Gaussian-Bessel, Rapid
Communication in Physical Review A, vol 56, no 2, pp. R1103-
R1106 (1997).
J. M. Burzler
Modellierung der Lichtausbreitung in und hinter optisch nicht-
linearen Medien, Fachbuch erschienen beim Logos Verlag in
Berlin, September 1997, 198 Seiten, ISBN 3-931216-57-8
S. Hughes, J. M. Burzler, and T. Kobayashi
Modeling of picosecond-pulse propagation for optical limiting
applications in the Visible spectrum, Journal of the Optical So-
ciety of America B, vol 14, no. 11, pp. 2925-2929 (1997)
K. H. Hoffmann, J. M. Burzler, and S. Schubert
Endoreversible thermodynamics, Review Article, Journal of
Non-Equilibrium-Thermodynamics, vol 22, no 4, pp. 311-355
(1997).
J. M. Burzler, P. Blaudeck, and K. H. Hoffmann
Optimal piston paths for Diesel engines, Kapitel 7 im Buch
‘Thermodynamics of energy conversion and transport’ heraus-
gegeben von S. Sienuitycz and A. De Vos, erschienen bei
Springer in New York, 2000, ISBN 0-387-98938-2
129
Wissenschaftliche Vero¨ffentlichungen
S. A Amelkin, J. M Burzler, K. H. Hoffmann, and A. M. Tsirlin
Optimal separation processes of binary mixtures, in Russisch,
Journal of Theoretical foundations of chemical technology (Rus-
sland), no 3, (2001).
J. M Burzler, S. A Amelkin, and K. H. Hoffmann
Optimal endoreversible heat engines with polytropic branches,
submitted to the International Journal of Applied Thermodynam-
ics
S. Schubert, K. H. Hoffmann and J. M. Burzler
Inertial Effects on Gas Expansion with a Finite Driving Force,
Preprint
S. A Amelkin, J. M Burzler, K. H. Hoffmann and A. M. Tsirlin
Minimal work for separation processes of binary mixtures,
Preprint
J. M Burzler, S. A Amelkin, and K. H. Hoffmann
Optimal Distribution of Heat-Exchanger Costs in Thermody-
namic Systems, Preprint
130
