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Abstract—In this paper we introduce a method to overcome
one of the main challenges of person re-identification in multi-
camera networks, namely cross-view appearance changes. The
proposed solution addresses the extreme variability of person
appearance in different camera views by exploiting multiple
feature representations. For each feature, Kernel Canonical
Correlation Analysis (KCCA) with different kernels is exploited
to learn several projection spaces in which the appearance
correlation between samples of the same person observed from
different cameras is maximized. An iterative logistic regression is
finally used to select and weigh the contributions of each feature
projections and perform the matching between the two views.
Experimental evaluation shows that the proposed solution obtains
comparable performance on VIPeR and PRID 450s datasets and
improves on PRID and CUHK01 datasets with respect to the
state of the art.
Index Terms—person re-identification, KCCA, late fusion
I. INTRODUCTION
Video surveillance systems are now ubiquitous in public
areas such as airports, train stations or even city wide. These
systems are typically implemented in the form of camera
networks and cover very large areas, with limited or no overlap
between different camera views. They should be able to track
a person throughout the network, matching detections of the
same person in different camera views, irrespectively of view
and illumination changes, as well as pose and scale variations
of the person. Matching person detections across a camera
network is typically referred as re-identification.
In this paper, we propose a solution for person re-
identification that grounds on the idea of addressing the
extreme variability of person appearance in different camera
views through a multiplicity of representations projected onto
multiple spaces that emphasize appearance correlation and
finally learning the most appropriate combinations for the
observed pair. In particular, several texture and color features
are extracted from a coarse segmentation of the person image
to account for viewpoints and illumination changes. For each
feature, we learn several projection spaces where features from
two cameras correlate, using Kernel Canonical Correlation
Analysis (KCCA) with different kernels. Finally, matching
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between two views is obtained by exploiting logistic regression
to weigh the contributions of feature projections.
A. Related works
Re-identification has been an active subject of research for
several years. We review the most important works in the
following.
1) Methods based on hand-crafted descriptors: These
methods concentrate on the definition of descriptors that are
able to capture as much as possible the variability of person
appearance in different views. Among the best performing
proposals in this class, the Symmetry-Driven Accumulation
of Local Features (SDALF) descriptor [1] takes into account
image segments of physical parts of the human body such as
the head, torso, and legs, obtained from the computation of
axis symmetry and asymmetry and background modeling. For
each segment, color information is represented by weighted
HSV color histograms and maximally stable color regions, and
texture information is encoded as recurrent highly-structured
patches. In [2] the same authors proposed to fit a Custom Pic-
torial Structure (CPS) model on a person detection estimating
the head, chest, thighs and legs positions. Each part is then
described by a HSV color histogram and Maximally Stable
Color Regions (MSCR).
Such part-based models, while well performing for ideal
camera takes, have poor performance in real scenarios, due to
the fact that image quality is often low so that it is hard to
precisely detect body parts.
2) Methods based on Deep Convolutional Neural Networks:
As opposed to the design of hand-crafted features, some
authors have exploited Deep Convolutional Neural Networks
(CNN) to build a representation that captures the variability
of person appearance across views. One of the first re-
identification works in this class was [3]. Successively, in [4],
the same authors improved their solution by employing a
CNN in a “siamese” configuration to jointly learn the color
feature, texture feature and the distance function in a unified
framework (Improved DML). Similar to [4], Ahmed et al. [5]
proposed a siamese deep network architecture that learns
jointly feature representation and terminates with a logistic
regression loss to discriminate between pairs of target in a
same/not-same fashion (Siamese CNN). Finally, Li et al. [6]
used a novel filter pairing neural network (FPNN) with six-
layers to jointly handle photometric and geometric transforms.
While deep learning has had a big impact in general image
recognition and recently in face recognition [7], the use of
Deep Network-based representations for re-identification is
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2negatively affected by low resolution images as usually occur
in re-identification contexts and requires the availability of a
huge number of person image pairs from different cameras to
train a discriminative model.
3) Methods based on learning classifiers: This class of
methods is the most populated and grounds on the idea of
learning classifiers and metrics to recognize persons across
views. They currently score the state of the art performance
of re-identification. In [8] the authors proposed a Mahalanobis
based distance learning that exploits equivalence constraints
derived from target labels (KISSME). The authors of [9]
proposed an impostor-based metric learning method (EIML),
based on a modified version of the Large Margin Nearest
Neighbor (LMNN) [10] algorithm. The method in [11] com-
bined Regularized Pairwise Constrained Component Analysis,
Kernel Local Fisher Discriminant Analysis, Marginal Fisher
Analysis and a Ranking Ensemble Voting Scheme with linear,
χ2 and RBF-χ2 kernels to extensively evaluate person re-
identification performances (KLMM). Similarly to [11], the
approach in [12] introduced an explicit non-linear transfor-
mation for the original feature space and learned a linear
similarity projection matrix (SLTRL) by maximizing the top-
heavy ranking loss instead of a loss defined by the Area
Under the Curve. Remarkable performance has been also
obtained by [13], [14]. The former combined an ensemble
of different distance metric learning approaches, minimizing
different objective functions, while the latter proposed a novel
ensemble model (ECM) that combines different color descrip-
tors through metric learning.
The methods proposed in [15], [16], [17] rely mainly on
dense correspondences and unsupervised learning of features.
In [15], a novel method (eSDC) was proposed that applies
adjacency-constrained patch matching to build dense corre-
spondences between image pairs through a saliency learning
method in a unsupervised fashion. The authors of [16] ex-
tended this method by penalizing patches with inconsistent
saliency in order to handle misalignment problems (SalMatch).
Finally, instead of relying on hand-crafted features, Zhao et
al. [17] proposed to learn mid-level filters (mFilters). Dense
patches are clustered together in order to create a hierarchical
tree, then the patches inside a node of the tree are used to train
a linear SVM that is used to discriminate patches between
two views. Here, the mid filters are represented by the set of
SVM weights and biases learned over the nodes. Differently
from [17], the method in [18] introduced a structure to encode
cross-view pattern correspondences (CSL) that are used jointly
with global constraints to exclude spatial misalignments.
The method in [19] used salient samples from probe and
gallery to build a set of prototypes. These prototypes are used
to weigh the features according to their discriminative power
by using Partial Least Square (PLS). The final recognition is
performed by fusing different rank results. In [20] the authors
proposed to encode color using color naming. In particular,
color distributions over color names in different color spaces
are fused to generate the final feature representation (SCNCD).
At the end, the method employs the KISSME metric learning
framework. The work [21] proposed to address the person
recognition problem relying on semantic attributes. The main
underlying idea is that attributes may provide a strong invariant
cue for recognition. Instead of relying on manually labeled
attributes, the model is trained on fashion photography data.
The attributes are learned as latent variables on top of a
superpixel representation. The authors also transferred the
learned model to video-surveillance settings without requiring
any surveillance domain supervision.
Techniques that deal with cross-view matching were pro-
posed in [22], [23]. These methods are the closest to our
approach since they learn feature projections to better perform
matching between images of the same person captured from
different cameras. In [22] the authors partitioned the image
spaces of two camera views into different configurations ac-
cording to the similarity of cross-view transformations. Then,
for each partition, the visual features of an image pair from
different views are projected to a common feature space and
then matched with softly assigned metrics. The authors of [23]
defined the LOMO feature which is composed by HSV color
histograms over stripes along with a texture descriptor which
improves over the classic LBP. Their approach revised the
KISSME metric learning [8] in order to deal with cross-view
matching problem as well.
B. Contributions
The main contributions of the proposed approach are the
following:
• Differently from [1], [2] our approach for describing a
person does not require the detection of image segments
that correspond to physical body parts but instead uses
a coarse spatial segmentation of the person image into
consecutive regions at different heights.
• For each region we model the variety of the person
appearance in different views through a multiplicity of
features, similarly to [24], [25].
• For each feature, we learn a set of projection spaces with
different kernels, such that images of the same person
coming from different cameras are more easily matched.
This differs from the approaches of [22], [26], [23] where
a single projection space was learned.
• We use logistic regression to learn weights of projection
spaces so that more distinguishing features contribute
more to the re-identification and less significant features
are dropped out.
In the rest of the paper, we expound our person repre-
sentation, in section II, and discuss in detail the method in
section III and IV. In section V, we compare performance
for re-identification using KCCA with multiple kernels with
respect to using metric learning. We also give an overview of
the performance of our method with respect to the state-of-
the-art methods of person re-identification.
II. PERSON REPRESENTATION
In order to account for spatial distribution of the person
appearance, our representation model considers a coarse seg-
mentation of the person image into upper, middle and lower
image regions. Texture features are extracted for the whole
image and each region and represented with HOG [27] and
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Fig. 1. Illustration of our feature descriptor. We extract color (HS, RGB and Lab) and texture (HoG and LBP) features from the full image and from the
upper, middle and lower regions of the image.
Local Binary Pattern (LBP) histograms. For color, a finer
segmentation into overlapping stripes is considered for each
component (see Figure 1). Color information is modeled by
histograms in the Hue Saturation, RGB and Lab color spaces,
in order to account for differences in illumination due to
different viewpoints.
Separate channels are therefore maintained that model the
person representation for each feature and each component
separately, namely:
{HS}p, {RGB}p, {Lab}p, {HOG}p, {LBP}p
where the suffix p stands for the full (f ), upper (u), middle
(m) and lower (l) components of our representation.
The person images are resized to the resolution of 126×64
pixels. For color channels, the contribution of each pixel to
each histogram bin is weighted through a non-isotropic Gaus-
sian kernel to decrease background pixels influence without
requiring an explicit background segmentation. For texture
channels, we remove 6 pixels from the image border and
compute HOG descriptor with 4-bin gradient orientation, and
the 58-bin LBP.
III. MULTI CHANNEL-KERNEL CANONICAL
CORRELATION ANALYSIS
We learn a common projection space from pairs of images
of the same person taken from two different cameras. To this
end we employ KCCA [28] applied to each channel of our
representation.
We introduce the following notation. Given a feature chan-
nel c, being Fa(c) the set of feature vectors fa(c) and Fb(c)
the set of feature vectors fb(c), respectively for camera a and
b, and using camera a for gallery and camera b for probe, we
define:
Fa(c) =
[
FTa (c) | FGa (c)
]
(1)
Fb(c) =
[
FTb (c) | FPb (c)
]
(2)
where FTa (c) and F
T
b (c) are the training sets for the two
cameras, FGa (c) is the gallery set of camera a and F
P
b (c) is
the probe set for camera b.
In the following, for the clarity of exposition, we will omit
in the notations the reference to the channel c.
A. Training KCCA
KCCA constructs the subspace that maximizes the correla-
tion between pairs of variables. Feature mapping into a higher-
dimensional space is performed by exploiting the kernel trick.
In our case, given corresponding feature vectors from the
two cameras, for each channel, we denote KTTa and K
TT
b
the kernel matrices of pairs from the training sets, KGTa the
kernel matrix of pairs from the gallery and training sets, and
KPTb the kernel matrix of pairs from training and probe sets
respectively.
The objective of KCCA is then to identify the projection
weights α,β by solving:
argmax
α,β
α′KTTa K
TT
b β√
α′KTTa
2
αβ′KTTb
2
β
. (3)
The norms of the projection vectors α and β are regularized
in order to avoid trivial solutions according to [28].
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Fig. 2. An illustrative figure of our multi-channel, multi-kernel KCCA approach. Each feature channel is fed to different kernels: for the sake of clarity we
show a single channel HSf in the figure. For each of these combinations, we learn specific KCCA projections and then use the learned projections to map
each kernel-channel into its common subspace. Cosine distance is used to perform matching given a kernel-channel pair. Finally, distances coming from all
the combinations are stacked together to form a final features vector. This feature vector is used to perform recognition through an iterative logistic regression.
The top M eigenvectors of the standard eigenvalue problem
obtained after regularization provide the final gallery and probe
data projections:
F˜Ga = K
GTα · λ (4)
F˜Pb = K
PTβ · λ (5)
where
α =
[
α(1) . . .α(M)
]
,β =
[
β(1) . . .β(M)
]
are the learned projections and λ is the vector of eigenvalues
obtained from KCCA. This gives more relevance to those
dimensions in the projected space that have higher eigenvalues,
so improving the overall matching performance.
In order to improve re-identification, we compute KCCA
with four different kernels, so to have multiple representations.
Namely, we use a linear kernel, a Gaussian radial basis
function kernel (RBF), a χ2 kernel and an exponential χ2
kernel. The distance matrix D(F˜Ga , F˜
P
b ) can be computed, that
defines for each kernel and feature channel the cosine distance
between the gallery and probe images.
IV. SELECTION OF THE OPTIMAL KERNEL-CHANNEL
According to our person representation, for each image pair,
a distance vector of 80 values (four components with five
features each, and four distinct kernels for KCCA) is defined.
Our goal is hence to select and weigh the most appropriate
kernel and feature channels such that their combination results
into the most effective re-identification.
This is performed by taking subsets of FTa and F
T
b of equal
size and calculating distances between KCCA projections
through a two-fold cross validation. Learning of the relative
distance weight for each combination of kernel and feature
channel is obtained with logistic regression. Distance weights
r are learned through the optimization of the logistic regression
function:
min
r
1
2
r′r+ C
∑
i
∑
j
log(1 + e−yijr
′dTTij ) (6)
where dTTij is the distance vector between the feature vector
f˜Tai (from camera a) and the feature vector f˜
T
bj
(from camera
b) after KCCA projection with a bias term; yij = {−1, 1}
accounts for the fact that the two features correspond to the
same person in the two views, and C is a penalty parameter
(in the experiments set equal to 1).
Positive weights indicate a non reliable distance obtained
from a combination of kernel and feature channel. In fact, a
large kernel-feature distance, that should correspond to a non
matching pair, combined with a positive weight can actually
lead to a high matching probability. According to this observa-
tion, we derive an iterative filtering procedure to progressively
drop out kernel-feature channels that have positive weights and
learn the logistic regression on the remaining distance vectors.
A. Matching with iterative logistic regression
Given the learned weights r from our iterative logistic
regression, we have now a principled way to fuse all the
distances D(F˜Ga , F˜
P
b ) together at test time. The probability
pˆ(i, j) between the feature vector f˜Gai (from camera a) and the
feature vector f˜Pbj (from camera b) after KCCA projection to
be the same person is calculated as:
pˆ(i, j) =
1
1 + exp(−r′dGPij )
. (7)
The overall process is represented in Figure 2 and referred to
as multi-channel, multi-kernel canonical correlation analysis
(MCK-CCA) in the following experiments.
5V. EXPERIMENTS
We run our experiments on four standard publicly available
datasets for re-identification that are VIPeR [29], PRID [30],
PRID 450s [31] and CUHK01 [32].
VIPeR [29] presents illumination variations and pose
changes between pairs of views. We split the whole set of
632 image pairs randomly into two sets of 316 image pairs,
one for training and the other one for testing. The testing set
is further split into a gallery and a probe set. A single image
from the probe set is selected and matched with all the images
from the gallery set. The process is repeated for all images of
the probe set and the evaluation procedure is run on the 10
splits publicly available from [1].
The recent PRID dataset [30] is generally considered being
more challenging than VIPeR. It includes distractors as well
as strong illuminations changes across cameras. Differently
from VIPeR, in this dataset, the person images are acquired
from above with similar poses. Camera view a contains 385
persons, camera view b contains 749 persons, 200 appearing
in both views. These image pairs are randomly split into a
training and a test set of equal size. For the evaluation, camera
a is used as probe and camera b is used as gallery. Thus, each
of the 100 persons in the probe set is searched in a gallery set
of 649 persons (where 549 are distractors).
The PRID 450s [31] has almost the same characteristics of
PRID but does not include distractors. Therefore, despite of
the differences in appearance, the experimental setting for this
dataset is similar to the one of VIPER. This dataset contains
450 person image pairs captured by two cameras and image
pairs are split in 225 for training and 225 for test.
The CUHK01 [32] dataset, also known as CUHK Campus
dataset, was captured with two camera views in a campus
environment. Differently from the previous datasets, images
in this dataset present high resolution. Persons are mostly
captured in a frontal pose from the first camera, and in a profile
pose in the second camera with low illumination variations.
This dataset contains 971 persons, and each person has two
images in each camera view. Camera a captures the frontal
view or back view of pedestrians, while camera b captures
the side views. The person identities are split into 485 for
training and 486 for test. This datasets provides two evaluation
modality: single-shot, one sample per subject (SvsS) and also
multi-shot setting with two samples per subject (MvsM N=2).
The evaluations for VIPeR, PRID and PRID 450s are con-
ducted following a single-shot protocol. While on CUHK01
we perform both single- and multi-shot experiments. All the
experiments are averaged over 10 trials.
A. Comparison with metric learning techniques
In this experiment we compare our strategy to face the
variety of person appearance in re-identification learning pro-
jection spaces where features from two cameras correlate
using KCCA, against metric learning applied to our feature
model. In particular, we compare Large Margin Nearest Neigh-
bor (LMNN) [10] and Logistic Discriminant-based Metric
Learning (LDML) [33] techniques with our multi-channel,
multi-kernel KCCA (MCK-CCA). The experimental setting
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Fig. 3. Comparison of MCK-CCA with metric learning methods LMNN and
LDML on the VIPeR dataset.
Dataset VIPeR
Rank 1 10 20 50 100
EIML [9] 22 63 78 93 98
RPLM [30] 27 69 83 95 99
eSDC [15] 27 62 76 – –
KLMM [11] 28 76 88 – –
Li et al. [22] 29.6 71 85 95 –
SalMatch [16] 30.1 65 – – –
PLS+prototype [19] 33 78 87 96 –
Siamese CNN [5] 34.8 75 – – –
CSL [18] 34.8 82.3 91.8 96.2 –
Improved DML [4] 34.4 75.89 87.22 96.52 –
ECM [14] 38.9 78.4 88.9 96.0 –
SLTRL [12] 39.62 78.26 87.88 – –
LOMO+XQDA [23] 40.00 80.5 91.1 – –
Shi et al. [21] 41.6 86.2 95.1 – –
mFilter [17] 29.11 65 80 – –
mFilter + LADF 43.4 82 95 – –
Ensemble Metrics [13] 45.9 88.9 95.8 99.5 100
KCCA eχ
2
[26] 36.84 84.49 92.31 98.61 99.78
MCK-CCA with LR 46.46 86.80 93.61 98.83 99.87
MCK-CCA with filteredLR 47.85 87.34 93.83 98.89 99.78
TABLE I
COMPARATIVE PERFORMANCE ANALYSIS AT RANKS {1,10,20,50,100}
WITH RESPECT TO THE STATE-OF-THE-ART ON VIPER.
is the following: in all the methods we employ our person
descriptor composed of five feature with four components;
then, for each channel as defined in Sect. II, we compute the
LMNN, LDML and KCCA projections. We finally use the
proposed iterative logistic regression fusion scheme to fuse
all the distances together. This experiment is conducted on
the VIPeR dataset and the performances are averaged over ten
trials. We report the performance of our MCK-CCA obtained
using only the linear kernel (MC-Linear KCCA) and all the
kernels (MCK-CCA). In Figure 3 we can see how MC-KCCA
with the linear kernel only, improves over the two metric
learning methods, under the same setting. The MCK-CCA
with all the kernels achieves even higher performance. This
experiment demonstrates that learning two projections, one
6Dataset PRID (with distractors)
Rank 1 10 20 50 100
EIML [9] 15 38 50 67 80
RPLM [30] 15 42 54 70 80
Improved DML [4] 17.9 45.9 55.4 71.4 –
Ensemble Metrics [13] 17.9 50 62 – –
KCCA eχ
2
[26] 16.55 49.25 61.00 78.55 89.85
MCK-CCA with LR 26.10 61.10 73.50 86.70 93.60
MCK-CCA with filteredLR 26.70 62.10 73.30 86.90 94.30
TABLE II
COMPARATIVE PERFORMANCE ANALYSIS AT RANKS {1,10,20,50,100}
WITH RESPECT TO THE STATE-OF-THE-ART ON PRID.
Dataset PRID 450s
Rank 1 10 20 50 100
SCNCD [20] 26.9 64.2 74.9 87.3 –
PLS+prototype [19] 28 63 75 89 –
ECM [14] 41.9 76.9 84.9 94.9 –
Shi et al. [21] 44.9 77.5 86.7 – –
CSL [18] 44.4 82.2 89.8 96.0 –
LOMO+XQDA [23] 58.22 90.09 97.80 – –
SLTRL [12] 59.38 88.68 94.67 – –
KCCA eχ
2
[26] 38.09 81.33 90.44 97.91 99.73
MCK-CCA with LR 55.42 90.36 95.16 98.49 99.78
MCK-CCA with filteredLR 55.78 90.76 95.51 98.62 99.91
TABLE III
COMPARATIVE PERFORMANCE ANALYSIS AT RANKS {1,10,20,50,100}
WITH RESPECT TO THE STATE-OF-THE-ART ON PRID 450S.
Dataset CUHK01 single-shot (SvsS)
Rank 1 10 20 50 100
DeepReId (FPNN) [6](*) 27.8 73 89 95 –
Shi et al. [21] 31.5 65.8 77.6 – –
Siamese CNN [5] 47.5 80 – – –
Ensemble Metrics [13] 51.9 83.0 89.4 95.9 98.6
KCCA eχ
2
[26] 38.11 74.22 82.37 92.04 95.78
MCK-CCA with LR 55.76 86.38 91.81 96.52 98.48
MCK-CCA with filteredLR 56.61 86.79 91.98 96.65 98.58
TABLE IV
COMPARATIVE PERFORMANCE ANALYSIS AT RANKS {1,10,20,50,100}
WITH RESPECT TO THE STATE-OF-THE-ART ON CUHK01 SINGLE-SHOT.
(*) METHOD NOT DIRECTLY COMPARABLE BECAUSE IT USES 100
SUBJECT FOR TEST AND 871 FOR TRAINING.
Dataset CUHK01 multi-shot (MvsM N=2)
Rank 1 10 20 50 100
mFilter [17] 34.3 65 74 – –
SLTRL [12] 61.6 90.2 94.4 – 99
LOMO+XQDA [23] 63.21 90 93 – 99
KCCA eχ
2
[26] 47.70 84.26 90.82 96.32 98.40
MCK-CCA with LR 66.42 92.04 96.24 98.70 99.67
MCK-CCA with filteredLR 69.49 93.07 96.19 98.56 99.65
TABLE V
COMPARATIVE PERFORMANCE ANALYSIS AT RANKS {1,10,20,50,100}
WITH RESPECT TO THE STATE-OF-THE-ART ON CUHK01 MULTI-SHOT.
for each camera, to map the data in a common space where
features of the same person are highly correlated is more
effective than learning a single metric [10], [33]. Moreover,
this observation is also supported by other recent methods
which also propose the idea of learning both a metric and
a common space to handle cross-view matching [23].
B. Comparison with the state-of-the-art
We now compare the performance of our approach with
state-of-the-art methods. In particular we provide a side-by-
side comparison of the proposed multi-channel, multi-kernel
KCCA (MCK-CCA) with recent state-of-the-art techniques
such as: EIML [9], RPLM [30], eSDC [15], KLMM [11],
SalMatch [16], PLS+prototype [19], Siamese CNN [5],
CSL [18], Improved DML [4], ECM [14], SLTRL [12],
LOMO [23], Semantic-Attribute [21], mFilter [17], Ensem-
ble Metrics [13], SCNCD [20]. For our method we both
consider the case in which Logistic Regression with and
without iterative filtering of the kernel-feature channels is used
(“MCK-CCA with LR” and “MCK-CCA with filteredLR”,
respectively).
In table I we report the results on the VIPeR dataset. It
is worth noticing that the Ensemble Metrics and our method,
learning multiple metrics and projections respectively, to cope
with the variations of pose and illumination of this dataset,
score the best results. It appears that our MCK-CCA improves
of few percentage points at rank-1 with respect to the Ensem-
ble Metrics. The LOMO+XQDA [23] method exploits metric
learning and performs feature projection into a common space
between the two views, as in our solution, although with a
different method, but has a much lower performance. Finally,
among the CNN-based methods the Siamese CNN [5] has the
best performance but clearly does not achieve a state of the
art result.
In table II we show the recognition rate at various ranks
on the PRID dataset. Our method largely has the best per-
formance. The use of multiple color features and multiple
common projection spaces for each of them, permits dealing
with the strong illumination differences between the views. All
the solutions using a single representation appear to be less
robust. Ensemble Metrics achieves 17.9% recognition rate at
rank-1, less than our method of about 10%. It is worth to
notice that our previous method [26] using a single feature
and KCCA projection with a single kernel has comparable
performance with Ensemble Metrics.
In table III we report the results on the PRID 450s
dataset. On this dataset our MCK-CCA has similar perfor-
mance trend and comparable scores with SLTRL [12] and
LOMO+XQDA [23]. Both methods aim at learning transfor-
mation of the input to cope with appearance and pose vari-
ations. The SLTRL and LOMO+XQDA methods outperform
our method at rank-1.
On the CUHK01 dataset we performed comparisons for
single-shot (SvsS) and multi-shot (MvsM N=2) modalities.
Results are presented in table IV and table V, respectively.
For both protocols the MCK-CCA scores the best results. The
capability of KCCA to correlate different representations into
a common projection space is clearly evident in this case.
C. Analysis of iterative logistic regression
In this section, we analyze the performance of our iterative
fusion scheme by giving insights on how each kernel and
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Fig. 4. Filtering analysis for each feature channel and kernel combination on the VIPeR, PRID 450s, PRID and CUHK01 datasets. Rows show channels,
whereas columns show kernel. Each plot report also the summation over kernel (bottom) and the summation over channels (right).
channel combination is filtered out by our iterative logistic
regression. Additionally, we show the difference in perfor-
mance between our MCK-CCA fusion scheme with respect
to an early fusion KCCA baseline [26].
Each plot in Figure 4 shows the probability of weight
filtering per dataset: on the y-axes we report the channels,
whereas on the x-axes we report the kernels. Moreover, for
each figure, on the right part of the matrix, we show how
many times a given channel is removed across all the kernels;
instead, at the bottom, we show how many times a kernel
is removed, across all the channels. We can see that MCK-
CCA makes an extensive use of the iterative logistic regression
filtering on all the datasets. VIPeR may be seen as an exception
as most of the kernel-channels are often maintained. Our
analysis on VIPeR shows that weak channels are represented
by HOGl, LBPf and LBPm. These channels correspond to
texture features that may be noisy on VIPeR due to the low
image resolution.
Regarding PRID, PRID 450s and CUHK01, we can observe
that in general for texture features, the less relevant compo-
nents are the full and lower region. Especially, the LBPf and
HOGl are often filtered out. It is also possible to see that,
despite being largely used in literature, the RBF kernel is
dropped out more frequently than the other kernels, especially
in the CUHK01 dataset. These three datasets have in common
that the channel Labf is removed with high probability, while
it is working well on VIPeR.
Finally, considering all the results presented in ta-
bles I, II, III, IV, V, we can see that our late fusion outper-
forms, by a significant margin, a single KCCA learned over the
stacked features, as proposed in [26]. This is mainly because
of the fact that a late fusion schemes allows maximizing
the discriminative power of each kernel-channel combination.
Moreover in most of the cases the iterative logistic regression
schemes is able to select the most important kernel-channel
combination and weigh them in order to give more importance
to the most discriminative ones.
VI. CONCLUSION
We have presented a method to overcome one of the main
challenges of cross-view re-identification, that is dealing with
drastic appearance changes. MCK-CCA grounds on the idea
of addressing the extreme variability of person appearance
in different camera views through multiple representations.
These representations are projected onto multiple spaces that
emphasize appearance correlation using KCCA and different
kernels. Finally, our solution learns the most appropriate
combinations for the observed pair through an iterative lo-
gistic regression, producing compelling results on standard
re-identification benchmarks. The proposed technique showed
also to be competitive with state-of-the art method based on
metric-learning. Investigating the possibility of directly incor-
porating metric-learning technique into our approach could
represent an interesting line of research for future works.
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