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GENERAL INTRODUCTION 
American agriculture can still be characterized by a predominance of 
family-sized and owner-operated farms and ranches. Yet the future struc­
ture of agriculture may be quite different as current farmers and ranchers 
continue to respond to many factors affecting their business and their 
way of life. General price inflation has serious repercussions on the 
structure of agriculture because it has not had equal effects on all 
commodities and resources. Over the past twenty years, land values and 
energy prices, two major farm inputs, have risen more rapidly than the 
Consumer Price Index and yet farm product prices have generally increased 
more slowly (45). To counteract these differential effects of price 
increases, farmers have been forced to increase farm size, improve the 
productivity of controlled resources, find off-farm work or develop some 
other means to reverse a trend of decreased real net income from the same 
resource base. Although inflation has had a major impact on farm struc­
ture over the past two decades and certainly will continue to impact on 
that structure in the future, it is by no means the only factor forcing 
farmers to adjust. Labor availability, changing goals» changing consumer 
tastes, expanding or contracting foreign markets, expanding urban and 
industrial use of farm land, fractionalization of land ownership and 
increasing absentee ownership of land, as well as many other factors, 
affect the structure of agriculture and thus farm sizes and patterns of 
ownership. 
The U.S. Department of Agriculture (USDA) has recently been involved 
in a major comprehensive research effort to analyze the potential future 
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structure of agriculture. Numerous reports have been published concerning 
various phases of the structure issue, including Schertz and others (in 46) 
and USDA-ESCS (49). The structure of agriculture for the remaining 
years of the twentieth century is an issue crucial to farmers and ranchers, 
to be sure, but it is also a crucial issue to consumers of food and fiber 
products and to the nation as a whole in that the structure of agriculture 
will affect the prices and availability of agricultural products and the 
level of exports (and thus the balance of trade). The eventual structure 
of agriculture will also affect public policy issues, including public 
land use, zoning, use of public works projects (e.g., the 160-acre limita­
tion), concentration of agricultural land ownership and production, and 
ownership of agricultural lands by foreign and domestic absentee landlords. 
The questions concerning concentration of land ownership and absentee 
landlords give rise to another policy problem, that of the distribution 
of returns to the resources employed in agriculture, and thus the control 
of the agricultural industry. If the structure and control of U.S. 
agriculture move away from the hands of owner-operators working within an 
open, dispersed industry, the long run ability to produce adequate supplies 
of inexpensive foodstuffs, to continue exporting large supplies, and to 
protect the basic land resources from degradation may be in jeopardy. 
Projects concerned with structure and control should encompass a 
broad spectrum of the agricultural chain, including input industries, the 
production of raw commodities, and the marketing, processing, and distri­
bution industries, because the industries effect and are affected by the 
structure of agriculture. Although the general equilibrium approach 
would be optimal, investigations of the parrs ca=^ lay the necessary 
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groundwork to draw conclusions about the entire chain. A partial equilib­
rium approach should begin with an analysis of the basic production 
industry, because the entire agricultural chain depends on a healthy and 
viable primary production sector. A great number of business firms 
including fertilizer and chemical producers and distributors, machinery 
and equipment manufacturers and dealers, agricultural lenders and meat 
and grain processors and brokers, depend on the primary production sector 
for either sales or inputs. 
It is thus clear that a strong and viable primary production sector 
is crucial to the strength and viability of the agricultural input and 
output sectors. But, it is important to those input and output industries 
to have a concept of the number, size, and location of primary production 
firms as well as a concept of their economic viability. The input and 
output industries will vary in size, number and degree of specialization 
in some proportion to the size and number of farms, ranches and other 
production firms. For example, the managers of large, strong farms 
controlling thousands of acres of arable farmland will likely bypass 
local suppliers of chemical and other supplies, machinery dealers, and 
privately-or cooperatively-owned marketing firms and deal directly with 
regional or wholesale distributors and buyers. Similarly, if enough farm 
units are lost in specific areas, the local input supply retailers will 
be forced to dissolve in favor of regional distributors, a phenomenon 
that can now be observed in areas heavily pressured by urban expansion or 
in areas in which previously irrigated ladds are going out of production. 
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Farm Numbers in Historical Perspective 
By 1980, the number of U.S. farms and ranches had declined to 
2,428,000, down 4,384,000 firms from the peak of 6,812,000 in 1935. 
Although over 64 percent of the farms in business in 1935 have liquidated, 
the total land in farms has remained nearly unchanged. As listed in the 
1935 Census of Agriculture, 1,054,515,000 acres of land were in farms and 
ranches. That acreage has declined to 1,039,988,000, a decrease of only 
1.4 percent, although land in farms reached a peak in 1950 of 1,161,420,000 
acres. 
Farms are thus increasing in size generally, and, in fact, that land 
is becoming increasingly concentrated in larger farms. By 1974, farms 
encompassing 1,000 acres or more numbered 154,937, representing 6.7 
percent of all farms, as compared to 88,662 farms of this size in 1935 or 
only 1.3 percent of all farms (50). 
Measuring the size of farms in terms of acres controlled, however, 
can lead to significant problems of comparability, particularly because 
the Census of Agriculture does not distinguish between farms and ranches 
and because of the great increase in nonland based farming operations 
including cattle feedyards and other highly intensive livestock, poultry 
and fish operations. Further, the Census defines a farm as a place where 
agricultural operations were conducted during the year and the sale of 
agricultural products amounted, or normally would amount, to $1,000 (50), 
not in terms of acreage. Consequently, measuring farm numbers in terms 
of amount of sales, rather than acreage, is theoretically more appealing. 
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But, sales classes also may not be an optimal classification. Sales 
are not necessarily a good pro:qr for value of production because of 
inventory adjustments and because of purchases of livestock, feed, and 
other inputs. Further, because sales volumes are determined on a nominal 
dollar basis, they are distorted by inflation. Unfortunately, data on 
farm numbers are not available in terms of either value of production or 
real dollars. Consequently, it can be argued that converting nominal 
dollar values to real dollars by price index adjustments while basing 
farm size definitions on sales classes is the best solution given the 
aggregate data available. 
Historical farm numbers data based on sales classes show the trend 
to fewer and larger farms even more starkly than acreage class data. In 
1960, only 0.6 percent of all farms sold $100,000 or more in agricultural 
products while by 1980 over 12 times as many farms (11.6 percent) sold 
more than $100,000 of products. More importantly though, the 0.6 percent 
of farms selling $100,000 or more in 1960 accounted for 17.3 percent of 
all cash receipts, 16.0 percent of all gross farm income, 19.9 percent of 
all farm production expenses and 6.4 of all net farm income (before 
inventory adjustments). By 1980, similar-sized farms represented 69.1 
percent of all cash receipts, 65.0 percent of gross farm income, 68.5 of 
all farm production expenses and 43.8 percent of all net farm income 
(43). Although inflation may be the sole reason for some farms* movement 
from a small size class to a larger size class, it cannot explain the 
movement of all farms. 
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Farm Size Projections 
In addition to collecting and publishing farm size and structure 
data, the USDA has recently emphasized the impact that the sizes and num­
bers of farm and ranch firms will have on the agricultural. chain, as evi­
denced by publications by Lin, Coffmanand Penn (in 47), McDonald and Coff-
man (in 42) and Lewis (in 48). Several other researchers have specifically 
addressed the issue of projections of farm numbers, including Judge and 
Swanson (20), Krenz (22), Quandt (32), Stanton and Kettunen (36), Hallberg 
(13), Dovring (10,11), Boxley (3), Dent and Ballintine (9), Power and 
Harris (31), Daly, Dempsey and Cobb (8), Salkin, Just and Cleveland (33), 
Ching, Davulis and Frick (6), Stavins and Stanton (37) and Zumbach (54). 
Stavins and Stanton (37) extensively reviewed alternative methods 
for projecting farm numbers, and for a case study of New York dairy farms 
directly compared results from nine distinct projection methods: 
1. Simple trend analyses of size classes 
2. Lognormal distribution 
3. Simple negative exponential function 
4. Boxley's generalized negative exponential function 
5. Constrained Boxley negative exponential function 
6. Dovring*s transformed negative exponential function 
7. Stationary micro-data Markov model 
8. Stationary macro-data Krenz-type Markov model 
9. Variable micro-data, Markov multinomial logic model. 
These methods were compared on the basis of the square root of the sum of 
the squared deviations of predicted farm numbers versus actual data, a 
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statistic proposed by Ching, Davulis and Frick (6). A sample for the 
period 1968 through 1974 was used to develop estimates for comparison 
against actual 1977 data. It is noteworthy that two of the three Markov 
procedures (numbers 9 and 7 above) predicted most closely to actual, as 
calculated by the square root statistic. The Krenz-type Markov model 
ranked fifth in terms of predictive capability. 
Another recent study, that of Lin, Coffman and Penn (in 47), also 
predicted farm numbers to the year 2000 via alternative methods. Although 
their study did not directly compare estimated values with actual data, 
they computed predictions using four general methods: 
1. Trend extrapolation 
2. Negative exponential functions 
3. Markov process 
4. Age cohort analysis. 
Their final projections were based upon a judgmental analysis of the 
results of each of the four methods. 
Much interest has been focused on the capabilities of the Markov 
chain in analysis of the movement of farm firms between size classes. 
Markov chain processes were applied to farm numbers by Judge and Swanson 
(20), Krenz (22), Hallberg (13), Daly, Dempsey and Cobb (8) and Zumbach 
(54). In addition, Markov processes were included in two comparative 
evaluation studies: Lin, Coffman and Penn (in 47) and Stavins and 
Stanton (37). 
Judge and Swanson (20) applied the maximum likelihood estimator 
technique to estimate the stationary transition probabilities in a Markov 
chain from micro data for swine farms that moved between size classes. 
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It was suggested, though not done, that Markov chain models could be used 
to project the number of farm firms by size class in future time periods. 
The first effort to actually project the distribution of farm firms 
by size classes via a Markov chain was by Krenz in 1964 (22). At that 
time, statistical models had not yet been developed to permit direct 
estimation of transition probabilities of each element of the transition 
matrix based on assumptions concerning growth and movement of actual farm 
firms. Krenz thus projected the distribution of farm firms by size class 
into future time periods using a stationary (constant through time), 
prespecified probability transition matrix. 
Similarly, Daly, Dempsey and Cobb (8), Lin, Coffman and Penn (in 47), 
and Stavins and Stanton (37) made certain assumptions concerning movement 
of firms between various size classes and specified a stationary transi­
tion matrix. Those specified, though not statistically estimated, ma­
trices were used to project farm numbers by size class. 
Hallberg published the first paper (13) which estimated nonstationary 
transition matrices for the movement of farm firms between size classes. 
However, Hallberg's model did not include restrictions to require non-
negative transition probabilities or unit row sums in the transition 
matrix, thus violating many of the basic properties of Markov processes. 
Hallberg recognized the economic and mathematical importance of these two 
restrictions; in an effort to conform to these restrictions, he reassigned 
values in the matrix which had originally been estimated via the least-
squares regression technique. (The importance of these two restrictions 
can be seen more readily in a following subsection.) 
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In a series of articles and a textbook (23, 24, 25, 21 and 26), Lee, 
Judge, Takayama and Zellner added significant improvements to the Markov 
estimation procedure. The first step was provided by Judge and Takayama 
(21), a step which developed a method to estimate regression parameters 
with inequality constraints using quadratic programming techniques. 
Then, in three articles by Lee and Judge (23), Lee, Judge and Takayama 
(24), and Lee, Judge and Zellner (25), and a textbook by Lee, Judge and 
Zellner (26), a theoretical and statistical foundation was laid which 
prescribes a method to estimate both stationary'and nonstationary param­
eters of the Markov probability model from aggregate time series data. 
This method eliminates redundant parameters and directly estimates transi­
tion probabilities rather than relying upon judgmental assignments or 
adjustments. 
Unfortunately, this aggregate estimation procedure appears extremely 
conçlicated although it in reality is a simple concept which uses complex 
and rather large matrix structures and requires a quadratic programming 
routine capable of handling a large problem. Consequently, researchers 
have not used this techinque to analyze problems of realistically-sized 
dimensions. Zumbach was the first to actually apply this techinque to a 
realistic problem once two problems in the Lee, Judge and Zellner book 
(26) were circumvented. Sections I and II of this dissertation explain 
in detail the problems and corrective procedures encountered in applica­
tion of the Lee, Judge and Zellner technique and the quadratic programming 
procedure. 
10 
Economic Theory of Firm Movement 
Many factors can cause farm numbers to change over time as noted by 
Zumbach (54) in a comprehensive review of the microeconomic dynamics of 
fairm firm entry and exit. Because of the thoroughness of that review, 
only a brief summary is presented here. Zumbach listed eight primary 
factors which influence the growth, entry, exit and movement between size 
classes of firms engaged in agricultural production: 
1. Productivity of capital 
2. Productivity of labor 
3. Factor prices 
4. Output prices 
5. Uncertainty 
6. Vertical coordination 
7. Tenure 
8. Organizational structure 
Each of the factors applies pressure or is a reaction to pressure applied 
on a farm or ranch business to either expand or contract its operations. 
Microeconomic theory of the firm states that a change in technology 
implies that the marginal productivity of one or more of the inputs used 
in the firm's production process will change. Consequently, a change in 
technology will affect a farm or ranch business in two major ways: the 
minimum point of the average cost cuirve and equilibrium input and output 
quantities may change. If all inputs are considered variable (i.e., the 
long run), then the land base and all other measures of farm size are also 
liable to change. If carried to the aggregate, a change in technology 
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vill affect total farm numbers in similar ways: the average cost curve 
will shift and equilibrium input quantities and output prices and quanti­
ties will change. 
It can also be stated that any price changes, whether the change is 
in factor or product prices, will cause the cost curves and/or equilibrium 
quantities to change. Consequently, through marginal analysis and optimi­
zation of long-run profits under assumptions of perfect competition, it 
can be concluded that changes in the productivity of any input (capital 
or labor) or changes in prices (factor or output) have the potential to 
cause farm firms to expand or contract operations and thus the total 
.number of farm firms should change in size and number. 
Uncertainty, vertical coordination, tenure, and organizational struc­
ture also contribute to the determination of firm size and consequently 
aggregate farm "numbers. When a risk-averaging firm faces risk in "perfectly 
competitive" markets, the set of cost curves shifts upward, i.e., an 
additional element of "cost" is introduced into the firm's decision-making 
strategies because of the potential loss of income due to uncertain 
markets (16). In other words, the firm is generally willing to accept 
lower levels of income if that income is received with a higher degree of 
certainty because of the higher costs (i.e., potential losses) associated 
with higher, riskier incomes. A theoretically consistent alternative to 
accepting lower (but more certain) levels of income is to increase the 
plant size of the firm in order to achieve the desired income level. As 
an alternative reaction to risk, or maybe as a result of the desire to 
spread risk or capture additional profit, the firm may decide to integrate 
vertically or to enter into multiple-owner organizational structures. 
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Both of these mechanisms can help to mediate the risks inherent in agricul­
tural production by spreading those risks among other input development 
or output marketing processes. In a somewhat different vein, the tenure 
of a farm operator will affect his reaction to risk, as an older, estab­
lished farmer generally has lower debt-to-equity ratios and is thus more 
insulated from many financial risks. 
Because each of these eight factors can affect the cost curve pattern 
and thus equilibrium levels of inputs and outputs, each may influence the 
growth, entry, exit, and movement between size classes of farm firms. 
Perhaps the best-stated summary of the pressure on farm firms to 
change their organizational structure and/or operating size was stated by 
McDonald and Coffman: 
'Most of us have, as Jefferson foresaw, turned our hands to 
something else, and that will probably be the case in the future 
even more so than today. But our imaginations are still forged 
by the Jeffersonian ideal and its way of life — self-
sufficiency on a small acreage, fully owned, debt-free — even 
though that ideal is not much reflected in American agriculture 
today. The future, if present trends continue, will offer fewer 
opportunities to get started in fanning and the farm will 
represent less the pastoral way of life of the Jeffersonian 
ideal than a modem business — an immensely challenging 
business. 
Those are some of the inferences of what the future might be for 
U.S. agriculture. The basics can be summed up in two words: 
bigger, fewer. Big production from big farms. A little 
production from small and medium farms. Sharply fewer small and 
medium farms but more big farms. 
Those changes may come about as farmers continue to adapt to new 
technologies and market pressures and try to become ever more 
efficient. The changes will probably be more sophisticated 
also, as farmers evaluate, for example, the advantages of 
different ways of organizing the farm business and whether or 
not to invest in bigger, more complicated machines. Such 
changes, however, seem to be a continuation of, rather than a 
break with, the impetus of that initial rural exodus following 
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the Depression. To be profitable, farmers need to raise large 
crops with little labor, skillful management and great 
determination! (lïi 42, p. 1). 
The Markov Process 
Although the estimation procedures of the nonstationary Markov chain 
will be explained in detail in the second section of this dissertation, 
a review of the basic logic of a Markov process and an introduction to 
the estimation procedure will be presented here. Lin, Coffman and Penn 
summarized the basic outline of a stationary Markov process well: 
"The Markov chain process assumes that a population can be 
classified into various groups (S , S ,..., S ) and that 
movements between states over time can be regSrded as a 
stochastic process that can be quantified by probabilities. The 
states must be defined so that an individual can only be in one 
state at any point in time. A transition occurs when an 
individual shifts from one state to another. 
"A crucial step in the use of Markov processes is estimation 
of the transition probability — the probability of movement 
from one state to another in a specified time period. The 
transition probabilities. P.., can be expressed in the form of 
a transition matrix, P; 
(1) I 
s 
%  
s  p  ,  p  _  . . .  p  
n ni n2 nn 
(2) where 2P^^ = 1.0 and P^^ = 0, for ail i and j. 
"The elements of P (the P..) indicate the probability of moving 
from state S_ to S. in th&^next period. Since the elements of 
the matrix are noniegative and the sum of the elements in any 
row is unity, each row of the matrix is a probability vector, 
and P is a stochastic matrix. The matrix P, in combination with 
an. initial starting state completely defines a Markov chain 
process." (in 47, pp. 33, 34). 
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Although their discussion adequately describes a stationary Markov 
process, because of the changing nature of all of the economic variables 
noted in the previous subsection as affecting the firm size and structure 
of the production agriculture sector, a nonstationary Markov process is 
probably much more compatible theoretically with history and with the 
future. 
The conceptual difference between stationary and nonstationary 
Markov processes is a simple one. A nonstationary process assumes all of 
the properties listed by Lin, Coffman and Penn above, but further allows 
the probability transition matrix P to vary with time, i.e., it allows: 
^ 
The other major restrictions hold in expanded form: 
(4) ZP. = 1.0 
j 
(5) = 0 for all i,j and t 
Thus, the probability transition matrix retains its essential form, but 
is allowed to adapt to changing economic conditions. In essence, the 
nonstationary process recognizes that the underlying economic conditions 
which apply pressure on farm firms to adjust also change themselves. 
In its full generality, the mathematical specification of the 
nonstationary transition probability estimation problem can be written 
as: 
(6) y = 2^+u, p = 0 
(7) p = Zb + v, b = 0 
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where y is an (rT x 1) vector of proportions from t=l to t=T, X is 
2 
an (rT x r T) block-diagonal matrix of proportions from t=0 to t=T-l, p 
2 
is an (r T X 1) vector of variable transition probabilities, Z is an 
2 2 (r T x r M) block-diagonal matrix of exogenously specified variables, and 
2 
b is an (r M x 1) vector of parameters, r is the number of Markov states, 
T is the number of time periods, and M is the number of externally gen­
erated explanatory variables (26, pp. 191-120). (Further definition of 
matrix structure and its development is presented in Appendix A.) 
To solve for b, we must solve the quadratic programming problem 
(8) min w'w = (y - XZa^ + XZa^)' W ^ (y - XZa^ + XZa^) 
subject to: 
(9) RZa° - RZa^ = Î 
(10) Za - Za^ = 0 
(11) a^,a^ = 0 
where: 
(12) b = a^ - a^ 
(13) W = (XSS') + Z 
(14) Ew' = 0 
(15) Euu* = 2 
2 
and where R is an (rT x r T) matrix of r horizontally concatenated (rT x 
rT) identity matrices, and 1 is an (rT x 1) unit vector. The model (9) 
through (15) cannot be solved because the covariance matrix W is singular; 
Lee, Judge and Zellner specify how to reformulate the model in order to 
avoid this difficulty (26, pp. 73-81 and pp. 195-201). This reformulation 
involves deleting one of the columns of the transition matrix, i.e. rM of 
16 
2 
the r M b ,, regression coefficients and abbreviating all other matrices. 
Ijic 
Reformulated, the quadratic programming problem becomes 
(16) mln w*'w* = (y* - X*Z*c^ + X*Z*c^) ' W* ^ (y* - X*Z*c^-X*z*c^) 
subject to: 
(17) R*Z*c° - R*Z*c^ = 1 
(18) Z*c° - Z*c^ = 0 
(19) c°,c^ = 0 
(20) b* = c^ - c^ 
The appropriate sizes of the matrices are thus changed, y* is (r(r-l)T x 
1), X* is (r(r-2)T x r(r-l)T), Z* is r(r-l)T x r(r-l)M), c^ and c^ are 
(r(r-l)M X 1), W* is (r(r-l)T x r(r-l)T), R* is (rT x r(r-l)T), and b* is 
(r(r-l)M X 1). 
Problem Statement and Objectives 
Despite the attention given to the issue of the structure of agricul­
ture and, in turn, to the issue of the future numbers and sizes of farms 
and ranches, a knowledge gap still remains. The most promising method­
ology for predicting farm numbers by size class has not been applied in 
its fullest depth and most applicable form except by Zumbach (54). 
In that effort, several difficulties were noted in application of 
the nonstationary Markov estimation procedures. Further, severe data 
limitations were encountered when farm size classes were based on acreage 
per farm. Because of those data constraints, it was not possible to 
investigate fully the role that alternative economic variables have on 
the movement of farm firms between size classes. Specifically, although 
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price and cost changes have been major sources of uncertainty to farmers 
and ranchers and to the agricultural econony as a whole and thus to the 
structure and size distribution of farms and ranches, its influence was 
not e:q>licitly analyzed by Zumbach. 
Consequently, this research effort centers on three major objectives: 
1. To analyze in detail the Markov estimation process developed by 
Lee, Judge and Zellner (26) and to propose adjustments to the process to 
account for and/or correct problems encountered in realistically-sized 
application models. 
2. To describe corrections necessary to solve common large-scale 
quadratic programming problems using a widely accepted and available 
quadratic programming routine, because large-scale quadratic programming 
models must be used to solve Markov chain estimation procedures. 
3. To apply the most advanced and most promising methodology to the 
problem of projection of farm numbers by size class using published data 
(45) defining farm numbers by size class in terms of sales. Price and 
cost increases and other economic variables which affect movement between 
size classes will be analyzed. 
Although the three objectives may seem somewhat unrelated at first 
reading, the results generated under the first two are necessary to 
achieve the third. An adjustment in the Lee, Judge and Zellner technique 
is needed to maintain theoretical consistency, especially for research 
problems with limited data availability. Also, because Zumbach was the 
first to apply the Lee, Judge and Zellner technique to any problem larger 
than the examples in the textbook (26), application difficulties arose 
which were not wholly solved by Zumbach (54). Those application diffi­
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culties can be separated into two general categories. 
The first category is comprised of problems related to the model 
structure. The Lee, Judge, and Zellner technique would be enhanced if 
constraints could be added to either force the model to conform to external 
constraints (e.g., aggregate resource limitations) or to allow restrictions 
to be placed only on certain portions of the Markov probability transition 
matrix (e.g., a set of dumny variables representing a major external 
one-time shock or a change in national agricultural policy; or a regular 
but infrequent data series such as the Census) (25, 26). 
Furthermore, the model structure needs a set of restrictions to 
force the solution to remain in finite space, because of a peculiarity in 
the solution procedure for nonstationary Markov chains. Within the 
nonstationary estimation procedure, a stationary matrix b in equation 
(12) is estimated. Each element of that matrix may be positive, negative, 
or zero; however, the quadratic programming requires all solution values 
to be nonnegative.. Consequently, that matrix is estimated in two non-
negative parts which are subtracted from each other, as shown in equation 
(12). Although the objective function value and each element of b will 
always remain finite, it is possible (and in fact has occurred) that the 
elements of each matrix can cyle to infinite solutions. 
The second category centers on the computer packages commonly used 
to solve quadratic programming problems. The second objective (and the 
second paper of this dissertation) is directed at computational problems 
encountered in solving large-scale problems. 
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Explanation of Dissertation Format 
The Iowa State University Graduate College allows a dissertation to 
be presented in an alternative style to the traditional format. This 
dissertation is presented in that alternative format. Specifically, the 
dissertation is presented in four sections in addition to the General 
Introduction, Summary and Bibliography sections prescribed by the Graduate 
College. The three main sections of the dissertation are entitled: 
I. Estimation of Nonstationary Transition Probabilities From 
Aggregate Data: Revisited 
II. Linear Approximations of Quadratic Programming: Is the Exercise 
Justified? 
III. Projections of U.S. Farm Numbers by Size Class 
Sections one and three were the sole responsibility and original 
work of the candidate with the acknowledged assistance of his major 
professor. Dr. Michael D. Boehlje, and his Plan of Study committee. 
The second section was the major responsibility of the candidate with the 
collaboration of two agricultural economists involved with similar prob­
lems. Although originally applied to a different problem than that iden­
tified here, this section presents the solution to numerical problems 
encountered in the analysis of section III. The objectives of each paper 
are presented within the applicable section and also in the preceding 
subsection of this general introduction. The final major section of this 
dissertation is presented in the Appendices. Appendix A (which is pri­
marily drawn from Chapter 3 of Zumbach (54)) details the matrix 
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construction of the Lee, Judge, and Zellner (25) technique. Appendix 
B presents the data used in Section III. 
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ESTIMATION OF NONSTATIONARY TRANSITION PROBABILITIES 
FROM AGGREGATE DATA: REVISITED 
In 1977, Lee, Judge and Zellner published a revised edition of their 
book "Estimating the Parameters of the Markov Probability Model from 
Aggregate Time Series Data," (3), which more fully incorporated the 
estimation procedures for nonstationary Markov transition probabilities 
from the 1972 METROECONOMICA article by Lee and Judge (2). There remains, 
however, an error of omission in the specification of the nonstationary 
model. Other difficulties may also arise in the use of this procedure, 
problems whicH should not be interpreted as errors in the model formula­
tion (2). 
This paper will be divided into four subsections, the first adding 
another restriction to the model to insure feasibility. The remaining 
subsections will extend the model formulation to include additional 
restrictions that may be of value for particular applications. Each of 
these additional restrictions was applied to an empirical model of pro­
jecting farm numbers by size class in Libbia (4). The first and fourth 
were required in both Libbin (4) and Zumbach (5) to obtain feasible 
solutions. The last subsection discusses application difficulties. 
Another Restriction 
In its full generality, the mathematical specification of the non-
stationary transition probability estimation problem can be written as: 
(1) y = Xp + u, p = 0 
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(2) p = Zb + V, b = 0 
where y is an (rT x 1) vector of proportions from t=l to t=T, X is an (rT 
2 
X r T) block-diagonal matrix of proportions from t=0 to t=T-l, p is an 
2 2 
(r T X 1) vector of variable transition probabilities, Z is an (r T x 
2 
r M) block-diagonal matrix of exogenously specified explanatory variables 
2 1 
and b Is an (r m x 1) vector of parameters. r is the number of Markov 
states, T is the number of time periods and M is the number of externally 
generated explanatory variables. 
To solve for b, we must solve the quadratic programming problem 
(3) min w'w = (y - XZa^ + XZa^) ' W ^ (y - XZa^ + XZa^) 
subject to; 
(4) RZa° - RZa^ = 1 
(5) Za° - Za^ = 0 
(6) a^, a^ = 0 
where: 
(7) b = a^ - a^ 
(8) W = (XffiC)' + Z 
(9) Ew' = 0 
(10) Euu' = E 
2 
and where R is an (rT x r T) matrix of r horizontally concatenated (rT x 
rT) identity matrices and 1 is an (rT x I) unit vector. The 
The reader should refer to Lee, Judge and Zellner (3, pp. 191-201 
for further discussion on the structure of the matrices. 
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model (3) through (6) cannot be solved because the covariance matrix W is 
singular; Lee, Judge and Zellner specify how to reformulate the model in 
order to avoid this difficulty (3, pp. 73-81 and pp. 195-201). This 
reformulation involves deleting one of the columns of the transition 
2 
matrix, i.e. rM of the r M b , regression coefficients and abbreviating 
ijK 
all other matrices. Reformulated, the quadratic programming problem 
becomes 
(11) min w*'w* = (y* - X*Z*c^ + X*Z*c^) ' W* ^ (y* - X*Z*c^ + 
X*Z*c^) 
subject to: 
(12) R*Z*c° - R*Z*c^ = 1 
(13) Z*c — Z*c — 0 
(14) c°, c^ = 0 
(15) b* = c^ - c^ 
The appropriate sizes of the matrices are thus changed, y* is (r(r-l)T x 
1), X* is (r(r-l)T x r(r-l)T), Z* is (r(r-l)T x r(r-l)M), c^ and c^ are 
(r(-l)M X 1), W* is (r(r-l)T x r(r-l)T), R* is (rT x r(r-l)T), and b* is 
(r(r-l)M X 1). 
But, another problem remains. The restriction (16), from restriction 
(16) RZb = 1 
(4), forces infeasibility if M = 1, i.e. if no intercept term is included 
in equation (2) and only one exogenous explanatory variable is used. The 
infeasibility is not found in the abbreviated problem above. Nonetheless, 
the underlying problem of the ordinary least-squares estimator remains in 
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the generalized least-squares formulation, because equation (16) must be 
solved for the values b^ that were deleted in the abbreviation process. 
Since (16) is inconsistent if M=l, we must have another restriction 
(specified in (3)) in addition to restriction (16), i.e. 
(17) r\ ^ rT. 
The number of independently estimated parameters must not be greater than 
the number of observations. Thus, we must restrict M to be at least 2: 
(18) M = 2 
The proof that infeasibility results if M=1 can be shown by a simple 
example. Let M=1 and drop subscripts denoting M. Equation (16) requires 
n 
Z Z b.. = 1 
(19) RZb = 
j.i : « 
Z Z b . = 1 
j=l ^ 
, i=l,...,r 
Except in the extremely trivial cases where either 
(20) Z^ - Zg - . . . -
or (21) Z^ = 0 for all i except one. 
the restriction (19) cannot be solved. Abbreviating the model by deleting 
the last rM coefficients from b yields 
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r-1 
(22) R*Z*b* = Z Z b. =1 
j=l 
which is feasible, but to generate the remaining rM values of b, say b^, 
we must have 
(23) 1 - I Z b*.. = Z^b.O 
j=l e xj k 1 
Clearly, this equation is still infeasible except under the trivial 
situations noted in equations (20) and (21). Consequently, abbreviating 
the model only hides the infeasibility temporarily. If M=2 holds, we 
have 
which is feasible under all cases. 
External Constraints 
In many research applications of the estimation procedures listed 
above, it may be desirable to constrain the resulting predictions by 
factors other than X, y, Z and equations (4) to (6) to insure realism. 
For instance, in predicting farm numbers by size class, a total constraint 
on land in farms must not be violated. Constraint (4) will insure that 
the total number of farms remains constant (r=l is a dumny size class for 
zero acre farms), but it will not insure that total land in farms will 
remain constant or follow some exogenously specified time series. 
To account for such an external constraint, two options are avail­
able, both of which can be added to the quadratic programming formulation 
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through equation (25), or accounting for equation (2), equation (26) can 
be included in the model. 
(25) SYp = L 
N 
(26) SYZb = L 
N 
where S is a (T x rT) matrix of exogenously specified coefficients, Y is 
2 
an (rT x r T) block-diagonal matrix of proportions identical in form to X 
but running from t=l to t=T, L is a (T x 1) vector of t exogenously 
specified resource levels or right-hand-side values from t=l to t=T, 
and N is the aggregate number of observed values (since y, Y, and X 
are represented in proportion form, so must L). 
The matrix S has the form specified in equation (27); 
(27) S = , j=l,2,...,r 
j(l) 
'j(T) 
where s^ ^ is a (1 x rT) vector of the form 
®j(t) " ^ ®lj(t) • • • ®rj(t) ^ 
Each s^jrepresents the average size or amount (corresponding to the 
units of L/N). 
If a time series of values for L is not available or not desired, L 
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will be a vector of identical values and similarly. 
^j(l) ®j(2) 
= s 
j(T)' 
Nonsimultaneous Independent Variables 
Similar to the case described above, there may arise circumstances 
in which it is desirable to allow the elements of the Z matrix, the 
exogenous e3q>lanatory variables, to apply to only a certain Markov state 
or subset of states. Because of the block-diagonal structure of the Z 
2 
matrix (r submatrices Z, of size (T x M) are included in Z), the adapta­
tion of the estimation procedure to this special case is actually quite 
simple. Essentially, the adaptation is accomplished by simply allowing M 
(the number of externally generated explanatory variables) to be a variable 
2 2 
itself. Then, Z will be a (r T x r N) matrix where N is given by the 
expression (30) 
(30) N = 
where m^ is the number of explanatory variables which apply to the ith 
Markov state. 
The matrix Z will then have the structure given by expression (31), 
just as in the general model. However, Z^, Z^, . . ., Z^ will have 
(31) Z = 
Z 2 
r 
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dimensions (T x m ); Z , Z Z will have dimensions (T x m ); 
1 r+i T+Z 2r 2 
and so on for ail Z^ submatrices. 
Application Difficulties 
If the researcher finds that T is severely restricted by his data 
2 
source and r is limited by practicality, he stands in jeopardy of vio­
lating the restriction (17) because (18) must be adhered to. At this 
point, only a judgmental deletion of variables b. (possibly based on 
previous stationary runs) could correct the problem theoretically. 
However, if standard quadratic programming routines are used, prior 
deletions are not needed in order to solve for b, although the optimal 
solution will nonetheless adhere to (17). 
But, if a standard quadratic programming routine (such as the RAND 
QPF4/360 [1]) is used, an unbounded solution may be reached, since the 
feasible space for c^ and c^ is unbounded even though the objective 
function is not. To avoid this difficulty, the simple procedure (32) is 
sufficient to avoid cycling. 
(32) c*^ = C, = (min Z^^) i=l,...,rT 
where C is an (rT x 1) vector of arbitrary constants at least as great as 
the inverse of the smallest element of Z. 
For instance, Zumbach was forced to use U.S. Census of Agriculture 
data, which is available only at five-year intervals. Further, only data 
since 1935 could be used, imposing a limit of eight time periods from 
which to gather observations. 
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LINEAR APPROXIMATIONS OF QUADRATIC PROGRAMMING 
AND QUADRATIC PROGRAMMING ERRORS 
Quadratic programming formulations have become popular in agri­
cultural economics research at the industry and firm levels, through 
applications to resource allocation and pricing problems in which a less 
than perfectly elastic, linear demand function exists and to portfolio 
problems among others. Development of linear programming approximations 
to quadratic programming has been an important emphasis of methodlogical 
research in this area. The justification for such research was re­
cently stated by McCarl and Tice as "quadratic programming problems are 
more difficult to solve than linear programs and softward is not gen­
erally available for large quadratic programs" (13, p. 571). The list 
of linear programming approximators has become quite long: minimiza­
tion of total absolute deviations (MOTAD) (7), separable programming 
(19), marginal risk constraint programming (3, 4), grid linearization 
(6) and matrix diagonalization (13).^ 
These linear programming techniques can be justified other than as 
a substitute for quadratic programming. For example, MOTAD offers an 
alternative theoretical concept to the standard quadratic programming 
statistical assumption of minimization of squared deviations, and also 
Another linear programming routine, focus-loss constraing pro­
gramming (2), also addresses response to risk. However, its character­
istics and game theory basis are such that it should not be classified 
as a linear approximator. 
34 
offers important advantages if small samples must be used (20). In 
addition, these procedures may be useful in research problems for 
which the assumptions of quadratic programming are either too restric­
tive, inappropriate, or simply wrong. For example, a quadratic objec­
tive function would not be appropriate for aggregate models in which 
demand functions are not approximately linear while linear objective 
function formulations such as those presented by Duloy and Norton (6) 
may provide a better format to obtain a solution. 
As a substitute for quadratic programming, all the linear programming 
techniques have a major drawback—they are all approximations. An evalua­
tion of the justification for these techniques requires an evaluation of 
available quadratic programming software. This note does not contrast 
the techniques or the efficiency of any technique in particular. Each of 
the authors has presented a case for the efficiency of his approximator, 
and a cursory summary of those discussions will not do justice to the 
authors. Although most display a high degree of success when compared to 
quadratic programming solutions for small problems, they are nonetheless 
not perfect in predicting quadratic programing results. Furthermore, 
none have been fully compared to quadratic programming solutions of large 
models, mainly because of the basic premise that software did not exist 
for large matrices. 
The purpose of this note is to question the justification for con­
tinued research on linear approximations. Most of the major problems 
associated with quadratic programming have either already been solved, or 
can be avoided if the currently available codes are properly used. The 
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authors have found that problems with the solution of quadratic programs 
have been greatly exaggerated and question the allocation of scarce 
journal pages and other resources to the approximation issue. In sup­
porting these views, this note reviews widely available quadratic 
programming softward, discusses some ambiguities in the use of a par­
ticular package, RAND OPF4/360 (5), and presents some research exper­
iences in solutions of quadratic programs. 
Quadratic Programming Codes 
Several quadratic programming packages are readily available, but 
perhaps the most widely used include MPS-III QUAD (12), ZORILLA (17), 
and RAND QPF4/360 (5). MPS-III QUAD is an integral part of the MPS-III 
mathematical programming system now available through KETRON, INC., 
and ZORILLA is available from Iowa State University. ZORILLA is a 
stand-alone package which can handle large-scale problems (8), but does 
not have the parameterization routine used in deriving the E-V frontier 
which is widely used in portfolio analysis. Consequently, a series of 
prespecified levels of the risk aversion parameter must be programmed. 
That process, though not difficult to run, can be expensive since 
optimal bases cannot be saved from one run to use as a starting point 
for the next. A trial and error procedure is thus necessary to de­
termine the basis change solutions. 
MPS-III QUAD is an add-on feature to MPS-III, a linear programming 
package which "retains operational compatibility with MPS/360" (12, p. 
1-1), an IBM product (9). In fact, most of the control program 
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commands are identical to those used in MPS/360. The package has all 
of the flexibility and data display features which linear programming 
users are accustomed to. The package has not gained wide distribution 
because an institution must rent MPS-III in order to obtain QUAD, but 
MPS-III generally duplicates MPS/360 or MPSX, one of which is usually 
already in place. 
The final quadratic programming routine, RNAD QPF4/360, is avail­
able at nominal cost from the RAND Corporation in object deck form, or 
a source deck may be punched directly from the program listing in 
Cutler and Pass (5). In addition, it has a parametric routine. Be­
cause of these advantages, the Rand program has been the most widely-
used routine. However, a few ambiguities in the manual and two minor 
errors in the source deck have limited its use, especially in larger 
problems. Those difficulties will be discussed individually in the 
next section. 
Problems with RAND QPF4/360 
Covariance matrix input 
An ambiguity exists in reference to the input procedure for the 
cross-product terms in the quadratic portion of the objective function. 
Jenson and Piedrahita (10) discussed this ambiguity. They note that 
Cutler and Pass (5) utilize the following example in explaining the 
input procedure: "27i^ - SX^X^ + X^^ + 5X^X^ + ..." (10, p. 4). The 
input cards for the cross-product terms are similar, with the input for 
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being: "X^X^ - 3 (note that = 3/2)" (10, p. 4). The 
implication of this example is that the sum of the off-diagonal elements 
for specific cross-products in the quadratic matrix Q is inputed. The 
documentation supports this viewpoint and also states that the cross-
product terms can be entered separately: "For the Q matrix the user 
need not enter all the data since q_ = q^^- If i # j and values are 
entered for both terms, PQF4/360 stores the sum of the values correspond­
ing to q.. and q... Thus, the values entered might be q../2 and q../2" 
(10, pp. 4, 6). The specific ambiguity is: Is the proper input q„ and 
when both terms are entered as implied in the first quotation, or 
is the proper input qUj/2 and Çlj^/2 as implied by the last quotation? 
Alternatively, if one entry is made, is the sum to be entered or only 
one value? 
This ambiguity is easily resolved with a test solution for a small 
problem, whose solution can be derived externally. Two correct input 
procedures for off-diagonal elements exist: (1) enter both q„ and q.^ 
2 
or (2) enter 2 q„ with no input for qy^. 
2 
This feature arises from the input procedure in the program which 
adds the two data entries and replaces them by half their sum. This 
procedure is designed to guarantee a symmetric quadratic matrix. Su-
metry is required in the quadratic matrix portion of the objective 
function for all of the major quadratic programming algorithms. How­
ever, Sposito (16) proves that any nonsymmetric matrix B can be re­
written into a symmetric matrix D through a simple transofmration: 
D = (B + B')/2 (Lenma 7.10) (16, p. 191). That transformation can be 
shown to yield precisely the same objective function value, solution 
and shadow price interpretations. 
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Loss of flexibility 
RAND QPF4/360 has little of the flexibility users appreciate in 
commercial linear programming routines, especially data displays and 
in-job revision procedures. A small data management program, as 
described in Takayama and Batterham (18), may be written to convert 
RAND input into standard linear programming input to transform quadratic 
programming problems into a linear programming routine for editing 
data in the constraint matrix, right-hand-side vector, and linear ob­
jective function. This data management program, however, will not 
allow editing of the quadratic matrix or allow in-job coefficient re­
vision. If frequent revisions are required, the user will definitely 
experience a slow-down, since multiple runs will be required to make 
the coefficient revisions. 
Code errors 
Two very minor and easily correctable code errors exist in the 
source list presented in Cutler and Pass that allow the program to 
improperly match row names with right-hand-side data. These errors can 
be rectified if the user has a source deck available. Card number 
CAP1680 which presently reads DO 350 1=5, 2 (5, p. 68) should read 
DO 350 1=5, 2 and card number ODP-44- which presently reads 
KBCD2(NTAL+1) = KN2(21) (5, p. 81) should read KBCK2(NTAL+1) = KM2(21). 
Increasing program dimension defaults 
Program dimension defaults in the RAND QPF4/360 may be exceeded 
with large programs. However, the user can recompile the source deck 
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with desired limits on the four default variables—matrix entries, which 
is labeled A on cards MAIN0130 and BGN0050; and values of MINDMl, 
KENDM2, and MINDM3 (maximum dimensions for number of entries, number of 
columns, and number of rows, respectively) on card MAIN0350 (MINDMl must 
be exactly one-half of the value of A) . With judicious selection of 
these default values, the user can run any sized quadratic programming 
matrix up to the capacity of his computer. However, the defaults should 
not be set too large since core space is allocated on the basis of those 
default values. If several programs with variable• dimensions need to 
be solved, a useful procedure is to compile the program several times 
with different sets of default values. 
Program determination due to rounding error 
RAND QPF4/360 does not have the rounding error checks and correc­
tions included in modem linear programming software. Especially in the 
parametric routine, premature terminations associated with rounding 
error may be experienced. This problem can be circumvented by setting 
the initial value of the parameter L in the objective function at its 
final value in the terminated run rather than at the normal initial 
value of zero for a second run. Since the solution procedure is begun 
without previously accumulated rounding error, the remainder of the 
solutions of the E-V frontier can then be obtained. 
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Size of Problems with EAND QPF4/360 
Problems solved with RAND QPF4/360 in agricultural economics re­
search have largely been small, firm problems. Some recent studies, 
however, have demonstrated its size capacity. Barry and Willmann (1) 
had 24 activities with quadratic objective function values set within 
a much larger number of variables in their multiperiod firm growth 
model; intertemporal covariances were assumed to be zero so that a 
block diagonal quadratic matrix limited the solution requirements. 
Musser, Shurley, and Williams (14) had 45 activities with quadratic 
objective functions and all of the covariances were nonzero. Both of 
these studies successfully implemented the parametric routine. Even 
larger industry models also have been solved with the program. Tyan 
(21) solved a problem with 196 activities, 549 rows, and 4,645 nonzero 
entries in the covariance matrix. 
These studies and othes (22) definitely support the proposition 
that RAND QPF4/360 has the capacity to solve large empirical problems. 
Some problems larger than these studies may exceed the core capacity 
of available computers and therefore may require linear approximations. 
Although these models were successfully solved using quadratic program­
ming techniques, there remains a controversy over the efficacy and 
practicality of quadratic programming solutions to all large models. 
As noted by Johnson and Boehlj e (11), MOTAD can be shown to achieve 
the same theoretical ranking of solution variables as does QP. They 
argue that because the same theoretical ranking can be achieved 
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using standard and widely available linear programming routines, the 
linear approximators (expecially MOTAD) should retain a place in theoreti­
cal risk research. 
The RAND package is written in FORTRAN and is thus compatible with 
almost all main-frame computers. Because the package does not have many 
editing features and lacks the flexibility of linear programming routines, 
it is able to solve programming problems very quickly. 
Although CPU requirements are generally less for RAND QP solutions 
than for standard LP packages, core requirements can increase rapidly 
with matrix size, since the entire problem must be solved in internal 
memory. Consequently, a potential RAND user must determine whether his 
computer has the capacity and whether it is available to him before the 
RAND package or quadratic programming solutions are a viable option. A 
rough guideline for core requirements for the RAND package is to allow 
lOK for each thousand maximum matrix entries specified on card MAIN0130. 
Quadratic programming jobs will generally experience slower turn­
around because of the larger core requirements, despite lessened CPU 
needs. Although the dollar costs of each job will depend upon the charge 
structure of each computer installation, the potential RAND user must 
consider his charge structure, time required for job turnaround, and core 
availability before selecting either the RAND package or quadratic program­
ming. 
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Conclusions 
The conventional wisdom that inadequate quadratic programming soft­
ware exists is definitely inconsistent with the evidence on RAND QPF4/350 
presented in this paper. With a few revisions in the source deck, both 
large firm portfolio and competitive equilibrium problems can be solved. 
Quadratic programming codes other than those considered in this paper are 
also being used in agricultural economics research. If they have the 
same performance as RAND QPF4/360, the arguments presented here are 
further strengthened. 
Linear approximations may be useful in two situations. Quadratic 
programing models which exceed the core capacity of available computer 
systems may be solved with approximators. Additionally, users vrtio highly 
value the editing features of linear programming codes may prefer one of 
the approximators. In most research situations, however, quadratic pro­
gramming models can and should be solved with quadratic programming 
codes. Users of approximators have the burden of justification for the 
use of linear programming codes if they are used solely to approximate 
quadratic programing. 
The viability of RAND QPF4/360 for large problems suggests that 
future allocation of resources to development of linear approximations of 
quadratic programming may have doubtful payoff in solving agricultural 
economics problems. These resources can likely be more efficiently 
applied to more fundamental conceptual and applied problems in agri­
cultural economics. This proposition is not meant to eliminate methodo­
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logical research in this area—for example, Paris (15) made an important 
recent contribution to the solution of firm problems. However, fur­
ther development of more linear approximations would largely be a 
pedantic, mathematical exercise rather than useful agricultural eco­
nomics research. A concerted effort to develop a flexible, thoroughly 
tested quadratic programming code with comprehensive documentation and 
unambiguous instruction manuals may provide much more tangible bene­
fits. 
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PROJECTIONS OF U.S. FAEM NUMBERS 
BY SIZE CLASS 
The U.S. Department of Agriculture (USDA) has recently been involved 
in a major comprehensive research effort to analyze the potential future 
structure of agriculture. Numerous reports have been published concerning 
various phases of the structure issue, including U.S.D.A. (30) and Schertz 
and others (in 24). The structure of agriculture for the remaining years 
of the twentieth century is an issue crucial to farmers and ranchers, but 
it is also a crucial issue to consumers of food and fiber products and to 
the nation as a whole in that the structure of agriculture will affect the 
prices and availability of agricultural products and the level of exports 
(and thus the balance of trade). The eventual structure of agriculture 
will also affect public policy issues, including public land use, zoning, 
use of public works projects (e.g., the 160-acre limitation), concentra­
tion of agricultural land ownership and production, and ownership of 
agricultural lands by foreign and domestic absentee landlords. The 
questions concerning concentration of land ownership and absentee land­
lords give rise to another policy problem, that of the distribution of 
returns to the resources employed in agriculture, and thus the control of 
the agricultural industry. If the structure and control of U.S. agricul­
ture move away from the hands of owner-operators working within an open, 
dispersed industry, the long run ability to produce adequate supplies of 
inexpensive foodstuffs, to continue exporting large supplies, and to 
protect the basic land resources from degradation may be in jeopardy. 
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Projections concerned with structure and control should encompass a 
broad spectrum of the agricultural chain, including input industries, the 
production of raw commodities, and the marketing, processing, and distri­
bution industries, because the industries effect and are affected by the 
structure of agriculture. Although the general equilibrium approach 
would be optimal, investigations of the parts can lay the necessary 
groundwork to draw conclusions about the entire chain. A partial equilib­
rium approach should begin with an analysis of the basic production 
industry, because the entire agricultural chain depends on a healthy and 
viable primary production sector. Certainly the input and output indus­
tries will vary in size, number, location, and degree of specialization 
in some proportion to the size, number and location of farms, ranches and 
other production firms. For example, the managers of large, strong farms 
controlling thousands of acres of arable farmland will likely bypass 
local suppliers of chemical and other supplies, machinery dealers, and 
privately- or cooperatively-owned marketing firms and deal directly with 
regional or wholesale distributors and buyers. Similarly, if enough farm 
units are lost in specific areas, the local input supply retailers will 
be forced to dissolve in favor of regional distributors, a phenomenon 
that can now be observed in areas heavily pressured by urban expansion or 
in areas in which previously irrigated lands are going out of production. 
This paper will apply a recently-developed Markov chain estimation 
technique (15) to the problem of the projection of farm numbers by size 
class. The results of these projections should indicate future trends 
in the structure of agriculture. Published USDA data defining farm 
numbers by size class in terms of sales and USDA indexes of various 
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economic variables will be tested to determine the most critical 
factors which have forced agricultural producers to increase farm 
size. 
The following two sections of the study briefly outline the farm 
number and size changes that have taken place over the past 45 years 
and the economic motivation for those changes. The next two sections 
review previous research concerning farm numbers projections and the 
Markov chain estimation procedure developed by Lee, Judge, and Zellner 
(14, 15). The empirical model, results, and a broad set of conclu­
sions follow. 
Farm Numbers in a Historical Perspective 
By 1980, the number of U.S. farms and ranches had declined to 
2,428,000, down 4,384,000 firms from the peak of 6,812,000 in 1935. 
Although over 64 percent of the farms in business in 1935 have liqui­
dated, the total land in farms has remained nearly unchanged. As listed 
in the 1935 Census of Agriculture, 1,054,515,000 acres of land were in 
farms and ranches. That acreage has declined to 1,039,988,000, a decrease 
of only 1.4 percent, although land in farms reached a peak in 1950 of 
1,161,420,000 acres. By 1974, farms encompassing 1,000 acres or more 
numbered 154,937, representing 6.7 percent of all farms, as compared to 
88,662 farms of this size in 1935 or only 1.3 percent of all farms (31). 
Measuring the size of farms in terms of acres controlled, however, 
can lead to significant problems of comparability. The Census of Agri­
culture does not distinguish between farms and ranches and it defines a 
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farm as a place where agricultural operations were conducted during the 
year and the sale of agricultural products amounted, or normally would 
amount, to $1,000 (31), not in terms of acreage. Consequently, measur­
ing farm numbers in terms of amount of sales, rather than acreage, is 
theoretically more appealing. However, sales are not necessarily a 
good proxy for value of production because of inventory adjustments 
and because of purchases of livestock, feed, and other inputs. Fur­
ther, because sales volumes are determined on a nominal dollar basis, 
they are distorted by inflation. Unfortunately, data on farm numbers 
are not available in terms of either value of production or real dol­
lars. Consequently, it can be argued that controlling for price and 
cost changes while basing farm size definitions on sales classes is the 
best solution given the aggregate data available. 
Historical farm numbers data based on sales classes show the trend 
to fewer and larger farms even more starkly than acreage class data. 
In 1960, only 0.6 percent of all farms sold $100,000 or more in agri­
cultural products while by 1980 over 12 times as many farms (11.6 per­
cent) sold more than $100,000 of products. More importantly though, 
the 0.6 percent of farms selling $10,000 or more in 1960 accounted for 
17.3 percent of all cash receipts and 6.4 of all net farm income (before 
inventory adjustments). By 1980, similar sized farms represented 69.1 
percent of all cash receipts and 43.8 percent of all net farm income 
(24). Thus, although inflation may be the sole reason for some farms' 
movement from a small size class to a larger size class, it cannot 
explain the movement of all farms. 
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Economic Theory of Firm Movement 
Many factors can cause farm numbers as noted by Zumbach in a compre­
hensive review of the microeconomic dynamics of farm firm entry and exit. 
He listed eight primary factors which influence the growth, entry, exit, 
and movement between size classes of firms engaged in agricultural produc­
tion: productivity of capital, productivity of labor, factor prices, 
output prices, uncertainty, vertical coordination, tenure, and organiza-
tional'structure. Each of these factors applies pressure or is a reaction 
to pressure applied on a farm or ranch business to either expand or 
contract its operations (34). 
Microeconomic theory states that a change in technology implies that 
the marginal productivity of one or more of the inputs used in the firm's 
production process will change. Consequently, the minimum point of the 
average cost curve and equilibrium iaput and output quantities will 
change. If all inputs are variable, all measures of farm size are liable 
to change. Also, any factor or output price changes will cause cost 
curves and/or equilibrium quantities to change. Thus, changes in the 
productivity of any input or changes in any price have the potential to 
cause farm firms to expand or contract operations and to change in number. 
Uncertainty, vertical coordination, tenure, and organizational 
structure also contribute to the determination of firm sizes and numbers. 
When a risk-averting firm faces risk in "perfectly competitive" markets, 
the set of cost curves shifts upward (8). The firm is generally will­
ing to accept lower income levels if that income is received with a 
higher degree of certainty. A theoretically consistent alternative 
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to accepting more certain, lower incomes is to increase the firm's 
plant size to achieve the desired income. As an alternative reaction 
to risk, the firm may integrate vertically or enter into multiple-
ownership organizational structures. Conversely, the tenure of a farm 
operator will affect his reaction to risk, as a more established farmer 
is generally more insulated from many financial risks. 
Farm Size Projections 
The DSDA has recently emphasized the impact that the sizes and 
numbers of farm and ranch firms will have on the structure of the en­
tire agricultural chain, as evidenced by publications by Lin, Coffman, 
and Penn (in 28) , McDonald and Coffman (in 23) , and Lewis (in 29) . Several 
other researchers have specifically addressed the issue of projections 
of farm numbers (1, 2, 3, 4, 5, 7, 9, 11, 18, 19, 20, 21, 22, 34). 
Stavins and Stanton (22) extensively reviewed alternative methods 
for projecting farm numbers, and for a case study of New York dairy 
farms, directly compared results from nine distinct projection methods. 
These methods were compared on the basis of the square root of the sum 
of the squared deviations of predicted farm numbers versus actual data, 
a statistic proposed by Ching, Davulis, and Frick (2). Two of the 
three Markov procedures predicted most closely to actual, as calculated 
by the square root statistic. Another recent study (28) also predicted 
farm numbers to the year 2000 via alternative methods. Although this 
study did not directly compare estimated values with actual data, it 
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computed predictions using four general methods, but the final pro­
jections were based upon a judgmental analysis of the results of each 
of the four methods. 
As evidenced by the alternative procedures used in both the Lin, 
Coffman, and Penn (in 28) and Stavins and Stanton (22) studies and by the 
results generated by each, Markov chain processes have frequently been 
used for the projection of farm numbers. In fact, beginning with 
Judge and Swanson (9) in 1962, and since then Krenz (11), Hallberg (7), 
Daly, Dempsey, and Cobb (3), and Zumbach (34), in addition to the two 
comparative evaluation studies mentioned, much interest has been focused 
on the capabilities of the Markov chain in analysis of the movement 
of farm firms between size classes. Judge and Swanson (9) applied the 
maximum likelihood estimator technique to estimate the stationary 
transition probabilities in a Markov chain from micro data for swine 
farms that moved between size classes. It was suggested, though not 
done, that Markov chain models could be used to project the number of 
farm firms by size class in future time periods. 
The first effort to actually project the distribution of farm 
firms by size classes via a Markov chain was by Krenz (11) in 1964. 
At that time, statistical models had not yet been developed to permit 
direct estimation of transition probabilities of each element of the 
transition matrix based on assumptions concerning growth and movement 
of actual farm firms. Krenz thus projected the distribution of farm 
firms by size class into future time periods using a stationary (constant 
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through time), prespecified probability transition matrix. 
Similarly, Daly, Dempsey, and Cobb (3), Lin, Coffman, and Penn (in 
28), and Stavins and Stanton (22) made certain assumptions concerning 
movement of firms between various size classes and specified a sta­
tionary transition matrix. Those specified, though not statistically 
estimated, matrices were used to project farm numbers by size class. 
Hallberg (7) published the first paper which estimated nonsta-
tionary transition matrices for the movement of farm firms between 
size classes. However, Hallberg*s model did not include restrictions 
to require nonnegative transition probabilities or unit row sums in 
the transition matrix, thus violating many of the basic properties of 
Markov processes. Hallberg recognized the economic and mathematical 
importance of these two restrictions and reassigned values in the 
matrix which had originally been estimated via the least-squares re­
gression technique. 
In a series of articles and a textbook, Lee, Judge, Takayama, and 
Zellner added significant improvements to the Markov estimation pro­
cedure. Judge and Takayama (10) first developed a method to estimate 
regression parameters with inequality constraints using quadratic pro­
gramming techniques. Then, in three separate articles by Lee and 
Judge (12), Lee, Judge, and Takayama (13), and Lee, Judge, and Zellner 
(14), and a textbook by Lee, Judge, and Zellner (15), a theoretical 
and statistical foundation was laid which prescribes a method to esti­
mate both stationary and nonstationary parameters of the Markov prob­
ability model from aggregate time series data. This method eliminates 
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redundant parameters and directly estimates transition probabilities 
rather than relying upon judgmental assignments or adjustments. Zumbach 
(34) was the first to actually apply this technique to a realistic 
problem once two problems in the Lee, Judge, and Zellner (15) book were 
circumvented. However, because of data limitations, Zumbach (34) was 
forced to add judgmental constraints on certain elements of the prob­
ability transition matrix. 
The Markov Process 
In its full generality, the mathematical specification of the non-
stationary transition probability estimation problem can be written as: 
(1) y = Xp + u, p = 0 
(2) p = Zb + V, b = 0 
where y is an (rT x 1) vector of proportions from t=l to t=T, X is an (rT 
2 
X r T) block-diagonal matrix of proportions from t=0 to t=T-l, p is an 
2 2 
(r T X 1) vector of variable transition probabilities, Z is an (r T x 
2 
r M) block-diagonal matrix of exogenously specified variables and b is an 
2 
(r M X 1) vector of parameters, r is the number of Markov states, T is 
the number of time periods and M is the number of externally generated 
explanatory variables (14, pp. 191-201). 
To solve for b, we must solve the quadratic programming problem 
(3) min w'w = (y - XZa*^ + XZa^) ' W~^ (y - XZa*^ + XZa^) 
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subject to: 
0 1 > 
(4) RZa - RZa =1 
(5) Za° - Za^ = 0 
(6) a^,a^ = 0 
where: 
(7) b = a^ - a^ 
(8) W = (XÎ2X') + E 
(9) Ew' = 0 
(10) Euu* = Z 
2 
and where R is an (rT x r T) matrix of r horizontally concatenated (rT x 
rT) identity matrices and 1 is an (rT x 1) unit vector. The model (4) 
through (10) cannot be solved because the covariance matrix W is singular; 
Lee, Judge, and Zellner specify how to reformulate the model in order to 
avoid this difficulty (14, pp. 73-81, 195-201). This reformulation 
involves deleting one of the columns of the transition matrix, i.e. rM of 
2 
the r M b.regression coefficients and abbreviating all other matrices. 
After all transformations are made, the parameters of the model must 
conform to two additional restrictions to insure feasibility and consis­
tency: 
(11) r\ irT 
(12) M à2. 
57 
Empirical Model 
As noted earlier, each of the previous attempts to apply the Markov 
process to the problem of estimating and projecting farm numbers has en­
countered some major difficulty in deriving a solution. Some studies 
were not able to apply the Lee, Judge, and Zellner (14) technique to a 
U.S. aggregate problem, some encountered solution difficulties within 
the quadratic programming portion of the process, and some were bound 
by data limitations. Several of the model femulation and computational 
difficulties have been solved by Libbin (16), and by Libbin, Musser, and 
Martin (17). 
This study synthesized the results, problems, and advances of all 
of the previous reports to predict farm numbers by size class. Values 
of sales classes were chosen to represent size classes of farms, thus 
avoiding definitional questions of farms, ranches and nonland-based 
farming operations. Numbers of farms by value of sales class data have 
been estimated and reported annually by the TJSDA since 1960 (23) using 
Census of Agriculture (31) data as a base. In order to obtain a suffi­
ciently large number of annual observations for estimation by the Markov 
process with more than one independent variable, it was necessary to 
use the USDA estimates rather than Census of Agriculture data. 
Although 20 years of estimates of farm numbers by value of sales 
class is available, it was nonetheless necessary to aggregate those sales 
classes in order to comply with restriction equation (11). Data from 
1960 through 1979 were used in the estimator, thus T = 19 (T is equal to 
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om* less than the number of years of data). The vHliie of T «ets m cflp on 
the combined number of explanatory variables and size classes. If M was 
chosen to be two (the minimum according to equation (12)), the number of 
sales classes (r) could be no more than seven. To allow M to be equal to 
three would make it necessary to restrict r to six. If M was specified 
to be greater than three, the number of sales classes, r would be reduced 
to four or less. 
In an effort to make M as flexible and r as realistic as possible, M 
was chosen to be equal to three (one intercept plus two explanatory 
variables). Consequently, r was restricted to six. The six sales classes 
chosen were 1) $100,000 of sales or more, 2) between $40,000 and $99,999, 
3) between $10,000 and $39,999, 4) from $2,500 to $9,999, 5) less than 
$2,500 and 6) no sales. The zero or no sales category is necessary 
because of the structure of the Markov probability transition process. 
An equal total number of units must be present in every stage estimated, 
e.g. there must be an equal total number of farms present in each year 
estimated. But, since farm numbers decreased over the period 1960-1980, 
it was necessary to add a zero sales or "dummy" class to absorb the farms 
which were liquidated. 
Model parameters and structure 
The general nonstationary probability transition model specified in 
equations (1) and (2) was directly applied to the data and the problem of 
farm numbers estimation by setting y as the proportions of farm numbers 
in each sales class for the period 1961 to 1979 and x as the proportions 
of farm numbers from 1960 to 1978. The model was used to predict 1980 
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farm numbers (which were also known) as well as farther into the future. 
Although a stationary vector of transition probabilities, b, is estimated 
in equations (3) through (10) of the model, the set of nonstationary 
probability matrices comprised by p can be generated through post-solution 
multiplication by the expanded matrix of explanatory variables, Z, as shown 
in equation (2). 
Given the selection of M and r, via (11) and (12), the empirical 
model (1) and (2) would require dimensions determined by r=6, M=3, and 
T=19. Thus, y is a 114 x 1 vector, x is 114 x 684, and p is 684 x 1. Z 
is 684 X 108 and b is 108 x 1. Consequently, the model should yield 108 
regression parameter estimates for b which by post-multiplication with Z 
would yield 19 different probability transition matrices vectorized in p. 
However, the model must be solved as specified in equations (3) 
through (10). Matrix sizes needed would be: a^ and a^ (108 x 1), R (114 
X 684), W and (114 x 114), and (684 x 684). 
Explanatory variables 
In addition to the intercept term, two more explanatory variables 
were chosen for each Markov regression problem from a list of nine eco­
nomic indexes. The list of indexes was chosen primarily because each 
index corresponds to one of the major factors listed earlier as affecting 
growth, entry, exit, and size movement of farm firms. Additional reasons 
behind the selection of indexes included the availability of index data 
from published sources for the period covered by the model (1960 to 
1980). 
The explanatory indexes chosen were; 1) farm productivity, a ratio 
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of total farm output and total farm input (25), 2) prices paid by 
farmers for all commodities (26), 3) prices paid by farmers for all 
commodities, interest, taxes, and wages (26), 4) Consumer Price Index 
(26), 5) prices received by farmers for all commodities (26), 6) ratio 
of prices received to prices paid by farmers (26), 7) farm output, an 
index of combined volume of crop and livestock production (25), 8) real 
estate value used in agriculture (26), and 9) farm production per hour 
of labor (25). These nine indexes roughly describe Zumbach's (34) 
factors of capital and labor productivity, factor and output prices, 
and uncertainty (if the ratio of prices received to prices paid through 
time is assumed to describe some forms of risk). Unfortunately, little 
data and no long-term index could be found to describe vertical coordi­
nation, tenure, or organizational structure. 
Approximately 30 combinations of the nine indexes (including one, 
two, and three explanatory variables per equation) were applied to the 
Markov model in an attempt to find the set of indexes most important 
in explaining growth of fam firms over the last two decades. 
Empirical Results 
2 
The best 11 regression equations and their resultant R values 
are reported in table 1. In general, the index of prices paid by 
farmers for all commodities, interest, taxes, and wages outperformed 
the Consumer Price Index, and farm production per labor hour index out­
performed farm productivity. The worst predictors included farm in­
puts, farm output, the ratio of prices paid to prices received, and 
£• Si 
Table 1. Selected Independent variable combinations and R values 
Independent Variables^ 
Regression 
j.uu eiiueiLi. v  
Number 1 
ux  
Number 2 
1 Prices Paid by Farmers (Cl'fW) ^ Farm Production per Labor Hour .9722 
2 Consumer Price Index Farm Production per Labor Hour .9719 
3 Prices Paid (CITW)'' Farm Productivity .9688 
4 Real Estate Value Farm Productivity .9686 
5 Prices Received by Farmers Farm Productivity .9682 
6 Consumer Price Index Farm Productivity .9679 
7 Prices Paid (CITW)^ Farm Output .9677 
8 Prices Paid (Commodities) Farm Productivity .9676 
9 Farm Output Farm Productivity .9672 
10 Ratio of Prices Received to Prices Paid Farm Productivity .9632 
11 Ratio of Prices Received to Prices Paid Farm Output .9603 
^Sources of Indexes: 23, 24, 26. 
^Each regression Included an Intercept. 
^Prices paid by farmers (all commodities, interest, taxes and wages). 
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prices paid for commodities. Reasonably good, but not best, predictors 
included prices received by farmers and real estate values. In addi­
tion to providing the best statistical fit, regression 1 yielded the 
best visual fit. 
2 
Although there are only minute differences in the "R values among 
the 11 best regression equations shown in table 1, there is one over­
riding consistency: each of the top eight is dominated by one index 
reflecting price or cost changes over the period and one index reflecting 
productivity. Each of the 11 also included an intercept term. Further­
more, it can be generally stated that each of the nine indexes programmed 
was very close in explanatory power, as each one of the nine appears 
among the best 11 regressions. The basic combinations, however, retained 
one index or prices and one productivity index. 
2 No equation with one or two explanatory variables approached an R 
2 
value of 0.96 (the lowest 3-variable R statistic), thus it can be con­
cluded that there is no single element which has consistently determined 
the growth, entry, or exit of farm firms over the last two decades. 
Rather, a combination of factors has contributed to the decline of total 
farm numbers and movement in size of those remaining. 
The best prediction combination, prices paid by farmers and farm 
production per labor hour, reflects two of the most important factors 
affecting farm firm movement. The prices that farmers have been forced 
to pay for their inputs have escalated tremendously since 1960. The cash 
flow requirements, riskiness associated with larger amounts of capital 
needed, and a cost-price squeeze have forced many farmers to either 
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expand or to leave production agriculture. Additionally, to stay alive, 
farmers have had to increase productivity of assets employed, most impor­
tantly that of labor. Larger machinery is generally more expensive but 
also increases the amount of land that one manager can farm, thus produc­
tivity increases. 
The results of the best prediction combination, prices paid by 
farmers and farm production per labor hour are shown in tables 2 and 3 
and figures 1 through 5. An example probability transition matrix (a 
portion of p in equation (1)) for the 1976-77 period is shown in table 2. 
The matrix elements indicate the probability that a firm in state i in 
1976 will move to state j in 1977. For example, there is a 0.789 proba­
bility that a firm with sales between $2,500 and $9,999 (state or size 
Table 2. Probability transition matrix for 1976-77 
'ij 
^63 
Probability of Moving from State i to State i 
"il ^2 
CO 
^i4 'iS ^i6 
1 0 0 0 0 0 
0.286 0 0 0 0.714 0 
0 0 0.533 0 0 0.467 
0 0.019 0.789 0 0.192 0 
0.156 0.215 0 0.514 0.115 0 
0 0.013 0 0,148 0.069 0.770 
Table 3. Actual and predicted farm numbers by sales class, 1960-1980, 
1985 and 1990 
Farm Numbers by Size Class 
Year Index Values^ $100,000 or More $40.000 to $99,999 
Actual Predicted Actual Predicted 
1960 — 23 90 
1961 0.88 0.67 26 0 97 56 
1962 0.90 0.71 29 48 106 114 
1963 0.91 0.77 31 112 113 188 
1964 0.92 0.81 32 127 114 210 
1965 0.94 0.89 36 164 125 252 
1966 0.99 0.92 43 144 143 242 
1967 1.00 1.00 43 149 142 259 
1968 1.03 1.06 45 154 149 263 
1969 1.08 1.10 51 133 170 247 
1970 1.12 1.15 57 92 178 217 
1971 1.18 1.28 63 90 187 219 
1972 1.25 1.36 82 87 217 219 
1973 1.44 1.30 137 111 311 268 
1974 1.64 1.36 150 138 331 333 
1975 1.80 1.52 142 147 316 331 
1976 1.92 1.62 155 157 338 325 
1977 2.02 1.70 169 167 325 327 
1978 2.19 1.82 216 222 348 360 
1979 2.50 1.98 268 264 377 369 
1980 2.53 2.10 282 269 383 370 
1985 3.35 3.05 283 382 
1990 4.28 4.50 307 398 
®1967 = 100. 
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Farm Numbers by Size Class 
$10,000 to $39,999 $2,500 to $9,000 Less than $2,500 Total 
Actual Predicted Actual Predicted Actual Predicted Actual Predicted 
724 1,277 — 1,849 3,963 
732 715 1,201 1,224 1,769 1,890 3,825 3,885 
747 730 1,122 1,090 1,688 1,733 3,692 3,715 
758 787 1.052 918 1,618 1,467 3,572 3,472 
750 799 1,003 844 1,558 1,367 3,457 3,347 
744 829 969 759 1,482 1,168 3,356 3,172 
749 782 933 771 1,389 1,233 3,257 3,172 
730 840 905 696 1,342 1,038 3,162 2,982 
721 773 876 721 1,280 1,076 3,071 2,987 
730 712 849 757 1,200 1,158 3,000 3,007 
716 741 825 752 1,173 1,110 2,949 2,912 
703 721 803 768 1,146 1,043 2,902 2,841 
688 673 764 794 1,109 1,076 2,860 2,849 
667 631 675 741 1,033 1,164 2,823 2,915 
657 636 649 650 1,008 1,075 2,795 2,832 
652 653 652 628 1,005 941 2,767 2,700 
642 642 625 641 978 851 2,738 2,616 
608 637 624 627 730 797 2,456 2,555 
591 521 647 659 634 791 2,436 2,553 
573 623 678 659 534 432 2,430 2,347 
570 615 684 675 509 413 2,428 2,342 
— 516 596 339 2,116 
— 452 543 —— 234 1,934 
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Figure 5. Actual and predicted farm numbers, size class 5, 1961-1979 
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class 4) in 1976 would move to sales between $10,000 and $39,999 (state 
or size class 3) in 1977- This nonstationary transition matrix was 
generated from a multiplication of the nonstationary probability transi­
tion matrix b and the vector of explanatory variables for 1977 (equa­
tion 2) ). 
Except for size class 3, which indicates that nearly half of the 
farms in that size class were liquidated while the other half remained in 
that size class, the elements show a high probability of increasing in 
size. Very few new farms started operation in this period (P ), 77 
oj 
percent of all "zero sales" farms remained nonexistent, although 7 percent 
moved into sales class 5, 15 percent moved into sales class 4 and 1 
percent moved all the way to sales class 2. On the opposite end, all 
farms with sales of more than $100,000 remained in that largest category. 
In addition to the questionable result that nearly half of sales 
class 3 farms were liquidated (P ), other probabilities shown in table 2 jO 
seem suspicious, particularly P„„, P._, and P,,. P.., P^., and P,. were 
ZZ 23 44 22 3 j 44 
each expected to be relatively large, indicating a general tendency to 
remain in the same sales class. However, farms in sales class 2 dropped 
to the smallest non-zero class in significant nimbers and nearly half of 
the farms in class 3 dropped out of production while nearly all of the 
farms in class 4 increased in size to class 3. The growth of class 4 
farms would seem reasonable if it was not as high as 78.9 percent, as 
would some smaller dissolution of classes 2 and 3 farms. The magnitude 
of shift indicated for these transition probabilities in table 2 does not 
seem to have any basis except for enhancement of statistical results. 
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Each of these probabilities could be restricted to enhance economic 
justifiability at the expense of some statistical reliability; how­
ever, no such judgments were placed on the model during this study. 
Although these few probabilities (Pgg, P25» ^33» ^36* ^43' 
do not seem realistic, the overall results shown in tables 1 and 
2 indicate that the model is tracking aggregate movements quite ac­
curately. A general interpretation of the regression estimates pre­
sented in table 2 must consider the statistical significance of each 
parameter as well as the overall significance. Although the complete 
2 
model showed a high multiple correlation coefficient (R = 0.9722), 
each individual transition estimate may or may not be significant. 
Unfortunately, the use of the quadratic programming technique in esti­
mation of the transition matrix, instead of standard regression pack­
ages, does not easily lend itself to tests of significance of the 
parameter estimates. Consequently, unless these tests are carried out 
in full, the direct interpretation of each parameter must be cautioned 
by the potential lack of significance. 
Many of the problems with Markov chain estimation, and the re­
liability of each transition probability, are caused by scaling effects 
and by the dominant concern of regression techniques to absolutely 
minimize sqaured deviations. Scaling is somewhat of a problem because 
of the very large numbers of farms in the smaller size classes and the 
small numbers in the larger size classes. Despite the few odd numbers 
in the probability transition matrix for each year, the overall reli­
ability of the procedure remains solid, as evidenced by the results 
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shown in table 3 and figures 1 through 5. 
The performance of the entire set of probability transition matrices 
is Indicated in table 3 and in figures 1 through 5 by comparing predicted 
results with actual values. Each size class was tracked closely, with the 
exception of the 1963 through 1969 period, for the three largest sales 
classes. The wide prediction errors evident in the larger sales classes 
in the 1963-69 periods were caused by a very low number of farms in those 
size classes over those time periods. Furthermore, the Markov model tends 
to trend upon itself until overwhelmed with evidence to change direction. 
Consequently, the results for the 1963-69 period are overstated due to the 
small proportion of farms in the larger sales classes during the period 
and because the Markov process tries to "smooth" variations in data. The 
prediction error for total farm numbers amounted to only -3.5 percent by the 
end of the period for which data are currently available. 
Projections of farm numbers by value of sales class to the year 2000 
are also presented in table 3. Based upon prevailing economic projections 
from numerous private and public economists, the index of prices paid was 
assumed to increase at a rate of five percent per year. A simple regres­
sion equation of labor productivity indicates that the farm production per 
labor hour index will increase at an average annual rate of 6.5 percent. 
The projections indicate that there will be 1.934 million farms by 2000, 
with the farms predominantly moving toward the largest two size classes, 
i.e., sales of $40,000 or more annually. 
A rapid decline in farms with sales less than $2,500 is predicted. 
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and a significant although less rapid decline is predicted for farms with 
sales between $2,500 and $39,999. These three sales classes show a total 
of 1,229,000 farms in 1990, or 63.5 percent of the total number of farms, 
as compared to 97.1 percent of the total in 1960 and 72.6 percent in 
1980. The $40,000 to $99,999 sales class shows a moderate increase 
through 1990, but the most dramatic increase occurs in the $100,000-plus 
class. The largest category accounted for 0.6 percent of total farms in 
1960, 1.93 percent in 1970, 11.6 percent in 1980 and is projected to 
account for 15.9 percent in 1990. 
Summary and Conclusions 
The opportunity to project farm numbers is greatly enhanced by the 
ability to note growth of those farms or movement between size classes. 
The Markov transition probability process has been shown in earlier 
studies as well as this effort to allow prediction of farm numbers by 
size class at the aggregate level. The Lee, Judge and Zellner technique, 
modified slightly, can be readily adapted to this problem (15). 
Long-run implications 
Model results indicate that the historical decline in farm numbers 
will continue to a level of two million farms by 1990. The decline in 
farm numbers is closely tied to growth of remaining firms. As those 
farms grow and prosper, smaller units will be lost. The primary factors 
causing or allowing firms to grow in size include increases in prices 
that farmers must pay for inputs and increased productivity of those 
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inputs, especially their own labor. Cost increases pose a triple threat 
to farmers, through increased cost of production, through increased 
uncertainty and through a declining ratio of prices received to prices 
paid. One method of handling these threats has been to increase the size 
of the operation to make better use of existing resources, especially the 
labor and managerial ability of the operator. Although labor productivity 
increases might be considered to be an effect rather than a cause of a 
trend to fewer and larger farms, the excess capacity embodied in farm 
operators and their ability to leam efficient methods, adopt new tech­
nology and expand their managerial abilities indicate, that farm operators 
must and will continue to leam and expand if current macroeconomic 
trends persist. 
The results of this study indicate a continuing trend toward fewer, 
larger farms. Although much of the increase in size, as measured by 
gross sales, is caused by increases in prices received rather than real 
growth throughout the 1960-1990 period, there has been real growth as 
well. Fewer total farms on a relatively constant land base and various 
indeces of real input growth indicate that farms are intensifying produc­
tion and that the units are growing in terms of total resources controlled 
(24, 25). Consequently, the future structure of agriculture will be one 
of further concentration. Entry into the primary production will become 
more difficult. 
Typically, larger farms increase their proportion of purchased in­
puts (25). Although more purchased inputs, both supplies and durable goods 
will be used, the further concentration of agriculture may indicate de­
creased needs for small, local agribusinesses as larger farmers seek 
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quantity discounts through direct-to-manufacturer or wholesaler pur­
chases. However, increased input purchases would indicate long-term 
expansion of input manufacturing. 
Furthermore, increased productivity should indicate a continued 
trend of low food prices and a low index of prices received to prices 
paid by farmers, mainly because demand for agricultural commodities has 
shifted more slowly than supply has increased or been projected to in­
crease. However, a prevailing thought among many agricultural econo­
mists is that the United States may be nearing its productive capacity. 
If that proves to be true, the decline in farm numbers will likely not 
be as severe as predicted here and consequently higher real food prices 
may be forthcoming. 
Local or regional structure 
To more definitively answer more localized questions of farm struc­
ture and numbers, an expanded data base is necessary. Because of the 
definitional problems of farms vs. ranches vs. nonland based operations 
as noted earlier and because of problems caused by specialization in 
feedyards, dairies, and fruit and nut orchards, agricultural producers 
do not respond to changing conditions in the same manner. 
Although disclosure problems as well as the cost of collecting 
data would probably make a greatly expanded data base impractical, if 
less aggregated data classified by size and type operation were avail­
able, more accurate and locally meaningful projections could be made 
using Markov chain processes. Specifically, if sales class data for 
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states or even substate regions categorizing such commodity orientations 
as ranches, dairies, feedyards, vegetables, fruit or nut orchards, grains 
and cotton, nonland based hog and fish farms, and other allotment crops, 
were available, more reliable projections could be made regarding the 
national as well as local future structure of agriculture. 
Further research 
The Markov chain process has been shown by this study and others 
to provide a good and theoretically consistent set of farm numbers pro­
jections. However, the lack of disaggregated data over a long time span 
limits the number of variables and the refinement of classes and types 
of farming operations which can be analyzed. If more data were avail­
able, however, a revised quadratic programming code that could process 
tableaus using peripheral storage devices might become necessary because 
of the tremendous expansion of matrix sizes required by the Lee, Judge, 
and Zellner estimation technique (14). 
Another area of additional research that should be pursued is the 
development of alternative measures of farm size, specifically focusing 
on net income and on defining farm sizes in real rather than nominal 
dollar classes. Although it has been expressed several times that 
classifying farms based upon sales classes is superior to classifica­
tions based on acreage, because of the various requirements of different 
farming types, sales class categories do not necessarily correspond 
directly to net income categories. For example, feedlot operations 
typically have high sales relative to net income because of the large 
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amount of purchased feeder livestock. 
Additional model formulations and extensions offer potential areas 
for further research. The first reformulations should consider the ap­
plication of distributional weights to the least-squares estimation pro­
cedure. In standard ordinary least-squares techniques, each squared 
deviation is given equal weight. But, in models which exhibit scaling 
problems, such as the model presented in this paper, a scheme to 
selectively penalize certain deviations might improve the reliability 
of individual probability transition estimates and the tracking ability 
within each state of nature. For example, in this paper it was noted 
that size classes having a vezry small proportion of total farm numbers 
showed poor results during the 1963-69 time period. As the model mini­
mized the unweighted sum of squared deviations, predictions for the size 
classes having small proportions (thus relatively unimportant to the 
whole) were allowed to vary widely from the actual numbers. If the 
squared deviations within those size classes were weighted more heavily 
than those of the size classes with large proportions, the overstating 
effects could be minimized. 
A further, rather simple, extension of this model could be used 
to address the issue of probability of survival of an existing farm. A 
cumulative frequency distribution calculated near the end of the pre­
diction horizon would allow estimation of the probability that a farm 
in a given size class would remain at the same size or grow larger. 
Once this frequency distribution was known, it could be used to identify 
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the m-fn-irnirm farm size necessary for survival or growth within a given 
confidence interval. 
Finally, because the Lee, Judge, and Zellner (14, 15) technique 
is quite cumbersome due to the need to reprogram matrix generation codes, 
a sensitivity analysis was not performed on the elements of the non-
stationary probability transition matrix or on the projections. If 
long-run planning was to take place on the basis of a similar Markov 
chain model, a large amount of the research budget should be applied to 
the development of matrix generation and report writing codes to enable 
the research to explore many combinations of explanatory variables, 
projections of those explanatory variables, and other assumptions. 
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GENERAL SUMMARY 
The structure of agriculture for the remaining years of the twentieth 
century is an issue crucial to farmers and ranchers. But it is also a 
crucial issue to consumers of food and fiber products and to the nation 
as a whole in that the structure of agriculture will affect the prices 
and availability of agricultural products and the level of exports (and 
thus the balance of trade). 
Projections concerned with structure must encompass a broad spectrum 
of the agricultural chain including input industries, the production of 
raw commodities, and the marketing, processing and distribution indus­
tries because these industries effect and are affected by the structure 
of agriculture. However, the entire agricultural chain depends on a 
healthy and viable primary production sector. Certainly the input and 
output industries will vary in size, number and degree of specialization 
in some proportion to the size, number and location of farms, ranches and 
other production firms. 
Farm Size Projections 
USDA and other agricultural economists have recently emphasized the 
impact that the sizes and numbers of farm and ranch firms will have on 
the structure of the entire agricultural chain. Much interest has been 
devoted to Markov chain processes in comparative evaluation research on 
the projection of farm numbers and analysis of the movement of farm firms 
between size classes. 
84 
In a series of articles and a textbook. (23, 24, 25 and 26), Lee, 
Judge, Takayama and Zellner combined to add a significant improvement to 
the Markov estimation procedure. A method to estimate regression param­
eters with inequality constraints using quadratic programming techniques 
was developed. Then, a base of strategies and procedures for the solution 
of probability transition matrices were developed. A theoretical and 
statistical foundation was thus laid which prescribes a method to estimate 
both stationary and nonstationary parameters of the Markov probability 
model from aggregate time series data; a method -vrtiich eliminates rudundant 
parameters and directly estimates transition probabilities rather than 
relying upon judgemental assignments or adjustments. Once two problems 
in the Lee, Judge and Zellner book were circumvented and several quadratic 
programming computational problems were corrected, the procedure could be 
applied to large-scale problems (26). 
Applications 
Each of the previous attempts to apply the Markov process to the 
problem of estimating and projecting farm numbers has encounted some 
major difficulty in deriving a solution. Several of the model formu­
lation and computational difficulties, such as the addition of a feasi­
bility restriction, external constraints, cycling difficulties and com­
puter algorithms, have been solved in the first two papers of this study. 
This study synthesized the results, problems and advances of previous 
reports to predict farm numbers by size class. Values of sales classes 
were chosen to represent size classes of farms, thus avoiding definitional 
questions of farms, ranches and nonland based farming operations. In 
order to obtain a sufficiently large number of annual observations for 
estimation by the Markov process with more than one independent variable, 
it was necessary to use the USDA estimates rather than Census of Agricul­
ture data. It was also necessary to restrict the number of sales classes 
(r) to six. The six size classes chosen were 1) $100,000 of sales or 
more, 2) between $40,000 and $99,999, 3) between 10,000 and $39,999, 4) 
from $2,500 to $9,999, 5) less than $2,500 and 6) no sales. The zero or 
no sales category is necessary because the structure of the Markov proba­
bility transition process requires that there must be an equal number of 
farms present in each year estimated. 
A series of USDA indexes were chosen for explanatory variables in 
the Markov regression problem. Approximately 30 combinations of nine 
different indexes were applied to the Markov model, including prices paid 
by farmers for all commodities; prices paid by farmers for all commodities, 
interest, taxes and wages; the Consumer Price Index; prices received by 
farmers for all commodities; ratio of prices received to prices paid by 
farmers; farm output; real estate value; farm production per hour of 
labor; and farm inputs. In general, the index of prices paid by farmers 
for all commodities, interest taxes and wages outperformed the Consumer 
Price Index, and Farm Production per labor hour index outperformed farm 
productivity in terms of overall reliability of the estimates. Each size 
class was tracked closely by the best estimator. 
Projections of farm numbers by value of sales class to 1990 were 
also presented. The projections indicate that there will be about two 
million farms by 1990, with the farms predominantly moving toward the 
largest two size classes, i.e. sales of $40,000 or more annually. Approx-
mately 37 percent of all farms in 1990 are projected to sell more than 
$40,000 per year (16 percent over $100,000 and 21 percent between $40,000 
and $100,000), with 23 percent selling between $10,000 and $40,000, 28 
percent between $2,500 and $10,000, and only 12 percent under $2,300. 
Conclusions 
Model results indicate that the historical decline in farm numbers 
will continue to a level of about two million farms by 1990. The farm 
numbers are closely tied to growth of remaining firms. The primary 
factors causing or allowing firms to grow in size include increases in 
the prices that farmers must pay for inputs and increased productivity of 
those inputs, especially their own labor. Relative price changes pose 
several problems for farmers, through increased cost of production, 
through increased uncertainty of future problems and through a declining 
ratio of prices received to prices paid. One method of handling these 
threats has been to increase the size of the operation to make better use 
of existing resources, especially the labor and managerial ability of the 
operator. 
The results of this study indicate a continuing trend toward fewer, 
larger farms. Although much of the increase in size is caused by increases 
in prices received rather than real growth throughout the 1960-1990 
period, there has been real growth as well. Fewer total farms on a 
relatively constant land base and various indeces of real input growth 
indicate that farms are intensifying production and that the units are 
growing in terms of total resources controlled. Consequently, the future 
structure of agriculture will be one of further concentration. Entry 
into the primary production will become more difficult. Although more 
purchased inputs, both supplies and durable goods, will be used, the 
further concentration of agriculture may indicate decreased needs for 
small, local agribusinesses. However, increased input purchases would 
indicate long-term expansion of input manufacturing. Furthermore, increased 
productivity should indicate a continued trend of low food prices and a 
low index of prices received to prices paid by farmers. However, if the 
United States is actually nearing its productive capacity, the decline in 
farm numbers will not be as severe and real food prices may actually 
rise. 
To more definitively answer more localized questions of farm struc­
ture and numbers, an expanded data base is necessary. Because of the 
definitional problems of farms vs. ranches vs. nonland based operations 
as noted earlier and because of problems caused by specialization in 
feedyards, dairies, and fruit and nut orchards, agricultural producers do 
not respond to changing conditions in the same manner. If state level 
data classified by size and type operation were available, more accurate 
and locally meaningful projections could be made using Markov chain 
processes. 
The opportunity to project farm numbers is greatly enhanced by the 
ability to note growth of those farms or movement between size classes. 
The Markov chain process has been shown by this study and others to 
provide a good and theoretically consistent set of farm numbers projec­
tions. However, the lack of disaggregated data over a long time span 
limits the number of variables and the refinement of classes and types of 
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farming operations which can be analyzed. If more data were available, 
however, a revised quadratic programming code that could process tableaus 
using peripheral storage devices might become necessary because of the 
tremendous expansion of matrix sizes required by the Lee, Judge, and 
Zellner estimation technique (25). 
Another area of additional research that should be pursued is the 
development of alternative measures of farm size, specifically focusing 
on net income. Although it has been expressed several times that classi­
fying farms based upon sales classes is superior to classifications based 
on acreage, because of the various requirements of different farming 
types, sales class categories do not necessarily correspond directly to 
net income categories. For example, feedlot operations typically have 
high sales relative to net income because of the large amount of purchased 
feeder livestock. 
Additional model formulations and extensions offer potential areas 
for further reserach. The first reformulations should consider the 
application of distributional weights to the least-squares estimation 
procedure. If the squared deviations within size classes having small 
proportions were weighted more heavily than those of the size classes 
with large proportions, overstating effects could be minimized. 
A further, rather simple, extension of this model could be used 
to address the issue of probability of survival of an existing farm. 
A cumulative frequency distribution calculated near the end of the pre­
diction horizon would allow estimation of the probability that a farm 
in a given size class would remain at the same size or grow larger. 
Once this frequency distribution was known, it could be used to identify 
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the mirtimm farm size necessary for survival or growth within a given 
confidence interval. 
Finally, because the Lee, Judge, and Zellner (25, 26) technique is 
quite cumbersome due to the need to reprogram matrix generation codes, 
a sensitivity analysis was not performed on the elements of the non-
stationary probability transition matrix or on the projections. If 
long-run planning was to take place on the basis of a similar Markov 
chain model, a large amount of the research budget should be applied 
to the development of matrix generation and report writing codes to 
enable the researcher to explore many combinations of explanatory var­
iables, projections of those explanatory variables, and other assump­
tions. 
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APPENDIX A: MODEL STRUCTURE 
The probability transition matrix is the center of all Markov 
processes. According to Zimbach, the elements of the probability 
transition matrix are: 
"individual probabilities of moving from one state to another during 
a specified time period. The transition matrix is multiplied by a 
column vector which contains the distribution of an economic variable 
of interest by state for a specified time period. The result is a 
column vector which contains the distribution of the economic vari­
able by state and time period e + 1" (54, p. 62). 
For the problem of farm firm movement between size classes, the probabil­
ity transition matrix P will be of size r x r, where 
^ " ^11 ^12 • * • ^Ir 
(1) ^21 ^22 ' ' ' P2r 
^rl ^r2 • • • ^rr 
r is the number of Markov states (size classes). Each P^^ represents the 
probability of moving from size class i to size class j during a specific 
time period. If is the vector of farm firms by size class in the 
initial period, then X^P is 
(2) - Xj 
the distribution of farm firms by size class in time period 1. 
The matrix P and thus the probabilities P^^ must conform to several 
conditions : 
(3) P^^ = 0 for each i and j. 
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(4) z = 1 for each i. 
j=l 
The estimation of a nonstationary probability transition matrix from 
aggregate data can be summarized as:^ 
"The assumption of stationary transition probabilities may not be 
appropriate for a model which traces the movement of firms between size 
classes in future time periods. Exogenous variables such as changes in 
technology, shifts in the demand and supply functions for the industry's 
output, shifts in the supply and demand functions for factors of produc­
tion can all impact on the probability of an occurrence of a particular 
outcome in any one time period in a sequence of time periods. Therefore, 
it might be assumed that the transitional probabilities are functions of 
explanatory variables and that the transition probabilities change as the 
explanatory variables change. 
The nonstationary Markov Process Model is essentially the same as 
the stationary model. The principal difference is that a transition 
matrix is estimated for each time period by applying a predetermined 
functional relationship between specified explanatory variables in each 
time period and each of the transition probabilities. 
Assume that the number of movements from state i to state j during 
time period t is determined by exogenous variables for (i = 1, . . ., 
m) and the number of micro elements in state i in the previous time per­
iod is determined by the following functional relationship: 
^ijt = *ij(t-l) ^ ij ' ^mt^ 
The following section, written by Zumbach, has been modified to cor­
respond to equation numbers and references in this dissertation. 
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As suggested by Hallberg (3) and Lee and Judge (23), the transition 
probabilities may be described as a function of the 's. 
'ijt -
The model as formulated by Lee and Judge shall be set forth in 
detail. The functional relationship between the P^.'s and z's is as 
follows ; 
Pijt - \jO " ' \sm\t * 
"ijt 
The error term has the following characteristics: 
(4) E(v_^) = 0, or for all t written as 
E(Vi^) = 0 
and. 
(5) 
Assume that the explanatory variables have been observed for T time 
periods. Equation (3) can be written in matrix equation form for all T 
time periods as follows: 
(6) Py - Z bjj + 
(7) Z is a (T X m + 1) matrix, which consists of the observed 
level of each of the m explanatory variables in each of the T time periods 
and a column vector of ones for where t = 1, 2, . . . T. 
z_ Z . , . . Z 01 11 ml 
z _ Z z 
02 12 m2 
^OT "iT • ' 
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is a (T X 1) vector consisting of the estimate of the transition 
probability p^, in each of the T time periods. 
'ijl 
• ± 2 2  
^ijT 
b^j is a (m + 1 X 1) matrix consisting of the parameters for each of 
the m explanatory variables and the intercept term. The parameter b 
ijk 
embod.ies the functional relationship between the and 
'ijl 
13m 
v^j is a (T X 1) vector of the error terms which correspond to each 
of the p.,'s in each of the T time periods. 
'ijl 
^ijT 
The assumptions concerning the error term are as follows: 
(8) 
(9) 
E(v^j) = 0, and 
Where is a (T x T) matrix consisting of the elements as specified in 
(10) and (11). 
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(10) 
filial " Pjil) 
*il 
*i(T-l) 
for t = t' 
(11) «Ik = 
"^lil ^Ikl 
iO 
Pii2 ^ ik2 
*il 
i(T-l) 
for t ^ t 
The expanded model in compact matrix notation is as follows: 
(12) p = ZB + V 
2 
p is a (r T X 1) vector of the variable transition probabilities 
"«f 
(13) p = with Pj % and Pj,j 
^ijT 
2 2 
Z is a [r T X r (m + 1)] block diagonal matrix of the form; 
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(14) z = 
Z 2 
r 
Where Z. is of the form as set forth in (7). Each Z. is a [Txm + 1] 
matrix which contains a column vector of each of the observed explanatory 
variables in T time periods. 
2 
B is a [r (m + 1) x 1] vector of parameters, which parameters embody 
the functional relationship between each p^, in each time period T with 
each explanatory variable. B consists of r B^ submatrices of size (r x 1) 
and each B. consists of (m + 1) B^. submatrices of the size [ (m + 1) x 1]. 
(15) B = 
B 
with Bj = 
% 
B 
and B,. = 
Im 
±n 
B.. 
L:Ljm) 
The assumptions concerning the error terms are as follows: 
(16) E(v) = 0 
(17) E(vv') = 
2 2 2 
Where 0 is a (r T x r T) block diagonal covariance matrix with r 
submatrices of size T x T as set forth in (10) and (11). The elements of 
the matrix are specified as follows: 
On the diagonal of the 
diagonal blocks. - "lit' 
*i(t-l) 
On the diagonal of the 
off diagonal blocks. "^iit^ikt 
*i(t-l) 
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The model in matrix equation form from lAiich the stationary transi­
tion probabilities were estimated from aggregate data is redefined in the 
context of the nonstationary model as follows: 
(18) y = X p + u 
(19) y is a (rT x 1) vector of proportions, which consists of 
r submatrices of size T x 1. 
(20) y = % / with y^ = JZ 
?iT 
X is a (rT x r T) block diagonal matrix of proportions y^^ consisting 
of r submatrices of size (T x rT). 
(21) X = 
X. 
X. 
X^ is redefined as a (T x rT) matrix of the following form: 
(22) 
"j-
10 '20 rO 
II 21 
^l(T-l) ^2(T-1) •'r(T-l) 
p is a (r^T x 1) vector of transition probabilities and is in the same 
form as set forth in equation (13). The assumptions concerning the error 
term are as follows: 
(23) E(u) = 0, and 
(24) E(uu) = T 
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Where w is a singular block diagonal matrix of size (RT x RT) consisting 
2 
of r submatrices in the following form: 
(25) W = 
12 • 
22 • 
ir 
rl Y r2 ' rr 
The elements of the covariance matrix y are specified as follows: 
for t = t' 
(26) 
for t 5^ t' 
and where the submatrices are of the size (T x T) in the following 
form: 
(27) = 
N. 
^i2^^"*^i2^ 
N„ 
N 
(28) 
N. 
-<i2*2 
No 
'T J 
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By substituting the estimate for p as set forth in equation (12) 
into equation (18), the following is obtained: 
(29) y = XZB + u), 
where 
(30) to = Xv - u 
and 
(31) E(w) = XE(v) + E(u) 
and 
(32) E(ww') = Z = (xnx') + W 
Note, since the p^^'s are unknown, it will not be possible to specify 
the elements of What is known are the y^.'s. Therefore, it will be 
possible to form from the specifications as set forth in (27) and (28). 
It will also be possible to formulate X and X'. 
Once X, X* and W have been formed, an estimate of w will be found by 
calculating the following: 
(33) w = (XX') + W 
By using the estimate of to as determined by (33) and substituting to 
into (29), a first approximation of p can be obtained. It will then be 
possible to make a first approximation of from the approximated p^.'s 
from the specifications as set forth in (10) and (11). The process 
should be repeated until such time as two successive approximations of 
the *s do not vary significantly. The only remaining unspecified 
matrix in equation (29) is the B matrix. By solving the following 
Aitken's generalized least squares estimator, an estimate of B can be 
determined. 
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(34) B = (Z'X'a)"^XZ)"^Z'X'o3 \ 
The ordinary least squares estimator of B would be as follows: 
(35) B = (Z'X*XZ)"^z'X'y 
However, it should be noted that the covariance matrix is singular and 
thereby, co does not exist. Lee and Judge observed that since y is a 
vector of r proportions and T observations and the sum over the r propor­
tions for each t equals unity, there are only r - 1 independent observa­
tion vectors y.. Therefore, it is .possible to reduce the model by a 
J 
vector of observations. The model would be rewritten in the following 
matrix equation form: 
(36) y* = X*Z*B* + to* 
(37) Ew* = 0 
(38) Ew*w*' = 0* 
Aitken's generalized least squares estimator of B for the reduced 
model would be as follows : 
(39) B* = (Z'*X'*ô*~^X*Z*)~^Z**X**e'~^y* 
The objective is to find a B* which minimizes the weighted sum of squared 
errors. 
(40) fflin w'w = (y* - X*Z*B*)'9* ^(y - X*Z*B*) 
When equation (40) is solved for p*, there is no assurance that the 
pj^j 's will be ^ 0 and ^1, or that the rows will sum to 1. Therefore, 
the following restrictions will be imposed; 
(41) R*p* £ n^2 
Where R* is [rT x r(r - 1)T] matrix consisting of r - 1 identity matrices 
of size (rT x rT). The matrix n^^ is a (rT x 1) vector of ones. The 
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purpose of (41) is to insure that rows sum to less than or equal to 1, 
and 
(42) p* > 0 
is incorporated into the restrictions to insure that there are no negative 
's at optimality. 
Rewrite B* as, 
(43) B* = 
where, ^ 0 and 
(44) = 0 
Therefore, equation (36) would be rewritten as, 
(45) y* = X*Z*a^ - X.*Z*a^ + w* 
and the problem is to find a and which, 
(46) min w'w = (y* - X*Z*a^ + X*Z*a^)'uJ* ^ 
(y* - X*Z*a + X*Z*a ) 
1 2 
subject to 
(47) RZ*a^ - RZ*a^ < n^^ 
(48) Z*a - Z*a ^ 0, and 
(49) ^ 0 
where is a (rT x 1) vector of ones." (54, pp. 78-91). 
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APPENDIX B: DATA 
Raw data for the estimation of farm firm movement between size 
classes were drawn from various USDA sources and are presented in 
tables A-1 and A-2. Table A-1 lists farm numbers by size class, where 
the size classes are defined as aggregations of sales classes reported 
by USDA (43). The last two columns present the number of farms that 
have, liquidated and the total number of farms present in 1960 (the 
actual number present in 1960 was 3,963,000, but 5,000 nonexisting 
"farms" were added to provide a nonzero starting point for the Markov 
process). The Markov chain process requires that the total number of 
farms be equal in each time period, consequently, a dummy class of 
zero-sales farms is necessary. 
Table A-2 presents the index data used as explanatory variables. 
Each of these indexes is maintained and/or published by the USDA 
(43, 44, 45). 
Table A-1. Number of farms, by value of sales class, 1960-80® 
Year 
Farms With Sales Of; All 
Farms 
Zero 
Sales Total $100,000 
and over 
$40,000 to 
99,999 
$10,000 to 
39,999 
$2,500 to 
9,999 
Less than 
$2,500 
1960 25 90 724 1,277 1,849 3,963 5 3,968 
1961 26 97 732 1,201 1,769 3,825 143 3,968 
1962 29 106 747 1,122 1,688 3,692 276 3,968 
1963 31 113 758 1,032 1,618 3,572 396 3,968 
1964 32 114 750 1,003 1,558 3,457 511 3,968 
1965 36 125 744 969 1,482 3,356 612 3,968 
1966 43 143 749 933 1,389 3,257 711 3,968 
1967 43 142 730 905 1,342 3,162 806 3,968 
1968 45 149 721 876 1,280 3,071 897 3,968 
1969 51 170 730 849 1,200 3,000 968 3,968 
1970 57 178 716 825 1,173 2,949 1,019 3,968 
1971 63 187 703 803 1,146 2,902 1,066 3,968 
1972 82 217 688 764 1,109 2,860 1,108 3,968 
1973 137 311 667 675 1,033 2,823 1,145 3,968 
1974 150 331 657 649 1,008 2,795 1,173 3,968 
1975 142 316 652 652 1,005 2,767 1,201 3,968 
1976 155 338 642 625 978 2,738 1,230 3,968 
1977 169 325 608 624 730 2,456 1,512 3,968 
1978 216 348 591 647 634 2,436 1,532 3,968 
1979 268 377 573 678 534 2,430 1,538 3,968 
1980 282 383 570 684 509 2,428 1,540 3,968 
^Source: (43). 
Table A-2. Index values^ 
Year Farm 
Productivity 
Consumer 
Price 
Index 
Farm 
Production 
Per Hour 
Prices 
Paid: 
Commodities 
Prices 
Paid: 
CITW ° 
Prices 
Received 
Ratio of 
Prices Paid 
to Received 
Real 
Estate 
Value 
Farm 
Output 
1961 .91 .896 .67 .92 .88 .96 1.07 .69 .91 
1962 .92 .906 .71 .92 .90 .98 1.07 .73 .92 
1963 .96 .917 .77 .94 .91 .97 1.05 .77 .96 
1964 .95 .929 .81 .93 .92 .95 1.02 .82 .95 
1965 1.00 .945 .89 .96 .94 .98 1.04 .86 .98 
1966 .97 .972 .92 .99 .99 1.06 1.07 .93 .95 
1967 1.00 1.000 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
1968 1.02 1.042 1.06 1.02 1.03 1.02 .99 1.07 1.02 
1969 1.03 1.098 1.10 1.06 1.08 1.07 1.00 1.13 1.02 
1970 1.02 1.163 1.15 1.10 1.12 1.10 .98 1.17 1.01 
1971 1.10 1.213 1.28 1.15 1.18 1.13 .96 1.22 1.10 
1972 1.10 1.253 1.36 1.22 1.25 1.25 1.01 1.32 1.10 
1973 1.11 1.331 1.30 1.42 1.44 1.79 1.24 1.50 1.12 
1974 1.05 1.477 1.36 1.61 1.64 1.92 1.17 1.87 1.06 
1975 1.15 1.612 1.52 1.77 1.80 1.85 1.03 2.13 1.14 
1976 1.15 1.705 1.62 1.87 1.92 1.86 .97 2.42 1.17 
1977 1.14 1.815 1.70 1.96 2.02 1.83 .91 2.83 1.19 
1978 1.16 1.954 1.82 2.12 2.19 2.10 .96 3.08 1.22 
1979 1.19 2.174 1.98 2.41 2.50 2.41 .97 3.51 1.29 
1980 2.468 — — — — 
*1967 = 100. 
^Sources: (40, 42, 43). 
