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Abstract 
The best known upper bound on the permanent of a O-l matrix relies on the knowledge of 
the number of nonzero entries per row. In certain applications only the total number of nonzero 
entries is known. In order to derive bounds in this situation we prove that the function 
f:( - 1, co) + l%, defined by f(x):= (logT(x + l))/ x, is concave, strictly increasing and satisfies 
an analogue of the famous Bohr-Mollerup theorem. For further discussion of such bounds we 
derive some inequalities for this function. 
1. Characterization of (log T(x+ l))/x 
The famous theorem of Bohr and Mollerup [2, p. 2761 characterizes the r-function 
by the convexity of its logarithm. For the function f : ( - 1, CO) + [w, defined by f(x):= 
(logT(x + l))/x, we will prove a similar characterization by its concavity. Let Z_ 
denote the set of all negative integers. At first we derive expansions for the function 
f : 6=\Z_ -+ @, defined by f(z):= (log T(z + l))/ z, and its derivatives from the follow- 
ing well-known expansions [2, p. 2741: 
logT(z+l)= -Yz-~(log(l+;)-;), 
T’(z + 1) = 
T(z + 1) 
d210gr(z+ 1) 3o 1 = 
dz2 c “=,(z+n)“’ 
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which are valid for all complex z except the negative integers. Here, y denotes Euler’s 
constant 
Applying Leibniz’ rule for computing the first and second derivative of f(x) yields 
f’(z) = f ;;I 1;; - $ log T(z + l), 
f”(Z) = ; d2 logd;, + l) - ; ;:z’ ,’ ;)) + ; log T(z + 1). 
Using the above expansions and some elementary calculations we obtain 
(2) 
Eq. (l)-(3) are valid for all complex z except the negative integers. Stirling’s formula 
for the r-function (cf. [2, p. 2791) implies the following formula for x > 0: 
f(x) = logx - 1 + F + y ) (4) 
where 0 < S:= &J(x) < l/12. Here, 9(x) is strictly decreasing in x. Eq. (4) shows that for 
large x the function f(x) behaves similar to the usual logarithm which is strictly 
increasing and concave. 
Theorem 1. The function 
logT(x + 1) 
f(x) = x 
is concave and strictly increasing for x > - 1. 
Proof. It is sufficient to prove that the first derivative of f is positive and that the 
second derivative off is negative. The logarithmic expansion 
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shows that all terms in the expansions of the derivatives (cf. Eqs. (2) and (3)) are 
negative. 0 
Remark 1. (log T(x + l))/x” is concave, if and only if CY = 1 
The functional equation for the r-function implies a functional equation for f(x): 
(i) ,f(x) = % + 1-i f(x - 1). 
( > 
Together with Eq. (4) the functional Eq. (5) implies 
~(x)-/(x-I)=;(l +(I(!!)). 
Obviously we have 
(ii) f(1) = 0, 
and by Theorem 1 
(iii) j(x) is concave. 
The following theorem is an analogue of the well-known Bohr-Mollerup theorem. 
Theorem 2. The function f(x) is uniquely determined by the properties (i)-(iii). 
Proof. For 0 < x < 1 let us consider the four points n - 1 < n < x + n < n + 1. Let 
g denote another function satisfying (i), (ii), and (iii). (i) yields 
g(x + n) = &s(x)+& (log(x + 1) + ... + log(x + n)) 
= & (g(x) - S(x)) + f(x + 4. (7) 
For x = 0 this equation shows g(n) = f(n) for all natural numbers n. Due to concavity 
(iii) we have 
s(n) - s(n - 1) , sb + 4 - s(n) ~ g(n + 1) - g(n) 
n - (n - 1) ’ (x + n) - n (n+l)-n . 
Using Eq. (7) yields 
x(f(n) - f(n - 1)) 2 & (g(x) - f(x)) + (f(x + 4 - f(n)) 
2 x(f(n + 1) - f(n)). 
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Dividing by x/(x + n) and using Eq. (6), we obtain 
l+O 
( > 
log 
n 
> g(x) - f(x) + 1 + 0 (+p+o(+n). 
For n + CO we get the claimed result. 0 
2. Inequalities 
We will give solutions t(x) and s(x) to the inequalities 
f(x - t(x)) 6 f(x - 1) < f(x - s(x)). (8) 
Due to the functional equation (i) we can replace the middle term by f(x) - (log x)/x. 
By concavity, we have f(x - t(x)) < f(x) - f’(x)t(x). Therefore, any function t(x) 
with 
log x 
t(x) 2 - 
xf ‘(4 
solves the inequality (8) which proves the following lemma: 
Lemma 1. The following inequality holds for all x > 1: 
f(x--$&(l-;)f(“-1). 
Using (4) and the well-known asymptotic expansion [3, section 21 for x > 0: 
r/(x + 1) 
T(x + 1) 
=logx+&-$, 
where 0 < 8 < l/12, we observe 
Xf’(X) = 
r’(x + 1) 
T(x + 1) 
-f(x)= 1 -$og T --$, 
( > 
(9) 
where 0 < 8 < l/6. Therefore, together with Lemma 1 we get the lower bound in the 
following theorem: 
Theorem 3. The following inequalities hold for x > 1: 
e f (x - logx). 
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Proof, For x > 1 let y:= y(x):= logx/x. Then 0 < y < l/e and 0 < xy’ f 4/e2. For 
a proof of the upper bound, we have to show 
f(x) - Y < f(x(l - Y)). 
Applying the asymptotic expansion (4) to both sides of the inequality, using the 
monotonicity of 9(x), and cancelling some terms we observe that it suffices to prove 
log2rr 1 log(2Wl - Y)) 
--TY 2x 
< log(l - y) + 
2x(1 -y) . 
We expand both terms log(1 - y) using 
log(1 - y) = - y - ; y2 - [y3 forOiy<i, 
where l/3 < [ < 1 and we expand the factor l/(1 - y) using 
1 
-=l+y++y2 
1-Y 
forO<y<i, 
(10) 
(11) 
where 1 < 5 < 5, and derive the equivalent inequality 
()< _log 
2x 
-~y-!y2_iy3+ _ 
( 
log2rr+x-1 
2x rY-;‘2 
- i & Y3 ) (1 + Y + 5Y2). 
We observe that the large bracket is positive for x > 1. Therefore it suffices to prove 
the inequality for the worst case [ = 5 = 1 of the parameters. Collecting equal powers 
of y, the resulting inequality is 
O<$ 
( 
log27r-l+ 
( ‘>U 
log2x-2 y- x+2 Y2-;Y3-Yd 
1, 
Using the above bounds on y and xy2, this inequality can be verified by easy 
computations for x > 1. [7 
Since the denominator in the argument of the lower bound in Theorem 3 tends to 
1 for x -+ cc, Theorem 3 leads to the asymptotic formula: 
f(x - logx) N 
An explicit bound on the remainder is given in the following theorem: 
(12) 
Theorem 4. For x > 1, the following asymptotic expansion is valid: 
f(x - logx) = f(x - 1) + R(x), 
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where the remainder R(x) is bounded by 
0 < R(x) < F (1 _ xf’(x)) = log x l;;pnx+) + $ !$z , 
and where 0 < 8 < l/6. 
Proof. By concavity, f(x - log x) d f(x) - f’(x) log x. Now, the functional equation 
(5) implies 
f(x - logx) - 
( ) 
1 - ; f(x - 1) d F (1 - Xf’(X)). 
Thus, the upper bound follows from the asymptotic expansion (9). The lower bound is 
given by the upper bound in Theorem 3. 0 
Theorem 5. For c > (log2n - 1)/2 the following inequality holds for all sujiciently 
large x: 
/(x- logx - +),(I_;)/(,-1). 
Zf c < (log2n - 1)/2 the converse inequality holds for suficiently large x. 
Proof. We proceed as in the proof of Theorem 3 using the logarithmic and the 
geometric expansion. Inserting these into the claimed inequality yields the asymptotic 
main term 
( 
log27r - 1 logx 
C- 
2 > x2 . 
From this the conclusion is obvious. IJ 
3. Applications to permanents 
The permanent per A of a quadratic n x n O-l matrix A = (aij) is defined by 
per A:= 1 aln(lp2n(2) . . . anrrcn), 
n 
where summation extends over all permutations n of the set (1, . . . , n}. Clearly, the 
permanent is the number of all permutations selecting only one-entries in A. If we 
interprete A as the adjacency matrix of a bipartite graph with 2n vertices correspond- 
ing to the rows and columns of A, then the permanent gives the number of the perfect 
matchings in this graph. It is well-known that the evaluation of the permanent is 
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#P-complete which is at least as difficult as any NP-complete problem. Lower and 
upper bounds on the permanent and their implications on the number of perfect 
matchings are discussed in [S, 43. The most famous upper bound was conjectured by 
Mint and proved by Bregman: 
Theorem 6. Let A be a O-l matrix with row sums rl, . . . ,r,. Then 
per A 6 (rl !)(lirl) . . . (r, !)(l”n). 
A short proof is given in [6]. The best known lower bound seems to be due to Mint 
who improved a result of Jurkat and Ryser (cf. [S]). For its formulation we introduce 
some notation. 
For two vectors x and y of same dimension n, x < y is defined by xi 6 yi for all 
i = 1, . . . , n. A matrix A with rows ai, i = 1, . . . , n, satisfying a, 6 a2 < ... < a,, is 
called row-monotone. Let z + := max(O, z), for z E Z. 
Theorem 7. Let A be a O-l matrix with row sums rl, . . . , r,. Then 
per A 2 (r1)+(r2 - 11, ... (r, - (n - l)),. 
If per A # 0, then equality holds if and only if A is row-monotone. 
The best lower bound in Theorem 7 is obtained when the rows of A are ordered 
such that r1 d r2 d ... < r, (cf. [S]), which is satisfied for row-monotone matrices. 
For a row-monotone matrix, we observe the simplified formula 
perA = rl(rz - 1) ... (r, -(n - 1)). (13) 
In particular, if ri < i for some i, then per A = 0. 
In order to apply the above bounds, we have to know the row sums of A. However, 
in some applications, we may have less information. For example, only the sum 
a(A) = xi ri of all entries in A may be known. In [S], the lower bound CI - 2(n - 1) is 
given for fully indecomposable O-l matrices. In the following, we derive some upper 
bounds in terms of M. 
In the first part of the paper, we proved that the function f, defined by f(x) = 
(logT(x + l))/x, is concave (cf. Theorem 1). This result leads to an easy proof of the 
following theorem: 
Theorem 8. Let A = (aij) be a O-l matrix of size n with total sum of entries a:= 1 aij. 
Then 
(14) 
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PrOOf. Let Ti, i = 1, . . . , n denote the row sums of A. Then CI = Ci ri. By concavity of 
f and isotonicity of the exponential function, the upper bound in Theorem 6 can be 
bounded from above, i.e. 
perA 6 efvl) . . . e/(‘“) < en.sct). ??
In fact, this result was the main motivation for the discussion of the function f in 
the first part of the paper. At the end of this section, we mention some results on the 
upper bound in Theorem 8 which are easy implications of further properties of the 
function f: 
For row-monotone matrices, which appear in a particular application discussed 
below, we need a sharper upper bound depending on a. Since the concavity of log x is 
well-known, such bounds are easily derived. 
Proposition 1. Let A be a row-monotone O-l matrix. If cI < 4 n(n - 1) then per A = 0. 
Otherwise 
and 
Proof. Using concavity of log x, the bound in (15) follows directly from Eq. (13). For 
the bounds in (16), the case per A = 0 is trivial. Otherwise, all row sums satisfy ri > i. 
By Eq. (13), we have 
i-l 
perA=n l-- rl . ..r.,<$r, . ..r.. 
i( > ri 
Using concavity of logx and the well-known inequality 1 - x d emX, we derive the 
bounds in (16). 0 
Since the asymptotic expansion (4) implies 
f (4 + log X d f(r) 0 
for all 1 d r 6 n, we observe that the general bound (14), i.e. log(per A) < nf (a/n), is
weaker than the first bound in (16) i.e. log(per A) < n(f (n) + log(a/n*)). Asymp- 
totically, these bounds are the same. However, the strength of the bounds (15) and (16) 
depends on CI. The smaller a, the better is the bound in (15), the larger CI, the better is 
the bound in (16). 
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Maximum convolutions. In [l], for two sequences a = (ao, aI, . . . ,a,_ 1) and 
b = (b,, br, . . . , b,_ J of real numbers, the problem of computing the numbers ck, 
0 < k Q n - 1 defined by 
ck = max (a&i + bi) 
06i$n-1 
(17) 
(all indices in this problem are calculated modulo n) is considered. This problem is 
called the maximum convolution problem. A direct calculation of sequence c from 
Eq. (17) obviously needs 0(n2) time. While no algorithm with subquadratic worst case 
performance is known, an algorithm with average performance O(n log n) is developed 
in [l]. In order to describe the basic idea of such an algorithm, let aiCIJ + 
bj(l) 2 .‘. 2 aicn 1 2 + bj(n*) denote the ordered sequence of all values in the family 
(Ui+bJOdi,j <n- 1). Then, after initialising ck:= -CC for k=O, . . ..n- 1, the 
loop 
For I:= 1 to n2 do if ci(l)+j(l) = - CO then ci(l)+j,l):= aiClj + bjCl, 
assigns correct values to c. If the loop is run only for 1 = 1, . . . , p, then some 
components, say rc(p), will stay unchanged. The average performance of algorithms 
based on this idea crucially depends on the average value k(p) of K(P). When rr, v 
denote permutations with azCo, 3 ... > anCnpl, and with bVco, 3 ... > bVc,_r,, we can 
define a row-monotone 0-l matrix A = (aij) by 
ax(i(l))v(jU)):= 
i 
0 ldp, 
1 1 , p, 
for all i, j. By definition of A, the sum of all entries is CI = n2 - p. 
Under the assumption that for all sequences a and b all permutations of a and 
6 occur with equal probability as input data we observe the equation 
k(p) -= 
n 
per A 
n! 
=: 
In fact, for fixed index k, the entries (i, j) in A which correspond to a component ck 
form a permutation i H j. Due to the assumption made on the input data, all 
permutations appear with equal probability. Hence, with probability (per A)/n!, ck will 
not be changed by the loop. This implies that, on the average, n(perA)/n! of the 
n components of c are unchanged by the loop. 
With p = nlog n, in [l] the bound k(p) d 1 is proved and leads to the overall 
average performance O(nlogn) for some algorithm described in detail in [l]. This 
result easily follows from (16) in Proposition 1 which yields 
k(p) = v(p) < n 
n P 
d neeX (19) 
for i n(n + 1) > p 3 1. For larger p, k(p) = 0. Here, for p = nlog n, the bound from 
(15) is too weak. 
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Random permutations in A. In general, p(p):= (per ,4)/n! denotes the probability 
that a random permutation occurs as a submatrix in an arbitrary O-l matrix A with 
p zero entries. The general bound from Theorem 8 may be written as 
for all p = 1, . . . , n2. As above, the bound for row-monotone matrices in (19) and the 
general bound in (20) are asymptotically the same. 
For small number of zero entries, say for p z II log n,Theorems 3-5 describe p(p) and 
the differences of the above bounds quite precisely. For example, we have already 
observed that p(p) < l/n for all row-monotone matrices with p > n log n. In the general 
case, this is not true, but Theorems 4 and 5 imply the following corresponding results: 
Theorem 9. Let A be a O-l matrix of size n with p zero entries, and let E > 0. If 
p 2 nlogn then 
per A l+E - - 
n! ’ n 
for sujjiciently large n. If p 2 n log n + n then 
perA 1 
-----<- 
n! n 
for suficiently large n. 
Added in proof. We kindly acknowledge that Prof. L. Stiller informed us about some 
related results after the final revision. In particular, concavity of the function f(x) was 
observed in Stiller [7], and a bound on the permanent as in Theorem 8 was proved by 
Brualdi et al. [8]. Their more complex bound is tighter but can easily be derived from 
Theorem 8 using some integrality argument. 
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