Much progress has been made in the area of adaptive designs for clinical trials. However, little has been done regarding adaptive designs to identify optimal treatment strategies in animal studies. Motivated by an animal study of a novel strategy for treating strokes, we propose a Bayesian multi-stage cost-effectiveness design to simultaneously identify the optimal dose and determine the therapeutic treatment window for administrating the experimental agent. We consider a non-monotonic pattern for the dose-schedule-efficacy relationship and develop an adaptive shrinkage algorithm to assign more cohorts to admissible strategies. We conduct simulation studies to evaluate the performance of the proposed design by comparing it with two standard designs. These simulation studies show that the proposed design yields a significantly higher probability of selecting the optimal strategy, while it is generally more efficient and practical in terms of resource usage.
Introduction
Animal studies in preclinical research are important sources of the initial data on the safety and effectiveness of experimental treatments before they advance to clinical trials. 1 Unfortunately, the therapeutic effects observed in a large proportion of animal studies may not successfully translate into similar results in clinical studies. 2 One possible reason is that the animal studies were not rigorously designed and reported. [3] [4] [5] [6] To ensure the translation of animal research results into greater clinical success and impact, it is imperative that researchers appropriately apply advanced statistical methodology for animal studies.
Adaptive designs, which have been developed and implemented in recent clinical trials, 7, 8 are different from traditional trial designs in that they allow the accumulating data to modify aspects of the trial in a pre-planned manner. Popular adaptations of adaptive designs include the adaptive dose-finding algorithm, modification of a randomization scheme, sample size re-estimation, stopping the trial early for futility or superiority, dropping or adding new treatment arms, biomarker-guided treatment allocation, and seamless phase I/II or II/III designs. A comprehensive review of adaptive strategies used in clinical trials can be found in Chow et al., 9 Berry et al., 10 and Chow and Chang. 7 The benefits of adaptive trials include reducing sample size and total cost, assigning more patients to more efficacious treatments, and improving the efficiency without compromising the integrity of the study. In an evaluation of Bayesian decision-theoretic designs, Lewis and Berry 11 discussed their potential applicability and advantages when applied to animal studies. However, the literature offers few strategies for accommodating the adaptive strategies widely used in clinical trials to animal studies for the purpose of efficiently utilizing available resources, saving costs and yielding better translation validity.
The motivation for this paper is an animal study of a novel agent for treating stroke. Stroke is the leading cause of serious long-term disability and death in the USA. 12 The current approved treatment for acute ischemic stroke is thrombolysis with intravenous recombinant tissue plasminogen activator (rtPA). 13 Despite its effectiveness in improving neurological outcomes, the therapeutic benefit of rtPA is time-dependent and limited to a short therapeutic window. Most of the guidelines on the administration of rtPA recommend its use within a 3 to 4.5-h window after the onset of symptoms. 14 In fact, the median time from stroke onset to hospital arrival is between 3 and 6 h, and therefore treating patients within 3 to 4.5 h since the onset of a stroke is a difficult target to meet. As a result, a substantial number of patients who suffer an ischemic are not eligible for rtPA treatment. 15 Recently, researchers have investigated the use of advanced technologies to apply rtPA as quickly as possible to optimize its benefit, such as putting the emergency room in the ambulance 16 and using telemedicine. 17 However, speeding up the treatment is not an easy task in real practice and requires substantial cost and personnel with specialized training. In our motivating study, the physicians aim to assess a novel agent that is expected to have an effective benefit within an extended therapeutic window. An animal study is planned to determine the optimal dose that gives maximal safety protection and the therapeutic time window based on efficacy. Here, the therapeutic window indicates the maximum treatment time since the onset of symptoms at which the agent is still effective. With this potentially extended window, the experimental agent would allow for the possibility of treating more patients who do not arrive at the hospital within a short time frame.
Toward this goal, we propose a Bayesian multi-stage design to simultaneously identify the optimal dose and determine the therapeutic window for the experimental agent. We define a utility score for each investigated strategy (i.e. a combination of dose level and treatment window) based on the efficacy rates and administration costs associated with the treatment window. Our proposed design consists of a run-in stage and an iterative selection stage. The run-in stage starts with cohort assignments to the strategies with different dose levels given within the shortest treatment window. Then, using the selected dose level, it switches to assigning cohorts to the strategies given within different treatment windows. The run-in stage provides an initial estimation of the efficacy and toxicity rates for the systematic finding in the next stage. In the iterative selection stage, we develop an adaptive shrinkage algorithm to encourage the cohort assignments within admissible strategies. Based on the data collected in both the run-in and iterative selection stages, we calculate the utility scores and select the optimal strategy as the one with the highest utility score in the admissible set.
The remainder of this paper is organized as follows. In Section 2, we introduce our proposed multi-stage Bayesian design to simultaneously identify the optimal dose and determine the therapeutic window for the experimental agent. We apply logistic regression models for both toxicity and efficacy endpoints for statistical inference. In Section 3, we examine the operating characteristics of the proposed design through extensive simulation studies and compare it to two standard approaches. We conclude with a brief discussion in Section 4.
Methods 2.1 Notations
Assume there are K dose levels denoted as d 1 5 d 2 5 , Á Á Á, 5 d K , and L pre-specified treatment windows denoted as S 1 5 S 2 5 , Á Á Á, 5 S L , resulting in a total of KL strategy combinations to be investigated. Here, S l denotes the time from symptom onset to the administration of medication. Let the treatment strategy using dose level d k within time window S l as T kl . Suppose both toxicity and efficacy endpoints are binary and define the toxicity and efficacy rates of receiving T kl by p kl and q kl , respectively. In our motivating study, the toxicity endpoint can be whether there are any adverse effects on physiology or hematology, and the efficacy endpoint can be whether there is any improvement in the functional outcome. We define a strategy as admissible if its toxicity and efficacy rates satisfy the following criteria:
where is the pre-specified highest tolerable toxicity level, is the pre-specified lowest acceptable efficacy level, and c 1 and c 2 are the calibrated cut-offs. The set containing all admissible strategies is called an admissible set. Then, the optimal treatment strategy is the one having the highest efficacy rate among the strategies given within the longest treatment window within the admissible set, and this longest treatment window is called the therapeutic window.
To incorporate the cost of administering each strategy into our algorithm, we assign a weight 0 5 w l 1 to a treatment window S l , for l ¼ 1, Á Á Á, L, which is inversely related to the cost required to meet the window S l . The shorter the treatment window, the higher the administration cost. Therefore, we assume 0 5 w 1 5 w 2 5 Á Á Á 5 w L ¼ 1 for L different treatment windows. On that basis, we define the utility score
Using the defined utility score as the basis for the comparison of all admissible strategies, we propose a multistage cost-effectiveness design to simultaneously identify the optimal dose and determine the therapeutic window for the experimental agent.
Trial design
Our design consists of a run-in stage and an iterative selection stage. The goal of the run-in stage is to explore the two-dimensional space quickly and collect preliminary data so that the initial admissible set can be identified for the next stage. In the iterative selection stage, we propose an adaptive shrinkage algorithm with iterative steps to determine the allocation of cohort assignments and identify the final admissible set. In each iterative step g, we aim to determine the number of cohorts to be used in the current step, denoted as M g , by comparing the number of strategies in the admissible set, denoted as Q g , to the number of cohorts we have treated in the previous step, denoted as M gÀ1 .
Run-in stage
(a) Assign one cohort to each strategy 
The run-in stage is complete after the assignment of M 0 ¼ K þ S cohorts, and the iterative selection stage then starts. The adaptive shrinkage algorithm is described as follows:
(c) Start with g ¼ 1.
(d) Identify the admissible set. Suppose there are Q g strategies that satisfy the criteria (1). If Q g ¼ 0, terminate the study and deem the trial inconclusive. Otherwise,
1 and select the top M g strategies by ranking U kl within the admissible set. Here, 0a1 denotes the smallest integer not less than a real value of a.
and select all Q g admissible strategies as well as the top M g À Q g strategies by ranking U kl among the non-admissible strategies. (iii) If 0f l M gÀ1 1 Q g 0f u M gÀ1 1, set M g ¼Q g and select all admissible strategies. (e) Assign one cohort to each of the M g selected strategies.
(f) Stop the iteration if the pre-specified criterion is met. Otherwise, repeat steps (d) and (e) with g ¼ g þ 1.
Based on the data collected in both the run-in and iterative selection stages, we update the admissible set. When none of the strategies is admissible, we terminate the study and deem the trial inconclusive. Otherwise, we update the utility score and select the optimal strategy as the one with the highest utility score in the admissible set.
Our proposed shrinkage algorithm adaptively calculates the number of cohorts to be used in the current step based on the number of admissible strategies and the number of cohorts used in the previous step. If the admissible set is small, the algorithm encourages the exploration of non-admissible doses; if the admissible set is large, the algorithm focuses on assigning cohorts to potentially ''optimal'' strategies while saving resources. The shrinkage speed of our algorithm can be controlled by the values of f l and f u . For example, we can set f l ¼ 1 3 and f u ¼ 2 3 . The choice of the iteration stopping criteria can be calibrated through simulation studies or determined on the basis of the available resources. For example, we can stop the iteration if M g ¼ 1 or when a pre-specified number of iterations is reached or the resources are exhausted. There are several unique features of our proposed design based on the defined utility score. First, the selected optimal strategy is always admissible. Second, if there is more than one strategy with the same treatment window that is the longest window in the admissible set, the one with a larger value of Prðq kl 4 Þ is selected. Third, within the admissible set, the strategies with longer treatment windows have a higher chance of being selected than the strategies with shorter treatment windows.
Modeling toxicity and efficacy
We consider the following dose-schedule-toxicity model to capture the relationship between the toxicity rate, dose level and treatment schedule
We assume 1 4 0 and 2 4 0 such that the toxicity rate monotonically increases with both the dose level and treatment window. If the toxicity rate does not change much as the treatment window increases, our model can still capture it if 2 is close to zero.
In our motivating study, clinicians expect that the efficacy may not change much when the strategy is given within a potential time period, referred to as a ''non-change'' window. If the strategy is given outside of this ''non-change'' window, the treatment efficacy may decrease when the time to treatment increases. For the relationship between the dose level and the efficacy rate, we consider a model that includes the quadratic term of the dose level to capture the potential non-monotonic dose-efficacy relationship. That is, the efficacy may monotonically change or may first increase and then decrease when the dose level changes. To incorporate such a complex pattern of the dose-schedule-efficacy relationship, we assume that the efficacy rate of treatment T kl follows a logistic model
where the parameter ! captures the boundary of the potential ''non-change'' window during which the efficacy may not change much. Under this model, the efficacy rate depends only on the dose level but not the treatment window if the experimental agent is given within the window !. If given outside of the window !, the efficacy rate decreases when the treatment window increases by assuming 3 4 0.
Prior specification and likelihood
We standardize the dose d k and treatment time S l with mean 0 and standard deviation 0.5, and use a weakly informative prior recommended by Gelman et al. 19 Specifically, we assume that intercepts in models (3) and (4), i.e. 0 and 0 follow Cauchy(0, 10), and that the regression coefficients 1 and 2 in model (4) follow Cauchyð0, 2:5Þ. Here, Cauchy(c, d) denotes a Cauchy distribution with the center parameter c and the scale parameter d. We assign 3 in the efficacy model (4) an independent gamma prior distribution with the shape parameter of 0.5 and the rate parameter of 0.5 to ensure the monotonic relationship between the efficacy and treatment window when the treatment is given outside of the ''non-change'' window. Similarly, we assign 1 and 2 in the toxicity model (3) the same prior as 3 to ensure the monotonicity of the dose-schedule-toxicity relationship. For the boundary of the ''non-change'' window, !, we choose a uniform prior with a sufficient coverage of all possible values of the standardized S l .
Suppose that at a certain stage of the trial, among n kl patients who are given the treatment strategy T kl , x kl and y kl patients have respectively experienced dose-limiting toxicity and efficacy within the follow-up period, where 3 g denote the regression coefficients in models (3) and (4) . The likelihood function of the observed data D ¼ fx kl , y kl g can be expressed as follows
Let f ðbÞ, f ðcÞ, f ð!Þ denote the prior distributions for b, c, and !, respectively. Assuming prior independence among b, c, and !, we write the joint posterior distribution as f ðb, c, !jDÞ / LðDjb, c, !Þ f ðbÞ f ðcÞ f ð!Þ from which the full conditional distributions can be obtained. The Gibbs sampler is used to obtain posterior draws of unknown parameters for statistical inferences.
Simulation studies 3.1 Simulation settings
The performance of the proposed design is evaluated through extensive simulation studies and compared to two standard designs: one (referred to as the factorial design) that assigns an equal number of cohorts to each strategy under investigation and another (referred to as the simple design) that identifies the optimal dose first and then determines the therapeutic window for the selected dose. For the factorial design, when none of the strategies is admissible, we deem the trial inconclusive. Similarly, we deem the trial that uses the simple design inconclusive when all the strategies at the identified dose level are not admissible. We
The simple design is equivalent to a design that consists of only the run-in stage of our proposed design, with
To obtain a similar sample size with the factorial design, we consider a cohort size of 8 to have a sample size of 80. For our proposed design, 10 cohorts are used in the run-in stage. Three iterative steps are conducted in the iterative selection stage, and the maximum number of cohorts used for each step is 7, 5, and 4, respectively. Therefore, the maximum sample size in our proposed design is 26 Â 3 ¼ 78, which is also close to that of the factorial design. We draw 2000 posterior samples to make inference after 1000 burn-in iterations. We investigate 12 scenarios with different toxicity and efficacy profiles, as shown in Table 1 . In scenarios 1-8, the admissible strategies are shaded, and the optimal strategy is shown in boldface. In contrast, in scenarios 9 to 12, none of the strategies is admissible and no optimal strategy exists.
Simulation results
The selection percentages for each strategy under the proposed, factorial, and simple designs for all scenarios are summarized in Table 2 . The average sample sizes for each scenario under the three designs are presented in Table 3 . The proposed design is an adaptive design in which the sample size is not fixed. Therefore, we also present the standard deviation of the required sample size for the proposed design in Table 3 . In scenario 1, the toxicity rate increases when the dose level increases but is independent of the treatment window. For the schedule-efficacy relationship, the efficacy rate decreases when the treatment window increases. For the dose-efficacy relationship, the efficacy rate first increases and then decreases when the dose level increases. According to our admissible criteria (1), there are 13 admissible strategies, and T 33 is the optimal strategy. Among the three designs, the proposed design correctly selects the optimal strategy with the highest percentage (30.8% for the proposed design vs. 25.7% for the factorial design vs. 20.9% for the simple design). In addition, the simple design utilizes the largest sample size and performs the worst among the three designs. These results suggest that the proposed design outperforms the two standard designs. In scenario 2, we consider the same efficacy profile as in scenario 1, but with a slightly different toxicity profile. The results similarly show that our proposed design outperforms the two standard designs.
In scenario 3, we consider the same toxicity profile as in scenario 2, but with a different efficacy profile. Specifically, the efficacy rates are the same when the strategy is given within S 1 , S 2 and S 3 . When the treatment is administered outside of the window S 3 , the efficacy rate decreases with an increase in the treatment window. For the dose-efficacy relationship, the efficacy rate monotonically decreases with an increase in the dose level. There are nine admissible doses, and the optimal strategy is T 13 . The selection percentage for T 13 in the proposed design is 11.7% higher than that in the factorial design. In addition, the sample size used in the proposed design has five fewer animals than that in the factorial design. The simple design performs poorly and incorrectly selects T 23 with the highest probability among all the strategies. Its selection percentage for the optimal strategy T 13 is 20.2% lower compared with that of the proposed design. The poor performance of the simple design may be due to the incorrect identification of the dose level in the first step, which dramatically affects the decision of optimal strategy selection in the second step. In scenario 4, we consider the same efficacy profile as in scenario 3, but a different toxicity profile, which assumes that the toxicity rate monotonically increases when both the dose level and treatment window increase. The optimal strategy is T 13 .
In this scenario, the results suggest that the proposed design outperforms the other two designs. Our proposed design selects the optimal strategy with the highest selection percentage of the three designs, which is 8.2% higher than that of the standard design and 19.6% higher than that of the simple design. In the scenarios 5-8, the proposed design yields the best performance. In contrast, the simple design selects the optimal strategy with the lowest percentage among the three designs, especially in scenarios 7 and 8. These results demonstrate that our proposed adaptive shrinkage algorithm is powerful for allocating cohorts within the neighborhood of the optimal strategy, which results in the efficient use of resources and improves the overall performance of the trial design. The factorial design performs worse than the proposed design in selecting the optimal strategy, but performs better than the simple design. In scenario 9, we consider the same toxicity profile as in scenario 2 and low efficacy rates for all strategies. Therefore, none of the strategies is admissible, and the trial should be terminated and deemed inconclusive. Our results show that the proposed design successfully deems the trial inconclusive all the time and only costs an average sample size of 30.5. The factorial and simple designs also successfully deem the trial inconclusive more than 97% of the time, but with the fixed sample size, they cost much larger sample sizes than the proposed design. In scenario 10, we consider the same toxicity profile as in scenario 1 and the same efficacy profile as in scenario 9. All of the strategies are non-admissible in scenario 10, and we observe findings similar to those in scenario 9. In scenario 11, although there are some strategies with high efficacy rates, the investigated strategies are too toxic, and the trial should be terminated. The proposed design successfully deems the trial inconclusive 96.7% of the time, which is higher than the factorial (90.3% of the time) and simple designs (94.7% of the time). In scenario 12, we consider a more extreme case in which all the strategies are too toxic and have low efficacy. All these three designs deem the trial inconclusive 100% of the time, but our proposed design requires a much smaller sample size than the other two designs. These results further confirm that our proposed design outperforms the factorial and simple designs when there is no strategy that satisfies our admissible criteria.
Sensitivity analysis
We conduct a sensitivity analysis to evaluate the effect of the cut-offs c 1 and c 2 in the admissible criteria (1) on the design performance. Specifically, we consider c 1 ¼ c 2 ¼ 0:05, 0:2, 0:4, 0:6 for all 12 scenarios listed in Table 1 and compare their operating characteristics to that with c 1 ¼ c 2 ¼ 0:5, i.e. the simulations described in Section 3.2. We summarize the results in Table S1 in the supplementary materials, which list the correct selection percentages of the optimal strategy for scenarios 1-8 and report the percentages of inconclusive trials for scenarios 9-12. We also report the average sample size with the standard deviation of the proposed design for each scenario.
Our simulation results show that when the values of c 1 and c 2 increase from 0.4 to 0.6, both the percentages of correct decisions and the required sample sizes decrease, because the values of c 1 and c 2 control the stringency of 2, the design performance would not be satisfied in some scenarios, e.g. scenarios 6 and 11. The possible reason is that when c 1 ¼ c 2 ¼ 0:05, all the investigated strategies may meet the admissible criteria, and then in the iterative selection stage, the proposed design could be easily trapped in the strategies with high utilities and high toxicity rates. According to the simulation results, we recommend choosing the values for c 1 and c 2 from 0.4 to 0.6, which would provide a high correct decision rate and a relatively lower cost as well. In addition, for the recommended range of c 1 and c 2 , the proposed design consistently outperforms the factorial and simple designs with the highest percentages of making correct decisions.
Discussion
We propose a Bayesian multi-stage design to simultaneously identify the optimal dose and determine the therapeutic window for the experimental agent. By using the proposed utility score as a basis, our goal of identifying the optimal strategy by comparing both the treatment window and efficacy rate within the 1  2  3  4  5  1  2  3  4  5  1 admissible set can be simplified as a comparison of the utility scores among all admissible strategies. By exploring the two-dimensional space quickly, the run-in stage of the proposed design provides an initial estimation of the admissible set for the iterative selection stage. In the iterative selection stage, an adaptive shrinkage algorithm is proposed to encourage the assignment of cohorts within the admissible strategies while requiring fewer cohorts than the previous iterative step. Our simulation results demonstrate that the proposed design performs well in identifying the optimal dose and determining the appropriate therapeutic window under different patterns of doseschedule-response relationships while also saving resources. The shrinkage speed and the stopping criteria in the iterative selection stage can be calibrated through simulation studies or on the basis of available resources. For example, given the number of animals available and the number of strategies to be investigated, we can calculate how many cohorts to use in the run-in stage and how many cohorts to use in the iterative selection stage. Such information can guide the determination of the shrinkage speed and the stopping criteria. Alternatively, given the stopping criteria and the number of strategies to be investigated, we can determine the maximum number of cohorts required and the maximum sample size. For the cohort size, we recommend using 3 to ensure the estimation precision while saving costs. A cohort size larger than 3 may be not necessary given the limited resources for the animal study. Due to complex dose-schedule-response patterns, our assumed toxicity and efficacy models may be not able to precisely estimate the dose-schedule-response surface given the limited sample size in animal studies. This may result in an unreliable admissible set. Hence, instead of incorporating the posterior mean of the efficacy rate directly, we incorporate the posterior probability that the efficacy rate is acceptable into our utility score. This provides our algorithm with the flexibility to select the other strategies that are given within a shorter treatment window, but with strong evidence of their efficacy rates compared to the strategies given within the longest treatment window, but with low evidence of efficacy. In addition, the choice of both toxicity and efficacy models is flexible in our framework and can be decided according to the previous clinical knowledge of the experimental agent.
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