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1. INTRODUCTION AND MOTIVATION 
In modelling physical phenomena of a stochastic nature it is sometimes 
appropriate to consider the observed random variable as a realization of the 
minimum of a large number, n, of independent and identically distributed 
random variables. Analogous to the better-known central limit theory for 
sums there also exists asymptotic (as n --+ co) distribution theory for minima 
(or maxima). Briefly, if F is the common distribution function of the random 
variables then we seek two sequences of normalizing constants, (a,} and 
(b,,J, for which the limit 
G(r)= ,lLir (1 -11 -F(b,,t+n,J]“J 
exists and G is a proper, non-degenerate, distribution function. 
Extreme value theory (see, for example, Galambos [4]) tells us that there 
are only three possible types of distribution function limits G, although there 
do exist Fs for which there are no sequences (a,} and {6,} that make 
Eq. (1.1) true with G non-degenerate. In applying this asymptotic theory to a 
physical problem, it is therefore necessary (i) to determine which (if any) G 
is appropriate for the given F (the so-called “domain of attraction in the 
sense of minimum” problem) and (ii) to determine the normalizing constants 
b# I. lb, i. 
Without going into detail, it is clear that these determinations depend on 
the left tail behaviour of F, and in particular if F satisfies 
F(0) = 0; F(t) > 0, t > 0, (1.2; 
then they depend on the asymptotic behaviour of F(f) as t approaches 0 frorr 
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above. Properties (1.2) are relevant when, in the physical model, the random 
variables correspond to times till some event occurs. 
In our particular application, the event of interest is modelled as the 
explosion of a pure birth process so that the density f of F is given by the 
infinite convolution of exponential densities 
f(t) = (.A * f, * fi * ~**)(o~ (1.3) 
fi(r) = iii exp(-Air), t>O 
= 0, otherwise 
(l-4) 
It is known that f is a proper density if and only if 
-T l/A, < co 
iY0 
(1.5) 
and (due to physical considerations) we are specifically interested in the case 
;li = /I’, A> 1. (1.6) 
So, in summary, our task is the analysis of the behaviour, for small t, of 
the distribution function F corresponding to f given by Eqs. (1.3), (1.4) and 
(1.6). In [6, Chap. V, Theorem 3.11 Hirschman and Widder give some 
general results along these lines for f’s given by Eqs. (1.3), (1.4) and (1.5), 
however, for our specific case, i.e., Eq. (1.6), the attempts to determine the 
sequences of normalizing constants from their results were unsuccessful. 
In the sequel we describe an approach which, apart from solving the 
extreme value problem, leads to the analysis of an integral similar to that 
discussed by de Bruijn [ 1 ] in connection with K. Mahler’s partition problem. 
We explain this similarity in the final section. 
2. THE ASYMPTOTIC REPRESENTATION 
From the Laplace-Stieltjes transform fof F, 
~(z,=p- dF(f)= fi (?/(A'+ z)}, Re(z) > -1, 
i=O 
it follows that F(t) as well as all its derivatives vanish at t = 0. In order to 
409/88/2-3 
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obtain an asymptotic expansion for F we first use Euler’s summation method 
(see [3, p. 281) to write 
T(Z) = c(z) . z - I’* - exp{-(2 log A)-’ . (log z)*}, 
where 
c(z) = [z/(z + l)]“’ exp(-n* . (6 log A)-’ -R(z) - S(z)}, 
R(z) = - f(log i)*.I,’ [t* - t] $’ zA.‘+~(,V+~ + z)-’ dt 
(2.1) 
i=O 
and 
S(z) = O([log z] -‘) as lzl+a. 
We may therefore write the following expression for the nth derivative 
of F, 
.b+im 
Fen)(f) = (2ni)-’ 1 c(z) . exp(-r(log z)* - y log z + fz) dz, (2.2) 
-b-ico 
where b > 0, t = (2 log A)-‘, y = n - 3/2, log z denotes the principal value of 
the logarithm and F”’ = F. 
Since c(z) is smooth and bounded as Jz( --) co, Re z > 0 the behaviour of 
F(“)(f) as t 1 0 is essentially determined by that of Z(t) as f 1 0, where 
.b+ix 
Z(f) = (2ni) - ’ 1 exp( -r(log z)’ - y log z + fz } dz. (2.3) 
. b-im 
We proceed by considering only Z(f); a detailed analysis retaining c(.) can be 
found in Yashchin [7]. 
Substituting fz =x in Eq. (2.3) we obtain 
Z(f) = (2ni)-’ k(f) JIt_t:I exp{-r(log x)’ 
- (y - 2t log t)(log x) + x) dx, 
where 
(2.4) 
k(f) = fY-’ exp{--r(log f)‘}. (2.5) 
Now consider the mapping x = eW.The line of integration is transformed into 
the curve C which starts at (+a~ - i72/2), crosses the real axis at the point 
log(bf) and returns to (+a~ + k/2). Clearly, C is symmetric about the real 
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axis and it lies entirely in the strip 1 Im w( < 742. Since the mapping is one-to- 
one in this strip, we obtain 
I(~) = (2ni)- 1 ktr) jc exp(--sw* -SW + e”‘) dw, P-6) 
where s = -27 log f + y - 1. By completing the square we may write, finally, 
Z(t) = (271i) - ’ * exp{&(y-- l)*} [ exp{-(as + w)*/(2a) + e”‘) dw, (2.7) 
“C 
where a = l/(27). 
In the form (2.7) we see that I(.) is similar to the function F,(.) 
considered in [ 11, and the saddle-point method applied there is applicable 
here as well. Indeed, the saddle points, [, of the integrand in Eq. (2.7) satisfy 
as+(=ael (2.8) 
and for large s (t small positive) there are two solutions: [, in the 
neighbourhood of -as and c2 in that of log s. We show that the main 
contribution derives from C2 = C*(s). 
By putting w  = z + C$ in Eq. (2.7), we obtain 
Z(r) = (2k-’ - exp(fa(y - 1)’ - ($ - 2,ff)/(2a)} 
9 exp(-z2/(2a) + jf(e’ -z - 1)/a) dz, (2.9) c--12 
where p = a erl = as + r2. We now see that the relkvant saddle point is z = 0. 
Transforming the contour appropriately (see [ 11) and using the mapping 
<= {2(e’-z- l)}“’ (2.10) 
we obtain 
Z(f) = (2~i)-’ - exp(+a(y - l)* - 01’ - 2P)/(2a)} 
.+icc 
- !  I -im 
exp{-z*/(Zz)} . $. exp{d*@a)l dt; 
(2.11) 
and by expanding the first part of the integrand in Eq. (2.11) into the power 
series 
exp(-z*/(k)} . $ = a, + U, r/l! + Q*5*/2! + ..’ (a, = 1) 
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we finally obtain the asymptotic expansion of Z(t) in the form 
Z(f) = {a/27&u} “z - exp(a(y - 1)‘/2 + (2~)~‘} . exp(-01 - 1)2/(2a)} 
. 
I 
m-1 
T (-l)& azk . [a/(2p)jk/k! + O(lluI-“) . 
k:O ! 
(2.12) 
We recall that 
so that 
p = us + C2 2 as + log s z as (s kite), 
s=-2rlogt+y- 1 
p=:-logt+a(y- 1) (t small positive). 
Remark. By considering the contour of Fig. 1 we may, by the usual 
t 
lmacJr”ary 
FIG. 1. Contour for deriving the relation between I and J. 
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limiting procedures (r -+ 0, R + co, b fixed), show that I(.) given by 
Eq. (2.3) is equal to 
I(t) = 72-I exp(rrr’) \‘aj exp{--r(log x)’ - y log x - xt) sin[rr(25 log x + y)] dx 
-” 
Z-n -’ exp(rrr* + a(1 - y)*/2) [a exp(-t*e” - rw* t sin(2rrrw) dw 
00 
after setting x=exp(w+a(l -y)}, t*=rexp{a(l -y)}. We therefore 
conclude that the above analysis also yields, via Eq. (2.12) an asymptotic 
expression for the integral function J given by 
J(t *) = (m exp( --t*e” - 7w2 } sin(2nrw) dw 
. -cc 
as t* LO. 
3. THE RELATED DIFFERENCE-DIFFERENTIAL EQUATION 
In [ 11, de Bruijn arrives at an integral similar to Eq. (2.7) by considering 
a particular difference-differential equation. We show here how F can also be 
considered as a solution to such an equation-in fact, F can be approx- 
imated by a solution to an equation which is very similar to the type 
considered in [ 11. 
Since the Laplace transform F’ of F is given by 
F(z)=z-’ fj [ni(Ai+z)-‘1 
i=O 
(3.1) 
F’ satisfies the equation 
P(z) = A(1 + AZ) F(Az) (3.2) 
and inverting both sides of Eq. (3.2) we obtain 
F(t) = F(t/L) + F’(c/A). (3.3) 
Writing A = e”, t = AemaX, G(x) = F(ema”) we have the relation 
G’(x) = ae-““[G(x) - G(x - l)] (3.4) 
and are interested in the behaviour of G(x) as x -+ co. 
Furthermore, on considering Eq. (3.3), two or more of the terms in 
354 FEIGIN AND YASHCHIN 
Eq. (3.4) must have the same order of magnitude as t LO. However, from 
Eq. (3.1) and a Tauberian theorem (see [4, p. 4433) we know that, for A > 1, 
W~Yfw + 0 as t JO. 
Thus we may conclude that, as x + 03, the solution of Eq. (3.4) behaves as 
that of 
G’(x) = -ae-OxG(x - l), 
which is de Bruijn’s equation except for the sign of a in the exponent. 
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