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Abstract
3D convolutional neural networks (3D-CNN) have been
used for object recognition based on the voxelized shape
of an object. In this paper, we present a 3D-CNN based
method to learn distinct local geometric features of inter-
est within an object. In this context, the voxelized repre-
sentation may not be sufficient to capture the distinguish-
ing information about such local features. To enable effi-
cient learning, we augment the voxel data with surface nor-
mals of the object boundary. We then train a 3D-CNN with
this augmented data and identify the local features critical
for decision-making using 3D gradient-weighted class ac-
tivation maps. An application of this feature identification
framework is to recognize difficult-to-manufacture drilled
hole features in a complex CAD geometry. The framework
can be extended to identify difficult-to-manufacture features
at multiple spatial scales leading to a real-time decision
support system for design for manufacturability.
1. Introduction
Deep learning (DL) algorithms are designed to hierarchi-
cally learn multiple levels of abstractions of the data, and
have been extensively used in computer vision [1, 2, 3, 4].
More specifically, 3D-Convolutional Neural Networks (3D-
CNN) have been used extensively for object recognition,
point cloud labeling, video analytics, and human gesture
recognition [5, 6, 7, 8]. Object recognition has been one
of the most challenging problems in the area of computer
vision and pattern recognition. Early DL-based approaches
used simple projection of the 3-dimensional object to a 2-
dimensional representation such as depth images or multi-
ple views to recognize an object. However, there is a signif-
icant loss of geometric information while using a 2D rep-
resentation of a 3D object. Therefore, it is difficult to learn
about the local features of the object using these projection-
based techniques. In this paper, we make use of voxelized
3D representation of the object augmented with surface nor-
mal information to identify localized features.
Voxelized models have been successfully used in the past
for object recognition. Generally, point cloud data is con-
verted to a volume occupancy grid or voxels to represent the
model and identify the object. However, voxel-based occu-
pancy grid representation does not inherently have informa-
tion regarding the surfaces of the object without additional
processing. It is also not robust enough to capture informa-
tion about the location, size, or shape of a feature within an
object. Providing additional information about the geome-
try of the object has been shown to increase the accuracy
of object detection by Wang and Siddiqi [9]. In this paper,
we propose to use normal information of the surface of the
object, in addition to the volume occupancy information, to
efficiently learn the local features.
Learning local features in a geometry is different from
object recognition. Object recognition is a classification
problem, where the object is classified based on a collec-
tion of features identified in the object. In this work, we
make use of a semi-supervised methodology to learn local
features by the DL network, without any specific metric to
classify the features. However, we learn localized geomet-
ric features of interest within the object based on the cost
function of the overall object classification problem. For
this purpose, we train a 3D-CNN to learn the key features
of the object and also learn the variation in the features that
can classify the object for a given cost function.
One of the applications of the aforementioned methodol-
ogy, which we explore in this paper, is to identify difficult-
to-manufacture features in a CAD geometry and ultimately,
classify its manufacturability. A successful part or a product
needs to meet its specifications, while also being feasible to
manufacture. In general, the design engineer ensures that
the product is able to function according to the specified re-
quirements and the manufacturing engineer gives feedback
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Figure 1: 3D convolutional neural network for the classification of whether or not a design is manufacturable. In this
example, a block with a drilled hole with specific diameter and depth is considered.
to the design engineer about its manufacturability. This pro-
cess is performed iteratively, often leading to longer prod-
uct development times and higher costs. There are various
handcrafted design for manufacturability (DFM) rules that
have been used by the design and manufacturing commu-
nity to ensure manufacturability of the design based on the
manufacturing technology and tools available. However,
designing a manufacturable product, with fewer design it-
erations, depends mainly on the expertise of the design and
manufacturing engineer.
Conventional statistical machine learning (ML) models
require a lot of hand crafting of the features, which make
the DFM problem intractable, since there are many com-
plex manufacturing criteria and rules that need to be sat-
isfied for determining manufacturability [10]. In contrast
to this, the hierarchical architecture of DL can be used
to learn increasingly complex features by capturing local-
ized geometric features and feature-of-features. Thus, a
deep-learning-based design for manufacturing (DLDFM)
tool can be used to learn the various DFM rules from dif-
ferent examples of manufacturable and non-manufacturable
components without explicit handcrafting. In addition, the
learned ML model can be integrated in the CAD system,
providing interactive feedback about the manufacturability
of the component.
In this paper, we present a 3D Convolutional Neural Net-
work (3D-CNN) based framework that will learn and iden-
tify localized geometric features from an expert database
in a semi-supervised manner. Further, this is applied to
the context of manufacturability with various CAD models
classified as manufacturable and non-manufacturable parts.
The main contributions of this paper include:
• GPU-accelerated methods for converting CAD mod-
els to volume representations (voxelization augmented
with surface normals), which can be used to learn lo-
calized geometric features.
• A novel voxel-wise 3D gradient-weighted feature lo-
calization based on the 3D-CNN framework to identify
local features.
• Application of the method to manufacturability analy-
sis of drilled holes.
This paper is arranged as follows. We explain the volume
representations that we use for 3D-CNN in Section 2. In
Section 3, we discuss the details of the 3D-CNN, including
the network architecture and the hyper-parameters. In Sec-
tion 4, we explain the 3D gradient weighted class activation
mapping for identifying the localized geometric features.
In Section 5, we discuss the design for manufacturability
(DFM) rules used for generation of the datasets for training
and testing the 3D-CNN. Finally, in Section 6, we show the
results of the deep learning based design for manufactura-
bility (DLDFM) framework in classifying manufacturable
and non-manufacturable features and learning capability of
the model to identify localized geometric features.
2. Volumetric Representations for Learning
Geometric Features
Traditional CAD systems use boundary representations
(B-Reps) to define and represent the CAD model [11]. In
B-Reps, the geometry is defined using a set of faces that
form the boundary of the solid object. B-Reps are ideally
suited for displaying the CAD model by first tessellating the
surfaces into triangles and using the GPU to render them.
However, learning spatial features using B-Rep can be chal-
lenging, since the B-Rep does not contain any volumetric
information.
2.1. Voxel based representation of Geometry
In our framework, we convert the B-Rep CAD model
to a volumetric occupancy grid of voxels. However, vox-
elizing a B-Rep CAD model is a compute intensive oper-
ation, since the center of each voxel has to be classified
as belonging to either inside or outside the model. In ad-
dition, thousands of models need to be voxelized during
training. Traditional CPU voxelization algorithms are too
computationally slow for training the machine learning net-
work in a reasonable time frame. Hence, we have developed
methods for accelerated voxelization of CAD models using
the graphics processing unit (GPU). These GPU methods
are more than 100x faster than the existing state-of-the-art
CPU-based methods and can create a voxelized representa-
tion of the CAD model with more than 1,000,000,000 vox-
els. Having a high resolution voxelization will enable us to
capture small features in a complex CAD model.
To create the voxelized CAD model, we construct a grid
of voxels in the region occupied by the object. We then
make use of a rendering-based approach to classify the
voxel centers as being inside or outside the object. A 2D
example of the method is shown in Figure 2; the method
directly extends to 3D. The CAD model is rendered slice-
by-slice by clipping it while rendering. Each pixel of this
clipped model is then used to classify the voxel correspond-
ing to the slice as being inside or outside the CAD model.
This is performed by counting the number of fragments that
were rendered in each pixel using the stencil buffer on the
GPU. After the clipped model has been rendered, an odd
value in the stencil buffer indicates that the voxel on the par-
ticular slice is inside the CAD model, and vice versa (Fig-
ure 3). The process is then repeated by clipping the model
with a plane that is offset by the voxel size. Once all the
slices have been classified, we get the complete voxelized
representation of the CAD model (Figure 4).
The time taken to perform the classification is the sum of
the time taken to tessellate the model once and the total time
taken to render each slice. As an example, the total time
taken to voxelize the hole block is 0.133 seconds. These
timings are obtained by running our voxelization algorithm
on a Intel Xeon CPU with 2.4 GHz processor, 64 GB RAM,
and an NVIDIA Titan X GPU.
Pixels
View Direction
Pixels
Figure 2: Performing voxelization in 2D using GPU ren-
dering. A clipped CAD model is rendered slice-by-slice and
the the number of rendered pixels is counted. The pixels
that are rendered an odd number of times in each slice are
inside the object (green).
Voxelization Voxelized Data
Figure 3: Visualization of voxelized CAD models. The vox-
els marked in red are outside the model while the voxels
marked in green are inside.
2.2. Augmentation of Surface Normals to volume
representation
While a digital voxelized representation may be suffi-
cient for a regular object recognition problem, it may not
be enough to capture the detail geometrical information for
identifying local fetaures of interest within the object. In
particular, information about the boundary is lost in a voxel
grid and the local region around a voxel grid need to be an-
alyzed to identify a boundary voxel. To overcome this chal-
lenge in voxelized representations, we augment the voxel
occupancy grid with the surface normals of the B-Rep ge-
ometry. First, we identify the boundary voxels of the B-
Rep geometry. We consider each voxel as an axis-aligned
bounding-box (AABB) using the center location and size
of each voxel. We then find all the triangles of the B-Rep
model that intersect with the AABBs. Finally, we aver-
age the surface normals of all triangles that intersect with
each AABB. The x, y,&z components of the surface nor-
mals are then embedded in the voxelization along with the
occupancy grid.
The surface normal information can be augmented with
the volume occupancy information in each voxel in two dis-
tinct ways:
Figure 4: Example voxelized 3D CAD model. The voxels
that make up the model are rendered as boxes.
• The volume occupancy grid and the surface normals
are represented independently as four channels (voxel,
X,Y and Z directions) for the same object.
• It can be noted that in the previous representation, the
normals information exists only on the boundary vox-
els and is zero all other places in the grid. Alternative
representation would be to fuse the volume occupancy
grid information with the boundary voxels containing
the surface normals (making it 3 channels for the same
object).
While one representation is more sparse which might be
helpful while training the 3D-CNN, it is also to be noted
that more memory is needed while training. In this paper,
we explore both the methods of representing the normal in-
formation.
3. 3D-CNN for Learning Localized Geometric
Features
The voxel based representation with the surface normals
of the CAD model can be used to train a 3D-CNN that can
identify local features. 3D-CNNs have mostly been used
for complete 3D object recognition and object generation
problems [5, 6, 7, 12, 13, 8] as well as analyzing temporally
correlated video frames [14, 15, 16, 17]. However, to the
best of the authors’ knowledge, this is the first application
of 3D-CNNs on identifying local features with applications
in manufacturability analysis.
3.1. Network Architecture and Hyper-Parameters
The input to the 3D-CNN is a voxelized CAD model.
The input volumetric data is first padded with zeros before
convolution is performed. Zero padding is necessary in this
case to ensure that the information about the boundary of
the CAD model is not lost while performing the convolu-
tion. The convolution layer is applied with RELU activa-
tion. The convolutional layer is followed by batch normal-
ization layer and Max. Pooling layer. The same sequence
of Convolution, batch normalization and Max. Pooling is
again used. A fully connected layer is used before the final
output layer with sigmoid activation. The hyper-parameters
of the 3D-CNN that needs to be tuned in order to ensure op-
timal learning. The specific hyper-parameters used in our
framework are listed in Section 6.
The model parameters θ, comprised of weights W and
biases, b are optimized by error back-propagation with
binary cross-entropy as the loss function [18] using the
ADADELTA optimizer [19]. Specifically, the loss function
` to be minimized is:
` = −y log yˆ − (1− y) log(1− yˆ) (1)
where y ∈ {0, 1} is the true class label and yˆ ∈ {0, 1} is the
class prediction.
For training the network, many CAD models were gen-
erated based on the method illustrated in section 5.
4. Interpretation of 3D-CNN Output
The trained 3D-CNN network can be used to classify
the object of any new geometry and can be treated as a
black-box. However, interpretability and explainability of
the output provided by the 3D-CNN are very essential. In
this paper, we attempt to visualize the input features that
lead to a particular output and if possible modify it. A sim-
ilar approach was used in object recognition in images by
using class activation maps to obtain class specific feature
maps [20]. The class specific feature maps could be ob-
tained by taking a class discriminative gradient of the pre-
diction with respect to the feature map to get the class ac-
tivation. In this paper, we present the first application of
gradient weighted class activation map (3D-GradCAM) for
3D object recognition.
In order to get the feature localization map using 3D-
GradCAM, we need to compute the spatial importance of
each feature map Al in the last convolutional layer of the
3D-CNN, for a particular class, c (c can be either non-
manufacturability or manufacturability, for the sake of gen-
erality) in the classification problem. This spatial impor-
tance for each feature map can be interpreted as weights for
each feature map; it can be computed as the global aver-
age pooling of the gradients back from the specific class of
interest as shown in Eqn. 3.
The cumulative spatial importance activations that
contribute to the class discriminative localization map,
L3DGradCAM , is computed using
L3DGradCAM = ReLU
(∑
l
αl ×Al
)
, (2)
where αl are the weights computed using
αl =
1
Z
×
∑
i
∑
j
∑
k
∂yc
∂Alijk
. (3)
We can compute the activations obtained for the input part
using L3DGradCAM to analyze the source of output. The
heat map of (L3DGradCAM ) is resampled using linear in-
terpolation to match the input size, and then overlaid in 3D
with the input to be able to spatially identify the source of
non-manufacturability. This composite data is finally ren-
dered using a volume renderer.
We make use of a GPU-based ray-marching approach
to render this data. The rendering is parallelized on the
GPU with each ray corresponding to the screen pixel be-
ing cast independently. The intersection of the ray with the
bounding-cube of the volumetric data is computed, and then
the 3D volumetric data is sampled at periodic intervals. The
sum of all the sampled values along the ray is then com-
puted. This value is converted to RGB using a suitable
color-bar and rendered on the screen. Table 2 shows differ-
ent volumetric renderings of the composite 3D-GradCAM
data.
5. Manufacturability of Drilled Holes
Design for Manufacturing (DFM) rules for drilling have
been traditionally developed based on the parameters of the
cylindrical geometry as well as the geometry of the raw
material. In this paper, we show an application of our
approach to learn localized geometric features to identify
non-manufacturability of drilled holes. Deciding the man-
ufacturability of a part is framed as a binary classification
problem. We apply the above methodology to learn the pa-
rameters that correspond to a hole feature, and then use the
learned parameters to classify for manufacturability.
The important geometric parameters of a hole are the di-
ameter, the depth, and the position of the hole. However,
there are certain additional geometric parameters that do not
contribute to the manufacturability analysis, but might af-
fect the machine learning framework. For example, the face
of the stock on which the hole is to be drilled does not affect
the manufacturability of the hole, but need to be considered
while training because the volumetric representation of the
CAD model is not rotationally invariant.
In our DLDFM framework, the following DFM rules are
used to classify the drilled hole as manufacturable.
1. Depth-to-diameter ratio: The depth-to-diameter ra-
tio should be less than 5.0 for the machinability of the
hole [21, 22]. It should be noted that this rule is generic
and applicable for all materials.
2. Through holes: Since a through hole can be drilled
from both directions, the depth-to-diameter ratio for a
through hole should be less than 10.0 to be manufac-
turable.
3. Holes close to the edges: A manufacturable hole
should be surrounded with material of thickness at
least equal to the half the diameter of the hole.
4. Thin sections in the depth direction of the hole:
A manufacturable hole should should have material
greater than half the diameter along the depth direc-
tion.
The preceding rules are used to generate the ground truth
manufacturability data for the training set, which is then
used to learn the manufacturable and non-manufacturable
features by the DLDFM Framework. However, it should be
noted that for a DLDFM framework, one need not explic-
itly mention the rule. Rather, for industrial applications, one
can train the DLDFM framework using the industry relevant
historical data available in the organization, which need not
Figure 5: A sample block with a drilled hole with its dimen-
sions highlighted in the projected view.
be strictly rule based. The historical data can also be based
on experience during previous attempts to manufacture a
part. Thus, this DLDFM framework is an attempt to gener-
ate a DFM framework based on few basic local features. For
more complicated shapes, one can just augment the train-
ing set and then re-train the DLDFM framework, which can
then be used for analyzing complex parts for manufactura-
bility. This eliminates the hand-crafting of rules, ultimately
leading to better manufacturability analysis.
5.1. Training Data
Based on the DFM rules for drilling, different sample
solid models are generated using a CAD modeling kernel.
We use ACIS [23], a commercial CAD modeling kernel to
create the solid models. A cubical block of edge length 5.0
inches with different sizes of drilled holes are created (Fig-
ure 5). The diameter of the hole is varied from 0.1 in. to
1.0 in. with an increment of 0.1 in. Similarly, the depth of
the hole is varied from 0.5 in. to 5.0 in. with an increment
of 0.5 in. In addition, few geometries are specifically gen-
erated with thin sections in the depth direction to make the
training data complete. The holes are generated at differ-
ent positions on the face of the cube by varying the value
of PosX and PosY (Figure 5). For sake of simplicity, the
holes are located only along the diagonal of the drilling face,
i.e. PosX = PosY for all the training samples generated.
In addition, the holes are generated in all the six faces of the
cube. After the CAD models are generated using the solid
modeling kernel, they are classified for manufacturability
using the DFM rules for drilled holes.
After the B-Rep models are generated using the CAD
modeling kernel, they are converted to volume representa-
tions. One of the framework design choices is to choose
an appropriate voxel grid for the model. A fine voxeliza-
tion of the model, while capturing all the features accu-
rately, might be computationally expensive for training the
3D-CNN. Even a voxelization resolution of 64 × 64 × 64
pushes the limits of the GPU and CPU memory, and hence,
the parameters of the 3D-CNN have to be tuned for optimal
performance. The complete data is split into training set and
validation set.
5.2. Representative and Non-Representative Data
In order to test the performance of the DLDFM network,
a new test set of CAD models are generated. The CAD ge-
ometry generated in this set is different from the CAD mod-
els used in training the DLDFM. Further, we split the test
set into two classes, representative and non-representative.
Representative models are broadly defined as those ge-
ometries that are related to CAD models in the training set.
For example, the DLDFM network was trained using mod-
els with a single hole on different faces and at different po-
sitions. The geometries in the test set that belong to this
subset of the CAD model parameters are classified as rep-
resentative geometries. However, the models generated in
the representative set do not have the same depth or diame-
ter values as those in the models of the training set. For the
representative test data, the following parameters are varied
to generate the samples.
• Diameter values from 1.1 to 1.5 are used for the rep-
resentative test data. Diameter values from 0.1 to 1.0
inches were used for training.
• Position of the holes is varied in the radial directions
(PosX = 0 or PosY = 0, while the other is varied),
as well as in the diagonal direction. The position of
the hole vary only in the diagonal direction (PosX =
PoxY ) in the training samples.
Non-representative models are broadly defined as those
geometries that are completely different from the training
set. The generalization ability of DLDFM can be tested by
creating a non-representative test set, containing geometries
with the same primary hole parameters (depth, diameter,
and position of the hole), but having additional or differ-
ent external features. The details of the geometries in the
non-representative data set is given below.
Multiple holes: The DLDFM has been trained to analyze
the manufacturability of a single drilled hole. However, in
an a designed component, the features may not be indepen-
dent; there can be multiple features, each of which may or
may not be manufacturable. Moreover, it is possible that
each of the features themselves are manufacturable, but due
to their proximity or interaction with other features, the part
may become non-manufacturable. Hence, we test the ability
of the DLDFM framework to analyze the manufacturability
of a part with two holes.
L-shaped blocks and cylindrical models: All the models
in the training set have an external cubical shape. Hence, to
test the capability of DLDFM to capture the manufactura-
bility of a hole irrespective of the external geometry, we use
L-shaped Block and cylinders with holes. The rules estab-
lished in Section 5 also apply to this geometry.
We generated 9531 CAD models in total for the train-
ing and validation set. Out of these, 75% of the models
were used for training the 3D-CNN and the remaining 25%
of the models were used for validation or fine-tuning the
hyper-parameters of the 3D-CNN. A detailed description of
the training process is provided in Section 3. The trained
DLDFM network is then tested using the test set CAD mod-
els. The test set contains 675 representative geometries and
1450 non-representative geometries.
6. Results and Discussion
The different CAD geometries generated as explained
in Section 5.1 are classified to be manufacturable or non-
manufacturable based on the rules discussed in Section 5.
The B-Rep CAD geometries are converted to volumetric
representation using voxelization as explained in the Sec-
tion 2. The grid size of 64 × 64 × 64 is used for the vol-
umetric representation in order to represent the geometry
with sufficient resolution. We initially use the voxelized
representation of the CAD geometry to train the DLDFM
network. Then, we use the surface normal information (i.e.
x, y, z components) in addition to the voxelized represen-
tation of the CAD geometry as input. These are consid-
ered as four channels of the 3D-CNN input to train another
DLDFM network. Since the normal information exists only
at the boundary voxels, the three channels (corresponding
to the normal components) are very sparse and hence, might
be difficult effectively be used by the 3D-CNN. Hence, we
fuse the voxelized representation with each of the surface
normals (coupled normal information) and provide this as a
a three channel input to the 3D-CNN to train the DLDFM
network. We set all 3 channels to be 1 inside the object and
to be 0 outside the object. The boundary voxels have the
value of the 3 channels corresponding to the 3 components
of the surface normal.
6.1. Tuning of the Hyper-Parameters
The hyper-parameters for the DLDFM are fine-tuned to
have least validation loss. The architecture of the DLDFM
network with voxelized information is composed of three
convolution layers with filter sizes of 8, 4, and 2 respec-
tively. Likewise, the DLDFM networks using surface nor-
mal information along with voxelized representation, com-
prises of three convolution layers with filter sizes of 6, 3,
and 2 respectively. In succession to the first and last Con-
volution layers, we use MaxPooling layers of subsampling
size 2. A batch size of 64 is selected while training all of the
three DLDFM networks. The training was performed using
Keras [24] with a TensorFlow [25] backend in Python envi-
ronment. The training of DLDFM networks was performed
in a workstation with 128GB CPU RAM and a NVIDIA Ti-
tan X GPU with 12GB GPU RAM. The training is run for a
lot of epochs and is stopped when the validation loss is not
Test Data Type Model Description True
Positive
True
Negative
False
Positive
False
Negative
Accuracy
Representative
675 models
408 Manufacturable
In-outs Information 391 90 17 176 0.7136
In-outs + Surface Normals 334 201 74 65 0.7938
Coupled In-outs with Surface Normals 405 131 3 135 0.7952
Non-Representative
1450 models
724 Manufacturable
In-outs Information 500 422 226 301 0.6363
In-outs + Surface Normals 356 601 370 122 0.6604
Coupled In-outs with Surface Normals 370 582 356 141 0.6570
Table 1: Quantitative performance assessment of the DLDFM on representative and non-representative data sets.
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Figure 6: Loss vs. No. of Epochs while training
improving for a patience 10 epochs. The training loss vs.
validation loss of the DLDFM is shown in Figure 6.
6.2. Test Results
After successful training, the DLDFM network was
tested on the representative test-set to benchmark its per-
formance. The voxel based DLDFM network performs
well with an accuracy of 71% on 675 models of the rep-
resentative test set. However, as expected, the performance
of the network reduces by a small percentage while test-
ing on the non-representative test set (Table 1). In addi-
tion, even though the surface normals augmented DLDFM
networks have a poorer training accuracy, their predic-
tion capability on the test-set (both representative and non-
representative) is significantly better than the voxel based
approach. Specifically, there was a significant improvement
in the overall accuracy (a gain of 6%) for predictions in the
representative test set as shown in Table 1. Note that the
test-set has completely different geometries compared to the
training set. Thus, it can be seen that the DLDFM is learn-
ing the localized geometric features.
6.3. Visualization of Feature Maps of 3D-CNN
The ability of the 3D-CNN to learn the local geometric
features can be understood by visualizing the feature maps.
We provide different sample CAD models to the input of
the 3D-CNN and plot the feature maps obtained as output
of first layer. The activations are first normalized to one and
then the activation tensor for each filter is plotted using the
Smooth3 function in MATLAB®. Figure 7 shows the output
obtained from one of the hidden layers of the DLDFM net-
work. It can be seen that the 3D-CNN is able to recognize
the primitive information about the geometry; for example,
the edges, the faces, the hole, the depth of the hole etc.
6.4. Visualization of 3D-GradCAM
Using the trained DLDFM network, it is possible to ob-
tain the localization of the feature activating the decision
of the DLDFM as explained in the Section 4. The 3D-
GradCAM renderings for various cases are shown in the
Table 2. We have used 3D-GradCAM to visualize the re-
sults of various inputs such as manufacturable holes, non-
manufacturable-holes, multiple holes in same face, holes in
multiple faces of the cube, L shaped block, and cylindri-
cal block. 3D-GradCAM can localize the features that can
cause the part to be non-manufacturable. For example, in
Table 2, the second example from the top shows a CAD
model with a hole, which is non-manufacturable because it
is too close to one of side faces. This is a difficult example
to classify based only on the information of the hole. The
fifth example from the top shows a L-shaped block with
a hole at its corner which is non-manufacturable due to its
proximity to the edges of the block. The 3D-GradCAM ren-
dering correctly identifies the non-manufacturable hole and
as a result the DLDFM network also predicts the part to be
non-manufacturable. The feedback is helpful to understand
which particular feature among various other features in a
CAD geometry that accounts for the non-manufacturability
and possibly modify the design appropriately. Finally, the
last example in Table 2 shows a non-manufacturable hole
inside a cylindrical external geometry. This shows that the
3D-CNN can identify local features irrespective of the ex-
ternal shape of the CAD model. This is again useful to em-
ploy the manufacturability analysis.
7. Conclusions and Future work
In this paper, we demonstrate the feasibility of using 3D-
CNNs to identify local features of interest using a voxel-
based approach. The 3D-CNN was able to learn local geo-
metric features directly from the voxelized model, without
any additional shape information. In addition, augmenting
the voxel information with surface normals, helped improve
the ability of the 3D-CNN to identify local features. As a
result, the 3D-CNN was able to identify the local geomet-
ric features irrespective of the external object shape, even in
the non-representative test data. Hence, a 3D-CNN can be
used effectively to identify local features, which in turn can
be used to define a metric that may be used for successful
object classification.
We apply our novel local fetaure detection tool to build
a deep-learning-based DFM (DLDFM) framework which
is a novel application of deep learning for cyber-enabled
manufacturing. To the best of our knowledge, this is the
first application of deep learning to learn the different DFM
rules associated with design for manufacturing. In this pa-
per, our DLDFM framework was able to successfully learn
the complex DFM rules for drilling, which include not only
the depth-to-diameter ratio of the holes but also their posi-
tion and type (through hole vs. blind). As a consequence,
the DLDFM framework out-performs traditional rule-based
DFM tools currently available in CAD systems. The frame-
work can be extended to learn manufacturable features for
a variety of manufacturing processes such as milling, turn-
ing, etc. We envision training multiple networks for spe-
cific manufacturing processes, which can be concurrently
used to classify the same design with respect to their manu-
facturability using different processes. Thus, an interactive
decision-support system for DFM can be integrated with
current CAD systems, which can provide real-time man-
ufacturability analysis while the component is being de-
signed. This would decrease the design time, leading to
significant cost-savings.
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