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ABSTRACT
Contextual multi-armed bandit (MAB) achieves cutting-edge per-
formance on a variety of problems. When it comes to real-world
scenarios such as recommendation system and online advertising,
however, it is essential to consider the resource consumption of
exploration. In practice, there is typically non-zero cost associated
with executing a recommendation (arm) in the environment, and
hence, the policy should be learned with a fixed exploration cost
constraint. It is challenging to learn a global optimal policy directly,
since it is a NP-hard problem and significantly complicates the ex-
ploration and exploitation trade-off of bandit algorithms. Existing
approaches focus on solving the problems by adopting the greedy
policy which estimates the expected rewards and costs and uses a
greedy selection based on each arm’s expected reward/cost ratio
using historical observation until the exploration resource is ex-
hausted. However, existing methods are hard to extend to infinite
time horizon, since the learning process will be terminated when
there is no more resource. In this paper, we propose a hierarchical
adaptive contextual bandit method (HATCH) to conduct the policy
learning of contextual bandits with a budget constraint. HATCH
adopts an adaptive method to allocate the exploration resource
based on the remaining resource/time and the estimation of reward
distribution among different user contexts. In addition, we utilize
full of contextual feature information to find the best personalized
recommendation. Finally, in order to prove the theoretical guar-
antee, we present a regret bound analysis and prove that HATCH
achieves a regret bound as low as O(√T ). The experimental re-
sults demonstrate the effectiveness and efficiency of the proposed
method on both synthetic data sets and the real-world applications.
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1 INTRODUCTION
The multi-armed bandit (MAB) is a typical sequential decision prob-
lem, in which an agent receives a random reward by playing one of
K arms at each round and try to maximize its cumulative reward.
A lot of real world applications can be modeled as MAB problems,
such as news recommendation [18][31][24], auction mechanism
design [21], online advertising [9][25][22][19]. Some works make
full use of the observed d dimension features associated with the
bandit learning, referred to as contextual multi-armed bandits.
We focus on the bandit problems on the user recommendation
under resource constraints. It is common in real-world scenarios
such as online advertising and recommendation system. Most of
methods not only focus on improving the number of orders and
clicks but also balance the exploration-exploitation trade-off within
a limit exploration resource so that CTR(click/impression) and pur-
chase rate are considered. Since the impressions of users are almost
fixed in a certain scope(budget), it can be formulated as the problem
of increasing the number of clicks under a budget scope. Thus, it
is necessary to conduct the policy learning under constrained re-
sources which indicates that cumulative displays of all items (arms)
can not exceed a fixed budget within a given time horizon. In our
scenarios, each action is treated as one recommendation and the
total number of impressions as the limited budget. To enhance
CTR, we treat every recommendation equally and formulate it as
unit-cost for each arm. While, there exist some scenarios that cost
can not be treated equally, such as advertising bidding. Advertising
positions and recommendations are decided by dynamical pricing,
which is associated with the field of Game Theory[21].
In this study, we aim at learning the policy to maximize the ex-
pected feedback like Click Through Rate (CTR) under exploration
constraints. It can be formed as a constrained bandit problem. In
such settings, the algorithm recommends an item (arm) for the
incoming context in each round, and observes a feedback reward.
Meanwhile, the execution of the action will produce the cost, a unit
cost, which means exploration of policy learning brings resource
consumption. There are a lot of studies on Resource-Constrained
Bandits problem. [5] formulates a constraint multi-armed bandits as
the bandits with knapsacks, which combines stochastic integer pro-
gramming with online learning. And more recently, [6] proposed a
near-optimal MAB regret under the resource constraint combined
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with contextual setting of fixed resource and time-horizon ban-
dits. [7] proposed that when constraint is not time and resource, it
considers the influences of humans behaviours during the policy
learning. However, most of existing works focus on MAB problems
in a finite state space, without considering user contextual informa-
tion. Recently, [2] considered the linear contextual bandit problem
and adopted a knapsack method while it requires a prior distribu-
tion of contextual information and costs depend on contexts but
not arms. [26] proposes an adaptive linear programming to solve
while it only deals with the UCB setting.
In this paper, we propose a hierarchical adaptive learning struc-
ture to dynamically allocate the resource among different user con-
texts as well as to conduct the policy learning by making full use of
the user contextual features. In our method, we not only consider
the scale of resource allocation at the global level but the remain-
ing time horizon. The hierarchical learning structure composes of
two levels: the higher level is resource allocation level where the
proposed method dynamically allocates the resource according to
estimation of the user context value and the lower level is person-
alized recommendation level where our method makes full use of
contextual information to conduct the policy learning alternatively.
In summary, this study makes following contributions:
• We propose a novel adaptive resource allocation to balance
the efficiency of policy learning and exploration resource
under the remaining time horizon. To the best of our knowl-
edge, this is the first study to consider the dynamic resource
allocation in the contextual multi-armed bandit problems.
• In order to utilize the contextual information for users , we
propose a hierarchical adaptive contextual bandits method
(HATCH), estimating the reward distribution of user con-
texts to allocate the resources dynamically and employ user
contextual features for personalized recommendation.
• To demonstrate the regret guarantee of the proposed method,
we present an analysis of regret bound and give a theoreti-
cally proof that HATCH has a regret bound of O(√T ).
We define a bandit problem with limited resource and review some
existing methods in Section 2. Then we propose a new framework
HATCH and give a detailed description in Section 3.We give a regret
analyze of HATCH in Section 4. Experiment results are shown in
Section 5. Finally, we make a conclusion of this paper in Section 6.
2 RELATEDWORK & PRELIMINARIES
2.1 Multi-armed Bandits
Multi-armed bandits (MAB) problem is a typical sequential de-
cision making process which is also treated as an online deci-
sion making problems. Bandit algorithm updates the parameters
based on the feedback from the environment, and the cumula-
tive regret measures the effect of policy learning. A number of
non-linear algorithms have been proposed to solve this kind of
problems [11][14][20][16][29]. In additions, there are a lot of stud-
ies on the linear contextual bandits [18][1][30][9]. MAB draws
attention to a wide range of applications such as online recommen-
dation system[18][23][13], online advertising[8] and information
retrieval[12]. It provides solutions of exploration-exploitation trade-
offs. Nowadays, MAB develop a lot of branches during the time,
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Figure 1: The framework of proposed HATCH: Environ-
ments provide historical user contextual features (include
the mapping of user class distribution ϕ and user class cen-
ter X˜ , which gained by a clusteringmethodwithmassive his-
torical user contextual data). In round t , firstly, the agent
observe a user context (xt ), and get the class center (x˜t ).
Then, resource allocation level calculate the probability of
retaining current context(retain current context with proba-
bly (pˆt )). Finally, personal recommendation levelwill choose
an action according to the the estimation of the expect re-
ward of each arms. After executing this action in the envi-
ronment, the environment give a feedback (rt ) to the agent
and update the parameters (θ˜ ,θ ) in the algorithm.
such as resource constraints bandits[5], multi player bandits[28]
and balanced bandits[10].
2.2 Contextual Bandits
Contextual bandits [4, 17] utilize the contextual feature information
to make the choice of the best arm to play in the current round.
The extra feature information, known as ’context’ are necessary in
a lot of applications. To a large extent, it enhances the performance
of bandits with relevant contextual information. In the general-
ized contextual multi-armed bandit problems, the agent observes
a d-dimensional feature vector before making decision in round t.
During the learning stage, the agent learns the relationship between
contexts and rewards (payoffs). Contextual Thompson Sampling[3],
LinUCB[18], LinPRUCB [9] analyzes the linear payoff functions.
This paper is also based on the assumption of linear payoff function
like LinUCB and focuses on the resource constraints situation. We
briefly describe settings and formulation of LinUCB as follows:
• We are in a k armed stochastic bandit system in each round
t , the agent observes an action setAt while the user feature
context xt arrives independently.
• Based on observed payoffs in previous trials, the agent cal-
culates the expectation of reward, which denotes as rt,at
and the reward is modeled as a linear function E[rt |xt,at ] =
x⊤t,at θ
∗
a . After choosing an arm to play, it will receive the
payoff cost costxt ,at . If the agent does not choose any arms,
we denote it as at = 0, then costxt ,at = 0.
• The agent chooses an arm at ∈ At by selecting the arm
with maximum expected value at trial t .
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2.3 Bandit problems with resource constraints
The resource-constrained multi-armed bandits are a family of ban-
dits problem for conducting the policy learning in real-world scenar-
ios, and choosing each arm to play will bring with the determined
cost. It is crucial to leverage the performance of policy learning as
well as the available exploration resources. Previous works mainly
focus on solving the problem in a finite state space of MAB setting
with finite time horizon, including dynamic ads allocation with
advertisers[25], multi-play budgeted MAB[28], thompson sampling
to budgeted MAB [27] and so on. [2, 6] propose an algorithm which
uses a knapsack method to address the problems in linear con-
textual bandits, it requires a prior distribution of contextual. [26]
proposed a linear programming method to dynamically allocate
the resource. However, this kind of method may not be suitable for
infinite amount of contextual information in feature space.
3 METHOD
In this section, we present a hierarchical adaptive framework to bal-
ance the efficiency of policy learning and exploration of resources.
We first introduce the setting of budget constraint in the con-
textual bandits problem. Suppose that the total time-horizon is T
and total amount of resource B is given, the total t-trial payoff is
defined as
∑T
t=1 rt,at in the learning process. We denote the total
optimal payoff asU ∗(T ,B) = E[∑Tt=1 rt,a∗t ]. Thus, the objective is to
maximize the total payoff duringT rounds under the constraints of
exploration resource and time-horizon, we formulate the objective
function as follows:
maximize U (T ,B) = E[
T∑
t=1
rt,at ]
s .t .
T∑
t=1
cxt ,at ≤ B
where cxt ,at is the associated cost when playing the arm at for
context xt at the t-th round. As a consequence, we denote the regret
of the problem as follows:
R(T ,B) = U ∗(T ,B) −U (T ,B)
The objective function can be reformulated to minimize the regret
R(T ,B). In this paper, we propose a hierarchical structure to allocate
the resource reasonably as well as to optimize the policy learning
efficiently. In the upper level, our proposed HATCH adopts the
adaptive resource allocation by considering the aspects of both
users’ information and remaining time/budget, balancing the payoff
and gained reward distribution. In the lower level, HATCH utilizes
the contextual information to predict the expectation of reward
and make the decision to maximize the reward with the constraint
of allocated exploration resource.
3.1 Resource allocation globally
It is challenging to directly allocate the resources for exploration
since we should not only consider the remaining time horizon but
also the distribution of users’ contextual information. It is a typical
NP-hard problem because of infinite contextual state space and
unknown reward distribution with time. It is a challenge to con-
duct the policy learning since the feedback reward distribution is
dynamic within the constraint of allowed exploration resource. To
simplify the problem, we divide the resource allocation process in
two steps: the first one is to evaluate the user context distribution,
we employ the massive historical logging dataset to map the user
feature as state information into finite classes and evaluate contex-
tual distribution. Then we dynamically allocate the resource by the
expectation value of different user classes. We adopt an adaptive
linear programming to solve the resource allocation problem. How-
ever, in real-world scenarios, the expectation of reward might not
be obtained directly. Thus, we employ linear function to estimate
the expectation of values. This alternative updating process can
leverage the remaining exploration resource and obtained rewards.
3.1.1 Dynamically resource allocation with expected reward. The
exploration resource and time horizon might grow to infinite with
the proportion of ρ = B/T , Linear Programming (LP) proved to
be efficient to solve it [26]. When fixing the average resource con-
straint as B/T , LP function provides a policy whether choosing or
skipping actions recommended by MAB. Further more, considering
that remaining resource is changing constantly during the learn-
ing process, we replace resource B with b and time T with time
remaining τ , which denote the remaining resource and remaining
time-horizon in the t-th round. As a consequence, the averaged
resource constraint can be replaced as ρ = bτ /τ . We use a Dynamic
Resource Allocation method (DRA) to address the dynamic average
resource constraint. Different with [26], the contexts’ space in our
study are infinite, which could not be presented numerically.
We give some notation firstly. We denote J as finite user class
which are clustered by the observed user contextual distribution.
When executing the action at in round t , there will be unit-costs of
environment resource, which means that if the action is not dummy
(at , 0) and is selected to execute, then the cost is equals to 1. In our
recommendation framework, the actions will consume resources
such as constraint number of display of the items. The quality of
user class j is captured by uj and is called expect reward of j . Then
for every user classes, the probability of occurrence is defined by a
map ϕ j (x) that means when the agent get an observation, it will
find the class of this context and get probability of occurrence of
this class by the distribution ϕ j (x). In reality, the expected reward
value are constants for each user class. We rank them by descending
order: u1 > u2 > ... > u J , where u1 is the largest one and u J is the
smallest one among them. Unfortunately, we could not obtain the u
directly so that different with [26], we define uˆj as estimated reward
for the class j by linear function. In recommendation scenarios we
focus on, there exists an assumption, that is
Assumption 1 For any user class, in a time series T , the distri-
bution ϕ j (x) will not drift: ϕ j,t (x) ∼ ϕ j,t+1(x) for t ∈ T .
This assumption is intrinsic since user feature contexts x are
influenced only by user preference rather than the policy.
The objective of DRA is tomake a decisionwhether the algorithm
in the current round should retain the arm selection under the
resource constraints or not. Let pj ∈ [0, 1] be the probability that
DRA retains the recommended arm at person level. We denote the
probability vector as P = (p1,p2...,p J ). For given resource B and
time-horizon T , DRA can be formulated as follows:
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(DRAτ ,b )maximize
J∑
j=1
pjϕ juj
s .t .
J∑
j=1
pjϕ j ≤ B
T
(1)
Let ρ = BT and j˜(ρ) =max{j :
∑j
j′=1
ϕ j′ ≤ ρ}, which represents a
threshold of averaged budget.
Like the formulation in [26], the optimal solution of DRA can be
summarized as following:
pj (ρ) =

1, if 1 ≤ j ≤ j˜(ρ)
ρ −∑j˜(ρ)j′=1 ϕ j′
ϕ j˜(ρ)+1
, if j = j˜(ρ) + 1
0, if j > j˜(ρ) + 1
We denote pj (ρ) as the solution of eq.1 and v(ρ) as the maximum
expected reward in a single round within averaged resource. How-
ever, in real-world scenarios, it can not guarantee a static ratio of
resource and time horizon. Thus, we replace the static ratio ρ as
bτ /τ , where bτ and τ represent the remaining resources and time
in round t .
3.1.2 Estimate expected rewards of user classes. To solve the prob-
lem that uj is difficult to obtain in real-world scenarios, we should
estimate the expectation of uj . Firstly, we map the observed user
context into finite user classes. For each user class, there is a repre-
sentation center point which is denoted by x˜ and j is the j-th cluster.
When observing a context xt in round t , it will automatically map
to x˜t and we estimate the value (uˆt, j ) for this observation.
We adopt a linear function to estimate the expectation reward:
E[u |x˜] = x˜⊤θ˜ j between the contextual information x˜ and the re-
ward r . We normalize the parameters with ∥x ∥ ≤ 1 and ∥θ˜ ∥ ≤ 1.
We set the matrix X˜ j = [x˜1, x˜1...x˜t ] to denote all the historical
observations of the user class j , where ∥x˜ ∥ ≤ 1 and every vector in
X˜ j is equal to x˜ j .
When formulating reward evaluate function of each user class
as a ridge regression, we can get the following equation:
θ˜t, j = A˜
−1
t, j X˜t, jY
⊤
t, j (2)
where Yt, j = [r1, r2..rt ] and A˜t, j = (I + X˜⊤t, j X˜t, j ).
Let ∥x˜t ∥A˜−1 = ∥s˜t ∥ = ∥
√
x˜⊤j A˜
−1
t, j x˜ j ∥, and θ˜∗j denotes the expect
value of θ˜ j and uj = x˜⊤j θ
∗
j . The regret of each round can bounded
by a confidence interval:
|x˜ j,t (θ˜ j,t − θ˜∗j )| ≤ (1 + α˜ )˜st
where α˜ =
√
loд(2/δ )
2 .
We use the estimated expectation of reward uˆt, j = x˜⊤j θ˜t, j to
solve DRA and get the pˆx to allocate the resource.
The following property for estimation processing is crucial to
guarantee regret bound of proposed HATCH. When the number
of times to execute the algorithm is larger than a constant, the
algorithm can get the correct order of u.
Algorithm 1 Hierarchical AdapTive Conextual bandit metHod
(HATCH)
Require: λ,B, A, α , α˜
1: Init τ = T , b = B, uˆ0, j = 1
2: Map the historical context into finite user class set J , obtain ϕ
for each user class distribution.
3: Init A˜0, j = I, θ˜0, j = 0,X˜0, j = ∅, Y0, j = ∅, ∀j ∈ J
4: Init A0, j,a = I, θ0, j,a = 0, X0, j,a = ∅, Y0, j,a = ∅, ∀j ∈ J and
∀a ∈ A
5: for t = 1, 2, ...T do
6: Observe the context information xt , get the context class j
of xt , and obtain the mapped user class context x˜t .
7: Get action a by calculate the eq.4
8: if b > 0 then
9: Obtain the probabilities pˆj (b/τ ) by solving DRA(τ ,b) and
with u replaced by uˆ.
10: Take action a with probability pˆj (b/τ )
11: end if
12: Observe reward rt,a from the environment.
13: Update τ ,b
14: Define Xt, j,a ← [Xt−1, j,a : xt ]
15: Define Yt, j,a ← [Yt−1, j,a : rt,a ]
16: Define X˜t, j ← [X˜t−1, j , x˜t ]
17: Define Yt, j ← [Yt−1, rt,a ]
18: A˜t, j ← I + X˜⊤t, j X˜t, j
19: θ˜t ← A˜−1t, j X˜t, jYj,t
20: uˆt, j ← x˜⊤t θ˜t, j
21: At, j,a ← λI + X⊤t, j,aXt, j,a
22: θt, j,a ← A−1t, j,aXt, j,aYt, j,a
23: end for
Lemma 1 For two user class pairs (j, j ′), let Nj (t − 1) be the
number that j-th class appears until round t − 1. If the expectation
of reward satisfies uj < uj′ , then for any t ≤ T ,
P(uˆj,t ≥ uˆj′,t |Nj (t − 1) ≥ lj ) ≤ 2t−1 (3)
where l = 2loдT(uj−uj′ )2 . Most of proofs are shown in appendix section.
Lemma 1 illustrates that when the algorithm executed for N
times, the order of estimation of reward expectation is the same as
the actual order of it.
3.2 Personalized recommendation level
In the personalized recommendation and policy learning level, we
utilize the full user contextual information xt to conduct the policy
learning and recommend the best action to play. Following the
setting of contextual bandit from [1], we use a linear function to fit
the model of context and reward: E[r |xt ] = x⊤t θt, j,a .
We set the personal information context matrix as
Xt, j,a = [x1,x2, ...xt ]
where xt is in user class j and choose the action a.
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Similar with eq.2, we have the policy coefficient vector in the
j-th class with a-th action:
θt, j,a = A
−1
t, j,aXt, j,aYt, j,a
where At, j,a = (λI + X⊤t, j,aXt, j,a ).
We set r = x⊤t θ∗j,a + ϵ , supposing that ϵ is 1-sub-gaussian in-
dependent zero-mean random variable, where E[ϵ] = 0 and θ∗j,a
denotes the expect value of θ .
We choose the arm which maximum reward expectation in the
action set A :
a∗t = arдmaxa∈Ax⊤t θt, j,a + (
√
λ + α)∥xt ∥A−1 (4)
α =
√
2loд(det(At, j,a )
1
2 ,det(λI ) 12
δ
)
where δ is a hyperparameter and λ > 0 is a regularized parameter.
Then, we use the pj calculated by DRA to decide whether to
execute the action a∗t or not. The whole process of the proposed
HATCH method is illustrated in Algorithm 1 and the algorithm
pipeline is shown in Figure 1.
4 REGRET ANALYZE OF HIERARCHICAL
ADAPTIVE CONTEXTUAL BANDITS
In this section, we present a theoretical analysis on the regret bound
of our proposed HATCH.
In round t , the upper bound is summarized as follows:
vt (ρ) =
j(ρ)∑
j=1
ϕ ju
∗
j,t + p j˜(ρ)+1(ρ)ϕ j˜(ρ)+1u∗j,t j˜ (ρ )+1
where u∗j,t = maxa∈Ax
⊤
t, j,aθ
∗
j,a denotes the optimal reward for
personalized recommendation level in round t . The regret of our
algorithm is:
R(T ,B) = U ∗(T ,B) −U (T ,B)
Theorem 1 Given ϕ j , uj and a fixed ρ ∈ (0, 1), let ∆j = in f {|uj′ −
uj |}, where j ′ ∈ J and j ′ , j. Then let qj = ∑jj′=1 ϕ j′ . For any
j ∈ {1, 2, ...J }, the regret of HATCH satisfies:
1)(Non-boundary cases) if ρ , qj for any j ∈ {1, 2...J }, then
R(T ,B) = O(J βj
√
ΦloдTloд(ΦloдT ) + β
√
Bloд(B) + JloдT )
2)(Boundary cases) if ρ = qj for any j ∈ {1, 2...J }, then
R(T ,B) = O(
√
T + J βj
√
ΦloдTloд(ΦloдT ) + β
√
Bloд(B) + JloдT )
where Φ = 1
∆2
+ 1,
βj =
√
λ +
√
2loд(1/δ ) + loд(1 + 2(loдT /∆2j + loдT + 1)/λ))
β =
√
λ +
√
2loд(1/δ ) + loд(1 + B/λ))
The sketch of proofing include three step.
Step 1: Partition of regret . We divide the regret into two parts.
E[Nj (T )] denotes the expected number of times that the j-th user
class is allocated resource when order error occur. And Nj is the
total number that class j is allocated resources until round T :
R(T ,B) = U ∗(T ,B) −U (T ,B)
≤[
T∑
t=0
vt (ρ) −
J∑
j=1
u∗j E[Nj (T )]] + [
J∑
j=1
Nj∑
t=1
A∑
a=1
xt (θ∗j,a − θ j,a )]
=R(2)(T ,B) + R(1)(T ,B) (5)
whereu∗j = uj,a∗ = uj +η
∗, η∗ is a random variable which measures
the difference of expected reward between user class j and optimal
selected action a∗ for xt, j .
Step 2: Bound of R(1)(T ,B):
For j , j ′, let ∆j = in f {|uj′ − uj |}, where j ′ ∈ J .
R(1)(T ,B) ≤
J∑
j=1
βj (
√
E[Nj (T )]loд(λ + E[Nj (T )]))
+ β
√
Bloд(λ + B) (6)
where
E[Nj (T )] = 2loдT
∆2j
+ 2loдT + 2,
βj =
√
λ +
√
2loд(1/δ ) + loд(1 + 2(loдT /∆2j + loдT + 1)/λ))
β =
√
λ +
√
2loд(1/δ ) + loд(1 + B/λ))
Most part of proofs are shown in appendix section.
Step 3: Bound of R(2)(T ,B):
In our method, actually, the estimation of resource allocation
level can be treated as a Bernoulli trial. For personalized recommen-
dation level, the recommendation is a linear contextual bandits trial.
Each arm in each user class has optimal expect reward. In HATCH,
we use linear contextual bandits to evaluate expected rewards and
the intrinsic user preference (θ∗), which defined by arms’ property
in each user class. It means that η∗ are known constant which is
lower than a positive number, η∗ ≤ C .
In this study, R(2)(T ,B) is only associated with global level user
classes since we use the estimation of uj to solve DRA and get pˆ.
Thus, all the errors in this part come from the order error of uˆ.
The error includes three events: the first one is roughly correct
order event during the learning process, the other two are incorrect
classes order situations which are defined as follows[26]:
ε0(t) ={∀j ≤ j˜(ρ), uˆj (t) > uˆ j˜(ρ)+1(t);
∀j > j˜(ρ) + 1, uˆj (t) < uˆ j˜(ρ)+1(t)} (7)
ε1(t) ={∃j ≤ j˜(ρ), uˆj (t) ≤ uˆ j˜(ρ)+1(t);
∀j > j˜(ρ) + 1, uˆj (t) < uˆ j˜(ρ)+1(t)} (8)
ε2(t) ={∃j > j˜(ρ) + 1, uˆj (t) ≥ uˆ j˜(ρ)+1(t)} (9)
Define thatv∗(τ ,bτ ) = ∑Jj=1 p˜j (bτ /τ )ϕ ju∗j , whereu∗j = uj +η∗. The
single-round difference between the algorithm and upper bound
v(ρ) is
∆vt = v(ρ) −v∗(τ ,bτ )
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Then we have R(2)(T ,B) = ∑Tτ=1 E[∆vτ ]. Considering all the possi-
ble situations, the expectation can be rewritten as
E[∆vτ ] =
2∑
s=0
E[∆vτ , εs (T − τ + 1)] (10)
Let u¯ =
∑J
j=0 uj . We can get the upper bound of R
(2)(T ,B) in our
setting in two cases:
Non-boundary cases:
lim sup
t→∞
R(2)(T ,B)
loдT
≤[u¯ +C +v(ρ)][
j˜(ρ)∑
j=1
27
2дj˜(ρ)+1[∆ j˜(ρ)+1]2
+
J∑
j=j˜(ρ)+2
27
2дj [∆j ]2 + 2J ] (11)
where дj =min{ϕ j , 12 (ρ − q j˜(ρ)), 12 (q j˜(ρ)+1 − ρ)}
Boundary cases:
Let R(2)1 (T ,B) =
∑1
τ=T E[∆vτ , ε0(T − τ + 1), and R
(2)
2 (T ,B) =∑1
τ=T
∑2
s=1 E[∆vτ , εs (T − τ + 1)
R
(2)
1 (T ,B) ≤ (u1 +C)
√
Var (bτ )
τ 2
+ 2v(ρ)e−2ζ 2τ (12)
lim sup
t→∞
R
(2)
2 (T ,B)
loдT
≤[u¯ +C +v(ρ)][
j˜(ρ)∑
j=1
27
2дj˜(ρ)+1[∆ j˜(ρ)+1]2
+
J∑
j=j˜(ρ)+1
27
2дj [∆j ]2 + 2J ] (13)
where ζ = 12min{ρ − q j˜(ρ)−1,q j˜(ρ)+1 − ρ}
дj =min{ϕ j , 12 (ρ − q j˜(ρ)−1),
1
2 (q j˜(ρ)+1 − ρ)}
Most part of proof are shown in appendix section.
5 EXPERIMENTS
In this section, we conduct two groups of experiments to verify the
effectiveness of the proposed method. The first one is a synthetic
experiment and the other is conducted on the Yahoo! Today data
set. The implementation details are available on the GitHub. 1
5.1 Synthetic evaluation
For synthetic evaluation, we build a synthetic data generator. We
set the dimension of each generated context is dim = 5 and the
value range of each dimension is in [0, 1]. We set J = 10 as the
number of user classes and K = 10 arms with the reward generated
from a normal distribution. Then we set the distribution of user
class is [0.025, 0.05, 0.075, 0.15, 0.2, 0.2, 0.15, 0.075, 0.05, 0.025] and
the expected reward uj of each user class is a random number in
1https://github.com/ymy4323460/HATCH
[0, 1]. Each arm has its random expected reward number σj,a which
is the sum of user class expected reward and arm expected reward
(uj,a = uj + σj,a ). Every dimension in weightsw j,a are random in
[0, 1] and ∥w j,a ∥ ≤ 1. We sampled 30000 synthetic contexts from
data generator with the distribution ϕ and we denote X j as context
set of class j. Rewards of a context have 10 number corresponding
to 10 arms and they are generated from normal distributions with
the mean ofuj,a+x jw j,a and variance of 1. Rewards are normalized
be 0 or 1.
Experiments are conducted by comparing with state-of-the-art
algorithms. The methods and setting are described as follows:
greedy-LinUCB [18] adopts the LinUCB strategy and chooses
the best arm in each turn when the choice is executed, consum-
ing one unit of resource. This process will keep running until the
resource is exhausted.
random-LinUCB is the LinUCB algorithm which choose the
best arm in each turn. The choice is executed with the probability
of ρ = (bτ /τ ). The resource allocation strategy is straightforward
but it reduces the probability to miss high valuable contexts in the
long time horizon.
cluster-UCB-ALP [26] proposes an adaptive dynamic linear
programming method for UCB problems. For synthetic evaluation,
we use the index of user class as the input at round t . This method
only counts the reward and the number of occurrences for each
user class and will not use class features due to the UCB setting.
Since the regrets of all the methods are not identical, we compare
the accumulate regret (the optimal reward minus the reward of exe-
cuted actions) when the choices are executed. We set four different
scenarios with time and budget constraints: ρ = {0, 0.125, 0.25,
0.375, 0.5} with different execution rounds (10000, 20000, 30000).
In Figure 2, we can observe that HATCH achieves the lowest
cumulative regrets among all the methods. In addition, when the
budget-time ratio ρ is gets larger, the regrets become larger.
In all conditions, the regret of HATCH in Figure 2 is lower than
random-LinUCB which indicates our algorithm retain the high
valuable user contexts’ choice. The charts show that our algorithm
performs better than cluster UCB-ALP, because context have lots of
information that UCB setting can not utilize and the regret of UCB-
ALP is higher than other linear contextual methods. The regret of
random-LinUCB is close to greedy-LinUCB. The difference between
greedy-LinUCB and random-LinUCB is that greedy-LinUCB spent
all the resource in early time and the resource usage is more uniform
in random-LinUCB. For the synthetic data, the reward function is
nearly static during all learning rounds. Thus, learning in the early
time (greedy-LinUCB) seems to be the same as random resource
allocation strategy. However, in real-time setting, this distribution
might not be stable during the learning process.
5.2 Experiments on Yahoo! Today Module
The second group of experiments are conducted on the real-world
scenarios which involve news article recommendation in the âĂĲ-
Today ModuleâĂİ, a common benchmark to verify performance of
recommendation algorithms. Data are collected from on the Yahoo!
front page 2. When users visit this module, it will display high-
quality news articles from candidate articles list. The data set are
2https://webscope.sandbox.yahoo.com/catalog.php?datatype=r&did=49
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Figure 2: This figure shows the synthetic evaluation of HATCH as well as compared methods, with the cumulative regret for
different ratio of ρ = {0, 0.125, 0.25, 0.375, 0.5}. (a), (b), (c) illustrate different execution rounds.
Table 1: The averaged rewards result (CTR) on Yahoo! Today
Module after executing 50000 rounds.
ρ 0.125 0.25 0.375 0.5
greedy-LinUCB 0.83 1.69 2.49 3.29
random-LinUCB 0.72 1.54 2.11 2.92
cluster-UCB-ALP 0.82 1.52 2.41 3.23
HATCH 1.12 2.36 3.35 4.04
collected at Yahoo! front page for two days at May 2009. It contains
T = 4.68M events in the form of triples (x ,a, r ), where the context x
contains user/article features. The user features have a dimension
of 6 while a denotes the candidate article with the reward r of the
click signal (1 as click and 0 not click). We random select T = 1.28M
events with the top 6 recommended articles and fully shuffled these
data before conducting the learning process.
We use half of contextual feature dataset to obtain a pre-defined
mapping method. Here we choose Gaussian Mixture Model as map-
ping method in our system, denoted by G(x). We set J = 10 cluster
centers (The number of contextual centers is suggested to be larger
than the feature dimension). The distribution of all clusters is de-
noted by ϕ which provided by GMM.
Evaluator: we evaluate the algorithm in the offline setting. We
use the strategy of reject sampling from the historical data as [18].
However, this kind of samples and evaluate strategy is not suitable
for our setting. In our setting, the user classes must have a deter-
mined distribution during the learning process. In the setting of
rejected sample evaluation in [18], the distribution of context class
sometimes are not stable at the early time and it will lead to the
choice of arms concentrates on several arms. For example, if algo-
rithm chooses the best arm a and this user context-arm pair did not
occur in historical data, this context will be thrown away, causing
the user classes distribution to drift at the early time and it leads to
the large variance of experiments result. Thus, we propose a new
evaluation function to select data in a static user class distribution.
We show the evaluation strategy in Algorithm 2, adjusting reject
sampling evaluation proposed by [18] to fit our setting.
The evaluation process is summarized as follows:
Algorithm 2 Evaluation from a static distribution
Require: ϕ, G,X ,T > 0,policy : p
1: J = G(X )
2: h0 = ∅ {An initially empty history}
3: R0 = 0 {An initially zero total payoff}
4: Bucket = {bucket1,bucket2, ...bucket J }
5: for j = 1, 2, ..J do
6: Put the x whose class is j into bucketj
7: end for
8: for t = 1,2 ...T do
9: sample a user class j via distribution ϕ
10: repeat
11: sample event (xt ,at , rt ) from bucketj
12: until p(ht−1,x) equals to at
13: ht ← [ht−1 : (xt ,at , rt )]
14: Rt ← Rt−1 + ra
15: delete (xt ,at , rt ) from bucketj
16: end for
17: Output: average reward = Rt /T
• We map all the historical contextual user classes into J buck-
ets and initialize them as empty at the beginning.
• Put the context of user class j into data bucket bucketj . In
each round, we sample a user class j by the distribution ϕ.
• Then we sample data randomly from the bucketj and choose
the arm recommended by the current bandit algorithm. If the
selected arm is not the same as the arm in the sampled event,
the evaluator will re-sample another event frombucketj until
the selected arm is the same as the sampled arm.
• Put the current event (xt ,at , rt ) into historical data set ht .
• Conduct the policy learning by using the data set.
Experiments on logging data set : We set a group of experi-
ments on historical logging data. We compare our method (HATCH)
with three baselines mentioned in synthetic experiments. Baselines
are random-LinUCB, gready-LinUCB and cluster-UCB-ALP algo-
rithm by using the evaluation strategy in Algorithm 2. The evaluate
metric is to compare averaged reward (CTR) in this experiment.
For each experiment of the four methods, we set the round
number as 50000 since the number of valid sample events (not
WWW ’20, April 20–24, 2020, Taipei, Taiwan Mengyue Yang and Qingyang Li, et al.
0 10000 20000 30000 40000 50000
round
0.0
0.2
0.4
0.6
0.8
1.0
av
er
ag
e 
re
wa
rd
cluster_UCB_ALP
HATCH
random_LinUCB
(a) ρ = 0.125
0 10000 20000 30000 40000 50000
round
0.0
0.5
1.0
1.5
2.0
av
er
ag
e 
re
wa
rd
cluster_UCB_ALP
HATCH
random_LinUCB
(b) ρ = 0.25
0 10000 20000 30000 40000 50000
round
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
av
er
ag
e 
re
wa
rd
cluster_UCB_ALP
HATCH
random_LinUCB
(c) ρ = 0.375
0 10000 20000 30000 40000 50000
round
0
1
2
3
4
5
6
av
er
ag
e 
re
wa
rd
cluster_UCB_ALP
HATCH
random_LinUCB
(d) ρ = 0.5
Figure 3: Performance comparisons of averaged reward (CTR) among random LinUCB, cluster UCB-ALP, and proposed
HATCH on Yahoo! Today module. The figure shows the trend of CTR for the different execution rounds. (a), (b), (c) and (d)
illustrate different settings of resource ratio ρ = {0.125, 0.25, 0.375, 0.5}, respectively.
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Figure 4: HATCH’s statistic results of averaged reward and resource allocation rates for ten different user classes after ex-
ecuting 50000 rounds on Yahoo! Today module. (a), (b), (c) and (d) illustrate different settings of budget-time horizon ratio
ρ = {0.125, 0.25, 0.375, 0.5}.
Table 2: The occupancy rate of the user contexts among ten class after 50000 execution rounds.
user class class1 class2 class3 class4 class5 class6 class7 class8 class9 class10
0.125 0.031 0.014 0.13 0.063 0.254 0.483 0.0464 0.288 0.0346 0.0306
0.25 0.017 0.010 0.12 0.021 0.207 0.262 0.027 0.391 0.021 0.032
0.375 0.018 0.023 0.009 0.063 0.292 0.184 0.080 0.255 0.022 0.052
0.5 0.014 0.024 0.008 0.128 0.223 0.137 0.116 0.195 0.095 0.055
dropped by the evaluation algorithm) of four methods are all around
70000 events. It is reasonable that we are able to evaluate all the
comparison algorithms with 50000 rounds and all of the algorithms
will have stable performance.
In addition, we set the parameter α = 1 for random-LinUCB,
greedy-LinUCB as well as HATCH algorithm. For HATCH, we
keep α as the same in both of resource allocation and personal
recommendation level.
We show the trends of averaged reward (CTR) with different
round number in Figure 3 and the result of all four methods after
executing 50000 rounds in Table 1.
From Figure 3 and the Table 1, we can observe that random Lin-
UCB performs the worst with all different conditions of ρ. It is not
efficient for this method to conduct the exploration in this setting
since sometimes it might lose high value contexts which may bene-
fit to the update of parameters. The performance of greedy-LinUCB
can be seen in Table 1, it is better than the performance of random-
LinUCB since it has fully explored the environment at the beginning.
However, the averaged reward sharply declined when the resource
is exhausted. Many of the previous works which adopted this kind
of strategy will be not conducive to long-term reward with the
constrained exploration resource even if the performance is a little
bit better than random-LinUCB. When the environment changes, it
might not be flexible to meet the change of reward function for the
environment. The proposed HATCH outperforms the other meth-
ods in this experiment. The result shows that our algorithm tends to
choose the higher valuable contexts to allocate the resource during
the learning process, which means it is more reasonable for the
exploration and exploitation trade off and it benefits for a longtime
exploration in the dynamic algorithm. Cluster-UCB-ALP performs
not worst in this setting, which illustrates that allocation strategy
via linear programming is reasonable. However, it has the same
issues as the experiments on synthetic data, without considering
user contextual features, it could not utilize the preference of users
for personalized recommendations.
To compare different kinds of resource setting, we set the re-
source constraint ratio ρ = {0.125, 0.25, 0.375, 0.5}, respectively.
From Figure 2 and Table 1, the averaged reward of our algorithm
performs better than othermethods in different ratio settings.When
ρ is getting larger, the CTR of HATCH becomes higher.
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In Figure 4, we compare the resource allocation rates and the
averaged reward distributions among different user classes to anal-
yse the performance of resource allocation strategy and the policy
exploration of HATCH. We also illustrate the occupancy rates of
different user classes in Table 2, which are the normalized rates
of the number of events that are allocated the resources. In Table
2, the occupancy rates are decided by the allocation rate and total
number of event in each class. Figure 4 illustrates that the allocation
rates have positive correlation with averaged rewards. When ρ is
smaller (such as ρ = 0.125), which means the allocation level has
a larger ability of exploration, it has a higher probability to retain
some contexts which might have lower expected value. In Figure
4(a), the averaged rewards of class 1 and class 8 are almost same,
however, the allocation rate of class 1 is larger than that of class 8.
It is because that the class 1 has less appearance than class 8, where
we can observe that the occupancy rate (Table 2) in class 1 is less
than it in class 8 when ρ = 0.125. It means there are less events
which are used to update the parameters in class 1 than class 8 so
that class 1 has more probability for exploration.
Meanwhile, with the increasing of ρ, the resource allocation rate
has increased and appears to be stable because HATCH has learned
a more precise expected values for each user class in the allocation
level, which means uncertainty is lower than that in smaller ρ.
From Table 2 we can find that the occupancy rates of different user
class become closer with ρ increasing. The reason is that if we have
more data to train a policy, the exploration of the allocation level
will be decreased in the end while HATCH shows more tends of
exploitation.
6 APPENDIX
6.1 Proof of Lemma 1
Proof:
Let σj,t = (1 + α˜ )˜sj,t ,
uˆj,t + σj,t ≥ uˆj′,t + σj′,t
[uˆj,t − (uj + σj,t )]+[uj − uj′ + 2σj,t ] ≥ [uˆj′,t − (uj′ − σj′,t )]
P(uˆj,t ≥ uˆj′,t ) = P(uˆj,t − uj ≥ σj,t )
+ P(uˆj′,t − uj′ ≤ −σj′,t )
+ uj + 2σj,t ≥ uj′ (14)
In our setting, for each user class j, the text s˜j,t is identical. Thus,
Aj,t is a symmetric matrix, and det(Aj,t ) = 1+Nj (t − 1)∥x˜ j ∥2 ≥ 1,
where Nj (t − 1) denotes the number of times that is allocated the
resource until round T .
A−1j,t can be decomposed as A
−1
j,t = A
′⊤
j,tA
′
j,t
According to the Cauchy-Schwarz:
s˜j,t =
√
∥x˜⊤j A−1j,t x˜ j ∥
=
√
∥x˜⊤j A′⊤j,t ∥∥A′j,t x˜ j ∥
= ∥x˜ j ∥/
√
(1 + Nj (t − 1)∥x˜ j ∥2)
< 1/
√
Nj (t − 1) (15)
and according to the Hoeffding’s inequality:
P(uˆj,t − uj ≥ σj,t ) ≤ exp(−2Nj (t − 1)σ 2j,t ) = t−1 (16)
where 1 + α˜ =
√
loдt
2 , then P(uˆj′,t − uj′ ≤ −σj′,t ) is the same as
eq.16.
The remaining of the proof refers to the proof of Lemma 1 in
[15]. When Nj (t − 1) ≥ ⌈ 2loдT(uj−uj′ )2 ⌉, we can get the following:
uj + 2σj,t ≤ uj + 2(uj′ − uj )
√
loдt
2loдT ≤ uj′
means that
P(uj + 2σj,t ≥ uj′) = 0
Then
P(uˆj,t ≥ uˆj′,t |Nj (t − 1) ≥ lj ) ≤ 2t−1 (17)
6.2 Proof of Theorem 1
Proof of step 2:
For j , j ′, let lj = 2loдT(∆j )2 where ∆j = in f {|uj′ − uj |}, where
j ′ ∈ J .
E[Nj (T )] ≤ lj +
∑
P{x˜t ,Nj (T ) ≥ lj } ≤ lj +
T∑
t=1
2t−1 (18)
Follow the facts that
∑T
t=1 t
−1 ≤ 1 + logT .
Lemma 2 (referred from Theorem 3 in [1]) For ∀t ≥ 0 and
xt ∈ R,
〈
x⊤t θt
〉 ∈ [−1, 1]. Then, with probability at least 1 − δ , the
regret R have the upper bound of
Rn ≤ 4
√
tloд(λ + t)(
√
λ +
√
2loд(1/δ ) + loд(1 + t/λ)) (19)
Then according to Lemma 2, R(1)(T ,B) can be bounded as
R(1)(T ,B) = [
J∑
j=1
Nj∑
t=1
A∑
a=1
xt (θ∗t, j,a − θ j,a )]
≤
J∑
j=1
Nj∑
t=1
A∑
a=1
|xt (θt, j,a − θ∗j,a )|
≤
J∑
j=1
βj (
√
E[Nj (T )]loд(λ + E[Nj (T )])) + β
√
Bloд(λ + B) (20)
where
βj =
√
λ +
√
2loд(1/δ ) + loд(1 + 2(loдT /∆2j + loдT + 1)/λ))
β =
√
λ +
√
2loд(1/δ ) + loд(1 + B/λ))
Proof of step 3: The process of the proof follows the UCB-ALP[26].
Different with UCB-ALP, the retain probability (pˆ) are calculate by
global resource allocation level using user class context. Then we
replaced uj in v(ρ) by the best condition u∗j .
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6.2.1 Non-boundary cases: We set ε0(t) to be the nearly correct
order of user class. Then v∗(τ ,bτ ) = v(bτ /τ ). Let ζ = 12min{ρ −
q j˜(ρ),q j˜(ρ)+1 − ρ}, if b ∈ [ρ − ζ , ρ + ζ ], then
E[∆vτ , ε0(T − τ + 1)] =
B∑
b=0
E[∆vτ |ε0(T − τ + 1)]P{bτ = b, ε0(T − τ + 1)} (21)
where
E[∆vτ , ε0(T − τ + 1)] = v(ρ) −v(b/τ ) (22)
P{bτ = b, ε0(T − τ + 1)} = P{bτ = b} −
2∑
s=1
P{bτ = b, εs (T − τ + 1)}
(23)
Then E[∆vτ , ε0(T − τ + 1)]
≤ [u∗1 − u∗J + 2u¯∗]e−2ζ
2τ + [u¯∗
2∑
s=1
P{εs (T − τ + 1)}]
≤ [uj − u1 + 2C + 2u¯]e−2ζ 2τ + [u¯ +C]
2∑
s=1
P{εs (T − τ + 1)}]
(24)
When it happened the wrong ranking case, for 1 ≤ s ≤ 2, there
existed ∆τ ≤ v(ρ) in any possible ranking results. Then it can
obtain the following equation:
E[∆vτ , εs (T − τ + 1)] ≤ v(ρ)P[εs (T − τ + 1)]
Since R(2)(T ,B) = ∑1τ=T E[∆vτ ], then we have:
R(2)(T ,B)
≤ [uj − u1 + 2C + 2u¯]e
−2ζ 2τ
1 − e−2ζ 2τ
+ [u¯ +v(ρ) +C]
2∑
s=1
E[T (s)] (25)
where T (s) = ∑Tt=1 I(εs (t))(s = 1, 2) is the type-s ranking error.
From [26], we have the following equation in our setting:
E[T (1)] ≤ 2e
−2ζ 2
1 − 2e−2ζ 2 +
j˜(ρ)∑
j=1
E[C(1)j (T )] (26)
Let lˆj = 2loдTдj (1−ξ )ξ 2(∆j )2 where дj = min{ϕ j , ζ } and ξ ∈ (0, 1),
according to Lemma 5 in [26] and our Lemma 1 we have:
E[C(1)j (T )] ≤ lˆ j˜(ρ)+1 +
T∑
t=1
(2t−1 +T−4) (27)
Let ξ = 23 , then
E[T (1)] ≤
j˜(ρ)∑
j=1
27loдT
2дj˜(ρ)+1(∆ j˜(ρ)+1)2
+ 2j˜(ρ)loдT (28)
The proof of E[T (2)] is same as the E[T (1)], we have the following:
E[T (2)] ≤
J∑
j=j˜(ρ)+2
27loдT
2дj (∆j )2 + 2j˜(ρ)loдT (29)
Thus, we could obtain the final proof result for non-boundary cases:
lim sup
t→∞
R(2)(T ,B)
loдT
≤[u¯ +C +v(ρ)][
j˜(ρ)∑
j=1
27
2дj˜(ρ)+1[∆ j˜(ρ)+1]2
+
J∑
j=j˜(ρ)+2
27
2дj [∆j ]2 + 2J ] (30)
6.2.2 Boundary cases. Let ζ = 12min{ρ − q j˜(ρ)−1,q j˜(ρ)+1 − ρ}.
When ε0 occurs and b/τ ∈ [ρ − ζ , ρ + ζ ], there existed ∆vτ ≤
(u1 − u J )|ρ − b/t |, then we can have
E[∆vτ , ε0(T − τ + 1)]
≤ (u1 +C)E[|b/τ − ρ |] +v(ρ)
∑
b<[ρ−ζ ,ρ+ζ ]
P{bτ = b}
≤ (u1 +C)
√
Var (bτ )
τ 2
+ 2v(ρ)e−2ξ 2τ s (31)
where
T∑
τ=1
√
Var (bτ )
τ 2
=
T∑
τ=1
√
(T − τ )ρ(1 − ρ)
(T − 1)τ
≤
√
ρ(1 − ρ)
T∑
τ=1
√
1
τ
≤ 2
√
ρ(1 − ρ)
√
T (32)
If it occurred the ranking error situations for s = 1, 2, we have
the following equation:
E[∆vτ , εs (T − τ + 1)] ≤ v(ρ)P{εs (T − τ + 1)} (33)
By extending the lemma 6 in [26], R(2)(T ,B) can be divided into
two parts, R(2)(T ,B) = R(2)1 (T ,B) + R
(2)
2 (T ,B). Then we have the
following proof in the boundary cases:
R
(2)
1 (T ,B) ≤ (u1 +C)
√
Var (bτ )
τ 2
+ 2v(ρ)e−2ζ 2τ (34)
lim sup
t→∞
R
(2)
2 (T ,B)
loдT
≤[u¯ +C +v(ρ)][
j˜(ρ)∑
j=1
27
2дj˜(ρ)+1[∆ j˜(ρ)+1]2
+
J∑
j=j˜(ρ)+1
27
2дj [∆j ]2 + 2J ] (35)
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7 CONCLUSIONS
In this paper, we proposed HATCH, a linear contextual multi-armed
bandits with dynamic resource allocation of recommendation, to
solve resources constraint problem in recommendation system.
Experimental results have shown that our algorithm achieves (i)
higher performance than aforementioned methods, (ii) better adap-
tation and more reasonable resources allocation. We present and
give a theoretical analysis to prove that HATCH achieves a regret
bound of O(√T ). For the future work, we notice that applying a
linear contextual multi-armed bandits in real world setting is fully
stop. There are several directions such as improving the robustness
and adapting to environment changes or extend this method in to
more general conditions.
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