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Resumo
Estudamos duas versões do modelo dos sapos no grafo completo com N ` 1 vértices,
assumindo a seguinte condição inicial: no tempo t “ 0, apenas um vértice tem uma
partícula ativa, e uma partícula inativa é colocada em cada outro vértice. As versões
variam com respeito ao tempo de vida de cada partícula ativa, também consideradas
como mecanismos de remoção. No primeiro processo que estudamos, cada partícula tem
um relógio que segue uma distribuição geométrica, quando soar o alarme de um relógio
que acompanha o sapo, ele será removido do processo. Na segunda versão, o tempo de
vida de cada partícula segue uma distribuição não geométrica; isto significa que cada
partícula só sobrevive se pular para um vértice não visitado. Para ambas versões, quando
N Ñ 8, a trajetória do processo pode ser aproximada por um sistema dinâmico discreto
tridimensional. Para cada caso, estudamos a cobertura do grafo mostrando para quais
valores converge em probabilidade.
Palavras-chave: Modelo dos sapos, convergência em probabilidade, cobertura do grafo,
grafo completo.
Abstract
We study two versions of the frog model on the complete graph with N ` 1 vertices,
assuming the following initial condition: at time t “ 0, only one vertex has an active
particle, and an inactive particle is placed at every other vertex. The versions vary with
respect to the lifetime of each active particle, also considered as remotion mechanisms. In
the first process we study, each particle has a clock that follows a geometric distribution,
when the clock alarm that it’s attached to the frog sounds, it will be removed of the process.
In the second version, the lifetime of each particle follows a nongeometric distribution;
this means that each particle only survives if it jumps to a nonvisited vertex. For both
versions we prove that as N Ñ 8, the trajectory of the process can be approximated by a
three-dimensional discrete dynamical system. For each case, we study the coverage of the
graph showing for which values it converges in probability.
Keywords: Frog model, convergence in probability, graph coverage, complete graph.
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1 Introdução
1.1 Considerações preliminares
A análise de dinâmicas probabilísticas tais como sistemas de partículas é de
especial interesse para muitos pesquisadores devido à simplicidade de apresentar o problema,
portanto é um ramo que continua sendo estudado com força. Estes processos evoluem
ao longo do tempo e usualmente se desenvolvem em uma vasta família de estruturas
geométricas chamadas grafos. Nós nos focaremos num membro dessa família denominado
grafo completo e definido como um grafo simples com um número finitos de vértices em
que todos eles se encontram conectados por elos. Nele, estudamos um sistema de passeios
aleatórios e em cada instante de tempo são partículas que executam os trajetos dos passeios.
Elas se movimentam conjuntamente, independentemente entre si, nos vértices do grafo
a tempo discreto. O sistema de partículas no grafo possui diversos mecanismos para a
geração e remoção dos passeios, porém antes do desenvolvimento temporal do processo, em
que se põem em funcionamento os dois mecanismos, consideramos uma configuração inicial.
Isto é, concebemos o número de partículas que há em cada vértice do grafo. Podemos
considerar uma configuração estocástica em que um número aleatório de partículas se
encontra em cada vértice, no entanto nós consideraremos uma configuração não aleatória
em que cada vértice do grafo possui uma partícula no qual uma delas se encontra ativa e
as outras inativas. Contemplamos que a interação entre uma partícula ativa e inativa gera
um novo membro da primeira categoria, em consequência um novo passeio aleatório se
desenvolverá no grafo. Em relação aos mecanismos de remoção dos passeios, nesta tese
serão considerados dois, um deles é o comumente estudado em que os passeios aleatórios
têm seu tempo de vida contabilizado por uma variável aleatória geométrica. O outro
estabelece que, partículas morrem quando visitam vértices previamente visitados.
Nas configurações aleatórias é comum supor que cada vértice possui uma
distribuição Poisson com parâmetro λ e antes de que o modelo rode, se sorteia seguindo
essa distribuição a quantidade de partículas que haverá em cada vértice. Mencionamos
alguns trabalhos assumindo essa hipótese; (ROSENBERG, 2017), (JOHNSON; JUNGE,
2016) e (HERMON, 2018). Além do grafo completo, o modelo dos sapos tem sido estudado
em outras estruturas geométricas, com e sem restrição no tempo de vida dos sapos. O
modelo sem restrição é uma variação do modelo a tempo discreto sugerido em 1996 por
R. Durret que recomendou o nome frog model. Nas últimas contribuições destacamos
os estudos na rede hipercúbica d-dimensional Zd, na árvore homogênea de grau d ` 1,
denotada por Td. Com respeito aos sapos com tempo de vida geométrica, o principal
tema de pesquisa é determinar um ponto de inflexão no processo que determina mudanças
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drásticas em suas características. O ponto crítico usualmente está relacionado a p, e
determina a extinção ou sobrevivência do processo, veja-se (ALVES; MACHADO; POPOV,
2002), (LEBENSZTAYN; MACHADO; POPOV, 2005), (LEBENSZTAYN; MACHADO;
ZULUAGA, 2006) e (GALLO; RODRIGUEZ, 2018). No caso dos modelos em que os sapos
vivem sem restrição alguma, existe a possibilidade de que um vértice do grafo seja visitado
infinitas vezes ou não, o que se denomina a recorrência ou transitoriedade do sistema. Esse
é um dos principais temas do estudo sendo é tratado nas primeiras publicações sobre o
modelo, (TELCS; WORMALD, 1999), (POPOV, 2001) e (ALVES; MACHADO; POPOV,
2002). Outro tema a ser estudado quando as partículas não possuem restrição de vida é
como um conjunto de vértices visitados cresce e a nuvem de partículas se move. Veja-se
por exemplo em Zd (ALVES; MACHADO; POPOV, 2002), (RAMíREZ; SIDORAVICIUS,
2004) e (HöFELSAUER; WEIDNER, 2016) e em arvores d-arios (HOFFMAN; JOHNSON;
JUNGE, 2018).
A descrição do processo no primeiro parágrafo, também é conhecido como o
modelo dos sapos no grafo completo. O descrito como conjunto de passeios aleatórios é a
trajetória feita por sapos ou partículas seguindo o dito mecanismo. Brevemente podemos
definir uma versão básica do modelo como segue: supomos que temos uma estrutura
geométrica, em um vértice da estrutura se encontra uma partícula ativa e nas outras
locações temos partículas inativas. Em qualquer instante de tempo, cada partícula pode
morrer com probabilidade p1´ pq, se a partícula sobrevive, ela pula seguindo a mecânica
de um passeio aleatório e ela visita um de seus vizinhos. Quando uma partícula inativa ou
dormente acorda, ela desenvolve a mesma dinâmica independente das outras partículas.
Esta descrição se emparelha com o primeiro mecanismo de remoção descrito. Em relação
ao segundo procedimento para remover partículas, este é uma modificação da versão básica
e foi estudado em (ALVES et al., 2006), a dita descrição gera uma grande dependência
no processo o que dificulta o estudo dele. No artigo também é considerado o mecanismo
original do modelo básico, concluindo resultados interessantes como a convergência em
distribuição da cobertura do grafo para valores não triviais determinado pelo parâmetro p.
Como motivação, em trabalhos prévios, podemos encontrar que o sistema de
passeios aleatórios tem sido associado à difusão de uma informação numa população
fechada. Também podemos conceber a informação como um rumor ou uma doença a
ser transmitida. Para maior informação sobre os modelos de rumor veja-se por exemplo
(LEBENSZTAYN; MACHADO; RODRíGUEZ, 2011) e (LEBENSZTAYN; RODRIGUEZ,
2013). Similarmente é ligada ao sistema de partículas em grafos, a dispersão de um
vírus em computadores ou sites Web. A partir destas perspectivas temos como objetivo
aportar uma extra motivação no estudo de sistema de partículas no grafo. Associamos o
sistema de passeios no grafo à relação de nichos ecológicos com migração. Entenderemos
como nicho a soma de todas as atividades e relações de uma espécie pela qual ela usa
os recursos que há em seu habitat para sua reprodução e sobrevivência. Por analogia a
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anterior definição, podemos considerar que o habitat de um organismo é seu endereço e
o nicho sua profissão, (ODUM, 1971). Consideramos que organismos encontram-se nos
vértices do grafo desenvolvendo-se, ou seja consideramos um conjunto de nichos localizados
espacialmente e que há migração quando os recursos que há no seu habitat são insuficientes
para sua subsistência. Em consideração aos dois mecanismos de remoção, no relacionado
ao tempo geométrico consideramos que em cada migração há uma probabilidade positiva
de encontrar-se um predador que acabará com a especie, no outro caso a especie morre se
ao migrar não encontra um novo nicho com quem compartir recursos.
1.2 Definições
Adotaremos várias das notações usadas no artigo (ALVES et al., 2006). Con-
sideremos V “ t1, 2, . . . , N ` 1u sendo o conjunto de vértices do grafo e que cada par
de vértices encontra-se conectado por uma aresta, chamada elo. Um grafo com as an-
teriores descrições é definido como grafo completo e será denotado por KN`1. Sejam
tpStpxqqtPN : x P Vu e tpτppxqqtPN : x P Vu conjuntos de objetos aleatórios independentes e
identicamente distribuídos. Definimos, para cada x P V, pStpxqqtPN um passeio aleatório
simples começando em x a tempo discreto em KN`1. Serão definidos, a seguir, os dois
mecanismos de remoção de passeios aleatórios.
1. No primeiro mecanismo de extração, cada partícula tem um tempo de vida geomé-
trico de sobreviver na dinâmica do modelo. Assim, seja τppxq uma variável aleatória
seguindo uma distribuição dada por P pτppxq “ iq “ p1 ´ pqpi´1, i “ 1, . . . , onde
p P r0, 1s é considerado como um parâmetro fixo. O anterior mecanismo tem sido
usado para diferentes estruturas geométricas, tais como árvores em (LEBENSZ-
TAYN; MACHADO; POPOV, 2005). Um sistema com a anterior característica, o
chamaremos como modelo com tempo geométrico.
2. O segundo mecanismo de extração, é o chamado tempo de vida não geométrico,
cada partícula tem probabilidade 1 de pular, morre ou é retirada se o vértice que
ela pulou foi preliminarmente visitado. Cada partícula deverá lembrar o que suas
companheiras têm feito desde o instante inicial, isso determinará sua sobrevivência.
Os autores em (ALVES et al., 2006) estudaram os dois mecanismos de remoção, conseguindo
importantes resultados para cada. Em relação ao segundo mecanismo foi identificada uma
alta dependência criada por essa descrição, dificultando o estudo do modelo.
Definição 1. Seja CN`1ppq o conjunto de vértices visitados por partículas para KN`1
e |CN`1ppq| o número de elementos em CN`1ppq. Definimos a cobertura de KN`1 por
|CN`1ppq|{pN ` 1q.
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Sobre a expressão |CN`1ppq|{pN ` 1q, valores próximos de 1 resultam em que
houve uma boa cobertura, é dizer os vértices do grafo foram visitados quase em sua
totalidade, em contraparte se o valor da razão encontra-se perto do valor 0 resulta em
uma cobertura ruim.
1.3 Objetivos
De acordo com o discutido nós propomos como principal objetivo estudar a
convergência em probabilidade da variável aleatória cobertura do grafo. O trabalho de
(ALVES et al., 2006), em que se baseia esta tese, tem feito uso de cenários hipotéticos para
o estudo da cobertura do grafo para o modelo com tempo não geométrico. No entanto,
ainda existe uma lacuna no que se refere ao que foi estudado, acharam resultados para
o comportamento em média porém não em convergência de variáveis. Para o modelo
com tempo geométrico, estudaram a convergência em distribuição da cobertura do grafo,
apesar disso não podendo encontrar expressões explicitas para os valores não triviais
da convergência. Nos propomos completar essas brechas. As técnicas desenvolvidas para
concluir o anterior são as mesmas para ambos modelos, consistem em provar que um sistema
determinístico aproxima ao modelo estocástico. Consideramos que uma variável aleatória
é concentrada sobre uma trajetória se a probabilidade de estar longe dela é pequena. Para
provar o anterior, é necessário calcular que o sistema determinístico aproxima também
os valores esperados. Calculam-se também que as respectivas variâncias convergem para
zero. Considerando a desigualdade de Chebyshev, que nos diz que se a variância de uma
variável aleatória é pequena, então a variável aleatória está concentrada em relação à
sua média, e dado que a média também está concentrada nas trajetórias, conseguimos o
resultado desejado. Os anteriores procedimentos foram baseados nas técnicas usadas no
artigo (BUCKLEY; POLLETT, 2010).
Porém sendo as mesmas técnicas para ambos modelos, cada abordagem nos leva
a desafios diferentes. Descobrimos dois sistemas determinísticos com distintas características
que aproximam cada um dos modelos a ser estudados. Para o sistema com tempo de vida
não geométrico, o modelo que o aproxima parece não ter referências prévias na literatura
de sistemas dinâmicos e possui características únicas na análise da estabilidade.
Para o modelo com tempo de vida geométrico, o estudo da convergência em
probabilidade exibiu outro resultado interessante. Achamos um parâmetro crítico que
delimita para quais valores de p, a cobertura do grafo converge para um valor não trivial.
Capítulo 1. Introdução 17
1.4 Estrutura da tese
O presente estudo está estruturado em quatro capítulos, sendo esta introdução
o primeiro deles.
No Capítulo 2, analisamos o modelo com tempo de vida geométrico. Concluímos
que um sistema dinâmico determinístico aproxima o modelo probabilístico a tempo discreto.
Encontramos condições para p que determinam quando o grafo não será coberto totalmente
pelos passeios aleatórios e achamos uma expressão explícita para o valor, maior do que
zero, da convergência em probabilidade da variável cobertura.
No Capítulo 3, é estudado o modelo com tempo de vida não geométrico. Como
será feito para seu análogo, encontramos um sistema determinístico que o bem aproxima.
Porém, não tão amigável de estudar como o primeiro, estudamos o comportamento
monotônico do sistema discreto e achamos condições para a convergência do sistema
dinâmico no tempo t, assim provamos que a variável aleatória converge em probabilidade
para um k P p0, 1s, sendo o k único. Numericamente estabelecemos que o kpNq converge
para um valor fixo quando N Ñ 8.
Finalmente o Capítulo 4 apresenta uma discussão sobre os resultados encon-
trados e se refere a algumas considerações finais e conclusões deste trabalho. A tese
termina com três apêndices em que apresentamos alguns resultados centrais em nossas
demonstrações.
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2 Tempo de vida geométrico
2.1 Introdução
Neste capítulo estudamos o modelo dos sapos com mecanismo de remoção
número 1, ele determina que cada partícula é removida pelo lançamento de uma moeda
com probabilidade p de sobreviver, veja-se Figura 1. A principal técnica desenvolvida neste
trabalho e neste capítulo é a aproximação do modelo estocástico por um determinístico.
O modelo determinístico que aproxima nosso sistema estocástico a tempo discreto é o
modelo de epidemia proposto por Kermack-McKendrick, este é um sistema dinâmico a
tempo discreto. Primeiro uma unidade de tempo apropriada é selecionada, usualmente é
relacionada à média do período infecioso da doença. O modelo se encontra caracterizado
por dois parâmetros chamados taxa de infeção e taxa de remoção, α e β respectivamente,
para mais informações ver (HOPPENSTEADT, 1982). Dessa forma, consideramos que
St representa o número de indivíduos susceptíveis no tempo t, It representa o número de
indivíduos infectados no tempo t e Rt representa o número que, no tempo t, já passaram
por uma etapa de infeção da doença e foram removidos por imunidade ou morte. O sistema
dinâmico que representa o modelo descrito, vem dado por:$’’’’’’&’’’’’’%
St`1 “ Ste´αIt
It`1 “ βIt ` St
`
1´ e´αIt˘
Rt`1 “ Rt ` p1´ βqIt,
S0, I0 P p0,8q, R0 “ 0.
O anterior sistema é categorizado como um sistema dinâmico a tempo discreto não linear.
Denotaremos o modelo acima por KMpα, βq.
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1
2
(a) Três partículas jogam
uma moeda para determi-
nar sua sobrevivência.
ùñ
1
1
(b) Duas de três sobrevivem.
Figura 1 – Dinâmica da morte de partículas no grafo completo com 7 vértices para o modelo
com tempo geométrico. Os números e a cor branca indicam a quantidade e que
há partículas ativas no vértice, respetivamente; a cor cinza indica que o vértice
foi visitado. A cor preta representa vértices que não foram visitados.
2.2 Representação estocástica.
Nas seções 1.1 e 1.2 especificamente descrevemos que ambos modelos têm duas
características principais; como se geram e como se removem as partículas. Modelar essas
duas ações nos ajuda na análise do processo, elas podem ser pensadas como operações
que acontecem em instantes alternativos entre t e t` 1 mas só são registradas no tempo
t` 1, para qualquer instante de tempo. Assuma-se um grafo completo com N ` 1 vértices
denotado por KN`1 e suponha que há dois tipos de partículas: partículas ativas e inativas.
Como condição inicial assumimos que um vértice em KN`1 tem uma partícula ativa e
as outras partículas estão inativas. Denota-se o número de partículas ativas no tempo t
como At e o número de vértices não visitados como It. O número de vértices visitados
no tempo t é denotado por Vt “ N ` 1 ´ It e o número de partículas mortas até o
instante t é Dt “ Vt ´ At. Conhecido o estado do processo pIt, At, Dtq no tempo t,
consideram-se duas variáveis aleatórias auxiliares, denotadas por Xt`1 e Zt`1 e distribuídas
por Xt`1 „ Binomial pAt; pq e Zt`1 „ Binomial
ˆ
Xt`1;
It
N
˙
. As anteriores variáveis
aleatórias são respectivamente associadas ao número de partículas que sobrevivem e ao
número de partículas que decidem escolher vértices novos. Então, It`1 „ EmpBoxpZt`1; Itq
representa o número de urnas vazias quando Zt`1 bolas são colocadas aleatoriamente em
It urnas (problema de ocupação explicado no Apêndice A).
O modelo pode ser representado pelo vetor aleatório pIt, At, Dtqtě0 em que:
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$’’’’&’’’’%
It`1 “ It ´ Yt`1. Onde Yt`1 é a v.a. que representa o número de vértices ocupados
no tempo t` 1,
At`1 “ Xt`1 ` Yt`1 e (2.1)
Dt`1 “ Vt`1 ´ At`1 “ N ` 1´ It`1 ´ At`1.
Para maiores detalhes sobre a descrição estocástica, consideremos o seguinte
exemplo.
Exemplo 1.
t P N Xt Zt It Yt At
t “ 0 0 0 N 0 1
t “ 1 1 1 N ´ 1 1 2
t “ 2 2 2 N ´ 3 2 4
t “ 3 3 2 N ´ 5 2 5
... ...
Tabela 1 – Realização da representação estocástica em KN`1 nos três primeiros passos.
• No tempo t “ 0, temos nossa condição inicial.
• No tempo t “ 1, a partícula joga uma moeda e sobrevive.
• No tempo t “ 2, duas partículas com probabilidade p sobrevivem, dessas duas três
pulam para vértices não visitados. Com N ´ 1 urnas disponíveis para ocupar, as duas
partículas deixam N ´ 3 urnas vazias. No tempo t “ 2, temos 4 partículas ativas.
• Já no tempo t “ 3, das 4 partículas ativas que há, 3 sobrevivem, duas pulam para
vértices não visitados e temos 2 partículas ativas novas. Em total são 5 partículas
ativas no tempo t “ 3. E assim por diante.
Com as duas definições apresentadas até o momento, a estocástica e a determi-
nística, podemos considerar certas analogias tendo em conta as hipóteses fundamentais
de todo modelo de epidemia. A primeira hipótese feita é que a doença é transmitida por
contato entre os indivíduos suscetíveis e os indivíduos infectados, o que para o modelo
estocástico será que a informação é transmitida entre partículas inativas e ativas quando a
ativa visita o vértice em que se encontra uma inativa. A segunda é que não há período
latente, daí um indivíduo infectado está em capacidade de transmitir a doença no instante
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em que se torna doente, o que para o modelo de partículas no grafo completo será que
no instante em que é transmitida a informação, as partículas viram ativas. A terceira
é que os indivíduos suscetíveis são homogeneamente susceptíveis e todos os indivíduos
infectados são homogeneamente infecciosos, o que para seu modelo contraparte será que as
partículas inativas são equiprováveis em serem ativadas. E por último a população é fixa
em tamanho, isto é que não há nascimentos ou migrações, e todas as mortes são levadas
em conta, que está relacionado a que o grafo completo não pode aceitar um extra vértice.
2.3 Resultados principais
Consideremos o seguinte sistema:$’’’’’&’’’’’%
ιt`1 “ ιte´pαt , (2.2a)
αt`1 “ pαt ` ιt
`
1´ e´pαt˘ (2.2b)
δt`1 “ δt ` p1´ pqαt, (2.2c)
ι0 “ N
N ` 1 , α0 “
1
N ` 1 , δ0 “ 0.
Os parâmetros que caracterizam o modelo de Kermack-McKendrick para o
modelo acima são idênticos e iguais a p, ou seja consideramos o modelo KMpp, pq. Concomi-
tantemente consideramos condições iniciais dependentes do grau do grafo completo, N ` 1.
Aqui as variáveis determinísticas ιt, αt e δt se encontram associadas às suas contrapartes
estocásticas It, At e Dt, respectivamente. O seguinte Teorema explica com mais detalhes
a afirmação anterior, nele mostramos que o sistema dinâmico a tempo discreto acima
aproxima em probabilidade ao estocástico, quando N Ñ 8.
Teorema 1. Seja ηt “ pit, at, dtq “ pIt, At, Dtq{pN ` 1q e ξt “ pιt, αt, δtq então para
todo t ě 0 temos que ηt ´ ξt pÑ 0 quando N Ñ 8, onde pÑ denota a convergência em
probabilidade.
Observação 1. No Teorema 1 é provada a lei de grandes números para ηt que estabelece a
existência de uma trajetória determinística aproximada dependente de N `1 com condições
iniciais, que poderia ser exibida explicitamente.
Observação 2. Uma vez determinada uma trajetória determinística que aproxima à
estocástica, é estudada a estabilidade dessa trajetória, devido que isso apontará a estabilidade
do sistema estocástico. Para mais detalhes, ver Apêndice B.
Com o seguinte Teorema mostramos explicitamente a expressão para ι8, breve-
mente definido como o ponto onde a sequência tιtutPN converge. O ponto ιpNq8 depende dos
parâmetros p e N .
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ι∞
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Figura 2 – Função ι8 “ ι8ppq.
Definição 2. Defina-se a função φppq “ p{p1´ pq, p P p0, 1q e seja W0 o ramo principal
da função Lambert W (o qual é a função multivalorada, inversa da função xÑ xex). Mais
detalhes sobre essa função encontram-se em (CORLESS et al., 1996).
Teorema 2. Para cada N , existe o limite ιpNq8 “ limtÑ8 ι
pNq
t . Além disso, existe ι8 “ lim
NÑ8 ι
pNq
8 ,
que é dado por:
ι8 “
$’&’%
1, se p ď 1{2,
´ 1
φppqW0p´φppqe
´φppqq, se p ą 1{2.
Veja-se o gráfico da função ι8 na Figura 2.
Observação 3. Para p ą 1{2, ι8 é o único ponto fixo em p0, 1q da função:
τpxq “ expt´φppqp1´ xqu
Vejam-se os gráficos de τpxq para p “ 0, 4 e p “ 0, 6 na Figura 3.
τ(x)
x
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
(a) p “ 0, 4.
τ(x)
x
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
(b) p “ 0, 6.
Figura 3 – A função τpxq exibe um ponto fixo menor do que 1, dependente do p, quando
p ą 1{2 e caso contrário quando p ă 1{2 o único ponto fixo é igual a 1.
Definição 3. Definimos o parâmetro crítico do modelo por
pc “ suptp : |CN`1ppq|{pN ` 1q pÑ 0 quando N Ñ 8u
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Observação 4. Baseado no Teorema 2 e na Observação 5, concluímos o seguinte
• pc “ 1{2.
• Para p ą 1{2 a cobertura do grafo converge em probabilidade para um valor distinto
de zero.
Se bem as duas conclusões anteriores encontram-se em (ALVES et al., 2006),
nós salientamos o uso de técnicas distintas para chegar ao mesmo resultado. Adicionalmente
destacamos que determinamos qual é a expressão distinta de zero para o qual a variável
aleatória cobertura de grafo converge em probabilidade.
2.4 Prova do Teorema 1
2.4.1 Momentos condicionais
Seja Ft “ σptpIu, Au, Duq , 0 ď u ď tuq a sigma-álgebra gerada pelo vetor
aleatório até o instante de tempo t. Defina-se Ep¨q “ Ep¨|Ftq, Vp¨q “ V arp¨|Ftq e Cp¨, ¨q “
Covp¨, ¨|Ftq. Para o cálculo dos momentos usamos a função geradora de uma variável
binomial e a distribuição de probabilidade de ocupação (ver Apêndice A e C).
Lema 1. As expressões para a esperança condicionada à Ft de It`1, At`1 e Dt`1 são
dadas por:
EpIt`1q “ It
´
1´ p
N
¯At
,
EpAt`1q “ pAt ` It
ˆ
1´
´
1´ p
N
¯At˙
e
EpDt`1q “ Dt ` p1´ pqAt,
respectivamente.
Demonstração. Calcule-se primeiro a função geradora de momentos condicionada à Ft de
Zt`1 e Xt`1, isto é:
EpsZt`1 |Xt`1q “ EpsZt`1 |Xt`1,Ftq
“
ˆ
1´ It
N
p1´ sq
˙Xt`1
.
O que implica, tomando novamente valor esperado, que
EpsZt`1q “ E `EpsZt`1 |Xt`1,Ftq|Ft˘
“
ˆ
1´ p It
N
p1´ sq
˙At
.
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• Valor esperado It`1: Calcularemos o valor esperado de It`1 condicionado a Zt`1
usando a expressão em (A.1) no apêndice A, isto é:
EpIt`1|Zt`1q “ It
ˆ
It ´ 1
It
˙Zt`1
.
Tomando novamente valor esperado, temos que
EpIt`1q “ E pEpYt`1|Zt`1,Ftq|Ftq ,
“ It
ˆ
1´ p It
N
¨ 1
It
˙At
,
“ It
´
1´ p
N
¯At
.
• Valor esperado At`1: Como At`1 “ Xt`1 ` Yt`1 “ Xt`1 ` It ´ It`1 e tomando valor
esperado condicionada à Ft, implica que:
EpAt`1q “ pAt ` It
ˆ
1´
´
1´ p
N
¯At˙
• Valor esperado Dt`1: Visto que Dt`1 “ N `1´It`1´At`1 e tomando valor esperado
condicionada à Ft, implica que:
EpDt`1q “ N ` 1´ pAt ´ It “ Dt ` p1´ pqAt
Lema 2. As expressões para a variância condicionada à Ft de Dt`1, It`1, e At`1 vêm
dadas por:
VpDt`1q “ Atpp1´ pq,
VpIt`1q “ It
#
pIt ´ 1q
ˆ
1´ 2p
N
˙At
´ It
´
1´ p
N
¯2At ` ´1´ p
N
¯At+
e
VpAt`1q “ VpIt`1q ` VpDt`1q ` 2pAtIt
´
1´ p
N
¯At ˆ 1´ p
N ´ p
˙
,
respectivamente.
Demonstração. Se X e Y são variáveis aleatórias no mesmo espaço de probabilidade, e a
variância de Y é finita, então
VpY q “ E pV arpY |Xqq ` V pE pY |Xqq .
• Variância de It`1: Temos que E pIt`1|Zt`1q “ It
ˆ
It ´ 1
It
˙Zt`1
e pela fórmula (A.2) em
Apêndice A, temos que V arpIt`1|Zt`1,Ftq “ ItpIt´1q
ˆ
It ´ 2
It
˙Zt`1
`It
ˆ
It ´ 1
It
˙Zt`1
´
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I2t
ˆ
It ´ 1
It
˙2Zt`1
, em consequência podemos concluir que:
VpIt`1q “ ItpIt ´ 1q
ˆ
1´ 2p
N
˙At
` It
´
1´ p
N
¯At ´ It2E˜ˆIt ´ 1
It
˙2Zt`1 ˇˇˇˇˇFt
¸
`
` It2E
˜ˆ
It ´ 1
It
˙2Zt`1 ˇˇˇˇˇFt
¸
´ It2
´
1´ p
N
¯2At
“ ItpIt ´ 1q
ˆ
1´ 2p
N
˙At
` It
´
1´ p
N
¯At ´ It2 ´1´ p
N
¯2At
.
• Variância de Dt`1:
VpDt`1q “ VpN ` 1´ It`1 ´Xt`1 ´ Yt`1q,
“ VpN ` 1´ It ´Xt`1q,
“ VpXt`1q “ Atpp1´ pq.
• Variância de At`1: Temos que At`1 “ N ` 1´pIt`1`Dt`1q, em consequência temos
que:
VpAt`1q “ VpIt`1q ` VpDt`1q ` 2CpIt`1, Dt`1q.
Já foram calculados VpIt`1q, VpDt`1q calcule-se CpIt`1, Dt`1q. Temos que:
CpIt`1, Dt`1q “ CpIt`1, N ` 1´ It ´Xt`1q,
“ ´CpIt`1, Xt`1q,
“ ´pEpIt`1Xt`1q ´ EpXt`1qEpIt`1q (2.3)
– Cálculo EpIt`1Xt`1q. Primeiro calculemos EpIt`1|Xt`1q “ EpEpIt`1|Xt`1, Zt`1q|Xt`1q:
EpE pIt`1|Xt`1, Zt`1q|Xt`1q “ E
˜
It
ˆ
It ´ 1
It
˙Zt`1 ˇˇˇˇˇXt`1
¸
,
“ ItE
˜ˆ
It ´ 1
It
˙Zt`1 ˇˇˇˇˇXt`1
¸
,
“ It
ˆ
1´ 1
N
˙Xt`1
.
Em consequência, usando o Teorema 6 no Apêndice C, temos que:
EpXt`1It`1q “ EpXt`1EpIt`1|Xt`1qq,
“ E
˜
Xt`1It
ˆ
1´ 1
N
˙Xt`1¸
,
“ AtItp
ˆ
1´ 1
N
˙´
1´ p
N
¯At´1
.
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Substituindo-se o resultado anterior em (2.3), nos leva a concluir que:
CpIt`1, Dt`1q “ ppAtq It
´
1´ p
N
¯At ´ AtItpˆ1´ 1
N
˙´
1´ p
N
¯At´1
,
“ AtItp
´
1´ p
N
¯At „
1´
´
1´ p
N
¯´1ˆ
1´ 1
N
˙
,
“ AtItp
´
1´ p
N
¯At ˆ 1´ p
N ´ p
˙
.
Logo a variância de At`1 vem dada por:
VpAt`1q “ VpIt`1q ` VpDt`1q ` 2CpIt`1, Dt`1q,
“ ItpIt ´ 1q
ˆ
1´ 2p
N
˙At
` It
´
1´ p
N
¯At ´ It2 ´1´ p
N
¯2At `
` Atpp1´ pq ` 2AtItp
´
1´ p
N
¯At ˆ 1´ p
N ´ p
˙
.
2.4.2 Lemas auxiliares
Depois de obter os cálculos dos momentos, prosseguimos provando os seguintes
dois Lemas, fundamentais na prova do Teorema 1. No Lema 3, provamos que as trajetórias
determinísticas do modelo KMpp, pq aproximam os valores esperados condicionais das
variáveis que descrevem o comportamento estocástico para cada t, é um passo fundamen-
tal para também provar que as mesmas trajetórias aproximam a dinâmica estocástica.
Finalmente mostramos que o vetor de variâncias condicionais de ηt`1, converge para zero
quando N Ñ 8.
Lema 3. Suponha que ηt ´ ξt pÑ 0 para algum t P N, então Epηt`1q ´ ξt`1 pÑ 0 quando
N Ñ 8.
Demonstração. Do Lema 1, temos:
Epit`1q “ it
´
1´ p
N
¯pN`1qat
e
Epdt`1q “ dt ` p1´ pqat.
Suponhamos válido que ηt ´ ξt pÑ 0 para algum t. Definimos a função
φN,ppi, aq “ i
´
1´ p
N
¯pN`1qa
, pi, aq P r0, 1s2.
Então:
|Epit`1q ´ ιt`1| “
ˇˇ
φN,ppit, atq ´ ιte´pαt
ˇˇ
ď |φpit, atq ´ φpιt, αtq| `
ˇˇ
ιte
´pαt ´ φpιt, αtq
ˇˇ
. (2.4)
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Note que, para N ě 3,ˇˇˇˇBφpi, aq
Bi
ˇˇˇˇ
“
ˇˇˇˇ´
1´ p
N
¯pN`1qa ˇˇˇˇ ď 1,ˇˇˇˇBφpi, aq
Ba
ˇˇˇˇ
“
ˇˇˇˇ
i
´
1´ p
N
¯pN`1qa pN ` 1qlog ´1´ p
N
¯ˇˇˇˇ
ď ´pN ` 1qlog
ˆ
1´ 1
N
˙
ď 2
Portanto, φN,p é Lipschitz contínua com constante de Lipschitz
?
5. Consequen-
temente,
|φpit, atq ´ φpιt, αtq| ď
?
5 |pit, atq ´ pιt, αtq| pÑ 0, (2.5)
quando N Ñ 8. Ademais,ˇˇ
ιte
´pαt ´ φpιt, αtq
ˇˇ ď ˇˇˇˇe´pαt ´ ´1´ p
N
¯pN`1qαt ˇˇˇˇ
“ e´pαt ´
´
1´ p
N
¯pN`1qαt
ď e´p ´
´
1´ p
N
¯pN`1q
NÑ8Ñ 0. (2.6)
De p2.4q, p2.5q e p2.6q, segue que Epit`1q ´ ιt`1 pÑ 0.
Observe também que:
Epdt`1q ´ δt`1 “ dt ´ δt ` p1´ pqpat ´ αtq pÑ 0.
Inicialmente, como it`1 ` dt`1 ` at`1 “ ιt`1 ` δt`1 ` αt`1 “ 1, concluímos:
Epat`1q ´ αt`1 pÑ 0.
Na prova do seguinte Lema, precisaremos a chamada Desigualdade de Bernoulli,
a seguir detalhada: Para t ě 1 e 0 ď x ď 1, temos
1´ xt ď p1´ xqt. (2.7)
Lema 4. Suponha que ηt ´ ξt pÑ 0 para algum t P N, então Vpηt`1q pÑ 0 quando N Ñ 8.
Demonstração. Afirmamos que
Vpit`1q ď 1
N ` 1 .
Basta considerar separadamente os casos: tIt “ 0u, tIt “ 1u e tIt ě 2u e usar queˆ
1´ 2p
N
˙pN`1qat
ď
´
1´ p
N
¯2pN`1qat
,
a qual é consequência direta da Desigualdade de Bernoulli.
Casos:
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• Se It “ 0, então Vpit`1q “ 0,
• Se It “ 1, então do Lema 2
Vpit`1q “
ˆ
1
N ` 1
˙2 „´
1´ p
N
¯pN`1qat ´ ´1´ p
N
¯2pN`1qat
ď
ˆ
1
N ` 1
˙2
• Se It ě 2, então
Vpit`1q “ it
#ˆ
it ´ 1
N ` 1
˙ˆ
1´ 2p
N
˙At
´ it
´
1´ p
N
¯2At ` 1
N ` 1
´
1´ p
N
¯At+
ď it
#
it
«ˆ
1´ 2p
N
˙At
´
´
1´ p
N
¯2Atff` 1
N ` 1
+
ď it
N ` 1 ď
1
N ` 1 .
Do anterior, segue que Vpit`1q pÑ 0.
Além disso,
Vpdt`1q “ atpp1´ pq
N ` 1 ď
pp1´ pq
N ` 1
pÑ 0
Para finalizar, observemos que:
Vpat`1q “ VpIt`1q ` Vpdt`1q ` 2patit
´
1´ p
N
¯At ˆ 1´ p
N ´ p
˙
,
ď Vpit`1q ` Vpdt`1q ` 2p
ˆ
1´ p
N ´ p
˙
pÑ 0.
Demonstração do Teorema 1. Faremos a prova usando indução matemática. Suponha que
ηt ´ ξt pÑ 0 é válido para algum t ě 0. Então pelo Lema 3, Epit`1q ´ ιt`1 pÑ 0, logo pelo
Teorema de Convergência Limitada:
Epit`1q ´ ιt`1 Ñ 0,
V arpEpit`1qq Ñ 0.
Portanto, usando o Lema 4 e novamente o Teorema de Convergência Limitada,
V arpit`1q “ EpVpit`1qq ` V arpEpit`1qq Ñ 0.
Consequentemente, para todo ε ą 0,
P p|it`1 ´ ιt`1| ą εq ď 1
ε2
 
V arpit`1q ` rEpit`1 ´ ιt`1qs2
(Ñ 0.
Assim, it`1 ´ ιt`1 pÑ 0. As demais componentes são análogas.
Observação 5. Para finalizar nosso resultado aplique-se o Teorema 5 em Apêndice B e
dado que ιt`1 é convergente monotonamente decrescente, conclui-se que ipNqt converge em
probabilidade ao valor que a sequência determinística converge.
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2.5 Prova do Teorema 2
Demonstração. No sistema dinâmico ιt, αt e δt são positivas para todo t “ 1, 2, . . ..
Ademais, tιtu é decrescente e tδtu é crescente, logo existem
ιpNq8 “ limtÑ8 ι
pNq
t P r0, 1s e δpNq8 “ limtÑ8 δ
pNq
t P r0, 1s.
De (2.2c), se segue que lim
tÑ8α
pNq
t “ 0, portanto ιpNq8 ` δpNq8 “ 1.
Da equação (2.2a), obtemos que:
ιt “ ι0 ¨ exp
#
´p
t´1ÿ
j“0
αj
+
.
Porém, de (2.2c) obtemos
t´1ÿ
j“0
αj “ 11´ p
t´1ÿ
j“0
pδj`1 ´ δjq “ δt1´ p,
logo
ιt “ ι0 ¨ exp t´φppq ¨ δtu .
Fazendo tÑ 8, concluímos que ιpNq8 é o único ponto fixo da função
τ pNqpxq “
ˆ
N
N ` 1
˙
expt´φppqp1´ xqu,
no intervalo [0,1].
Como τ pNqpxq ď τ pN`1qpxq para todo x, temos que ιpNq8 ď ιpN`1q8 portanto existe
ι8 “ lim
NÑ8 ι
pNq
8 . Além disso, ι8 é um ponto fixo em r0, 1s da função τpxq. Analisamos dois
casos específicos:
i) se p ď 1{2, então τ 1p1q “ φppq ď 1, logo ι8 “ 1,
ii) se p ą 1{2, então τ 1p1q “ φppq ą 1, logo τ tem dois pontos fixos.
Desta forma mostraremos que para p ą 1{2 ι8 é o ponto fixo menor que 1:
ι8 “ ´ 1
φppqW0p´φppqe
´φppqq,
Para isso, usamos que, para todo x P p0, 1q,
´xp1` xq
1´ x ď logp1´ xq.
Fazendo x “ 2p ´ 1, obtemos que τ pNqp2p1 ´ pqq ď 2p1 ´ pq, logo ιpNq8 ă 2p1 ´ pq.
Consequentemente, ι8 ď 2p1´ pq ă 1, concluindo nosso resultado.
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2.6 Conclusões
Determinamos condições para que uma proporção dos vértices do grafo seja
coberta ou não. Uma fração positiva grafo é coberto quando p ą 1{2; em outros casos
cada vez que o número de vértices aumenta a proporção de vértices a ser cobertos se
aproxima a zero em probabilidade. Pudemos determinar também, as expressões para
diferentes valores de p para o qual a variável aleatória cobertura do grafo converge em
probabilidade, esses valores estão determinados pela função ι8. Consideramos a anterior
conclusão como o primeiro resultado original desta tese. Seguido da lei de grandes números
para o processo estocástico que estabelece a existência de uma trajetória determinística
aproximada dependente de N ` 1.
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3 Tempo de vida não geométrico.
3.1 Introdução.
Este capítulo tem por objetivo apresentar os procedimentos do estudo do
sistema de passeios aleatórios com o segundo mecanismo de remoção. Os autores em
(ALVES et al., 2006) estudaram o modelo através de uma abordagem de aproximação de
campo médio evitando a dependência natural desenvolvida ao longo no tempo e várias
de suas conclusões são suportadas por estudos de simulação. Neste capítulo refinamos
a representação estocástica do modelo e suportado nisso, provamos a Lei dos grandes
números para a trajetória do processo, e concluímos que a variável aleatória cobertura do
grafo converge em probabilidade ao um valor aproximado a 0,8254555. No trabalho de
(POPOV, 2003), encontram-se uma discussão e problemas em aberto sobre o modelo não
geométrico em Zd.
Assumimos o grafo completo com N`1 vértices denotado por KN`1, e supomos
que há dois tipos de partículas: ativas e inativas. Como condição inicial concebemos que um
vértice de KN`1 tem uma partícula ativa e as outras encontram-se inativas. As partículas
ativas seguirão os passeios aleatórios no grafo completo, e em cada vértice que a ela visita,
se ativa a partícula inativa que se encontra naquele vértice; a nova partícula ativa seguirá
um passeio aleatório independente com respeito ao ativador. Se a partícula visita um
vértice que foi visitado, ela morre e para seu passeio. Podemos ver na Figura 4 a dinâmica
descrita refletida. Depois que todas as partículas em KN`1 morreram, focamos nossa
atenção na variável aleatória cobertura do grafo.
2
2
(a) Três de quatro partículas
ativas saltam a vértices
não visitados
ùñ
3
2
(b) No tempo t temos 5 partí-
culas ativas e quatro vér-
tices visitados.
Figura 4 – Dinâmica da morte de partículas em K7 para o modelo com tempo não geomé-
trico. Para a identificação das cores veja-se Figura 1.
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3.2 Representação estocástica.
Consideraremos a variável trivariada pIt, At, Dtqtě0 definida na seção 2.2, não
obstante neste capitulo será representada ligeiramente diferente. No modelo com tempo
não geométrico, as partículas ativas pulam com probabilidade 1, tentando atingir um
vértice não visitado, devido que no caso contrário seria o fim dessas partículas. Podemos
resumir o anterior, no tempo t` 1, por: Zt`1 „ Binomial
ˆ
At;
It
N
˙
. A geração de novas
partículas vem determinada pelos vértices inativos que são vistados pelas partículas ativas.
Para conhecer a quantidade de partículas novas no sistema no tempo t` 1, ao número de
vértices não visitados no tempo anterior lhe subtraímos o número de vértices inativos no
tempo t` 1. O número de vértices não visitados, no tempo t` 1, vem especificado por:
It`1 „ EmpBoxpZt`1; Itq. Descrevemos o processo como segue:$’’’’&’’’’%
It`1 “ It ´ Yt`1. Onde Yt`1 é a v.a. que representa o número de vértices ocupados
no tempo t` 1,
At`1 “ Zt`1 ` Yt`1 e
Dt`1 “ Vt`1 ´ At`1 “ N ` 1´ It`1 ´ At`1.
A essência dos dois sistemas estocásticos são as variáveis auxiliares que ajudam
na modelagem. A seguir descreveremos suas diferenças e semelhanças. O modelo com tempo
geométrico possui uma característica exclusiva: um conjunto de partículas determinam sua
sobrevivência jogando uma moeda com probabilidade p, modelada por Xt`1. A variável
aleatória Zt`1 descreve a mesma ação para cada modelo, ela representa o número de
partículas que pulam para vértices não visitados. Porém, entre ambos modelos radica uma
ligeira diferença na variável Zt`1. A discrepância radica no grupo de partículas ativas em
que a variável aleatória Zt`1 atua, isto é, para o modelo geométrico o grupo de interesse é
previamente filtrado pelo lançamento de uma moeda, refletido em Xt`1 e para o modelo
não geométrico não acontece essa filtração. Finalmente se indicam quantas partículas
novas são introduzidas no sistema, determina-se se cada partícula individualmente ou
junto com outras acordam uma nova. As distribuições Binp¨,dq e EmpBoxp¨,dq resultam
coincidentes em ambos modelos devido às ações que são desenvolvidas, porém com diferentes
parâmetros, o que exige novos condicionamentos. Devido à anterior razão não serão
omitidas as provas dos momentos para as variáveis que descrevem o modelo com tempo
não geométrico.
O estudo do vetor aleatório é um pouco complicado, devido a que as transições
podem ser abruptas, e mensurá-las é um desafio. Porém, focamos na convergência em
probabilidade das variáveis aleatórias em cada instante de tempo.
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3.3 Resultados principais
3.3.1 Sistema dinâmico e convergência em probabilidade.
Consideramos o seguinte sistema dinâmico a tempo discreto:
%
pNq
t “
´
ι˜
pNq
t , α˜
pNq
t , δ˜
pNq
t
¯
, em que$’’’’’’&’’’’’’%
ι˜t`1 “ ι˜te´α˜t , (3.1a)
α˜t`1 “ ι˜t
`
α˜t ` 1´ e´α˜t
˘
, (3.1b)
δ˜t`1 “ δ˜t ` α˜t p1´ ι˜tq , (3.1c)
ι˜0 “ N
N ` 1 , α˜0 “
1
N ` 1 , δ˜0 “ 0.
O sistema acima é o sistema dinâmico encontrado em (ALVES et al., 2006) por meio de
aproximação de campo médio. Apesar de possuir certos elementos parecidos com o modelo
Kermack-McKendrick descrito no Capítulo 2, as seguintes características fazem que o
anterior sistema seja único:
• Com respeito a (3.1a) e (3.1b), em relação ao modelo de epidemia, as taxas são
iguais a 1.
• Com respeito a (3.1c), em relação ao modelo de epidemia, a taxa é igual à variável
do modelo ι˜t. A nosso modo de ver, achamos que é a principal característica que
dificulta o estudo da estabilidade.
Teorema 3. Consideramos ρt “ pit, at, dtq “ pIt, At, Dtq{pN ` 1q e consideramos %t “
pι˜t, α˜t, δ˜tq então para todo t ě 0 temos ρt ´ %t pÑ 0 quando N Ñ 8.
Podemos concluir pelo Teorema 3 que o processo ρt com alta probabilidade se
move perto de seu associado sistema determinístico %t durante qualquer instante de tempo,
desde que a população seja suficientemente grande. Usando a mesma técnica no Capítulo
2 e Apêndice B, se o comportamento do sistema dinâmico é estável implica a convergência
em probabilidade para o processo estocástico. A prova do Teorema 3 é apresentada na
Seção 3.4.
3.3.2 Análise de estabilidade do sistema dinâmico.
O sistema dinâmico em (3.1) pode ser rescrito como:$’’’&’’’%
ι˜t`1 “ ι˜0e´
řt
i“0 α˜i , (3.2a)
α˜t`1 “ ι˜0e´
řt
i“0 α˜i
`
α˜t ` 1´ e´α˜t
˘
, (3.2b)
ι˜0 “ N
N ` 1 , α˜0 “
1
N ` 1 .
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Observamos que a nova descrição do modelo explica a dinâmica por duas equações, mas
somente a segunda equação é a que joga um papel fundamental na dinâmica do modelo, a
equação (3.2a) poderia ser interpretada só como um pivô que armazena parte da informação
que fornece α˜t. A equação (3.2b) pode ser catalogada também como uma equação de
diferença não linear, homogênea e autônoma de ordem t` 1.
3.3.2.1 Análise da monotonicidade.
Consideremos as seguintes duas desigualdades:
1) 1´ x ă e´x para x P p0,8q.
2) e´x ă 1´ x{2 para x P p0, 1.5936s.
Lema 5. Se ι˜0 ¨ e´
řt α˜i ă 1{2 então α˜t`1 ă α˜t.
Demonstração. Da hipótese temos:
2 ¨ ι˜0 ¨ e´
řt α˜i ă 1,
ô 2 ¨ ι˜0 ¨ e´
řt α˜i ¨ α˜t
α˜t
ă 1,
ô ι˜0 ¨ e´
řt α˜i ¨
ˆ
α˜t ` 1´ 1` α˜t
α˜t
˙
ă 1, (3.3)
Pela desigualdade 1) temos que:
1´ α˜t ă e´α˜t ô ´e´α˜t ă α˜t ´ 1. (3.4)
De (3.4) em (3.3) concluímos que α˜t`1 ă α˜t. Ou seja, se
tÿ
α˜i ą logp2q ` logpι˜0q então
α˜t`1 ă α˜t.
Lema 6. Se ι˜0 ¨ e´
řt α˜i ą 2{3 então α˜t`1 ą α˜t.
Demonstração. Da hipótese temos:
ι˜0 ¨ e´
řt α˜i ¨ 32 ą 1,
ô ι˜0 ¨ e´
řt α˜i ¨
ˆ
α˜t ` 1´ 1` 12 ¨ α˜t
α˜t
˙
ą 1. (3.5)
Pela inequação 2), temos que:
´e´α˜t ą 12 ¨ α˜t ´ 1ô 1´ e
´α˜t ą 12 ¨ α˜t. (3.6)
De (3.6) em (3.5) concluímos que α˜t`1 ą α˜t. Ou seja se
tÿ
α˜i ă ´logp2{3q ` logpι˜0q então
α˜t`1 ą α˜t.
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Observação 6. Consideremos algum t1 P N tal que
t1ÿ
α˜i ą logp2q ` logpι˜0q, então para
todo t ą t1 temos que α˜t`1 ă α˜t e como α˜t ě 0 para todo t, conclui-se que α˜t Ñ 0 quando
tÑ 8.
3.3.2.2 Convergência não trivial para ι˜t.
Teorema 4. Se
8ÿ
α˜i ą logp2q ` logpι˜0q então
8ÿ
α˜i é finita.
Demonstração. Usamos o Criterio de d’Alembert para determinar a convergência da série,
isto é
lim
tÑ8
ˇˇˇˇ
α˜t`1
α˜t
ˇˇˇˇ
“ ι˜0 ¨ e
´řt α˜i pα˜t ` 1´ e´α˜tq
α˜t
,
ă 2ι˜0e´
řt α˜i ă 1. (Usando a inequação 1 e 8ÿ α˜i ą logp2q ` logpι˜0q.)
Fixado o N , dado que ι˜t é uma função decrescente para todo t e limitada
por baixo por 0, garantimos a convergência pelo menos para o valor 0. Com o Teorema
anterior se mostra que a convergência é não trivial, ou seja ι˜t Ñ c, quando tÑ 8 para
um c P p0, 1s.
3.3.2.3 Análise numérica
Como o sistema dinâmico não possui uma solução analítica, utilizamos a análise
numérica para ver seu comportamento e sua solução numérica. Nós não simulamos o
processo, oferecemos um cálculo numérico devido à falta de solução analítica para o
sistema.
Em análises anteriores do sistema dinâmico, pudemos ver que o sistema possui
infinitos pontos fixos e nenhum deles é hiperbólico. Queremos encontrar uma solução
analítica para seu ponto estável ou atrativo.
Uma das vantagens de usar os resultados do Teorema 3 é que não precisamos
nos preocupar com o tempo de parada definido como a primeira vez em que o número
da variável aleatória de partículas ativas atinge o zero, para encontrar a convergência em
probabilidade da proporção dos vértices visitados. No entanto, esperamos que pesquisas
futuras possam lidar com esse problema com sucesso.
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Figura 5 – Valores do ponto final da trajetória determinística ι˜t para diferentes graus de
grafos completos.
Neste ponto é fácil notar a estreita relação entre as variáveis aleatórias número
de partículas inativas e número de partículas visitadas, porque há uma partícula inativa
em cada vértice quando o processo começa, então quando o sistema se desenvolve, o
complemento das partículas inativas sugerirá o número de vértices visitados até o tempo
t. Vemos na Figura 5, que a proporção das partículas inativas converge para um valor
aproximado a 0,17455445 quando N é suficientemente grande. Na verdade, podemos ver
que N não precisa ser grande o suficiente para ver um valor próximo do ponto estável.
Finalmente podemos concluir pelo exposto que a cobertura do grafo completo parece
convergir para 0,8254555.
3.4 Prova do Teorema 3
3.4.1 Momentos condicionais
Seja Gt “ σptpIu, Au, Duq , 0 ď u ď tuq a sigma álgebra gerada pelo vetor
aleatório até o tempo t, representando a informação acumulada depois de t passos do
modelo dos sapos com o segundo mecanismo de remoção. Redefinimos neste capítulo o
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valor esperado, a variância e a covariância condicionada à filtração Gt como: Ep¨q “ Ep¨|Gtq,
Vp¨q “ V arp¨|Gtq e Cp¨, ¨q “ Covp¨, ¨|Gtq.
Os seguintes dois lemas são os momentos para as variáveis aleatórias que des-
crevem o modelo, elas são calculadas baseadas nos momentos da distribuição EmpBoxp¨, ¨q
que podem ser encontrados no Apêndice A.
Lema 7. As expressões para os valores esperados condicionados a Gt para It`1, At`1 e
Dt`1 são:
EpIt`1q “ It
ˆ
1´ 1
N
˙At
,
EpAt`1q “ It
«
At
N
` 1´
ˆ
1´ 1
N
˙Atff
,
EpDt`1q “ Dt ` At
ˆ
1´ It
N
˙
,
respectivamente.
Demonstração. Usando a expressão (A.1) no Apêndice A, temos:
EpIt`1|Zt`1q “ EpIt`1|Zt`1,Gtq
“ It
ˆ
1´ 1
It
˙Zt`1
O que implica, tomando novamente valor esperado, que
EpIt`1q “ E pEpIt`1|Zt`1,Gtq|Gtq
“ E
˜
It
ˆ
1´ 1
It
˙Zt`1 ˇˇˇˇˇGt
¸
“ It
ˆ
1´ It
N
ˆ
1´ 1` 1
It
˙˙At
“ It
ˆ
1´ 1
N
˙At
.
• Valor esperado At`1:
EpAt`1q “ EpZt`1q ` EpItq ´ EpIt`1q,
“ At It
N ` 1 ` It ´ It
ˆ
1´ 1
N
˙At
“ It
«
At
N
` 1´
ˆ
1´ 1
N
˙Atff
.
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• Valor esperado Dt`1:
EpDt`1q “ N ` 1´ EpZt`1q ´ It
“ N ` 1´ At It
N
´ It “ Dt ` At
ˆ
1´ It
N
˙
.
Usando o Lema 7 e os momentos no Apêndice A, temos que
Lema 8. As expressões para a variância condicionada a Gt de It`1, Dt`1 e At`1 são:
VpIt`1q “ It
#
pIt ´ 1q
ˆ
1´ 2
N
˙At
´ It
ˆ
1´ 1
N
˙2At
`
ˆ
1´ 1
N
˙At+
,
VpDt`1q “ At ¨ It
N
ˆ
1´ It
N
˙
e
VpAt`1q “ VpIt`1q ` VpDt`1q ` 2 ¨ AtIt
N
ˆ
1´ 1
N
˙At ˆN ´ It
N ´ 1
˙
,
respectivamente.
Demonstração. Tendo como objetivo aplicar a fórmula da decomposição da variância,
calculem-se
• Variância de It`1: Temos que E pIt`1|Zt`1q “ It
ˆ
It ´ 1
It
˙Zt`1
e por (A.2) do Apên-
dice A, temos que V arpIt`1|Zt`1,Gtq “ ItpIt ´ 1q
ˆ
It ´ 2
It
˙Zt`1
` It
ˆ
It ´ 1
It
˙Zt`1
´
I2t
ˆ
It ´ 1
It
˙2Zt`1
, em consequência podemos concluir que:
VpIt`1q “ ItpIt ´ 1q
ˆ
1´ 2
N
˙At
` It
ˆ
1´ 1
N
˙At
´ It2E
˜ˆ
It ´ 1
It
˙2Zt`1 ˇˇˇˇˇGt
¸
`
` It2E
˜ˆ
It ´ 1
It
˙2Zt`1 ˇˇˇˇˇGt
¸
´ It2
ˆ
1´ 1
N
˙2At
,
“ ItpIt ´ 1q
ˆ
1´ 2
N
˙At
` It
ˆ
1´ 1
N
˙At
´ It2
ˆ
1´ 1
N
˙2At
.
• Variância de Dt`1:
VpDt`1q “ VpN ` 1´ It`1 ´ Zt`1 ´ Yt`1q,
“ VpN ` 1´ It ´ Zt`1q,
“ VpZt`1q “ At ¨ It
N
ˆ
1´ It
N
˙
.
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• Variância de At`1: Temos que At`1 “ N ` 1´pIt`1`Dt`1q, em consequência temos
que:
VpAt`1q “ VpIt`1q ` VpDt`1q ` 2CpIt`1, Dt`1q.
Já foram calculados VpIt`1q, VpDt`1q calcule-se CpIt`1, Dt`1q. Temos que:
CpIt`1, Dt`1q “ CpIt`1, N ` 1´ It ´ Zt`1q,
“ ´CpIt`1, Zt`1q,
“ ´ppEpIt`1Zt`1q ´ EpZt`1qEpIt`1qq . (3.7)
– Cálculo EpIt`1Zt`1q. Pelo Lema 7 temos que EpIt`1|Zt`1q “ It
ˆ
1´ 1
It
˙Zt`1
:
Em consequência, usando o Teorema 6 no Apêndice C, temos que:
EpZt`1It`1q “ EpZt`1EpIt`1|Zt`1qq,
“ E
˜
Zt`1It
ˆ
1´ 1
It
˙Zt`1¸
,
“ AtI
2
t
N
ˆ
1´ 1
It
˙ˆ
1´ 1
N
˙At´1
,
“ AtIt
N
pIt ´ 1q
ˆ
1´ 1
N
˙At´1
.
Substituindo-se o resultado anterior em (3.7), nos leva a concluir que:
CpIt`1, Dt`1q “
ˆ
It
N
¨ At
˙
It
ˆ
1´ 1
N
˙At
´ AtIt
N
pIt ´ 1q
ˆ
1´ 1
N
˙At´1
,
“ AtIt
N
ˆ
1´ 1
N
˙At «
It ´
ˆ
1´ 1
N
˙´1
pIt ´ 1q
ff
,
“ AtIt
N
ˆ
1´ 1
N
˙At ˆN ´ It
N ´ 1
˙
.
Logo a variância de At`1 vem dada por:
VpAt`1q “ VpIt`1q ` VpDt`1q ` 2 ¨ AtIt
N
ˆ
1´ 1
N
˙At ˆN ´ It
N ´ 1
˙
.
3.4.2 Lemas auxiliares
Lema 9. Suponhamos que ρt´%t pÑ 0 para algum t P N, então Epρt`1q´%t`1 pÑ 0 quando
N Ñ 8.
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Em palavras podemos dizer que o Lema 9 mostra que as mesmas trajetórias
determinísticas aproximam em probabilidade o valor esperado condicionado à filtração Gt
do vetor ρt quando N vai para infinito.
Demonstração. Do Lema 7, temos:
Epit`1q “ it
ˆ
1´ 1
N
˙pN`1qat
e
Epdt`1q “ dt ` at
ˆ
1´
ˆ
N ` 1
N
˙
it
˙
.
Suponhamos ρt ´ %t pÑ 0 para algum t. Definimos a função
ϕNpi, aq “ i
ˆ
1´ 1
N
˙pN`1qa
, pi, aq P r0, 1s2.
Então:
|Epit`1q ´ ι˜t`1| “
ˇˇ
ϕNpit, atq ´ ι˜te´α˜t
ˇˇ
,
ď |ϕpit, atq ´ ϕpι˜t, α˜tq| `
ˇˇ
ι˜te
´α˜t ´ ϕpι˜t, α˜tq
ˇˇ
. (3.8)
Portanto, por uma prova análoga ao Lema 3 com a função φN,ppi, aq provamos que ϕN é
Lipschitz continua com constante de Lipschitz
?
5. Consequentemente,
|ϕpit, atq ´ ϕpι˜t, α˜tq| ď
?
5 |pit, atq ´ pι˜t, α˜tq| pÑ 0, (3.9)
quando N Ñ 8. Ademais,ˇˇ
ι˜te
´α˜t ´ ϕpι˜t, α˜tq
ˇˇ ď e´1 ´ ˆ1´ 1
N
˙pN`1q
NÑ8Ñ 0. (3.10)
De (3.8), (3.9) e (3.10), segue que Epit`1q ´ ι˜t`1 pÑ 0.
Observe também que:
Epdt`1q ´ δ˜t`1 “ dt ´ δ˜t ` at
„
1´
ˆ
N ` 1
N
˙
it

´ α˜tp1´ ι˜tq.
Definimos ϑNpi, aq “ a
„
1´
ˆ
N ` 1
N
˙
i

, com pi, aq P r0, 1s2. Dado que:ˇˇˇˇBϑpi, aq
Bi
ˇˇˇˇ
“
ˇˇˇˇˆ
N ` 1
N
˙
a
ˇˇˇˇ
ď 2,ˇˇˇˇBϑpi, aq
Ba
ˇˇˇˇ
“
ˇˇˇˇ
1´
ˆ
N ` 1
N
˙
i
ˇˇˇˇ
ď 1´ i ď 1.
Concluímos que:
Epdt`1q ´ δ˜t`1 pÑ 0.
Inicialmente, como it`1 ` dt`1 ` at`1 “ ι˜t`1 ` δ˜t`1 ` α˜t`1 “ 1, concluímos:
Epat`1q ´ α˜t`1 pÑ 0.
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Lema 10. Consideremos ρt ´ %t pÑ 0 para algum t P N, então Vpρt`1q pÑ 0 quando
N Ñ 8.
Demonstração. Afirmamos que
Vpit`1q ď 1
N ` 1
Como foi considerado no Lema 4, consideramos separadamente os casos: tIt “ 0u, tIt “ 1u
e tIt ě 2u e usamos que ˆ
1´ 2
N
˙pN`1qat
ď
ˆ
1´ 1
N
˙2pN`1qat
,
a qual é consequência direta da inequação em (2.7). Os sistemas de passeios aleatórios
com os dois mecanismos de remoção exibem momentos parecidos. Só exporemos o tIt ě 2u
para os outros casos veja-se o Lema 4.
• Caso tIt ě 2u:
– Se It ě 2, então
Vpit`1q “ it
#ˆ
it ´ 1
N ` 1
˙ˆ
1´ 2
N
˙pN`1qat
´ it
ˆ
1´ 1
N
˙2pN`1qat
`
` 1
N ` 1
ˆ
1´ 1
N
˙pN`1qat+
,
ď it
#
it
«ˆ
1´ 2
N
˙pN`1qat
´
ˆ
1´ 1
N
˙2pN`1qatff
` 1
N ` 1
+
,
ď it
N ` 1 ď
1
N ` 1
Do anterior, segue que Vpit`1q pÑ 0.
Além disso,
Vpdt`1q “ at itp1´ itq
N ` 1 ď
1
4 ¨ pN ` 1q
pÑ 0
Para finalizar, observemos que:
Vpat`1q “ Vpit`1q ` Vpdt`1q ` 2 ¨ atit
N
ˆ
1´ 1
N
˙pN`1qat ˆN ´ It
N ´ 1
˙
,
ď Vpit`1q ` Vpdt`1q ` 2 ¨ 1
N
pÑ 0.
Demonstração do Teorema 3. A prova do Teorema 3 é análoga à prova do Teorema 1 na
Seção 2.4.2, substituindo o vetor ηt`1 por ρt`1 e seus momentos.
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3.5 Conclusões
Propusemos uma descrição estocástica refinada do modelo. Essa descrição
oferece uma maneira simplificada de lidar com a dependência natural do problema, assunto
que dificultou sua solução em trabalhos anteriores. Fixado o N , provamos que a cobertura
do grafo completo converge em probabilidade para um número aproximado a 0,8254555
correspondente aos resultados em (ALVES et al., 2006), pois eles sugeriram que o número
anterior estaria no intervalo (0,82 0,83).
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4 Considerações Finais
Este trabalho buscou investigar a convergência em probabilidade das trajetórias
dos processos e da variável aleatória cobertura do grafo. Foram considerados dois sistemas
de partículas no grafo completo com mecanismos de remoção diferentes. As conclusões
conseguidas para ambos modelos suportam as deduções feitas em (ALVES et al., 2006).
Salientamos o uso de técnicas distintas à de (ALVES et al., 2006) na consecução dos
resultados desta tese.
No tocante ao estudo de estabilidade, podemos simplificar sistemas dinâmicos
reduzindo sua dimensão. O teorema do centro de variedades nos ajuda a reduzir as
dimensões de problemas dinâmicos e também a teoria nos diz que para determinar a
estabilidade do ponto fixo, a dinâmica do centro da variedade determina a do sistema
original, veja-se (ZHANG, 2006). Considerando uma dinâmica bivariada, existem vários
cenários quando os autovalores são 1 ou -1. Sempre que um dos autovalores encontra-se no
círculo unitário e o outro autovalor está dentro do círculo unitário usamos o centro da
variedade para determinar a estabilidade. Aplicar o anterior ao sistema dinâmico associado
ao modelo com tempo não geométrico foi inconclusivo, porém nos levou a pensar que se
reduzindo a dimensão não levava a conclusão alguma, era devido que o sistema estava
sendo explicado por uma equação só, como pôde ser determinado no sistema (3.2). Além
disso, reparamos que definir que uma partícula jogue uma moeda para determinar sua
sobrevivência sem importar o que aconteceu anteriormente, representado no chamado
tempo geométrico, cumpre um papel fundamental no comportamento do modelo e isso
podemos ver refletido no sistema dinâmico associado. Também pode ser visto com maior
claridade, fazendo uma comparação nas consequências da equação (2.2c) e na descrição do
sistema em (3.2). Observamos que a dependência determinística em (3.2b) é da ordem
t ` 1, em câmbio a equação (2.2c) nos leva a simplificar um somatório de ordem t ´ 1
para uma só variável, veja-se a prova do Teorema 2. Em outras palavras podemos dizer
que hipótese de que a sobrevivência de uma partícula está definida em ver exatamente o
que as suas companheiras fizeram desde o instante inicial, complica muito o estudo da
estabilidade.
Como trabalhos futuros nos propomos a estudar os dois modelos com remoções
ligeiramente diferentes: cada partícula terá direito de pular pelo menos uma vez a vértices
já visitados, isso para o caso de tempo não geométrico. Para o caso de tempo geométrico,
imaginamos que as partículas poderão jogar uma moeda mais uma vez, porém terão que
aguardar no seguinte instante para poder jogá-la e assim determinar sua sobrevivência.
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APÊNDICE A – Distribuições de ocupação -
Número de urnas vazias.
Considere n eventos E1, E2, . . . , En e suponha que a ocorrência simultânea de
qualquer número deles seja conhecida. Suponha também que os eventos sejam permutáveis,
isto é, que sua probabilidade satisfaça
P rEi1 X Ei2 X . . .X Eins “ P rE1 X E2 X . . .X Ens,
em que ti1, i2, . . . , inu é qualquer reordenação de t1, 2, . . . , nu. Também seja
Sj “
ÿ
P
“
Ei1 X Ei2 X . . .X Eij
‰
em que o somatório encontra-se indexado no conjunto ti1, i2, . . . , inu tal que 1 ď i1 ă i2 ă
. . . ď n e j “ 1, 2, . . . , n; além disso considere S0 “ 1. Então a probabilidade de que pelo
menos m dos n eventos ocorram é:
Pm “
n´mÿ
i“0
p´1qi
ˆ
m` i´ 1
i
˙
Sm`i,
e a probabilidade de que exatamente m dos eventos n ocorra é
Prms “
n´mÿ
i“0
p´1qi
ˆ
m` i
i
˙
Sm`i.
Suponha que temos c células (urnas, compartimentos) numeradas como 1, 2, . . . , c
e b bolas são distribuídas nessas células. Ao todo, são cb maneiras de fazer essa distribuição,
cada uma dessas maneiras é suposta equiprovável. Então a probabilidade de que não
haja bolas em qualquer conjunto especificado de j compartimentos é p1´ j{cqb. Seja X o
numero de células vazias, usando a notação acima, temos
Sj “
ˆ
c
j
˙ˆ
c´ j
c
˙b
,
a probabilidade de que pelo menos x células estejam vazias é
P rX ě xs “
cÿ
j“x
p´1qj´xc!x
x!pj ´ xq!pc´ jq!j
ˆ
c´ j
c
˙b
,
e a probabilidade de que exatamente x estejam vazios pode ser escrita como:
P rX “ xs “
c´xÿ
i“0
p´1qi
ˆ
x` i
i
˙ˆ
c
x` i
˙ˆ
c´ x´ i
c
˙b
,
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A expressão acima pode ser escrita de várias expressões equivalentes.
As expressões para a esperança e o segundo momento de X, respectivamente,
são:
µ “ pc´ 1qbc1´b, (A.1)
µ2 “ pc´ 1qpc´ 2qbc1´b ` pc´ 1qbc1´b ´ pc´ 1q2bc2´2b. (A.2)
Para mais informações, consulte a Seção 4 do capítulo 10 de (JOHNSON; KOTZ; KEMP,
1992).
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APÊNDICE B – Teoria assintótica -
Convergência em probabilidade
Seja tyn, n “ 1, 2, . . .u uma sequência de números reais estritamente positivos e
seja tXn, n “ 1, 2, . . .u uma sequência de variáveis aleatórias todas definidas no mesmo
espaço de probabilidade.
Definição 4 (Convergência em probabilidade para zero). Dizemos que Xn converge em
probabilidade para zero, escrito por Xn
pÑ 0 ou Xn “ opp1q, se para todo ε ą 0,
P p|Xn| ą εq Ñ 0 quando nÑ 8.
Definição 5. Dizemos que a sequência tXnu é limitada em probabilidade, escrita Xn “
Opp1q, se para todo ε ą 0 existe um δpεq P p0,8q tal que
P p|Xn| ą δpεqq ă ε @ n.
Observação 7. A relação entre as duas definições anteriores é esclarecida pela seguinte
equivalente caracterização de convergência em probabilidade para zero: Xn “ opp1q se e
somente se para todo ε ą 0 existe uma sequencia δnpεq Ó 0 tal que
P p|Xn| ą δnpεqq ă ε @ n.
Teorema 5. Se |Xn ´ yn| pÑ 0 e yn Ó a então Xn pÑ a quando nÑ 8.
Demonstração. Dado arbitrariamente ε ą 0 existe um δnpεq ą 0 tal que δnpεq Ó 0 e
Pp|Xn ´ yn| ą δnpεqq ă ε. Temos que
|Xn ´ a| “ |Xn ´ yn ` yn ´ a|,
ď |Xn ´ yn| ` |yn ´ a|.
Logo defina-se δ1npεq “ δnpεq ` |yn ´ a| e pela hipótese yn Ó a, temos que 0 ă yn ´ a Ó 0,
@n, o que implica que δ1npεq Ó 0. Da inequação temos que:
Pp|Xn ´ a| ą δ1npεqq ď Pp|Xn ´ yn| ą δnpεqq
E pela hipótese e pela Observação 6, temos que:
Pp|Xn ´ a| ą δ1npεqq ă ε
Assim, pela Observação 6, podemos concluir que Xn
pÑ a
Para maiores informações, recomendam-se as leituras sobre convergência em
probabilidade em (BROCKWELL; DAVIS, 1986) e (BILLINGSLEY, 1995).
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APÊNDICE C – Resultado sobre a
Distribuição Binomial
Teorema 6. Seja X uma variável aleatória com distribuição Binomialpn, pq, n ě 1.
Então, para todo s P r0, 1s,
EpsXq “ p1´ pp1´ sqqn e (C.1)
EpXsXq “ nps p1´ pp1´ sqqn´1 . (C.2)
Demonstração. Note que, pela Fórmula do Binômio de Newton,
EpsXq “
nÿ
x“0
sx
ˆ
n
x
˙
pxp1´ pqn´x “
nÿ
x“0
ˆ
n
x
˙
ppsqxp1´ pqn´x
“ rps` 1´ psn “ r1´ pp1´ sqsn .
Além disso,
EpXsXq “ sEpXsX´1q “ s BBsEps
Xq
“ nps r1´ pp1´ sqsn´1 .
