I. INTRODUCTION
Analysis and processing of maritime imagery is a growing research area for classification of objects-of-interest, such as ships, aircraft, islands, clouds, and oil spills [1] . Information obtained from satellite and other aerial imagery can be used to improve maritime domain safety, security and awareness. Maritime domain awareness (MDA) is vital for international commerce as well as military operations. MDA is an excellent example of a system-of-systems concept. To achieve a large area of coverage and speedy communications, satellites, aircraft and drones are commonly used for surveillance and reconnaissance. These platforms gather information in an area of interest and relay it to control stations. This information is then analyzed to build a common operating picture [1] - [2] , which provides timely decision-making information to all levels of command. To ensure the timeliness and reliability of the common operating picture, an automated object classification system is needed. In this paper, an effective feature extraction technique and a machine learning-based classification tool are used to develop an automated classification scheme for differentiating maritime-domain objects, such as ships, aircraft, and clouds, contained in aerial imagery.
The main objective of this paper is to develop an effective automated classification scheme based on the Generalized Hough Transform (GHT) for selection of features that represent the shape of an object and a feed-forward, backpropagation neural network to classify the objects of interest contained in aerial images in an automated manner based on these features.
In [3] , an adaptive filter was used to reduce noise in Synthetic Aperture Radar (SAR) images of ships prior to detection of ship edge points by using the Susan operator. Then, a Discrete Cosine Transform (DCT) was used for feature selection. In this paper, a DCT filter is used to denoise the images containing an object-of-interest before using a Sobel operator to detect the object edge points, and the GHT algorithm is used to create the Hough features map for feature selection. Then, a neural network with feed forward backpropagation mode is used for maritime object classification [3] .
The paper is organized into four sections. A description of the proposed scheme including the GHT is presented in Section II. Performance of the scheme and classification results are given in Section III. Conclusions are provided in Section IV.
II. PROPOSED CLASSIFICATION SCHEME
The size and volume of the MDA imagery is very large and the resolution of the individual images tends to be high. Consequently, classification of these images through manual processing is labor intensive and is not feasible. This paper proposes a scheme for automated classification of these extremely large image sets by using feature extraction based on GHT, preprocessing using DCT and machine learningbased classification using feed-forward neural networks. The proposed scheme depicted in Figure 1 outlines our approach.
The traditional Hough transform has been used for extracting features (lines) in image analysis to detect shapes of interest through a voting process. Its extension called the Generalized Hough Transform (GHT) has been shown to be effective for detection of arbitrary object shapes [4] . It is known that GHT processing is slow and requires large memory storage [5] , but these drawbacks can be mitigated with the use of a DCT-based denoising technique [6] and by reducing the GHT R-table to a Hough features map. The GHT algorithm requires three steps: edge detection, Hough parameter computation, and R-table generation [4] . Proposed GHT-based classification scheme
The DCT is widely used in compression of video and image objects [7] . Its energy compaction and decorrelation properties allow selective processing of the energy content in the frequency domain to reduce the size of data to be further processed; therefore, the DCT is suitable for resolving the speed and memory storage problems of the GHT [7] . Neural networks have been used to provide excellent solutions to real-world problems in many applications, such as banking, aerospace, and defense [8] . Neural networks are equipped with statistical tools for function fitting, pattern recognition, clustering, and time-series analysis.
a. Denoising Filter
The DCT coefficient thresholding techniques are commonly used for noise reduction [7] . By energy compaction, only a few coefficients (typically in the low frequency end of the DCT coefficient matrix) represent most of the energy in an image. The decorrelation property is the property that the transformed data or DCT coefficients become uncorrelated. In other words, the magnitude of each coefficient is independent of the neighboring coefficients, unlike the corresponding spatial values [9] .
We first perform the two-dimensional (2-D) DCT of the luminance values of the image being considered. We apply a spatial filter operation on the DCT coefficients by decimating the high frequency coefficients. By applying a 2-D IDCT, the coefficients are then converted back to the pixel to obtain the filtered image.
b. Edge Detector
An edge detector is needed to prepare edge point coordinates, which are required for GHT parameter computations. An edge point is a point at which the pixel intensity change exceeds a specified threshold value. The threshold value is defined by using a measurable parameter, such as gradient magnitude. The quality of the edge points, the gradient magnitude, and gradient direction at each point are the important features that determine the quality of Hough parameters.
We have used the Sobel operator for detecting significant edge points because of its low computational burden [10] . Although the Sobel operator is sensitive to noise, denoising an image prior to the edge detection improves performance [7] . The horizontal and vertical Sobel kernels are applied to the denoised image to compute the gradient magnitudes 2 2 | | 
c. Generalized Hough Transform
The GHT algorithm requires three Hough parameters: the gradient angle , the relative distance to a reference point r, and the base angle to generate the associated R-table as shown in Table 1 [4] . The gradient angle is defined as a gradient direction at each edge point of the object-of-interest. The centroid of the object is the reference point; hence, the distance r is simply the Euclidian distance between the edge point and the centroid. The base angle is the angle between the x-axis and r, measured in the counter-clockwise direction as shown in Figure 2 . Table 1. R-table [4] The R-table represents the shape of the object-of-interest. Theoretically, any object appearing in different images with the same orientation and scale should yield the same R-table. As a result, the pattern of the R-table can be used for object classification.
Using the most significant edge point coordinates, the GHT computes the object centroid, the distance to the centroid, the base angle and the gradient direction at each edge point as follows. 
Then, the gradient angle is calculated using
where x Δ and y Δ are changes in the horizontal and vertical directions, respectively.
d. Hough Features Extractor
We reformat the R- The map is first divided into smaller sub-blocks of n × n, where n is any divisor of 360. Each sub-block of n × n is then reduced to a single element whose value is obtained by averaging all the elements of the smaller block. As a result, the original map is reduced or remapped to N × N, where N = 360 / n with entries that are averages of the corresponding sub-blocks. The remapping process is shown in Figure 3 .
The coordinates of dominant peaks of the Hough features map are then extracted to form the feature vector, which is then input into the neural network. Remapping process when n = 2
e. Neural Network
The neural network is a widely used machine learningbased classification tool to aid in the human decision making process in a variety of applications [11] . Neural networks provide many advantages: self-adaptive machine learning to adapt to various types of data, universal parameter estimation for a variety of functions with desirable accuracy, flexible modeling of nonlinear, complex relationships and effective classification for statistical analysis [11] . The architecture of the feed-forward, back-propagation multi-layer perceptron (MLP) neural network used in this work is shown in Figure 4 . It consists of an input layer, a hidden layer, and an output layer. The nodes in the input layer represent elements of a feature vector. The hidden layer consists of nodes called hidden neurons, each of which is a weighting function [12] . A higher number of hidden layers are known to enable the network to learn more complex patterns. The output layer represents the number of object types to be classified. The MLP architecture
The object classification using neural networks consists of two phases: training (learning) and testing. The network is trained on a set of known objects [11] . For the MLP, the network computes the error for each input feed and then backpropagates it for correction until the network achieves an acceptable state [14] .
III.
RESULTS
The MATLAB® software suite including its Neural Network Toolbox was used for implementing the proposed scheme. To obtain an effective size and shape for the denoising filter [13] , the energy distribution of the DCT coefficients of all images and the output edge points obtained after filtering were utilized.
Based on observation, we determined that most of the energy is contained within square window sizes between 50 × 50 and 200 × 200, depending on the image size. The denoising filter size of L L × was defined as a matrix that has the same dimension as the image and contains all zeros with the exception of ones inside the window, as shown in Figure 5 . Figure 5 .
The denoising filter size of L L × for the image size of W H × Results of the proposed classification scheme on two sets of images are presented here. The first set comprises 60 silhouettes of perfect shapes, and the second consists of 64 aerial images of maritime-domain objects, i.e., ships, aircraft, and clouds. For the silhouettes, six binary classification cases, one three-class classification case, and one four-class classification case are investigated. For maritime-domain images, three binary classification cases and one three-class classification case are investigated.
Classification of Perfect Shapes
The performance of the scheme on the perfectly shaped images of triangles, squares, circles, and stars is presented first. The four objects-of-interest are different in size, orientation and location. There are 15 images of each shape; ten images are selected for training and the rest for testing. Some sample images are shown in Figure 6 . Eight classification cases -six binary cases, a three-class case, and a four-class case -are investigated. For all of these cases, a denoising filter was not required because the perfect shape images contained no background noise. Some samples of four perfect shapes
In binary classification, silhouettes of two shapes were selected for testing. There are six possible combinations: triangle versus square, triangle versus circle, triangle versus star, square versus circle, square versus star, and circle versus star. For each combination, the training and testing samples consist of ten images and five images of each shape, respectively.
Six dominant peaks extracted from the Hough features map size of 20 × 20 were used as input data and the hidden layer size of the neural network is 15. The classification performance on the first two combinations is 100%, while that of the remaining combinations is 90%.
In three-class classification, the training and testing samples consist of ten images and five images, respectively, from each of three different shapes (triangles, squares, and circles). The images of the triangles, squares, and circles are assigned a class of 1, 2 and 3, respectively. The best performance of 86.7% is obtained by using six peaks extracted from the Hough features map size of 20 × 20 and a hidden layer size of 15 hidden neurons. The scheme can classify all triangles and squares correctly, but two of the circles are misclassified as a triangle and a square. This ambiguity is possibly caused by some distortion introduced in some circles when drawn, and circles of very small size can be very similar to some triangles and squares.
Results of the four-class classification are presented in the form of a confusion matrix as shown in Figure 7 . The fourth class of images is stars (assigned a class of 4). Here, we find that the most correctly classified shapes are triangles and circles with a classification performance of 80% (the first and third columns of the confusion matrix). There is ambiguity between squares and circles; therefore, only three out of five squares are correctly classified as indicated in the green cell of the second column. Confusion matrix of four perfect shapes
Classification of Maritime Domain Images
How distinct Hough features can be used by the neural network to differentiate typical objects in maritime domain images, such as ships, aircraft and clouds, is investigated in this section. Four cases are investigated: three binary classification cases and one three-class classification case.
Sixty-four images consisting of 23 ships, 25 aircraft, and 16 clouds are used for training. The test images comprise 12 ships, 12 aircraft, and 11 clouds. Some samples of the images used in this classification are shown in Figure 8 . 
Samples of maritime domain images
In binary classification, three image combinations were tested: ships versus clouds, ships versus aircraft, and ships versus the other two image types. The highest classification results were obtained by using six dominant peaks extracted from the Hough-features map size of 20×20 and a hiddenlayer size of 15 hidden neurons.
The scheme's classification results for the three cases were 87% and 79.2% and 82.9%, respectively. This indicates that aircraft are more similar to ships than clouds. Lastly, the binary classification case between ships and the others is tested. Aircraft and clouds are treated as a non-ship class. The performance to classify ships was found to be 82.9%. Figure 9 . For each map size, the scheme was tested with a different number of peaks up to a maximum of eight peaks. The best average performance occurs when the size of the map is 20 × 20 and the number of peaks is six. Such a setting yields a classification performance of 77.8 %. Note that these results are an average and only useful for performance comparisons. The best model can be determined based on the run that produces the highest classification percentage.
Using six peaks from the map size of 20 × 20 and varying the number of hidden neurons from 3 to 30, we found the highest average performance occurred when the number of hidden neurons was 15, as shown in Figure 10 .
To determine the effective sizes of denoising filters for the maritime domain images used in this work, five sets of denoising filters were tested. In this experiment, the number of neurons was set to 15. The number of peaks was six, and the map size was 20 × 20. The filter sets were as follows: The classification results for each filter set were averaged over 1000 trials. The average performance is depicted in Figure 11 . We see that the fourth set yielded the best average performance. This confirms our intuition because a smaller filter size is more likely to result in the loss of edge points, and hence result in poor feature quality. In contrast, the larger the filter size, the more background noise remains after filtering. The unwanted edge points caused by noise results in false peaks.
The three-class classification investigates the capability of the scheme for classifying three objects: ships, clouds, and aircraft. The same 64 maritime images and the optimal settings of the classification scheme as determined above were used. Ships, aircraft, and clouds were assigned classes 1, 2, and 3, respectively. The best confusion matrix for this classification case is shown in Figure 12 . The correct classification percentages for ships, aircraft and clouds are 75%, 50% and 72.7%, respectively. In the first column, the results show that scheme misclassifies three ships as aircraft and is not confused by the clouds at all. Four aircraft are misclassified as ships as indicated in the first red cell of the second column. The high similarity of aircraft to ships and clouds results in an overall performance of 65.7 %. Figure 11 .
Different denoising filter sets Figure 12 .
The best confusion matrix of the classification of ships, aircraft, and clouds IV.
CONCLUSIONS
A Generalized Hough Transform-based classification scheme for maritime domain objects-of-interest was developed to improve maritime domain situational awareness. The classification scheme performs three important tasks: edge detection of the object contained in the imagery, feature extraction by using the GHT algorithm, and classification by using a neural network. In maritime domain awareness, this method can be applied to improve the processing time and memory storage requirements of automatic classification systems onboard surveillance and reconnaissance platforms and at control stations.
The best performance of all maritime-domain image cases is summarized in Table 2 . Note that the performance of the classification scheme degrades as the number of classes to be classified increases. 
