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Sum mary
Calculation of longitudinal optical (LO) mode potential functions and disper­
sion curves are made for a AlAs/GaAs/AlAs quantum well using a macroscopic 
model. The interface boundary conditions employed are continuity of poten­
tial and of the normal components of both electric flux density and relative 
ionic displacement. In the non-dispersive limit the model yields unique poten­
tial functions of two types: confined modes and interface modes. The confined 
mode potential functions are almost identical to those calculated for a micro­
scopic model by Huang and Zhu. The interface modes are identical to those 
predicted by both the microscopic model and the dielectric continuum model. 
The introduction of bulk dispersion in GaAs produces modes which are hybrids 
of the confined and interface phonons.
The mobility and thermopower of a 2DEG are calculated in order to ex­
plain measurements on two Si-MOSFETs. In one o f the samples at T  < 2 K 
and electron densities N, > 1016m~a, positive thermopowers have been mea­
sured. The change of sign in the thermopower is attributed to dominance of 
interface roughness scattering. Simultaneous consideration of the two trans­
port properties results to discrepancies between theory and experiment, that 
indicate the inadequacy of an isotropic statistical theory for interface roughness 
to explaine electron scattering by interface irregularities in one of the samples. 
This idea is also supported by calculations in GaAs/AlGaAs heterojunctions 
where very good agreement has been found with experiments of Fletcher.
Experimental data of thermopower at temperatures T  > 2 K are explained 
by phonon drag and good agreement between theory and experiment is obtained 
in both Si-MOSFETs and GaAs/AlGaAs heterojunctions. The calculations are 
based on the theory formulated by Cantrell and Butcher and are extended 
to account for the temperature dependence of screening, the temperature de­
pendence of phonon mean free path and the thermal broadening of the Fermi 
distribution.
Recent studies of the magnetothermopower of a two-dimensional electron 
gas have concentrated on measurements in either the low-field weak localiza­
tion regime or the high-field Landau quantization regime. In this thesis we 
emphasize that for magnetic fields between these two limits there is an inter­
esting intermediate regime in which the total thermopower is dominated by 
semiclassical effects. Detailed expressions are derived for both the diffusion 
and phonon-drag contributions to the thermopower and a number of impor­
tant observations are made that should be directly amenable to experimental 
verification.
ix

Chapter 1
Introduction
1.1 Interest in semiconductor heterostructures
in recent years semiconductor heterostructures have become model systems for 
the investigation of electronic conduction on mesoscopic scales. Technological 
advances such as molecular beam epitaxy (MBE) and metal-organic chemical 
vapor deposition (M OCVD) have made possible the realization of semiconduc­
tor structures whose properties differ from the bulk semiconductors. Structures 
ran be constructed that contain a thin layer of highly mobile electrons. The 
electrons are confined in the direction perpendicular to the layer and are con­
strained to move within it. These systems are characterized by low electron 
densities that can be varied by an applied electric field. The Fermi wavelength 
is therefore very large (typically 40 nm) and comparable to the dimensions of 
structures which ran be defined lithographically.
Low-dimensional semiconductor heterostructures first attracted interest in 
the seventies due to the pioneering work of Esaki and Tsu on transport proper­
ties and of Dingle on optical properties. The improved growth techniques, the 
novel physics thereby introduced (for instance, the quantum Hall effect) and 
the applications (e.g modulation doped FETs, quantum well lasers) resulted in 
rapid progress. In the mid-eighties, electron mobilities up to 2 x 106cm i /Va, the 
integer and fractional quantum Hall effect, low-threshold quantum lasers, ultra- 
high speed microwave and digital integrated circuits, the realization o f elertro-
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optical and nonlinear materials were characteristic achievements [1], This re­
markable progress has continued and now electron mobilities have reached 
12 x IQrcm*/Vs, where numerous new effects are exhibited by lower dimen­
sionality systems, such as quantized point contact resistance, electron focusing, 
ballistic motion up to 100 fim etc. An abundance of applications such as the 
improved performance of the quantum well laser, vertical emitting lasers, etc. 
have been achieved. Devices based on both horizontal and vertical transport 
are still progressing in speed and integration level. Quantized semiconductor 
structures are already an industrial reality as low noise transistors and quantum 
well lasers [1].
The interest in low-dimensional structures is well justified by both pure 
scientific interest and technological applications. In this thesis, the discussion 
is concentrated on the effect of the reduced dimensionality of the system on 
phonon modes and electron transport properties.
1.2 Main features of low-dimensional structures
The reduced dimensionality character of the electrons can be seen as a gradual 
transition from the bulk. Let us imagine an electron being in a 3D box. If 
the box sides are considerably longer than the electron wavelength, they do 
not influence its motion. If one of the boundary lengths decreases enough to 
become comparable to the electron wavelength, the electron feels the boundary 
and its properties are thereby modified. It is no longer free to move in this 
direction and the corresponding wave vector component is not a good quantum 
number. Since it is still free to move in two directions, the electron is said to be 
two-dimensional. A second boundary can be reduced to produce confinement in 
an additional direction and then the electron motion becomes one-dimensional 
with the conduction being along a wire. The confinement can be extended to 
all the three dimensions, leading to quantum dots. In every case the spatial 
extent of the electron wavefunction is non-zero in the confinement direction and 
the confinement may be said to be quasi-2D, quasi-ID or quasi-OD.
In what follows, we are going to concentrate on the quasi-2D electron gas
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(from now on referred to as the Q2DEG). The essential feature of the Q2DEG 
is the creation of a narrow potential well in the conduction band for motion in 
one direction. This can be formed by an applied electric field or by the band 
gap discontinuity between the materials across a heterointerface. Its shape 
can be complicated and an exact treatment would provide us with an equally 
complicated theory, not easily applicable to study the electron gas properties. 
Fortunately, simplifications can be made which allow progress. The carriers are 
treated within the effective mass approximation [2]. In the conducting plane 
the wave functions are 2D plane waves (e'k r ), with k and r being the 2D 
wave vector and position vector respectively. It is assumed that the spatial 
variation of the average electrostatic potential is slow and smooth, so that the 
electronic structure and the key bulk physical parameters such as the band 
gaps, band widths, effective masses etc. remain unchanged. In short, we set 
up the theory on the assumption that the electrostatic potential representing 
the band bending can be superimposed upon the bulk crystal potential. As an 
electron approaches the interface region, it will experience a potential which 
is the consequence of the crystal potential and the electron distribution, given 
by solving the Poisson and Schrodinger equations self-consistently. For a finite 
well, discrete energy levels £„ are expected. We consider cases in which these 
subbands occur in the conduction band and use the index a as the subband 
index.
If the conduction plane (xy plane) area is A, the single particle electron 
eigenfunction in the independent electron picture is:
V’a.k (*■.*)= A-1 /V k'rd>„(*). (1.1)
Each state is labelled by the subband index and 2D wave vector (a,k). The 
envelope function for the z direction <t>„(z) satisfies:
-  +  V(z)<t>*(z) = en<t>a(z) ( 1.2 )
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where V '(-) is the confining potential. The corresponding band structure is 
illustrated in figure 1.1a. where all states are filled up to the Fermi level ej at 
T  =  0 K. The density of states k for each subband is constant and equal to
Figure 1.1: Quasi-2D band structure and density of states
(a) Quasi-2D band structure and filling o f states (a ,k )  up to the Fermi level e / at T  =  0 K.
(b ) Quasi-2D density of states corresponding to (a).
m/wti2 per unit area (see figure 1.1b). The total density of states is:
4
(1.3)ffU) = _ £ “ )
where 0 ( f )  is the unit step function. When the electron density is low enough 
so that the Fermi level lies below the second subband edge, only the ground 
subband is occupied and higher subbands can be neglected in the calculations. 
This limit is called ’quantum limit’ (QL) and will be assumed throughout this 
thesis.
1.3 The confining potential and the formation of a 
Q2DEG
Two common structures are discussed, the Si-MOSFET and the GaAs/AlGaAs 
heterojunction. The shape of the confining potential in these two structures is 
the basis o f the calculations presented in the following chapters. We confine our 
discussion to the low temperature regime in which the electrons are degenerate.
1.3.1 S i-M O S F E T
The silicon metal-oxide-semiconductor (MOS) field effect transistor has been 
one of the major components of memory and logic circuits. A cross-section of 
a Si-MOSFET is shown in figure 1.2. Figure 1.3a shows the electronic struc­
ture before charge equilibrium is established. Here the Fermi energies of the 
metal and p-Si are separated by the potential energy step e4>. When the two 
Fermi energies come into equilibrium, a space charge region is established in the 
semiconductor and there is a gradient o f the potential across the oxide, indi­
cated schematically in the equilibrium band diagram shown in figure 1.3b. This 
gradient represents the built-in electric field due to the difference in the work 
function o f the metal and semiconductor illustrated in figure 1.3a. A positive 
voltage applied to the metal relative to the semiconductor attracts electrons 
into the Si side of the SiOj-Si interface and repeals holes from the interface. 
This means that the band bending is increased (figure 1.3c). When the roti-
5
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Figure 1.2: Cross section through a Si-MOSFET.
Figure 1.3: Band profile in Si-MOSFET.
6
duction band edge drops below the Fermi level in the Si. an n-type inversion 
layer is formed near the interface as shown in figure 1.3d. More electrons can 
be dragged into the inversion layer by increasing the applied gate voltage.
1.3.2 G a A s /A lrG a ,_ rAs heterojunction
A confining potential similar to the Si-MOSFET is created at the GaAs/ 
Alj.Gai_rAs heterojunction, when the wide gap material (Alr G ai_xAs) is n- 
doped, while the narrow gap material (GaAs) is p-doped or is essentially un­
doped. The two materials have different band gaps E3 (1.52 eV at 4 K in GaAs 
and about 2 eV in the alloy for x = 0.3) which gives rise to a discontinuity A Eg 
shared unequally by the conduction band edge (A Ec) and valence band edge 
(A Ev). The band profile is shown in figure 1.4a. Under equilibrium conditions,
Figure 1.4: Band profile in the heterojunction.
(i) Before doping (including discontinuities), (ii) after doping, by matching e / and (iii) the 
observed profile (including discontinuities).
electrons in donor levels of the AlxG ai_xAs are transferred to the GaAs layer, 
leading to considerable band bending and forming a two-dimensional electron 
gas in the GaAs. When the two-dimensional system is in equilibrium with the 
donor levels in the alloy layer, the following condition is satisfied (in MKS units)
[3]=
+  «7 V0 - E B -
e2 (N.  +  Nd'Pl)2 
2(0k N o
( N . +  Ndtpl)d (1.4)
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where ta is the permittivity of free space, k is the static dielectric constant 
(assumed to be the same for both GaAs and AlxG ai_xAs), d is the thickness 
of the undoped AlxG aj_xAs layer (spacer layer), Np  is the ionized donor con­
centration, N, is the surface density of electrons and Njepi is the the surface 
density of ionized acceptors in the GaAs. Finally, -Ep  is the energy of a donor 
measured from the bottom of the AlxG ai_xAs conduction band and s„ is the 
ground subband energy measured from the bottom of the conduction band of 
GaAs at the interface. The electron density in this system can be changed by 
illumination. As far as the subband structure is concerned, the heterojunc­
tion is almost equivalent to the usual inversion layer in a Si-MOSFET. The 
only difference is that the wave function has a non-vanishing amplitude in the 
AlxG ai_xAs layer because the barrier height V0 is typically not particularly 
large (~  dOO meV).
The main advantages of the MOSFET in low-dimensional structure exper­
iments are the oxide stability, the low interface states density and the high 
breakdown field ( 109V m -1 ) which allows a variation of the surface electron 
density over the range 1015 — 1017m -2 [2]. The lower limit is determined by the 
influence of disorder. The advantage of the heterojunction is the high mobility 
resulting by the interface quality and modulation doping (i.e. the separation 
between the electrons and the charged centers by an undoped spacer layer).
1.4 Electron confinement in inversion layers
The electron envelope function in the confinement direction can be accurately 
calculated self-consistently [2]. It is also satisfactorily described by an appro­
priate variational wavefunction which has the advantage of having an analytical 
form. In the independent particle effective-mass approximation, the envelope 
function should describe the electron confinement and reflect the structure prop­
erties such as effective mass, doping level etc. in a reliable way. It is commonly 
characterized by a single parameter which is determined by the standard vari­
li
ational procedure.
The simplest variational wave function is the one first proposed by Fang 
and Howard [4]:
« * )  = (1.5)
for which the average penetration of the charge into the semiconductor is:
z0 = ( 1.6)
The simplicity of this wave function enables the evaluation of the expectation 
values of all the terms in the Hamiltonian. It is found that [2]:
h2b2 (1.7)< T > =  ----- ,
8 mz
. , ,  _ 3e2Ndepl 6e2NA
(0K,cb i„K,cb2 ’ ( 1 .8)
„  33 e2N, (1.9)< V —
1 16c0(cJC6 ’
 ^ Yj  ^ ^sc Kins
Ksc "1“ kins 327re0Ksc ( 1-10)
In these equations T, Vd, V, and V/ respectively denote the kinetic energy, 
the potential energy of an electron interacting with the depletion charges, the 
potential energy of an electron interacting with the other electrons in the inver­
sion layer and the image potential. The total energy per electron is the quantity 
to be minimized and it is:
^  = < T  > +  < V d > + ^ - < V , >  +  < V ;  > . (1.11)
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The factor 1/2 in the above equation prevents double counting of electron- 
electron interactions. Neglecting exchange, correlation and quadratic terms in 
the depletion energy, the standard variational procedure gives for 6 [5]:
. b S H  
b =  —
( 1 .1 2 )
b 3S H  =  ^ ( . ' V ^ + ^ V 3 ), ( 1 .1 3 )
( i  —  ¿ 1^1c o s / i ( ^ c o s / i - 1 (4 < - 3 ^ * ) ) , ( 1 .1 4 )
C 3  " > ! ( « , c -  K , , , ) « 1
8  4 n ( 0 t i i b S H ( K , c  +  K , n , ) K s c  '
( 1 .1 5 )
Neglecting the image term, b becomes equal to bsH-
1.5 Outline of the thesis.
In this chapter an introduction to the physics and the applications of two- 
dimensional semiconductor structures has been given and the systems to be 
investigated in this thesis have been described. The two-dimensional character 
of the carriers is expected to modify electron transport and to generate novel 
phenomena. For instance, the presence of heterointerfaces not only affects the 
electron scattering but also introduces additional optical phonon modes and 
therefore changes the electron-phonon interaction at high temperatures. Lon­
gitudinal optical phonons in AlAs/ClaAs/AlAs quantum wells are examined in 
chapter 2, where a simple continuum model is proposed. The remaining chap­
ters concentrate on electron transport at low temperatures, where the optical 
phonon contribution can be safely neglected. In chapter 3, the theoretical back­
ground of this study is briefly presented. Zero-magnetic field electron transport 
is extensively discussed in chapter 4. Simultaneous consideration of two trans­
port properties, the mobility and the thermopower of Q2DEGs in Si-MOSFETs
10
and GaAs/AlGaAs heterojunctions, leads to improved understanding of the 
details of electron transport in these systems. In chapter 5, the existing serni- 
classical formalism is extended to accommodate the effect of a non-quantizing 
magnetic field applied perpendicular to the Q2DEG on the mobility and the 
thermopower. In chapter 6, the main conclusions are summarized and the pos­
sibilities for further investigation, as indicated by this study, are discussed.
11
Chapter 2
Longitudinal optical phonons 
in a A lA s/G aA s/A lA s  
quantum well.
2.1 Introduction.
Raman scattering experiments [6]-[9] and measurements on physical quantities 
such as transport coefficients that depend upon electron-phonon scattering, 
have stimulated a lot o f interest in the properties of optical phonon modes 
of semiconductor heterostructures. In the case of polar semiconductor layers, 
the dispersion relation of optical phonons and their effective interaction with 
two-dimensionally confined electrons can be strongly modified compared to the 
three-dimensional case. The understanding of optical phonons in such situations 
has considerably improved in the last few years [ 10]-[ 14]. The physical problems 
that involve electron-phonon interaction require a reliable description of optical 
phonons. Lattice dynamic calculations based on reliable microscopic models 
[l.r>]-[1.8] have been reported. Macroscopic models have also been proposed, but 
these often present different and sometimes controversial points of view and only
12
partially interpret the experiments. Raman experiments show the existence of 
different types of modes. Additionally to the bulklike modes there appears to 
be a series of interface phonon modes [6].
The straightforward approach to the problem is the microscopic one, which 
necessarily involves extensive numerical calculations. There are two main diffi­
culties with this. Firstly, because the results are almost exclusively numerical, 
and their physical interpretation is not easily identified. Secondly, the electron- 
phonon interaction also has to be treated numerically. A simple macroscopic 
theory giving analytical results close to those o f microscopic models would there­
fore be useful in studies of the interaction o f phonons with electrons and light. 
Additionally, the Frolich interaction and electron-phonon scattering are domi­
nated by long wavelength phonons and a continuum description would be well 
justified. On this basis an abundance of macroscopic models have been pro­
posed, in which, after the differential equations in each layer are defined, con­
nection rules are identified in order to match the solutions at the interfaces.
In the case of acoustic phonons in the long wavelength limit, macroscopic 
theories deal with the displacement of the ions which has to be continuous at 
the interfaces. In the case of optical phonons, the theory deals with relative 
displacements between the ions and the boundary conditions at the interfaces 
are now not at all obvious. Moreover, it has been argued that the differential 
equations do not hold at the interfaces and therefore cannot be used to derive 
the boundary conditions [19]. Indeed, one must accept that a continuum model 
of the matching problem is necessarily an approximation and cannot be rigor­
ously justified. By recalling the motivation that lead to the continuum theory, 
one can convince hiself that the aim should not be to obtain results in perfect 
quantitative agreement with microscopic models, but rather solutions that have 
the general properties of the microscopic results and that are in good agreement 
with the experiments. After considerable debate on the points of controversy, it 
is now a general belief that macroscopic models can be formulated along these 
lines and that they work very well.
The work presented in this chapter was one of the first dispersive macro-
13
scopie models that, although not very rigorously formulated, provided a descrip­
tion of the longitudinal modes that was consistent with microscopic calculations. 
The proposed phonon modes are described by fields more complex than sim­
ple sinusoidal functions, and allow both electromagnetic and mechanical type 
boundary conditions to be satisfied [13], In the following section, macroscopic 
models that neglect bulk dispersion, and thereby raise points of controversy, are 
discussed. The Modified Dielectric Continuum Model is formulated in section 
2.3, and the results are extensively discussed in section 2.4.
2.2 Dispersionless Continuum Models.
The problem of the correct choice of the connection rules for the optical phonons 
at the interfaces has raised much controversy. Three different analytical ex­
pressions for optical phonon modes in GaAs/AlAs heterostructures have been 
proposed. In the continuum theory of the optical modes the dynamical fields 
are the electric field E. and w(r) = p’ / 2u(r), where u(r) is the relative dis­
placement front equilibrium o f the positive ions from the negative ions, r is 
the position vector and p is the reduced mass per unit volume of the lattice
[20]. The interfaces of an AlAs/GaAs/AlAs quantum well, o f width L = 2d, 
are taken parallel to the xy plane at z — ±d  and translational invariance is 
assumed in this plane. For the longitudinal optical vibrations, w and E can be 
written inside the well as the gradient of a mechanical and electrostatic scalar 
potential:
w(r) = -V ( /(z )e * k«x») (2.1 )
E(r) = -V (4>(z)e,kiix») (2.2)
where X|| = ( x, y)  lies in the xy plane, k|| is a wave vector in that plane and 
r = (X||,z). When the bulk dispersion due to long-range forces between the 
ions is ignored, it can be proved (see equation (2.15)) that <f> is proportional to 
/•
14
The first model was based on the dispersionless dielectric continuum theory. 
The significant parameters in the theory are the bulk LO and TO mode frequen­
cies in the ClaAs layer at A,'|| = 0, which we denote by uij_, and lit respectively.
and bulklike modes [21, 22, 23]. The bulklike optical phonon modes derived in 
the Dielectric Continuum Model (DCM ) are usually called slab modes. They 
were first derived by Fuchs and Kliewer [21] and have electrostatic potential 
nodes and optical displacement antinodes at the interfaces. They are described
by:
Here, the symmetric (antisymmetric) vibrations correspond to even (odd) n.
The interface modes are orthogonal to the bulklike modes and their electro­
static potential is non-zero at the interfaces. They are waves having maximum 
amplitude at the interfaces and decaying away from it:
where ±  correspond to the symmetric and antisymmetric interface vibration 
respectively. Unlike the bulklike modes which are degenerate at u>l , the fre­
quencies o f the interface modes depend on fc|| and lie between u>l and u jf  
The dispersion of the interface modes is an effect of the inhomogeneity of the 
structure. The difficulty with the DCM is connected with the boundary condi­
tions, since the predicted modes have antinodes in the normal component of the 
CiaAs relative displacement at the interfaces in a AlAs/GaAs/AlAs quantum 
well, which is contrary to the results of the microscopic calculations [lb].
The second model, proposed by Huang and Zhu (HZ), is based on results 
calculated with a simple microscopic model [15]. The proposed expressions for 
the scalar potential are:
The model predicts two distinct types of optical phonon modes: interface modes
cos[(n +  l)?rz/L] n even 
■sin[(n -I- 1 )wz/ L] n odd
(2.3)
z < — d
ekUz ± e - d  < z <  d
z >  d
(2.4)
15
iz ) —
cos[nn z / L] — { — l )’*/2 n =  2 ,4 ,... 
sin(fi„irz/L) + cnz/L n = 3 ,5 ,...
(2.5)
with n even and odd for the symmetric and antisymmetric vibrations respec­
tively and /in and c„ are constants to be determined by the boundary conditions. 
By critical comparison of microscopic results with the slab modes, HZ have 
shown that both the scalar potentials and optical displacement of the bulklike 
modes in GaAs/AlAs heterostructures have nodes at the interfaces, i.e. these 
vibrations are chosen so that 4>n*;|| and 4 »^  vanish at the interfaces. Thus, 
they represent pure bulklike vibrations. However, these vibrations deviate from 
orthogonality and completeness as Aty is increased front zero. A refinement of 
the vibrations o f equation (2.5) are the reformulated slab vibrations which obey 
the same boundary conditions [24, 25]. They have the form
cos(knz) +  Dnk^cosh(k\\z) even 
sin(knz) +  Dnk»sinh(k^z) odd
( 2 . 6 )
where kn is an eigenvalue of the component of the wavevector in the GaAs 
layer in the confinement direction. These formulae are preferable to those of 
HZ, because they represent distortions which are orthogonal, and which remain 
solutions of the continuum problem when isotropic dispersion is introduced. 
These modes can be called bulklike waves in the sense that the scalar potential 
has nodes at the interfaces.
The third model [6, 9] suggests that, the modes with zero Acy have optical 
displacements with nodes and electrostatic potentials with antinodes at the 
interfaces; they are usually denoted as guided modes and their scalar potential 
can be expressed as:
I
conUm z / L] n even
(2.7)
sin[niez/L\ n odd
where n is even (odd) for the symmetric (antisymmetric) vibrations. The optical
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displacements predicted by this model agree with the results of a realistic-linear 
chain model restricted to zero fc||, so that no interface modes are allowed [26, 27]. 
As an extension of this model to the case of finite fc||, Ridley and Babiker 
(RB) proposed the so-called hydrodynamic model (HD) [28, 29, 30], in which, 
besides the guided modes, HD-type interface modes are also allowed. It is 
well known that the number of modes is determined solely by the number of 
degrees of vibrational freedom. For a fixed phonon wave vector, there are 
altogether 3(M +N) optical phonon modes for (GaAs)Af(AlAs)jv superlattices. 
For zero Arp, the linear chain calculation has clearly shown that there are M(N) 
LO modes and 2M(2N) TO modes confined respectively in GaAs(AlAs), which 
exhausts all the optical vibration degrees of freedom. Thus, with a finite jfc||, it 
is impossible to retain all the guided modes found in the zero fc|| case and add 
some extra interface modes. Zhu showed [10] that the ’even solution’ o f the 
HD-type interface mode suggested by Ridley strongly overlaps with the n =  1 
TO mode and the odd solution overlaps with the n =  1 LO mode. Unlike the 
slab and the reformulated slab modes, the guided vibrations are not bulklike 
vibrations since they are defined to obey = 0 at the interfaces in order to 
agree with the fcy = 0 modes observed in Raman backscattering [6]. They are 
actually Unear combinations of the bulkUke and interface vibrations.
Models which ignore bulk dispersion are inherently forced to predict vi­
brational modes ambiguously. These modes cannot be directly compared to 
experiments because they are infinitely degenerate at the bulk frequency u>£ 
and their potential patterns are therefore not uniquely defined. This problem 
indicates that the identification of the appropriate continuum model for optical 
phonons in heterostructures is only possible in a different framework, that of 
dispersive models. However, the inclusion of bulk dispersion does not trivially 
lead to a correct treatment of the problem. Some models followed the bulk 
situation very closely and they resulted in misleading solutions that did not 
represent the novel features of the heterostructures, such as the hybrid charac­
ter of the modes predicted by microscopic calculations [19, 28]. A differential 
equation suitable for the present problem is considered in the next section. Its
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solutions coincide with the reformulated slab vibrations of equation (2.6 ) and 
its eigenvalues are found by applying appropriate boundary conditions. Both 
the dispersive and non-dispersive cases are examined, with the latter treated as 
a limit of the former.
2.3 The Modified Dielectric Continuum Model 
(M DCM )
We use the phenomenological equations of Born and Huang [20] modified to 
include parabolic bulk dispersion [28]. Symmetry considerations [19] imply 
that the mechanical long range forces that are responsible for bulk dispersion 
are expressed by second order derivative terms. In esu the equations for LO 
phonons are:
w = —cj 7-w -1- ( £° £°° )Ì ujt 'E — 6? V 2w 4tt (2 .8)
p  =  — ------- )iu>Tw + — :— -E4tt 4tt (2.9)
where w is the displacement o f the positive ions relative to the negative ions 
multiplied by the square root of the reduced mass per unit volume, P  is the 
dielectric polarization, E is the electric field, e0 and £<*, are the static and the 
high frequency dielectric constants respectively and ujj is the transverse optical 
resonant frequency. The parameter bl introduces parabolic dispersion. We 
ignore retardation so that:
V X E = 0 (2.10)
For LO modes in the quantum well structure a scalar electrostatic potential 
and a scalar mechanical potential can be defined as in equations (2.1, 2.2). The 
definition of the dielectric displacement D and equations (2.1), (2.2), and (2.9) 
give:
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V  ■ D = V  • [fooE + 47T7w ] =  0 ( 2 .11)
with 7 = u>T[(e0 -  £oo)/4ir],/2 .
We find from (2.8), (2.9) and (2.10) that Maxwell’s equation (2.11) leads in 
each material to a fourth order differential equation for the z dependence of the 
mechanical scalar potential / :
* I ( /<4> -  / " )  + (“>£ -  W2 -  6£*j})(/" -  fcjj/) = 0 (2.12)
in which u>l =  (£0/£oo) '^ ^ t - It follows that
Equation (2.14) is equivalent to the bulk dispersion relation for LO phonons: 
u>2 = oj2l — 6£(fc|2 +  A;2). The relation between the electrostatic scalar potential 
and the mechanical scalar potential is:
(a,2 —u4 +  6£fc2) / - 6 2/ "  
7
(2.15)
and therefore, with the help of (2.13), we obtain:
4> = Ae'kn* +  Be~ikn* +  C ek** + D e~kuz (2.16)
The coefficients A,B,C,D and kn in (2.16) remain to be determined by the 
interface boundary conditions.
We confine our attention to modes with frequencies close to u>l for GaAs. 
Then, the effect of dispersion in the AlAs is unimportant and we set =  0 
there. This approximation is valid, since the amount o f dispersion, i.e. the
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bandwidth of bulk phonons, is smaller than the energy separation between the 
optical phonons in bulk ClaAs and AlAs. We also set A = B  =  0 there, because 
propagating modes are not possible without dispersion. Finally, we keep <t> 
finite as i  -*  ±oo  by putting C  =  0 in the righthand AlAs region (in which 
2 —1• -boo) and D = 0 in the lefthand AlAs region. Six coefficients remain to be 
determined by applying the appropriate boundary conditions.
Several authors have derived the connection rules on the interfaces by com­
parison of microscopic and continuum theories. Huang and Zhu [15] found 
that the solutions of a microscopic model of the lattice mechanics in the zero- 
dispersion limit with small fc||, can be approximated by the interface modes and 
the vibrations described by equations (2.5). A similar approach was adopted 
by Gerecke and Bechstedt [17] whose macroscopic model is the limit of a mi­
croscopic model in which the lattice constant tends to zero. Ando et al [16] use 
a dynamical equation equivalent to (2.8), but include anisotropy and impose 
either the boundary condition w = 0 at the faces of the slab or connection rules 
from microscopic theory. In the first case the results were compared with those 
of microscopic calculations with good agreement.
The connection rules that relate the fields on either side of an interface 
can also be derived from a continuum theory [14], if the bulk equations (2.8- 
2.10) are assumed to hold on the interfaces. Equation (2.10) ensures that, the 
parallel-to-the-interface component of the electric field Eu and therefore the 
scalar potential 4> are continuous at the interfaces. 4>, being continuous, can be 
used as one of the fields in the differential equation (2.8). The relative displace­
ment u should also be continuous at the interfaces, in order to be consistent 
with the validity o f the differential equations. These boundary conditions, to­
gether with the continuity of D- implied by equation (2.11), are sufficient to 
determine the phonon modes in the quantum well considered here. By inte­
grating equation (2 .8) across the interfaces, additional connection rules can be 
obtained which would be required to treat additional phonon modes such as 
TO phonons. Nash showed [14] that for LO phonons the above connection 
rules reduce to the the continuity o f 4>, D . and p- 1/*wz, by taking into ac­
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count discontinuities produced to the relative displacement and its derivatives 
by rapidly decaying vibrations associated with the assumptions o f the model 
for the form o f  the dispersion. Nash’s analysis is based on the Euler-Lagrange 
equations derived from the appropriate Lagrangian including isotropic bulk dis­
persion. Equations (2.8-2.11) coincide with the bulk Euler-Lagrange equations 
of [14]. In the present calculations, the applied boundary conditions are as in 
[14] with the only difference being that the continuity of u, is approximated 
by the continuity of wz. This approximation is not very crude because the 
ratio of the square roots of the reduced mass densities for GaAs and AlAs, 
PcaAs/p 'mas' 's ~  1-3» anil the MDCM can be considered equivalent to that of 
[14]. The derived connection rules do not contradict those o f the non-dispersive 
theory. The effect of the additional connection rule is simply to lift the degen­
eracy of the modes and, at small fc||, to govern the mixing between interface 
and reformulated modes.
It is convenient to measure z from the middle of the quantum well because 
the system is symmetrical about the plane z =  0. Consequently, we find modes 
for which $ (z ) is even (even modes) and modes for which 4>(z) is odd (odd 
modes). The matching conditions and determinental consistency conditions 
are easily derived in both cases. Let d be the half-width for the GaAs layer. 
Then the consistency conditions for even and odd modes are respectively:
kntan(knd)a =  k ^ a n h ^ d )^  (2-17)
and
kncot(knd) a = (2- i8) 
where kn is given by (2.14) in the GaAs layer with bi ^  O.ln these equations
C - C  ~ ^  — cooj 2 1
uTj ~
(2.19)
.. f £oj -  £OOJ ,1  WTj
4 n '  — u>2 (2 .20)
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, ( 2 . 21 )Q =  ( £o2 ~  £oo2 , l  U>T2------:------- )* —s--------- =—4ir ujj-2 — u 2  — 6J_A:2
with j= l ,2  denoting AlAs and GaAs respectively.
The solutions of (2.17) and (2.18) as a function of fc|| give the dispersion 
relation for each mode. Once this is obtained the coefficients in (2.16) can be 
determined.
2.4 Results and Discussion.
The values of the parameters for bulk GaAs and AlAs used in our calculations 
are given in Appendix A. We set d =  50A and begin by discussing the non- 
dispersive limit when b  ^ —* 0. There are two possibilities allowed by equations 
(2.17) and (2.18). In the first case kn remains finite. Then we see from (2.14) 
that u> —» u>n an(l from (2.19) that e2 —► 0. Hence (2.17) and (2.18) reduce to
which determine kn uniquely. The corresponding potential functions are shown 
by solids lines in figure 2.1(a) for k^d =  0.057T and in figure 2.1(b) for k^d =  0.5tr. 
The dashed lines show the results obtained in the microscopic calculations of 
Huang and Zhu [15). Where the microscopic model curves are omitted, it is 
because they are indistinguishable from the results of our macroscopic model 
on the scale of the graphs. The dotted lines show a rough analytical fit to the 
microscopic results which are described in [15]. We see that the model used here 
provides an almost perfect fit to the microscopic results. These modes with finite 
k„ were first proposed by Dharssi [25] without recourse to the limiting procedure 
used here. The argument was open to the objection that the propagating modes 
are infinitely degenerate when there is no dispersion, so that there is no reason 
to take just two propagating waves in (2.16). This difficulty is removed by first 
putting dispersion in so that ku is uniquely defined and then letting bi —* 0 so
kntau(knd) = — k\\tanh(k\\d) 
kncot(knd) =  k^cotli(k^d)
( 2 . 22 )
(2.23)
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Figure 2.1: Scalar potential as predicted by MDCM in the dispersionless limit 
The potential functions for (a) *||d =  0.05ir and (b ) k^i -  0.5ir predicted by (i) the MDCM in 
the dispersionless limit (full lines) (ii) Huang and Zhu's microscopic mode) in the dispersionless 
limit (dashed lines) (iii) Huang and Zhu's macroscopic model (dotted lines).
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as to simplify the results. We see that all the modes are confined to the GaAs 
layer. Moreover, it is easy to verify that d$/dz (and hence wz) vanishes at the 
interfaces as well as 4>. The values o f kn when At|| —► 0 may be determined from 
(2.22) and (2.23). They are kn =  nw/2d with n =  2 ,4 ,6 ,.. for the even inodes 
and n ~  3 ,5 ,7 ,... for the odd modes. Huang and Zhu obtain the same results 
and give exact values of n in the odd case [15].
The second possibility when bi —► 0 is that kn diverges, because u> /  ^L2 - 
When u) > uju we see from (2.14) that kn becomes purely imaginary as well as 
having a magnitude which tends to infinity. Consequently, the left-hand sides 
of (2.17) and (2.13) both diverge so that the dispersion relations reduce to
£i +  e-2tanh(k^d) =  0 (2.24)
£i +  £2Coth(k\\d) =  0 (2.25)
These are just the dispersion relations of the interface modes of the DCM 
which Huang and Zhu find are reproduced by their microscopic calculations 
in the non-dispersive limit [15]. When u> < kn remains real but becomes 
infinitely large so that equations (2.24) and (2.25) are satisfied again. Consid­
ering equations (A .l)  and (A .6) together with the conditions (2.24) and (2.25) 
when kn —» oo, we find again a z-variation o f the scalar potential appropriate 
to interface vibrations of the type given in equation (2.4).
The above discussion shows that there is a sharp distinction between inter­
face and confined modes in the dispersionless limit. We turn now to the case 
when the GaAs dispersion is kept finite and show that the modes are hybrids, 
having both interface and confined phonon character. Figure 2.2a shows the 
dispersion curves for even modes which are the solutions of equation (2.17). 
The potential functions are presented in figure 2.3 for k^d =  0.05ir (figure 2.3a) 
and k\\d = 0.57T (figure 2. 3b). At high frequencies the even modes have disper­
sion curves which are parabolic (figure 2.2a) and potential functions which are 
confined (figure 2.3). The potential functions do not differ significantly from 
those shown in figure 2.1 for the dispersionless limit. On the other hand, we see
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Figure 2.2: Dispesion curves for LO phonon inodes.
The dispersion curves (full lines) for (a) even modes and (b ) odd modes. The dashed curves 
are the dispersion curves for the corresponding interface phonons in the DCM.
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Figure 2.3: Scalar potential for even modes.
The potential functions for even modes for (a) k d^ =  0.05s and (b ) k d^ =  0.5s.
in figure 2.2a that for modes with a frequency approaching (u>lo2 +  <^ T02)/2 
the parabolic dispersion is distorted. The distortion is due to the interface vi­
bration admixture which increases with fc|| because the dispersion curve comes 
closer to that for the even interface phonon (dashed curve in figure 2.2a) when 
fc||d = 0.5rr. This behaviour is particularly clear for the last mode in figure 
2.2a. Another result of the increase of the interface admixture with is that 
for fc||d = 0.5tt, the modes after the sixth leak into the AlAs (see figure 2.3b) 
which does not happen when fc||d = 0.05rr. Finally, we note that in the long- 
wavelength limit fc|| —» 0 equation (2.17) gives kn = nv/2d, n =  2 ,4 ,6 ,... in 
agreement with the theory in the dispersionless limit.
Figure 2.2b shows the dispersion curves for odd modes which are the solu­
tions of equation (2.18). The potential functions are presented in figure 2.4 for 
fc||d = 0.05rr (figure 2.4a) and k\\d. = 0.5jt (figure 2.4b). We see by inspection of 
figure 2.2b that, for large /s||, the dispersion is again almost parabolic. The cor­
responding modes (figure 2.4b) are confined and have potential functions close 
to those predicted in the dispersionless limit. The odd modes with lower fre-
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Figure 2.4: Scalar potential for odd modes.
The potential functions for odd modes for (a) &||rf =  0.05* and (b) k\\d =  0.5*.
quency, closer to (ljl0 2  +  <-^ T02) / 2, begin to leak into the AlAs layers and show 
stronger interface character. As fc|| becomes smaller the parabolic dispersion 
is distorted. The distortion follows the odd interface phonon dispersion curve
[21] which is plotted as a dashed line in figure 2.2b. The number o f modes that 
acquire interfacial character is larger for k^d =  0.057T than for h\\d =  0.5tt, be­
cause the odd interface phonon is more dispersive for small ¿||. The dispersion 
curves for the odd modes are almost horizontal straight lines when ¿|| is large 
because bi is rather small in GaAs. If these lines are extrapolated to ¿|| =  0 we 
find points of intersection with the dashed curve for the corresponding inter­
face phonon. Strong admixture of the confined and interface character of the 
true modes occurs near these points. Moreover, we see that the true dispersion 
curves bend up there and, when ¿|| —► 0,they follow the extrapolated dispersion 
curves for the confined mode with one less node. (In this limit, equation (2.18) 
gives kn = mr/2d, n = 3,5, 7,.... We note that n assumes exactly  odd values 
and not approxim ately  odd integer values as in the dispersionless limit).
The above discussion indicates that for both even and odd modes, when 
fc|l —» 0 the eigenvalues o f reformulated modes tend to those of the guided 
modes, as can be deduced from equation (2.7) and the associated boundary 
conditions. When ¿|| > >  fc„, knL/x tends to an integer. In this regime the 
interface vibrations are rapidly varying with respect to z, and the reformulated 
slab vibrations tend towards the slab vibrations (see equation (2.3) and associ­
ated boundary conditions). Both in the small and in the large ¿|| regimes, the 
frequency depends only weakly on fc||. The crossover between the two regimes 
is identical to the interface-mode dispersion curve calculated in the absence 
of bulk dispersion. It is remarkable that when (2.24) and (2.25) are satisfied, 
equations (A .l), (A .6 ) give potential functions varying as interface vibrations 
modulated by a ¿„-dependent amplitude. The dispersive behaviour of the an­
tisymmetric modes in the crossover regime can be considered as due to the 
interaction of the bulklike modes with the GaAs antisymmetric interface mode. 
This behaviour is particularly clear at high values of kn. In [14] it is shown 
that the electron-phonon scattering by guided vibrations or reformulated slab
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slab vibrations is very weak at large ku; thus the scattering by large kn modes is 
strong only in the crossover regime in which the modes have a large projection 
onto the interface vibrations.
The interface mode no longer exists as a distinct branch in the presence 
o f bulk dispersion because of the interface/bulklike interaction. In RB theory 
this mixing is absent because not all the waves are included in the formalism of 
[28]. In fact, the interface waves are excluded as solutions in the step leading to 
(2.16) of [28]. Moreover, 4> a  /  in RB theory which is incorrect when dispersion 
is included as equation (2.15) shows, and leads in the exclusion o f electrostatic 
boundary conditions in the theory.
RB argued that the Fuchs and Kliewer interface modes correspond to po- 
laritons and, being a dressed electromagnetic wave in materials, they do not 
possess a scalar potential and should therefore be excluded from the model for 
LO phonons. Zhu in [10] shows that this argument is not correct. An electric 
field can be divided into two parts: a longitudinal field Ei which is irrotational 
and a transverse field Et which is solenoid. The longitudinal field is related to 
a non vanishing scalar potential unless the induced charge density is identically 
zero. In an inhomogeneous layered structure, although the electric field asso­
ciated with the interface polariton satisfies the relation V • E =  0 within each 
layer, owing to continuity of Dz at the interfaces and the different dielectric 
constants of GaAs and AlAs, E~ and P, are discontinuous across the interfaces. 
Therefore, there must be a polarization interface charge density, and looking 
the structure as a whole, V  • E /  0. It is the interface polarization charge 
density that results in the scalar potential and the longitudinal electric field.
In a complete theory of optical phonon modes, electromagnetic retardation 
should be included. This can be done by keeping the magnetic field energy 
contribution in the Lagrangian of the problem and by dropping the irrota­
tional conditions for the electromagnetic field in Maxwell’s equations. The 
noil-retarded theory agrees well with the retarded theory in a heterostructure, 
provided the boundary conditions, the phonon modes, and finally the electron 
scattering rates, are the same. These conditions are not generally satisfied, but
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in the cases where they are, the non-retarded theory can safely be used. We 
have ignored retardation throughout our calculations for the following reason. 
The space scale of the system is set by the width of the GaAs layer which is 
typically 100/1. An electromagnetic wave will traverse this distance in the order 
of 10_,7s which is much less than the period (10_ ,3s) of the LO phonons with 
which we are concerned (e.g. [27]). It has also been shown in microscopic calcu­
lations of the polaritons in superlattices [27] of period L that, since fc0 =  ujto/c 
is small compared with the size of the superlattice Brillouin zone (2tr/L), even 
in the region of fc|| < k0, the retardation will only slightly affect the macro­
scopic Coulomb potential. When fc|| is much larger than k0, the potential will 
be almost unchanged.
Retardation can be incorporated in the macroscopic theory as indicated at 
the beginning of last paragraph. Continuum model calculations [14] show that 
retardation does not introduce additional boundary conditions, and that there 
is one-to-one correspondence as far as the phonon mode branches are concerned. 
Retardation does not affect the LO phonons at all, but the TO  phonons may be 
seriously altered [14, 10]. The interface phonons of the retarded theory coincide 
with those found in the dispersionless DCM for all values o f  fc|| except those 
which yield modes which are close to the light line. Retardation effects introduce 
additional structure in the dispersion curves which is very difficult to observe 
by Raman scattering, because it is very strongly dispersive and occupies a very 
small area of the A,-||/ui spare, resulting in a small integrated scattering strength. 
One can therefore conclude that both microscopic and continuum calculations 
agree that a non-retarded theory is suitable in describing optical phonons in 
heterostructures and the discrepancies, when they occur, have negligible effects 
on electron-phonon scattering.
Chapter 3
Electron transport: 
theoretical considerations
3.1 The transport coefficients
The physical processes that accompany the motion of charge carriers in a 2DEG 
under temperature gradients and internal or external fields are called transport 
phenomena. The equilibrium electron distribution is perturbed by the applica­
tion of external stimuli resulting in the flow of macroscopic currents. Assuming 
that these stimuli are small, we can relate them linearly to the electric and heat 
current densities, J and Q respectively, by the macroscopic transport equations
in the xy plane). The electromotive force E '(=  E + |e|_ , Vft) is equal to the 
external electric field E for steady homogeneous situations in which the gradient 
of the chemical potential p vanishes.
The coefficients <r, L, M, N are usually calculated in transport theory. How­
J = <tE' +  LVT (3.1)
q  =  m e ' +  i v v r (3.2)
where E is the electromotive force and V T  is the temperature gradient (both
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ever, in experiments it is usually easier to fix J and V T  and measure E and Q. 
It is therefore convenient to rewrite the above equations as:
e ' =  p j  +  s v r (3.3)
Q = nJ -  K V T (3.4)
The expressions for the resistivity p, the thermoelectric power S, the Peltier 
coefficient 7r and the thermal conductivity K  in terms of (r,L,M,N are:
P =  «  1 (3.5)
II 1 i (3.6)
7T = M(T 1 (3.7)
=  M cr-'L  -  N (3.8)
In general, these coefficients are second order tensors. In the absence of mag­
netic fields and for 2DEGs which are isotropic in the xy plane, the transport 
coefficients reduce to scalars.
3.2 Two-dimensional Boltzmann transport theory
The transport coefficients are determined by the perturbed electron distribu­
tion which is described statistically by the probability f(k ,r,t) of an electron 
occupying a state with wave vector k and a given spin orientation in the neigh­
borhood of the point r at time t. Then, for a '2DEG, the electric and heat 
current densities are given for single subband occupation by [31, 32]:
J - - i / /v< k w k (3.9)
¿ 3  J /v (k )[e(fc) -  e/]dk (3.10)
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where Sf is thp Fprmi pnprgy, e(k) is thp energy of the ground subband and 
v (k ) is the associated group velocity.
The perturbed electron distribution / (k ,  r, t) obeys a continuity equation 
that expresses the conservation of electrons as they follow semiclassical trajec­
tories in k. r space.
The right hand side of equation (3.11) is the rate of change of the distribution 
function /  due to collisions. The Boltzmann equation (3.11) represents the 
competition between the applied fields which tend to drive the system away
second is due to phonon absorption and emission. In sufficiently small external 
fields the electrons move according to the following semiclassical equations.
where E and B are the applied electric and magnetic field respectively. In this 
chapter and in the following chapter we use these equations to study the effects
(3.11)
from equilibrium and scattering (contained within the collision term) which 
tends to restore it. The collision term has the form:
( dt )r “  ( dt +  ( dt )n(,)- (3.12)
where the first term of the right hand side is due to static imperfections and the
ftk = e [E +  v (k ) x B] (3.13)
and
v (k ) =  h ’ V ki-(k) (3.14)
of an external electric field and temperature gradient in the xy plane and in r
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chapter 5 we also study the effect of a magnetic field perpendicular to the xy 
plane.
Since the applied electric fields and temperatures gradients are small, we 
assume that they cause a small perturbation to both the electron distribution 
/  and the phonon distribution function Nq , which we can write as :
where f °  and Nq  are the distributions in thermal equilibrium.
A relaxation time, r (s ) , is associated with the electron scattering by static 
imperfections and another, rp(Q ), with the phonon scattering by the boundaries 
and by static defects. For weak electron-phonon interaction it can be shown 
that [33, 34]:
is the average rate of absorption of phonons of wave vector Q resulting in elec-
equation, use has been made of the detailed balance relationship to simplify 
the formulae by expressing the phonon emission term in terms of the phonon
(3.15)
and
n ^  = n q -  N£ (3.16)
(3.17)
where
v p • ), (3.18)
and
dhbjQ rp( Q )' (3.19)
Here:
r k'k =  /k ( l  “  /k ')^ k k '(Q ) (3.20)
tron transitions from k to k when the whole system is in thermal equilibrium. 
In accordance with the standard methods for solving the linearized Boltzmann
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absorption term [32, 33]. Hu q  and v p are respectively the phonon energy and 
velocity. An explicit expression for the rate P “ °,(Q ) at which the electron will 
transfer from k to k by absorbing one phonon with wave-vector Q is given in 
the last section of this chapter.
In response to an in-plane electromotive force E and an in-plane temperature 
gradient V7\ the linearized Boltzmann equation for the electrons can be written
as:
-  ~ v • V r/0  -  ■ V k/ °  +  t/(k) =  0 (3.21)
where the charge on the electron is denoted by e which is negative. Equation 
(3.21) is solved in Appendix B. For weak electron-phonon interactions the ex­
ternal fields and the electron-phonon interaction contribute independently to 
the perturbation o f the electron distribution. By ’weak’ it is meant that the 
electron scattering rate due to impurities is much greater than that due to 
phonons absorption or emission. For the phonons, the scattering rate from the 
boundaries and from the phonons must be greater than that from the electrons. 
The solution o f (3.21) can be formally written as:
/ '  = f\ +  f\ (3.22)
where the diffusion and phonon drag terms are respectively given by the fol­
lowing equations:
/J(k) = ~ r ( e ) v [ e E  - ( £ -  e , ) ^ ]  (3.23)
and
/,*( k) = r(£)t/(k) (3.24)
3.3 Electron screening
Many media respond to an applied field so that carrier redistribution cancels 
the electric field at large distances. The carriers increase in number where their
3 5
potential energy is lowered and decrease in number where their potential energy 
is raised.
Due to the electron-electron interaction, the bare potential K6(r) is con­
verted into the screened potential V (r). To calculate V (r ), the perturbation 
in the electron density can be described by an expansion in terms of the set 
of unperturbed electron states. For a strict 2DEG confined to z =  0 a simple 
relation between V and V b can be written down in Fourier space [2]:
V (q )=  ^ 6(q )A (q ) (3.25)
where V (q ) and V ^ q ) are the 2D Fourier transforms of V (r ) and V k(r) respec­
tively and c(q) is the static dielectric function.
The Thomas-Fermi approximation provides the simplest way to approach 
the screening problem [37]. The electrochemical potential fiec(r) =  £ /( r) —e$ (r) 
of an electron in the potential V^r) is approximated by a constant value o f f /  
at T = 0 K. For a 2DEG the result is:
«(«) = 1 +  W i  (3-26)
where the Thomas-Fermi screening wave vector q, is obtained from:
9» =
gt.c2m * 
2 vk ( ah2'
(3.27)
where k is the relative pennitivity of the 3D host, gv is the valley degeneracy 
and m" is the electron in-plane effective mass. It is remarkable that the pre­
dicted screening is independent of the electron density when stronger screening 
is expected at high compared to low electron densities. This problem is resolved 
in the Random Phase Approximation (RPA) which leads to the Lindhart di­
electric function [38],
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with
1
(3.28)«(?) = 1 +  j f t q )
i(?) =
q < 2 kf
\ - ( l - ( 2 k,/ q )y/ * q > 2 kj
(3.29)
Each electron is assumed to move in an unscreened potential plus a potential 
which is induced by the redistribution of all the electrons and is obtained from 
the solution o f Poisson’s equation. The RPA remains valid at large q and 
reduces to the Thomas-Fermi result at small q. The electrons are assumed to 
respond as free particles to the mean field. In reality, the electrons are not free 
and the field seen locally is not the mean value. Many improvements have been 
suggested and the shorter range exchange and correlation interactions can be 
included [2, 39]. These effects are of minor importance in transport calculations 
[2, 36, 40].
In a quasi-2DEG the finite well width must be allowed for. Translational 
invariance is retained only in the xy-plane. Moreover, since the z dependence 
of the perturbed electron density is conveniently expanded in the set d>0(z), all 
the subbands are included in the screening whether they are occupied or not. 
These ideas lead to the result of Siggia and Kwok [41] that:
and is equal to the matrix element between subbands a and 0  of the 2D Fourier 
transform of V^r). The quantity V ^ fq ) has the same interpretation in terms
of K V ) .
The elements fQ/3(1A in equation (3.30) are given by:
Va0  = £ « a<v A (q )v W q ) (3.30)
where
l/aij ( q )= < Q ,k  + q|V(r)|0 ,k > (3.31)
ta0ux(q) = f u,af\,0 ~  V'Fa^AÎqjnyAÎq) (3.32)
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ln (3.32) the multisubband polarizability is:
A (k )  -  / „ (k  +  q)
(3.33)£A(k) -  £„(k  +  q) +  irj'
and the form factor is given by:
k^/'a/jyAiq) = J  0(q ,z ,z  )d>;(z)<£0(z )< ^ (zV A (* ’ Ksd.z' (3.34)
where g {q ,z ,z ')  is the 2D Fourier component o f the Coulomb interaction be­
the pure 2DEG limit the denominators of all n„.x(q) become very large except 
for rin (q) and only the case a  =  0  =  1 is of interest. Hence, only i im (q )  is 
significant. Moreover, the form factor F im (cj) tends to unity in the 2D limit. 
Thus the 2D result is recovered. The single subband approximation (SSA) gives 
for the quasi-2D dielectric function:
The SSA is commonly used because of its simplicity. The validity of this 
approximation is discussed for the Si-MOSFET by Smith [35] and for the 
GaAs/AlGaAs heterojunction by Tang [42].
At low temperatures, the dielectric function can be approximated by its 
value at T =  0 K:
where il0(g) is the static polarizability in the extreme quantum limit:
tween electrons at z and z . The quantity V cFa0 ll\(q) is the average of s (q , z, z ) 
weighted by the a-th and /3-th subbands electron distribution over z and z . In
G (q ) =  1 -  F cn (q )F l i n (q ) =  1 +  ^ i ( q ) F „ „ ( q )  (3.35)
9
(3.36)
(3.37)
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The wavevector dependence of the normalized polarizability associated with 
the dielectric response is shown in figure 3.1. At q =  2kj the polarizability
Figure 3.1: 2D polarizability at finite T in Si and GaAs.
Plots o f H(q)/n„(q) against q for N, = 2 x 10,s m -a  in (a) CJaAs and (b ) Si for a range of 
temperatures T.
decreases steeply. F(q) is the form factor in the SSA, which for the Fang- 
Howard wavefunction is:
F(q) = A d  + — )d  + t )"3(8 + 9I + 3S )  + i d  -  —  )(1 + I ) " 6 (3.38)10 Kac 0  0  0 * Z Kac 0
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where K„iS and ksc are respectively the dielectric constants of the insulator and 
the semiconductor. The temperature dependence of the screening is determined 
by the polarizability. At T  = 0 K this has been evaluated by taking the zero 
temperature value of the Fermi function. At higher T, the finite T value o f the 
Fermi function can be written as [43]:
Using the definition of II0(9), and transforming the sum over wavevectors k to 
an integral, but performing the integrals over k and fi in reverse order, we get:
where a = (h2 qi )/(Uimmk[tT) and 6 = 1 — (2kj/q)2. The important feature
at 9 = 2kj and therefore a diminished screening of the scattering potentials. 
For 9 = 2k] the effect of finite temperature is greatest (figure 3.1). Away from 
2kj the change in polarizability is much less. For q > 2kj the polarizability is 
slightly increased and for q < 2kj it is decreased. The resultant effect depends 
on the mean value of 9, denoted by 9. For low T, 9 < 2 kj and kuT/ej is 
reduced so that 11(9) “ * n a(^ r). When Ns becomes higher, kuT/s] is further 
reduced and the effect of finite T on screening is even smaller.
(3.39)
(3.40)
Consequently, { ( 9) in (3.29) can be replaced by:
(3.41)
of thermal broadening is the rounding of the sharp corner in the polarizability
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3.4 Electron scattering by static defects.
The electrons in inversion layers are scattered by defects and phonons. At 
very low temperatures the role o f phonons is negligible and they can safely be 
ignored. Scattering from defects such as charged impurities or irregularities in 
the interface will then dominate, and may be treated in the Born approximation. 
The relevant formalism is presented in this section.
3.4.1 Ionized im purity scattering.
The problem of elastic electron scattering by ionized impurities in the electric 
quantum limit has been formulated by Stern and Howard [44] and is treated 
here following their approach. We assume that the impurity charge is ± e.
Using the image method, the two-dimensional Fourier transform of the ef­
fective potential for electrons in the inversion layer is given by:
u , =  7 7 7 7 ^ 9- * )  <3-42)zt 0Kq
where for impurities located on a plane z = Z{ with z,- < 0,
F(q,Zi) =  eq*' f dz\(0 ( z ) \ 2 (3.43)
Jo
and for z, > 0
F ( q , z , ) = i-  r'dz|Co(*)|J[(l +  —  +  )*-*<»+».)] (3.44)
¿JO f$ac Ksc
In (3.42) K = (K,c +  Kin,)/ 2.
The transport relaxation rate for an electron with energy e, in the Born 
approximation, is [2]:
7(7) = Y  /  diAri^ ) 5 Z 7 ^ 7 7 ] 7 ( 1 -c o i ,f l)<(£(k ) - £(k +  ti)) (3.45) 
where c = 9 is the scattering angle, Ni(z) is the impurity density with
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i indicating the location o f the ionized impurities, inside or outside of the in­
version layer. The form factor can be expressed in terms o f the variational 
wavefunction as follows [2]:
For remote impurities (z* < 0):
F(q, Z{) = P0 eq*' (3.46)
For background impurities (zj > 0):
F (q ,z i) =  [P {z,) +  6 kP0 c - ' ’ ') (3.47)
where
-  (q0 +  a jz  +  Q2z2)e_ tl] 9 ^ 6
P ( z ) =  <
i [ l  +  2 bz + 2 b2 z 2 +  ib 3 z 3 ]e~b* q = b
(3.48)
with
2q(3b2 +  q2) 
a° ~  ( 6 + 9)3 ’ (3.49)
469(6 -  9)
' (b + q ) 2 '
(3.50)
q ( b - q ) 2  
a 2 =  , , 
6 +  9 (3.51)
^  i^ns 
Ksc "f" Kins
(3.52)
and
p -  63 
° (6 +  9)3 ‘
(3.53)
Finally, for ionized impurities located on the interface at Z{ =  0:
F(q,Zi) =  P0 (3.54)
The electron mobility is given by:
er
(3.55)
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Since the form factor depends on the position o f the charged centers, the depen­
dence of the mobility on the electron density also does. Numerical calculations 
show that the variation is the slowest when the impurities are on the interface 
and the steepest when they are distributed in the insulator (see chapter 4).
3.4 .2  Interface roughness scattering.
Any deviation from the perfect interface causes electron scattering. The na­
ture of interface asperities is not exactly known but they are expected to be 
more important for interfaces between materials with a lattice mismatch and 
this is why interface roughness is believed to be higher in a Si-MOSFET than 
in a GaAs/AlGaAs heterojunction. Because o f the incomplete knowledge of 
the interface structure, the roughness is treated in a simple model described 
in detail by Ando [2]. This model assumes an infinite barrier at the interface 
whose position z =  A (r) may have a small and slowly varying displacement. 
The relaxation time is given by:
we obtain for the Fourier transform of the correlation function of A (r):
with A being the average displacement of the interface and A being o f the order
T
-  c o s m e t ic )  ~  +  q )) (3.56)
where (assuming a Gaussian form for the correlation of the surface roughness)
< |A,|2 > =  n A 'A 'e - ' 2 * ' 4 (3.57)
of its spatial variation in the direction parallel to the interface. 
The matrix element is
r  ( ? )  =  7 (0 )  +  7<m (g), (3.58)
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The first term in equation (3.58) stands for the effective electric field which 
arises from the positive charges at the gate electrode and those in the depletion 
layer. The second term is the image term which accounts for the effect of the 
different dielectric constants o f the materials across the interface. We refer to 
[5] for detailed expressions of the functions in equation (3.58). It is assumed 
that the rates of simultaneously present scattering mechanisms can be added 
( Matthiesen’s rule). The deviations from this rule with T have been found to 
be negligible below 10 K and not too low electron densities, for both the Si- 
MOSFET [45] and the heterojunction [46]. So, the total relaxation rate is given 
by:
(3.59)
3.5 Thermopower
The total 21) current density is:
J =  Ç £ v / ' ( r , k )  
A k
(3.60)
where A is the area of the 2DEG. The thermopower is defined in terms of L 
and rr which are scalars in the absence of magnetic field:
(3.61)
The transport coefficients L,rt are deduced by comparing equation (3.60) with 
the phenomenological equation (3.1).
Equation (3.22) shows that the current and, correspondingly, the transport 
coefficients arise from two distinct processes: electron diffusion and phonon 
drag of the electrons. The phonon drag contribution to er is usually negligible
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[47]. but phonon drag plays a very important role in thermoelectric transport. 
The thermopower resulting from these two processes is described here.
3.5.1 Diffusion thermopower
Substituting /J of equation (3.23) in equation (3.60), it is found that:
We assume that the 2DEG is isotropic and that the temperature is low. Then, 
these integrals are easily evaluated [32, 47]. Thus, we find that rr = a (e / ) ,  
where:
is the energy dependent conductivity. Moreover, L is proportional to the deriva­
tive of a(e)  at the Fermi level and (3.64) yields M ott’s formula.
It is convenient to introduce the parameter
The diffusion thermopower can be written:
p < — 1. This behaviour can be better understood by recalling the procedure 
followed to obtain Mott’s relation. Transforming the integrations in equations
(3.62) and (3.63) to energy integrations, it can be seen that:
(3.62)
and
(3.63)
(3.67)
We see that S ' 1 is negative when p > — 1 whereas it becomes positive for
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■ -  /  r(e)h(e)de 
Jo
(3.68)
£ ( £ - £ / )e<I-*/>/*«T 
(e(«-«//*BT) -1- 1 )* (3.69)
The function h(e)  is positive above ej  and negative below it. When the relax­
ation time is constant, the positive contribution to the integral is bigger than 
the negative contribution. When p > 0 and r increases with the energy, higher 
energies dominate and the above situation is reinforced. When p < 0 the re­
laxation time is larger at low energies and the negative part of the integrand 
becomes more and more important, resulting in a positive when p < — 1.
3 .5 .2  Phonon drag
A formula for the phonon drag contribution, Sg, to the thermopower has been 
derived in [33], in which the coupled electron and phonon Boltzmann equations 
are linearized and solved in the relaxation time approximation at low temper­
atures where only acoustic phonons are important. It is:
S, = E  Z  E  H . rQ. / ( k )[1 -  k')o*K Bi  k k, Qa
x(TcV k-T-k 'v k')-VQ W Q , (3.70)
where A is the area of the two-dimensional electron gas, hu>q ,  is the phonon 
energy of wave vector Q and mode s, t q ,  is the phonon relaxation time, / ( k) is 
the is the Fermi distribution function, rk is the electron relaxation time, vjj is 
the electron velocity and P q ,(k , k ) is the transition rate for phonon absorption. 
In this section, we define the quantities involved in equations (3.70) and (3.71) 
for both the Si-MOSFET and the GaAs/AlGaAs heterojunction and give the 
final form of Ss , which is evaluated numerically after the sums over k and Q 
have been replaced by integrals. To obtain electron transition rates acoustic 
phonon scattering is taken into account. Optical phonons are neglected since it 
is the low temperature limit which is of interest.
The transition rate for the system when one phonon of wave-vector Q is
where Nq s is the Planck distribution function for the s-th phonon mode of 
wave vector Q. q and q- are the components o f the phonon wavevector in 
the x-y plane and in the z-direction respectively and, 6(sy  — £* — hu.>q ) and 
^k'.k+q are the Dirac and Kronecker symbols expressing energy and momentum 
conservation in the x-y plane respectively, p is the density of the material (2.39 
g/cnv) for Si and 5.3 g/cm3 for GaAs). The overlap integral is [33, 34]:
where <t>y(z) is the normalized wavefunction for the z-direction motion in state 
k of the ground subband. For the variational wavefunction it is:
The remaining factor in equation (3.71), |Vq s|2, is the square o f the matrix 
element for the electron-phonon interaction. In a Si-MOSFET, electrons are as­
sumed to interact with phonons via a deformation potential. Because of elastic 
anisotropy the situation is very complicated. Strictly speaking, it is necessary 
to consider each direction of the phonon wave vector Q separately in calculating 
the transition rate as it has been done by Herring and Vogt in [48]. However, 
it is possible to adopt a simpler approach which involves an implicit averaging 
over the azimuthal angle of Q and regarding elastic anisotropy as small. Do­
ing so and accounting for both the longitudinal (LA) and the transverse (TA) 
acoustic phonons the square of the matrix element is taken as [49]:
absorbed by an electron in state k which is promoted to k is obtained from 
the Golden Rule. The result is [33, 36]:
/ ’Q , ( k .k ) — -j-|V -Q,|2AQs¿(£:ki — — J*t‘ ’Q»)l'Zn(0j)|2¿k',k+q (3.71)
(3.72)
Zniq*) = b6/(b2 +  q?)3 (3.73)
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(3.74)
Here, V is the volume of the material. Eu is the deformation potential for pure 
shear strain and D =  E ¿/E u, with E j denoting the deformation potential for 
pure dilation. The values used in the calculations for Si are: Eu = 9.0eV  and 
Ej =  — 6-OeV' [2]. In GaAs, the spherical symmetry o f the ground subband 
prohibits the electrons from interacting with transverse phonons and only lon­
gitudinal modes contribute to the drag thermopower. Moreover, shear strains 
produce no energy change [49]. The value of the deformation potential as­
sociated with pure dilation E j is uncertain. In [46], it is concluded that E¿ 
has to be smaller than 12 eV. In [50] the best fit to experimental values is 
obtained for E¿ = —11.5 ±  0.5eV. It is interesting that practically the same 
value ( — 11.1 ±  O.leV) was obtained by means of a quite different experimen­
tal method, the measurements o f the energy-loss rate in a 2DEG [51]. In the 
present calculations E¿ = —11.0 eV is used. In GaAs, the absence of inversion 
symmetry introduces, in addition to the deformation potential electron-phonon 
interaction, the piezoelectric potential interaction. Both longitudinal and trans­
verse phonons contribute to piezoelectric scattering, so that [52, 53]:
El +  (ehu )2A i t f  LA
(3.75)
(■ehu )*At/q2
with
(3.76)
and
2 Q6 (3-77)
The value of /i14 used in the calculations is 1.2 X 109V m -1  [53].
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At low temperatures boundary scattering dominates the phonon scattering 
and if v, is the phonon velocity and tp(Q ) is the phonon relaxation time, then 
the phonon mean free path is Ap =  vstp(Q). This equation is used to determine 
tp(Q)  from measured values of Ap, derived from measured values of the bulk 
thermal conductivity [37],
When the sums over k and Q are transformed to integrals the final result 
for the contribution to S° from mode s is:
In equation (3.80), E ,(Q ) is the effective deformation coupling function for 
mode s which appears on the right hand side of equations (3.74) and (3.75). 
The factor A°(Q) is the result o f the consideration of an energy dependent
eracy gv in equation (3.79) is gv =  2 for Si and gv =  1 for the GaAs/AlGaAs 
heterojunction, and the in-plane effective masses m* are 0.1905mt and 0.067mc 
respectively, where mt is the free electron mass. The temperature dependent 
dielectric function in equation (3.75) is calculated in the random-phase approx­
imation as described in section 3.3. Finally, the u-integration in equation (3.78) 
accounts for the spread of electron energies involved in phonon drag with:
Cg 32ir3hkgT2p ' (3.79)
(3.80)
and
(3.81)
relaxation time in the integrand of the phonon drag formula. The valley degen­
u1  =  £(fc) -  7 (3.82)
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where
(hu)Q — ft2g2/ 2m*)2 
4(h2q'i /‘2m’ ) (3.83)
Neglect of the thermal broadening of the Fermi function would lead to consid­
erably overestimated thermopower values in Si, but to a small effect in GaAs, 
as it will be seen in the following chapter, where detailed calculations of the 
electron mobility in both Si-MOSFET and GaAs/AlGaAs heterojunction are
discussed.
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Chapter 4
Electron transport: 
calculations
4.1 Introduction
Electron transport in 2D is distinguished from that in 3D by certain special 
features. For example, the ionized impurities can be classified according to their 
position relative to the 2DEG. Moreover, an additional scattering mechanism 
is introduced by the presence of imperfect interfaces.
Electron mobility has extensively been studied both theoretically and ex­
perimentally because it reflects these scattering processes. In the temperature 
range considered here (T  < 7 K), phonon scattering has been proved unim­
portant for mobility in both Si-MOSFETs and GaAs/AlGaAs heterojunctions 
[46. 50. 54, 55, 56, 57] and the mobility is limited by ionized impurities and 
interface roughness. The peak mobility has often been used to characterize a 
sample. Improved understanding of the scattering can lead to improvement of 
the growth technique as well as to the invention of new structures in order to 
achieve higher mobilities; the modulation doping technique is an example [1],
The thermoelectric properties of electrons in low-dimensional structures 
have also attracted the interest of researchers. Diffusion thermopower reflects 
the energy dependence o f the relaxation time, and is determined not only by 
the magnitude o f scattering but also by details concerning the distribution and
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the type of sratterers. Phonon drag thermopower involves the electron-phonon 
interaction and is dominant above a temperature o f the order of 2 K.
Electron mobility and thermopower have so far been examined indepen­
dently and from different points o f view. In this chapter, detailed calculations 
of both transport properties are presented in order to obtain a combined knowl­
edge of electron mobility and thermopower, which may help to improve the 
understanding of the properties o f the 2D structures. The need to do this is 
shown in some special cases where novel phenomena have been observed.
Mobility and diffusion thermopower calculations for Si-MOSFET samples 
at T  < 2 K are presented in section 4.2. In section 4.3, electron transport 
in Si-MOSFETs is discussed for T  > 2 K. Sections 4.4 and 4.5 respectively 
deal with electron mobility and thermopower calculations for GaAs/AlGaAs 
heterojunctions respectively.
4.2 Electron transport in a Si-MOSFET for
T  < 2 K.
The electron mobility and thermopower of two Si-MOSFETs (table 4.1) have 
been measured by Gallagher et al [58, 59] and they are shown in figure 4.1. 
The main difference between the two samples is the acceptor concentration
Table 4.1: Data for Si-MOSFET samples (after Oxley)
Device Sample A Sample B
Dimensions of chip (mm) 0.38 x 2.9 x 12 0.38 x 1 x 12
Width o f gate (m m ) 0.5 0.4
Separation of voltage probes (mm) 4.0 1.2
Nf vs Vg (m ” 2) (2.67V,) x 1014 (2.88V, + 2 .87 ) x 10“
V't 0.0 1.0
Boron doping level (m -3 x 1021) 0.015 1.35
Peak mobility at base temperature (m3/Va) 1.26 1.53
Na in the Si, which is two orders of magnitude higher in sample B ( Na =
1.35 x 102,m -3 ) than in sample A (Nj\ — 1.5 x 1019m -3 ). Since the samples 
were fabricated independently, they are also expected to differ in the ionized 
impurity concentrations and distributions and in interface quality.
The mobility increases first with Na, takes a maximum value at Ns of 3 — 
7 x 10,5m -2 and then decreases with increasing Na (see figure 4.1). The peak 
mobility is, at T  = 1 K, 1.26 m2/V s for sample A and 1.53 m2/Vs for sample B. 
Sample A exhibits higher thermopower magnitudes than sample B. It is notable 
that in sample B at T < 1.5 K and high electron concentrations (Na ~  1012m-2 ) 
positive thermopower values have been measured, whereas in sample A at even 
higher electron densities and for all temperatures the thermopower remains 
negative.
The positive thermopower has been attributed to a positive diffusion ther­
mopower which dominates at low temperatures (T  < 2 K) [58]. Positive ther­
mopower has been observed in other systems [60] and was attributed to sec­
ond subband occupation. In samples A and B, only the ground subband is 
thought to be occupied (Gallagher, private communication). As supporting ev­
idence we note that in a Si-MOSFET, where for Ndrpi =  1.55 x 10lsm~3 and 
Na = 1.65 x 1021m-2 (i.e. similar to the boron doping level in sample B), 
higher subbands only become occupied at Na > 3 x 1016m~2 [2]. Furthermore, 
the subband separation decreases with decreasing Ndepi, and in sample A the 
second subband would become occupied well before that in sample B. There has 
been an attempt to explain the positive thermopower by invoking background 
impurity scattering [61], and measurements in sample A seem to support this 
idea. However, the present calculations do not support the theory proposed by 
Karavolas et al. [61]. In what follows, electron scattering and transport are 
analyzed in order to evaluate the role of each scattering mechanism in limiting 
the mobility and explaining the measured transport properties.
4.2.1 Dom inant scattering mechanisms.
Two mechanisms are known to contribute to the scattering of electrons in inver­
sion layers in Si at low T: charged impurity and interface roughness scattering.
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Figure 4.1: Measured mobilities and thermopowers in Si-MOSFETs 
Measured mobilities versus areal electron density for sample A (4.1a) at 1, 2, 3, 4, 5, 6, 7 
l\ and for sample B (4.1b) at 1,2,3,4,5 K. Measured thermopower divided by 7"13 for sample 
A (4.1c) for electron densities from uppermost to lower curve 7.08, 8.01, 9.35, 10.7, 13.4, 20, 
J().7. 34.7. 42.7 x 101 6m 2 and for sample B (4 .Id) for electron densities from uppermost to 
lower curve 4.9, 5.47, 6.57, 8.35, 10.7, 14.1 x l 0 15m “ 2. The curves through the experimental 
points are a guide to the eye.
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Scattering associated with Coulomb centers near the plane of the 2DBG can 
be separated into contributions from the depletion layer, the oxide charge and 
the interface charge. Due to image forces, sodium ions (probably the main 
contribution to the interface charge) are attracted towards and (due to the low 
solubility of sodium in Si) remain close to the interface [57, 62].
In a Si-MOSFET, the electron density can be changed over a wide range 
by varying the strength of the electric field applied perpendicular to the in­
terface (gate voltage). At low Ns, ionized impurities near or at the interface 
appear to be important and predict the correct order of magnitude and the right 
qualitative mobility behaviour in that region. The screening length decreases 
with increasing N, and the ionized impurities are screened more effectively, re­
sulting in higher mobilities at higher electron concentrations. Moreover, the 
important length in scattering is A.-J1 and charged centers which contribute to 
scattering are limited by the condition |z,| < k j ‘ , when < z > < k j l . In a 
Si-MOSFET this condition is satisfied; for A’, = 1.07 x 1016m-2 (fc j1 =  55A), 
and for Na — 1.5 X 10,9m -3 the average position is <  z > =  30A whereas for 
Na =  1.35 x 1021m-2 , < z > =  34A. Many charged centers can contribute 
at low electron concentrations, but only a small number of centers, especially 
ones which are located near the interface, contribute to it at high electron con­
centrations. Since increasing N , , decreases the number of important Coulomb 
centers, the mobility increases with increasing N, when ionized impurity scat­
tering dominates. This dependence also explains the steeper N, dependence of 
the mobility limited by a uniform distribution of remote or background impu­
rities, rather than by a fixed concentration of charged centers at the interface. 
In the latter case, the important charged center concentration does not depend 
upon Ns. because the impurity location does not change with respect to the 
electron gas.
Although remote and background Coulomb centers are undoubtedly present, 
it is common [57] to consider only surface charges, because only the charged 
renters near the plane of the 2DEG contribute effectively to the total scattering 
rate of the electrons. Contributions to the scattering by depletion and oxide
charge are assumed to give effectively an increased interface charge.
Interface roughness is proposed as the explanation for the low temperature 
experimental results at high electron densities. This mechanism is associated 
with the surface inhomogeneities of the Si-SiC>2 interface. Since the crystal 
structures and the energy band structures of Si and SiC>2 differ greatly, the in­
terface between them differs from an ideal plane. The scattering on the random 
potential produced by the interface inhomogeneities can provide a qualitative 
explanation for the mobility drop; as the surface field increases, carriers are 
drawn closer to the surface and consequently the effect o f the fluctuating po­
tential becomes much stronger. The relaxation time due to this mechanism then 
dominates over that due to Coulomb scattering. We note that low tempera­
ture data for p-type channels show [54] that the mobility at high surface fields 
only depends on sample preparation and becomes independent of the density 
of surface ionized impurities, whereas the situation is reversed at low fields.
Before proceeding with the presentation of calculated mobilities, it is in­
teresting to discuss further some of the factors that determine the electron 
scattering.
4 .2 .2  M ore on electron scattering.
The effectiveness of each scattering potential can be measured by the change of 
the direction o f the wave vector. In figure 4.2, the angular distribution of the 
normalized scattering rate at the Fermi level is shown for interface roughness 
(IFR) and charged impurity scattering when the charges are in the background 
(HI) of the electron gas, when they are located on the interface (IF) and when 
they are on the other side o f the interface (RI). It can be seen that interface 
roughness primarily scatters the electrons at large angles. For Coulombic scat­
tering, the angular distribution is more extended and depends strongly on the 
position of the charged centers with respect to the electron gas. The electrons 
are scattered more effectively (i.e. at large angles) the closer the impurities are 
to the electrons. The full dependence of the scattering on the scattering angle 
M and the electron wave vector k is shown in figure 4.3. where the integrands of
s c a t t e r i n g  a n g l e
Figure 4.2: Scattering angle distribution for various processes 
Normalized scattering rate at the Fermi level versus scattering angle for scattering by interface 
roughness (IFR), background (BI), interface (IF) and remote (RI) ionized impurities.
equations (3.45) and (3.56) are plotted against k/kj and 8 .
Figures 4.2 and 4.3 indicate that the scattering is small or large angle dom­
inated depending on both the electron energy and position o f the impurities 
with respect to the electron gas. The structure seen in figure 4.3 is caused 
by screening, which is stronger when the change in the electron wave vector 
q = 2kain(9/2) is less than 2kj (also see figure 3.1). For ksin(8 /2) > k j , the 
reduced screening enhances the scattering rate and dominant scattering angles. 
If zero temperature screening is considered, the gradual change in the neighbor­
hood of t j  is replaced by a sharp change at e / ,  as it is shown in figure 4.2e for 
interface roughness. This is the effect of the sharp corner of the zero tempera­
ture polarizability when the change of the electron wave vector due to scattering 
is equal to 2kj (figure 3.1), and is consequently eliminated when temperature 
broadening of the screening is allowed for. In a zero temperature treatment of 
screening, the calculated relaxation times are ’kinked’ at £/ (figure 4.4), and so 
calculated values of p [61] can not be trusted. Screening is thus important for
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the energy dependence of the relaxation time r around s j ,  and it is consequently 
crucial for the determination of the diffusion thermopower, as equations (3.65) 
and (3.66) show.
Figure 4.4: The effect of image potential and temperature dependence of screen­
ing on electron relaxation times
The electron relaxation times limited by remote impurities (a), interface roughness (b), back­
ground (c) and interface impurities (d) are plotted against e /e /  when image effects are ne­
glected (dashed lines), temperature broadening o f screening neglected (solid lines) and when 
all corrections are included (dotted lines).
For the sake of simplicity, some many body energy terms have been omitted
from the electron energy so that an analytical expression can be obtained for
the parameter b (equation 1.12). However, it is possible to add the exchange 
0
energy and the image term. The former is attractive and contracts the wave 
function, while the latter is repulsive and expands it. At high densities it is 
better to omit both terms than to include either alone [2]. For low carrier 
densities, N, -I- Ndrpl ~  10,5m-2 (i.e. N, ~  6 X 1015m-2 for sample A and 
A', ~  7 x 10,5nt-2 for sample B) the exchange term is negligible but the image 
term must be included in equation (1.11) [2]. Figure 4.4 shows that the image
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potential reduces the scattering in all cases except for background impurities. 
This behavior can be interpreted in terms of the expansion o f the electron wave 
function, which means that the mean separation of electrons from the interface 
increases. This explains the reduced interface roughness scattering and the 
reduced scattering by ionized impurities in the oxide near or at the interface. 
On the other hand, the expansion of the wavefunction enhances scattering by 
background impurities because the effective region of interaction increases. It is 
found that the image potential changes the relaxation time almost uniformly for 
all the energies (figure 4.4), so that the derivative of r  at £ / and consequently 
the diffusion thermopower are not altered. The mobility is, however, affected, 
since it is proportional to the magnitude of r (see equation 3.55).
Usually, the charged acceptors in bulk Si play little role as scatterers except 
at extremely small electron concentrations. For bulk doping o f 1022m-3 ', there 
are only ~  1014m-2 acceptors within 10 nni of the interface in most samples. 
Background impurity scattering has been found to be negligible even for sample 
B (the corresponding relaxation time is of the order o f 102 ps), in contrast to 
the predictions o f references [61, 63]. Gallagher’s experiments also indicate 
that background impurities do not dominate at high N „  since the measured 
mobilities of sample B (high Na ) ate bigger than those of sample A (low Na )-
Another important difference between our calculations and those presented 
in [61, 63] is the electron density dependence of the mobility limited by back­
ground impurities. We find the same behaviour for background impurities as 
for the other ionized impurities. Our findings are supported by similar calcu­
lations presented in [64]. Furthermore, for background impurity scattering p is 
found here (see figure 4.7) to be only slightly negative (in [61] p =  —3), and it is 
therefore impossible to attribute positive thermopower to background impurity 
scattering.
Values of p are shown in figure (4.7) for both samples and all the scattering 
mechanisms. By comparing figures 4.7b and 4.7d, it can be seen that the value 
of p for each scattering mechanism is only slightly affected by Na ■ For interface 
roughness scattering, p is very sensitive to the parameters A and A. The sign
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of p is determined by the effectiveness of the scattering potential and it is 
positive (negative) for small (large) angle dominated scattering mechanisms. It 
has already been mentioned that the further removed from the electrons the 
impurities are, the more small angle scattering dominates. It is therefore not 
surprising that p is positive for remote impurities, slightly negative for interface 
ionized impurities and even more negative for background impurities. Strongly 
negative values of p are found for interface roughness scattering, in agreement 
with the observation that short range roughness causes large angle scattering 
(figure 4.2).
The concentration of Coulomb centers at and near the interface on the 
oxide side does not affect p very much. It primarily modifies the strength of 
the process as a proportionality constant. This explains why the calculated 
values of p for remote impurities and impurities on the interface are almost 
the same in both samples, irrespective o f the different impurity concentrations 
(figures 4.7 b and d). The cause of any changes in p for the individual scattering 
processes is the different acceptor concentration of the two samples, since Na 
influences the electron distribution as shown in equation (1.12). Nevertheless, 
all the ionized impurity concentrations are important in determining the value 
of the total p, since now they determine the weight of each scattering process 
in the total scattering rate according to equation (3.59). Finally, for interface 
roughness the strength of scattering depends on the values of both A and A 
whereas p depends only on the value o f A and varies from system to system as 
A does.
4 .2 .3  Calculated transport coefficients.
The weight o f each scattering mechanism in limiting the electron mobility can 
only be found by trying to fit the experimental data. After a systematic search, 
it is concluded that the experiments can be satisfactorily explained by ionized 
impurities at the interface and interface roughness scattering. The variation of 
the total relaxation time with N, is shown in figure 4.5.
In the same figure, the relaxation time due to ionized impurities at the
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Figure 4.5: Electron density variation of the relaxation times
Tht* electron relaxation times limited by remote impurities (dashed line), interface roughness 
(broken line) and all the scattering processes (solid line) against the areal electron density.
interface and interface roughness scattering are shown. The former increases 
with N,, the latter decreases with Ns. According to equation (3.59) the smaller 
relaxation time dominates. Therefore, at low N,  ionized impurity scattering 
dominates and the mobility increases with N,. At higher Na, scattering by 
interface roughness takes over and the mobility decreases with Na.
Calculated mobilities together with the experimental data are shown in 
figure 4.6 for both samples. The concentration of interface impurities is chosen 
N/f = 7.5 x 10147n-2 for sample A and 5.4 x 10,4to- 2 for sample B. The 
interface roughness parameters are estimated to be A = 82/4°, A  = 6A° for 
sample A and A =  76A°, A = 4A° for sample B.
At low electron concentrations a more elaborated theory is needed. Gold 
et al. [65] applied a current-relaxation theory to study the crossover from in­
sulating to conducting behaviour in inversion layers. Scattering and screening 
are treated within a self consistent scheme. The theory shows a stronger de­
crease in the mobility at low Na side when multiple scattering is included, than
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Figure 4.6: Independently fitted electron mobilities
The electron density variation of the calculated electron mobilities (solid curves) are compared 
with that of the measured at T =  1 K for (a) sample A; Njf =  7.5 x 1014m ” 2, A =  82A and 
A  =  6A and (b) sample B; Nif =  5.4 x 10Mm-"2, A =  7&X and A  =  AX.
is apparent from the curve without multiple scattering. However the^strong 
decrease of mobility occurs at much lower electron density than is observed in 
the experiment. To proceed with that Kruitof et al. [57] used the idea of band 
tailing. This approach focuses on the 2D density of energy states. As was dis­
cussed in chapter 1, this is step-like. However, in a real situation the steps are 
rounded. When £/ approaches the subband edge, the small value of the density 
of states leads to a smaller screening wavevector and therefore to a decrease 
of mobility. One can show that this effect only influences a narrow range of 
electron densities and because it has no effect on the mobility when surface 
roughness scattering dominates, it is neglected in the present calculations.
Although the measured mobilities are very well explained by the above 
interface impurity concentrations and interface roughness parameters, both sets 
of parameters give high values of thermopower at low T (T  < 2 K), where 
diffusion dominates in a MOSFET. Moreover, no positive thermopower is found 
for sample B. The problem arises from the positive values o f p for the assumed 
parameters; the observed thermopower magnitudes require negative p. Positive 
values of p are associated with the assumed long range roughness, characterized 
by A > JfcJ1. Under this condition the screening dominates over the roughness, 
and as the electron gas becomes more dense the carriers see less roughness; they 
are less effectively scattered and p is therefore positive. When A < k j ' , the 
electrons feel the interface irregularities and as their density increases, they are 
dragged closer to the interface and they are scattered more effectively, so that 
p is negative. It can be concluded that the present samples may exhibit short 
range roughness.
To study the consequences of this idea, the scattering parameters are now 
modified as follows. The concentration of interface impurities is estimated 
A’/ f  = H x 1014m2 for sample A and 2 X 1014m-2 for sample B. It is noted 
that these densities are in agreement with [54, 57], where the surface charge is 
estimated ~  10,‘l7n- s . The interface roughness parameters are estimated to be 
A = 35A0, A = 7A° for sample A and A =  20/4°, A = 9A° for sample B. The 
calculated mobilities and thermopowers o f the two samples are shown in figures
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4.7 and 4.8.
Quantitatively, the results are in a very good agreement with the data, 
with the exception of the mobility of sample B. Although the assumed height 
of the roughness (A ) is relatively high in both samples, it can be considered 
acceptable for sample A (A  =  7A), since similar values have been reported 
elsewhere [65]. The roughness is very sensitive to the conditions o f fabrication, 
and microscopic investigation is the only reliable way to estimate its form and 
magnitude; the large A (9A) for sample B would not therefore be an insur­
mountable problem, if the mobility could be satisfactorily explained. Here, a 
much steeper decrease of the mobility with N, is calculated than is measured. 
It seems that the present isotropic statistical theory of interface roughness is 
inadequate to describe the magnitude and the correct density dependence of 
the mobility, assuming an energy dependence of the relaxation time compatible 
with the observed thennopower values.
Goodnick et al. [66] studied the statistical properties of random fluctua­
tions at the interface boundary using cross-sectional high-resolution transmis­
sion electron microscopy (HRTEM). The observed spectral properties of the 
roughness on normally prepared and intentionally roughened samples appear 
to be well characterized by an exponential decay in the autocovariance function, 
rather than the Gaussian approximation. However, they found that the differ­
ence in the statistical properties of the interface does not lead to significant 
changes in the dependence o f the mobility on Na, particularly when A < fcj1 
[67]. The parameters characterizing the roughness are only slightly different 
when either the Gaussian or the exponential correlation is used. We also note 
that in this analysis the interface boundary is chosen as the last discernible 
lattice fringe corresponding to the periodicity o f the Si. This procedure is 
somewhat arbitrary at many points, as an abrupt change from crystalline Si to 
non-crystalline SiO^ is not always apparent. The analysis also neglects the con­
tribution to the interface width of intermediate bonding states and the existence 
of a transition layer between Si and SiO^. Stern [68] estimates the transition 
layer width to be of the order of 5 A and suggests that electrons in the lowest
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Figure 4.7: Calculated mobilities and values of p 
The electron density variation of the calculated electron mobilities (solid curves) are compared 
with that of the measured at T =  1 K for (a) sample A; Nif =  8 x 10l4m " 2, A =  35A and 
A = 7A and (c) sample B; Nif = 2 x 10Mm -2 , A = 20A and A =  7A. The calculated 
logarithmic derivative p for all the scattering processes are shown for sample A in (b) and for 
sample B in (d).
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Figure 4.8: Calculated and measured thermopowers
The temperature variations o f-S  and -S /T 3 are plotted for different electron densities in (a,c) 
and (b,d) respectively for both samples. The solid lines are the calculated values and the stars 
the measured values; the curves through the stars are guide to the eye. From the uppermost 
to the lowest curve the corresponding electron densities are (i) for sample A: 8.01, 10.7, 20 
x 1011 m “ 2; figures (a,b) and (ii) for sample B: 8.35, 14.1 x l 0 15m -2 ; figures (c,d).
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subband for a (001) interface have up to 1 % o f their charge within the tran­
sition layer at large interface electric fields. He also supposes that scatterers 
in the transition layer can account for interface scattering which has generally 
been attributed to surface roughness.
The exact form of the power spectrum of the roughness and its anisotropy is 
determined by the oxidation process and varies from sample to sample. Only a 
precise knowledge of the physics involved in oxide growth would permit a more 
detailed theoretical description. Scanning tunneling microscopy might be able 
to reveal the importance of anisotropy of the correlation [57]. The details of 
the surface structure are more important at high N, and Na , because in both 
cases the electrons are close to the interface. In sample A the electron’s mean 
position < z > ~  35^, and in sample B < z > ~  30A. It appears possible that 
the carriers in sample B, being closer to the interface than those in sample A, 
and therefore having a bigger proportion o f the wavefunction in the transition 
layer, are more sensitive to disorder in the neighborhood of the interface.
Finally we note that p, as defined by equation (3.66), is appropriate for the 
calculation of Sd and it is not at all obvious that it coincides with dlnr / dine j , as 
it has sometimes been assumed. In sample B , at high densities, dlnr/dlnej ~  
— 0.2 and cannot explain the positive values of thermopower.
4.3 Electron transport in a Si-MOSFET for
r > 2 K .
The discussion in section 4.2 concerned temperatures below 2 K, where diffusion 
thermopower dominates. We now turn to the temperature range 2 < T  < 7 
K. Although Sd is proportional to the electronic specific heat (Ct ~  T)  in 
M ott’s formula, the total thermopower, i.e. the sum of Sd and Sg, displays a 
non-linear temperature dependence, because Sg is not linear in temperature. 
The drag calculations are based on the formalism presented in section 3.5.2. A 
detailed analysis will be attempted, in order to extract the underlying physics 
of the problem.
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In the 3D case there are simple formulae which provide an insight.to the 
dependence of Sg on T, N,  and the phonon mean free path lp. In [69] interesting 
arguments are presented to show how these formulae can be extended to quasi- 
2D systems, as well as how the full phonon-drag formula proposed by Cantrell 
and Butcher (CB) [33] can be simplified. By appropriate averaging of the 
relaxation times, the CB formula can be expressed in the form:
Sg oc 1 Cy l„3 |e|7V, v , a (4.1)
where v, is the average phonon velocity , Cv is the lattice specific heat and a 
accounts for the electron-phonon interaction. According to equation (4.1), Sg 
varies as T 3 because of the low temperature dependence of the lattice specific 
heat. This dependence is modified by the enhancement due to favoured phonon 
absorption which is incorporated in a. The resulting structure of —S/T3  is 
illustrated in figure 4.8. To interpret this structure we consider unscreened 
longitudinal acoustic phonon deformation scattering as being approximately 
elastic. Then, for strictly 2D electrons, equation (3.78) contains the factor:
w ; r < r
with
P( Q) = <72 g 2 |Z n ( < ? , ) |2 (4.3)sinh2(hu>Q/2kBT)
The integrand of (4.2) contains two factors. The first factor, P(Q), describes 
the phonon distribution and the second factor describes the electron-phonon 
scattering. P(Q) depends on T and as the temperature increases its peak (at 
qo)  is shifted to higher Q ’s (see figure 4.9 ). The inverse square root factor 
describes the enhanced phase space available for scattering when q approaches 
'2 kj. At low T, qD lies fa* below 2kj and the peak of the scattering factor 
contributes very little. With increasing T an increase in —Sg/T3  is expected 
because the integrand in (4.2) is increasingly enhanced as qo moves towards
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Figure 4.9: Simplified picture for electron-phonon interaction resonance 
Plots for the phonon distribution (smooth peak) and the electron-phonon scattering rate 
(sharp peak) against q for q- =  0. (a) T < Tp, temperature at which peak occurs in -Sp/T 3; 
(b) T = Tp\ (c) T > Tv (after Cantrell and Butcher 1987).
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2k j. At a characteristic temperature Tp it becomes a maximum when qp ~  2k j. 
As T moves above Tp, less phonons contribute to the scattering and — Sg/T3  is 
reduced.
The analytical expression for Tp is [70]:
This expression successfully predicts that Tp moves towards higher temperatures 
as the electron density increases so as to increase 2 k¡.
Tp is only approximately estimated by (4.4), because the effect o f screen­
ing, inelasticity and the quasi-2D character of electrons is, in most cases, not 
negligible. For instance, thermal broadening and inelasticity should explain the 
smooth structure at high Ns. Here, Tp is higher and both the scattering rate 
and phonon distribution are broadened. Moreover, the occurrence of the peak 
is due to the crossing of the maximum of the electron-phonon interaction and 
the maxima in the thermal distributions of both longitudinal and transverse 
phonons. The two phonon modes have different velocities and peak at different 
temperatures, which makes the experimental peak quite broad.
The simple proportionality of Sg and lp predicted by the simplified models, 
is also found in equation (3.78). It has been verified by Fletcher [71]. The 
experiment involves polishing the rear surface of the GaAs substrate on which 
the heterojunction was grown in order to increase the phonon mean free path. 
This results in an increase of the thermopower by about a factor of 2, even 
though the electrical resistivities were unaffected. Measurements of the thermal 
conductivity A' are used in conjunction with the kinetic formula [37] which 
relates the thermal conductivity K  to the phonon mean free path at low T,
where v, is the average phonon velocity and C„ is the lattice specific heat. Since 
Cv a  T 3, deviations of K from a T 3  dependence should be attributed to the
(4.4)
(4.5)
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temperature dependence of lp. At very low T, phonons are scattered by the 
sample boundaries and lp is independent of T. Additional scattering becomes 
important at higher T and causes lp to decrease with T. In the temperature 
range considered here, the additional scatterers can be point defects intrinsic 
to the material or extrinsic (boron) impurities. The calculated values of lp 
obtained by the measured thermal conductivities and equation (4.5) are shown 
in figure (4.10) for both samples [59]. In sample A, the boron concentration is 
too low to affect lp. In sample B, the contribution of boron to phonon scattering 
results in a sharper decrease o f lp at T  ~  2 K, before point defect scattering 
starts dominating.
Gallagher et al provide plots of 5 _1 against N, for a range of T [59]. The 
A ” ' dependence of Sg predicted by simple models is supported by the experi­
mental data, except at the highest electron densities. The curves intercept the 
N,-axis at Nm it  = 1.2 x 1015m -2 for sample A and Nm it  =  1.75 X 1015m~2 
for sample B. This point corresponds to the transition value between strongly 
and weakly localized electron states [72, 73]. If the Coulomb centers near the 
interface are positively charged, they attract electrons and form bound states 
whose behaviour depends strongly on the amount of screening by inversion layer 
electrons. In Si inversion layers the bound states in the absence of screening 
are deep enough to trap the first electrons which enter the inversion layer at 
low T. As the gate voltage is increased and more electrons are added, some will 
enter the electric subband and will contribute to screening thus weakening the 
attractive potential. At sufficient high N, the screening will reach its full value 
and the energy levels will be so shallow that the orbits of inversion layer elec­
trons bound to adjacent Coulomb centers overlap. Under these conditions the 
bound states merge with the bottom of the lowest electric subband and effec­
tively disappear [44]. Above Nm i t , conduction by free electrons is considered 
to occur. Since phonons are assumed to interact with free electrons, the appro­
priate electron concentration in the calculation of Sg, is N ,jrec =  N, — Nm i t , 
if delocalization is neglected. This correction causes an enhancement of — Sg, 
because the corresponding N, is reduced and there is also a shift of the posi-
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Figure 4.10: Temperature dependence of phonon mean free paths
Temperature variation o f the phonon mean free paths for sample A (a-d) and sample B (e-h). 
(a),(e) longitudinal; (b ),(c ),(f),(g ) transverse; (d ),(h) calculated from the thermal conductivity 
assuming C\ oc 7 13.
tions of the peak in —Sg/T3  to lower T. The calculated peaks now lie very close 
to the measured ones. In figure 4.11 the results including this correction are 
compared with those obtained neglecting it.
Electron screening reduces the effectiveness of the momentum transfer from 
phonons to electrons. An extensive quantitative analysis is presented by Smith 
[35] and it is shown that the calculated magnitudes of Sa are lowered by up to 
a factor of 20 by screening so that its inclusion in the theory makes possible a 
quantitative comparison with experiment. The small effect o f a T-dependent 
screening is presented in figure 4.12a. Thermal broadening of the electron dis­
tribution function diminishes the screening at q <  2kj and enhances |.9ff|. At 
electron concentrations greater than 1016m~2, the calculations seem to overes­
timate |5j|. One reason for that might be the single subband screening approx­
imation (SSA) which fails at high N,. The subband separation decreases with 
decreasing N ,4 and it seems possible that screening is underestimated by the 
SSA.
Calculations in which the temperature dependence of the screening, image 
potential corrections and the energy dependence of the electron relaxation time 
are omitted (see figure 4.12), show that these have only a small effect on Sg. 
What does become important as T  approaches 7 K is the thermal tail on the 
Fermi function. The present calculations allow for non-degeneracy of the elec­
tron energy by properly dealing with the u-integration. At T  = 7 K, |SP| is 
reduced by between 30 and 40 % for N, between 3.5 and 12.7 x 1015m - i . At 
T = 3 K, the corresponding reductions are between 14 and 50 % [36]. Neglecting 
the non-degeneracy effect would overestimate the thermopower.
4.4 Electron mobility in a G aAs/AlGaAs hetero­
junction.
It is well known that high low-temperature mobilities can be achieved by the 
modulation doping technique in a GaAs/AlGaAs heterojunction. This is due to 
the separation between the carriers and the charged scatterers. The undoped
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Figure 4.11: Effect of N/ree in Sg calculations 
As in figures 4.8 h and d with the additional broken curves showing the calculated values 
when the metal insulator transition in N, is neglected.
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Figure 4.12: Effect of temperature dependence o f screening, o f image potential 
and energy broadening of the relaxation time
The calculated thermopowers as in 4.8 b (solid lines) with the broken curves being the corre­
sponding calculated values when the following are neglected: (a) temperature broadening of 
screening, (b) image effect corrections and (c) energy broadening o f the relaxation time.
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layer in the alloy region is called the spacer layer and the wider it is, the 
more the scattering of the inversion layer electrons is reduced. The electrons 
in the inversion layer in the GaAs come from the ionization of the donors 
in the AlGaAs, and therefore the electron concentration increases with the 
concentration of the ionized donors. Moreover, this introduces an upper limit 
for the electron concentration under equilibrium conditions and further increase 
is only possible by illumination. In thermodynamic equilibrium (see equation 
(1.4)), the electron concentration is reduced as the width of the spacer layer 
increases. This puts a practical limit on the enhancement of the mobility that 
can be achieved using modulation doping.
One of Fletcher’s samples has been chosen for the analysis [71, 74], A single 
heterojunction was grown on a pure GaAs semi-insulating substrate and consists 
of 1.5 nm o f p-GaAs (~  1015cm~3), a 110 A spacer of undoped Gao.6gAlo.32As, 
a 200 A layer of Si-doped (3 x 1018cm-3 ) Gao.6sAlo.32As and a 140 A GaAs 
rap layer. Before illumination, the system (sample A l) is in thermodynamic 
equilibrium, and the charge state of a donor is dictated by the position of the 
donor level relative to a common chemical potential. The electron density is 
changed by illuminating the sample until saturation (sample A4). Red radiation 
is absorbed through the production of electron-hole pairs in the GaAs, either in 
the cap layer or in the layer forming the junction. In the latter case the pair is 
separated by the junction electric field with the electron going to the 2DEG and 
the hole neutralizing a negatively ionized acceptor in the GaAs depletion layer. 
After the acceptor depletion layer has been neutralized, a further production of 
electron-hole pairs by the red light is followed by recombination. The continued 
increase of the 2DEG density can be explained in terms of DX-center (deep- 
donor) ionization [75]. Here it is assumed that Ndcpi, estimated initially equal 
to 3.1 x 1015m-2 for N,1 = 4.5 X 1021ro-3 , decreases by the same amount as the 
electron density is increased in the illuminated samples and becomes almost 
zero in sample A4, so that the increase o f the electron density is explained 
throughout by electron-hole ionization. In a GaAs/AlGaAs heterojunction with 
Adep/ = 5 x 10u m-2 a second subband becomes occupied when the electron
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density exceeds Ns = 7.3 x 1015m-2 [76]. Since the subband separation depends 
on Ardcpi and increases with it, for Ndcpi ~  10lsm -2 and N, =  10ls — 1016m -2 
only the ground subband is occupied.
The calculated mobilities, assuming surface roughness with parameters A =  
45A, A  = 4A, are in very good agreement with the experiment as is shown in 
table 4.2. The ionized remote donor concentration is not influenced by the red
Table 4.2: Mobilities for Fletcher’s GaAs samples
N.
x l0 15(m ~2)
/.------------
(m2/Va) 
T =  4.2 K
^ c a lc u la te d
(m2/Va) 
T =  4.2 K
2.21 4.20 4.90
2.82 6.40 6.25
3.9 9.30 9.04
5.95 19.30 19.38
illumination and is determined by the thermodynamic equilibrium condition to 
be N/a\ =  3.6 x 1023m-3 . In figure 4.13a the calculated mobilities limited by 
the charges in the AlGaAs are shown. It can be seen that when N, < <  Ndeph 
the mobility increases because ionization of some donors increases N, which 
reduces the strength of the scattering from each impurity as well as the number 
o f impurities effective in scattering. When N, > Ndcpi, the concentration of 
ionized donors increases much faster (figure 4.13b) and the mobility starts to 
decrease with N,. In figure 4.13a the change of p with the width of the spacer 
is also shown and the effectiveness of the modulation doping is demonstrated.
The total mobility, under thermodynamic conditions, exhibits the same be­
haviour with N, as in Si, as can be seen in figure 4.13c. Here, the electron 
densities are small because the equilibrium condition demands that N, be be­
low ~  6 x 10,5m-2 for the given level of Si donor doping. At very low N,, 
background and remote impurities are responsible for the increase of the mo­
bility with N,. At higher N,, interface roughness and the high increase of the 
effective doping cause the mobility to decrease. The values of p for the different
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Figure 4.13: Electron mobilities in GaAs/AlGaAs heterojunctions
(a) Mobility limited by remote ionized impurities versus electron density for three values of 
the space layer width d; solid line for d =  llOA, broken line for d =  50À and dotted line for 
d =  (M .(b) Effective doping (i.e. ionized remote impurities) versus electron density for space 
layer widths as in (a), (c) Mobility limited by remote impurities (broken line), background 
impurities (dashed line), interface roughness (dotted line) and by all the scattering processes 
(solid line) for d = l lo A . (d) Logarithmic derivative o f r, p, versus electron density for 
different scattering processes.
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positions of the ionized impurities and for interface roughness, are shown in 
figure 4.13d. For remote impurities p ~  1.5, and the similarity with the bulk 
value suggests that the effect of screening is small. For interface roughness, p 
has values below -1 for very low Ns, increases with N ,  and becomes positive 
at the highest values of electron density. With increasing N,, k j 1 decreases 
approaching A and at IVj = 5 x 1015m -2 , where p changes sign, (A;/)-1 becomes 
approximately equal to A .
In the heterojunction the finite barrier height (300 meV) allows a small 
penetration of the electrons into the alloy. The theoretical limit for the mobility 
from alloy disorder scattering is of the order of 103m2/V s  [77]. This is 2-3 
orders of magnitude larger than comparable predictions due to other scattering 
mechanisms for heterojunction layers with comparable 2DEG densities. Since 
the mobility of the heterojunctions used in this work have mobilities closer to 1- 
10 m2/Vs, we may safely assume that alloy disorder scattering is not important.
4.5 Thermopower in a GaAs/AlGaAs heterojunc­
tion
In GaAs the electrons interact with the phonons via deformation potential and 
piezoelectric scattering. The phonon drag thermopower results given in figure 
4.14 show that the electron-phonon coupling via deformation potential domi­
nates for most temperatures and piezoelectric coupling is only dominant when 
T < 2 K. Electron-phonon interaction becomes weaker as the electron density 
increases. The coupling is predominantly due to longitudinal phonons and the 
sharper peak in —S/T3 shown in figure 4.15b is thereby justified. Extension of 
the experiments to lower temperatures is needed to find the true location of the 
peaks in these samples.
The phonon mean free path lp can be estimated from the measured thermal 
conductivity. This is only available for one of the samples but is assumed 
approximately the same for all the samples. The thermal conductivity shows 
a T-dependence deviating from a T3 dependence, and this is attributed to the
80
(n
 V
1T
)
U
xlO z
6
cn"I
4
2
0
0 4 0  4 0  4 0  4
T (K)
Figure 4.14: Piezoelectric scattering and deformation potential in heterojunc­
tions
Calculated -S0 versus temperature for piezoelectric potential (PE ), deformation potential (DE) 
and total (T O ) for N,  =  2.21, 2.82, 3.9, 5.95 X l0 ism -J  in (a ),(b ),(c ),(d ) respectively.
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temperature dependence of lp. The values used in the calculations are given in
table 4.3.
Table 4.3: Estimated phonon mean free path values
T  (K) L (mm)
0.5 1.40
1.0 1.40
2.0 1.30
3.0 0.90
4.0 0.75
The calculated thermopower values are in very good agreement with the 
measured ones as it can be seen in figure 4.15. In the GaAs/AlGaAs hetero­
junctions investigated here the temperature dependence of the screening and 
the energy dependence of the relaxation time have negligible effects. Moreover, 
because e j  is so large the effects of the thermal spread of the Fermi function is 
less significant than was the case for the Si-MOSFETs studied in section 4.3.
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Figure 4.15: Calculated and measured thermopowers for GaAs/AlGaAs hetero­
junctions
The calculated thennopowers (solid lines) are compared with the measured (stars); the curves 
correspond to the four electron densities with the upper curve being for the lower N, and the 
lowest for the bigger N,.
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Chapter 5
Semiclassical
magnetothermopower of a 
two-dimensional electron gas
5.1 Introduction
The physical effect o f a perpendicular magnetic field on the thermoelectric 
transport properties o f a two-dimensional electron gas (2DEG) at low tem­
peratures depends upon the strength of the applied field. Weak localization 
effects are important below a cut-off field Bwi ~  ( 4 where /c is the 
mobility, k/ is the Fermi wavevector and / is the electron mean free path [78]. 
Recent experiments on highly disordered Si on Sapphire MOSFETs (n ~  500 
nni V ~is~^, k/l ~  3) have clearly demonstrated the importance of weak lo­
calization effects up to fields ~  1 T (in these samples Bwi ~  1.5 T ) [79]. Of 
course, in higher mobility samples localization effects are much less important 
and Bwi is correspondingly a lot smaller. Much attention has also been given to 
the behaviour observed in the Landau quantization regime [80, 70, 81], which 
may be defined as occurring for fields B > /c- , r(/Ts, where rt is the transport 
relaxation time and r, is the single particle (state) relaxation time [82], What 
has been largely ignored, however, both experimentally and theoretically, is the
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intermediate regime which lies between the weak localization regime and the 
Landau quantization regime, in which the transport behaviour is dominated 
by scattering processes which can be treated semiclassicaUy. For a typical Si 
MOSFET one might have n ~  lm 2V ~, s~1, kjl  ~  10 and r(/ r s ~  1 (since 
short range potential fluctuations dominate the scattering), in which case this 
intermediate regime extends from ~  25 mT to ~  1 T. In modulation doped 
GaAs/AlGaAs heterojunctions one might have ~  30 m2V - 1s_1, kfl ~  100 
and Tt / r ,  ~  10 (since long range potential fluctuations dominate the scatter­
ing), whereupon the intermediate regime extends from ~  0.083 mT to ~  300 
mT. In this chapter, a Boltzmann equation approach is used to calculate the 
relevant magnetothermopower tensor of an isotropic 2DEG in this semiclassical 
intermediate regime. Detailed consideration is given not only to the diffusion 
thermopower, but also to the less well understood contribution arising from 
phonon-drag. A number of important observations are made which should be 
directly amenable to experimental verification.
The chapter is set out as follows. The Boltzmann equation and its formal 
solutions are given in the following section. In section 5.3 these solutions are 
used to derive the thermopower tensor. Detailed results are presented in section 
5.4 for typical ’higher mobility’ samples such as those discussed above.
5.2 The Boltzmann equation.
In response to an in-plane electromotive force E, an in-plane temperature gra­
dient V T  and a perpendicular magnetic field B , the linearized Boltzmann equa­
tion for the electrons can be written:
~ 7 (7] "  V ' V r/ °  -  y V  ■ V k/ °  -  £ (v  x B) • V k/ i  +  ( / (k) =  0 (5.1)
where the functions and parameters are as described in Chapter 3 in connection 
with equations (3.15) to (3.21). In Appendix B, it is shown that equation (3.22) 
also holds in the presence of a magnetic field B. Now, the diffusion and drag
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contributions to / ,  are respectively given by the following equations: .
and
/J (k ) =  -
d f °  v • A — u> T f ( v  x A )j 
d e  1 + u>2 r j (5.2)
r2ir ¿a-
fH  k ) =  /  — G (0,0-)U (k ,6-)  (5.3)
s Jo <*>
with
A = r(e)[eE -  ( f  -  e /)^ p O  (5.4)
Here, u> is the cyclotron frequency, tj is the (scattering) relaxation time at 
the Fermi level and Cr(8,9‘ ) is the Green function defined in Appendix B.
5.3 Calculation of the thermopower and the Nernst- 
Ettinghausen coefficient.
The thermoelectric tensor obtained from the two processes (electron diffusion 
and phonon drag), according to equations (3.1), (3.9) is described below.
5.3.1 Diffusion.
The transport coefficients are calculated in Appendix C for a degenerate elec­
tron gas. It is shown that:
and
where
f f r *  -  a VV -  J +  w 2r 2 -  a B ( 5 .5 )
erx y  =  — o y x  =  - ( w r / ) < r „ ( 5 .6 )
fS  V  
° °  =  ^ T' N *
( 5 .7 )
is the zero magnetic field conductivity, m* is the effective mass and N, is the 
areal density of electrons.
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These equations are the well known outcome of the Drude model of the 
electrical conductivity. It is also shown in Appendix C that the two independent 
elements of L reduce to:
, , K2 kB , rderB, 
Lzx ~ Lyy ~  3|e| B ds U> (5.8)
and
, _  r _  *'2B , 2 ^d(TCTB) l
L y x ~ xy ~  3m* fi de '•* (5.9)
The thermopower may be expressed in terms of L and a [31]:
c  _ crxxLxx crXyLyX
'rx  — 9 i 9
+  °ly
(5.10)
C 0 ‘XXLyX “f- CTXyLXX
3ry ~ „ 2  , a 2 xx '  ^xy
(5.11)
We easily find from equations (5.5)-(5.11) that
Si‘ ‘  C' ( 1 + l + S r J )' (5.12)
and
cd _  UJTf
&xy -  PCd t 2 (5.13)
with
ir2 kB kBT  
d ~  3|e| t ,
(5.14)
where the energy dependence o f r  is again expressed through the quantity p:
p =  e ¡(dlnT /  dt )|t / .
The equations for Sd show that the magnetic field dependence of the thermo­
electric power tensor is proportional to p. We see that, for a strongly degenerate, 
isotropic electron gas with p — 0, the changes in L in a magnetic field result 
in zero magnetothermopower A Sxx =  [5X1.( B ) — Sxx\ and Nernst-Ettinghausen 
coefficent Sxy.
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5 .3 .2  Phonon drag.
The contribution to the current due to phonon drag can be obtained by com­
bining equations (3.9),(3.18) and (5.3):
2 le l t 2lr d d *
£ v J0 — 1G(0'r )  E  ^«3)^q(rk-k. -  rk.k.)vp. vrr
^ k* ,Q
( 5 .1 5 )
where k‘  =  ( k , 0 m) and v p denotes the phonon velocity.
The components of L are therefore given by:
¿ 0  =  - ¿ f e  E * C  ^ T G{0' n  E  »> W )* -Q (rk«k. -  I W H ; .
( 5 .1 6 )
We assume that, since we are restricting ourselves to the regime where Lan­
dau quantization is unimportant, the electron rates themselves are not affected 
by the field, in which case is independent of magnetic field. The applica­
tion of a magnetic field perpendicular to the electron gas does not affect the 
uniformity of the electron-phonon interaction in the x-y plane. For a given elec­
tron energy this interaction depends only on the angle between the phonon and 
electron wave vectors. This fact simplifies the analytical expressions obtained 
for L. There are two independent coefficients given by:
= L „  =  - C t J j  dqdq,F(Q ) [ ( ^ wq -  q2)Ioo ~ +  iV o i ]
( 5 .1 7 )
and
Lvt =  - L z y = -C g  J J dqdqzF (Q ) ( ( ^ 1 wq -  q2 ) h 0  ~ Q + ?2) / .l ]
( 5 .1 8 )
with Cg is given in equation (3.79).
Aim = J  duOn(u2 + 7 -(- to5u!q ) / ( u2 + 7)[1 -  / (u 2 +  7 + 5w>q )], (5.19)
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Here:
OTl
wnr n+1
1 +  u>2 r 2
(5.20)
where u and 7 are given by equations (3.82) and (3.83.
The occupancy factor / (u 2 +  -y)[1 -  f ( u 2 +  7  +  /¿u>q )] in equation (5.19) 
is, for kf)T < <  £ /, non-zero only in a restricted region around the Fermi level. 
Moreover the relaxation time does not change rapidly near e j . Consequently we 
can approximate using first order expansions at £/ or £/ +  hu)Q depending on 
which integral / nm is involved. By proceeding in this way and using equations 
(5.10) and (5.11) we find that:
and
where
w2r?
+  P - , 2 2  Sa (5.21)
v “ T/ S 1 
P 1 +u>2r 2 9 (5.22)
S°9 = ~ ^ L J  / d9rf</--?2^ (Q)AD(Q)^0t du/(u2 + 7)[l-/(u2 + 7 + ^ Q)]
(5.23)
and
S) = j  J  dqdq1q3F(Q)Xi (Q) j T d u / ( U2 + 7)[1 -  / ( « 2 + 7 + » w q )]
(5.24)
with
A°(Q) = 1 + PA '(Q ) (5.25)
a n d
A’ (Q) =
hUQ
A 2 ç 2 / 2 m *
(5.26)
Finally, by summing the contributions to the thermopower tensor elements 
given in these equations and in equations (5.12) and (5.13), we see that the 
total magnetothermopower and the Nernst-Ettinghausen coefficient are:
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(5.27)
(5.28)
where
C  =  s )  +  c d (5.29)
It can be seen from equations (5.14),(3.79) and (5.24) that C is independent 
of the magnetic field B.
5.4 Discussion.
The magnetothermopower tensor dependence upon B is predicted by equations 
(5.27) and (5.28). Interestingly, the structural simplicity of the diffusion terms 
are maintained when drag processes are taken into account. Since A Sxx is 
proportional to ui2 rj/(  1 +  w2r 2), the rate o f decrease of | A Sxx| increases below 
wry =  1 and decreases above it with the sign of A Sxx being determined by the 
sign of p. Sx y is proportional to w ry /(l +  w2r 2). Hence u r / =  1 is predicted to 
be a stationary point with the extreme value being Cp/2. Sxy has a maximum 
at wry = 1 when p >  0 (GaAs/AlGaAs heterojunction) and a minimum when 
p < 0 (Si-MOSFET), according to the calculations presented in Chapter 4.
Both the magnitude and the sign of the derivative of r  with respect to 
energy in the neighborhood o f e j  are important in determining the behaviour 
o f the elements of the magnetothermopower tensor. Their sign is determined 
by the sign of p, as can be seen in equations (5.30) and (5.31). In figure 5.1 
SXT and Sxy are plotted against wry for various values o f p. The diffusive case 
has been chosen for qualitative discussion. The magnitude o f p is particularly 
important for the sign o f the diffusion thermopower, as is predicted by equation 
(5.12). If p < —(1 + w 2r 2), Sxx changes sign (figure 5.1). This can lead to the 
observation of a positive Sxx at low temperatures, where diffusion dominates.
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Figure 5.1: Therniopower tensor versus u i t j .
SsxlC\t (5.1a) and SzV/ C'd (5.1b) are plotted versus uit /  for different values of p.
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Such an observation has already been reported for the 2DEG embedded.in a Si- 
MOSFET in zero magnetic field and it has been discussed in Chapter 4. Here, 
it is predicted that the electron density at which the thermopower vanishes 
changes with applied magnetic field.
Detailed numerical calculations for a Si-MOSFET used in recent experi­
ments (Chapter 4) are presented in figures 5.2, 5.3 and 5.5. The electron den-
Figure 5.2: Magnetothermopower tensor in a Si-MOSFET at T =  1.5 K.
Sxx (5.2a) and .S’*v (5.2b) are plotted versus B for drag (dotted line), diffusion (dashed line) 
and total (solid line). Si-MOSFET with N, =  10.7 x lO11! « -2  at T =  1.5 K.
sity is Ns =  10.7x 1015m-a and the measured mobility at T=1 K is fi ~  1 m2/Va 
[58, 59]. This value has also been found theoretically by considering interface 
ionized impurities and interface roughness to dominate the electron scattering, 
as it has been shown in Chapter 4. The calculated value for p is -0.6. Since 
fiB  ~  1 at B ~  IT semiclassical behaviour is expected to be observed for this 
Si-MOSFET, at low temperatures and for magnetic fields well above the local-
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Figure 5.3: Magnetothermopower tensor in a Si-MOSFET at T =  7 K.
In 5.3a Sxx is plotted versus B for drag (dotted line) and for total thermcpower (solid line). 
In 5.3b Sxy is plotted versus B for diffusion (dashed line), drag (dotted line) and total ther- 
mopower (solid line). Si-MOSFET with Nf =  10.7 x 10,5m ” 2 at T  =  7 K.
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ization regime until the onset o f the Landau quantization. The high field limit 
of the semiclassical regime coincides with the onset of Landau quantization and 
measurements there would indicate the nature o f cross-over.
As is illustrated in figure 5.2, the main contribution to both the magne­
tothermopower A SXT and the Nernst-Ettinghausen (Sxy) coefficients is due to 
electron diffusion when T < 2 K. We see from equations (5.21) and (5.22) 
that the phonon-drag contribution is determined by the magnitude of which 
depends on the ratio Tujq/ej. At low T the mean phonon energies are small re­
sulting in a small value o f 5 j. Increasing T increases the mean phonon energies 
with the result that goes up. We see from figure 5.3 that the phonon-drag 
contribution dominates when T  =  7 K.
The same magnetic field dependence is predicted for GaAs/AlGaAs het­
erojunctions by equations (5.27) and (5.28) and is shown in figures 5.4a and b 
respectively. In this case, both the magnetothermopower A Sxx and the Nernst- 
Ettinghausen coefficient Sxy are positive because p is positive (the calculated 
value for p is 0.9). Moreover, as a result of modulation doping and low inter­
face roughness the mobility of electrons in a heterojunction is much higher than 
that of electrons in a Si-MOSFET. Typically, for Ns =  6.82 x 10,5m-2 and at 
T  =  4.2 K, /r ~  25 m2K-1 s-1 [80]. Semiclassical effects are expected to be seen 
up to B ~  n~xTtlr a ~  400 mT. The characteristic behaviour is analogous to 
that described for the Si-MOSFET but the peak in S*v and the turning point 
in Szx are observed at B ~  150 niT (figure 5.4). Because of the higher electron 
mobility in the heterojunction, most of the variation with magnetic field is now 
observed in a narrow range of values around B  ~  150 mT which is well below 
the onset o f the Landau quantization. On the other hand, weak localization 
is important only for B < 0.1 m T. Therefore, the region where semiclassical 
effects occur is completely distinct and direct measurements should confirm the 
above predictions. Drag dominates at almost all temperatures in GaAs/AlGaAs 
heterojunctions because m ‘  is considerably smaller than in Si-MOSFETs.
Equations (5.27),(5.28) can be expressed in the following way:
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Figure 5.4: Magnetothermopower tensor in a GaAs/AlGaAs heterojunction at 
r  =  7 K .
(5.4a) and Sxy (5.4b) are plotted versus B for draft (dotted line), diffusion (dashed line) 
and total (solid line). CiaAs/AlGaAs heterojunction with N, =  6.82 x 1015m -2  at T =  7 K.
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ASrl _  p2B 2
(5.30)C P l + p ' 2 B 2
1 +  p 2 B 2
f.iB
(5.31)
The quantity p reflects the dominant scattering process and will vary from 
system to system. The direct relation between magnetothermopower effects and 
p is expected to prove useful in determining p experimentally. At a particular 
temperature both p and N s (and consequently e ¡ )  are usually known from 
Hall effect and conductivity measurements. The parameters Xp, Eu, Ed can be 
estimated experimentally. Therefore C in the above equations can be calculated 
for a given T and Ns. Hence, we can determine the value of p by fitting either 
equation (5.30) or equation (5.31) to experimental data points for either A Sxx 
or Sxy as functions of B. At low temperatures (T  <  2 K for Si-MOSFET and 
T < 0.4 K for GaAs/AlGaAs heterojunction) phonon-drag effects are negligible 
and we can see from equation (5.29) that C  =  C'j. Therefore, the value of 
p can be deduced from diffusion magnetothermopower effects. It should be 
noticed that even zero-magnetic field thermopower data at low temperatures 
(where the diffusion thermopower is practically the only contribution to the 
total thermopower) can give an estimate for the value of p. The new prediction 
of the present theory is that the magnetothermopower effects due to phonon- 
drag depend on p in the same way as those due to diffusion. Thus, even at 
comparatively high temperatures the experimental data can be processed to 
yield a value of p in a similar way to that for low temperatures. At higher 
temperatures the values of both A Sxx and Sxy are much larger than they are 
at low temperatures which makes their experimental determination as function 
of B much easier.
Another consequence o f equations (5.27),(5.28) is:
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A SXX(B)  
S*y( B )
= HB (5.32)
Equation (51) implies that a plot of A Sxx/Sxy versus B should be straight line 
with slope fi. Since the mobility is usually known from other experiments, this 
plot provides a simple check o f the theory.
The validity o f equations (5.21) and (5.22) remains to be discussed. The 
discussion is concentrated on the situation when phonon-drag dominates (T  > 2 
K for a Si-MOSFET and 0.4 K for a GaAs/AlGaAs heterojunction). The 
deviation of the results calculated from equations (5.21) and (5.22) from exact 
results depends on ksT/ej.  We compare approximate and exact results in 
figure 5.5 for Si-MOSFET for ksT/ej  =  0.09 and 0.24. From those and similar 
plots we conclude that the approximate phonon-drag formulae are valid when 
kuT/ej < 0 .1 .
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Figure 5.5: Validity of approximations in magnetothermopower calculations.
A comparison o f  exact results with approximations in which functions involving the relaxation 
time are expanded about the Fermi level. Sxx is shown in Fig 5.5a for T  =  7 K. The full line is 
exact the dots are approximations for Nt =  10.7 x 1015m “ 2 and ksT/cj  =  0.09. The dash-dot 
line is exact and the stars are approximations for iV, =  4 x  1015ra“ 2 and Ar^T/e/ =  0.24. Sxy 
is shown in Fig 5.5b for T =  7 K for the same two cases using the same notation.
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Chapter 6
Conclusions and suggestions 
for further work
The objective of the work presented in this thesis is to contribute to the un­
derstanding of 2DEG transport and confined LO phonons. We pay particular 
attention to thermopower at temperatures up to 7 K in zero magnetic field. 
We have also made calculations o f thermopower in the magnetic field window 
separating weak localization and Shubnikov de-Haas effects.
Low dimensional heterostructures provide model systems in which to study 
quantum physics. Some of the main achievements in this field have been dis­
cussed in the Introduction. It has been shown that the electron motion becomes 
planar as a result of a confinement potential created by the application of an ex­
ternal electric field or the conduction band discontinuity of the materials across 
the interface. In addition, in the Introduction we discuss the band profile of 
the two systems studied extensively in this thesis, the Si-MOSFET and the 
(ìaAs/AlGaAs heterojunction, and also the appropriate variational wavefunc- 
tion for electron transport in these systems.
There has been a great deal of discussion of optical phonons in heterostruc- 
tures and considerable controversy has resulted from the application of interface 
connection rules which were either electrostatic or mechanical and the assump­
tion of sinusoidal modes. These modes have either an electrostatic scalar poten­
tial or a relative displacement that contradicts the predictions o f microscopic
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models and Raman experiments. A simple, reliable theory for optical phonons 
in quantum wells is needed because electron scattering at room temperatures is 
dominated by LO phonon scattering. The modification of LO phonons from the 
bulk phonons has an important effect on the scattering rates and consequently 
on the transport properties (e.g. [83]). The Modified Dielectric Continuum 
Model (MDCM) that is proposed here was one of the first models to success­
fully describe the longitudinal optical modes in a A lAs/GaAs/AlAs quantum 
well. The reformulated slab waves are the normal modes of the present problem 
and satisfy both electrostatic and mechanical boundary conditions. When the 
finite bulk dispersion is included, the normal modes are found to be admixtures 
of the bulklike and interface waves which are the normal modes in the dispe- 
sionless limit. These results are in agreement with the findings of microscopic 
models [15, 17]. The bulk dispersion can never be considered a small pertur­
bation because it lifts the degeneracy o f the bulklike modes and causes mixing 
between bulklike and interface vibrations. The MDCM has been shown to agree 
very well with the microscopic model of Huang and Zhu in the zero-dispersion 
limit [15]. Although, a similar comparison with dispersive models would be 
interesting, it has not been done here because calculations of dispersive micro­
scopic models for AlAs/GaAs/AlAs quantum wells were not available when this 
work was carried out. Such a comparison would indicate whether the validity of 
the bulk equations on the interfaces is justified and what modifications would 
improve the agreement o f macroscopic and microscopic models. Raman experi­
ments have verified the existence of bulklike and interface modes independently. 
Raman scattering can also probe the frequencies and the hybrid character of 
the modes [6]. However, if the frequency resolution of an experiment is not 
adequate to resolve the individual phonon branches, then a measurement of 
the electron-phonon interaction will give very similar results with and with­
out dispersion, in particular the coupling will only be strong near to the LO 
and interface mode frequencies. High resolution spectroscopy should probe the 
number of modes, their hybridic character and their frequencies, thus provid­
ing a wav of quantitatively checking the MDCM. We note, that the symmetric
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modes with a» ~  u)c£ aA’  do not exhibit interface/bulklike mixing, because there 
is no symmetric interface mode at this frequency.
The main contribution o f this work to the understanding o f electron trans­
port properties in the absence of magnetic fields is the simultaneous consider­
ation of the mobility and the thermopower. Electron mobility data have been 
routinely explained in terms o f scattering by ionized impurities and by interface 
irregularities. A simple isotropic theory is usually considered adequate in mod­
elling the interface roughness. This study shows that the quantitative success of 
such treatments often relies on the freedom used to estimate the relative impor­
tance of each scattering mechanism which is involved. The special features of 
the scattering mechanisms have been studied and a better understanding of the 
effectiveness of each of them has been gained. The ionized impurities scatter 
the electrons at small or large angles, depending on whether they are located 
far from or near to the electron gas respectively. Interface roughness scatters 
the electrons through large angles and is related to the positive thermopower 
values which are observed [58].
In almost all the cases, and for both the systems examined, the mobility and 
the thermopower have been simultaneously explained satisfactorily. A serious 
discrepancy between theory and experiment is found only for one Si-MOSFET 
sample, in which a change o f sign in the thermopower is observed at low tem­
peratures. This change of sign is attributed to dominant interface roughness 
scattering. Here, the theory deviates from the measured N, dependence of the 
mobility at high electron densities. It is concluded that this discrepancy is 
clue to the failure of the theory of interface roughness to accommodate effects 
caused by the peculiarities o f the structure near the interface. Considerably bet­
ter agreement between theory and experiment is found in the GaAs/AlGaAs 
heterojunction samples in which interface roughness scattering does not domi­
nate. The need for a more elaborated theory of interface roughness is indicated. 
Guidance from experiments can be obtained by a microscopic examination o f 
Si/SiO^ interfaces in samples that show positive thermopowers at low tempera­
tures and electron densities low enough to exclude second subband occupation.
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These experiments should be combined with similar examinations of. samples 
that do not show positive thermopowers data.
Electron mobility calculations are restricted to T  ~  1 K, although the vari­
ation o f the mobility with electron density has been measured at a wide range 
of temperatures, as it can be seen in figure 4.1. Theory can explain this tem­
perature dependence by the thermal broadening o f screening, which enhances 
the scattering potential and causes a reduction o f the mobility as the temper­
ature increases. At low electron densities, typically Na <  4 x 1015m-2 , the 
mobility decreases very rapidly and the transport behaviour enters the regime 
of thermally activated hopping where the effects of disorder are important. 
These effects have been neglected here because they only affect a restricted, 
low electron density region well below Ns ~  1016m~2 where the change of sign 
of thermopower is observed.
The phonon-drag calculations are based on Cantrell-Butcher (CB) theory. 
Some improvement has been made by considering the temperature dependence 
o f screening, the phonon mean free path and the effect of thermal broadening 
of the Fermi function. It has been confirmed that the existing phonon drag 
theory is successful in explaining the main features of the thermopower data. 
Good quantitative agreement is also generally obtained. At N, > 2 x 1016m -2 , 
the phonon drag is overestimated by the calculations. This might be due to 
the failure of the single subband approximation for the screening in this region. 
We also note that an underestimation of the phonon drag can be seen at low 
N, and T  > 6 K. Thermal broadening of the Fermi function did not solve this 
problem and mechanisms that enhance the electron-phonon interaction should 
be considered as possible candidates. We believe that the following steps are 
essential for this purpose. At first, multi-subband screening calculations of 
electron screening would help to reduce the overestimated thermopower values 
obtained at high temperatures. A better understanding of the N, dependence 
of the interface roughness relaxation time would also be useful and would in­
fluence both the diffusion and the phonon-drag thermopower calculations. We 
note that although in Si the bulk value of has not been questioned (except
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in [84]) in GaAs, by fitting mobility experiments, it has been found that an 
enhanced value, relative to the bulk value, is appropriate for confined electrons 
[40. 50]. In [50] it is suggested that this enhancement may be caused by interface 
phonons. However, no interface acoustic phonons exist in the heterojunction 
and the physical origin of the change of the deformation potential is not clear. 
Nevertheless, a modification of the deformation potential value in either system 
is directly reflected in the agreement between theory and experiment. In Si, the 
lattice anisotropy in the electron-phonon interaction has been regarded as small 
and instead of considering each direction of the phonon wavevector Q separately 
in calculating the transition rate, as it has been done by Herring and Vogt [48], 
an implicit averaging over the azimuthial angle of Q has been adopted. Proper 
consideration of the phonon anisotropy would broaden the phonon distribution 
and further enhance the electron-phonon interaction at high temperatures and 
low electron densities.
The physics of thermopower shows interesting phenomena. Here, we have 
concentrated on electron scattering by ionized impurities, interface roughness 
and the electTon-phonon interaction in Si-MOSFETs and GaAs/AlGaAs hetero­
junctions. Similar calculations would apply to different systems such as strained 
heterojunctions. A good understanding o f the zero-magnetic field thermopower 
is also useful for the non-zero magnetic field case in the quantum limit. An 
interesting problem is the calculation of phonon drag contribution to transport 
coefficients in systems where quantum transport takes place (e.g. in quantum 
point contacts where all transport coefficients exhibit quantum size effects [86]) 
or when strong magnetic fields are applied. Recently, seminiagnetic semiconduc­
tor heterostructures have started attracting the attention o f scientists. These 
structures are interesting because the physics of the ’conventional’ heterostruc­
tures is modified by the magnetic properties of the alloys such as exchange 
interaction and also novel phenomena may emerge. Calculations and mea­
surements of thermotransport in these systems may prove challenging in the 
near-future. Finally, we note that thermopower calculations can be extended 
to higher temperatures, since the present formalism allows for the temperature
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dependence of screening and thermal broadening of the electron distribution 
function. At higher temperatures, mechanisms other than boundary scattering 
dominate in limiting the phonon mean free path. At room temperature, LO 
phonons need to be included. Our study o f LO phonons could be used in the 
calculation of the relaxation time, p and thermopower at high temperatures.
Thermoelectric effects have also been examined in the presence o f a magnetic 
field perpendicular to the 2DEG when the magnitude o f B is above the weak 
localization regime and below the Landau quantization regime. The Boltzmann 
equation has been used to obtain the transport coefficients when electron scat­
tering by ionized impurities and imperfections, as well as electron-phonon in­
teractions, are taken into account. When the electron-phonon coupling is weak 
and the elastic scattering of the electrons is described by a relaxation time, 
the magnetothermoelectric effects are similar in the diffusion and phonon-drag 
dominated regimes. The predicted behaviour is easily verified experimentally 
and such experiments could provide a convenient route to the direct determi­
nation o f the logarithmic derivative o f the relaxation time at the Fermi level.
Appendix A
Normalized phonon potential 
functions
The expressions for the normalized potential for a quantum well plotted in fig­
ures 2.3 and 2.4 are:
Symmetrical potential function
£2s/i(jrA:||)cos(7rfcn)e2,r*i i^+1 2^) C < — 1 /2
4> = p < q cos(2x-fc„C) — £icos(x-fcn)c/i(27rA:||C) —1/2 < C < 1/2
£2«fi(’>'fc||)coi(jrfcn)e- 2’rl'H^+ , 2^l f  > 1/2
(A .l)
with
-2,®*,..2 , i_2 \ , " 2,,.2 I.2\s,n(2,r^n) , /32l.2-,/l(2,rA:l|) . .2*11 
P [ 2 (fcn +  fc|,)+ 2 (fc|| *») 2rkn +/»*|| 2^ n + C ,
-2a /3— a/i(7rfc||)cos(x-A:n)] =  1 (A.2)
a =  £2s/i(jrfc||) + £icft(7rfc||) (A .3)
¡3 = ^  £ 1 COs( 7T fe„ ) (A .4)
C = ( ~ T -------p - )1/2- ^ ------^ £ 2 ah(irkn)co3(nkn)
eoo2 <*'¿,2 — W72 w — u,7-]
(A.5)
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Antisymmetric potential function
£2c/i(7rfc||)st7i(jrA:n)e2lr*li*i+1/ 2* 
a sin(2 nkn( )  — £1stn(jrfcn)a/i(2trA:||C) 
£2c/i(jrfc||).sin(jrkn)e-2 ’rM i+1/ 2)
C < -1/2 
-1/2 < C < 1/2 
0  1/2
with
(A.6)
»af r ( * 2  +  * i) +  Y < - * i  +  *2)
s«n(27rfc„) . „2,.2 a,l(2 ’rfc||) , _2*|| 
— 7T~iI-----  +  P *||—7T~T----+ c —27rkn 1 27rA:|| k
k
—2q /(?— c/i(7rfc||)stn(trfcn)] =  1 (A .7)
a  =  £jc/i(trfc||) +  £is /i(jtA:||) (A.8)
0  =  — ^p-£isin(Trkn) (A.9)UJ — UJt 2
c = ( £oci — ^ n )i/2^ ti_Z ^ Z 2£2C/l(Tfc||)ain( , t n) (A.iO)
f  002 <*>£,2 — ^72 *** — WTl
In the above expressions, fc|| and kn are in units of 2tr/L with L being the width 
of the quantum well. The parameter Q is defined as C =  2/L and ch (s/i) is 
used to denote the hyperbolic function cosh (sinh).
The parameter values used in the calculations have been found in standard 
tables (Landolt-Bornstein) and are: u;®“'4'  =  292.32cm -1 , u>j?0i4* = 268.6cm-1 , 
egaA‘  = 10.9, e ° aA‘  =  12.91, u>t'A‘  = 400.72cm-1 , =  360.9cm-1 ,
£mMj = 8.16, s f IA‘  =  10.06. The bulk dispersion parameter for GaAs is ob­
tained by fitting the parabolic dispersion relation to measured bulk dispersion 
data [8] and direct calculation using analytical expressions derived from micro­
scopic models [15]. The dimensionless value of b i , appropriate for the disper­
sion relation with both the frequencies and the wave vectors in units of cm-1 , 
is 6/, =  1.5 x 10-6 .
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Appendix B
Solution of the linearised 
Boltzmann equation.
We assume that the electron gas is located in the xy plane, in the presence of 
an in-plane electric field E, an in-plane temperature gradient V T  and a per­
pendicular magnetic field B in the z-direction. Then the linearized Boltzmann 
equation when only the ground subband is occupied can be written as:
~ T ~ T i B {V k f l  x v ) '  =  ' f T i v V r ' r  +  f ¥ V ' E ‘ i/  (B .i )
The following two equations have been used to bring the above equation into 
this form:
V r/ ° d rde ( « - £ / )
V rT
T
(B .2)
and
df°
V kr  = (B .3)
Defining A =  (u>r)-1 , where u> = |e|B/m* is the cyclotron frequency, and 
expressing the electron wavevector as k = (kcosO, ksinf)), equation (B .l) be­
comes:
Ö /1
A / 1 +  =  g\(k)coa8 +  g2{k)ain0  +  g3(k,0) (B.4)
107
where
and
91(*0 =
9 i (k )  =
d f° . .£ — £f dT € . (B.5)0 T 1 u T  Vdx - v E x],LJ
d f° , £ - £ f  dT c (B.6)de  ^ u>T Vdy ■ -VEy]  oJ
93(k, e ) = u ^ e ).LJ (B.7)
The differential equation (B.4) is solved by using the Green’s function which 
is defined by the differential equation:
ÔG
d9 +  \G  =  6 ( 9 -  r )
and the periodic boundary condition: G(2ir) =  G'(0). We find that
A («-«•)
G(9,r) =
1 -  e2nX 
c -\ [2 n+(e-0 ’ )]
— e 2 ir\
9 > 9 -
9 < 9 m
(B.8)
(B.9)
and the solution of (B.4) is seen to be:
[It
f ' ( k , 9 ) =  /  d9"G(9,9, ){gi(k)cos9* +  g2 (k)sin9' +  go(k, 0*)] (B.10)
Jo
Equation (B.10) gives:
f ' ( k ,9 )  =  t i + f l (B .l l )
where
i  UJT
fd =  T—— 5 -5[si(k)(cos9 +  (uJT)sin9) + g2(k)(sin9 -  (u>r)cos0) (B.12)
is the part of /*  due to electron diffusion processes and
¡1 =  £ ” d9'G(9,9‘ )g3 (k ,9 ')  (B.13)
is the part of / '  due to phonon drag.
We note that /J can be written in the following form:
10H
( B. 14)
with
/ J ( k ) = -
df° v  • A  — u r (v  x A )- 
de 1 +  u)2r 2
A  = r (c )(eE  — (e — (B.15)
In the zero magnetic field limit, equations (B.14) and (B.13) become:
and
(B.16)
=  r ( e ) i / ( k ) ( B. 17)
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Appendix C 
Derivation of transport 
coefficients for electron 
diffusion processes
When electron diffusion dominates, the 2D formalism for the transport coeffi­
cients can be derived by extending the standard 3D formalism [85]. Equations 
(3.9) and (B.14) give:
J ' D ”
2 /  ^ (X -V k O V k C d T fc
where
X  = A + (er/m*)(A x B)1 +  u>2r 2
(C .l)
(C.2)
and A is defined in equation (B.15). To simplify the calculations the following 
vector is defined:
M 1 / . r — l _ . ^ / ° ( G  ■ v ) v r f T f c (C.3)6e 1 + w2r 2
where G will be chosen later on. It is convenient to define a second rank tensor
A'r, with elements:
er-\T- dfp 
1 +  u>2r 2 de ViVjdiy
Then equation (C .3) can be written as:
(C.4)
no
M  =  K r,G (C.5)
Equation (0 .4 ) may be transformed into:
K i  =  6 i jK r. (C.6)
where
h r ,  = A ”  =  K™  =  J £r- , r * - , <Tfl(e )^ -d £ : (0 .7)
and
.  /.x  _ e 2 I (e )r (e )
B m * ( l+ w Jr 2) ' (C.8)
<Tn(e) may be interpreted as an energy-dependent conductivity. Hence, equation
(0 .5 ) becomes simply:
M  =  + K ” )Q (0 .9 )
which yields:
(0.10)
If we put
G  = A  +  — A  x Bm* (C .l l )
in equation (0 .3 ), A  being given by equation (B.15), we get for J 2J5 :
Jd2D r 2 K x i E + f  A 1 A 21 V r  +  —  A'i2E x B +T  m* —  Kx2£i ~ K i iV T x B  m* T
( 0 . 12)
By comparing equation (0 .12) with equation (3.1) and working the energy
integrals out, we obtain:
(CM3)
and
Lyz = ^ k l n r c T a ) '  (0.14)
where the derivatives are with respect to energy.
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