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ABSTRACT
The optical potential for the elastic scattering of a-particles has
been related to the effective a-particle, bound nucleon interaction
averaged over the nuclear density. The scattering from several T = 0
systems has been calculated for which the neutron and proton densities
are approximately equal (and known from electron scattering). Two
parameters of the model were fixed using the Ca 4 0 data. As a test of
the model the other T = 0 systems were predicted (without any
additional parameters) in good agreement with experiment. The model
was then used to extract information about the distribution of nucleons
in the surface region For the T > 0 nuclei, Ni 5 8 , Ni 6 0 , Ni 6 2 , Ni 6 4,
Zr 9 0 , Pb 2 0 8 , and Bi 2 0 9 , the neutrons were found to extend beyond the
protons by at least 0. 2 ± 0. 1 F. Only a mass rms radius was
measured for Ar 4 0 . The results of these measurements are in good
agreement with previous measurements for the rms matter and
neutron radii of the T > 0 nuclei.
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CHAPTER ONE
INTRODUCTION
It has been long recognized that the elastic scattering of a-particles
could be treated as diffraction scattering (BI 54). An a-particle angular
distribution exhibits an oscillatory pattern similar to that of light
scattering from a hard sphere. The a-particles are strongly absorbed
by nuclei and major contributions to scattering in the diffraction region
come from graying distances where the half density points of the
a-particle and nucleus do not overlap (Be 70). Thus, as in the case of
light one should be able to determine something of the size of the nuclear
system.
Optical model analysis has also been used to describe the results
of elastic a-particle scattering. It was found, however, that there are
no unique potentials for any one description (Li 67). It was possible to
use families of potentials to describe the scattering. The important
quantity conserved in each of these potentials was the surface region
(Be 70). As long as the potential had the correct form in this region,
the scattering could be correctly described. Again a-scattering is
shown to be a surface effect.
The examination of these potentials for a-scattering had not
progressed substantially until Daphne Jackson recognized that it could be
related to the density distribution of a nucleus (Ja 65, Ja 69, Mo 69,
Ja 70). Before this time the optical potential found from elastic
scattering was used to generate distorted waves for DWBA calculations
to describe excited states in a nucleus. The information intrinsic in
elastic scattering itself was neglected. Many people did not
realize the capabilities of this model being one of the most sensitive
measurements of the size of the nuclear surface.
The a-particle is an appropriate particle to study the nuclear
density on the surface. It interacts equally with both neutrons and
protons except for the Coulomb interaction. It is tightly bound and on
the average has spin and isospin equal to zero. Thus, on the average,
any nucleon-nucleon potential used to relate the a-particle to the nucleus
will have the spin and isospin terms drop out. In an optical model
analysis this means that there are no complications from spin-orbit
coupling as in some techniques (Gr 70). Theoretically it is a simpler
particle to use in an optical model analysis.
Since the a-particle never penetrates deeply into the nucleon
interior, one need only know the a-particle, bound nucleon interaction,
VaN(r - r ), at relatively long distances. Here, VaN(r - r) is deter-
mined primarily from the range and strength of the nucleon-nucleon
interaction and the size of a-particle. The nucleon-nucleon interaction,
and therefore VaN, is determined from the fits to the low energy S wave
phase shifts (Re 69).
In this model the optical potential for elastic a-particle scattering
is taken as
U(rd = (R + iXI) S p(r) VaN(I - r ) d7 1.1
where p(r) is the density distribution of the nucleus whose volume
integral is A particles, and R and XI are empirically determined
functions of E, the a-particle energy. For T = 0 nuclei, it can be
assumed that the neutron distribution and the proton distribution are
approximately equal and can be obtained from electromagnetic experi-
ments. By fitting Ca 4 0 at various energies, XR and XI are determined.
These parameters are expected to vary with energy but not with the
mass of the target nucleus. As a test the cross sections from the T = 0
nuclei, 016 and Si28 , were successfully predicted (Be 71). So far as it
is possible it is concluded that this is a test of Eq. 1.1.
For T > 0 nuclei, Eq. 1. 1 can now be used to obtain information
about p(r). The parameters XR and XI are held fixed and p(r) is
parameterized by a Fermi shape,
p(r) = po[1 + exp (r - c)/a]-i. 1.2
The parameters c and a are varied until a best fit to the angular distri-
bution is obtained. The neutron distribution can then be extracted by
subtracting the proton distribution found by electromagnetic experiments.
It is critical to limit the data to only the regions of diffraction
scattering and the forward angles. Most optical model analyses are
used to fit all of the data with potentials of up to eight parameters.
This only confuses the information which can be gained in the diffraction
region. In the diffraction region it is possible to determine the size of
the nuclear system and something about the slope. By including other
regions of data which include other effects, this information is confused.
The model proposed here to obtain information about the distri-
butions of nuclei in the surface region gives accurate and detailed results
which are in agreement with other measurements of rms radii and with
Hartree-Fock calculations. The mass rms radii are determined up to
+ 0. 05 F; however, the a-particle is found to be most sensitive to a
density of approximately 1. 6 x 10-2 nucleons-F-3 at a radius defined as
r. Most results presented are presented at this point on the mass
distribution.
1.2 Diffraction Model
Since the model presented in this thesis is a diffraction model, it
is important to consider the diffraction model in more depth. The
dominant feature of the ca-particle scattering is that the wave front is
strongly attenuated at the nuclear surface. The differential cross
section can be conveniently derived by making use of the partial wave
expansion for the scattering amplitude, f(G);
f(8) = (2ik) (b- 1) (21 + 1) P (cos 8)
e =0
where k is the wave number and?7? is the complex reflection coefficient
of the th partial wave. In the diffraction model which is often called
the sharp cutoff model (Be 37, Be 65), any wave that has an angular
momentum smaller than f is absorbed. Where I is related to the
c c
size of the system by
hkRD = h (c (c + 1))2 , 1.3
and
7p = 0 for I < c, 1.4
7 = 1 for I > Ic 1. 5
rA c
As in the case of classical optics, this corresponds to an incident wave
which has a hole of radius RD cut out of it. Since this is the same as
Fraunhofer diffraction from a circular aperture of radius RD the cross
section can be written as
S(e) = f(6) 12 =(k R2D)2 ( ) 1.6
where x = 2k sin (8/2). Although this formula is from an extremely
simple theory, absolute cross sections are predicted and if one would
plot a (e)/(k RD) 2 one should have a universal curve for all elements. By
matching the minima and maxima of (J (x)/x)2 it is possible to get the
size of the system and plot o(8(kR )2. In Figs. 6. 1 and 6.2 are
examples of this type of plot. In plotting the cross section it can be
seen that the cross section falls off faster than the predicted curve.
This is due to the sharp cutoff assumption and can be remedied if the
transition from no to full absorption is made more gradually (Mc 60,
Al 65);
p7 = [1 + exp (I - Ic)/a]-1 1.7
where a is an empirically determined slope. Likewise, this smooth
cutoff could be introduced in configuration space (Bl 65).
From the diffraction model it can be concluded that a-particle
scattering in the diffraction region should be able to measure the size
and slope of the nuclear system. This model proposes the relationships
which can relate a-scattering to the size and slope of the nuclear matter
distribution using the diffraction region of the experimental angular
distributions.
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CHAPTER TWO
THE MODEL
2.1 The Optical Model
In defining the approximations used in this microscopic form of the
optical potential, it is necessary to examine the form of the general
optical potential and the approximations used. As in most phenomeno-
logical studies, the coupled channel calculations are neglected and only
the first diagram of Figure 2. 1 is used.
The method of attack on the formalism is similar to that done by
Feshbach (Fe 58). The Schroedinger equation is cast into the form
which best shows the scattered wave function. The projectile-nuclear
many-bodied problem is then reduced to one of a single projectile
scattering from a fixed potential well. Here the projectile is an
a-particle.
The Hamiltonian for the system is comprised of HA, the total
Hamiltonian of the A bodied nucleus; H , the Hamiltonian of the four
bodied a-particle; T(r), the kinetic energy operator, and V(r, A) where
A
V(r, A) = V(r, r). 2.1
i=l
Thus
H = HA +Ha+ T(r) + V(r,). 2.2
The unperturbed Hamiltonian for the system is
H = HA + HA + T(r). 2.3o Aa
0
OPTICAL
6+
4+
2+
0 ÷
2e 4
Figure 2.1
20
The eigenfunctions of H are
(H- E) Jnk) = 0 2.4
where I0) = •• pn(rl r A ) ) 1 )k. Antisymmetrization is
neglected. The I OPn)'s are the normalized states of the target nucleus,
rop) being the ground state. <poa) is the internal wave function of the
a-particle, and Ik ) is the free particle wave function for the projectile.
The eigenstate of H is IW). The sum is a sum over all discrete states
and an integral over all the continuous states of the system.
The Schroedinger equation for the total system is
(H - E) i~) = 0, 2.5
or
(H - E + V)I ) = 0. 2.6
This can be cast into a form which best illustrates the scattered wave
function:
(E- Ho ) l) = VI4); 2.7
1') = (1 ok> + V +) 2.8
E -H
o
where E = E + ii 7 , 1 -4 O , where the plus sign is chosen corresponding
to the boundary condition for an outgoing scattered wave. This equation
can be expressed as a single operator operating on the unperturbed state
of the system:
4) = 
.(9 ok) 2.9
where
+ = 1 2.10
E+ - H0
Equations 2. 9 and 2. 10 must now be reduced to the single particle
form:
tXk.) = ( ' 1k) , 2.11
= 1 + 2.12
E -T
where the Hamiltonian is
H ' = T(r) + U 2.13
and
(H' - E ) Xk) = 0 2.14
U being the optical potential.
In order to accomplish this reduction, the internal wave function
of the a-particle and all nuclear wave functions except the ground state
must be integrated out. In the following analysis the a-particle is
assumed to always be in its ground state. As the internal energy of the
a-particle is unchanged, this energy is therefore set equal to zero. The
reduction can be done by using nuclear projection operators. Projection
operators for the a-particle are not needed since it is assumed to remain
in the ground state. The operator Po is the projection operator for the
ground state, and
Q = 1 - P0 0 2.15
where Qo projects out all of the excited states of the nucleus.
Equation 2.10 becomes
P V OP
0 0 = 1 +
o O
E - T- HA H
a
Thus
2.16
This retains only the ground state of the nucleus. It is necessary to get
Equation 2. 16 into the form of the single particle equation, Equation 2. 12.
In the single particle notation
' = P OP .
0 0
2.17
The second term on the right must be considered a piece at a time.
Using Equation 2.15, the numerator becomes
Po V aPo = Po V P0 0 0 0 0Po + Po VQo n P o
It is clearly necessary to get the right side of the equation into a single
factor of Po 0 P . This is the same as eliminating the excited states of
the nucleus. Thus Qo 0 Po must be expressed in terms of Po 0 P .
From Equations 2. 10 and 2.15
Qo a Po QP + Qo Po 
P o
QoP o + +00 E  
- H o
Qo V Po
+
o
2.19
The first term on the right is zero when operating on nuclear states.
Multiplying by (E
(E+ - H ) Q
- HO),
o Q° VP a P o + Q VQ -QOPo.0O 0O 0 O0 0 O 2.20
Collecting terms in Qo 0 Po'
2.18
·1.· ~ · r
(E - Ho - Q V) Qo OP
and dividing by (E
= Qo V Po Po0 0O 0
- Ho - Qo V)
Qo0 Po
Qo V Po 2 Po
E+ - H -QV
OQO v
Therefore, Equation 2. 18 becomes
P V P0 0
E -H -QV0O 0
QoV] P. PO
Substituting this into Equation 2. 16,
1
PoP + V + 1
E - Ho -Qo V
Q0 VIPo1Po
-H
Letting this operate on the total unperturbed wave function, integrating
over all nuclear matrix elements, and making the substitution of
Equation 2. 17 gives
( p•oa IV+V 1
E -Ho -QV
E -T
O
where E + = E+
O
- EA since the internal a-particle energy is zero.
the optical potential can be identified as
= P p l0E+ H01 Qo V  l' °P,)
E' -H 0 -Q 0 VU~r) 2.2
2.21
2.22
2.23
Po P = 1+ 2.24
0' IXk) = i
2.25
Thus
--1 - Z __ 2 . .. 1 I'l"
m r-
&; - -T- A
Qo V (P•Po)&' I Xk)
U(r) 2.26
This potential is in general nonlocal and complex; however, the
usual procedure is to use a local potential (Fes 58, Fa 66). In order to
make up for this effect, the potential is taken to be energy dependent, as
shown in detail in Chapter 4.
2.2 The First Order Microscopic Optical Potential
The optical potential in Equation 2. 26 is an extremely complicated
function with an almost infinite number of channels coupled to the ground
state. Figure 2. 1 illustrates just two types of coupled transitions, the
. = 2 and I = 4 transitions in a rotational band up to the 6+ state. The
imaginary part of the potential can be simply understood in terms of open
channels which remove flux from the elastic channels.
For the purpose of this model, only the first term of the optical
potential is considered. The effect of the second term is neglected.
The optical model is approximated by
F (r) = ((Po oa V(r,A ) op0o)9 2.27
where V is defined by Equation 2. 1. If the approximation is made that
the a-particle sees only the sum of local projectile-nuclear interactions,
the potential can be written
A
F (r) = ((oi oi) V (r - ri) dr *-. dr A
i=l
where
V(i- r) = (9.1 V(G,A)J')
This approximation neglects all of the nuclear correlations. Each
nucleon is treated independently and clusters of target nucleons are
25
neglected. Also since there is no antisymmetrization of the incident
particle, the origin of the optical potential coincides with the center of
the target nucleus for any value of A, the target mass number (Jo 63).
This assumption is made in all phenomenological optical model analyses
of elastic scattering.
If Pi(ri) is defined as
Pi(r i) oj oj .n dr , 2.29
j=1
j# i
then
A
F (r) = Z Spi(ri) V( - ri) dr. 2.30
i=l
Replacing the dummy index of r i
A
Fo(r) = Si(r') V (r- r') dr' 2.31
i=l
But the density of the nucleus is defined by
A
p(r') = p Pi(r') 2.32
i=1
Thus the geometry of the optical potential becomes
F (r) = p(r') V (r - r') dr'. 2.33
This potential is real and the higher order terms have been neglected.
These imperfections are compensated by the multiplication of a complex
fudge factor, (kR + i Xi). This is the same as empirical optical model
procedures (Fa 66). Thus Equation 2. 33 becomes
UN(r) = (XR+iX I)Sp(r ' ) V (r - r') dr' . 2.34
Since the imaginary potential is essentially theoretically undefined,
the optical potential could also be written
UN(r) = (R + i 6 • ) p(r') V (r - r') dr' . 2.35
This causes the imaginary potential to be peaked in the surface region as
shown in Figure 2.2.
As most of the exit channels are surface reactions, it is to be
expected that the imaginary term which represents these channels be
peaked in the surface. Fortunately, the scattering is insensitive to the
imaginary potential as is shown in Chapter 4. The imaginary potential
need only fully attenuate the elastic wave in the interior of the nucleus.
All three parameters, XR, XI, and 6 , are to be determined empirically.
If this theory is to be credible, XR should be approximately equal to one.
From empirical fitting, XR varies with energy from 1. 03 to 0. 80.
Equation 2. 34 was first used by D. F. Jackson, et al. (Ja 70,
Mo 69, Ja 69, Ja 65) for elastic and inelastic scattering of a-particles.
Various densities were used and the a-nucleon interaction was considered
a variable in the earlier studies.
2. 3 Use of the Model
Equations 2. 34 and 2. 35 define a form of the optical model which
can be readily used to extract information about nuclear densities. All
quantities except those of the density must be known, a list which includes
XR XI and V(r - r i).
The first crucial assumption is that V (r - ri), the a-particle-nucleon
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r (F)
Figure 2.2
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interaction, can be determined from the results of nucleon-nucleon
scattering. As the Coulomb part of the optical model is considered
separately in the computer code used, V (r - r i) need only consist of the
nuclear term of the interaction. For an alpha-particle interacting with
a nucleus, only the low energy properties of this interaction need to be
known. Typically the important region of the optical model is only a few
MeV in depth (see Chapter 4), while the nucleon-nucleon interaction is
from 30 to 65 MeV deep for low energy nucleons (Re 69, Ba 71). This
region of the interaction is easily determined from effective range theory
as formulated in several texts (B1 52, Wi 63, El 66) and is discussed at
length in Chapter 3 of this paper.
Once the effective c-nucleon interaction is determined, XR and XI
can be found. The procedure is to use a closed shell, T = 0, spherical
nucleus which has the same density distribution for both neutrons and
protons. This allows the proton distribution, which is known from
electron scattering, to be used as the mass distribution, apart from a
renormalization. A nucleus which fits this description is Ca 4 0
Figure 2. 3 shows a Hartree-Fock calculation which gives a qualitative
description of the error in this assumption. The neutron-proton
difference accounts for less than a 2% error in the mass distribution in
the region of interest shown by the vertical lines.
Since the density and the interaction are known, the parameters,
XR and XI , can be determined by fitting the elastic scattering
differential cross section of Ca 4 0 using the optical model code SCANER
shown in Section 2.4. The technique is to vary XR and I until a best fit
is determined by the minimization of A where
29
A,
'I
LL~
*L
II
p
r4
O I 2 3 4 5 6 7 8
r(F )
Figure 2. 3
14. ...
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exp i
The assumption is now made that XR and XI depend only on the energy and
not the mass number. This assumption was tested for other T = 0
nuclei (Be 71) and is presented in Chapter 5. As is shown, there is no
discernible dependence on A. Once a fit is made for Ca 4 0 at a set
energy, R and XI are fixed. Any fitting done at the set energy uses the
same XR and XI regardless of the mass number of the target nucleus.
Once these assumptions are made, the model, Equation 2. 34, can
be extended to extract the nuclear matter distribution of T > 0 nuclei.
These results are shown in Chapter 5. The density is assumed to be a
Fermi distribution where
p(i) = po [ +exp( -rc . 2.37
The parameters c and a are varied until a best fit to the data is achieved.
2. 4 The Optical Model Code
The optical model code, SCANER, is a modification of an optical
model code written by E. Auerbach. SCANER solves the single
particle Schroedinger equation and calculates the a-particle wave functions
and elastic differential cross section.
The optical potential is considered to be of the form
U=VR+iWI+V = VR I c
where VR and WI are the real and imaginary nuclear potentials and Vc is
the coulomb interaction. While in general VR and WI have different
forms, SCANER considers the nuclear potential to be essentially
Equation 2. 34 or 2. 35 with XR and I or 61 parameters which can be
varied. The geometry of the optical potential, Equation 2. 33, can either
be read in from cards, or calculated internally. The geometry is read
in whenever the mass density distribution is known. An example of this
case is Ca 4 0 . Here the proton distribution from electron scattering is
taken to be the mass distribution. Then XR and XI are varied to achieve
a best fit to the elastic differential cross section. When the geometry is
calculated internally, the mass density is assumed to be a Fermi
distribution with c and a as parameters which can be varied. This
internal calculation is used whenever XR and XI are held constant and
the mass density p(r) is to be varied.
The Coulomb potential is taken to be the potential from a uniformly
charged sphere,
ZZP eV = r > R
c r c
2. 38
= e2 [3 r < R
S R 2 c2c R
c
where ZZP is the product of the a-particle and target atomic numbers.
R c is determined from the equation
Rc [R2 R2 2
c
where R is the RMS radius of the nuclear charge density and R is theNc ac
RMS radius of the a-particle charge density determined from electron
scattering.
Parameters, either the set (XR, XI) or (c, a), are varied over a grid
32
with A calculated for each point on the grid. A best fit is achieved when
A is minimized.
CHAPTER THREE
THE EFFECTIVE INTERACTION
In order to use Equations 2. 34 and 2. 35 to extract unambiguous
information about the surface of the nuclear density distribution, the
effective c-nucleon interaction must be independently determined. As
the low energy nucleon-nucleon interaction is known from effective range
theory, the nucleon-nucleon interaction is the logical place to start.
The procedure is to fold the nucleon-nucleon interaction over the finite
size to the a-particle. In principle the nucleon-nucleon interaction is
complex, energy-dependent, and non-local. The first two properties
are absorbed into the complex empirical factor (XR + i Xi). The non-
locality is neglected in the interaction since it is possible to fit nucleon-
nucleon 1 = 0 phase shifts up to 50 MeV with a simple local potential
which gives the correct values of the effective range parameters. This
interaction should then describe the interaction of up to 200 MeV
t-particles. Even though the non-locality is neglected in the interaction,
it is expressed in the energy dependence of XR which is shown in
Chapter 4.
In a nucleus the effects of correlations and the exclusion principle
would seem to prohibit the use of such a simple effective interaction.
However, as shown in Chapter 4, the a-particles elastically interact only
in the surface region of the nuclear density. Typically, only the 0. 10
density points overlap in diffraction scattering (Be 70). Unless there is
substantial clustering of the surface nucleons, the effects of multiple
scattering and the restraints imposed by the exclusion principle should be
greatly reduced as compared with nucleon scattering. Thus the effective
a-nucleon interaction might more closely approach the interaction
produced by the folding procedure with the free nucleon-nucleon interaction.
Pheonomenological potentials (Sa 68, Ga 58, Sa 54) which fit the low
energy a-nucleon scattering data need not be considered. Such scattering
at low energies is not a simple diffraction scattering and involves more
than the simple overlap of 0. 10 density points. It must be emphasized
that this theory is to be used only in the diffraction region. As
demonstrated in Chapter 4, even for a 104 MeV x-particle only the first 8
or 9 MeV of a nuclear optical potential is sampled; therefore, only the
long-range values of the a-nucleon interaction need to be determined.
These are best given by the averaging of the nucleon-nucleon potential
over the size of the a-particle.
In determining the a-nucleon interaction the equation to be evaluated
is
VaN (r) = (aI V (r , ri) a) 3.1
where the nucleon-nucleon potential is considered to be of the form (G166):
V (r-r = [ V0 0 + V0 1 1 '~2 + (V1 0 +V11 1 .T72 ).u 2 )]g(r-r ) 3. 2
where g(r - r i ) = exp (- (r- ri)2.
Since there are four unknowns in the above equation, the potential
needs to be known in four spin-parity states. Evaluating 3. 2 in the
singled-even and tripled-even states gives
1S: V = V SE 00 + V01 - 3 (V10 + V1 1 ) 3.3
3S1 VTE = V0 0 - 3V0 1 + (V 1 0 - 3Vll). 3.4
Evaluating 3. 2 in the singled-odd and tripled-odd states gives
P V 0 = V0 0 - 3V0 1 - 3(V 1 0 - 3V11 ) 3.5
P 1  VTO 0 = V00 + V0 1 + V1 0 + V1 1  3.6
Since it is known that the force is weak and possibly repulsive in the
odd states, the odd state interactions are set equal to zero. The
important term of the nucleon-nucleon scattering is V0 0 . From
Equations 3. 3, 3. 4, 3. 5, 3. 6
V - (V + V 3. 700 16 TE SE
and
V(r- r ) = V00 g (r - ri )  3.8
In the first order elastic scattering of a-particles, the a-nucleon
interaction is averaged over the ground states of the nucleus. For spin
zero nuclei the spin orbit contribution is zero. As shown in Appendix A,
V0 0 is a linear combination of a direct term and the Majorana exchange
term. As the range of the exchange is shown to be equal to that of the
direct in this approximation, XR corrects for exchange effects. So long
as the shape and the sensitivity region of the nuclear density are similar,
the first order exchange term will be included.
Evaluating Equation 3. 1
V a(r) = ,(r i) V (r - r i ) dri 3.9
where p (ri) is the density of nucleons in the a-particle and is assumed to
be Gaussian. Here nuclear correlations in the a-particle have been
Using Fourier transforms
3.10
For a Gaussian a-particle distribution the Fourier transform becomes
Pa ( q ) = 4 e
6 3.11
where a is the rms radius of the distribution of nucleons in the a-particle.
The Fourier transform of Equation 3. 8 gives
(3)3/2 4j2P 3 6 q2/4P 3.12
Thus the effective a-nucleon interaction becomes
=161 (43/2
aN~q = -q6
_q2b2
V0 0 e 6 3.13
2 2 3
where b = a 2 + 2
Transforming back into r space
V aN(r)
rN
= 4x3/2 -0ex r2
00 3.14
where
X = 2ap + 3
V N(r) = V e0 3.15
V0 = 4x 3/20
where
and
V0 0
neglected.
VN (q ) Pa (q ) V(q).
"
y = -= x
Equation 3.15 is the form of the VaN used in the folded optical potential
of Equation 2. 34. The parameter y is the inverse square of the range,
, of the interaction; y = 1/r 0 . To determine the value of the two
parameters, V0 and y, the nucleon-nucleon potential of Tang et al (Re 69)
used
-2SE: V0 = 66.92 MeV = 0.415 F 2  3.16
TE: V0 = 29.05 MeV P = 0. 292 F - 2 . 3. 17
Figure 3. 1 shows the fit to the I = 0 phase shifts for these
potentials in the TE and SE states. The crosses are the phase shifts
tabulated by MacGregor and Arndt (Ma 68) while the curve was calculated
using the above potentials.
The fit is acceptable up to 50 MeV where the single local interaction
is unable to describe the scattering. Table 3. 1 shows effective range
parameter calculated from the two potentials (Re 70). As one sees,
they agree within the errors determined experimentally (Da 68, No 64).
TABLE 3.1
Effective Range Parameters
n-p triplet
scattering length (F) effective range (F)
Theory 5.426 1.765
Experiment 5. 426 ± 0. 005 1.763 ± 0. 005
p-p singlet
scattering length (F) effective range (F)
Theory -7. 813 2. 745
Experiment -7. 816 ± 0. 005 2. 746 ± 0. 014
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The interactions in Equations 3.16 and 3.17 give, using Equation 3.15:
VaN(r - r z 24. 7 exp (-0. 261r-r 2 ) + 12. 8 exp (-0. 211r-r 2)Mev 3.18
a 37. 5 exp (-0. 241r - r 12 Mev 3.19
This interaction is essentially that of A. Bernstein (Be 70) where V0 = 37
and y = 0. 25. The single Gaussian form for VaN is preferred for its
simplicity. The double Gaussian form was tested on the Ca 4 0 and Pb208
at 104 Mev data. The well strength parameters, XR and X, were reduced
by 12. 2%; however, the results for the mass distribution for Pb 2 0 8
remained unchanged. Thus one sees the effect of making the simple
averaging to get Equation 3.19 from Equation 3. 18 is corrected by an
appropriate change in the values of R and XI. The analysis is therefore
made using the single Gaussian form for V
aN*
CHAPTER FOUR
A DESCRIPTION OF THE MODEL
4. 1 Determination of Errors
Before the model can be discussed it is necessary to define, as
precisely as the data allows, the procedure for determining errors.
Fitting experimental cross sections according to some type of least
squares analysis presents difficulties. Even when using a nonlinear
least squares analysis as presented by Cline and Lesser (Cl 70) or
Draper and Smith (Dr 66), the problems inherent in the experimental
errors are present. First, the experimental results are not normally
distributed--a criteria for using nonlinear least squares analysis. In
a-particle scattering the statistical errors account for only a small
percentage of the actual error in the cross section. Second, not every
laboratory includes all of the experimental errors into the errors in the
cross sections. Some laboratories give only the statistical errors in
the cross sections. Errors such as angular resolution and beam
inconsistencies are not included. Other laboratories give no errors in
the cross sections. Thus, in order to have some continuity in analyzing
the data from different laboratories, it is necessary to use a uniform
error.
Even though there are these difficulties, a least squares type of
analysis is used. A "best set" of parameters is determined by
= N1  exp i theory (, xl x2) 2
a(x1, x2) r(.) 4. e i=l exp 1
where (Xl, x2 ) are either of the two parameter sets, (XR, Xi) , (c, a). As
this is not a true statistical theory for estimating errors, even the
terminology used will be reduced in exactness. Instead of "errors, "
one refers to "parameter uncertainties"; instead of a "confidence level, "
2
one uses "level of uncertainty"; and instead of X one uses A.
As mentioned in Chapter 6, all data points which have errors
(whatever these errors may include) greater than or equal to 20% are
neglected. All other data points are assumed to have a 10% error.
The magnitude of this uniform error is unimportant since the level of
uncertainty is defined by A/Amin = 1. 5. The effect of this uniform
error in terms of fitting is to equally weight each point of the experi-
mental cross sections in the least squares type of analysis. The
computer scans empirical parameters and compares the theoretical to
the experimental cross sections to determine the minimum value of the
function A. The "best fit" cross section is defined as the cross section
which is calculated from a set of parameters that minimizes A.
Figure 4. 1 shows the parabolic dependence of A with the real well
strength parameter, XR, for Ca 4 0 E = 104 MeV. The A defined by the
level of uncertainty intercepts the parabola at points which give the
probable parameter uncertainty. The level of uncertainty is defined by
subjective judgement.
The easiest level of uncertainty that can be attempted is one which
has a linear dependence on the minimum value of A, Amin
. 
This type of
level of uncertainty will give a constant parameter uncertainty with an
increasing number of data points used. As shown by Cline and Lesser
(Cl 70) this is one property of a good error estimating technique.
Figures 4. 2 - 4. 7 show the cross sections which give a value of the
A = 1.25 Amin, 1. 50 Amin, 1.75 Amin , 2.0 Amin, 2.25 Amin' and
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2. 50 Amin intercepts on Fig. 4. 1, respectively. For the purpose of
this thesis the value of 2.0 Amin was chosen as the parameter
uncertainty limit, with 1. 5 Amin being the value of a probable parameter
uncertainty. If one looks at Figs. 4. 3 and 4. 5, it can be clearly seen
that the cross section which gives A = 2.0 Amin does not agree with
either the data or the best fit. For A = 1. 5 Amin the curve could be
accepted. On the basis of this simple subjective analysis the level of
uncertainty for the entire analysis is set at A = 1.5 Amin. The probable
parameter uncertainty in Fig. 4. 1 is taken as the intercept with the
parabola. It should be noted that this definition of a parameter
uncertainty was made at the beginning of this research without the benefit
of hindsight. Only the subjective judgement as to what is an acceptable
fit was used.
As the parameters of this model are always varied in sets of two,
(XR, XI) and (c, a), these intercepts define uncertainty ellipses in the two
parameter space. Discussion of these ellipses and their implications is
given in further sections.
As the method for estimating parameter uncertainties has been
established, the basic properties and assumptions of the model can be
more precisely defined. These include the validity of Eqs. 2. 34 and
2. 35; the assumption that XR and XI do not depend on the mass of the
target nucleus; the properties of the two parameter space, (c, a) and
(XR' XI); and the properties of the interaction and optical potential.
4. 2 Testing the Validity of the First Order Optical Model
Perhaps the most basic questions which must be answered are:
"Are Eqs. 2. 34 and 2. 35 valid descriptions of elastic alpha particle
scattering?"; and "Do the well strength parameters XR and XI depend on
the mass of the target nuclei?" Without an affirmative answer to the
first question this thesis is meaningless. Upon the second question
depends the idea of using this model as an extrapolation procedure to
get at information about the mass distribution of T > 0 nuclei.
Unlike some techniques which are used to extract information about
the mass and neutron distribution (Wi 70, Wi 67, No 69, Gr 71, Ta 72,
Ga 70, Sc 62, Al 70, Au 68, Bo 69), a-scattering provides a test
procedure. Since, as shown in Chapter 2, the T = 0 nuclei have the
proton distribution equal to the neutron distribution to within a small
error, scattering from T = 0 systems provides the test. One takes the
proton distribution found from electron scattering and M -mesic X-rays
and assumes that the mass distribution is twice the proton distribution.
The fits should be within the A = 1. 5 Amin level of uncertainty determinedmin
by empirically fitting each T = 0 system.
To answer the first question posed, the value of XR that minimizes
A must be approximately equal to 1. 0. This states that most of the
reaction is described by the simple first-order optical potential presented
in Chapter 2. Since XR varies from 1.03 to 0. 80, the first requirement
is met and most of the reaction is described by the first-order optical
potential. The fits to the data also must be considered to be of good
quality in terms of other empirical fits to the data. These fits include
not only the T = 0 nuclei but also the T > 0 nuclei. Figures 4. 8 - 4. 12
show the best fit curves as compared to the empirical curves fit at the
laboratories at which the data was taken. The laboratory energies vary
from 31 MeV to 104 MeV and the systems include 016, Ca40, Ni64 , and
90Zr 9 . The empirical wells are labeled by their references. For the
Ni64 and Zr90 fits, a seven parameter optical potential was used (Ha 69).
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For these fits the level of uncertainty is defined from the A produced by
the empirical fits from these other laboratories. The fit to the 31 MeV
data is marginal since it lies outside the A = 1. 5 Ami n level defined by
Lippencott's fit to the data (Li 67); likewise, the fit to the 42 MeV data
is also marginal since it lies outside the A = 1.5 Amin level defined by
Fernandez's fit (Fe 69). The fits for the 104 MeV data are reasonable,
lying within the level of uncertainty imposed by the seven parameter
empirical optical potential of Hausser et al. (Ha 69). The model thus
seems to work best at the higher energies where the energy per nucleon
is approximately 25 MeV and the wavelength of the a-particle is 0. 2 F.
For this thesis the data taken at 100 MeV or greater is used to extract
information about the mass distribution.
As far as can be tested, Eqs. 2. 34 and 2. 35 are considered valid.
To answer the second question, "Do XR and XI depend on the target
mass?", other spherical T = 0 systems must be predicted to within the
level of uncertainty mentioned above. As there is a dearth of good data,
only the spherical T = 0 nuclei taken at 104 MeV are considered.
Figure 4. 13 shows the empirical best fits to Ca 4 0 using the two possible
forms for the imaginary potential (Eqs. 2. 34 and 2. 35). The solid
curve represents the best fit for the volume imaginary potential with
XR = 0. 815 and I = 0. 46. The dashed curves were calculated using
surface absorption with XR = 0. 74 and ý = 0. 38. Both curves lie within a
level of uncertainty of A = 1. 5 Amin defined from the first set of values
for X R and X. Figures 4.14 and 4. 15 show the predicted curves for
16 28Sand Si . The solid curves were calculated using a volume
imaginary potential, while the dashed curves were calculated using a
surface imaginary potential. Both curves used the strength value found
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40from Ca at E = 104 MeV. The curves lie within the A = 1. 5 min
level of uncertainty defined by the XR, XI best fits for Si28 and 016
respectively. Therefore, as far as can be tested XR and XI or 61 do not
depend on the mass of the target nuclei.
As the volume imaginary potential gives the same scattering as the
surface imaginary potential, the volume imaginary potential is used for
the T > 0 analysis. This simplifies programming without a loss of
information. As shown in Chapter 2, the difference between the two
potentials is not important. The imaginary potential need only fully
attenuate the elastic a-particle wave function in the nuclear interior.
4. 3 Sensitivities of the Nuclear Mass Densities
The most important feature of this model is its ability to extract
information about the nuclear density distribution of T > 0 nuclei. As
the values of XR and XI do not depend on the mass of the target nucleus
as far as can be tested, the mass density can be parameterized and
information extracted. For the purpose of this thesis the mass density,
p(r), is assumed to be of a Fermi shape:
p (r) = + exp -
= PO 11 (Lanp-)r 4. 2
where c and a are parameters to be determined empirically. The nuclear
mass distribution is thus constrained by this shape which is not
necessarily physical reality. However, since a-particle scattering
determines the size and slope of the nuclear surface, this constraint
should not be prohibitive in extracting information.
The relationship between the scattering of a-particles and the
nuclear matter distribution can now be examined in light of this model.
To what region of p(r) is the a-particle scattering sensitive ? Since it is
a diffraction scattering, it must be the nuclear surface; but, what part
of the surface ? What is determined about p (r) in this region and what
are the parameter uncertainties ? These questions must be answered if
the procedure is to be deemed reliable.
This section will deal only with how information about p (r) can be
extracted by this analysis and how the parameter uncertainties are
determined. The presentation of the results of the analysis of the
various p(r)'s is made in Chapter 5. As mentioned in Chapter 2, the
parameters c and a are varied until a "best fit" to the data is found.
Again the "best fit" values of c and a are those values which minimize
the function A. The level of uncertainty which determines the probable
parameter uncertainty is defined by A = 1. 5 Amin'
Once the best fit p(r) is found the spacial region of sensitivity can
be obtained by cutting off the region of integration in Eq. 2. 34. These
are in fact cutoffs on p (r). The procedure is to use these cutoff
potentials to calculate cross sections which are compared to the experi-
mental cross sections by using the function A. The region of sensi-
tivity is determined by the cutoffs which give A = 1.5 Amin
.  
Figure
4.16 illustrates this procedure for the case of Pb 2 0 8 at E = 104 MeV.
The curves of A versus the p(r) cutoff are plotted. The intercepts of
A = 1.5 Amin determine the region of sensitivity. Table 4. 1 gives the
values of the cutoffs, r I and rE, and p (r I ) and P(rE), for several elements
throughout the periodic table where r I and rE are defined in the table.
In general this region extends from approximately 90% to 1% of the
central density. The vertical lines on any of the figures of nuclear
density distributions visually show these regions. It is interesting to
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TABLE 4.1
REGIONS OF SENSITIVITY FOR p(r)
= Interior cutoff.
= Exterior cutoff.
Percent of central density.
Element Energy r I  p(rI) PCD rE p(rE) PCD
(MeV) (F) (F - 3 ) (F) (F- 3 )
Ca40 31.0 3.20 0.1192 72% 6.32 0.0011 0.77%
Ca 4 0  41.78 3.20 0.1192 72% 6.20 0.0013 0. 8%
Ca 4 0  50.9 2. 70 0. 1430 87% 6. 65 0. 0008 0. 5%
Ca 4 0  104.0 2.83 0. 1385 85% 5.85 0. 0025 1.6%
Ni62  104.0 3.35 0.1407 90% 6.50 0.0020 1.3%
Zr 9 0  104.0 3.93 0.1385 92% 7.10 0.0027 1. 8%
Pb2 0 8 104.0 5.88 0.1297 87% 9.15 0.0020 1. 3%
Pb2 0 8 140.0 5.78 0.1274 88% 9.18 0.0021 1. 5%
rI
rE
PCD
note that the region of sensitivity is essentially equal for Pb 2 0 8 at both
104 MeV and 140 MeV, while the region of sensitivity for Ca 4 0 shifts
inward by approximately 0. 4 F as the a-particle energy is increased
from 31 MeV to 104 MeV. The shift in the region of sensitivity may be
continuous; however, since there is a gap in the data between 50 and
100 MeV, only certain observations can be made. At the lower energies
where the lower partial waves are scattered (Ic = 14 to Ic = 19), the
a-particle is sensitive to a region that extends from 75% to 0. 7% of the
central density, while at higher energies where higher partial waves are
scattered (c = 26 to = 39), the a-particle is sensitive to the 90% to
1% region. If this model is to be believed, the a-particle is sensitive
to regions where the density is only 0. 0022 to 0. 0008 nucleons/F - 3
One wonders, if the a-particle is sensitive to a density of 0. 0022
nucleons/F - 3 would it be sensitive to charges of this order of magnitude
in p(r) in the region of sensitivity? In order to answer this question
the paramer uncertainties for c and a must be investigated. The
problem is constrained by the Fermi shape.
As mentioned in section 4. 1, the level of uncertainty which
interceps a parabola in one parameter space creates an ellipse from the
family of parabolas in two parameter space. Thus, in c, a space a
parameter uncertainty ellipse (like those in Figs. 4.17 and 4. 18) contains
the information about the uncertainties in the density in the regions of
sensitivity. Figures 4. 17 and 4. 18 illustrate the limit of parameter
uncertainty (the outer ellipse) and the probable parameter uncertainty
(the inner ellipse) for Pb 2 0 8 and Zr 9 0 at 104 MeV. As can be seen,
there is a "hard direction" and a "soft direction" in the ellipses. The
end points of the "hard" or "soft" directions are defined as the intercepts
I.2
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of these directions with the ellipse of probable parameter uncertainty
(the inner ellipse). Obviously, something must be conserved in the
"soft direction" and not conserved in the "hard direction. " In the
following it will be shown that two quantities, (Rk) 1/k and r, are
conserved in the "soft direction. " The parameter uncertainties for
each of these quantities are determined from the "hard direction" on the
error ellipse which gives the maximum variations. The dashed line in
both figures is the line of constant rms radius. In neither case is the
rms radius conserved. The rms radius, however, varies more slowly
than r and the uncertainties on the rms radius are either the same or
less than those for r.
Before investigating the "soft direction" to find the conserved
quantities, it is interesting to look at the effect of going to the end points
of the parameter uncertainty ellipse and see the change in the cross
section. For clarity the points in Figs. 4.19 and 4. 20 are taken from
the ellipse of the limit of parameter uncertainty (the outer ellipse) and
the cross section of Pb2 0 8 at E = 104 MeV are used. In each plot the
dashed line is the curve calculated from the limits of parameter
uncertainty shown in the corresponding ellipses. The best fit corres-
ponding to the center of the ellipse is plotted as a solid line. As can be
seen in Fig. 4.19, a change in the "soft direction" causes the cross
section to remain in phase with the best fit while changing in magnitude.
It was mentioned in the introduction that the phasing of the maximum and
minimum of a diffraction plot determines the size of the system. Since
only the diffraction region of the cross section is considered, the soft
direction must at least conserve a value of the size of p(r). From
Fig. 4. 20 it can be seen that a change in the "hard direction" causes the
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b
cross section to remain constant in magnitude while changing phase with
the best fit. From the discussion on diffraction scattering this
direction must not conserve the size of p(r) and constitutes a parameter
uncertainty in the value of the size of p(r).
In the analysis using parameter uncertainty ellipses it was noticed
that the ellipses increased with a decrease in the mass of the target
nuclei. This effect can clearly be seen by comparing the ellipses for
Pb2 0 8 and Zr 9 0 at E = 104 MeV and is caused by a fundamental character-
istic in a-scattering cross section. When one holds the incident
a-particle energy constant and varies the mass of the target nuclei, one
finds that the number of oscillations in the cross section per 40 degrees
of the center of mass angle increases with an increase in mass. Thus,
a cross section has more and steeper maxima and minima for a heavier
nucleus. More experimental points are in the positions along the steep
slopes of the cross section where small changes in parameter space
cause larger changes in the theoretical cross section. This causes A
to change more rapidly with a change in parameters. Ellipses, thus,
increase in size with a decrease in mass. This increase in the
ellipse occurs mainly in the "soft direction" causing the error ellipse to
elongate. Physically, this causes greater uncertainty in the slope of
the p(r) with decreasing mass. For the E = 104 MeV data the
40 208uncertainty in the slope varies from 71% for Ca 4 0 to 16. 5% for Pb
One of the first techniques that can be applied is to find which
moment of r is conserved. Such a game is played in . -mesic X-ray
analysis (Fo 69). The idea is to calculate (Rk 1/k for several distri-
butions along the soft direction at several values of k. The point where
the lines cross is the moment which is conserved. Figure 4. 21 shows
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this crossover point for the distributions of Zr 9 0 from E = 104 MeV
scattering. The moment conserved along the soft direction is the
3.38t h moment. For Pb2 0 8 the 4. 75t h moment is conserved. The
meaning of these moments is clear from Fig. 4. 22. Here are plotted
p(r) r 4 , the integrand for the rms radius, and p(r) r6' 7 5 the integrand
for the 4. 7 5 th moment of Pb 2 0 8 . More of the integrand for the 4. 7 5th
moment is contained in the region of sensitivity shown by the dashed
lines. The a-particle is thus sensitive to a region of the surface of the
nucleus which is described more properly by the 4. 75 t h moment of p(r)
than the rms radius. This procedure is just a semiquantitative state-
ment that the a-particle is sensitive to only the surface region. The
results for several other nuclei are presented in Table 5. 3 of Chapter 5.
The parameter uncertainties presented in this table are found by
calculating the value of (Rk )l 1/k at the end points of the "hard direction"
of the error ellipse, Fig. 4.18. Figure 4. 23 illustrates the effect of
the "hard direction" for Zr 9 0 . The. parabola represents the "hard
direction" where the 3. 3 8th moment is not conserved. The level of
uncertainty intercepts the parabola at the end points of the "hard direction"
of the error ellipse, giving a probable parameter uncertainty of ±0. 05 F
for the value of (Rk 1/k = 4.54 F. The dashed curve shows the phase
shift in the cross section for this uncertainty as compared to both the
data (the crosses) and the best fit curve (the solid line). As was
mentioned before, the "hard direction" represents a change in phase of
the cross section, while the "soft direction" represents a change in
magnitude with constant phase, and from a diffraction theory the change
in phase represents a change in the size of the system. Parameter
uncertainties for other nuclei are presented in Table 5. 3.
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As the conserved kth moment is a rather unusual quantity of
p(r), there is the desire to find a quantity which can give more intuitive
information. To pursue this the distributions determined by the end
points of the soft direction and the best fit are plotted in Figs. 4. 24 and
4. 25. The object is to see if there is any noticeable quantity conserved.
As can be seen in both figures, there is a radius at which all the
densities from the "soft direction" cross. This radius is defined as r.
The scattering of a-particles must be very sensitive to the values of the
density in the vicinity of r. This well-defined density is p(r). The
figure further shows that any shape of p(r) should be acceptable as long
as it passes between the dashed p(r)'s and crosses the best fit p(r) (the
solid line) at r. Thus, the p(r)'s which are acceptable are correlated
to the values of r, p(r), and the slope of the best fit p(r) in the vicinity
of r. If a p(r) is greater than the best fit p(r) for r < r it must be less
than the best fit p(r) for r > r and equal to p(r) at r. Chapter 5
illustrates this correlation for the case of a Hartree-Fock p(r) for
Pb2 0 8 that fits between the dashed curves of Fig. 4. 24 but does not
fulfill the correlation criteria. As with the conserved moments the
error in r is determined from the "hard direction" of the error ellipse.
Another quantity which is tabulated in Chapter 5 is (1/p) (dp/dr)r
.r=r
This quantity shows the sensitivity of a-scattering to the slope of p (r) in
the vicinity of r where p(r) is known. The error in the slope is deter-
mined from the end points of the "soft direction" where the change in
slope is greatest. As the uncertainty in the slope increases with
decreasing mass, the slope in the vicinity of r is determined to within
4020871% for Ca 4 0 and 16. 5% for Pb 2 0 8
It was noted earlier in this section that the &-particle was sensitive
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to 0. 0022 nucleons/F - 3 at the exterior cutoff. In the region of
sensitivity where r < r, p(r) can differ by 0. 02 nucleons/F - 3 and still
give an acceptable fit to the data. Thus, the a-particle has different
sensitivities for different sections of the region of sensitivity. In light
of this, several attempts were made to determine a sensitivity function
which would show the sensitivity of the a-particle to different sections
of the sensitivity region. These attempts include r2p(r) VaN(r, RD)
k+2
where RD is the diffraction radius, and p(r) r is the integrand of the
conserved moment. As they were unsuccessful no figures are presented.
These attempts are mentioned for the convenience of those who will
continue with this technique so that no-one else will attempt to use these
functions.
4. 4 Determination of the Neutron Density
In reality the a-particle is sensitive to the surface of the entire
nuclear mass distribution. In order to extract any information about
the neutron distributions, pn(r), for various nuclei, it is necessary to
use the proton distribution, pp(r), found from electron scattering and
M-mesic X-rays results. The procedure for determining the pp(r) from
the charge distribution is described in Appendix B.
As the p(r) is determined by a-scattering and the pp(r) is known
from electron scattering, Pn(r) can be determined by simple subtractions.
pp(r) is subtracted point by point from the p(r) to produce pn(r). As the
a-particle is most sensitive to r and moments of r other than the rms
radius, results for p(r) are expressed in the r formalism. The
procedure is to plot pn(r)/N and pp(r)/Z versus r for all the T > 0 nuclei
for which p(r) is determined. The intercepts of the p ()/A line.determine
the quantities r n and r p. These quantities give the size of pn or pp in
the vicinity of r. Figure 4. 26 illustrates this procedure for Zr 9 0 at
104 MeV. The uncertainties for r are taken to be the error of the rms
p
radius of the charge distribution found from electron scattering. The
uncertainties for r are taken as the linear sum of uncertainties for r
n
and r . This uncertainty of r is used instead of a sum in quadraturep n
since the uncertainty of rn is correlated directly to the uncertainties of
r and r . As with p(r), the slopes and rms radii are also recorded in
Chapter 5. The uncertainties in the slope of pn(r) are determined by
the extremes of the c, a uncertainty ellipse for p(r).
4. 5 Sensitivities of X and XR -I
In section 4. 2 it was pointed out that as far as can be tested the
values of XR and XI do not depend on the mass of the target nucleus;
however, these parameters do have uncertainties as defined in section 4.1.
Since any variation in these two parameters is tantamount to a breakdown
in the original assumption, it is necessary to investigate the effects of a
variation of XR and XI on the determination of ap (r). It is interesting
to note that one effect which could physically give rise to an error in the
determination of R and XI is the charge distribution from the neutron
distribution. In this model the experimental charge distribution is
considered to be caused entirely by the protons. As shown using
Hartree-Fock densities (Ne 72) and the neutron form factor, the neutron
distribution in Ca 4 0 can also give rise to a part of the nuclear charge
distribution. Figure 4. 27 illustrates this calculation with the vertical
lines marking the region of sensitivity. Since the magnitude of this
charge distribution is only a few percent of the proton distribution and
since it changes sign in the region of sensitivity the effect on R and XI
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should be small and within the uncertainties.
In Chapter 2 it was mentioned that XR and XI should be dependent
on energy. This made it necessary to find a set of values for XR and XI
for Ca 4 0 for each energy used. This energy dependence is illustrated.
Since this is a two parameter space uncertainty, ellipses are
formed. Figure 4. 28 illustrates this for the case of Ca 4 0 at 104 MeV.
The outer ellipse corresponds to the uncertainty limit, A = 2.0 Amin'
while the inner ellipse corresponds to the probable uncertainty,
A = 1. 5 Amin
. 
Again there is a "hard" and a "soft" direction where
values in the "soft" direction cause a change in the magnitude of the
cross section with constant phase, and values in the "hard" direction
cause a change in phase as shown in Figs. 4. 29 and 4. 30. The numbered
lines on these figures correspond to curves calculated from the values of
XR and XI at the numbered points on Fig. 4. 28.
Of real interest is the effect of variations in XR and XI on the
values of p(r). As Pb2 0 8 is the element at which the parameters of p(r)
are the most sensitive to variations, emphasis is made on the effects of
variations in XR and XI for Pb2 0 8 at 104 MeV. Two types of variations
were used - correlated and uncorrelated variations. Correlated
variations correspond to going along either the "hard" or "soft"
directions, while uncorrelated variations correspond to holding one
parameter fixed while varying the other. The A = 1. 5 Ami n intercept
determines the values. Table 4. 2 shows the effect of these two types of
208
error for Pb2 . The results are expressed in terms of the more
intuitive r procedure and the rms radius. In all cases the uncertainties
overlap. An uncorrelated variation of XR by 2. 8% produces a 0. 6%
change in r and a 1. 2% change in the rms radius, while an uncorrelated
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TABLE 4.2
Pb 2 0 8 E = 104 MeV
EFFECTS OF A VARIATION IN R ,
Best Fit Uncorrelated Correlated
3 4 "soft" "hard"
XR  0.810 R = 0.833 R = 0.810 R = 0.8641 R =0.8202
XI = 0.460 XI = 0.460 x I = 0.485 XI = 0.490 XI = 0.440
r 7.90 ± 0.06 7.85 ± 0.06 7.80 ± 0.06 7.80 + 0.06 7.81 ± 0.06 F
(1/p)(dp/dr)r -1.80 + 0.30 1.79 ± 0.26 1.85 ± 0.26 1.80 ± 0.26 1.76 0.26 -F-1
rms 5.59 ± 0.06 5.52 ± 0.06 5.59 ± 0.06 5. 56 ± 0.06 5.59 ± 0.06 F
variation of XR by 5. 5% produces a 1. 3% change in r and a 1. 3% change
in the rms radius. In all the cases shown the rms radii lie within the
uncertainty of the best fit. The slope at r also agrees to within the
uncertainty of the best fit and is not sensitive to change. For Ca 4 0 only
the rms radius was examined with the result that a -7. 3% uncorrelated
variation of XR produced a 1. 9% change in the rms radius, while a
change in XI had no noticeable effect. For Zr 9 0 a -8. 0% uncorrelated
variation of XR produced a 2. 1% change in the rms radius, while a
variation of XI likewise had no noticeable effect.
A property of the optical potential is that XR and XI should vary
with energy. As the energy increases, it would be expected that more
reaction channels could be opened. As the number of reaction channels
increases and more flux is removed from the elastic channels, one would
intuitively expect the imaginary strength to increase with energy, while
the real strength decreases. These expected trends are borne out in
Figs. 4. 31 and 4. 32, where XR and XI are plotted versus Ecm. The
parameter uncertainties shown are the uncorrelated uncertainties which
increase with decreasing energy. This variation of the uncertainties
with energy is caused by the properties of the cross sections as discussed
in section 4. 3. The uncertainties are larger still since the fits to the
low energy data are only marginally good. A plausible explanation for
these poorer fits is made in section 4. 7.
The fact that the parameter uncertainties for XR and XI increase
with the decrease in energy and the problem of fits at lower energies
makes use of this model at lower energies questionable. Ideally, one
would like to use data above 100 MeV where the uncertainties become
small and fits are improved.
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4. 6 The Sensitivity to the Range of the Interaction
The only remaining parameter not considered is the range, ro, of
1
the a-nucleon interaction, r = y 2. In the nuclear interaction the
strength, V o , is corrected by the empirical determination of XR.  In
order to be able to use this model with confidence, the sensitivity to the
parameter y must be determined. This parameter is determined from
nucleon-nucleon scattering and one is interested in knowing what effect
an error in y will have on the determination of p(r). The procedure is
to change y by 20% (an 8. 8% change in r ), redetermine XR and XI
empirically, and predict the cross sections for the nuclei using the best
fit densities. Again these best fit densities were determined using a
-2
y = 0. 25 F -2. The deviations in the predicted cross sections from the
best fit cross sections represent the result if the wrong y had been used.
No attempt is made to determine a new set of error ellipses except for
2 0 8
Pb The concern is that the cross sections lie in the A = 1.5 Ami n
uncertainty determined by the best fit.
The empirical fit to the Ca 4 0 cross section at 104 MeV is shown
-2
for ay of 0. 3 F-2 in Fig. 4. 33. The XR and X have increased by 56%
from the best fit values. The cross section agrees with the best fit
cross section within the uncertainty.
Once the values of XR and XI have been determined, the assumption
of mass independence can be retested with the new y in the other T = 0
nuclei where the p(r) is considered known. Figures 4. 34 and 4. 35 show
the fits to 016 and Si 2 8 at 104 MeV. In both cases the cross sections
are essentially equivalent and lie within the probable uncertainty. The
fundamental assumptions of the model are thus still valid as far as can
be tested.
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The new y can now be applied to T > 0 nuclei. Figures 4. 36 and
4. 37 illustrate the effect of the change in y for Zr 9 0 and Pb 2 0 8 at
104 MeV. For Zr 9 0 the cross section is slightly increased in magnitude
(18% being the greatest increase on the fourth maxima); however, the
curve is still within the probable uncertainty. For Pb 2 0 8 the increase
in the magnitude of the cross section causes the fit to be unacceptable.
For a y of 0. 3 F -2 the cross section maxima are increased by up to 60%;
however, the size of the system should still be determined since the
cross sections are in phase. Table 4. 3 gives the results for a 10%
increase in y (a 6. 2% decrease in r o ) which is probably a more reasonable
error since this value of y is accepted by some (Ba 71). The rms radius
has changed by 1. 1% while the slope has changed by 12. 5%. Both lie
within the uncertainties of the best fit. The value of r, however, has
changed by 2. 4% and lies outside the uncertainty. The size of the system
as expressed by r is sensitive to 10% changes in y, while the rms radius
is not.
The model is therefore not extremely sensitive to an error in the
range of the interaction. The change in the values of XR and XI is able
to compensate for most of the error and the results of p(r) are deter-
mined for all except r to within the uncertainties. A 10% change in y
produced a 2. 4% change in r.
4. 7 Sensitivities of the Potential
This section deals with the general sensitivities of the potential
used in the scattering model. Most properly, the actual sensitivities of
the optical model for scattering are the sensitivities of the potential well
itself. Determining the sensitivities of the optical potential can create
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TABLE 4. 3
Pb 2 0 8 E = 104 MeV
EFFECTS OF A 10% ERROR IN y
r 7.90 ± 0.06 7.71 ± 0.09 F
-2 -2
(dp/dr)r = 2. 69 ± 0. 44 3. 03 ± 0. 39 -10 F
(1/p)(dp/dr)r = r 1.80 + 0. 30 1.52 ± 0. 20 -F-1
rms 5. 59 ± 0.06 5. 53 ± 0.07 F
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problems since cutoffs on U(r.) produce discontinuities in the
calculation and physical sensitivities are hard to determine. Because
of these discontinuities only the exterior cutoffs on U(ra) can be deter-
mined with any trust.
It has been known for a number of years (Dr 63) that only the
surface region of the optical potential is responsible for the scattering
cross section. Any optical potential is satisfactory as long as it gives
the correct values in the surface region. This is illustrated in Fig. 4. 38
where these two potentials (Li 67) produce essentially the same scattering
cross section as shown in Fig. 4. 47. The concern of this thesis is more
properly the region of sensitivity which should approximately correspond
in size to that of p(r) and any points of special sensitivity such as a
crossover point. Also of concern is the actual effective potential, Veff
which the computer uses and the effects of this on the scattering cross
section.
Perhaps the easiest quantity to find is the exterior cutoff on the
optical potential. As with p(r) the procedure is to set U(r.) = 0 for
ra > rE, the exterior cutoff, and find the cutoff which gives A = 1. 5
Amin for the fit to the data. Such a procedure was tried for several
nuclei and the results are listed in Table 4. 4. In all cases U(r E) is
only a few tenths of an MeV. These values are very small compared to
the values of the effective potentials shown in Figs. 4. 41 to 4. 46.
Veff (raE) is in the 20 to 75 MeV range. It is interesting to note that the
value of U(r ) at the cutoff tends to decrease with mass while the effective
potential increases to as much as 75 MeV for Pb 2 0 8 at 104 MeV.
The interior sensitivity is more difficult to describe. There are
basically two techniques which can give an approximate sensitivity limit,
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TABLE 4.4
OPTICAL POTENTIAL CUTOFFS
Energy
(MeV)
U(rcutoff)
(MeV)
31.
41.
50.
104.
104.
104.
104.
8.
8.
8.
8.
8.
10.
12.
100
Element
Ca 4 0
Ca 4 0
40Ca
Ca 4
0
Ni 6
2
Zr 9
0
Pb 2 0
8
CUTOFFS
raE(F)
101
r a. The first is to examine potentials which give essentially the same
scattering cross section and identify the point, rai, where they differ by
an appreciable amount (10% in this case). The 10% limit was chosen
since in general 10% changes in XR cause A = 1. 5 Amin. Figures 4. 39
90 208
and 4.40 show examples of potentials for Zr and Pb 2 . Here the
best fit potential is compared with the potential arising from cutoffs on
p (r). These cutoff potentials produce a fit of the quality A = 1. 5 Ami n '
The ral which result are listed in Table 4. 5 The lengths of the regions
of sensitivity shown in Table 4.7 are approximately the same as that
used for p(r), except for Ca 4 0 at 31 and 41.78 MeV. In section 4.2 it
was pointed out that the fits to Ca 4 0 at these energies are only marginally
good. That the region of sensitivity of U(ra) abruptly changes is the
first clue that something is different. This will be considered in more
detail later in this section.
The second technique is to examine the effective potentials for
I = Ic, where c is the value of 1 at which the reflection coefficient,
i , equals 0. 5. Veff is a sum of the nuclear, Coulomb, and centripetal
terms in the potential. Figures 4. 41 to 4. 46 show these effective
potentials for Ca 4 0 at several energies, Zr 9 0 at 104 MeV, and Pb 2 0 8 at
104 MeV. The outer dashed line is the exterior potential cutoff, raE.
The horizontal dashed line is E cm which intersects Veff at the classical
turning point, r t . This turning point can also be thought of as an
interior sensitivity since the a-particle wave must be attenuated past
this point. If one compares r t to ral, one finds that rt is 1.0 F further
out on the potential than rai. The exceptions are for Ca 4 0 at the lower
energies. This is a second clue as to what could be causing the
marginal fits to the data at these energies.
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TABLE 4. 5
INTERIOR OPTICAL POTENTIAL SENSITIVITIES
Energy r U(r )
Element (MeV) (F) (MeV)
Ca 4 0  31.0 6.90 4.84
Ca40 41.78 6.90 4.52
Ca40 50.9 5.85 16.8
Ca40 104.0 6.15 10.4
Ni 6 2  104.0 6.55 13.5
90Zr 104.0 7.05 17.0
Pb2 0 8 104.0 9.25 11.0
= Interior potential sensitivity limit.r
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TABLE 4. 6
CLASSICAL TURNING POINTS FOR . = c
r t  U(r)
Element Energy U(
(F) (MeV)
40Ca 31.0 14 2.45 172
Ca40 41.78 17 6.80 5.4
(3. 70) (96. 5)
Ca 4 0  50.9 19 6.65 6. 8
Ca 4 0  104.0 26 6.20 9. 3
Ni62  104.0 29 6.90 9.1
Zr 9 0  104.0 32 7.75 7.4
Pb 2 0 8 104.0 39 9.90 4.5
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To decide which represents the actual sensitivity limit, one needs
to compare the length of the sensitivity regions to that found for p(r).
The region for the potential should be approximately the same length as
for p (r). Using this criteria, r i is a better presentation of the
sensitivity limit than is r t . It is interesting to note that the optical
potential sensitivity regions for Ca40 at E = 31.0 and 41. 78 MeV are half
the size of the other regions. The a-particle must be much less
sensitive to p(r) since the sensitivity region for p(r) is approximately the
same length as for the other elements. At best, one would be trying to
extract the same information about p(r) using only one-half the potential
sampling. Thus, one does not expect to gain much information on p(r)
from a-energies of up to 45 MeV. It is also interesting to see that the
a-particle is only really sampling a region of the potential up to approxi-
mately 15 MeV. This is true even for a 104 MeV a-particle and is just
another statement that the a-particle is strongly absorbed.
With p(r), one size parameter which was determined by the soft
direction of the c, a ellipse was r. Likewise, the crossover points of
the potentials created from this soft direction give rise to a point, ra '
for the potential. Since the p(r) in the soft direction have a common
density at r, so also the potentials have a common strength at ra'
Figure 4. 47 illustrates this conserved point for Pb2 0 8 from the densities
found from the 104 MeV scattering. The entire figure lies within the
region of sensitivity found in Table 4. 5. Table 4. 8 gives these cross-
over points for several elements. This conserved point is only a few
MeV even for 104 MeV a-particles. Table 4. 8 also contains the
Coulomb corrected fiffraction radii and to within 5% or less mr agrees
with RDC. The errors in RDC are the standard deviations.
r(F )
Figure 4.47
* a
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TABLE 4.7
OPTICAL POTENTIAL SENSITIVITY REGIONS
Element Energy Arp Ar U  Ar U
(MeV) (F) (F) (F)
Ca 4 0  31.0 3.12 1.45 5.90
40
Ca 41.78 3.00 1.10 1.20
4.30
Ca 4 0  50.9 3.95 2.80 2.00
40Ca 104.0 3.02 2.80 2.75
Ni 6 2  104.0 3.15 2.45
Zr 9 0  104.0 3.17 2.98 2.30
Pb2 0 8 104.0 3.40 3.00 2.35
ArU
Ar
Ar p
= r - r
rE r
= r E - r
El
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TABLE 4. 8
POTENTIAL SENSITIVITIES IN r
These diffraction radii are Coulomb corrected.
Element Energy r. RDC U(r )
(MeV) (F) (F) (MeV)
Ni 5 8  104 7.25 7.41 ± 0.17 4.84
Ni 6 0  104 7.28 7. 49 ± 0. 13 4.93
Ni 6 2  104 7.22 7.59 ± 0.16 6.05
Ni 6 4  104 7.39 7. 64 ± 0. 08 5.55
Zr 9 0  104 7.93 8.34 ± 0.14 5.92
Pb 2 0 8 104 10.00 10.03 ± 0.19 4.75
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Now that the sensitivities of U(r) have been considered, one can
return to the lower energy data and to the question of the marginal fits
presented in section 4. 2 and Chapter 6. There were two definite clues
that something is different about the scattering at these lower energies.
The first was that the length of the region of sensitivity of U(r ) drops to
half that for other energies and elements. The second was that r t first
has two values for 41.78 MeV, then a deeply interior value for 31.0 MeV.
To consider what is happening, Figs. 4. 41 and 4. 42 must again be
examined. Unlike the effective potentials in Figs. 4. 43 to 4. 46, these
Veff have a dip toward the interior of the nuclear potential. It is
important to remember that the computer considers only the nuclear
potential and not the nucleus itself. In reality the a-particle never
reaches the interior turning points shown in Figs. 4. 41 and 4. 42, but is
attenuated at the nuclear surface. The computer, however, considers
Veff to be reality. In such a potential situation the a-particle can
penetrate a barrier and pass into this depression. The imaginary
potential which is responsible for removing this possibility probably does
not have the ability to fully damp this, and on paper (computer paper) the
a-particle can reflect from the interior surface of Veff. Thus, the
a-particle is reflected from two surfaces and an interference of the two
wave fronts occurs. This could cause a depression in the cross section
as can be seen in the third maxima of Ca 4 0 at 31.0 and 41.78 MeV.
This effect can just be noticed in an empirical Wood-Saxon fit to
Ca 4 0 at 31 MeV (Li 67). Lippencott used two potentials with central
strengths of 50 and 185 MeV, Fig. 4. 48. The effect is a slight
depression in the cross section for V = 185 MeV which does not appear
for the 50 MeV potential, as shown in Fig. 4. 48. If one examines the
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effective potentials, Fig. 4. 49, one sees that the 50 MeV potential does
almost completely away with the depression in Veff
. 
This could allow
the a-particle to be attenuated in a manner closer to reality.
One must conclude that this model should not be used at energies
below 45 MeV. It seems necessary to have the higher I values in
c
order to compensate for this simple optical potential's inadequacy. The
imaginary potential probably is not sufficient to be able to correctly
attenuate the a-particle wave front at these energies.
4. 8 Coupled Channel Effects
Even though this model is a first-order optical model, it is
interesting to consider the effect of a coupled channel's optical model on
the cross sections. For spherical, closed shell nuclei, such an effect
should not be very important; however, the effect for nuclei with low-
lying, easily excited states is noticeable.
Using the optical potential of Hauser et al. (Ha 69), the effects of a
coupled channel scheme using f 2 and P4 (as illustrated in Fig. 2. 1) were
calculated by H. Rebel (Re 71) for Si 2 8 and Ne 2 0 at 104 MeV. The cross
section for Si 2 8 was found to decrease by 22% at the second maxima
(Fig. 4.50) when the values P2 = -0. 317 and 04 = 0. 078 were used. For
20Ne the cross section decreased by 28% at the second maxima (Fig. 4. 51)
when 92 = 0. 347 and #4 = 0. 113 were used. Thus, one must conclude that
in order to be able to apply any microscopic optical theory, such as this
one, one must use coupled-channel techniques. For this reason, this
model should be used for spherical nuclei which do not have easily-
excited, low-lying states.
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CHAPTER FIVE
NUCLEAR DISTRIBUTIONS
This chapter presents the results of the analysis procedure out-
lined in the preceding chapters. Results are presented for only the data
above 100 MeV since there are problems with the other data and energies
below 50 MeV.
This model can be used in two different ways to extract information
about the nucleus. The first is to empirically determine p(r) and
extract pn(r) using pp(r) from electron scattering. This procedure is
well outlined in Chapter 4. The second is to test theoretical p(r)'s.
This includes all of the recent Hartree-Fock distributions. One puts
p(r) into Eq. 2. 34, predicts the a-scattering cross section, and checks
the quality of the fit according to the A = 1. 5 Amin criteria formulated
in section 4. 2. This information can be used in addition to comparing
rms radii since a-particle scattering determines more than an rms
radius.
5. 1 Charge Distribution
Before enumerating the results of this thesis, it is well to consider
the results for electron scattering and -mesic X-rays. Since the
interaction is known for these experiments, the charge distributions,
pc' can be determined in great detail. In this model the neutron distri-
bution, pn, is found by subtracting the proton distribution, pp, from the
mass distribution, p, determined by a-scattering. Thus, it is important
that pp be well determined since the uncertainty in pn will contain the
uncertainties of both p(r) and pp(r).
The pp(r) are found by unfolding the size of the proton from pc"p
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This procedure is shown in Appendix B along with a table of other charge
distributions used to determine Pn.
Currently there are several parameterizations being used for pc(r):
2
Pc(r) = Po(l + w r) fn, a,c, 5.1
c
or
c(r) = o(f + w(r f2 ) 5.2
o n.a, c 2 n, a,c
where
n n
f (1 + exp ( )- )- 5. 3
n, a, c a n
and n, w, a and c are parameters to be varied. Table 5. 1 gives several
different (r) for Pb2 0 8 and Zr 9 0 . These distributions are from several
experiments, and in each case the pc(r) were constrained to not only fit
the electron scattering but also the p -mesic K transition energy. For
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the pc(r) of Pb the rms radii agree to within the errors, while for
Zr90 the errors probably overlap. Figure 5. 1 illustrates four of the
distributions in Table 5. 1 in the region of sensitivity for a-particle
scattering. The agreement is almost to the width of the penpoint used
to make the drawing.
The variation in the results for pn caused by using these various
pp'S for Pb2 0 8 and Zr 9 0 are shown in Table 5.2. The uncertainties in
all quantities except the rms radius come from only the uncertainty
ellipse of p(r). The uncertainty in the rms radius is the only quantity
which expresses the accumulated error of pp and p.
It can be concluded that pp can be accurately determined with the
rms radius determined to within ± 0. 02 F. The uncertainties in pn
thus come mainly from the uncertainties in p. These uncertainties are
TABLE 5.1
Pb2 0 8 CHARGE DISTRIBUTIONS FROM e + 1
pc shape c (F) a (F) w n rms (F) ref.
1 Eq. 5. 1 6. 3032 2. 882 0. 3379 2.0 5. 501 ± 0. 04 (He 69)
2 Eq. 5.2 6.4745 2. 975 0.361 2.0 5. 502 ± 0.04 (He 69)
3 Eq. 5.1 6.34 2.85 0.32 2.0 5. 492 ± 0.04 (C1 67)
4 Eq. 5. 1 6. 347 2. 8685 0.3090 2.0 5. 504 ± 0.02 (He 71)
5 Eq. 5. 1 6.40 0.54 0.32 1.0 5. 490 ± 0.04 (C1 67)
Zr 9 0 CHARGE DISTRIBUTIONS
Pc shape c (F) a (F) w n rms (F) ref.
1 Eq. 5.1 4. 934 0.5209 -0. 0812 1.0 4. 235 ± 0. 03 (He 71)
2 Eq. 5.1 4.434 2. 528 0.350 2.0 4. 274 ± 0. 022 (Fa 71)
an estimate of the error
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TABLE 5.2
VARIATIONS IN p (r) FROM USING VARIOUS p_ (r)
*
Pb 2 0 8  Zr 9 0
Pc 1 2 3 4 5 1 2
r 7.99 ± .05 7. 99 ± .05 8. 00 + .05 7.99 ± .05 8. 01 ± .05 6. 15 ± .04 6. 09 ± .04 F
pn(r) 1.05 ± .11 1.05 ± .11 1.08± .11 1.06 ± .10 1.11 ± .11 1.22 ± .10 1.11 ± .10 -10 2 F- 3
(dpn/dr)r=r  1.86 ± .44 1.87 .44 1.88 ± .44 1.86 ± .44 1.99 ± .44 2.30 ± .12 2.10 ± 1.2 -10 -2F - 2
(1/p )(dpn/dr)~ 1.77 ± .42 1.80 ± .30 1.75 ± .41 1.76 ± .42 1.79 ± .40 1.90 ± 1.0 1.90 ± 1.1 -F - 1
Rn(rms) 5.68 ± .12 5.68 ± .12 5.68 ± .11 5.68 ± .10 5.68 ± .13 4.43 ± .11 4.40 ± .11 F
JL.I --
e
1.
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therefore a good estimate of the uncertainties in pn(r).
5. 2 Nuclear Mass Distributions
It has been the premise of this entire thesis that an a-particle
interacts with the whole nuclear mass distribution and can therefore be
used as a probe to gain information on p(r). Chapter 4 dealt with the
types of information which can be gained from a-particle scattering.
These include the size of the nucleus and slope of the p(r) in the surface
region. The regions of sensitivity of p(r) are given in Table 4. 1. This
region extends from approximately the 90% to 1% density points.
In section 4. 3 it was pointed out that the size parameter measured
by the a-particle is either some moment of R or a radius, r, at which
the nuclear density is well determined. Even though the rms radius is
not the conserved quantity in the uncertainty ellipses, it is still a valid
measure of the size of the system since it varies less rapidly within the
ellipse than does r. This is borne out by Tables 5. 4 through 5. 6.
An unusual quantity which is determined is (Rk ) /k . Table 5. 3
gives the results for the size measurements in terms of these different
moments of R. The values of k increase as the size of the system
increases. This is an effect opposite to that found inj -mesic X-rays
(Fo 69) and is a semiquantitative statement that an a-particle is sensitive
to the nuclear surface. InD -mesic atoms the M-mesons penetrate more
deeply into the nuclear interior the heavier the nucleus. Since it is
sampling more of the interior as the nuclear mass increases, the moment
which describes the region of sensitivity should decrease. Thus, the
0. 8t h moment is measured in Pb 2 0 8 by D-mesons (Fo 69) as opposed to
the 4. 75 moment measured by a-particle scattering. As k increases
from 2. 6 for Ca 4 0 to 5. 15 for Bi2 0 9 , the uncertainty in general decreases
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TABLE 5. 3
CONSERVED MOMENTS FOR E = 104 MeV DATA
Element k (Rk 1/k (F) rok (F)
Ca 4 0  2.60 3. 52 ± 0. 10 1.03
Ni 6 4  2.85 4. 05 ± 0.09 1.01
Zr 9 0  3.38 4. 54 ± 0.05 1.01
Pb 2 0 8  4.75 6. 04 . 0. 5 1.02
Bi 2 0 9 5.15 6. 14 ± 0. 07 1.03
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from ± 0. 1 to ± 0.05 F. This corresponds to a decrease in the size of
the uncertainty ellipses. It is interesting to note that r ok (Rk /k A-1/3
is approximately constant throughout the table with rok = 1.02 F. The
measure of the kth moment is a quantity that is difficult to relate; there-
fore, it is necessary to use the r formalism for the bulk of the analysis.
Table 5. 4 gives the size of the nucleus as both r and the rms radius.
An a-particle appears to be very sensitive (to within 10%) to the density
at r; however, it is sensitive to more than just the size of the system.
a-scattering can determine something of the slope of p(r); therefore,
Table 5. 4 gives not only r, p(r) and the rms radius, but also (dp/dr)r=r
and (1/p)(dp/dr)r=.
This table includes not only all of the results for T > 0 systems
but also for Ca 4 0 in order to determine what an a-particle is sensitive to
for this mass. It is interesting to note that for this nucleus the only
quantities actually determined are r, p(r) and the rms radius. At this
mass the slope is determined to within only ± 710%. As the mass
increases the determination of the slope is improved until at Pb2 0 8 it is
determined to within ± 16. 5%.
-1/It is interesting to note that r/A 1 /3 = 1. 36 ± 0. 04 and is constant
to within the uncertainty on r. The uncertainty on r/A1/3 is taken as
an uncertainty limit. The rms radius also displays the same property
with R rms/A 1 / 3 = 0. 97 0. 02.
The isotope shift in the even nickel isotopes can be seen in Table 5. 4.
These shifts should be less theoretically uncertain than other quantities
presented in this thesis since they are concerned only with relative
differences. For the nickel isotopes the addition of two nucleons moves
the rms radius out by approximately 0.06 F, while the slope of p(r)
+Element (Energy) Ca 4 0 (104) Ar 4 0 (104) Ni 5 8 (104) Ni 6 0 (104) Ni 6 2 (104) Ni 6 4 (104)
r 4.77± .09 4.95± .08 5.28± .05 5.34± .07 5.39 ± .08 5.54± .10 F
-2 -3p(r) 1.67 ± .26 1.23 ± .14 1.65 ± .15 1.69 ± .21 1.73 ± .25 1.55 ± .24 10 F
(dp/dr)-r 3. 2 ± 2. 3 1.92 ± .44 3.10 ± .9 3. 30 ± 1.4 3. 20 ±1.3 2. 6 1. 5 -10-2 F - 2
(1/p)(dp /dr)r=r  1. 93±1..36 1. 56 ± .36 1. 88 ± . 54 1.98 ± .87 1.85 ± .75 1. 65 ± .95 -F- 1
Rrms 3. 42± .08 3. 41± .09 3. 74 ± .04 3. 80 ± .06 3. 84 ± .08 3. 90 ± .10 F
TABLE 5. 4
THE RESULTS FOR p(r)
TABLE 5.4 (continued)
THE RESULTS FOR p(r)
90 90 208 108 208 209Element (Energy) Zr (104) Zr (166) Pb (104) Pb (140) Pb (166) Bi (104)
r 6.03 .05 - 7.90 ± .06 7.88± .07 7.89 ± .09 7.81 ± .08 F
-2 -3
p(r) 1.79 ± .15 - 1.49 ± .15 1.98 ± .21 1.76 ± .22 1.93 ± .25 10 F
-2 -2
(dp/dr) r= 3. 3 ± 1.2 - 2. 69 ± .44 3. 10 ± .89 2. 72 ± .46 3. 51 ± .85 -10 F
(1/p)(dp/dr)r=r  1.86 ± .68 - 1.80 ± .30 1.57 ± .45 1.55 ± .26 1.82 ± .44 -F-
Rrms 4. 31 ± .05 4.38 5. 59 ± .06 5. 70 ± .06 5. 62 ± .07 5. 64 ± .09 F
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remains essentially unchanged.
In each of the cases listed the uncertainties in p(r) overlap and
-2 -3p(r) is approximately 1.65 x 10 F - . The a-particle is therefore
sensitive to the same density of nucleons in each case. It does not
depend on the values of A or c, the critical angular momentum. Even
though there are large uncertainties in the slope of p(r) for some nuclei,
-2 -2
on the whole the slopes are constant at r with (dp/dr)r=r - -3.0 10- F -
From the above results it can be determined that r and Rrms vary
in a constant manner with an A 1 /3 dependence. The addition of a nucleon
moves the nuclear surface for spherical nuclei but leaves the surface
slope essentially unchanged.
It is of interest to compare r to RDC, the Coulomb corrected
diffraction radius. This is done in Table 5. 5 where r, RDC, and
RDC - r are tabulated. For the energy range considered, it would
appear that RDC - r is equal to the interaction length (r0 = 2.0 F) of VaN
in a-nucleon interaction. Considering that there is an error in ro, all
of the differences either lie within or overlap uncertainties. Two facts
prohibit the full conclusion that the diffraction radius is just an inter-
action length away from the point of maximum sensitivity on p(r). The
first is that all of the differences in Table 5. 5 lie on or above the 2. 00 F
value of r . If the difference was fully correlated, one would expect
that there would be a distribution around the value 2.00 F. The second
fact is that RDC depends on energy as far as can be determined in this
thesis. The values of r on the other hand do not, and unless the values
of ro are energy-dependent (which they do not appear to be), the values
of r are not fully correlated to RDC. That some correlation does exist
is obvious; however, the problem is limited to the confines of the simple
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TABLE 5.5
IS r RELATED TO R ?DC-*
Element(Energy)r (F) RDC (F) R -r (F)(Energy) DC DC
Ni 5 8 (104) 5.28 ± 0.05 7.41 ± 0.17 2.13 ± 0.18
Ni 6 0 (104) 5.34± 0.07 7.49 ± 0.13 2.15 ± 0.15
Ni 6 2 (104) 5.39 ± 0.08 7.59 ± 0.16 2.20 ± 0.18
Ni 6 4 (104) 5.54 ± 0. 10 7.64 ± 0.08 2.10 + 0.13
Zr 9 0 (104) 6.03 ± 0.05 8.34 ± 0.14 2.31 ± 0.15
Pb 2 0 8 (104) 7.90 ± 0.06 10.03 ± 0.19 2.13 ± 0.20
Pb 2 0 8 (140) 7.88 ± 0.07 10.12 ± 0.19 2.24 ± 0.21
Pb 2 0 8 (166) 7.89 ± 0.09 9.89 ± 0.12 2.00 ± 0.15
Bi 2 0 9 (104) 7.81 ± 0.08 10.20 ± 0.19 3.39 ± 0.21
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first-order optical potential and the Fermi shape for p(r). The
conclusion is that RDC is correlated to a point of maximum sensitivity on
p(r), r, and that RDC - r is the interaction length. In order to fully
prove or disprove this conclusion, more experiments at other high
energies must be done.
As attempts to measure the size of p(r) are fairly recent, there is
a dearth of measurements on the elements here examined. Table 5. 6
208tabulates some of the available information for Pb 2 0 8 This table is
being published in the Physical Review Letters. Of all the methods
listed, this work has the only one tested (section 4. 2). Except for the
proton scattering experiment, however, there is reasonable agreement
to within the errors given by the different works. The procedure of
this paper gives by far the smallest uncertainty (0. 06 as compared to
0. 15). It can be concluded, therefore, that since this procedure can be
tested and gives accurate results it is a more accurate method of deter-
mining the size of p(r).
5. 3 Neutron-Proton Densities
By using the proton distributions from electron scattering it is
possible to extract information about the neutron distribution and neutron-
proton differences. By subtracting p from the p from a!-scattering, pp n
can be found.
In order to be able to compare the neutron and proton distributions
it is necessary to use the r formalism formulated in section 4. 4. The
procedure is to find the radii at which pp(r )/Z = p(ri)/A = pn(rn)/N. The
results of rp, pp(r), (dpp/dr)r=
, (1/pp)(dpp/dr)r=r, andR (rms) for
each element considered are tabulated in Table 5. 7, while similar
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TABLE 5. 6
Pb2 0
8
MASS RADII
1 1R(a2) 2f
Method R (F) Reference
a-Scattering E = 104 MeV 5. 59 ± 0. 06 This work
oa-Scattering E = 140 MeV 5. 70 ± 0. 06 This work
a-Scattering E = 166 MeV 5. 62 ± 0. 07 This work
Proton Scattering p = 19.3 GeV 5. 49 (GI 70)
c
Coherent (y, o) 5. 78 ± 0. 30 (Sc 62)
Coherent (y, p) 5. 66 ± 0.15 (Ae 70)
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results for pn are presented in Table 5. 8. The uncertainties in r and
p
pp(r) are determined from the variations in p(r). The errors in Rp are
experimental. The uncertainties in all quantities for pn except Rn(rms)
are determined from the variations in p(r). The uncertainty in Rn(rms)
is a correlated sum in quadrature of the errors in R and the uncertaintiesp
in R:
A 2 Z 2
±AR = R - N (R; R) A (R AR ) 5. 4
where A is the mass of the target nucleus, N the number of neutrons, and
Z the number of protons.
-3At r the density of protons is only approximately 5. 5 x 10
nucleons-F - 3, while the density of neutrons is approximately twice this
density for all T > 0 nuclei examined. In every case examined a neutron
excess was found. Again the slopes of both the proton distributions and
the neutron distributions are constant at r. The uncertainties in the
slope of the neutron distribution, however, are large for most cases
(up to 94% for Ni 6 4 ), while the pn(r)'s are determined to within 10%.
It is comforting to find that for all values of the size of Pb2 0 8 both
rn and R n(rms) overlap. The only quantity which is out of the
uncertainties is pn(r) for E = 140 MeV. The values of XR and XI for
E = 140 MeV were found from an extrapolation procedure as explained in
Chapter 6 and this difference is not considered damaging.
The effect of the isotope shift on the neutron and proton densities
in the even nickel isotopes can be examined using Tables 5. 7 and 5. 8.
As one goes from Ni 5 8 to Ni 6 4 , R p(rms) increases by 0.02 F or 0.03 F,
while Rn(rms) increases by 0. 09 F to Ni 6 0 , by 0.04 F to Ni 6 2 , and by
0. 06 F to Ni 6 4 . These increases in turn give an approximately constant
TABLE 5.7
RESULTS FOR M(r)
An estimate of the error.
The uncertainties in r and pp(r) come from only the uncertainties in p(r).
are experimental.
The errors in RP
Element (Energy) Ni5 8 (104) Ni 6 0 (104) Ni 6 2 (104) Ni 6 4 (104) Zr 9 0 (104)
r 5.15 ± 0.05 5.22 ± 0.05 5.25 5 0.07 5.36 ± 0.07 5.84± 0.05 F
P
pp(r) 6.18 0.56 6.23 ± 0.80 5.99 0.92 4.75 0.89 5.64 0.48 10-3 F
-2 -2(dpp /dr) r 1.18 1.29 1.17 0.96 1.05 -10 F
(1/pp)(dp/dr)r. 1.90 2.09 1.96 2.02 1.86 -F-
1
R (rms) 3.64 ± 0. 015 3.66 ± 0. 023 3.70 ± 0. 015 3.74 ± 0. 015 4.16 ± 0.03 F
P
Note:
TABLE 5. 7 (continued)
RESULTS FORp (r)
Element (Energy) Pb 2 0 8 (104) Pb 2 0 8 (140) Pb 2 0 8 (166) Bi 2 0 9 (104)
r 7.74 ± 0.05 7.58 ± 0.06 7.65 ± 0.07 7.61 ± 0.07 F
pp(r) 4. 34 0. 47 4. 54 ± 0. 57 4. 45 ± 0. 69 5. 42 ± 0. 71 10 F
-2 -2(dp/dr)r=r 0.83 0.86 0.85 0.99 -10 F
(1/pp)(dp/dr)r 1.91 1.90 1.90 1.83 -F 1
Rp (rms) 5. 445± 0. 002 5. 445 ± 0. 002 5. 445± 0. 002 5. 465± 0.001 F
p..
* i
TABLE 5. 8
RESULTS FOR p (r)
Element (Energy) Ni 5 8 (104) Ni 6 0 (104) Ni 6 2 (104) Ni 6 4 (104) Zr 9 0 (104)
r 5. 38 0. 04 5. 42 0. 06 5. 49 ± 0.08 5.68 ± 0.10 6. 15 ± 0. 04 F
-2 -3Pn(r) 1.03 0. 09 1.07 ± 0.12 1.13 ± 0.16 1.07 ± 0.15 1.22 ± 0. 10 10 F -
(dPn/dr)r=r  1.94 ± 0. 89 2.1 ± 1.3 3.0 ± 1.3 1.6 ± 1. 5 2. 3 ± 1.2 -10 - 2 F- 2
(1/Pn)(dPn/dr)r=r 1.88 ± 0. 86 1.9 ± 1.3 1.8 ± 1.2 1.5 ± 1. 3 1.9 ± 1.0 -F-
Rn (rms) 3. 82 ± 0. 09 3. 91 ± 0.12 3. 95 ± 0. 15 4. 01 ± 0. 18 4. 43 ± 0. 11 F
The uncertainties in all quantities except Rn(rms) listed come from only the uncertainty in p(r).
The uncertainty in Rn(rms) comes from a correlated addingof
AR = Rn - ý(R+ AR)
uncertainties:
Z-(Rp - ARp) 2NT p p
i* Lr II ·
TABLE 5. 8 (continued)
RESULTS FOR p (r)
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increase in R(rms) of 0. 06 F. In the neutron distributions r increases
n
in such a manner as to keep pn(r) constant to within 10%. Thus, the
isotope shift can be mainly attributed to the addition of neutrons, as
expected. The proton distribution shifts slightly in each case to
compensate for the addition of the neutrons.
Table 5. 9 gives the neutron-proton differences of both rms radii
and r's. In each case the differences for the same element are approxi-
mately the same to within the uncertainties. In all cases the neutrons
extend beyond the protons by at least 0. 18 ± 0. 11 F.
Table 5. 10 gives the n-p differences using different techniques
including the theoretical Hartree-Fock techniques. As the n-p
difference from the Coulomb energy difference (No 69) does not give
errors it is difficult to tell agreement to within the uncertainties. All
the methods shown are in reasonable agreement. The exceptions are
the results obtained from comparison of (y+ ) and (ylr-) cross sections
(Bo 69) and the total cross sections for ±+ mesons (Au 68). From the
results of this thesis it is concluded that these latter results are not
correct.
This model can be seen to be able to give reasonable and reliable
measurements of the size of Pn(r) when compared to other measurements
and to Hartree-Fock calculations. The techniques of this thesis are
accurate enough to be able to determine the effects of adding neutrons to
the nickel isotopes.
5. 4 The Testing of Hartree-Fock Calculations
The second manner in which this model can be used is to test
theoretical mass distributions. Until now only part of p(r), the proton
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TABLE 5. 9
NEUTRON PROTON DIFFERENCES
AR = Rn - Rn p
Ar = r
n
Element
(Energy) AR Ar
Ni 5 8 (104) 0.18 ± 0.11 0.23 ± 0.09
Ni 6 0 (104) 0.25 ± 0.14 0.20 ± 0.11
Ni 6 2 (104) 0.25 ± 0.17 0.24± 0.15
Ni 6 4 (104) 0.27 ± 0.20 0.32 ± 0.17
Zr 9 0 (104) 0.27 ± 0.13 0.31 ± 0.09
Pb 2 0 8 (104) 0.23 ± 0.10 0.25 ± 0.10
Pb 2 0 8 (140) 0.42 ± 0.10 0.45 ± 0.12
Pb 2 0 8 (166) 0.30 ± 0.11 0.38± 0.15
Bi 2 0 9 (104) 0.29 ± 0.09 0.29 ± 0.14
- r
I I ft ft
4
TABLE 5. 10
NEUTRON- PROTON DIFFERENCES
(Va 71) d
b (Ne 70)
c (Le 71)
(My 69)
eE = 104 MeV results
E = 140
g E = 166 MeV results
h (Gr 70)
MeV results (Au 68)
p-elastich a-scattering Coulomb ca(rT)/o (,1 (yT-)/(y+)i
This work scattering E = 166 MeV Energy E = 700 MeV 8andl6GeV Hartree-Fock
(Ta 72) Difference
Ni 5 8  0.18 ± 0. 11 0. 18 ± 0. 20 0.02c 0.01a
Ni 6 0  0. 25 ± 0. 14 0. 03 ± 0.16 0.065c 0.04 a
Ni62 0. 25 ± 0. 17 0.03 0 .1 1 4 c 0. 0 7 a
Ni64 0. 27 ± 0.20 0. 110 a
Zr 9 0  0. 27 ± 0.13 0.120 a 0.13 d
Pb 2 0 8 0. 23 ± 0. 10 e 0. 36 ± 0. 20 0. 25 ± 0. 10 0.15 -0.11 ± 0. 11 -0. 70 0. 4 0 . 1 9 0 a 0 . 2 2 b
0. 42 ± 0.20f
0. 30 ± 0. 11
(Bo 69)
k (No 69)
1 • 1 -'i I ( r
20
Figure 5.2
144
1EV
100
10..
*L
.OL.,
40
---- ·-~---~- - -- · -L - I I I '" C I
--- P-e--------- _;~ _~ -r ---------- -- · *. ----- . .~_.-·IPs I~L*ll I ' 1 -7 - 1 '·
.&m
Figure 5. 3
145
In0
1t.
.0a1.
.001.
1EV
+ +
I
30 50
------ I I · - L~ II ~ I I · · ·
1EV
30
Figure 5.4
146
100
10_
1L
*1
50
+M
147
1 mn
100.
.1.
.01.
I\J flL4L F 1 1 L4 UIFrV
I I I
0 10 20 30 '0 50
Figure 5.5
hi T 1~11 L 1 nr r ML \/
I·~vs - sv~ r I- ·
I
rr
I
I
· r
· r
~
~
~r
I,
II·
Ir
~
I
~
-r
II·
~
~
~
Ir
Ir
Ir
.. ---- ---- ,--- I- - ---.-r. --~-. IC rmaa qsl -- I '· IIL7~
148
distribution, could be tested with any confidence. Now, a-particle
scattering can be used to test p(r) and pn(r). By putting the p(r) from
the theoretical calculation into Eq. 2. 34, an optical potential prediction
of the a-scattering can be made. The quality of the fit is checked
according to the A = 1. 5 A in criteria formulated in section 4. 2 where
Ami n comes from the empirical best fit.
Table 5. 11 gives a comparison between the empirically determined
p(r)' s and two Hartree-Fock p(r)'s (Va 71, Ne 70). Vautherin calculated
p(r)'s for the nickel isotopes and Pb 2 0 8 , while Negele calculated p(r)'s
for Zr 9 0 and Pb2 0 8 . The important quantities determined are those for
p (r). The neutron results depend on the proton distribution being
excepted. For both sets of calculations the p(r) was used to predict
electron scattering and was required to give reasonable results.
For the nickel isotopes all the results for p(r) agree. Figures 5. 2
through 5. 5 show the agreement with the angular distributions calculated
using the empirical p (r)' s. The label V. II signifies the p(r)'s of (Va 71).
The fits are essentially equivalent and well within the A = 1. 5 Amin
requirement. The comparison of the neutron results is not as good.
Table 5. 11 shows that since the proton results do not agree to within the
uncertainties, the neutron results do not agree. Empirically it is
determined that the rms neutron-proton difference is from 0. 18 ± 0. 11 F
to 0. 27 ± 0. 20 F, while the Hartree-Fock distributions have an n-p
difference ranging from only 0.01 F to 0. 11 F. No results for the
neutrons and protons agree in Table 5. 11. Figures 5. 6 and 5. 7
62illustrate the agreement graphically for Ni 6 . The proton distributions
for the best fit and (Va 71), V. II, are plotted in Fig. 5. 6, while the pn
are plotted in Fig. 5. 7. At r there is a +36% difference between p p(r)'s
3 4 5 6 7
r (F)
Figure 5. 6
149
.08
.07
.06
.05
IL
.04
.03
.02
.01
S· ·
A h 9 · ~ ; t
.08
.07
.06
L .05
S.04
.03
.02
.01
iV V, 4
7) 4 V
3 4 5 6 7
r(F)
Figure 5.7
£ · . /I
- k 4 I
TABLE 5. 11
COMPARISON OF HARTREE-FOCK AND EMPIRICAL RESULTS
R, R , and Rn are rms radii.
Ni58 Ni60
exp H- Fa exp H- F a
r 5.28± 0.05 5.34± 0.07 F
-2 -3
p(r) 1.65 ± 0.15 1.74 1.69 ± 0.21 1.74 10 F
-2 -3pp(r) 0. 62 ± 0.06 0.84 0. 62 0. 08 0.70 10 F
-2 -3p (r) 1.03 0. 09 0.90 1.07 0. 12 0.83 10 F
-1
(1/p)(dp/dr)r=r  1.88 ± 0. 54 2.02 1.98 ± 0. 87 2.00 -F 1
r 5.15± 0.05 5.28 5.22 ± 0.05 5.32 F
p
r 5.38 ± 0.04 5.28 5.42 ± 0.06 5.35 F
r - r 0.23 ± 0.09 0.0 0.20 ± 0.11 0.03 F
n p
R °"  3.74 ± 0. 015 3.75 3.80 ± 0.06 3.80 F
R ., 3.74 ± 0.04 3.76 3.66 ± 0. 023 3.78 F
p
R - R 0.18± 0.11 0.01 0.25± 0.14 0.04 F
n p
(Va 71)
(Ne 70)
)P i *
e
*· 6 ( . . 4
4I 6
COMPARISON OF
TABLE 5. 11 (continued)
HARTREE-FOCK AND EMPIRICAL RESULTS
R, R , and Rn are rms radii.
Ni62 Ni 6 4
exp H- F a  exp H- F
r 5.39 ± 0.08 5.54± 0. 10 F
-2 -3p(r) 1.73 ± 0.25 1.75 1.55 ± 0.24 1.47 10 F
-2 -3p (r) 0. 60 ± 0. 09 0.71 0. 48 ± 0. 09 0. 56 10 F
pn(r) 1.13 ± 0.16 1.01 1.07 ± 0.15 0.91 10 F
-1(1/p)(dp/dr) r= 1. 85 ± 0.75 1.98 1.65 ± 0.95 2.06 -F
r 5.25 ± 0.07 5.35 5.36 ± 0.07 5.48 F
r 5.49 ± 0.08 5.42 5.68 ± 0.10 5.59 F
n
r - r 0.24 ± 0.15 0.07 0.32 ± 0.17 0.11 F
n p
R 3.84 0.08 3.85 3.90 ± 0.10 3.88 F
R " 3.70 ± 0.015 3.81 3.74 ± 0. 015 3.82 F
p
R - R 0.25 ± 0.17 0.07 0.27 ± 0.20 0.11 F
(Va 71)
(Ne 70)
A, 0 I - 4
TABLE 5. 11 (continued)
COMPARISON OF HARTREE- FOCK AND EMPIRICAL RESULTS
R, R , and Rn are rms radii.
,90 b208
Zr _ Pb
exp H-Fb exp H-F a  H-F
b
r 6.03 ± 0.05 7.90 ± 0.06 F F
-2 -3
p(r) 1.79 ± 0.15 1.71 1.49 ± 0.15 1.63 1.60 10 F
-2 -3p (r) 0.56 ± 0.05 0.67 0.43 ± 0.05 0.47 0.45 10 F
Pn(r) 1.22 ± 0.10 1.04 1.05 ± 0.10 1.08 -1.15 10- 2 F-
(1/p)(dp/dr)r=r 1. 86 ± 0. 68 1.63 1. 80 ± 0. 30 1.81 1. 57 -F-1
r 5.84 ± 0.05 5.98 7.74 ± 0.05 7.75 7.77 F
P
r 6.15± 0.04 6.08 7.99 ± 0.05 7.98 8.08 F
r - r 0.31 ± 0.09 0.10 0.25 ± 0.10 0.23 0.30 F
n p
R 4.31 ± 0.05 4.24 5.59 ± 0.06 5.61 5.60 F
R 4.16 ± 0.03 4.18 5.445±0.002 5.50 5.46 F
R R 0.27 ± 0.13 0.12 0. 23 ± 0.10 0.19 0.22 F
Rn Rp..
a (Va 71)
b (Ne 70)
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for the empirical and theoretical p p's, while the neutrons differ by -9%.p
The effect is to give the correct p(r) but to have questionable results for
pn. Since the experimental pp' s must give not only reasonable electron
scattering results but also reasonable K transition energies for M-mesic
atoms, the experimental p p's are considered more accurate. The
conclusion from the results of this thesis is that the pn for the nickel
isotopes are reasonable in the region of sensitivity but not at the point of
maximum sensitivity, r. The conclusion is limited, however, since
only one set of high energy nickel data is available.
For Zr 9 0 the Negele p(r) gives the fit shown in Fig. 5. 8. Agree-
ment in terms of the A = 1. 5 A . requirement is reasonable. This is
mm
again expected since the results for p(r) and (1/p)(dp/dr)r=r agree.
Again as in the case of the nickel isotopes there is little agreement to
within the uncertainties for the results of pp and pn. Only the rms radii
for p agree. Figures 5. 9 and 5. 10 compare the distributions to those
p
determined empirically. While agreement can be said to be
reasonable, it does not have the correct agreement at r. The
empirical n-p difference is larger than that predicted by the Hartree-Fock
calculation. Again there is good agreement between p (r)'s and marginal
agreement for the composite distributions. This comparison is again
limited by the fact that only one experiment above 100 MeV has been
analyzed.
Results for Pb2 0 8 have been compiled at three energies: 104 MeV,
140 MeV, and 166 MeV. Thus, the Hartree-Fock p(r) can be tested at
more than one energy. Figures 5. 11 to 5. 14 show the fits to the 104
and 140 MeV data. The 166 MeV data was not used due to problems
(Chapter 6). For both the Negele and the Vautherin p(r)'s the fits were
-7 Ml" r I l CI kA L7 A I11000
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marginally reasonable, lying outside the A = 1. 5 Amin acceptable range
for 104 MeV data and just inside for the 140 MeV data. As can be seen
from Table 5. 11, the theoretical p(r) is at the maximum allowed value
when compared with the results of the 104 MeV analysis; however,
there is reasonable agreement between the p 's andp n's. The neutron-
p n
proton difference is also within the empirical uncertainties. Figures
5. 15 and 5. 16 show the agreement graphically. It is very similar to
the agreement shown for Ni 6 2 and Zr 90; however, slightly better agree-
ment at r occurs, which causes the values of Table 5. 11 to agree.
The problem of marginal fits to the Pb2 0 8 data can be understood
in terms of the density at r. Figure 5. 17 shows the region of sensitivity
and the region of acceptable fits (shaded). In Chapter 4 it was mentioned
that in order to give an acceptable fit to the data a p (r) must not only lie
within the shaded region but have the empirical best fit value of p (r) at r.
These criteria are not fulfilled by the Negele Hartree-Fock density as
can be seen; therefore it produces a fit outside the A = 1.5 Amin criterion.
It can be concluded that the model can be used for testing Hartree-
Fock densities. More can be determined than the size of the system;
therefore, this model allows a test of the slope of the p(r) at r. All of
the theoretical p (r) here tested are in reasonable agreement with the
empirically determined p(r). One needs more experimental results for
comparison before any strong statements of agreement can be made.
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CHAPTER SIX
DATA
6. 1 Preliminary Data Analysis-Diffraction Analysis
It is extremely important in the use of this model that the data
analyzed be only from the forward angles and the diffraction region. All
other data must be excluded. It was pointed out in the introduction that
diffraction scattering is a surface scattering phenomenon, where one can
determine the size of the scatterer and something about the diffusivity of
the surface. Thus, it is important to limit the region of data used to the
diffraction region with its characteristic oscillations. Other regions of
the data can only add further complications which this simple model can
not handle. The other region which is acceptable is that of the forward
angles, the model independent region. At these angles the scattering is
predominantly Coulomb scattering and can be used to check the normaliza-
tion of the data.
The first step in the analysis procedure is to discard all experi-
mental points which have errors greater than 20%. In the illustrations
of the angular distribution presented in this thesis, these discarded
points have error bars. As the other points are assumed to have a
uniform error, they are plotted without error bars. It is necessary to
use this procedure since not all laboratories include all of the contri-
butions to the errors of the cross sections. Many only use the
statistical error which is in reality only a small fraction of the error.
Non-statistical errors such as beam inconsistence and angular resolution
are not included. Thus, in order to compare the results from different
laboratories, uniform errors are used. For this thesis Au is assumed
to be 0.1 a.
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In diffraction analysis one matches the maxima and minima of the
oscillations in the data with the maxima and minima of Fraunhofer
diffraction scattering, (J 1 (x)/x)2. Since x = 2 KRD sin (e/2), all
quantities except RD are known. The values of x and 9 are determined
by the matching of maxima and minima, and k is known from the center
of mass energy,
k = /2mE 6.1
cm
where m is the reduced mass. The matching of maxima and minima is
guessed. If it is incorrect, there is a wide variation in the values of
RD and another attempt must be made. For any one angular distri-
bution one can have as many as twelve different measurements of RD;
therefore, an error on RD for the experiment can be determined by
taking the standard deviation,
a-particles are positively charged; thus, when an a-particle
reaches the nuclear surface where it can be diffraction scattered, it has
lost energy into the Coulomb field and will have a smaller wave number,
k. Thus k in Eq. 6. 1 must be Coulomb corrected,
kC  = 2m (E- VC ) 6.2
where VC is taken to be 2ze2/RD for an a-particle. This corrected k
gives a new result for R D , RDC. Table 6. 1 gives these radii for all the
elements and energies used. The error is the standard deviation.
Another method (Fr 63) for Coulomb correcting RD involves the
distance of closest approach. RD is taken as the impart parameter in
Rutherford scattering, while RDC is taken as the distance of closest
approach. To within second order this method agrees with that above.
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TABLE 6.1
DIFFRACTION RADII
a Coulomb
b Coulomb
corrected
corrected
by method in Chapter 6.
by method in (Fr 63).
c Standard deviations.
a b Errorc
Element (ref.) Energ RD RDC RDC
(MeV) (F) (F) (F) (F)
016 (Ha 66) 40.5 5.74 6.13 6.11 ± 0.10
016 (Ha 69) 104.0 5.47 5.61 5.60 ± 0.20
Ne 2 0 (Ha 69) 104.0 5.69 5.86 5.86 ± 0.16
Si 2 8 (Ha 69) 104.0 5.98 6.21 6.21 ± 0.10
Si 3 2 (Ga 69) 56.0 6.29 6.81 6.77 ± 0.17
Ca 4 0 (Li 67) 31.0 6.56 7.91 7.66 ± 0.11
Ca (Fe 69) 41.78 6.61 7.53 7.41 ± 0.13
Ca 4 0 (Sp 65) 50.9 6.60 7.33 7.25 ± 0.08
Ca 4 0 (Ga 69) 56.0 6.45 7.10 7.04 ± 0.04
Ca 4 0 (Ha 69) 104.0 6.50 6.83 6.81 ± 0.17
Ca 4 0 (Ta 71) 166.0 6.21 6.41 6.41 ± 0.14
Ar 4 0 (Ha 69) 104.0 6.41 6.71 6.69 ± 0.26
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TABLE 6. 1 (continued)
DIFFRACTION RADII
a Coulomb
b Coulomb
C Standard
corrected by method in
corrected by method in
Chapter 6.
(Fr 63).
deviations.
Energy R Ra Rb ErrorDC DCElement (ref. D DC DC(MeV) (F) (F) (F) (F)
Ni 5 8 (Ha 69) 104.0 6.98 7.44 7.41 ± 0.17
Ni 5 8 (Go 71) 140.0 6.90 7.23 7.21 ± 0.09
Ni 6 0 (Ha 70) 104.0 7.07 7.52 7.49 ± 0.13
Ni 6 2 (Ha 70) 104.0 7.17 7.62 7.59 ± 0.16
Ni 6 4 (Ha 69) 104.0 7.22 7.67 7.64 ± 0.08
Zr 9 0 (Ha 69) 104.0 7.74 8.39 8.34 ± 0.14
Zr90 (Ta 71) 166.0 7.49 7.88 7.86 ± 0.12
208Pb (Ha 69) 104.0 8.79 10.24 10.03 ± 0.19
Pb (Go 71) 140.0 9.22 10.22 10.12 ± 0.19
Pb2 0 8 (Ta 71) 166.0 9.07 9.89 9.82 ± 0.12
Bi 2 0 9 (Ha 69) 104.0 8.95 10.42 10.20 ± 0.19
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The correction using this method is also presented in Table 6. 1.
In all instances the RDC agree to within from 0. 3% to 2.0%. The
difference between RD and RDC is not small and can amount to approxi-
mately 1. 5 F. If one considers RD and RDC for Ca 4 0 , one sees that
RDC varies with energy while RD does not. The energy variation would
appear to be coming entirely from the Coulomb correction. Since the
Coulomb corrected RDC should be the measured size of the system it is
unusual that it would vary with energy. This would imply that the
a-particles are sensitive to different points on p(r) at different energies.
To see if this is true one can check the results for Pb2 0 8 since there is
a variation of 60 MeV. From 104 to 166 MeV, RDC for Pb2 0 8 changes
by 4% while r decreases by 0. 1% and the rms radius increases by 0. 5%.
Clearly, there is no correlation between the charge in RDC and r or the
rms radius. This confuses the relationship between r and RDC. For
208Pb it can be seen that RD - r is only half the interacting length r o .
Thus, this quantity is not related to r through r o
Once R and R are known, the data is plotted as a(6)/k RC2 2D DC DC
and compared to (J 1 (x)/x)2 . Figure 6. 1 illustrates such a comparison
for 016 at 40. 5 and 104 MeV. One can see that past x = 10. 3 the
oscillation becomes blurred; therefore, past this value of x the data is
no longer acceptable. This corresponds to a ecm of 310 at 104 MeV and
8cm of 470 at 40. 5 MeV. All of the data was so checked and the angular
distribution limited by the diffraction region.
In a cruder manner diffraction plots can be used as a check on the
normalization of the data. Such a check is illustrated in Fig. 6. 2 for
the nickel isotopes at 104 MeV. The first experiment at this energy
The other three isotopes were done at a laterconsidered only Ni 6 4
4 6 8 10 12 14 16
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171
_INl
b N
be)
`'I
:rL1
?r *
II
Figure 6.2
172
173
date. As can be seen there is a 30% difference between the magnitudes
of the cross sections from Ni 6 4 and the other three nickel isotopes.
Clearly, the normalization of either one or three of these sets of data is
wrong. In order to fully determine if there is a need to renormalize
the data, one must go to the model independent region at the small
angles. The procedure is to plot as a/a R the data, the initial best fit,
and a curve which has a large parameter variation. The parameter
variation is usually made in the soft direction of the initial uncertainty
62
ellipse. Figure 6. 3 illustrates this procedure for Ni 6 . Here the value
of the diffusivity, a, was changed by 20% and the model independent region
0
was found to extend to ecm = 10. 5 . Based on this region the data was
renormalized by a factor 0. 71. Table 6. 2 presents the data it was
found necessary to renormalize and the normalization factor. For the
nickel isotopes it was necessary to renormalize Ni 5 8 , Ni 6 0 , and Ni 6 2
by about 30%. This would imply that perhaps the laboratory taking the
data had problems collecting all of the charge in the incident beam.
Another check which can be made is to plot the cross sections resulting
from calculations using an empirical potential fit by the laboratory where
the data was taken. Such would have been tried for the nickel isotope
64 64
except a fit only existed for Ni 6 . This fit implied that Ni should not
be renormalized, which is in agreement with our conclusion.
The case for Pb 2 08 at 104 MeV is more difficult to decide. First,
there is no real evidence in the diffraction plots. These plots can
really only detect gross problems as in the case of the nickel isotopes.
Second, the plot of a /lR is only marginally enlightening as shown by
Figs. 6. 4 and 6. 5. In Fig. 6. 4, the initial best fit cross section is
compared with the empirical fit (Ha 69). Both agree in what would
oc m
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TABLE 6. 2
DATA RENORMALIZATIONS
Element Energy Renormaliz ation
(MeV) Factor
Ca 4 0  50.9 0.81
Ni 5 8  104.0 0.65
Ni 6 0  104.0 0. 715
Ni 6 2  104.0 0.71
Pb 2 0 8 104.0 0. 87
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appear to be a model independent region (8cm = 40 to 13°); however, not
all the points lie either above or below the line. Figure 6. 5 is not any
more enlightening since a 20% variation in a defines the model
independent region to be approximately the same. If the first two data
points did not exist, renormalization would be obvious; however, they
do exist and one must go to the fitting procedure used in this thesis for a
final clue. In the initial best fit for Pb2 0 8 the diffusivity parameter,
a = 0. 35, a value which is unreasonable. The nuclear surface has been
found to be approximately the same for almost all of the nuclei
considered. A renormalization of 13% is then considered to be necessary
for this data using this very thin shred of evidence.
It should be pointed out that in Chapter 4 it was shown that a
variation of y by 10% (which really affected only Pb 2 0 8 ) caused the cross
section to increase by 20% at the last maxima. Thus, if y = 0. 276, as
suggested by Batty, Friedman and Jackson (Ba 71), a renormalization is
not necessary. The shred becomes very thin indeed. However, a
recent experiment at 80 MeV (Le 72) has problems with the normalization
of the Pb2 0 8 data but in the opposite manner (the normalization factor
needs to be approximately 1.2). Thus it would seem that a y = 0. 25
might still be preferred. Even though these arguments are inconclusive,
the Pb2 0 8 at E = 104 data was renormalized by 13%.
At best the question of data renormalization is a quagmire of
problems. The end result is more a subjective judgement on the part
of the person analyzing the data. The important point is that the
normalization, at least for Pb2 0 8 at 104 MeV, causes only a small
change in parameters. Table 4. 3 illustrates this for Pb2 0 8 since a
change in y has the same effect as a change in the normalization of the
179
data. A 10% change in y produced a 2. 4% change in r and a 1. 1% change
in the rms radius. The rms radius remained within the uncertainty of
the best fit while r did not. Thus, a renormalization problem is not as
big a problem as it would at first seem. For changes in normalization
of the order of 10% the results do not greatly change and the procedure
is considered still valid.
6. 2 Angular Resolution
In most experiments there is a systematic error in the cross
section due to the finite size of the slits at the detector and the beam.
These slits define the solid angle intercepted by the detector and in most
cases it is extremely small compared to the period of oscillation.
(Usually the angular aperture is 0. 10 to 0. 20, while an oscillation
completes a period every 100.) For the 166 MeV data the angular error
was 0.70 while the oscillations were every 50. Thus it becomes
necessary, at least for this case, to investigate the effect of this error.
This angular error can be duplicated in the computer by averaging
the cross section that is calculated over a finite number of angles using
a Gaussian weighting function whose rms width is the angular error.
This was done for the 166 MeV data as shown in Figs. 6. 6, 6. 7, and 6. 8.
The effect is to fill in the minima and lower the maxima slightly. This
is probably why the data shows no deep minima.
If this is the only problem with the data, it is not prohibitive in
determining the values of r. The phasing and slope of the cross section
are what affects r and these do not change. Thus, providing that there
are no other problems, the results found from data of this nature are
valid.
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6. 3 Fitting Beyond the Diffraction Region
Pedagogically, it is worthwhile to consider what happens to the fit
once the fit is extended beyond the diffraction region. Figures 6.9,
6. 10, and 6. 11 illustrate this large angle fitting for 016, Ca 4 0 , and
Ar 4 0 at 104 MeV. For each case the cross section undershoots the
data by up to 80%. In these regions, effects other than simple
diffraction effects are occurring and the simple model proves to be an
inadequate description of the data. As long as one fits only the
diffraction region of the data with the microscopic optical potential, one
is able to extract information about the size of the system. Trying to
fit other regions of data with potentials with large numbers of parameters
only confuses the information which could otherwise be extracted.
6. 4 The Problem of Fitting the 140 MeV Data
This problem is very simple to state. The 140 MeV data came
from an excellent laboratory (Go 71) but no T = 0 nuclei was included.
Thus, it became necessary (since this thesis was greedy for good high
energy data) to try an interpolation procedure. The 140 MeV experi-
ment included Ni 5 8 and Pb2 0 8 . The main interest was to gain informa-
tion about p (r) for Pb 2 0 8 since this nuclei was most sensitive to all the
parameters.
In order to fit Pb 2 0 8 , values of XR and XI had to be determined.
For this one turns to the Ni 5 8 data. A p(r) for Ni 5 8 was already deter-
mined from the 104 MeV data. The procedure was to use this p(r) and
vary XR and XI until a best fit to the Ni 5 8 E = 140 MeV data was found.
This gave XR = 0. 80 and XI = 0. 46, which were reasonable values as can
be seen from Figs. 4. 31 and 4. 32. The parameters c and a could now
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be varied for Pb 2 0 8 at 140 MeV and a fit to the data achieved.
This procedure was used and gave values in reasonable agreement
with the other p(r)'s for Pb 2 0 8 as shown in Chapter 5.
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CHAPTER SEVEN
CONCLUSIONS
This model has been shown to lead to a simple and reliable method
for extracting information about the size and surface of nuclear matter
distributions. An a-particle is a tightly bound and strongly absorbed
particle with spin and isospin zero. At the scattering energies analyzed
in this thesis, a-particle angular distributions always exhibit a region of
diffraction scattering. By analogy with the diffraction scattering of
light, one should be able to determine the size of the system and the
slope of the surface region. In keeping with this analogy, it is important
to analyze only the data contained in the diffraction and the model
independent (forward angle) regions. Data at higher angles include
effects other than grazing collisions and confuses the size information
one can gain in this simple model.
The Gaussian effective a-nucleon interaction, V found by
averaging the nucleon-nucleon interaction, VNN , over the size of the
a-particle, is considered to be a good representation of the long range
part of the physical VN. Since the a-particle is strongly absorbed,
only the long range part of V N need be considered. Since the a-particle
has spin and isospin zero, the 71 ' T2 and 01 ca2 terms of VNN thus
average to zero and VaN becomes a simple direct interaction. The
averaging of VNN over the a-particle is preferred to the interaction
found from (a, n) scattering since (a, n) scattering should include more
effects than those found in the long range part of VaN. Since VNN gives
a good fit to the P = 0 phase shifts up to 50 MeV and reproduces the
effective range parameters, V N is considered valid up to 200 MeV.
1
The range, r ° = y 2, of VaN is considered to be the most important
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parameter of Va N since the strength is empirically corrected by XR.
A 10% error in r0 was found to appreciably affect only the cross-sections
208
of Pb 208, anucleus which had the greatest sensitivity to all the
208parameters of the model. For Pb a 10% error in r0 caused r to
change by 2. 4% and the rms to change by 1. 1%. Of the measured
quantities only r was pushed outside the uncertainty. The model is
therefore not considered to be highly sensitive to the range of r .
It should be noted that V is not as simplistic as first noted.
Since the range of the Majorana exchange term is the same as the direct,
this interaction includes a first order exchange interaction. As long as
the surfaces of nuclei have approximately the same shape (which they do),
exchange is effectively included in this model.
The critical assumptions of this model are that the nuclear part
of the optical model can be expressed as
U(rQ) = (XR + iXI ) p(r) VaN(r - r ) d3r 7.1
and that the empirical parameters XR and XI do not depend on the mass
of the target nucleus. As far as can be tested, these assumptions are
considered valid. Equation 7. 1 is considered to be valid since in all
cases XR was approximately equal to one (XR varied from 0. 80 to 1. 03).
Since the XR and XI values from Ca 4 0 could reliably be used to predict
the cross sections of other T = 0 nuclei, it was concluded that XR and XI
do not depend on mass.
One other effect which could affect the values of XR and XI was the
neutron charge distribution. In the interesting region of p(r) in Ca 4 0
this effect accounted for only a few percent of the nuclear charge distri-
butions. Since the neutron charge distribution also changed sign in this
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region, the effect probably cancels itself to a large extent and is not
considered serious. No change in XR or I was considered necessary.
This model can be applied in two ways. The first is to parameter-
ize p(r) by any reasonable distribution functions and measure the size
and slope of various T > 0 nuclei. The second is to test various
theoretical p(r) by predicting the scattering cross sections using
Equation 7. 1 for an optical potential. In using the first procedure, a
Fermi distribution was chosen:
r c-1
p(r) = pl+ exp r-•) 7.2
where c and a are empirical parameters. One need only have two
parameters for p(r) since only the size and slope of the surface can be
determined. It is important in using this technique to remember that
only the first order optical potential is used; therefore, nuclei with
highly excited low-lying excited states must be avoided. For such
nuclei a coupled channels calculation should be used. For nuclei which
are spherical and have no highly excited low-lying excited states, the
size and slope of the nucleus can be determined with uncertainties as
small as ± 0. 05 F and 16. 5% respectively.
The measurements of the rms radii agree closely with other
experimental measurements. The method is therefore considered
reliable.
Since this procedure produces reliable measurements of the
surface of the nuclear mass distributions and since the proton distri-
butions are reliably determined from electromagnetic measurements,
the neutron distribution can be extracted from this method by subtraction.
By comparing the results for neutron rms radii and neutron-proton rms
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difference with those from other experiments and theoretical calculations,
it can be seen that there is general agreement. The uncertainties in
the results presented in this thesis were found to be smaller than those
found by other techniques. It can be concluded that a-particles provide
the most sensitive tool for examining the surface of the neutron distri-
butions.
Using the second technique for exploiting Equation 7. 1, two
Hartree-Fock calculations (Ne 70, Va 71) were examined in detail. The
cross sections for the Ni 5 8, Ni 6 0 , Ni 6 2 , Ni 6 4 (Va 71) and Zr 9 0 (Va 71,
Ne 70) were predicted to within the uncertainties found empirically and
these distributions were thus considered equivalent to those determined
empirically. The distributions for Pb2 0 8 (Ne 70, Va 71) were not able
to predict the cross sections to within the empirical uncertainties and
these distributions are considered marginally equivalent to the
empirically determined distribution. The problem seems to be that
these theoretical p(r)'s do not have the correct densities at the point of
maximum sensitivity, r. The general features such as the rms radii
appear to be in agreement; thus, these distributions are considered
marginal using this model. Thus, again the a-particle is shown to be
sensitive to more than just a size measurement. Something about the
shape of the surface is determined.
From measuring p (r) empirically it was found that indeed the
a-particle optical potential is sensitive to approximately 2 F of the
nuclear density, a region ranging from the 1% up to the 90% of the central
density points. Further it was found that the a-particle was most
sensitive to a point, r, at which the density was 15% that of the central
density. This point was consistently found to be 2. 0 F, the interaction
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length, from RD, the diffraction radius. Thus, there is a correlation
between two different models. The diffraction radius can be concluded
to be the point from which the interaction from the c-particle effectively
reaches the point of maximum sensitivity on p(r).
If one examines the angular distributions and the uncertainty
ellipses that result from the empirical fit of the angular distributions,
a qualitative relationship can be seen between the angular distributions
and the uncertainty ellipses. The size and shape of the uncertainty
ellipses for both (XR, XI) and (c, a) space are determined by the period
of the oscillations and the number of experimental points along the
steeper regions of the angular distributions. As the period becomes
smaller and the number of oscillations per ecm = 400 increases, more
experimental points lie on that part of the curve which is more sensitive
to parameter changes; thus the ellipses become smaller. Since the
period of oscillations decreases with increasing target mass or energy,
it can be concluded that the greater the mass of the target nucleon or the
higher the energy the less the uncertainties in the measured quantities.
For example, at E = 104 MeV the slope for Ca 4 0 can be determined to
within ± 71%, while for Pb2 0 8 it can be determined to within ± 16. 5%.
It is thus preferable to use data taken at lab energies above
100 MeV to measure nuclear sizes. Not only does the resolution
increase with energy but the problem of the effective potentials as seen
by the computer makes energies below 50 MeV unusable, as shown in
Section 4. 7.
In conclusion, this model, which is a diffraction model, should be
able to be applied to any angular distribution which exhibits a set of
diffraction oscillations. It could most simply be applied to heavy ions
193
which have spin and isospin equal to zero. This simplifies the
averaging of VNN over the systems (r1 • r 2 and •l * o2 terms are elimin-
ated). Thus it is tempting to apply this model to 0 1 6 scattering from
nuclear systems. As the scattering of 016 from various nuclei also
exhibits diffraction patterns, this probe could also give reliable measure-
ments of the size and surface of the nuclear matter distributions.
.. .9
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APPENDIX A
Equation 3. 2 can be rewritten to explicitly show the Bartlett, and
Majorana, and Heisenberg exchange operators:
spin exchange (Bartlett),
B1 2 = (1+ 1 *2) A. 1
space exchange (Majorana),
= a (1 + '1 "'2) (1 + T1 7 2),
and space-spin exchange (Heisenberg),
H1 2 +- (1  71 2 ) .
Rewriting Equation 3. 2,
V(r) = (VD + VB B12 + V m 2+ V H12) g(r).D 2 m 12 H H 1 2)g~) A. 4
Again the four spin and parity states are used to extract the values
-B m ti The odd states interactions are set equal to
VSE
VTE
SO- 0
V O 0TO 0
= VD - VH - VB + Vm
VD + VH +
= VD + VH
= V - V HD H
VB +
- VB - V m
+ VB - VmB m
Solving, one finds
VD
VB
~(VSE + VTE),
(VTE VSE)T E SE
A. 2
A. 3
of VD'
zero.
A. 5
A. 6
A. 7
A. 8
A. 9
A. 10
. V , and V .
VH = (VTE - VSE),
Vm = (VSE +VTE),
The direct term V0 0 of Equation 3. 7 is equal to the sum
V0 0  V + V I V - VvD 2B H2 m
V0 0 D= V VD m 16 (VSE+ VTE)
and
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A. 11
A. 12
A. 13
A. 14
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APPENDIX B
OBTAINING PROTON DISTRIBUTIONS FROM
CHARGE DISTRIBUTIONS
Throughout the analysis presented in this thesis, the proton
distribution is used. This proton distribution is derived from the
charge distribution found by electron scattering and p -mesic X-ray
experiments. Table B. 1 gives the charge distributions used. In each
case it is required that the charge distribution from electron scattering
give reasonable agreement for the p-mesic K energy. The exception
to this requirement is 016. From electron scattering the rms radius
is 2. 853 F, while I -mesic X-rays give 2. 61 F. The distribution is
used, however, since it is the only one which could be found.
It is assumed that the entire experimental charge distribution
results from only the protons in the nucleus. As shown by the Hartree-
Fock calculation presented in Fig. 4. 27, this is not actually true. The
neutron contribution is small in the region of interest and will be
neglected.
The charge distribution can now be expressed as
pc(r) = Spp(rp) ps(rp- r) d7 B. 1
where pc is the charge distribution, pp the proton distribution, and Pps
the size of the proton. Taking the Fourier transform of pc'
pc 1 pc(r) eiq dr, B. 2
or
pc1(q) =ei. pp(rp) rpp(p -r) dr dr. B. 3
Now
Pps( p - r)
-ik. (rp -r)
p1 S
which when substituted into B. 3 gives
c(q) 1 1(2T) 3 (2r)3 i(q.r - k.(r -r)5 e pps(k) pp(rp) d7 dT d3 k.
However,
6(q+k) =1 e i (q+k) ' r dT
(2 7)3
p(q) = pp(-q) (q).
,(0) = , (0) pp s (o)
Equation B. 7 is used in the computer programme UNFOLD to derive pp
from Pc. The procedure is to take the Fourier transform of pc and use
Eq. B. 7 with 2 2qa
Pps(q) = e 6 B. 9
where a = 0. 8 F.
The rms radii of the p p'S are presented in Table B. 1.p
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Pps(k) d3 k. B. 4
B. 5
so that
B. 6
Note that
B. 7
B. 8
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TABLE B. 1
CHARGE DISTRIBUTIONS
rms radius of charge distribution.
rms radius of UNFOLD proton distribution.
S K transition energy calculated from the above charge distri-
bution (vacuum polarization is neglected).
experimental values from M -mesic X-rays.
a Ref. (Ba 67)
b Ref. (Eh 67)
c Ref. (Kh 68)
d Ref. (Hag 69)
16 2 0  Si2 8  S32O Ne Si S
c (F) 2. 608 2. 937 3.30 3. 53
a (F) 0. 513 0. 568 0. 545 0.61
w (F) -0. 051 0.0 -0.18 -0.26
rc (F) 2. 853 3.104 3. 079 3.197
r (F) 2. 636 3. 023 2.998 3. 119
K (kev) 73.297 400.13 516.54
K 2(kev) 133.56 ± 0 .15a - 400.22a ± 0.15 516.24a ±0.25
Ref. (He 71) (He 71) (Mu 70) (Hu 70)
r
r
P
1
Ka
K2
.4,
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TABLE B. 1 (continued)
CHARGE DISTRIBUTIONS
Ca40  Ca40  Ni58  Ni
60
c (F) 3. 602 3. 7984 4.351 ± 0.01 4. 569 ± 0.02
a (F) 0. 576 0. 5829 0. 499 ± 0. 002 0. 526 ± 0. 002
w (F) 0.0 -0.18 -0.185 ± 0.01 -0. 35 ± 0. 02
r c (F) 3. 517 3. 475 ± 0. 017 3. 725 ± 0. 015 3. 755 ± 0. 023
r (F) 3. 425 3. 382 3. 641 3. 665
K (kev) 781.30 782.42 1430.2 1427.8
K (kev) 783. 56±b0.16 783. 56±0.16b  1430. 8±0.7 c  1427. 6±0.7 c
•Ref. (Cr 65) (He 71) (Fi 70) (Fi 70)
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TABLE B. 1 (continued)
CHARGE DISTRIBUTIONS
5. 2; all other pc are modified Fermi.
Ni 6 2  Ni 6 4  Zr 9 0  Pb 2 0 8 *
c (F) 4.51 ± 0.01 4.548 ± 0.01 4.934 6.347
a (F) 0.532 ± 0.002 0.52 5 0.002 0.5209 2.8685
w (F) -0. 284 ± 0.01 -0. 264 ± 0.01 -0.0812 0. 309
rc (F) 3. 787 ± 0. 015 3. 826 ± 0. 015 4.235 5. 5036 ± 0. 002
r (F) 3. 704 3. 744 4. 160 5. 445
K (kev) 1424.9 1421.5 2522.0 5773.5
K2(kev) 1425. 5 ± 0. 7c - 2528.9 ± 0.8b 5
Ref. (Fi 70) (Fi 70) (He 71) (He 71)
Uses modified Gaussian pc, Eq.
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TABLE B. 1 (continued)
CHARGE DISTRIBUTIONS
Uses modified Gaussian pc, Eq.
all other pc are modified Fermi.
5. 2;
Bi 20 9
c (F) 6. 307
a (F) 2. 8817
w (F) 0. 4054
r c (F) 5. 523 ± 0. 001
r (F) 5. 465
Kl (kev) 5834.1
K (kev)
Ref. (He 72)
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APPENDIX C
The following table of uncertainty ellipse parameters gives the
c, a values at the five points shown on the probable uncertainty ellipse
in Fig. C. 1. These five points are used to determine all of the
quantities of p(r), pn(r), and pp(r) (Tables 5. 4 - 5. 7). The uncertain-
ties in r, p(r), dp/dr)r=r , (1/p)(dp/dr)r=r, and R(rms) for p, p , and
Pn were taken from the maximum variations from these five points.
Figures C. 2 through C. 11 show the best fits for Ar40(104) through
Bi 209(104).
203
TABLE C. 1
UNCERTAINTY ELLIPSE PARAMETERS
(Energy) Ca 4(104) Ar40 (104) Ni58 (104) Ni 6(104) Ni62(104) Ni64(104)(Energy)
c 3. 82 3. 325 4.250 4.400 4.385 4. 285
1
a 0.46 0.60 0.475 0.450 0.482 0. 550
c 4.33 3. 800 4. 565 4.775 4.775 4.900
2
a 0.23 0.470 0.350 0.288 0.316 0.310
c 3.14 2.545 3.935 3.950 3.845 3.410
3
a 0.64 0.75 0. 567 0. 585 0. 638 0. 760
c 3.78 3.315 4.241 4.390 4.375 4.270
4
a 0.43 0.57 0.454 0.425 0.455 0. 510
c 3.86 3. 330 4.256 4.411 4.440 4.297
5
a 0.49 0.63 0.495 0.480 0.521 0.595
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TABLE C. 1 (continued)
UNCERTAINTY ELLIPSE PARAMETERS
Element 90 208 208 208 209
Element Zr (104) Pb (104) Pb (140) Pb (166) Bi (109)(Energy)
c 5.080 6.800 6. 865 6.725 6.920
1
a 0.475 0. 500 0.550 0.570 0.475
c 5.410 7.000 7.150 6.945 7. 135
2
a 0.330 0.422 0.416 0.480 0.375
c 4.708 6.640 6. 520 6.460 6.700
3
a 0. 598 0. 555 0. 685 0. 665 0. 565
c 5.071 6. 792 6. 853 6.710 6.910
4
a 0.454 0.477 0.527 0.543 0.440
c 5.088 6.806 6. 878 6.740 6.935
5
a 0.496 0. 525 0. 585 0.609 0.505
Pb208 E= 104
rrms Constant
.2 .3 .4 .5 .6 .7 .8
a (F)
Figure C. 1
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APPENDIX D
Table D. 1 contains the values of XR and XI obtained for various
T = 0 systems. The uncertainties shown are the uncorrelated
uncertainties defined in section 4. 3. Figures 4. 31 and 4. 32 show the
variation of these parameters with energy. The points for Ne 2 0 are
not included since this nucleus has easily-excited, low-lying states
which could cause XR to be appreciably lower than for other T = 0
20
nuclei at the same energy. As Table D. 1 shows, XR for Ne is in
fact 13% less than XR for other T = 0 systems. In general, the
quality of the fits improves with energy (A goes from 10. O0 to 3. O0 as
energy increases). As is explained in Chapter 4, this is a
consequence of the shape of the angular distributions.
Figures D. 1 through D. 12 illustrate these fits for the various
T = 0 systems. An attempt was made to improve the fit for Ca 4 0
at 31 MeV by removing two points. The new values of XR lie within
the error. The new values of XI are substantially lower (67% lower).
A plausible explanation of this fitting problem is made in Chapter 4.
WELL STRENGTH
TABLE D. 1
PARAMETERS FROM T = 0 SYSTEMS
Element EcmR x I  A**
(Energy) (MeV) R I
0 16(40.5) 32.4 1.00 ± 0.09 0.51 ± 0.08 6.6
0 16(104) 83.2 0.81 ± 0.06 0.41 ± 0.04 2.3
Ne 20(104) 86.7 0.71 ± 0.07 0.46 ± 0.06 4.0
Si28(104) 91.0 0.82 ± 0.04 0.50 ± 0.04 1.2
S32(56) 49.7 0.74 ± 0.12 0.29 ± 0.08 10.1
40(31) 28.2 0.97 ± 0.12 0.33 ± 0.08
Ca (31) 28.2 ,,. 9 . 4
(1.03 ± 0.12)1 (0.11 ± 0.08)
Ca 4 0 (42) 38.2 0.96 ± 0.09 0.36 ± 0.09 8.8
Ca40(51) 46.5 1.01 ± 0.08 0.41 ± 0.07 7.9
Ca40(56) 51.0 0.80 ± 0.12 0.27 ± 0.10 9.7
Ca40(104) 94.5 0. 815± 0.04 0.46 ± 0.03 2.2
Ca40(166) 150.9 0. 68 ± 0.20 0.38 ± 0.20 2.9
Note: The uncertainties are uncorrelated as defined in section 4. 3.
These values were determined by removing two points in the
last two minima, one at 56. 700 and one at 64. 50.
A uniform error in the cross sections is assumed, AU = 0. 1 a.
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