Let Q n (x) = n i=0 A i x i be a random polynomial where the coefficients A 0 , A 1 , · · · form a sequence of centered Gaussian random variables. Moreover, assume that the increments ∆ j = A j − A j−1 , j = 0, 1, 2, · · · are independent, assuming A −1 = 0. The coefficients can be considered as n consecutive observations of a Brownian motion. We study the number of times that such a random polynomial crosses a line which is not necessarily parallel to the x-axis. More precisely we obtain the asymptotic behavior of the expected number of real roots of the equation Q n (x) = Kx, for the cases that K is any non-zero real constant K = o(n 1/4 ), and K = o(n 1/2 ) separately.
Preliminaries
The theory of the expected number of real zeros of random algebraic polynomials was addressed in the fundamental work of M. Kac [6] (1943) . The works of Logan and Shepp [7, 8] , Ibragimov and Maslova [5] , Wilkins [14] , Farahmand [3] , and Sambandham [12, 13] are other fundamental contributions to the subject. For various aspects on random polynomials see Bharucha-Reid and Sambandham [1] , and Farahmand [4] .
There has been recent interest in cases where the coefficients form certain random processes, Rezakhah and Soltani [10, 11] , Rezakhah and Shemehsavar [9] .
Let A 0 , A 1 , · · · be a mean zero Gaussian random sequence for which the increments ∆ i = A i − A i−1 , i = 1, 2, · · · are independent, assuming A −1 = 0. The sequence A 0 , A 1 · · · may be considered as successive Brownian points, i.e., A j = W (t j ), j = 0, 1, · · ·, where t 0 < t 1 < · · · and {W (t), t ≥ 0} is the standard Brownian motion. In this physical interpretation, Var(∆ j ) is the distance between successive times t j−1 , t j . Let
We study the number of times that Q n (x) crosses a line which is not necessarily parallel to the x-axis. Let N K (a, b) denote the number of real roots of the equation Q n (x) = Kx, in the interval (a, b), where K is any real constant independent of x, and multiple roots are counted only once. We note that
Using the function erf(t) = 2Φ(t √ 2) − 1, and the fact that t(erf(t)) = −t(erf(−t)), the classical result of Cramer and Leadbetter [1967 p 285] can be applied to obtain ;
where
and
where a k (x), b k (x) is defined by (1.2).
Asymptotic behaviour of EN K
In this section we obtain the asymptotic behaviour of the expected number of real zeros of the equation Q n (x) = Kx, where Q n (x) is defined by (1.1). We prove the following theorem for the case that the increments ∆ 1 · · · ∆ n have the same distributions, and σ
be the random algebraic polynomial given by (1.1) for which A j = ∆ 1 + · · · ∆ j , where ∆ i , i = 1, · · · n, are independent and ∆ j ∼ N(0, 1), for j = 1, 2, · · · , n. The expected number of real roots of Q n (x) = Kx satisfies the following equations:
, and for large n
where for n odd C 1 = 1.715215531, and for n even C 1 = −0.7200279388.
(ii) -for K = o(n 1/2 ), and for large n
Proof. Due to the behaviour of Q n (x), the asymptotic behaviour is treated separately on the intervals 1 < x < ∞, −∞ < x < −1, 0 < x < 1 and −1 < x < 0. For 1 < x < ∞, we use the change of variable x = 1 + t n and the equality 1 + t n n = e t 1 −
3), we find that
where by (1.4) and by tedious manipulation we have that
where R 1 (t) = (4t−15)e 4 t +(24t + 32)e 3 t −(8t 3 +12t 2 +36t+18)e 2 t + 8e t t + 1 2 t (−1 − 3 e 2 t + 4 e t + 2 te 2 t ) and S 1 (t) = S 11 (t)/S 12 (t) in which
One can easily verify that as t → ∞,
As (2.4) can not be integrated term by term, by noting that
Thus by (2.5) we have that
This expression is term by term integrable, and provides that
dt. Using (1.4) we find
Also we find that for n even S 2 (t) = (S 21 (t) + S 22 (t))/(4S 23 (t)) , and for n odd S 2 (t) = (S 21 (t) − S 22 (t))/(4S 23 (t)), in which 
where g 2,1 (t) = −32 t 4 − 16 t 3 + 16 t 2 − 8 t e 2 t + 8 t (4t + 1)e 4 t − (8 t 3 + 12 t 2 + 4 t + 2) e 2 t + 1 .
Also we find that It can be seen that as n → ∞,
Now by using (1.4) we find that f n (−1 − t/n)/n := I 21 + I 22 where
then by using (2.5) we have that
0322863, for n odd, and
where we observe that R 3 (t) ≡ R 1 (−t) and S 3 (t) = S 31 (t)/S 32 (t), in which and S 32 (t) ≡ S 12 (−t). We see that, as t → ∞, R 3 (t) = (2t) −1 + O(t −1/2 e −t/2 ), and S 3 (t) = 3 4 + O(t 2 e −t ). Now using the equality
we have
dt + log(2n + 1) 2π (2.14)
For −1 < x < 0, using the change of variable let x = −1 + t(n + t) −1 , we have that
in which R 4 (t) ≡ R 2 (−t). For n even S 4 (t) = (S 41 (t) + S 42 (t))/(4S 43 (t)), and for n odd S 4 (t) = (S 41 (t) − S 42 (t))/(4S 43 (t)), where
S 42 (t) ≡ S 22 (−t), and S 43 (t) ≡ S 23 (−t). Also we have that
where g 3,1 (t) = −((4 t 2 −2 t+1)e −2 t −1) √ t((2t−1)e −2 t +1)
3/2 . Also we have that
Finally we find that
where g 5,1 (t) = √ t −8t 2 + 4t + 2 e −2t − 2 (2t − 1)e −2t + 1 (1 − 4t)e −4t + (8t 3 − 12t 2 + 4t − 2)e −2t + 1 .
As t → ∞ we have
then we have by (1.4) that n (n + t) 2 f n − 1 + t n + t := I 41 + I 42
Now using (2.13) we have that
where for n odd (R 4 (t) g 2,1 (t) + 2 g 3,1 (t)g 5,1 (t)) dt = 1.533149028. Thus we arrive at (2.1), and the first part of the theorem is proved. Now for the proof of the second part of the theorem, that is for the case K = o( √ n) we study the asymptotic behavior of EN K (a, b) for different intervals (−∞, −1), (−1, 0), (0, 1) and (1, ∞) separately. Let 1 < x < ∞ by using the change of variable x = 1 + t n and (1.4) and by the result (2.4) we find that
where ∞ 0 R 1 (t)dt = 0.734874192 . For −∞ < x < −1 we use the change of variable x = −1 − t n . By the fact that K 2 /n = o(n), we have lim n→∞ K 2 /n = 0. So
Therefore the relations (2.7) and (2.9) implies that exp{g 2 (−1 − t/n)} = 1 + o(1) and exp{g 4 (−1 − t/n)} = 1 + o(1). These and the relations (1.4), (2.6), (2. 
