Trial-and-error learning, noise and selection in cultural evolution - A study through artificial life simulations by Baldassarre, Gianluca & Parisi, Domenico
  
 
 
 
TRIAL-AND-ERROR LEARNING, NOISE AND SELECTION IN 
CULTURAL EVOLUTION: 
A STUDY THROUGH ARTIFICIAL LIFE SIMULATIONS 
 
Gianluca Baldassarre * ; Domenico Parisi $ 
* Department of Computer Science, University of Essex; Colchester, CO4 3SQ, United Kingdom 
$ Institute of Psychology, National Research Council; Rome, Italy 
gbalda@essex.ac.uk; domenico@kant.irmkant.rm.cnr.it 
 
Abstract 
 
Through imitation the behaviours exhibited by one generation of organisms are passed on to the next generation. To allow for 
the evolutionary emergence of previously non-existing behaviours it is necessary to introduce some mechanism to add new variants. One 
way is to select only the best organisms of each generation as "teachers" for the organisms of the next generation and to add some random 
noise during the imitation process so that by chance at least some "students" turn out to be better than their "teachers". Another way is to 
allow organisms to learn during their life individually, e.g. through a trial-and-error procedure, so that what they "teach" their "students" 
is an improved version of the behaviour they learnt by imitating their own "teachers". In this paper we describe some simulations of the 
cultural evolution of a simple food-getting capacity in a population of artificial organisms living in an environment that contains food. A 
neural network controls the behaviour of each organism and the organism learns to look for food by imitating the behaviour of an organ-
ism of the preceding generation. We manipulate the variables we have described (selection of "teachers", random noise, individual learn-
ing) and observe the consequences of these manipulations. Results show that both random noise in the transmission process and individ-
ual learning during life lead to the emergence of previously non-existing behaviours and that adding selection of "teachers" to the sce-
nario with individual learning leads to a population with higher performance and lower inter-individual variability. 
 
1   Introduction 
 
Culture can be defined as behaviours (and ideas) that are 
transmitted from one generation to the next through learn-
ing from others (Cavalli-Sforza and Feldman, 1981; but 
see Boyd and Richerson, 1985). If behaviours are trans-
mitted selectively and there are mechanisms for adding 
new variants to the behavioural pool, we can observe 
cultural change and the evolutionary emergence of new 
behaviours. 
 
One mechanism for learning from others is imitation. 
Imitation occurs when an organism learns a new behav-
iour by observing another organism that exhibits the par-
ticular behaviour. In this paper we use a simple neural 
network model of learning by imitation (Hutchins and 
Hazelhurst, 1995; Denaro and Parisi, 1996). A neural 
network learns a new behaviour by using the output of 
another network, already in possession of the behaviour, 
as its teaching input as part of the back-propagation pro-
cedure (Rumelhart, Hinton and Williams, 1986). 
 
Through imitation the behaviours exhibited by one gen-
eration of organisms are passed on to the next generation. 
(However, since error never goes to zero in back-
propagation learning, the behaviour or capacity gradually 
dissipates in a succession of generations in the absence of 
other mechanisms. Cf. Denaro and Parisi, 1996). Within 
the parallel that is often drawn between cultural evolution 
and biological evolution, imitation captures "descent" in 
Charles Darwin's definition of evolution as "descent with 
modification", but it leaves out "modification". In order 
to have cultural change and the evolutionary emergence 
of previously non-existing behaviours it is necessary to 
introduce some mechanism for adding new variants. 
 
One way to produce cultural evolution is to select only 
the best organisms of each generation as "teachers" for 
the organisms of the next generation and to add some 
random noise in the transmission process (imitation) so 
that, due to purely accidental reasons, at least some "stu-
dents" turn out to be better than their "teachers". Another 
way is to allow organisms to learn during their life indi-
vidually, that is, through their non-social interactions with 
the environment, so that what they "teach" to their "stu-
  
dents" is an improved version of the behaviour they have 
inherited through imitation from their "teachers" of the 
previous generation. A third possibility is to combine 
both mechanisms, that is, the best organisms are selected 
as "teachers" and their "students" improve the behaviour 
they acquire through imitation by using individual learn-
ing during life. 
 
In this paper we describe some simulations of the cultural 
evolution of a simple food-getting capacity in a popula-
tion of artificial organisms living in an environment that 
contains food. A neural network controls the behaviour of 
each organism and the organism learns to look for food 
by imitating an organism of the preceding generation that 
already knows how to find food. We manipulate the vari-
ables we have described (selection of the best organisms 
as "teachers", random noise added to the transmission 
process, individual learning during life) and observe the 
consequences of these manipulations. 
 
2   Simulations 
 
The environment of the simulations is a 1x1 unit square 
arena. In this arena there are 10 elements of food ran-
domly spread, each represented as a circle with a radius 
of 0.01. An individual organism is represented as a circle 
with a radius of 0.02 (Figure 1). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: The environment and the organism. 
The environment contains ten food elements (small cir-
cles) and one organism (big circle). The little line on the 
organism indicates the organism's current heading. 
 
When the organism steps on a food element, it eats the 
food element. This is simulated by making the food ele-
ment disappear when the distance between the organism 
and the food element is less than the sum of their radiuses 
(0.01+0.02 = 0.03). In order to maintain a constant num-
ber of food elements in the environment, when a food 
element is eaten a new element is introduced in another 
random location of the arena. 
 
In all the simulations the ability to search for food (the 
“continuous” cultural trait studied) was measured as the 
moving average of the steps (input/output cycles) neces-
sary for the organism to reach the next food element. The 
average is based on the last 100 food elements reached. 
At the beginning of the life of the organism, when less 
than 100 elements of food have been reached, a simple 
average is used instead. 
 
Each organism has a uni-dimensional “retina” of five 
non-overlapping aligned sensors that receive information 
from a 180° frontal visual field. A sensor has an activa-
tion level within the interval (0.5, 1) if the nearest food 
element, reduced to a point in the arena, is within its 36° 
field (Figure 2). 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: The fields of the five sensors. In this case the 
activation of the five sensors plus the bias unit is 
{0, 0.55, 0, 0, 0, 1}. The example shows a one-cycle 
movement produced by a right step of 0.02 and a left step 
of 0.01. These result in a left turn and a decreasing of the 
distance toward the nearest element of food. 
 
For simplicity, all the food elements within the visual 
field other than the nearest one are not perceived. The 
distance of the food element perceived by the organism is 
mapped onto a continuous interval in such a way that the 
activation of the sensor is 0.5 if the element is adjacent to 
the organism and it is 1 if the food element is at distance 
1 (the entire width of the arena). In all the other cases the 
sensor has an activation equal to zero. 
 
The organism should be thought of as having one "leg" 
on each side of its body. In each cycle the organism 
moves both legs. By controlling the length of the left and 
right step, the organism can go straight (same length for 
both left and right step), turn (different lengths), and con-
trol the speed of movement. The length of the steps falls 
within the interval (0, 0.02). (See Figure 2 for an example 
of movement.) 
 
The system controlling the movement of the organism on 
the basis of the information encoded in the sensors is a 
  
feed-forward neural network with 5 input units (plus a 
bias unit), 6 output units and no hidden units (Figure 3). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: The network controlling the 
organism's behaviour. 
 
The input units of the neural network receive the signals 
directly from the sensors. The six (sigmoidal) output units 
are fully connected with the input units. The activation of 
each output unit is calculated as the sum of the signals 
from the input units, weighted through the weights of the 
connections. The activation is binary and probabilistic: 
the output value of one output unit (a continuous number 
in the interval (0, 1)) is interpreted as the probability that 
the unit has an activation level of 1. Then a real number 
between 0 and 1 is randomly generated. If this number is 
lower than the output value of the unit, the activation of 
the unit is 1, otherwise it is 0. The first three output units 
control the left leg, while the others three control the right 
leg. For each leg the three bits are interpreted as a binary 
number that ranges between 0 and 7. To determine the 
actual length of the step, this number is mapped into the 
interval (0, 0.02). 
 
Learning by imitation is modelled using the back-
propagation procedure. There are two organisms, a 
"teacher" and a "student". The "teacher" looks for food in 
the environment. In any given cycle it is exposed to some 
input and it responds with some output (movement). The 
"student" is near the "teacher" (can be thought of as “be-
ing on his back”) and is exposed to the same input that 
the "teacher" receives. The "student" generates an output 
and then compares this output with the output of the 
"teacher" (teaching input). The back-propagation proce-
dure is used to modify the connection weights of the 
"student" so that after a certain number of cycles the 
"student" tends to respond to the input more or less like 
the "teacher" (the learning rate used in the simulations 
has been set to 3.0). If the "teacher" knows how to look 
for food, this capacity is transmitted to the "student" 
(Figure 4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: A "student" learns to look for food by 
imitating a "teacher". The "student" uses the "teacher's" 
output (in response to the common input) as teaching 
input in the back-propagation procedure 
 
In the first simulation we have reproduced the evolution-
ary emergence of the capacity to look for food by select-
ing the best organisms of each generation as "teachers" of 
the organisms of the next generation and by adding noise 
to the teaching input of “students” (the “social learning” 
lasts for 1000 cycles). Each generation includes 100 or-
ganisms and the 20 organisms with the most efficient 
food gathering behaviour are chosen as "teachers" for the 
100 organisms of the next generation (“students”). In 
each generation the 100 neural networks of the “students” 
have randomly assigned connection weights (between –
0.1 and 0.1) at the beginning of their life. Some noise is 
added to the teaching input used by the "students". In 
other words, a "student" perceives a slightly randomly 
deformed version of its "teacher's" behaviour. Specifi-
cally, a number selected from a uniform random variable 
distributed on the interval (-0.3, +0.3) is added to each of 
the six activation values of the "teacher's" output when 
the "student" uses this output as its teaching input. Then 
the capability of reaching for food of the new generation 
is tested within a lifetime period of 1000 cycles. The 
whole process closely resembles the mechanism of Dar-
winian evolution where noise during transmission is the 
origin of novelty. 
 
In the second simulation there is no selection of "teach-
ers" and there is no noise added to the transmission proc-
ess. Each organism learns to look for food by imitating 
the behaviour of a randomly selected organism of the 
preceding generation. However, after the process of 
learning by imitating a "teacher" is completed, the organ-
ism learns individually during its life using a reinforce-
ment learning procedure based on a trial-and-error 
mechanism (Sutton and Barto, 1998). This individual 
learning leads to an improvement of the organism's food 
gathering capacity. Therefore, the capacity an organism 
will teach to another organism of the next generation is an 
improved version of the behaviour culturally inherited by 
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the first organism. This process closely resembles the 
Lamarckian evolution, where adaptation during life is the 
origin of novelty. 
 
The reinforcement procedure is based on providing an 
organism with an evaluation of its response in each cycle. 
This evaluation can be thought of as being auto-generated 
by the organism itself. The evaluation is a real number 
ranging in the interval (-1, +1) that tells the organism how 
good the effect of the output that it produced in response 
to the received input is. In the simulations the evaluation 
(or reward, R) is computed as the sum of two weighted 
components that depend on the variation of the angle 
(RA) and on the variation of distance (RD) between the 
organism and the nearest object: 
 
( ) RDw-1RAw= R ×+×  
 
The weight w is a parameter set to 0.5. For the angle the 
reinforcement is higher if the angle decreases (or, for 
small angles, if the angle assumes a value close to 0). 
Specifically, RA is computed as follows: 
 
( )
( )
( )/AMaxA-A -=         RAelse
/AMaxA-A =        RAthen
A 0    if  else
/AMaxA  - 1  =        RAthen
AMax<A<0  AMax  <A<0            if
t1-t
t1-t
1-t
t
t1-t
<
∧
 
 
At-1 is the old angle between the organism and the food 
element, measured anticlockwise, At is the new angle, 
AMax is the largest possible variation of the angle (in the 
simulations it is equal to 0.5 radians). 
 
As regards the distance D the reinforcement is higher if 
the distance decreases and it is computed as follows: 
 
( ) DMax/D-D =  RD t1-t  
 
Dt-1 is the old distance between the organism and the food 
element, Dt is the new distance, DMax is the largest pos-
sible variation of distance (0.02 in the simulation). 
 
The specific reinforcement learning algorithm used in the 
simulation is a simplified version of the “complementary 
reinforcement back-propagation algorithm” proposed by 
Ackley and Littman (1990, 1991). The algorithm can be 
summarised as follows. Given the two-layer feed-forward 
network of the organism, the input has dimension n and 
index i, and the output has dimension m and index j. The 
reinforcement is a function of the current and the old in-
puts. The current and the old inputs can be thought of as 
two states of the world as perceived by the organism and 
according to which the organism evaluates the reward 
(higher if it perceives to get closer to the food and to re-
duce the angle). The steps of the algorithm are the follow-
ing (t is a counter): 
 
0. Set t = 0. 
1. Receive input vector nt ℜ∈I . Propagate the input 
through the network to generate the output vector S. 
Use S as a vector of probabilities to determine the 
binary output vector O of the network: 
 
0o  otherwise  1o    thens<  vif jjj ==  
where v is a number extracted from a uniform ran-
dom variable distributed on the interval [0, 1]. 
2. Execute the action in the environment. 
3. If t = 0 go to 5, otherwise compute reinforcement: 
 ( )1-tt ,fR II= . 
4. Compute output errors ej: 
 ( )( )( )jjj
jjj
so-1e       then0       Rif
soe       then0       Rif
−=<
−=≥
 
5. Update weights: 
 ( )( ) ijjjij i s s1 e r η∆w −=  
 
where η is the learning rate (0.1 in the simulations). 
6. Set t = t+1 and go to 1. 
 
Notice that the core of the learning algorithm (steps 4 and 
5) is based on the back-propagation algorithm. Hence, the 
whole algorithm can be used with feed-forward networks 
with any number of layers. 
 
In the second simulation at the beginning of its life an 
organism learns some capacity to look for food by imitat-
ing a "teacher" of the preceding generation and it then 
improves this capacity through individual learning using 
the reinforcement procedure. However, in this simulation 
"teachers" are not the best organisms of the preceding 
generations but all organisms act as "teachers". 
 
In the third simulation we have added selection of "teach-
ers" (as in the first simulation) to the scenario of the sec-
ond simulation to determine if this variable still has some 
affects in addition to the advantage of culturally transmit-
ting behaviours improved through individual learning 
during the life of organisms. 
 
3   Results 
 
Figure 5 shows the results of the first simulation (selec-
tion of “teachers”, noise and cultural transmission) and 
figure 6 shows the results of the second simulation (indi-
vidual learning and cultural transmission). All the results 
  
reported in this paper are the average of three runs of 
each simulation, using three different random seeds.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Performance of a population with selection of 
“teachers”, noise and cultural transmission. The four lines 
represent the capacity to reach for food (100 generations) 
of: best organism of the population (thin line), average 
for the population (thick line), and average plus and mi-
nus standard deviation (dotted lines). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Performance of a population with individual 
learning during life and cultural transmission. 
 
In both simulations the time taken to reach the next food 
element decreases sharply within the first 25 generations. 
Cultural evolution based on imitating the behaviour of the 
organisms of the preceding generation leads to the emer-
gence of a capacity to look efficiently for food both when 
teacher selection and random noise in the transmission 
process are used to produce cultural evolution (first simu-
lation). A similar result is obtained when individual learn-
ing is added but there is no selection of the organisms 
that transmit the behaviour to the next generation (second 
simulation). 
 
If we compare the two graphs of the Figures 5 and 6 we 
notice that the population with selection of “teachers” 
plus transmission noise has a better long-term perform-
ance than the population with individual learning during 
life but no selection of cultural models. Also, the variance 
is smaller in the former population than in the latter (1.71 
against 5.12. To compute one of these standard devia-
tions, we have considered the three runs for each simula-
tion, taken the standard deviations of the last 5 genera-
tions of each run, and have averaged the 15 values so 
obtained). A possible explanation of these facts is that the 
absence of selection of cultural models in the population 
with individual learning does not permit the elimination 
of bad cultural models from the population. The third 
simulation is a test of this hypothesis. In the third simula-
tion there is both selection of the best organisms of each 
generation as "teachers" for the organisms of the next 
generation and individual learning (improvement) of the 
culturally transmitted capacity. Figure 7 shows the results 
of this third simulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Performance of a population with individual 
learning during life, selection of “teachers” and 
 cultural transmission. 
 
Figure 7 indicates that adding selection of cultural models 
is advantageous even in a population in which individual 
learning during life leads to an improvement in each gen-
eration of the culturally transmitted capacity of looking 
for food. Populations with both selection of cultural mod-
els and individual learning reach a higher performance 
level (Figure 7) than population with individual learning 
but no selection of cultural models (Figure 6). The aver-
ages and standard deviations of the two simulations, and 
the statistical significance of their differences, are sum-
marised in figure 8. 
 
In the simulation with selection of “teachers” the standard 
deviation is smaller than the one in the simulation without 
selection (even if not statistically significant). This indi-
cates that effectively the selection of teachers eliminates 
bad teachers and improves the average performance of 
the population (the difference is statistically significant). 
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Figure 8. Averages and standard deviations of the two 
simulations. Statistical significance of their differences  
 
There is a further difference in the average performance 
of the population between the cases of individual learning 
plus selection of “teachers” and noise plus selection of 
“teachers” (average of 29.28 against 17.12). It can be 
hypothesised that this difference is (at least partially) due 
to the fact that in the former case the hardwired mecha-
nism of rewarding that has been chosen (based on the 
effects that action produces on angle and distance from 
objects) is not the optimal one. Further research is needed 
to test this hypothesis. 
 
4   Conclusion 
 
Within a simulation scenario in which simple reactive 
organisms search for food in an environment, we have 
shown that both individual learning during life and selec-
tion of cultural models plus transmission noise can lead to 
the emergence of an initially non-existent capacity to look 
for food which is culturally transmitted through imitation. 
The model of cultural evolution represented by selection 
of "teachers" plus transmission noise considers cultural 
evolution as similar to biological evolution except that 
imitation learning replaces DNA-copying as the inheri-
tance mechanism, whereas the model that bases cultural 
evolution on individual learning during life exploits the 
Lamarckian character of cultural evolution.  
 
The results also show that selection of cultural models is 
not only a way to search for new better behaviours but 
also tends to eliminate cultural models that carry ineffi-
cient behaviours. Adding selection of "teachers" that 
transmit the initial food-getting capacity in a population 
of organisms that during their life improve on this cultur-
ally transmitted capacity through individual learning 
leads to a population with a higher performance level and 
lower inter-individual variability. 
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