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One of the most replicated findings in neurolinguistic literature on syntax is the
increase of hemodynamic activity in the left inferior frontal gyrus (LIFG) in response
to object relative (OR) clauses compared to subject relative clauses. However,
behavioral studies have shown that ORs are primarily only costly when similarity-
based interference is involved and recently, Leiken and Pylkkänen (2014) showed with
magnetoencephalography (MEG) that an LIFG increase at an OR gap is also dependent
on such interference. However, since ORs always involve a cue indicating an upcoming
dependency formation, OR dependencies could be processed already prior to the gap-
site and thus show no sheer dependency effects at the gap itself. To investigate the
role of gap predictability in LIFG dependency effects, this MEG study compared ORs
to verb phrase ellipsis (VPE), which was used as an example of a non-predictable
dependency. Additionally, we explored LIFG sensitivity to filler-gap order by including
right node raising structures, in which the order of filler and gap is reverse to that of
ORs and VPE. Half of the stimuli invoked similarity-based interference and half did not.
Our results demonstrate that LIFG effects of dependency can be elicited regardless of
whether the dependency is predictable, the stimulus materials evoke similarity-based
interference, or the filler precedes the gap. Thus, contrary to our own prior data, the
current findings suggest a highly general role for the LIFG in dependency interpretation
that is not limited to environments involving similarity-based interference. Additionally,
the millisecond time-resolution of MEG allowed for a detailed characterization of the
temporal profiles of LIFG dependency effects across our three constructions, revealing
that the timing of these effects is somewhat construction-specific.
Keywords: neurolinguistics, left inferior frontal gyrus, magnetoencephalography, Filler-gap dependency, object
relative clause, verb phrase ellipsis, right node raising, similarity-based interference
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INTRODUCTION
A classic ﬁnding within the cognitive neuroscience of language
processing is that the comprehension of object relative (OR)
clauses, such as (1), have been found to engender more
hemodynamic activity in the left inferior frontal gyrus (LIFG, aka
“Broca’s Area”) than subject relative (SR) clauses, such as (2) (e.g.,
Just et al., 1996; Stromswold et al., 1996; Caplan et al., 2000, 2008;
Keller et al., 2001; Constable et al., 2004). This observed diﬀerence
in hemodynamic activity mirrors the behavioral ﬁndings that
ORs are more costly to process than SRs by various measures
(Holmes, 1973; Hakes et al., 1976; Wanner and Maratsos, 1978;
Holmes and O’Regan, 1981; Ford, 1983; Waters et al., 1987; King
and Just, 1991).
(1) the ﬁreman [(whoi) the deputy called ti] saved the sailor
(2) the ﬁreman [ whoi ti called the deputy] saved the sailor
In tandem with hypotheses developed from an older body
of aphasia studies, this eﬀect has given rise to the popular
conception that Broca’s area is somehow linked to syntactic
processing (Berndt and Caramazza, 1980; Damasio and Damasio,
1989; Zurif, 1995; Grodzinsky, 2000). Of speciﬁc proposals,
the narrowest in terms of LIFG function hypothesizes that
this region is speciﬁcally responsible for the processing of
displacement or movement (Grodzinsky, 2000; Ben-Shachar
et al., 2003; Grodzinsky and Santi, 2008). It is important to
note that these theories have primarily been tested using relative
clause structures, such as those described above, which contain
movement operations (or “transformations”) that result in a
long-distance dependency between two elements. Therefore,
it is unclear whether it is the movement process itself or
the consequential relation between non-adjacent components
that induces the increase in activation. A more general set of
hypotheses, but still speciﬁc to linguistic processing, includes the
“linearization” computation (Bornkessel et al., 2005; Grewe et al.,
2005), and the process of “uniﬁcation” (Hagoort, 2003, 2005).
Linearization involves maintaining hierarchical orderings of the
members of a linguistic dependency. If this process takes place
in the LIFG, then a violation of linguistic hierarchy should yield
increased LIFG activity. Therefore, as English-type languages
show a preference for subjects to precede objects, the LIFG eﬀect
for ORs could be taken to reﬂect the reversal of the subject–
object order. Uniﬁcation, on the other hand, is the process
of integrating lexical information from a single word into a
larger syntactic frame that has been retrieved from memory.
Therefore, if this computation takes place in the LIFG, then
integration of individual lexical items into the OR syntactic
frame retrieved from memory might generate increased LIFG
activity.
The above proposals contrast with hypotheses linking the
LIFG primarily to non-language-speciﬁc processes, such as
working memory (Caplan et al., 2000, 2008; Fiebach et al., 2001,
2005; Kaan and Swaab, 2002; Rogalsky et al., 2008; Makuuchi
et al., 2009) or cognitive control (Botvinick et al., 2001; Miller
and Cohen, 2001; Novick et al., 2005; Braver et al., 2007). Under
both of these types of accounts, the LIFG increase relates not
to any language-speciﬁc structural operation, but rather to the
fact that, in ORs (but not in SRs), two noun phrases (NPs) are
encountered prior to the verb, taxing working memory and/or
inducing conﬂict.
The goal of the present work was to contribute to our
understanding of LIFG function in language processing by
examining LIFG dependency eﬀects with a diﬀerent methodo-
logy and a broader range of dependencies than previously
studied, as well as by manipulating variables that aﬀect
memory retrieval operations in resolving a dependency. We
employed magnetoencephalography (MEG), which, contrary
to the traditional hemodynamic methods, allowed for a
detailed temporal characterization of LIFG activity. Our design
systematically varied not only the presence of dependency
structures, but also the extent to which dependent structures
elicited retrieval interference. In addition to commonly studied
object extractions, we also explored dependencies resulting
from verb-phrase ellipsis and right-node raising. Contrasting
these constructions with ORs allowed us to narrow down the
hypothesis space regarding the source of LIFG dependency
eﬀects. In sum, the central aim of this work was to assess
whether dependency eﬀects in the LIFG are only elicited
for memory-intensive structures involving similarity-based
interference or also for “easy” dependencies without much
interference. The latter ﬁnding would conform to accounts
implicating the LIFG for dependency resulting from movement
operations (or long-distance dependency itself) whereas the
emergence of LIFG eﬀects only in the presence of interference
would suggest a more memory-driven role. Note though that
the interpretation of “movement” always involves retrieval
whether or not the movement conﬁguration places any
extra burden on working memory. Thus a uniform eﬀect
of “movement” on the LIFG could reﬂect a generic role
in retrieval, as opposed to a (language-) speciﬁc one in
movement.
Retrieval Interference in Behavior and
the LIFG
Enhanced LIFG activity for ORs as compared with SRs aligns
with behavioral eﬀects of increased processing time for ORs
over SRs. However, recent behavioral studies have suggested
that the retrieval process in ORs may only be more costly than
that of SRs under conditions that engender retrieval interference
(Gordon et al., 2001, 2002; Fedorenko et al., 2006; Van Dyke
and McElree, 2006, 2011; Lee et al., 2007; Hofmeister, 2011).
Evidence suggests that sentence comprehension relies upon a
cue-driven, direct-access operation (e.g., McElree, 2000; McElree
et al., 2003; Martin andMcElree, 2008, 2009, 2011), in which cues
formed at the retrieval site make contact with representations
in memory that have matching content, without the need for
a search process. Direct access is performed quickly, but can
be highly susceptible to interference (Foraker and McElree,
2011). Basic memory research, as well as research on the role
of memory in comprehension, indicates that the primary locus
of interference occurs during retrieval (Van Dyke and McElree,
2006). Retrieval interference can result from “cue-overload,” a
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condition where retrieval cues are not distinctive enough to
reliably elicit a desired target because they were associated with
multiple items in memory (Watkins and Watkins, 1975; Nairne,
2002; Öztekin and McElree, 2007). In these circumstances, a
sought-after element inmemorymay fail to be recovered, another
element matching the retrieval cues may be recovered in its place,
or “blend errors” may occur where two or more representations
are “synthesized at retrieval” (Nystrom and McClelland, 1992).
It is natural to expect retrieval interference to be a key
determinant of whether comprehension is successful. One type
of retrieval interference that may impede the processing of
OR dependencies is similarity-based interference: i.e., when
two adjacent or nearby determiner-noun sequences are parallel
in their surface syntax (Lewis, 1996). In fact, it has been
shown that if the two NPs prior to the verb contrast in
their surface structure, then the behavioral OR over SR eﬀect
diminishes (Gordon et al., 2001). This suggests that the
processing delay is unrelated to the syntactic conﬁguration
of ORs. While a full spectrum of features that engender
interference remains to be determined, interference has been
recurrently observed when memory representations (i) overlap
in their semantic category membership (Gardiner et al., 1972;
Wickens, 1973; Dillon and Bittner, 1975; Watkins and Watkins,
1975; Crowder, 1976); (ii) have similar phonological forms
(Haber and Haber, 1982; McCutchen et al., 1991; Acheson and
Macdonald, 2011) or (iii) encode similar syntactic structures
(Lewis, 1996; Gordon et al., 2001, 2002; Fedorenko et al., 2006;
Van Dyke and McElree, 2006; Lee et al., 2007; Hofmeister,
2011).
Similarity-based interference eﬀects have also been reported
in neuroimaging studies. Increased activation in the LIFG has
been associated with competition resolution in non-language-
speciﬁc tasks (Thompson-Schill et al., 1997; Brandon et al., 2003,
2004; Derrfuss et al., 2004; Postle et al., 2004; Feredoes et al.,
2006), and patients with lesions in this region have shown deﬁcits
when performing non-syntactic interference tasks (Costello and
Warrington, 1989; Robinson et al., 1998; Thothathiri et al., 2010).
This suggests that Broca’s area should not merely be linked with
syntactic processing, but instead plays a key role in resolving
more domain-general interference.
In a previous study, we employed the time course sensitive
technique of MEG to link the behavioral ﬁnding that OR
eﬀects depend on structural parallelism to the LIFG literature.
Speciﬁcally, we investigated whether the LIFG eﬀect would also
be reduced when structural similarity between pre-verbal NPs is
removed (Leiken and Pylkkänen, 2014). Our ﬁndings indicated
that this was indeed the case; LIFG eﬀects of similarity-based
interference—but not the pure presence of a dependency—were
found at the gap site in ORs. Thus, it was shown that MEG
could indeed be employed for the study of object extraction,
revealing eﬀects at the gap site around 600 ms after verb
onset; a time window consistent with the time course of EEG
ﬁndings for dependency formation (King and Kutas, 1995; Kaan
et al., 2000; Gouvea et al., 2010). Moreover, these results were
consistent with working memory and/or conﬂict resolution-
based hypotheses of the role of the LIFG, as opposed to purely
syntactic accounts.
Three Constructions: Object Relatives,
Verb Phrase Ellipsis, and Right Node
Raising
Object Relative Clauses
In the current work, we engaged in a more large-scale
investigation of the relationship between dependency formation
and similarity-based interference. While the ﬁndings from our
previous study—an LIFG increase only for ORs containing
competing determiner-NPs—are consistent with a similarity-
based retrieval interference account of LIFG activity (Öztekin
et al., 2008, 2009), they do not yet conclusively rule out movement
theories that LIFG activity increases for materials that contain a
dependency resulting from a movement operation (Grodzinsky,
1986, 2000; Ben-Shachar et al., 2003, 2004; Grodzinsky and
Friederici, 2006; Santi and Grodzinsky, 2007; Grodzinsky and
Santi, 2008). Because of the predictable nature of an OR
dependency, the lack of a gap-site eﬀect in the LIFG for ORs
without determiner-noun competitors may be due to the fact
that dependency processing could primarily take place before
the verb, prior to the gap. In fact, prior ERP studies have
not only revealed P600 eﬀects following the verb, but also a
sustained anterior negativity at the point of the ﬁller item in
ORs prior to the verb (Phillips et al., 2005). This result could
suggest that the bulk of dependency processing may occur in an
anticipatory time window, preceding the completion of the gap-
ﬁlling computation. Thus, one goal of the present study was to
investigate whether the predictability of OR dependencies yields
early eﬀects in the LIFG, consistent with the dependency eﬀects
found in studies of movement theories, or whether ORs truly only
elicit LIFG increases as a result of similarity-based interference.
To address this question, the present MEG study (i) analyzed
LIFG activity in earlier time windows prior to the gap site and (ii)
compared LIFG activity elicited by ORs to LIFG activity elicited
by non-predictable dependencies. With regards to the analysis of
pre-gap LIFG activity, we employed OR clauses inside of sentence
structures such as (3) to allow for more natural stimuli than in
Leiken and Pylkkänen (2014).
(3) The husband hogged the blankets that Jane grabbed after-
ward.
The relative pronoun that may act as a signal that the object
the blankets will be employed later on in a gap-ﬁlling dependency.
It is possible that there are initial steps involved in computing a
dependency, which may be able to be completed as soon as the
ﬁller item is recognized, even prior to the detection of a gap. Thus,
once the gap is encountered, a suﬃcient portion of the processing
sequence has been completed such that signiﬁcant LIFG increases
at the gap site would not be found. As this may have been the
case in our previous study, in addition tomeasuring LIFG activity
following the target verb grabbed prior to the gap site, the present
study also analyzed activity in the earlier time window, following
that, where predictive processing of the upcoming gap may take
place.
Notice that the item of retrieval is a determiner-noun the
blankets, which is diﬀerent in its surface structure from the
nearby proper name Jane. In order to investigate whether LIFG
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activity results from similarity-based interference, we included
OR conditions which, as in the previous study, allow for potential
similarity-based inference between these two phrases by replacing
Jane with a second determiner-NP (e.g., the wife).
To investigate whether LIFG activity, speciﬁcally at the gap
site, results from a gap-ﬁlling process, non-gap-ﬁlling depen-
dency constructions, such as (4), were employed as controls.
(4) The husband hogged the blankets and Jane grabbed them
afterward.
Here, as there is no movement, there is no gap-ﬁlling
dependency. However, it is important to note that the pronoun
them, which replaces the gap in the OR construction, also forms
a dependency with the blankets. Therefore, we might expect that
a similar retrieval process occurs between retrieval at a pronoun
and retrieval at an OR gap, and thus a comparison between
condition (3) and condition (4) would yield little diﬀerence in
LIFG activity. However, as we are using MEG, we will have the
time course sensitivity to target activity immediately following
the word grabbed in both conditions. We expect retrieval to be
taking place in ORs during this time window, but later at them
in controls. Furthermore, the results from Santi and Grodzinsky
(2007) suggest that gap-ﬁlling shows a cost in the LIFG that
retrieval at a pronoun does not. Therefore, we might expect
increases for ORs in the LIFG over controls.
Verb Phrase Ellipsis
For the comparison of LIFG activity at the gap site in predictable
ORs to the gap site of a non-predictable dependency, we
employed a gap-ﬁlling dependency that does not contain a
relative pronoun-like cue to the upcoming dependency; namely,
verb phrase ellipsis (VPE). VPE is a two-clause construction that
contains an overt verb phrase in the ﬁrst clause, which, in the
second clause, is interpreted, but replaced by an auxiliary verb.
For example in (5), the dependency is between the overt verb
phrase called a cab in the ﬁrst clause and the gap resulting from
ellipsis of the VP in the second clause.
(5) The pedestrian [called a cab]i, and the bellhop did ti too
(Martin and McElree, 2008).
Like the retrieval of the ﬁller at the gap site in ORs, the ﬁrst-
clause VP is retrieved later in the sentence. However, unlike
ORs, VPE has no grammatical marking, like a relative pronoun,
signaling that the verb phrase in the antecedent has a further
role downstream (Martin and McElree, 2008).Without an early
indication of a dependency, we expect the bulk of dependency-
related neural activity to obligatorily take place after the ellipsis
cue has been encountered. The present study, therefore, employs
VPE constructions like (6), which will be analyzed following the
ellipsis site, at too, in comparison with the OR gap site.
(6) The husband hogged the blankets and Jane did too.
If LIFG activity in response to gap-ﬁlling is reﬂective of a
predictive process, then we expect ORs to show LIFG increases
prior to the gap site, whereas we expect VPE to show LIFG
increases following the ellipsis site.
On the other hand, LIFG activity for gap-ﬁlling constructions
has previously been attributed to similarity-based interference.
Therefore, to test this hypothesis this study included VPE
conditions which contain a competitor for the VP item of
retrieval. While a large literature exists for similarity-based
interference in ORs, there is little precedent for what might
induce this type of interference in VPE. Therefore, in order to
introduce a rival VP, the present study interpolated an inner
relative clause within VPE constructions, as in (7):
(7) The husband hogged the blankets and the wife who
sometimes nagged him did too.
In this construction, the inner relative clause, the wife who
sometimes nagged him, involves a VP nagged him, which may
compete with hogged the blankets during retrieval at too. For
consistency, similarity-based interference conditions of ORs also
included these inner relative clauses. It is important to note that
this yields parallel OR materials where one of the parallel NPs
will contain an inner relative clause, while the other does not.
This could potentially lower the similarity between these phrases,
thus biasing against possible similarity-based interference eﬀects
in these conditions over non-parallel conditions.
According to Martin and McElree (2008), the information
inside of the ellipsis site is not necessarily a structurally identical
copy of the antecedent VP, as previously suggested (Frazier and
Clifton, 2001). Instead, there was evidence that ellipsis may
be interpreted using direct-access content cues. In this case,
working memory will use a “pointer” mechanism to access the
information in the antecedent. Therefore, measurements at too
should essentially indicate the cost in the LIFG of this “pointing”
mechanism. For comparison with a non-ellipsis construction, the
present study will include controls, such as (8):
(8) The husband hogged the blankets and Jane did that too.
Note that this condition involves the pronoun that prior to
the retrieval site. This pronoun forms a dependency with the VP
from the ﬁrst clause hogged the blankets. This pointing back to
the antecedent VP is very similar to that in ellipsis. However,
in VPE conditions the pointing is taking place at too, whereas
in the controls this retrieval has already been completed at that.
Therefore, a comparison at too might show increases for the
ellipsis pointer mechanism over the control condition.
Right Node Raising
Object relatives and VPE not only diﬀer in terms of their
predictability, but also in terms of the syntactic category of
their item of retrieval. That is, whereas ORs involve retrieval
of an object or individual, VPE involves retrieval of a verb
phrase. Therefore, any diﬀerences found in LIFG activity between
these two constructions may not necessarily be attributable to
predictability diﬀerences, but may be reﬂective of the diﬀerence in
item retrieval. To control for this potential confound, we included
a third predictable gap-ﬁlling construction, which also involved
a dependency between a gap and verbal element; right node
raising (RNR). There are several competing accounts of RNR,
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including those that liken it to ORs1 and others that associate
it with VPE.2 At present, however, it is a rather understudied
construction, particularly in terms of how it is processed. Thus,
we made a number of assumptions regarding the processing of
RNR constructions.
(9) The husband hogged and Jane grabbed the pillows.
In (9), the verb in the ﬁrst clause, hogged, requires an object,
and the conjunction and indicates that what will follow will either
be a VP-conjunct for hogged, or a larger DP-VP clause parallel
to the one already presented. Therefore, when the DP, Jane, is
encountered, it may lead to the expectation for the upcoming
VP-conjunct, grabbed the pillows, which is parallel to the verb-gap
phrase in the ﬁrst clause. As a result, the object of the VP-conjunct
in the second clause, the pillows, may be shared by the VP in the
ﬁrst clause. Under this set of assumptions, the item retrieved at
the ﬁller item, the pillows, is the verb-gap phrase hogged. This type
of retrieval links RNR with VPE, which both have verbal items of
retrieval, in contrast with ORs. It’s important to note, however,
that RNR is like ORs in terms of another property: predictability.
If, as described above, the conjunction and followed by a DP acts
as a cue to the upcoming VP, this would suggest that it is possible
to begin processing the upcoming gap-ﬁlling computation prior
to encountering the ﬁller. Therefore, RNR will be included in the
present study as a control for potential confounds, as it equates to
VPE in terms of item of retrieval. Because of this shared property,
in addition to the lack of existing literature on RNR processing,
introducing the potential for similarity-based interference will be
done in the same manner as VPE. That is, an inner relative clause
will be interpolated, including a VP competitor for the item of
retrieval, as in (10):
(10) The husband hogged and the wife who sometimes nagged
him grabbed the pillows.
RNR will be analyzed at the retrieval site, the pillows, to
examine similarity to VPE. Additionally, LIFG activity in the
predictive region, the wife, will be analyzed. If RNR constructions
are similarly predictable to ORs, then we might expect the bulk of
LIFG activity to take place prior the ﬁller item. RNR is also unique
in that the gap precedes the ﬁller, a conﬁguration that is novel to
the neurolinguistic literature. This reverse ordering of dependent
elements might indicate a potential diﬀerence in the neural
response between gap-ﬁller RNR and ﬁller-gap constructions.
1The gap-ﬁlling dependency of RNR is considered similar to ORs, in that it
may involve the extraction of an element, resulting in a link between its overt
position and its interpretation in the original location. While both ORs and
RNR might involve extraction to a higher location, the extracted item in an OR
undergoes leftward movement, whereas the extracted element in RNR would be
moving rightward (Ross, 1968; Bresnan, 1974; Postal, 1974, 1998; Sabbagh, 2007).
Therefore, the gap left behind in ORs follows the extracted item, whereas the gap
left behind in RNR precedes the extracted item, as in the below example:
Some people love [t]i, but other people hate [t]i, [the role that government
plays in this country]i. (Postal, 1974).
2On the other hand, non-movement analyses of RNR suggest that the shared object
is simply an overt argument of the second clause, but deleted due to identity in
the ﬁrst clause. This representation of RNR would be more analogous to ellipsis
accounts, which, as explained above, delete the VP in the second clause due to
redundancy.
In sum, using the temporal resolution of MEG, our aim
was to assess to what extent the LIFG eﬀect of dependency
formation is modulated by predictability and/or syntactic
similarity, in order to adjudicate between the multiple competing
accounts of LIFG involvement in long-distance dependencies.
Speciﬁcally, if the LIFG does not participate in dependency
formation operations per se, but rather domain-general
operations involved in retrieval and/or competition resolution,
then LIFG eﬀects should be modulated by similarity-based
interference; speciﬁcally, conditions with the potential for high
similarity-based interference should show strong LIFG eﬀects.
Additionally, if the absence of dependency eﬀects in ORs without
high similarity in Leiken and Pylkkänen (2014) was due to
pre-gap predictive processing, then we would expect LIFG eﬀects
following the relative pronoun cue that in ORs. An unpredictable
ﬁller-gap construction, like VPE, which does not contain a cue to
the upcoming dependency, would not allow for such predictive
processing as in ORs. Therefore, we would expect LIFG eﬀects
to be delayed in VPEs until the late indication that ellipsis has
taken place. Finally, RNRs, which enable prediction—albeit of a
ﬁller, rather than a gap—should pattern with ORs in allowing for
pre-dependency LIFG eﬀects. On the other hand, any similarity
between RNR and VPE constructions (in contrast with ORs)
would likely reﬂect retrieval of a verbal element as opposed to
retrieval of an object. Unlike hemodynamic techniques, MEG
provides the millisecond-by-millisecond temporal accuracy to
attribute eﬀects to speciﬁc portions of a trial. Thus, we can with
conﬁdence assess whether these eﬀects are predictive of the
upcoming gap, or result from encountering the gap.
Finally, it should be noted that although our region of
interest (ROI) will simply be referred to as the LIFG, it is
nowadays well-known that the LIFG (or “Broca’s Area”) is in
fact a grouping of sub-regions with heterogeneous functionality,
consisting of at least three Brodmann’s areas (44, 45, and 47)
and potentially further subdividing into multiple smaller regions
according to evidence from multiple receptor mapping (Amunts
et al., 2010). While both areas 44 and 45 have been implicated
in sentence processing involving syntactic interference (e.g.,
Stowe et al., 1999; Cooke et al., 2002; Fiebach et al., 2004;
Makuuchi et al., 2009), some linguistic competition tasks have
distinguished between the two subparts, aﬀecting only the pars
triangularis/BA 45 (Gough et al., 2005; Guo et al., 2010) or only
the pars opercularis/BA 44 (Mead et al., 2002; Gough et al., 2005).
Crucially, MEG is unlikely to be able to distinguish between areas
44 and 45, and thus these two areas have been collapsed into
a single region in our analysis. Therefore, our results will not
inform any possible functional subdivision among these regions.
MATERIALS AND METHODS
Participants
Twenty-two right-handed native English speakers participated in
the study (13 female; average age: 24.95 years). All had normal
or corrected-to-normal vision. The study was formally approved
by the New York University Institutional Review Board and all
participants gave written informed consent.
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TABLE 1 | Experimental design with the critical items of MEG analysis bolded.
OR Non-parallel DEP The husband hogged the blankets that Jane grabbed afterward
Control The husband hogged the blankets and Jane grabbed them afterward
Parallel DEP The husband hogged the blankets that the wife who sometimes nagged him grabbed afterward
Control The husband hogged the blankets and the wife who sometimes nagged him grabbed them afterward
VPE Non- parallel DEP The husband hogged the blankets and Jane did too
Control The husband hogged the blankets and Jane did that too
Parallel DEP The husband hogged the blankets and the wife who sometimes nagged him did too
Control The husband hogged the blankets and the wife who sometimes nagged him did that too
RNR Non- parallel DEP The husband hogged and Jane grabbed the pillows
Control The husband hogged the sheets and Jane grabbed the pillows
Parallel DEP The husband hogged and the wife who sometimes nagged him grabbed the pillows
Control The husband hogged the sheets and the wife who sometimes nagged him grabbed the pillows
Stimuli and Task
As shown in Table 1, three diﬀerent construction types were
investigated: ORs (e.g., The husband hogged the blankets that
Jane grabbed afterward); VPE (e.g., The husband hogged the
blankets and Jane did too); and RNR (e.g., The husband hogged
and Jane grabbed the pillows). Each type has two forms; one
involving nearby elements that are parallel in their surface syntax
to induce similarity-based interference (“par”), and one that
contains elements which diﬀer in their surface syntax (“nonpar”).
Parallel types contain an interfering element designed to compete
with the element being retrieved at a “gap” site. That is, a parallel
NP in ORs, a parallel verb in RNR, and a parallel verb phrase
in VPE. Sixty proper names (e.g., Jane), one for each set of non-
parallel conditions, were employed. These names were replaced
by a determiner-NP in parallel conditions (e.g., the wife). A non-
dependency counterpart of each type was also included. This
yielded a 2 × 2 design with similarity and dependency as factors
within each construction type.
The speciﬁc conditions included: (i) sentences containing VPE
(ellipsis-par; ellipsis-nonpar), (ii) VPE-controls containing that
instead of ellipsis to point to the antecedent (ellipsis-control-par,
ellipsis-control-nonpar), (iii) sentences containing ORs (OR-par,
OR-nonpar), (iv) OR-controls containing a conjunction instead
of a complementizer (OR-control-par; OR-control-nonpar), (v)
sentences containing RNR (RNR-par; RNR-nonpar), (vi) RNR-
controls in which an NP was inserted in the gap site resulting
in a basic conjunction (RNR-par; RNR-nonpar), and (vii) ﬁller
sentences without syntactic dependencies for variability (ﬁller-
par; ﬁller-nonpar). Each condition consisted of 60 trials, so
altogether, each participant viewed 840 trials. The targets of MEG
analysis were the dependency formation sites themselves (gap
site in ORs, ellipsis-site in VPE, and ﬁller-site in RNR) and
anticipatory regions.
Obligatorily transitive verbs were used in the ﬁrst clause
of all conditions to prevent interpretation of RNRs as a basic
conjunction. “Did” (which has an auxiliary verb use) was not used
in the second conjunct of ORs/RNR to prevent a VPE reading.
The item of retrieval in all conditions (the “ﬁller” in the ﬁller-gap
construction), was designed to always been an inanimate object.
For example, the blankets, the bikes, etc. (A full list of materials
containing animate objects can be found in the Appendix.) Some
psycholinguistic work has suggested that inanimacy of an object
of retrieval may reduce the object-over-SR clause eﬀect (Traxler
et al., 2005), as well as neuroimaging work (Chen et al., 2006).
Therefore, because the ﬁller item was inanimate across all our
sentence types, any eﬀect of this type should be equivalent across
conditions. Further, it should be more diﬃcult to ﬁnd an eﬀect of
similarity-based interference for ORs in the event that inanimacy
diminishes processing load of OR clauses.
To ensure that the complexity of ourmaterials did not sacriﬁce
plausibility, we collected plausibility judgments on our stimuli
using the Amazon Mechanical Turk (AMT) interface prior to
the MEG recording (see Appendix 1). The test stimuli described
above were complemented with syntactically grammatical, but
highly implausible stimuli for comparison, following designs
which similarly compare grammatical, but complex, stimuli
with implausible items, such as Pylkkänen et al. (2004). The
implausible stimuli were constructed by switching the verb in the
ﬁrst clause in the test items with the verb in the inner relative
clause on one-third of the sentences in each condition, resulting
in expressions such as the husband nagged the blankets and the
wife who seldom hogged him did too. We gathered demographic
information from 150 participants. Participants were obligated
to indicate whether or not they were a native speaker of English
and were informed that they were only permitted to participate
in the experiment one time. Any participants who violated
either of these criteria were rejected from analysis as were any
participants who did not ﬁll in the demographic survey. Also,
those who far exceeded or fell below the average amount of time
taken to complete their list were rejected if extreme durations
were accompanied by unreasonable data (e.g., the same response
for every trial). Items were distributed among 10 randomized
diﬀerent lists, so each list was completed by 15 subjects. Turk
users saw each item and selected a plausibility rating on a 0–
7 Likert scale (0 = completely implausible). Participants’ raw
ratings were averaged over each condition.
A t-test comparing the stimuli to be included in the MEG
recording with implausible ﬁllers showed that experimental
stimuli (M = 5.1408) were rated signiﬁcantly higher (p < 0.001)
than their implausible counterparts (M = 1.9199) on a 0–7 scale,
suggesting that the sentences intended for the MEG study were
considered generally plausible.
Unsurprisingly, our stimulus manipulation aﬀected the
plausibility ratings, with a 2 × 2 × 3 ANOVA on the critical
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FIGURE 1 | Trial structure.
stimuli showing reliable main eﬀects of all three factors. These
eﬀects were driven by lower ratings for parallel than non-
parallel stimuli [Parallelism: F(1,708) = 176.26, p < 0.001; non-
parallel M = 5.51, parallel M = 4.81], for dependency than
control stimuli [Dependency F(1,708) = 179.59, p < 0.001,
dependency M = 4.80, control M = 5.51], and by higher ratings
for VPE than the other two constructions [Construction type:
F(2,708)= 41.858, p< 0.001, VPEM = 5.39, ORM = 5.25, RNR
M = 4.83].
The main eﬀect of Parallelism was signiﬁcant within each
construction (all Fs > 25) though it was most robust
within the OR-dependencies, as reﬂected by a reliable 2 × 2
interaction between Parallelism and Dependency within the ORs
[F(1,236) = 18.413, p < 0.001, non-parallel control M = 5.95,
parallel control M = 5.29, non-parallel dependency M = 5.57,
parallel dependency M = 4.21], while no such interaction was
observed within VPE [F(1,236) = 1.998, p = 0.159, non-parallel
control M = 5.45, parallel control M = 5.03, non-parallel
dependency M = 5.87, parallel dependency M = 5.23] or RNR
[F(1,236) = 0.072, p < 0.788, non-parallel control M = 5.97,
parallel control M = 5.38, non-parallel dependency M = 4.25,
parallel dependency M = 3.72]. The three way interaction
between Parallelism, Dependency and Construction was also
signiﬁcant [F(2,708) = 4.43, p = 0.01].
The main eﬀect of Dependency was qualiﬁed by an interaction
with Construction [F(2,708) = 120.19, p < 0.001], with reliably
decreased ratings for dependency than control sentences for OR
[F(1,236) = 79.86, p < 0.001; control M = 5.62, dependency
M = 4.89] and RNR [F(1,236) = 238.74; p < 0.001, control
M = 5.67, dependencyM = 3.98], while the reverse held for VPE
[F(1,236) = 14.902, p < 0.001; control M = 5.24, dependency
M = 5.55].
In sum, parallelism uniformly decreased plausibility ratings,
while the presence of a dependency decreased judgments for ORs
and RNR but not for VPE. Thus any LIFG patterns tracking
these eﬀects could reﬂect plausibility instead of the independent
variables of interest; we return to this in our report of the results.
During the MEG recordings, participants read all critical
stimuli that were included in the MTurk study (with the
exception of the implausible stimuli). Presentation was word-by-
word (except in the case of determiner-NPs which were presented
as a unit for time restriction purposes, e.g., the wife). After one-
third of the linguistic stimuli, participants were presented with a
comprehension question relating to the content of the previous
text (e.g., Did the husband grab the pillows?) to which the answer
was either “yes” or “no.” For the purposes of this task, the
participants were given practice outside the MEG machine and
again inside the MEG machine prior to recording. Half of the
questions had the answer “yes” and half had the answer “no.”
For a “yes,” both the character and the action mentioned in the
question needed to match those in the previous text.
Procedure
Before the MEG recordings, participants were instructed about
the experimental task and their head shapes were digitized
using a Polhemus (Colchester, VT, USA) FastSCAN COBRA
3D laser system. During the experiment, participants lay in a
dimly lit, magnetically shielded room (Vacuumschmelze, Hanau,
Germany). Using PsychToolbox, the experiment was presented
on a 7x7-inch screenwith a resolution of 1024× 768 pixels placed
approximately 9.5 inches above the subjects’ eyes. Stimuli were
presented word by word, 300 ms for each word, with a 300 ms
blank screen between each word. To allow for longer processing
time of complex stimuli, a blank screen was then presented
for 700 ms prior to the question screen. Using a button press,
the subject expressed whether the answer to the comprehension
question was “yes” or “no” (Figure 1). Trial order was random.
Subjects were in the machine for an hour, with ﬁve breaks
(between each of the six blocks), and were then given an extended
break outside of the MEG room, due to the length of the study.
Subjects then returned to the machine for the next six blocks.
The entire recording took about 2.5 h. MEG data were collected
using a using a whole-head 157-channel axial gradiometer system
(Kanazawa Institute of Technology, Nonoichi, Japan). For this
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study, data were recorded at a sampling rate of 1000 Hz with a
low-pass ﬁlter at 200 Hz using a DC recording and a notch ﬁlter
at 60 Hz. Eye-blinks were recorded using an SR Research Eyelink
1000 Arm-Mounted Eyetracker sampling at 1000 Hz.
Data Analysis
Pre-processing of MEG Data
Raw data were noise-reduced (CALM; Adachi et al., 2001) and
cleaned of artifacts (at a threshold of 4000fT). On average,
no more than 25% of trials were lost during this procedure.
Artifacts also included eye-blinks, which were removed by
aligning the eye-tracking recording (described above) with the
MEG recording. Data were high-pass ﬁltered at 1 Hz. Data were
then averaged by condition using a 200 ms pre-stimulus interval
and a 1000ms post-stimulus interval and baseline corrected using
the 200 ms pre-stimulus interval. Data were low-pass ﬁltered at
40 Hz after averaging, using the program BESA R© 5.1 (MEGIS
Software GmbH). Additionally, one subject was excluded as an
outlier due to excessive blinking.
ROI Analysis of Minimum Norm Estimates
Magnetoencephalography data were analyzed as distributed
sources using L2 minimum norm estimates calculated in BESA.
The minimum norm images were depth weighted as well as
spatiotemporally weighted, using a signal subspace correlation
measure (Mosher and Leahy, 1998). LIFG activity at the site of
dependency formation (OR: grabbed; VPE: too; RNR: grabbed)
was examined via an ROI analysis. For the ROI analysis,
sources were assigned to the anatomical LIFG region consisting
of Brodmann’s areas left 44 and 45, based on coordinates
in Talairach space (Lancaster et al., 2000). Non-parametric,
cluster-based permutation tests (Maris and Oostenveld, 2007)
were performed in the same time windows as in Leiken and
Pylkkänen (2014); an early “N400”-like time window (200–
500 ms), associated with lexical access (Embick et al., 2001;
Pylkkänen et al., 2002; Pylkkänen and Marantz, 2003), and basic
combinatory eﬀects (Bemis and Pylkkänen, 2011), and a late
“P600” time window (500–800 ms) associated with OR versus SR
P600 eﬀects (Kaan et al., 2000). Additionally, due to the length
and complexity of the current study’s stimuli, a third, even later,
analysis window was added (800–1000 ms). Permutation tests
were employed to identify temporal clusters signiﬁcantly aﬀected
by stimulus manipulation, corrected for multiple comparisons.
Thresholds for initial cluster selection followed Leiken and
Pylkkänen (2014), i.e., of waveform separations that lasted for
10 or more time points at p < 0.3, the one with the largest
summed F or t statistic within each time-window was entered
into 10,0000 permutations. The ﬁnal corrected p-value for each
cluster was calculated as the ratio of permutations yielding
a test statistic greater than the actual observed test statistic
(α = 0.05). The tests were a 2 × 2 repeated measures ANOVA
(Similarity × Dependency) over each time window (“N400,”
“P600,” and late response) within each construction type at the
site of dependency formation: at the onset of the verb preceding
the gap in ORs, at the onset of the verb preceding the ﬁller
in RNR, and at the onset of the word following the ellipsis
in VPE. The epochs were set to begin from the onset of each
of these words through the following word. This extension
allowed us to detect potential residual dependency eﬀects which
may have occurred early in the processing of the subsequent
word. The ANOVA was then followed up with planned pairwise
comparisons between parallel versus non-parallel subtypes, and
dependency versus control subtypes. Eﬀects at p < 0.05 will be
discussed as signiﬁcant and eﬀects between this corrected level
and p < 0.10 as marginal. Any p-values higher than this will be
considered numerical trends. Our conclusions will, however, only
rest on results reaching corrected signiﬁcance at p< 0.05.
The above tests were followed by analyses at the pre-
dependency time intervals (i.e., at the ﬁller in ORs following
the relative pronoun cue that, after the gap in RNR, and at
a comparable lexical item in VPE). That is, analyses were
performed in windows where the potential eﬀects of dependency
prediction may have taken place (i.e., prior to the gap in ORs,
prior to the ﬁller in RNR, and prior to the auxiliary verb in VPE).
Unlike at the OR gap site, the lexical material in the predictive
region was not matched in all four OR conditions (that in parallel
and and non-parallel) Therefore, parallel and non-parallel ORs,
along with their control counterparts could not be included in a
single 2 × 2 ANOVA as above. Preverbal material was instead
submitted to t-tests in order to examine potential anticipatory
dependency processing in the same LIFG region. t-tests were
performed after the presentation of the ﬁller item: e.g., the wife
in parallel conditions and Jane in non-parallels in the examples
in Table 1. If eﬀects of dependency prediction only occur in
conjunction with similarity-based interference, then a diﬀerence
would only be found between the two instances of the wife and
not between the two instances of Jane. However, if anticipatory
LIFG eﬀects are independent of parallel syntactic structure, then
both t-tests should show a diﬀerence. In RNR, the immediate
post-gap lexical item and is the same in all four conditions,
allowing for a 2 × 2 (similarity × dependency) ANOVA. This
was then followed up by t-tests on the next word comparable
to those performed on ORs; at the wife in parallel conditions,
and Jane in non-parallel conditions. In VPE, no dependency
distinction exists between the four conditions until after auxiliary
verb. To conﬁrm that no LIFG eﬀect of dependency anticipation
occurs in a time window prior to did, a 2 × 2 ANOVA at
the conjunction and was performed. As in the ORs and RNR,
t-tests were also performed within parallel conditions at the
wife and within non-parallel conditions at Jane, to conﬁrm the
assumption that having no cue to an upcoming dependency
prohibits dependency prediction. The t-tests employed the same
settings as the above 2 × 2 ANOVAs; 10,000 permutations
with the same cluster thresholds within the same three time
intervals.
Full Brain Analyses
The ROI analyses were each supplemented by liberally
thresholded uncorrected full brain contrasts. The goal of
these analyses was to conﬁrm that the eﬀects found in the
ROI analyses in fact reﬂected activity localized with the LIFG
(as opposed to spillover from neighboring regions) and to
reveal any other major cotemporaneous eﬀects. We compared
the minimum norm estimates of the activity elicited by the
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experimental conditions sample-by-sample in the same pairwise
comparisons described for the ROI analyses. Eﬀects were
visualized on the smooth BESA cortex when they remained
reliable (p < 0.05, uncorrected) for at least three temporal
samples and were observed in at least three spatially contiguous
cortical sources.
RESULTS
Behavioral Data
After one-third of the sentences, participants were asked a
comprehension question relating to the content of the stimulus
sentence (e.g., Did the husband grab the pillows?) to which
the answer was either “yes” or “no.” Subjects performed
fairly well on this complex task overall (M = 77.37%), and
generally better (average accuracy ± SD) on the non-parallel
(M = 82.75 ± 9.78%) than the parallel (M = 72.00 ± 8.12%)
trials. In general, performance was slightly higher on control
conditions (M = 77.60± 8.94%) compared with dependency
conditions (M = 75.60± 9.28%). Performance was quite similar
for the dependency version of each construction type: ORs
(M = 76.89± 9.04%), VPE (M = 76.99± 9.20%), and RNR
(M = 72.92± 9.61%).
MEG Data
Object Relative Clauses
As described above, only one of the two parallel NPs in parallel
OR conditions contained an inner relative clause, potentially
lessening similarity-based interference in these conditions.
Nevertheless, our OR results showed a straightforward though
late eﬀect of parallelism after the gap-site, as well as a
more complicated eﬀect of dependency, as detailed below. No
interactions between our two factors were observed. Test results
are considered signiﬁcant at p < 0.05, but for completeness
in addressing our hypotheses we will report marginal results
and numerical trends resulting from planned comparisons as
well. Only signiﬁcant ﬁndings will, however, contribute to our
interpretation of results.
The early time window (200–500 ms) showed weak trends
both toward a main eﬀect of parallelism and for a main eﬀect
of dependency, but neither cluster survived the permutation
correction for multiple comparisons (parallelism: p = 0.1624 at
397–500 ms; dependency: p = 0.7253 at 329–351 ms). The wave
form separation during these non-signiﬁcant main eﬀects did,
however, conform to the results of Leiken and Pylkkänen (2014),
with only parallel dependencies eliciting increased amplitudes as
compared to all other conditions.
No reliable eﬀects were found in the 500–800 ms time
window but the latest time-window, 800–1000 ms, showed
both a reliable main eﬀect of parallelism, with the cluster
extending throughout this interval (p = 0.0041), as well as
a reliable main eﬀect of dependency, similarly covering the
entire 800–1000 ms interval (p = 0.0261; Figure 2). These
results reﬂected a pattern of parallel conditions eliciting increased
LIFG amplitudes as compared to non-parallel conditions
and dependency conditions eliciting increased amplitudes as
compared to non-dependency controls. Planned pair-wise
comparisons showed that within the dependency conditions,
parallel ORs (M = 6.16) elicited signiﬁcantly higher LIFG
activity than non-parallel ORs (M = 4.373; 800–1000 ms,
p = 0.0087) whereas within the control conditions, the increase
for parallelism (M = 4.504) was only marginal (896–970 ms,
p = 0.0638) versus non-parallel ORs (M = 3.643). The eﬀect
of dependency trended in the right direction for the parallel
conditions (800–863 ms, p = 0.1102) but was signiﬁcant for
the non-parallel conditions (895–966 ms, p = 0.0366). Parallel
ORs also elicited signiﬁcantly higher LIFG activity than the non-
parallel controls (800–1000 ms, p = 0.001). In sum, the pairwise
comparisons showed increased activity for both dependency
conditions over their controls and for both parallel conditions
over their non-parallel versions.
However, before we can conclude that the LIFG ROI activity
is modulated by the presence of a dependency, a complication
arising from the lateness of this eﬀect must be addressed.
Namely, the eﬀect occurred during the processing of the word
immediately following the target verb; this word being afterward
in the dependency conditions and them in the controls. Thus
the LIFG increase could simply have reﬂected the increased
activity for the longer and morphologically more complex
afterward than them. However, since the word after them in
the control conditions was afterward [the full contrast being
grabbed afterward (OR) versus grabbed them afterward (control)],
this lexically based explanation would predict that a comparison
at afterward in the OR versus control conditions should not
show the LIFG eﬀect. In contrast, if the LIFG increase at
afterward in the OR condition reﬂects dependency processing,
it should replicate in a comparison of the two instances of
afterward. To test this, the baseline was moved to 200 ms
before the onset of afterward for all four conditions and 2 × 2
permutation ANOVAs were run in the 200–500 ms interval
(covering the timing of the eﬀect in the prior analysis) as well
as in the 0–200 ms interval, covering any eﬀects occurring at
the very onset of this spill-over word. Though the ANOVA for
200–500 ms revealed a cluster replicating the pattern in the
prior analysis (i.e., higher amplitudes for dependency than for
control conditions), it did not survive correction for multiple
comparison. However, in the earlier interval, 0–200 ms, a reliable
main eﬀect of dependency was observed (19–172ms, p= 0.0268),
with pairwise comparisons showing a signiﬁcant increase for
dependency (M = 5.81) over control (M = 4.567) within the non-
parallel conditions (19–108 ms, p = 0.0305) and a similar trend
for dependency (M = 4.5.692) over control (M = 4.4.974) within
the parallel conditions (132–164 ms, p = 0.1638). These results
converge on the ﬁnding that the presence of an OR dependency
elicited a late LIFG increase occurring after 600 ms post-target
verb onset. Interestingly, this eﬀect was stronger for the non-
parallel conditions, suggesting that it is not dependent on the
presence of parallelism. This is in contrast to the ﬁndings of
Leiken and Pylkkänen (2014), who for sentence fragments only
found an LIFG increase for OR dependencies involving parallel
NPs. Thus it is possible that the current full sentential stimuli may
have been better test items for detecting a dependency eﬀect in the
absence of parallelism.
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FIGURE 2 | Left inferior frontal gyrus (LIFG) ROI and Whole Brain results. The clusters of time points that were reliable in a cluster-based permutation t-test
are shaded gray showing the LIFG increase for the dependency conditions as compared with control conditions. Red colors indicate non-parallel conditions, and
blue colors indicate parallel conditions. Darker shades of each indicate dependency conditions, whereas the lighter shades stand for controls. Within 19–172 ms in
the OR condition, there was a significant increase in the LIFG for OR dependencies versus control conditions (p = 0.0268). For the VPE condition, within
200–344 ms, there was a significant LIFG increase for VPE dependencies versus control conditions (p = 0.0284). The time window of 200–400 ms shows a
significant LIFG increase for RNR (p = 0.0058). For each of the three constructions, an accompanying bar graph indicates the means for each condition (parallel
dependency, non-parallel dependency, parallel control, non-parallel control) within the time window showing significant dependency increases in the LIFG. ROI
findings were well-supported by full brain analyses, confirming LIFG increases within the time window showing significant clusters for each pairwise comparison.
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Given that we did observe an eﬀect of dependency after the
gap-site, the prediction for such an eﬀect in the predictive pre-gap
region is weakened. In fact no such eﬀects were observed when
activity elicited by the ﬁller items (the wife in parallels, and Jane
in non-parallels) was compared in permutation t-tests. Thus our
ﬁndings revealed no evidence for predictive gap-processing in the
LIFG.
The whole brain graphs plot the same pair-wise comparisons
as reported above on liberally thresholded whole brain minimum
norms (time and space thresholds at 3 and p-value threshold at
0.05) at the time windows of the signiﬁcant eﬀects in the ROI
analysis. The aim of this analysis was to ascertain that the ROI
results in fact correspond to activity localized in the LIFG. These
contrasts revealed activity overlapping with the BA 44–45 region
during the time window of the parallelism main eﬀect in ORs.
Speciﬁcally, both parallel ORs and parallel control conditions
showed an increase in this region compared with their non-
parallel counterparts in the 800–1000 ms time window. The
dependency eﬀect early on after the presentation of afterward
(19–172ms after the onset) was also observable in the whole brain
analyses for parallel ORs over parallel control conditions as well
as for non-parallel ORs over non-parallel controls. In addition to
left inferior frontal activity, posterior parieto-occipital activation
was observed for the parallel control condition over non-parallel
controls, as well as in both dependency contrasts.
Verb Phrase Ellipsis
For VPE, the cluster-based 2 × 2 ANOVA in the early time-
window (200–500 ms) revealed a signiﬁcant main eﬀect of
dependency at 200–344 ms (p = 0.0284). As with ORs, this
eﬀect was more strongly driven by a pair-wise eﬀect in the non-
parallel conditions (280–344 ms, p = 0.0389), with dependency
(M = 5.893) over controls (M = 4.330). Parallel conditions
showed aweaker trend (p= 0.2123 at 259–284ms) of dependency
(M = 4.719) over controls (M = 4.178). No reliable eﬀect of
parallelism was observed in this time-window nor any eﬀects
of either factor in the later time-windows. Finally, no eﬀects
were found in the pre-gap “predictive” time-windows (at the wife
within parallels and at Jane within non-parallels), consistent with
the fact that VPE dependencies are unpredictable.
Full brain analyses were also performed for the pairwise
comparisons within the VPE conditions, speciﬁcally, contrasts
between parallel VPE over parallel controls, and non-parallel
VPE over non-parallel controls. These results conﬁrmed to the
ROI analyses in revealing LIFG eﬀects within the time window
of signiﬁcant ROI ﬁndings. Namely, an eﬀect was obtained at
200–344 ms for parallel VPEs over parallel controls, as well as for
non-parallel VPEs over non-parallel controls. Again, the frontal
eﬀects were accompanied by more posterior activation in the
parallel VPE condition over the parallel control condition, but
not in the non-parallel contrast.
Right Node Raising
In the RNR analysis, the onset of the second verb (grabbed in
Table 1) was treated as 0ms, for consistency with the OR analyses.
A reliable main eﬀect of dependency was observed in the 800–
1000 ms time window (or 200–400 ms following the RNR ﬁller
item, the pillows; p = 0.0058), with the cluster covering the
entire analysis interval. In the pairwise comparison this eﬀect
was reliable within the parallels (267–400 ms, p = 0.0103), with
dependency (M = 4.600) over controls (M = 3.466), and within
the non-parallels, only trending in the same direction (299–
332 ms, p = 0.2251) for dependency (M = 4.528) over controls
(M = 3.920). No other eﬀects were observed, including in the
pre-gap “predictive” regions. Thus, like in VPE, parallelism did
not appear to aﬀect RNR processing in the LIFG. Timing wise, the
RNR dependency eﬀect occurred within 300 ms of encountering
the site at which the dependency needs to be formed (which in
RNR is the ﬁller). This is similar to the dependency eﬀect in
VPE, suggesting that ﬁller-gap order is not a strong modulator
of LIFG dependency eﬀects. This timing of course contrasts
to the dependency eﬀects observed for ORs, which were much
later.
Whole brain pairwise comparisons were performed for the
contrasts between parallel RNR and parallel controls, as well as
between non-parallel RNR and non-parallel controls, with results
conforming to the RNR ROI ﬁndings described above. That is,
the time window of 200–400 ms after the pillows, which showed
signiﬁcant clusters of LIFG activity for parallel RNRs over parallel
controls, also reveals signiﬁcant eﬀects in the full brain contrasts.
Similarly, the increase of LIFG activity in non-parallel RNRs
over non-parallel controls within 200–400 ms was evident from
the full brain plots. For these contrasts, the eﬀects were mostly
anterior, though for both contrasts, the LIFG eﬀect appears to be
accompanied by an increase in activation in left anterior temporal
cortex.
Results Summary
In sum, our results indicated an LIFG eﬀect of Dependency
for each construction type without interaction with Parallelism,
suggesting that this eﬀect is not dependent on similarity-based
interference. In ORs, Parallelism had its own main eﬀect,
indicating that this factor can drive the LIFG even in the absence
of a ﬁller and gap. Importantly, neither eﬀect tracked plausibility
as rated in our MTurk norming study: parallelism lowered
plausibility judgments across all constructions, but an MEG
eﬀect of Parallelism was only obtained for ORs; for Dependency,
judgments were lower for dependency conditions in ORs and
RNR but higher in VPE while in contrast, LIFG amplitudes
increased for dependency conditions regardless of construction.
DISCUSSION
This study investigated LIFG activity during dependency
processing using both a technique and constructions novel
to the literature in order to shed light on the role of
the LIFG in dependency formation. Our key question was
whether dependency eﬀects in the LIFG, whether the result of
movement or not, require explicit taxing of working memory via
similarity-based interference, or whether the sheer presence of
a dependency is suﬃcient to drive this activity, as predicted by
movement-based accounts of activity in this region. Our results
show that similarity-based interference is a not a prerequisite for
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LIFG eﬀects: LIFG amplitudes showed a statistically signiﬁcant
increase when a dependency was present across our three
constructions whether or not interference-inducing syntactic
parallelism was built into the stimuli. Although sub-types of
each construction contributed to the main dependency eﬀect
diﬀerently, we take the signiﬁcant main eﬀect within each
construction type to show that for these materials, an activity
increase was observed in the LIFG for any instance of retrieving
the ﬁrst member of a dependency chain. Thus, contrary to
our own previous work, where we used sentence fragments
as opposed to full sentences (Leiken and Pylkkänen, 2014),
the current results support a role for the LIFG in dependency
formation that generalizes across a variety of memory demands.
The ﬁndings are compatible with the hypothesis that the LIFG
computes syntactic movement, but also with the hypothesis that
this region has a basic role in retrieval in a variety of non-
movement contexts.
Given that Leiken and Pylkkänen (2014) found no purely
dependency driven LIFG eﬀects at an OR gap, an important
goal for the current study was to investigate whether such
eﬀects could be observed in pre-gap LIFG activity, as potential
reﬂections of gap anticipation. However, since here we did ﬁnd
an eﬀect of dependency after OR gaps, the prediction for pre-
gap dependency eﬀects was somewhat weakened, and in fact, no
anticipatory LIFG eﬀects were observed for ORs or for either
of the other construction types. Further, since signiﬁcant LIFG
increases for dependency were observed for ORs, speciﬁcally for
the non-parallels, even though non-parallel control conditions
also contained a type of retrieval at the pronoun them, these
results conform to prior ﬁndings indicating that gap-ﬁlling may
produce a greater LIFG cost than retrieval at a pronoun (Santi
and Grodzinsky, 2007).
Left inferior frontal gyrus eﬀects in OR dependencies
were compared with VPE, which contains a non-predictable
dependency and was thus anticipated to require the presentation
of both ﬁller and gap before the dependency could be
processed. The VPE control condition, like that of ORs, also
contained a type of non-gap-ﬁlling dependency between the
pronoun that and the VP item of retrieval. Again, MEG
time course sensitivity allows for ﬁne-grained measurements
at the post-gap word too in both conditions, where it was
expected that retrieval takes place in VPE, but has already
been completed in the control condition at that. Both of these
expectations were supported, as VPE showed no anticipatory
LIFG eﬀects, but did show signiﬁcant LIFG increases at the
ellipsis-site.
While both OR and VPE constructions showed retrieval
eﬀects at the gap site in the LIFG, the timing of the eﬀect
was much earlier for VPE than that for ORs. While the OR
results are compatible with the full time-course of gap-ﬁlling
processes in previous SAT studies (McElree, 2001; McElree
et al., 2003, 2006), their lateness with respect to VPE deserves
some attention. Whereas the OR constructions involve retrieval
of an object/individual, VPE involves retrieval of a verbal
element. Thus, one possibility may be that the category of the
retrieved item matters for retrieval time. Another possibility
is that operations performed at the retrieval site diﬀer for
ORs and VPEs. Our RNR constructions bear on this issue, as
they are predictable like ORs, but involve retrieval of a verbal
element like VPE. A unique property of RNR constructions,
however, is that they contain a gap-ﬁlling dependency where
the gap precedes the ﬁller, unlike in ORs or VPE. Despite this
special property, RNR ﬁndings were closely linked with our
VPE results. Speciﬁcally, RNR showed a signiﬁcant increase
for dependency in the LIFG. Therefore, we cannot attribute
VPE-OR diﬀerences to predictability, as RNR is matched with
ORs for this feature. Interestingly, we note that the similar
processing proﬁles for VPEs and RNRs aligns with the theoretical
proposal that RNRs are in fact a type of ellipsis (Wexler,
1980; Swingle, 1993; Kayne, 1994; Wilder, 1997; Hartmann,
2001, 2003; Abels, 2003; Ha, 2008). The slower timing eﬀect
for ORs could indicate that the word category of the item of
retrieval aﬀects retrieval speed, with access to verbal elements
being faster than objects/individuals. Alternatively, and perhaps
more plausibly, VPEs and RNRs could be processed more
quickly than ORs because, as Martin and McElree (2008, 2009)
argued, VPE can be resolved through a pointer mechanism,
wherein retrieval consists of pointing to a structure in memory.
On the other hand, processing ORs requires building the
argument structure of the verb phrase after argument has been
retrieved.
Taken together, the present set of ﬁndings can, in fact,
be accounted for by hypotheses associating the LIFG with
dependencies resulting from syntactic movement (Grodzinsky,
2000; Ben-Shachar et al., 2003; Grodzinsky and Santi, 2008),
though the main eﬀect of parallelism obtained for the ORs also
provides evidence for the role of working memory independent
of structure (Caplan et al., 2000, 2008; Fiebach et al., 2001,
2005; Kaan and Swaab, 2002; Rogalsky et al., 2008; Makuuchi
et al., 2009) or cognitive control (Botvinick et al., 2001; Miller
and Cohen, 2001; Novick et al., 2005; Braver et al., 2007).
These results for parallelism are more convincing given that
the item of retrieval in all conditions was an inanimate object.
In other words, despite the fact that inanimacy has been
associated with a reduction in OR processing load (Traxler
et al., 2005), similarity-based interference eﬀects were still found
for parallel ORs versus non-parallels. Importantly, however,
not only did these similarity-based interference eﬀects appear
rather late in the present study, at 800–1000 ms as opposed
to at 300–400 ms in Leiken and Pylkkänen (2014), but they
also only held for ORs, and not VPE or RNR. Regarding
latency, it has been shown that the timing of P600 eﬀects
can be delayed when dependency length is increased (Phillips
et al., 2005). Due to the full sentential stimuli of the present
study, the distance between the gap and ﬁller items was much
greater than that in our previous study, where we employed
minimal OR phrases. Therefore, it is possible that the later
timing of similarity-based interference eﬀects was due to the
large amount of mediating material between ﬁller and gap.
The high complexity of the present study’s materials may
also be relevant for the fact that the parallelism eﬀects were
only found for ORs. That is, the ORs were contained inside
of a complex sentential structure, as in (3), where the ﬁrst
constituent of the sentence, the matrix subject, (e.g., the husband)
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was of the same determiner-noun structure as the item of retrieval
(e.g., the blankets) and its competitor (e.g., the wife).
(1) The husband hogged the blankets that the wife who sometimes
nagged him grabbed afterward.
This property may have induced proactive interference with the
item of retrieval, where material prior to the initial encoding
of the target item creates competition with it (Öztekin and
McElree, 2007). The VPE and RNR stimuli did not have elements
inducing possible proactive interference. This factor may also
have contributed to the latency of the OR retrieval eﬀect as
compared with the other two conditions which showed similar
eﬀects in a much earlier time window.
In sum, our two main results are LIFG increases in response
to similarity-based interference in ORs, and LIFG increases
in response to the presence of the three diﬀerent dependency
types regardless of similarity-based interference. While both of
these ﬁndings are attributed to “LIFG” activity, it is important
to note that this region contains heterogeneous subparts.
Therefore, it is possible that the interference eﬀect is in one
subdivision, whereas the eﬀects for retrieval are in the other.
The spatial resolution of MEG is, however, unlikely to be able
to disambiguate the detailed localization of these eﬀects within
the LIFG and thus we must leave this question for future
work.
CONCLUSION
This study took advantage of the detailed time-resolution of
MEG and the stimulus properties of three diﬀerent dependency
constructions–ORs, VPE, and right-node-raising—to target
several of the major competing accounts of the role of the
LIFG in dependency processing. Our ﬁndings revealed that at
the retrieval sites of each of these three dependencies, LIFG
increases are observed, conforming to “movement” accounts.
Additionally, in ORs only, eﬀects of similarity-based interference
were observed in the LIFG, consistent with working memory or
cognitive control theories. Thus, our results add to the growing
body of evidence that a complete understanding of “Broca’s Area”
must take into consideration both structure and memory related
processes. Overall, our results are consistent with a hypothesis
that the LIFG region subserves the recovery of an element from
memory. The exact generality of this process across contexts
remains a question for future work, but the current results
enable a new level of temporal and computational precision in
subsequent hypotheses about the type of retrieval that the LIFG
contributes to.
ACKNOWLEDGMENTS
This research was supported by the National Science Foundation
grant BCS-1221723 (LP) and grant G1001 from the NYUAD
Institute, New York University Abu Dhabi (LP). We thank Jeﬀrey
Walker, Miriam Lauter, and Rebecca Egbert for their assistance at
various stages of this project.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found
online at: http://journal.frontiersin.org/article/10.3389/fpsyg.
2015.01739
REFERENCES
Abels, K. (2003). “Right node raising: ellipsis or across the board movement,” in
Proceedings of the North East Linguistic Society 34, eds K. Moulton andM.Wolf
(Amherst, MA: Graduate Linguistic Student Association).
Acheson, D. J., and Macdonald, M. C. (2011). The rhymes that the reader
perused confused the meaning: phonological eﬀects during on-line sentence
comprehension. J. Mem. Lang. 65, 193–207. doi: 10.1016/j.jml.2011.04.006
Adachi, Y., Shimogawara, M., Higuchi, M., Haruta, Y., and Ochiai, M.
(2001). Reduction of non-periodic environmental magnetic noise
in MEG measurement by continuously adjusted least squares
method. IEEE Trans. Appl. Supercond. 11, 669–672. doi: 10.1109/77.
919433
Amunts, K., Lenzen, M., Friederici, A. D., Schleicher, A., Morosan, P.,
Palomero-Gallagher, N., et al. (2010). Broca’s region: novel organizational
principles and multiple receptor mapping. PLoS Biol. 8:e1000489. doi:
10.1371/journal.pbio.1000489
Bemis, D. K., and Pylkkänen, L. (2011). Simple composition: a
magnetoencephalography investigation into the comprehension
of minimal linguistic phrases. J. Neurosci. 31, 2801–2814. doi:
10.1523/JNEUROSCI.5003-10.2011
Ben-Shachar, M., Hendler, T., Kahn, I., Ben-Bashat, D., and Grodzinsky, Y. (2003).
The neural reality of syntactic transformations: evidence from functional
magnetic resonance imaging. Psychol. Sci. 14, 433–440. doi: 10.2307/40064164
Ben-Shachar, M., Palti, D., and Grodzinsky, Y. (2004). Neural correlates of syntactic
movement: converging evidence from two fMRI experiments. Neuroimage 21,
1320–1336. doi: 10.1016/j.neuroimage.2003.11.027
Berndt, R. S., and Caramazza, A. (1980). A redeﬁnition of the syndrome of broca’s
aphasia: implications for a neurological model of language. Appl. Psychol.
1, 225–278. doi: 10.1017/S0142716400000552
Bornkessel, I., Zysset, S., Friederici, A. D., von Cramon, D. Y., and
Schlesewsky, M. (2005). Who did what to whom? The neural basis of argument
hierarchies during language comprehension. Neuroimage 26, 221–233. doi:
10.1016/j.neuroimage.2005.01.032
Botvinick, M. M., Braver, T. S., Barch, D. M., Carter, C. S., and Cohen, J. D. (2001).
Conﬂict monitoring and cognitive control. Psychol. Rev. 108, 624–652. doi:
10.1037/0033-295X.108.3.624
Brandon, M., Hirshorn, E., Jha, A., Fabian, S., and Thompson-Schill, S. (2004).
“Proactive interference resolution during nonverbal workingmemory: evidence
for domain-general processing in LIFG,” in Poster Presented at the Cognitive
Neuroscience Society Annual Meeting, San Francisco, CA.
Brandon, M., Jha, A., Trueswell, J. C., Barde, L., and Thompson-Schill, S.
(2003). “Proactive interference in verbal and non-verbal working memory,”
in Poster Presented at the 44th Annual Meeting of Psychonomic Society,
Vancouver, BC.
Braver, T. S., Gray, J. R., and Burgess, G. C. (2007). “Explaining the many
varieties of working memory variation: dual mechanisms of cognitive control,”
in Variation in Working Memory, eds A. Conway, C. Jarrold, M. Kane, A.
Miyake, and J. Towse (New York, NY: Oxford University Press).
Bresnan, J. W. (1974). The position of certain clause-particles in phrase structure.
Linguist. Inq. 5, 614–619. doi: 10.2307/4177846
Caplan, D., Alpert, N., Waters, G., and Olivieri, A. (2000). Activation of Broca’s
area by syntactic processing under conditions of concurrent articulation. Hum.
Brain Mapp. 9, 65–71.
Frontiers in Psychology | www.frontiersin.org 13 November 2015 | Volume 6 | Article 1739
Leiken et al. Gap-Filling Predictability and Similarity-Based Interference
Caplan, D., Stanczak, L., and Waters, G. (2008). Syntactic and thematic
constraint eﬀects on blood oxygenation level dependent signal correlates
of comprehension of relative clauses. J. Cogn. Neurosci. 20, 643–656. doi:
10.1162/jocn.2008.20044
Chen, E., West, W. C., Waters, G., and Caplan, D. (2006). Determinants of
bold signal correlates of processing object-extracted relative clauses. Cortex 42,
591–604. doi: 10.1016/S0010-9452(08)70397-6
Constable, R. T., Pugh, K. R., Berroya, E., Mencl, W. E., Westerveld, M.,
Ni, W., et al. (2004). Sentence complexity and input modality eﬀects
in sentence comprehension: an fMRI study. Neuroimage 22, 11–21. doi:
10.1016/j.neuroimage.2004.01.001
Cooke, A., Zurif, E. B., DeVita, C., Alsop, D., Koenig, P., Detre, J., et al. (2002).
Neural basis for sentence comprehension: grammatical and short-termmemory
components.Hum. Brain Mapp. 15, 80–94. doi: 10.1002/hbm.10006
Costello, A. L., and Warrington, E. K. (1989). Dynamic aphasia: the selective
impairment of verbal planning. Cortex 25, 103–114. doi: 10.1016/S0010-
9452(89)80010-3
Crowder, R. G. (1976). Principles of Learning and Memory. Mahwah, NJ: Lawrence
Erlbaum Associates.
Damasio, H., and Damasio, A. R. (1989). Lesion Analysis in Neuropsychology.
Oxford: Oxford University Press.
Derrfuss, J., Brass, M., and von Cramon, D. Y. (2004). Cognitive control in
the posterior frontolateral cortex: evidence from common activations in task
coordination, interference control, and working memory.Neuroimage 23, 604–
612. doi: 10.1016/j.neuroimage.2004.06.007
Dillon, R. F., and Bittner, L. A. (1975). Analysis of retrieval cues and release
from proactive inhibition. J. Verbal Learn. Verbal Behav. 14, 616–622. doi:
10.1016/S0022-5371(75)80048-X
Embick, D., Hackl, M., Schaeﬀer, J., Kelepir, M., and Marantz, A. (2001).
A magnetoencephalographic component whose latency reﬂects lexical
frequency. Cogn. Brain Res. 10, 345–348. doi: 10.1016/S0926-6410(00)00053-7
Fedorenko, E., Gibson, E., and Rohde, D. (2006). The nature of working memory
capacity in sentence comprehension: evidence against domain-speciﬁc working
memory resources. J. Mem. Lang. 54, 541–553. doi: 10.1016/j.jml.2005.12.006
Feredoes, E., Tononi, G., and Postle, B. R. (2006). Direct evidence for a prefrontal
contribution to the control of proactive interference in verbal workingmemory.
Proc. Natl. Acad. Sci. U.S.A. 103, 19530–19534. doi: 10.1073/pnas.0604509103
Fiebach, C. J., Schlesewsky, M., and Friederici, A. D. (2001). Syntactic working
memory and the establishment of ﬁller-gap dependencies: insights from ERPs
and fMRI. J. Psycholinguist. Res. 30, 321–338. doi: 10.1023/A:1010447102554
Fiebach, C. J., Schlesewsky, M., Lohmann, G., von Cramon, D. Y., and Friederici,
A. D. (2005). Revisiting the role of Broca’s area in sentence processing: syntactic
integration versus syntactic working memory. Hum. Brain Mapp. 24, 79–91.
doi: 10.1002/hbm.20070
Fiebach, C. J., Vos, S. H., and Friederici, A. D. (2004). Neural correlates of syntactic
ambiguity in sentence comprehension for low and high span readers. J. Cogn.
Neurosci. 16, 1562–1575. doi: 10.1162/0898929042568479
Foraker, S., and McElree, B. (2011). Comprehension of linguistic dependencies:
speed-accuracy tradeoﬀ evidence for direct-access retrieval from memory.
Lang. Linguist. Compass 5, 764–783. doi: 10.1111/j.1749-818X.2011.00313.x
Ford, M. (1983). A method for obtaining measures of local parsing complexity
throughout sentences. J. Verbal Learn. Verbal Behav. 22, 203–218. doi:
10.1016/S0022-5371(83)90156-1
Frazier, L., and Clifton, C. (2001). Parsing coordinates and ellipsis: copy α. Syntax
4, 1–22. doi: 10.1111/1467-9612.00034
Gardiner, J. M., Craik, F. I. M., and Birtwistle, J. (1972). Retrieval cues and release
from proactive inhibition. J. Verbal Learn. Verbal Behav. 11, 778–783. doi:
10.1016/S0022-5371(72)80012-4
Gordon, P. C., Hendrick, R., and Johnson, M. (2001). Memory interference during
language processing. J. Exp. Psychol. Learn. Mem. Cogn. 27, 1411–1423. doi:
10.1037/0278-7393.27.6.1411
Gordon, P. C., Hendrick, R., and Levine, W. H. (2002). Memory-load interference
in syntactic processing. Psychol. Sci. 13, 425–430. doi: 10.1111/1467-928
0.00475
Gough, P. M., Nobre, A. C., and Devlin, J. T. (2005). Dissociating linguistic
processes in the left inferior frontal cortex with transcranial magnetic
stimulation. J. Neurosci. 25, 8010–8016. doi: 10.1523/JNEUROSCI.2307-
05.2005
Gouvea, A. C., Phillips, C., Kazanina, N., and Poeppel, D. (2010). The linguistic
processes underlying the P600. Lang. Cogn. Process. 25, 149–188. doi:
10.1080/01690960902965951
Grewe, T., Bornkessel, I., Zysset, S., Wiese, R., von Cramon, D. Y., and
Schlesewsky, M. (2005). The emergence of the unmarked: a new perspective on
the language-speciﬁc function of Broca’s area. Hum. Brain Mapp. 26, 178–190.
doi: 10.1002/hbm.20154
Grodzinsky, Y. (1986). Language deﬁcits and the theory of syntax. Brain Lang. 27,
135–159. doi: 10.1016/0093-934X(86)90009-X
Grodzinsky, Y. (2000). The neurology of syntax: language use without Broca&#39;s
area. Target article with 36 commentaries. Behav. Brain Sci. 23, 47–117. doi:
10.1017/S0140525X00002399
Grodzinsky, Y., and Friederici, A. D. (2006). Neuroimaging of syntax and syntactic
processing.Curr. Opin. Neurobiol. 16, 240–246. doi: 10.1016/j.conb.2006.03.007
Grodzinsky, Y., and Santi, A. (2008). The battle for Broca’s region. Trends Cogn.
Sci. 12, 474–480. doi: 10.1016/j.tics.2008.09.001
Guo, Y., Martin, R., Van Dyke, J. A., and Hamilton, C. (2010). “Interference eﬀects
in sentence comprehension: an fMRI study,” in Proceedings of the 32nd Annual
Conference of the Cognitive Science Society, eds S. Ohlsson and R. Catrambone
(Austin, TX: Cognitive Science Society), 1429–1434.
Ha, S. (2008). Right Node Raising, and Across-the-Board Constructions. Doctoral
Dissertation, Boston University, Boston, MA.
Haber, L. R., and Haber, R. N. (1982). Does silent reading involve articulation?
Evidence from tongue twisters. Am. J. Psychol. 95, 409–419. doi:
10.2307/1422133
Hagoort, P. (2003). How the brain solves the binding problem for language: a
neurocomputational model of syntactic processing. Neuroimage 20(Suppl. 1),
S18–S29. doi: 10.1016/j.neuroimage.2003.09.013
Hagoort, P. (2005). On Broca, brain, and binding: a new framework. Trends Cogn.
Sci. 9, 416–423. doi: 10.1016/j.tics.2005.07.004
Hakes, D. T., Evans, J. S., and Brannon, L. L. (1976). Understanding sentences with
relative clauses.Mem. Cogn. 4, 283–290. doi: 10.3758/BF03213177
Hartmann, K. (2001). Right Node Raising and Gapping. Interface Conditions on
Prosodic Deletion. Philadelphia, PA: John Benjamins Publishing Company.
Hartmann, K. (2003). “Background matching in right node raising constructions,”
in Interfaces: Deriving and Interpreting Omitted Structures, eds K.
Schwabe and S. Winkler (Philadelphia, PA: John Benjamins Publishing),
121–151.
Hofmeister, P. (2011). Representational complexity and memory retrieval
in language comprehension. Lang. Cogn. Process. 26, 376–405. doi:
10.1080/01690965.2010.492642
Holmes, V. M. (1973). Order of main and subordinate clauses in sentence
perception. J. Verbal Learn. Verbal Behav. 12, 285–293. doi: 10.1016/S0022-
5371(73)80072-6
Holmes, V. M., and O’Regan, J. K. (1981). Eye ﬁxation patterns during the reading
of relative-clause sentences. J. Verbal Learn. Verbal Behav. 20, 417–430. doi:
10.1016/S0022-5371(81)90533-8
Just, M. A., Carpenter, P. A., Keller, T. A., Eddy, W. F., and Thulborn, K. R. (1996).
Brain activation modulated by sentence comprehension. Science 274, 114–116.
doi: 10.1126/science.274.5284.114
Kaan, E., Harris, A., Gibson, E., and Holcomb, P. (2000). The P600 as an
index of syntactic integration diﬃculty. Lang. Cogn. Process. 15, 159–201. doi:
10.1080/016909600386084
Kaan, E., and Swaab, T. Y. (2002). The brain circuitry of syntactic comprehension.
Trends Cogn. Sci. 6, 350–356. doi: 10.1016/S1364-6613(02)01947-2
Kayne, R. S. (1994). The Antisymmetry of Syntax. Cambridge, Mass: MIT Press.
Keller, T. A., Carpenter, P. A., and Just, M. A. (2001). The neural bases of sentence
comprehension: a fMRI examination of syntactic and lexical processing. Cereb.
Cortex 11, 223–237. doi: 10.1093/cercor/11.3.223
King, J., and Just, M. A. (1991). Individual diﬀerences in syntactic processing:
the role of working memory. J. Mem. Lang. 30, 580–602. doi: 10.1016/0749-
596X(91)90027-H
King, J. W., and Kutas, M. (1995). Who did what and when? Using word- and
clause-level ERPs to monitor working memory usage in reading. J. Cogn.
Neurosci. 7, 376–395. doi: 10.1162/jocn.1995.7.3.376
Lancaster, J. L., Woldorﬀ, M. G., Parsons, L. M., Liotti, M., Freitas, C. S., Rainey, L.,
et al. (2000). Automated Talairach Atlas labels for functional brain mapping.
Hum. Brain Mapp. 10, 120–131.
Frontiers in Psychology | www.frontiersin.org 14 November 2015 | Volume 6 | Article 1739
Leiken et al. Gap-Filling Predictability and Similarity-Based Interference
Lee, Y., Lee, H., and Gordon, P. C. (2007). Linguistic complexity and information
structure in Korean: evidence from eye-tracking during reading. Cognition 104,
495–534. doi: 10.1016/j.cognition.2006.07.013
Leiken, K., and Pylkkänen, L. (2014). MEG evidence that the LIFG eﬀect of
object extraction requires similarity-based interference. Lang. Cogn. Process. 29,
381–389. doi: 10.1080/01690965.2013.863369
Lewis, R. L. (1996). Interference in short-term memory: the magical number
two (or three) in sentence processing. J. Psycholinguist. Res. 25, 93–115. doi:
10.1007/BF01708421
Makuuchi, M., Bahlmann, J., Anwander, A., and Friederici, A. D. (2009).
Segregating the core computational faculty of human language from
working memory. Proc. Natl. Acad. Sci. U.S.A. 106, 8362–8367. doi:
10.1073/pnas.0810928106
Maris, E., and Oostenveld, R. (2007). Nonparametric statistical testing
of EEG- and MEG-data. J. Neurosci. Methods 164, 177–190. doi:
10.1016/j.jneumeth.2007.03.024
Martin, A. E., and McElree, B. (2008). A content-addressable pointer mechanism
underlies comprehension of verb-phrase ellipsis. J. Mem. Lang. 58, 879–906.
doi: 10.1016/j.jml.2007.06.010
Martin, A. E., and McElree, B. (2009). Memory operations that support language
comprehension: evidence from verb-phrase ellipsis. J. Exp. Psychol. Learn.
Mem. Cogn. 35, 1231–1239. doi: 10.1037/a0016271
Martin, A. E., and McElree, B. (2011). Direct-access retrieval during sentence
comprehension: evidence from sluicing. J. Mem. Lang. 64, 327–343. doi:
10.1016/j.jml.2010.12.006
McCutchen, D., Bell, L. C., France, I. M., and Perfetti, C. A. (1991). Phoneme-
speciﬁc interference in reading: the tongue-twister eﬀect revisited. Read. Res.
Q. 26, 87–103. doi: 10.2307/747733
McElree, B. (2000). Sentence comprehension is mediated by content-
addressable memory structures. J. Psycholinguist. Res. 29, 111–123. doi:
10.1023/A:1005184709695
McElree, B. (2001). Working memory and focal attention. J. Exp. Psychol. Learn.
Mem. Cogn. 27, 817–835. doi: 10.1037/0278-7393.27.3.817
McElree, B., Foraker, S., and Dyer, L. (2003). Memory structures that subserve
sentence comprehension. J. Mem. Lang. 48, 67–91. doi: 10.1016/S0749-
596X(02)00515-6
McElree, B., Murphy, G. L., and Ochoa, T. (2006). Time-course of retrieving
conceptual information: a speed-accuracy tradeoﬀ study. Psychon. Bull. Rev. 13,
848–853. doi: 10.3758/BF03194008
Mead, L. A., Mayer, A. R., Bobholz, J. A., Woodley, S. J., Cunningham, J. M.,
Hammeke, T. A., et al. (2002). Neural basis of the Stroop interference task:
response competition or selective attention? J. Int. Neuropsychol. Soc. JINS 8,
735–742. doi: 10.1017/S1355617702860015
Miller, E. K., and Cohen, J. D. (2001). An integrative theory of
prefrontal cortex function. Annu. Rev. Neurosci. 24, 167–202. doi:
10.1146/annurev.neuro.24.1.167
Mosher, J. C., and Leahy, R. M. (1998). Recursive MUSIC: a framework for EEG
and MEG source localization. IEEE Trans. Biomed. Eng. 45, 1342–1354. doi:
10.1109/10.725331
Nairne, J. S. (2002). Remembering over the short-term: the case
against the standard model. Annu. Rev. Psychol. 53, 53–81. doi:
10.1146/annurev.psych.53.100901.135131
Novick, J.M., Trueswell, J. C., and Thompson-Schill, S. L. (2005). Cognitive control
and parsing: reexamining the role of Broca’s area in sentence comprehension.
Cogn. Aﬀect. Behav. Neurosci. 5, 263–281. doi: 10.3758/CABN.5.3.263
Nystrom, L. E., and McClelland, J. L. (1992). Trace synthesis in cued recall. J. Mem.
Lang. 31, 591–614. doi: 10.1016/0749-596X(92)90030-2
Öztekin, I., Curtis, C. E., and McElree, B. (2009). The medial temporal
lobe and the left inferior prefrontal cortex jointly support interference
resolution in verbal working memory. J. Cogn. Neurosci. 21, 1967–1979. doi:
10.1162/jocn.2008.21146
Öztekin, I., and McElree, B. (2007). Proactive interference slows recognition by
eliminating fast assessments of familiarity. J. Mem. Lang. 57, 126–149. doi:
10.1016/j.jml.2006.08.011
Öztekin, I., McElree, B., Staresina, B. P., and Davachi, L. (2008). Working
memory retrieval: contributions of the left prefrontal cortex, the left posterior
parietal cortex, and the hippocampus. J. Cogn. Neurosci. 21, 581–593. doi:
10.1162/jocn.2008.21016
Phillips, C., Kazanina, N., and Abada, S. H. (2005). ERP eﬀects of the processing
of syntactic long-distance dependencies. Cogn. Brain Res. 22, 407–428. doi:
10.1016/j.cogbrainres.2004.09.012
Postal, P. M. (1974). On Raising: One Rule of English Grammar and its Theoretical
Implications. Cambridge, MA: MIT Press.
Postal, P. M. (1998).Three Investigations of Extraction. Cambridge,MA:MIT Press.
Postle, B. R., Brush, L. N., and Nick, A. M. (2004). Prefrontal cortex and the
mediation of proactive interference in working memory. Cogn. Aﬀect. Behav.
Neurosci. 4, 600–608. doi: 10.3758/CABN.4.4.600
Pylkkänen, L., Llinás, R., and McElree, B. (2004). “Distinct eﬀects of semantic
plausibility and semantic composition in MEG,” in Proceedings of the 14th
International Conference on Biomagnetism Biomag 2004, Boston, MA.
Pylkkänen, L., and Marantz, A. (2003). Tracking the time course of word
recognition with MEG. Trends Cogn. Sci. 7, 187–189. doi: 10.1016/S1364-
6613(03)00092-5
Pylkkänen, L., Stringfellow, A., and Marantz, A. (2002). Neuromagnetic evidence
for the timing of lexical activation: an MEG component sensitive to phonotactic
probability but not to neighborhood density. Brain Lang. 81, 666–678. doi:
10.1006/brln.2001.2555
Robinson, G., Blair, J., and Cipolotti, L. (1998). Dynamic aphasia: an inability
to select between competing verbal responses? Brain 121, 77–89. doi:
10.1093/brain/121.1.77
Rogalsky, C., Matchin, W., and Hickok, G. (2008). Broca’s area, sentence
comprehension, and working memory: an fMRI Study. Front. Hum. Neurosci.
2:14. doi: 10.3389/neuro.09.014.2008
Ross, J. R. (1968). Constraints on Variables in Syntax. Cambridge, MA:
Massachusetts Institute of Technology.
Sabbagh, J. (2007). Ordering and linearizing rightward movement. Nat. Lang.
Linguist. Theory 25, 349–401. doi: 10.1007/s11049-006-9011-8
Santi, A., and Grodzinsky, Y. (2007). Working memory and syntax interact in
Broca’s area. Neuroimage 37, 8–17. doi: 10.1016/j.neuroimage.2007.04.047
Stowe, L. A., Paans, A. M., Wijers, A. A., Zwarts, F., Mulder, G., and Vaalburg, W.
(1999). Sentence comprehension and word repetition: a positron emission
tomography investigation. Psychophysiology 36, 786–801. doi: 10.1111/1469-
8986.3660786
Stromswold, K., Caplan, D., Alpert, N., and Rauch, S. (1996). Localization of
syntactic comprehension by positron emission tomography. Brain Lang. 52,
452–473. doi: 10.1006/brln.1996.0024
Swingle, K. (1993). The role of prosody in right node raising. Paper Presented at the
Syntax at Santa Cruz, Vol. 2, eds G. Pullum and E. Potsdam (Santa Cruz, CA:
Syntax Research Center), 82–112.
Thompson-Schill, S. L., D’Esposito, M., Aguirre, G. K., and Farah, M. J.
(1997). Role of left inferior prefrontal cortex in retrieval of semantic
knowledge: a reevaluation. Proc. Natl. Acad. Sci. U.S.A. 94, 14792–14797. doi:
10.1073/pnas.94.26.14792
Thothathiri, M., Schwartz, M. F., and Thompson-Schill, S. L. (2010).
Selection for position: the role of left ventrolateral prefrontal cortex in
sequencing language. Brain Lang. 113, 28–38. doi: 10.1016/j.bandl.2010.
01.002
Traxler, M. J., Williams, R. S., Blozis, S. A., and Morris, R. K. (2005). Working
memory, animacy, and verb class in the processing of relative clauses. J. Mem.
Lang. 53, 204–224. doi: 10.1016/j.jml.2005.02.010
Van Dyke, J. A., and McElree, B. (2006). Retrieval interference in sentence
comprehension. J. Mem. Lang. 55, 157–166. doi: 10.1016/j.jml.2006.
03.007
Van Dyke, J. A., and McElree, B. (2011). Cue-dependent interference in
comprehension. J. Mem. Lang. 65, 247–263. doi: 10.1016/j.jml.2011.
05.002
Wanner, H. E., and Maratsos, M. P. (1978). “An ATN approach to comprehension,”
in Linguistic Theory and Psychological Reality, eds M. A. Halle, J. Bresnan, and
G. A. Miller (Cambridge, MA: MIT Press).
Waters, G., Caplan, D., and Hildebrandt, N. (1987). “Workingmemory and written
sentence comprehension,” in Attention and Performance 12: The Psychology of
Reading, ed. M. Coltheart (Hillsdale, NJ: Lawrence Erlbaum Associates, Inc.),
531–555.
Watkins, O. C., and Watkins, M. J. (1975). Buildup of proactive inhibition as
a cue-overload eﬀect. J. Exp. Psychol. Hum. Learn. Mem. 1, 442–452. doi:
10.1037/0278-7393.1.4.442
Frontiers in Psychology | www.frontiersin.org 15 November 2015 | Volume 6 | Article 1739
Leiken et al. Gap-Filling Predictability and Similarity-Based Interference
Wexler, K. (1980). Formal Principles of Language Acquisition. Cambridge, MA:
MIT Press.
Wickens, D. D. (1973). Some characteristics of word encoding. Mem. Cogn.
1, 485–490. doi: 10.3758/BF03208913
Wilder, C. (1997). “Some properties of ellipsis in coordination,” in Studies on
Universal Grammar and Typological Variation, eds A. Alexiadou and T. A. Hall
(Amsterdam: John Benjamins Publishing), 59–107.
Zurif, E. B. (1995). “Brain regions of relevance to syntactic processing,” in An
Invitation to Cognitive Science: Language, Vol. 1, 2nd Edn, eds L. Gleitman and
M. Liberman (Cambridge, MA: MIT Press).
Conflict of Interest Statement: The authors declare that the research was
conducted in the absence of any commercial or ﬁnancial relationships that could
be construed as a potential conﬂict of interest.
Copyright © 2015 Leiken, McElree and Pylkkänen. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) or licensor are credited and that the original publication in this
journal is cited, in accordance with accepted academic practice. No use, distribution
or reproduction is permitted which does not comply with these terms.
Frontiers in Psychology | www.frontiersin.org 16 November 2015 | Volume 6 | Article 1739
