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DARBOUX INTEGRABLE DISCRETE EQUATIONS POSSESSING
AN AUTONOMOUS FIRST-ORDER INTEGRAL
S. YA. STARTSEV
Abstract. All Darboux integrable difference equations on the quad-graph
are described in the case of the equations that possess autonomous first-order
integrals in one of the characteristics. A generalization of the discrete Liou-
ville equation is obtained from a subclass of these equation via a non-point
transformation. The general proposition on the symmetry structure of the
quad-graph equations is proved as an auxiliary result.
1. Introduction and basic definitions
Let us consider difference equations of the form
u(i+1,j+1) = F (u(i,j), u(i+1,j), u(i,j+1)),
where u is a function of two integers, the lower multi-index denotes values of the
arguments for this function, and the equation holds true for any (i, j) ∈ Z2. In-
tegrable (in various senses) equations of such form are actively studied in recent
years (e.g. see [1, 2, 3, 4, 5] and references within). The present work is devoted
to Darboux integrable equations, which can be considered as a special case of C-
integrable ones. The term ‘C-integrability’ was offered in [6], and for the Darboux
integrability definition we need to introduce designations first.
From now on, we will use the notation um,n := u(i+m,j+n), u := u0,0 = u(i,j) to
omit i and j for brevity. I.e. um,n designates the function that is obtained from the
function u via the shifts in its first and second arguments by n and m, respectively.
According this notation, the above equation reads
(1) u1,1 = F (u, u1,0, u0,1).
We assume that
(2)
∂F
∂u
6= 0,
∂F
∂u1,0
6= 0,
∂F
∂u1,0
6= 0.
These conditions allow us to express any argument of the function F in terms of the
others for rewriting (1), after appropriate shifts in i and j, in any of the following
forms
(3) u−1,−1 = F (u, u−1,0, u0,−1),
(4) u1,−1 = Fˆ (u, u1,0, u0,−1),
(5) u−1,1 = F˜ (u, u−1,0, u0,1).
Using (1)–(5) and their consequences derived by shifts in i and j, we can express
any ‘mixed shift’ um,n (for both positive and negative non-zero n andm) in terms of
the functions uk,0, u0,l. Thus, we can (and will) formulate reasonings of this article
1
2only in terms of an arbitrary solution u to (1) and its ‘canonical shifts’ uk,0, u0,l, ,
k, l ∈ Z, which are called dynamical variables. (A more detailed explanation of the
dynamical variables and the recursive procedure of the mixed shift elimination can
be found, for example, in [4].)
Values of the dynamical variables for fixed i and j serves as boundary conditions
of the Goursat problem for the equation (1) and can be selected in an arbitrary
way. Therefore, we treat the dynamical variables as functionally independent in
the relationships that are valid for any solution of the equation (1), i.e. in all
relationships stated below. The notation g[u] means that the function g depends
on a finite number of the dynamical variables. The considerations in this paper are
local (for example, we use the local implicit function theorem to obtain (3)–(5))
and, for simplicity, all functions are assumed to be locally analytical.
Now we let Ti and Tj denote the operators of the forward shifts in i and j by
virtue of the equation (1). The inverse (backward) shift operators are denoted by
T−1i and T
−1
j . We use a shift operator with a superscript k to designate the k-fold
application of this operator (e.g. T 3j := Tj◦Tj◦Tj, T
−2
i := T
−1
i ◦T
−1
i and T
1
i := Ti).
For a more compact notation we also set any operator with the zero superscript
equal to the operator of multiplication by unit (i.e. the identity mapping). In these
notations the shift operators are defined by the following rules:
T ki (f(a, b, c, . . . )) = f(T
k
i (a), T
k
i (b), T
k
i (c), . . . ),
T kj (f(a, b, c, . . . )) = f(T
k
j (a), T
k
j (b), T
k
j (c), . . . ),
T ki (um,0) = um+k,0, T
k
j (u0,m) = u0,m+k
for any function f and any integers k and m; for any n ∈ N the relationships
Ti(u0,n) = T
n−1
j (F ), Ti(u0,−n) = T
1−n
j (Fˆ ),
Tj(un,0) = T
n−1
i (F ), Tj(u−n,0) = T
1−n
i (F˜ ),
T−1i (u0,n) = T
n−1
j (F˜ ), T
−1
i (u0,−n) = T
1−n
j (F ),
T−1j (un,0) = T
n−1
i (Fˆ ), T
−1
j (u0,−n) = T
1−n
i (F )
hold true (i.e. mixed variables u1,±n, u±n,1, u−1,±n and u±n,−1 are expressed in
terms of the dynamical variables by virtue of (1)-(5)).
Definition 1. An equation of the form (1) is called Darboux integrable if there
exist functions I[u] and J [u] such that the relations Tj(I) = I and Ti(J) = J hold
true and each of the functions essentially depends on at least one of the dynamical
variables. In this case, the functions I[u] and J [u] are respectively called an i-
integral and a j-integral of the equation (1).
It is easy to check (see, for example, [7] or lemma 1 below) that i-integrals
can not depend on the dynamical variables of the form u0,p, and j-integrals –
on the dynamical variables of the form uq,0. Thus, i- and j-integrals have the
form I(uk,0, uk+1,0, . . . , um,0) and J(u0,l, u0,l+1, . . . , u0,n), respectively. The num-
bers m − k and n − l are called order of the corresponding integral. It should be
noted that the present paper (in contrast to, for instance, [8, 9]) deals only with
the autonomous integrals, i.e. with the integrals that do not depend explicitly on
the discrete variables i and j.
The simplest example of a Darboux integrable equation is
u1,1 = u1,0 + u0,1 − u.
3This equation has the integrals I[u] = u1,0−u, J [u] = u0,1−u and can be considered
as a difference analogue of the partial differential wave equation uxy = 0. Another
example is the equation
(6) u1,1 =
(u1,0 − 1)(u0,1 − 1)
u
from [10]. It is similar to the well-known Liouville equation uxy = e
u in properties
and, according to [11], has the second-order integrals
I[u] =
(
u2,0
u1,0 − 1
+ 1
)(
u− 1
u1,0
+ 1
)
,
J [u] =
(
u0,2
u0,1 − 1
+ 1
)(
u− 1
u0,1
+ 1
)
.
In general, the equations (1) can be regarded as difference analogues of the partial
differential equations
(7) uxy = F (u, ux, uy).
The concept of the Darboux integrability was initially introduced for partial differ-
ential equations in classical works such as [12], and the complete classification of
Darboux integrable equations of the form (7) was performed in [13]. At present,
a classification is absent for Darboux integrable equations (1) and only separate
examples of such equations are known (see, for instance, [9, 14, 15]). This is why
a classification problem for a special case of the equations (1) looks reasonable
and may be a natural part of the future complete classification. We consider the
equations of the form
(8) φ(u1,0, u1,1) = φ(u, u0,1),
∂φ(w, z)
∂w
∂φ(w, z)
∂z
6= 0,
as such a special case. It is obvious that an equation of the form (1) possesses a j-
integral φ(u, u0,1) and satisfies conditions (2) if and only if it can be written as (8).
Thus, the classification of Darboux integrable equations (8) is reduced to finding
necessary and sufficient conditions of the i-integral existence. These conditions are
found in section 3 and has a constructive form (i.e. allows to straightforwardly
obtain any Darboux integrable equation (8)).
To prove this main result, we need some auxiliary statements. One of them,
the proposition on splitting symmetries of equation (1) into summands involving
either shifts only in i or shifts only in j, is useful not only in the context of the
present article and known to specialists but, to the best author’s knowledge, has
no published proof for the general form of this statement. This proof is given in
section 2.1.
A part of equations (8) can be rewritten in the form Tj(a(u, u1,0)) = b(u, u1,0),
where the functions a and b are functionally independent, and hence admits the
non-point invertible transformation v = a(u, u1,0) (see [14] for more details). In
section 3 we show that such equations exist among Darboux integrable equations
(8) too and the transformation v = a(u, u1,0) maps they into a family of Darboux
integrable equations, which can be considered as a generalization of the equation
(6). It can be proved that this family contains all Darboux integrable equations of
the form Ti(Ω(u, u0,1)) = Ψ(u, u0,1) possessing second-order autonomous j-integrals
but this is beyond the scope of the present paper.
4We should emphasize that equations (1) do not necessarily have the form (8)
if they possess first-order j-integrals depending explicitly on i (examples of such
kind can be found in [9]). Therefore, the main result of the present paper does not
give an exhaustive description of all Darboux integrable equations (1) possessing
first-order j-integrals.
2. Auxiliary statements
Before going on, we need to define a new term.
Definition 2. An equation ut = f [u] is called a symmetry of equation (1) if the
relation L(f) = 0 holds true, where
(9) L = TiTj −
∂F
∂u1,0
Ti −
∂F
∂u0,1
Tj −
∂F
∂u
.
The sketch of further reasonings can be summarized as follows. According to
[11], if an equation of the form (1) is Darboux integrable and possesses a j-integral
φ, then there exists an operator R =
∑r
q=0 λq[u]T
q
j , λr 6= 0, such that
(10) ut = R(ξ(T
p
j (φ), T
p+1
j (φ), T
p+2
j (φ), . . . ))
is a symmetry of this equation for any integer p and any function ξ depending on a
finite number of the arguments. In section 2.2 we show that any symmetry of the
equation (1) is mapped into an equation of the form vt = g[v] by the substitution
v = φ[u] if φ[u] is the integral of smallest order. On the other hand, the work [16]
completely describes the substitutions of the form v = φ(u, u0,1) for the equations
(10) with the right-hand side independent of variables ul,0, l ∈ Z\{0}. This gives
us a necessary condition of Darboux integrability for the equations (8) if we show
that their symmetries (10) do not depend on variables of the form ul,0. The latter
is done in section 2.1 by proving a general proposition on symmetry structure.
2.1. Symmetry structure.
Theorem 1. Any symmetry ut = f [u] of equation (1) has the form
(11) ut = fˆ(um,0, um+1,0, um+2,0, . . . ) + f¯(u0,n, u0,n+1, u0,n+2, . . . ),
i.e. f [u] is the sum of two terms such that the first one does not depend on u0,k
and the second one does not depend on uk,0 for any non-zero k ∈ Z.
The statement of the theorem is not new. Specialists in symmetries of discrete
equations believe it is true because the analogous proposition for the equations (7) is
well-known and proved in [17]. But the proof of theorem 1 is available, for example,
in [18] for only a simple special case of symmetries depending on five dynamical
variables and, to the author’s best knowledge, has been absent for symmetries of
the general form and an arbitrary high order. It is convenient to give the general
proof by using the following simple proposition.
Lemma 1. Let a function g[u] satisfy a relationship of the form
(12) A[u]Tj(g) +B[u]g = C[u], AB 6= 0,
where A, B and C do not depend on u0,k for any non-zero integer k 6= 1. Then
g[u] does not depend on u0,k for any non-zero k ∈ Z.
5From now on, we will use the notation
f ′p: :=
∂f
∂up,0
, f ′:q :=
∂f
∂u0,q
, f ′′p:q :=
∂2f
∂u0,q∂up,0
.
to denote the partial derivatives of a function f [u] in in-line formulas.
Proof. Assume the contrary. Let l and s be respectively the largest positive and the
smallest negative integers for which g[u] depends on u0,l and u0,s. Differentiation of
(12) with respect to u0,l+1 and u0,s gives rise to Tj(g
′
:l) = 0 and g
′
:s = 0, respectively.
Thus, we arrive to a contradiction that proves the lemma. 
Proof of theorem 1. It is obvious that the symmetry ut = f [u] has the form (11) if
and only if f ′′p:q = 0 for all non-zero integers p and q. Assume the contrary. Let l and
s be respectively the largest and the smallest non-zero integers for which there exist
non-zero integers δ and σ such that f ′′l:δ 6= 0 and f
′′
s:σ 6= 0. Then f = fˆ [u] + f¯ [u],
where fˆ ′:r = 0 for all non-zero integers r and f¯
′
k: = 0 for all non-zero integers
k /∈ [s, l].
If l > 0, then the differentiation of the relationship L(fˆ + f¯) = 0 with respect to
ul+1,0 gives us
∂T li (F )
∂ul+1,0
Tj(g)−
∂F
∂u1,0
g +
∂L(fˆ)
∂ul+1,0
= 0,
where g = Ti(f¯
′
l:). According to lemma 1, the functions g and f¯
′
l: = T
−1
i (g) do not
depend on u0,q for any non-zero integer q. And this contradicts the assumption
f¯ ′′l:δ 6= 0.
If l < 0, then s < 0 too. Differentiating L(fˆ + f¯) = 0 with respect to us,0, we
obtain
∂F
∂u0,1
∂T s+1i (F˜ )
∂us,0
Tj(g) +
∂F
∂u
g −
∂L(fˆ)
∂us,0
= 0,
where g = f¯ ′s: and F˜ is the right-hand side of (5). Hence, the assumption f¯
′′
s:σ 6= 0
contradicts lemma 1. 
Corollary 1. Let an equation of the form (1) possess a j-integral φ and there exists
an operator R =
∑r
k=0 λk[u]T
k
j such that (10) is a symmetry of this equation for
any integer p and any function ξ depending on a finite number of the arguments.
Then the coefficients λk of the operator R do not depend on uq,0 for any non-zero
integer q.
Proof. Let n be the largest integer for which φ′:n 6= 0. Then we set ξ = T
p
j (φ),
where p is selected so that all λk do not depend on u0,m for any m ≥ n+ p.
Now assume the contrary again. Let l be the largest number for which there
exists a non-zero integer s such that λl depend on us,0. Then
∂R(T pj (φ))
∂us,0
=
l∑
k=0
∂λk
∂us,0
T p+kj (φ),
∂2R(T pj (φ))
∂us,0 ∂u0,n+p+l
=
∂λk
∂us,0
∂T p+lj (φ)
∂u0,n+p+l
6= 0.
The last inequality contradicts theorem 1. 
62.2. Integrals as substitutions. Let us consider the chain of differential-difference
equations
(13) ut = g(u0,k, u0,k+1, . . . , u0,n).
It should be noted that any equation of the form ut = f [u] generates the differen-
tiation ∂f with respect to t by virtue of this equation. On the functions of the dy-
namical variables, the differentiation ∂f is defined by the formula ∂f (h[u]) = h∗(f),
where
h∗ =
+∞∑
q=−∞
∂h
∂uq,0
T qi +
+∞∑
q=−∞
q 6=0
∂h
∂u0,q
T qj ,
i.e. h∗ is the linearization operator (Freche´t derivative) of h.
Definition 3. We say that equation (13) admits a difference substitution
(14) v = φ(u0,l, u0,l+1, . . . , u0,m)
into an equation of the form vt = gˆ(v0,k, v0,k+1, . . . , v0,n) if the function φ depends
on at least two dynamical variables and the relation
(15) ∂g(φ) = gˆ(T
k
j (φ), T
k+1
j (φ), . . . , T
n
j (φ))
holds true (i.e. v is a solution of the equation vt = gˆ for any solution of (13)).
We call (14) a Miura-type substitution if there exist operators
(16) R =
r∑
q=0
λq(u0,̺, u0,̺+1, . . . , u0,s)T
q
j , λr 6= 0,
Rˆ =
r+m∑
q=l
λˆq(v0, ˆ̺, v0, ˆ̺+1, . . . , v0,sˆ)T
q
j
such that the equation ut = R(ξ(T
p
j (φ), T
p+1
j (φ), . . . )) admits the substitution (14)
into the equation vt = Rˆ(ξ(v0,p, v0,p+1, . . . )) for any integer p and any function ξ
depending on a finite number of the arguments.
It is easy to see that the above definition in no way uses equation (1) because the
shift operator Tj is applied here to the functions depending only on the variables
of the form u0,p. However, the integrals of equations (1) can be interpreted as
substitutions for equations (13). To show this, we use the two lemmas below,
which allow us to transfer appropriate reasoning for equations (7) from the work
[13] to the case of difference equations with almost no changes.
Lemma 2. Let φ[u] be a j-integral of the smallest order for an equation of the form
(1). Then for any j-integral J [u] of this equation there exists a function ξ such that
(17) J [u] = ξ(T pj (φ), T
p+1
j (φ), T
p+2
j (φ), . . . , T
q
j (φ))
for some integers p and q.
The proof of lemma 2 is omitted because it coincides with the proof of the
analogous proposition for semi-discrete equations in [8] (see theorem 3.2 within). It
is obvious that the converse is also true: the right-hand side of (17) is a j-integral
for any ξ, p and q because T sj commutes with Ti for any s ∈ Z and therefore maps
j-integrals into j-integrals again.
7Lemma 3. For any function h[u] there exists an operator H =
∑q
s=p µs[u]T
s
j such
that
(18) (Ti(h))∗ − Ti ◦ h∗ = H ◦ L,
where ◦ denotes the composition of operators and L is defined by (9).
In particular, this lemma implies that the differentiation ∂f commutes with Ti
if ut = f [u] is a symmetry of equation (1).
Proof. It is easy to check that Tj ◦ η[u]∗ − Tj(η[u])∗ = Tj(η
′
1:)L if η
′
k: = 0 for all
non-zero integers k 6= 1. This implies
(19) T nj (F )∗ = T
n
j ◦ F∗ −
n∑
r=1
T rj
(
∂T n−rj (F )
∂u1,0
)
T r−1j ◦ L, ∀n > 0.
Differentiating the consequence T−1j (F ) = F (u0,−1, Fˆ , u) = u1,0 of (1) with respect
to u, u0,−1 and u1,0, and denoting θ := −1/F
′
1:, we obtain
∂Fˆ
∂u
= T−1j
(
θ
∂F
∂u0,1
)
,
∂Fˆ
∂u0,−1
= T−1j
(
θ
∂F
∂u
)
,
∂Fˆ
∂u1,0
= −T−1j (θ),
and hence T−1j Ti − Fˆ∗ = T
−1
j ◦ θL. This gives us T
−1
j ◦ η[u]∗ − T
−1
j (η[u])∗ =
T−1j ◦ θη
′
1:L if η
′
k: = 0 for all non-zero integers k 6= 1, and
(20) T nj (Fˆ )∗ = T
n
j ◦ Fˆ∗ −
−1∑
r=n
T rj
(
θ
∂T n−rj (Fˆ )
∂u1,0
)
T rj ◦ L, ∀n < 0.
At the same time, the left-hand side of (18) is equal to
s=+∞∑
s=1
(
Ti
(
∂h
∂u0,s
)
(T s−1j (F )∗ − TiT
s
j ) + Ti
(
∂h
∂u0,−s
)
(T 1−sj (Fˆ )∗ − TiT
−s
j )
)
=
s=+∞∑
s=1
(
Ti
(
∂h
∂u0,s
)
(T s−1j (F )∗ − T
s−1
j ◦ F∗ − T
s−1
j ◦ L)
+Ti
(
∂h
∂u0,−s
)
(T 1−sj (Fˆ )∗ − T
1−s
j ◦ Fˆ∗ − T
−s
j ◦ θL)
)
.
Taking (19) and (20) into account, we therefore obtain (18). 
Theorem 2. Assume that equation (1) possesses j-integrals and a symmetry of
the form (13). Let φ[u] be a j-integral of the smallest order for this equation. Then
the equation (13) admits the substitution v = φ[u] into an equation of the form
vt = gˆ(v0,k, v0,k+1, . . . , v0,n). If, in addition, the equation (1) is Darboux integrable,
then v = φ[u] is a Miura-type substitution.
Proof. According to lemma 3, if Ti(φ) = φ and L(g) = 0, then Ti(∂g(φ)) = ∂g(φ).
Thus, ∂g(φ) is a j-integral, and lemma 2 implies that (15) holds true for some
function gˆ (it is easy to check that p and q in (17) must coincide with k and n if
J = ∂g(φ)).
If the equation (1) is Darboux integrable, then it possesses symmetries (10). The
operator R in (10) has the form (16) by corollary 1. Thus, v = φ[u] is a Miura-type
substitution. 
83. The classification result and examples
Theorem 3. Equation (8) is Darboux integrable if and only if for φ(u, u0,1) there
exist functions α, β, γ and ζ such that
(21) ζ(u0,1) = α(φ) +
β(φ)
γ(φ)− ζ(u)
, βζ′ 6= 0.
It is obvious that (21) can hold true only if |α′|+ |β′|+ |γ′| 6= 0.
Proof. If equation (8) is Darboux integrable, then v = φ(u, u0,1) is a Miura-type
substitution by theorem 2. But it is proved in [16] that v = φ(u, u0,1) is a Miura-
type substitution if and only if φ satisfies a relationship of the form (21).
Conversely, let φ satisfy a relationship of the form (21). Then the equation (8)
is Darboux integrable because
(22) I =
ζ(u3,0)− ζ(u1,0)
ζ(u3,0)− ζ(u2,0)
·
ζ(u2,0)− ζ(u)
ζ(u1,0)− ζ(u)
is an i-integral of this equation. Indeed, (21) and Ti(φ) = φ imply that
Tj(ζ(uk,0)) = T
k
i (ζ(u0,1)) = α(φ) +
β(φ)
γ(φ)− ζ(uk,0)
for any integer k. Taking this into account, we obtain
Tj(ζ(uk,0)− ζ(un,0)) = β(φ)
ζ(uk,0)− ζ(un,0)
(γ(φ) − ζ(uk,0))(γ(φ) − ζ(un,0))
and Tj(I) = I. 
The above theorem means that any Darboux integrable equation (1) possessing
an autonomous first-order j-integral is related via a point transformation u˜ = ζ(u)
to an equation of the form
u˜1,1 = α(ϕ) +
β(ϕ)
γ(ϕ)− u˜1,0
, β 6= 0,
where ϕ(u˜, u˜0,1) is defined by the relationship
u˜0,1 = α(ϕ) +
β(ϕ)
γ(ϕ)− u˜
,
and φ = ϕ(ζ(u), ζ(u0,1)) is the j-integral of the equation (1).
Although we can assume without loss of generality that ζ(u) = u, another choice
of ζ is sometimes convenient to obtain a more simple form of the equation. For
example, the equation
(23) φ = (u+ 1)/u0,1,
u1,1
u0,1
=
u1,0 + 1
u+ 1
corresponds to the choice ζ(u) = u−1, α(φ) = β(φ) = φ and γ = −1, and takes
the slightly less memorable form if ζ(u) = u is used with the same α, β and γ.
This equation was obtained in [9] and has the i-integral (u2,0 − u1,0)/(u1,0 − u).
The latter illustrates that some Darboux integrable equations (8) can possess i-
integrals of the order less than 3, while (22) guarantees the existence of the third
order i-integral only.
Up to the point transformation, the above example is a particular case of the
equation that is generated by choice ζ(u) = u, α(φ) = δφ, β(φ) = D−Cφ−δφ(Aφ−
9B) and γ = Aφ − B, where A, B, C, D and δ are arbitrary constants such that
|δ|+ |A| + |C| 6= 0, |δA| + |C − δB| + |D| 6= 0. Without loss of generality, we can
assume that δ equals 1 or 0. Substituting this choice into (21) and solving it for φ,
we obtain
φ =
u0,1(u+B) +D
Au0,1 + δu+ C
.
The corresponding equation (8) after solving for u1,1 takes the form
u1,1 =
((u +B)(δu1,0 + C)−AD)u0,1 + δD(u1,0 − u)
A(u1,0 − u)u0,1 + (u1,0 + B)(δu+ C)−AD
and can be rewritten as
(24) Tj
(
δD − u1,0(Au+ C − δB)
u1,0 − u
)
=
(u+B)(δu1,0 + C)−AD
u1,0 − u
.
The latter formula means that this equation admits the non-point invertible
transformation (see [14] for more details). This allows us to derive another Darboux
integrable equation from (24) (and this is why such α, β and γ are chosen). Let
(25) v =
δD − u1,0(Au+ C − δB)
u1,0 − u
.
Then (24) implies that
(26) v0,1 := Tj(v) =
(u+B)(δu1,0 + C)−AD
u1,0 − u
.
Expressing u1,0 in the term of u and v from (25), we obtain
(27) u1,0 =
uv + δD
v +Au + C − δB
.
The substitution of this expression into (26) gives rise to the quadratic equation
P2u
2 + P1u+ P0 = 0 with the coefficients
P2 = δv +Av0,1 +AC,
P1 = (C + δB)v + (C − δB)v0,1 + (BC −AD − δD)(A − δ) + C
2,
P0 = (BC −AD)v − δDv0,1 +BC(C − δB) +D(δAB −AC + δ
2B).
Thus, the transformation (25) maps solutions of (24) into solutions of the equation
(28) Ti(θ(v, v0,1)) =
vθ(v, v0,1) + δD
Aθ(v, v0,1) + v + C − δB
,
where θ is a root of the polynomial P2θ
2+P1θ+P0. Repeating the above reasonings
in the inverse order, it is easy to see that the transformation u = θ(v, v0,1) maps
solutions of (28) back into solutions of (24). This implies that rewriting the integrals
of (24) in terms of v and its shifts gives us integrals of (28). Therefore,
J [v] = φ(θ, Tj(θ)) =
Tj(θ)(θ +B) +D
ATj(θ) + δθ + C
is a j-integral of (28). Using (27) and its consequences, we can express uk,0, k =
1, 2, 3, in terms of u, v, v1,0, v2,0 and substitute these expressions into (22). This
gives rise to the formula
I[v] =
(v2,0 + v1,0 + C − δB)(v1,0 + v + C − δB)
v21,0 + v1,0(C − δB)− δAD
10
for an i-integral of the equation (28).
It should be noted that (28) coincides with the discrete Liouville equation (6) if
C = −1, B 6= 0, A = δ = 0. The equation (28) also takes the form v1,1(v + 1) =
v1,0(v0,1 + 1) (compare (23)) if C = D = 0, B = −1, A 6= −1, δ = 1. In general,
any Darboux integrable equation of the form
Ti(Ω(v˜, v˜0,1)) = Ψ(v˜, v˜0,1),
∂Ω
∂v˜
∂Ψ
∂v˜0,1
−
∂Ω
∂v˜0,1
∂Ψ
∂v˜
6= 0,
possessing a second-order autonomous j-integral is related to an equation of the
form (28) via a point transformation v = µ(v˜). This can be proved by reasonings
that is similar to those used in [16], but the rigorous proof of this proposition is
beyond the scope of the present article.
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