The Job Shop Scheduling Problem (JSSP) is regarded as one of the most challenging issues by the research community in this field due to its complexity. This paper presents a hybrid algorithm called H-PSO-SA for JSSP which is a mixture of two computational artificial intelligence algorithms: Particle Swarm Optimization and Simulated Annealing. In order to demonstrate efficiency of the proposed hybrid algorithm, a series of tests are conducted using a set of classical JSSP benchmarks. The schedule results are compared with outcomes well known in the scientific literature.
Introduction
The Job Shop Scheduling Problem (JSSP) represents one of the most difficult to solve problems in the industrial environment. This type of problem is categorized as NP-hard by Srinivas and Allada in 2004 [1] . Mesghouni et all mentioned in [2] that the complexity of this type of problem comes from the fact that consists of satisfying multiple goals. A set of resources needs to be allocated in a manner that satisfy the proposed goals, maximize the machine utilization and minimizes both the makespan and the total completion time of the entire process schedule.
The solution proposed most recently in the specific literature refers to the hybrid methods applied in this field that manages to combine the advantages of a local search technique (e.g. swarm intelligence which is based on collective intelligence models inspired by nature such as Ant Colony Optimization -ACO, Particle Swarm Optimization -PSO, Artificial Bee Colony -ABC, Wasp Behaviour Model -WBM, etc.) with the advantages of the global search techniques ( Simulated Annealing -SA, Tabu Search -TS, etc.). This paper proposes a hybrid algorithm resulted by combining an artificial intelligence technique, Particle Swarm Optimization with a very popular metaheuristic, Simulated Annealing.
The goal of this research work is to identify an optimal solution for the JSSP by combining the strengths and minimizing the influence of each algorithm weak points.
State of the Art
JSSP is one of the most complex combinatorial optimization problems and the researcher's activity in this area is focused on finding an appropriate solution for it. There are various methods proposed for solving this problem, starting with traditional approaches based on mathematical or priority rules programming and ending with artificial intelligence and metaheuristic based methods [3] .
During the recent years, a series of methods and algorithms specific to the artificial intelligence area were the target of the researchers' activity: Particle Swarm Optimization (PSO) [4] , [14] , [17] , [23] , Simulated Annealing (SA) [8] , [16] , Genetic Algorithms (GA) [15] , [32] , Tabu Search (TS) [18] , etc.
However, at this moment the researchers' attention is focused on several hybrid algorithms that seem to be more suitable for real practical manufacturing environments implying larger sets of constraints, which are difficult to optimize by just using a simple metaheuristic.
Sha and Hsu introduced a hybrid algorithm based on PSO and Tabu Search [5] which proposes a different particle representation and modifies the particle movement thru the search space in order to obtain better results than traditional metaheuristic approach.
[6] introduces a hybrid algorithm based on Artificial Bee Colony Algorithm for flexible job shop scheduling problems with an external Pareto archive for partial solutions. The hybrid algorithm presented in [10] proposes another different approach for multi-objective PSO for JSSP. In [12] JSSP is scrutinized from another angle, by using a combination between Genetic Algorithms (GA) and Simulated Annealing techniques. The simulated annealing process is implemented at each GA step as a mutation operation.
Another hybrid algorithm that involves Tabu Search and Ant Colony Optimization is proposed in [7] in order to obtain a JSSP optimal schedule.
A series of hybrid algorithms that combine the advantages of PSO and SA techniques were presented several recent articles.
[9] introduces a hybrid algorithm, based on these JSSP techniques, that proposes a modification in the simulated annealing process: the new solution is searched in the neighbourhood of the original solution by using a PSO designed search. Another attempt of combining PSO and SA algorithms for periodic events scheduling in the context of JSSP is given in [22] . The hybrid algorithm shown in [24] proposes the construction of parallel initial solutions for SA using PSO in order to increase the SA efficiency. The global search capability of PSO is combined with three neighbourhood SA algorithms and tested on a set of classical benchmarks in [25] . The makespan minimization in the JSSP context represents an issue tackled in [26] by combining the efficiency of SA technique with a local search method based on PSO.
The above presented research works support the hypothesis that the application of a hybrid algorithm for the JSSP is suitable and efficient, contrasting to classical scheduling algorithms or simple artificial algorithms. As such, a plethora of different approaches for the hybrid algorithm implementation is available and gives a lot of space for further research.
The current paper pursues the author research work that is presented in [11] , an article which introduced a study regarding the implementation in the JSSP field of two swarm intelligence techniques: Ant Colony Optimization and Particle Swarm Optimization. This related research revealed the fact that PSO manages to obtain the most suitable solutions for the proposed problem. The research is continued by proposing an amalgamation of the advantages of the local search technique represented by PSO with the ability to avoid the local optima trap proposed by SA method.
Problem Description
In the manufacturing systems area, the production scheduling represents one of the production management key points. The main objectives of the production scheduling are represented by maximizing the productivity and minimizing the attached costs.
Several types of manufacturing systems are staged in the real world. Taking into account their specifics and the involved production process complexity, a system classification is given by [13] : single stage system, single machine system, parallel machine system, multi-stage flow shop system and multi-stage job shop system.
The scheduling problem complexity increases from the single stage system to the multi-stage job shop system. According to this classification, the Job Shop Scheduling Problem is among the hardest combinational problem in the manufacturing system field.
The mathematical model for the JSSP is described in [11] using the following notations:
-m -number of machines;
-n -number of product types; In order to better define the context of the problem, a set of assumptions have been made:
-One machine cannot substitute another;
-At a specific moment of time one single product can be allocated to a given machine; -The operations are non-preemptive; -The machines breakdown is not considered.
The main objectives of the schedule problem are: minimizing the starting time t j i of each
of each machine M i , and the total completion time C max . The objective function that evaluates each proposed schedule quality is introduced in the following equation (1).
The Hybrid Algorithm
This section describes two selected methods (SA and PSO) and the algorithms adapted for the proposed problem. After that, a hybrid algorithm for solving JSSP, based on those methods, is presented and detailed, by showing the input parameters, the solution encoding, the structure of the output solution and the algorithm description.
The author decides to focus on presenting a new hybrid algorithm design for solving the proposed problem. The related literature presented above sustains the fact that this approach is more appropriate for real manufacturing environments which are difficult to optimize by just using a simple metaheuristic, as presented in [4] , [8] , [14] , [15] , [16] , [17] , [18] , [23] , [32].
Simulated Annealing
Simulated Annealing is a metaheuristic suitable for solving combinatorial optimization problems. This method is valued because it helps escaping from the local optimal trap and directs the final solution to the global optimal [20] .
The notion of slow cooling specific to the annealing process in the metallurgy is implemented in SA algorithm as the slow probability diminution of accepting worse solutions in the process of exploring the search space [19] .
The main steps of the SA algorithm adapted for JSSP, described by the mathematical model described in section 3, are the following: 
Particle swarm optimization
PSO is a technique specific to swarm intelligence inspired by the social comportment of beings living in large groups (such as flocks of birds or schools of fish), which uses the transmitting and sharing of the information between individuals [21] .
The algorithm starts with a randomly initiated population of possible solutions. The search process is accomplished by a system of artificial particles that move through the search space with a certain speed calculated according to all the system characteristics.
The particle movement through the search space is influenced by two important indices: the best personal location of the current particle and the best global location of a particle in the past, as presented in the following equation (2) [21] :
Where
is an particle;
is the particle speed;
is the best position of the particle; -g is the index of the best global position; -∅ 1 and ∅ 2 are two constant values between 0 and 1: the cognitive parameter and the social parameter.
The main steps of the PSO algorithm adapted for JSSP, defined by the mathematical model described in section 3, are the following: 
Hybrid algorithm description
The H-PSO-SA hybrid algorithm merges the advantages of two optimizing methods for the JSSP and proposes the combination between the local search and global search in the solution space.
The idea of designing a hybrid algorithm based on PSO and SA techniques was successfully applied in different research papers in recent years (such as [9], [22] , [24] , [25] , and [26] ). This paper proposes a new approach on the algorithm design, an approach illustrated by the pseudo code bellow. The algorithm performances are tested on a series of classical benchmarks and the solutions quality is evaluated according to the input data tests expected for optimal results.
Input parameters
The input data set for the H-PSO-SA is represented by:
-m -number of available machines;
-n -products number;
} -an ordered set of operations that needs to be executed to obtain the finite product pi; - -Imax -maximum number of iteration for PSO algorithm; -T0 -initial temperature for SA algorithm;
-Tmin -minimum accepted temperature for SA algorithm; -α -cooling rate for SA algorithm
Encoding scheme
In order to represent the candidate solution for JSSP, a permutation of jobs that is designed according to the mathematical model presented in section 3 is used.
In this context each candidate solution is structured as a production
A complex function is designed in order to verify and approve the proposed schedule by taking into consideration the system structure and the production demands. If any discrepancies appear, the necessary modifications are made in order to obtain a reliable and feasible schedule solution.
Output solution
The output data set for H-PSO-SA algorithm is represented by the production schedule with the best value for the attached objective function.
Since this objective function is calculated taking into consideration the starting time (1), it is obvious that the value needs to be maximized. So the higher the f function value is, the higher the quality of the attached production schedule is.
H-PSO-SA algorithm
The proposed H-PSO-SA algorithm includes two important phases:
1. The initial particle population is not generated by following the traditional routine. For each initial particle a random schedule is generated, passed through an SA algorithm and after that included in the initial population.
2. An algorithm composed by combined methods of PSO and SA is executed.
The H-PSO-SA pseudo code is presented:
Step 1. Read input data set
Step 2. 
Algorithm validation.
Because there are no guarantees that the proposed H-PSO-SA is able to identify an optimal solution for the JSSP, tests are made by applying a set of 15 classical, well known in the scientific literature benchmarks, presented in Table 1 . The results of the hybrid algorithm execution will be compared with the ones available for the considered benchmarks. 
Experimental Results
The performance of the hybrid algorithm was evaluated for 15 input classical benchmarks (the ones used most often in the related literature), as presented in the first table. 12 input data test parameters specific for the two initial algorithms (that were the basic technique upon which the hybrid algorithm is build) were considered. Table 2 contains the input data sets for the parameters that are specific to the hybrid algorithm: Np (number of available particles), ∅ 1 (cognitive parameter), ∅ 2 (social parameter), Imax (maximum number of iteration for PSO algorithm), T0 (initial temperature for SA algorithm), Tmin (minimum accepted temperature for SA algorithm), α (cooling rate for SA algorithm). In order to test the proposed algorithm performance in various situations, 20 input data sets for these parameters, with very different values, are taken into consideration. The H-PSI-SA optimal column represents the total completion time returned by the hybrid algorithm for the proposed problem. This result is compared with the known lower bound and upper bound for the same problem, and also with the optimal value proposed by the scientific literature [31] .
All the discussed experiments have been made on a desktop computer with the following hardware configuration: AMD FX™-6100 SixCore Processor, 3.30 GHz CPU.
The software tool used for the simulation was QTCreator version 2.6.2, which is able to run programs written in the C++ programming language.
The experimental results presented above highlight the fact that the hybrid algorithm H-PSO-SA outcomes (regarding the total completion time) manage to fit into the interval between the lower bound and the upper bound described in the specific literature. Furthermore, in 73.33% of the considered cases, the hybrid algorithm manages to achieve a solution that is equal with the optimal value of the makespan presented in the scientific literature. Table 4 presents the experimental results that measure the algorithms performance, considering the total running time (presented in milliseconds), the name of the input set, and the name of specific parameters that lead to the optimal solution.
According to these results, the proposed hybrid algorithm usually reaches an optimal solution for a higher number of particles (80% of the considered cases) and with a lower starts temperature. Also the high values for the cognitive and social parameter seems to be favourable for achieving a better solution.
The experimental results presented above sustain the fact that the hybrid algorithm H-PSO-SA is suitable for solving the JSSP. The algorithm manages to obtain solutions that are equivalent to the best solution shown so far in the specific literature for almost all the classical benchmarks tested. In comparison with other scientific papers presented in related literature section, the proposed hybrid algorithm manages to obtain better results for the tested input data, regarding the total completion time that in 73.33% of the cases is equal to the known optimal. This accomplishment is due to the complex formulation of the fitness function that manages to guide the algorithm into the right search direction for optimal solution.
One disadvantage of the proposed algorithm refers to the fact that the running time has high values.
Even under this disadvantage, the experimental results presented in this paper show that the proposed hybrid algorithm can be successfully used in solving the complex problem of JSSP.
Conclusions and Future Works
Considering the impact that an optimal production planning has for the production management quality, in recent years the researchers attention focused on finding algorithms that satisfy this demand. The comparison results and discussions reveals the fact that the hybrid algorithm H-PSO-SA is suitable for solving the proposed problem and manages to obtain a value equal with the optimal makespan given by the scientific literature in 73.33% of the considered cases, by combining the PSO and SA algorithms strengths and minimizing the influence of each algorithm weak points. In the other cases the makespan value returned by the hybrid algorithm is not considerably higher than the optimal value and manages to fit into the interval defined by the lower and upper bound.
The future research will focus on finding solutions for optimizing the hybrid algorithm, in order to minimize the total running time and to test the proposed algorithm for larger size benchmarks. Another future challenge is represented by taking into consideration the random machines malfunctions and testing the algorithm performance in this context too. 
