Abstract. This paper describes compound reinforcement learning (RL) that is an extended RL based on the compound return. Compound RL maximizes the logarithm of expected double-exponentially discounted compound return in returnbased Markov decision processes (MDPs). The contributions of this paper are (1) Theoretical description of compound RL that is an extended RL framework for maximizing the compound return in a return-based MDP and (2) Experimental results in an illustrative example and an application to finance.
Introduction
Reinforcement learning (RL) has been defined as a framework for maximizing the sum of expected discounted rewards through trial and error [14] . The key ideas in RL are, first, defining the value function as the sum of expected discounted rewards and, second, transforming the optimal value functions into the Bellman equations. Because of these techniques, some good RL methods, such as temporal difference learning, that can find the optimal policy in Markov decision processes (MDPs) have been developed. Their optimality, however, is based on the expected discounted rewards. In this paper, we focus on the compound return 1 . The aim of this research is to maximize the compound return by extending the RL framework.
In finance, the compound return is one of the most important performance measures for ranking financial products, such as mutual funds that reinvest their gains or losses. It is related to the geometric average return, which takes into account the cumulative effect of a series of returns. In this paper, we consider tasks that we would face a hopeless situation if we fail once. For example, if we were to reinvest the interest or dividends in a financial investment, the effects of compounding interest would be great, and a large negative return would have serious consequences. It is therefore important to consider the compound returns in such tasks.
The gains or losses, that is, the rewards, would be increased period-by-period, if we reinvested those gains or losses. In this paper, we consider return-based MDPs instead of traditional reward-based MDPs. In return-based MDPs, the agent receives the simple net returns instead of the rewards, and we assume that the return is a random variable that has Markov properties. If we used an ordinary RL method for return-based MDPs, it would maximize the sum of expected discounted returns. However, the compound return could not be maximized.
Some variants of the RL framework have been proposed and investigated. Averagereward RL [6, 12, 13, 15] maximizes the arithmetic average rewards in reward-based MDPs. Risk-sensitive RL [1, 2, 5, 7, 9, 11] not only maximizes the sum of expected discounted rewards, it also minimizes the risk defined by each study. While they can learn risk-averse behavior, they do not take into account maximizing the compound return.
In this paper, we describe an extended RL framework, called "compound RL", that maximizes the compound return in return-based MDPs. In addition to return-based MDPs, the key components of compound RL are double exponential discounting, logarithmic transformation, and bet fraction. In compound RL, the value function is based on the logarithm of expected double-exponentially discounted compound return and the Bellman equation of the optimal value function. In order to avoid the values diverging to negative infinity, a bet fraction parameter is used.
The key contributions of this paper are: (1) Theoretical description of compound RL that is an extended RL framework for maximizing the compound return in a returnbased MDP and (2) Experimental results in an illustrative example and an application to finance. Firstly, we illustrate the difference between the compound return and the rewards in the next section. We then describe the framework of compound RL and a compound Q-learning algorithm that is an extension of Q-learning [17] . Section 5 shows the experimental results, and finally, we discuss our methods and conclusions.
Compound Return
Consider a two-armed bandit problem. This bandit machine has two big wheels, each with six different paybacks, as shown in Figure 1 . The stated values are the amount of payback on $1 bet. The average payback for $1 from wheel A is $1.50, and that from wheel B is $1.25. If we had $100 at the beginning and played 100 times with $1 for each bet, wheel A would be better than wheel B. The reason is simply that the average profit of wheel A is greater than that of wheel B. Figure 2 shows two example performance curves when we bet $1 on either wheel A or B, 100 times. The final amounts of assets are near the total expected payback.
However, if we bet all money for each bet, then betting on wheel A would not be the optimal policy. The reason is that wheel A has a zero payback and the amount of money will become zero in the long term. In this case, we have to consider the compound return that is correlated to the geometric average rate of return:
where R i is the i-th rate of return, and n represents the number of periods. Let P t be the price of an asset that an agent has in time t. Holding the asset from one period, from time step t − 1 to t, the "simple net return" or "rate of return" is calculated by
and 1 + R t is called the "simple gross return." The compound return is defined as follows [3] : Fig. 3 . Two example performance curves when we have $100 at the beginning, and bet all money, 100 times, on either wheel A or B.
Whereas the geometric average rate of return of wheel A is −1, that of wheel B is approximately 0.14. Figure 3 shows two example performance curves when we have $100 at the beginning, and bet all money, 100 times, on either wheel A or B. The reason the performance curve of wheel A stops is that the bettor lost all his or her money when the payback was zero. Note that it has a logarithmic scale vertically. If we choose wheel B, then the expected amount of money at the end would be as much as $74 million.
As we see here, considering the compound return, maximizing the sum of expected discounted rewards is not useful. It is a general idea that the compound return is important in choosing mutual funds for financial investment [10] . Therefore, the RL agent should maximize the compound return instead of the sum of the expected discounted rewards in such cases.
Compound RL
Compound RL is an extension of the RL framework to maximize the compound return in return-based MDPs. We firstly describe return-based MDP, and then the framework of compound RL.
Consider the next return at time step t:
In other words, R t+1 = r t+1 /P t , where r t+1 is the reward. The future compound return is written as
where T is a final time step. For continuing tasks in RL, we consider that T is infinite; that is,
In return-based MDPs, R t+k+1 is a random variable, R t+k+1 ≥ −1, that has Markov properties.
In compound RL, double-exponential discounting and bet fraction are introduced in order to prevent the logarithm of the compound return from diverging. The doubleexponentially discounted compound return with bet fraction is defined as follows:
where f is the bet fraction parameter, 0 < f ≤ 1. The logarithm of ρ t can be written as
The right-hand side of Equation (8) is same as that of simple RL, in which the reward, r t+k+1 , is replaced with the logarithm of simple gross return; log(1 + R t+k+1 f ). If γ < 1, then the infinite sum of the logarithm of simple gross return has a finite value as long as the return sequence {R k } is bounded. In compound RL, the agent tries to select actions in order to maximize the logarithm of double-exponentially discounted compound return it gains in future. It is equal to maximizing the double-exponentially discounted compound return. Discounting is also a financial mechanism and it is called time preference in economics. Discounting in simple RL is called exponential discounting in economics. The double-exponentially discounted return can be considered as a kind of risk-adjusted returns in finance and it also can be considered as a kind of temporal discounting in economics. Figure 4 shows the difference between double exponential discounting and ordinary exponential discounting when R t+k+1 = 1, 0.5, and 0.1. The compound RL's double exponential discounting curve is very similar to the simple RL's exponential discounting curve when |R t+k+1 | is small.
The bet fraction is the fraction of our asset that we place on a bet or in an investment. The Kelly criterion [8] , which is well known in finance, is a formula used to determine the bet fraction that maximizes the expected logarithm of wealth when the accurate win probability and return are known. Since we cannot know the accurate win probability and return a priori, we use a parameter for the bet fraction.
In compound RL, the value of state s under a policy π is defined as the expected logarithm of double-exponentially discounted compound return under π:
this can be written in a similar fashion as simple RL: 
Equation (9) is the Bellman equation for V π in compound RL. Similarly, the value of action a in state s can be defined as follows: As we have seen above, in compound RL, the Bellman optimality equations are the same in form as simple RL. The difference in the Bellman optimality equation between compound RL and simple RL is that the expected simple gross return, log(1 + R a ss ), is used in compound RL instead of the expected rewards, R a ss . Therefore, most of the algorithms and techniques for simple RL are applicable to compound RL, by replacing the reward, r t+1 , with the logarithm of simple gross return, log(1 + R t+1 f ). In this paper, we show the Q-learning algorithm for compound RL and the convergence in return-based MDPs.
Q-learning [17] is one of the most well-known basic RL algorithms, which is defined by
where α is a parameter, called step-size, 0 ≤ α ≤ 1. We extend the Q-learning algorithm for traditional RL to one for compound RL, which we have called "compound Q-learning." In this paper, traditional Q-learning is called "simple Q-learning," to distinguish it from compound Q-learning. Compound Q-learning is defined by
Equation (12) is same as Equation (11), replacing r t with log(1 + R t f ). The procedural form of the compound Q-learning algorithm is shown in Algorithm 1.
In this paper, we focus on return-based MDPs; we assume that the rate of return R t+1 has Markov properties, that is, R t+1 depends only on s t and a t . In return-based MDPs, we can show the convergence of compound Q-learning. Compound Q-learning replaces the rewards, r t+1 , in simple Q-learning with the logarithm of simple gross return, log(1 + R t+1 f ). On the other hand, the Bellman equation for the optimal action value function Q * in compound RL also replaces the expected rewards, R a ss , in simple RL with the expected logarithm of simple gross return, R a ss . Therefore, considering the logarithm of simple gross return in compound RL as rewards in simple RL, the action values Q approach to the optimal action values Q * in compound RL. More strictly, rewards are limited to be bounded in the Watkins and Dayan's convergence of simple Q-learning. We, therefore, have to limit the logarithm of the simple gross return to be bounded; that is, 1 + R t+1 f is greater than 0, and has an upper bound, in a return-based MDP. Thus, we will prove the following theorem. a) ] with probability 1, in compound Q-learning, where R is the upper bound of R t .
Proof. Let r t+1 = log(1 + R t+1 f ), then the update equation of compound Q-learning shown in Equation (12) is equal to that of simple Q-learning. Since log(1 + R t f ) is bounded, we can prove Theorem 1 by replacing r t with log(1 + R t f ) in the Watkins and Dayan's proof [17] .
Experimental Results

Two-Armed Bandit
Firstly, we compared compound Q-learning and simple Q-learning, using the twoarmed bandit problem described in Section 2. Each agent has $100 at the beginning and plays 100 times. The reward for simple Q-learning is the profit for betting $1, that is, the payback minus $1. The rate of return for compound Q-learning is the profit divided by the bet value of $1, that is, the same value as the rewards for simple Q-learning in this task. We set the discount rate of γ = 0.9 for both. The agents used -greedy selection, with = 0.1, while learning, and chose actions greedily while evaluating them. The step-size parameter was α = 0.01, and the bet fraction was f = 0.99. These parameters were selected empirically. For each evaluation, 251 trials were independently ran in order to calculate the average performance. We carried out 101 runs with different random seeds and got the average.
The results are shown in Figure 5 . The left graph compares the geometric average returns, which means the compound return per period. The right graph compares the arithmetic average rewards. Compound Q-learning converged to a policy that chose wheel B, and simple Q-learning converged to one that chose wheel A. Whereas the arithmetic average return of the simple Q-learning agent was higher than that of compound Q-learning, the geometric average return was better from compound Q-learning than from simple Q-learning.
Global Bond Selection
Secondly, we investigated the applicability of compound Q-learning to a financial task: global government bonds selection. Although government bonds are usually considered as risk-free bonds, they still have default risks, that is, governments may fail to pay back its debt in full when economic or financial crisis strikes the country. Therefore, we have to choose bonds considering the yields and the default risks. In this task, an agent learns to choose one from three 5-year government bonds: USA, Germany, and UK. The yields and default probabilities are shown in Table 1 . We obtained the yields of 5-year government bonds on 31st December 2010 from the web site of the Wall Street Journal, WSJ.com. The 5-year default probabilities were obtained from the CMA global sovereign credit risk report [4] , which were calculated based on the closing values on 31st December 2010 by CMA.
Because the interest of government bonds are paid every half year, we calculated the half-year default probabilities based on the 5-year default probabilities, assuming that it occurs uniformly. In this task, when a default occurs, the principal is reduced by 75% and the rest of the interest is not paid. For example, when you choose German government bond and its default occurs in the second period, the return would be 0.01111 − 0.75 = −0.73889, where 0.01111 is the interest for the first half-year. For simplicity, time-varying of the yields, the default probabilities, and the foreign exchange rates are not considered. We thus formulated a global government bonds selection task as a three-armed bandit task. The parameters for compound RL and simple RL were γ = 0.9, f = 1.0, α = 0.001, and = 0.2. Figure 6 shows the learning curves of the geometric average returns (left) and the arithmetic average returns (right). Although the geometric average return of simple Qlearning did not increase, that of compound Q-learning increased. The proportion of learned policies are shown in Figure 7 . Simple Q-learning could not converge a definite policy because of the very nearly equal action values based on the arithmetic average returns. On the other hand, it shows compound Q-learning acquired policies that choose U.S. government bond in most cases. It was the optimal policy based on the compound return.
Discussion and Related Work
In compound RL, the simple rate of return, R, is transformed into the reinforcement defined by the logarithm of simple gross return, log(1 + Rf ), where f is a bet fraction parameter, 0 < f ≤ 1. Compared with the reinforcement for simple RL, the logarithmic transformation suppresses positive reinforcement and increases negative reinforcement. Figure 8 shows the difference between the reinforcement of compound RL and that of simple RL. The effect of logarithmic transformation becomes larger when the bet fraction f increases.
On the other hand, the bet fraction is a well-known concept in avoiding overinvesting in finance. The bet fraction that maximizes the investment effect can be calculated if the probability distribution is known [8] . It is called the Kelly criterion. Vince proposed a method, called "optimal f," which estimates the Kelly criterion and chooses a bet fraction based on the estimation [16] . It is, therefore, a natural idea to introduce a bet fraction parameter to compound RL.
There are some related work. Risk-sensitive RL [1, 2, 5, 7, 9, 11] not only maximizes the sum of discounted rewards, but it also minimizes the risk. Because the invest- Fig. 8 . The difference between the reinforcement for compound RL and that for simple RL. ment risk is generally defined as the variance of the returns in finance, the expectedvalue-minus-variance criterion [7, 11] seems to be suitable for financial applications. Schwartz's R-learning [12] maximizes the average rewards instead of the sum of discounted rewards and Singh modified the Bellman equation [13] . Tsitsiklis and Van Roy analytically compared the discounted and average reward temporal-difference learning with linearly parameterized approximations [15] . Gosavi proposed a synchronous RL algorithm for long-run average reward [6] . However, risk-sensitive RL and averagereward RL are not effective for maximizing the compound return.
Conclusion
In this paper, we described compound RL that maximizes the compound return in return-based MDPs. We introduced double exponential discounting and logarithmic transformation of the double-exponentially discounted compound return, and defined the value function based on these techniques. We formulated the Bellman equation for the optimal value function using the logarithmic transformation with a bet fraction parameter. The logarithmic reinforcement results in inhibiting positive returns and enhancing negative returns. We also extended Q-learning into compound Q-learning and showed its convergence. Compound RL maintains the advantages of traditional RL, because it is a natural extension of traditional RL. The experimental results in this paper indicate that compound RL could be more useful in financial applications. Although compound RL theoretically works in general return-based MDPs, the both environments in this paper were single-state return-based MDPs. We have to investigate the performance of compound RL in multi-state return-based MDPs and compare with risk-sensitive RL in the next.
We aware that many RL methods and techniques, for example policy gradient, eligibility traces, and function approximation, can be introduced to compound RL. We plan to explore these methods in the future.
