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Abstract
Whereas the operation of forgetting has recently seen a considerable amount of attention in the context of
Answer Set Programming (ASP), most of it has focused on theoretical aspects, leaving the practical issues
largely untouched. Recent studies include results about what sets of properties operators should satisfy, as
well as the abstract characterization of several operators and their theoretical limits. However, no concrete
operators have been investigated.
In this paper, we address this issue by presenting the first concrete operator that satisfies strong persis-
tence – a property that seems to best capture the essence of forgetting in the context of ASP – whenever
this is possible, and many other important properties. The operator is syntactic, limiting the computation of
the forgetting result to manipulating the rules in which the atoms to be forgotten occur, naturally yielding a
forgetting result that is close to the original program.
1 Introduction
Unlike belief change operations such as revision, update and contraction, which have deserved
ample attention for over three decades now, only recently has the Knowledge Representation and
Reasoning research community recognized the operation of forgetting or variable elimination
– i.e., removing from a knowledge base information that is no longer needed – as a critical
operation, as witnessed by the amount of work developed for different logical formalisms (cf.
the survey (Eiter and Kern-Isberner 2019)).
The operation of forgetting is most useful when we wish to eliminate (temporary) variables
introduced to represent auxiliary concepts, with the goal of restoring the declarative nature of
some knowledge base, or just to simplify it. Furthermore, it is becoming increasingly necessary
to properly deal with legal and privacy issues, including, for example, to enforce the new EU
General Data Protection Regulation which includes the Right to be Forgotten. The operation
of forgetting has been applied in cognitive robotics (Lin and Reiter 1997; Liu and Wen 2011;
Rajaratnam et al. 2014), resolving conflicts (Lang et al. 2003; Zhang and Foo 2006; Eiter and
Wang 2008; Lang and Marquis 2010), ontology abstraction and comparison (Wang et al. 2010;
Kontchakov et al. 2010), among others (Zhang and Zhou 2009; Alferes et al. 2013), which further
witnesses its importance.
This has also triggered an increasing interest in the development of forgetting operators for
Logic Programs (LP) in particular Answer Set Programming (ASP) (Gelfond and Lifschitz
1991), see, e.g., (Zhang and Foo 2006; Eiter and Wang 2008; Wang et al. 2013; Knorr and
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Alferes 2014; Wang et al. 2014; Delgrande and Wang 2015; Gonc¸alves et al. 2016b; Gonc¸alves
et al. 2017; Gonc¸alves et al. 2019) or (Gonc¸alves et al. 2016a; Leite 2017) for a recent survey.
Despite the significant amount of interest in forgetting in the context of ASP, most research
has focused on theoretical aspects, such as semantically characterizing various operators and
investigating their properties. We now have a rather good understanding of the landscape of
properties and operators, and their theoretical limits. Notably, it is now well established that
strong persistence (Knorr and Alferes 2014) – a property inspired by strong equivalence, which
requires that there be a correspondence between the answer sets of a program before and after
forgetting a set of atoms, and that such correspondence be preserved in the presence of additional
rules not containing the atoms to be forgotten – best captures the essence of forgetting in the
context of ASP, even if it is not always possible to forget some atom from a program while
obeying such property (Gonc¸alves et al. 2016b). Also, there exists a semantic characterisation of
the class of forgetting operators that satisfy strong persistence whenever that is possible.
Most of these theoretical results, however, have not been accompanied by investigations into
the practical aspects of these operators. The characterization of the operators found in the liter-
ature is usually provided through the set of HT-models of the result, usually appealing to some
general method to generate a concrete program from those models, such as the method that relies
on the notion of counter-models in HT (Cabalar and Ferraris 2007) or one of its variations (Wang
et al. 2013; Wang et al. 2014). Whereas relying on such methods to produce a concrete program
is important in the sense of being a proof that such a program exists, it suffers from several severe
drawbacks when used in practice:
• In general, it produces programs with a very large number of rules. For example, if we use
the counter-models method variation in (Wang et al. 2013; Wang et al. 2014) to determine
the result of forgetting about atom q from the following program
d← not c a← q q← b
while satisfying strong persistence, the result would have 20 rules, even if strongly equiv-
alent to the much simpler program
d← not c a← b
• Even if we replace the resulting program with some equivalent canonical one at the ex-
pense of the considerable additional computational cost (cf., (Inoue and Sakama 1998;
Inoue and Sakama 2004; Cabalar et al. 2007; Slota and Leite 2011)), its syntactic form
would most likely bear no real connection to the syntactic form of the original program,
compromising its declarative nature. Even the syntactic form of rules that are not related
to the atoms to be forgotten would likely be compromised by such method.
• It requires the computation of HT-models, which does not come without a significant cost.
This naturally suggests the need to investigate syntactic forgetting operators, i.e., forgetting
operators that produce the result through a syntactic manipulation of the original program, thus
not requiring the computation of HT-models, with the aim to keep the result as close as possible
to the original program.
Despite the fact that most research on forgetting has focused on its semantic characterisation,
there are some exceptions in the literature, notably the syntactic forgetting operators described in
(Zhang and Foo 2006; Eiter and Wang 2008; Knorr and Alferes 2014). However, for different rea-
sons, the early approaches are too simplistic (Zhang and Foo 2006; Eiter and Wang 2008), in that
they hardly satisfy any of the desirable properties of forgetting in ASP (Gonc¸alves et al. 2016a),
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while the recent one has a very restricted applicability (Knorr and Alferes 2014) (cf. Sect. 4 for
a detailed discussion). For example, the syntactic operators in (Zhang and Foo 2006) lack the se-
mantic underpinning and are too syntax-sensitive, not even preserving existing answer sets while
forgetting. The purely syntactic operator in (Eiter and Wang 2008), dubbed forget3, designed to
preserve the answer sets, falls short of adequately distinguishing programs that, though having
the same answer sets, are not strongly equivalent, which prevents it from satisfying strong persis-
tence even in very simple cases. Additionally, forget3 is defined for disjunctive logic programs,
but may produce programs with double negation, hence preventing its iterative use. Even from
a syntactic perspective, forget3 performs unnecessary changes to the initial program, which may
even affect rules that do not contain atom(s) to be forgotten. Finally, the operator in (Knorr and
Alferes 2014) is only applicable to a very particular narrow non-standard subclass of programs,
which excludes many cases where it is possible to forget while preserving strong persistence,
and, in general, cannot be iterated either.
In this paper, we address these issues and present a concrete forgetting operator, defined for
the entire class of extended logic programs (disjunctive logic programs with double negation),
that allows one to forget a single atom and produces a program in the same class. The operator
is syntactic, limiting the computation of the result of forgetting to manipulating the rules in
which the atom to be forgotten occurs, thus naturally yielding a resulting program that is close
to the original program, while not requiring expensive computation of HT-models. Crucially, the
operator satisfies strong persistence whenever this is possible, making it the first such operator.
Whereas one might argue that we still need to compute the HT-models in order to determine
whether it is possible to satisfy strong persistence, hence eliminating one of the advantages men-
tioned above, this is significantly mitigated by the fact that the operator can always be used, even
in cases where strong persistence cannot be satisfied, while still exhibiting desirable properties.
In other words, if you must forget, this operator will ensure the “perfect” result whenever strong
persistence is possible, and a “good” result when “perfection” is not possible. In this paper, we
investigate the operators’ properties not only when strong persistence is possible, but also when
that is not the case. In addition, we characterise a class of programs – dubbed q-forgettable –
from which it is always possible to forget (atom q) while satisfying strong persistence, whose
membership can be checked in linear time.
We proceed as follows: in Sec. 2, we recall extended logic programs,and briefly recap impor-
tant notions related to forgetting in ASP; then, we begin Sec. 3 by drawing some general con-
siderations on syntactic forgetting and introduce some necessary notions in Sec. 3.1, introduce
our new operator together with several illustrative examples in Sec. 3.2, followed by a discussion
of its properties in Sec. 3.3; in Sec. 4 we discuss related work; and in Sec. 5, we conclude. All
proofs of the established results and a detailed comparison with relevant syntactic operators in
the literature can be found in the accompanying appendix.
2 Preliminaries
In this section, we recall necessary notions on answer set programming and forgetting.
We assume a propositional signature Σ. A logic program P over Σ is a finite set of rules of
the form a1 ∨ . . .∨ ak ← b1, ...,bl ,not c1, ...,not cm,not not d1, ...,not not dn, where all a1, . . . ,ak,
b1, . . . ,bl ,c1, . . . ,cm, and d1, . . . ,dn are atoms of Σ. Such rules r are also written more succinctly
as H(r)← B+(r),not B−(r),not not B−−(r), where H(r) = {a1, . . . ,ak}, B+(r) = {b1, . . . ,bl},
B−(r) = {c1, . . . ,cm}, and B−−(r) = {d1, . . . ,dn}, and we will use both forms interchangeably.
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Given a rule r, H(r) is called the head of r, and B(r) = B+(r)∪ not B−(r)∪ not not B−−(r) the
body of r, where, for a set A of atoms, not A = {not q: q ∈ A} and not not A = {not not q : q ∈ A}.
We term the elements in B(r) (body) literals. Σ(P) and Σ(r) denote the set of atoms appearing
in P and r, respectively. The general class of logic programs we consider1 includes a number of
special kinds of rules r: if n= 0, then we call r disjunctive; if, in addition, k≤ 1, then r is normal;
if on top of that m = 0, then we call r Horn, and fact if also l = 0. The classes of disjunctive,
normal and Horn programs are defined resp. as a finite set of disjunctive, normal, and Horn rules.
Given a program P and an interpretation, i.e., a set I ⊆ Σ of atoms, the reduct of P given I, is
defined as PI = {H(r)← B+(r) : r ∈ P such that B−(r)∩ I = /0 and B−−(r)⊆ I}.
An HT-interpretation is a pair 〈X ,Y 〉 s.t. X ⊆Y ⊆ Σ. Given a program P, an HT-interpretation
〈X ,Y 〉 is an HT-model of P if Y |= P and X |= PY , where |= denotes the standard consequence
relation for classical logic. We admit that the set of HT-models of a program P is restricted to
Σ(P) even if Σ(P)⊂ Σ. We denote by HT (P) the set of all HT-models of P. A set of atoms Y is
an answer set of P if 〈Y,Y 〉 ∈ HT (P), but there is no X ⊂ Y such that 〈X ,Y 〉 ∈ HT (P). The set
of all answer sets of P is denoted by AS(P). We say that two programs P1,P2 are equivalent if
AS(P1) =AS(P2) and strongly equivalent, denoted by P1 ≡ P2, ifAS(P1∪R) =AS(P2∪R) for
any program R. It is well-known that P1 ≡ P2 exactly when HT (P1) =HT (P2) (Lifschitz et al.
2001). Given a set V ⊆ Σ, the V -exclusion of a set of answer sets (a set of HT-interpretations)
M, denotedM‖V , is {X\V | X ∈M} ({〈X\V,Y\V 〉 | 〈X ,Y 〉 ∈M}).
A forgetting operator over a class C of programs2 over Σ is a partial function f : C × 2Σ→ C
s.t. the result of forgetting about V from P, f(P,V ), is a program over Σ(P)\V , for each P ∈ C
and V ⊆ Σ. We denote the domain of f by C(f). The operator f is called closed for C′ ⊆ C(f) if
f(P,V ) ∈ C′, for every P ∈ C′ and V ⊆ Σ. A class F of forgetting operators (over C) is a set of
forgetting operators f s.t. C(f)⊆ C.
Arguably, among the many properties introduced for different classes of forgetting operators in
ASP (Gonc¸alves et al. 2016a), strong persistence (Knorr and Alferes 2014) is the one that should
intuitively hold, since it imposes the preservation of all original direct and indirect dependencies
between atoms not to be forgotten. In the following, F is a class of forgetting operators.
(SP) F satisfies Strong Persistence if, for each f ∈ F, P ∈ C(f) and V ⊆ Σ, we haveAS(f(P,V )∪
R) =AS(P∪R)‖V , for all programs R ∈ C(f) with Σ(R)⊆ Σ\V .
Thus, (SP) requires that the answer sets of f(P,V ) correspond to those of P, no matter what pro-
grams R over Σ\V we add to both, which is closely related to the concept of strong equivalence.
Among the many properties implied by (SP) (Gonc¸alves et al. 2016a), (SI) indicates that rules
not mentioning atoms to be forgotten can be added before or after forgetting.
(SI) F satisfies Strong (addition) Invariance if, for each f ∈ F, P ∈ C and V ⊆ Σ, we have
f(P,V )∪R≡ f(P∪R,V ) for all programs R ∈ C with Σ(R)⊆ Σ\V .
However, it was shown in (Gonc¸alves et al. 2016b) that there is no forgetting operator that
satisfies (SP) and that is defined for all pairs 〈P,V 〉, called forgetting instances, where P is a
program and V is a set of atoms to be forgotten from P. Given this general impossibility result,
(SP) was defined for concrete forgetting instances.
1 Note that the use of double negation is very common in the literature of forgetting for ASP (cf. the recent survey
(Gonc¸alves et al. 2016a)), and in fact necessary as argued in (Eiter and Wang 2008; Wang et al. 2013; Knorr and
Alferes 2014; Wang et al. 2014). This does not pose a problem as double negation can be used to represent choice
rules, and tools such as clingo support the syntax of double negation.
2 In this paper, we only consider the very general class of programs introduced before, but, often, subclasses of it appear
in the literature of ASP and forgetting in ASP.
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A forgetting operator f over C satisfies (SP)〈P,V 〉, for 〈P,V 〉 a forgetting instance over C, if
AS(f(P,V )∪R) =AS(P∪R)‖V , for all programs R ∈ C with Σ(R)⊆ Σ\V .
A sound and complete criterion Ω was presented to characterize when it is not possible to
forget while satisfying (SP)〈P,V 〉. An instance 〈P,V 〉 satisfies criterion Ω if there is Y ⊆ Σ\V such
that the set of setsRY〈P,V 〉 = {RY,A〈P,V 〉 | A ∈ RelY〈P,V 〉} is non-empty and has no least element, where
RY,A〈P,V 〉 = {X\V | 〈X ,Y ∪A〉 ∈ HT (P)}
RelY〈P,V 〉 = {A⊆V | 〈Y ∪A,Y ∪A〉 ∈ HT (P) and @A′ ⊂ A s.t. 〈Y ∪A′,Y ∪A〉 ∈ HT (P)}.
This technical criterion was shown to be sound and complete, i.e., it is not possible to forget
about a set of atoms V from a program P exactly when 〈P,V 〉 satisfies Ω. A corresponding class
of forgetting operators, FSP, was introduced (Gonc¸alves et al. 2016b).
FSP = {f | HT (f(P,V ))={〈X ,Y 〉 | Y ⊆ Σ(P)\V ∧X ∈
⋂
RY〈P,V 〉}, for all P ∈ C(f) and V ⊆ Σ}.
It was shown that every operator in FSP satisfies (SP)〈P,V 〉 for instances 〈P,V 〉 that do not satisfy
Ω. Moreover, in the detailed study of the case where Ω is satisfied (Gonc¸alves et al. 2017), it was
shown that the operators in FSP preserve all answer sets, even in the presence of an additional
program without the atoms to be forgotten. This makes FSP an ideal choice to forgetting while
satisfying (SP) whenever possible. Whereas FSP is only defined semantically, i.e., it only speci-
fies the HT-models that a result of forgetting a set of atoms from program should have, a specific
program could be obtained from that set of HT-models based on its counter-models (Cabalar and
Ferraris 2007) – a construction previously adapted for computing concrete results of forgetting
for classes of forgetting operators based on HT-models (Wang et al. 2013; Wang et al. 2014).
3 A Syntactic Operator
In this section, we present a syntactic forgetting operator fSP that satisfies (SP)whenever possible.
We start with some general considerations on syntactic forgetting and introduce some necessary
notions in Sec. 3.1. Then, we introduce our new operator fSP together with explanatory examples
in Sec. 3.2, followed by a discussion of its properties in Sec. 3.3.
3.1 On Syntactic Forgetting in ASP
One fundamental idea in syntactic forgetting (in ASP) is to replace the occurrences of an atom
to be forgotten in the body of some rule with the body of a rule whose head is the atom to
be forgotten. This can be rooted in the weak generalized principle of partial evaluation wGPPE
(Brass and Dix 1999) and aligns with the objective to preserve answer sets, no matter which rules
over the remaining atoms are to be added.
Example 1
Consider program P = {t← q;v← not q;q← s;q← w} from which we want to forget about q.
We claim that the following should be a result of forgetting about q.
t← s t← w v← not s,not w
Since t depends on q, and q depends on s as well as on w, we want to preserve these dependencies
without mentioning q, thus creating two rules in which q is replaced by s and w, respectively. This
way, whenever a set R of rules allow us to derive s (or w), then t must occur in all answer sets
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of P∪R as well as of f(P,{q})∪R. At the same time, since v depends on not q, and q would be
false whenever both s and w are false, we capture this in a rule that represents this dependency.
As we will see later, these natural ideas provide the foundation for the syntactic operator we are
going to define, even though several adjustments have to be made to be applicable to all programs,
and to ensure that the operator satisfies (SP) whenever possible. Still, even in such simplified
examples, the occurrence of certain rules that can be considered redundant would complicate this
idea of syntactic forgetting. If q← q occurred in program P, then we would certainly not want
to replace q by q and add t← q. To avoid the problems caused by redundant rules and redundant
parts in rules, we simplify the program upfront, and similarly to (Knorr and Alferes 2014) and
previous related work (Inoue and Sakama 1998; Inoue and Sakama 2004; Cabalar et al. 2007;
Slota and Leite 2011), we adopt a normal form that avoids such redundancies, but is otherwise
syntactically identical to the original program. There are two essential differences to the normal
form considered in (Knorr and Alferes 2014). First, contrarily to (Knorr and Alferes 2014), our
normal form applies to programs with disjunctive heads. Moreover, we eliminate non-minimal
rules (Brass and Dix 1999), which further strengthens the benefits of using normal forms.
Formally, a rule r in P is minimal if there is no rule r′ ∈P such that H(r′)⊆H(r)∧B(r′)⊂B(r)
or H(r′) ⊂ H(r)∧B(r′) ⊆ B(r). We also recall that a rule r is tautological if H(r)∩B+(r) 6= /0,
or B+(r)∩B−(r) 6= /0, or B−(r)∩B−−(r) 6= /0.
Definition 1
Let P be a program. We say that P is in normal form if the following conditions hold:
• for every a ∈ Σ(P) and r ∈ P, at most one of a, not a or not not a is in B(r);
• if a ∈ H(r), then neither a, nor not a are in B(r);
• all rules in P are minimal.
The next definition shows how to transform any program into one in normal form.
Definition 2
Let P be a program. The normal form NF(P) is obtained from P by:
1. removing all tautological rules;
2. removing all atoms a from B−−(r) in the remaining rules r, whenever a ∈ B+(r);
3. removing all atoms a from H(r) in the remaining rules r, whenever a ∈ B−(r);
4. removing from the resulting program all rules that are not minimal.
Note that the first item of Def. 1 is ensured by conditions 1 and 2 of Def. 2, the second by 1 and
3, and the third by condition 4. We can show that the construction of NF(P) is correct.
Proposition 1
Let P be a program. Then, NF(P) is in normal form and is strongly equivalent to P.
In addition, NF(P) can be computed in at most quadratic time in terms of the number of rules in
P (as ensuring minimality requires comparing all n rules with each other).
Proposition 2
Let P be a program. Then, the normal form NF(P) can be computed in PTIME.
Thus for the remainder of the paper, we only consider programs in normal form, as this can be
efficiently computed and is syntactically equal to the original program apart from redundancies.
Coming back to Ex. 1, the way we replaced not q becomes more complicated when the rules
with head q have more than one body literal or head atoms other than q.
A Syntactic Operator for Forgetting that Satisfies Strong Persistence 7
Example 2
Consider program P = {v← not q;q← s, t;q∨u← w}, a variation of the program in Ex. 1. We
observe that the following rules for v would desirably be in the result of forgetting q.
v← not s,not w v← not t,not w v← not s,not not u v← not t,not not u
These four rules correspond to the four possible ways to guarantee that q is false, i.e., that q
is not derived by any of the rules with q in the head. For each rule, this means that either one
body literal is false or one head atom different from q is true. The first two rules correspond to
the cases where one body atom in each rule with head q is false. The last two rules correspond
to the case where u, the other disjunct in the head of the third rule, is true and one of s and t is
false. Intuitively, u in the head corresponds to not u in the body, which is why not not u appears.
Besides the rules for v, we should also have the following rules for deriving u.
u← w,not s,not not u u← w,not t,not not u
These rules are necessary to guarantee that, similarly as in P, u can be either true or false (which
is why not not u appears) whenever w (the body of the original rule with head u) is true.
Together, these six rules guarantee the preservation of the existing implicit dependencies of P.
In (Eiter and Wang 2008; Knorr and Alferes 2014), sets of conjunctions of literals are collected
with the aim of replacing some not q while preserving its truth value (though not considering
disjunction nor double negation (Eiter and Wang 2008)). We now introduce the notion of as-
dual Dqas(P), as generalized from (Knorr and Alferes 2014), which collects the possible ways to
satisfy all rules of P independently of q. The intuitive idea is that, when applied to the set of rules
that contain q in the head, the as-dual contains sets of literals, each representing a possible way
to guarantee that q is false (since every rule with q in the head is satisfied independently of q).
For this purpose, we need to introduce further notation. For a set S of literals, not (S) =
{not s : s ∈ S} and not not (S) = {not not s : s ∈ S}, where, for p ∈ Σ, we assume the simpli-
fication not not not p = not p and not not not not p = not not p. The sets B\q(r) and H\q(r) re-
spectively denote the set of body and head literals after removing every occurrence of q, i.e.,
B\q(r) = B(r)\{q,not q,not not q} and H\q(r) = H(r)\{q}. We define Dqas(P) as follows.
Dqas(P) = {not ({l1, . . . , lm}) ∪not not ({lm+1, . . . , ln}) : li ∈ B\q(ri),1≤ i≤ m,
l j ∈ H\q(r j),m+1≤ j ≤ n,〈{r1, . . . ,rm},{rm+1, . . . ,rn}〉 is a partition of P}
The as-dual construction considers the possible partitions of P, and for each partition 〈F,T 〉
collects the negation of exactly one element (except q) from the body of each rule of F , thus
guaranteeing that the body of every rule of F is not satisfied, together with the double negation
of exactly one head atom (except q) from each rule of T , thus guaranteeing that the head of every
rule of T is satisfied, together guaranteeing that all rules in P are satisfied independently of q.
When applied to the set of rules that contain q in the head, the as-dual represents the possible
ways to replace the occurrences of not q in the body of a rule when forgetting about q from P.
It is important to note that, in this case, each set in Dqas(P) contains one literal for each rule that
contains q in the head (those that allow q to be derived), since only in this way we can guarantee
that q is false. This definition covers two interesting corner cases. First, if there is no rule with q
in its head, i.e., the input program P is empty, then Dqas(P) = { /0}, meaning that q is false, and
therefore we do not need to impose conditions on other atoms. Finally, if P contains q as a fact,
then Dqas(P) = /0, since in this case it is impossible to make q false.
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Example 3
Consider the program of Ex. 1. Applying the as-dual to the two rules with q in the head, we
obtain {{not s,not w}}, whose unique element corresponds to the only way to make q false.
If we now consider the program of Ex. 2, which has two rules with q in the head, the as-dual
construction renders {{not s,not not u},{not t,not not u},{not s,not w},{not t,not w}}, which cor-
respond to the four possible ways to guarantee that q is false.
3.2 A Novel Forgetting Operator
We are now ready to present the formal definition of the operator fSP. As this definition is tech-
nically elaborate, we will first present the new operator itself that allows forgetting a single atom
from a given program, and subsequently explain and illustrate its definition.
Definition 3 (Forgetting about q from P)
Let P be a program over Σ, and q ∈ Σ. Let P′ = NF(P) be the normal form of P. Consider the
following sets, each representing a possible way q can appear in rules of P′:
R := {r ∈ P′ | q 6∈ Σ(r)} R2 := {r ∈ P′ | not not q ∈ B(r),q 6∈ H(r)}
R0 := {r ∈ P′ | q ∈ B(r)} R3 := {r ∈ P′ | not not q ∈ B(r),q ∈ H(r)}
R1 := {r ∈ P′ | not q ∈ B(r)} R4 := {r ∈ P′ | not not q 6∈ B(r),q ∈ H(r)}
The result of forgetting about q from P, fSP(P,q), is NF(P′′), where P′′ is as follows:
• each r ∈ R
• for each r0 ∈ R0
1a for each r4 ∈ R4
H(r0)∪H\q(r4)← B\q(r0)∪B(r4)
2a for each r3 ∈ R3, r′ ∈ R1∪R4
H(r0)∪H\q(r3)← B\q(r0)∪B\q(r3)∪not (H\q(r′))∪not not (B\q(r′))
3a for each r3 ∈ R3, h(r0) ∈ H(r0), D ∈ Dqas(R0∪R2 \{r0})
H(r0)← B\q(r0)∪{not not h(r0))}∪D∪B\q(r3)∪not (H\q(r3))
• for each r2 ∈ R2
1b for each r4 ∈ R4
H(r2)← B\q(r2)∪not (H\q(r4))∪not not (B(r4))
2b for each r3 ∈ R3, r′ ∈ R1∪R4
H(r2)← B\q(r2)∪not (H\q(r3)∪H\q(r′))∪not not (B\q(r3)∪B\q(r′))
3b for each r3 ∈ R3, h(r2) ∈ H(r2), D ∈ Dqas(R0∪R2 \{r2})
H(r2)← B\q(r2)∪not (H\q(r3))∪not not (B\q(r3)∪{h(r2)})∪D
• for each r′ ∈ R1∪R4
4 for each D ∈ Dqas(R3∪R4) such that D∩not B\q(r′) = /0
H\q(r′)← B\q(r′)∪D
5 for each r3 ∈ R3, r ∈ R0∪R2, D ∈ Dqas(R4) such that D∩not B\q(r′) = /0
H\q(r′)← B\q(r′)∪not (H(r)∪H\q(r3))∪not not (B\q(r)∪B\q(r3))∪D
6 for each r3 ∈ R3, h(r′) ∈ H(r′), D ∈ Dqas(R1∪R4 \{r′})
H\q(r′)← B\q(r′)∪not (H\q(r3))∪not not (B\q(r3)∪{h(r′)})∪D
• for each r0 ∈ R0
7 for each r3,r′3 ∈ R3 with r3 6= r′3, D ∈ Dqas(R0∪R2 \{r0}),h(r0) ∈ H(r0)
H(r0)∪H\q(r3)← B\q(r0)∪B\q(r3)∪not (H\q(r′3))∪not not (B\q(r′3)∪{h(r0)})∪D
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Using the normal form P′ of P, five sets of rules, R0, R1, R2, R3, and R4, are defined over P′,
in each of which q appears in the rules in a different form. In addition, R contains all rules from
P′ that do not mention q. These appear unchanged in the final result of forgetting.
The construction is divided in two cases: one for the rules which contain q or not not q in the
body (R0 or R2), and one for the rules that contain not q in the body or q in the head (R1 or R4).
For rules r in R0∪R2, 1a and 1b generate the rules obtained by substituting the occurrences of
q or not not q by the body of those rules whose head is q and do not contain q in the body (those
in R4). Also, 2a and 2b create the model-generating rules, one for each rule r′ supported by not q
(those in R1 ∪R4), and 3a and 3b create rules of the form H(r)← not not H(r),B(r), one such
rule for every possible partition of the bodies of rules in R0∪R2, which can be obtained using the
as-dual construction. Each such rule also contains B\q(r), B\q(r3) and not (H\q(r3)) in the body,
because the original rule H(r)← q is triggered if B\q(r) and B\q(r3) are true and no other head
atom but q in the generating rule r3 is true.
Now let us consider the other case (for rules r1 in R1 and r4 in R4). Since not q appears in the
body of r1, the case 4 is based on the as-dual as discussed in Ex. 2. The idea is that H(r1) can
be concluded if B\q(r1) is true and no body of a rule with head q (those in R3 and R4) is true.
Likewise, H\q(r4) can be concluded if B(r4) is true and there is no further evidence that q is true,
which again can be given by the as-dual construction. The cases 5 and 6 are similar to those of
2a, 2b and 3a, 3b. If there is cyclic support for q, and each head of R1∪R4 is true, we can justify
cyclic support for the rule. For each of these rules that has no true head, we require a false body
atom as evidence that the head is not true, because its body is not satisfied. Lastly, if there are
multiple self-cycles on the atom that is to be forgotten, the case 7 connects them so that they are
handled correctly.
Once all these rules are computed, a final normalization step is applied to remove any tautolo-
gies or irrelevant atoms in the resulting rules.
Example 4
Recall P from Ex. 1. The sets R2 and R3 are empty and, therefore, the result of fSP(P,q) is
t← s t← w v← not s,not w
where the first two rules are produced by 1a, s.t. q in the body of t ← q is replaced by s and w,
resp. The third rule is obtained by 4, which replaces not q in the body of v← not q by not s,not w
since Dqas(R3∪R4) = {{not s,not w}}. The result corresponds exactly to the one given in Ex. 1.
Example 5
Recall program P of Ex. 2 which also uses disjunction. Since Dqas(R3∪R4) = {{not s,not not u},
{not t,not not u},{not s,not w},{not t,not w}}, 4 replaces q in the head of q∨ u← w, and not q
in the body of v← not q with such elements, yielding
v← not s,not w v← not s,not not u u← w,not s,not not u
v← not t,not w v← not t,not not u u← w,not t,not not u
the result of fSP(P,q). Note that by 4, {not s,not w} and {not t,not w} are not used with q∨u←w.
In the previous examples, no cyclic dependencies on the atom to be forgotten existed. Next,
we discuss two examples that deal with this more sophisticated case.
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Example 6
Consider forgetting about q from the following program P= {q← not not q;a← q}, an example
which cannot be handled by any syntactic forgetting operator in the literature. In this case, since
R1, R2 and R4 are empty, the only applicable rule is 3a. Since there is a cyclic dependency on q,
i.e., R3 6= /0, the application of 3a renders the result of fSP(P,q) to be:
a← not not a
Thus, when forgetting about q from P, the cyclic dependency on q is transferred to a.
If there are several dependencies on q though, such self-cycles also create an implicit dependency
between the elements supported by q (the heads of rules in R0∪R2) and those supported by not q
(the heads of rules in R1∪R4). When forgetting q, such dependencies must be taken into account.
Example 7
Now, consider program P = {q← not not q;u← q;s← q; t ← not q}. The answer sets {q,u,s}
and {t} of P should be preserved (for all but q) when forgetting about q, even if we add to P a set
of rules not containing q. By distinguishing which rule heads depend on q (those of R0∪R2) and
which on not q (those of R1 ∪R4), 2a and 5 create the following model-generating rules, which
guarantee that the atoms that depend on q should be true whenever the atoms that depend on
not q are false, and vice versa:
u← not t s← not t t← not u t← not s
These rules alone have the two desired answer sets {u,s} and {t}, since they basically state that
either the elements supported by q are true, or the elements supported by not q are, but not both.
In addition, 3a and 6 add the following rules:
u← not not u,not not s s← not not s,not not u t← not not t
The first two rules guarantee that, whenever t is derivable (independently, e.g., by the existence
of t ←), then u and s may both either be simultaneously true or false. Similarly, the third rule
ensures that t may still vary between true and false if we, e.g., add both u← and s←.
3.3 Properties
In this section, we present several properties that our syntactic operator fSP satisfies.
First of all, we show that fSP is in fact a forgetting operator, i.e., fSP(P,q) does not contain q.
Proposition 3
Let P be a program over Σ and q ∈ Σ. Then fSP(P,q) is a program over Σ\{q}.
In order to show that fSP satisfies (SP) whenever this is possible, we start by showing that fSP
semantically coincides with any operator of the class FSP (cf. Def. 4 of (Gonc¸alves et al. 2016b)).
Theorem 1
Let P be a program over Σ and q ∈ Σ. For any f ∈ FSP, we haveHT (fSP(P,q)) =HT (f(P,{q})).
Since, as mentioned in Sec. 2, FSP was shown to correspond to the class of forgetting operators
that satisfy (SP) for all those cases when this is possible (cf. Thm. 4 of (Gonc¸alves et al. 2016b)),
Thm. 1 allows us to conclude the main result of the paper, i.e., that fSP satisfies (SP) for all those
cases when this is possible. In fact, it is the first such syntactic forgetting operator.
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Theorem 2
Let P be a program over Σ and q ∈ Σ. If 〈P,{q}〉 does not satisfy Ω, then fSP satisfies (SP)〈P,{q}〉.
This result guarantees that fSP provides the ideal result whenever Ω is not true.
When Ω is true, such as in Ex. 7, although we are not in an ideal situation, it might be the case
that we must forget (Gonc¸alves et al. 2017). In this case, we can use fSP, as it is defined for every
extended program, while still satisfying several desirable properties.
Property (SI) guarantees that all rules of a program P not mentioning q be (semantically)
preserved when forgetting about q from P. Notably, although (SI) is a desirable property, several
classes of forgetting operators in the literature fail to satisfy it. Interestingly, fSP preserves all
rules of P not mentioning q, thus satisfying a strong version of (SI).
Proposition 4
Let P be a program over Σ and q ∈ Σ. Then, fSP(P∪R,q) = fSP(P,q)∪R, for all programs R over
Σ\{q}.
An important property that fSP satisfies in general is the preservation of all answer sets of P
(modulo q), even in the presence of an additional program not containing q.
Theorem 3
Let P be a program over Σ and q∈ Σ. Then,AS(P∪R)‖{q} ⊆AS(fSP(P,q)∪R), for all programs
R over Σ\{q}.
Obviously, whenever fSP satisfies (SP)〈P,{q}〉, then we obtain equality of the two sets of answer
sets in the previous result. However, when Ω is satisfied, then we may obtain a strict superset.
Take Ex. 7, where Ω is satisfied. We can observe that the provided result does admit a third
answer set {s, t,u} besides the two P itself has. But, no matter which program R we add, existing
answer sets are preserved. In other words, even if Ω is satisfied, the construction of fSP ensures
that no existing answer sets (modulo the forgotten atom) are lost while forgetting.
The operator fSP also preserves strong equivalence, i.e., forgetting the same atom from two
strongly equivalent programs yields strongly equivalent results.
Proposition 5
Let P and P′ be programs over Σ and q ∈ Σ. If P≡ P′ then fSP(P,q)≡ fSP(P′,q).
These positive results suggest that, in cases when we must forget, fSP can be used without first
checking Ω, in line with the observations on the usage of FSP in (Gonc¸alves et al. 2017).
Still, we may want to find a broad class of instances 〈P,{q}〉 for which we can guarantee
that (SP)〈P,{q}〉 is satisfied without having to check criterion Ω. We have seen in Ex. 7 that self-
cycles on the atom to be forgotten are relevant for forgetting while satisfying (SP), a fact already
observed in (Knorr and Alferes 2014). We now extend the notion of q-forgettable given in (Knorr
and Alferes 2014) to programs with disjunction in the head of the rules.
Definition 4
Let P be a program in normal form over Σ and q ∈ Σ. Then, we say that P is q-forgettable if at
least one of the following conditions holds:
• all occurrences of q in P are within self-cycles, rules with q ∈ H(r) and q ∈ B−−(r)
• P contains the fact q←
• P contains no self-cycle on q, a rule with q ∈ H(r) and q ∈ B−−(r)
We can show that, when restricted to q-forgettable programs, Ω is not satisfied.
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Theorem 4
Let P be a program over Σ, and q ∈ Σ. If P is q-forgettable, then 〈P,{q}〉 does not satisfy Ω.
An immediate consequence of this theorem is that, for q-forgettable programs, fSP satisfies
(SP)〈P,{q}〉. In the case of the programs of Ex. 1 and Ex. 2, which are q-forgettable, we can forget
q from both programs while satisfying (SP)〈P,{q}〉, and we can use fSP to obtain the desired result.
The converse of Thm. 4 does not hold in general. Program P of Ex. 6 is a simple counter-
example, since it is not q-forgettable, and 〈P,{q}〉 does not satisfy Ω. This is not surprising given
that deciding Ω is ΣP3 -complete (cf. Thm. 7 of (Gonc¸alves et al. 2017)), whereas deciding if a
program is q-forgettable requires to check each rule once.
Proposition 6
Let P be a program over Σ, and q ∈ Σ. Deciding if P is q-forgettable can be done in linear time.
Besides the simplicity of checking if a program is q-forgettable, the restriction to these pro-
grams implies that fSP can be constructed using only a small subset of the derivation rules.
Theorem 5
Let P be a program over Σ, and q ∈ Σ. If P is q-forgettable, then fSP(P,q) is constructed using
only the derivation rules 1a, 1b and 4.
We can now present the complexity result of our forgetting operator fSP.
Theorem 6
Let P be a program over Σ and q ∈ Σ. Then, computing fSP(P,q) is in EXPTIME in the number of
rules containing occurrences of q and linear in the remaining rules.
This result is not surprising taking into account the arguments in (Eiter and Kern-Isberner
2019) showing that the result of forgetting is necessarily exponential. Nevertheless, in the case
of fSP, this exponential behavior is limited to the rules mentioning the atom to be forgotten.
Besides the properties already mentioned, a fundamental characteristic of the operator fSP is
its syntactic nature, in the sense that the result of forgetting is obtained by a manipulation of
the rules of the original program. As a consequence, the result of forgetting according to fSP
is somehow close to the original program. In order to formalize this idea, we define a distance
function between programs. It builds on a distance measure between rules, which counts the
number of literals only appearing in one of the rules.
Definition 5
Let r and r′ be two rules over Σ. The distance between r and r′ is d(r,r′) = |H(r)	H(r′)|+
|B(r)	B(r′)| where A	B= (A\B)∪ (B\A) is the usual symmetric difference. The size of a rule
r is defined as |r|= |H(r)|+ |B(r)|.
To extend this distance to a distance between programs, we use mappings between programs.
Definition 6
Let P1 and P2 be programs over Σ. The distance between P1 and P2 is dist(P1,P2)=Min{distm(P1,P2) :
m is a mapping between P1 and P2}, where a mapping between P1 and P2 is a partial injective
function m : P1→P2 and distm(P1,P2)= Sum{d(r,m(r)) : m(r)∈P2}+Sum{|r| : r∈ (P1\m−1[P2])}+
Sum{|r| : r ∈ (P2\m[P1])}.
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The distance between P1 and P2 induced by a mapping m is the sum of the distances of those
rules associated by m, and the sizes of the remaining rules. The distance between P1 and P2 is then
the minimal value for the possible mappings of P1 and P2. Intuitively, this distance corresponds
to the minimal number of literals we need to add to both programs to make them equal, noting
that we may need to add new rules.
Example 8
Let P1 = {a← b,not c} and P2 = {a← not c, b← d} be two programs. Then, dist(P1,P2)=3,
which corresponds to the sum of the distance between the first rule of P2 and the rule of P1,
which is 1, with the size of b← d, which is 2. Intuitively, this corresponds to adding b to the
body of the first rule of P2 and adding the entire rule b← d to P1. We could consider adding P1
to P2 and P2 to P1, corresponding to the mapping that is undefined for each rule of P1, but this
would induce a distance of 7, the sum of the size of every rule in the programs. In fact, this is
always an upper bound to the distance between two programs.
Let us now consider the distance function in the case of forgetting. We compare our syntac-
tic operator fSP with a semantic operator fSem ∈ FSP, which is defined using the counter-model
construction (based on (Wang et al. 2013; Wang et al. 2014)).
First, we prove a result regarding the rules generated by the semantic operator.
Proposition 7
Let P be a program over Σ and q ∈ Σ. Then, for each r ∈ fSem(P,q), we have that |r| ≥ |Σ|.
The following result presents an upper bound for the syntactic operator and a lower bound for
the semantic one.
Proposition 8
Let P be a program over Σ and q ∈ Σ. Then,
• dist(P, fSP(P,q))≤ (|fSem(P,q)|+ |P|)×2|Σ|;
• dist(P, fSem(P,q))≥ (|fSem(P,q)|− |P|)×|Σ|.
The upper and lower bounds of the previous result depend heavily on the size of the result of
forgetting for each operator. In general the result of forgetting using the semantic operator has
many more rules than the result using the syntactic one.
Proposition 9
Let P be a program over Σ and q ∈ Σ. For each rule r ∈ fSP(P,q) there are at least 2D rules in
fSem(P,q), with D = Min(|H(r)|, |Σ\Σ(r)|).
Example 9
For P = {q← s;q∨u← r; t← q;v← not q}, we obtain fSP(P,q) as follows:
t← s t ∨u← r u← r,not s,not not u
v← not s,not not u v← not s,not r
The distance between fSP(P,q) and P is dist(P, fSP(P,q)) = 16. The result of the forgetting
according to fSem has 73 rules. The distance to the original program P is dist(P, fSem(P,q)) = 486,
more than thirty times the distance in the case of fSP.
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The result of forgetting according to fSP is clearly closer to the original program than that
obtained by the fSem using the counter-models construction of (Wang et al. 2013; Wang et al.
2014). Although this construction improves on that of (Cabalar and Ferraris 2007) by doing better
than just giving one rule for each counter-model, we could have considered the construction
in (Cabalar et al. 2007), which is also based on counter-models, but improves on the former by
guaranteeing a minimal program as a result. However, the extra complexity to obtain a minimal
program as result is not quantified (Cabalar et al. 2007). More importantly, being also a semantic
construction, the resulting program will most likely not resemble the original program at all.
4 Related Work
Related work can be divided into two groups: one of early approaches that do not consider the
notion of strong equivalence and the related HT-models for their definition, and those that do.
The first approach, due to Zhang and Foo (2006), belongs to the former group and consists
of a pair of purely syntactic operators, strong and weak forgetting, defined for normal logic
programs. As argued by Eiter and Wang (2008), both lack the semantic underpinnings and are
syntax-sensitive, i.e., even answer sets are not preserved while forgetting, and this necessarily
generalizes to preserving HT-models (modulo the forgotten atoms). Thus (SP) cannot be pre-
served even in very simple cases. For example, strong forgetting about q from P = {p← not q;
p← not p} results in {p← not p}, an inconsistent program, and weak forgetting about q from
P = {q←; p← not q} results in {p←}, a counter-intuitive result (Eiter and Wang 2008).
Semantic Forgetting (Eiter and Wang 2008) aims at preserving the answer sets while forget-
ting to overcome the problems of these two operators. It is defined for disjunctive programs,
but, among the three forgetting operators presented, only forget3 is syntactic (the other two cre-
ate canonical representations based on the computed answer sets). While being preferable over
strong and weak forgetting for its semantic foundation, it is not sufficient since it focuses on
equivalence instead of strong equivalence. Hence, even for simple examples, (SP) cannot be sat-
isfied. Consider forgetting about q from P′= {p← q; q← not c}: we would expect the result to be
{p← not c}, since we want to preserve the dependency between c and p, however, forget3 returns
{p←}. Both programs have the same answer sets – hence are equivalent – but do not have the
same logical meaning, witnessed by the fact that they are not strong equivalent. In addition, while
the operator is defined for disjunctive programs, its output may contain double negation, which
means that the operator cannot be iterated. To partially circumvent this, a restriction on programs
is introduced under which it can be iterated (Eiter and Wang 2008). Yet, this restriction excludes
very basic examples such as forgetting about q from P = {c← not p; p← not q;q← not p}.
Moreover, an initial transformation is applied in forget3 to obtain a negative normal form, i.e.,
a program without positive atoms in rule bodies. While facilitating the presentation of the algo-
rithm, it considerably reduces the similarity between the input program and its forgetting result,
unnecessarily increasing the number of rules in the resulting program, even affecting rules that
do not contain the atom(s) to be forgotten.
The only syntactic HT-models based operator is strong as-forgetting (Knorr and Alferes 2014)
– all other HT-models based approaches in the literature are limited to a semantic characterization
of the result, not presenting a concrete forgetting operator, or only one which is based on the
notion of counter-models in HT (Cabalar and Ferraris 2007), with the drawbacks discussed in
Sec. 1. While strong as-forgetting provides the expected results in certain cases, such as P′ above,
its applicability is severely limited to certain programs within a non-standard class with double
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negation, but without disjunction. Additionally, its result often does not belong to the class of
programs for which it is defined, preventing its iterative use. fSP overcomes all the shortcomings
of strong as-forgetting and satisfies (SP) whenever this is possible.
5 Conclusions
We proposed a concrete forgetting operator for the class of extended logic programs which sat-
isfies several important properties, notably (SP) whenever this is possible. Equally important is
the fact that the operator is defined in a syntactic way, thus not requiring the calculation of mod-
els, and producing a program that is somehow close to the original program, hence keeping its
declarative character. In particular, the rules that do not mention the atom to be forgotten remain
intact. Furthermore, while the remaining rules may grow exponentially – which is unsurprising
– even if only on the number of rules that mention the atom being forgotten, often the resulting
program is the closest to the initial program, as would be the case in the example described in
Sect. 1. Overall, this is a substantial improvement over the existing operators, which either did
not obey most desirable properties (Zhang and Foo 2006; Eiter and Wang 2008), or were only de-
fined for very restricted classes of programs (Knorr and Alferes 2014), or were based on generic
semantic methods that required the computation of models and produced large programs that
were syntactically very different from the original ones. Furthermore, we characterised a class of
programs – q-forgettable – whose membership can be checked in linear time, and for which we
can guarantee (SP). For cases where (SP) cannot be ensured, our operator can nevertheless still
be employed with desirable properties, such as guaranteeing that all answer sets are preserved,
along the lines of one of the alternatives semantically investigated in (Gonc¸alves et al. 2017).
In other words, our operator can be used without having to perform the computationally expen-
sive semantic check (Ω) for strong persistence, ensuring the “perfect” result whenever (SP) is
possible, and a “good” result when “perfection” is not possible.
Future work includes dealing with (first-order) variables, and following the other alternatives
proposed in (Gonc¸alves et al. 2017) to deal with cases where it is not possible to guarantee (SP).
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Appendix A Proofs
Proposition 1. Let P be a program. Then, NF(P) is in normal form and is strongly equivalent to
P.
Proof
First we show that NF(P) is in normal form, i.e., that all conditions of Def. 1 are satisfied. This
follows easily from the construction of NF(P): the first item of Def. 1 is ensured by condition
1. and 2. of Def. 2, the second by conditions 1. and 3., the third by conditions 1. and 4., and the
forth by condition 5.
We now prove that NF(P) is strongly equivalent to P. For that we need to guarantee that each
step in the construction of NF(P) preserves strong equivalence. We rely on the well-known result
that two programs are strongly equivalent iff they have the same HT -models (see, e.g., (Wang
et al. 2013)).
• Consider the case: r is tautological.
It is easy to see that a tautological rule is satisfied by every HT -interpretation. Therefore,
we have that P and P\{r} have the same HT -models.
• Consider the case: q ∈ B+(r)∩B−−(r).
For any HT -interpretation 〈X ,Y 〉, Y is a classical model for r if and only if it is a model
for H(r)← B(r)\{not not q}. Also the two rule are equal, when reducing them with Y ,
i.e. rY = H(r)← B(r)\{not not q}Y , which is why X either models neither or both of the
reduced rules. Hence 〈X ,Y 〉 is a HT -model for r iff it is a HT -model for the rule H(r)←
B(r)\{not not q}, which is why not not q can be omitted in r.
• Consider the case: q ∈ H(r)∩B−(r).
For the rule body to be satisfied by an interpretation 〈X ,Y 〉, necessarily q 6∈ Y and then
q 6∈ X . Then q in the rule head is also not satisfied and therefore has no further effect on
the truth of it. Therefore q can be omitted in the head of r.
• Consider the case: r not minimal in P.
We aim to prove that P and P \ {r} have the same HT -models. If r is not minimal, then
there exists r′ ∈ P such that r′ 6= r, H(r′) ⊆ H(r) and B(r′) ⊆ B(r). Let I = 〈H,T 〉 be a
HT -interpretation. If I is a model of P, i.e., I satisfies every rule of P, then trivially I also
satisfies P\{r}. Now suppose that I does not satisfy P. Then it does not satisfy some rule
r′′ ∈ P. If r′′ is not r then, I also does not satisfy P \ {r}. The interesting case is when I
does not satisfy r. This case corresponds to I |= B(r) and I 6|=H(r). But since B(r′)⊆ B(r)
and H(r′)⊆ H(r) we can conclude that I does not satisfy r′. Therefore, I does not satisfy
P\{r} (because r′ ∈ P\{r}).
Proposition 2. Let P be a program. Then, the normal form NF(P) can be computed in PTIME.
Proof
Steps 1 through 3 have linear time behavior, since they are operating on each rule separately.
Step 4 requires all n rules to be compared with each other, and thus is quadratic.
Proposition 3. Let P be a program over signature Σ and q ∈ Σ. Then fSP(P,q) is a program over
Σ\{q}.
Proof
This follows directly from the construction of new rules. Only parts of rules that do not contains
q are used as part of new rules.
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Theorem 1. Let P be a program over signature Σ and q ∈ Σ. Then, for any f ∈ FSP, we have that
HT (fSP(P,q)) =HT (f(P,{q})).
Proof
To prove that fSP behaves according to the semantics of FSP, it is worth taking a look at the defi-
nition of FSP. All possible answersets Y of the program after forgetting are considered separately.
An interpretation 〈X ,Y 〉 is a models of f(P,{q}) if there is consensus among the relevant answer-
sets Y ∪A with A ⊆ {q} of the original program. Since the set {q} is unary, there are just two
subsets A of {q}: {q} and /0. Therefore for each interpretation Y exactly one of these cases it true:
1 〈Y,Y 〉 6∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P) and 〈Y ∪{q},Y ∪{q}〉 6∈ HT (P)
2 〈Y,Y 〉 6∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P) and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P)
3 〈Y,Y 〉 6∈ HT (P) and 〈Y,Y ∪{q}〉 ∈ HT (P) and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P)
4 〈Y,Y 〉 ∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P) and 〈Y ∪{q},Y ∪{q}〉 6∈ HT (P)
5 〈Y,Y 〉 ∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P) and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P)
6 〈Y,Y 〉 ∈ HT (P) and 〈Y,Y ∪{q}〉 ∈ HT (P) and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P)
To facilitate the proof, we split the interpretations of the resulting program f(P,{q}) among the
second element of the tuples Y , i.e. HT Y (P) = {〈X ,Y 〉 | 〈X ,Y 〉 ∈ HT (P)}. For each of these
Y , according to lemmas 2 through 7, it holds that HT Y (fSP(P,q)) = HT Y (f(P,{q})) for some
f ∈ FSP, from which follows that HT (fSP(P,q)) =HT (f(P,{q})). The six proofs of the lemmas
all follow the same pattern. If an interpretation is expected not to be a model, it is shown that the
syntactic operator generates a rule, that is not satisfied by it, and respectively that all rules are
satisfied by it, if the interpretation should be a model. To do this, we always consider rules from
the original program that are not or respectively are satisfied by an original interpretation. When
looking for a rule that is not satisfied by an interpretation specifically, we make case distinctions
over the form of the rule, namely where q occurs within the body or the head. Some of these cases
can then be ruled out beforehand, because for example, a interpretation 〈X ,Y ∪{q}〉 satisfies all
rules that have not q in their bodies. So, without always referring back to them, the proofs use the
observations of Lem. 1.
Theorem 2. Let P be a program over Σ and q∈ Σ. If 〈P,{q}〉 does not satisfy Ω, then fSP satisfies
(SP)〈P,{q}〉.
Proof
According to Thm. 4 of (Gonc¸alves et al. 2016b), every f ∈ FSP satisfies (SP)〈P,V 〉 for every 〈P,V 〉
that does not satisfy Ω. Hence, when applying Thm. 1, we have:
AS(fSP(P,q)∪R) =AS(f(P,{q})∪R) =AS(P∪R)‖{q}
for all programs R over Σ\{q}, if 〈P,{q}〉 /∈Ω.
Proposition 4. Let P be a program over Σ and q ∈ Σ. Then, fSP(P∪R,q) = fSP(P,q)∪R, for all
programs R over Σ\{q}.
Proof
This follows directly from the construction of new rules. Rules that do not contain q are directly
added to the result, without any modifications.
Theorem 3. Let P be a program over Σ and q ∈ Σ. Then, AS(P∪R)‖{q} ⊆ AS(fSP(P,q)∪R),
for all programs R over Σ\{q}.
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Proof
According to Thm. 3 of (Gonc¸alves et al. 2017) the class FSP satisfies the the property (wSP),
which means that for each f ∈FSP, program P and V ⊆Σ, we haveAS(P∪R)‖V ⊆AS(f(P,V )∪R),
for all programs R over Σ\V . Applying Thm. 1 we get:
AS(P∪R)‖{q} ⊆AS(f(P,{q})∪R) =AS(fSP(P,q)∪R)
Proposition 5. Let P and P′ be programs over Σ and q ∈ Σ. If P≡ P′ then fSP(P,q)≡ fSP(P′,q).
Proof
According to Prop. 1 of (Gonc¸alves et al. 2017) the class FSP satisfies the the property (SE),
which means that for each f ∈ FSP, extended programs P and P′, and V ⊆ Σ: if P ≡ P′, then
f(P,V )≡ f(P′,V ). Applying Thm. 1 twice we get:
fSP(P,q)≡ f(P,{q})≡ f(P′,{q})≡ fSP(P′,q)
Theorem 4. Let P be a program over Σ, and q ∈ Σ. If P is q-forgettable, then 〈P,{q}〉 does not
satisfy Ω.
Proof
In the following we show,
1) If Ω holds for 〈P,{q}〉, there must be a self-cycle for q, i.e. R3 6= /0,
2) Having q only appear in self-sycles, implies that Ω does not hold, and
3) Having the fact q← in P implies that Ω does not hold,
Which suffices as proof of Thm. 4.
1)
We recall the Ω-criterion: Let P be a program over Σ and V ⊆ Σ. An instance 〈P,V 〉 satisfies
criterion Ω if there exists Y ⊆ Σ\V such that the set of sets
RY〈P,V 〉 = {RY,A〈P,V 〉 | A ∈ RelY〈P,V 〉}
is non-empty and has no least element, where
RY,A〈P,V 〉 = {X\V | 〈X ,Y ∪A〉 ∈ HT (P)}
RelY〈P,V 〉 = {A⊆V | 〈Y ∪A,Y ∪A〉 ∈ HT (P) and
@A′ ⊂ A s.t. 〈Y ∪A′,Y ∪A〉 ∈ HT (P)}.
ForRY〈P,{q}〉 to be non-empty and have no least element, surely it has to have at least two elements.
Then RY,A〈P,{q}〉 must have at least two elements as well, which is only the case if
• 〈Y,Y 〉 |= P,
• 〈Y,Y ∪{q}〉 6|= P, and
• 〈Y ∪{q},Y ∪{q}〉 |= P.
We use the observations of Lem. 1 to make a pigeonhole argument that R3 6= /0:
〈Y,Y ∪{q}〉 can only be contradicted by r ∈ R, r2 ∈ R2, r3 ∈ R3 and r4 ∈ R4. Any r ∈ R∪R2
that contradicts 〈Y,Y ∪{q}〉 also contradicts 〈Y ∪{q},Y ∪{q}〉, and any r4 ∈ R4 that contradicts
〈Y,Y ∪{q}〉 also contradicts 〈Y,Y 〉. Therefore for a forgetting instance 〈P,{q}〉 to satisfy Ω, P
must indeed contain a self-cycle on q.
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2)
If there are no rules r ∈ R0∪R1∪R2∪R4, for any Y ∈ Σ(P)\{q} the reduced programs PY and
PY∪{q} must have the same classical models. Then RY〈P,{q}〉 cannot have more than one element.
Then 〈P,{q}〉 does not satisfy Ω.
3)
Like in (1), for a forgetting instance 〈P,{q}〉 to satisfy Ω, there must be a Y ∈ Σ(P) \ {q}, such
that:
• 〈Y,Y 〉 |= P,
• 〈Y,Y ∪{q}〉 6|= P, and
• 〈Y ∪{q},Y ∪{q}〉 |= P.
If q←∈ P, then 〈Y,Y 〉 6|= P for all Y ∈ Σ(P)\{q}. Then 〈P,{q}〉 does not satisfy Ω.
In order to introduce the concrete semantical operator, fSem, we recall some necessary notions
related to countermodels in here-and-there (Cabalar and Ferraris 2007), which have been used
previously in a similar manner for computing concrete results of forgetting for classes of forget-
ting operators based on HT-models (Wang et al. 2013; Wang et al. 2014).
Essentially, the HT-interpretations that are not HT-models of P (hence the name countermod-
els) can be used to determine rules, that, if conjoined, result in a program P′ that is strongly equiv-
alent to P. More precisely, an HT-interpretation 〈X ,Y 〉 is an HT-countermodel of P if 〈X ,Y 〉 6|= P.
We also define the following rules:
rX ,Y = (Y\X)← X ,not (Σ\Y ),not not (Y\X) (A1)
rY,Y = /0← Y,not (Σ\Y ) (A2)
The operator fSem can then be defined for each program P and set of atoms V as
fSem(P,V ) ={rX ,Y | 〈X ,Y 〉 /∈M〈P,V 〉 and 〈Y,Y 〉 ∈M〈P,V 〉}
∪{rY,Y | 〈Y,Y 〉 /∈M〈P,V 〉}.
Please note that in the case of forgetting one atom, we abuse notation and write fSem(P,q) instead
of fSem(P,{q}).
Proposition 6. Let P be a program over Σ, and q ∈ Σ. Deciding if P is q-forgettable can be done
in linear time.
Proof
The restrictions posed for q-forgettable programs take into account each rule of the program
separately. Therefore checking for membership of the class only requires looking at each rule
contained in a program once.
Theorem 5. Let P be a program over Σ, and q ∈ Σ. Then, fSP(P,q) is constructed using only the
derivation rules 1a, 1b and 4.
Proof
• If all occurrences of q are within self-cycles, then R0∪R1∪R2∪R4 = /0. Then none of the
derivation rules is used and only rules not containing q are transferred to fSP(P,q).
• If the fact q← is contained in P. Then Dqas(R4) =Dqas(R1∪R4) = /0, which is why deriva-
tion rules 5 and 6 do not produce any rules. Furthermore, derivation rule 1 produces rules
that are always more minimal than rules derived by 2, 3 and 7, which is why these deriva-
tion rule can be disregarded as well.
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• If P contains no self-cycle for q, then derivation rules 2, 3, 5, 6 and 7 do not apply.
Theorem 6. Let P be a program over Σ and p ∈ Σ. Then, computing fSP(P,q) is in EXPTIME in
the number of rules containing occurrences of q and linear in the remaining rules.
Proof
This follows directly from the construction of new rules. When used, each of the derivation rules
has most has an exponential running time. Each of them can at most be used a polynomial number
of times.
Proposition 7. Let P be a program over Σ and q ∈ Σ. Then, for each r ∈ fSem(P,q), we have that
|r| ≥ |Σ|.
Proof
The result follows easily from the observation that the rules generated using the counter-models
construction have at least all atoms of the signature.
Proposition 8. Let P be a program over Σ and q ∈ Σ. Then,
• dist(P, fSem(P,q))≥ (|fSem(P,q)|− |P|)×|Σ|;
• dist(P, fSP(P,q))≤ (|fSem(P,q)|+ |P|)×2|Σ|.
Proof
The upper bound for fSP(P,q) follows from the observation that an upper bound for the distance
of two programs is the sum of the sizes of each rule of the programs. In this case, assuming that
both P and fSP(P,q) are in the normal form, the size of a rule is limited by 2|Σ|, since an atom
may appear at most twice in a rule.
The lower bound fSem(P,q) is obtained by considering a limit case of a mapping between P
and fSem(P,q) such that the distance between the rules associated with the mapping is 0. In this
case we would be left with the size of the remaining |fSem(P,q)|− |P| rules of fSem(P,q), each of
which, according to Prop. 7, has a size of at least |Σ|.
Proposition 9. Let P be a program over Σ and q∈ Σ. For each rule r ∈ fSP(P,q) there are at least
2D rules in fSem(P,q), with D = Min(|H(r)|, |Σ\Σ(r)|).
Proof
First note that from Thm. 1 we have that HT (fSP(P,q)) = HT (fSem(P,q)), and therefore the
counter-models of fSP(P,q) are exactly the counter-models used to construct the rules of fSem(P,q).
Now let r ∈ fSP(P,q) such that r in non-tautological and let S ⊆ H(r)∪Σ\Σ(r). First suppose
first that 〈B+(r)∪B−−(r)∪S,B+(r)∪B−−(r)∪S〉 is an HT-model of fSP(P,q). In this case, since
〈B+(r),B+(r)∪B−−(r)∪S〉 is always a counter-model of r, the following rule is in fSem(P,q):
(B−−(r)∪S)← B+(r),not (Σ\Σ(r)),not not (B−−(r)∪S).
If 〈B+(r)∪B−−(r)∪S,B+(r)∪B−−(r)∪S〉 is not an HT-model of fSP(P,q), then by construc-
tion, the following rule is in fSem(P,q):
← B+(r),B−−(r),S,not (Σ).
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Lemma 1
Let P be a program in normal form over Σ, q ∈ Σ, X ⊆ Y ⊆ Σ \ {q}, and R, R0, R1, R2, R3, R4
following subsets of P:
R := {r ∈ P | q 6∈ Σ(r)} R2 := {r ∈ P | not not q ∈ B(r),q 6∈ H(r)}
R0 := {r ∈ P | q ∈ B(r)} R3 := {r ∈ P | not not q ∈ B(r),q ∈ H(r)}
R1 := {r ∈ P | not q ∈ B(r)} R4 := {r ∈ P | not not q 6∈ B(r),q ∈ H(r)}
Then,
〈X ,Y 〉 |= R0∪R2∪R3
〈X ,Y ∪{q}〉 |= R0∪R1
〈X ∪{q},Y ∪{q}〉 |= R1∪R3∪R4
Therefore,
〈X ,Y 〉 6|= P↔∃r ∈ R∪R1∪R4 : 〈X ,Y 〉 6|= r
〈X ,Y ∪{q}〉 6|= P↔∃r ∈ R∪R2∪R3∪R4 : 〈X ,Y ∪{q}〉 6|= r
〈X ∪{q},Y ∪{q}〉 6|= P↔∃r ∈ R∪R0∪R2 : 〈X ∪{q},Y ∪{q}〉 6|= r
Also, given that Y |= P and Y ∪{q} |= P,
∀r4 ∈ R4 : 〈X ,Y 〉 |= r4↔ 〈X ,Y ∪{q}〉 |= r4
and
∀r2 ∈ R2 : 〈X ,Y ∪{q}〉 |= r2↔ 〈X ∪{q},Y ∪{q}〉 |= r2
Proof
The proof of this result follows from the following simple observations:
• 〈X ,Y 〉 |= R0∪R2∪R3, because the interpretation neither satisfies q, nor not not q.
• 〈X ,Y ∪{q}〉 |= R0∪R1, because the interpretation neither satisfies q, nor not q.
• 〈X ∪{q},Y ∪{q}〉 |= R1∪R3∪R4, because the interpretation does not satisfy not q in the
rule bodies of R1, and satisfies q in the rule heads of R3∪R4
Since 〈R,R0,R1,R2,R3,R4〉 is a partition of P, and we know which types of rules cannot contra-
dict the respective interpretations, if an interpretation is no model for the program P, it must be
contradicted by one of the remaining types of rules.
If Y |= P and Y ∪{q} |= P, then ∀r4 ∈ R4 : 〈X ,Y 〉 |= r4↔ 〈X ,Y ∪{q}〉 |= r4, because rules of
R4 are not dependent on whether q ∈ Y .
∀r2 ∈ R2 : 〈X ,Y ∪{q}〉 |= r2↔〈X ∪{q},Y ∪{q}〉 |= r2, because rules of R2 are not dependent
on whether q ∈ X .
Lemma 2
Let P be a program over Σ, q ∈ Σ, Y ⊆ Σ \ {q} and 〈Y,Y 〉 6∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P)
and 〈Y ∪{q},Y ∪{q}〉 6∈ HT (P).
ThenHT Y (fSP(P,q)) =HT Y (f(P,{q})) for a representative f ∈ FSP.
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Proof
In this setting, neither {q}, nor /0 are relevant, i.e. RelY(P,{q}) = /0, and therefore
HT Y (f(P,{q})) = /0.
From the premises it follows directly that Y 6|= P and Y ∪ {q} 6|= P. The former implies that
∃r ∈ R1∪R4 : Y 6|= r. The latter that ∃r ∈ R0∪R2 : Y ∪{q} 6|= r. Then there are two cases:
• ∃r ∈ R0∪R2 : Y ∪{q} 6|= r and ∃r4 ∈ R4 : Y 6|= r4
• ∃r ∈ R0∪R2 : Y ∪{q} 6|= r, 6 ∃r4 ∈ R4 : Y 6|= r4 and ∃r1 ∈ R1 : Y 6|= r1
In the first case, by derivation rule 1a or 1b we construct a new rule
H(r)∪H\q(r4)← B\q(r)∪B(r4) or H(r)← B\q(r)∪not not (B(r4))∪not (H\q(r4)) respectively,
for both of which we have that their heads are false for Y and their bodies are true. Hence
HT Y (fSP(P,q)) = /0 In the second case, we make the additional assumption that 6 ∃r3 ∈ R3 : Y 6|=
r3. Then ∃D ∈ Dqas(R3∪R4) : Y |= D. Therefore Y 6|= H(r1)← B\q(r1)∪D which is constructed
by 4. HenceHT Y (fSP(P,q)) = /0. If in turn ∃r3 ∈ R3 : Y 6|= r3, then
Y 6|=H(r1)←B\q(r1)∪not not (B\q(r3))∪not (H\q(r3))∪not not (B\q(r))∪not (B(r))∪D which
is constructed by rule 5. But then alsoHT Y (fSP(P,q))= /0. In any case we haveHT Y (fSP(P,q))=
/0 and thereforeHT Y (fSP(P,q)) =HT Y (f(P,{q})).
Lemma 3
Let P be a program over Σ, q ∈ Σ, Y ⊆ Σ \ {q} and 〈Y,Y 〉 6∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P)
and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P).
ThenHT Y (fSP(P,q)) =HT Y (f(P,{q})) for a representative f ∈ FSP.
Proof
In this setting, just {q} is relevant, i.e. RelY(P,{q}) = {{q}}, and therefore
HT Y (f(P,{q})) = {〈X \{q},Y 〉 | 〈X ,Y ∪{q}〉 ∈ HT (P)}.
First, we proof thatHT Y (fSP(P,q))⊆HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 6∈HT Y (f(P,{q})),
then 〈X ∪{q},Y ∪{q}〉 6∈ HT (P) and 〈X \{q},Y ∪{q}〉 6∈ HT (P).
From 〈X ∪{q},Y ∪{q}〉 6∈ HT (P) it follows that
• ∃r2 ∈ R2 : 〈X ∪{q},Y ∪{q}〉 6|= r2, or
• ∃r0 ∈ R0 : 〈X ∪{q},Y ∪{q}〉 6|= r0
From 〈X \{q},Y ∪{q}〉 6∈ HT (P) it follows that
• ∃r2 ∈ R2 : 〈X \{q},Y ∪{q}〉 6|= r2, or
• ∃r3 ∈ R3 : 〈X \{q},Y ∪{q}〉 6|= r3, or
• ∃r4 ∈ R4 : 〈X \{q},Y ∪{q}〉 6|= r4
From the premise of the lemma it follows that
• ∃r4 ∈ R4 : 〈Y,Y 〉 6|= r4∧〈Y,Y ∪{q}〉 6|= r4, or
• ∃r1 ∈ R1 : 〈Y,Y 〉 6|= r1∧∃r3 ∈ R3 : 〈Y,Y ∪{q}〉 6|= r3
Going through the cases . . .
• If ∃r2 ∈ R2 : 〈X ∪{q},Y ∪{q}〉 6|= r2 and
∃r4 ∈ R4 : 〈Y,Y 〉 6|= r4∧〈Y,Y ∪{q}〉 6|= r4, then
〈X ,Y 〉 6|= H(r2)∪← B\q(r2)∪not (H\q(r4))∪not not (B(r4)), which is derived by 1.
• If ∃r2 ∈ R2 : 〈X ∪{q},Y ∪{q}〉 6|= r2 and
∃r1 ∈ R1 : 〈Y,Y 〉 6|= r1∧∃r3 ∈ R3 : 〈Y,Y ∪{q}〉 6|= r3, then
〈X ,Y 〉 6|=H(r2)∪←B\q(r2)∪not (H\q(r3))∪not not (B\q(r3))∪not (H(r1))∪not not (B\q(r1)),
which is derived by 2.
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• If ∃r0 ∈ R0 : 〈X ∪{q},Y ∪{q}〉 6|= r0 and
∃r3 ∈ R3 : 〈X \{q},Y ∪{q}〉 6|= r3 and
∃r4 ∈ R4 : 〈Y,Y 〉 6|= r4∧〈Y,Y ∪{q}〉 6|= r4, then
〈X ,Y 〉 6|= H(r0)∪H\q(r3)← B\q(r0)∪B\q(r3)∪ not (H(r4))∪ not not (B\q(r4)), which is
derived by 2.
• If ∃r0 ∈ R0 : 〈X ∪{q},Y ∪{q}〉 6|= r0 and
∃r3 ∈ R3 : 〈X \{q},Y ∪{q}〉 6|= r3 and
∃r1 ∈ R1 : 〈Y,Y 〉 6|= r1∧∃r′3 ∈ R3 : 〈Y,Y ∪{q}〉 6|= r′3, then
〈X ,Y 〉 6|= H(r0)∪H\q(r3)← B\q(r0)∪B\q(r3)∪ not (H(r1))∪ not not (B\q(r1)), which is
derived by 2.
• If ∃r0 ∈ R0 : 〈X ∪{q},Y ∪{q}〉 6|= r0 and
∃r4 ∈ R4 : 〈X \{q},Y ∪{q}〉 6|= r4, then
〈X ,Y 〉 6|= H(r0)∪H\q(r4)← B\q(r0)∪B(r4), which is derived by 1.
Either way there exists a rule in fSP(P,q) that is not satisfied by 〈X ,Y 〉, hence 〈X ,Y 〉 6∈HT (fSP(P,q)),
thereforeHT Y (fSP(P,q))⊆HT Y (f(P,{q})).
Second, we proof thatHT Y (fSP(P,q))⊇HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 ∈HT Y (f(P,{q})),
then 〈X ∪{q},Y ∪{q}〉 ∈ HT (P) or 〈X \{q},Y ∪{q}〉 ∈ HT (P).
From the premise of the lemma it follows that
• ∃r4 ∈ R4 : 〈Y,Y 〉 6|= r4∧〈Y,Y ∪{q}〉 6|= r4, or
• ∃r1 ∈ R1 : 〈Y,Y 〉 6|= r1∧∃r3 ∈ R3 : 〈Y,Y ∪{q}〉 6|= r3
Therefore 6 ∃D ∈ Dqas(R3 ∪R4) : 〈Y,Y 〉 |= D and 6 ∃D ∈ Dqas(R1 ∪R4) : 〈Y,Y 〉 |= D, which means
that 〈X ,Y 〉 satisfies all rules derived from 4 and 6.
Suppose that 〈X ∪{q},Y ∪{q}〉 ∈ HT (P)
• ∀r ∈ R0 ∪R2 : 〈X ,Y 〉 |= H(r)∨ 〈X ,Y 〉 6|= B\q(r). Therefore 〈X ,Y 〉 is a model of all rules
derived from 1, 2, 3, 5, 7.
Suppose that 〈X \{q},Y ∪{q}〉 ∈ HT (P)
• ∀r3 ∈ R3 : 〈X ,Y 〉 |= H(r3)∨ 〈X ,Y 〉 6|= B\q(r3). Therefore 〈X ,Y 〉 is a model of all rules
derived from 2, 3, 5, 6, 7.
• ∀r3 ∈ R4 : 〈X ,Y 〉 |= H(r4)∨ 〈X ,Y 〉 6|= B\q(r4). Therefore 〈X ,Y 〉 is a model of all rules
derived from 1.
In either case 〈X ,Y 〉 |= fSP(P,q), therefore HT Y (fSP(P,q)) ⊇ HT Y (f(P,{q})), and in the end
HT Y (fSP(P,q)) =HT Y (f(P,{q})).
Lemma 4
Let P be a program over Σ, q ∈ Σ, Y ⊆ Σ \ {q} and 〈Y,Y 〉 6∈ HT (P) and 〈Y,Y ∪{q}〉 ∈ HT (P)
and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P).
ThenHT Y (fSP(P,q)) =HT Y (f(P,{q})) for a representative f ∈ FSP.
Proof
In this setting, neither {q}, nor /0 are relevant, i.e. RelY(P,{q}) = /0, and therefore
HT Y (f(P,{q})) = /0.
From 〈Y,Y 〉 6∈ HT (P) and 〈Y,Y ∪{q}〉 ∈ HT (P) it follows that ∃r′ ∈ R1 : 〈Y,Y 〉 |= B\q(r′)∧
〈Y,Y 〉 6|= H(r′) From 〈Y,Y ∪{q}〉 |= P it follows that ∀r ∈ R3 ∪R4 : 〈Y,Y 〉 6|= B\q(r)∨〈Y,Y 〉 |=
H\q(r) and therefore that ∃D ∈ Dqas(R3 ∪ R4) : 〈Y,Y 〉 |= D. Derivation 4 constructs H(r′) ←
B\q(r′)∪D which is not satisfied by 〈Y,Y 〉. HenceHT Y (fSP(P,q))= /0 and thereforeHT Y (fSP(P,q))=
HT Y (f(P,{q})).
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Lemma 5
Let P be a program over Σ, q ∈ Σ, Y ⊆ Σ \ {q} and 〈Y,Y 〉 ∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P)
and 〈Y ∪{q},Y ∪{q}〉 6∈ HT (P).
ThenHT Y (fSP(P,q)) =HT Y (f(P,{q})) for a representative f ∈ FSP.
Proof
In this setting, just /0 is relevant, i.e. RelY(P,{q}) = { /0}, and therefore
HT Y (f(P,{q})) =HT Y (P).
First, we proof thatHT Y (fSP(P,q))⊆HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 6∈HT Y (f(P,{q})),
then 〈X ,Y 〉 6∈ HT (P).
From 〈X ,Y 〉 6∈ HT (P) it follows that
• ∃r1 ∈ R1 : 〈X ,Y 〉 6|= r1, or
• ∃r4 ∈ R4 : 〈X ,Y 〉 6|= r4
From the premise of the lemma it follows that
• ∃r2 ∈ R2 : 〈X \{q},Y ∪{q}〉 6|= r2∧〈X ∪{q},Y ∪{q}〉 6|= r2, or
• ∃r0 ∈ R0 : 〈X \{q},Y ∪{q}〉 6|= r0 and ∃r3 ∈ R3 : 〈X ∪{q},Y ∪{q}〉 6|= r3
Going through the cases:
• In case that ∃r1 ∈ R1 : 〈X ,Y 〉 6|= r1, and ∃r2 ∈ R2 : 〈X \{q},Y ∪{q}〉 6|= r2∧〈X ∪{q},Y ∪
{q}〉 6|= r2, we make the additional assumption that ∃r3 ∈ R3 : 〈X ,Y 〉 6|= r3 from the premise
〈Y,Y 〉 ∈HT (P), we get that ∃D∈Dqas(R4) : 〈X ,Y 〉 |=D, then 〈X ,Y 〉 6|=H\q(r1)←B\q(r1)∪
not (H(r2)∪H\q(r3))∪not not (B\q(r2)∪B\q(r3))∪D, which is derived by 5.
• If in turn ∃r1 ∈ R1 : 〈X ,Y 〉 6|= r1, and ∃r2 ∈ R2 : 〈X \ {q},Y ∪{q}〉 6|= r2 ∧ 〈X ∪{q},Y ∪
{q}〉 6|= r2, but 6 ∃r3 ∈ R3 : 〈X ,Y 〉 6|= r3, then we have that ∃D ∈ Dqas(R3∪R4) : 〈X ,Y 〉 |= D
and therefore
〈X ,Y 〉 6|= H\q(r1)← B\q(r1)∪D, which is derived by 4.
• If ∃r1 ∈R1 : 〈X ,Y 〉 6|= r1, and ∃r0 ∈R0 : 〈X \{q},Y ∪{q}〉 6|= r0 and ∃r3 ∈R3 : 〈X∪{q},Y ∪
{q}〉 6|= r3 from the premise 〈Y,Y 〉 ∈ HT (P), we get that ∃D ∈ Dqas(R4) : 〈X ,Y 〉 |= D,
then 〈X ,Y 〉 6|=H\q(r1)← B\q(r1)∪not (H(r0)∪H\q(r3))∪not not (B\q(r0)∪B\q(r3))∪D,
which is derived by 5.
• All cases with ∃r4 ∈ R4 : 〈X ,Y 〉 6|= r4 are absolutely analogous to the three cases above.
Second, we proof thatHT Y (fSP(P,q))⊇HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 ∈HT Y (f(P,{q})),
therefore 〈X ,Y 〉 ∈ HT (P).
From 〈X ,Y 〉 ∈ HT (P) it follows that ∀r′ ∈ R1∪R4 : 〈X ,Y 〉 |= H\q(r′)∨〈X ,Y 〉 6|= B\q(r′), there-
fore 〈X ,Y 〉 satisfies all rules derived by 1, 2, 4, 5, 6.
From 〈Y ∪{q},Y ∪{q}〉 6|=P it follows that ∃r ∈R0∪R2 : 〈Y,Y 〉 6|= r and therefore ∀D∈Dqas(R0∪
R2) : 〈Y,Y 〉 6|= D, which means that 〈X ,Y 〉 satisfies all rules derived by 3 and 7. So 〈X ,Y 〉 |=
fSP(P,q), thereforeHT Y (fSP(P,q))⊇HT Y (f(P,{q})), and in the endHT Y (fSP(P,q))=HT Y (f(P,{q})).
Lemma 6
Let P be a program over Σ, q ∈ Σ, Y ⊆ Σ \ {q} and 〈Y,Y 〉 ∈ HT (P) and 〈Y,Y ∪{q}〉 6∈ HT (P)
and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P).
ThenHT Y (fSP(P,q)) =HT Y (f(P,{q})) for a representative f ∈ FSP.
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Proof
In this setting, both /0 and {q} are relevant, i.e. RelY(P,{q}) = { /0,{q}}, and therefore
HT Y (f(P,{q})) = {〈X \{q},Y 〉 | 〈X ,Y 〉 ∈ HT (P)∧〈X ,Y ∪{q}〉 ∈ HT (P)}.
First, we proof thatHT Y (fSP(P,q))⊆HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 6∈HT Y (f(P,{q})),
then 〈X ,Y 〉 6∈ HT (P) or 〈X ,Y ∪{q}〉 6∈ HT (P).
If 〈X ,Y 〉 6∈ HT (P) then
• ∃r1 ∈ R1 : 〈X ,Y 〉 6|= r1, or
• ∃r4 ∈ R4 : 〈X ,Y 〉 6|= r4.
If 〈X ,Y ∪{q}〉 6∈ HT (P) then
• ∃r2 ∈ R2 : 〈X ,Y ∪{q}〉 6|= r2, or
• ∃r0 ∈ R0 : 〈X ∪{q},Y ∪{q}〉 6|= r0∧∃r′3 ∈ R3 : 〈X ,Y ∪{q}〉 6|= r′3
From the premises of the theorem follows that
• ∃r3 ∈ R3 : 〈Y,Y ∪{q}〉 6|= r3, and
• ∃D ∈ Dqas(R0∪R2) : 〈Y,Y 〉 |= D, and
• ∃D ∈ Dqas(R1∪R4) : 〈Y,Y 〉 |= D.
In the case that 〈X ,Y 〉 6∈ HT (P) derivation rule 6 either produces
H\q(r1)←B\q(r1)∪{not not h(r1)}∪D∪not not (B\q(r3))∪not (H\q(r3)) or H\q(r4)←B\q(r4)∪
{not not h(r4)}∪D∪not not (B\q(r3))∪not (H\q(r3)) which contradicts 〈X ,Y 〉. In the case that
∃r2 ∈ R2 : 〈X ,Y ∪{q}〉 6|= r2 derivation rule 3 produces
H(r2) ← B\q(r2)∪ {not not h(r2))} ∪D∪ not not (B\q(r3))∪ not (H\q(r3)) which contradicts
〈X ,Y 〉.
Then, if ∃r0 ∈ R0 : 〈X ∪{q},Y ∪{q}〉 6|= r0 ∧∃r′3 ∈ R3 : 〈X ,Y ∪{q}〉 6|= r′3, either r′3 contra-
dicts 〈Y,Y ∪{q}〉 then H(r0)← B\q(r0)∪{not not h(r0))}∪D∪B\q(r′3)∪not (H\q(r′3)) which
is constructed by 3 contradicts 〈X ,Y 〉. If r′3 does not contradict 〈Y,Y ∪ {q}〉 there is another
r3 ∈ R3 with 〈Y,Y ∪ {q}〉 6|= r3 which is also used in the construction of H(r0)∪H\q(r′3)←
B\q(r0)∪{not not h(r0)}∪B\q(r′3)∪not not (B\q(r3))∪not (H\q(r3))∪D. This rule contradicts
〈X ,Y 〉. Therefore in any case 〈X ,Y 〉 6∈ fSP(P,q).
Second, we proof thatHT Y (fSP(P,q))⊇HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 ∈HT Y (f(P,{q})),
then 〈X ,Y 〉 ∈ HT (P) and 〈X ,Y ∪{q}〉 ∈ HT (P).
From 〈X ,Y 〉 ∈ HT (P) it follows that ∀r′ ∈ R1∪R4 : 〈X ,Y 〉 |= H\q(r′)∨〈X ,Y 〉 6|= B\q(r′), there-
fore 〈X ,Y 〉 satisfies all rules derived by 1, 2, 4, 5, 6.
If 〈X ∪{q},Y ∪{q}〉 |= P then ∀r ∈ R0∪R2 : 〈X ,Y 〉 |= H(r)∨〈X ,Y 〉 6|= B\q(r). Then 〈X ,Y 〉 sat-
isfies all rules derived by 1, 2, 3, 7.
If 〈X \{q},Y ∪{q}〉 |= P then ∀r3 ∈ R3 : 〈X ,Y 〉 |=H(r3)∨〈X ,Y 〉 6|= B\q(r3). Then 〈X ,Y 〉 satisfies
all rules derived by 2, 3, 5, 6, 7.
In either case 〈X ,Y 〉 |= fSP(P,q), therefore HT Y (fSP(P,q)) ⊇ HT Y (f(P,{q})), and in the end
HT Y (fSP(P,q)) =HT Y (f(P,{q})).
Lemma 7
Let P be a program over Σ, q ∈ Σ, Y ⊆ Σ \ {q} and 〈Y,Y 〉 ∈ HT (P) and 〈Y,Y ∪{q}〉 ∈ HT (P)
and 〈Y ∪{q},Y ∪{q}〉 ∈ HT (P).
ThenHT Y (fSP(P,q)) =HT Y (f(P,{q})) for a representative f ∈ FSP.
Proof
In this setting, just /0 is relevant, i.e. RelY(P,{q}) = { /0}, and therefore
HT Y (f(P,{q})) =HT Y (P).
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First, we proof thatHT Y (fSP(P,q))⊆HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 6∈HT Y (f(P,{q})),
then 〈X ,Y 〉 6∈ HT (P).
From 〈X ,Y 〉 6∈ HT (P) it follows that
• ∃r1 ∈ R1 : 〈X ,Y 〉 6|= r1, or
• ∃r4 ∈ R4 : 〈X ,Y 〉 6|= r4
From the premise of the lemma it follows that ∃D ∈ Dqas(R3 ∪R4) : 〈X ,Y 〉 |= D. Therefore, in
either case the rule that is derived by 4 contradicts 〈X ,Y 〉.
Second, we proof thatHT Y (fSP(P,q))⊇HT Y (f(P,{q})). So we suppose that 〈X ,Y 〉 ∈HT Y (f(P,{q})),
then 〈X ,Y 〉 ∈ HT (P).
From 〈X ,Y 〉 ∈ HT (P) it follows that ∀r′ ∈ R1∪R4 : 〈X ,Y 〉 |= H\q(r′)∨〈X ,Y 〉 6|= B\q(r′), there-
fore 〈X ,Y 〉 satisfies all rules derived by 1, 2, 4, 5, 6.
There are two cases, either 〈X ∪{q},Y ∪{q}〉 |= P, then ∀r ∈ R0∪R2 : 〈X ,Y 〉 |=H(r)∨〈X ,Y 〉 6|=
B\q(r). Then 〈X ,Y 〉 satisfies all rules derived by 1, 2, 3, 7.
Or 〈X ∪{q},Y ∪{q}〉 6|= P, then ∃r ∈ R0 ∪R2 : 〈Y,Y 〉 6|= r and therefore ∀D ∈ Dqas(R0 ∪R2) :
〈Y,Y 〉 6|= D, which means that 〈X ,Y 〉 satisfies all rules derived by 3 and 7.
In either case 〈X ,Y 〉 |= fSP(P,q), therefore HT Y (fSP(P,q)) ⊇ HT Y (f(P,{q})), and in the end
HT Y (fSP(P,q)) =HT Y (f(P,{q})).
Appendix B Detailed Comparison
In this appendix, we provide more detailed information on the comparison for each of the three
existing approaches on syntactic forgetting in answer set programming. We clearly identify their
short-comings and limitations in comparison to our novel operator.
To make this material self-contained, in each case, we first recall their concise definition, as
presented in (Gonc¸alves et al. 2016a), and then discuss the crucial differences.
B.1 Strong and Weak Forgetting
Zhang and Foo (2006) introduced two syntactic operators for normal logic programs, termed
Strong and Weak Forgetting. Both start with computing a reduction corresponding to the well-
known weak partial evaluation (WGPPE) (Brass and Dix 1999), defined as follows: for a normal
logic program P and q∈ Σ, R(P,q) is the set of all rules in P and all rules of the form head(r1)←
body(r1) \ {q}∪ body(r2) for each r1,r2 ∈ P s.t. q ∈ body(r1) and head(r2) = q. Then, the two
operators differ on how they subsequently remove rules containing q, the atom to be forgotten.
In Strong Forgetting, all rules containing q are simply removed:
fstrong(P,q) = {r ∈ R(P,q) | q 6∈ Σ(r)}
In Weak Forgetting, rules with occurrences of not q in the body are kept, after not q is removed.
fweak(P,q) = {head(r)← body(r)\{not q} |
r ∈ R(P,q),q 6∈ head(r)∪body(r)}
The motivation for this difference is whether such not q is seen as support for the rule head
(Strong) or not (Weak). Both operators are closed for normal programs.
It is easy to identify the one communality of these two syntactic operators and the new operator
fSP. If we restrict step 1a in Def. 3 to normal logic programs, then it does correspond to the
calculation of the new rules obtained in R(P,q).
28 Matti Berthold et al.
The operator fSP is, of course, applied to a larger class of programs, which is important and
necessary as forgetting while satisfying (SP) cannot be closed for normal programs (cf. (Knorr
and Alferes 2014)), but there are further crucial differences. First, the normalization applied
in (Zhang and Foo 2006) is limited to the elimination of the two kinds of tautological rules
(cf. Def. 2 in (Zhang and Foo 2006)) possible for normal programs (out of the three cases we
consider). Our normalization in Def. 1 includes steps 3. and 4. which are applicable to normal
programs, but not considered in (Zhang and Foo 2006). More importantly, both operators would
not do any actual transformations/replacements w.r.t. negated atoms in the body. Rather, either the
rules are simply deleted (Strong Forgetting), or only the negated atoms are deleted. This, yields
counter-intuitive results of forgetting for which (SP) is not satisfied even though forgetting while
satisfying (SP) would be possible.
Example 10
Consider forgetting about q from P = {p← not q; q← not c}. In both cases, R(P,q) = P, since
(WGPPE) is not applicable. Then, in Strong Forgetting all rules are deleted, i.e., fstrong(P,q) = /0,
whereas in Weak Forgetting, in the first rule, not q is deleted only and the second rule entirely,
i.e., fweak(P,q) = {p←}. The desired result, that, e.g., would allow us to infer p if a fact c← is
added to the program, would contain (only) the rule p← not not c instead. Hence, in both cases,
undesired results are obtained.
In summary, while both operators behave in a desired manner when forgetting only involves
positive atoms in the rule bodies, in the presence of a negated atom (to be forgotten) in some
body, they cease to be of interest, as strong and weak forgetting resume to essentially strong and
weak deletion with undesired effects on forgetting results, both, arguably from an intuitive point
of view, as well as due to the fact that (SP) is trivially not satisfied.
B.2 Semantic Forgetting
Eiter and Wang (2008) proposed Semantic Forgetting to improve on some of the shortcomings
of the two purely syntax-based operators fstrong and fweak. Semantic Forgetting introduces a class
of operators for consistent disjunctive programs3 defined as follows
Fsem = {f | AS(f(P,V )) =MIN (AS(P)‖V )}
whereMIN (S) refers to the minimal elements in S. The basic idea is to characterize a result
of forgetting just by its answer sets, obtained by considering only the minimal sets among the
answer sets of P ignoring V . Three concrete algorithms are presented, two based on semantic
considerations and one syntactic. Unlike the former, the latter is not closed for normal and dis-
junctive programs, since double negation is required in general (Eiter and Wang 2008).
We now focus on the detailed comparison between this syntactic operator, called forget3, and
fSP. To ease the comparison, we recall it in Fig. B 1.
To begin with, forget3 requires a consistent disjunctive program whereas fSP is more general
and can be applied to programs without answer sets and, of course, to the general case of extended
3 Actually, classical negation can occur in scope of not , but due to the restriction to consistent programs, this difference
is of no effect (Gelfond and Lifschitz 1991), so we ignore it here.
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Fig. B 1. Syntactic algorithm forget3
programs.4 In terms of output, forget3 produces an extended program (called DDLP in (Eiter and
Wang 2008)) whose minimal answer sets coincide withAS(f(P, l)) for all f ∈ Fsem. The operator
fSP returns an extended program, that corresponds to the semantic definition of class FSP, i.e., if
Ω is not satisfied, i.e., (SP) holds for this forgetting instance, then (without any minimization) the
answer sets of the result correspond precisely to those of the input program (modulo the forgotten
atoms). Otherwise, if Ω is satisfied, then the answer sets of the result are a superset of those of
the input program (again modulo the forgotten atoms).
Now, although at first glance, Step 1 of forget3 may seem very similar to the normalization
applied here for fSP, there are crucial differences. In more detail, Step 1 considers a collection of
program transformations, namely, Elimination of Tautologies, Elimination of Head Redundancy,
Positive Reduction, Negative Reduction, Elimination of Implications, Elimination of Contradic-
tions, and Unfolding (please refer to 4.3.1 in (Eiter and Wang 2008) for their concise definitions).
Among these seven, four transformations have a correspondence in the construction of the nor-
mal form, since Elimination of Tautologies and Elimination of Contractions correspond to 1. of
Def. 2, Elimination of Head Redundancy corresponds to 3. of Def. 2, and Elimination of Im-
plications to 4. of Def. 2. Note that there is no correspondence to 2. of Def. 2 as forget3 does
not consider double negation. The other three transformations are not part of the normal form
considered here, and, as such, to a large extent responsible for the inadmissibility of forget3 as a
syntactic operator for satisfying (SP).
Positive Reduction essentially removes negated atoms not c from the body of a rule if there is
no rule in the given program whose head contains c. This is a reasonable step in the context of
Semantic Forgetting, where one is only interested in the answer sets of the current program. If
4 Actually, forgetting a single literal is considered for forget3, but again, since for consistent programs, we can always
transform the program with literals (including classical negation) into one without, this difference is not of importance
here.
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we want to take into account the answer sets of the program together with other rules over the
remaining language, then this clearly is not suitable.
Example 11
Recall the program from Ex. 10 where we forget about q from P = {p← not q; q← not c}.
By Positive Reduction, not c is eliminated in Step 1, leading eventually to the forgetting result /0,
which, as argued in Ex. 10 is not desired. Rather a single rule {p← not not c}would be expected.
This is also the reason why the forgetting result for the example program P′ in Sec. 4 returns
{p←} and not {p← not c}. In fact, positive reduction alone already suffices to not use forget3,
but there are further problems.
At first glance, Unfolding seems to coincide with the idea of WGPPE in (Zhang and Foo
2006) and step 1a in Def. 3. The crucial difference is that the latter only apply this to the atom
to be forgotten, whereas Unfolding is applied to all occurrences of positive atoms. This, again, is
suitable for the approach of Semantic Forgetting, as it does not jeopardise the answer sets of the
program itself, and it subsequently allows for a simpler definition of forgetting (as no positive
atoms can occur in the rule bodies of a program in negative program). However, this step causes
several problems including the satisfaction of (SP).
Example 12
Consider forgetting about q from the program P= {a← b; b← a; q←}. This program says that
q is true, and that both a and b are false, but if we manage to derive one of them, then also the
other has to be true.
Now, by Unfolding, we can replace a← b with a← a. This rule is a tautology, so it can be
removed. Finally, rule b← a is removed also by unfolding (as a special case of unfolding as
argued likewise in (Eiter and Wang 2008) for the running example in Sec. 4.3.1 justifying the
removal of r′5). The result is indeed a negative program, but forgetting about q yields the empty
program, and the dependency between a and b (if one is true, then the other also has to be true)
has been lost in the course of forgetting using forget3.
Hence, general Unfolding is unsuitable when forgetting while satisfying (SP). In addition, it
considerably reduces the similarity between the input program and its forgetting result, unneces-
sarily increasing the number of rules in the resulting program, affecting also the rules that do not
contain the atom(s) to be forgotten.
Negative Reduction, which basically deletes rules whenever they contain a negated body atom
for which the program contains a fact, further increases the difference between the original pro-
gram and its output, again effecting atoms the rules that do not contain the atom(s) to be forgotten.
Step 2 of forget3 causes further differences: its objective is to essentially separate occurrences
of atoms in disjunctions so that subsequently the atom to be forgotten appears alone in the rule
head. This transformation does not preserve strong equivalence and is not part of the definition
of fSP.
The construction in Step 3 is a simplified version of the construction of Dqas(P) and case 4
of Def. 3, simplified due to the fact that the input not allows double negation. Finally, Step 4,
corresponds to removing/not including any rules containing the atom to be forgotten.
In summary, there are commonalities between forget3 and fSP, but, even restricted to Horn
programs (as in Ex. 12), there are crucial differences which make the usage of forget3 inadmissi-
ble, since we want that (SP) is satisfied whenever this is possible. The essential reason for that is
that several of the syntactic transformations applied in forget3 are justified by the equivalence of
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answer sets only, which is not sufficient for (SP). We want to stress again that forget3 cannot be
iterated, since, in general, it produces extended programs (with double negation). The operator
fSP overcomes this problem, but, due to this, requires a more involved definition that handles
double negation.
B.3 Strong AS-Forgetting
Knorr and Alferes (2014) introduced Strong AS-Forgetting with the aim of preserving not only
the answer sets of P itself but also those of P∪R for any R over the signature without the atoms
to be forgotten, in the sense of (SP). The notion is defined abstractly for classes of programs C.
FSas = {f | AS(f(P,V )∪R) =AS(P∪R)‖V for all
programs R ∈ C with Σ(R)⊆ Σ(P)\V}
A concrete operator is defined for a non-standard class of programs (with double negation and
without disjunction), but not even closed for normal programs.
While Strong AS-Forgetting provides the expected results in certain cases, its applicability
is severely limited to certain programs within a non-standard class with double negation, but
without disjunction. Additionally, its result often does not belong to the class of programs for
which it is defined, preventing its iterative use. fSP overcomes all the shortcomings of strong
as-forgetting and satisfies (SP) whenever this is possible.
