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Abstract
Form factors are quantities that involve both asymptotic on-shell states and
gauge invariant operators. They provide a natural bridge between on-shell
amplitudes and off-shell correlation functions of operators, thus allowing us to
use modern on-shell amplitude techniques to probe into the off-shell side of
quantum field theory. In particular, form factors have been successfully used
in computing the cusp (soft) anomalous dimensions and anomalous dimensions
of general local operators. This review is intended to provide a pedagogical
introduction to some of these developments. We will first review some am-
plitudes background using four-point amplitudes as main examples. Then we
generalize these techniques to form factors, including (1) tree-level form fac-
tors, (2) Sudakov form factor and infrared singularities, and (3) form factors of
general operators and their anomalous dimensions. Although most examples
we consider are in N = 4 super-Yang-Mill theory, the on-shell methods are
universal and are expected to be applicable to general gauge theories.
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1 Introduction
Significant progress has been made in computing scattering amplitudes in the past thirty
years, for which there have been many excellent reviews, see e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10].
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Figure 1: Form factors provide a bridge between amplitudes and correlation functions.
By imposing on-shell unitarity cuts (indicated by the red dash lines), the amplitudes are
building blocks in form factors, and so are form factors in correlation functions.
It should be fair to say that among these developments, one of the most important ideas is
the use of on-shell methods, such as the spinor helicity formalism [11, 12, 13, 14], the tree-
level recursion relations [15, 16] and the (generalized) unitarity methods [17, 18, 19]. While
scattering amplitudes are central physical quantities in quantum field theory, there are
other important objects, such as gauge invariant operators. Computing their anomalous
dimensions and correlation functions has also been an important subject. A question
that one may ask is: can the modern advances of scattering amplitudes be applied to
more general observables such as anomalous dimensions and correlation functions? At
first sight the answer seems to be negative, because unlike amplitudes, gauge invariant
operators are off-shell, therefore, the on-shell methods seem not applicable. Fortunately,
this problem can be overcome with the help of form factors.
Form factors are the matrix elements between on-shell asymptotic states and gauge
invariant operators. The explicit definition of an n-point form factor can be given as
FO,n =
∫
dDx e−iq·x〈1 · · ·n|O(x)|0〉 = (2π)Dδ(D)
(
q −
n∑
i=1
pi
)
〈1 · · ·n|O(0)|0〉, (1)
where pi are the on-shell momenta of n asymptotic particle states, and O is a local
operator. By Fourier transformation, q =
∑
i pi is the off-shell momentum carried by the
operator. Therefore, form factors are partially on-shell and partially off-shell quantities,
and they provide a natural bridge connecting the worlds of amplitudes and correlations
functions, as illustrated in Figure 1.
In this review we will give an introduction to form factors in N = 4 super-Yang-
Mills theory (SYM). N = 4 SYM has been the primary model for the discovery and the
developments of AdS/CFT correspondence [20, 21, 22]. It has also been a very important
experimental ground for the modern amplitude developments. The idea of unitarity cut
method was first applied to compute one-loop amplitudes in N = 4 SYM in 1994 by Bern,
Dixon, Durban and Kosower [17, 18]. In 2003 Witten’s groundbreaking work provided a
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natural description of tree-level massless amplitudes using twistor space [23]. A key insight
of this work that turned out to be very important later is the use of complex momentum
and three-point massless amplitudes. This soon lead to the discovery of several novel
tree amplitude techniques: the BCFW recursion relation [15, 16], the MHV rules [24] and
the connected description [25]. At the one-loop level, the generalized unitarity cut was
developed based on three-point building blocks [19]. In 2005, based on the two- and three-
loop 4-point computations in N = 4 SYM, Bern, Dixon and Smirnov proposed an ansatz
of planar amplitudes to all orders [26], which conjectures that a planar amplitude to all
order can be given as the exponentiation of the one-loop correction. In 2007, Alday and
Maldacena tested the BDS ansatz at strong coupling, where the computation is reduced to
a geometric minimal surface problem using AdS/CFT correspondence [27]. This strong
coupling picture, as well as the weak coupling observation [28], suggested the hidden
dual conformal symmetry of planar amplitudes and the corresponding duality of planar
amplitudes and null Wilson loops [29, 30, 31]. A review of this story can be found in [10].
Inspired by these developments and in particular Hodge’s insight [32], hidden geometric
structures such as Grassmannian and polytopes were discovered [33, 34, 35, 36]. At the
integrand level, the all-loop recursion relation was also developed [37]. See [6] for a review
on these developments. Another important progress is the discovery of a duality between
color and kinematics by Bern, Carrasco and Johansson in 2008 [38, 39] which we will
consider in more detail later.
Most of the above developments in amplitudes have been generalized to form factors.
Although the Sudakov form factor in N = 4 SYM was first studied by van Neerven back in
1986 [40], it is only in recent years that the study of form factors in N = 4 SYM started to
draw attention. This was first considered at strong coupling via AdS/CFT correspondence
[41, 42] and then at weak coupling [43, 44, 45, 46], followed by many further studies. MHV
structure of form factors and supersymmetric formalism were found in [45, 47]. The
duality between form factor and Wilson line, and the related dual conformal symmetry,
were considered in [43, 48]. The strong coupling computation was generalized to full AdS5
space using AdS/CFT correspondence [49]. Color-kinematics duality has been applied to
compute form factors in [50, 51]. Grassmannian and polytopes pictures were studied in
[52, 53, 54, 55, 56]. The twistor formalism was applied to form factors in [57, 58, 59,
60]. The connected description was developed in [61, 62, 63]. Recursion relation at the
integrand level was studied in [64, 65]. The unitarity computation of form factors of
BPS operators was pursued in [66, 67]. Form factors of non-protected operators and their
application to the anomalous dimension problem in N = 4 SYM theory have been studied
in [68, 69, 70, 71, 72, 73]. Form factors with multi-operator insertions have been studied
in [74, 75, 76] (see also a try at strong coupling in [49]). Some other developments include
[77, 78, 79, 80, 81]. There have been several Ph.D theses devoted to the study of form
factors using modern amplitudes techniques [82, 83, 84, 85, 86, 87]. A brief review on
form factors in N = 4 SYM can be found in [88].
It is beyond the scope of this review to cover all of above developments, and therefore
we will focus on the aspects where the modern on-shell methods, in particular the unitarity
methods, have been heavily used. One reason for this choice is that the on-shell formalism
is based on general principles of quantum field theory. Therefore, although we consider
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the special N = 4 SYM, the ideas and techniques that we illustrate are expected to be
applicable to general gauge theories. Having this in mind, we will restrict ourselves to the
following aspects of form factors. The first class of form factors that we will consider are
tree-level form factors (which are applicable to general massless gauge theories). Then we
will consider two-point Sudakov form factors, which are important for computing infrared
(IR) divergence quantities, such as the cusp and collinear anomalous dimensions. Finally,
we consider loop form factors of generic non-BPS operators, from which we can extract
ultraviolet (UV) anomalous dimensions. Necessary background of amplitude techniques
and pedagogical examples will be given. We expect the review to be understandable to a
reader with a basic knowledge of quantum field theory.
Outline
This review is structured as follows.
In Section 2, we first give a brief review of the N=4 SYM theory, then we take four-
point tree amplitudes as examples to explain several important concepts and techniques:
including traditional Feynman diagrams method (as a warm up), color-decomposition,
color-kinematics duality, on-shell (super) spinor helicity formalism, as well as unitarity
cut method.
In Section 3, we consider form factors at tree-level, which are the basic building blocks
in the on-shell methods. The simple structure of tree results would be essential for the
simplicity of loop quantities. As we will see, despite being partially off-shell, form factors
preserve remarkable simple form as scattering amplitudes. Through minimal form factors,
the spinor helicity formalism also provides a natural language for ‘on-shellize’ generic local
operators.
Section 4 is devoted to the two-point Sudakov form factor of a half-BPS operator,
which contains important information of infrared divergences. As a quantity of single
kinematic scale, it provides one of simplest examples to illustrate high loop computations.
We explain the unitarity cut and color-kinematics duality method with explicit examples.
In Section 5, we consider form factors with general non-protected operators. They con-
tain UV divergences from which one can compute anomalous dimensions of the operators.
Examples in both SO(6) and SL(2) sectors are provided.
We conclude and give an outlook in Section 6.
Several technical details are given in appendices. The Feynman rules used in the main
text are given in Appendix A. The color factor computation is explained in Appendix B.
We explain how to choose a basis of spinor products in Appendix C. The supersymmetric
transformation is discussed in Appendix D. Finally, the integral convention and some
formulas are given in Appendix E.
2 Preliminary: Four-Point Tree Amplitudes
Many central concepts of modern amplitude studies can be understood by looking at
the very simple four-point tree amplitudes. In this section, after a brief introduction of
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N = 4 SYM, we will use four-point amplitudes as major examples to explain several
important ideas of amplitudes, including color-decomposition, color-kinematics duality,
on-shell (super) spinor helicity formalism, and unitarity cut. This section is intended to
give the necessary background of amplitudes, which will be used and generalized to study
form factors in later sections.
2.1 N=4 super Yang-Mills theory
N=4 SYM is the maximally supersymmetric massless gauge theory in four dimensions
[89]. The field content consists of the same gauge boson Aµ as in quantum chromody-
namics (QCD), plus extra particles: six real scalars ΦI with I = 1, ..., 6, and eight Weyl
fermions ΨαA, Ψ¯
A
α˙ with α, α˙ = 1, 2, A = 1, 2, 3, 4. All fields are in the adjoint representa-
tion of the SU(Nc) gauge group:
Aµ = A
a
µT
a , ΦI = Φ
a
IT
a , Ψ = ΨaT a , (2)
where T a, a = 1, . . . , N2c − 1, are the generators of SU(Nc). The generators satisfy the
commutation relation
[T a, T b] = i
√
2fabcT c = f˜abcT c , f˜abc = tr(T aT bT c)− tr(T aT cT b) , (3)
where fabc is the structure constant. We choose the normalization tr(T aT b) = δab.
The Lagrangian of N=4 SYM can be written as
LN=4 =
1
g2YM
Tr
[
1
4
F 2µν +
1
2
(DµΦI)
2 − 1
4
[ΦI ,ΦJ ]
2 + fermionic part
]
, (4)
where the covariant derivative is
Dµ · = ∂µ · −igYM[Aµ, ·] . (5)
The details of the fermionic part will not be needed in this review. From the Lagrangian
one can derive Feynman rules, and we collect the Feynman rules for gluons and scalars in
Appendix A.
N = 4 SYM is a special theory in the sense that it enjoys many symmetries. First,
the theory is maximally supersymmetric: the bosonic fields, 2 gluons plus 6 scalars, have
eight physical degrees of freedom which match the number of fermions. This corresponds
to a global R-symmetry SU(4)R ≃ SO(6)R. Furthermore, the β function is zero to all
order, thus the theory is a conformal field theory (CFT) [90, 91, 92, 93]. Supersymmetry
and conformal symmetry together form a larger global symmetry group PSU(2, 2|4).
Moreover, in the ‘t Hooft large Nc limit [94], the planar N=4 SYM contains infinitely
many hidden symmetries which render the theory integrable, see an extensive review in
[95].
Since N = 4 SYM is a CFT, a commonly raised question is: are scattering amplitudes
well defined in this theory? This seems indeed puzzling since the asymptotic states are
not physically well-defined in CFT. This problem may be solved from several viewpoints.
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Figure 2: Feynman diagrams of the four-gluon tree amplitude.
First, there is certainly no problem to formally define a perturbative S-matrix from a
given Lagrangian. In particular, the tree-level amplitudes take universal form that are
not sensitive to which theory one is considering, for example, the gluon tree amplitudes
are identical in N = 4 SYM and QCD. Second, at loop level, the loop integrals contain
divergences. This requires to introduce a regulator, such as changing dimension to be
D = 4− 2ǫ in dimensional regularization, where the conformal symmetry is broken. Last
but not least, amplitudes are not yet the final physical observables. In this respect, one
should note that even in QCD, there are also no asymptotic free gluons or quarks because
of confinement, but one can still consider QCD amplitudes by assuming there are free
on-shell partons. (In QCD, the factorization is the underlying mechanism that justifies
this assumption, see e.g. [96].) Similar point of view can be taken for N = 4 SYM.
2.2 Four-point amplitudes
Now we start to review amplitudes techniques using four-point tree amplitudes as concrete
examples. As a warm-up, we first review the computation of standard Feynman diagrams.
The four-gluon amplitude
There are four Feynman diagrams for the four-gluon tree amplitude as given in Figure 2.
Using the Feynman rules given in Appendix A, one obtains the amplitude as a function
of color factors and Lorentz products of momenta and polarization vectors:1
Aˆ
(0)
4 ({εi, pi, ai}) =− ifa1a2bfa3a4b
{ηµν
s12
[
(ε1 · ε2)(pµ1 − pµ2) + 2(ε1 · p2)εµ2 − 2(ε2 · p1)εµ1
]
× [(ε3 · ε4)(pν3 − pν4) + 2(ε3 · p4)εν4 − 2(ε4 · p3)εν3]
+ (ε1 · ε3)(ε2 · ε4)− (ε1 · ε4)(ε2 · ε3)
}
+ (1↔ 3) + (2↔ 3) . (6)
Expanding the structure constants fabc in terms of T a’s as (3), and contracting color
indices using the completeness relation (see Appendix B for more discussion)
N2c−1∑
a=1
(T a) ji (T
a) lk = δ
l
i δ
j
k −
1
Nc
δ ji δ
l
k , (7)
1We will in general neglect the gauge coupling gYM which can be easily recovered.
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(a) (b) (c)
Figure 3: Examples of planar and non-planar topologies: (a) is a single-trace one-loop
planar diagram, (b) is a double-trace one-loop diagram, and (c) is a single trace but
non-planar diagram. Both (b) and (c) are suppressed in the large Nc limit.
the four-gluon amplitude can be reorganized as a sum of six terms:
Aˆ
(0)
4 =tr(T
a1T a2T a3T a4)A
(0)
4 (1, 2, 3, 4) + tr(T
a1T a3T a2T a4)A
(0)
4 (1, 3, 2, 4)
+ tr(T a2T a1T a3T a4)A
(0)
4 (2, 1, 3, 4) + tr(T
a2T a3T a1T a4)A
(0)
4 (2, 3, 1, 4)
+ tr(T a3T a1T a2T a4)A
(0)
4 (3, 1, 2, 4) + tr(T
a3T a2T a1T a4)A
(0)
4 (3, 2, 1, 4)
=
∑
σ∈S3
tr(T aσ(1) · · ·T aσ(3)T a4)A(0)4 (σ(1), σ(2), σ(3), 4) , (8)
where each term contains a single-trace color factor and a component A4 which depends
only on kinematics. We will call A4 the color-ordered amplitudes. One can check that
A4(1, 2, 3, 4) in the first term in (8) can be computed using three planar Feynman dia-
grams, (a), (b), (d) given in Figure 2, with color-stripped Feynman rules given in Appendix
A.
Similarly, an n-gluon amplitude can be decomposed as
Aˆn({ai, pi, ηi}) =
∑
σ∈Sn/Zn
Tr(T aσ(1) · · ·T aσ(n))An({pσ(i), ησ(i)}) + multi-trace terms . (9)
The first sum contains only color single-trace contributions, while the multi-trace terms
contribute only starting from one and higher loop orders. We denote Aˆn for amplitudes
with full color dependence, and An for color-ordered amplitudes.
The color decomposition has a natural interpretation of planarity in the ‘t Hooft large
Nc limit [94], in which one takes Nc to be infinitely large while keeping λ = g
2
YMNc fixed. In
this limit, only the single-trace terms survive. Therefore, the corresponding components,
the color-ordered amplitudes with leading Nc factor, will be also called planar amplitudes.
They can be computed using planar Feynman diagrams with color-stripped Feynman
rules. We illustrate some examples of planar and non-planar topologies in Figure 3.
In Section 2.3, we will find that amplitudes Aˆ of full color dependence can have
some hidden structure (a duality between color factors and kinematics factors), which
is not visible in the planar limit. Therefore, it is important to keep in mind that: while
planar color decomposition is an important way of simplification, considering the full color
dependence may also have significant advantages.
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Figure 4: Planar Feynman diagrams for the four-scalar color-stripped amplitudes.
The four-scalar amplitudes
As a further example in N = 4 SYM, we consider the tree amplitudes with four external
scalars. They will be used as building blocks to compute the anomalous dimensions in
the SO(6) sector in Section 5. Since the color structure is same as that of the gluon
amplitudes, we only consider the planar color-ordered amplitudes below.
The planar four-scalar amplitudes have three Feynman diagram contributions, as
shown in Figure 4:
A(1φI , 2φJ , 3φK , 4φL) = Diag. (a) + Diag. (b) + Diag. (c) . (10)
The first two diagrams are related by symmetry. Using Feynman rules in Appendix A,
one has
Diag. (a) = − i
(p1 + p4)2
( i√
2
)2
(p4 − p1) · (p2 − p3)δILδJK = −i
(
1
2
+
s12
s14
)
δILδJK , (11)
Diag. (b) = −i
(
1
2
+
s14
s12
)
δIJδKL , sij := (pi + pj)
2 . (12)
The third diagram is simply a four-scalar self-interaction vertex which gives
Diag. (c) = − i
2
δILδJK + iδIKδJL − i
2
δIJδKL . (13)
In total, the planar four-scalar amplitudes are
A(1φI , 2φJ , 3φK , 4φL) = i
[(
−1 − s12
s14
)
1+ P+
(
−1− s14
s12
)
T
]
, (14)
where we introduce
1 := δILδJK , P := δIKδJL , T := δIJδKL . (15)
This implies that the four-scalar amplitudes have three types of R-change flow structures,
which are illustrated in Figure 5. They have a nice physical picture which will be discussed
in Section 5.2.
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Figure 5: R-charge flow structure for the four-scalar amplitudes.
2.3 Color-kinematics duality
A surprising duality between color and kinematics in amplitudes was discovered by Bern,
Carrasco and Johansson [38, 39]. The duality conjectures that there exists a cubic graph
representation of amplitudes in which the kinematic numerators satisfy equations in one-
to-one correspondence with Jacobi relations of the corresponding color factors. This
indicates a deep connection between the kinematic and color structures in gauge theories.
s
t
2
1
3
4
2 3
41
u
1 4
32
Figure 6: Trivalent graphs of four-point tree amplitudes.
A basic and important example to understand the color-kinematics duality is the four-
point tree amplitudes. The starting point is to express four-point amplitudes as a sum of
three terms,
Aˆtree4 (1, 2, 3, 4) =
cs ns
s
+
ct nt
t
+
cu nu
u
, (16)
which correspond to three trivalent topologies in Figure 6. The ci are color factors defined
by the product of structure constants f˜abc associated to each trivalent vertex:
cs = f˜
a1a2bf˜ ba3a4 , ct = f˜
a2a3bf˜ ba4a1 , cu = f˜
a1a3bf˜ ba2a4 , (17)
which satisfy the Jacobi relation:
cs = ct + cu . (18)
The numerators ni are kinematic factors depending on the polarization and momentum
invariants. Since the color factors and the propagators are simply determined by the
topologies, the genuine non-trivial information is contained in the kinematic factors ni.
The color-kinematics duality requires that the numerators satisfy the same Jacobi relation
of color factors:
cs = ct + cu ⇒ ns = nt + nu , (19)
which we will refer as dual Jacobi relation or kinematic Jacobi relation.
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One can check if the dual Jacobi relation is correct using the Feynman diagram results
in last subsection. From the four-gluon amplitude result (6) and collecting terms according
the color factors, one finds
n4-gluons =
i
2
ηµν
[
(ε1 · ε2)(pµ1 − pµ2) + 2(ε1 · p2)εµ2 − 2(ε2 · p1)εµ1
]
× [(ε3 · ε4)(pν3 − pν4) + 2(ε3 · p4)εν4 − 2(ε4 · p3)εν3]
+ s12(ε1 · ε3)(ε2 · ε4)− (ε1 · ε4)(ε2 · ε3) , (20)
and the t and u-channel numerators are related by symmetry as
nt = ns|1↔3 , nu = ns|2↔3 . (21)
It is then straightforward to check the kinematic numerators indeed satisfy the dual Jacobi
relation (19). Note that one needs to use the on-shell conditions p2i = εi · pi = 0.
Similarly, for four-scalar amplitudes, one has
n4-scalars =
i
2
[
(p1 − p2) · (p3 − p4)δI1I2δI3I4 + s12(δI1I3δI2I4 − δI1I4δI2I3)
]
, (22)
and nt, nu are similarly given by (21). They also satisfy the dual Jacobi relation.
Although the duality is satisfied directly for four-point amplitudes, this is not obvious
to be true for high-point or high-loop cases. For general tree-level amplitudes, the exis-
tence of such a representation has been proved based on monodromy relations in string
amplitudes [97, 98] or directly in field theory using the BCFW recursion relation [99].
At the loop level, the general existence of this duality is still a conjecture and relies on
a case-by-case proof. In self-dual YM/gravity, the dual Jacobi relation can be nicely in-
terpretated as the algebra of area-preserving diffeomorphism [100]. An important bonus
of the duality is its power in computing gravity amplitudes [39, 101], which is dubbed
the double copy construction and is closed related to the KLT relation [102] and CHY
formalism [103, 104]. We will not discuss this aspect in this review. We suggest interested
reader to [105] for an introduction and extensive review of the subject. We will discuss
the loop construction of Sudakov form factors using color-kinematics duality in Section 4.
2.4 Spinor helicity formalism
The central idea of on-shell method is to compute the amplitudes with simpler on-shell
quantities. Starting with simplest tree-level building blocks, one can construct higher-
point tree amplitudes via recursion relations based on the analytic and factorization
properties of amplitudes [15, 16]. Using (generalized) unitarity cut, loop amplitudes
can be further constructed using tree-level building blocks [17, 18, 19]. These ideas can
be best realized using the spinor helicity formalism [11, 12, 13, 14]. We provide a brief
introduction of this formalism below, and reader can find more extensive discussion in
e.g. [2, 6, 7].
The basic idea is to express four-momentum as a product of two spinors. For the
massless momentum pj (of jth particle), one has
pαα˙j = p
µ
j σ
αα˙
µ = λ
α
j λ˜
α˙
j , (23)
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where σµ = (1, σi) with σi the Pauli matrices. The new variables λ
α, λ˜α˙ are 2-component
Weyl spinors, with α, α˙ = 1, 2. The Lorentz product of four-momenta is given in terms
of spinor contraction as
2pi · pj = 〈i j〉[j i], 〈i j〉 = ǫαβλαi λβj , [i j] = ǫα˙β˙λ˜i,α˙λ˜j,β˙ , (24)
where ǫαβ , ǫ
α˙β˙ are antisymmetric tensors and can be used to bring down or up the spinor
indices. The spinor products satisfy the Schouten identity:
〈i j〉〈k l〉+ 〈k i〉〈j l〉+ 〈j k〉〈i l〉 = 0 , (25)
with a similar one for λ˜ by changing 〈 〉 → [ ]. Because of such non-linear relations,
expressions given in terms of spinor products are not unique and it is in general hard to
simplify a result systematically. In this respect, it is convenient to choose an independent
basis of spinor products. This is explained in Appendix C.
There are several advantages by introducing the spinor representation. First of all,
the polarization vectors of gluons can be expressed in the bi-spinor representation as
ε
(+)
i,αα˙ =
√
2
ξi,αλ˜i,α˙
〈ξiλi〉 , ε
(−)
i,αα˙ =
√
2
λi,αξ˜i,α˙
[λiξi]
, (26)
where ξ, ξ˜ are arbitrary reference spinors.
Second, it allows a simple representation of three-point amplitudes. This is not trivial
since the physical three-gluon amplitude is zero. To obtain a non-trivial expression, one
needs to go to complex momentum space which is easy to realize using spinor variables
[23]:
A3(1
−, 2−, 3+) = i
〈12〉3
〈23〉〈31〉 , A3(1
+, 2+, 3−) = −i [12]
3
[23][31]
. (27)
The above three-gluon amplitudes can be fixed by dimensional analysis and little group
transformation, see e.g. [106]. It is also possible to obtain this form using Feynman
diagram expression
A3 = i
√
2
[
(ε1 · p2)(ε2 · ε3) + (ε2 · p3)(ε3 · ε1) + (ε3 · p1)(ε1 · ε2)
]
, (28)
and the spinor form of polarization vectors (26).2
Third, the spinor helicity formalism allows us to decompose amplitudes according to
their helicity configurations, which is usually called helicity amplitudes. The simplest
class of helicity amplitudes are the maximally helicity violating (MHV) gluon amplitudes
which have only two negative helicities. They take the remarkably simple Parke-Taylor
form [107]:
An(1
+ . . . , i−, . . . j−, . . . , n+) = i
〈ij〉4
〈12〉 . . . 〈n1〉 . (29)
2It may be interesting to note that one could easily find the form of (27) by computing three-gluon
form factor of tr(F 2) operator and then taking the q2 → 0 limit.
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Such kind of simplicity is not obvious at all using Feynman diagram expressions. With
MHV amplitudes as building blocks, one can systematically compute other non-MHV
helicity amplitudes using e.g. MHV rules [24].
Since we consider supersymmetric N = 4 SYM, we also introduce super spinor helicity
formalism. The on-shell supermomentum QαAj of the jth external partcle can be defined
as
QαAj = λ
α
j η
A
j , (30)
where ηAj ’s are Grassmann variables and the superscripts A = 1, . . . , 4 denote the SU(4)R
indices. The on-shell states can be described by the N = 4 on-shell superfield [108]:
W (p, η) = g+(p)+η
A ψ¯A(p)+
ηAηB
2!
φAB(p)+
ǫABCDη
AηBηC
3!
ψD(p)+η1η2η3η4 g−(p) . (31)
In (31), the six real scalars φI are changed from the SO(6)R to the SU(4)R representation
as φAB = Σ
I
ABφI , which satisfy
φAB = −φBA , φAB = 1
2
ǫABCDφCD . (32)
The on-shell superfields fulfill a representation of the N = 4 superalgebra, which is
discussed in Appendix D.
With the on-shell superfield representation, amplitudes of different external particles
can be written in a very compact form. The super MHV amplitudes can be given as
AMHVn = i
δ(4)(
∑
i λiλ˜i)δ
(8)(
∑
i λiηi)
〈12〉〈23〉 . . . 〈n1〉 , (33)
where the two delta functions in the numerator correspond to momentum conservation
and super-momentum conservation, respectively. To get amplitudes of specific external
particles, we can extract corresponding components in the η expansion. For example,
using the expansion formula:
δ(8)(
∑
i
λαi η
A
i ) =
4∏
A=1
2∏
α=1
(
∑
i
λαi η
A
i ) =
4∏
A=1
(
∑
i<j
〈ij〉ηAi ηAj ) , (34)
and taking the components of η11η
2
1η
3
1η
4
1η
1
2η
2
2η
3
2η
4
2 and η
1
1η
2
1η
1
2η
2
2η
3
3η
4
3η
3
4η
4
4 respectively, we
obtain the four-gluon and four-scalar amplitudes:
A4(1
−, 2−, 3+, 4+) = i
〈12〉4
〈12〉〈23〉〈34〉〈41〉 , (35)
A4(1φ12, 2φ12 , 3φ34 , 4φ34) = i
〈12〉2〈34〉2
〈12〉〈23〉〈34〉〈41〉 . (36)
We use A (F) to represent supersymmetric planar amplitudes (form factors) and A (F )
for non-supersymmetric component planar amplitudes (form factors).
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As an analogy of (14), we can write the four-scalar amplitudes in the SU(4)R repre-
sentation as:
A4(1φAB , 2φCD , 3φC′D′ , 4φA′B′ ) = i
[〈13〉〈24〉
〈14〉〈23〉1+ P+
〈13〉〈24〉
〈12〉〈34〉T
]
, (37)
where
1 := ǫABA′B′ǫCDC′D′ , P := ǫABC′D′ǫCDA′B′ , T := ǫABCDǫA′B′C′D′ . (38)
On-shell spinor helicity formalism can be also applied to form factors in which the new
building blocks are the minimal form factors, which will be introduced in Section 3.2.
2.5 On-shell unitarity cut
S-matrix in QFT is an analytic function of kinematics and can be determined by the
singularities, i.e., poles and branch cuts. All such singularities have physical origins and
can be understood through the unitarity property of the S-matrix: poles are related
to particle-fusion to a single particle, and branch cuts are related to the thresholds of
multi-particle generation. It has been hoped that via analytic properties based on general
physical principles, amplitudes may be determined completely, which is known as the S-
matrix bootstrap program, see e.g. [109]. Back in 1960s (the pre-QCD era), this strategy
was applied with the hope of understanding strong interactions.
The modern unitarity method works at perturbative level [17, 18, 19]. It provides a
powerful practical tool of constructing perturbative amplitudes through performing cut,
which corresponds to set the momentum of an internal propagator to be on-shell:
i
l2
cut−→ 2πδ+(l2) . (39)
Under cuts, an amplitude can factorize as products of simpler amplitudes, i.e. those of
lower loops or with fewer external legs.
A
(0)
3 A
(0)
3
p3
p4
p2
p1
s12-cut
p3
p4
p2
p1
A
(0)
4
P
Figure 7: The s-channel unitarity cut of four-point tree amplitudes.
A simple example to understand unitarity cut is again the four-point tree amplitudes.
As show in Figure 7, one can perform a s12-cut, such that the four-point amplitude
factorizes into two three-point amplitudes. One can check the following relation using
Feynman diagram expression for planar gluon amplitudes A4 and A3:
3
lim
s12→0
s12A
(0)
4 (1, 2, 3, 4) =
1
2
∑
helicity of ε(P )
A
(0)
3 (1, 2, P )A
(0)
3 (−P, 3, 4) , (40)
3The factor 1/2 is added since for fixed momenta, only one helicity configuration is nonzero, which
can be also understood from the 3-point helicity amplitudes.
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where the helicity sum for the cut leg P can be performed using:∑
helicities
εµ(P ) εν(P ) = ηµν − q
µP ν + qνP µ
q · P . (41)
Similar expression holds if one uses helicity amplitudes, where one sums all possible ±
helicities.
If we use super amplitudes in N = 4 SYM, the sum of all possible internal states can
be done via the integration of Grassmann variables ηP :∑
helicity ε(P )
→
∫
d4ηP , where
∫
d4ηP η
1
Pη
2
Pη
3
Pη
4
P = 1 . (42)
For loop amplitudes, one can perform similar cuts for the loop integrand, which has no
much difference comparing to the above example, except that in general multiple cuts are
required. Using tree building blocks, one can reconstruct the loop amplitudes in a much
more efficient way. We will consider explicit examples of loop form factors in Section 4
and 5.
3 Tree-level Form Factors
In this section, we consider the general formalism for tree-level form factors. As we will
see, the simple structure of Parke-Taylor like formula also exists in MHV form factors.
Another simple class of tree building blocks are the minimal form factors, through which
generic local operators can be represented by on-shell super spinor variables. The tree-
level results are building blocks of loop corrections in the unitarity construction, thus the
simplicity at tree level implies the simplicity of form factors at loop level.
As a word about notation, through this review we will use φ, ψ, ψ¯ to represent on-shell
asymptotic states and use Φ,Ψ, Ψ¯ to denote the (off-shell) elementary fields in the gauge
invariant operators. They are related to each other by LSZ reduction.
3.1 Parke-Taylor-like form factors
From the Feynman diagram point of view, there is no much difference between amplitudes
and form factors. Besides the LSZ reduction for on-shell states, one also preforms Fourier
transformation for the position x of the local operator O(x). The locality of the operator
is reflected in that the operator carries an off-shell momentum q.
Let us consider the form factor of operator 1
2
tr(Φ2) and two external scalars. Following
the definition (1), one can easily compute it as:
Fˆ 1
2
tr(φ2),2 =
∫
dDx e−iq·x
2∏
j=1
∫
dDxj e
ipj ·xj∂2xj〈φa1(x1)φa2(x2)|
1
2
tr(Φ2)(x)|0〉
= (2π)Dδ(D)
(
q −
2∑
i=1
pi
)
tr(T a1T a2)× 1 + (loop corrections) , (43)
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p4
p2
p1
p3
p4
p2
p1
p3
p4
p2
p1
p3
p4
p2
p1
p3
p4
p2
p1
p3
p4
p1
p2 p1
p2
p3
p1
p2
p3
q
Figure 8: Feynman tree diagrams for form factors of tr(φ2) up to four points.
in which the tree-level result contains a single trace color factor and the kinematic part
is simply one.
Like amplitudes, one can apply color decomposition for form factors. The planar
form factors can be computed via planar Feynman diagrams with color-stripped Feynman
rules. Note that since the operator is a color singlet, the color factor is independent of
the position where the operator is inserted in the diagram. In Figure 8, we provides the
planar Feynman diagrams for the form factors of 1
2
tr(Φ2), up to four external legs. For
example, the three-point form factor contains two diagrams, which can be computed as:
F
(0)
1
2
tr(φ2),3
(1φ, 2φ, 3g) = δ
(4)(q −
3∑
i=1
pi)
√
2
(
ε3 · p1
s13
− ε3 · p2
s23
)
. (44)
We can also consider helicity form factors where the helicities of gluons are specified.
The simplest class of form factors are the case of all plus-helicity gluons. Such planar
form factors take the simple form [43]:4
F
(0)
1
2
tr(φ2),n
(1φ, 2φ, 3
+, . . . , n+) = −δ(4)(q −
∑
i
λiλ˜i)
〈12〉2
〈12〉〈23〉 . . . 〈n1〉 . (45)
One can explicitly check this using the above Feynman diagram results. For general n-
point, it can be proved using BCFW recursion relation. This formula is similar to the
expression of the Parke-Taylor MHV amplitudes (29). The MHV form factors are more
non-trivial in the sense that there is an off-shell momentum involved. In the context of
Higgs amplitudes (which is equivalent to the form factor of tr(F 2) operator), the MHV
structure was obtained in [110].
In N = 4 SYM, besides a supersymmetric extension for the on-shell states, there also
exists a supersymmetric extension for the local operators. One illuminating example is
the chiral stress tensor supermultiplet, which contains the half-BPS operator 1
2
tr(Φ12Φ12)
as a component (see e.g. [111, 112]):
T (x, θ+) = eθ+αQα+ 1
2
tr(Φ12Φ12) =
1
2
tr(Φ12Φ12) + . . .+ (θ+)4L . (46)
4The minus sign on the RHS is introduced such that the two-point form factor is +1. Similar minus
signs also appear in the equations (48)–(51).
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In (46), the index ‘+’ = 1, 2 (and ‘−’ = 3, 4),5 and the (θ+)4-component L is the chiral
on-shell Lagrangian
L = tr
[
1
2
FαβF
αβ −
√
2gYMΨ
αA[ΦAB,Ψ
B
α ] +
1
8
g2YM[Φ
AB,ΦCD][ΦAB,ΦCD]
]
. (47)
The supersymmetric transformation with respect to the supercharge Q is given in Ap-
pendix D.
Interestingly, the super MHV form factors of the chiral stress tensor supermultiplet
also take the Parke-Taylor like form [45]
F (0),MHVT ,n (1, . . . , n; q, γ+) =
∫
d4x d4θ+ e−iq·x−γ
α
+θ
+
α 〈1 . . . n|T (x, θ+)|0〉
=− δ
(4)(q −∑i λiλ˜i)δ(4)(γ+ −∑i λiη+,i)δ(4)(∑i λiη−i)
〈12〉〈23〉 . . . 〈n1〉 . (48)
Like that q is the momentum for the operator, the γ+ plays the role of supermomentum for
the super-operator. To obtain different components of super-operator, we can expand the
fermionic delta function and take different coefficients in the γ expansion. For example:
(γ)4 - term : F (0),MHV1
2
tr(φ2),n
= −δ
(4)(q −∑i λiλ˜i)δ(4)(∑i λiη−i)
〈12〉〈23〉 . . . 〈n1〉 , (49)
(γ)0 - term : F (0),MHVL,n = −
δ(4)(q −∑i λiλ˜i)δ(8)(∑i λiηAi )
〈12〉〈23〉 . . . 〈n1〉 . (50)
Using the supersymmetric form, one can show that the all negative helicity (i.e. maximally
non-MHV) form factors of L also take a very simple form [45]:
F (0),NmaxMHVL,n = −δ(4)(q −
∑
i
λiλ˜i)
(q2)2
[12] . . . [n1]
(η1)
4 . . . (ηn)
4 . (51)
The super form factors for a generalized class of half-BPS operators Tk containing
tr(φk) as a primary:
Tk(x, θ+) = 1
k
tr[(φ12)k] + . . . (52)
have been studies in [47], and the MHV form factors also take compact form, for example
for k = 3, one has
F (0),MHVT3,n (1, . . . , n; q, γ+) = F (0),MHVT2,n (1, . . . , n; q, γ+)
[1
2
n∑
i<j
〈ij〉(η1i η2j − η2i η1j )
]
. (53)
MHV form factors of more generic operators were also studied using twistor formalism in
[58, 59].
5We point out that the definition ‘+’ = 1, 2 (and ‘−’ = 3, 4) is different from the notation in [111, 112].
The choice here, for the purpose of simplicity, can be taken as an explicit projection of the Harmonic
space in [111, 112]. For example, θ+αQ
α
+ = θ
1
αQ
α
1 + θ
2
αQ
α
2 , and (θ
+)4 =
∏2
A=1
∏2
α=1 θ
A
α .
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3.2 Minimal form factors of general operators
Unlike asymptotic on-shell states, local operators are off-shell and carry off-shell momenta.
So at first sight, it is not obvious how on-shell formulation can be used to study them in
a systematic way. This problem can be solved by using minimal form factor as a bridge,
and spinor helicity formalism is useful to translate local operators to on-shell variables.
This connection between operators and the spinor helicity variables has been noticed in
[113, 114]. The physical interpretation of the this correspondence as form factors was
realized in [68] (see also [84] for discussion).
Local operators
Let us first introduce general local gauge invariant operators. For simplicity, we also focus
on the single-trace operators, which are given as the trace of field products:
O(x) = Tr(W(m1)1 W(m2)2 . . .W(mL)L )(x) . (54)
The covariant fields Wi can be any of the following field
Wi ∈ {ΦAB , F αβ , F¯ α˙β˙ , Ψ¯α˙A , ΨαABC} , (55)
and each covariant field can be further dressed with powers of covariant derivatives
W(m) := DmW , Dαα˙W = ∂αα˙W − igYM[Aαα˙, W] . (56)
Minimal form factors
We define the length L of a given operator O, as the number of fields Wi in the operator.
The form factor of O is called minimal, if the number of the external legs match the
length of the operator. Or equivalently, the minimal form factor is defined as FO,L(O),
such that F (0)O,L(O) 6= 0 while F (0)O,n = 0 when n < L(O).
In minimal form factors, there is a one-to-one correspondence between on-shell external
particles and the fields Wi in the operator. Let us explain this important point in more
detail. During the computation of the minimal tree form factor, every field in the operator
is directly Wick contracted with an external field. For example, let us consider the field
strength Fαβ in the operator tr(..Fαβ ..). The Fαβ needs to be contracted with a gluon
field, say A(xj), ∫
d4xj e
ipj ·xj ε(±)γγ˙ ∂
2
xj
〈0| . . .Aγγ˙(xj) . . . |tr(. . . Fαβ . . .)|0〉 , (57)
in which a LSZ reduction operation is also included for the gluon field A(xj). After this
computation, one can note that the field strength is effectively going through the following
changes:
Fαβ =
1
2
√
2
ǫα˙β˙(∂αα˙Aββ˙ − ∂ββ˙Aαα˙) Wick contr.−−−−−−→
LSZ
ǫα˙β˙
2
√
2
(
pj,αα˙ε
(±)
j,ββ˙
− pj,ββ˙ε(±)j,αα˙
)
(58)
ε(−)−−−→ ǫ
α˙β˙
2
(
λj,αλ˜j,α˙
λj,β ξ˜β˙
[λ˜j ξ˜]
− λj,βλ˜j,β˙
λj,αξ˜α˙
[λ˜j ξ˜]
)
= λj,αλj,β .
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Table 1: Correspondence between local operators and minimal form factors.
Fields in local operators On-shell legs in minimal form factors
F¯ α˙β˙
g+−−−−→ λ˜α˙λ˜β˙
Ψ¯α˙A
ψ¯α˙A−−−−−→ λ˜α˙ηA
ΦAB
φAB−−−−−→ ηAηB
ΨαABC
ψαABC−−−−−−−→ λαηAηBηC
F αβ
g−−−−−→ λαλβη1η2η3η4
Dαα˙
pαα˙−−−−−→ λαλ˜α˙
In the last step, we have chosen the helicity of external gluon to be negative. With the
choice of plus helicity gluon, a non-zero result can be obtained if one starts with F¯α˙β˙.
Similar procedure can be done for scalars and fermions.
Therefore, through minimal form factor, the local operator is naturally translated in
terms of spinor helicity variables:
off-shell local field
minimal form factor−−−−−−−−−−−−−−→ on-shell spinor helicity quantity . (59)
We summarize the correspondence in Table 1.
Using the above rules, it is straightforward to obtain the minimal form factor for any
given operator. For example:6
tr(FαβF
αβ)→ λ1αλ1βλα2λβ2 (η1)4(η2)4 + cyc.perm.(1, 2) = 2〈1 2〉2(η1)4(η2)4 , (60)
tr(F¯ α˙
β˙
F¯ β˙γ˙F¯
γ˙
α˙)→ λ˜α˙1 λ˜1β˙λ˜β˙2 λ˜2γ˙ λ˜γ˙3 λ˜3α˙ + cyc.perm.(1, 2, 3) = 3[1 2][2 3][3 1] , (61)
OK = ǫABCDtr(ΦABΦCD)→ 2ǫABCDηA1 ηB1 ηC2 ηD2 . (62)
Note that one needs to sum over all necessary cyclic permutations of external momenta
to get the full form factor.
Sectors of operartors
One can classify operators into different sectors. The simplest sector is the vacua sector,
which consists of only one type of scalars and no covariant derivatives. One example is
tr((Φ12)2) which belong to the stress tensor supermultiplet. These operators are protected
BPS operators, in the sense that no UV renormalization is needed. The simplest non-
BPS sector is the SU(2) sector, where the operators consist of only two types of scalars,
say {Φ12,Φ13}, and no covariant derivatives. Another simple sector is the SL(2) sector,
in which the operators contain only one type of scalars but allow arbitrary numbers of
covariant derivatives. One generalization of the SU(2) sector is the SO(6) sector, where
6We consider only the planar form factor and omit the single-trace color factor.
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all six scalar are allowed to appear in the operator. Another generalization is the SU(3|2)
sector, which contains three scalars and a single fermion: {Φ12,Φ23,Φ13; Ψ123,α}. We
summarize the above sectors as
Vacua : {Φ12} ,
SU(2) : {Φ12,Φ13} ,
SO(6) : {ΦAB; for all A,B} , (63)
SU(3|2) : {Φ12,Φ23,Φ13,Ψ123,α} ,
SL(2) : {Φ12, Dαα˙} .
Non-BPS operators have non-trivial anomalous dimensions through quantum corrections.
The computation of operator anomalous dimensions is one central topic in the study of
integrability of N = 4 SYM [95]. We will apply form factors to compute anomalous
dimensions in Section 5.
4 Sudakov Form Factors and Infrared Divergences
In this section, we consider one of simplest classes of form factors, the Sudakov form
factors, which have played important roles in the study of IR singularities of gauge theories
[115, 116, 117, 118]. A Sudakov form factor is defined as the minimal form factor of a
length-2 operators, or equivalently, a matrix element between a length-2 operator and two
on-shell states.
To be concrete, in this section we will focus on the Sudakov form factor of half-BPS
operator L = 1
2
tr(F 2αβ) + . . . in the stress tensor supermultiplet with two negative helicity
gluons:
FL,2(1, 2) =
∫
dDx e−iq·x〈1g−2g−|L(x)|0〉 . (64)
We will first compute the one and two-loop Sudakov form factor using the unitarity
method. Then we discuss color-kinematics duality and apply it (together with the uni-
tarity method) to compute two and higher loop cases. Finally, we discuss the application
of Sudakov form factor for understanding high loop IR structures.
4.1 Unitarity-cut method
Let us start with the simple one-loop case, in which we will keep all details.
The one-loop example
First of all, to determine one-loop Sudakov form factor, it is enough to consider the double
cut, as shown in Figure 9. The one-loop Sudakov form factor under this cut factorizes as
20
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Figure 9: Double-cut for the one-loop Sudakov form factor.
a product of a two-point tree form factor and a four-point tree amplitudes:7
F (1)2 (1, 2)
∣∣
s12-cut
=
∫
dPS2
∑
helicity of li
F (0)2 (−l1,−l2)A(0)4 (1, 2, l2, l1) , (65)
where
F (0)2 (−l1,−l2) = −
δ(8)(λl1ηl1 + λl2ηl2)
〈l1l2〉〈l2l1〉 , (66)
A(0)4 (1, 2, l2, l1) = i
δ(8)(λ1η1 + λ2η2 + λl1ηl1 + λl2ηl2)
〈12〉〈2l2〉〈l2l1〉〈l11〉 , (67)
and the cut integral measure becomes a two-particle phase space integral measure
dPS2 =
dDl1
(2π)D
2πδ+
(
l21
)
2πδ+
(
(l1 + p1 + p2)
2
)
. (68)
One needs to sum over all possible internal states for the cut legs l1, l2. This can be
achieved by the integration of Grassmann variables ηl1 , ηl2 as (42). One has
F (1)2 (1, 2)
∣∣
s12-cut
=
∫
dPS2
∫
d4ηl1d
4ηl2F (0)2 (−l1,−l2)A(0)4 (1, 2, l2, l1)
= F (0)2 (1, 2) i
∫
dPS2
〈l1l2〉〈12〉
〈l1p1〉〈l22〉
= F (0)2 (1, 2) i
∫
dPS2
−s12
(l1 + p1)2
, (69)
where in the last step, the spinor products have been reorganized in terms of Lorentz
products. Now, by a reverse of the cut operation (39) with 2πδ+(l
2)→ i
l2
in the measure
factor dPS2, one gets
F (1)2 (1, 2)
∣∣
s12-cut
= F (0)2 (1, 2)
(4πe−γE)ǫ
(4π)2
eǫγE
∫
dDl1
iπD/2
−s12
l21(l1 + p1)
2(l1 + p1 + p2)2
∣∣∣
s12-cut
= F (0)2 (1, 2)
(4πe−γE)ǫ
(4π)2
(−s12)
p1
p2
. (70)
7As a simple illustration of the unitarity method, in this subsection we will consider planar form
factors. For them we only need to consider planar cuts, where all building blocks are color-ordered
quantities.
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Figure 10: A spanning set of cuts for the two-loop Sudakov form factor.
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Figure 11: The triple-cut for the two-loop Sudakov form factor.
This shows that the cut integrand is equivalent to the cut of a triangle integral with −s12
in the numerator. (The scalar triangle integral Itri is defined in (180) in Appendix E.)
The factor (4πe
−γE )ǫ
(4π)2
can be absorbed into the effective coupling constant g2 defined as:
g2 =
g2YMNc
(4π)2
(4πe−γE)ǫ , (71)
and we will omit this factor in later discussions. Finally, we can remove the cuts and
obtain
F (1)2 (1, 2) = F (0)2 (1, 2)× (−2 s12)
p1
p2
. (72)
A factor 2 is added since one needs to sum over the permutation of p1 and p2 to get the
full planar form factor.
The two-loop example
Next we consider the two-loop case. As in the one-loop case, the strategy is to consider
the cuts and then use tree products to reconstruct the loop integrand. At two loops,
since the topology is more complicated than the one-loop case, it is necessary to consider
several different cuts. A spanning set of cuts that is enough to determine the two-loop
result are shown in Figure 10.
Here we would like to emphasize a special feature of planar form factors that does not
occur in planar amplitudes. Because the operator is a color singlet, the operator leg q
can appear in the interior of the graph (such as cut (c) and (e) in Figure 10), without
changing the color planarity. This means that the integrals of non-planar topologies can
contribute in planar-color form factors.
As an example, let us consider the triple cut (a) in Figure 10. One can check that the
product of tree quantities F (0)3 ×A(0)5 are equivalent to the cut contribution from the basis
integrals, as shown in Figure 11. We can see that the last integral on the right hand side
of Figure 11 is of non-planar topology. Explicitly, Figure 11 corresponds to the following
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equation∫ 3∏
i=1
d4ηli
[
F (0),MHV3 (−l1,−l2,−l3)A(0),NMHV5 (p1, p2, l3, l2, l1) (73)
+ F (0),NMHV3 (−l1,−l2,−l3)A(0),MHV5 (p1, p2, l3, l2, l1)
]
=F (0)2 (1, 2)s212
(
1
sl1l2sl2l3s2l3
+
1
sl1l2sl2l3s1l1
+
1
sl2l3sl1l3s1l1
+
1
sl1l2sl1l3s2l3
+
1
sl1l3s1l1s2l3
)
,
where the expressions of tree form factor F (0)3 can be found in (50), (51), and MHV
amplitude A(0)5 is given in (33). Using the spinor product relations, it is possible to
transform the tree product expression as the Lorentz product expression on the right
hand side which has a clear interpretation of integral basis. Alternative, as a check,
one can simply expand both side in an independent spinor product basis as described in
Appendix C.
The two-loop planar Sudakov form factor which is consistent with all cuts takes the
following simple form:
F (2)2 (1, 2) = F (0)2 (1, 2)× s212
(
2
p1
p2
+ 2
p1
p2
+
p1
p2
)
, (74)
where the factors 2 in front the ladder integrals are from the sum of the permutation of
external legs p1 and p2. This result was first obtained using Feynman diagram method
[40]. One may note that the first two integrals are mathematically identical. We separate
them explicitly to indicate that in the planar cut we need to treat them differently.
4.2 Color-kinematics duality and two-loop example
Unitarity method at high loops can be complicated, due to the increasing number of
topologies. It becomes much more efficient if one can combine unitarity method with
other symmetry properties. The symmetry property can be used to first construct certain
ansatz of the integrand, and then unitarity cuts serve as physical constraints and checks.
If the ansatz can be solved to pass all possible unitarity checks, the obtained integrand
is guaranteed to be the correct physical result. One example where such strategy can be
applied very efficiently is the planar amplitudes in N = 4 SYM, which enjoy the dual
conformal symmetry [28]. This property allows one to construct an ansatz of integrand
as a linear combination of dual conformal basis integrals. Then the unitarity method can
be used to fix the coefficients of the basis integrals.
For form factors, however, because of the appearance of the color singlet operator, non-
planar integrals are necessarily involved even in the (color) planar limit. This apparently
breaks the dual conformal invariance, and computing non-planar topologies via unitarity
is a non-trivial task. Luckily, the color-kinematics duality [38, 39] can be used to solve this
problem for form factors [50, 51]. The color-kinematics duality, by construction, involves
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Figure 12: Three loop topologies that are related by the colour-kinematics duality.
full color factors, so it provides the great advantage of computing not only the planar but
also non-planar parts.
Let us first describe the general strategy of using color-kinematics duality. As in the
tree amplitude case in Section 2.3, the starting point is to represent an L-loop form factor
as a sum over trivalent graphs Γi:
Fˆ (L)2 = F (0)2
∑
σ2
∑
Γi
∫ L∏
j
dDlj
1
Si
CiNi∏
aDi,a
, (75)
in which, except the numerators Ni, all other factors are fixed by the topologies:
• The propagators Di,a are determined by the topologies.
• The color factors Ci are also determined by the topologies. They are defined as the
product of f˜abc associated to each trivalent vertex. In form factors there is also a
special vertex, the one connected to the operator-leg q, which is dressed with the
factor δab = Tr(T
aT b).
• The Si are the symmetry factors, which account for the over-counting from the
symmetries of the graph. In practice, Si can be computed (using e.g. Mathematica)
by randomly shuffling the list of edges and then counting the number of inequivalent
isomorphic maps.
• The sum of σ2 takes into account the permutation of external on-shell legs.
The color-kinematics duality plays the role of constraining the kinematic numerators
Ni. For a trivalent graph, one can choose any propagator, which is not directly connected
to the off-shell leg q. Consider the first figure in Figure 12, and we pick up the propagator
indicated by red color. We call this graph a s-channel graph, as indicated by the four-
point tree subgraph. By changing the four-point tree topology, one can generate the other
two graphs, as shown in Figure 12, which are called t and u-channel graphs. Their color
factors are
Cs = f˜
absf˜ cds
∏
f˜ , Ct = f˜
bctf˜ dat
∏
f˜ , Cu = f˜
acuf˜ bdu
∏
f˜ , (76)
where
∏
f˜ are identical in all three factors. Clearly, they satisfy the same Jacobi relation
as the four-point tree amplitude:
Cs = Ct + Cu . (77)
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Figure 13: Trivalent graphs of the two-loop Sudakov form factor.
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Figure 14: Three graphs that are related by color-kinematics duality.
The assumption of color kinematics duality is to require that the kinematic numerators
of the three graphs satisfy the same relation as color factors:
Ns = Nt +Nu . (78)
It is necessary to stress that, unlike the four-point tree amplitudes in Section 2.3, the
four legs a, b, c, d are in general off-shell in Figure 12. Thus a priori, such relations for the
numerators are not guaranteed to be satisfied, and it is non-trivial that such a solution
exists.
By considering the relations from all possible propagators in all graphs, one can obtain
a large set of equations for the kinematic numerators. After solving these equations, a
small number of graphs can be identified, such that using their numerators, all other
numerators can be obtained through the dual Jacobi relations. This small set of graphs
will be called “master graphs”. Then one only needs to construct an ansatz for the master
graphs, thus reducing the complexity of the problem significantly. This strategy has also
been used successfully in constructing higher loop amplitudes in SYM, see e.g. [39, 119,
120, 121, 122, 123, 124, 125, 126], as well as in pure YM [127, 128, 129]. See [105, 130]
for more extensive review of the developments.
The two-loop example revisited
Let us apply the above strategy to recompute the two-loop Sudakov form factor. This
can be divided into following four steps:
(1) Generate cubic graphs. The starting point is to generate all possible trivalent
graphs, such as shown in Figure 13. For N = 4 SYM, one may first exclude those graphs
that are one-particle-reducible (1PR) or contain bubble/triangle subgraphs (no-triangle
condition [17]). With these constraints, the allowed topologies are the first two graphs.
In other words, we set the numerators of other topologies to be zero.
(2) Find master graphs. We then apply color-kinematics duality to generate all kine-
matic Jacobi relations, which relate the numerators of different graphs. Consider the
graph (a) in Figure 14 and the propagator in red color. As in Figure 12, one can take it
25
Table 2: The various factors for the two-loop Sudakov form factor.
Graph Numerator factor Color factor Symmetry factor
(a) s212 4N
2
c δ
a1a2 2
(b) s212 2N
2
c δ
a1a2 4
as the s-channel propagator. The corresponding t- and u-channel graphs are the graphs
(b) and (c) in Figure 14. Color-kinematics duality requires that the numerators satisfy:
Na = Nb +Nc = Nb , (79)
where we have used Nc = 0 since the graph contains a sub-triangle. We can choose
graph (a) as the master graph. Once we know the numerator of graph (a), we know the
numerator of all graphs and thus the full integrand of the form factor.
(3) Construct ansatz of master numerators. We make an ansatz for the numerator of
the master graph (a). Since the tree form factor is factored out in (75), the numerator
Na is expected to be a polynomial of Lorentz product of loop and external momenta:
{l2i , li · pj, s12}. For N = 4 SYM, one can further impose the constraint from the excellent
UV property of the theory: for any n-point one-loop subgraph, the numerator should
contain no more than n− 4 powers of the loop momentum for that loop [120], and if the
one-loop subgraph is a form factor, the maximal power is n− 3. Under this assumption,
the only possible numerator of graph (a) is:
Na = s
2
12 , (80)
up to a possible normalization factor which can be fixed by matching a simple unitarity
cut.
(4) Check unitarity cuts. Finally, one needs to check against unitarity cuts in Figure 10.
As in the last subsection, it is straightforward to check that the numerator ansatz (80)
passes all checks.8
The results for various factors are summarized in Table 2. The full form factor can be
obtained as
Fˆ (2)2 = F (0)2
∑
σ2
b∑
i=a
1
Si
Ci Ii = N
2
c δ
a1a2 F (0)2 (4 Ia + Ib) , (81)
where the integrals Ia,b are the planar and non-planar ladder graphs respectively. This
is indeed equivalent to the result we obtained in (74). Note that the computation with
8Note that the ansatz depends on the full color factors. To check the ansatz, one can in principle
consider the unitarity cuts with full color dependence. Alternative, it is more convenient to apply planar
cuts as in Section 4.1. See [50] for the discussion on extracting the planar cut integrand from the ansatz.
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Figure 15: The six topologies for the three-loop Sudakov form factor.
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Figure 16: From Graph (b), one can perform t and u channel transformation for the
propagator s, which generates two new graphs that has the same topology as graph
(e). By color-kinematics duality, the numerator of graph (b) is equal to the sum of two
numerators of graph (e), as given in (83).
color-kinematics duality is for the form factor with full color dependence, and one can see
that there is no non-planar correction in the two-loop case.
We would like to mention that in the above construction, we have made a few as-
sumptions such as the no-triangle property and the good UV behavior of the numerators.
These may not always work. In practice, one can always make these assumptions as a
first try, and as long as the ansatz passes the unitarity checks, the result is correct. If
not, one can then consider to relax these assumptions.
4.3 Three-loop construction and beyond
Next we consider the three-loop Sudakov form factor. We follow the same strategy as in
the two-loop case:
(1) Generate cubic graphs. By excluding graphs that contain sub-bubble or sub-
triangles, one can find there are only six topologies to consider, as shown in Figure 15.
(2) Find master graphs. It turns out enough to consider the dual Jacobi relations
associated to the propagators indicated by red color in Figure 15, and one obtains the
following five relations
Na
D1= Nb , Na
D2= Nc , Nd
D3= −Ne , Nd D4= Nf , (82)
Nb(p1, p2, l)
D5= Ne(p1, p2, l) +Ne(p1, p2, p1 + p2 − l) . (83)
The most non-trivial relation is the last relation (83). It can be understood using Fig-
ure 16. Note that both t and u-channel graphs are topologically equivalent to graph (e),
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therefore, their numerators are both given in terms of Ne. By solving the equations (82)-
(83), all numerators can be related to one single numerator, either Nd or Ne or Nf . We
choose graph (d) as the master graph, since it is both planar and most symmetric. This
will make it simpler to construct an ansatz for its numerator.
(3) Construct ansatz of master numerators. We construct an ansatz forNd by applying
the following constraints:
a) With the power counting property discussed above (80), the numerator should depend
linearly on the loop momentum l, since the topology contains a sub-box form factor.
A general ansatz can be given as
Nansatzd (p1, p2, l) = (x1 l · p1 + x2 l · p2 + x3 p1 · p2)s212 , (84)
which contains three parameters xi, i = 1, 2, 3.
b) We require further that the numerator satisfies the symmetry of the graph, which
implies that it should be invariant under
{p1, p2, l} ⇐⇒ {p2, p1, p1 + p2 − l} , (85)
or more explicitly
Nd(p1, p2, l) = Nd(p2, p1, p1 + p2 − l) . (86)
Plugging the ansatz (84) in (86), we obtain the relation
x2 = −x1 . (87)
c) We consider further the simple constraint of the maximal cuts, where all propaga-
tors are taken on-shell. In such case the numerator should match the “rung rule”
numerator (l − p1)2s212 [131]:[
Nd(p1, p2, l)− (l − p1)2s212
]∣∣∣
maximal cut
= 0 . (88)
This fixes the remaining two parameters as
x1 = −1, x3 = −1 . (89)
Thus, by applying the above simple constraints we arrive at a unique solution for the
master numerator:
Nansatzd = [(p2 − p1) · l − p1 · p2]s212 . (90)
Given this numerator, one can write down an ansatz for the full form factor.
(4) Check unitarity cuts. We need to check if the above ansatz satisfies the unitarity
cuts:
F (3)|cut =
∑
cubic graphs
∣∣∣
cuts
=
∑
helicities
F tree
∏
I
AtreeI . (91)
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Figure 17: A quadruple-cut for the three-loop Sudakov form factor.
Table 3: The factors for the three-loop Sudakov form factor.
Graph Numerator factor Color factor Symmetry factor
(a) s312 8N
3
c δ
a1a2 2
(b) s312 4N
3
c δ
a1a2 4
(c) s312 4N
3
c δ
a1a2 4
(d) [(p2 − p1) · l − p1 · p2]s212 2N3c δa1a2 2
(e) [−(p2 − p1) · l + p1 · p2]s212 2N3c δa1a2 1
(f) [(p2 − p1) · l − p1 · p2]s212 0 2
One of the most constraining cuts is the quadruple-cut shown in Figure 17. On one side,
it is given by the product of tree results:∫ 4∏
i=1
d4ηli
[
F (0),MHV4 (−l1,−l2,−l3,−l4)A(0),NNMHV6 (p1, p2, l4, l3, l2, l1)
+ F (0),NMHV4 (−l1,−l2,−l3,−l4)A(0),NMHV6 (p1, p2, l4, l3, l2, l1)+
+ F (0),NNMHV4 (−l1,−l2,−l3,−l4)A(0),MHV6 (p1, p2, l4, l3, l2, l1)
]
, (92)
where the tree building blocks of non-MHV cases can be obtained using MHV rules [24].
On the other side, from the ansatz in terms of cubic integrals, one obtains a sum of 29 cut
diagrams. The equivalence of two sides provides a rather non-trivial check of the result.
The full form factor result can be finally obtained as
Fˆ (3)2 = F (0)2
∑
σ2
e∑
i=a
1
Si
Ci Ii , (93)
where the various factors are summarized in Table 3. Note that the graph (f) has zero
color factor and therefore does not contribute to the final result of the form factor, but
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Table 4: Number of the trivalent graphs and master graphs for Sudakov form factors up
to 5 loops.
L loops L=1 L=2 L=3 L=4 L=5
# of topologies 1 2 6 34 306
# of masters 1 1 1 2 4
it is necessarily involved in solving the Jacobi relations. This result is consistent with
the result in [132] first computed using pure unitarity method. With the aid of color-
kinematics duality, the computation here is more straightforward. We can also note that
there is no non-planar correction at three loops.
At higher loops
The above procedure has been successfully applied to construct Sudakov form factors
at four and five loops [50, 51]. We summarize the number of cubic graphs and master
integrals in Table 4. The corresponding master graphs are shown in Figure 18. We would
like stress that the number of masters is 2 at four loops and 4 at five loops, which are
remarkably small numbers comparing to the total numbers of cubic graphs that contribute
to the results. In this way, the use of color-kinematics duality reduces the very non-trivial
high loop construction to a much simpler problem. Explicit duality satisfied solutions for
full four- and five-loop Sudakov form factor are given in [50, 51].
Figure 18: Master graphs for Sudakov form factors up to 5 loops.
4.4 Infrared structure and non-planar corrections
Sudakov form factor plays a key role in the study of IR singularities of gauge theories
[115, 116, 117, 118]. For example, it is an essential piece of information for the proposal
of the BDS ansatz for amplitudes in N = 4 SYM [26].
Here we review the general structure of Sudakov form factor in N = 4 SYM. Since the
operator we consider is the half-BPS operator, there is no UV divergences. (The non-BPS
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operators will be considered in next section.) We normalize the form factor as
F (l)2 = F (0)2 f = F (0)2
∑
l
g2lf (l) , (94)
where the coupling constant g2 is defined in (71).
The logarithm of the loop correction function f takes the following structure [26]:
log f =
∑
g2l(log f)(l) = −
∑
l
g2l(−q2)−lǫ
[
γ
(l)
cusp
(2lǫ)2
+
G(l)coll
2lǫ
+ Fin(l)
]
+O (ǫ) , (95)
where γcusp is the cusp (soft) anomalous dimension [133], and Gcoll is the collinear anoma-
lous dimension (see e.g. [134, 135]). The remarkable property of the IR divergences is
that after taking the logarithm, the Sudakov form factor contains at most double pole in
ǫ. We can perform a simple check of this property at one and two loops based on our
previous computation. Using the integrand results (72) and (74), and together with the
integral expressions in Appendix E, one obtains
(log f)(1) = f (1) = (−2s12)I(1)3 = (−s212)−ǫ
[
− 2
ǫ2
+O(ǫ0)
]
, (96)
(log f)(2) = f (2) − 1
2
(f (1))2 = s212
(
4I
(2)
PL + I
(2)
CL
)
− 1
2
(
(−2s12)I(1)3
)2
= (−s212)−2ǫ
[ζ2
ǫ2
+
ζ3
ǫ
+O(ǫ0)
]
. (97)
All higher order poles in ǫ cancel in the two-loop case. Comparing with (95), one gets
γ(1)cusp = 8 , G
(1)
coll = 0 , (98)
γ(2)cusp = −16ζ2 , G(2)coll = −4ζ3 . (99)
Non-planar violation of the Casimir scaling conjecture
Let us discuss an important fact about the non-planar color factors. Up to three loops, the
Sudakov form factor has no non-planar corrections: the color factors of l-loop Sudakov
form factor are simply N lc for l = 2, 3, as we can see from Table 2 and 3. New color
structure appears at four loops. This is mainly because that the four-loop topology is the
first case that contains eight cubic vertices, see the four-loop graphs in Figure 18. Thus
its color factor involves a product of eight fabc’s.
This allows the appearance of a new quartic Casimir invariant:
d44 = d
abcd
A d
abcd
A /NA , (100)
where
dabcdA =
1
4!
[fαaβfβbγf γcδf δdα + perms.(a, b, c, d)] . (101)
For SU(Nc) gauge group, NA = N
2
c − 1, and using (3) and (7), one can obtain d44 =
N2c (N
2
c + 36)/24. (More details of computing color factors are given in Appendix B.)
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Therefore, the fourth loop order is the leading order where the form factor can acquire a
non-planar correction in the large Nc expansion. See e.g. [50] for a discussion for higher
loop cases.
Although the planar cusp anomalous dimension in principle can be computed to all
order via integrability [136], the non-planar corrections so far can be accessed only through
explicit perturbative computation. Given the integrand constructed by unitarity and
color-kinematics duality [50], it is still a very challenging task to compute the four-loop
integrals. The four-loop integrand reduction for the N = 4 Sudakov form factor was
achieved in [137]. The computation of integrals was realized by expanding the integrand in
a set of uniform transcendentality basis [138, 139]. We will not discuss the details of these
computation since they go beyond the on-shell methods we focus in this review. We refer
interested readers to the above original references. See also [140, 141, 142, 143, 144, 145]
for the ongoing efforts of computing four-loop Sudakov form factors beyond N = 4 SYM.
Let us quote the four-loop non-planar cusp and collinear anomalous dimensions [139]:
γ
(4)
cusp, NP = −3072× (1.60± 0.19)
1
N2c
, G(4)coll, NP = −384× (−17.98± 3.25)
1
N2c
. (102)
The concrete non-zero results show explicitly that the proposed Casimir scaling behavior
(see e.g. [146, 147, 148, 149]) is violated by the non-planar quartic Casimir corrections
starting from four loops. The result of non-planar cusp anomalous dimension in (102)
has been confirmed by an independent computation with higher precision [150], and its
analytic form has been obtained recently first by a computation based on Wilson loop
[151] and then by an independent computation based on the Sudakov form factor [152]:
γ
(4)
cusp, NP =
2
N2c
[
− 576ζ23 −
11904
35
ζ32
]
. (103)
See e.g. [153, 154, 155, 156, 157] for further computation of quartic Casimir corrections
beyond N = 4 SYM.
In the next section, we will consider form factors with general non-BPS operators,
which will contain both IR and UV divergences. Their IR divergences can be determined
by the universal structure of Sudakov form factor that we have discussed in this section.
5 Generic Form Factors and Anomalous Dimensions
In this section, we consider loop form factors of general non-protected operators. Scat-
tering amplitudes in N = 4 SYM are UV finite since the beta function is zero. On the
other hand, the form factors and correlation functions of general non-protected operators
contain UV divergences and require renormalization. This is a general feature of CFT,
where the scaling dimensions of operators can differ from their canonical dimensions:
∆O = ∆O,0 + γO(g) , (104)
where ∆O,0 is the (classical) canonical dimension, and γO(g) is the (quantum) anomalous
dimension. The computation of operator anomalous dimensions is one central topic in
studying the AdS/CFT correspondence [20] and the integrability of N = 4 SYM [95].
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One of our focus here is to apply on-shell methods to compute UV divergences such
as the anomalous dimensions. Below we first explain the above picture in the context of
form factors. Then we will discuss explicit examples in the SO(6) and SL(2) sectors.
5.1 Renormalization of form factors
The operator renormalization can be carried out as
OrenI =
∑
J
Z JI ObareJ , (105)
where Z is the renormalization constant. Since form factor is linear in the operator, as
defined in (1), a renormalized form factor is related to the bare one as
F renOI =
∑
J
Z JI FbareOJ . (106)
It is worth to stress that the renormalization constant Z is in general a matrix. This
is related to an important fact in QFT, the so-called operator mixing. In the correlation
function picture, the operator mixing can be understood by computing two-point function
of two different operators 〈OI(x)OJ(x)〉. In the framework of form factors, one can
compute form factors of a given operatorOI with all possible external state configurations.
According to the discussion in Section 3.2, a given external state configuration (labelled
by J) can be mapped to a tree minimal form factors F (0)OJ of operators OJ .9 Therefore,
different choices of external states will encode the operator mixing between OI and OJ .
Let us express the l-loop bare form factor as
F (l),bareOI =
∑
J
(I(l),bare) JI F (0)OJ , (107)
where a sum over different external state configurations J is understood. Note that the
loop correction functions I(l),bare should be also considered as a matrix. Similarly, the
renormalized form factor is
F (l),renOI =
∑
J
(I(l),ren) JI F (0)OJ . (108)
Plugging (107) into (106), and expanding up to one and two-loop orders, one can obtain
the relations:
(I(1),ren) JI = (I(1),bare) JI + (Z(1)) JI , (109)
(I(2),ren) JI = (I(2),bare) JI + (Z(2)) JI +
∑
K
(Z(1)) KI (I(1),bare) JK . (110)
9We point out that operator mixing can also happen between the operators of different lengths. In
the case that OJ has shorter length than OI , the external states will be mapped to a non-minimal form
factor of OJ .
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Therefore, from bare form factors, one can obtain renormalization constants by requiring
that UV divergences cancel systematically.
Given the renormalization constants Z, the anomalous dimension matrix γ, also called
the dilatation operator δD, can be obtained as
γ(g) = δD(g) = µ
d
dµ
logZ = 2ǫg2 ∂
∂g2
logZ =
∞∑
l=1
g2lD(l). (111)
Expanding at one and two loops, one can obtain the explicitly relations:
D
(1) = 2ǫZ(1) , D(2) = 4ǫ2[Z(2) − 1
2
(Z(1))2] . (112)
By diagonalizing the anomalous dimension matrix, one can also obtain the eigen-operators
(which are eigenstates) and their corresponding eigenvalues.
The above discussion is the standard procedure of quantum field theory. The main
point here is that one can use modern on-shell methods to compute form factors, and then
also compute the UV information. Such a strategy has been used in [68, 69, 70, 71, 72, 73].
We will review this strategy with explicit examples below. For simplicity, we will restrict
ourselves to the planar limit.
5.2 SO(6) sector at one-loop
The first example we consider is the SO(6) sector, where the operators contain only scalar
fields ΦI , I = 1, . . . , 6 (or in the SU(4) notation, ΦAB):
tr(. . .ΦIΦJΦK . . .) . (113)
This sector played an important role in the discovery of the integrability of N = 4 SYM:
the one-loop dilation operator in this sector was found to be identical to an integrable
Heisenberg spin chain Hamiltonian [158]:
(D(1))SO(6) = HSO(6) =
∑
i
2(1− P)i i+1 + Ti i+1 . (114)
In this section, we will reproduce this result using form factors with on-shell methods.
We note that at one loop, the interaction only involves two fields in the operator and
they are adjacent in the planar limit. Without loss of generality, we can focus on two
adjacent fields ΦI , ΦJ in the operator and consider the contribution where these two
fields are involved in the one-loop interaction. We will call this contribution as a density
contribution, denoted as F
(1)
OΦIΦJ . The full one-loop planar form factor is given by summing
over densities from all adjacent two fields.
As discussed in section 4.1, to determine the one-loop correction, it is enough to
consider the double cut shown in Figure 19. The cut form factor density is
F
(1)
OΦIΦJ
∣∣
cut
=
∫
dPS2 F
(0)
OΦIΦJ (l
φI
1 , l
φJ
2 )×A(0)4 (pφLi , pφKi+1, lφJ2 , lφI1 ) . (115)
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Figure 19: Double-cut for one-loop form factor.
As explained above, we only focus on the contribution from two adjacent fields ΦI and
ΦJ in the operator, which is indicated by OΦIΦJ . The cut legs l1 and l2 correspond to
scalar particles φI and φJ respectively. The tree form factor is
F
(0)
OΦIΦJ (l
φI
1 , l
φJ
2 ) = 1 , (116)
while the four-point amplitudes were computed in (14) as10
A
(0)
4 (p
φL
i , p
φK
i+1, l
φJ
2 , l
φI
1 ) = −
(
sii+1
sil1
+ 1
)
1+ P−
(
1 +
sil1
sii+1
)
T . (117)
In this computation, we choose to use the bosonic tree results without Grassmman η
variables. A computation with super tree quantities can be found in [88] (see also [70] for
the SU(2) sector). Plugging these tree results in (115), the cut integrand can be expressed
as
F
(1)
OΦIΦJ
∣∣
cut
=
{
(−sii+11)
pi
pi+1
+
[
−1+ P−
(
1 +
sil1
sii+1
)
T
] pi
pi+1
l1 }
· F (0)OΦLΦK .
(118)
After removing the cuts and using the relation of bubble integral Ibub[sil1 ] = −sii+12 Ibub[1]
(which is easy to obtain using PV reduction), one gets:
F
(1)
OΦIΦJ = (I
(1)
i )
ΦLΦK
ΦIΦJ
· F (0)OΦLΦK , (119)
where
(I(1))ΦLΦKΦIΦJ = (−sii+11)
pi
pi+1
+
(
−1 + P− 1
2
T
) pi
pi+1
. (120)
The triangle integral matches the result of BPS form factors, and therefore it captures
the full IR divergences. The UV divergence comes solely from the scalar bubble integral
(∼ 1
ǫ
, see (181)), which is to be cancelled by the renormalization constant:
(Z(1))ΦLΦKΦIΦJ = −
1
ǫ
(
−1+ P− 1
2
T
)
. (121)
10One may notice that there are other non-zero tree amplitudes where pi, pi+1 are not scalars, such
as A
(0)
4 (p
g+
i , p
g
−
i+1, l
φJ
2 , l
φI
1 ). They will contribute non-zero cut integrands. However, such non-scalar
contributions are all zero after integration. Therefore, the SO(6) sector is closed by itself. See [69] for
more discussion on this point.
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Using (112), we obtain the anomalous dimension density:
(γ
(1)
SO(6))
ΦLΦK
ΦIΦJ
= 2(1− P) + T . (122)
This is consistent with the dilatation operator (114) obtained in [158], which can be
interperated as a Heisenberg spin chain Hamiltonian.
Reader who is familiar with the computation in [158] may note that the above com-
putation based on form factors is quite different. In particular, here one does not need to
consider the self-energy contribution. This is because the external states are are on-shell
massless states and the massless bubble is zero in dimensional regularization. On the
other hand, one may also notice that the on-shell condition causes extra complication by
introducing IR divergences. At the one-loop, the IR divergence is simply separated in the
scalar triangle. For high loops, the IR and UV divergences are in general mixed with each
other, which seems to make it non-trivial to extract UV divergences. Fortunately, this
problem is easy to solve, thanks to the universality of IR structure. We will discuss this
more in Section 5.4.
5.3 SL(2) sector at one-loop
In this subsection we consider another sector of N = 4 SYM, the SL(2) sector. The
operators in this sector contain of a single type of scalar field (denoted asX) plus arbitrary
powers of covariant derivatives:
tr(. . .
Dn1+ X
n1!
Dn2+ X
n2!
Dn3+ X
n3!
. . .) . (123)
As in the SO(6) sector, it is enough to consider the density form factor involving
two adjacent fields, for which we choose On1n2 ∼ D
n1
+ X
n1!
D
n2
+ X
n2!
. Using the double cut in
Figure 19, the cut form factor density is given as
F
(1)
On1n2 (pi, pi+1)|cut =
∫
dPS2 F
(0)
On1n2 (l1, l2)× A4(pi, pi+1, l2, l1) . (124)
The tree minimal form factor is given by simply replacing D+ to be the corresponding
on-shell momentum p+ associated to the field X on which the D+ acts. The tree form
factor building block is given by
F
(0)
On1n2 (l1, l2) =
(l+1 )
n1
n1!
(l+2 )
n2
n2!
, (125)
while the tree amplitude is
A
(0)
4 (pi, pi+1, l2, l1) =
〈i i+1〉〈l2l1〉
〈i+1 l2〉〈l1i〉 . (126)
Plugging these tree results in (124), the cut integrand can be reorganized as
F
(1)
On1n2 (pi, pi+1)|cut = −si i+1
(l+1 )
n1
n1!
(l+2 )
n2
n2!
pi
pi+1
l1
l2
. (127)
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After removing the cuts, one obtains a one-loop triangle integral with the numerator
depending on loop momenta li. One can apply tensor integral reduction (see [72]) to
express li in terms of {pi, pi+1} which gives
F
(1)
On1n2 (pi, pi+1) =
∑
m1,m2
(I
(1)
i )
m1,m2
n1,n2
(p+i )
m1
m1!
(p+i+1)
m2
m2!
, (128)
where
(I
(1)
i )
m1,m2
n1,n2 =
(−sii+1δm1n1 δm2n2 )
pi
pi+1
+ (B(1))m1,m2n1,n2
pi
pi+1
. (129)
The coefficient of the scalar bubble integral is:
(B(1))m1,m2n1,n2 = −
(
S(1)n1 δ
m1
n1 δ
m2
n2 −
θn2m2
n2 −m2 δ
m1+m2
n1+n2 + { n1↔n2m1↔m2 }
)
+O(ǫ) , (130)
where the harmonic number S
(ℓ)
n and the Heaviside function θnm are defined by
S(ℓ)n =
n∑
k=1
1
kℓ
, θnm =
{
1 for n > m ,
0 for n ≤ m. (131)
We can rewrite the p factors in (128) as a minimal tree form factor of Om1,m2 , which
gives
F
(1)
On1n2 (pi, pi+1) =
∑
m1,m2
(I
(1)
i )
m1,m2
n1,n2
· F (0)Om1m2 (pi, pi+1) , (132)
This shows that there is an operator mixing between On1,n2 and Om1,m2 . The UV diver-
gence comes only from the scalar bubble integrals, and the anomalous dimension density
is given by (−2) timing the coefficient of the bubble integral, which is
(γ
(1)
SL(2))
m1,m2
n1,n2
= 2
(
S(1)n1 δ
m1
n1
δm2n2 −
θn2m2
n2 −m2 δ
m1+m2
n1+n2
+ { n1↔n2m1↔m2 }
)
. (133)
This is consistent with the result in [159].
5.4 Structure of high loops
The above procedure can be carried out at higher loops. First, via unitarity one can
obtain the bare form factors. Second, one can renormalize bare form factors by introduc-
ing renormalization constants, from which the anomalous dimensions can be obtained.
However, there is one complication at high loops which we now explain.
In the one-loop case, there is a clear separation of divergences: the IR divergences
come from scalar triangle integral, while UV divergences are determined by the bubble
integral. At higher loop orders, the UV and IR divergences in general can not be separated
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at integral level in a simple way. This problem can be solved by the fact that the IR
divergences only depend on the on-shell external particles, which are universal and well
understood.11
To be concrete, for a renormalized planar form factor F renOI =
∑
J(Iren) JI F (0)OJ , its IR
divergences take the universal form (which is the same as for planar amplitudes [26]):
log Iren = −
∞∑
l=1
g2l
[
γ
(l)
cusp
(2lǫ)2
+
G(l)coll
2lǫ
] n∑
i=1
(−sii+1)−lǫ · 1+O(ǫ0) . (134)
The identity matrix 1 = δ JI implies that there is no mixing of IR divergences between
different operators. At two-loop order, it is convenient to use the following form [26]:
(log Iren)(2) = I(2),ren − 1
2
(I(1),ren(ǫ))2 = f (2)(ǫ)I(1),ren(2ǫ) +R(2) +O(ǫ) , (135)
where
f (2)(ǫ) = −2ζ2 − 2ζ3ǫ− 2ζ4ǫ2 , (136)
and the finite part R(2) is usually called the remainder function. One can check that
(135) is consistent with (134) using the cusp and collinear anomalous dimensions given in
(98)-(99).
Therefore, by subtracting the universal IR divergences, one can compute the UV
divergences unambiguously. Below we provide some further details in the SL(2) sector [72].
For the simplicity of notation, we will denote the bare and renormalized loop corrections
as
I(l),bare := I(l) , I(l),ren := I(l) . (137)
SL(2) two-loop case
In the first step, one needs to obtain bare form factors. As in the one-loop case, we
only need to consider density form factors. The two-loop correction contains interactions
involving both two fields (range-2 interaction) and three fields (range-3 interactions). We
denote the corresponding two-loop density corrections as
F
(2)
On1n2 (pi, pi+1) =
∑
m1,m2
(I
(2)
i )
m1,m2
n1,n2
· F (0)Om1m2 (pi, pi+1) , (138)
F
(2)
On1n2n3 (pi, pi+1, pi+2) =
∑
m1,m2,m3
(I
(2)
i )
m1,m2,m3
n1,n2,n3 · F (0)Om1m2m3 (pi, pi+1, pi+2) , (139)
where the first line is the range-2 contribution and the second line is range-3 part. The
notation we use is similar to the one-loop case in (128). The loop corrections (I
(2)
i )
m1,m2
n1,n2
and (I
(2)
i )
m1,m2,m3
n1,n2,n3
can be computed by unitarity cut methods. We will not go into details
of this computation but refer interested reader to [72] for the results.
11The IR divergences can be also computed using BPS operators whose form factors are UV free.
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Figure 20: This figure provides the combination of various contributions that give the
two-loop density of finite remainder function.
The IR subtraction and renormalization can be done also at density level. Using (135),
we express the finite remainder in terms of the renormalized quantities as
(R(2)i )m1,m2,m3n1,n2,n3 = (I(2)i )m1,m2,m3n1,n2,n3 −
1
2
[
(I(1)i )2
]m1,m2,m3
n1,n2,n3
− f (2)(ǫ)1
2
[
δm3n3 (I(1)i )m1,m2n1,n2 + δm1n1 (I(1)i+1)m2,m3n2,n3
]
ǫ→2ǫ
. (140)
This can be expanded in various building blocks, which are represented in Figure 20.
Let us explain Figure 20 in more details. The first line of Figure 20 corresponds to
the renormalized two-loop correction (I(2)i )m1,m2,m3n1,n2,n3 (using (110)):
(I(2)i )m1,m2,m3n1,n2,n3 = (I(2)i )m1,m2,m3n1,n2,n3 +
1
2
[
(I
(2)
i )
m1,m2
n1,n2 + (I
(2)
i+1)
m2,m3
n2,n3
]
+ (Z(2)i )m1,m2,m3n1,n2,n3 (141)
+ (Z(1))m1,n1+n2−m1n1,n2 (I(1)i+1)m2,m3n1+n2−m1,n3 + (Z(1))n2+n3−m3,m3n2,n3 (I(1)i )m1,m2n1,n2+n3−m3
+
1
2
[
δm3n3
∑
k
(Z(1))k,n1+n2−kn1,n2 (I(1)i )m1,m2k,n1+n2−k + δm1n1
∑
k
(Z(1))k,n2+n3−kn2,n3 (I(1)i+1)m2,m3k,n2+n3−k
]
.
The square of one-loop contribution is[
(I(1)i )2
]m1,m2,m3
n1,n2,n3
= (142)
(I(1)i )m1,n1+n2−m1n1,n2 (I(1)i+1)m2,m3n1+n2−m1,n3 + (I(1)i+1)n2+n3−m3,m3n2,n3 (I(1)i )m1,m2n1,n2+n3−m3
+
1
2
[
δm3n3
∑
k
(I(1)i )k,n1+n2−kn1,n2 (I(1)i )m1,m2k,n1+n2−k + δm1n1
∑
k
(I(1)i+1)k,n2+n3−kn2,n3 (I(1)i+1)m2,m3k,n2+n3−k
]
,
which is illustrated by the first term in the second line of Figure 20. The renormalized
one-loop correction is simply:
(I(1)i )m1,m2n1,n2 = (I(1)i )m1,m2n1,n2 + (Z(1)i )m1,m2n1,n2 . (143)
Since the whole combination shown in Figure 20 gives the density of finite remainder
function, all divergences should cancel with each other in this combination. Therefore,
given the two-loop bare form factor results, together with one-loop results, one can deter-
mine the two-loop renormalization constants. We refer reader to [70, 72] for more details
of applying this strategy at two loops.
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6 Conclusion and outlook
In this review we describe the on-shell formalism for form factors in N = 4 SYM. At
tree-level, the minimal form factors can be used to translate off-shell local operators into
on-shell language with the help of super spinor helicity formalism. At loop level, we apply
the unitarity method and the color-kinematics duality to construct high loop Sudakov
form factors. We also discuss form factor of general non-BPS operators. Based on these
computation, we show that form factors can be used to compute (IR) cusp anomalous
dimension and (UV) anomalous dimensions of general local operators. As mentioned in
the introduction, there are many other aspects which we do not cover in this review, and
we refer interested readers to the original references. The on-shell formalism we focus in
this review is based on generic principles and is expected to applicable to general gauge
theories. It would be interesting to explore these ideas in more general context. In this
respect, form factors have also been studied in ABJM theory [160, 161, 162]. There
have been applications of on-shell methods for computing the Higgs amplitudes with high
dimension operators in Higgs EFT [163, 164, 165, 166, 167, 168]. Form factors with six-
dimensional spinor helicity formalism have been studied recently in [169]. It would be
interesting to apply on-shell form factor techniques to generic effective field theory and
their renormalizations, see e.g. [170]. It would be also interesting to apply color-kinematics
duality to form factor of non-BPS operators or in other gauge theories beyond N = 4
SYM. Finally, it would be interesting to apply the on-shell methods to form factors of
multiple operators and correlations functions, see e.g. [74].
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A Feynman rules
In this appendix, we provide the Feynman rules (in the Feynman gauge) that are used in
the main text. All momenta are taken outgoing.
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(1) Feynman rules for the gluon propagator and gluon vertices with full color depen-
dence are:
µ, a ν, bp = − iηµνδab 1
p2 + iǫ
, (144)
p2
p1
p3
µ, a
ν, b
ρ, c
= fabc
[
ηµν(p1 − p2)ρ + ηνρ(p2 − p3)µ + ηρµ(p3 − p1)ν
]
, (145)
µ, a
ν, b ρ, c
σ, d
= − ifabef cde(ηµρηνσ − ηµσηνρ)− ifacef bde(ηµνηρσ − ηµσηνρ)
− ifadef bce(ηµνηρσ − ηµρηνσ) . (146)
(2) Color-stripped Feynman rules which are used to compute color-ordered gluon am-
plitudes are:
µ νp = − iηµν 1
p2 + iǫ
, (147)
p2
p1
p3
µ
ν
ρ
=
i√
2
[
ηµν(p1 − p2)ρ + ηνρ(p2 − p3)µ + ηρµ(p3 − p1)ν
]
, (148)
µ
ν ρ
σ
= iηµρηνσ − i
2
(
ηµνηρσ + ηµσηνρ
)
. (149)
(3) Color-stripped Feynman rules for the scalar propagator and gluon-scalar interac-
tion vertices are:
I Jp = − iδIJ 1
p2 + iǫ
, (150)
φJ
φI
µ
p2
p1
=
i√
2
δIJ(p1 − p2)µ , (151)
φJ
φI
µ
ν
= − i
2
δIJη
µν , (152)
φI
φJ φK
φL
= iδIKδJL − i
2
(
δIJδKL + δILδJK
)
. (153)
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B Color algebra
Using the completeness relation (7) for the generators of gauge group SU(Nc)
N2c−1∑
a=1
(T a) ji (T
a) lk = δ
l
i δ
j
k −
1
Nc
δ ji δ
l
k , (154)
it is straightforward to obtain the following relations which are more convenient to use in
practice: ∑
a
tr(XT aY )tr(WT aZ) = tr(Y XZW )− 1
Nc
tr(Y X)tr(ZW ) , (155)
∑
a
tr(XT aY T aZ) = tr(ZX)tr(Y )− 1
Nc
tr(XY Z) , (156)
where X, Y, Z,W can be any product of T a’s.
With the help of the above relations, one can simplify the products of color factors,
such as fabc = 1
i
√
2
tr([T a, T b]T c), to a trace basis. As a non-trivial example, let us consider
a cube graph. If we assign each vertex a fabc factor and contract all color indices, the
color factor is
color factor of
( )
= (fαaβfβbγf γcδf δdα)2 =
1
8
(N2c − 1)N2c (N2c + 12) . (157)
This contains the quatic Casimir group invariants discussed in Section 4.4.
C Basis of spinor products
Using spinor helicity formalism, amplitudes and form factors can be expressed in terms
of spinor products 〈i j〉, [i j]. The spinor products satisfy non-trivial non-linear relations,
such as the Schouten identity (25). This makes it in general hard to compare two ex-
pressions. One method is to choose random numerical values for the momenta and then
compare expressions numerically. Another way is to use an independent basis of spinor
products which we describe in this appendix. Once the results are reduced in the basis,
one can compare two expressions analytically. Without loss of generality, we will take
five-point amplitudes as an explicit example.
First, using the relation
〈i i〉 = 0 = [j j] , 〈i j〉 = −〈j i〉 , [i j] = −[j i] , (158)
one only needs to consider
{〈i j〉 , [i j] ∣∣ i < j}. (159)
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Next, since spinor is two dimensional, it can be expanded in a basis of two spinors.
For example, we can use λ4, λ5 as the basis for λi, and λ˜1, λ˜2 as the basis for λ˜i:
λi =
〈i 5〉λ4 − 〈i 4〉λ5
〈4 5〉 , λ˜i =
[i 2]λ˜1 − [i 1]λ˜2
[1 2]
. (160)
Consequently, the scalar products satisfy
〈i j〉 = 〈i 4〉 〈j 5〉 − 〈i 5〉 〈j 4〉〈4 5〉 , [i j] =
[1 i][2 j]− [2 i][1 j]
[1 2]
, (161)
which are equivalent to the Schouten identities. With the above relations, we can express
all spinor products using the following ones
{〈4 5〉 , [1 2], 〈i 4〉 , 〈i 5〉 , [1 j], [2 j] ∣∣ 1 ≤ i ≤ 3, 3 ≤ j ≤ 5}. (162)
For five-point form factors, this will be the final basis. For five-point amplitudes,
however, there are four extra constraints from the momentum conservation condition:
P :=
5∑
i=1
pi = 0 , (163)
which in terms of spinor products give four equations:
0 = 〈4|P |1] = 〈4 2〉 [2 1] + 〈4 3〉 [3 1] + 〈4 5〉 [5 1] ,
0 = 〈4|P |2] = 〈4 1〉 [1 2] + 〈4 3〉 [3 2] + 〈4 5〉 [5 2] ,
0 = 〈5|P |1] = 〈5 2〉 [2 1] + 〈5 3〉 [3 1] + 〈5 4〉 [4 1] ,
0 = 〈5|P |2] = 〈5 1〉 [1 2] + 〈5 3〉 [3 2] + 〈5 4〉 [4 2] . (164)
We can use them to solve for {[1 5], [2 5], [1 4], [2 4]} as
[1 5] =
〈4 2〉 [2 1] + 〈4 3〉 [3 1]
〈4 5〉 , [2 5] =
〈4 1〉 [1 2] + 〈4 3〉 [3 2]
〈4 5〉 ,
[1 4] =
〈5 2〉 [2 1] + 〈5 3〉 [3 1]
〈5 4〉 , [2 4] =
〈5 1〉 [1 2] + 〈5 3〉 [3 2]
〈5 4〉 . (165)
Thus the final basis for five-point amplitudes can be chosen as:
{〈1 4〉 , 〈2 4〉 , 〈3 4〉 , 〈1 5〉 , 〈2 5〉 , 〈3 5〉 , 〈4 5〉 , [1 2], [1 3], [2 3]} . (166)
For general n-point amplitudes, the dimension of the basis is:
n(n− 1)− (n− 2)(n− 3)− 4 = 4n− 10 . (167)
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D Supersymmetric transformation
In this appendix we discuss the supersymmetric transformation for both the on-shell states
and the off-shell fields in chiral operators.
First, we recall the on-shell superfield
Φ(p, η) = g+(p)+η
A ψ¯A(p)+
ηAηB
2!
φAB(p)+
ǫABCDη
AηBηC
3!
ψD(p)+η1η2η3η4 g−(p) . (168)
The supersymmetry charges QαA act as:
[QαA,Φ(p, η)] = λαηAΦ(p, η) . (169)
By matching the components of η expansion on both sides of (169), one can obtain
[QαA, g+(p)] = −λαψA(p) , (170)
[QαA, ψ¯B(p)] = −δABλαg+(p) , (171)
[QαA, φBC(p)] = λ
α
[
δABψ¯C(p)− δAC ψ¯B(p)
]
, (172)
[QαA, ψB(p)] = −λαφAB(p) , (173)
[QαA, g−(p)] = 0 . (174)
This can be used to derived SUSY Ward identities for amplitudes and form factors.
Next we consider the transformation on the fields in the chiral operators. The super-
symmetric transformation is [111]:
QαAΦ
BC = i
√
2
(
δBAΨ
Cα − δCAΨBα
)
, (175)
QαAΨ
B
β = δ
B
AF
α
β + igYM[Φ
BC ,ΦCA]δ
α
β , (176)
QαAFβγ =
√
2 gYM
(
δαβ [ΦAB,Ψ
B
γ ] + δ
α
γ [ΦAB,Ψ
B
β ]
)
. (177)
It is obvious that the operator tr(Φ12Φ12) is half-BPS, since it is annihilated by half of
SUSY generators QαA, A = 3, 4. By acting the other four generators Q
α
A, A = 1, 2 on the
operator, one can get ( 2∏
A=1
2∏
α=1
QαA
)
tr(Φ12Φ12) = 2L , (178)
where L is the on-shell chiral Lagrangian given in (47).
E Loop integrals
We use the convention of an L-loop integral as
I(L)[N(li, pj)] = e
LǫγE
∫
dDl1
iπ
D
2
. . .
dDlL
iπ
D
2
N(li, pj)∏
j Dj
. (179)
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The dimensional regularization is used with D = 4 − 2ǫ. Below we list some explicit
results of one- and two-loop integrals used in main text. They can be evaluated with
standard integration methods [171].
The one-loop scalar triangle integral is:
I
(1)
tri =
p1
p2
= eǫγE
∫
dDl
iπ
D
2
1
l2(l + p1)2(l + p1 + p2)2
=
[
eǫγE(−s212)−ǫ
][− (−s212)−1Γ(−ǫ)2Γ(1 + ǫ)Γ(1− 2ǫ)
]
= (−s212)−ǫ−1
[
− 1
ǫ2
+
π2
12
+
7ζ3
3
ǫ+
47π4
1440
ǫ2 +O(ǫ3)
]
. (180)
The one-loop scalar bubble is:
I
(1)
bub =
−ǫ
1− 2ǫI
(1)
tri = (−s212)−ǫ
[1
ǫ
+ 2 +
(
4− π
2
12
)
ǫ+
(
8− π
2
6
− 7ζ3
3
)
ǫ2 +O(ǫ3)
]
. (181)
The two-loop planar-ladder and cross-ladder scalar integrals are
I
(2)
PL =
p1
p2
= (−s212)−2ǫ−2
[ 1
4ǫ4
+
5π2
24ǫ2
+
29ζ3
6ǫ
+
3π4
32
+O(ǫ1)
]
, (182)
I
(2)
CL =
p1
p2 = (−s212)−2ǫ−2
[ 1
ǫ4
− π
2
ǫ2
− 83ζ3
3ǫ
− 59π
4
120
+O(ǫ1)
]
. (183)
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