Abstract: This paper introduces an improved diffusion model which is accurate and fast in computation for the cases of μ a /μ' s < 0.07 as good as the conventional diffusion model for the cases of μ a /μ' s < 0.007 for surface measurement, hence more suitable than the conventional model to be the forward model used in the image reconstruction in the diffuse optical tomography. Deviation of the diffusion approximation (DA) on the medium surface is first studied in the Monte Carlo (MC) diffusion hybrid model for reflectance setup. A modification of DA and an improved MC diffusion hybrid model based on this modified DA are introduced. Numerical tests show that for media with relatively strong absorption the present modified diffusion approach can reduce the surface deviation significantly in both the hybrid and pure diffusion model, and consumes nearly no more computation time than the conventional diffusion approach.
Introduction
Diffuse optical tomography (DOT) [1] [2] using near-infrared light can image the optical properties of biological tissues non-invasively, therefore is used and promising in many biomedical applications such as breast cancer detection [3] and functional brain imaging [4] [5] . The image reconstruction in DOT based on the theory of photon transport or photon density wave [6] is a non-linear ill-posed inverse problem which requires an accurate and fast (in computation) forward model [2] . The radiance transport equation (RTE) [6] and Monte Carlo (MC) simulation [7] [8] [9] are two accurate models for light propagation in turbid medium. However, both the two models are time-consuming hence not suitable to be the forward model for the DOT image reconstruction. Thus, for highly scattering media with relatively weak absorption, people use the diffusion approximation (DA) to simplify the RTE to a more efficient (on computation) model, i.e. the diffusion model represented by the diffusion equation (DE) [6] . Due to the DA, the DE suffers from some limitations. The first limitation is that the medium must be scattering dominated (i.e., the ratio of the absorption coefficient over the reduced scattering coefficient must be much less than 1, e.g., when μ a / μ ' s ≤ 0.005, the deviation of the DE solution from the RTE solution is usually smaller than 1%). Another limitation of DE is that it can not correctly model light propagation in the "near-source region" (the region near the incident point of the collimated light source) [10] [11] [12] [13] . This deviation of DE in the near-source region is referred as "near-field deviation" in the present paper. To overcome this difficulty, hybrid models that use the diffusion model in the far-fromsource region and an accurate model in the near-source region was proposed, e.g., Monte Carlo diffusion hybrid model (MC simulation is used in the near-source region) [14] [15] [16] and transport diffusion hybrid model (the RTE is used in the near-source region) [17] [18] .
However, in biomedical applications, it is often met that μ a / μ ' s < 0.007 is not satisfied. For example, in human brain near-infrared imaging, μ a /μ' s of the scalp is about 0.0095, and μ a /μ' s of the gray matter is about 0.0164 [5] . For those even less scattering dominated cases, the conventional diffusion model (no matter pure or hybrid) is not accurate enough to be the forward model used in the DOT image reconstruction. As an example, consider a setup of light reflectance as shown in Fig. 1 , when μ a /μ' s ≥ 0.05, the deviation of the diffusion modeled light intensity at the detector from the RTE modeled value is usually greater than 7%. Figure 2 shows a numerical example of the comparison between the conventional MC diffusion hybrid model and the pure MC model. From Fig. 2 one sees that the deviation of the surface diffuse intensity is greater than 7% when the distance from the incident point is larger than 1.2 cm. In this paper, we introduce an improved diffusion model which is accurate and fast in computation for the cases of μ a /μ' s < 0.07 as good as the conventional diffusion model for the cases of μ a /μ' s < 0.007 for surface measurement, hence more suitable than the conventional model to be the forward model used in the DOT image reconstruction. The idea is presented in the following two paragraphs.
The validity of the DA relies on that the diffuse radiance in the medium be nearly isotropic. However, due to the strong anisotropy of the physical material at the interface between the medium and the air (e.g., the mismatch of the refractive indices), it is reasonable that the diffuse light near the surface of the medium is more anisotropic than the light deep inside the medium. Therefore, the deviation of the diffuse modeled light intensity from the accurate value is larger on the surface than in the deep-inside region [19] [20] . This relatively larger deviation of the diffusion model on the surface is called the "surface deviation" in the present paper. Note that the measurements in DOT are usually taken on the surface of the biological medium, the surface deviation is a disadvantage for the conventional diffusion model to be the forward model for DOT.
By modifying some basic equations in the diffusing theory, we obtain an improved diffusion model. This model reduces the deviation on the surface to the level of the deviation deep inside the medium, therefore, is more accurate than the conventional diffusion model. a /μ' s < 0.07. This study shows which equations listed in Section 2.1 are more inaccurate and should be modified to correctly model the light propagation in the near-surface region. In Section 3.1 several empirical formulae are proposed to modify the basic equations of the conventional DA. These modified basic equations represent the "modified DA". A modified MC diffusion hybrid model (for light reflectance by turbid media) based on the modified DA is introduced in Section 3.2 and numerical tests for the modified model are provided in Section 3.3. Supported by the numerical experiments including that shown in Section 3.3, we give our conclusion in Section 4.
Surface deviation of the conventional diffusion approximation

The conventional diffusion approximation
In the present paper, we assume the incident light is from a continuous-wave (CW) source and thus the RTE is time-independent. In the far-from-source region of a scattering dominated medium, the light propagation is completely diffusive and governed by the following diffusion equation (far-from-source DE) [6] ) at point r in the direction of unit vector s , and Ω represents the far-from-source region of the turbid medium. Note that Eq. (1) (called the "conventional DE" in the present paper) is derived from the following two equations [6] : 1 4 ( ) ( ) ( ) 0 On the surface of the turbid medium, the partial current boundary condition can be expressed as [21] [22] 
where S represents the surface of the medium, n is the outward normal to S , and A is calculated with the following expression [22] /2 2
where ( ) R θ is the Fresnel reflection coefficient for the diffuse light hitting the medium surface (from inside) at an angle of θ (with respect to n ). Coefficient A is a function of the relative refractive index n of the medium and can be approximated with a polynomial fit of n in practical calculation [22] .
Equations (2)- (5) are all based on the following equation for an isotropic medium [6] :
However, the diffuse light is more anisotropic in the region near the surface (as compared with other regions of the medium), Therefore, Eq. (6) is relatively less accurate in the nearsurface region, leading to the "surface deviation" of DA.
In the following Section 2.2, we introduce briefly three implementations of the conventional MC diffusion hybrid model as the tools to study the surface deviation. 
Three implementations of the conventional MC diffusion hybrid model
A thin beam (e.g., a Gaussian beam) of light incidents orthogonally onto the surface (the plane marked with "ABCD") of a semi-infinite turbid medium. V 1 is a cubic volume (whose surface is square ABCD) of the medium. V 2 is a small cube (whose surface is square EFGH) included in V 1 . Square E'F'G'H' which includes EFGH is slightly larger than EFGH. Square ABCD, EFGH and E'F'G'H' are all centered at the incident point O. MC simulation is used to evaluate the diffuse intensity in V 2 and on square E'F'G'H'. Finite element method is used to solve the diffusion equation in the volume of V 1 with the small cube V 2 excavated.
The denotations ( 0,1, 2, 3)
are defined for the convenience of describing the various boundary conditions to be used in the present paper.
In the conventional MC diffusion hybrid model for the example shown in Fig. 3 , we first use MC simulation to obtain the diffuse light distribution in the near-source region (including V 2 and 2 Γ ). Then, the finite element method (FEM) [23] [24] [25] based on the conventional DE [Eq. (1)] is applied only in the far-from-source region Ω (The size of V 2 is chosen large enough so that the light in Ω is completely diffusive.) The diffuse intensity at point r in Ω decreases rapidly when the distance between r and O (the incident point) increases. Volume V 1 is chosen large enough so that the diffuse intensity on 0 Γ is small enough and zero boundary condition can be applied at 0 Γ for the DE solution.
Below we describe three implementations of the conventional MC diffusion hybrid model (called "Conventional Hybrid I", "Conventional Hybrid II" and "Conventional Hybrid III") using three different boundary conditions on 2 Γ . In all these three implementations, the FEM is used to solve Eq. (1) (combined with different boundary conditions).
The boundary conditions for Eq. (1) used in Conventional Hybrid I are 
where the second equation in the above system is the so-called "partial current boundary condition" [21] [22] , which is derived from Eqs. (3) and (4). The third equation in system (7) 
Numerical study for the surface deviation
Here we study the surface deviation with a numerical example using the setup shown in Fig. 3 . The medium is assumed to be homogeneous semi-infinite with the same optical parameters as listed in the caption of Fig. 2 . Square EFGH (upper surface of V 2 , Fig. 3 Note that the only difference among Conventional Hybrids I-III is the boundary condition used on 2 Γ . Therefore, as shown in Fig. 4 (4) is not accurate.
The underlying reason for the inaccuracy of Eqs. (3) and (4) is the relatively strong anisotropy of the diffuse light near the surface of the medium. From the above analysis one sees that one way to reduce the surface deviation is to modify Eqs. (3) and (4).
The modified DA and the improved diffusion (hybrid or pure) models
The modified diffusion approximation
In the present paper we propose to modify the conventional DA [described by Eq. (2)-Eq. (4)] by rewriting Eq. (3) and Eq. (4) into the following two equations:
where 1 ( ) η r and 2 ( ) η r are modification parameter functions introduced to reduce the surface deviation. They are usually selected empirically. For the setup and the coordinate system shown in Fig. 3 (the source beam incidents along z axis, and x-y plane is defined on the surface of the medium), we propose that 1 ( ) η r and 2 ( ) η r be approximated as: 
where 1 ( ) c n and 2 ( ) c n are constants determined only by the refractive index n of the medium.
Here we give an explanation for the use of the 1 ( ) η r and 2 ( ) η r in Eq. (11). 1. For light reflectance setup shown in Fig. 3 , the deviation of the surface measurement evaluated by the conventional diffusion model from that by the MC model increases almost proportionally with a s μ μ ′ [22] . This correlativity is also verified by the numerical experiments done by us.
Therefore, the modification should be direct proportion to a s μ μ ′ . 2. The anisotropic light becomes nearly isotropic when it travels a path length in the scattering dominated medium. Therefore, the modification should decrease rapidly with the depth from the surface. It's natural to choose 1 ( ) η r to decrease exponentially with the dimensionless path length. 3. The deviation of the DE on the surface increases with the mismatch of the refractive index at the interface [19] [20] . Thus 1 ( ) c n and 2 ( ) c n should be determined by the refractive index n. For a fixed n, c 1 and c 2 are two constants. Usually their values are unknown, however they are not arbitrary. The values of c 1 and c 2 for a fixed n can be estimated from large numbers of numerical examples. In this paper, we use n = 1.35. We have done hundreds of numerical comparisons between the modified DA and the pure MC simulation for various optical properties of turbid media. In each numerical experiment, we choose various pairs of values of c 1 and c 2 to find a pair of values which makes the modified DA consistent with the pure MC simulation best. We found that for the case of n = 1.35, when we use the values c 1 = 3.14 and c 2 = 2.2, the modified DA is consistent with the pure MC simulation very good in most cases. Though the best pair values of c 1 and c 2 are unknown, they should be near the pair values of c 1 = 3.14 and c 2 = 2.2 which are used for the present modified DA in this paper.
The improved MC diffusion hybrid model (the present hybrid model
The diffusion equation and the boundary condition used in the proposed MC diffusion hybrid model (called "Present Hybrid model" hereafter) are modified as ( 1 4 ) Equation (12) is derived from Eqs. (2) and (3'). The second equation in system (13) (called the "modified partial current boundary condition") is derived from Eqs. (3') and (4'). suggested in Refs. [22] and [26] . We modify ( ) D r by using the 1 ( ) η r function described in Eq. (11) . The partial current boundary condition in the second equation of system (13) 
The diffusion approximation modified by Eq. (15) is referred as the "present modified DA" hereafter in the present paper. Our numerical experiments have verified that the present modified DA is more accurate than the DA modified with
[22] and [26] . We use an example in Section 3.3 to illustrate this (Fig. 7) .
In the FEM, Eqs. (12) and (13) (16) reduces to the Galerkin variation equation in the conventional model. This implies that the computation complexity of the forward problem in the modified model is the same as in the conventional model. Therefore, the modified DA approach consumes nearly no more computation time than the conventional DA approach.
Numerical tests for the modified DAs
The present modified diffusion model and the related empirical formulae (Eqs. (3'), (4') and (11)- (15) 
where 1
is the whole domain of the medium, ( ) S r is the diffuse source which is derived from the reduced incident radiance [6, 10, 21] . In the far-from-source region 
To show the accuracy of the present modified DA (Modified DA I), we give several numerical examples of the comparisons among various diffusion models named in Table 1 . Table 1 . Nomenclature (used in Figs. 4-7) for the diffusion models . Comparisons are done for four sets of medium parameters:
We use the fifth numerical example to show the accuracy improvement by the present modified DA in both the pure diffusion and hybrid models. In this example, five models are used to evaluate the diffuse intensity distribution on the surface of a semi-infinite inhomogeneous medium: the pure MC model, Conventional Pure diffusion model, Present Pure diffusion model (based on the present modified DA), Conventional Hybrid III, and Present Hybrid. In this example, the FEM is applied in the two pure diffusion models and in the far-from-source region for the two hybrid models. The medium is inhomogeneous and cylindrically symmetric about the z axis (the axis of the incident beam) and described by Figure 6 shows that the present modified DA improves the accuracy significantly not only for the hybrid model but also for the pure diffusion model. x ≤ is evaluated with MC simulation. The last two examples (Fig. 7 ) are used to show the advantage of the present modified DA (Modified DA I) over Modified DA II (suggested in Refs. [22] and [26] ) and Modified DA III. For the same medium as used in Figs. 2, 4 and 5(a), we apply Modified DA I, II and III in the pure diffusion model and the MC diffusion hybrid model described by Eqs. (12)- (14) to evaluate the diffuse intensity on the surface of the medium. The numerical results are compared with the pure MC simulation. As shown in Fig. 7 , the present modified DA (Modified DA I) is more accurate than Modified DA II and III in both the pure diffusion model (Fig. 7(a) , the pure diffusion model applied with the present modified DA is marked with "Present Pure") and the MC diffusion hybrid model (Fig. 7(b) , the hybrid model applied with the present modified DA is marked with "Present Hybrid"). and Fig. 7 shows that the present modified DA is also better than other modified DAs reported before (e.g., Modified DA II which was suggested in Refs. [22] and [26] ). At last, it should be pointed out that, the computation time for the FEM to solve the modified DA problems is almost the same long as for the FEM to solve the conventional DA problems.
Conclusion
For media with relatively strong absorption, the traditional diffusion approximation (DA) is not so accurate near the medium surface. Neither a pure nor hybrid conventional DA approach can reduce this deviation on far-from-source surface. We have introduced a method with some empirical formulae to modify the conventional DA (including the partial current boundary condition) in order to reduce the surface deviation. Numerical tests have shown that the improved models (pure diffusion or MC diffusion hybrid) which employ the present modified DA are much more accurate than the conventional models. With the combined consideration that the modified DA approaches consume nearly no more computation time than the conventional DA approaches, we conclude that the present improved models are more efficient hence more suitable than the conventional models to be forward models used in the image reconstruction in DOT.
