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We investigate the effect of correlated disorder on Majorana zero modes (MZMs) bound to magnetic vortices
in two-dimensional topological superconductors. By starting from a lattice model of interacting fermions with
a px ± ipy superconducting ground state in the disorder-free limit, we use perturbation theory to describe the
enhancement of the Majorana localization length at weak disorder and a self-consistent numerical solution to
understand the breakdown of the MZMs at strong disorder. We find that correlated disorder has a much stronger
effect on the MZMs than uncorrelated disorder and that it is most detrimental if the disorder correlation length `
is on the same order as the superconducting coherence length ξ. In contrast, MZMs can survive stronger disorder
for `  ξ as random variations cancel each other within the length scale of ξ, while an MZM may survive up
to very strong disorder for ` ξ if it is located in a favorable domain of the given disorder realization.
Topological phases of matter harbor exotic nonlocal quasi-
particles and have been proposed as a promising platform for
fault-tolerant quantum computation [1, 2]. In particular, topo-
logical superconducting systems, including one-dimensional
(1D) and two-dimensional (2D) heterostructures [3–8] as well
as intrinsic 2D superconductors with p-wave pairing symme-
try [9], are predicted to host Majorana zero modes (MZMs)
[10–12] which can implement the Clifford gate set via braid-
ing. While most proposals for MZM braiding have focused on
1D systems, such as nanowire T-junctions [13], MZMs bound
to superconducting vortices in 2D systems have distinct ad-
vantages as the 2D geometry allows a greater degree of free-
dom in the motion of the MZMs.
Due to their inherently nonlocal nature, MZMs are known
to be protected against infinitesimal local perturbations, in-
cluding random disorder. However, given that real-world ma-
terials contain disorder in varying forms and strength, it is also
important to understand the robustness of MZMs against dis-
order beyond the infinitesimal limit. For example, weak dis-
order may make the MZMs less localized, leading to a smaller
qubit density and/or more gate errors, whereas strong disorder
may lead to a complete breakdown of the MZMs. While there
have been numerous studies along these lines, most of them
focus on 1D nanowires [14–23], while those studying 2D su-
perconductors do not consider vortex-bound MZMs [24] or
only concentrate on uncorrelated disorder [25, 26].
In this Letter, we consider a simple microscopic model of
interacting fermions with a px ± ipy superconducting ground
state [27, 28] and study the effect of correlated disorder by
combining analytical and numerical approaches. Specifically,
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we investigate vortex-bound MZMs in this model and under-
stand how their robustness depends on the correlation length
of the disorder. Our main result is that correlated disorder is
significantly more detrimental to the MZMs than uncorrelated
disorder. In particular, disorder has the most adverse effect if
its correlation length ` is similar to the superconducting co-
herence length ξ, while disorders with `  ξ and `  ξ are
both more benign, even though for completely different rea-
sons. Since our results naturally extend to the continuum limit
of the model and are expressed in terms of measurable length
and energy scales, they should apply universally for px ± ipy
superconductors and provide useful guidelines for the realiza-
tion of MZM braiding in realistic experimental systems.
Model.—We consider a tight-binding Hamiltonian of inter-
acting spinless fermions on the square lattice,
Hˆ = −
∑
r
µrc
†
rcr −
∑
〈r,r′〉
(
tr,r′c
†
rcr′ + h.c.
)
−g
∑
〈r,r′〉
c†rcrc
†
r′cr′ , (1)
where the three terms describe a site-dependent chemical po-
tential, a nearest-neighbor hopping amplitude, and a nearest-
neighbor attractive interaction, respectively. In the presence of
a magnetic field, the hopping amplitude is spatially modulated
by the vector potential A(r) through the Peierls substitution,
tr,r′ = te
iAr,r′ , where Ar,r′ =
∫ r′
r
A(rˆ) · drˆ. We expand the
chemical potential as µr = µ¯ + δµr, where µ¯ is a constant
background, while δµr describes random disorder of strength
δµ¯ that is correlated within a length scale `. Mathematically,
δµr are real Gaussian random variables characterized by
δµr = 0, δµrδµr′ = δµ¯
2e−|r−r
′|2/`2 , (2)
where the overline denotes averaging over many disorder re-
alizations. In practice, these real-space random variables are
generated through δµr =
∑
k Re[δµ˜ke
ik·r] from the indepen-
dent momentum-space complex variables δµ˜k satisfying
δµ˜k = δµ˜
∗
k = 0, δµ˜kδµ˜k′ = δµ˜
∗
kδµ˜
∗
k′ = 0,
δµ˜kδµ˜
∗
k′ = 2N δµ¯2δk,k′e−`
2|k|2/4, (3)
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2where the normalization constant is N = [∑k e−`2|k|2/4]−1
for a large enough system size L `.
In the absence of interactions (g = 0), disorder (µr = µ¯),
and magnetic field (tr,r′ = t), the tight-binding Hamiltonian
in Eq. (1) is quadratic and translation invariant. By means of a
Fourier transform, one then obtains a single fermion band with
energy-momentum dispersion εk = −µ¯−2t(cos kx+cos ky)
for a normalized lattice constant a = 1. For |µ¯| < 4t, the low-
energy physics is governed by a Fermi surface characterized
by εk = 0. In the following, we consider µ¯ = −4t+ εF with
0 < εF < t to get an approximately circular Fermi surface
around k = 0. From an expansion to the lowest order in k, the
energy-momentum dispersion is then εk = −εF + |k|2/2m,
where m = 1/(2t) is an effective mass. Thus, in this approxi-
mation, the Fermi surface is indeed circular with Fermi energy
εF and Fermi wave vector kF =
√
2mεF =
√
εF /t.
Bulk superconductivity.—We first consider the Hamiltonian
in Eq. (1) with attractive interactions (g > 0) but without dis-
order (µr = µ¯) or magnetic field (tr,r′ = t). It has been shown
numerically [27] and analytically [28] that the ground state is
then a gapped px ± ipy superconductor which spontaneously
breaks time-reversal symmetry. To describe this ground state
on the mean-field (i.e., saddle-point) level, we employ a stan-
dard Hubbard-Stratonovich decoupling in Eq. (1) to obtain a
quadratic Bogoliubov-de Gennes (BdG) Hamiltonian,
H = −
∑
r
µrc
†
rcr −
∑
〈r,r′〉
(
tr,r′c
†
rcr′ + t
∗
r,r′c
†
r′cr
)
−
∑
〈r,r′〉
(
∆∗r,r′crcr′ + ∆r,r′c
†
r′c
†
r
)
, (4)
which must be solved self-consistently in terms of the super-
conducting pairing potentials,
∆r,r′ = −∆r′,r = g〈crcr′〉, (5)
where 〈O〉means the expectation value of the operatorO with
respect to the ground state of H . These pairing potentials can
generally be parameterized as
∆xr ≡ ∆r,r+rˆx =
∑
q
(
∆+q + ∆
−
q
)
eiq·r,
∆yr ≡ ∆r,r+rˆy = i
∑
q
(
∆+q −∆−q
)
eiq·r, (6)
where rˆx = (1, 0) and rˆy = (0, 1) are the lattice vectors, and
the component ∆±q corresponds to px± ipy superconductivity
with a spatial modulation of wave vector q. In the absence of
disorder (µr = µ¯) and magnetic field (tr,r′ = t), the supercon-
ductivity is translation symmetric [27, 28]. Assuming px+ipy
pairing symmetry without loss of generality, the components
in Eq. (6) then become
∆+q = ∆¯δq,0, ∆
−
q = 0, (7)
corresponding to ∆r ≡ ∆xr = −i∆yr = ∆¯. The constant ∆¯
can be determined from a self-consistent solution of Eqs. (4)
and (5). In the universal continuum limit (kF  1), we show
in the Supplemental Material (SM) [29] that ∆¯ satisfies
1 =
g
N
∑
k
|k|2√
ε2k + 4|k|2|∆¯|2
≈ gν
∫
dε k2F√
ε2 + 4k2F |∆¯|2
,
(8)
where N is the number of lattice sites, and ν is the density of
states at the Fermi level. If we then choose ∆¯ to be real and
positive without loss of generality, it is approximately given
by the standard superconducting gap formula,
∆¯ ∼ E
2kF
exp
(
− 1
2gk2F ν
)
, (9)
where E is an energy scale governing the high-energy cutoff
(whose precise value is irrelevant), while 2gk2F is an effective
interaction strength reflecting the p-wave symmetry of the su-
perconductivity. Importantly, because of the factor k2F ∝ εF
within the exponential, the pairing potential ∆¯ strongly de-
pends on the Fermi energy εF [28].
Next, we include a weak disorder in the chemical potential
(δµ¯  µ¯) and study its effect on the pairing potentials ∆r,r′
via perturbation theory. Formally, we restore µr = µ¯+ δµr in
Eq. (4) and modify Eq. (7) by writing ∆+q = ∆¯δq,0+δ∆
+
q and
∆−q = δ∆
−
q . We can then employ δµr =
∑
q δµˆqe
iq·r, where
δµˆq =
1
2 [δµ˜q+ δµ˜
∗
−q], and obtain the self-consistent solution
of Eqs. (4) and (5) up to linear order in δµˆq and δ∆±q . In the
continuum limit (|q|  kF  1) of weak superconductivity
(ξ−1  kF ), this approach gives (see the SM [29])
δ∆+q = f
(
ξ|q|
2
)
∂∆¯
∂εF
δµˆq,
δ∆−q = −h
(
ξ|q|
2
)
e2iϑq
∂∆¯
∂εF
δµˆq, (10)
where ξ = vF /(2kF ∆¯) = 1/(2m∆¯) is the superconducting
coherence length, vF = kF /m is the Fermi velocity, ϑq is the
angle between q and rˆx, while f(x) and h(x) are dimension-
less functions with asymptotic forms
f(x) ≈
{
1− x26 (x 1),
1
ln x (x 1),
h(x) ≈
{
x2
6 (x 1),
1
2(ln x)2 (x 1).
(11)
For q = 0, the disorder component δµˆ0 simply corresponds
to a shift in the Fermi energy εF , and the pairing potential ∆¯
with px + ipy symmetry is renormalized accordingly. For fi-
nite q, however, the disorder gives rise to reduced variations
in the px + ipy pairing due to f(ξ|q|/2) < 1 and also gener-
ates a finite px − ipy pairing due to h(ξ|q|/2) > 0. Both of
these effects are more pronounced if the disorder wave vec-
tor q exceeds the inverse coherence length ξ−1. We note that,
while the mean-field results in Eqs. (10) and (11) may not be
quantitatively right for |q|  ξ−1, any corrections beyond the
3mean-field level are expected to strengthen our main conclu-
sions by suppressing f(ξ|q|/2) and h(ξ|q|/2).
Finally, we describe the real-space correlations in the pair-
ing potentials ∆r,r′ as a result of disorder. Since h(x) f(x)
for all x, we neglect the components δ∆−q and use Eq. (6) to
introduce δ∆r ≡ δ∆xr = −iδ∆yr =
∑
q δ∆
+
q e
iq·r. From
Eqs. (3) and (10), the disorder correlations in δ∆r are then
δ∆rδ∆r′ = Nα2δµ¯2Re
∑
q
e−
1
4 `
2|q|2+iq·(r−r′)f2
(
ξ|q|
2
)
,
(12)
where α = ∂∆¯/∂εF and f2(x) ≡ [f(x)]2. Since f(x) de-
pends only logarithmically on its argument, it is a reasonable
approximation to substitute f(ξ|q|/2) with f(ξ/`) in Eq. (12)
and work with the resulting simplified correlations,
δ∆rδ∆r′ = α
2f2(ξ/`)δµ¯2e−|r−r
′|2/`2 . (13)
From a direct comparison with Eq. (2), this result has a simple
physical interpretation. For `  ξ, the local pairing potential
is determined by the local chemical potential via Eq. (9). For
` ξ, the variations in the pairing potential still follow those
in the chemical potential, but the constant of proportionality
is reduced by a factor f2(ξ/`) 1.
Majorana localization length.—We now consider a super-
conducting vortex hosting a MZM and understand the effect
of weak disorder on the localization length of the MZM. Tak-
ing the continuum limit, cr → ψ(r), assuming a pure px+ ipy
pairing symmetry, ∆r ≡ ∆xr = −i∆yr → ∆(r), and includ-
ing a magnetic field, the BdG Hamiltonian in Eq. (4) takes the
form H =
∫
d2rψ† · H ·ψ, where ψ = (ψ,ψ†)T and
H = 1
2
[
1
2m (−i∇+A)2 − εF 2∆(∂x + i∂y)−2∆∗(∂x − i∂y) − 12m (−i∇−A)2 + εF
]
.
(14)
Focusing on a single vortex at the origin and using polar co-
ordinates, r = (r, ϑ), the pi magnetic flux of the vortex can be
represented by a vector potential with components
Ar(r) = 0, Aϑ(r) =
2piδ(ϑ)− a(r)
2r
, (15)
where the term∝ δ(ϑ) corresponds to a Z2 flux string [1, 30],
while a(r) ≈ 1 for r  λ and a(r) ∼ e−r/λ for r  λ in
terms of the London penetration depth λ. In this gauge, the
pairing potential ∆(r) does not have any angular winding and
simply takes its bulk value for r  ξ. The Hamiltonian matrix
in Eq. (14) can then be written in polar coordinates as
H = 1
2
[ − 12m (D2r +D2ϑ,−)− εF 2∆eiϑ(∂r + ir∂ϑ)
−2∆∗e−iϑ (∂r − ir∂ϑ) 12m (D2r +D2ϑ,+) + εF
]
,
(16)
where D2r ≡ ∂2r + (1/r)∂r and Dϑ,± ≡ (∂ϑ± ia/2)/r, while
the Z2 flux string induces antiperiodic boundary conditions,
ψ(r, 2pi) = −ψ(r, 0), in the polar angle ϑ. If we take ∆ ∈ R
without loss of generality, search for the MZM in the form
γ =
∫
d2rφ(r)
[
ie−iϑ/2 ψ(r)− ieiϑ/2 ψ†(r)
]
, (17)
which naturally satisfies the antiperiodic boundary conditions,
and demand γ = γ† as well as [H, γ] = 0, the radial MZM
wave function φ(r) must be a real solution of
1
2m
[
d2φ
dr2
+
1
r
dφ
dr
− (1− a)
2φ
4r2
]
+εFφ+2∆
[
dφ
dr
+
φ
2r
]
= 0.
(18)
For large distances, r  λ, in the disorder-free limit, we can
set ∆ = ∆¯ and neglect a(r) ∼ e−r/λ  1. The exact general
solution of Eq. (18) then takes the form
φ(r) =
C√
r
exp
(−2m∆¯r) cos [√2mεF − (2m∆¯)2 r + ϕ]
=
C√
r
exp
(
−r
ξ
)
cos [qF r + ϕ] , (19)
where C and ϕ are arbitrary constants, while ξ is the coher-
ence length and qF =
√
k2F − ξ−2 ≈ kF is the Fermi wave
vector for weak superconductivity. Importantly, the solution
in Eq. (19) is approximately valid even for ξ  r  λ as the
correction to Eq. (18) from a finite a(r) is subdominant due to
|φ/r2|  |d2φ/dr2| for any r  ξ. As expected, the Majo-
rana localization length is thus simply the coherence length ξ
in the disorder-free limit.
If we include a weak disorder in the chemical potential µ
(i.e., the Fermi energy εF ), it affects the decay of the MZM
wave function φ(r) and, hence, the localization length via the
pairing potential ∆. Ignoring the power-law prefactor, the ap-
proximate disorder average of |φ(r)| from Eq. (19) is
|φ(r)| ∼ exp
(
−2m
∫ r
0
drˆ
[
∆¯ + δ∆(rˆ)
])
. (20)
Utilizing the Gaussian nature of the random component δ∆(rˆ)
and taking its correlations from Eq. (13), the disorder average
for r  ` k−1F then becomes
|φ(r)| ∼ exp
[
−2m∆¯r + 2m2
∫ r
0
drˆ
∫ r
0
drˆ′ δ∆(rˆ)δ∆(rˆ′)
]
≈ exp
[
−r
ξ
+
√
pi
2
κ2
`r
ξ2
f2
(
ξ
`
)]
, (21)
and corresponds to an enhanced Majorana localization length
ξ′ = ξ
[
1−
√
pi
2
κ2
`
ξ
f2
(
ξ
`
)]−1
, (22)
where κ = δµ¯(∂∆¯/∂εF )/∆¯ is the relative change in the pair-
ing potential as a result of a shift δµ¯ in the Fermi energy. Ac-
cording to Eq. (22), the localization length is more sensitive
to disorder with larger correlation length `. Indeed, for ` ξ,
the correction to the localization length is suppressed due to
both `/ξ  1 and f(ξ/`) 1. However, for ` ξ, it should
be emphasized that the disorder average leading to Eq. (22) is
only appropriate for r  `. Instead, for ξ  r  `, the be-
havior is determined by the specific disorder realization, and
the localization length may even decrease if the MZM is lo-
cated in a region with µ > µ¯.
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FIG. 1: (a) Two vortices centered at the yellow plaquettes with sepa-
rationR = R1 −R2 = (5, 2). The Z2 flux string (dashed line) in-
tersects several links denoted by thick lines. (b) MZM hybridization
energy  as a function of the separationR = (R, 0) for a 50×30 sys-
tem. The dotted line is a fit of Eq. (19) with ξ = 2.8 and qF = 0.65.
Numerical solution.—To qualitatively check the validity of
our results, we numerically obtain self-consistent solutions of
Eqs. (4) and (5) through an iterative procedure. Since MZMs
must appear in pairs for any closed system, we consider two
superconducting vortices centered at two square plaquettes
with positions R1,2 [see Fig. 1(a)]. In this case, the Z2 flux
string connects the two vortices, and the hopping amplitudes
in Eq. (4) become tr,r′ = tur,r′e
iA′
r,r′ , where ur,r′ is −1
(+1) if the Z2 flux string intersects (does not intersect) the
link 〈r, r′〉, while A′r,r′ is only nonzero within a radius λ of
each vortex. The precise form of A′r,r′ and the details of the
iterative procedure are described in the SM [29, 31].
We choose the parameters of Eq. (1) to be t = 1, µ¯ = −3.5,
and g = 5.0, which correspond to m = 0.5, εF = 0.5, and
kF ≈ 0.7. In the absence of disorder, the self-consistent so-
lution for a vortex-free system gives a bulk pairing potential
∆¯ ≈ 0.33 and a bulk fermion gap E0 ≈ 0.41. If we then
include two vortices with separation R = R1−R2, we find a
low-energy fermion in the bulk gap whose energy decays ex-
ponentially with R ≡ |R| [see Fig. 1(b)]. Since this fermion
consists of the two MZMs bound to the vortices, and its fi-
nite energy results from a hybridization between the MZM
wave functions, we fit its energy  with the functional form of
Eq. (19) to extract ξ ≈ 2.8 and qF ≈ 0.65. We note that these
values agree with 1/(2m∆¯) ≈ 3.0 and kF ≈ 0.7 even though
the system is not in the continuum limit.
Finally, we include two vortices with R  1 and investi-
gate how the energy  of the lowest-energy fermion behaves as
the disorder strength δµ¯ is gradually increased. The disorder-
averaged results are shown in Fig. 2 for two different disorder
correlation lengths, corresponding to ` < ξ and ` > ξ, respec-
tively. In both cases, we find that the energy  increases from
the MZM result,  ∼ e−R/ξ, to the generic disordered result,
 ∼ 1/N , which indicates the breakdown of the MZMs. This
breakdown occurs at δµ¯ ∼ εF due to a hybridization between
the MZMs and the gapless edge modes that surround disorder-
induced non-superconducting regions with local εF < 0. Re-
markably, this breakdown is in qualitative agreement with our
weak-disorder results in at least three different ways. First, the
breakdown at δµ¯ ∼ εF roughly corresponds to κ ∼ 1 at which
Eq. (22) predicts a divergent localization length in the case of
(a)
-12
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-4
ln
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-12
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ln
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FIG. 2: Disorder-averaged MZM hybridization energy  against dis-
order strength δµ¯ for (a) ` = 1 and (b) ` = 10 with a separation
R = (25, 15) for a 50×30 system. Each data point is averaged over
25 disorder realizations, and its error bar shows the variation among
the individual realizations. The dashed line marks the expectation for
a generic disordered system,  ∼ 1/N = 1/1500.
` ∼ ξ. Second, the MZMs can generally survive stronger dis-
order for ` < ξ. Third, the energy  has larger variations for
` > ξ as the MZMs can survive even very strong disorder for
certain disorder realizations.
Discussion.—We have studied the effect of correlated disor-
der on vortex-bound MZMs in px ± ipy superconductors and
demonstrated that it is much more detrimental than uncorre-
lated disorder. The general picture is that disorder gradually
increases the MZM localization length until the MZMs even-
tually break down due to a divergent localization length. How-
ever, according to Eq. (22), the correction to the localization
length strongly depends on the disorder correlation length `
and is suppressed for short-range-correlated disorder (`  ξ)
because random variations cancel each other within the super-
conducting coherence length ξ. We note that, while Eq. (22)
is only valid for `  k−1F , our numerical results confirm this
suppression even in the uncorrelated limit (`→ 0).
For long-range-correlated disorder (`  ξ), the MZM lo-
calization length, which characterizes the decay of the wave
function φ(r) at large distances, r  `, is strongly renormal-
ized and thus rapidly diverges. Nevertheless, if the MZM is
located within a large (size `) “disorder domain” with µ > µ¯,
it survives even in the presence of strong disorder because its
wave function is already exponentially small, φ(`) ∼ e−`/ξ,
at the boundary, r ∼ `, of the disorder domain. While any ac-
tual braiding of the MZMs is then restricted to such favorable
disorder domains, effective braiding may still be achievable
through a measurement-only protocol [32, 33].
Therefore, we conclude that disorder has the most adverse
effect on the MZMs if its correlation length is similar to the
superconducting coherence length. In this regime, the MZMs
break down if disorder is strong enough to induce topologi-
cally distinct regions surrounded by gapless edge modes. We
emphasize that, while we focus on a specific lattice model and
only include disorder in the chemical potential, our results nat-
urally extend to the continuum limit and should be universally
applicable to disordered px ± ipy superconductors.
5We thank Cristian Batista for useful discussions. This re-
search was sponsored by the U. S. Department of Energy,
Office of Science, Basic Energy Sciences, Materials Sci-
ences and Engineering Division. Preliminary modeling by
G. B. H. was supported by the Laboratory Directed Research
and Development Program of Oak Ridge National Laboratory,
managed by UT-Battelle, LLC, for the U. S. Department of
Energy. C. C. was partially supported by the DOE Science
Undergraduate Laboratory Internships (SULI) program.
[1] A. Y. Kitaev, Ann. Phys. 303, 2 (2003).
[2] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S. Das
Sarma, Rev. Mod. Phys. 80, 1083 (2008).
[3] L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008).
[4] J. D. Sau, R. M. Lutchyn, S. Tewari, and S. Das Sarma, Phys.
Rev. Lett. 104, 040502 (2010).
[5] J. Alicea, Phys. Rev. B 81, 125318 (2010).
[6] R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev. Lett.
105, 077001 (2010).
[7] Y. Oreg, G. Refael, and F. von Oppen, Phys. Rev. Lett. 105,
177002 (2010).
[8] A. C. Potter and P. A. Lee, Phys. Rev. Lett. 105, 227003 (2010).
[9] Z. F. Wang, H. Zhang, D. Liu, C. Liu, C. Tang, C. Song, Y.
Zhong, J. Peng, F. Li, C. Nie, L. Wang, X. J. Zhou, X. Ma, Q.
K. Xue, and F. Liu, Nat. Mater. 15, 968 (2016).
[10] A. Kitaev, arXiv:cond-mat/0010440.
[11] N. Read and D. Green, Phys. Rev. B 61, 10267 (2000).
[12] D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
[13] J. Alicea, Y. Oreg, G. Refael, F. von Oppen, and M. P. A. Fisher,
Nat. Phys. 7, 412 (2011).
[14] O. Motrunich, K. Damle, and D. A. Huse, Phys. Rev. B 63,
224204 (2001).
[15] A. R. Akhmerov, J. P. Dahlhaus, F. Hassler, M. Wimmer, and
C. W. J. Beenakker, Phys. Rev. Lett. 106, 057001 (2011).
[16] P. W. Brouwer, M. Duckheim, A. Romito, and F. von Oppen,
Phys. Rev. Lett. 107, 196804 (2011).
[17] A. M. Lobos, R. M. Lutchyn, and S. Das Sarma, Phys. Rev.
Lett. 109, 146403 (2012).
[18] D. Bagrets and A. Altland, Phys. Rev. Lett. 109, 227005 (2012).
[19] J. Liu, A. C. Potter, K. T. Law, and P. A. Lee, Phys. Rev. Lett.
109, 267002 (2012).
[20] P. Neven, D. Bagrets, and A. Altland, New J. Phys. 15, 055019
(2013).
[21] J. D. Sau and S. Das Sarma, Phys. Rev. B 88, 064506 (2013).
[22] I˙. Adagideli, M. Wimmer, and A. Teker, Phys. Rev. B 89,
144506 (2014).
[23] H.-Y. Hui, J. D. Sau, and S. Das Sarma, Phys. Rev. B 90,
064516 (2014).
[24] Y. Lu, P. Virtanen, and T. T. Heikkila¨, arXiv:2004.12743.
[25] Y. E. Kraus, A. Auerbach, H. A. Fertig, and S. H. Simon, Phys.
Rev. B 79, 134515 (2009).
[26] T. Zhou, Sci. Rep. 7, 13811 (2017).
[27] J. P. Lu and W. Barford, Phys. Rev. B 44, 5263 (1991).
[28] M. Cheng, K. Sun, V. Galitski, and S. Das Sarma, Phys. Rev. B
81, 024504 (2010).
[29] Supplemental Material.
[30] A. Y. Kitaev, Ann. Phys. 321, 2 (2006).
[31] We also remark that our results are not sensitive to λ and even
apply in the limit of λ→ 0 or, equivalently, A′r,r′ → 0.
[32] P. Bonderson, M. Freedman, and C. Nayak, Phys. Rev. Lett.
101, 010501 (2008).
[33] S. Vijay and L. Fu, Phys. Rev. B 94, 235446 (2016).
6Supplemental Material
MEAN-FIELD THEORY OF BULK SUPERCONDUCTIVITY
General formulation
Here we derive the mean-field theory for the px±ipy superconducting ground state of our model. Employing the path-integral
formulation, the partition function corresponding to the Hamiltonian in Eq. (1) of the main text reads
Z =
∫
D(ψ,ψ∗) exp (−S[ψ]) , (23)
S[ψ] =
∫ β
0
dτ
{∑
r
ψ∗r (τ) [∂τ − µr ]ψr (τ)−
∑
〈r,r′〉
[
tr,r′ψ
∗
r (τ)ψr′(τ) + c.c.
]− g ∑
〈r,r′〉
ψ∗r (τ)ψr (τ)ψ
∗
r′(τ)ψr′(τ)
}
,
where β is the inverse temperature, while ψr (τ) and ψ
∗
r (τ) are Grassmann fields representing the fermionic operators cr and c
†
r,
respectively. Introducing the bosonic Hubbard-Stratonovich fields ∆r,r′(τ) and ∆
∗
r,r′(τ), the partition function then becomes
Z =
∫
D(∆,∆∗)
∫
D(ψ,ψ∗) exp (−S[∆, ψ]) , (24)
S[∆, ψ] =
∫ β
0
dτ
{∑
r
ψ∗r (τ) [∂τ − µr ]ψr (τ)−
∑
〈r,r′〉
[
tr,r′ψ
∗
r (τ)ψr′(τ) + t
∗
r,r′ψ
∗
r′(τ)ψr (τ)
]
−
∑
〈r,r′〉
[
∆∗r,r′(τ)ψr (τ)ψr′(τ) + ∆r,r′(τ)ψ
∗
r′(τ)ψ
∗
r (τ)
]
+
1
g
∑
〈r,r′〉
∣∣∆r,r′(τ)∣∣2
}
.
Since the action S[∆, ψ] is quadratic in the Grassmann fields ψr (τ) and ψ
∗
r (τ), these Grassmann fields can be integrated out to
obtain an effective action S[∆] exclusively in terms of the Hubbard-Stratonovich fields ∆r,r′(τ) and ∆
∗
r,r′(τ). To this end, it is
useful to introduce Fourier transforms in both space and (imaginary) time for both the Grassmann fields,
ψr (τ) =
1√
βN
∑
k,ωn
ψk,ωne
ik·r−iωnτ , (25)
as well as the Hubbard-Stratonovich fields,
∆xr (τ) ≡ ∆r,r+rˆx(τ) =
∑
q,Ωn
(
∆+q,Ωn + ∆
−
q,Ωn
)
eiq·r−iΩnτ ,
∆yr(τ) ≡ ∆r,r+rˆy (τ) = i
∑
q,Ωn
(
∆+q,Ωn −∆−q,Ωn
)
eiq·r−iΩnτ , (26)
where N is the number of lattice sites, rˆx = (1, 0) and rˆy = (0, 1) are the lattice vectors, ωn = (2n+ 1)pi/β are the fermionic
Matsubara frequencies, Ωn = 2npi/β are the bosonic Matsubara frequencies, while ∆±q,Ωn correspond to pairing potentials with
px ± ipy pairing symmetry and a spatial modulation of wave vector q [see also Eq. (6) in the main text]. Setting tr,r′ = t and
µr = µ¯+
∑
q δµˆqe
iq·r, the action S[∆, ψ] in Eq. (24) can then be written as
S[∆, ψ] =
2Nβ
g
∑
q,Ωn
(∣∣∆+q,Ωn ∣∣2 + ∣∣∆−q,Ωn ∣∣2)+ 12 ∑
k,ωn
∑
k′,ω′n
(
ψ∗k,ωn ψ−k,−ωn
) ·G−1(k,ωn),(k′,ω′n)[∆] ·
(
ψk′,ω′n
ψ∗−k′,−ω′n
)
,
(27)
G−1(k,ωn),(k′,ω′n)[∆] =
 δωn,ω′n [(−iωn + εk)δk,k′ − δµˆk−k′] ipk,k′∆+k−k′,ωn−ω′n + ip∗k′,k∆−k−k′,ωn−ω′n
−ip∗k′,k
(
∆+k′−k,ω′n−ωn
)∗ − ipk,k′(∆−k′−k,ω′n−ωn)∗ δωn,ω′n [(−iωn − εk)δk,k′ + δµˆk−k′]
 .
In the continuum limit, corresponding to |k| ∼ |k′| ∼ kF  1, the functions εk and pk,k′ can be expanded as
εk = −µ¯− 2t (cos kx + cos ky) ≈ −εF + |k|
2
2m
,
pk,k′ = −i
[
eik
′·rˆx + ieik
′·rˆy − e−ik·rˆx − ie−ik·rˆy
]
≈ (kx + iky)+ (k′x + ik′y), (28)
7where m = 1/(2t) is the effective mass, εF = µ¯ + 4t is the Fermi energy, and kF =
√
2mεF =
√
εF /t is the Fermi wave
vector. Integrating out the Grassmann fields, the partition function in Eq. (24) then takes the form
Z =
∫
D(∆,∆∗) exp (−S[∆]) , (29)
S[∆] =
2Nβ
g
∑
q,Ωn
(∣∣∆+q,Ωn ∣∣2 + ∣∣∆−q,Ωn ∣∣2)− Tr lnG−1[∆].
The infinitely large matrix G−1[∆] simultaneously acts in particle-hole (Nambu) space, momentum space, and frequency space,
while its 2× 2 blocks corresponding to Nambu space are given by G−1(k,ωn),(k′,ω′n) in Eq. (27).
Mean-field theory in the disorder-free limit
On the level of mean-field theory, we restrict our attention to the saddle points of the effective action in Eq. (29). Differentiating
S[∆] with respect to (∆±q,Ωn)
∗, the general saddle-point equation becomes
∂S[∆]
∂(∆±q,Ωn)
∗ =
2Nβ
g
∆±q,Ωn − Tr
{
G[∆] · ∂G
−1[∆]
∂(∆±q,Ωn)
∗
}
= 0, (30)
where G[∆] is the inverse matrix of G−1[∆]. In the disorder-free limit (δµˆq = 0), the saddle point with spatially homogeneous
px + ipy superconductivity, corresponding to the known ground state of the model, is characterized by
∆+q,Ωn = ∆¯ δq,0 δΩn,0, ∆
−
q,Ωn
= 0. (31)
The matrices G−1[∆] and G[∆] are then block diagonal in both k and ωn, and their respective 2× 2 blocks are given by
G−1k,ωn [∆] ≡ G−1(k,ωn),(k,ωn)[∆] =
( −iωn + εk ipk∆¯
−ip∗k∆¯∗ −iωn − εk
)
,
Gk,ωn [∆] ≡ G(k,ωn),(k,ωn)[∆] =
1
ω2n + ε
2
k + |pk|2|∆¯|2
(
iωn + εk ipk∆¯
−ip∗k∆¯∗ iωn − εk
)
, (32)
where pk ≡ pk,k ≈ 2(kx + iky), while the saddle-point equation in Eq. (30) takes the form
∆¯ =
g
2Nβ
∑
k,ωn
Tr
{
Gk,ωn [∆] ·
∂G−1k,ωn [∆]
∂∆¯∗
}
=
g
2Nβ
∑
k,ωn
|pk|2∆¯
ω2n + ε
2
k + |pk|2|∆¯|2
. (33)
At zero temperature (β →∞), the summation in the Matsubara frequency ωn can be turned into an integral. Dividing both sides
of Eq. (33) by ∆¯, and using |pk|2 = 4|k|2, the saddle-point equation then becomes
1 =
g
4piN
∑
k
∫ +∞
−∞
dω
|pk|2
ω2 + ε2k + |pk|2|∆¯|2
=
g
4N
∑
k
|pk|2√
ε2k + |pk|2|∆¯|2
=
g
N
∑
k
|k|2√
ε2k + 4|k|2|∆¯|2
. (34)
This final form of the saddle-point equation is equivalent to Eq. (8) in the main text.
Disorder corrections through perturbation theory
In the presence of disorder (δµˆq 6= 0), we consider perturbative corrections to the disorder-free saddle point. To this end, we
modify Eq. (31) by including spatially inhomogeneous corrections as
∆+q,Ωn =
(
∆¯ δq,0 + δ∆
+
q
)
δΩn,0, ∆
−
q,Ωn
= δ∆−q δΩn,0. (35)
The spatial inhomogeneities δµˆq and δ∆±q give corrections to the matrices G
−1[∆] and G[∆] that are still block diagonal in ωn
but no longer in k. The 2× 2 blocks of the correction matrices δG−1[∆] and δG[∆] are
δG−1k,k′,ωn [∆] ≡ δG−1(k,ωn),(k′,ωn)[∆] =
( −δµˆk−k′ ipk,k′δ∆+k−k′ + ip∗k′,kδ∆−k−k′
−ip∗k′,k
(
δ∆+k′−k
)∗ − ipk,k′(δ∆−k′−k)∗ δµˆk−k′
)
,
(36)
δGk,k′,ωn [∆] ≡ δG(k,ωn),(k′,ωn)[∆] = −Gk,ωn [∆] · δG−1k,k′,ωn [∆] ·Gk′,ωn [∆].
8Up to linear order in both δµˆq and δ∆±q , the resulting correction to the saddle-point equation in Eq. (33) is then
δ∆±q =
g
2Nβ
∑
k′,k′′,ωn
Tr
{
δGk′,k′′,ωn [∆] ·
∂(δG−1k′′,k′,ωn [∆])
∂(δ∆±q )∗
}
(37)
= − g
2Nβ
∑
k,ωn
Tr
Gk+ 12q,ωn [∆] · δG−1k+ 12q,k− 12q,ωn [∆] ·Gk− 12q,ωn [∆] · ∂(δG
−1
k− 12q,k+ 12q,ωn
[∆])
∂(δ∆±q )∗
 .
Substituting Eqs. (32) and (36) into Eq. (37), the saddle-point equations for δ∆+q and δ∆
−
q can be written as
δ∆+q = A
+
q δµˆq +
(
1−B++q
)
δ∆+q −B+−q δ∆−q − C++q (δ∆+−q)∗ − C+−q (δ∆−−q)∗,
δ∆−q = A
−
q δµˆq −B−+q δ∆+q +
(
1−B−−q
)
δ∆−q − C−+q (δ∆+−q)∗ − C−−q (δ∆−−q)∗. (38)
For |q|  |k| ∼ kF , where |pk±q′ − pk|  |pk| and thus pk±q′ ≈ pk in terms of q′ ≡ q/2, the coefficients in Eq. (38) are
A+q =
g
2Nβ
∑
k,ωn
∆¯|pk|2
(
εk+q′ + εk−q′
)(
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) ,
A−q =
g
2Nβ
∑
k,ωn
∆¯p2k
(
εk+q′ + εk−q′
)(
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) ,
B++q = B
−−
q = 1−
g
2Nβ
∑
k,ωn
|pk|2
(
εk+q′εk−q′ + ω
2
n
)(
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
)
=
{
1− g
4Nβ
∑
k,ωn
∑
±
|pk|2
ω2n + ε
2
k±q′ + ∆¯2|pk|2
}
+
g
4Nβ
∑
k,ωn
|pk|2
[(
εk+q′ − εk−q′
)2
+ 2∆¯2|pk|2
](
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) ,
B−+q = (B
+−
q )
∗ = − g
2Nβ
∑
k,ωn
p2k
(
εk+q′εk−q′ + ω
2
n
)(
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) (39)
= −
{
g
4Nβ
∑
k,ωn
∑
±
p2k
ω2n + ε
2
k±q′ + ∆¯2|pk|2
}
+
g
4Nβ
∑
k,ωn
p2k
[(
εk+q′ − εk−q′
)2
+ 2∆¯2|pk|2
](
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) ,
C++q =
g
2Nβ
∑
k,ωn
∆¯2|pk|4(
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) ,
C+−q = C
−+
q =
g
2Nβ
∑
k,ωn
∆¯2p2k |pk|2(
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) ,
C−−q =
g
2Nβ
∑
k,ωn
∆¯2p4k(
ω2n + ε
2
k+q′ + ∆¯
2|pk|2
)(
ω2n + ε
2
k−q′ + ∆¯2|pk|2
) ,
where we assume without loss of generality that ∆¯ is real and positive. Using pk±q′ ≈ pk, the terms in the curly brackets vanish
forB++q because of Eq. (33) and forB
−+
q because p
2
k changes sign under fourfold rotation symmetry. Since εk+q′+εk−q′ ≈ 2εk
for |q|  |k|, the summands of A±q change sign at the Fermi surface, εk = 0, and the dominant contributions to the resulting
sums are from regions far away from the Fermi surface. Given that |εk±q′ − εk|  |εk| in those regions, it is then reasonable to
approximate A±q with A
±
0 for |q|  kF . In this approximation, we obtain
A+q ≈ A+0 =
g
2Nβ
∑
k,ωn
2∆¯|pk|2εk(
ω2n + ε
2
k + ∆¯
2|pk|2
)2 = ∆¯ ∂∂εF
[
g
2Nβ
∑
k,ωn
|pk|2
ω2n + ε
2
k + ∆¯
2|pk|2
]
,
A−q ≈ A−0 =
g
2Nβ
∑
k,ωn
2∆¯p2kεk(
ω2n + ε
2
k + ∆¯
2|pk|2
)2 = 0, (40)
where A−0 vanishes because p
2
k changes sign under fourfold rotation symmetry. In contrast, the dominant contributions to the
sums of B±±q and C
±±
q are from the vicinity of the Fermi surface. Therefore, we can write pk ≈ 2kF eiϑk ≡ pF eiϑk and
εk±q′ ≈ εk ± cos(ϑk − ϑq′) vF |q′| = εk ± 1
2
cos(ϑk − ϑq) vF |q| = εk ± cos(ϑk − ϑq) ∆¯pF ξ|q|
2
, (41)
9where vF = kF /m is the Fermi velocity, ξ = vF /(2kF ∆¯) = 1/(2m∆¯) is the superconducting coherence length, while ϑk is
the angle between k and rˆx. If we then take the zero-temperature limit (β →∞), and turn the summation in k into an integral,
1
N
∑
k
→ ν
2pi
∫ +∞
−∞
dε
∫ 2pi
0
dϑ, (42)
where ε = εk and ϑ = ϑk − ϑq, while ν is the density of states at the Fermi level, the coefficients B±±q and C±±q become
B++q = B
−−
q = B
++
0
[
I0
(
ξ|q|
2
)
+ I ′0
(
ξ|q|
2
)]
,
B−+q = (B
+−
q )
∗ = B++0 e
2iϑq
[
I2
(
ξ|q|
2
)
+ I ′2
(
ξ|q|
2
)]
,
C++q = B
++
0 I0
(
ξ|q|
2
)
, (43)
C+−q = C
−+
q = B
++
0 e
2iϑq I2
(
ξ|q|
2
)
,
C−−q = B
++
0 e
4iϑq I4
(
ξ|q|
2
)
,
where the common constant of proportionality is given by
B++0 =
g
2Nβ
∑
k,ωn
∆¯2|pk|4(
ω2n + ε
2
k + ∆¯
2|pk|2
)2 = −12∆¯ ∂∂∆¯
[
g
2Nβ
∑
k,ωn
|pk|2
ω2n + ε
2
k + ∆¯
2|pk|2
]
, (44)
while the dimensionless functions are appropriate integrals,
In(x) =
1
2pi2
∫ +∞
−∞
dω˜
∫ +∞
−∞
dε˜
∫ 2pi
0
dϑ
einϑ[
1 + ω˜2 + (ε˜+ x cosϑ)2
][
1 + ω˜2 + (ε˜− x cosϑ)2] ,
I ′n(x) =
1
2pi2
∫ +∞
−∞
dω˜
∫ +∞
−∞
dε˜
∫ 2pi
0
dϑ
2x2 cos2 ϑ einϑ[
1 + ω˜2 + (ε˜+ x cosϑ)2
][
1 + ω˜2 + (ε˜− x cosϑ)2] , (45)
with ω˜ = ω/(∆¯pF ) and ε˜ = ε/(∆¯pF ), taking the exact analytical forms
I0(x) =
arctanx
x
, I2(x) =
log(1 + x2)− x arctanx
x2
, I4(x) =
x2(2 + x arctanx)− 2(1 + x2) log(1 + x2)
x4
,
I ′0(x) = log(1 + x
2), I ′2(x) = 1−
log(1 + x2)
x2
. (46)
Using Eqs. (40) and (43), the solution of Eq. (38) for δ∆±q then becomes
δ∆+q = f
(
ξ|q|
2
)
A+0
2B++0
δµˆq, δ∆
−
q = −h
(
ξ|q|
2
)
e2iϑq
A+0
2B++0
δµˆq, (47)
where the dimensionless functions,
f(x) =
2I0(x) + 2I4(x) + 2I
′
0(x)
[2I0(x) + I ′0(x)][I0(x) + I4(x) + I
′
0(x)]− [2I2(x) + I ′2(x)]2
,
h(x) =
4I2(x) + 2I
′
2(x)
[2I0(x) + I ′0(x)][I0(x) + I4(x) + I
′
0(x)]− [2I2(x) + I ′2(x)]2
, (48)
are plotted in Fig. 3 and have asymptotic forms
f(x) ≈
{
1− x26 (x 1),
1
ln x (x 1),
h(x) ≈
{
x2
6 (x 1),
1
2(ln x)2 (x 1).
(49)
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FIG. 3: Exact forms (solid lines) and asymptotic forms (dotted lines) of the dimensionless functions f(x) and h(x).
Finally, if we rewrite the disorder-free saddle-point equation in Eq. (33) as
P [εF , ∆¯(εF )] ≡ g
2Nβ
∑
k,ωn
|pk|2
ω2n + ε
2
k + ∆¯
2|pk|2
= 1, (50)
take its total derivative with respect to εF , and substitute ∂P/∂εF and ∂P/∂∆¯ from Eqs. (40) and (44), we obtain
dP
dεF
=
∂P
∂εF
+
∂P
∂∆¯
∂∆¯
∂εF
=
1
∆¯
(
A+0 − 2B++0
∂∆¯
∂εF
)
= 0. (51)
Therefore, A+0 /(2B
++
0 ) = ∂∆¯/∂εF , and Eq. (47) is equivalent to Eq. (10) in the main text.
SELF-CONSISTENT NUMERICAL SOLUTION
Here we describe the details of the numerical procedure that we use to obtain the self-consistent solution of the Bogoliubov-de
Gennes (BdG) Hamiltonian [see Eq. (4) in the main text],
H = −
∑
r
µrc
†
rcr −
∑
〈r,r′〉
(
tr,r′c
†
rcr′ + t
∗
r,r′c
†
r′cr
)
−
∑
〈r,r′〉
(
∆∗r,r′crcr′ + ∆r,r′c
†
r′c
†
r
)
, (52)
in terms of the superconducting pairing potentials [see Eq. (5) in the main text],
∆r,r′ = −∆r′,r = g〈crcr′〉. (53)
The site-dependent chemical potentials are µr = µ¯ + δµr, while the hopping amplitudes are tr,r′ = t for a vortex-free system
and tr,r′ = tur,r′e
iA′
r,r′ if there are two vortices at positions R1,2 connected by a Z2 flux string [see Fig. 1(a) in the main text],
where ur,r′ is −1 (+1) if the Z2 flux string intersects (does not intersect) the link 〈r, r′〉, and
A′r,r′ =
∫ r′
r
[A′(rˆ−R1) +A′(rˆ−R2)] · drˆ (54)
corresponds to an effective vector potential which is only nonzero within a London penetration depth λ of each vortex. Indeed,
the components of A′(r) in polar coordinates, r = (r, ϑ), can be written as
A′r(r) = 0, A
′
ϑ(r) = −
a(r)
2r
, (55)
where a(r) must asymptotically satisfy a(r) ≈ 1 for r  λ and a(r) ∼ e−r/λ for r  λ. We choose a(r) = (1 + r/λ) e−r/λ
but note that the precise form of a(r) does not matter as long as the asymptotic conditions are satisfied.
To find a self-consistent solution of Eqs. (52) and (53), we first make an initial guess for the pairing potentials ∆r,r′ . Then, we
solve the BdG Hamiltonian in Eq. (52) by substituting these pairing potentials, and compute the ground-state expectation values
in Eq. (53) to obtain an updated set of pairing potentials. Finally, we repeat this procedure iteratively until the pairing potentials
11
converge up to the desired accuracy. In practice, we always start from a vortex-free system in the disorder-free limit. To describe
a px + ipy superconductor with the correct pairing symmetry, the appropriate initial guess is
∆r,r+rˆx = ∆0, ∆r,r+rˆy = i∆0. (56)
Due to the symmetries of the system, the iterative procedure does not change the form of Eq. (56) but only makes ∆0 converge
to the right value ∆¯. The next step is to introduce two vortices at positions R1,2 with an appropriate initial guess,
∆r,r+rˆx = ur,r+rˆx∆¯ tanh
[
1
ξ
(
r+
1
2
rˆx −R1
)]
tanh
[
1
ξ
(
r+
1
2
rˆx −R2
)]
,
∆r,r+rˆy = iur,r+rˆy∆¯ tanh
[
1
ξ
(
r+
1
2
rˆy −R1
)]
tanh
[
1
ξ
(
r+
1
2
rˆy −R2
)]
, (57)
where ξ = 1/(2m∆¯) is the superconducting coherence length. Once the iterative procedure is converged, we use the converged
set of pairing potentials as the initial guess when we finally introduce disorder. For each disorder realization, we turn on disorder
smoothly by fixing the given disorder realization and only rescaling it (i.e., increasing its overall strength δµ¯) in small steps. At
each step, the initial guess for the pairing potentials is the converged set of pairing potentials from the previous step.
