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K-THEORY OF PSEUDODIFFERENTIAL OPERATORS WITH
SEMI-PERIODIC SYMBOLS
SEVERINO T. MELO AND CI´NTIA C. SILVA
Abstract. LetAdenote the C∗-algebra of bounded operators on L2(R) gener-
ated by: (i) all multiplications a(M) by functions a ∈ C[−∞,+∞], (ii) all mul-
tiplications by 2pi-periodic continuous functions, and (iii) all operators of the
form F−1b(M)F , where F denotes the Fourier transform and b ∈ C[−∞,+∞].
A given A ∈ A is a Fredholm operator if and only if σ(A) and γ(A) are invert-
ible, where σ denotes the continuous extension of the usual principal symbol,
while γ denotes an operator-valued “boundary principal symbol” (the “bound-
ary” here consists of two copies of the circle, one at each end of the real line).
We give two proofs of the fact that K0(A) is isomorphic to Z and that K1(A)
is isomorphic to Z ⊕ Z. We do it first by computing the connecting map-
pings in the six-term exact sequence associated to σ. For the second proof,
we show that the image of γ is isomorphic to the direct sum of two copies of
the crossed product C[−∞,+∞]×αZ, where α denotes the translation-by-one
automorphism. Its K-theory can be computed using the Pimsner-Voiculescu
exact sequence, and that information suffices for the analysis of the standard
cyclic exact sequence associated to γ.
2000 Mathematics Subject Classification: 46L80, 47G30 (19K56, 47A53, 47L80).
Introduction
Let A denote the smallest C∗-subalgebra of the algebra of all bounded operators
on L2(R) containing:
(1) every multiplication a(M) by an a ∈ C[−∞,+∞], where [−∞,+∞] denotes
the two-point compactification of R (i.e., a is continuous on R and has limits
at +∞ and at −∞),
(2) every multiplication by a 2π-periodic continuous function, and
(3) every Fourier multiplier of the form b(D) = F−1b(M)F , where F denotes
the Fourier transform and b ∈ C[−∞,+∞].
The structure of A is described in the following four theorems, which are rephrased
versions of results first appearing in [7, 13], where this algebra is regarded as a
particular comparison algebra; i.e., as a member of a certain class, defined by Cordes
[4], of C∗-algebras generated by pseudodifferential operators. These results are
partially reproven in the first chapter of [26], avoiding reference to general results
on comparison algebras.
Theorem 1. Let X denote the subset of [−∞,+∞]× S1 of all points (x, eiθ) such
that |x| =∞ or x = θ ∈ R. There exists a surjective C∗-algebra homomorphism
σ : A −→ C(X × {−∞,+∞})
A 7−→ σ
A
such that, for each m = (x, eiθ) ∈ X, we have:
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(i) σ
a(M)
(m,+∞) = σ
a(M)
(m,−∞) = a(x) if a ∈ C[−∞,+∞],
(ii) σ
a(M)
(m,+∞) = σ
a(M)
(m,−∞) = a(θ) if a is a continuous 2π-periodic func-
tion on R, and
(iii) σ
b(D)
(m,+∞) = b(+∞) and σ
b(D)
(m,−∞) = b(−∞) if b ∈ C[−∞,+∞].
Corollary 1. Let E denote the kernel of σ. The mapping
(1)
A/E −→ C(X × {−∞,+∞})
[A]E 7−→ σA
is a C∗-algebra isomorphism.
For each ϕ ∈ R, let Uϕ denote the operator on L
2(S1) given by Uϕf(z) =
z−ϕf(z), z ∈ S1, and let Yϕ denote the operator on ℓ
2(Z) obtained by conjugating
Uϕ with the discrete Fourier transform. Then, Yϕ is a smooth family of unitary
operators such that, for all j ∈ Z, Yj((uk)k∈Z) = (uj+k)k∈Z.
Below we denote by S∗S1 = S1 × {−1,+1} the co-sphere bundle over the unit
circle S1, by B the algebra of all bounded operators on ℓ2(Z), and the identity
operator on ℓ2(Z) or on L2(R) by I.
Theorem 2. There exists a C∗-algebra homomorphism
γ : A −→ C(S∗S1,B)
A 7−→ γ
A
such that, for each v = (e2πiϕ,±1) ∈ S∗S1, we have:
(i) γ
a(M)
(v) = a(±∞)I if a ∈ C[−∞,+∞],
(ii) γ
ek(M)
(v) = Y−k, for ek(x) = e
ikx, k ∈ Z, and
(iii) γ
b(D)
(v) = YϕM
b
ϕY−ϕ, if b ∈ C[−∞,+∞], withM
b
ϕ defined byM
b
ϕ((aj)j∈Z) =
(b(j − ϕ)aj)j∈Z.
It is easy to show, and this is part of the statement of Theorem 2, that the
function R ∋ ϕ 7→ YϕM
b
ϕY−ϕ ∈ B is 1-periodic if b ∈ C[−∞,+∞].
Let A♯ denote the algebra of bounded functions on R generated by C[−∞,+∞]
and by all 2π-periodic continuous functions. It is closed. Let C0(R) denote the
algebra of all continuous functions with zero limits at +∞ and −∞.
Let KR denote the ideal of compact operators on L
2(R) and KZ denote the ideal
of compact operators on ℓ2(Z).
Theorem 3. A dense *-subalgebra of the kernel of σ is given by the linear span
of all operators of the form a(M)b(D) +K, with a ∈ A♯, b ∈ C0(R), and K ∈ KR.
The image of the restriction of γ to E is equal to C(S∗S1,KZ) and the mapping
(2)
E/KR −→ C(S
∗S1,KZ)
[A]KR 7−→ γA
is a C∗-algebra isomorphism.
Theorem 4. The intersection of the kernels of σ and γ is equal to KR. Moreover,
a given A ∈ A is a Fredholm operator if and only if σ(A) and γ(A) are invertible.
A similar Fredholm criterion had been given earlier by Rabinovich [24] for an
algebra larger than this. The above stated results were later extended [14] to
a comparison algebra on a cylinder of the form R × B, where B is a compact
Riemannian manifold.
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In this paper, we give two proofs that K0(A) ∼= Z and K1(A) ∼= Z ⊕ Z (The-
orem 6): by computing the connecting mappings in the standard K-theory cyclic
exact sequences associated to the two C∗-algebra short exact sequences induced by
the principal symbol σ and by the boundary principal symbol γ. The crucial step
in the second computation is finding a useful characterization of the image of γ,
Im γ, and computing its K-groups. We do that by showing that Im γ is isomorphic
to the direct sum of two copies of the crossed product C[−∞,+∞]×α Z, where α
denotes the translation-by-one automorphism. Its K-theory can then be computed
using the Pimsner-Voiculescu exact sequence.
Many other C∗-algebras generated by zero-order pseudodifferential operators
(see [3, 5, 11, 12, 14, 15, 20], for example, but this is a very incomplete list) have
basically the same structure as our A; i.e., a two-step composition series of the form
(3) K ⊂ E ⊂ A,
with A/E commutative and
(4) E/K ∼= C0(Y )⊗ K,
for some locally compact Hausdorff space Y . In (3), K is the ideal of compact op-
erators on the Hilbert space where A acts, while in (4) K should rather be regarded
as the compact ideal on a Hilbert space Hb somehow associated to a “boundary”,
which can be the actual boundary of a manifold with boundary in some cases. In
most examples, the Fredholm property for an arbitrary operator A ∈ A is equiv-
alent to the invertibility of σ(A) and γ(A); where σ (the principal symbol) is the
composition of the Gelfand mapping for A/E with the canonical projection on the
quotient, and γ (the boundary principal symbol) is a C∗-algebra homomorphism
γ : A −→ C0(Y )⊗B
which extends the composition of the isomorphism in (4) with the quotient projec-
tion. Here B denotes the algebra of bounded operators on Hb.
Given an algebra A with such a structure, one might ask what pieces of informa-
tion are needed to compute its K-theory, how to explicitly describe generators for
its K-groups. A detailed understanding of the example treated in this paper will
hopefully offer some insight for this more abstract question.
A strategy parallel to that of Section 2 was used by Melo, Nest and Schrohe in
[15]. In that paper, finding convenient descriptions of the image and the kernel of
the boundary principal symbol was the key for a successful analysis of the cyclic
exact sequence associated to γ, which lead to the computation of the K-theory
of Boutet de Monvel’s algebra on a compact manifold whose boundary is non-
empty and has torsion-free K-groups. With the help of K-theory tools a little
more sofisticated than the standard cyclic sequence, but still relying on the same
description of the image and kernel of γ, that torsion-free assumption was later
removed by Melo, Schick and Schrohe [16]. For the computation of the K-theory
of the comparison algebra with periodic multiplications on a cylinder studied in
[14], also the approach of finding a good description of the image of the boundary
principal symbol seems to be more promissing than trying to compute directly
the connecting mappings in the cyclic exact sequence associated to the principal
symbol.
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Using the language of groupoids, Monthubert and Nistor [18] extended Atiyah
and Singer’s [1] definition of topological index for manifolds with corners and used
it to compute the connecting mappings in the K-theory cyclic exact sequence asso-
ciated to the principal symbol of Melrose’s b-calculus. For the algebra of suspended
pseudo-differential operators, also introduced by Melrose [17], Moroianu [20] found
an interesting connection between the Fredholm index of Dirac operators and the
exponential mapping (the index mapping vanishes in this case) in the cyclic se-
quence associated to the principal symbol.
We use twice in this paper the following index theorem due to Cordes, Herman
and Power [6, 23].
Theorem 5. Let C denote the C∗-algebra of bounded operators on L2(R) generated
by all operators of type (1) or (3) (listed at the beginning of this paper). Let M
denote the boundary points of the square compactification of R2,
M = {(x, ξ) ∈ [−∞,+∞]× [−∞,+∞]; |x|+ |ξ| =∞}.
The assignment a(M)b(D) 7→ a(x)b(ξ) extends to a surjective C∗-algebra homo-
morphism σ¯ : C → C(M) with kernel KR. A given A ∈ C is a Fredholm operator
if and only if σ¯(A) does not vanish at any point of M; in which case, its Fredholm
index is equal to the winding number of σ¯(A) (if M is identified with the circle in
the canonical way).
1. The principal-symbol exact sequence
Before analysing the K-theory cyclic exact sequence associated to
(5) 0→ E/KR → A/KR → A/E→ 0,
we need first to describe the K-groups of C(X), since it follows immediately from
Corollary 1 that A/E ∼= C(X)⊕ C(X).
Choose a smooth non-increasing function c : R → [0, 1] such that c(x) = 1 if
x ≤ −1/5 and c(x) = 0 if x ≥ 1/5, and let b = 1− c. Later it will be clear why we
require c and b to be constant outside this narrow interval. At first it would suffice
to suppose only that c(−∞) = b(+∞) = 1. Define also
l(x) =
{
eix if x ≥ 0
1 if x < 0
and l˜(x) =
{
1 if x ≥ 0
eix if x < 0
.
We may regard R as an open dense subset of X (the precise statement is: the
mapping x 7→ (x, eix) is a homeomorphism of R onto an open dense subset of X),
and then denote also by l and l˜ their unique continuous extensions to X .
Given a projection p in a C∗-algebra A, and a unitary u in A or in its unitization
A+, we denote by [p]0 and [u]1 the elements they represent, respectively, in K0(A)
and in K1(A).
Given f and g in C(S1), we denote by (f, g) the function on {−∞,+∞} × S1
which is f over −∞ and g over +∞, and denote by z the identity function on S1.
Then, for example, (1, z) denotes the function which is constant and equal to 1 on
{−∞}× S1 and maps (+∞, z) to z for all z ∈ S1. Analogous notation will be used
for operator-valued funcions on S∗S1 and also for functions on X × {−∞,+∞}.
Proposition 1. K0(C(X)) = Z[1]0 and K1(C(X)) = Z[l]1 ⊕ Z[l˜]1.
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Proof: Let us consider the exact sequence
(6) 0→ C0(R)→ C(X)→ C({−∞,+∞}× S
1)→ 0
defined by the restriction mapping C(X) → C({−∞,+∞} × S1). We know that:
K0(C0(R)) = 0, K1(C0(R)) = Z[e
2πib]1,
K0(C({−∞,+∞}× S
1)) = Z[(1, 0)]0 ⊕ Z[(0, 1)]0,
and
K1(C({−∞,+∞}× S
1)) = Z[(z, 1)]1 ⊕ Z[(1, z)]1.
The standard K-theory cyclic sequence associated to (6) then becomes
(7)
0 −→ K0(C(X)) −→ Z[(1, 0)]0 ⊕ Z[(0, 1)]0
xδ1
yδ0
Z[(z, 1)]1 ⊕ Z[(1, z)]1 ←− K1(C(X)) ←− Z[e
2πib]1.
The upper-right horizontal arrow in (7) maps [1]0 to [(1, 1)]0, while the lower-left
one maps [l]1 to [(1, z)]1 and [l˜]1 to [(z, 1)]1. The restriction of b to {−∞,+∞}×S
1
is (0, 1). It then follows from [25, 12.2.2] that δ0([(0, 1)]0) = −[e
2πib]1. Analogously
we get δ0([(1, 0)]0) = −[e
2πic]1. Noticing that [e
2πib]1 = −[e
2πic]1, the proof can
now be finished by elementary algebraic arguments. ✷
Defining A1 = l(M)b(D)+ c(D), A2 = l˜(M)b(D)+ c(D), A3 = b(D)+ l(M)c(D)
and A4 = b(D) + l˜(M)c(D), we have σA1 = (1, l), σA2 = (1, l˜), σA3 = (l, 1) and
σ
A4
= (l˜, 1). Denoting by [B]E the class in A/E of a B ∈ A, we obtain from the
isomorphism (1) and from Proposition 1:
(8) K1(A/E) = Z[[A1]E]1 ⊕ Z[[A2]E]1 ⊕ Z[[A3]E]1 ⊕ Z[[A4]E]1.
Since σ
b(D)
= (0, 1) and σ
c(D)
= (1, 0), we also get:
(9) K0(A/E) = Z[[b(D)]E]0 ⊕ Z[[c(D)]E]0.
Next we focus on the K-groups of E/KR. The isomorphism (2) and standard
results in K-theory of C∗-algebras imply at once that K0(E/KR) and K1(E/KR) are
both isomorphic to Z ⊕ Z. More detailed information can be given if we consider
the exact sequence
(10) 0→ SKZ ⊕ SKZ → C(S
∗
S
1,KZ)→ KZ ⊕ KZ → 0
(S denotes suspension) induced by the C∗-algebra homomorphism
(11)
ν : C(S∗S1,KZ) −→ KZ ⊕ KZ
(f, g) 7−→ (f(1), g(1)).
The fact that (10) splits implies that ν induces a K0-isomorphism, while the
inclusion of SKZ ⊕ SKZ = ker ν into C(S
∗S1,KZ) induces a K1-isomorphism. We
know that if E is any (we will choose one later) rank-one projection on ℓ2(Z), then
(12) K0(KZ) = Z[E]0
and, by Bott periodicity [25, 11.1.2], K1(C(S
1,KZ)) = Z[I + (z− 1)E]1. Let u and
v denote the unitaries in (C(S∗S1,KZ))
+ defined by
u = (I + (z− 1)E, I) and v = (I, I + (z− 1)E).
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From C(S∗S1,KZ) ∼= C(S
1,KZ)⊕ C(S
1,KZ), it follows that:
(13) K1(E/KR) ∼= K1(C(S
∗
S
1,KZ)) = Z[u]1 ⊕ Z[v]1,
with the isomorphism in (13) being induced by (2). It also follows from the above
remarks that
(14) K0(E/KR) ∼= K0(C(S
∗
S
1,KZ)) ∼= K0(KZ)⊕K0(KZ),
where the second isomorphism is induced by ν, and the first by (2).
Substituting the isomorphism (2) into (5), we get:
(15) 0→ C(S∗S1,KZ)→ A/KR → A/E→ 0.
Substituting (8), (9), (13) and (14) into the cyclic exact sequence in K-theory
associated to (15) we get:
(16)
K0(KZ)⊕K0(KZ) −→ K0(A/KR) −→ Z[[b(D)]E]0 ⊕ Z[[c(D)]E]0
xδ1
yδ0
Z[[A1]E]1 ⊕ · · · ⊕ Z[[A4]E]1 ←− K1(A/KR) ←− Z[u]1 ⊕ Z[v]1.
Our notation does not distinguish between δ0 (or δ1) in (16) and the exponential
mapping δ0 : K0(A/E) → K1(E/KR) (or the index mapping δ1 : K1(A/E) →
K0(E/KR), respectively) in the cyclic exact sequence of K-groups associated to (5).
They are the same, modulo the isomorphism (13) (or (14)). Still, in the proofs of
the following two propositions, we will have to be aware of how those isomorphisms
are defined.
Proposition 2. In (16), we have δ0([[b(D)]E]0) = [u]1 + [v]1 = −δ0([[c(D)]E]0).
Proof: Although [c(D)]KR is not a projection in A/KR, it is a self-adjoint lift for
[c(D)]E, since c(D) is self-adjoint already in A. We therefore have
δ0([c(D)]E) = −[e
2πi[c(D)]KR ]1 = −[[e
2πic(D)]KR ]1.
In view of the isomorphism (2), in order to write the above element of K1(E/KR) as
a linear combination of [u]1 and [v]1 we must look at γT , where T = e
2πic(D) = t(D),
t(ξ) = e2πic(ξ). By Theorem 2,
(17) γt(D)(e
2πiϕ,+1) = γt(D)(e
2πiϕ,−1) = YϕM
t
ϕY−ϕ, for all ϕ ∈ R.
We have chosen c so that
(18) t(ξ) = 1 if |ξ| ≥ 1/5.
This implies that
(19) t(j − ϕ) = 1 if 0 6= j ∈ Z and |ϕ| ≤
1
2
.
We now choose E as the orthogonal projection onto the subspace of ℓ2(Z) generated
by d = (dn)n∈Z, dn = 0 if n 6= 0, and d0 = 1. It follows from (19) that
(20) M tϕ = I + [t(−ϕ)− 1]E if |ϕ| ≤
1
2
.
K-THEORY OF SEMI-PERIODIC PSEUDOS 7
Let us choose a smooth h : R → R which vaninshes on [−1/4,+1/4]. For each
x ∈ [0, 1] and each ϕ ∈ [−1/2,+1/2], define
Ux(ϕ) = Y(1−x)ϕ+xh(ϕ)[I + (t(−ϕ)− 1)E]Y(x−1)ϕ−xh(ϕ).
x 7→ Ux is homotopy of unitaries in C([−1/2,+1/2],KZ)
+ satisfying
U0(ϕ) = YϕM
t
ϕY−ϕ and U1(ϕ) = Yh(ϕ)[I + (t(−ϕ)− 1)E]Y−h(ϕ),
for all ϕ ∈ [−1/2,+1/2]. Since Yh(ϕ) = I if |ϕ| ≤ 1/4 and t(−ϕ)−1 = 0 if |ϕ| ≥ 1/5,
we have U1(ϕ) = I + (t(−ϕ) − 1)E for all ϕ ∈ [−1/2,+1/2]. Now U1(ϕ) = I for
|ϕ| ≥ 1/5 implies also that
V1(z) = I + [g(z)− 1]E, z ∈ S
1,
with g(e2πiϕ) = t(−ϕ) if ϕ ∈ [−1/2,+1/2], defines a unitary V1 ∈ C(S
1,KZ)
+
homotopic to z 7→ γt(D)(z,+1) = γt(D)(z,−1) (because of (17)). Since the winding
number of g around the origin is +1, V1 is homotopic to I + (z− 1)E. This shows
that
δ0([[c(D)]E]0) = −[(I + (z− 1)E, I + (z − 1)E)]1 = −([u]1 + [v]1).
Analogously, one can show that
δ0([[b(D)]E]0) = −[(I + (z− 1)E, I + (z− 1)E)]1 = [u]1 + [v]1,
as we wanted. ✷
Up to here we have understood K0-elements as formal differences of classes of
self-adjoint idempotents and K1-elements as classes of unitaries. At this point,
however, it is more convenient to use Banach-algebra K-theory definitions: K0
will now consist of formal differences of classes of idempotents, and K1 of classes
of invertible elements. These two descriptions of the K-groups are equivalent for
any C∗-algebra [2]. Allowing K0-elements to be represented by non-selfadjoint
idempotents yields the very explicit expression for the index mapping given in the
following lemma, which has been used before in [21], and is used below in our
computation (Proposition 3) of the index mapping δ1 in (16).
Lemma 1. Let A be a unital Banach algebra and let δ1 : K1(A/J)→ K0(J) denote
the index mapping in the standard K-theory cyclic exact sequence associated to the
short exact sequence of Banach algebras 0 → J → A
π
→A/J → 0. If u ∈ Mn(A/J)
is an invertible, π(a) = u and π(b) = u−1, then
δ1([u]1) =
[(
2ab− (ab)2 a(2− ba)(1− ba)
(1 − ba)b (1− ba)2
)]
0
−
[(
1 0
0 0
)]
0
.
Proof: Let w ∈M2n(A) be defined by
w =
(
2a− aba ab− 1
1− ba b
)
.
Then w is invertible,
w−1 =
(
b 1− ba
ab− 1 2a− aba
)
and π(w) =
(
u 0
0 u−1
)
.
Our claim now follows immediately from [2, 8.3.1]. ✷
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Proposition 3. Let A ∈ A be such that [A]E is invertible in A/E. Then γA(z,−1)
and γ
A
(z,+1) are Fredholm operators in B for every z ∈ S1 and
δ1([[A]E]1) = (ind (γA(1,−1))[E]0, ind (γA(1,+1))[E]0) ∈ K0(KZ)⊕K0(KZ)
where ind denotes the Fredholm index, and E is as in (12 ).
Proof: Let B ∈ A be such that I −AB and I −BA belong to E. By Theorem 3,
γ
I−AB
= γ
I
− γ
A
γ
B
and γ
I−BA
= γ
I
− γ
B
γ
A
belong to C(S∗S1,KZ); i.e., for each
z ∈ S1, γ
B
(z,±1) is an inverse modulo KZ for γA(z,±1), what proves the first
assertion.
Let us take a = [A]KR as a lift (pre-image) for u = [A]E with respect to the
canonical mapping A/KR → A/E. Let B ∈ A be such that [B]E = u
−1. Then
b = [B]KR is a lift for u
−1. Applying Lemma 1 and using the isomorphism (14), we
see that δ1([u]1) is equal to
(21)
( [(
2A−B− − (A−B−)2 A−(2I − B−A−)(I − B−A−)
(I − B−A−)B− (I − B−A−)2
)]
0
−
[(
I 0
0 0
)]
0
,
[(
2A+B+ − (A+B+)2 A+(2I − B+A+)(I − B+A+)
(I − B+A+)B+ (I − B+A+)2
)]
0
−
[(
I 0
0 0
)]
0
)
,
where A± = γ
A
(1,±1) and B± = γ
B
(1,±1).
Let us recall that the index mapping δF for the exact sequence
0 −→ KZ −→ B −→ B/KZ −→ 0
“is” the Fredholm index [25, 9.4.2], in the sense that δF maps [[T ]KZ ]1, if T ∈ B
is a Fredholm operator, into ind (T )[E]0. On the other hand, again by Lemma 1,
the first component in the expression for δ1([u]1) in (21) equals δF ([[A
−]KZ ]1). I.e.,
that first component is equal to ind (A−)[E]0, as we wanted. Analogously for the
other component. ✷
Corollary 2. In (16), we have δ1([[A1]E]1) = (0, [E]0), δ1([[A2]E]1) = ([E]0, 0),
δ1([[A3]E]1) = (0,−[E]0) and δ1([[A4]E]1) = (−[E]0, 0).
Proof: It takes a straighforward application of all definitions to write down
explicit formulas for γ
Ai
(1,±1), i = 1, · · · , 4. Their indices can be computed by
[10, 19.1.14], for example. We omit the details, which can be found in [26]. ✷
We are now ready to conclude the analysis of (16). It follows from Corollary 2
that δ1 is surjective, and hence the upper right arrow in (16), which maps [[I]KR ]0
to [[I]E]0, is injective. By Corollary 1, [b(D)]E and [c(D)]E are mutually orthogonal
projections in A/E, hence:
[[b(D)]E]0 + [[c(D)]E]0 = [[b(D) + c(D)]E]0 = [[I]E]0.
By Proposition 2, the kernel of δ0 is generated by [[b(D)]E]0 + [[c(D)]E]0, and this
shows that
K0(A/KR) = Z[[I]KR ]0.
The image of δ0 is complemented by Z[u]1 (by Proposition 2) and the kernel of
δ1 is equal to Z([[A1]E]1 + [[A3]E]1)⊕ Z([[A2]E]1 + [[A4]E]1) (by Corollary 2). The
exactness of (16) then implies that
K1(A/KR) = Z[[B1]KR ]1 ⊕ Z[[B2]KR ]1 ⊕ Z[[B3]KR ]1,
if B1 ∈ A, B2 ∈ A and B3 ∈ E
+ are such that
(22) σ
B1
= σ
A1
· σ
A3
= (l, l), σ
B2
= σ
A2
· σ
A4
= (l˜, l˜)
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and
(23) [γ
B3
]1 = [u]1.
If we take B1 = l(M) and B2 = l˜(M), then we obviously get (22). We claim that
B3 = b(M)t(D) + c(M),
t as in the proof of Proposition 2, satisfies (23). That follows from
γ
B3
(e2πiϕ,+1) = YϕM
t
ϕY−ϕ, γB3 (e
2πiϕ,−1) = I
and the fact, shown in the proof of Proposition 2, that the unitary
e2πiϕ 7→ YϕM
t
ϕY−ϕ
is homotopic, within C(S1,KZ)
+, to I + (z − 1)E. This settles the question of
computing the K-theory of A/KR.
The Fredholm index of B3 is (−1), by Theorem 5. The index mapping in the
six-term exact sequence associated to 0 → KR → A → A/KR → 0 is therefore
surjective. This implies that the canonical projection A → A/KR induces isomor-
phisms between K0(A) and K0(A/KR) and between K1(A) and the kernel of the
index mapping K1(A/KR) → Z, which is the subgroup generated by [[B1]KR ]1 and
[[B2]KR ]1 (since B1 and B2 are invertible). This finishes the proof of:
Theorem 6. K0(A) = Z[I]0 and K1(A) = Z[l(M)]1 ⊕ Z[l˜(M)]1.
2. The operator-valued symbol exact sequence
Let A⋄ denote the C∗-algebra of bounded operators on L2(R) generated by all
operators of type (2) or (3) (listed at the beginning of this paper). In this section,
we define a surjective C∗-algebra homomorphism
ψ : A −→ A⋄ ⊕ A⋄
and exhibit a C∗-algebra isomorphism between the images of γ and ψ
ι : Im γ −→ Imψ
such that ψ = ι◦γ. We compute the K-theory of A⋄, and then analyse the standard
cyclic exact sequence associated to ψ and γ.
Given u ∈ L2(R), for almost every ϕ ∈ R, the sequence u⋄(ϕ) = (u(ϕ − j))j∈Z
belongs to ℓ2(Z). A unitary mapping
W : L2(R) −→ L2(S1; ℓ2(Z))
is defined by (Wu)(e2πiϕ) = Yϕu
⋄(ϕ). Wu is smooth whenever u is. Given a contin-
uous function g ∈ C(S1,B), let µ(g) denote the bounded operator on L2(S1; ℓ2(Z))
of multiplication by g. An injective C∗-algebra homomorphism is defined by
µ⊕ µ : C(S∗S1,B) −→ L(L2(S1; ℓ2(Z))) ⊕ L(L2(S1; ℓ2(Z)))
(f, g) 7−→ (µ(f), µ(g))
(we have used notation explained just before Proposition 1). It is straightforward
to check that, given A ∈ A⋄ and d ∈ C[−∞,+∞], we have
µ⊕ µ(γ
B
) = (d(−∞)WF−1AFW−1, d(+∞)WF−1AFW−1),
if B = d(M)A. The set of all such B’s and the compact ideal together generate a
dense subalgebra of A. Since the compacts are contained in the kernel of γ, we get:
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Theorem 7. There exists a surjective C∗-algebra homomorphism
ψ : A −→ A⋄ ⊕ A⋄
such that ψ(A) = (A,A) if A ∈ A⋄, ψ(a(M)) = (a(−∞)I, a(+∞)I) if a ∈
C([−∞,+∞]) and ψ(K) = 0 if K is compact. Denoting by ι the conjugation
by FW−1 ⊕ FW−1 composed with µ⊕ µ, we have ι ◦ γ = ψ.
Thus Im γ is isomorphic to A⋄ ⊕ A⋄. We now compute the K-theory of A⋄.
Theorem 8. K0(A
⋄) = Z[I]0 and K1(A
⋄) = Z[eiM ]1, where e
iM denotes the
operator of multiplication by x 7→ eix.
Proof: Let α denote the automorphism of A = C[−∞,+∞] defined by
[α(f)](x) = f(x− 1), x ∈ R, f ∈ A,
and let A ×α Z denote the envelopping C
∗-algebra [8] of the Banach algebra with
involution ℓ1(Z, A) of all summable Z-sequences in A equipped with the product
(f · g)(n) =
∑
k∈Z
fkα
k(gn−k), n ∈ Z, f = (fk)k∈Z, g = (gk)k∈Z,
and involution f∗(n) = αn(f¯−n).
The K-groups of A and A×αZ fit [22] into the Pimsner-Voiculescu exact sequence
(24)
K0(A)
id−α−1
∗−→ K0(A)
i∗−→ K0(A×αZ)
xδ1
yδ0
K1(A×αZ)
i∗←− K1(A)
id−α−1
∗←− K1(A),
where id denotes the identity on K-groups and i the canonical inclusion of A
into A ×αZ: i(a) is the sequence whose only nonvanishing entry is a at position
zero. Abusing notation, we will denote i(a) by a. Using that K0(A) = Z[1]0, that
K1(A) = 0, and that α(1) = 1, it follows easily from (24) that K0(A×αZ) = Z[1]0
and that K1(A×αZ) is also isomorphic to Z.
For each integer k, let dk denote the sequence whose only nonvanishing entry
is 1 at position k. d1 is a unitary in A ×αZ such that, for every a ∈ A, α(a) =
d1ad
∗
1. It then follows from the equation at the beginning of [22, page 102] that
K1(A×αZ) = Z[d−1]1.
To prove the theorem, it therefore suffices to show that there exists a C∗-algebra
isomorphism ϕ : A×αZ→ A
⋄ such that ϕ(d−1) = e
iM .
For sequences a = (aj)j∈Z with only a finite number of nonzero entries, define
ϕ(a) =
∑
j
aj(D)e
−ijM .
It is elementary to check that ϕ extends to a *-homomorphism from ℓ1(Z, A) to
A⋄, which obviously satisfies ϕ(d−1) = e
iM . It then follows from [8, 2.7.4] that ϕ
extends to a C∗-algebra homomorphism ϕ : A×αZ→ A
⋄. The image of ϕ is dense,
by definition of A⋄. So, all that remains to be shown is that ϕ is injective.
Given z ∈ S1 and a = (aj)j∈Z ∈ ℓ
1(Z, A), define γz(a) = (z
jaj)j∈Z. γz extends
to an automorphism of A ×αZ and z 7→ γz is an action of the circle. For each
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z ∈ S1, let Uz denote the unitary mapping on L
2(R) given by (Uzf)(x) = z
xf(x),
x ∈ R, and define βz(A) = FUzF
−1AFU−1z F
−1, A ∈ A⋄. z 7→ βz is an action of
S1 by automorphisms on A⋄ satisfying βz ◦ ϕ = ϕ ◦ γz for each z. To show that ϕ
is injective, it therefore suffices to show that its restriction to the fixed points of γ
is injective (by [9, Proposition 2.9]).
Let C denote the algebra of points fixed by γ,
C = {x ∈ A×αZ; γz(x) = x for all z ∈ S
1},
and let E : A×αZ→ A×αZ be defined by
E(x) =
∫
S1
γz(x)/dz, /d(e
iθ) = dθ/2π.
If x ∈ C, then E(x) = x; hence C is contained in the image of E, ImE. Since, for
all j 6= 0 the integral
∫
zj/dz vanishes, we get E(a) ∈ A for all a ∈ ℓ1(Z, A). Since A
is a closed subalgebra of A×αZ and ℓ
1(Z, A) is dense in A×αZ, we get ImE ⊆ A.
Since A ⊆ C, we get A = C. But it is clear that ϕ restricted to A is injective, as
we wanted. ✷
Let J denote the C∗-algebra of bounded operators on L2(R) generated by all
operators of the form a(M)b(D), for a ∈ C0(R) and b ∈ C[−∞,+∞]. Choose a
sequence χj ∈ C0(R) such that 0 ≤ χj ≤ 1, the support of each χj is contained
in the interval (−j,+j) and χj(x) → 1 for all x ∈ R. Using the facts stated
in the Introduction about the commutators [a(M), b(D)], it is straightforward to
prove (this is a particular case of [4, Lemma VII.1.2]) that a given A ∈ A belongs
to J if and only if there exists a sequence of compact operators Cj such that
χj(M)A+Cj → A. This implies that γ vanishes on a dense subset of J; and hence
J ⊂ ker γ. It also shows that A ∈ J if and only if σ
A
vanishes over all points of the
form ((±∞, z),±∞), z ∈ S1. Since the supremum of |σ
A
| over all those points is
bounded by ||γ
A
|| [7, Proposition 3.4], we then get
(25) J = kerγ.
The restriction of σ to J induces an isomorphism
(26) J/KR ∼= C0(R× {−∞,+∞}).
This follows from a general result [4, Theorem VI.2.2] about comparison algebras
(J is the minimal comparison algebra over R). A direct proof for our case is given
in [26, Lema 1.15].
If we now quotient the exact sequence 0 → ker γ → A → Im γ → 0 by the
compacts and use Theorem 7 and (25), we obtain the exact sequence of C∗-algebras
(27) 0 −→ J/KR
ι
−→A/KR
ψ
−→A⋄ ⊕ A⋄ −→ 0.
and its associated six-term exact sequence
(28)
0 −→ K0(A/KR)
ψ∗
−→ K0(A
⋄ ⊕ A⋄)
x
yδ0
K1(A
⋄ ⊕ A⋄)
ψ∗
←− K1(A/KR)
ι∗←− K1(J/KR).
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It follows from Theorem 8 that K0(A
⋄ ⊕ A⋄) = Z[(I, 0)]0 ⊕ Z[(0, I)]0. Since
ψ(I) = (I, I), we have
(29) [(I, 0)]0 + [(0, I)]0 ∈ ker δ0.
The isomorphism (26) implies that [[U+]KR ]1 and [[U−]KR ]1 generate K1(J/KR)
∼=
Z⊕Z, if each U± is a Fredholm operator in J⊕CI such that its principal symbol is
equal to one on R× {∓∞} and winds once around the origin over R× {±∞}. We
may take, for example, U+ = e
2πib(M)b(D) + c(D) and U− = e
2πic(M)c(D) + b(D)
(b and c were defined at the beginning of Section 1). Since the winding numbers of
σ¯(U+) and σ¯(U+) are equal, it follows from Theorem 5 that
(30) i∗([[U+]KR ]1) = i∗([[U−]KR ]1),
where i : J/KR → C/KR denotes the canonical inclusion. From (30), we then get
(31) ι∗([[U+]KR ]1) = ι∗([[U−]KR ]1)
(ι : J/KR → A/KR denotes the inclusion, as defined in (27)).
The exactness of (28), together with (29) and (31), yields
K0(A/KR) = Z[[I]KR ]0
and the short exact sequence
(32) 0 −→ Z[[U+]KR ]1
ι∗−→ K1(A/KR)
ψ∗
−→ K1(A
⋄ ⊕ A⋄) −→ 0.
Since ψ(l(M)) = (I, eiM ) and ψ(l˜(M)) = (eiM , I), Theorem 8 and (32) together
imply
K1(A/KR) = Z[[U+]KR ]1 ⊕ Z[[l(M)]KR ]1 ⊕ Z[[l˜(M)]KR ]1.
Since, by Theorem 5, the Fredholm index of U+ is (-1), this gives another proof of
Theorem 6.
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