The Multiplier Hopf Group Coalgebra was introduced by Hegazi in 2002 [7] as a generalization of Hope group caolgebra, introduced by Turaev in 2000 [5], in the non-unital case. We prove that the concepts introduced by A.Van Daele in constructing multiplier Hopf algebra [3] can be adapted to serve again in our construction. A multiplier Hopf group coalgebra is a family of algebras A = {A α } α∈π , (π is a discrete group) equipped with a family of homomorphisms ∆ = {∆ α,β : A αβ −→ M (A α ⊗ A β )} α,β∈π which is called a comultiplication under some conditions, where M (A α ⊗ A β ) is the multiplier algebra of
Introduction
In 1992, Alfons Van Daele [3, 4] introduced the notion of multiplier Hopf algebra which is considered a generalization of a usual Hopf algebra. The theory of multiplier Hopf algebra provided us with a mathematical tool for studying noncompact quantum groups with Haar measure. Recently, Quasitriangular Hopf π−coalgebras were introduced by Turaev [5] . He showed that they give rise to crossed π−categories.Viralizier [6] studied the algebraic properties of the Hopf π−coalgebras. He showed the existence of integrals and trace for such coalgebras and generalized the main properties of the quasitriangular Hopf algebras to the setting of Hopf π−coalgebras. Now let us give some basic definitions which we will need in our work: Assume that A is an associative algebra over C. By a left multiplier of A we mean a linear map L : A −→ A such that L(ab) = L(a)b for all a, b ∈ A. Similarly, by a right multiplier we mean a linear map R : A −→ A such that R(ab) = aR(b) for all a, b ∈ A. A multiplier (double multiplier) on A is a pair (L, R) such that L is a left multiplier, R is a right multiplier and R(a)b = aL(b) for all a, b ∈ A .
we denoted by L(A), R(A), and M(A) that the set of all left, right, and multipliers of A. It is clear that the composition of maps makes these vector spaces into algebras.
If the product of A is nondegenerate (i.e. if ab = 0 for all a ∈ A then b = 0 and if ab = 0 for all b ∈ A then a = 0) then the maps a −→ ·a, a −→ a· and a −→ (·a, a·) give a natural imbedding of A into L(A), R(A) and M(A) respectively.
Since the tensor product of two nondegenerate algebras is again nondegenerate then A ⊗ A ⊆
M(A) ⊗ M(A) ⊆ M(A ⊗ A).
If a homomorphism ϕ form A into M(B) is nondegenerate (i.e. B is spanned by vectors ϕ(a)b and spanned by vectors bϕ(a))then it has a unique extension to a homomorphism M(A) −→M(B).
• A Hopf algebra over C (the field of complex numbers) is a tuple (A, ∆, ε, S) where A is an associative unital algebra over C, ∆ : A −→ A ⊗ A, ε : A −→ C are algebra homomorphisms, and S : A −→ A is an algebra antihomomorphism such that ∆ is coassociative, where m is the multiplication in A. For more details see [1, 2] .
• A π−coalgebra over C is a family A = {A α } α∈π (π is a discrete group) of C spaces endowed with a family ∆ = {∆ α,β : A αβ −→ A α ⊗ A β } of C−linear maps (the comultiplication) and a linear map ε : A 1 −→ C (the counit) such that 1. For any α, β, γ ∈ π ; ∆ is coassociative in the sense that (∆ α,β ⊗ I)δ αβ,γ = (I ⊗ ∆ β,γ )∆ α,βγ , 2. For all α ∈ π (I ⊗ ε)∆ α,1 = (ε ⊗ I)∆ 1,α = I where 1 is the identity in in the group and I is the identity map .
• A Hopf π−coalgebra over C is a π−coalgebra H = ({H α } α∈π , ∆, ε) endowed with a family S = {S α : H α −→ H α −1 } α∈π of C−linear maps (the antipode)such that 1. Each H α is an algebra with multiplication m α and unit element 1 α ∈ H α , 2. ε : H 1 −→ C and ∆ α,β : H αβ −→ H α ⊗ H β (for all α, β ∈ π) are algebra homomorphisms , 3 . For any α ∈ π, m α (S α −1 ⊗ I)∆ α −1 ,α = ε1 α = m α (I ⊗ S α −1 )∆ α,α −1 .
• A multiplier Hopf algebra is a pair (A, ∆) where A is an associative algebra over C, with or without identity and ∆ : A −→ M(A ⊗ A) is an algebra homomorphism, M(A ⊗ A) is the multiplier algebra of A ⊗ A, such that 2 Multiplier Hopf group coalgebra.
Assume that A = {A α } α∈π (where π is a discrete group ) is a family of associative algebras over C with nondegenerate products, A α may or may not have a unit.
Definition 2.1. A comultiplication on A is a family of homomorphisms ∆ = {∆ α,β : A αβ −→ M(A α ⊗ A β )} α,β∈π such that for any α, β, γ ∈ π 1. ∆ α,β (a)(1 ⊗ b) ∈ A α ⊗ A β ∀a ∈ A αβ , b ∈ A β and (a ⊗ 1)∆ α,β (b) ∈ A α ⊗ A β ∀a ∈ A α , b ∈ A αβ , 2. ∆ is coassociative in the sense that (a ⊗ 1 ⊗ 1)(∆ α,β ⊗ I)(∆ αβ,γ (b)(1 ⊗ c)) = (I ⊗ ∆ β,γ )((a ⊗ 1)∆ α,βγ (b))(1 ⊗ 1 ⊗ c)
for all a ∈ A α , b ∈ A αβγ , and c ∈ A γ .
Condition (1) makes sense because
. Also, if A α is unital algebra ∀α ∈ π, the above definition gives rise to the definition of comultiplication introduced by Tureav [5] .
Definition 2.2. Let A = {A α } α∈π be a family of algebras with a nondegenerate products over C, A α may or may not have a unit and let ∆ be a comultiplication on A .We call (A, ∆) a multiplier Hopf π−coalgebra if the linear maps are bijective for all α, β ∈ π . Remark 1. In fact the condition that T 1 α,β , T 2 α,β are bijective implies that ∆ is nondegenerate homomorphism, and hence the homomorphisms (∆ α,β ⊗I) and (I ⊗∆ β,γ ) have unique extensions to M(A αβ ⊗ A γ ) and M(A α ⊗ A βγ ) respectively so the coassociativity will just mean
Also, we can see that (A 1 , ∆ 1,1 ) is a multiplier Hopf algebra. Definition 2.3. A multiplier Hopf π−coalgebra (A, ∆) is called regular multiplier Hopf π−coalgebra if the opposite comultiplication ∆ ′ = σ∆ satisfies
2. ∆ ′ is opposite coassociative in the following sense
3. The linear maps
Example. Let π be any group, and A be the algebra of complex finitely supported functions on π. In this case M(A) consists of all complex functions on π. Moreover A ⊗ A can be naturally identified with finitely supported functions on π ⊗ π so that M(A ⊗ A) consists of all complex functions on π ⊗ π. If we define A π = {A α } α∈π where A α = A for all α ∈ π ,and ∆ α,β :
we will clearly get a family of homomorphisms
will have finite support, and if g ∈ A α , f ∈ A αβ then (s, t) −→ g(s)f (sβ −1 tβ) will have finite support. By direct calculations we can see that ∆ is coassociative hence it is a comultiplication. The maps T defined by
Let us now browse the two approaches for studying the structure of multiplier Hopf group coalgebra.
3 The first approach.
In this section we prove the existence of a suitable counit and antipode for the multiplier Hopf group coalgebra. Also, we prove that there exist a large subspace of the dual space that can be made into an algebra. Finally, we prove that A is a Hopf group coalgebra if and only if it is a unital multiplier Hopf group coalgebra, and that S −1 exists under some conditions.
3.1 Construction of the couint.
Definition 3.1. For every α ∈ π define a linear map
where L(A α ) is the left multiplier algebra of A α , m α :
Following A.Van Daele we will show that E α (A 1 ) ⊂ C1 α which will give the map ε.
Proof. Suppose that a, b ∈ A α , and let
If we apply (∆ α,1 ⊗ I) and multiply by (c ⊗ 1 ⊗ 1) on the left then
Now, let ϕ be any linear functional on A α . If we apply (ϕ ⊗ I ⊗ I) to the above equation, we get
By the definition of E α we have
Since this holds for all ϕ ∈ A ′ α we get
This gives the required formula in the multiplier algebra.
Proof. By the bijectivity of
Definition 3.4. Define for every α ∈ π a map
Now we can rewrite the formula in lemma 3.2 as
By the definition of ε α we have
Lemma 3.5. ε α is a homomorphism for all α ∈ π Proof. Let a ∈ A α and b, c ∈ A 1 . By the bijectivity of T 1 α,1 we have
where
On the other hand we have
.
This means
Lemma 3.6. For all α, β ∈ π ε α = ε β .
Proof. We can see that the map
is an algebra homomorphism. Then
Since this holds for all a ∈ A 1 , then ε α = ε β for all α, β ∈ π. Now, we can summarize the results in this section in the following theorem(generalize [3] theorem 3.6). 
Back to our example when f ∈ A 1 , g ∈ A α and t ∈ π
and hence ε(f ) = f (e).
3.2 Construction of the antipode.
Definition 3.7. For every α ∈ π define a map
As before S α (a) is a left multiplier on
Applying (∆ α,α −1 ⊗ I), and multiplying by (c ⊗ 1 ⊗ 1) on the left, we obtain
Let ϕ ∈ A ′ α , and apply (ϕ ⊗ I ⊗ I) then
By the definition of S α −1 we have
and hence
Since this is true for all ϕ ∈ A ′ α , we get
Proof. If we apply m α to the equation in lemma 3.8, we get
Lemma 3.10. S α (a) is a right multiplier for all a ∈ A α , α ∈ π, and satisfies
Proof. For every α ∈ π define
where R(A α ) is the right multiplier algebra. Directly we can show that S ′ α (a) is a right multiplier on A α −1 for all a ∈ A α . Completely similar as in lemma 3.8 we can prove that
If we apply m α to the above equation, we get the formula in the statement of the lemma with
Now, we will show that S ′ α = S α for all α ∈ π. By definition of S ′ we have
Applying (I ⊗ S α −1 ), and multiplying by 1 ⊗ c we get
Applying m α we have
Applying (I ⊗ S α −1 ), multiplying by (1 ⊗ d), and applying m α we get
On the other hand, we have
for all a, b ∈ A α −1 and hence S is an antihomomorphism.
The following theorem gives the main result of this section [generalize [3] theorem 4.6].
Theorem 2. If (A, ∆) is a multiplier Hopf π−coalgebra then there exist an antihomomorphism
Back to our example let f ∈ A α , g ∈ A α −1 , and t ∈ π. Then
Theorem 3. A is a Hopf π−coalgebra if and only if A is a multiplier Hopf π−coalgebra with unital component.
Proof. If (A, ∆) is a Hopf π−coalgebra then A α has an identity ∀α ∈ π which means that M(A α ) = A α ∀α ∈ π and according to remark (1) we have ∆ is a comultiplication. Now we will prove that the linear maps
are bijective for all α, β ∈ π . Consider the following linear maps
By using the properties of S and ∆ we can prove that R 
as a maps from A αβγ into A α ⊗ A β ⊗ A γ Also, since ε is a nondegenerate homomorphism then ε ⊗ I and I ⊗ ε have unique extensions to M(A 1 ⊗ A α ) and M(A α ⊗ A 1 ), respectively. So the counitary property just means
and then we obtain the definition of the counit introduced by Turaev. If A is unital then the antihomomorphism S has the form
Regular multiplier Hopf group coalgebra.
In this subsection, we reformulate the concept of regular multiplier Hopf algebra to obtain a bijective antipode in our structure using the technique of proofs of A. Van Daele.
Definition 3.12. A multiplier Hopf π−coalgebra (A, ∆) is called regular multiplier Hopf π−coalgebra if the opposite comultiplication ∆ ′ = σ∆ satisfies
Lemma 3.13. For all α ∈ π and a, b ∈ A α we have
Analogous to lemma 3.2 and using the opposite coassociativity we can prove that
By the definition of ε
If we apply σ to the above equations we get
which are the equations in the statement of the lemma with ε ′ α instead of ε. We will now prove that ε ′ α = ε. By theorem 1 we have
By the bijectivity of the map σT
α,β we have
Definition 3.14. For every α ∈ π define a linear map
We define
We will show that S ′ has the same properties of S in the sense of the definition of the regular multiplier Hopf group coalgebra and is the inverse of S.
Lemma 3.15. If (A, ∆) is a regular multiplier Hopf group coalgebra then S is invertible with inverse
Proof. Analogous to lemmas 3.8, 3.9, and 3.10; and using the opposite coassociativity we can proof
Similarly, we can prove that S ′ α −1 (a) is a right multiplier for all a ∈ A α , α ∈ π and satisfies
Now by the definition of S α we have
Applying (S α −1 ⊗ I) and multiplying by (d ⊗ 1)
Since the elements of the form S α (a)b generates A α −1 then the above formula implies that
The above formula gives that
If we multiply by c on the left and use that elements of the form cS
Lemma 3.16.
Let
Applying (∆ α,β ⊗ I) and multiplying by (c ⊗ 1 ⊗ 1) on the left we get
By the definition of S β we have
By cancelling c we get
. Similarly, we can prove part (2) .
Then the following statements are equivalent :
and by the bijectivity of the map
On the other hand, by Lemma 3.15 we have
Therefore
By cancelling c we get the required formula.
Analogous to lemma 4.9 we can prove the following lemma.
The first part of the above lemma is a reformulation of lemma 3.17 for the opposite comultiplication . For part (2) if we apply σ to the equivalence in part (1), we get
But this is up to a different summation gives the equivalence in part (2) .
By lemma 3.19 we have
and
By lemma 3.15 we have
If we combine all of this we get
The Dual Algebra
where f ∈ A * α and g ∈ A * β .
It means that f g is a linear functional on A αβ . By linearity it can be extended to all f, g ∈ A * .
By the bijectivity of T 1 α,β and T 2 α,β we can write
i.e. f g ∈ A * ∀f, g ∈ A ⋆ and thus (A * , .) be an algebra.
Let f 1 ∈ A * α , f 2 ∈ A * β , and f 3 ∈ A * γ and they defined by
Then A * becomes an associative algebra.
If A α is a unital algebra ∀α ∈ π, then we have the the same definition of the dual space introduced by Virelizier [6] .
α , and if ε is the counit of A we have
Similarly, f ε(a) = f (a). So ε corresponds to the identity in the multiplier algebra of A * .
Definition 3.22. Let A be a regular multiplier Hopf π−coalgebra and S is the antipode of A. Then we define the adjoint antipode to be
By a similar argument we can prove that 
we have
Lemma 3.25. Let A = {A p } p∈G be a multiplier Hopf G−coalgebra. Then H = {p ∈ G : A p = 0} is a subgroup of G.
Proof. Let H = {p ∈ G : A p = 0} and p ∈ H. Then from the bijectivity of the map
Finally, for all p ∈ H the bijectivity of the map
The second approach
Now let (A = {A p } p∈G , ∆ = {∆ p,q } p,q∈G ) be a multiplier Hopf G−coalgebra . Let A G be the direct sum of the algebras A p . An element in A G is a function a from G to ∪A p , with finite support and so that a(p) ∈ A p ∀p ∈ G. This algebra is an algebra with a nondegenerate product. For a ∈ A p we will use a for the function in A G that have the value a at p and 0 otherwise and use a(p) when we mean the element a ∈ A p .
becomes a multiplier Hopf algebra under the comultiplication ∆
G : A G → M(A G ⊗ A G ) given by ∆ G (a)(p, q) = ∆ p,q (a(pq)).
Moreover there exist a nondegenerate homomorphism γ : K(G) → M(A G ) ,where K(G) be the algebra of complex valued functions on G with finite support, such that γ(K(G)) is in the center of M(A G ).
And γ is compatible with the comultiplication.
is a bijective with the inverse
is bijective with the inverse
II− There exist a nondegenerate homomorphism γ, from K(G) into the center of M(A G ), compatible with the comultiplication.
(1) Let K(G) be the algebra of complex valued functions on the group G with finite support.
By the definition of γ we have that γ(f ) in the center
On the other hand
Thus γ is compatible with the comultiplication Let (A, ∆) be a multiplier Hopf algebra such that there exist a nondegenerate homomorphism γ : K(G) −→ M(A) such that γ(K(G)) is in the center of M(A) and
where ∆ • (f )(p, q) = f (pq). We denote this multiplier Hopf algbera with the nondegenerate homomorphism γ by (Ã,∆) .
Because of A p is a subalgebra of A and satisfies that if aγ(δ p )bγ(δ p ) = 0 ∀ aγ(δ p ), γ(δ p ) = 0 then abγ(δ p ) = 0 ∀ a ∈Ã and hence bγ(δ p ) = 0. Similarly, if aγ(δ p )bγ(δ p ) = 0 ∀ bγ(δ p ), γ(δ p ) = 0 then aγ(δ p ) = 0. Then A p is an algebra with a nondegenerate product.Ã can be identified with the direct of A p 's using
Since γ is a nondegenerate homomorphism then for all a ∈Ã there exist f ∈ K(G) such that a = aγ(f ). Since f ∈ K(G) then there exist finite number of δ ′ s such that f = c p δ p and hence a ∈ ⊕ p Aγ(δ p ) = ⊕ p A p . Then ∀a ∈Ã there exist a finite numbers of p's such that a ∈ ⊕ p A p Let a, b ∈Ã and δ p , δ q ∈ K(G). Then the mapT 1 satisfies
and its inverse satisfies
Similarly, the mapT 2 satisfies
For a, b ∈Ã and δ p , δ q ∈ K(G) the counit satisfies
Since ε • (f ) = f (e) ∀f ∈ K(G) thenε(aγ(δ p )) =ε(a) when e = p and zero otherwise Also, the counit satisfies
For the antipode we havẽ
. Also, the antipode satisfies
Proposition 4.2. LetÃ be a multiplier Hopf algebra and γ : K(G) −→ M(Ã) be a nondegenerate homomorphism from K(G) into the center of M(Ã) satisfies
then this comes from a multiplier Hopf G−coalgebra.
Proof. Define a family of algebras A = {A P } p∈G by A p =Ãγ(δ p ). Then A p is an algebra with nondegenerate product. Define a family of homomorphism ∆ = {∆ p,q :
For aγ(δ pq ) ∈ A pq , bγ(δ q ) ∈ A q we have
For bγ(δ pq ) ∈ A pq and aγ(δ p ) ∈ A p we have
The coassociativity of ∆ = {∆ p,q : A pq −→ M(A p ⊗ A q )} p,q∈G is follows directly because of the coassociativity of∆ and that γ(K(G)) is in the center of M(A). So ∆ is a comultiplication The maps
are bijective with inverses
Thus (A = {A p } p∈G , ∆ = {∆ p,q } p,q∈G ) is a multiplier Hopf G−coalgebra.
Now let (A G , ∆ G ) be the multiplier Hopf algebra associated to (A, ∆) as in lemma (1.
4). Define a map
Since a ∈ ⊕ p A p for finite number of p's then ϕ(a) will has finite support (i.e. ϕ is well defined
By the nondegenerancy of γ we have
then ϕ is onto. ϕ is a nondegenerate homomorphism, where
Moreover, we also have
ThusÃ is isomorphic to A G . There exist a map γ G :
Since γ(δ p ) is the unit of M(A p ). Then γ G (f )(p) = f (p)1 p and hence as in lemma (1.4) γ G is a nondegenerate homomorphism compatible with the comultiplication and γ G (K(G)) is in the central of M(A).
The last two propositions show that there exist a one to one correspondence between the class of multiplier Hopf G−coalgebras and the class of multiplier Hopf algebras such that each multiplier Hopf algbera endowed with a nondegenerate hommomophism form the algebra of complex valued functions with finite support on the group G into the center of its multiplier algebra and compatible with its comultiplication. Lemma 4.3. Let (A, ∆) be a multiplier Hopf G−coalgebra. Then there exist a homomorphism ε : A e −→ C such that
Proof. Consider the algebra (Ã,∆) be as above. For a, b ∈Ã we have
Define a map ε : A e → C by ε(a) =ε(a) ∀a ∈ A e . By the properties of the mapε we have that ε is a nondegenerate homomorphism. Let x, y ∈ A p with x = aγ(δ p ), y = bγ(δ p ) where a, b ∈Ã then
Similarly, we can prove that (ε ⊗ I)(∆ e,p (x)(1 ⊗ y)) = xy. Also, for the multiplier Hopf algebra (A G , ∆ G ) we get that ε G (a) = ε(a(e)) ∀a ∈ A G .
Lemma 4.4. If (A, ∆) is a multiplier Hopf G−coalgebra then there exist a family of antihomomorphisms S = {S
For the multiplier Hopf G−coalgebra (A, ∆) we define
Let a ∈ A e b ∈ A p . Then
= ε(aγ(δ e ))bγ(δ p ).
Also, we can prove that
For the algebra (A G , ∆ G ), we have
Theorem 4. A is a Hopf G−coalgebra if and only if A is multiplier Hopf G−coalgebra such that
Proof. If (A, ∆) is a Hopf G−coalgebra then A p has an identity ∀p ∈ G which means that M(A p ) = A p ∀p ∈ G and according to remark (1) we have ∆ is a comultiplication. Now we will prove that the linear maps
are bijective for all p, q ∈ G . Consider the following linear maps
By using the properties of S and ∆ we can prove that R 1 p,q and R 2 φ,q are the inverses of T 1 φ,q and T 2 φ,q , respectively. By using Sweedler's notation, we get
If A is a multiplier Hopf G−coalgebra such that A p is unital ∀p ∈ G then M(A φ ⊗ A q ) = A φ ⊗ A q ∀ φ, q ∈ G and by using remark (1) we have
Then we obtain the definition of the counit introduced by Turaev. If A is unital then the antihomomorphism S has the form
4.1 Regular multiplier Hopf group coalgebra.
Similarly, we can prove that (a ⊗ 1)∆
is bijective since the members of the family
is a regular multiplier Hopf algbera , then (A, ∆) is a multiplier Hopf
Then (A, ∆) is regular multiplier Hopf G−coalgebra .
Corollary 4.6. Let (A, ∆) be a multiplier Hopf G−coalgebra . Then for any element a ∈ A p there exist some elements e, f ∈ A p such that ea = a = af . If the antipode of (A, ∆) is endomorphism of
then such elements e, f exist for any finitely many elements a 1 , a 2 , ..., a n in A p such that ea i = a i = a i f for any i.
Corollary 4.7. If (A, ∆) is a regular multiplier Hopf
Proof. Since (A, ∆) is a regular multiplier Hopf G−coalgebra then (A G , ∆ G ) is a regular multiplier Hopf algbera . For all a, b ∈ A p we have
Similarly, we can prove part 2.
Lemma 4.8. Let (A, ∆) be a regular multiplier Hopf G−coalgebra . Then
The proof of the first part is completely similar to lemma (1.7) if we use the multiplier Hopf
nd part is follows directly form the properties of S G and S ′ G .
Lemma 4.9. 1. Let a ∈ A pq , b ∈ A q , a i ∈ A p , and
Proof. Since (A G , ∆ G ) is a regular multiplier Hopf algbera then for all a ∈ A pq , b ∈ A q , a i ∈ A p , and b i ∈ A q −1 , we have
Similarly, we can prove parts 2 and 3.
Lemma 4.10. Let b ∈ A p and a ∈ A pq . Then
Proof. Let b ∈ A p and a ∈ A pq . Then
Remark 3. By direct calculations we can prove that the two algebras (A * , * ) and (A * G , m) are the same, where the latter is the dual algebra of (A G , ∆ G ).
Invariant functionals on regular multiplier
Hopf Group coalgebras Notation Let (A, ∆) be a regular multiplier Hopf algbera , a ∈ A pq , b ∈ A q , and ω ∈ A ′ p . Then we can define a multiplier n ∈ M(A q ) by
We will write n = (ω ⊗ I)∆ p,q (a).
Similarly, we can define
A family ϕ = {ϕ p } p∈G is said to be nonzero if ϕ p = 0 for some p ∈ G.
A family ψ = {ψ p : A p → C} p∈G of linear functionals on A is called right invariant if
A family ψ = {ψ p } p∈G is said to be nonzero if ψ p = 0 for some p ∈ G.
Lemma 4.13. If ϕ is a nonzero left invariant family of functionals then
Proof. If ϕ = {ϕ p } p∈G is a nonzero left invariant family of functionals then ϕ q = 0 for some q ∈ G. Let p ∈ G such that A p = 0. Then A qp −1 = 0 and we have for all b ∈ A qp −1
Hence ϕ p = 0. Similarly, the right case can be proven.
Proposition 4.14. A has a left invariant family of functionals iff A G has a left invariant functional.
Proof. Let ϕ = {ϕ p } p∈G be a left invariant family of functionals for A. Define a linear functional
For a, b ∈ A G , we have
Similarly, we can prove
Similarly, we can prove that (I ⊗ ϕ p )((b ⊗ 1)∆ p,q (a)) = bϕ pq (a). Thus ϕ is left invariant. Similarly, the right case can be proven. for any finitely many elements a q , a 2 , . .., a n ∈ A p there exist an element e ∈ A p such that such that ea i = a i = a i e for any i The proof of uniqueness is an immediate consequence of the uniqueness of invariant function-
If A p is unital for all p ∈ G then A is a Hopf G−coalgebra and the above corollary gives the uniqueness of its left integrals.
Let (A, ∆) be multiplier Hopf G−coalgebra with a left invariant family of functionals ϕ = {ϕ p } p∈G . Then (A G , ∆ G ) has a left invariant functional ϕ G . Hence, there exist a multiplier
Let a ∈ A pq and b ∈ A q . Then
By the definition of ϕ G we get
We define a family of multipliers
for all f ∈Â p , g ∈Â q , and a ∈ A p,q . Moreover, the comultiplication∆ given by
turn it into a regular multiplier Hopf algebra with nontrivial left and right invariant functionals given byφ
The proof is direct because the multiplier Hopf algebras (Â,∆) and (Â G ,∆ G ) are the same The proof is direct since (A G , ∆ G ) is isomorphic to (Â G ,∆ G ) ∼ = (Â,∆) and combine this with Proposition (1.5).
Multiplier Hopf group coalgebras modules
Definition 4.26. Let A be a regular multiplier Hopf G−coalgebra. A left A-module is a family of vector spaces R = {R p } p∈G endowed with a family of linear maps µ = {µ p :
Lemma 4.27. If R is a unital left A−module then R G = {r : G → ∪ p∈G R P | r(p) ∈ R p ∀p ∈ G} is a unital left A G −module.
Proof. Let a ∈ A G , r ∈ R G . We define the action of A G on R G by (ar)(p) = a(p)r(p) ∀p ∈ G.
For a, a ′ ∈ A G , r ∈ R G , we have ((aa ′ )r)(p) = (a(p)a ′ (p))r(p) = a(p)(a ′ (p)r(p)) = a(p)(a ′ r)(p) = (a(ar))(p).
Since A p R p = R p then A G R G = R G and hence R G is a nuital left A G −module.
Let R be a unital leftÃ−module. Then we can extend the action ofÃ to M(Ã) and hence we can define an action of K(G) on R by δ p r = γ(δ p )r.
Let a ∈Ã, r ∈ R and δ p , δ q ∈ K(G) then (δ p δ q )(a.r) = γ(δ p )γ(δ q )(a.r) = γ(δ p δ p )(a.r) = { 0 p =q (γ(δp)a).r); p=q .
On the other hand δ p (δ q (a.r)) = δ p (γ(δ q )(a.r)) = γ(δ p )γ(δ q )(a.r) = { 0 p =q (γ(δp)a).r p=q then (δ p δ q ).r = δ p (δ q .r). Moreover, since R is unitalÃ−module thenÃ R = R and hence K(G). R = γ(K(G)).Ã R =Ã R = R.
Thus R is a unital K(G)−module and then R can be identified with the direct of the subspaces {R p = δ p .R} p∈G . Hence, we get aγ(δ p ).r ∈ R p ∀r ∈ R Lemma 4.28. Let R be a unital leftÃ−module. Then R comes from a unital left A−module.
Proof. Let R be a unital leftÃ−module. Define R = {R p } p∈G , where R p = γ(δ p )R and
For aγ(δ p ), bγ(δ p ) ∈ A p , γ(δ p ).r ∈ R p we have µ p (aγ(δ p )bγ(δ p ) ⊗ γ(δ p ).r) =μ(aγ(δ p )bγ(δ p ) ⊗ γ(δ p ).r) =μ(aγ(δ p ) ⊗μ(bγ(δ p ) ⊗ γ(δ p ).r)) =μ(aγ(δ p ) ⊗ µ p (bγ(δ p ) ⊗ γ(δ p ).r)) = µ p (aγ(δ p ) ⊗ µ p (bγ(δ p ) ⊗ γ(δ p ).r)) Also, we have A p R p =Ãγ(δ p ).γ(δ p ) R = γ(δ p )Ã R = γ(δ p ) R = R p . Hence, R is a unital left A−module Define f : R → R G by f (r)(p) = γ(δ p ).r The map f is bijective moreover, it is satisfies (ϕ(a)f (r))(p) = aγ(δ p ).r = (a.r)(p) ∀a ∈Ã Lemma 4.29. Let R be a unital left A−module. Then there is a unique extension to a left M(A)−module. We have 1 p x = x ∀x ∈ R p , p ∈ G.
Let R, T are unital left A−modules. Then R ⊗ T can be made into a unital left A−module with structure map a(x ⊗ y) = ∆ p,q (a)(x ⊗ y), ∀a ∈ A pq ; x ∈ A p ; y ∈ A q since aa ′ (x ⊗ y) = ∆ p,q (aa ′ )(x ⊗ y) = ∆(a)∆(a ′ )(x ⊗ y) = ∆(a)(∆(a ′ )(x ⊗ y)) = a(a ′ (x ⊗ y)).
Because ∆ p,q (A pq )(A p ⊗ A q ) = A p ⊗ A q , we get
Then R ⊗ T is unital left A−module Let (A, ∆) be a regular multiplier Hopf G−coalgebra , R ′ be a G−graded algebra over C with or without identity but with a nondegenerate product. Assume that R = {R p } p∈G , where R ′ = ⊕ p∈G R p is a left A−module. Let R be a unital left A−module algebra. Then R is a unital left K(G)−module algebra and hence R is a G−graded algebra. Proof. Let R be a unital leftÃ−module. Then aγ(δ pq ) ∈ A pq , xγ(δ p ) ∈ A p and x ′ γ(δ q ) ∈ A q aγ(δ pq )(γ(δ p )xγ(δ q )x ′ ) = r (a 1 γ(δ r )γ(δ p )x)(a 2 γ(δ r −1 pq )γ(δ q )x ′ ) = (γ(δ p )a 1 x)(γ(δ q )a 2 x ′ ) = m R (∆ p,q (aγ(δ pq ))(γ(δ p )x ⊗ γ(δ q )x ′ )).
Then R = {R p = γ(δ p ) R} p∈G is a unital left A−module algebra. Moreover, the map f : R → R G defined by f (r)(p) = γ(δ p )r is an algebra homomorphism since
Let a ∈ A G and x, x ′ ∈ R G then we have (ax)x ′ = a 1 (x(S(a 2 )x ′ )).
Then for all p ∈ G, we have ((ax)x ′ )(p) = ( a 1 (x(S(a 2 )x ′ )))(p), Since ∆ G (a)(p, q) = ∆ p,q (a(pq)) then a 1 (p) ⊗ a 2 (q) = a (1,p) (pq)) ⊗ a (2,q) (pq)). then Lemma 4.33.
1. For a ∈ A p , x ∈ R p and x ′ ∈ R q , we have (ax)x ′ = a (1,pq) (x(S q −1 (a 2,q −1 )x ′ )).
2.
For a ∈ A q , x ∈ R p and x ′ ∈ R q , we have x(ax ′ ) = a (2,pq) ((S q −1 (a 1,p −1 )x)x ′ ).
