Abstract. A logic program strongly terminates if it terminates for any selection rule. Clearly, considering a particular selection rule-like Prolog's leftmost selection rule-allows one to prove more goals terminating. In contrast, a strong termination analysis gives valuable information for those applications in which the selection rule cannot be fixed in advance (e.g., partial evaluation, dynamic selection rules, parallel execution). In this paper, we introduce a fast and accurate size-change analysis that can be used to infer conditions for both strong termination and strong quasitermination of logic programs. We also provide several ways to increase the accuracy of the analysis without sacrificing scalability. In the experimental evaluation, we show that the new algorithm is up to three orders of magnitude faster than the previous implementation, meaning that we can efficiently deal with programs exceeding 25,000 lines of Prolog.
Introduction
Analysing the termination of logic programs is a challenging problem that has attracted a lot of interest (see, e.g., [5, 7, 23, 29] and references therein). However, strong termination analysis (i.e., termination for any selection rule) has received little attention, a notable exception being the work by Bezem [2] , who introduced the notion of strong termination by defining a sound and complete characterisation (the so called recurrent programs). Also, we can find a well established line of research on termination of logic programs with dynamic selection rules (e.g., [25, 4, 24, 27, 26] ). In these works, however, there are a number of assumptions, like the use of local selection rules (a slight extension of the left-to-right selection rule), input-consuming derivations (i.e., derivations where input arguments are not instantiated by SLD resolution steps [3] ), etc., which are not useful in our context.
In this work, we consider strong (quasi-)termination 3 so that our results can be applied to any application domain where the selection rule is not known in p decreases from one call to the next one by assuming Prolog's leftmost selection rule). Clearly, this makes the size change analysis independent of the selection rule and, particularly, of whether q(X, Y ) is unfolded before selecting p(Y ) or not. However, in many cases, some partial knowledge is available (e.g., one can safely assume that all facts can be unfolded no matter the available information) and could be used to improve the accuracy of the analysis. For this purpose, we develop an extension of the size-change analysis that allows us to propagate some size information from left to right.
Fundamentals of Size-Change Analysis
The size-change principle [15] was originally aimed at proving the termination of functional programs. This analysis was adapted to the logic programming setting in [30] , where both termination and quasi-termination were analysed. The main difference w.r.t. previous termination analyses for logic programs is that [30] considers strong termination, i.e., termination for all computation rules. As mentioned in the introduction, this makes the output of the analysis less accurate but allows the definition of much faster analyses that can be successfully applied in a number of application domains (e.g., for defining a scalable binding-time analysis; see [17] for more details).
For conciseness, in the remainder of this paper, we write "(quasi-)termination" to refer to "strong (quasi-)termination."
Size-change analysis is based on constructing graphs that represent the decrease of the arguments of a predicate from one call to another. For this purpose, some ordering on terms is required. Analogously to [28] , in [30] reduction pairs ( , ) consisting of a quasi-order and a compatible well-founded order (i.e.,
• ⊆ and • ⊆ ), both closed under substitutions, were used. The orders ( , ) are induced from so called norms. Here, we only consider the wellknown term-size norm || · || ts [9] which counts the number of (non-constant) function symbols. The associated induced orders ( ts , ts ) are defined as follows: t 1 ts t 2 (resp. t 1 ts t 2 ) if ||t 1 σ|| ts > ||t 2 σ|| ts (resp. ||t 1 σ|| ts ||t 2 σ|| ts ) for all substitutions σ that make t 1 σ and t 2 σ ground. For instance, we have f (s(X), Y ) ts f (X, a) since ||f (s(X), Y )σ|| ts > ||f (X, a)σ|| ts for all σ that makes X and Y ground.
We produce a size-change graph G for every pair (H, B i ) of every clause H ← B 1 , . . . , B n of the program. Formally, Definition 1 (size-change graph). Let P be a program and ( , ) a reduction pair. We define a size-change graph for every clause p(s 1 , . . . , s n ) ← Q of P and every atom q(t 1 , . . . , t m ) in Q (if any).
The graph has n output nodes marked with {1 p , . . . , n p } and m input nodes marked with {1 q , . . . , m q }. If s i t j holds, then we have a directed edge from output node i p to input node j q marked with . Otherwise, if s i t j holds, then we have an edge from output node i p to input node j q marked with .
A size-change graph is thus a bipartite labelled graph G = (V, W, E) where V = {1 p , . . . , n p } and W = {1 q , . . . , m q } are the labels of the output and input nodes, respectively, and E ⊆ V × W × { , } are the edges. Example 1. Consider the following program MLIST :
which is used to multiply all the elements of a list by a given number. The program is somewhat contrived in order to better illustrate our technique.
Here, the size-change graphs associated to, e.g., clause c 3 are as follows:
In order to identify the program loops, we should compute roughly a transitive closure of the size-change graphs by composing them in all possible ways.
Definition 2 (graph concatenation, idempotent multigraph). A multigraph of P is inductively defined to be either a size-change graph of P or the concatenation (see below) of two multigraphs of P . Given two multigraphs:
w.r.t. the same reduction pair ( , ), then the concatenation
is also a multigraph, where E contains an edge from i p to k r iff E 1 contains an edge from i p to some j q and E 2 contains an edge from j q to k r . If some of the edges are labelled with , then so is the edge in E; otherwise, it is labelled with . We say that a multigraph G of P is idempotent when G = G • G. Intuitively speaking, an idempotent multigraph represents a chain of multigraphs. The main termination results from [17, 30] can be summarised as follows:
-A predicate p/n terminates if every idempotent multigraph for p/n contains at least one edge i p −→ i p , 1 ≤ i ≤ n, such that the i-th argument of every call to this predicate is ground.
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-A predicate p/n quasi-terminates if every idempotent multigraph for p/n contains edges j
, and the arguments j 1 , . . . , j n are ground in every call to p/n. Additionally, the considered quasiorder should be well-founded and finitely partitioning [8, 29] , i.e., there should not be infinitely many "equal" ground terms under .
These conditions, though in principle undecidable, can be approximated in a number of ways. For instance, in the context of partial evaluation, the computed binding-times-static for definitely known arguments and dynamic for possibly unknown arguments-can easily be used for this purpose (cf. Sect. 4.1).
A Procedure for Size-Change Analysis
In this section, we introduce a fast and accurate procedure for the size-change analysis of logic programs. In principle, a naive procedure for computing the set of idempotent multigraphs of a program may proceed as follows:
1. First, the size-change graphs of the program are built according to Def. 1. 2. Then, after initialising a set M with the computed size-change graphs, one proceeds iteratively as follows: (a) compute the concatenation of every pair of (not necessarily different) multigraphs of M; (b) update M with the new multigraphs. This process is repeated until no new multigraphs are added to M.
Unfortunately, such a naive algorithm is unacceptably expensive and does not scale up to even simple programs. Therefore, in the following, we introduce a much more efficient procedure. Intuitively speaking, it improves the naive procedure by taking into account the following observations: -Firstly, not all size-change graphs need to be constructed, but only those in the path of a (potential) loop. For instance, in Example 1, the size-change graph from mlist to empty cannot contribute to the construction of any idempotent multigraph. -Secondly, in many cases, computing the idempotent multigraphs for a single predicate for each loop suffices. For instance, in Example 2, the idempotent multigraphs for both mlist and ml actually refer to the same loop. This is somehow redundant since either the two multigraphs will point out that both predicates terminate or that both of them may loop. -Finally, when we have multigraphs G 1 and G 2 for a given predicate p/n such that termination of p/n using G 1 always implies termination of p/n using G 2 , then we can safely discard G 2 . These observations allow us to design a faster procedure for size-change analysis. It proceeds in a stepwise manner as follows: a) Identifying the program loops. In order to identify the (potential) program loops, we first construct the call graph of the program, i.e., a directed graph that contains the predicate symbols as vertices and an edge from predicate p/n to predicate q/m for each clause of the form
For instance, the call graph of program MLIST in Example 1 is as follows: mlist * * r r ee ee ee ee ee ee ee ee ee e
Then, we compute the strongly connected components (SCC) of the call graph and delete both trivial SCCs (i.e., SCCs with a single predicate symbol which is not self-recursive) and edges between SCCs. We denote the resulting graph with scc(P ) for any program P . E.g., for program MLIST , scc(MLIST ) is as follows:
Determining the initial set of size-change graphs. We denote by sc graphs(P ) a subset of the size-change graphs of program P that fulfils the following condition: there is a size-change graph from atom p(t n ) to atom q(s m ) in sc graphs(P ) iff there is an associated edge from p/n to q/m in scc(P ). E.g., for program MLIST of Example 1, sc graphs(MLIST ) contains only four sizechange graphs, while the naive approach would have constructed ten size-change graphs.
In principle, only the size-change graphs in sc graphs(P ) need to be considered in the size-change analysis. This refinement is correct since idempotent multigraphs can only be built from the concatenation of a sequence of size-change graphs that follows the path of a cycle in the call graph (i.e., a path of scc(P )).
Furthermore, not all concatenations between these size-change graphs are actually required. As mentioned before, computing a single idempotent multigraph for each (potential) program loop suffices. In the following, we say that S is a cover set for scc(P ) if S contains at least one predicate symbol for each loop in scc(P ). We denote by CS(P ) the set of cover sets for scc(P ).
Definition 3 (initial size-change graphs). Let P be a program and S ∈ CS(P ) be a cover set for scc(P ). We denote by i sc graphs(P, S) the size-change graphs from sc graphs(P ) that start from a predicate of S.
Intuitively, the size-change graphs in i sc graphs(P, S) will act as the seeds of our iterative process for computing idempotent multigraphs. As a consequence, only idempotent multigraphs for the predicates of S are produced. Therefore, the termination result of Sect. 2 should be rephrased as follows:
A predicate p/n terminates if there exists some (not necessarily different) predicate q/m in the same cycle of scc(P ) and every idempotent multigraph of q/m contains at least one edge i q −→ i q , 1 ≤ i ≤ m, such that the i-th argument of every call to this predicate q/m is ground.
( * )
A similar condition could be given for quasi-termination. Proving the correctness of this refinement is not difficult and relies on the fact that either all predicates in a loop are terminating or none.
Example 3. Given the program MLIST of Ex. 1, both S 1 = {mlist/3, mult/3, add /3} and S 2 = {ml /4, mult/3, add /3} are cover sets for scc(MLIST ). For instance, the set i sc graphs(P, S 1 ) contains only the three size-change graphs starting from mlist/3, mult/3 and add /3. c) Computing the idempotent multigraphs. The core of our improved procedure for size-change analysis is shown in Fig. 1 . The algorithm considers the following ordering on multigraphs:
Definition 4 (weaker multigraph). Given two multigraphs G 1 = V 1 , W 1 , E 1 and G 2 = V 2 , W 2 , E 2 , we say that G 1 is weaker than G 2 , in symbols G 1 G 2 , iff the following conditions hold:
-the output and input nodes coincide, i.e., V 1 = V 2 and W 1 = W 2 , and -for every edge i
where , and , but .
Basically, if a multigraph G is weaker than another multigraph H, then we have that whenever termination can be proved with G only, it could also be proved with both G and H. Indeed, if G H and G H then G • G H • H . Thus, by induction, we can prove that for every size change graph derivable from H there is a corresponding weaker graph derived from G. Therefore, one can safely discard H from the computed sets of multigraphs. Intuitively speaking, an idempotent multigraph represents a chain of multigraphs, and this chain is only as strong as its weakest segment.
Example 4. Consider the following four clauses extracted from the regular expression matcher from [18] :
Here, we have the following three size-change graphs: using a reduction pair based on the term-size norm, where generate is abbreviated to gen in the graphs. Here, both the second and third size-change graphs are weaker than the first one, hence the first graph can be safely discarded and also does not have to be concatenated with other graphs.
The algorithm of Fig. 1 follows these principles: -In every iteration, we only consider concatenations of the form G 1 • G 2 where G 1 belongs to the current set of multigraphs M i and G 2 is one of the original size-change graphs in sc graphs(P ). -Also, those graphs that are stronger than some other graphs are removed from the computed multigraphs in every iteration. Here, M add denotes the weakest multigraphs that should be added to M i , while M del keeps track of the already computed graphs (i.e., from M i ∪ M add ) that should be deleted because a weaker multigraph has been produced.
Example 5. Consider again program MLIST of Example 1. By using the improved procedure with the cover set {mlist/3, mult/3, add /3}, only five concatenations are required to get the fixpoint (actually, three of them are only needed to check that a graph is indeed idempotent) and return the final set of idempotent multigraphs (i.e., the first, third and fourth graphs shown in Example 2). With the original algorithm, 48 concatenations were required. This is a simple example, but gives an idea of the speedup factor associated to the new algorithm (more details can be found in Sect. 4).
The following result formally states the correctness of keeping only the weakest multigraphs during the iterative process:
1. Input: a program P and a cover set S ∈ CS(P ) 2. Initialisation: i := 0; Mi := i sc graphs(P, S); SC := sc graphs(P ) 3. repeat -M add := ∅; M del := ∅ -for all G1 ∈ Mi and G2 ∈ SC such that G1 • G2 is defined (a) Theorem 1. Let P be a logic program and M be the set of idempotent multigraphs of P computed using the naive algorithm shown at the beginning of this section. Let M be the set of idempotent multigraphs computed with the algorithm of Fig. 1 using a cover set S. Then, a predicate p/n ∈ S is (quasi-)terminating w.r.t. M iff it is (quasi-)terminating w.r.t. M .
As a straightforward corollary, we have that proving termination using the naive algorithm is equivalent to proving termination according to ( * ) above using the improved algorithm of Fig. 1 for all program predicates (and not only for those predicates in the cover set).
Application to Partial Evaluation and Experiments
In this section, we apply our new algorithm to the case of offline partial evaluation of logic programs, both to show the usefulness of the technique in that setting and also to evaluate its scalability in realistic applications.
Offline Partial Evaluation of Logic Programs
There are two basic approaches to partial evaluation, differing in the way termination issues are addressed [14] . Online specializers include a single, monolithic algorithm, while offline partial evaluators contain two clearly separated stages: a binding-time analysis (BTA) and the proper partial evaluation. A BTA normally includes both a termination analysis and an algorithm for propagating static (i.e., known) information through the program. The output of the BTA is an annotated version of the source program where every call is decorated either with unfold (to be evaluated) or memo (to be residualized, i.e., the call will become part of the residual program); also, every procedure argument is annotated either with static (definitely known at partial evaluation time) or dynamic (possibly unknown at partial evaluation time). Typically, offline partial evaluators are faster but less precise than online partial evaluators.
In the following, patterns are expressions of the form p(b 1 , . . . , b n ), with p/n a predicate symbol of arity n and b 1 , . . . , b n binding-times. Here, we consider a simple domain of binding-times with two elements: static and dynamic; more refined domains can be found in, e.g., [6] .
An offline partial evaluator takes an annotated program and an initial set of atoms and proceeds iteratively as follows:
-First, the initial atoms are unfolded as much as possible according to the program annotations. This is called the local level of partial evaluation. -Then, every atom in the leaves of the incomplete SLD trees produced in the local level are added-perhaps generalising some of their arguments-to the set of (to be) partially evaluated atoms. This is called the global level of partial evaluation. Similarly, termination issues can be split into local and global termination, i.e., termination of the local and global levels, respectively. Following the (quasi-)termination results sketched at the end of Sect. 2, source programs are annotated as follows: 8 Local termination. If all idempotent multigraphs for a predicate p/n include an edge i p −→ i p and the i-th argument of p/n is static, then all calls to p/n are annotated with unfold; otherwise, they are annotated with memo. Global termination. If all idempotent multigraphs for a predicate p/n include an edge j p R −→ i p such that R ∈ { , } and its j-th argument is static, then the i-th argument of p/n can be kept as static; otherwise, it should be annotated as dynamic so that it will be generalised at the global level.
Prolog Implementation and Empirical Evaluation
We have implemented our new algorithm from Fig. 1 (cf. Sect. 3) for size-change analysis in SICStus Prolog. To be able to measure the effectiveness of the restriction to SCCs (i.e., the restriction to sc graphs(P )) and the restriction to only consider one predicate per loop (i.e., the restriction to i sc graphs(P, S) for some cover set S), we have provided a way to turn these optimisations off. We also compare to the old implementation from [17] , which includes none of the new ideas presented in this paper.
An interesting implementation technique, which all three versions consider (not described in [17] ), is the use of hashing 9 to more quickly identify which size-change graphs already exist and which ones can be concatenated with each other. All these three algorithms are integrated into the same BTA from [17] , which provides a command-line interface. The BTA is by default polyvariant (but can be forced to be monovariant) and uses a domain with the following values: static, list nv (for lists of non-variable terms), list, nv (for non-variable terms), and dynamic. The user can also provide hints to the BTA (see below). The implemented size-change analysis uses a reduction pair induced from the term-size norm.
Evaluation of Efficiency. Figure 2 contains an overview of our empirical results, where all times are in seconds. A value of 0 means that the timing was below our measuring threshold. The experiments were run on a MacBook Pro with a 2.33 GHz Core2 Duo Processor and 3 GB of RAM. Our BTA was run using SICStus Prolog 4.0.5. The first six benchmarks come from the DPPD [18] library, vanilla, ctl and lambdaint come from [16] . The picemul program is the PIC processor emulator from [11] with 137 clauses and 855 lines of code. javabc and javabc heap are Java Bytecode interpreters from [10] with roughly 100 clauses. peval are over 2500 lines of Prolog from a partial evaluator for the ground representation from [20] . self app are the 1925 lines of our size-change analysis and BTA itself. dSL is an interpreter of 444 lines for the dSL specification language [31] . csp is the core interpreter for full CSP-M from [21] , consisting of 1771 lines of code. prob is the core interpreter of ProB [19] for B machines, not containing the kernel predicates or the model checker. It consists of 1910 lines of code and deals with B expressions, predicates and substitutions. promela is an interpreter for the full Promela language (see, e.g., [13] ), consisting of 1148 lines of code. Finally, goedel is the source code of the Gödel system [12] consisting of 27354 lines of Prolog.
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The "noentry" annotation in Fig. 2 means that no entry point was provided, hence only the size-change analysis was performed (and no propagation of static information).
The output of the new BTA (without SCC) and the old BTA from [17] are identical as far as local and global annotations are concerned.
In summary, the new size change analysis is always faster and we see improvements of roughly three orders of magnitude on the most complicated examples (up to a factor of 3500 for prob (noentry)). We are able to deal with realistic interpreters and systems exceeding 25K lines of code. For goedel, a small part of the inferred termination conditions are as follows:
In particular, this means that the analysis has inferred that the predicate parse language1 can be unfolded if the first argument is static, and that the first, third, fourth and last argument do not need to be generalised to ensure quasi-termination. Compared to the BTA from [6] using binary clauses rather than size-change analysis, the difference is even more striking. This BTA is in turn, e.g., 200 times slower than the old BTA for the picemul example; see [17] . We have also tried the latest version of Terminweb, 11 based upon [5] . However, the online version failed to terminate successfully on, e.g., the picemul example (for which our sizechange analysis takes 0.01 s). We have also tried TermiLog, 12 but it timed out after 4 minutes (the maximum time that can be set in the online version).
Evaluation of Precision.
Without the use of the SCC optimisations in the algorithm of Fig. 1 , the precision remains unchanged w.r.t. [17] , and as such the same specialisations can be achieved as described in [17] using hints: e.g., Jonesoptimal specialisation for vanilla, reproducing the decompilation from Java bytecode to CLP from [10] or automatically generating the generated code from [11] for picemul.
With the SCC optimisations, we reduce the number of predicates that are memoised. This in turn also reduces the number of hints that a user has to provide to obtain the desired specialisation.
For example, the vanilla example required two hints in [17] and now only one hint is required to obtain a good specialisation. For lambdaint 6 hints were required in [17] to get good performance. Now only two hints are required, expressing the fact that the expression being evaluated and the list of bound variable names are expected to be static and should not be generalised away by the BTA. 13 In the following section we show how the precision of the sizechange analysis can be further improved in the setting of partial evaluation, further reducing the need for hints.
Propagating Partial Left-To-Right Information
In this section, we extend the size-change analysis in order to right-propagate size information in some cases. Consider, e.g., clause (c 2 ) in Example 1:
Since our size-change analysis considers strong termination, we compare the size of the head of the clause with the size of each atom in the body independently. Therefore, we get no relation between the sizes of list L in the head and its head X and tail R in the call to ml .
In some cases, however, one might assume some additional restrictions. For instance, in many partial evaluators a left-to-right selection rule is used with the only exception that those calls which are annotated with memo are never selected. Therefore, if we know that some calls can be fully unfolded without entering an infinite loop (the case, e.g., of non-recursive predicates), then one can safely propagate the size relationships for the success patterns of these calls to the subsequent atoms in the clause. In principle, these "fully unfoldable" calls can be detected using a standard left-termination analysis (i.e., one that considers a standard left-to-right computation rule), e.g., [5] , while size relations of success patterns can be obtained from the computation of the convex hull of [1] . Here, though, we consider that this information is provided by the user by means of hints of the form '$FULLYUNFOLD'(p,n,size relations) where size_relations are the interargument size relations for the success patterns of p/n. For instance, for the program MLIST of Ex. 1, we may have the following hints:
In this paper, we have presented a new algorithm to perform strong termination and quasi-termination inference using size-change analysis. The experiments have shown that we can analyse the full 25K lines of source code of the Gödel system in under three seconds. The main application of this algorithm is for offline partial evaluation of large programs. In the experimental evaluation we have shown that, with our new algorithm, we can now deal with realistic interpreters, such as the interpreter for the full B specification language from [19] . Together with the selective use of hints [17] , we have obtained both a scalable and an effective partial evaluation procedure. The logical next step is to bring this work to practical fruition, by, e.g., optimising the interpreter from [19] for particular specifications, speeding up the animation and model checking process. This challenge has been on our research agenda for quite a while, and we now believe that the goal can be achieved in the near future. One remaining technical hurdle is the treatment of meta predicate annotations (the B interpreter uses meta-predicates to implement delaying versions of negation and findall).
