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Abstract
Conversational Question Answering is a chal-
lenging task since it requires understanding
of conversational history. In this project,
we propose a new system RoBERTa + AT +
KD, which involves rationale tagging multi-
task, adversarial training, knowledge distil-
lation and a linguistic post-process strategy.
Our single model achieves 90.4 (F1) on the
CoQA test set without data augmentation, out-
performing the current state-of-the-art single
model by 2.6% F1.
1 Introduction
Conversational question answering (CQA) is a QA
task involving comprehension of both passage and
historical QAs. It is proposed to mimic the way
human seek information in conversations. Re-
cently, several CQA datasets were proposed, such
as CoQA(Reddy et al., 2018), QuAC (Choi et al.,
2018) and QBLink (Elgohary et al., 2018).
In this paper, we propose RoBERTa + AT + KD,
a system featuring Adversarial Training (AT) and
Knowledge Distillation (KD) for CQA tasks. Em-
pirical results on the CoQA dataset show the ef-
fectiveness of our system, which outperforms the
previous best model by a 2.6% absolute improve-
ment in F1 score.
The contributions of our paper are as follows:
• We propose a general solution to fine-tuning
pre-trained models for CQA tasks by (1) ra-
tionale tagging multi-task utilizing the valu-
able information in the answer’s rationale; (2)
adversarial training (Miyato et al., 2016) in-
creasing model’s robustness to perturbations;
(3) knowledge distillation (Furlanello et al.,
2018) making use of additional training sig-
nals from well-trained models.
∗This work was done while the author was doing an in-
ternship at ZhuiYi Technology
• We also analyze the limitation of extractive
models including our system. To figure out
the headroom of extractive models for im-
provement, we compute the proportion of
QAs with free-form answers and estimate the
upper bound of extractive models in F1 score.
• Our system achieves the new state-of-the-art
result on CoQA dataset without data augmen-
tation.
2 Related Work
Machine Reading Comprehension Machine
Reading Comprehension(MRC) has become an
important topic in natural language processing.
Existing datasets can be classified into single-
turn or multi-turn according to whether each
question depends on the conversation history.
Many MRC models have been proposed to tackle
single-turn QA, such as BiDAF(Seo et al., 2016),
DrQA(Chen et al., 2017), R-Net(Wang et al.,
2017) and QANet(Yu et al., 2018) in SQuAD
dataset. For multi-turn QA, existing models
include FlowQA(Huang et al., 2018) and SD-
Net(Zhu et al., 2018). FlowQA proposed an
alternating parallel processing structure and in-
corporated intermediate representations generated
during the process of answering previous ques-
tions. SDNet introduced an innovated contextu-
alized attention-based deep neural network to fuse
context into traditional MRC models.
Pretrained Model Pretrained language mod-
els, such as GPT(Alec Radford and Sutskever.,
2018), BERT(Devlin et al., 2018), XLNET(Yang
et al., 2019) and RoBERTa(Liu et al., 2019), have
brought significant performance gains to many
NLP tasks, including machine reading compre-
hension. BERT is pretrained on “masked lan-
guage model” and “next sentence prediction”
tasks. RoBERTa can match or exceed the perfor-
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mance of all post-BERT methods by some mod-
ifications. Many recent models targeting CoQA
are based on BERT, such as Google SQuAD 2.0 +
MMFT, ConvBERT and BERT + MMFT + ADA∗,
but there is no model based on RoBERTa until
now.
3 Methods
In this section, we first introduce a baseline model
based on RoBERTa(a Robustly optimized BERT
pretrainig Approach) for the CoQA dataset, and
then adopt some methods to improve the model
performance.
3.1 Baseline: RoBERTa adaption to CoQA
Different from other QA datasets, questions in
CoQA are conversational. Since every question
after the first one depends on the conversation his-
tory, each question is appended to its history QAs,
similar to (Reddy et al., 2018) . If the question
in the kth turn is Qk, the reformulated question is
defined as:
Q∗k = {Q1, A1, ..., Qk−1, Ak−1, Qk} (1)
Symbol [Q] and symbol [A] are added before each
question and each answer respectively. To make
sure the length of Q∗k is within the limit on the
number of question tokens, we truncate it from
the end. In our experiment, the pre-trained model
RoBERTa is employed as our baseline model,
which takes a concatenation of two segments as
input. Specifically, Given a context C, the input x
for RoBERTa is [CLS] Q∗k [SEP] C [SEP].
The answers of CoQA dataset can be free-form
text, Yes, No or Unknown. Except the Unknown
answers, each answer has its rationale, an ex-
tractive span in the passage. Considering that,
we adopt an extractive approach with Yes/No/Unk
classification to build the output layer on top of
RoBERTa. First, the text span with the highest f1-
score in rationale is selected as the gold answer for
training. Then we use a FC layer to get the start
logits ls and end logits le. For Yes/No/Unk clas-
sification, a FC layer is applied to the RoBERTa
pooled ouptut hp to obtain three logits ly, ln and
lu. The objective function for our baseline model
∗https://stanfordnlp.github.io/coqa/
is defined as:
ps = softmax([ls, ly, ln, lu]) (2)
pe = softmax([le, ly, ln, lu]) (3)
LBase = − 1
2N
N∑
i=1
(log psysi + log p
e
yei
) (4)
where ysi and y
e
i are starting position and ending
position in example i respectively, and the total
number of examples is N .
3.2 Rationale Tagging Multi Task
As mentioned above, every answer except Un-
known has its rationale. To utilize this valuable
information, we add a new task Rationale Tagging
in which the model predicts whether each token
of the paragraph should be included in the ratio-
nale. In other words, tokens in the rationale will
be labeled 1 and others will be labeled 0. For Unk
questions, they should all be 0.
Therefore, besides predicting the boundary and
classification, we also add an extra FC layer to
compute the probability for rationael tagging:
prt = sigmoid(w2Relu(W1ht)) (5)
where ht ∈ Rd is the RoBERTa’s output vector for
tth token, W1 ∈ Rd×d, w2 ∈ Rd. The rationale
loss is defined as the averaged cross entropy.
LRTi = − 1
T
T∑
t=1
(yritlogp
r
it + (1− yit)log(1− prit))
(6)
LRT = 1
N
N∑
i=1
LRTi (7)
Here T is the number of tokens, yrt is the ratio-
nale label for the tth token and LRTi is rationale
loss for the ith example. The model is trained by
jointly minimizing the two objective functions:
L = LBase + β1LRT (8)
where β1 is a hyper-parameter for weights of ra-
tionale loss.
In addition, rationales can be used to assist the
classification of Yes/No/Unk questions. The pro-
cess works as follows: We first compute the ratio-
nale sequence output hrt by multiplying p
r
t and ht.
Then a attention layer for hrt is used to obtain the
rationale representation hp∗.
hrt = p
r
t × ht (9)
at = softmax
T
t=1(wa2Relu(Wa1h
r
t )) (10)
hp∗ =
T∑
t=1
at × ht (11)
where Wa1 ∈ Rd×d, wa2 ∈ Rd are learned param-
eters. Finally, when producing the ly, ln and lu for
Yes/No/Unk, we replace hp with
[
hp∗ hp
]
, which
is the concatenation of RoBERTa’s pooled output
hp and the rationale representation hp∗.
3.3 Adversarial and Virtual Adversarial
Training
Adversarial training (Goodfellow et al., 2014) is a
regularization method for neural networks to make
the model more robust to adversarial noise and
thereby improves its generalization ability.
Adversarial Training (AT) In this work, adver-
sarial examples are created by making small per-
turbations to the embedding layer. Assuming that
vw is the embedding vector of word w and θˆ rep-
resents the current parameters of the model, the
adversarial embedding vector v∗w (Miyato et al.,
2016) is:
gw = −5vw L(yi|vw; θˆ) (12)
v∗w = vw + gw/‖gw‖2 (13)
where yi is the gold label,  is a hyperparameter
scaling the magnitude of perturbation. Then, we
compute adversarial loss as:
LAT(θ) = − 1
N
N∑
i=1
CrossEntropy(·|V ∗; θ)
(14)
where V ∗ = [v∗w1 , ..., v
∗
wn ] is the adversarial em-
bedding matrix.
Virtual Adversarial Training (VAT) Virtual
adversarial training is similar to AT, but it uses
unsupervised adversarial perturbations. To obtain
the virtual adversarial perturbation, we first add a
gaussian noise to the embedding vector of wordw:
v′w = vw + ξdw (15)
where ξ is a hyperparameter and dw ∼ N (0, I) ∈
Rd. Then the gradient with respect to the KL di-
vergence between p(V ) and p(V ′) is estimated as:
gw = 5v′DKL(p(·|vw; θˆ)‖p(·|v′w; θˆ)) (16)
Next, similar to adversarial training, the adversar-
ial perturbation is added to the word embedding
vector:
v∗w = vw + gw/‖gw‖2 (17)
Lastly, the virtual adversarial loss is computed as:
LVAT(θ) = 1
N
N∑
i=1
DKL(p(·|V ; θ)‖p(·|V ∗; θ))
(18)
where V ∗ is the adversarial embedding matrix.
Loss Function In this work, the total loss is
simply summed up all the loss together as:
L = LBD + β1LRA + β2LAT + β3LVAT (19)
3.4 Knowledge Distillation
Knowledge Distillation(KD) (Furlanello et al.,
2018) transfer ”knowledge” from one machine
learning model (teacher) to another (student) by
using teacher’s output as student’s training objec-
tive. Even when the teacher and student share the
same architecture and size, the student still outper-
forms its teacher. KD can be used for both single-
task and multi-task models (Clark et al., 2019).
Teacher Model In this work, the teacher model
is trained using methods mentioned above, whose
objective function LT is defined as Equation 19.
Student Model Knowledge distillation uses
teacher’s output probability f
(
xi, θτ
)
as an extra
supervised label to train student models. In our
work, we employ several teacher models with dif-
ferent random seeds to compute the teacher label
pkdi :
pkdi =
1
T
T∑
τ=1
f
(
xi, θτ
)
(20)
where θτ is the parameters of the τ th teacher
model and T is the total number of teacher mod-
els. KD loss LKD is defined as the cross-entropy
between pkdi and f
(
xi, θs
)
:
LKD(θs) = − 1
NT
N∑
i=1
T∑
t=1
pkdit logf
(
xit, θ
s
)
(21)
Where θs is the student model parameters. The
total loss for student model is defined as:
LS = LBD + β1LRA + β2LAT + β3LVAT + β4LKD
(22)
3.5 Post-Processing
Since our model is extractive, it cannot solve
multiple-choice questions even when it can ex-
tract the correct span. There are also multiple-
choice questions whose options are the same as
the word that our model finds but in a different
word form. For instance, the options are ’walk’
and ’ride’ while the span that our model extracts is
’walked’.
A post-processing procedure based on word
similarity is applied to alleviate this problem.
First, legal options are extracted from questions
using linguistic rules. Second, word embeddings
of options and answer tokens are prepared respec-
tively. Third, we compute the cosine similarity be-
tween each option and answer token. At last, the
option with the highest similarity is chosen as the
final answer.
ans = argmax
o
{sim(o, a)|o ∈ O, a ∈ A} (23)
where O and A are the set of word embeddings of
option and answer tokens and sim(o, a) represents
their cosine similarity.
3.6 Ensemble
The ensemble output is generated according to
the ensemble logits Le = {Lse, Lee, Lye , Lne , Lue},
which is the average of output logits lj =
{lse, lee, lye , lne , lue } from models selected for ensem-
ble.
Le =
1
M
M∑
j=1
lj (24)
where M is ensemble size, the number of models
used for ensemble.
The performance of our ensemble strategy relies
heavily on the proper selection of models which is
challenging. Given constraints on computational
resources, the ensemble size is also limited. Ge-
netic algorithm(GA), a kind of stochastic search
algorithm that does not require gradient informa-
tion, is used to search for a combination of mod-
els that maximizes performance while obeying the
constraints on ensemble size. GAs are inherently
parallel and tend to approximate the global opti-
mal solution. Therefore they are widely used in
combinatorial optimization and operation research
problems(Deb, 1998; Mu¨hlenbein et al., 1988).
In our experiments, the genetic algorithm is
able to converge within 200 generations. Our
best ensemble solution contains only 9 models and
reaches a F1 of 91.5 without post-processing while
simply averaging all 68 candidate models results
in a lower F1 of 91.2.
Figure 1: F1 score of best and worst individual of each
generation.
4 Experiments
4.1 Evaluation Metrics
Similar to SQuAD, CoQA uses macro-average F1
score of word overlap as its evaluation metric. In
evaluation, to compute the performance of an an-
swer ap, CoQA provides n human answers air as
reference answers (i ∈ {1, 2, ..., n}−, n = 4) and
the final F1 score is defined as:
F1final =
1
n
n∑
j=1
n
max
i=1
(1(i 6= j)F1(ap, air))
(25)
4.2 Implementation Details
The implementation of our model is based on the
PyTorch implementation of RoBERTa ∗. We use
AdamW (Loshchilov and Hutter, 2017) as our op-
timizer with a learning rate of 5e-5 and a batch size
of 48. The number of epochs is set to 2. A lin-
ear warmup for the first 6% of steps followed by a
linear decay to 0 is used. To avoid the exploding
gradient problem, the gradient norm is clipped to
within 1. All the texts are tokenized using Byte-
Pair Encoding(BPE) (Sennrich et al., 2015) and
are chopped to sequences no longer than 512 to-
kens. Layer-wise decay rate ξ is 0.9 and loss
weight β1 = 5, β2 = β3 = β4 = 1.
4.3 Ablation
To assess the impact of each method we apply,
we perform a series of analyses and ablations.
The methods are added one by one to the base-
line model. As shown in Table 2, Rationale Tag-
∗https://github.com/pytorch/fairseq/tree/master
/examples/roberta
Model In-domain Out-of-domain Overall
Bert-Large Baseline 82.6 78.4 81.4
BERT with History Augmented Query 82.7 78.6 81.5
Bert + Answer Verification 83.8 81.9 82.8
BERT + MMFT + ADA 86.4 81.9 85.0
ConvBERT 87.7 85.4 86.8
Google SQuAD 2.0 + MMFT 88.5 86.0 87.8
Our model 90.9 89.2 90.4
Google SQuAD 2.0 + MMFT(Ensemble) 89.9 88.0 89.4
Our model(Ensemble) 91.4 89.2 90.7
human 89.4 87.4 88.8
Table 1: CoQA test set results, which are scored by the CoQA evaluation server. All the results are obtained from
https://stanfordnlp.github.io/coqa/.
Model In-domain
Baseline Model 89.5
+ Rationale Tagging Task 90.0
+ Adversarial Training 90.7
+ Knowledge Distillation 91.0
+ Post-Processing 91.3
Ensemble 91.8
Table 2: Ablation study on the CoQA dev-set
Model F1 bound
our system 91.8
upper bound1st 93.0 (+1.2)
upper bound4 95.1 (+3.3)
Table 3: Upper bound analysis on the CoQA dev-set
ging multi-task and Adversarial Training bring rel-
atively significant improvements. With all the
methods in Table 2, the F1 score of our model (sin-
gle) in dev-set attains to 91.3.
4.4 Results
We submit our system to the public CoQA leader-
board and compare its performance with others on
the CoQA test set in Table 1. Our system out-
performs the current state-of-the-art single model
by a 2.6% absolute improvement in F1 score and
scores 90.7 points after ensemble. In addition,
while most of the top systems rely on additional
supervised data, our system do not use any extra
training data.
5 Analysis
In this section, a comprehensive analysis explains
the limitation of extracitve models and our system.
To figure out the headroom of extractive models
for improvement, we first compute the proportion
of free-form answers and then estimate the upper
bound of extractive models in F1 score. At last,
we analyze some typical bad cases of our system.
5.1 CoQA
CoQA (Reddy et al., 2018) is a typical conver-
sational question answering dataset which con-
tains 127k questions with answers obtained from
8k conversations and text passages from seven di-
verse domains.
An important feature of the CoQA dataset is
that the answer to some of its questions could be
free-form. Therefore, around 33.2% of the an-
swers do not have an exact match subsequence in
the given passage. Among these answers, the an-
swers Yes and No constitute 78.8%. The next ma-
jority is 14.3% of answers which are edits to text
span to improve fluency. The rest includes 5.1%
for counting and 1.8% for selecting a choice from
the question.
5.2 Upper Bound of Extractive Models
Considering the answers could be free-form text,
we estimate the upper bound of the performance
of extractive method. For each question, the sub-
sequence of the passage with the highest F1 score
is regarded as the best answer possiblely for ex-
tractive models. As shown in Table 3, with the first
human answer as reference, the upper bound of F1
is 93.0. With all 4 human answers considered, the
F1 can reach 95.1, indicating that the headroom
for generative models is only 4.9%. This is also
the reason why we use an extractive model.
Question Rationale Ground truth Our Answer Error Type
How many factors
contribute to en-
demism?
Physical, climatic, and
biological factors
Three Physical, climatic,
and biological fac-
tors
Counting
Who told her? Your mother told me
that you had a part-
time job
Sandy’s mother mother Pronoun
Paraphras-
ing
What did she do af-
ter waving thanks?
while driving off in the
cab.
Drove off in the
cab
driving off in cab Tense Para-
phrasing
When? Not till I spoke to him When he spoke
to him
spoke to him Conjunction
Paraphras-
ing
Table 4: Some typical types of bad cases.
5.3 Error Analysis
As shown in Table 4, there are two typical types
of bad cases in our system, e.g. Counting and
Paraphrasing. To solve these problems, the model
must have the capability to paraphrase the answer
according to its question format. However, since
cases of these two types only account for a small
proportion of the entire data set, introducing a
naive generative mechanism may have a negative
effect, especially for the questions whose answers
could be found in the passage.
6 Future directions
While it is shown that our model can achieve state-
of-the-art performance on CoQA dataset, there are
still some possible directions to work on. One pos-
sible direction is to combine the extractive model
and generative model in a more effective way to
alleviate the free-form answer problem mentioned
above. Another direction is to incorporate syn-
tax and knowledge base information into our sys-
tem. Furthermore, proper data augmentation may
be useful to boost model performance.
References
Time Salimans Alec Radford, Karthik Narasimhan and
Ilya Sutskever. 2018. Improving language under-
standing with unsupervised learning. Technical re-
port, OpenAI.
Danqi Chen, Adam Fisch, Jason Weston, and An-
toine Bordes. 2017. Reading Wikipedia to An-
swer Open-Domain Questions. arXiv e-prints, page
arXiv:1704.00051.
Eunsol Choi, He He, Mohit Iyyer, Mark Yatskar, Wen-
tau Yih, Yejin Choi, Percy Liang, and Luke Zettle-
moyer. 2018. QuAC : Question Answering in Con-
text. arXiv e-prints, page arXiv:1808.07036.
Kevin Clark, Minh-Thang Luong, Urvashi Khandel-
wal, Christopher D. Manning, and Quoc V. Le. 2019.
BAM! Born-Again Multi-Task Networks for Natu-
ral Language Understanding. arXiv e-prints, page
arXiv:1907.04829.
Kalyanmoy Deb. 1998. Genetic algorithm in search
and optimization: the technique and applications. In
Proceedings of international workshop on soft com-
puting and intelligent systems, pages 58–87. Ma-
chine Intelligence Unit, Indian Statistical Institute
Calcutta, India.
Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: Pre-training
of Deep Bidirectional Transformers for Lan-
guage Understanding. arXiv e-prints, page
arXiv:1810.04805.
Ahmed Elgohary, Chen Zhao, and Jordan Boyd-
Graber. 2018. A dataset and baselines for sequential
open-domain question answering. In Proceedings of
the 2018 Conference on Empirical Methods in Nat-
ural Language Processing, pages 1077–1083, Brus-
sels, Belgium. Association for Computational Lin-
guistics.
Tommaso Furlanello, Zachary C. Lipton, Michael
Tschannen, Laurent Itti, and Anima Anandkumar.
2018. Born Again Neural Networks. arXiv e-prints,
page arXiv:1805.04770.
Ian J. Goodfellow, Jonathon Shlens, and Chris-
tian Szegedy. 2014. Explaining and Harness-
ing Adversarial Examples. arXiv e-prints, page
arXiv:1412.6572.
Hsin-Yuan Huang, Eunsol Choi, and Wen-tau Yih.
2018. FlowQA: Grasping Flow in History for
Conversational Machine Comprehension. arXiv e-
prints, page arXiv:1810.06683.
Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du,
Mandar Joshi, Danqi Chen, Omer Levy, Mike
Lewis, Luke Zettlemoyer, and Veselin Stoyanov.
2019. RoBERTa: A Robustly Optimized BERT
Pretraining Approach. arXiv e-prints, page
arXiv:1907.11692.
Ilya Loshchilov and Frank Hutter. 2017. Decoupled
Weight Decay Regularization. arXiv e-prints, page
arXiv:1711.05101.
Takeru Miyato, Andrew M. Dai, and Ian Goodfel-
low. 2016. Adversarial Training Methods for Semi-
Supervised Text Classification. arXiv e-prints, page
arXiv:1605.07725.
Heinz Mu¨hlenbein, Martina Gorges-Schleuter, and
Ottmar Kra¨mer. 1988. Evolution algorithms in
combinatorial optimization. Parallel computing,
7(1):65–85.
Siva Reddy, Danqi Chen, and Christopher D. Man-
ning. 2018. CoQA: A Conversational Ques-
tion Answering Challenge. arXiv e-prints, page
arXiv:1808.07042.
Rico Sennrich, Barry Haddow, and Alexandra Birch.
2015. Neural Machine Translation of Rare
Words with Subword Units. arXiv e-prints, page
arXiv:1508.07909.
Minjoon Seo, Aniruddha Kembhavi, Ali Farhadi, and
Hannaneh Hajishirzi. 2016. Bidirectional Attention
Flow for Machine Comprehension. arXiv e-prints,
page arXiv:1611.01603.
Wenhui Wang, Nan Yang, Furu Wei, Baobao Chang,
and Ming Zhou. 2017. Gated self-matching net-
works for reading comprehension and question an-
swering. In Proceedings of the 55th Annual Meet-
ing of the Association for Computational Linguis-
tics, ACL, pages Volume 1: Long Papers,.
Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Car-
bonell, Ruslan Salakhutdinov, and Quoc V. Le.
2019. XLNet: Generalized Autoregressive Pretrain-
ing for Language Understanding. arXiv e-prints,
page arXiv:1906.08237.
Adams Wei Yu, David Dohan, Minh-Thang Luong, Rui
Zhao, Kai Chen, Mohammad Norouzi, and Quoc V.
Le. 2018. QANet: Combining Local Convolution
with Global Self-Attention for Reading Comprehen-
sion. arXiv e-prints, page arXiv:1804.09541.
Chenguang Zhu, Michael Zeng, and Xuedong Huang.
2018. SDNet: Contextualized Attention-based
Deep Network for Conversational Question Answer-
ing. arXiv e-prints, page arXiv:1812.03593.
