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A GENERALISED UNIQUENESS THEOREM AND THE GRADED
IDEAL STRUCTURE OF STEINBERG ALGEBRAS
LISA ORLOFF CLARK, RUY EXEL, AND ENRIQUE PARDO
Abstract. Given an ample, Hausdorff groupoid G, and a unital commutative ring R,
we consider the Steinberg algebra AR(G). First we prove a uniqueness theorem for this
algebra and then, when G is graded by a cocycle, we study graded ideals in AR(G).
Applications are given for two classes of ample groupoids, namely those coming from
actions of groups on graphs, and also to groupoids defined in terms of Boolean dynamical
systems.
1. Introduction
Steinberg algebras were independently introduced in [22] and [10] and are closely related
to the machinery established in [14]. This broad class of algebras provides a general model
for Leavitt path algebras associated to directed graphs, Kumjian Pask algebras associated
to higher-rank graphs, and discrete inverse semigroup algebras.
In this note, we use an analysis of the ‘interior of the isotropy bundle’ to prove a gener-
alised uniqueness theorem. We also characterize the graded ideals for Steinberg algebras
over groupoids equipped with a cocycle taking values in a discrete group. Applications
are then provided in two broad classes of examples. Our presentation is as follows:
After establishing our notation and discussing some preliminary results in Section 2,
we move to Section 3 where we prove a generalised uniqueness theorem for Steinberg
algebras modeled after the C∗-algebra [6, Theorem 3.1(c)]. Our uniqueness theorem says
that a Steinberg algebra homomorphism is injective if and only if it is injective on the
interior of the isotropy group bundle. This generalises theorems [18, Theorem 5.2] and
[11, Theorem 5.4] for Leavitt path algebras and Kumjian-Pask algebras respectively.
In Section 5, we characterize the graded ideals of a Steinberg algebra built from ‘graded
groupoids’. These are groupoids that come equipped with a homomorphism (or ‘cocycle’)
c into a discrete group such that the inverse image of the identity doesn’t have too much
isotropy. In this setting, we show that the graded ideals are precisely those generated by
open invariant subsets of the unit space.
In the last two sections, we give two more classes of examples. Both are classes whose
C∗-algebras have been constructed using the machinery of [14]. In Section 6 we consider
groups acting on graphs, as defined in [17]; we describe the Steinberg algebra associated
associated to such an action. This broad class of algebras includes the class of Leavitt path
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algebras. We also get an algebraic analogue of Katsura’s algebras OA,B. Finally, in Sec-
tion 7 we construct a Steinberg algebra from a Boolean dynamical system, as introduced
in [7].
2. Preliminaries
Recall that a topological1 space X is said to be zero-dimensional if the topology of X
admits a basis consisting of clopen (closed and open) sets. If, in addition, X is locally
compact, it is easy to see that X also admits a basis formed by compact open sets.
In this work, we assume most topological spaces are locally compact, zero-dimensional
and Hausdorff. If X is such a space, and if R is a unital commutative ring, we denote by
Cc(X,R)
the R-module2 formed by all locally constant, compactly supported, R-valued functions
on X . Notice that an R-valued function is locally constant if and only if it is continuous
once we equip R with the discrete topology.
If D is a compact open subset of X , the characteristic function of D, here denoted by
1D, is clearly an element of Cc(X,R). In fact, every f in Cc(X,R) may be written as
f =
n∑
i=1
ai1Di
where the Di are compact open, pairwise disjoint subsets of X . The support of f , defined
by
supp(f) = {x ∈ X : f(x) 6= 0},
(we do not use closure in the definition of the support), is clearly a compact open subset.
If X is as above, and U ⊆ X is an open subset, then U is also a locally compact,
zero-dimensional, Hausdorff space. Moreover we may view Cc(U,R) as a submodule of
Cc(X,R) as follows: given any f in Cc(U,R), let f˜ be the extension of f to X defined to
be zero on X \ U . It is then easy to see that f˜ is continuous on X and, in fact, that it
lies in Cc(X,R). The correspondence
f ∈ Cc(U,R) 7→ f˜ ∈ Cc(X,R), (2.1)
is then an R-module isomorphism from Cc(U,R) onto the submodule of Cc(X,R) formed
by the functions vanishing on X \U . We may therefore view Cc(U,R) as a submodule of
Cc(X,R).
Given a groupoid G, we will always denote its unit space by G(0), the set of composable
pairs by G(2), and its source and range maps by s and r, respectively. A bissection in G
is a subset U ⊆ G such that the restrictions of r and s to U are both injective.
A Hausdorff topological groupoid G is said to be e´tale if G(0) is locally compact and
Hausdorff in the relative topology, and its range map is a local homeomorphism from G
to G(0) (the source map will consequently share that property). It is easy to see that
the topology of an e´tale groupoid admits a basis formed by open bissections. In an e´tale
1Unless otherwise mentioned, all topological spaces (including topological groupoids) in this work are
assumed to be Hausdorff.
2Even though Cc(X,R) is also an R-algebra, relative to pointwise product, we will not always view it
as such.
GENERALISED UNIQUENESS THEOREM FOR STEINBERG ALGEBRAS 3
groupoid one has that G(0) is open in G. If, in addition, G is Hausdorff, then G(0) is also
closed in G. Throughout this paper all groupoids will be assumed Hausdorff.
Definition 2.2. An e´tale, Hausdorff groupoid G is said to be ample if G(0) is zero-dimen-
sional.
It is easy to see that the topology of an ample groupoid admits a basis formed by
compact open bissections. En passant we deduce that an ample groupoid is also locally
compact and zero-dimensional.
Definition 2.3 ([22], [10]). Given an ample, Hausdorff3 groupoid G, and a unital com-
mutative ring R, the Steinberg algebra associated to G, denoted AR(G), is defined to be
the R-algebra obtained by equipping Cc(G, R) with the convolution product
(fg)(γ) =
∑
(γ1,γ2)∈G(2)
γ1γ2=γ
f(γ1)g(γ2).
Since every element of AR(G) is a linear combination of characteristic functions of
bissections, it is interesting to notice that
1B1D = 1BD, (2.4)
whenever B and D are compact open bissections in G.
If G is an ample, Hausdorff groupoid, and if H is an open subgroupoid of G, then H is
also ample and the natural inclusion
AR(H)→ AR(G), (2.5)
given by (2.1), identifies AR(H) with a subalgebra of AR(G).
An elementary example of an open subgroupoid of G is G(0), so we have that
AR(G
(0)) ⊆ AR(G).
Due to the very special nature of the groupoid G(0), the convolution product on AR(G
(0))
coincides with the pointwise product.
Recall that an algebra B is said to be s-unital when for every r1, r2, ..., rn ∈ R, we can
find s ∈ R such that
sri = ri = ris, ∀i = 1, . . . , n.
Moreover, if E is a given set of idempotent elements in B such that the above s can be
taken in E, we will say that E is a set of local units for B.
Lemma 2.6. Let G be a ample, Hausdorff groupoid. Then the family of all idempotent
elements of AR(G
(0)) is a set of local units for AR(G). In particular the latter is an s-unital
algebra.
Proof. Given a compact open bissection D ⊆ G, and given any compact open subset
C ⊆ G(0), with s(D) ∪ r(D) ⊆ C, one has that DC = D = CD, so
1D1C = 1D = 1C1D.
3Steinberg algebras may also be defined for ample groupoids that are not Hausdorff [22, Definition
4.1], but not as a straightforward generalization of the above.
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Thus, if we are given elements
fi =
∑
D∈Fi
aD1D ∈ AR(G), 1 ≤ i ≤ n,
where the Fi are finite sets of compact open bissections, we may take
C =
⋃
1≤i≤n
⋃
D∈Fi
s(D) ∪ r(D),
and it will follow that 1C is an idempotent element of AR(G
(0)), and
fi1C = fi = 1Cfi, ∀i = 1, . . . , n. 
An immediate consequence of the above result is that
AR(G) = AR(G
(0))AR(G) = AR(G)AR(G
(0)). (2.7)
Recall that a subset U ⊆ G(0) is said to be invariant if for every γ in G one has that
r(γ) ∈ U ⇐⇒ s(γ) ∈ U. (2.8)
Given such an invariant subset U , let
G|U = {γ ∈ G : r(γ) ∈ U}
= {γ ∈ G : s(γ) ∈ U},
and observe that G|U is a subgroupoid of G. If, in addition, U is an open subset of G
(0),
then G|U is open in G. Therefore, as in (2.5), we have that AR(G|U) is a subalgebra of
AR(G).
Regardless of whether or not U is invariant, as long as it is an open subset of G(0) we
may always see U itself as an open subgroupoid of G. So, again by (2.5), we may identify
AR(U) as a subalgebra of AR(G), observing that AR(U) is nothing but Cc(R,U) with
pointwise multiplication.
Given an algebra A, and given two subsets X and Y of A, we will denote by XY the
R-submodule of A generated by the set of products, namely
XY =
{ n∑
i=1
rixiyi : n ∈ N, r1, . . . , rn ∈ R, x1, . . . , xn ∈ X, y1, . . . , yn ∈ Y
}
.
This notation is used in the next:
Proposition 2.9. Let G be an ample, Hausdorff groupoid. Given an open subset U ⊆ G(0),
one has that U is invariant in the sense of (2.8) if and only if
AR(G)AR(U) = AR(U)AR(G).
In this case, one has that
AR(G|U) = AR(G)AR(U) = AR(U)AR(G),
and consequently AR(G|U) is an ideal in AR(G).
Proof. Supposing that U is invariant, let us first prove that AR(G)AR(U) ⊆ AR(G|U). For
this it suffices to show that, given any compact open bissection B ⊆ G, and any compact
open subset K ⊆ U , one has that 1B1K ∈ AR(G|U). To see this, notice that 1B1K = 1BK ,
as seen in (2.4), and that if γ is any element of G lying in BK, then s(γ) ∈ K ⊆ U ,
whence γ ∈ G|U . This shows that BK ⊆ G|U , so 1BK indeed belongs to AR(G|U).
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Let us now prove that AR(G)AR(U) ⊇ AR(G|U). Again we may focus on characteristic
functions, meaning that all we must do is show that 1B lies in AR(G)AR(U), for all compact
open bissections B ⊆ G|U . Given such a B, observe that s(B) ⊆ U , so 1s(B) ∈ AR(U),
and
1B = 1Bs(B) = 1B1s(B) ∈ AR(G)AR(U).
This proves that AR(G|U) = AR(G)AR(U), and one may similarly prove that AR(G|U) =
AR(U)AR(G), which readily implies that AR(G|U) is an ideal in AR(G).
In order to complete the proof we must show that the first identity displayed in the
statement is a sufficient condition for the invariance of U . So, pick any γ ∈ G, such that
s(γ) ∈ U , and let us prove that r(γ) ∈ U , as well. For this, choose a compact open
bissection B containing γ. Replacing B with BK, where K is any compact open set such
that
s(γ) ∈ K ⊆ U,
we may suppose that s(B) ⊆ U . It follows that
1B = 1B1s(B) ∈ AR(G)AR(U) = AR(U)AR(G).
Since AR(U) has local units by (2.6), there exists an idempotent element in AR(U),
necessarily of the form 1V , for some compact open set V ⊆ U , such that 1B = 1V 1B. It
follows that B = V B, and hence
r(γ) ∈ r(B) = r(V B) ⊆ V ⊆ U.
Similarly one proves that “r(γ) ∈ U ⇒ s(γ) ∈ U”, so U is invariant. 
Given an ample, Hausdorff groupoid G, for u ∈ G(0), we let Guu denote the isotropy
group at u. The isotropy group bundle is the set
Iso(G) :=
⋃
u∈G(0)
Guu .
We write Iso(G)◦ for the interior of the isotropy group bundle in the relative topology.
Since G(0) is open, one has that G(0) ⊆ Iso(G)◦.
This gives us two canonical examples of open subgroupoids of G, namely G(0) and
Iso(G)◦. In the spirit of (2.5) we then have
AR(G
(0)) ⊆ AR(Iso(G)
◦) ⊆ AR(G).
We say G is principal if Iso(G) = G(0). One can show this is equivalent to saying that
the map γ 7→ (r(γ), s(γ)) is injective. We call a groupoid G effective4 if Iso(G)◦ = G(0).
However, if C is a closed invariant subset of G(0), the restriction G|C might not be effective,
even if G has this property. We therefore say that G is strongly effective if G|C is effective
for every closed invariant subset C ⊆ G(0).
4 This has also been called essentially principal in a number of papers and that term is also somewhat
standard. However, there are papers where essentially principal is used to mean something different so
we have chosen to use ‘effective’ to avoid confusion.
6 LISA ORLOFF CLARK, RUY EXEL, AND ENRIQUE PARDO
3. A General uniqueness theorem
In this section, we prove a generalised uniqueness theorem for the Steinberg algebra
AR(G) associated to an ample, Hausdorff groupoid. Our theorem is the algebraic analogue
of [6, Theorem 3.1(c)] for groupoid C∗-algebras.
Theorem 3.1 (Generalized Uniqueness Theorem). Let G be a second-countable, ample,
Hausdorff groupoid and let R be a unital commutative ring. Suppose that A is an R-
algebra and that π : AR(G)→ A is a ring homomorphism. Then π is injective if and only
if π ◦ ι is injective.
We summarize the results we use to prove Theorem 3.1 in the following two lemmas.
Lemma 3.2 ([6, Lemma 3.3(a)]). Let G be a second-countable, ample, Hausdorff groupoid.
Then
X := {u ∈ G(0) : Guu ⊆ Iso(G)
◦}
is dense in G(0).
The next lemma is the algebraic analogue of [6, Lemma 3.3(b)]. We check that it holds
in a purely algebraic setting.
Lemma 3.3. Let G be a second-countable, ample, Hausdorff groupoid and let R be a unital
commutative ring. Suppose u ∈ G(0) is such that Guu ⊆ Iso(G)
◦ and take f ∈ AR(G) such
that there exists γu ∈ G
u
u with f(γu) 6= 0. Then there exists a compact open set K ⊆ G
(0)
such that u ∈ K and
0 6= 1Kf1K ∈ ι(AR(Iso(G)
◦)).
Proof. Write f =
∑
D∈F aD1D where D is a disjoint collection of compact open bissections.
For each D ∈ F , choose a compact open neighbourhood VD ⊆ G
(0) as follows:
• If u = r(γ) = s(γ) for some γ ∈ D, then γ ∈ Iso(G)◦ by assumption. Let VD be
a compact open subset in G(0) containing u such that VD is contained in the open
set
r(D ∩ Iso(G)◦) = s(D ∩ Iso(G)◦).
Then VDDVD ⊆ D ∩ Iso(G)
◦.
• If there exists γ ∈ D such that r(γ) = u and s(γ) 6= u or s(γ) = u and r(γ) 6= u,
we chose VD as follows. Because G is Hausdorff, we can find a compact open
subset D′ ⊆ D containing γ such that r(D′) ∩ s(D′) = ∅. Take VD = r(D
′) (or
VD = s(D
′)), so that u ∈ VD and VDDVD = ∅.
• If u /∈ r(D) and u /∈ s(D), use that G is Hausdorff to choose a neighbourhood VD
of u such that VDDVD = ∅.
Let
K :=
⋂
D∈F
VD.
Then K is a compact open set that contains u and by construction
1Kf1K ∈ ι(AR(Iso(G)
◦)).
Furthermore
1Kf1K(γu) = 1K(r(γu))f(γu)1K(s(γu)) = f(γu) 6= 0,
so 1Kf1K 6= 0. 
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Proof of Theorem 3.1. We show that π not injective implies π ◦ ι not injective. Suppose
ker π 6= {0}. By [8, Lemma 3.1] there exists a function f ∈ ker π such that supp f ∩G(0) 6=
∅. Because G is Hausdorff, supp f∩G(0) is an open subset of G(0). Thus Lemma 3.2 implies
that there exists u ∈ supp f ∩ G(0) such that Guu ⊆ Iso(G)
◦. Now apply Lemma 3.3 (with
γu = u) to get a nonempty compact open set K ⊆ G
(0) such that
supp(1Kf1K) ⊆ ι(AR(Iso(G)
◦)).
Since ker π is an ideal, we also have 1Kf1K ∈ ker π. Thus 0 6= 1Kf1K ∈ ker(π ◦ ι). 
In Corollary 3.4 below, we see that the usual Cuntz-Krieger uniqueness theorem (see
[8, Theorem 3.2] or [23, Proposition 3.3]) for effective ample groupoids is a consequence
of Theorem 3.1. In particular, if G is effective, then Iso(G)◦ = G(0). Thus π ◦ ι is injective
if and only if π(r1K) 6= 0 for all compact K ⊆ G
(0) and r ∈ R \ {0}.
Corollary 3.4 (The Cuntz-Krieger Uniqueness Theorem). Let G be an effective, second-
countable, ample, Hausdorff groupoid and let R be a unital commutative ring. Suppose A
is an R-algebra and π : AR(G) → A is a ring homomorphism. Then π is injective if and
only if π(r1K) 6= 0 for all compact open subset K ⊆ G
(0) and r ∈ R \ {0}.
In [13, Proposition 2.3] it is shown that the Cuntz-Krieger uniqueness theorem is false for
C∗-algebras associated to non-Hausdorff groupoids. Similarly, it is false in for the Stein-
berg algebras associated to ample, non-Hausdorff groupoids. Although both Lemma 3.2
and Lemma 3.3 hold in the non-Hausdorff setting, the following slight modification of [13,
Proposition 2.3] illustrates that the uniqueness theorem itself fails.
Example 3.5. Let G be the groupoid described in [13, Section 2], and recall that the
unit space of G is the subset Z ⊆ R2 obtained as the union of the sets
X = [−1, 1]× {0}, and Y = {0} × [−1, 1].
Let L be the subset of [−1, 1] given by
L = {±1/n : n ∈ N, n ≥ 1} ∪ {0},
and put
X ′ = L× {0}, and Y ′ = {0} × L.
Then Z ′ := X ′ ∪ Y ′ is easily seen to be a closed invariant subset of Z, so
G ′ := G|Z′
is an e´tale subgroupoid of G. Observing that Z ′ is zero-dimensional, we have that G ′ is
an ample groupoid and it is not hard to see that it is also effective.
If we replace G by G ′, and f by its restriction to G ′ in [13, Proposition 2.2], then it is
clear that the conclusion of this result still holds, and hence, as in [13, Proposition 2.3],
one has that Cf is a nontrivial ideal in AC(G
′) trivially intersecting AC(G
′(0)).
4. Ideals in graded algebras
Our next major goal will be to study graded ideals in Steinberg algebras. In prepa-
ration for this we will now discuss certain aspects of ideals in abstract graded algebras.
Throughout this section we will fix a unital commutative ring R. All algebras in this
section will be understood to be R-algebras.
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Definition 4.1. We will say that an algebra A is graded over a given group Γ, or that A
is Γ-graded, if A is equipped with a direct sum decomposition
A =
⊕
g∈Γ
Ag,
where each Ag is an R-submodule, satisfying
AgAh ⊆ Agh, ∀g, h ∈ Γ.
In this case we will say each Ag is the homogeneous submodule associated to the group
element g.
The central concept to be studied in this section is defined next.
Definition 4.2. Let A be a Γ-graded algebra. An ideal J E A is said to be a graded ideal
if J =
⊕
g∈Γ Jg, where each Jg = J ∩Ag.
It is an elementary exercise to show that J is graded if and only if πg(J) ⊆ J , for every
g in G, where πg is the standard projection of A onto Ag.
Definition 4.3. Given a Γ-graded algebra, we will say that an ideal I E Ae is invariant
provided
AgI = IAg, ∀g ∈ Γ.
Invariant ideals give rise to graded ideals as follows:
Proposition 4.4. Given a Γ-graded algebra, and an invariant ideal I E Ae, one has that
Ind(I) =
⊕
g∈Γ
IAg,
is a graded ideal in A, henceforth called the ideal induced by I.
Proof. Left to the reader. 
It would be nice if invariant ideals in Ae were in a bijective correspondence with graded
ideals in A, according to the above procedure, but this is not always true, unless we
restrict ourselves to special situations which we now describe.
In order to introduce our first major condition, observe that the polynomial algebra
R[X ] is a Z-graded algebra; the homogeneous submodule associated to a nonnegative inte-
ger n is the set of all monomials aXn, for a in R, while all other homogeneous submodules
are zero. This disparity between homogeneous submodules for positive and negative in-
tegers is an undesirable feature of this graded algebra which we will rule out via the
following:
Definition 4.5. We will say that the graded algebra A =
⊕
g∈ΓAg, is symmetrically
graded if
AgAg−1Ag = Ag,
for each g in Γ.
Observe that a necessary condition for A =
⊕
g∈ΓAg to be a symmetrically graded
algebra is that Ae = A
3
e, which implies that
Ae = A
3
e ⊆ A
2
e ⊆ Ae,
so that Ae = A
2
e, which is to say that Ae is an idempotent algebra.
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Speaking of graded ideals, observe that these may also be considered as graded algebras
which may or may not be symmetrically graded. For the case of induced ideals we have:
Proposition 4.6. Given a symmetrically Γ-graded algebra A, and an invariant ideal
I E Ae, consider the following statements:
(a) I is idempotent,
(b) Ind(I) is symmetrically graded.
Then (a) implies (b) and the converse holds provided Ae is s-unital.
Proof. Set J = Ind(I), so Jg = J ∩Ag = IAg. Assuming (a), we then have
JgJg−1Jg = IAgIAg−1IAg = I
3AgAg−1Ag = IAg = Jg,
so J is symmetrically graded. Conversely, assuming (b), we have already seen that Je is
idempotent. Moreover, since Ae is s-unital we have
I = AeI = Je,
from where (a) follows. 
The above result may be seen as a process to produce symmetrically graded ideals in A
out of invariant idempotent ideals of Ae, and we will now prove that all such ideals arise
from this construction.
Proposition 4.7. Given a Γ-graded algebra, and a graded ideal J E A, suppose that J
is symmetrically graded. Then Je = J ∩ Ae is an invariant idempotent ideal of Ae, and
J = Ind(Je).
Proof. Setting Jg = J ∩Ag, we have
JeAg = (J ∩Ae)Ag ⊆ J ∩Ag = Jg = JgJg−1Jg ⊆ JeJg ⊆ JeAg,
from where we see that JeAg = Jg and one may similarly prove that AgJe = Jg. In
particular JeAg = AgJe, so Je is invariant and clearly idempotent. Moreover, since J is
graded, we have
J =
⊕
g∈Γ
Jg =
⊕
g∈Γ
JeAg = Ind(Je). 
Aided by our last results we may now prove:
Proposition 4.8. Let A =
⊕
g∈ΓAg be a symmetrically graded algebra such that Ae is
s-unital. Then the correspondence
I 7→ Ind(I)
is a bijection from the set of all invariant idempotent ideals I E Ae onto the set of all
symmetrically graded ideals J E A.
Proof. Given an invariant idempotent ideal I E Ae, we have by (4.6) that Ind(I) is indeed
a symmetrically graded ideal, hence our correspondence is well defined. It is moreover
surjective by (4.7).
Given any invariant ideal I E Ae, observe that
Ind(I) ∩ Ae = IAe = I,
where the last equality is a consequence of the fact that Ae is s-unital. If I
′ is another
invariant ideal with Ind(I) = Ind(I ′), then
I = Ind(I) ∩Ae = Ind(I
′) ∩ Ae = I
′.
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This shows that Ind is one-to-one, so our proof is concluded. 
5. Graded ideals in Steinberg algebras
Throughout this section G will always refer to an ample, Hausdorff groupoid. Given a
group Γ, recall that a map
c : G → Γ,
is said to be a cocycle if c(γ1γ2) = c(γ1)c(γ2), for every (γ1, γ2) ∈ G
(2). Cocycles are
sometimes also called homomorphisms. Given such a cocycle, for each g ∈ Γ, we shall
denote by
Gg = {γ ∈ G : c(γ) = g}.
Assuming that c is locally constant (which is to say that c is continuous when Γ is given
the discrete topology), observe that each Gg is an open set. We may then view Cc(Gg, R)
as a submodule of AR(G), as in (2.1).
Proposition 5.1. Given an ample, Hausdorff groupoid G, and a locally constant Γ-valued
cocycle c on G, let
Ag = Cc(Gg, R), ∀g ∈ Γ.
Then the Ag are homogeneous submodules for a grading of AR(G), which is moreover a
symmetrical grading.
Proof. We leave it for the reader to verify that we indeed have a grading. In order to prove
symmetry, let B be a compact open bissection in Gg. Then B
−1 ⊆ Gg−1 , so 1B−1 ⊆ Ag−1.
Moreover, one has
1B = 1B1B−11B ∈ AgAg−1Ag.
Since Ag is spanned by the elements of the form 1B, with B as above, we conclude that
Ag ⊆ AgAg−1Ag,
and, since the reverse inclusion is clearly true, the proof is complete. 
The fact that AR(G) is symmetrically graded does not necessarily imply that all of its
graded ideals share that property. However in the following special situation they do:
Lemma 5.2. Let K be a field5, G be an ample, Hausdorff groupoid, and let c be a locally
constant Γ-valued cocycle on G. If c−1(e) is a strongly effective groupoid, then every graded
ideal of AK(G) is symmetrically graded.
Proof. Let J be a graded ideal in AK(G). Setting Jg = J ∩Ag, our task is to prove that
Jg = JgJg−1Jg, ∀g ∈ Γ.
We leave the trivial inclusion “Jg ⊇ JgJg−1Jg” for the reader to verify, and concentrate
on the opposite one. Given g in Γ, pick any f ∈ Jg, and write
f =
∑
D∈F
aD1D, (†)
where F is a finite collection of pairwise disjoint compact open bissections and the aD are
nonzero elements of K. By [8, Lemma 2.2], we may suppose, without loss of generally,
that each D in F is contained in a single Gh.
5From now on we will need our ring R to be a field. In this setting we write K instead of R.
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Denoting by πg the canonical projection from AK(G) to Ag, we then have
f = πg(f) =
∑
D∈F
aDπg(1D).
Notice that if D is contained in Gh, then 1D lies in Ah. So πg(1D) = 1D, when g = h,
while πg(1D) = 0, otherwise. Consequently we have
f =
∑
D∈F
D⊆Gg
aD1D,
which amounts to saying that, in the original description (†) of f , we may assume that
D ⊆ Gg, for every D in F .
Our next goal will be to prove that 1D lies in J , for each D in F . Given D0 in F , set
f ′ = 1D−10 f . Observing that 1D
−1
0
lies in Ag−1 , we have
f ′ = 1D−10 f ∈ Ag
−1Ag ⊆ Ae,
and it is clear that f ′ also lies in J , so f ′ ∈ Je.
Recalling that Ge is a strongly effective groupoid, we may employ [9, Lemma 4.3] for
the ideal
Je E Ae = AK(Ge),
leading up to the conclusion that f ′|G(0) ∈ Je. If D is any member of F other than D0,
hence disjoint from D0, it is easy to see that D
−1
0 D does not intercept G
(0), so
f ′|G(0) =
(∑
D∈F
aD1D−10 1D
)
|G(0) =
(∑
D∈F
aD1D−10 D
)
|G(0) = aD01D−10 D0 .
From this we deduce that
1D0 = (a
−1
D0
1D0)(aD01D−10 D0) = (a
−1
D0
1D0)(f
′|G(0)) ∈ J.
This proves our claim that 1D lies in J , for every D in F , and observe that 1D−1 also lies
in J because
1D−1 = 1D−11D1D−1 ∈ AK(G)JAK(G) ⊆ J.
Since D ⊆ Gg, and hence D
−1 ⊆ Gg−1 , we have that 1D ∈ Jg, and 1D−1 ∈ Jg−1, so
1D = 1D1D−11D ∈ JgJg−1Jg,
from where it follows that f also lies in JgJg−1Jg, thus proving that
Jg ⊆ JgJg−1Jg. 
With this we may prove the following main result:
Theorem 5.3. Let K be a field, G be an ample, Hausdorff groupoid, Γ be a discrete group,
and c : G → Γ be a locally constant cocycle such that c−1(e) is strongly effective. Then the
correspondence
U 7→ AK(G|U)
is an isomophism from the lattice of open invariant subsets of G(0) onto to the lattice of
graded ideals in AK(G).
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Proof. Given any f in AK(G), and any g in Γ, observe that the homogeneous component
fg of f is obtained by taking the restriction of f to the clopen set Gg. If f is in AK(G|U),
where U is a given open invariant subset of G(0), it is then clear that fg is also in AK(G|U),
so AK(G|U) is indeed a graded ideal. Therefore the correspondence mentioned in the
statement is well defined.
Let J be a graded ideal of AK(G). Then by (4.8), (5.1), (2.6) and (5.2), there is an
invariant ideal
I E Ae = AK
(
Ge
)
,
such that J = Ind(I). Since Ge is assumed to be strongly effective, we have by [9,
Theorem 3.1] that there is an open subset U ⊆ G(0), which is invariant relative to Ge,
and such that I consists of all f in AK
(
Ge
)
whose support lies in Ge|U . In other words
I = AK(Ge|U).
We next claim that the invariance of I (in the sense of 4.3) implies that U is in fact
invariant relative to G (in the sense of 2.8). In order to check this we will resort to (2.9),
so it suffices to prove that AK(G)AK(U) = AK(U)AK(G). Observing that G
(0) ⊆ Ge, we
have by (2.7) that
AK(G) = AK(G)AK(Ge) = AK(Ge)AK(G),
so
AK(G)AK(U) = AK(G)AK(Ge)AK(U)
(2.9)
= AK(G)AK(Ge|U) = AK(G)I =
= IAK(G) = AK(Ge|U)AK(G) = AK(U)AK(Ge)AK(G) = AK(U)AK(G),
verifying the appropriate hypothesis in (2.9), and hence proving our claim that U is
invariant relative to G.
We next observe that
J = Ind(I) =
⊕
g∈Γ
IAg = I
( ⊕
g∈Γ
Ag
)
= IAK(G) = AK(Ge|U)AK(G) =
= AK(U)AK(Ge)AK(G) = AK(U)AK(G) = AK(G|U).
This shows that our correspondence is surjective. To see that it is also injective, let U
be an open invariant subset of G(0) and observe that G|U ∩ G
(0) = U , so
AK(G|U) ∩AK(G
(0)) = AK(U).
This says that AK(U), and hence also U , may be recovered from AK(G|U), from where
injectiveness follows.
We leave it for the reader to prove that the corresponding lattice structures are pre-
served. 
6. Example: Groups acting on graphs
In this section, we consider the algebras OG,E associated to triples (G,E, ϕ), introduced
in [17].
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6.1. The algebra OG,E. Let us recall the construction.
6.1. The basic data for our construction is a triple (G,E, ϕ) composed of:
(1) A finite directed graph E = (E0, E1, r, s) without sources.
(2) A discrete group G acting on E by graph automorphisms.
(3) A 1-cocycle ϕ : G× E1 → G satisfying the property
ϕ(g, a) · v = g · v for every g ∈ G, a ∈ E1, v ∈ E0.
The property (3) required on ϕ is tagged (2.3) in [17].
Definition 6.2. Given a triple (G,E, ϕ) as in (6.1), we define OG,E to be the universal
C∗-algebra as follows:
(1) Generators:
{px : x ∈ E
0} ∪ {sa : a ∈ E
1} ∪ {ug : g ∈ G}.
(2) Relations:
(a) {px : x ∈ E
0}∪{sa : a ∈ E
1} is a Cuntz-Krieger E-family in the sense of [20].
(b) The map u : G → OG,E defined by the rule g 7→ ug is a unitary
∗-representation of G.
(c) ugsa = sg·auϕ(g,a) for every g ∈ G, a ∈ E
1.
(d) ugpx = pg·xug for every g ∈ G, x ∈ E
0.
Notice that the relation (2a) in Definition 6.2 implies that there is a natural representation
map
φ : C∗(E) → OG,E
px 7→ px
sa 7→ sa
which is injective [17, Proposition 11.1].
6.2. The groupoid G(G,E). Recall from [17, Definition 4.1] that given a triple (G,E, ϕ)
as in (6.1), we define a ∗-inverse semigroup SG,E as follows:
(1) The set is
SG,E = {(α, g, β) : α, β ∈ E
∗, g ∈ G, d(α) = gd(β)} ∪ {0},
where E∗ denotes the set of finite paths in E.
(2) The operation is defined by:
(α, g, β) · (γ, h, δ) :=

(α, gϕ(h, ε), δhε), if β = γε
(αgε, ϕ(g, ε)h, δ), if γ = βε
0, otherwise,
and (α, g, β)∗ := (β, g−1, α).
Then, we can construct the groupoid of germs of the action of SG,E on the compact
space Ê of characters of the semilattice E of idempotents of SG,E. In our concrete case, Ê
turns out to be homeomorphic to the compact space E∞ of one-sided infinite paths on E;
the action of (α, g, β) ∈ SG,E on η = βη̂ is given by the rule (α, g, β) · η = α(gη̂). Thus,
the groupoid of germs is
G(G,E) = {[α, g, β; η] : η = βη̂},
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where [s; η] = [t;µ] if and only if η = µ and there exists 0 6= e2 = e ∈ SG,E such that
e · η = η and se = te. The unit space
G(G,E)
(0) = {[α, 1, α; η] : η = αη̂}
is identified with the one-sided infinite path space E∞, via the homeomorphism
[α, 1, α; η] 7→ η. Under this identification, the range and source maps on G(G,E) are:
s([α, g, β; βη̂]) = βη̂ and r([α, g, β; βη̂]) = α(gη̂).
A basis for the topology on G(G,E) is given by compact open bissections of the form
Θ(α, g, β;Z(γ)) := {[α, g, β; ξ] ∈ G(G,E) : ξ ∈ Z(γ)}
where γ ∈ E∗ and Z(γ) := {γη̂ : η̂ ∈ E∞}. Thus G(G,E) is locally compact and ample. In
[17] characterizations are given for when G(G,E) is Hausdorff [17, Theorem 12.2], amenable
[17, Corollary 10.18] or effective [17, Theorem 14.10] in terms of the properties of the
triple (G,E, ϕ) and the action of SG,E on E
∞ (see [16] for a version of these results in the
case of tight groupoids of arbitrary inverse semigroups).
By [17, Theorem 6.3 & Corollary 6.4], we have a ∗-isomorphism OG,E ∼= C
∗(G(G,E)),
so that OG,E can be seen as a full groupoid C
∗-algebra. The complex Steinberg algebra
AC(G(G,E)) is a dense subalgebra of OG,E ∼= C
∗(G(G,E)) by [22, Proposition 6.7].
6.3. The Steinberg algebra AR(G(G,E)). Now, we will prove that for any unital commu-
tative ring R, the Steinberg algebra AR(G(G,E)) is isomorphic to the R-algebra O
alg
(G,E)(R)
with presentation given by Definition 6.2 (i.e. the algebraic version of O(G,E)).
Proposition 6.3. The map
π : SG,E → O
alg
(G,E)(R)
(α, g, β) 7→ sαugs
∗
β
is the universal tight representation of SG,E in the category of R-algebras.
Proof. This is a direct consequence of the arguments used to prove [17, Proposition 6.2]
and [17, Theorem 6.3]. 
Since G(G,E) is the groupoid of germs for the natural action of SG,E on the space of tight
filters over its idempotent semi-lattice, we can argue as in the proof of [15, Theorem 2.4]
(see [15, (2.4.2)]) to show that the map
φ : AR(G(G,E)) → O
alg
(G,E)(R)
1Θ((α,g,β),Z(β)) 7→ sαugs
∗
β
is a well-defined R-algebra homomorphism that is onto.
On the other side, the representation map
ρ : SG,E → AR(G(G,E))
(α, g, β) 7→ 1Θ((α,g,β),Z(β))
is tight. Hence, the universal property stated in Proposition 6.3 says
ψ : Oalg(G,E)(R) → AR(G(G,E))
sαugs
∗
β 7→ 1Θ((α,g,β),Z(β))
is an R-algebra homomorphism. Moreover, since ̂E(SG,E)tight is Boolean [22], ψ is onto
[22, Proposition 5.13(7)]. Clearly, φ and ψ are mutually inverses. So, we conclude
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Theorem 6.4. The map φ : AR(G(G,E))→ O
alg
(G,E)(R) is an R-algebra isomorphism. 
Notice that, through the isomorphism ψ, we can identify the Leavitt path algebra LR(E)
of the graph E (which is a subalgebra of Oalg(G,E)(R)) with a subalgebra of AR(G(G,E))
isomorphic to the Steinberg algebra AR(GE) of the path groupoid GE .
An interesting application of Theorem 6.4 is the following characterization of simplicity.
First we give the relavent definitions from [17].
• We say E is weakly G-transitive if, given any infinite path ζ , and any vertex
x ∈ E0, there is some vertex v along ζ such that there exists a vertex u with
u = gx for some g ∈ G and there is a path from v to u.
• A G-circuit is a pair (g, γ), where g ∈ G, and γ ∈ E∗ is a finite path of nonzero
length such that s(γ) = gr(γ).
• Given a G-circuit (g, γ) such that γ = γ1γ2...γn in E
∗ and each γi is in E
1, we
say that γ has no entry if r−1(s(γi)) is a singleton for every i = 1, ..., n, i.e.
r−1(s(γi)) = {γi+1} for every i = 1, ..., n− 1, and r
−1(s(γn)) = {gγ1}.
• Given g ∈ G, and x ∈ E0 , we shall say that g is slack at x, if there is a non-
negative integer n such that all finite paths γ with r(γ) = x, and |γ| ≥ n, are
strongly fixed by g, as defined in the sense that gγ = γ, and φ(g, γ) = 1.
Corollary 6.5. Suppose that G(G,E) is Hausdorff. Then, for any field K the following are
equivalent:
(1) The algebra OalgG,E(K) is simple.
(2) The following properties hold:
(a) E is weakly G-transitive.
(b) Every G-circuit has an entry.
(c) Given x ∈ E0 and g ∈ G \ {1} fixing Z(x) pointwise, then necessarily g is
slack at x.
Proof. The result holds by Theorem 6.4, [5, Theorem 4.1], [17, Theorem 13.6] and [17,
Theorem 14.10]. 
We are interested in determining the graded ideals of AK(G(G,E)) for a suitable grading.
Notice that the function
c : G(G,E) → Z
such that c([α, g, β; βξ]) = |α|−|β| is a groupoid cocycle and hence determines a Z-grading
on AK(G(G,E)). However, in general c
−1(0) will not be strongly effective so there might
be Z-graded ideals of AK(G(G,E)) that have trivial intersection with AK(G
(0)
(G,E)). In what
follows, we show that AK(G(G,E)) is also graded by the lag group.
6.4. The lag function. Denote
G∞ :=
∏
n∈Z+
G and G(∞) :=
⊕
n∈Z+
G.
Denote the Corona group by
G˘ := G∞/G(∞).
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Then the lag group of G(G,E) is the semi-direct product G˘ ⋊ρ˘ Z where ρ˘ is defined as
follows: The right shift is the endomorphism ρ : G∞ → G∞ such that
ρ(g)n =
{
gn−1 if n > 0
1 if n = 0.
Since classes in G∞ are invariant under ρ, we define ρ˘ by passing to G˘. Since ρ˘ is an
automorphism on G˘ (with an abuse of notation) we have a homomorphism
ρ˘ : Z→ Aut G˘ such that ρ˘(n)(g) = ρ˘n(g).
Notation. We will write 1 for the identity in G, 1 for the identity in G˘ and 1˘ for the
identity in G˘⋊ρ˘ Z.
Now, we define a map Φ : G × E∞ → G∞ by the rule Φ(g, ξ)n := ϕ(g, ξ|n−1) [17,
Definition 8.9]. Thus,
Definition 6.6 ([17, Proposition 8.14]). The lag function is the map
ℓ : G(G,E) → G˘⋊ρ˘ Z
[α, g, β; βξ] 7→ (ρ˘|α|(Φ˘(g, ξ)), |α| − |β|)
The lag function is a one-cocycle by [17, Proposition 8.14] and thus gives a grading on
of our algebra.
6.5. Graded ideals. We would like to apply Theorem 5.3 to determine the G˘⋊ρ˘Z-graded
ideals of AK(G(G,E)) for any field K. To this end, we need to verify that ℓ
−1(e) is strongly
effective. In fact, we show it is principal.
Lemma 6.7. Suppose that G(G,E) is Hausdorff. Let e := (1˘, 0) be the identity in G˘⋊ρ˘ Z.
Then ℓ−1(e) = {[α, 1, β; βξ] : α, β ∈ E∗, |α| = |β|}.
Proof. Let γ ∈ ℓ−1(e). Then, γ = [α, g, β; βξ], and since ℓ(γ) = (1˘, 0), we have that
|α| = |β|. On the other side, 1˘ = ρ˘|α|(Φ˘(g, ξ)) means that, up to a finite number of
entries, the sequence (g, ϕ(g, ξ|1), ϕ(g, ξ|2), . . . , ϕ(g, ξ|k), . . . ) coincides with the sequence
(1, 1, . . . , 1, . . . ). This is equivalent to say that there exists n ∈ N such that ϕ(g, ξ|k) = 1
for all k ≥ n. Define τ := ξ|n. Then,
[α, g, β; βξ] = [ατ, ϕ(g, τ), βτ ; βτξ[n+1,∞)] = [ατ, 1, βτ ; βτξ[n+1,∞)],
as desired. 
Corollary 6.8. Suppose that G(G,E) is Hausdorff. Then, ℓ
−1(e) is principal.
Proof. Clearly, G(0)(G,E) ⊆ ℓ
−1(e)∩ Iso(G(G,E)). On the other side, if γ ∈ Iso(G(G,E)) \ G
(0)
(G,E),
then γ = [α, g, α, αξ] with g · ξ = ξ but ϕ(g, ξ|n) 6= 1 for every n ∈ N. By Lemma 6.7,
γ 6∈ ℓ−1(e), so we are done. 
Thus we can apply Theorem 5.3 to see that the graded ideals in AC(G(G,E)) are precisely
the ideals of the form let I(U) := AC(G(G,E)|U) for some open SG,E-invariant subset U ⊆
G
(0)
(G,E).
Next we will show how graded ideals in AC(G(G,E)) come from particular subsets of
vertices of E. We say H ⊆ E0 is hereditary if for any w ∈ H such that there exists e ∈ E1
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with r(e) = w, then s(e) ∈ H as well. We say H is saturated if the following condition is
satisfied:
v ∈ E0 such that s(r−1(v)) ⊆ H =⇒ v ∈ H.
Now suppose that U is an open SG,E-invariant subset of G
(0)
G,E
∼= E∞. Motiated by the
graph algebra construction in [12, Theorem 3.3] (for example) define
HU := {x ∈ E
0 : Θ((x, 1, x), Z(x)) ⊆ U}.
Lemma 6.9. The set HU defined above is a G-invariant saturated hereditary set.
Proof. To see that HU is hereditary, fix w ∈ HU and e ∈ E
1 such that r(e) = w. It suffices
to show that Θ(s(e), 1, s(e);Z(s(e))) ⊆ U . Fix
[s(e), 1, s(e); ζ ] ∈ Θ(s(e), 1, s(e);Z(s(e))).
Notice
s([e, 1, s(e); ζ ]) = [s(e), 1, s(e); ζ ] and r([e, 1, s(e); ζ ]) = [e, 1, e; eζ ]. (6.10)
Since [e, 1, e; eζ ] ∈ Θ(w, 1, w;Z(w)) we have [e, 1, e; eζ ] ∈ U and hence [s(e), 1, s(e); ζ ] ∈ U
because U is invariant.
To see that HU is saturated, fix v such that s(r
−1(v)) ⊆ HU . Notice that
Θ(v, 1, v;Z(v)) =
⋃
e∈r−1(v)
Θ(e, 1, e;Z(e)).
We have Θ(s(e), 1, s(e);Z(s(e))) ⊆ U . Using an argument similarly to the one in (6.10),
we see that Θ(e, 1, e;Z(e)) ⊆ U . Thus Θ((v, 1, v), Z(v)) ⊆ U which means v ∈ HU .
That HU is G-invariant follows from U being SG,E-invariant.

Denote by 1x the characteristic function 1Θ((x,1,x),Z(x)) ∈ AC(G(G,E)). Also, let I(HU)
denote the ideal generated by {1x}x∈HU .
Proposition 6.11. Suppose that G(G,E) is Hausdorff. Let U be an open SG,E-invariant
subset in E∞. Then I(U) = I(HU).
Proof. To show the forward containment, it suffices to show 1Θ((α,1,α),Z(α)) is in I(HU) for
any Θ((α, 1, α), Z(α)) ⊆ U . First we claim that Θ((s(α), 1, s(α)), Z(s(α))) ⊆ U . To see
this, fix
[s(α), 1, s(α); ζ ] ∈ Θ((s(α), 1, s(α)), Z(s(α)).
Then we have
s([α, 1, s(α); ζ ]) = [s(α), 1, s(α); ζ ] and r([α, 1, s(α); ζ ]) = [α, 1, α;αζ ] ∈ U.
Thus [s(α), 1, s(α); ζ ] ∈ U by invariance, proving the claim. Therefore s(α) ∈ HU . Now
1Θ((α,1,α),Z(α)) = 1Θ((α,1,α),Z(α))1s(α)
and hence 1Θ((α,1,α),Z(α)) ∈ I(HU).
For the reverse containment, notice that for any x ∈ HU we have 1x ∈ I(U). 
As an immediate consequence of Proposition 6.11, we conclude that
Corollary 6.12. If U is an open SG,E-invariant subset of E
∞, then I(U) is a graded
ideal of AK(G(G,E)) generated by a G-invariant saturated hereditary subset HU of E
0. 
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Thus, the relevant information related to this concrete class of ideals relates to the
ideal theory developed for graph C∗-algebras [20, Chapter 4] and Leavitt path algebras
[1, Proposition 5.2 & Theorem 5.3].
7. Example: Boolean dynamical systems
C∗-algebras associated to Boolean dynamical systems were recently introduced by
Carlsen, Ortega and the third author in [7]. Let us briefly recall the definition of these
algebras.
7.1. The algebra. Let B be a Boolean algebra, we say that a map θ : B −→ B is an
action on B if θ is a Boolean algebra homomorphism with θ(∅) = ∅. We say that the
action has compact range if {θ(A)}A∈B has least upper-bound, that we will denote Rθ.
Moreover, we say that the action has closed domain if there exists Dθ ∈ B such that
θ(Dθ) = Rθ.
Given a set L, and given any n ∈ N, we define
Ln = {(α1, . . . , αn) : αi ∈ L)} and L
∗ =
∞⋃
n=0
Ln,
where L0 = {∅}. Given α ∈ Ln for n ≥ 1, we will write it as α = α1 · · ·αn where αi ∈ L.
A Boolean dynamical system on a Boolean algebra B is a triple (B,L, θ) such that L is
a set, and {θα}α∈L is a set of actions on B. Moreover, given α = (α1, . . . , αn) ∈ L
≥1 the
action θα : B −→ B defined as θα = θαn ◦ · · · ◦ θα1 has compact range and closed domain.
Given any α ∈ L∗, we will write Dα := Dθα and Rα := Rθα . Also, when α = ∅, we will
define θ∅ = Id, and we will formally assume that R∅ = D∅ :=
⋃
A∈B
A, in order to guarantee
that A ⊆ R∅ for every A ∈ B.
Let (B,L, θ) be a Boolean dynamical system. Given B ∈ B we define
∆B := {α ∈ L : θα(B) 6= ∅} and λB := |∆B| .
We say that A ∈ B is a regular set if given any ∅ 6= B ∈ B with B ⊆ A we have that
0 < λB <∞, otherwise A is called a singular set. We denote by Breg the set of all regular
sets where we will include ∅.
A Cuntz-Krieger representation of the Boolean dynamical system (B,L, θ) in a C∗-
algebra A consists of a family of projections {PA : A ∈ B} and partial isometries {Sα :
α ∈ L} in A, with the following properties:
(1) If A,B ∈ B, then PA · PB = PA∩B and PA∪B = PA + PB − PA∩B, where P∅ = 0.
(2) If α ∈ L and A ∈ B, then PA · Sα = Sα · Pθα(A).
(3) If α, β ∈ L then S∗α · Sβ = δα,β · PRα .
(4) Given A ∈ Breg we have that
PA =
∑
α∈∆A
Sα · Pθα(A) · S
∗
α .
A representation is called faithful if PA 6= 0 for every A ∈ B.
Given a representation {PA, Sα} of a Boolean dynamical system (B,L, θ) in a C
∗-algebra
A, we define C∗(PA, Sα) to be the sub-C
∗-algebra of A generated by {PA, Sα : A ∈ B, α ∈
L}.
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A universal representation {pA, sα} of a Boolean dynamical system (B,L, θ) is a rep-
resentation satisfying the following universal property: given a representation {PA, Sα}
of (B,L, θ) in a C∗-algebra A, there exists a non-degenerate ∗-homomorphism πS,P :
C∗(pA, sα) −→ A such that πS,P (pA) = PA and πS,P (sα) = Sα for A ∈ B and α ∈ L. We
will set C∗(B,L, θ) := C∗(pA, sα).
It is shown that
T = T(B,L,θ) := {sαpAs
∗
β : α, β ∈ L
∗ , A ∈ B , A ⊆ Rα ∩ Rβ 6= ∅} ∪ {0} ⊆ C
∗(B,L, θ) ,
is a ∗-inverse semigroup [7, Proposition 6.2] such that C∗(B,L, θ) is the closure of the
linear span of T , and that it is E∗-unitary [7, Proposition 6.8]. Moreover, if B and L are
countable sets, then C∗(B,L, θ) is ∗-isomorphic to C∗(Gtight(T )) [7, Theorem 8.3], which
is a Hausdorff [7, Lemma 8.2] amenable [7, Lemma 8.4] ample groupoid.
7.2. The Steinberg algebra. An argument analogous to that used for proving Theorem
6.4 shows
Theorem 7.1. The map
τ : AR(Gtight(T )) → R(B,L, θ)
1Θ(sα,Dom(s∗αsα)) 7→ sα
1Θ(pA,Dom(pA)) 7→ pA
is an R-algebra isomorphism. 
In particular, we can characterize simplicity of AR(Gtight(T )). To do this, let us recall
some definitions
Let (B,L, θ) be a Boolean dynamical system. Then:
• We say that the pair (α,A) with α = α1 · · ·αn ∈ L
n for some n ≥ 1, and ∅ 6= A ∈ B
with A ⊆ Rα, is a cycle if given k ∈ N ∪ {0} we have that θαk(A) 6= ∅ and for
every ∅ 6= B ⊆ θαk(A) we have that B ∩ θα(B) 6= ∅.
• A cycle (α,A) has no exits if given any k ∈ N∪{0} we have that θαkα1···αt(A) ∈ Breg
with ∆θ
αkα1···αt
(A) = {αt+1} for t < n and θαk+1(A) ∈ Breg with ∆θαk+1 (A) = {α1}.
• We say that (B,L, θ) satisfies condition (LB) if there is no cycle without exits.
• We say that an ideal I of B is hereditary if given A ∈ I and α ∈ L then θα(A) ∈ I.
• We also say that I is saturated if given A ∈ Breg with θα(A) ∈ I for every α ∈ ∆A
then A ∈ I.
As a consequence, we have the following:
Corollary 7.2. If (B,L, θ) is a Boolean dynamical system such that B and L are count-
able, K is a field and K(B,L, θ) is its associated K-algebra, then, the following statements
are equivalent:
(1) K(B,L, θ) is simple.
(2) The following properties hold:
(a) (B,L, θ) satisfies condition (LB), and
(b) The only hereditary and saturated ideals of B are ∅ and B.
Proof. The result holds by Theorem 7.1, [5, Theorem 4.1], [7, Theorem 9.7] and [7, The-
orem 9.15]. 
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7.3. Graded ideals. For any field K, we can endow a structure of Z-graded algebra on
AK(Gtight(T )) using the continuous cocycle
c : Gtight(T ) → Z
[sαpAs
∗
β, ξ] 7→ |α| − |β|
.
Hence, we apply Theorem 5.3 to determine the Z-graded ideals of AK(Gtight(T )) for any
field K, provided we are able to prove that c−1(0) is strongly effective. We will prove
that, in fact, c−1(0) is principal.
Lemma 7.3. The subgroupoid c−1(0) of Gtight(T ) is principal.
Proof. First, we define the ∗-subsemigroup of T
S = {sαpAs
∗
β ∈ T : |α| = |β|}.
Miming the arguments in [7, Section 7], one can show that
ι : S → (C∗(B,L, θ)γ)1,
is the universal tight representation of S (where γ : T→ C∗(B,L, θ) is the standard gauge
action), and that C∗(B,L, θ)γ ∼= C∗(Gtight(S)). Moreover, it is a simple exercise to prove
that Gtight(S) and c
−1(0) are topologically isomorphic.
Then, an adaptation of the proof of [19, Proposition 2.9] (see also the proof of [3,
Theorem 4.4]or [4, Lemma 2.2]) shows that C∗(B,L, θ)γ is a AF-algebra; we thank Eduard
Ortega for turning our attention to this fact, and providing an accurate proof of it. Thus,
[21, Proposition III.1.15 & Remarks III.1.2] imply that c−1(0) is principal, as desired. 
We then apply Theorem 5.3 to determine the Z-graded ideals of AK(Gtight(T )) for any
field K. First, we recall some more definitions from [7]. Given a collection I of elements
of B we define the hereditary expansion of I as
H(I) := {B ∈ B : B ⊆
n⋃
i=1
θαi(Ai) where Ai ∈ I and αi ∈ L
∗} .
Clearly, H(I) is the minimal hereditary ideal of B containing I. Also, we define the
saturation of I, denoted by S(I), to be the minimal ideal of B generated by the set
∞⋃
n=0
S [n](I),
defined by recurrence on n ∈ Z+ as follows:
(1) S [0](I) := I.
(2) For every n ∈ N, S [n](I) := {B ∈ Breg : θα(B) ∈ S
[n−1](I) for every α ∈ ∆B} .
Observe that if I is hereditary, then S(I) is also hereditary. Therefore, given a collection
I of elements of B, S(H(I)) is the minimal hereditary and saturated ideal of B containing
I.
Given any idempotent e ∈ E(T ), let De denote the domain of the (partial) action of e on
the space of tight filters of E(T ), which is homeomorphic to Gtight(T )
(0). Also, we denote
by O(e) := r(s−1(De)) the orbit of De by the action of T , which is an open invariant
subset of Gtight(T )
(0). Since {De : e ∈ E(T )} is a basis of compact open sets of Gtight(T )
(0),
then {O(e) : e ∈ E(T )} is a cover of the collection of open invariant sets of Gtight(T )
(0)
such that any open invariant subset U of Gtight(T )
(0) is a union of sets in this collection.
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Notice that, given any e ∈ E(T ), e is of the form sαpAs
∗
α for α ∈ L
∗ and A ⊆ Rα. Thus,
taking s = s∗α, we have that s · (De) = Dses∗, where ses
∗ = pA. Hence, for any e ∈ E(T )
there exists a (unique) A ∈ B such that O(e) = O(pA).
In an analogous way to that of [7, Section 10], we introduce the following definitions.
Definition 7.4. Let (B,L, θ) be a (countable) Boolean dynamical system. Then:
(1) Given U ⊆ Gtight(T )
(0) an open invariant subset, we define
HU := {A ∈ B : DpA ∈ I(U)}
where I(U) is the ideal of AK(Gtight(T )) generated by U . Clearly, HU is a heredi-
tary and saturated subset of B.
(2) Given any hereditary and saturated subset H of B, we define
UH :=
⋃
A∈H
O(pA)
which is clearly an open invariant subset of Gtight(T )
(0).
Proposition 7.5. Let (B,L, θ) be a (countable) Boolean dynamical system. Then:
(1) Given U ⊆ Gtight(T )
(0) an open invariant subset, U = UHU .
(2) Given any hereditary and saturated subset H of B, H = HUH.
So, there is a lattice isomorphism between open invariant subsets of Gtight(T )
(0) and hered-
itary and saturated subset of (B,L, θ).
Proof. (1) Take U ⊆ Gtight(T )
(0) an open invariant subset. Since A ∈ HU if and only
if DpA ⊆ U and U is invariant, we have that O(pA) ⊆ U . Thus, as UHU =
⋃
A∈HU
O(pA),
we have that UHU ⊆ U . On the other side, if e ∈ T is an idempotent and De ⊆ U ,
then there exists a unique A ∈ B such that O(e) = O(pA), whence DpA ⊆ U . Thus,
De ⊆ O(e) = O(pA) ⊆ UHU . Hence, U ⊆ UHU , so we are done.
(2) Given any hereditary and saturated subset H, we have that
HUH = {A ∈ B : DpA ⊆
⋃
B∈H
O(pB)}.
Thus, H ⊆ HUH trivially. On the other side, if A ∈ HUH , then DpA ⊆
⋃
B∈H
O(pB).
Since DpA is compact, there exists B1, . . . , Bn ∈ H such that DpA ⊆
n⋃
i=1
O(pBi). Since
O(pB) =
⋃
s∈T
DspBs∗ , again by compactness, for each 1 ≤ i ≤ n there exists si1, . . . , simi ∈
T such that DpA ⊆
n⋃
i=1
mi⋃
j=1
DsijpBis
∗
ij
. Since the elements of T are of the form sαpAs
∗
β with
α, β ∈ L∗ and B ⊆ Rα ∩ Rβ, we can assume, relabelling if necessary, that there exist
n⋃
i=1
{αi1, . . . , αimi} ⊆ L
∗ such that
DpA ⊆
n⋃
i=1
mi⋃
j=1
Dsαijpθαij (Bi)s
∗
αij
.
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By [16, Proposition 3.7], this is equivalent to say that
n⋃
i=1
mi⋃
j=1
{sαijpθαij (Bi)s
∗
αij
} is an outer
cover of pA. Then, applying the same argument as in [7, Theorem 9.5, proof of (3)⇒ (1)],
we conclude that there exists N ∈ N such that A ∈ S [N ](H(B1, . . . , BN)) ⊆ H. Hence,
HUH ⊆ H, so we are done. 
As a consequence of Proposition 7.5 and Theorem 5.3, we conclude
Theorem 7.6. Given a (countable) Boolean dynamical system (B,L, θ) and a field K,
the lattice of Z-graded ideals of AK(Gtight(T )) is isomorphic to the lattice of hereditary and
saturated subset of C∗(B,L, θ).
Observe that Theorem 7.6 is analog to [7, Theorem 10.12], where the result is proved
for C∗-algebras of Boolean dynamical systems.
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