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Abstract
We characterize the infinite upper triangular matrices (which we call formal proximity matrices) that can arise as proximity
matrices associated with zero-dimensional valuations dominating regular noetherian local rings. In particular, for every regular
noetherian local ring R of the appropriate dimension, we give a sufficient condition for such a formal proximity matrix to be
the proximity matrix associated with a real rank one valuation dominating R. Furthermore, we prove that in the special case of
rational function fields, each formal proximity matrix arises as the proximity matrix of a valuation whose value group is computable
from the formal proximity matrix. We also give an example to show that this is false for more general fields. Finally in the case
of characteristic zero, our constructions can be seen as a particular case of a structure theorem for zero-dimensional valuations
dominating equicharacteristic regular noetherian local rings.
c© 2007 Elsevier B.V. All rights reserved.
MSC: 13F30; 13H05
1. Introduction
Using proximity relations to classify singularities of analytically irreducible plane curves was developed by
Enriques in [8]. Recently, this idea has been extended to study valuations dominating regular noetherian local rings,
see, for example, [5,7,11,12,14,17], etc. Proximity relations can be encoded in several forms: proximity matrix,
Enriques graph, dual graph, etc. These are particular cases of more general objects (matrices, graphs, etc.) and it
is of interest to know when such an object actually arises from proximity relations.
More precisely, let R be a regular noetherian local ring of dimension n ≥ 2 and let V be a valuation ring of the
quotient field of R such that V dominates R (i. e. R ⊂ V and M(V ) ∩ R = M(R), where M(R) and M(V ) are
the maximal ideals of R and V respectively). Let us denote by v the valuation associated with V and assume that v
is a zero-dimensional valuation, i.e. the extension of residue fields R/M(R) ⊂ V/M(V ) is an algebraic extension.
Associated with (R, V ), we have the sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ R2 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ V, where
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Ri is the quadratic transform of Ri−1 along V for i ≥ 1. (See [15], p. 141). Following [14], the proximity matrix
P = (pi j )i, j≥0 associated with (R, V ) is given by pi i = 1 for i ≥ 0, pi j = −1 if 0 ≤ i < j and R j is proximate
to Ri (i.e. R j is contained in the valuation ring of the M(Ri )-adic order on Ri ) and pi j = 0 otherwise. Among the
properties of proximity matrices we point out that P is an infinite upper triangular matrix and that there exists a non-
negative integer N0(P) such that for every i ≥ N0(P) there exists a non-negative integer h(i) ≥ 1 with pi j = −1 for
i + 1 ≤ j ≤ i + h(i) and pi j = 0 for j > i + h(i). With this background, the question can be raised as:
(Q1) What matrices are proximity matrices associated with a pair (R, V )?
The main objective of Section 3 is to answer this question. First we introduce the concept of formal proximity
matrix and we show that for every formal proximity matrix P and for every regular noetherian local ring R (of the
appropriate dimension) there exists a valuation ring V (as above) such that P is the proximity matrix associated with
(R, V ). We emphasize that in fact we construct a sequence (Ri ) of successive quadratic transforms and V is any
valuation ring dominating
⋃
i≥0 Ri . In the case where n = 2 it is well known that
⋃
i≥0 Ri = V (see [1]) but, in
general,
⋃
i≥0 Ri 6= V for n ≥ 3. In [16], a characterization is given to get
⋃
i≥0 Ri = V when v has the real rank
one. This characterization was completed in [10] without any assumptions about the real rank. Notice that N0(P) = 0
for a proximity matrix P associated with (R, V ) such that v has real rank one and
⋃
i≥0 Ri = V . Now, we can state
the following question:
(Q2) Given a formal proximity matrix P with N0(P) = 0, is there a pair (R, V ) such that P is its proximity matrix,⋃
i≥0 Ri = V and the real rank of v is one?
The answer is negative for a general R. We note that there are no zero-dimensional discrete valuations of real rank
one dominating the power series ring in n indeterminates over an algebraically closed field. (See [9] and Example 6.)
However, we give a sufficient condition on P to get a positive answer for any regular noetherian local ring of the
appropriate dimension. (See Proposition 10.)
On the other hand, in the case where
⋃
i≥0 Ri 6= V we have infinitely many valuation rings V dominating
⋃
i≥0 Ri .
In this case, we can ask whether among these valuation rings there is one with nice properties, for example with a fixed
group of values which is computable from the proximity matrix. We recall that if N0(P) = 0, then P is equivalent to
a sequence of non-negative real numbers {mi }i≥0 uniquely determined provided that m0 = 1, see [11]. Furthermore,
if
⋃
i≥0 Ri = V and v has real rank one, the sequence {mi }i≥0 is the multiplicity sequence associated with (R, V ),
defined by mi = min{v(z); z ∈ M(Ri )− {0}}, where M(Ri ) denotes the maximal ideal of Ri , i ≥ 0. In addition, the
value group of v is generated by {mi }i≥0.
Section 4 provides a detailed exposition of how to associate a formal multiplicity sequence with every formal
proximity matrix P , even when N0(P) 6= 0. We point out that the formal multiplicity sequence is either a subset of R
or a subset of Z
⊕
R lexicographically ordered. At this point, we can state a third question:
(Q3) Given a formal proximity matrix P , is there a pair (R, V ) such that P is its proximity matrix, its multiplicity
sequence is the formal multiplicity sequence associated with P and the group of values of V is generated by the
formal multiplicity sequence?
As for (Q2), the answer is negative for a general R (here the same example works). In Section 5, we give a
positive answer for the case of rational function fields, i.e. when R = (k[X1, . . . , Xn])(X1,...,Xn) is the local ring
of the affine space at the origin over a field k. In fact, we construct a valuation v and a sequence of k algebras
(Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ R j ⊂ · · · such that Ri+1 is the quadratic transform of Ri along V , i ≥ 0 and the
pair (R, V ) has the properties required in (Q3), where V is the valuation ring associated with v. Furthermore, we can
write R j = (k[X ( j)1 , . . . , X ( j)n ])(X ( j)1 ,...,X ( j)n ) and there exist non-negative integers j0 ≥ 0 and 1 ≤ s ≤ n such that
R′j+1 is the quadratic transform of R′j along V ′, j ≥ j0, v′ has real rank one and
⋃
j≥ j0 R
′
j is the valuation ring of v
′.
Where R′j = (k[X ( j)1 , . . . , X ( j)s ])(X ( j)1 ,...,X ( j)s ), j ≥ j0, v
′ is the restriction of v to the quotient field of R′j0 and V
′ is the
valuation ring associated with v′.
Roughly speaking this says that after some quadratic transformations of the ambient space we can take a projection
to a lower-dimensional regular scheme such that the restriction of the valuation to this projection has nice properties.
In particular, we note two facts (see Remark 28):
(F1) Every valuation such that its valuation ring dominates
⋃
i≥0 Ri is an extension of v′ to the quotient field of R.
(F2) If there exists a real rank one valuation such that its valuation ring dominates
⋃
i≥0 Ri , then there exists a real
rank one valuation v0 such that its valuation ring dominates
⋃
i≥0 Ri and v0(z) ≤ w(z) for all real rank one valuations
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w whose valuation ring dominates
⋃
i≥0 Ri and for all z ∈ R = (k[X1, . . . , Xn])(X1,...,Xn), provided that
1 = min{w(z); z ∈ M(R)} = min{v0(z); z ∈ M(R)}.
The above suggests a structure theorem for valuations. Section 6 presents such a structure theorem for zero-
dimensional valuations dominating an equicharacteristic regular noetherian local ring R of characteristic zero. The
crucial fact here is that we have a good theory of maximal contact in zero characteristic.
2. Notation and preliminaries
Most of the concepts and notation in this paper are similar to those of [1,2,4,10–12,14,16,18]. In particular, for
the convenience of the reader we repeat the relevant material from [12] without proofs, thus making our exposition
self-contained.
All the rings considered are commutative with one. The sets of integers, rational numbers and real numbers will be
denoted, respectively, by Z, Q and R.
For a noetherian local ring R, we denote by M(R) the maximal ideal of R, by dim(R) the Krull dimension of R
and by R̂ the completion of R for the M(R)-topology. Also, for each non-zero ideal J of R we denote by OrdR(J )
the non-negative integer d such that J ⊂ (M(R))d and J 6⊂ (M(R))d+1.
From now on, R will denote a regular noetherian local ring of dimension n ≥ 1. If a is a non-zero ideal of R, a
monoidal transform of R with center a is a ring of the form R1 = (R[az−1])q, where z is a non-zero element of a and
q is a prime ideal of R[az−1] such that M(R)R[az−1] ⊂ q. In the case where a = M(R), R1 is called a quadratic
transform of R and we can take a base (y1, . . . , yn) of M(R) such that R1 = (R[ y2y1 , . . . ,
yn
y1
])Q, where Q is a prime
ideal of R[ y2y1 , . . . ,
yn
y1
] with M(R) ⊂ Q.
Given a non-zero principal ideal J of R and a sequence R = R0 ⊂ R1 ⊂ · · · ⊂ RN such that Ri is a quadratic
transform of Ri−1, 1 ≤ i ≤ N , the strict transform of (R, J ) in R1 is the pair (R1, J1), where J1 is the ideal such that
J1(M(R))mR1 = J R1 and m = OrdR(J ). Moreover, the strict transform of (R, J ) in Ri is the pair (Ri , Ji ) defined
inductively as follows:
(1) If i = 0, then (Ri , Ji ) = (R, J ).
(2) If i > 0 and (Ri−1, Ji−1) is the strict transform of (R, J ) in Ri−1, then (Ri , Ji ) is the strict transform of
(Ri−1, Ji−1) in Ri .
Let v be a zero-dimensional valuation of the quotient field K (R) of R dominating R. Thus, if V is the valuation ring
associated with v, we have R ⊂ V and M(R) = M(V ) ∩ R. Moreover, as v is zero-dimensional, V/M(V ) is an
algebraic (possibly not finitely generated) extension of R/M(R).
Associated with the pair (R, V ) we have the sequence of noetherian local regular rings of the same dimension
(Ri ) ≡ R = R0 ⊂ R1 ⊂ R2 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ V,
where Ri is the quadratic transform of Ri−1 along V , i ≥ 1. (See [15], p. 141.) As dim(Ri ) = dim(Ri+1), for i ≥ 0,
the field Ri+1/M(Ri+1) is an algebraic extension of Ri/M(Ri ), i ≥ 0. (See [4], (1.4.2) p. 17.)
Assume that rank(v) = r ≥ 1, where rank(v) denotes the real rank of the valuation v. Thus, we can write
v : K (R) − {0} −→ Γ , where Γ is a totally ordered abelian subgroup of Rr lexicographically ordered. (See [2].)
Note that n ≥ r .
The multiplicity sequence {ni }i≥0 ⊂ Γ associated with (R, V ) is given by ni = min{v(z); z ∈ M(Ri )−{0}}. Note
that as M(Ri ) ⊂ M(Ri+1), we have ni+1 ≤ ni , i ≥ 0.
On the other hand, we write R˜ = ⋃i≥0 Ri , E i+1i = (Ri+1,M(Ri )Ri+1), i ≥ 0 (i.e. the exceptional divisor
generated by the quadratic transform at Ri ) and E
j
i = (R j , D ji ) the strict transform of E i+1i in R j , j > i . Also we
write Div(R j ) = {E ji ; i < j and D ji 6= R j }, j ≥ 1 and Div(R0) = ∅. Notice that p( j) ≤ n, where p( j) denotes the
cardinal number of the set Div(R j ).
Following [14], given non-negative integers j > i , we say that R j is proximate to Ri if the valuation ring Vi of
OrdRi contains R j , where OrdRi is the usual order valuation of Ri .
In what follows, P(Ri ) = {R j ; R j is proximate to Ri } denotes the set of proximate points of Ri for i ≥ 0. Notice
that R j is proximate to Ri for j > i if and only if D
j
i 6= R j . Moreover, Ri+1 ∈ P(Ri ), i ≥ 0 and if R j ∈ P(Ri ),
j > i , then Rh ∈ P(Ri ) for i < h ≤ j . See [12], Remark 8.
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The relations between proximity and multiplicity sequence are given by (see [12], Lemma 20):
(1) ni+1 = ni if and only if Ri+2 6∈ P(Ri ).
(2) ni ≥∑R j∈P(Ri ) n j .Moreover, if P(Ri ) is a finite set, then the equality holds.
The proximity matrix associated with the sequence (Ri ) is the infinite upper triangular matrix P(R˜) = (pi j )i, j≥0
given by pi i = 1, pi j = −1 if R j ∈ P(Ri ) and pi j = 0 otherwise. Notice that p(i) is also the cardinal number of the
set {k; pki 6= 0 and k < i}.
We denote by f (P(R˜)) the number (possibly infinite) of rows i in the matrix P(R˜) such that pi j 6= 0, for j > i .
We have f (P(R˜)) ≤ n − 1 = dim(R) − 1. (See [12], Lemma 12.) We denote by N0(P(R˜)) = N0 the non-negative
integer such that pN0−1, j 6= 0 for j > N0 − 1 and pN0, j = 0 for some j > N0 (in fact j > N0 + 1).
For the multiplicity sequence we have a similar situation. Namely, there exist non-negative integers h and N0(v)
such that 1 ≤ h ≤ r and for each i ≥ N0(v), we have prh(ni ) > 0 and pr j (ni ) = 0, for 1 ≤ j ≤ h − 1.
Here pr j : Rr −→ R denotes the usual projection on the j th coordinate axis, 1 ≤ j ≤ r . (See [12], Lemma 24).
Furthermore, N0(v) ≤ N0(P(R˜)) = N0. (See [12], Proposition 27.)
In general, the multiplicity sequence determines the proximity matrix, but the converse is false. See [12], Corollary
21 and Remark 22. The main result of [12] (Theorem 29) asserts that: N0 P(R˜) determines and is determined by the
sequence {(prh(nN0)/prh(ni ))}i≥0, where N0 P(R˜) is the matrix obtained from P(R˜) by deleting the first N0 rows
and columns.
Furthermore, it should also be recalled that the valuation rings dominating R˜ are not uniquely determined by the
sequence (Ri ), i.e., in general, R˜ is not a valuation ring. A characterization of when R˜ is a valuation ring in terms
of the sequence (Ri ) is given in [10], Theorem 13. This characterization completes Shannon’s statement for the case
of real rank one valuations. (See [16].) From this point of view, some sufficient conditions on the proximity matrix
and on the multiplicity sequences are given in [12] (Theorem 16 and Proposition 23) to ensure that R˜ is a valuation
ring associated with a valuation of real rank one. Next and as a consequence of the above, we give another sufficient
condition that includes information about the rational rank of v. Remember that the rational rank of v is defined as
rat.(v) = dimQ v(K (R)− {0})⊗ZQ, i.e. the rational rank of the value group v(K (R)− {0}) of v.
Proposition 1. With the above assumptions and notation, let us also assume that P(Ri ) is a finite set for i ≥ 0 and
that there exists a non-negative integer j0 such that p( j) = n = dim(R) for j ≥ j0. Then V = R˜, rank(v) = 1 and
rat.(v) = n.
Proof. V = R˜ and rank(v) = 1 are consequences of Theorem 16 and Remark 17 of [12].
On the other hand, as p( j) = n = dim(R), we can take a base (x ( j)1 , . . . , x ( j)n ) of M(R j ) such that Div(R j ) =
{(R j , x ( j)i R j )}1≤i≤n for j ≥ j0. (See [12], Lemma 11.) Furthermore, we can assume that v(x ( j)1 ) < v(x ( j)2 ) ≤
· · · ≤ v(x ( j)n ) and {x ( j)1 , . . . , x ( j)n } =
{
x ( j−1)1 ,
x ( j−1)2
x ( j−1)1
, . . . ,
x ( j−1)n
x ( j−1)1
}
, j ≥ j0. Notice that if v(x ( j)1 ) = v(x ( j)2 ), then
p( j + 1) < n.
We will show that v(x ( j0)1 ), . . . , v(x
( j0)
n ) are rationally independent and then rat.(v) = n.
If v(x ( j0)1 ), . . . , v(x
( j0)
n ) are rationally dependent, then we can write
∑
i∈A j0 α
( j0)
i v(x
( j0)
i ) =
∑
k∈B j0 β
( j0)
k v(x
( j0)
k ),
where α( j0)i and β
( j0)
k are non-negative integers for all i ∈ A j0 and k ∈ B j0 and A j0 and B j0 are two non-empty subsets
of {1, 2, . . . , n} with A j0 ∩ B j0 = ∅.
Let us write f j0 =
∏
i∈A j0 (x
( j0)
i )
α
( j0)
i − ∏k∈B j0 (x ( j0)k )β( j0)k ∈ R j0 and let us denote by (R j , f j R j ) the strict
transform of (R j0 , f j0R j0) in R j for j ≥ j0. There exists a non-negative integer j1 > j0 such that f j R j = R j for
j ≥ j1. (See [12], Theorem 16.) In particular, we can take j1 such that f j1−1R j1−1 6= R j1−1.
Now, it is easy to see that for every non-negative integer j with j0 ≤ j ≤ j1 − 1, there exist two non-
empty subsets A j and B j of {1, 2, . . . , n} such that A j ∩ B j = ∅, f j = ∏i∈A j (x ( j)i )α( j)i − ∏k∈B j (x ( j)k )β( j)k and∑
i∈A j α
( j)
i v(x
( j)
i ) =
∑
k∈B j β
( j)
k v(x
( j)
k ). Notice that if two monomials have the same value before blowing up they
still have the same value after blowing up.
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Finally, we have either A j1−1 = {1} or B j1−1 = {1}. Otherwise, f j1R j1 6= R j1 . Assume that A j1−1 = {1} (similarly
if B j1−1 = {1}), then
f j1−1 =
(
x ( j1−1)1
)α( j1−1)1 − ∏
k∈B j1−1
(
x ( j1−1)k
)β( j1−1)k
with α( j1−1)1 ≤
∑
k∈B j1−1 β
( j1−1)
k . Hence, α
( j1−1)
1 v(x
( j1−1)
1 ) <
∑
k∈B j1−1 β
( j1−1)
k v(x
( j1−1)
k ) which is a contradiction
and the proof is complete. 
3. Formal proximity matrices
The aim of this section is to answer Question (Q1) as laid out in the introduction. We introduce the concept of a
formal proximity matrix which satisfies certain conditions, sufficient to be a proximity matrix associated with a pair
(R, V ).
First we need to fix some notations. Let P = (pi j )i, j≥0 be an infinite upper triangular matrix. For j ≥ 0, we
denote by pP ( j) (or by p( j) if no confusion is possible) the cardinal number of the set {i; i < j and pi j 6= 0}. Also
for i ≥ 0, we denote by hP (i) (or by h(i) if no confusion is possible) the non-negative integer or infinity defined as
hP (i) = max{k ≥ 0; pi,i+k 6= 0} ∈ Z∪{∞}. Notice that hP (i) = ∞ if for every l ≥ i there exists j ≥ l with pi j 6= 0.
Moreover, if the set {pP ( j); j ≥ 0} is bounded, we denote by N0(P) the non-negative integer such that hP (i) is finite
for i ≥ N0(P) and hP (N0(P) − 1) = ∞. (Here hP (−1) = ∞.) Also we write sP ( j) = min{pP (k); k ≥ j} and
rP ( j) = max{pP (k); k ≥ j}, i ≥ 0. We have sP ( j) ≤ rP ( j), j ≥ 0 and as the set {pP ( j); j ≥ 0} is bounded, we
also write s(P) = max{sP ( j); j ≥ 0} and r(P) = min{rP ( j); j ≥ 0}. Note that s(P) ≤ r(P).
Definition 2. Let P = (pi j )i, j≥0 be an infinite matrix. We say that P is a formal proximity matrix if P has the
following properties:
(1) pi j ∈ {−1, 0, 1}, for i, j ≥ 0.
(2) pi i = 1, for i ≥ 0.
(3) pi,i+1 = −1, for i ≥ 0.
(4) If pi j 6= 0, then either i = j or i 6= j and pi j = −1.
(5) If pi j = −1, then j > i and pih = −1, for i < h ≤ j .
(6) The set {pP ( j); j ≥ 0} is bounded.
Remark 3. Note that a formal proximity matrix P = (pi j )i, j≥0 is an upper triangular matrix by statements (4) and
(5). Also by statement (6) we have the non-negative integer N0(P) defined as above. Furthermore, 1 ≤ pP ( j), for
j ≥ 1 and pP ( j + 1) ≤ pP ( j) + 1, for j ≥ 0 by statements (3) and (5). Finally, it is easy to check that every
proximity matrix associated with a pair (R, V ) is a formal proximity matrix. In this case, pP ( j) is always bounded
by the dimension n of the regular noetherian local ring R.
Definition 4. Let R be a regular noetherian local ring of dimension n ≥ 2, (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · a
sequence of noetherian local regular rings of the same dimension n such that Ri is a quadratic transform of Ri−1 for
i ≥ 1 and P = (pi j )i, j≥0 the proximity matrix associated with (Ri ). We say that an infinite upper triangular matrix
P ′ = (p′i j )i, j≥0 is a partial matrix of order k for (Ri ) if pi j = p′i j for 0 ≤ i, j ≤ k.
The next result answers Question (Q1).
Proposition 5. With the above assumptions and notation, let P = (pi j )i, j≥0 be a formal proximity matrix and let
R be a regular noetherian local ring of dimension n ≥ max{pP ( j) = p( j); j ≥ 0}. Then there exists a sequence
(Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · of noetherian local regular rings of the same dimension n such that
Ri is a quadratic transform of Ri−1 for i ≥ 1, P is the proximity matrix associated with the sequence (Ri ) and
Ri
M(Ri )
= Ri+1M(Ri+1) for i ≥ 0.
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Proof. If n = 1, there is nothing to do (R = Ri is a discrete valuation ring for i ≥ 1). Let us assume that n ≥ 2 and
let (x (0)1 , . . . , x
(0)
n ) be a base of M(R) of R. We write R = R0 and R1 = (R0[x (1)2 , . . . , x (1)n ])(x (1)1 ,x (1)2 ,...,x (1)n ), where
x (1)1 = x (0)1 and x (1)j =
x (0)j
x (0)1
, for 2 ≤ j ≤ n. Note that Div(R1) = {E10 = (R1, x (1)1 R1)} and p01 = −1. Therefore,
P is a partial matrix of order one for every sequence (R′i ) ≡ R = R0 ⊂ R1 = R′1 ⊂ R′2 ⊂ R′3 · · · ⊂ R′i ⊂ · · · of
noetherian local regular rings of the same dimension n such that R′i is a quadratic transform of R′i−1, i ≥ 2.
Now, let us assume that there exists a sequence of regular local rings of the same dimension R = R0 ⊂ R1 ⊂
· · · ⊂ Rs−1 ⊂ Rs such that Ri is a quadratic transform of Ri−1, 1 ≤ i ≤ s and such that P is a partial matrix of order
s ≥ 1 for every sequence (R′i ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Rs−1 ⊂ Rs = R′s ⊂ R′s+1 ⊂ · · · ⊂ R′i ⊂ · · ·, where R′i is a
quadratic transform of R′i−1, i ≥ s + 1. By Lemma 11 of [12], we can take a base (x (s)1 , . . . , x (s)n ) of M(Rs) such that
Div(Rs) = {(Rs, x (s)j Rs)}1≤ j≤p(s). Thus, there exist non-negative integers i1 < i2 < · · · < i p(s) = s − 1 such that
(Rs, x
(s)
h+1Rs) is the strict transform of (Rih+1,M(Rih )Rih+1) in Rs for 1 ≤ h ≤ p(s)− 1 and x (s)1 Rs = M(Rs−1)Rs .
Notice that pih ,s = −1 for 1 ≤ h ≤ p(s) and pis = 0 for 1 ≤ i < s with i 6∈ {i1, i2, . . . i p(s)}.
At this point, we can distinguish two possibilities:
(a) p(s + 1) = p(s)+ 1 ≤ n.
In this case, p(s) < n, pih ,s+1 = −1, for 1 ≤ h ≤ p(s), ps,s+1 = −1 and pi,s+1 = 0 when 1 ≤ i < s + 1 and
i 6∈ {i1, i2, . . . i p(s), i p(s+1) = s}.
We fix j with p(s) + 1 ≤ j ≤ n and we take Rs+1 = (Rs[x (s+1)2 , . . . , x (s+1)n ])(x (s+1)1 ,...,x (s+1)n ) the quadratic
transform of Rs , where x
(s+1)
1 = x (s)j and x (s+1)k =
x (s)k−1
x (s)j
for 2 ≤ k ≤ j and x (s+1)k = x
(s)
k
x (s)j
for j + 1 ≤ k ≤ n.
(b) p(s + 1) ≤ p(s).
As ps,s+1 = −1, there exists a non-negative integer h with 1 ≤ h ≤ p(s) and pih ,s+1 = 0. We write
{1, 2, . . . , p(s)} = As1 ∪ As2, where As1 = {h; pih ,s+1 = −1 6= 0} and As2 = {h; pih ,s+1 = 0}. Furthermore, we
write As1 = { j1 < j2 < · · · < jr } and As2 = {k1 < k2 < · · · < kp(s)−r }. (Note that p(s)− r > 0.)
Let us set α ∈ R − M(R) and write Rs+1 = (Rs[x (s+1)2 , . . . , x (s+1)n ])(x (s+1)1 ,...,x (s+1)n ) the quadratic transform of
Rs , where x
(s+1)
1 = x (s)k1 , x
(s+1)
h =
x (s)jh−1
x (s)k1
for 2 ≤ h ≤ r + 1, x (s+1)r+1+h =
x (s)kh+1
x (s)k1
+ α for 1 ≤ h ≤ p(s) − r − 1 and
x (s+1)h = x
(s)
h
x (s)k1
for p(s)+ 1 ≤ h ≤ n.
In both cases, it is easy to check that P is a partial matrix of order s ≥ 1 for every sequence (R′i ) ≡ R = R0 ⊂
R1 ⊂ · · · ⊂ Rs ⊂ Rs+1 = R′s+1 ⊂ R′s+2 ⊂ · · · ⊂ R′i ⊂ · · · of noetherian local regular rings of the same dimension
n, where R′i a quadratic transform of R′i−1 for i ≥ s + 2. Hence, the result follows by induction. 
The construction given in Proposition 5 allows us to see P = (pi j ) as the proximity matrix associated with every
pair (R, V ), such that V is a valuation ring dominating R˜ = ∪i≥0 Ri . In general, V is not uniquely determined by the
sequence (Ri ), or in other words R˜ is not a valuation ring. Furthermore after the characterization given in Theorem
13 of [10], if R˜ is a valuation ring, then either N0(P) = 0 or N0(P) = 1 and hP (i) < ∞ for i 6= N0(P) − 1. In
particular, if R˜ is a valuation ring and its associated valuation has real rank one, then N0(P) = 0. Therefore with
this background, it is natural to state question (Q2) as we did in the introduction. In this section, we will restrict our
attention to the case where N0(P) = 0 and we will discuss the other case at the end of Section 5.
On the other hand, if R˜ is not a valuation ring, then there are infinitely many valuation rings V dominating R˜,
see [12], Proposition 5. Therefore, a natural question is whether among these valuation rings there is some V with
nice properties, for example with a preassigned value group which is computable from the formal proximity matrix. If
N0(P) = 0, then P is equivalent to a sequence of non-negative real numbers {ni }i≥0, provided n0 = 1. (See [11].) In
fact, if P is the proximity matrix associated with a pair (R, V ) such that the valuation v of V has real rank one, then
{ni }i≥0 is the multiplicity sequence associated with (R, V ). Moreover, the group of values of v is generated by the
multiplicity sequence. In the next section, we will see how to define a (formal) multiplicity sequence for every formal
proximity matrix P without any assumption on N0(P) and, in particular, this suggests question (Q3) as stated in the
introduction.
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In any case, we must note that neither (Q2) nor (Q3) has a positive answer for a general regular noetherian local
ring R as we can see in the following:
Example 6. Let us consider the formal proximity matrix P = (pi j )i, j≥0 given by pi i = 1, pi,i+1 = −1 and pi j = 0
otherwise. Let R = k[[X1, . . . , Xn]] be the power series ring in n ≥ 2 indeterminates over an algebraically closed
field k and let us consider a sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · of noetherian local regular rings of the
same dimension n such that Ri is a quadratic transform of Ri−1 for i ≥ 1 and P is the proximity matrix associated
with (Ri ). See Proposition 5.
We claim that we can take a base (Y1, . . . , Yn) of M(R) such that (Y
j
1 , . . . , Y
j
n ) is a base of M(R j ), Y
j
1 = Y1 and
(R j , Y
j
i R j ) is the strict quadratic transform of (R, Yi R) in R j for 2 ≤ i ≤ n and j ≥ 0.
As k is an algebraically closed field, we can take a base (Z j1 , . . . , Z
j
n ) of M(R j ) such that (Z
j
1 ,
Z j2
Z j1
−α j2 , . . . , Z
j
n
Z j1
−
α
j
n ) is a base of M(R j+1), where α j2 , . . . α
j
n ∈ k, j ≥ 0. Furthermore, as Div(R j ) = {(R j ,M(R j−1)R j )} for j ≥ 1,
we can also assume that Z j1 = X1 for j ≥ 0 and Z0i = X i for 2 ≤ i ≤ n, this after renumbering X1, . . . , Xn to get
M(R)R1 = X1R1. The desired base is Y1 = X1 and Yi = X i +∑ j≥0 α ji (X1) j+1, 2 ≤ i ≤ n.
Now, R˜ = ∪i≥0 Ri is not a valuation ring for n ≥ 3. Note that R˜ ⊂ RYi R for 2 ≤ i ≤ n and this contradicts
the characterization given in Theorem 13 of [10]. In the case where n = 2, R˜ is a valuation ring (see [1]), but the
corresponding valuation has real rank two. Note that R˜ ⊂ RY2R and this gives a negative answer to question (Q2).
Furthermore, as N0(P) = 0 we can compute the formal multiplicity sequence {ni }i≥0 as in [11] to get ni = 1 for
i ≥ 1. Hence, the subgroup of the group of values generated by the formal multiplicity sequence is Z.
On the other hand, rank(v) ≥ 2 for every valuation such that its valuation ring V dominates R˜. Note that for any
non-negative integer s we have v(Yi ) > sv(Y1), 2 ≤ i ≤ n. Hence, the value group of v is not a subgroup of the real
numbers, in particular, it is not Z and the answer to (Q3) is also negative.
Note that the above example corresponds to the exceptional case of [9] for which there is no a zero-dimensional
valuation of k((X1 . . . , Xn)) with value group Z, dominating k[[X1, . . . , Xn]] for n ≥ 2.
To finish this section we will give a positive answer to (Q2) when P satisfies some additional condition. First, we
make the following remark that will be useful later.
Remark 7. With the above assumptions and notation, let us assume that P is a formal proximity matrix with
N0(P) = 0 and r(P) = rP (i) for i ≥ 0. Then r(P) = max{pP ( j) = p( j); j ≥ 0}. In particular, if
dim(R) = r(P) = max{pP ( j) = p( j); j ≥ 0} and (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · is the sequence
of noetherian local regular rings of the same dimension given in Proposition 5, then R˜ = ⋃i ≥0 Ri is a valuation ring
([12], Theorem 16) and its associated valuation has real rank one ([12], Remark 17).
The proof of the next results uses the concept of essential parameter introduced in [12] that we recall here.
Let (x1, . . . , xn) be a base of M(R) and denote by K a set of coefficients of R, that is 0, 1 ∈ K ⊂ R and the
canonical epimorphism ηR : R −→ R/M(R) induces a one-to-one mapping from K onto R/M(R).
For each f ∈ R with OrdR( f ) = d ≥ 1, we write f = ∑i1+···+in=d ai1,...,in (x1)i1 . . . (xn)in + f ′ and
In(K , x1, . . . , xn)( f ) = In(K , x )( f ) =∑i1+···+in=d ai1,...,in (x1)i1 . . . (xn)in with ai1,...,in ∈ K and f ′ ∈ (M(R))d+1.
Note that In(K , x )( f ) 6= 0 and it is uniquely determined by K , (x1, . . . , xn) and f .
x j is said to be an essential parameter of In(K , x )( f ) if there exists (i1, . . . , in) with ai1,...,in 6= 0 and i j > 0. We
denote by Ess(K , x1, . . . , xn)( f ) = Ess(K , x )( f ) the set of essential parameters of In(K , x )( f ).
Next, we state two technical results without proof. The first was proved in [12] and the second is a particular case
of a very standard result in the theory of resolution of singularities about the behavior of the tangential cone under
blowing up with a permissible center (regular normally flat center) provided that the multiplicity does not drop. (See
for example, [13], Theorem IV.) In any case, the proof of Lemma 9 follows from a direct computation and it is left to
the reader.
Lemma 8 ([12], Lemma 3). With the above assumptions and notation, let R1 be a quadratic transform of R with
dim(R1) = dim(R), let f ∈ R be with OrdR( f ) = d > 0 and let (R1, f1R1) be the quadratic transform of (R, f R)
in R1. Let us assume that x1R1 = M(R)R1, Ess(K , x )( f ) = {x1, . . . , xs}, x jx1 ∈ M(R1) for 2 ≤ j ≤ r and
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x j
x1
6∈ M(R1) for r < j ≤ s. Let K1 be a coefficient set of R1, and let (y1, . . . , yn) be a base of M(R1) such that
y1 = x1 and y j = x jx1 for 2 ≤ j ≤ r . If Ess(K1, y1, . . . , yn)( f1) ⊂ {y1, . . . , yr }, then 0 ≤ OrdR1( f1) < d.
Lemma 9. With the above assumptions and notation, let R1 be a quadratic transform of R such that dim(R1) =
dim(R) and RM(R) = R1M(R1) . Let f ∈ R be such that OrdR( f ) = OrdR1( f1) = d > 0, where (R1, f1R1) is the strict
transform of (R, f R) in R1. Let us assume that x1R1 = M(R)R1 and xn ∈ Ess(K , x )( f ). Let (y1, . . . , yn) be the
base of M(R1) given by y1 = x1 and y j = x jx1 − α j for some α j ∈ K, 2 ≤ j ≤ n, then yn ∈ Ess(K , y )( f1)
Now, we give a sufficient condition on a formal proximity matrix that allows us to give an affirmative answer to
question (Q2).
Proposition 10. With the above assumptions and notation, let P be a formal proximity matrix such that N0(P) = 0
and s(P) < r(P) and let R be a regular noetherian local ring of dimension n ≥ max{pP ( j) = p( j); j ≥ 0}.
Then there exists a sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · of noetherian local regular rings of the
same dimension n such that Ri is a quadratic transform of Ri−1 for i ≥ 1, P is the proximity matrix associated
with the sequence (Ri ), R˜ = ∪i≥0 Ri is a valuation ring, the valuation v associated with R˜ has real rank one and
Ri
M(Ri )
= Ri+1M(Ri+1) for i ≥ 0
Proof. The thrust of the proof is based on going through the steps of the proof of Proposition 5 once again and deriving
additional information at each step, provided N0(P) = 0 and s(P) < r(P).
First we note that for every non-negative integer i ≥ 0 there exist two non-negative integers k, j ≥ i such that
r(P) = rP (k) = pP (k) and s(P) = sP ( j) = pP ( j). Obviously j 6= k.
Let k0 be a non-negative integer such that r(P) = rP (k0) = pP (k0). Let l1 < l2 < · · · < lr(P) = k0 − 1
be such that pl j ,k0 = −1 for 1 ≤ j ≤ r(P) and pi,k0 = 0 for i < k0 and i 6∈ {l1, l2, . . . , lr(P)}. We write
ω = max{l j + hP (l j ); 1 ≤ j ≤ r(P)} and k10 = min{k; k0 < k, r(P) = pP (k) and ω < k}.
Let s01 , . . . , s
0
n−r(P) be the non-negative integers such k
1
0 < s
0
1 < . . . < s
0
n−r(P), pP (s
0
j ) < pP (s
0
j + 1) and
pP (l) ≥ pP (l + 1) for k10 < l < s0n−r(P) and l 6= s0j , 1 ≤ j ≤ n − r(P).
Following the proof of Proposition 5, we consider a sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · of
noetherian local regular rings of the same dimension n such that Ri is a quadratic transform of Ri−1 for i ≥ 1 and P
is the proximity matrix associated with (Ri ).
We will see that we can take (Ri ) with some extra assumptions.
By Lemma 11 of [12], we can fix a base (x (k0)1 , . . . , x
(k0)
n ) of M(Rk0) such that Div(Rk0) =
{(Rk0 , x (k0)j Rk0)}1≤ j≤r(P). In particular, (Rk0 , x (k0)j Rk0) is the strict transform of (Rl j+1,M(Rl j )Rl j+1) in Rk0 ,
1 ≤ j ≤ r(P).
Moreover, as r(P) = pP (k0) = pP (k10) > pP (s01), then r(P) ≥ pP ( j) for k0 < j < s01 . In particular, we can
assume that x
(s01 )
j Rs01
6= Rs01 , where (Rs01 , x
(s01 )
j Rs01
) is the strict transform of (Rk0 , x
(k0)
j Rk0) in Rs01
, r(P)+1 ≤ j ≤ n.
Thus, we can fix a base (x
(s01 )
1 , . . . , x
(s01 )
n ) of M(Rs01
) with Div(Rs01
) = {(Rs01 , x
(s01 )
j Rs01
)}1≤ j≤pP (s01 ).
As (Ri ) was constructed as in the proof of Proposition 5, we can take a base (x
(k)
1 , . . . , x
(k)
n ) of M(Rk) such
that (Rk, x
(k)
h Rk) is the strict transform of (Rk0 , x
(k0)
h Rk0) in Rk for r(P) + j ≤ h ≤ n, s0j−1 < k ≤ s0j and
2 ≤ j ≤ r(P)− n and such that x (s
0
j )
r(P)+ j Rs0j+1 = M(Rs0j )Rs0j+1, 1 ≤ j ≤ n − r(P).
We claim that if f ∈ M(Rk0) with OrdRk10 ( fk10 Rk10 ) = OrdRk0 ( f Rk0), then
Ess(K , x (k0) )( f ) ⊂ {x (k0)j }r(P)+1≤ j≤n,
where (R j , f j R j ) denotes the strict transform of (Rk0 , f Rk0) in R j for k0 ≤ j ≤ k10 .
Let us assume that x (k0)j ∈ Ess(K , x (k0) )( f ) for some 1 ≤ j ≤ r(P). We have two possibilities:
(I) (Ri , zRi ) ∈ Div(Ri )⋃{(Ri , x (i)j Ri )}r(P)+1≤ j≤n for all z ∈ Ess(K , x (i) )( fi ) and for all non-negative integer i
with k0 < i < k10 .
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In this case, zRi+1 6= M(Ri )Ri+1 for all z ∈ Ess(K , x (i) )( f ), k0 ≤ i ≤ k10 . Otherwise, by Lemma 8 we get
OrdRi+1( fi+1Ri+1) < OrdRi ( fi Ri ) and OrdRk10
( fk10
Rk10
) < OrdRk0 ( f Rk0), which is a contradiction. Furthermore, as
(Rk0 , zRk0) ∈ Div(Rk0)
⋃
{(Rk0 , x (k0)j Rk0)}r(P)+1≤ j≤n
for all z ∈ Ess(K , x (k0) )( f ), then z(i) ∈ M(Ri ) and z(i) ∈ Ess(K , x (i) )( fi ) for all z ∈ Ess(K , x (k0) )( f ) (apply
successively Lemma 9), where (Ri , z(i)Ri ) is the strict transform of (Rk0 , zRk0) in Ri , k0 ≤ i ≤ k10 . But for
z = x (k0)j ∈ Ess(K , x (k0) )( f ) we have z(i) 6∈ M(Ri ) for i > l j + hP (l j ), which is a contradiction.
(II) There exists a non-negative integer i1, k0 < i1 < k10 , such that (Ri1 , zRi1) 6∈ Div(Ri1)⋃{(Ri1x (i1)j Ri1)}r(P)+1≤ j≤n for some z ∈ Ess(K , x (i1) )( fi1).
On the other hand, as (Rk10
, zRk10
) ∈ Div(Rk10 )
⋃{(Rk10 , x (k10)j Rk10 )}r(P)+1≤ j≤n for every z ∈ Ess(K , x (k10) )( fk10 ),
there exists a non-negative integer i1 < i2 ≤ k10 such that (Ri2 , zRi2) ∈ Div(Ri2)
⋃{(Ri2 , x (i2)j Ri2)}r(P)+1≤ j≤n for
every z ∈ Ess(K , x (i2) )( fi2). Moreover, we can take i2 such that for each i1 ≤ i < i2 there exists z ∈ Ess(K , x (i) )( fi )
with (Ri , zRi ) 6∈ Div(Ri )⋃{(Ri , x (i)j Ri )}r(P)+1≤ j≤n .
At this point, we have two possibilities:
(a) zRi2 6= M(Ri2−1)Ri2 for all z ∈ Ess(K , x (i2−1) )( fi2−1).
In this case, z(i2) ∈ Ess(K , x (i2−1) )( fi2−1) for all z ∈ Ess(K , x (i2−1) )( fi2−1), where (Ri2 , z(i2)Ri2) is the strict
transform of (Ri2−1, zRi2−1). (See Lemma 9.) In particular, (Ri2 , z(i2)Ri2) 6∈ Div(Ri2)
⋃{(Ri2 , x (i2)j Ri2)}r(P)+1≤ j≤n ,
for some z ∈ Ess(K , x (i2−1) )( fi2−1), which is a contradiction.
(b) zRi2 = M(Ri2−1)Ri2 for some z ∈ Ess(K , x (i2−1) )( fi2−1).
In this case, OrdRi2−1( fi2−1) < OrdRi2 ( fi2) and OrdRk0 ( f ) < OrdRk10
( fk10
) (see Lemma 8), which is also a
contradiction.
This proves the claim.
Our next objective is to prove the following: if f ∈ M(Rk0) − {0} then OrdRs0n−r(P)+1( fs0n−r(P)+1) < OrdRk0 ( f ),
where (Ri , fi Ri ) is the strict transform of (Rk0 , f Rk0) in Ri , k0 ≤ i ≤ s0n−r(P) + 1.
Let us assume that OrdR
s0n−r(P)+1
( fs0n−r(P)+1) = OrdRk0 ( f ), then Ess(K , x
(k0) )( f ) ⊂ {x (k0)j }r(P)+1≤ j≤n by the
claim.
Let us write Ess(K , x (k0) )( f ) = {x (k0)j1 , . . . , x
(k0)
jh
} with r(P) + 1 ≤ j1 < j2 < · · · < jh ≤ n. We can
apply Lemma 9 to get {x (s
0
j1−r(P))
ji
}1≤i≤h ⊂ Ess(K , x (s
0
j1−r(P)) )( fs0j1−r(P)
), where (Rl , x
(l)
ji
Rl) is the strict transform
of (Rk0 , x
(k0)
ji
Rk0) in Rl for 1 ≤ i ≤ h and k0 ≤ l ≤ s0j1−r(P).
Hence, there exists a base (x
(s0j1−r(P))
1 , . . . , x
(s0j1−r(P))
n ) of M(Rs0j1−r(P)
) such that x
(s0j1−r(P))
i /x
(s0j1−r(P))
j1
∈
M(Rs0j1−r(P)+1
) for 1 ≤ i ≤ n and i 6= j1. Thus, by Lemma 8 we have OrdR
s0j1−r(P)+1
( fs0j1−r(P)+1
) < OrdRk0 ( f )
and, in particular, OrdR
s0n−r(P)+1
( fs0n−r(P)+1) < OrdRk0 ( f ), which is a contradiction.
At this point, we can consider a non-negative integer k1 ≥ s0n−r(P) + 1 such that r(P) = rP (k1) = pP (k1) and we
can repeat the above reasoning.
Therefore, there exists a sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · of noetherian local regular
rings of the same dimension n such that Ri is a quadratic transform of Ri−1 for i ≥ 1, P is the proximity
matrix associated with (Ri ) and there exists a sequence of non-negative integers {ki }i≥0 with ki < ki+1 and for
each f ∈ M(Rki ) − {0} we have OrdRki+1 ( fki+1) < OrdRki ( f ), where (R j , f j R j ) denotes the strict transform of
(Rki , f Rki ) in R j , ki ≤ j ≤ ki+1, i ≥ 0. In particular, for every f ∈ R − {0} there exists a non-negative integer
i( f ) ≥ 0 such that f j R j = R j for j ≥ i( f ), where (Rl , fl Rl) denotes the strict transform of (R, f R) in Rl , l ≥ 0.
Hence, R˜ =⋃i≥0 Ri is a valuation ring and its associated valuation has real rank one. (See [12], Remark 17.) 
Remark 11. We point out that for N0(P) = 0 and s(P) = r(P) we have a positive answer to (Q2) in some special
cases. Namely, in addition assume that s(P) = r(P) = max{pP ( j) = p( j); j ≥ 0} and apply Proposition 5 to
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get a sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · of noetherian local regular rings of the same dimension
n = max{pP ( j) = p( j); j ≥ 0} such that P is the proximity matrix associated with (Ri ). By Theorem 16 and
Remark 17 of [12], we get that R˜ =⋃i≥0 Ri is a valuation ring and its associated valuation has real rank one.
4. Formal multiplicity sequence
Here we introduce the concept of formal multiplicity sequence associated with a formal proximity matrix P that
allows us to define a totally ordered abelian group associated with P .
Throughout this section P = (pi j )i, j≥0 denotes a formal proximity matrix. We will use the notation of the
preceding sections. Also, for each non-negative integer k ≥ 0 we denote by k P = (p(k)i j )i, j≥0 the infinite submatrix
of P obtained by deleting the first k rows and columns of P , i. e. p(k)i j = pi+k, j+k , i, j ≥ 0. For the simplicity of
notation, we will write N0 = N0(P) and P ′=N0 P = (p′i j )i, j≥0. Notice that P ′ is also a formal proximity matrix and
N0(P ′) = 0. Moreover, if (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · is a sequence of noetherian local regular rings of
the same dimension n such that Ri is a quadratic transform of Ri−1 for i ≥ 1 and P is its proximity matrix, then P ′
is the proximity matrix associated with the sequence (R′i ) ≡ RN0 ⊂ RN0+1 ⊂ · · · ⊂ RN0+i ⊂ · · · .
On the other hand, as a consequence of results in Section 6 of [11], there exists a unique sequence of non-negative
real numbers {mi }i≥0 such that m0 = 1, mi =∑hP ′ (i)k=1 mi+k and the sequences {mi }i≥0 and {hP ′(i)}i≥0 are equivalent
data. Hence, P ′ determines and is determined by the sequence {mi }i≥0. We denote by Γ the subgroup of R generated
by {mi }i≥0.
Furthermore, if R˜′ = ⋃i≥N0 Ri is a valuation ring such that its associated valuation v has real rank one, then{mi }i≥0 is the multiplicity sequence associated with the sequence (R′i ), provided 1 = min{v(z); z ∈ M(R) − {0}}.
(See [11], Theorem 18.)
Definition 12. With the above assumptions and notation, we say that a sequence {ni }i≥0 is a formal multiplicity
sequence associated with P , if there exists a non-negative real number a > 0 such that one of the following statements
holds:
(A) If either N0(P) = 0 or N0(P) ≥ 1 and the series ∑i≥0 mi converges, then ni = ami−N0(P) for i ≥ N0(P).
We have ni = ∑hP (i)j=1 ni+ j if hP (i) 6= ∞; ni is any real number of aΓ with ni ≥ ∑ j≥1 ni+ j if hP (i) = ∞,
0 ≤ i ≤ N0(P). In particular, ni ∈ aΓ for all i ≥ 0.
(B) If N0(P) ≥ 1 and the series ∑i≥0 mi diverges, then ni = (0, ami−N0(P)) for i ≥ N0(P). We have
ni =∑hP (i)j=1 ni+ j if hP (i) 6= ∞; ni is an element of R⊕ aΓ (lexicographically ordered) with ni ≥∑ j≥1 ni+ j
if hP (i) = ∞, 0 ≤ i ≤ N0(P). In particular, ni ∈ R⊕ aΓ (lexicographically ordered) for all i ≥ 0.
Notice that there are infinitely many formal multiplicity sequences associated with P , even in the case where
N0(P) = 0. If we fix a valuation v, then the multiplicity sequence is uniquely determined by v. In fact, there
are infinitely many (equivalent) valuations associated with the same valuation ring. (See [6], Proposition 3.) Thus,
there are infinitely many multiplicity sequences associated with a valuation ring, one for each (equivalent) valuation
associated with it. In this way, two formal multiplicity sequences associated with P may be seen as the multiplicity
sequences associated with two valuations having the same valuation ring.
Furthermore, note that in case (B) we have ni = (αi , βi ) with αi > 0 for 0 ≤ i < N0(P).
Next we describe more precisely how to define a formal multiplicity sequence associated with P .
Remark 13. Let us fix a real number a > 0. Then we have the following possibilities:
(A.1) If N0(P) = 0, we have ni = ami for i ≥ 0.
(A.2) Suppose that N0(P) ≥ 1 and the series∑i≥0 mi converges, we have ni = ami−N0(P) for i ≥ N0(P). Now,
we fix nN0(P)−1 ∈ aΓ with nN0(P)−1 ≥
∑
i≥N0(P) ni and assume that {ni }k≤i≤N0(P)−1 are given. If hP (k − 1) 6= ∞,
we have nk−1 = ∑hP (k−1)j=1 nk−1+ j and if hP (k − 1) = ∞, we have nk−1 is any non-zero element of aΓ with
nk−1 ≥∑i≥k ni .
(B) Suppose that N0(P) ≥ 1 and the series∑i≥0 mi diverges. In this case, ni ∈ Z⊕aΓ (lexicographically ordered)
for i ≥ 0, ni = (0, ami−N0(P)) for i ≥ N0(P). Now, we fix nN0(P)−1 = (aN0(P)−1, bN0(P)−1) ∈ Z ⊕ aΓ with
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aN0(P)−1 > 0 and assume that {ni }k≤i≤N0(P)−1 are given. If hP (k − 1) 6= ∞, we have nk−1 =
∑hP (k−1)
j=1 nk−1+ j and
if hP (k − 1) = ∞, we have nk−1 = (ak−1, bk−1), where ak−1 is any non-negative integer with ak−1 = pr1(nk−1) >∑N0(P)−1
i=k pr1(ni ) and bk−1 ∈ aΓ .
Here pr1 : R⊕ R −→ R denotes the first usual projection.
We point out that the group generated by the above formal multiplicity sequence is aΓ in cases (A.1) and (A.2).
In case(B), if we take nN0(P)−1 = (1, 0), then Z ⊕ aΓ is the group generated by formal multiplicity sequence.
Furthermore, as we can take a = 1, this suggests the following:
Definition 14. With the above assumptions and notation, we say that Γ (resp. Z ⊕ Γ ) is the group associated with
P if either N0(P) = 0 or N0(P) ≥ 1 and the series∑i≥0 mi converges (resp. if N0(P) ≥ 1 and the series∑i≥0 mi
diverges).
Next we will give a sufficient condition on P for the series
∑
i≥0 mi to converge, provided N0(P) = 0.
Definition 15. Assume that N0(P) = 0. We say that a non-negative integer i ≥ 0 is a stair of P , if either i = 0 or
i ≥ 1 and p j,i+h(i) = 0 for 0 ≤ j < i . We will denote by 0 = s0 < s1 < s2 < · · · < s j < · · · the different stairs of P .
Lemma 16. With the above assumptions and notation, if N0(P) = 0, we have:
(1) If s j < s < s j+1, then s + h(s) ≤ s j + h(s j ), j ≥ 0.
(2) s j + h(s j ) < s j+1 + h(s j+1), j ≥ 0.
(3) s j+1 ≤ s j + h(s j ), j ≥ 0.
(4) If there exists a non-negative integer i0 such that pP (i) ≥ 2 for i ≥ i0, then there exists a non-negative integer
j0 such that s j+1 < s j + h(s j ) for j ≥ j0.
Proof. 1. If s + h(s) > s j + h(s j ) for some s j < s < s j+1, let us consider s to be the minimal with this property. We
have s + h(s) ≥ s j + h(s j )+ 1 and p j,s+h(s) = 0 for 0 ≤ j < s. Thus, s is a stair of P and s j < s < s j+1, which is
a contradiction.
2. As ps j ,s j+h(s j ) 6= 0 and ps j ,s j+1+h(s j+1) = 0, then s j + h(s j ) < s j+1 + h(s j+1), j ≥ 0.
3. Assume that s j+1 > s j + h(s j ) for some j ≥ 0, then ps j+h(s j ),s j+h(s j )+1 6= 0. Thus, there exists s j < s ≤
s j + h(s j ) such that ps,s j+h(s j )+1 6= 0. So, s + h(s) > s j + h(s j ) and this contradicts statement 1.
4. Let us consider a non-negative integer j0 such that s j0 ≥ i0. If s j+1 = s j + h(s j ) for some j ≥ j0, then
pP (s j + h(s j )+ 1) = 1 by statement 1. 
Proposition 17. With the above assumptions and notation, let us also assume that s(P) ≥ 2. Then the series∑i≥0 mi
converges.
Proof. As s(P) ≥ 2, there exists a non-negative integer i0 such that pP (i) ≥ 2 for i ≥ i0. By statement (4) of
Lemma 16, there exists a non-negative integer j0 such that s j+1 < s j + h(s j ) for j ≥ j0.
Let us consider j ≥ j0, we have
ms j =
s j+h(s j )∑
l=s j+1
ml ≥
s j+h(s j )∑
l=s j+1
ml = 2
s j+h(s j )∑
l=s j+1+1
ml +
s j+1+h(s j+1)∑
l=s j+h(s j )+1
ml .
As s j+1 + 1 ≤ s j+2 < s j+1 + h(s j+1) < s j+2 + h(s j+2), then
ms j ≥
s j+2−1∑
l=s j+1+1
ml + 2ms j+2 +
s j+1+h(s j+1)∑
l=s j+2+1
ml ≥
s j+2∑
l=s j+1+1
ml + 2
s j+1+h(s j+1)∑
l=s j+2+1
ml +
s j+2+h(s j+2)∑
l=s j+1+h(s j+1)+1
ml .
Since s j+2 + 1 ≤ s j+3 < s j+2 + h(s j+2) < s j+3 + h(s j+3), then
ms j ≥
s j+3−1∑
l=s j+1+1
ml + 2ms j+3 +
s j+2+h(s j+2)∑
l=s j+3+1
ml .
At this point, we can repeat the above computation to get ms j ≥
∑
i≥s j+1+1 mi , so the series
∑
i≥0 mi converges.

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Remark 18. Note that if the series
∑
i≥0 mi diverges, then s(P) = 1. A particular case of this is whenmi0 = mi0+1 =· · · = mi = · · · for some non-negative integer i0.
Next we give two examples of formal proximity matrices P such that s(P) = 1 and the corresponding series∑
i≥0 mi converges in one of the cases and diverges in the other.
Example 19. Let us consider the formal proximity matrix P = (pi j ) given as follows: pi i = 1 for i ≥ 0,
p2k,2k+1 = p2k,2k+2 = p2k+1,2k+2 = −1 for k ≥ 0 and pi j = 0 otherwise. In this case, m2k = m2k+1 + m2k+2 and
m2k+1 = m2k+2 = 12k+1 for k ≥ 0. Thus,
∑2k+2
i=1 mi =
∑k
i=0 12i and the series
∑
i≥0 mi converges.
Example 20. Let us consider the formal proximity matrix P = (pi j ) given as follows: pi i = 1, pi,i+1 = −1 for
i ≥ 0, p2k−2,2k = −1 for k ≥ 1 and pi j = 0 otherwise. In this case, m2k−2 = m2k−1 + m2k and ml = 12k for
2k − 2 ≤ l ≤ 2k+1 − 2 and k ≥ 1. Thus,∑2k+1−2i=2k−1 mi = 1 and the series∑i≥0 mi diverges.
To finish this section we study the rational rank of the totally ordered abelian group Γ when N0(P) = 0. It should
be recalled that the rational rank of any abelian group G is defined as rat.(G) = dimQ(G⊗ZQ) if this dimension is
finite and rat.(G) = ∞ otherwise.
Proposition 21. With the above assumptions and notation, let us assume that N0(P) = 0, then rat.(Γ ) ≤ s(P).
Proof. Let us consider a regular noetherian local ring R of dimension n and a valuation ring V of the quotient field
of R dominating R such that P is the proximity matrix associated with (R, V ) (see Proposition 5). Thus Γ can be
identified with a subgroup of the value group of the valuation of V . In particular, we have rat.(Γ ) ≤ n.
On the other hand, Γ is the subgroup of the real numbers generated by the sequence {mi }i≥0 with m0 = 1, that,
in fact, is a formal multiplicity sequence associated with P . Let us assume that rat.(Γ ) = h and that {mil }1≤l≤h are
rationally independent.
Let j be a non-negative integer such that j > max{il + hP (il); 1 ≤ l ≤ h} and s(P) = sP ( j) = pP ( j) = s. Let
us denote A = { j1, . . . , js} = {i; R j ∈ P(Ri )}. We will show that mil =
∑s
k=1 alkm jk with a
l
k ∈ Z for 1 ≤ k ≤ s and
1 ≤ l ≤ h.
We have mil =
∑hP (il )
k=1 mil+k .
If il + 1 6∈ A, then mil+1 =
∑hP (il+1)
k=1 mil+1+k and il + 1+ hP (il + 1) < j (otherwise il + 1 ∈ A). Therefore, we
can write mil =
∑
il+2≤k< j b
l
kmk with b
l
k ∈ Z for il + 2 ≤ k < j . In this case, we write α1 = mil .
If il + 1 ∈ A, then mil = m jk + α1 with α1 =
∑hP (il )
k=2 mil+k and m jk = mil+1 for some 1 ≤ k ≤ s. In particular,
α1 =∑il+2≤k< j blkmk with blk ∈ Z for il + 2 ≤ k < j .
Now, we can repeat the above computation with α1 according to whether il + 2 6∈ A or il + 2 ∈ A. Note that if
il + 2 6∈ A, then il + 2 + hP (il + 2) < j . Hence, after a finite number of steps we get to the desired expression
mil =
∑s
k=1 alkm jk with a
l
k ∈ Z for 1 ≤ k ≤ s and 1 ≤ l ≤ h. Therefore, rat.(Γ ) ≤ s = s(P). 
Corollary 22. With the above assumptions and notation, if N0(P) = 0 and the series ∑i≥0 mi diverges, then
rat.(Γ ) = 1.
Proof. This is an easy consequence of Remark 18 and Proposition 21. 
We point out that if s(P) = 1, then rat.(Γ ) = 1, but, in general, rat.(Γ ) 6= s(P). Next, we give two examples for
the case r(P) > s(P) ≥ 2.
Example 23. Let P = (pi j )i, j≥0 be the formal proximity matrix given by pi,i = 1 for i ≥ 0, p2i,2i+1 = p2i,2i+2 =
p2i,2i+3 = p2i+1,2i+2 = p2i+1,2i+3 = −1 for i ≥ 0 and pi j = 0 otherwise. We have pP (2i + 1) = s(P) = 2 for
i ≥ 1 and pP (2i) = r(P) = 3 for i ≥ 2. Moreover, if {mi }i≥0 is the formal multiplicity sequence associated with P
such thatm0 = 1, thenm2i−2 andm2i−1 are rationally dependent for i ≥ 1. Notice thatm2i−2 = m2i−1+m2i+m2i+1
and m2i−1 = m2i + m2i+1, thus m2i−2 = 2m2i−1. Now, reasoning as in the proof of Proposition 21 we get
rat.(Γ ) = 1 < s(P).
On the other hand, let Q = (qi j )i, j≥0 be the formal proximity matrix given by qi,i = 1 for i ≥ 0, q3i,3i+1 =
q3i,3i+2 = q3i,3i+3 = q3i+1,3i+2 = q3i+1,3i+3 = q3i+1,3i+4 = q3i+2,3i+3 = −1 for i ≥ 0 and qi j = 0 otherwise. We
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have pQ(3i+1) = pQ(3i+2) = s(Q) = 2 for i ≥ 1 and pQ(3i) = r(Q) = 3 for i ≥ 1. Furthermore, if {m′i }i≥0 is the
formal multiplicity sequence associated with Q such that m′0 = 1, then m′3i and m′3(i−1)+1 are rationally independent
for i ≥ 1. Notice that m′3(i−1)+1 = m′3(i−1)+2 + m′3i + m′3i+1 and m′3(i−1)+2 = m′3i , so m′3(i−1)+1 = 2m′3i + m′3i+1
with m′3i > m′3i+1. Furthermore, m′3i = m′3i+1 + m′3i+2 + m′3i+3 and m′3i+2 = m′3i+3, so m′3i = m′3i+1 + 2m′3i+3
with m′3i+1 > 2m′3i+3. Now, we can repeat the above computation with m′3i+1 and 2m′3i+3 and so on. Hence, Euclid’s
Algorithm applied to m′3i and m′3(i−1)+1 does not stop and they must be rationally independent. Now, reasoning as in
the proof of Proposition 21 we get rat.(Γ ′) = 2 = s(P).
The remaining case r(P) = s(P) is the objective of our next result.
Proposition 24. With the above assumptions and notation, let us assume that N0(P) = 0 and r(P) = s(P), then
rat.(Γ ) = s(P) = r(P)
Proof. There exists a non-negative integer k0 such that s(P) = r(P) = pP (k) for k ≥ k0. As always let us
denote by P ′=k0 P = (p′i j )i, j≥0 the submatrix of P obtained by deleting the first k0 rows and columns of P , i.
e. p′i j = pi+k0, j+k0 , i, j ≥ 0. We have N0(P ′) = 0 and r(P ′) = s(P ′) = r(P) = s(P) = max{pP ′(i); i ≥ 0}.
On the other hand, let us denote by {mi }i≥0 and {m′i }i≥0 the formal multiplicity sequence associated with P and
P ′ respectively and such that m0 = m′0 = 1. We have mk0+i = mk0m′i for i ≥ 0. In particular, Γ = mk0Γ ′ and
rat.(Γ ) = rat.(Γ ′), where Γ and Γ ′ are the subgroups of R generated by {mi }i≥0 and {m′i }i≥0 respectively.
Now, let us consider a sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · of noetherian local regular rings of the
same dimension r(P) = s(P) such that Ri is a quadratic transform of Ri−1 for i ≥ 1 and P ′ is the proximity matrix
associated with the sequence (Ri ).
By Proposition 1, R˜ = ∪i≥0 Ri is a valuation ring, rank(v) = 1 and rat.(v) = r(P) = s(P), where v is the
valuation of R˜. Moreover, by Remark 17 of [12], Γ ′ is the value group of v and rat.(Γ ) = rat.(Γ ′) = s(P) = r(P).

5. Constructions on rational function fields
The objective of this section is to give a positive answer to question (Q3) when R = (k[X1, . . . , Xn])(X1,...,Xn),
where k is a field and X1, . . . , Xn are indeterminates over k, i.e. in the rational function field case.
Throughout this section P = (pi j )i, j≥0 is a formal proximity matrix. For each non-negative integer l ≥ 0,
l P = (pli j )i, j≥0 denotes the submatrix of P obtained by deleting the first l rows and columns of P , i. e. pli j = pi+l, j+l ,
i, j ≥ 0. Note that 0P = P and N0(l P) = 0 for l ≥ N0(P). Moreover, for l ≥ N0(P)we denote by {mli }i≥0 the formal
multiplicity sequence associated with l P such that ml0 = 1 (see Definition 12) and by Γ l the subgroup of the real
numbers generated by {mli }i≥0, i.e. the group associated with l P (see Definition 14). We note that if j ≥ l ≥ N0(P),
then mlj−l+i = mlj−lm ji , i ≥ 0 and Γ l = mlj−lΓ j . Thus, the series
∑
i≥0 m
j
i converges for some non-negative integer
j ≥ N0(P) if and only if the series∑i≥0 mli converges for all l ≥ N0(P).
On the other hand, if R1 is a quadratic transform of R such that R1/M(R1) = R/M(R), then R1 =
(k[Y1, . . . , Yn])(Y1,...,Yn) is also the ring at the origin of the affine n-space. (Y1, . . . , Yn are also indeterminates over k.)
In fact after renumbering X1, . . . , Xn , we may assume that Y1 = X1 and Y j = X jX1 −α j , 2 ≤ j ≤ n, where α j ∈ k for
2 ≤ j ≤ n.
Proposition 25. Let us consider s,m ∈ Z with n ≥ m > s ≥ 1 and let us write R( j) = (k[X1, . . . , X j ])(X1,...,X j )
for j = s,m. Let v(s) be a real rank one valuation of k(X1, . . . , Xs) with valuation ring V (s) dominating R(s) such
that V (s)/M(V (s)) = k. Then there exists a real rank one valuation v(m) of k(X1, . . . , Xm) with valuation ring V (m)
dominating R(m) such that
(a) v(s) is the restriction of v(m) to k(X1, . . . , Xs).
(b) v(s) and v(m) have the same group of values.
(c) P(s) = P(m), where P( j) denotes the proximity matrix associated with (R( j), V ( j)), j = s,m.
(d) m(s)i = m(m)i for i ≥ 0, where {m( j)i }i≥0 is the multiplicity sequence associated with (R( j), V ( j)), j = s,m.
(e) V (m)/M(V (m)) = k.
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Proof. Let (R(s)i ) ≡ R(s) = R(s)0 ⊂ R(s)1 ⊂ · · · ⊂ R(s)i ⊂ · · · be the sequence of regular noetherian local rings such
that R(s)i is the quadratic transform of R
(s)
i−1 along V (s) for i ≥ 1. As V (s)/M(V (s)) = k, we can write
R(s)i =
(
k[X (i)1 , . . . , X (i)s ]
)
(X (i)1 ,...,X
(i)
s )
such that {X (i+1)1 , . . . , X (i+1)s } = {X (i)1 , (X (i)2 /X (i)1 ) − a(i)2 , . . . , (X (i)s /X (i)1 ) − a(i)s } with a(i)j ∈ k for 2 ≤ j ≤ s and
i ≥ 0. Moreover, we can assume that v(s)(X (i)1 ) = m(s)i for i ≥ 0 and X (0)j = X j , 1 ≤ j ≤ s.
We distinguish two cases:
(A) The series
∑
i≥0 m
(s)
i converges.
In this case, let us consider ξ ∈ Γ such that∑i≥0 m0i ≤ ξ , where Γ is the group of values of v(s). By Lemma 1,
Chapitre VI, p. 156 of [6], there exists a unique valuation v(m) of k(X1, . . . , Xm) such that
v(m)
 ∑
0≤is+1+···+im
ais+1,...,in (Xs+1)is+1 . . . (Xm)im
 = min{v(s)(ais+1,...,im )+ (is+1 + · · · + in)ξ ;
0 ≤ is+1 + · · · + im, ais+1,...,im 6= 0}.
Here ais+1,...,im ∈ k(X1, . . . , Xs) for all (is+1, . . . , im). Notice that v(m)(X j ) ≥
∑
i≥0 m0i for s + 1 ≤ j ≤ m and Γ is
the value group of v(m). In particular, V (m) dominates R(m) and V (s)/M(V (s)) = V (m)/M(V (m)) = k. Thus we have
(a), (b) and (e).
On the other hand, let (R(m)i ) ≡ R(m) = R(m)0 ⊂ R(m)1 ⊂ · · · ⊂ R(m)i ⊂ · · · be the sequence of regular noetherian
local rings such that R(m)i is the quadratic transform of R
(m)
i−1 along V (m) for i ≥ 1.
If (R(m)i , X
(i)
j R
(m)
i ) is the strict transform of (R
(m), X j R(m)) in R
(m)
i , then X
(i)
j R
(m)
i 6= R(m)i , i ≥ 0, s+1 ≤ j ≤ m.
In fact, there exists a base (X (i)1 , . . . , X
(i)
m ) of M(R
(m)
i ) such that R
(m)
i /(X
(i)
s+1, . . . X
(i)
m ) = R(s)i for i ≥ 0. This follows
from a direct computation which also allows us to obtain statements (c) and (d).
(B) The series
∑
i≥0 m
(s)
i diverges.
Let k′ be any finite or countable subfield of k such that a(i)j ∈ k′ for 2 ≤ j ≤ s and i ≥ 0. Note that if k′′ is any
finite or countable subfield of k, then k′′({a(i)j }i≥02≤ j≤s) is a finite or countable subfield of k.
Let us write R′ = (k′[X1, . . . , Xs])(X1,...,Xs ) and let v′ be the restriction of v(s) to k′(X1, . . . , Xs). Notice that
the valuation ring V ′ of v′ dominates R′. Moreover, if (R′i ) ≡ R′ = R′0 ⊂ R′1 ⊂ · · · ⊂ R′i ⊂ · · · is the
sequence of regular noetherian local rings such that R′i is the quadratic transform of R′i−1 along V ′ for i ≥ 1, then
R′i = (k′[X (i)1 , . . . , X (i)s ])(X (i)1 ,...,X (i)s ). Therefore, if {m
′
i }i≥0 is the multiplicity sequence associated with (R′, V ′), then
m′i = m(s)i , i ≥ 0 and the series
∑
i≥0 m′i diverges. Thus, V ′ =
⋃
i≥0 R′i (see [12], Proposition 23.) In particular,
V ′/M(V ′) = k′.
Now, let L (resp. L ′) be the completion of k(X1, . . . , Xs) (resp. k′(X1, . . . , Xs)) for the topology defined by
v(s) (resp. v′) and let w (resp. w′) be the valuation of L (resp. L ′) that extends v(s) (resp. v′), see [6] Chapitre VI,
Proposition 5, p. 117. Notice that v(s) (resp. v′) and w (resp. w′) have the same group of values and V (s)/M(V (s)) =
W/M(W ) = k (resp. V ′/M(V ′) = W ′/M(W ′) = k′), where W (resp. W ′) is the valuation ring of w (resp. w′).
Let us consider the set A of all sequences {ai X (0)1 · · · X (i)1 }i≥0 with ai ∈ k′ for all i ≥ 0. As the series∑
i≥0 m
(s)
i =
∑
i≥0 m′i diverges, then
∑
i≥0 ai X
(0)
1 · · · X (i)1 ∈ L ′ ⊂ L for all {ai X (0)1 · · · X (i)1 }i≥0 ∈ A.
On the other hand, the field k′(X1, . . . , Xs) is countable and as the set A is not countable, we can take X j = X (0)j =∑
i≥0 a
j
i X
(0)
1 · · · X (i)1 , s + 1 ≤ j ≤ m, such that X1, . . . , Xs, Xs+1, . . . , Xm are algebraically independent over k′.
We claim that X1, . . . , Xs, Xs+1, . . . , Xm are also algebraically independent over k. To see this, it is enough to
show that X1, . . . , Xs, Xs+1, . . . , Xm remain algebraically independent over k′(y1, . . . , yl), where y1, . . . , yl are a
finite number of elements of k. Moreover, as the adjunction of algebraic elements to k′ could not make algebraically
independent elements dependent, we may assume that y1, . . . , yl ∈ k are algebraically independent over k′. Let us
denote by w′′ the restriction of w′ (or w) to k′(X1, . . . , Xm). Notice that k′ = W ′′/M(W ′′). So, by Proposition 1
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of Chapitre VI, p. 135 of [6], we get that y1, . . . , yl are algebraically independent over k′(X1, . . . , Xm). Therefore,
X1, . . . , Xm are algebraically independent over k.
At this point, we can identify R(m) = R(m)0 = (k[X1, . . . , Xm])(X1,...,Xm ) and take v(m) to be the restriction of w
to k(X1, . . . , Xm). Notice that v(m)(X j ) ≥ v(s)(X1) = m(s)0 = 1 for s + 1 ≤ j ≤ m, v(m), v(s) and w have the same
group of values, V (m) dominates R(m) and V (s)/M(V (s)) = V (m)/M(V (m)) = k. Thus, we have (a), (b) and (e).
On the other hand, let (Ri )(m) ≡ R(m) = R(m)0 ⊂ R(m)1 ⊂ · · · ⊂ R(m)i ⊂ · · · be the sequence of regular noetherian
local rings such that R(m)i is the quadratic transform of R
(m)
i−1 along V (m) for i ≥ 1. We have
R(m)i =
(
k[X (i)1 , . . . , X (i)m ]
)
(X (i)1 ,...,X
(i)
m )
,
where X (i)j =
∑
l≥i a
j
l X
(i)
1 · · · X (l)1 , i ≥ 0. In particular, R(m)i /(X (i)s+1, . . . X (i)m ) = R(s)i for i ≥ 0. This follows from a
direct computation which also allows us to obtain statements (c) and (d). 
Remark 26. In the situation occurring in the above proposition, we note that if the series
∑
i≥0 msi diverges, then
V (s) =⋃i≥0 R(s)i . (See [12], Proposition 23.)
On the other hand, if the series
∑
i≥0 msi converges, then we can take ξ any real number with
∑
i≥0 m0i ≤ ξ and
the same proof as in case (A) allows us to reach statements (a), (c)–(e) as in Proposition 25. We obtain statement (b)
when, in addition, ξ ∈ Γ .
The following result answers (Q3) in the case of rational function fields.
Theorem 27. With the above assumptions and notation, there exists a valuation v of the quotient field k(X1, . . . , Xn)
of R such that V dominates R and P is the proximity matrix associated with (R, V ), where V is the valuation ring of
v. Moreover, the group of values of v is the group associated with P, the multiplicity sequence of (R, V ) is a formal
multiplicity sequence associated with P and V/M(V ) = k.
Proof. Let us write F∞ = {i; hP (i) = ∞} = {i1 < i2 < · · · < i f (P)}. Note that r(P) ≥ f (P) + 1 and
i f (P) + 1 = N0(P). (Here i f (P) = −1 if N0(P) = 0.) We write r(P) = α + f (P).
Let j0 be an integer with j0 > max{i + hP (i); 0 ≤ i < i f (P), i 6∈ F∞}, j0 ≥ N0(P) and pP ( j0) = r(P) =
α + f (P). Note that rP ( j0) = r(P), r(P) ≥ pP (i) for i ≥ j0 and for each integer j ≥ j0 there exists an integer
i ≥ j with pP (i) = r(P) = α + f (P).
First it should be pointed out that r( j0 P) = α = max{p j0 P ( j); j ≥ 0} and N0(
j0 P) = 0. Note that there exists an
integer j1 ≥ 0 with p j0 P ( j) = pP ( j0+ j)− f (P) for j ≥ j1. (Take j1 with j0+ j1 > max{i+hP (i); N0 ≤ i < j0}.)
Let (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · be a sequence of noetherian local regular rings of the same
dimension n such that Ri is a quadratic transform of Ri−1 for i ≥ 1, P is the proximity matrix associated with (Ri )
and Ri/M(Ri ) = k for i ≥ 0. (See Proposition 5.)
We can write R j0 = (k[X ( j0)1 , . . . X ( j0)n ])(X ( j0)1 ,...,X ( j0)n ) such that
Div(R j0) = {(R j0 , X ( j0)l R j0); 1 ≤ l ≤ α + f (P)},
(R j0 , X
( j0)
α+l R j0) is the strict transform of (Ril+1,M(Ril )Ril+1) in R j0 for 1 ≤ l ≤ f (P) and (R j0 , X ( j0)l R j0) is the
strict transform of (Rβl+1,M(Rβl )Rβl+1) in R j0 for 1 ≤ l ≤ α. Notice that max{i1, i2, . . . , i f (P)} < βl < j0, 1 ≤
l ≤ α. Furthermore, we can assume that β1 + hP (β1) ≥ β2 + hP (β2) ≥ · · · ≥ βα + hP (βα).
For γ ≥ 0, let us denote by ωγ the cardinal number of the set {l; 1 ≤ l ≤ α and βl + hP (βl) ≥ j0 + γ }. Note that
ω0 = α, ωγ ≥ ωγ+1 and ωγ = 0 when βl + hP (βl) < j0 + γ , 1 ≤ l ≤ α.
By the definition of j0, we have p j0 P (γ )+ ωγ = pP ( j0 + γ )− f (P), γ ≥ 0.
At this point we fix an integer s ≥ 0 such that α ≤ s ≤ n if r(P) > s(P) and α = s if r(P) = s(P).
Let us write R(s)j0 = (k[X
( j0)
1 , . . . , X
( j0)
s ])
(X
( j0)
1 ,...,X
( j0)
s )
and let (R(s)i ) ≡ R(s)j0 ⊂ R
(s)
j0+1 ⊂ · · · ⊂ R
(s)
j ⊂ · · · be a
sequence of noetherian local regular rings of the same dimension s such that R(s)i is a quadratic transform of R
(s)
i−1 for
i ≥ j0 + 1, j0 P is the proximity matrix associated with (R(s)i ) and R(s)i /M(R(s)i ) = k for i ≥ j0. Furthermore, either
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by Proposition 10 or Remark 7, V (s) = ∪ j≥ j0 R(s)j is a valuation ring such that its associated valuation v(s) has real
rank one and V (s)/M(V (s)) = k.
We claim that we can take the sequence with the following property:
If (R(s)j , Y
( j)
l R
(s)
j ) is the strict transform of (R
(s)
j0
, X ( j0)l R
(s)
j0
) in R(s)j , 1 ≤ l ≤ α, j ≥ j0, then Y ( j)l R(s)j 6= R(s)j for
βl + hP (βl) ≥ j and Y ( j)l R(s)j = R(s)j for βl + hP (βl) < j .
Since ω0 = α, then βα + hP (βα) = j0. Otherwise, rP ( j0) ≥ pP ( j0 + 1) = α + f (P) + 1, which
is a contradiction. Thus, ω1 < ω0 and we can write R
(s)
j0+1 = (k[X
( j0+1)
1 , . . . , X
( j0+1)
s ])
(X
( j0+1)
1 ,...,X
( j0+1)
s )
with
Y ( j0+1)l R
(s)
j0+1 = X
( j0+1)
l R
(s)
j0+1 6= R
(s)
j0+1, 1 ≤ l ≤ ω1 and Y
( j0+1)
l R
(s)
j0+1 = R
(s)
j0+1, ω1 < l ≤ α. Therefore, the
claim follows if ω1 = 0.
Now, we proceed by induction. Let us assume that γ − 1 ≥ 1, ωγ−1 6= 0 and
R(s)j0+γ−1 =
(
k[X ( j0+γ−1)1 , . . . , X ( j0+γ−1)s ]
)
(X
( j0+γ−1)
1 ,...,X
( j0+γ−1)
s )
such that Y ( j0+γ−1)l R
(s)
j0+γ−1 = X
( j0+γ−1)
l R
(s)
j0+γ−1 6= R
(s)
j0+γ−1, 1 ≤ l ≤ ωγ−1 and Y
( j0+γ−1)
l R
(s)
j0+γ−1 = R
(s)
j0+γ+1,
ωγ−1 < l ≤ α.
As p j0 P (γ )+ ωγ = pP ( j0 + γ )− f (P) for γ ≥ 0, we can write
R(s)j0+γ =
(
k[X ( j0+γ )1 , . . . , X ( j0+γ )s ]
)
(X
( j0+γ )
1 ,...,X
( j0+γ )
s )
with Y ( j0+γ )l R
(s)
j0+γ = X
( j0+γ )
l R
(s)
j0+γ 6= R
(s)
j0+γ , 1 ≤ l ≤ ωγ and Y
( j0+γ )
l R
(s)
j0+γ = R
(s)
j0+γ , ωγ < l ≤ α. Therefore, the
claim follows if ωγ = 0. Finally, the claim follows from the fact that ωβ1+hP (β1)− j0+1 = 0.
At this point, we can distinguish two cases:
(A) The series
∑
i≥0 m
N0(P)
i converges.
By Proposition 25, there exists a real rank one valuation v(n), that extends v(s) to k(X ( j0)1 , . . . , X
( j0)
n ) =
k(X1, . . . Xn) such that V (n) dominates R j0 and
j0 P is the proximity matrix associated with (R j0 , V
(n)), where V (n)
is the ring of the valuation v(n). Furthermore, we may assume that Γ N0(P) = mN0(P)j0−N0(P)Γ j0 is the group of values of
v(n).
Without loss of generality, we may assume that R j+1 is the quadratic transform of R j along V (n) for j ≥ j0
and that R j = (k[X ( j)1 , . . . X ( j)n ])(X ( j)1 ,...,X ( j)n ) where (R j , X
( j)
s+l R j ) is the strict transform of (R j0 , X
( j0)
s+l R j0) in R j ,
1 ≤ l ≤ n − s for j ≥ j0. (See case (A) of the proof of Proposition 25.)
It follows immediately that V (n) dominates R, P is the proximity matrix associated with (R, V (s)), Γ N0(P) (the
group associated with P) is the group of values of v(s) and the multiplicity sequence of (R, V ) is a formal multiplicity
sequence associated with P .
(B) The series
∑
i≥0 m
N0(P)
i diverges.
Set r = n − f (P) and let us consider
R(r)j0 =
(
k[X ( j0)1 , . . . , X ( j0)s , X ( j0)s+ f (P)+1, . . . , X ( j0)n ]
)
(X
( j0)
1 ,...,X
( j0)
s ,X
( j0)
s+ f (P)+1,...,X
( j0)
n )
.
By Proposition 25, there exists a real rank one valuation v(r) that extends v(s) to k(X ( j0)1 , . . . , X
( j0)
s ,
X ( j0)s+ f (P)+1, . . . , X
( j0)
n ) and such that V (r) dominates R
(r)
j0
and j0 P is the proximity matrix associated with
(R(r)j0 , V
(r)), where V (r) is the ring of the valuation v(r). Furthermore, we may assume that Γ N0(P) = mN0(P)j0−N0(P)Γ j0
is the group of values of v(r).
If f (P) = 0 there is nothing to do.
If f (P) ≥ 1, let us consider the group Z⊕ mN0(P)j0−N0(P)Γ j0 = Z⊕ Γ N0(P) lexicographically ordered, i.e. the group
associated with P .
By the Proposition of Chap. VI, p.157 of [6], v(r) extends to a valuation v(r+1) of k(X ( j0)1 , . . . , X
( j0)
s ,
X ( j0)s+1, X
( j0)
s+ f (P)+1, . . . , X
( j0)
n ) with v(r+1)(X ( j0)s+1) = (1, 0) and Z ⊕ Γ N0(P) is its group of values. By Lemma
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1 of Chapitre VI p. 156 of [6], we can also extend v(r+1) to a valuation v(n) of k(X ( j0)1 , . . . , X
( j0)
n ) such that
v(n)(X ( j0)s+1) = v(n)(X ( j0)s+2) = · · · = v(n)(X ( j0)s+ f (P)) = (1, 0).
Without loss of generality, we may assume that R j+1 is the quadratic transform of R j along V (n) for j ≥ j0,
where V (n) is the valuation ring of v(n). In this way, we can write R j = (k[X ( j)1 , . . . X ( j)n ])(X ( j)1 ,...,X ( j)n ) such that
(R j , X
( j)
s+l R j ) is the strict transform of (R j0 , X
( j0)
s+l R j0) in R j , 1 ≤ l ≤ f (P) for j ≥ j0.
As above, it follows immediately that V (n) dominates R, P is the proximity matrix associated with (R, V (n)),
Z ⊕ Γ N0(P) (the group associated to P) is the group of values of v(n) and the multiplicity sequence of (R, V ) is a
formal multiplicity sequence associated with P . 
Remark 28. Note that in both cases (A) and (B), we have a sequence (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ R j ⊂ · · ·
of k-algebras such that Ri+1 is the quadratic transform of Ri along V and there exists an integer j0 ≥ 0 such that
for j ≥ j0 there exists a k-subalgebra R′j of R j such that R′j+1 is the quadratic transform of R′j along V ′ and
R′j = (k[X ( j)1 , . . . , X ( j)s ])(X j1 ,...,X js ), where V
′ is the valuation ring of the restriction v′ of v to the quotient field of
R′j0 . Furthermore, rank(v
′) = 1 and V ′ = ⋃ j≥ j0 R′j . In particular, for every valuation w such that its valuation ring
dominates
⋃
i≥0 Ri , it is the case that w is an extension of v′ to the quotient field of R.
On the other hand, if there exists a real rank one valuation such that its valuation ring dominates
⋃
i≥0 Ri , then
there exists a real rank one valuation v0 such that its valuation ring dominates
⋃
i≥0 Ri and v0(z) ≤ w(z) for all real
rank one valuationsw such that their valuation ring dominates
⋃
i≥0 Ri and for all z ∈ R = (k[X1, . . . , Xn])(X1,...,Xn),
provided that 1 = min{w(z); z ∈ M(R)} = min{v0(z); z ∈ M(R)}. Note that if∑i≥0 mi diverges, then ⋃i≥0 Ri is
a valuation ring (whose associated valuation is v0); and if
∑
i≥0 mi converges, then v0 is given by Remark 26 taking
ξ =∑i≥0 mi .
To finish this section we study the case where N0(P) ≥ 1 and hP (i) < ∞ for all i 6= N0(P) − 1 in the case of
rational function fields. Therefore, we assume that P verifies N0(P) ≥ 1 and hP (i) <∞ for all i 6= N0(P)− 1.
Let (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · be a sequence of noetherian local regular rings of the
same dimension n such that Ri is a quadratic transform of Ri−1 for i ≥ 1 and such that P is the proximity
matrix associated with the sequence (Ri ). Furthermore, we assume that Ri/M(Ri ) = k for i ≥ 0. Thus, we can
write Ri = (k[X (i)1 , . . . , X (i)n ])(X (i)1 ,...,X (i)n ) for i ≥ 0 such that M(RN0(P)−1)RN0(P) = X
(N0(P))
n RN0(P) and that
(Ri , X
(i)
n Ri ) is the strict transform of (RN0(P), X
(N0(P))
n RN0(P)) for i ≥ N0(P). In particular, we have the sequence
(R′i ) ≡ R′N0 ⊂ R′N0+1 ⊂ · · · ⊂ R′j ⊂ · · ·, where R′i = (k[X
(i)
1 , . . . , X
(i)
n−1])(X (i)1 ,...,X (i)n−1) = Ri/X
(i)
n Ri for i ≥ N0.
Notice that R′i+1 is a quadratic transform of R′i for i ≥ N0(P) and that N0(P)P = P ′ is the proximity matrix associated
with the sequence (R′i ).
As N0(P ′) = 0, let {mi }i≥0 be the formal multiplicity sequence associated with P ′ such that m0 = 1.
Proposition 29. With the above assumptions and notation, the following statements are equivalent:
(a) R˜ =⋃i≥0 Ri is a valuation ring.
(b) The series
∑
i≥0 mi diverges and there exists a real rank one valuation v′ such that its valuation ring V ′ dominates
R˜′ =⋃i≥N0(P) R′i .
Proof. First let us assume that R˜ is a valuation ring. We will see that R˜′ is a valuation ring such that its associated
valuation v′ has real rank one. For this we will use the characterization given in [10], Theorem 13.
Let us assume that there exists i0 ≥ N0(P) such that R˜′ ⊂ (R′i0)p0 , where p0 is a height one prime ideal of R′i0 .
We can write p0 = f0R′i0 with f0 an irreducible element of R′i0 . Therefore, we have f
(i)
0 R
′
i 6= R′i for i ≥ i0, where
(R′i , f
(i)
0 R
′
i ) is the strict transform of (R
′
i0
, f0R′i0) in R
′
i for i ≥ i0.
In particular, (Ri , f
(i)
0 Ri ) is the strict transform of (Ri0 , f0Ri0) in Ri for i ≥ i0 and f (i)0 Ri 6= Ri for i ≥ i0. Thus,
R˜ ⊂ (Ri0) f0Ri0 and always R˜ ⊂ (Ri0)X (i0)n Ri0 . Hence by Theorem 13 of [10], R˜ is not a valuation ring, which is a
contradiction.
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Therefore, the sequence (R′i ) switches strongly infinitely (i.e. there does not exist an integer j ≥ N0 and a height
one prime ideal p ⊂ R′j with the property that R˜′ ⊂ (R′j )p (see [16], p. 314)). In particular, R˜′ is a valuation ring
whose associated valuation v′ has real rank one.
Furthermore, since P ′ is the proximity matrix associated with (R′N0(P), R˜
′), then {mi }i≥N0 is the multiplicity
sequence associated with (R′N0(P), R˜
′). If the series
∑
i≥0 mi converges, reasoning as in case (A) of the proof of
Proposition 25, there exist infinitely many valuations (of real rank one) v∗ of k(X1, . . . , Xn) such that v′ is the
restriction of v∗ to the quotient field of R′N0(P) and V
∗ dominates R˜, where V ∗ is the valuation ring of v∗. (There
exists such a valuation for each non-negative real number ξ such that ξ and {mi }i≥N0 are rationally independent.)
Therefore, R˜ is not a valuation ring, which is a contradiction and this proves (a) H⇒ (b).
Now, let us assume that the series
∑
i≥0 mi diverges and there exists a real rank one valuation v′ such that its
valuation ring V ′ dominates R˜′ =⋃i≥N0 R′i . We note that R′i+1 is the quadratic transform of R′i along V ′, i ≥ N0(P).
In particular, P ′ is the proximity matrix associated with (R′N0(P), V
′). Without loss of generality, we can assume that
min{v′(z); z ∈ M(RN0(P)) − {0}} = 1. Thus, {mi }i≥N0(P) is the multiplicity sequence associated with (R′N0(P), V ′).
Hence, R˜′ = V ′ by Proposition 23 of [12].
Let V be any valuation ring of k(X1, . . . , Xn) dominating R˜, then V ∩ k(X (N0(P))1 , . . . , X (N0(P))n−1 ) = V ′ = R˜′.
Moreover, if f ∈ RN0(P), then f = (X (N0(P))n )s( f ′ + X (N0(P))n f ′′), where f ′ ∈ R′N0(P) and f ′′ ∈ RN0(P). Thus,
v( f ) = sv(X (N0(P))n ) + v′( f ′), where v is the valuation of V . As the series {mi }i≥N0(P) diverges, the value group
of v is isomorphic to Z ⊕ Γ (lexicographically ordered), where Γ is the value group of v′. Therefore, we can apply
Proposition 3, p. 99 of [6] to obtain the result that there exists one and only one valuation ring V of k(X1, . . . , Xn)
dominating R˜. Hence, by Proposition 5 of [12] we have V = R˜ and this proves (b) H⇒ (a). 
6. Structure of valuations in zero characteristic
Let R be an equicharacteristic regular noetherian local ring of zero characteristic and dim(R) = n ≥ 1. Let v be a
zero-dimensional valuation of the quotient field K (R) of R such that its valuation ring V dominates R. Let us denote
by (Ri ) ≡ R = R0 ⊂ R1 ⊂ · · · ⊂ Ri ⊂ · · · the sequence of regular noetherian local rings of the same dimension n
such that Ri+1 is the quadratic transform of Ri along V , i ≥ 0.
For each non-negative integer i ≥ 0, let v̂i be an extension of v to the completion R̂i of Ri such that v̂i is the
restriction of v̂i+1 to R̂i and let V̂i be the valuation ring of v̂i . Moreover, for each j ≥ 0 we consider the sequence
([R̂ j ]i ) ≡ R̂ j = [R̂ j ]0 ⊂ [R̂ j ]1 ⊂ · · · ⊂ [R̂ j ]i ⊂ · · · of regular noetherian local rings of the same dimension n
such that [R̂ j ]i+1 is the quadratic transform of [R̂ j ]i along V̂ j for i ≥ 0. Notice that R̂ j+i = [̂Rˆ j ]i for each i, j ≥ 0.
Furthermore, let us consider the field K̂ = ⋃i≥0 K (R̂i ), where K (R̂i ) is the quotient field of R̂i , i ≥ 0. Then there
exists a valuation v̂ of K̂ such that v̂i is the restriction of v̂ to K (R̂i ), i ≥ 0. Finally, as R is an equicharacteristic ring,
we can write R̂i = ki [[X (i)1 , . . . , X (i)n ]], where ki is a coefficient field of R̂i , i ≥ 0. Moreover, as R has characteristic
zero, we can assume that ki ⊂ ki+1 for i ≥ 0.
Proposition 30. With the above assumptions and notation, let us assume that there exists a non-negative integer j0
and f ∈ R̂ j0 such that fi [R̂ j0 ]i 6= [R̂ j0 ]i for i ≥ 0, where ([R̂ j0 ]i , fi [R̂ j0 ]i ) is the strict transform of (R̂ j0 , f R̂ j0)
in [R̂ j0 ]i , i ≥ 0. Then there exists a non-negative integer j1 ≥ j0 and Y ∈ R̂ j1 such that OrdR̂ j1 (Y ) = 1 and
Y (i)[R̂ j1 ]i 6= [R̂ j1 ]i for i ≥ 0, where ([R̂ j1 ]i , Y (i)[R̂ j1 ]i ) is the strict transform of (R̂ j1 , Y R̂ j1) in [R̂ j1 ]i , i ≥ 0.
Moreover, R̂ j1+i = k j1+i [[Y (i), Z ( j1+i)2 , . . . , Z ( j1+i)n ]] with Z ( j1+i)l ∈ R j1+i , 2 ≤ l ≤ n, i ≥ 0
Proof. First we note that we can assume that f is an irreducible element of R̂ j0 , thus fi is an irreducible element
of [R̂ j0 ]i . (See Lemma 2 and Remark 3 of [11].) Furthermore, there exists a non-negative integer j1 ≥ j0 such that
Ord[R̂ j1 ]i fi = Ord[R̂ j1 ]i+1( fi+1) = d for i ≥ 0.
By the Weierstrass Preparation Theorem (and perhaps after a linear change of variables) we can write R̂ j1 =
k j1 [[Y, Z ( j1)2 , . . . , Z ( j1)n ]] and f j1− j0 = Y d +
∑d
i=1 ai (Z
( j1)
2 , . . . , Z
( j1)
n )Y d−i with ai ∈ k j1 [[Z ( j1)2 , . . . , Z ( j1)n ]].
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Note that we can take Z ( j1)2 , . . . , Z
( j1)
n ∈ M(R j1). Moreover, we can assume that a1 = 0 after changing Y by
Y + (1/d)a1(Z ( j1)2 , . . . , Z ( j1)n ).
At this point we can apply Lemma 10.7 of [3], to get Y (1)[R̂ j1 ]1 6= [R̂ j1 ]1. In particular, we can write
R̂ j1+1 = k j1+1[[Y (1), Z ( j1+1)2 , . . . , Z ( j1+1)n ]] and
f j1− j0+1 = (Y (1))d +
d∑
i=1
a1i (Z
( j1+1)
2 , . . . , Z
( j1+1)
n )(Y
(1))d−i
with a11 = 0 and a1i ∈ k j1+1[[Z ( j1+1)2 , . . . , Z ( j1+1)n ]], 1 ≤ i ≤ d. We also note that we can take Z ( j1+1)2 , . . . , Z ( j1+1)n ∈
M(R j1+1). Therefore, by Lemma 10.7 of [3] we get Y (2)[R̂ j1+1]1 6= [R̂ j1+1]1. In particular, Y (2)[R̂ j1 ]2 6= [R̂ j1 ]2 and
repeated application of Lemma 10.7 of [3] enables us to obtain the result. 
Remark 31. Let us write S j1 = k j1 [[Z ( j1)2 , . . . , Z ( j1)n ]] and let V ′j1 be the valuation ring of the restriction v′j1 of v̂ j1
to k j1((Z
( j1)
2 , . . . , Z
( j1)
n )). Let ([S j1 ]i ) ≡ S j1 = [S j1 ]0 ⊂ [S j1 ]1 ⊂ · · · ⊂ [S j1 ]i ⊂ · · · be the sequence of regular
noetherian local rings of the same dimension n − 1 such that [S j1 ]i+1 is the quadratic transform of [S j1 ]i along V ′j1 ,
i ≥ 0. The formal completion of [S j1 ]i is then [̂S j1 ]i = k j1+i [[Z ( j1+i)2 , . . . , Z ( j1+i)n ]].
Theorem 32. With the above assumptions and notation, there exist non-negative integers j0 ≥ 0 and s such that
(1) 0 ≤ s ≤ n − 1.
(2) R̂i = ki [[Y (i)1 , . . . , Y (i)s , Z (i)s+1, . . . , Z (i)n ]] with Z (i)r ∈ Ri , s + 1 ≤ r ≤ n, i ≥ j0 and ([R̂ j0 ]h, Y ( j0+h)l [R̂ j0 ]h) is
the strict transform of (R̂ j0 , Y
( j0)
l R̂ j0) in [R̂ j0 ]h , 1 ≤ l ≤ s, h ≥ 0.
(3)
⋃
i≥0[S j0 ]i = V ′j0 is the valuation ring of the restriction v′j0 of v̂ j0 to the field k j0((Z
( j0)
s+1, . . . , Z
( j0)
n )), where
S j0 = k j0 [[Z ( j0)s+1, . . . , Z ( j0)n ]] and [S j0 ]i+1 is the quadratic transform of [S j0 ]i along V ′j0 , i ≥ 0. Moreover, v′j0
has real rank one and [̂S j0 ]i = k j0+i [[Z ( j0+i)s+1 , . . . , Z ( j0+i)n ]], i ≥ 0.
(4)
⋃
i≥0 [̂S j0 ]i =
⋃
i≥0 k j0+i [[Z ( j0+i)s+1 , . . . , Z ( j0+i)n ]] is a valuation ring of the field
⋃
i≥0 k j0+i ((Z
( j0+i)
s+1 , . . . ,
Z ( j0+i)n )).
Proof. We have two possibilities:
(A) For all j ≥ 0 and for all f ∈ R̂ j there exists i ≥ 0 such that fi [R̂ j ]i = [R̂ j ]i , where ([R̂ j ]i , fi [R̂ j ]i ) is the
strict transform of (R̂ j , f R̂ j ) in [R̂ j ]i , i ≥ 0.
In this case, j0 = 0, s = 0 and R̂ = R̂0 = S0 and we have [R̂0]i = [S0]i , i ≥ 0. By Theorem 13 of [10],⋃
i≥0[S0]i = V̂0 is the valuation ring of v̂0 = v′0 and rank(v̂′0) = 1. This shows (1)–(3).
To see (4), we note that for each j ≥ 0, ⋃i≥0[R̂ j ]i is a valuation ring by Theorem 13 of [10]. Let us consider
a ∈ ⋃i≥0 ki ((Z (i)1 , . . . , Z (i)n )), then a ∈ k j ((Z ( j)1 , . . . , Z ( j)n )) for some j ≥ 0. Thus, either a ∈ ⋃i≥0[R̂ j ]i or
a−1 ∈⋃i≥0[R̂ j ]i and as⋃i≥0[R̂ j ]i ⊂⋃i≥0 R̂i , then⋃i≥0 R̂i =⋃i≥0 [̂S0]i is a valuation ring.
(B) There exists l0 ≥ 0 and f ∈ R̂l0 such that fi [R̂l0 ]i 6= [R̂l0 ]i for i ≥ 0, where ([R̂l0 ]i , fi [R̂l0 ]i ) is the strict
transform of (R̂l0 , f R̂l0) in [R̂l0 ]i , i ≥ 0.
By Proposition 30, there exists a non-negative integer l1 ≥ l0 and Y (l1)1 ∈ R̂l1 such that OrdR̂l1 (Y
(l1)
1 ) = 1 and
Y (i)1 [R̂l1 ]i 6= [R̂l1 ]i for i ≥ 0, where ([R̂l1 ]i , Y (i)1 [R̂l1 ]i ) is the strict transform of (R̂l1 , Y (l1)1 R̂l1) in [R̂l1 ]i , i ≥ l1.
Therefore, R̂l1+i = kl1+i [[Y (i)1 , Z (l1+i)2 , . . . , Z (l1+i)n ]] with Z (l1+i)k ∈ M(Rl1+i ), 2 ≤ k ≤ n, i ≥ 0.
Let us write Tl1 = kl1 [[Z (l1)2 , . . . , Z (l1)n ]] and let w be the restriction of v̂ to kl1((Z (l1)2 , . . . , Z (l1)n )). We have the
sequence ([Tl1 ]i ) ≡ Tl1 = [Tl1 ]0 ⊂ [Tl1 ]1 ⊂ · · · ⊂ [Tl1 ]i ⊂ · · · of regular noetherian local rings of the same
dimension n − 1 such that [Tl1 ]i+1 is the quadratic transform of [Tl1 ]i along the valuation ring W of w. Notice that
[̂Tl1 ]i = kl1+i [[Z (l1+i)2 , . . . , Z (l1+i)n ]]. Now, we can repeat the above reasoning with the sequence ([Tl1 ]i ) and w.
Hence, the Theorem follows after, say s, steps (s ≤ n − 1). Note that the reasoning ends when we are in the situation
of case (A). 
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Remark 33. Obviously if k is an algebraically closed field, then Ri/M(Ri ) = k for all i ≥ 0. Furthermore, it is easy
to see that
⋃
j≥ j0 Ŝ j is the valuation ring of the restriction v̂
′ of v̂ to the field
⋃
j≥ j0 k((Z
( j)
s+1, . . . , Z
( j)
n )) and that
rank(v̂′) = 1.
On the other hand, if P is the proximity matrix associated with (R, V ), we can take j0 ≥ N0(P). Thus, j0 P
is the proximity matrix associated with (S j0 , V
′
j0
), where j0 P denotes the infinite submatrix of P obtained by
deleting the first j0 rows and columns of P . In particular, if {m( j0)i }i≥0 is the multiplicity sequence associated
with (S j0 , V
′
j0
) such that m( j0)0 = 1 and the series
∑
i≥0 m
( j0)
i converges, then we have the extension w of v
′
j0
to
k(Y ( j0)1 , . . . , Y
( j0)
s , Z
( j0)
s+1, . . . , Z
( j0)
n ) with w(Y
( j0)
l ) =
∑
i≥0 m
( j0)
i , 1 ≤ l ≤ s. (See Remarks 26 and 28.) Now, w
has a unique extension ŵ to k((Y ( j0)1 , . . . , Y
( j0)
s , Z
( j0)
s+1, . . . , Z
( j0)
n )) and we can consider the restriction w′ of ŵ to
k(Z ( j0)1 , . . . , Z
( j0)
n ) = k(X (0)1 , . . . , X (0)n ). In particular, if R = (k[X (0)1 , . . . , X (0)n ])(X (0)1 ,...,X (0)n ) (rational function field
case), then w′( f ) ≤ u( f ) for each f ∈ R and for each real rank one zero-dimensional valuation u of k(X1, . . . , Xn)
such that its valuation ring U dominates
⋃
i≥0 Ri , i.e. w′ is minimal among the rank one zero-dimensional valuations
dominating
⋃
i≥0 Ri .
References
[1] S.S. Abhyankar, On the valuations centered in a local domain, Amer. J. Math. 79 (1956) 321–348.
[2] S.S. Abhyankar, Ramification Theoretic Methods in Algebraic Geometry, in: Annals of Mathematics Studies, vol. 43, Princeton University
Press, 1994.
[3] S.S. Abhyankar, Good Points of a Hypersurface, Adv. Math. 68 (2) (1956) 87–256.
[4] S.S. Abhyankar, Resolution of Singularities of Embedded Algebraic Surfaces, Springer-Verlag, New York Inc., 1998.
[5] J. Aparicio, A. Granja, T. Sa´nchez-Giralda, On proximity relations for valuations dominating a two-dimensional local regular ring, Rev. Math.
Iber. 15 (3) (1999) 621–634.
[6] N. Bourbaki, Alge`bre Commutative, Masson, Paris, 1985 (Chapitres 5 a` 7).
[7] F. Delgado, C. Galindo, A. Nu´n˜ez, Saturation for valuations on two-dimensional local regular rings, Math. Z. 234 (2000) 519–550.
[8] F. Enriques, O. Chisini, Lezioni sulla teoria geometrica delle equazioni e delle funcioni algebriche, vol. II, N. Zanichelli, Bologna, 1918.
[9] A. Granja, Valuations of k((X1, . . . , Xn)) with preassigned group of values, J. Algebra Appl. 3 (4) (2004) 453–468.
[10] A. Granja, Valuations determined by quadratic transforms of a regular ring, J. Algebra 280 (2) (2004) 699–718.
[11] A. Granja, C. Rodrı´guez, Proximity relations for real rank one valuations dominating a local regular ring, Rev. Math. Iber. 19 (2) (2003)
393–412.
[12] A. Granja, M.C. Martı´nez, C. Rodrı´guez, Valuations dominating regular local rings and proximity relations, J. Pure Appl. Algebra 209 (2007)
371–382.
[13] H. Hironaka, Certain numerical characters of singularities, J. Math. Kyoto Univ. 10 (1) (1970) 151–187.
[14] J. Lipman, Proximity inequalities for completes ideals in two-dimensional regular local rings, in: Contemporary Math., vol. 159, 1994,
pp. 293–306.
[15] M. Nagata, Local Rings, Inter. Pub., 1962.
[16] D.L. Shannon, Monoidal transforms of regular rings, Amer. J. Math. 45 (1973) 284–320.
[17] M. Spivakovsky, Valuations in function fields of surfaces, Amer. J. Math. 112 (1990) 107–156.
[18] M. Vaquie´, Valuations, in: Resolution of Singularities, in: Progress in Math., vol. 181, Birkha¨user, 2000, pp. 540–590.
