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Abstract
The current paper is devoted to the study of coupled oscillators with recurrent/random forcing.
Special attention is given to the solutions having the same recurrence/randomness as that of the forc-
ing (recurrent/random solutions for short). By embedding coupled oscillators into coupled parabolic
equations, it establishes a general theorem on the existence of recurrent/random solutions. It also
finds conditions under which such solutions are unique. When the recurrent forcing is actually quasi-
periodic or almost periodic, recurrent solutions are refereed to as quasi-periodic or almost periodic
solutions in a weak sense and they are quasi-periodic or almost periodic in the classical sense under
the uniqueness conditions. In addition, applications of the general theory to coupled Duffing type
oscillators and Josephson junctions are considered and the results obtained extend several existing
ones for quasi-periodic Duffing oscillators.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The current paper is devoted to the study of the following coupled oscillators with re-
current forcing:
(un)xx + κn(un)x + fn(un)−Ln(un−1, un,un+1)= pn(x), (1.1)
E-mail address: wenxish@mail.auburn.edu.
1 Partially supported by NSF Grant DMS-0103381.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2003.09.014
W. Shen / J. Math. Anal. Appl. 288 (2003) 586–605 587where x ∈ R, 1  n  N , un ∈ R, u0 = uN+1 = 0, κn’s are constants, fn’s are smooth
functions, Ln(un−1, un,un+1) = αn−1un−1 − βnun + γn+1un+1 with αn,βn, γn  0 and
α0 = γN+1 = 0, and pn’s are smooth, bounded and recurrent functions (see Section 2 for
definition), which include the cases that pn’s are periodic, quasi-periodic, and almost peri-
odic functions, and to the study of the following coupled oscillators with random forcing:
(un)xx + κn(un)x + fn(un)−Ln(un−1, un,un+1)= gn(θxω), (1.2)ω
where 1  nN , κn, fn, Ln are as in (1.1), and ω ∈Ω , (Ω,F ,P) is a probability space
and ((Ω,F ,P), (θx)x∈R) is a metric dynamical system (see [1] for detail), and gn :Ω→R
is measurable, for each ω ∈Ω , gn(θxω) is a smooth and bounded function of x .
Systems (1.1) and (1.2)ω govern the couple of finite many simple vibrations which can
be found in many physical processes. For example, if fn(un)= anun + bnu3n (an, bn = 0),
(1.1) ((1.2)ω) represents coupled Duffing oscillators. For fn(un) = sinun, (1.1) ((1.2)ω)
represents coupled Josephson junctions. (1.1) and (1.2)ω may also arisen from discretiza-
tion in y variable of the following wave equations:
uxx(x, y)+ kux(x, y)− uyy(x, y)+ f
(
u(x, y)
)= p(x, y)
and
uxx(x, y)+ kux(x, y)− uyy(x, y)+ f
(
u(x, y)
)= g(θxω,y),
respectively, where u ∈R. When κn = 0 and αn = γn+1 (1 nN − 1), (1.1) and (1.2)ω
are Lagrangian systems of form
uxx = ∂V (x,u)
∂u
and
uxx = ∂W(θxω,u)
∂u
,
respectively, where u= (u1, u2, . . . , uN),
V (x,u)=−
N∑
n=1
un∫
fn(s) ds + 12
N∑
n=1
(
αn−1un−1un − βnu2n + γn+1unun+1
)
+
N∑
n=1
pn(x)un
and
W(θxω,u)=−
N∑
n=1
un∫
fn(s) ds + 12
N∑
n=1
(
αn−1un−1un − βnu2n + γn+1unun+1
)
+
N∑
n=1
gn(θxω)un.
Periodically forced oscillators and Lagrangian systems are often used to analyze the dy-
namics of practical systems and have been widely studied ([9,26,27,30,32], etc.). However,
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odic, or are irregular. Such influences can arise from the superposition of several external
periodic forces with different, noncommensurate periods, or from various kind noise, and
so on. Systems with such influences are characterized more appropriately by recurrent or
random/stochastic equations. In this paper, we will focus on coupled recurrent and random
oscillators of form (1.1) and (1.2)ω. Recurrence of p = (p1,p2, . . . , pN) in (1.1) is char-
acterized in terms of its hull H(p) (see Definition 2.2). To study (1.1), we shall therefore
study
(un)xx + κn(un)x + fn(un)−Ln(un−1, un,un+1)= qn(x) (1.1)q
for all q = (q1, q2, . . . , qN) ∈ H(p). Our objective is to study the existence of solutions
of {(1.1)q}q∈H(p) which have same recurrence as that of p = (p1,p2, . . . , pN) (recurrent
solution for short) and the existence of solutions of {(1.2)ω}ω∈Ω which have same ran-
domness as that of g = (g1, . . . , gN) (random solution for short) (see Definition 3.1 for
detail).
When p = (p1,p2, . . . , pN) in (1.1) is quasi-periodic (almost periodic), quasi-periodic
(almost periodic) solutions of (1.1) in certain sense have been studied by many authors
for several special cases ([2–8,18–24,28,33,39,43], etc.), including the case that (1.1) is
a single oscillator without damping (N = 1, κ1 = 0), the case that (1.1) is a Lagrangian
system, etc. Most existing approaches are either based on so called Diophantine conditions
([18–24,28], etc.) or are kind variational approaches ([2–7,43], etc.). We shall carry out our
study by introducing a parabolic type PDE approach. That is, instead of studying (1.1)q
and (1.2)ω, we study
(vn)t = (vn)xx + κn(vn)x + fn(vn)−Ln(vn−1, vn, vn+1)− qn(x) (1.3)q
and
(vn)t = (vn)xx + κn(vn)x + fn(vn)−Ln(vn−1, vn, vn+1)− gn(θxω), (1.4)ω
where 1  n  N , t  0, x ∈ R. Clearly, a stationary solution vn(t, x)= un(x) of (1.3)q
((1.4)ω) gives rise to a solution of (1.1)q ((1.2)ω). Applying comparison principles for
parabolic systems and cooperative systems of ordinary differential equations and theories
for compact flows and almost periodic and almost automorphic functions, we will establish
a general existence theory of recurrent solutions of {(1.1)q}q∈H(p) and random solutions of
{(1.2)ω}ω∈Ω (Theorems A–C) and consider its applications to coupled Duffing oscillators
(Theorems D and E) and coupled Josephson junction (Theorem F).
We remark the following. Recurrent solutions of {(1.1)q}q∈H(p) yields simplest solu-
tions of (1.1), which are stationary ones when (1.1) is independent of x and periodic ones
when (1.1) is periodic in x . When p = (p1,p2, . . . , pN) in (1.1) is quasi-periodic (almost
periodic), recurrent solutions are referred to as quasi-periodic (almost periodic) ones in
a weak sense. They are quasi-periodic (almost periodic) solutions in the classical sense
under appropriate conditions (Theorem A). Our approach does not assume Diophantine
conditions and can be applied to both a single oscillator as well as coupled oscillators with
or without damping. It can also be applied to the following more general coupled oscilla-
tors:
(un)xx −Ln(un−1, un,un+1)= fn
(
x,un, (un)x
) (1.5)
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(un)xx −Ln(yn−1, un,un+1)= gn
(
θxω,un, (un)x
)
. (1.6)
The results of this paper extend several existing ones in [2–5,7,28,39].
We also remark that, as mentioned above, when fn(un)= sinun, (1.1) ((1.2)ω) repre-
sents coupled Josephson junctions. More precisely, (1.1) ((1.2)ω) with fn(un)= sinun de-
scribes the dynamics of a finite array of Josephson junctions with nearest neighbor coupling
and time dependent forcing (see [15,16,34], etc.). Both, coupled Josephson junctions with
constant forcing and a single Josephson junction with time dependent forcing, have been
studied by many authors (see [13,15,16,19,20,31,34,36], etc.). However, coupled Joseph-
son junctions with general time dependent forcing have been rarely studied. Theorem F is
to explore the simplest dynamics, i.e., the simplest time dependent modes, in such coupled
Josephson junctions. The simplest dynamics has important impacts on complicated dy-
namics and therefore is worth to be further studied. For example, transversal intersections
of stable and unstable manifolds of simplest time dependent modes would yield chaotic dy-
namics (see [34]). Besides, it should be mentioned that (1.1) ((1.2)ω) with fn(un)= sinun
arises in many other physical systems (see [20,21,25], etc.) and Theorem F can then be
applied directly to such systems. For example, it describes the dynamics of a finite array
of pendula with nearest neighbor coupling and time dependent external torque (see [20]).
The paper is organized as follows. In Section 2, we review some definitions and prop-
erties about compact flows and quasi-periodic, almost periodic, almost automorphic, and
recurrent functions, and review some random fixed point theorem. We introduce the con-
cepts of recurrent/random solutions and state our main results in Section 3. In Section 4,
we present some comparison propositions for the solutions of systems (1.3)q and (1.4)ω
and related cooperative systems of ordinary differential equations. Sections 5 and 6 are
devoted to the proofs of the main results.
2. Compact flows, quasi-periodic, almost periodic, almost automorphic and
recurrent functions, and random fixed point theorem
In this section, we review some definitions and properties about compact flows and
quasi-periodic, almost periodic, almost automorphic and recurrent functions, and review
some random fixed point theorem to be used in later sections. Throughout the paper,
Cunif(R,Rk) (k ∈N) denotes the following set of functions:
Cunif(R,R
k)= {u :R→Rk | u is bounded and uniformly continuous}
with open compact topology.
Let (Y,R), (Z,R) be two dynamical systems (i.e., flows) with Y,Z being compact met-
ric spaces.
Definition 2.1. A continuous map P :Y → Z is said to be a flow homomorphism from
(Y,R) to (Z,R) if P(Y )=Z, and P(y · t)= P(y) · t for any y ∈ Y and t ∈R.
Definition 2.2. (1) Let f ∈Cunif(R,Rk). Then H(f )= cl{θξf | ξ ∈R} with open compact
topology is called the hull of f , where θξf (x)= f (x + ξ) and the closure is taken under
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g ∈H(f ) and x ∈R.
(2) A function f ∈ Cunif(R,Rk) is said to be quasi-periodic if there are real num-
bers ω1, . . . ,ωK , which are rationally independent, and there is a continuous function
F(θ1, . . . , θK), which is 2π -periodic in each variable, such that f (x)= F(ω1x, . . . ,ωKx).
(3) A function f ∈ Cunif(R,Rk) is said to be almost periodic if for any sequences
{α′n}, {β ′n} ⊂R, there are subsequences {αn} ⊂ {α′n}, {βn} ⊂ {β ′n} such that
lim
m→∞ limn→∞f (x + αn + βm)= limn→∞f (x + αn + βn)
pointwise for x ∈R.
(4) A function f ∈ Cunif(R,Rk) is said to be almost automorphic if for any sequence
{α′n} ⊂R, there is a subsequence {αn} ⊂ {α′n} such that
lim
m→∞ limn→∞f (x + αn − αm)= f (x)
pointwise for x ∈R.
(5) A function f ∈ Cunif(R,Rk) is said to be recurrent if (H(f ),R) is minimal.
(6) Let f ∈ Cunif(R,R) be quasi-periodic (almost periodic, almost automorphic), and
f (x)∼
∑
λ∈R
aλe
iλx (2.1)
be a Fourier series of f (see [41,42] for the definition and existence of Fourier series).
Then S(f ) = {λ: aλ = 0} is called the Fourier spectrum of f associated to the Fourier
series (2.1), and M(f ) = the smallest additive subgroup of R containing S(f ) is called
the frequency module of f .
Notice that S(f ) may depend on the chosen Fourier series (2.1), but M(f ) is inde-
pendent of that series (see [42]). Notice also that if f is quasi-periodic, then it is almost
periodic, if f is almost periodic, then it is almost automorphic, and if f almost automor-
phic, then it is recurrent. If f is quasi-periodic (almost periodic), then so is g for any
g ∈H(f ). If f is almost automorphic, then so is g for residually many g ∈H(f ) [41,42].
Lemma 2.1 [38,41,42]. Suppose that P :Y → Z is a flow homomorphism and h :Z→ 2Y
is defined by h(z)= P−1(z). There is a residual invariant subset Z0 ⊂Z such that h(z) is
continuous at z ∈Z0 with respect to the Hausdorff metric of 2Y . In particular, for any z0 ∈
Z0, z ∈ Z, and {tn} ⊂ R, if z · tn → z0, then for any y0 ∈ P−1(z0), there is {yn} ⊂ P−1(z)
such that yn · tn→ y0.
Lemma 2.2 [11,42]. Let f (x) and g(y) (f ∈ C(R,RN), g ∈ C(R,RK)) be two almost
periodic (almost automorphic) functions. Then M(g) ⊂M(f ) if and only if for each
sequence {αn} ⊂ R, if limn→∞ f (x + αn) = f (x) uniformly for x in bounded sets, then
limn→∞ g(x + αn)= g(x) uniformly for x in bounded sets.
Lemma 2.3 [29,35,40]. Let (S, d) be a separable complete metric space, (Ω,F) a measur-
able space, and F :Ω×S→ S a random continuous hemicompact map (that is, F(ω, s) is
measurable in ω and continuous in s, and for given ω ∈Ω , any {sn} ⊂ S has a convergent
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fixed point (that is, a function φ :Ω→ S such that F(ω,φ(ω))= φ(ω)) iff F has a random
fixed point (that is, a measurable function φ :Ω→ S such that F(ω,φ(ω))= φ(ω)).
3. Main results
In this section, we introduce the concepts of recurrent solutions of {(1.1)q}q∈H(p) and
random solutions of {(1.2)ω}ω∈Ω and state our main results. Let X = Cunif(R,RN) with
open compact topology.
Definition 3.1. (1) We call φ :H(p)→X a recurrent solution of {(1.1)q}q∈H(p) with same
recurrence as that of p (recurrent solution for short) if it is continuous at residually many
q ∈H(p) and u(x)= φ(q)(x)≡ φ(θxq)(0) is a solution of (1.1)q for any q ∈H(p).
(2) When p = (p1,p2, . . . , pN) in (1.1) is quasi-periodic (almost periodic), a recurrent
solution φ :H(p)→ X of {(1.1)q}q∈H(p) is referred to as a quasi-periodic (almost peri-
odic) solution in a weak sense. If in addition φ(q) is continuous at every q ∈ H(p), it is
refereed to as a quasi-periodic (almost periodic) solution in the classical sense (see Theo-
rem A for properties of quasi-periodic (almost periodic) solutions in a weak sense or in the
classical sense).
(3) We call φ :Ω→X a random solution of {(1.2)ω}ω∈Ω with same randomness as that
of g = (g1, g2, . . . , gN) if it is measurable and u(x)= φ(ω)(x)≡ φ(θxω)(0) is a solution
of (1.2)ω for any ω ∈Ω .
(4) Suppose that Ω is a compact metric space. A function φ :Ω → R is said to be
lower (upper) semi-continuous at ω0 ∈Ω if for any ωn→ ω0, lim infn→∞ φ(ωn) φ(ω0)
(lim supn→∞ φ(ωn) φ(ω0)).
For convenience in notation, we define the following two orderings in X. Given u1 =
(u11, u
1
2, . . . , u
1
N), u
2 = (u21, u22, . . . , u2N) ∈X,
u1 1 u2 if u1n(x) u2n(x) for 1 nN, x ∈R, (3.1)
and
u1 2 u2 if
{
u1n(x) u2n(x) for odd n, 1 nN, x ∈R,
u1n(x) u2n(x) for even n, 1 nN, x ∈R.
(3.2)
Our main results read as follows.
Theorem A. Consider (1.1) and suppose that φ :H(p)→X is a bounded recurrent solu-
tion.
(1) If p = (p1,p2, . . . , pN) is periodic of period σ , then so is φ(q) for any q ∈H(p).
(2) If p = (p1,p2, . . . , pN) is quasi-periodic (hence φ :H(p)→ X is quasi-periodic
in a weak sense), then u(x) = φ(q)(x) is almost automorphic and M(φ(q)) ⊂M(p)
for residually many q ∈ H(p). Moreover, suppose that p(x) = P(ω1x,ω2x, . . . ,ωKx),
where ω1,ω2, . . . ,ωK ∈ R are rationally independent and P(θ1, θ2, . . . , θK) is 2π -
periodic in each variable. Then there is Φ :T K → RN which is continuous at residually
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Φ(ω1x + θ1,ω2x + θ2, . . . ,ωKx + θK), where (θ1, θ2, . . . , θK) ∈ T K is such that q(x)=
P(ω1x + θ1,ω2x + θ2, . . . ,ωKx + θK). If in addition φ(q) is continuous at any q ∈H(p)
(hence φ :H(p)→X is quasi-periodic in the classical sense), then Φ is continuous at any
(θ1, θ2, . . . , θK) ∈ T K and hence u(x)= φ(q)(x)=Φ(ω1x+θ1,ω2x+θ2, . . . ,ωKx+θK)
(q(x)= P(ω1x+ θ1,ω2x+ θ2, . . . ,ωKx+ θK)) is quasi-periodic andM(φ(q))⊂M(p)
for any q ∈H(p).
(3) If p = (p1,p2, . . . , pN) is almost periodic (hence φ :H(p)→X is almost periodic
in a weak sense), then u(x) = φ(q)(x) is almost automorphic and M(φ(q)) ⊂M(p)
for residually many q ∈ H(p). If in addition φ(q) is continuous at any q ∈H(p) (hence
φ :H(p)→ X is almost periodic in the classical sense), then u(x) = φ(q)(x) is almost
periodic andM(φ(q))⊂M(p) for any q ∈H(p).
(4) In general, for residually many q ∈H(p), φ(q) is recurrent and for any {αn} ⊂ R
with limn→∞ θαnq = q , limn→∞ φ(q)(· + αn)= φ(q)(·). If in addition φ(q) is continuous
at any q ∈ H(p), then for any q ∈ H(p), φ(q) is recurrent and for any {αn} ⊂ R with
limn→∞ θαnq = q , limn→∞ φ(q)(· + αn)= φ(q)(·).
Theorem B. Consider (1.1). Suppose that there are constants mn and Mn with mn Mn
(1 nN) such that
fn(Mn)− (αn−1mn−1 − βnMn + γn+1mn+1)− pn(x) 0
and
fn(mn)− (αn−1Mn−1 − βmn + γn+1Mn+1)− pn(x) 0
for n= 1,2, . . . ,N and any x ∈R. Then the following hold.
(1) There are bounded recurrent solutions φ± :H(p)→ X of {(1.1)q}q∈H(p) satis-
fying that m 1 φ±(q) 1 M and φ−(q) 2 φ+(q) for any q ∈ H(p), where m ≡
(m1,m2, . . . ,mN) and M ≡ (M1,M2, . . . ,MN). Moreover, for any bounded solution u(x)
of (1.1)q (q ∈H(p)) with m1 u1 M , φ−(q)2 u2 φ+(q).
(2) If Dun(fn(un)+βnun)−δn < 0 and αn−1−δn+γn+1 < 0 for mn  un Mn and
1 nN , then φ−(q)= φ+(q) for q ∈H(p) and φ(q)= φ−(q)= φ+(q) is continuous
at any q ∈ H(p) (hence bounded solutions lying between m and M are unique). In this
case, if p = (p1,p2, . . . , pN) is quasi-periodic or almost periodic, then so are φ± in the
classical sense.
Theorem C. Consider (1.2)ω. Suppose that there are measurable functions mn,Mn :
Ω → R with mn(ω) Mn(ω) and mn(θxω) = mn(ω), Mn(θxω) =Mn(ω) (1  n  N ,
ω ∈Ω , x ∈R) such that
fn
(
Mn(ω)
)− (αn−1mn−1(ω)− βnMn(ω)+ γn+1mn+1(ω))− gn(ω) 0
and
fn
(
mn(ω)
)− (αn−1Mn−1(ω)− βmn(ω)+ γn+1Mn+1(ω))− gn(ω) 0
for n= 1,2, . . . ,N and any ω ∈Ω . Then the following hold.
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φ±(ω)1 M(ω) and φ−(ω)2 φ+(ω) for anyω ∈Ω , wherem(ω)≡ (m1(ω),m2(ω), . . . ,
mN(ω)) andM(ω)= (M1(ω),M2(ω), . . . ,MN(ω)). Moreover, for any bounded solution u
of (1.2)ω (ω ∈Ω) with m(ω)1 u1 M(ω), φ−(ω)2 u2 φ+(ω).
(2) If Ω is a compact metric space, Gn :Ω →X, Gn(ω)(x)= gn(θxω), is continuous
in ω, and mn(ω) and Mn(ω) are lower and upper semi-continuous in ω, respectively, then
φ±(ω) are continuous at residually many ω ∈Ω .
(3) If Dun(fn(un)+ βnun)  −δn < 0 and αn−1 − δn + γn+1 < 0 for mn(ω)  un 
Mn(ω) (ω ∈Ω) and 1  n  N , then φ−(ω) = φ+(ω) for ω ∈ Ω (hence bounded solu-
tions lying between m and M are unique). In this case, if Ω is compact and conditions in
(2) hold, then φ(ω)= φ−(ω)= φ+(ω) is continuous at any ω ∈Ω .
Applying Theorems A–C to coupled Duffing type oscillators, we have
Theorem D. Consider (1.1)q and (1.2)ω with fn(un) = anun + bnu3n and bn < 0 (n =
1,2, . . . ,N).
(1) There are recurrent solutions φ± :H(p)→X of {(1.1)q}q∈H(p) satisfying that for
any q ∈H(p) and any bounded solution u of (1.1)q , φ−(q)2 u2 φ+(q). If p is quasi-
periodic (almost periodic), then so are φ± in a weak sense. In addition, if an+βn+αn−1+
γn+1 < 0 for 1 nN , then φ−(q)= φ+(q) for any q ∈H(p) (hence bounded solutions
are unique). In this case, if p is quasi-periodic (almost periodic), then so are φ± in the
classical sense.
(2) There are random solutions φ± :Ω → X of {(1.2)ω}ω∈Ω satisfying that for any
ω ∈Ω and any bounded solution u of (1.2)ω, φ−(ω) 2 u 2 φ+(ω). Moreover, if an +
βn + αn−1 + γn+1 < 0 for 1  n  N , then φ−(ω) = φ+(ω) for ω ∈Ω (hence bounded
solutions are unique).
Theorem E. Consider (1.1)q and (1.2)ω with fn(un) = anun + bnu3n and an < 0 (1 
nN). There is δ > 0 such that if
|bn|, |αn|, |βn|, |γn|, sup
x∈R
∣∣pn(x)∣∣, sup
ω∈Ω
∣∣gn(ω)∣∣< δ (1 nN),
then:
(1) There is a recurrent solution φ :H(p)→ X of {(1.1)q}q∈H(p) satisfying that for
any q ∈ H(p) and any bounded solution u of (1.1)q with δ− 1 u 1 δ+, δ− 1 u =
φ(q) 1 δ+ and φ(q) is continuous at q ∈ H(p), where δ± ≡ (±δ,±δ, . . . ,±δ). Hence
bounded solutions of (1.1)q lying between δ− and δ+ are unique and if p is quasi-periodic
or almost periodic, then so is φ in the classical sense.
(2) There is a random solution φ± :Ω → X of {(1.2)ω}ω∈Ω satisfying that for any
ω ∈Ω and any bounded solution u of (1.2)ω with δ− 1 u1 δ+, δ− 1 u= φ(ω)1 δ+.
Hence bounded solutions of (1.2)ω lying between δ− and δ+ are unique.
Applying Theorems A–C to coupled Josephson junctions, we have
Theorem F. Consider (1.1)q and (1.2)ω with fn(un)= sinun (n= 1,2, . . . ,N). If βn =
αn−1 + γn+1 <
√
2/4 and
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√
2
2
(
1− π
4
)
<pn(x) <
√
2
2
(
1− π
4
)
,
−
√
2
2
(
1− π
4
)
< gn(ω) <
√
2
2
(
1− π
4
)
for 1 nN , x ∈R, ω ∈Ω , then:
(1) For any k ∈ Z, there is a recurrent solution φk :H(p)→ X of {(1.1)q}q∈H(p) sat-
isfying that for any q ∈ H(p), 2πk + 3π/4  φkn(q)  2πk + 5π/4 (1  n  N) and
φk(q) is continuous at any q ∈ H(p). Hence if p is quasi-periodic (almost periodic),
then so is φk in the classical sense. Moreover, for any bounded solution u of (1.1)q with
2πk+ 3π/4 un  2πk+ 5π/4 (1 nN), u= φk(q) (hence bounded solutions lying
between 2πk+ 3π/4 and 2πk+ 5π/4 are unique).
(2) For any k ∈ Z, there is a random solution φk :Ω → X of {(1.2)ω}ω∈Ω satisfying
that 2πk + 3π/4  φkn(ω)  2πk + 5π/4 (1  n  N) for any ω ∈ Ω . Moreover, for
any bounded solution u of (1.2)ω with 2πk + 3π/4  un  2πk + 5π/4 (1  n  N),
u = φk(ω) (hence bounded solutions lying between 2πk + 3π/4 and 2πk + 5π/4 are
unique).
We remark that in [2–5,7,28,39], the authors studied (1.1) with N = 1 and fn(u) =
au + bu3 with b < 0 or fn(u) = sinu by very different approaches. The above results
extends several ones in these works.
4. Comparison propositions
To prove Theorems A–F, we first in this section present some comparison proposi-
tions for solutions of systems (1.3)q and (1.4)ω and certain related cooperative systems
of ordinary differential equations. Note that (1.3)q is of form (1.4)ω with Ω =H(p) and
gn(θxq)= qn(x) for q = (q1, q2, . . . , qN) ∈ H(p). We therefore mainly consider (1.4)ω.
Let X = Cunif(R,RN) with open compact topology and 1 and 2 be the two orderings
in X in (3.1) and (3.2), respectively.
Definition 4.1. v(t, x) = (v1(t, x), v2(t, x), . . . , vN (t, x)) (t  0, x ∈ R) is called a sub-
solution (super-solution) of (1.4)ω if
(vn)t  () (vn)xx + κn(vn)x −Ln(vn−1, vn, vn+1)− gn(θxω), t  0, x ∈R,
for odd n (1 nN) and
(vn)t  () (vn)xx + κn(vn)x −Ln(vn−1, vn, vn+1)− gn(θxω), t  0, x ∈R,
for even n (1 nN).
Proposition 4.1. Suppose that v1(t, ·) (t  0, x ∈ R) and v2(t, ·) are bounded sub- and
super-solutions of (1.4)ω. If v1(0, ·)2 v2(0, ·), then v1(t, ·)2 v2(t, ·) for t  0.
Proof. First of all, let
w(t, x)= v2(t, x)− v1(t, x).
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(wn)t  (wn)xx + κn(wn)x + f˜n(t, x)wn −Ln(wn−1,wn,wn+1) for odd n,
(wn)t  (wn)xx + κn(wn)x + f˜n(t, x)wn −Ln(wn−1,wn,wn+1) for even n,
where t  0, x ∈ R, and f˜n(t, x) = (fn(v2n(t, x)) − fn(v1n(t, x)))/(v2n(t, x) − v1n(t, x)),
1 nN .
Next, let w˜n = wn for odd n and w˜n = −wn for even n, 1  n  N . Then w˜ =
(w˜1, w˜2, . . . , w˜N ) satisfies
(w˜n)t  (w˜n)xx + κn(w˜n)x + f˜n(t, x)w˜n +Ln(w˜n−1,−w˜n, w˜n+1) (4.1)
and w˜n(0, x) 0 for t  0, x ∈R, and 1 nN .
Now by comparison principle for coupled parabolic systems in unbounded domain (see
Theorem 4 in [10]), w˜n(t, x) 0 for t  0, x ∈R and 1 nN . It then follows that{
wn(t, x) 0 for odd n, and t  0, x ∈R,
wn(t, x) 0 for even n, and t  0, x ∈R.
Therefore,
v1(t, ·)2 v2(t, ·)
for t  0. ✷
Proposition 4.2. Suppose that w(t)= (w1(t),w2(t), . . . ,wN(t)) (t  0) is solution of
(wn)t = αn−1wn−1 − δnwn + γn+1wn+1, 1 nN, (4.2)
with αn−1 − δn + γn+1 < 0 for 1  n  N . Then there is λ > 0 and M > 0 such that
|wn(t)|Me−λt for t  0 and 1 nN .
Proof. First of all, let
A=


−δ1 γ2 0 . . . 0 0 0
α1 −δ2 γ3 . . . 0 0 0
...
0 0 0 . . . αN−2 −δN−1 γN
0 0 0 . . . 0 αN−1 −δN


and
B =


1 1 1 . . . 1 1 1
1 1 1 . . . 1 1 1
...
1 1 1 . . . 1 1 1
1 1 1 . . . 1 1 1

 .
Next, for given ? > 0, consider the system
wt = (A+ ?B)w, (4.3)
where w = (w1,w2, . . . ,wN). Since αn, γn  0 for 1  n  N , (4.3) is strongly cooper-
ative for any ? > 0 and therefore generates a strongly monotone linear dynamical system
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of A+ ?B with largest real part is real and simple, denoted it by λ? , and its correspond-
ing eigenvector is component-wise positive or negative. Since αn−1 − δn + γn+1 < 0 (1
nN), we must have λ? < 0 for 0 < ? 1. In fact, suppose that w? = (w?1,w?2, . . . ,w?N)
(0 < w?n for 1  n  N) is an eigenvector of A+ ?B corresponding to λ? . Assume that
w?n0 =max1nN w?n. Then we have
λ?w
?
n0 = αn0−1w?n0−1 − δn0w?n0 + γn0+1w?n0+1 + ?
(
w?1 +w?2 + · · · +w?N
)
 (αn0−1 − δn0 + γn0+1 +N?)w?n0 .
Hence
λ?  αn0−1 − δn0 + γn0+1 +N?.
This implies that λ? < 0 for 0 < ? 1.
Now by the continuity of the eigenvalues of A+?B with respect to ?, we have that there
is λ0 ∈ R such that λ0 is an eigenvalue of A with an eigenvector v0 = (v01, v02 , . . . , v0N),
v0n  0 (1  n  N), and for any eigenvalue µ of A, there holds Reµ  λ0. Similarly,
since αn−1 − δn + γn+1 < 0 (1 nN), we must have λ0 < 0. Then by standard theory
for linear ordinary differential equations, there is λ < 0 and M > 0 such that∣∣wn(t)∣∣Me−λt
for t  0 and 1 nN . ✷
5. Proofs of Theorems A–C
In this section, we shall prove Theorems A–C. First we prove Theorem A. Let X =
Cunif(R,RN) with open compact topology. By standard theory for parabolic equations, for
any v0 ∈X and ω ∈Ω , the solution of (1.4)ω with initial data v0 exists. In the rest of the
paper, we denote v(t, · ; v0,ω) as the solution of (1.4)ω with v(0, x; v0,ω)= v0(x), unless
otherwise specified.
Proof of Theorem A. (1) Let q0 ∈H(p) be such that φ :H(p)→X is continuous at q0.
Since u(x;q0) = φ(q0)(x) ≡ φ(θxq0)(0) is a solution of (1.1)q0 and θ0q0 = q0 = θσ q0,
we must have u(x + σ ;q0)= u(x;q0) and hence u(x;q0) is a periodic solution of (1.1)q0
of period σ . It then follows from H(p) = {θxq0 | 0  x  σ } that u(x;q)= φ(q)(x) ≡
φ(θxq)(0) is periodic of period σ for any q ∈H(p).
(2) Let H0(p)⊂H(p) be the residual subset such that φ(q) is continuous at q ∈H0(p).
Let E = cl{(φ(q), q) | q ∈ H(p)} and P :X × H(p)→ H(p) be the natural projection,
P(u,q)= q . Then it is not difficult to see that
E ∩ P−1(q)= {(φ(q), q)} (5.1)
for q ∈H0(p).
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In fact, suppose that q ∈H0(p). By the quasi-periodicity of p, for any sequence {α′n} ⊂R,
there is subsequence {αn} ⊂ {α′n} such that
lim
n→∞ θαnq = q
∗ and lim
n→∞ θ−αnq
∗ = q. (5.2)
Without loss of generality, we may assume that the limits limn→∞ φ(q)(· + αn) = φ∗
and limn→∞ φ∗(· − αn) = ψ(·) exist. Note that (φ∗, q∗), (φ∗(· − αn), θ−αnq∗) ∈ E for
n= 1,2, . . . . By (5.1) and (5.2), we must have ψ(·)= φ(q), that is
lim
m→∞ limn→∞φ(q)(· + αn − αm)= φ(q)(·).
Therefore, φ(q) is almost automorphic. Moreover, suppose {αn} ⊂ R is such that
limn→∞ θαnq = q . By (5.1), we must have
lim
n→∞φ(q)(· + αn)= limn→∞φ(θαnq)(·)= φ(q)(·).
Then by Lemma 2.2,M(φ(q))⊂M(p).
Next, suppose that p(x) = P(ω1x,ω2x, . . . ,ωKx), where ω1,ω2, . . . ,ωK ∈ R are ra-
tionally independent, and P(θ1, θ2, . . . , θK) is 2π -periodic in each variable. Define Φ :
T K →RN as follows.
Φ(θ1, θ2, . . . , θN)= φ(q)(0),
where q ∈H(p) is such that q(x)= P(ω1x + θ1,ω2x + θ2, . . . ,ωKx + θK). It is then not
difficult to see that Φ is continuous at (θ1, θ2, . . . , θK) if φ is continuous at q ∈ H(p),
q(x)= P(ω1x + θ1,ω2x + θ2, . . . ,ωKx + θK). Hence Φ is continuous at residually many
(θ1, θ2, . . . , θK) ∈ T K and for q(x)= P(ω1x + θ1,ω2x + θ2, . . . ,ωKx + θK), φ(q)(x)=
Φ(ω1x + θ1, ω2x + θ2, . . . ,ωKx + θK).
Now suppose that φ(q) is continuous at any q ∈ H(p). Then H0(p) = H(p) and
Φ :T K →RN is continuous at any (θ1, θ2, . . . , θK) ∈ T K . Hence, for any q ∈H(p), φ(q)
is quasi-periodic andM(φ(q))⊂M(p).
(3) Let H0(p)⊂H(p) be the residual subset such that φ(q) is continuous at q ∈H0(p).
Then by the arguments similar to those in (2), for any q ∈H0(p), φ(q)(x) is almost auto-
morphic andM(φ(q))⊂M(p).
Now suppose that φ(q) is continuous at any q ∈H(p). Then H0(p)=H(p). We prove
that φ(q)(x) is almost periodic and M(φ(q)) ⊂M(p) for any q ∈ H(p). In fact, given
any q ∈H(p), by the almost periodicity of p, for any sequences {α′n}, {β ′n} ⊂R, there are
subsequences {αn} and {βn} such that
lim
m→∞ limn→∞ θβmθαnq = limn→∞ θαn+βnq = q
∗. (5.3)
By (5.1) and (5.3), we must have
lim
m→∞ limn→∞φ(θβmθαnq)= limn→∞φ(θαn+βnq)= φ(q
∗).
This implies that
lim lim φ(q)(· + αn + βm)= lim φ(q)(· + αn + βn).
m→∞ n→∞ n→∞
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M(φ(q))⊂M(p).
(4) Let H0(p), P :X ×H(p)→ H(p), and E be as in (2). For given q ∈ H0(p), let
E(q) = cl{(φ(θxq), θxq) | x ∈ R} and E0(q) ⊂ E(q) be a minimal set. Take (φ∗, q∗) ∈
E0(q). By the recurrence of p, there is {αn} ⊂ R such that limn→∞ θαnq∗ = q . Then by
(5.1), we must have
lim
n→∞
(
φ∗(· + αn), θαnq∗
)= (φ(q), q).
Therefore, (φ(q), q) ∈E0(q) and hence E0(q)=E(q). This implies that E(q) is minimal
and then φ(q) is recurrent. Moreover, by (5.1) again, for any q ∈H0(p) and {αn} ⊂R with
limn→∞ θαnq = q , we must have
lim
n→∞φ(q)(· + αn)= limn→∞φ(θαnq)(·)= φ(q).
If, in addition, φ(q) is continuous at any q ∈ H(p), then H0(p) = H(p). Hence for any
q ∈H(p), φ(q) is recurrent and for any q ∈H(p) and {αn} ⊂ R with limn→∞ θαnq = q ,
there holds
lim
n→∞φ(q)(· + αn)= limn→∞φ(θαnq)(·)= φ(q). ✷
Next, we prove Theorems B and C. Since (1.3)q is of form (1.4)ω with Ω =H(p) and
gn(θxq)= qn(x) for q = (q1, q2, . . . , qN) ∈H(p), we prove Theorem C first.
Proof of Theorem C. (1) First of all, let
v+(ω)≡ (M+1 (ω),M+2 (ω), . . . ,M+N (ω))
and
v−(ω)≡ (M−1 (ω),M−2 (ω), . . . ,M−N (ω)),
where M+n (ω)=Mn(ω), M−n (ω)=mn(ω) for odd n (1 nN) and M+n (ω)=mn(ω),
M−n (ω)=Mn(ω) for even n (1 nN). Then v−(ω)2 v+(ω) and v−(θxω)= v−(ω),
v+(θxω)= v+(ω) for any ω ∈Ω and x ∈R. Moreover, for any ω ∈Ω ,
F
(
v+(ω), θxω
)
2 0
and
02 F
(
v−(ω), θxω
)
,
where(
F(v, θxω)
)
n
= (vn)xx + κn(vn)x + fn(vn)−Ln(vn−1, vn, vn+1)− gn(θxω).
Hence v = v+(ω) is a super-solution and v = v−(ω) is a sub-solution of (1.4)ω, respec-
tively. By Proposition 4.1, for any ω ∈Ω and 0 s  t , we have
v−(ω)2 v
(
s, · ; v−(ω),ω)2 v(t, · ; v−(ω),ω)
2 v
(
t, · ; v+(ω),ω)2 v(s, · ; v+(ω),ω)2 v+(ω).
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φ±(ω)(·)= lim
t→∞v
(
t, · ; v±(ω),ω), (5.4)
where the limit is taken in X and is guaranteed to exist by standard theory for parabolic
equations [12,14].
Next, we prove that for any t > 0, v(t, · ; v±(ω),ω) ∈ X is measurable and hence
φ± :Ω → X is measurable. We shall prove this for the case with + sign. To do so, for
any K ∈N, let
ΩK =
{
ω ∈Ω | ∣∣gn(θxω)∣∣K, ∣∣M±n (ω)∣∣K, 1 nN, x ∈R}.
Then Ω =⋃∞K=1ΩK and
ΩK =
⋃
r∈Q
{
ω ∈Ω | ∣∣gn(θrω)∣∣K, ∣∣M±n (ω)∣∣K, 1 nN},
where Q is the set of rational numbers. Therefore, ΩK is a measurable subset of Ω . For
given τ > 0 with
max
1nN
(
K + (αn−1 + βn + γn+1 +CK,n)(K + 1)+
∣∣fn(0)∣∣)τ < 1,
where CK,n = sup|un|K+1 |f ′n(un)|, let
YK =
{
v : [0, τ ]→X | v(t) is continuous in t, ∣∣vn(t)(x)∣∣K + 1, x ∈R}
with open compact topology. Then YK is a complete separable metric space and
v(t, · ; v+(ω),ω) ∈ YK for ω ∈ΩK . For ω ∈ΩK and v ∈ YK , define TK(v,ω) by
(
TK(v,ω)
)
n
= v+n (ω)+
t∫
0
∫
R
1
2π
√
t
e−(x−ξ)2/(4t )fn
(
vn(t)(ξ)
)
dξ dt
−
t∫
0
∫
R
1
2π
√
t
e−(x−ξ)2/(4t )Ln
(
vn−1(t)(ξ), vn(t)(ξ), vn+1(t)(ξ)
)
dξ dt
+
t∫
0
∫
R
1
2π
√
t
e−(x−ξ)2/(4t )gn(θξω) dξ dt.
Then TK(v,ω) ∈ YK and is continuous in v and measurable in ω. Note that
TK
(
v
(·, · ; v+(ω),ω),ω)= v(·, · ; v+(ω),ω)
and
T kK(v,ω)− v
(
t, x; v+(ω),ω)→ 0 as k→∞
uniformly in t ∈ [0, τ ], x ∈ R, and v ∈ YK . Hence for any vm ∈ YK with d(vm,
TK(v
m,ω))→ 0 as m→∞, we have d(vm, v(·, · ; v+(ω),ω))→ 0 as m→∞. There-
fore, by Lemma 2.3, v(t, · ; v+(ω),ω) is measurable in ω ∈ ΩK . Note that −K 
vn(τ, · ; v+(ω),ω)  K . Repeat the above arguments, we have that for any t > 0
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v+(ω),ω) is measurable in ω for any t > 0. Similarly, we can prove that v(t, · ; v−(ω),ω)
is measurable in ω ∈Ω .
By the above arguments, φ± :Ω → X is measurable in ω and φ−(ω) 2 φ+(ω) for
any ω ∈Ω . Moreover, for any ω ∈Ω , φ±(ω)(x) is solution of (1.2)ω. Since v±(θxω) =
v±(ω), we have v(t, · + x; v±(ω),ω) = v(t, · ; v±(θxω), θxω) and then φ±(ω)(· + x) =
φ±(θxω)(·). In particular, φ±(ω)(x)= φ±(θxω)(0). Therefore, φ± :Ω → X are random
solutions of {(1.2)ω}ω∈Ω .
Now suppose that φ∗(x,ω) is a bounded solution of (1.2)ω with m(ω)1 φ∗(x,ω)1
M(ω). By Proposition 4.1 again,
v
(
t, · ; v−(ω),ω)2 v(t, · ;φ∗,ω)= φ∗(·,ω)2 v(t, · ; v+(ω),ω)
for any t  0. This implies that
φ−(·,ω)2 φ∗(·,ω)2 φ+(·,ω).
(2) Suppose that Ω is compact, Gn :Ω → X, Gn(ω)(x) = gn(θxω), is continuous in
ω, and mn(ω) and Mn(ω) are lower and upper semi-continuous in ω, respectively. Let
P :X×Ω→Ω be the natural projection, P(u,ω)= ω, and
E± = cl{(φ±(ω),ω) | ω ∈Ω}.
By standard theory for parabolic equations again [12,14],E± are compact. Clearly, for any
(ψ±(·,ω),ω) ∈E±, u(t, x)=ψ±(x,ω) is a solution of (1.4)ω and v−(ω)2 ψ±(·,ω)2
v+(ω). Therefore, by Proposition 4.1 and (5.4),
φ−(ω)(·)2 ψ±(·,ω)2 φ+(ω)(·). (5.5)
Moreover, if (ψ±(·,ω),ω) ∈ E±, then (ψ±(· + x,ω), θxω) ∈ E±. Define h± :Ω → 2E±
by h±(ω) = P−1(ω) ∩ E±. By Lemma 2.1, there is a residual subset Ω0 ⊂Ω such that
h± is continuous at ω ∈Ω0 with respect to the Hausdorff metric of 2E± .
We claim that h±(ω) = {(φ±(·,ω),ω)} for ω ∈Ω0, which implies that φ±(ω) is con-
tinuous at ω ∈ Ω0. In fact, suppose that there is ω0 ∈ Ω0 and (ψ+(·,ω0),ω0) ∈ E+,
ψ+(·,ω0) = φ+(ω0)(·). Then there is ωn ∈Ω such that(
ψ+(·,ω0),ω0
)= lim
n→∞
(
φ+(ωn)(·),ωn
)
. (5.6)
By Lemma 2.1 again, there is (ψ+n (·,ωn),ωn) ∈E+ such that(
φ+(ω0)(·),ω0
)= lim
n→∞
(
ψ+(·,ωn),ωn
)
. (5.7)
By (5.6), (5.7) and the fact that ψ+n (·,ωn)2 φ+(ωn)(·), we have φ+(ω0)(·)2 ψ+(·,ω0)
and then ψ+(·,ω0)= φ+(ω0)(·), a contradiction. Therefore, h+(ω)= {(φ+(ω0),ω0)} for
ω ∈Ω0. Similarly, h−(ω)= {(φ−(ω0),ω0)} for ω ∈Ω0.
(3) Suppose that Du(fn(un)+ βnun)−δn < 0 for mn(ω) un Mn(ω) and αn−1 −
δn + γn+1 < 0 (1  n  N). Given ω ∈ Ω , let u(t, x) = φ+(ω)(x) − φ−(ω)(x). Then
u(t, x)= (u1(t, x), u2(t, x), . . . , uN(t, x)) satisfies
(un)t = (un)xx + β˜n(x)un − αn−1un−1 − γn+1un+1,
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and 1  n  N . Let wn = un for odd n (1  n  N) and wn = −un for even n (1 
nN). Then w = (w1,w2, . . . ,wN) satisfies
(wn)t = (wn)xx + β˜n(x)wn + αn−1wn−1 + γn+1wn+1 (5.8)
and wn(t, x)=wn(x) 0 for 1 nN . Therefore,
(wn)t  (wn)xx − δnwn + αn−1wn + γn+1wn+1
for 1  n  N . Take w∗ = (w∗1 ,w∗2, . . . ,w∗N) ∈ RN with w∗n  0 (1  n  N) and let
w(t, x;w∗) be the solution of
(wn)t = (wn)xx − δnwn + αn−1wn + γn+1wn+1 (5.9)
with w(0, x;w∗) = w∗. By the arguments of Proposition 4.1, we have wn(x)  wn(t, x;
w∗) for t  0, x ∈ R and 1  n  N . Since w∗ is spatially homogeneous, w(t, x;w∗)
satisfies
(wn)t =−δnwn + αn−1wn + γn+1wn+1 (5.10)
for 1  n  N . By Proposition 4.2, there are λ < 0 and M > 0 such that wn(t, x; v∗) 
Me−λt (t  0, 1  n  N). Hence 0  wn(x)  wn(t, x;w∗)  Me−λt (t  0, 1 
nN). This implies that wn(x)≡ 0 and then un(t, x)≡ 0 (1 nN). Hence φ+(ω)=
φ−(ω) for any ω ∈Ω .
If Ω is compact and conditions in (2) hold, by (5.5), we have E+ =E− = {(φ(ω),ω) |
ω ∈Ω}, where φ(ω)= φ−(ω)= φ+(ω). Hence φ(ω) is continuous at any ω ∈Ω . ✷
Proof of Theorem B. (1) Let Ω = H(p). Then Ω is compact and (Ω,R) is minimal.
By Theorem C, there are φ± :Ω → X such that for any q ∈ Ω , φ−(q) 2 φ+(q) and
u±(x, q) = φ±(q)(x) ≡ φ(θxq)(0) are solutions of (1.1)q . Moreover, there is a residual
subset Ω±0 ⊂Ω such that φ±(q) is continuous at q ∈Ω±0 . Therefore, φ± :H(p)→X are
recurrent solutions of {(1.1)q}q∈H(p). The rest of (1) follows from Theorem C(1).
(2) It follows from Theorem C(3). ✷
6. Proofs of Theorems D–F
In this section, we shall discuss the applications of Theorems A–C to the Duffing type
coupled oscillators and coupled Josephson junctions and prove Theorems D–F.
First, we consider the Duffing type coupled oscillators, that is, systems (1.1) and (1.2)ω
with fn(u)= anu+ bnu3 (1 nN).
Proof of Theorem D. (1) First of all, since bn < 0 (1 nN), there is M0 > 0 such that
for any M M0,
fn(M)− (αn−1un−1 − βnM + γn+1un+1)− pn(x) < 0 (6.1)
and
fn(−M)− (αn−1un−1 + βnM + γn+1un+1)− pn(x) > 0 (6.2)
for any 1 nN , −M  un−1, un+1 M , and x ∈R.
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and
fn(Mn)− (αn−1mn−1 − βnMn + γn+1mn+1)− pn(x) < 0,
fn(mn)− (αn−1Mn−1 − βmn + γn+1Mn+1)− pn(x) > 0
for n = 1,2, . . . ,N and any x ∈ R. By Theorem B(1), there are recurrent solutions
φ±(·;M) :H(p)→ X of {(1.1)q}q∈H(p) such that for any q ∈ H(p) and any bounded
solution u of (1.1)q with v−(M)2 u2 v+(M),
v−(M)2 φ−(q;M)2 u2 φ+(q;M)2 v+(M),
where v±(M) ≡ (v±1 , v±2 , . . . , v±N) with v+n =M , v−n = −M for odd n and v+n = −M ,
v−n =M for even n. Moreover, by v−(M)2 v−(M0)2 v+(M0)2 v+(M) and Propo-
sition 4.1,
φ−(q;M)2 φ−(q;M0)2 φ+(q;M0)2 φ+(q;M).
Now we prove that
φ−(q;M)= φ−(q;M0) and φ+(q;M)= φ+(q;M0) (6.3)
for any q ∈H(p) and M M0, or equivalently,
v−(M0)2 φ−(q;M)2 φ+(q;M)2 v+(M0)
for any q ∈ H(p) and M M0. First we show that φ+(q;M) 2 v+(M0) for any q ∈
H(p) and M M0. To do so, consider
(wn)t = (wn)xx + κn(wn)x + fn(wn)−Ln(wn−1,wn,wn+1)− Pn, (6.4)
where Pn = infx∈Rpn(x) for odd n (1  n  N) and Pn = supx∈R pn(x) for even n
(1 n N). Let w(t, · ; v+(M)) be the solution of (6.4) with w(0, · ; v+(M))≡ v+(M).
Then v(0, · ; v+(M), q)=w(0, · ; v+(M))= v+(M) and v(t, x)=w(t, x; v+(M)) is a su-
persolution of (1.3)q . By Proposition 4.1,
v
(
t, · ; v+(M), q)2 w(t, · ; v+(M)).
By (6.1), (6.2), and Proposition 4.1, we also have
v−(M)2 w
(
t, · ; v+(M))2 w(s, · ; v+(M))2 v+(M)
for any 0 s  t . This together with (6.1) and (6.2) implies that
−M0  lim
t→∞wn
(
t, x; v+(M))M0
for x ∈R and 1 nN . It then follows that
φ+(q;M)= lim
t→∞v
(
t, · ; v+(M), q)2 v+(M0).
Similarly, we can prove that v−(M0)2 φ−(q;M).
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u is a bounded solution of (1.1)q . Then there is M M0 such that v−(M)2 u2 v+(M).
It then follows that
φ−(q;M)2 u2 φ+(q;M)
and then, by (6.3),
φ−(q)2 u2 φ+(q).
The rest of (1) follows from Theorem B(2).
(2) First of all, notice that Gn :Ω → X, Gn(ω)(x) = gn(θxω), is measurable. Let
M˜n(ω)= supx∈R |Gn(ω)(x)|. We have M˜n(ω)= supx∈Q |Gn(ω)(x)|, whereQ is the set of
rational numbers. Given any r ∈Q, define Grn :Ω→R by Grn(ω)= gn(θrω). Then Grn is
measurable. It then follows that M˜n(ω) is measurable in ω. Moreover, M˜n(θxω)= M˜n(ω)
for any ω ∈Ω and x ∈R.
Next, by bn < 0, there are M1 and M2 such that Mn(ω)=M1M˜n(ω)+M2 satisfies
fn
(
Mn(ω)
)− (αn−1un−1 − βnMn(ω)+ γn+1un+1)− gn(θxω) < 0
and
fn
(−Mn(ω))− (αn−1un−1 + βnMn(ω)+ γn+1un+1)− gn(θxω) > 0
for any 1 nN , −Mn−1(ω) un−1 Mn−1(ω), −Mn+1(ω) un+1 Mn+1(ω), and
x ∈R.
The results then follows from the arguments similar to those in (1). ✷
Proof of Theorem E. (1) By an < 0 (1 nN), there is δ > 0 such that when
|bn|, |αn|, |βn|, |γn|, sup
x∈R
∣∣pn(x)∣∣ δ (1 nN),
we have
fn(δ)+ (αn−1 + βn + γn+1)δ− pn(x) 0
and
fn(−δ)− (αn−1 + βn + γn+1)δ− pn(x) 0
for n= 1,2, . . . ,N and any x ∈R, and
Dun
(
fn(un)+ βnun
)
−δn < 0
and
αn−1 − δn + γn+1 < 0
for −δ  un  δ and 1 nN . (1) then follows from Theorem B(1) and (2).
(2) It can be proved by the arguments similar to those in (1). ✷
Proof of Theorem F. (1) For any given k ∈ Z, let Mn = 2πk + 5π/4 and mn = 2πk +
3π/4 (n= 1,2, . . . ,N). Then
604 W. Shen / J. Math. Anal. Appl. 288 (2003) 586–605fn(Mn)− (αn−1mn−1 − βnMn + γn+1mn+1)− pn(x)
=−
√
2
2
+ βnπ
2
− pn(x) <−
√
2
2
(
1− π
4
)
− pn(x) < 0,
fn(mn)− (αn−1Mn−1 − βnmn + γn+1Mn+1)− pn(x)
=
√
2
2
− βnπ
2
−pn(x) >
√
2
2
(
1− π
4
)
− pn(x) > 0,
and
Dun
(
fn(un)+ βnun
)+ αn−1 + γn+1 −
√
2
2
+ 2βn < 0
for 1 nN , x ∈R, and mn  un Mn. (1) then follows from Theorem B.
(2) It follows from the arguments similar to those in (1). ✷
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