Harmonised aggregate financial statements are published by the European Commission in the BACH database. This information is organised by country, size of firm, and year. Financial ratios obtained from this database are analysed using multivariate statistical techniques in order to explore country and size effects. The data relates to three size groups, eleven countries, fourteen years, and fifteen financial ratios. It is found that financial ratios reflect the size of the firm, but that the way in which this is reflected varies between the different countries. It is also found that there are no significant size related differences in financial profitability, but that such differences appear when countries are compared. Important regularities are found over time. Some time effects are also found in the way countries react to the business cycle.
INTRODUCTION
Does size matter? Small firms have long been found to differ from large firms in many respects. The study of size effects and the way these are reflected in the financial structure of the firm, has a long pedigree; Hall (1987) . Size effects have been found in capital markets; Rees (1995) , Cooke (1992) ; and in bankruptcy prediction; Ohlson (1980) , Peel, Peel and Pope (1986) . Rivaud-Danset et al (2001) compared the financial structure of small and large firms. Chung (1993) studied the debt structure of small and large firms.
The relationship between size and export behaviour has been studied by Calof (1994) and Pierre-Andre (1997) .
A way of acknowledging the importance of size, and to control for it, is to work with ratios. This is done in the present paper. Ratio analysis relies on the principle of proportionality.
There has been much debate about proportionality in the literature; McLeay and Fieldsend (1987) , Fieldsend et al (1987) . If proportionality applies, no size effect should be found when working with ratios. However, it will be shown that size is important in the financial structure of European firms, and that its importance has not varied over time.
This paper studies size effects in European firms, as reflected in the BACH database. Other studies of financial structure of European firms, which also use this database are RivaudDanset et al (2001) , Serrano et al (1999 and 2001) .
The Directorate General for Economic and Financial Affairs of the European Commission collects and harmonises annual company accounts statistics for European countries. This is published in the BACH (Bank for the Accounts of Companies Harmonised) database.
Data for BACH is provided by the institutions that form part of the European Committee of
Central Balance Sheet Data Offices (ECCB); European Commission (2000) . A list of these institutions can be seen in Table 1 . The BACH database is a very rich data source. It contains information by year, country, industrial sector, and size. From the original data, 15 financial ratios were computed. Table 2 shows the list of ratios and their definition according to BACH conventions. These are the same ratios used by the European Commission (1997 and 1998) , and the same ratios on which previous studies were based.
These are ratios of means and not means of ratios, since firm level data is not available; McLeay (1986) . Table 1 about here   Table 2 about here Data was available for 14 years, 11 countries, 3 size groups, 15 financial ratios, and 19 industrial sectors. The sector that provided the highest number of observations is manufacturing, which accounted for 67% of the total. This study, in order to control for homogeneity, is based on manufacturing data only. In total, and taking into account that there are missing observations, there were 6428 data items.
Size can be measured in a variety of ways; e.g., number of employees, turnover, total asset value. The European Commission recommendation 96/280/CE gives priority to number of employees in the definition of size. However, there is general agreement that, for the purposes of economic research, turnover captures best the effect of size; Ozkan (1996) , Titman and Wessels (1988) , Rajan and Zingales (1995) . BACH uses turnover as an indication of size. Three size groups are contemplated: small enterprises, defined as having a turnover smaller than 7 million EUR; large enterprises, with a turnover of 40 million EUR or more; and medium sized enterprises, which contains the in-between group. A further group, containing all firms, a weighted average of the previous data set, is also available in BACH.
The research questions are as follows. Taking all the data into account, in what sense is the structure of financial ratios different between companies that belong to the different size groups? Which financial ratios best reflect the differences? In which countries are the differences more accentuated? Questions can also be asked about the relationship between size and country of origin. Is it possible to find country effects in the financial ratio structure of firms of a given size? Is the financial structure of small Italian firms closer to the financial structure of large Italian firms, than to the financial structure of small Spanish firms? Finally, if there are size and country effects, how do these evolve over time?
To address the above questions, a series of analyses were performed. First, differences between ratios for the different size groups are explored by means of univariate ANOVA. This is done in section 2. Second, a three-group Linear Discriminant Analysis (LDA), in section 3, highlights the classification ability of the ratios. The main body of the paper is formed by a three-way scaling analysis of the data using the INDSCAL model of Carroll and Chang (1970) . Section 4 discusses this model and its relevance to the present situation. Hierarchical cluster analysis of the original data attempts to further explore similarities and differences between size and country. The paper is completed with a conclusion section.
INITIAL DATA ANALYSIS OF THE FINANCIAL RATIOS
The first step in the analysis was to explore up to what point there are differences between financial ratios for firms in the different size groups. In order to do this, the mean and standard deviation of each ratio was calculated for each size group. The results for the complete data set are shown in Table 3 . This exercise was repeated for each country and each year, although the results are not reported here. It was clear that there are differences.
The largest differences appear to be related to ratios 12 (debt structure), 6 (relative share of staff costs), and 7 (staff costs relative to value added). Simple visual examination of Table   3 suggests that ratios 3 (return on equity), 8 (relative share of financial charges), and 14 (debt structure) have lower discriminatory power. Are the observed differences significant or just the result of random variation? This question was addressed by means of univariate ANOVA analysis. Table 3 about here The discriminatory power of the ratios can be assessed by the value of the F statistic.
Results for the complete data set and for individual countries are summarised in Table 4. For the complete data set, the last column in Table 4 , and taking financial ratios one at a time, an F test on Wilk´s lambda finds that, with the exception of ratio 3 (return on equity), all ratios have discriminatory power. It can be seen that the ratios without discrimination power vary from country to country, suggesting that there are country effects in the structure of different sized firms in the different countries. Ratio 3, when acting on its own, does not have discriminatory power in four out of the eleven countries. This issue will be further explored below. 
THREE-GROUP LINEAR DISCRIMINANT ANALYSIS
The previous section has demonstrated that most ratios have ability to discriminate between the different size populations, and that this is true of all the countries. Here we use linear functions made up by linear combinations of financial ratios as discrimination tools. Since the objective of the exercise is to discriminate between three populations, two LDAs are needed. LDA has many limitations when applied to financial data; Eisenbeis (1977) .
Despite this, it has been widely used in financial and accounting research; Altman et al (1981) .
Three-group discriminant analyses were performed for every country and for the complete data set. Model selection was based on a stepwise procedure based on Wilk´s lambda, as implemented in the computer package SPSS. Model selection involves an element of data reduction. If two ratios are highly correlated, only one of them will form part of the final discrimination function. Thus, it is possible for two discriminant functions to appear to be different when in reality they use interchangeable ratios.
The results are seen in table 5. This table shows, for each country and for the total data set, the variables that enter in the discriminant functions. These variables are ordered by classification importance (by their impact on Wilk´s lambda). Therefore, when a long list of variables is given, the variables that come towards the end of the list have little impact on the classification function. It is usual to use discriminant functions with few variables, but in this case two discriminant functions are involved in each data set, because three groups are being discriminated, and the same variable may have different impact in each function. It can be seen in Table 5 that the variables that appear to have a higher discriminant power are ratios 12, 6, and 7, in line with the results of the univariate exploratory analysis. Ratio 3 appears to have very little discriminatory power with respect to size. This result is also coherent with the findings of the univariate analysis.
Discriminant analysis shows that it is possible to classify firms into groups according to financial ratios, and indirectly indicates that the proportionality assumption in ratio analysis does not hold, but it does not explain the rationale of the classification; i.e., in what sense are the ratios of small firms different from the ratios of large firms? This is an issue whose answer will be sought with the help of scaling and clustering models. The classificatory power of the various discriminant functions is also shown in Table 5 .
The last four columns in this table contain the percentage of firms that have been correctly classified by the discriminant functions. Of these, the first three columns give the percentage of correctly classified cases by size, while the last column shows the overall classification accuracy. As far as individual countries are concerned, the overall percentages vary between 76.6% for Spain and 97.5% for Germany. Clearly, the highest the classification accuracy, the more different are the financial structures of the differently sized firms.
The last row in Table 5 deserves special attention. The group named "Total" is made up of all the firms without taking into account country of origin. Classification accuracy is much lower, both overall and for the different size groups. This suggests that information of country of origin is of great importance, and that there is a country effect. This may result in apparently different discrimination functions being used for different country data. In other words, there may be differences between small and large firms in France, and there may be differences between small and large firms in Netherlands, but the differences between large and small firms, in terms of financial structure, are not the same in both countries. This will also be explored below.
A GLOBAL IMAGE AND ITS LOCAL FEATURES
This section attempts to visualise the main characteristics of the data set in order to provide a global image of its main features. In order to clarify the exposition, it will be divided into several subsections. It will start with a summary description of the model. The next subsection will concentrate on time invariant characteristics of the data. This will be followed by a short discussion of change over time; specific country effects will this way become apparent. Cluster analysis, and a discussion of its results, will form the last subsection.
Three-way scaling models.
Scaling models are members of the class of multivariate statistical methods. They have the peculiarity of attempting to visualise the main characteristics in the data, so that any relationship that may exist between the different data items is revealed in a statistical map.
This way of proceeding has the advantage of making the results of the analysis explicit to the non-specialist, although understanding the mathematical basis of the methods requires strong technical knowledge. Scaling models have long been used in finance, accounting and management; Green and Maheshwary (1969) , Moriarity and Barron (1976), Belkaoui and Cousineau (1977) , Rockness and Nikolai (1977) , Frank (1979) , Libby (1979 ), Belkaoui (1980 ), Brown (1981 , Emery et al (1982) , Bailey et al (1983) , Mar-Molinero and Ezzamel (1991) , Mar-Molinero et al (1996) , Mar-Molinero, and Serrano-Cinca (2001 ), and SerranoCinca et al. (1999 and 2001 .
Scaling models start from a measure of distance between two data items of interest. This is known as a measure of dissimilarity. If there is little difference between two items of data, the dissimilarity measure will be small; if the two items of data are very different, the dissimilarity measure will be large. Next, statistical maps, or configurations, are built in such a way that each data item is represented in the configuration by a point. If the dissimilarity between two data items is small, these two points are placed near each other in the space; if the measure of dissimilarity is large, these points are placed far away in the space. There are statistical tests that can be used to assess the quality of the representation, and special techniques are available to add meaning to the results.
The data set that is being analysed is four way: country, size, year, financial ratios. We want to explore how size and country effects are reflected in yearly accounts. The fifteen financial ratios will be treated as variables. An observation will be the value of such financial ratios for firms of a given size, in a specific country, during a given year.
There are various scaling models that can represent three way data. Examples are Tucker´s 
∂ , is the dissimilarity measure between cases i and j for year k. The estimation algorithm is described in detail in Chang and Carroll (1969) . An improved algorithm was developed by Pruzansky (1975) .
Before proceeding any further, it is important to realise that each financial ratio has its own specific units of measurement. This would make the results data dependent. To avoid it, ratios were standardised to zero mean and unit variance. The measure of dissimilarity is the euclidean distance between standardised ratios.
Similarities were obtained between combinations of country and size. For example, a measure of dissimilarity was calculated between small French firms and large German firms. There was a similarity matrix for each year, making a total of 14 similarity matrices. All countries and sizes were involved in each matrix, as was the group 0, or summary for the country. There are eleven countries, and four group sizes in each country, which results in dissimilarity matrices with 44 rows and 44 columns. As an example, a section of the matrix of dissimilarities for 1998, is given in Table 6 . A cell in the dissimilarity matrix reflects how different the financial structure of the companies in the country and group size at the beginning of the row is from the financial structure of the companies in the country and group at the beginning of the column. In some cases data was not available. Some countries were slow to join the BACH database, and others did not provide data for a particular ratio. For ratios 8 and 9, Austria did not provide data for small firms; these were estimated to be equal to the ratios of the medium-sized firms. This procedure introduces an element of error, but scaling methods are robust to errors in the data, and it was preferred to work with estimated data in a few observations rather than loose observations. The model generated two sets of information: a common map that contains what remained invariant during the period under study, and a set of weights that contain information about evolution over time. These two aspects will be discussed in sequence next.
The common map.
The common map, which summarises what has remained invariant during the fourteen years under consideration, contains 44 points, one for each combination of size and country. These are points located in the space. A series of Principal Component Analyses, and the study of the change in the value of stress, as suggested by Kruskal and Wish (1978) suggested that a representation in five or more dimensions was appropriate. Six dimensions is the maximum allowed by the software used, SPSS. The common map was thus built in a six dimensional space.
The results of the estimation were excellent. The overall measure of fit, R 2 , was 0.91 indicating that the model captures 91% of the variation in the data. As far as matrices for individual years are concerned, R 2 , varied in the range 0.80 to 0.97.
Unlike other scaling models, the configuration reported by INDSCAL is not invariant to rotation. The axes of coordinates have to be taken as they appear in the output, and no rotated configurations are possible. This appears to be a disadvantage with respect to other more traditional techniques, such as factor analysis, but it has long been observed that the axes of coordinates returned by the algorithm can be interpreted, and that the interpretation often has a meaning within the context of the problem under study. This does not exclude, however, that there may be no meaning associated with directions other than the axes. It is, for example, possible that diagonal directions may have meaning; Krzanowski (1988) .
A map in a six dimensional space is impossible to represent other than mathematically. A mathematical map is a set of points with the coordinates of such points in the space. In this case, each point is associated with six coordinates. Not all coordinates are relevant to the problem under study, and much is to be gained by visual inspection of the various possible representations on pairs of two dimensions. In this case it was found that the main characteristics of the problem could be observed in the representation in Dimension 1 versus Dimension 3. This projection can be seen in Figure 1 . The points associated with size group 0, the summary for each county, have not been printed in Figure   1 in order not to clutter the visual impact with information which is neither relevant nor useful in the forthcoming analysis. Table 7 . (staff costs relative to value added), the ones which were found by univariate ANOVA analysis to be most associated with size, point precisely in this direction. Ratios 6 and 7 measure labour productivity, indicating that large firms are more labour productive than small firms, something that is consistent with large firms being more capital intensive than small firms; European Commission (1998). Thus, it could be argued that small firms are more in debt than large firms; that small firms have higher staff costs both in terms of turnover and of value added. Also in this direction but with opposite orientation, are ratios 1 (gross operating profit plus financial charges to turnover), 2 (net profit to net turnover), and 10 (financial results to net turnover). Since ratios 1, 2, and 10 relate to margins, this suggests that, in the European manufacturing sector, large firms operate with larger margins than small firms. It is the moment to remember that ratio 3 (financial profitability) was not strongly associated with size. In Figure 2 , the vector representing ratio 3 is perpendicular, in most countries, to the NW-SE directions related to size, indicating that size and financial profitability are largely independent. But if both small and large firms are achieving similar levels of financial profitability, and they have different margins on sales and different cost structures, particularly staff costs, we are finding differences in corporate strategy. Differences in the financial structure of small and large European companies were also reported by Rivaud-Danset et al (2001) , this subject was also studied by the European Commission (1997 and 1998). Firms of different sizes reach the same objective travelling along different paths.
The direction SW-NE, on which the country effect is found, is related, on the positive side, to ratio 3 (financial profitability); and, on the negative side, to ratios 8 (relative share of interest charges), and 9 (apparent rate of interest on financial debt). Clearly, the higher the interest rates are, the higher is the value of ratios 8 and 9, and the lower the profitability.
This suggests that the highest financial profitability is found in Austria, Finland and the Netherlands, and the lowest financial profitability is found in Denmark, Portugal and
Belgium. The reverse is true of relative share of interest charges and apparent rate of interest on financial debt. In this last case, the lowest values are found in Austria, Finland and the Netherlands, while the highest values are found in Denmark, Portugal and Belgium.
As far as the axes are concerned, the ratios associated with Dimension 1 are, on the positive side, 13 (financial indebtedness) and 5 (valued added to net turnover); and, on the negative side, 4 (relative share of purchases of goods and services) and 11 (own funds ratio). Since large firms are situated towards the W of the map, and small firms are situated towards the E of the map, the map supports the view that large firms purchase more goods and services in relation to turnover, have higher own funds ratios, have lower financial indebtedness, have lower value added to net turnover than small firms. Small European manufacturing firms generate more value added, with higher staff costs, achieving similar levels of profitability. This further confirms the existence of strategic structural differences between large and small firms. It can be concluded that small European manufacturing firms have a higher ability to create economic wealth, which is generated by their main activity.
The interpretation of Dimension 1 is particularly relevant to the German case, as the line that is associated with this country is horizontal. This suggests that the differences between small and large firms that have just been identified are particularly accentuated in the German case.
The ratios associated with Dimension 3 are 14 (long term debt to total debt), and 15
(provisions for liabilities to balance sheet total). The higher up in dimension 3, the higher the value of both ratios. Since large firms tend to be situated towards the top of Dimension 3, this is consistent with large firms having more long term debt and more provisions for liabilities than small firms. This is accentuated in the case of Sweden.
In summary, three patterns have been identified: the Swedish case, the German case, and the rest of Europe. Differences between small and large firms in Swedish firms relate mainly to ratios 14 and 15. Differences between large and small German firms relate mainly to ratios 4, 5, 11, and 13. Differences between large and small firms in the rest of the countries relate mainly to ratios 12, 6, 7, 1, 2, and 10. It is to be noticed that this is coherent with the findings of LDA analysis, as reported in Table 5 .
Evolution over time.
Up to now, the analysis has concentrated on invariance over the fourteen year period. The common map, as projected in Figure 1 , is an average over the fourteen year period. But this average hides the evolution from year to year. Firms react to a dynamic environment and this may be reflected in their ratio structure. How does the business cycle affect the ratio structure of firms of different sizes in the different countries? Given a particular country, have differences between small and large firms become larger? Have they become smaller? To shed light on these questions we need to examine the weights calculated by the model.
The INDSCAL model reveals the evolution over time through a set of weights,
w . These weights distort the common map by stretching it or contracting it in the direction of the axes. Stretching or contracting an axis implies giving that axis more importance or "salience". Examples of the way in which such map distortions reveal important features of the data can be seen in Kruskal and Wish (1978) . Each dimension, in each particular year, has associated with it a weight that reveals the salience of that dimension in that year.
The weight by itself is of no particular importance, what matters is the relationship between the weights; i.e., given a particular year, is Dimension 3 more salient than Dimension 1 or the other way round? As only dimensions 1 and 3 have been found to be of relevance to the present study, only the weights associated with these dimensions will be discussed In Figure 3 we observe that during the years 1987 and 1988, Dimension 3 had more salience than Dimension 1. In the remaining years the situation was reversed, with Dimension 1 having more salience than Dimension 3; this effect was particularly accentuated during the years 1990, and 1991.
To interpret these results, we need to concentrate on individual cases. Let start with Germany. In Figure 1 , the differently sized German firms were situated on a horizontal line, indicating that Dimension 1 was the discriminating feature with respect to size. This dimension was found to be related to ratios 4 and 11. Dimension 1 has its maximum salience during the years 1990 and 1991, implying that these were the years when the differences between small and large firms were most accentuated in Germany. Dimension 1 has its minimum salience during the years 1987 and 1988, something that is consistent with the differences between small and large German firms being minimised.
Sweden provides the other extreme case. Differently sized Swedish firms are situated on a vertical line, something that is consistent with Dimension 3 being the main feature that discriminates between small and large firms in this case. Dimension 3 was found to be related to ratios 14 and 15. This reverses the German case, as the differences between small and large Swedish firms are maximised when Dimension 3 takes its maximum salience, in years 1987 and 1988; and are minimised when Dimension 3 takes its minimum salience, in years 1990 and 1991.
Germany and Sweden provide two extreme cases of changes over time, because the lines in Figure 1 that are associated with these countries are either horizontal or vertical. The general pattern in the remaining countries is that the lines tend to approximate the 45º line.
This is consistent with the differences between small and large firms in the remaining European countries not being noticeably affected by the passage of time.
Cluster analysis
It has been argued that in European manufacturing firms there are both size and country effects, and that these are persistent over time. It has also been argued that some of the differences are related to different management strategies. But, are there strategic groups in Europe? Are the ratios of, say, small Italian firms more similar to the ratios of large Italian firms than to the ratios of small Portuguese firms?
This issue will be addressed by means of hierarchical cluster analysis. Up to now we have been working with the projection of a six dimensional map on two dimensions, and this is necessarily a simplification that may hide important features of the data. A way of revealing such features is to complement a scaling exercise with cluster analysis, as recommended by Arabie et al (1987) and Chatfield and Collins (1980) .
In the previous section, it has been observed that there is a remarkable degree of robustness in time with respect to the results observed in the common map. Taking this into account, average values for the financial ratios for the fourteen years have been calculated for each country and size group, in the same way as was done earlier on when applying Pro-Fit analysis. Combinations of country and size were taken as cases, and standardised ratios as variables. Clusters were calculated using Ward's approach as implemented in SPSS. This approach maximises within group homogeneity and between group heterogeneity, and has been found to be productive in other similar studies; Blashfield (1976), Cool and Schendel (1987) .
The dendrogram that was obtained is shown in Figure 4 . In it, three main clusters can be observed. The differences between the clusters are related to country, not to size. A large cluster contains Spain (all sizes), Italy (all sizes), Portugal (all sizes), Belgium (all sizes), and France (medium and large firms). A second cluster is formed by Scandinavian countries: Finland (all sizes), Denmark (medium and large firms), and Sweden (all sizes).
The last cluster is contains Austria (all sizes) and Germany (all sizes). It is difficult not to think of cultural differences, the first cluster could be labelled "Latin", the second cluster could be labelled "Scandinavian", and the last cluster could be labelled "Germanic". It is to be noticed than no cultural variables have been entered in the data, and the clusters are In Figure 1 , the Germanic cluster appears on the East of the configuration, the Scandinavian cluster appears on the NW of the configuration, and the Latin cluster appears on the SW of the configuration. Taking into account the orientation of the directional vectors in Figure 2, the Germanic cluster appears to be associated with higher than average profitability, high value added, and high staff costs. The Scandinavian cluster is characterised by high values of profit to turnover. The Latin cluster has a high ratio of interest charges to net turnover, and a high apparent rate of interest on financial debt.
CONCLUSIONS
In this paper we have studied the financial structure of small, medium sized, and large firms in eleven European countries over a fourteen year period. The data was obtained from the BACH database, which is not at the level of industrial firm, but aggregated by sectors. The main themes of the research have been the presence of size and country effects on financial ratio structure.
Initial data analysis, based on univariate ANOVA, found significant differences related to size in most ratios, the exception being profitability. This suggests that, given a particular country, the differences between small, medium, and large firms do not relate to profitability, but to the way in which a given level of profitability is obtained.
The existence of financial ratio differences between small, medium, and large companies was confirmed by three-group linear discriminant analysis. For each country, high levels of classification accuracy were found. But the discriminant functions were found to differ between countries, suggesting country effects in financial ratio structure.
Both country and size effects became apparent when three-way scaling methods were used.
Size effects were found to be associated with ratios 12 (overall debt), 6 (relative share of staff costs), 7 (staff costs relative to value added), 1 (gross operating profit plus financial charges to turnover), 2 (net profit to net turnover), and 10 (financial results to net turnover), meaning that small firms are more in debt than large firms; that small firms have higher staff costs both in terms of turnover and of value added, and that large firms operate with larger margins than small firms. In general, the differences are not in profitability, but on the way in which profitability is achieved. Thus, for a given country, there are size related strategic differences in costs and balance sheet structure.
A country effect was found, and it was fount to be related to ratios 3 (financial profitability), 8 (relative share of interest charges), and 9 (apparent rate of interest on financial debt). The highest financial profitability, and the lowest relative share of interest charges and apparent rate of interest on financial debt were found in Austria, Finland and the Netherlands, the reverse being true of Denmark, Portugal and Belgium.
Three patterns relating to country and size combinations were identified: the Swedish case, the German case, and the rest of Europe. Differences between small and large firms in Swedish firms were found to be related to ratios 14 and 15. Differences between large and small German firms were found to be related to ratios 4, 5, 11, and 13. Differences between large and small firms in the rest of the countries were found to be related to ratios 12, 6, 7, 1, 2, and 10. These differences were found to be important in relation to changes over time. Differences in financial ratio structure between small, medium and large firms remained remarkably stable over time, except in the case of German and Swedish firms.
The question of whether a small Italian firm is more similar to a large Italian or to a small Finish firm was also pursued. It was found that strategic groups exist, and these are related to country and not to size. Three clusters are clearly apparent: a Latin cluster, a
Scandinavian cluster, and a Germanic cluster.
This study has a morale. Imagine that a small Italian firm wants to increase its profitability.
Our findings suggest that, in general, it would be useless for such a firm to take example from a large Italian firm. It would be much more appropriate for the small Italian firm to model itself on a small Austrian firm. Monetary union in Europe should make country related profitability differences a thing of the past.
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R8. Relative share of financial charges
Ratio of interest charges to net turnover 13/1
R9. Apparent rate of interest on financial debt
Ratio of interest charges to debt owed to credit institutions 13/F2+I
R10. Ratio of financial result
Financial result on net turnover W/1
R11. Own funds ratio
Ratio of own funds less unpaid share capital to balance sheet total L-A/FL
R12. Overall Debt ratio
Ratio of debt with a remaining period to maturity of more than one year + debt with a remaining period to maturity of less than one year to balance sheet total F+I/FL
R13. Ratio of financial indebtedness
Ratio of financial indebtedness balance sheet total F2+I2/FL
R14. Debt Structure
Ratio of debt with a remaining period of maturity of more than one year to debt With a remaining period of maturity of more than one year + debt with a remaining Period of maturity of less than one year I/I+F
R15. Ratio of provisions for liabilities and charges
Provisions for liabilities and charges to balance sheet total J/FL 
