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Abstract
We propose a technique to design control algorithms for a class of finite dimensional quantum
systems so that the control law does not present discontinuities. The class of models considered
admits a group of symmetries which allows us to reduce the problem of control to a quotient space
where the control system is ‘fully actuated’. As a result we can prescribe a desired trajectory which
is, to some extent, arbitrary and derive the corresponding control. We discuss the application to the
simultaneous control of two non-interacting spin 12 particles with different gyromagnetic ratios in zero
field NMR in detail. Our method provides a flexible toolbox for the design of control algorithms to
drive the state of finite dimensional quantum systems to any desired final configuration with smooth
controls.
Keywords: Control Methods for Quantum Mechanical Systems; Smooth Control Functions; Sym-
metry Reduction; Nuclear Magnetic Resonance.
1 Introduction
The combination of control theory techniques with quantum mechanics (see, e.g., [4], [7], [9]) has gen-
erated a rich set of control algorithms for quantum mechanical systems modeled by the Schro¨dinger
(operator) equation
X˙ = AX +
m∑
j=1
BjujX, X(0) = 1. (1)
Here we assume that we have a finite dimensional model, A and Bj are matrices in su(n) for each
j = 1, ...,m, X is the unitary propagator, which is equal to the identity 1 at time zero, and uj are the
controls. These are usually electromagnetic fields, constant in space but possibly time-varying, which are
the output of an appropriately engineered pulse-shaping device. Many of the proposed algorithms in the
literature involve control functions which are only piecewise continuous and in fact have ‘jumps’ at certain
points of the interval of control. For example, control algorithms based on Lie group decompositions (see,
e.g., [13]) involve ‘switches’ between different Hamiltonians; Algorithms based on optimal control, even if
they produce smooth control functions, often require a jump at the beginning of the control interval in
order for the control to achieve the prescribed value in norm (assuming a bound in norm of the optimal
control as in [5]). Beside the practical problem of generating (almost) instantaneous switches with pulse
shapers, such discontinuities introduce undesired high frequency components in the dynamics of the
controlled system. For these reasons, it is important to have algorithms which produce smooth control
functions whose values at the beginning and the end of the control interval are equal to zero.
This paper describes a method to design control functions without discontinuities in order to drive the
state of a class of quantum systems of the form (1) to an arbitrary final configuration. Our main example
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of application will be the simultaneous control of two quantum bits in zero field NMR, a system which
was also considered in [10] in the context of optimal control. As compared to that paper, we abandon
here the requirement of time optimality (under the requirement of bounded norm for the control) but
introduce a novel method which will allow us more flexibility in the control design. The result is a control
algorithm that does not present discontinuities, with the control equal to zero at the beginning and at
the end of the control interval.
The paper is organized in two main sections each of which divided into several subsections. In Section
2 we describe the class of systems we consider and the general theory underlying our method. We also
present two simple examples of quantum systems where the theory applies. In Section 3 we detail the
application to the system of two spin 12 particles in zero field NMR above mentioned. This section
includes a description of the model as well as the explicit numerical treatment of a control problem: the
independent control of the two spin 12 particles to two different types of Hadamard gates.
2 General Theory
2.1 Class of systems considered
Consider the class of control systems (1) with A and Bj , j = 1, ...,m, in su(n) and let L denote the Lie
algebra generated by {A,B1, ..., Bm}. We assume that L is semi-simple, which implies, since L ⊆ su(n),
that the associated Lie group eL is compact. The Lie algebra L is called, in quantum control theory,
the dynamical Lie algebra associated to the system (1). Since eL is compact, the Lie group eL is the
set of states for (1) reachable by changing the control [11]. In particular if L = su(n), the system is
said to be controllable because every special unitary matrix can be obtained with appropriate control.
These are known facts in quantum control theory (see, e.g., [7]). We assume that L has a (vector space)
decomposition L = K⊕P, such that [K,K] ⊆ K, i.e., K is a Lie subalgebra of L, which we also assume to
be semisimple so that eK is compact. Moreover [K,P] ⊆ P. A special case is when in addition [P,P] ⊆ K
in which case the decomposition L = K ⊕ P defines a symmetric space of eL [12]. We assume, in the
model (1), that such a decomposition exists so that A ∈ K and {B1, ..., Bm} forms a basis for P.
Under such circumstances, we can reduce ourselves to the case A = 0 in (1), i.e., to systems of the
form
U˙ =
m∑
k=1
uˆkBkU, U(0) = 1. (2)
To see this, assume that for any fixed interval [0, tf ] and any desired final condition Uf , we are able to
find a control uˆk steering the state U in (2) from the identity 1 to Uf . Let akj = akj(t), k, j = 1, ...,m
the coefficients forming an m×m orthogonal matrix, so that, for any j = 1, ...,m,
e−AtBjeAt =
m∑
k=1
akj(t)Bk. (3)
Let Xf be the desired final condition for (1) and uˆk be the control steering the state U of system (2)
from the identity 1 to e−AtfXf , in time tf . Then the control uj obtained inverting
uˆk(t) :=
m∑
j=1
akj(t)uj(t), (4)
steers the state X of (1) from the identity to Xf . This follows from the fact that, if U = U(t) is the
solution of (2) with the control uˆk, and final condition e
−AtfXf , then X = eAtU is a solution of (1), with
the controls uj given by (4) and therefore the final condition at tf is Xf . Notice that the transformation
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(4) does not modify the smoothness properties of the control, neither does it modify the fact that the
control is zero at the beginning and at the end of the control interval (or at any other point). Therefore
in the following we shall deal with driftless systems of the form (2) with the Lie algebraic L = K ⊕ P,
structure above described. In particular {B1, ..., Bm} forms a basis for P.
2.2 Symmetry reduction
The compact Lie group eK can be seen as a Lie transformation group which acts on eL via conjugation
X ∈ eL → KXK−1, K ∈ eK. Moreover this is a group of symmetries for system (2) in the sense that
KBjK
−1 ∈ P for each j, for every K ∈ eK. In particular let KBjK−1 :=
∑m
k=1 akjBk for an orthogonal
matrix {akj} depending on K ∈ eK (cf. (3)). If U = U(t) is a trajectory corresponding to a control uˆk,
KUK−1 is the trajectory corresponding to controls uk :=
∑m
j=1 akj uˆj , as it is easily seen from (2) and
KU˙K−1 =
m∑
j=1
uˆjKBjK
−1KUK−1 =
m∑
j=1
uˆj
(
m∑
k=1
akjBk
)
KUK−1 =
=
m∑
k=1
 m∑
j=1
akj uˆj
BkKUK−1 = m∑
k=1
ukBkKUK
−1.
This suggests to treat the control problem on the quotient space eL/eK corresponding to the above action
of eK on eL.
From the theory of Lie transformation groups (see, e.g., [6]) we know that the quotient space eL/eK
has the structure of a stratified space where each stratum corresponds to an orbit type, i.e., a set of points
in eL which have conjugate isotropy groups. The stratum corresponding to the smallest possible isotropy
group, Kmin, is known to be a connected manifold which is open and dense in e
L/eK. We denote it here
by eLreg/eK, where reg stands for the regular part. Its preimage in eL, eLreg, under the natural projection
pi : eL → eL/eK is open and dense in eL as well. This is called the regular part of eL/eK, (resp. eL).
The complementary set in eL/eK, (resp. eL) is called the singular part. The dimension of eLreg/eK as a
manifold is
dim(eLreg/e
K) = dim(eL)− dim(eK) + dimKmin = dim(L)− dim(K) + (dimKmin), (5)
where dim(Kmin) is the dimension of the minimal isotropy group as a Lie group.
1 In particular, if Kmin
is a discrete Lie group, i.e., it has dimension zero, the right hand side of (5) is the dimension of the
subspace P. This is verified for instance in K − P problems (cf., e.g., [8]) when eL = SU(n). We shall
assume this to be the case in the following.
According to a result in [8], under the assumption that the minimal isotropy group Kmin is discrete,
the restriction of pi∗ to Rx∗P is an isomorphism onto Tpi(x)
(
eLreg/eK
)
for each point x in the regular part,
eLreg. Here, as it is often done, we have identified the Lie algebra L with the tangent space of eL at the
identity 1, and therefore P is identified with a subspace of the tangent space at 1. The map Rx denotes
the right translation by x so that Rx∗P is a subspace (with the same dimension) of the tangent space at
x, Txe
L.2 In Appendix B, we show that in given coordinates the determinant of the restriction of pi∗ to
Rx∗P is invariant under the action of eK. The above isomorphism result says that in the regular part
detpi∗ 6= 0. In this situation, for every regular point U ∈ eL, for every tangent vector V ∈ Tpi(U)(eLreg/eK),
we can find a tangent vector pi−1∗ V ∈ RU∗P. Such a tangent vector is horizontal for system (2) which
1More discussion on these basic facts in the theory of Lie transformation groups can be found in [1] and references therein.
2Recall that for a map f : M → N for two manifolds M and N , f∗ denotes the differential (also called push-forward)
f∗ : TxM → Tf(x)N between two tangent spaces. When we want to emphasize the point x we write f∗|x.
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means that it can be written as a linear combination of the available vector fields {BkU} in (2). If
Γ = Γ(t) is a curve entirely contained in eLreg/eK and U = U(t) a curve in eLreg such that pi(U(t)) = Γ(t)
for every t, i.e., U is a ‘lift’ of Γ, then pi∗|−1U Γ˙ is a horizontal tangent vector at U(t) for every t. If Γ joins
two points Γ0 and Γ1 in e
L
reg/e
K, in the interval [t0, t1], and U0 is such that pi(U0) = Γ0, then the solution
of the differential system
U˙ = pi∗|−1U Γ˙, U(t0) = U0, (6)
is such that pi(U(t1)) = Γ1. Therefore, once we prescribe an arbitrary trajectory Γ to move in the quotient
space between two given orbits Γ0 and Γ1 in the regular part, the control specified by
pi∗|−1U Γ˙ =
m∑
j=1
ujBjU (7)
will allow us to move between two states U0 and U1 such that pi(U0) = Γ0 and pi(U1) = Γ1.
2.3 Methodology for Control
The above treatment suggests a general methodology to design control laws for systems of the form
(2) described in subsection 2.1. In fact, given the freedom in the choice of the trajectory Γ = Γ(t)
above mentioned, we can design such controls satisfying various requirements and in particular without
discontinuity. Such a methodology can be summarized as follows.
First of all we need to obtain a geometric description of the orbit space eL/eK, and in particular of
its regular part eLreg/eK, and verify that the minimal isotropy group, which is the isotropy group of the
elements in eLreg, is discrete so that the right hand side of (5) is equal to dimP. This is a weak assumption,
easily verified in the examples that will follow and that can be proven true in several cases [8], [14]. Then
one chooses coordinates for the manifold eLreg/eK. These are expressed in terms of the original coordinates
in eL or, more commonly, in terms of the entries of the matrices in eL. Such coordinates are a complete set
of independent invariants with respect to the (conjugacy) action of the group eK. The word ‘complete’
here means that the knowledge of their values uniquely determines the orbit, i.e., a point in eLreg/eK.
There are m = dim(P) of them, as this is the dimension of eLreg/eK (cf. (5)). Once we have coordinates
{x1, ..., xm}, the tangent vectors { ∂
∂x1
, ..., ∂∂xm
}
at every regular point in the quotient space determine a
basis of the tangent space of eLreg/eK. For any trajectory Γ in eLreg/eK, we can write the tangent vector
Γ˙(t) as Γ˙(t) =
∑m
j=1 x˙
j ∂
∂xj
, for some functions x˙j . With this choice of coordinates, one then needs to
calculate, for every regular point U , the matrix for pi∗|U as restricted to RU∗P and its inverse pi∗|−1U . This
allows us to implement formula (7) to obtain the control from a given prescribed trajectory in the orbit
space.
We remark that there is an issue concerning the fact that our initial condition which is the identity
1 in (2) (and possibly the final desired condition) is not in the regular part of eL. In fact the whole Lie
group eK is the isotropy group of the identity. If we take for Γ a trajectory which starts from the class
corresponding to the identity, the matrix corresponding to pi∗ may become singular as t→ 0 and therefore
it will be impossible to derive the control directly from formula (7). This problem can be overcome by
applying a preliminary control which takes the state of system (2) out of the singular part and into the
regular part of eL. To avoid discontinuities, such a control is chosen to be zero at the beginning and at
the end of the control interval. It takes the system to a point U0 with pi(U0) = Γ0 ∈ eLreg/eK. Then we
choose the trajectory in the quotient space Γ in the regular part of the quotient space which joins Γ0
and Γ1 where Γ1 is the orbit of the desired final condition. The control obtained through (7) will steer
system (2) to a state Uˆf in the same orbit as the desired final condition. Therefore if Uf is the desired
final condition we will have pi(Uˆf ) = pi(Uf ) = Γ1. Notice that we also want Γ˙→ 0 at both the initial and
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final point so that the control is zero and can be concatenated continuously with the preliminary control
above described.
It is possible that the desired final condition Uf is also in the singular part of e
L. This problem can be
tackled in two ways. We can recall that the regular part is open and dense and therefore we can always
drive to a state in the regular part arbitrarily close to the desired Uf . This means that our algorithm will
only give an approximate control, but which will steer the system arbitrarily close to Uf . Alternatively
we can select a regular element S ∈ eL and such that UfS−1 is also regular.3 Then we find two controls:
u1 driving U in (2) from the identity to S in (2) and u2 driving U in (2) from the identity to UfS
−1 in
(2). In particular, because of the right invariance of system (2), u2 also drives S to Uf . Therefore, the
concatenation of u1 (first) and u2 (second) will drive to the desired final configuration. Therefore in the
following, for simplicity, we shall assume that the final desired state is in the regular part.
The (concatenated) control uˆj obtained from the tangent vector Γ˙ at every time t for a trajectory on
the quotient space Γ (cf. (7)) will drive the state U of (2) from the identity 1 only to a state Uˆf which is
in the same orbit as the desired final state Uf . There exists K ∈ eK such that KUˆfK−1 = Uf . Once such
a K is found it will determine through
∑m
j=1KBj uˆjK
−1 =
∑m
k=1Bkuk the actual control {uk} to apply.
We remark that this tranformation does not modify the smoothness properties of the control, nor the
fact that it is zero at some point (in particular at the beginning and at the end of the control interval).
2.4 Examples
2.4.1 Control of a single spin 12 particle
Consider the Schro¨dinger operator equation (2) in the form
U˙ =
(
0 α(t)
−α∗(t) 0
)
U, U(0) = 12, (8)
with U in SU(2). The complex-valued function α is a complex control field representing the x and y
components of an electro-magnetic field. The dynamical Lie algebra L is su(2) and it has a decomposition
su(2) = K⊕P with K diagonal and P anti-diagonal matrices. The one-dimensional Lie group of diagonal
matrices in SU(2) = eL is a symmetry group eK for the above system and the structure of the quotient
space SU(2)/eK is that of a closed unit disc [2]. The entry u1,1 of U ∈ SU(2), which is a complex number
with absolute value ≤ 1, determines the orbit of the matrix U . The regular part of SU(2) corresponds to
matrices with |u1,1| < 1, i.e., the interior of the unit disc D˚, in the complex plane. The singular part is
the boundary of the unit disc. Denote by z the (complex) coordinate in the interior of the complex unit
disc. This corresponds to two real coordinates invariant under the action of eK (conjugation by diagonal
matrices). Let Γ = Γ(t) be a desired trajectory inside the unit disc, which we denote by zd in the chosen
coordinates. The tangent vector Γ˙ in (6) is given in complex coordinates by z˙d
∂
∂z .
4 In the coordinates
on SU(2) used in equation (2) the corresponding tangent vector for U˙ is given by (cf. (8))
(
0 α
−α 0
)
U
3Such an element S ∈ eLreg always exists for any U ∈ eL, by the following argument: Assume that it does not exist. Then
for every regular S, US is singular. Therefore, by indicating by LU the left translation by U we have, LU (e
L
reg) ⊆ eLsing.
Then by applying the unique bi-invariant Haar measure µ on eL with µ(eL) = 1 implies µ(eLreg) = µ(LU (e
L
reg)) ≤ µ(eLsing).
On the other hand, µ(eLsing) = 0 since µ must also correspond to the Riemannian volume of the bi-invariant Killing metric
(normalized if necessary) and each stratum in eLsing has dimension strictly less than dimension of e
L and thus has volume 0
and therefore invariant measure 0. But µ(eLreg) = µ(e
L)− µ(eLsing) = µ(eL) = 1. This is a contradiction.
4This means x˙d
∂
∂xd
+ y˙d
∂
∂yd
where xd and yd are the real and imaginary parts of zd.
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and the value of the control α is obtained by solving (6) which gives
z˙d =
d
dt
|t=0z
e
 0 α−α∗ 0
t
U
 , (9)
where z(P ) denotes the the (1, 1) entry of the matrix P . Equation (9) gives α = z˙du21 , which, as expected
from the above recalled isomorphism theorem of [8], gives a one-to-one correspondence between α and z˙d
as long as U is in the regular part of SU(2), i.e., it is not diagonal, i.e., u2,1 6= 0.
2.5 Control of a three level system in the Λ configuration
Consider a three level quantum system where the controls couple level |1〉 to level |2〉 and level |1〉 to
level |3〉 but not level |2〉 and |3〉 directly. Assuming that |1〉 is the highest energy level, the energy level
diagram takes the so-called Λ configuration (see, e.g., [15]). The Schro¨dinger operator equation (2) is
such that
m∑
j=1
ujBj =
4∑
j=1
ujBj =
 0 α β−α∗ 0 0
−β∗ 0 0
 , (10)
with the complex control functions α and β. Such a system admits a group of symmetries given by
eK = S(U(1)× U(2)), i.e., block diagonal matrices in SU(3) with one block of dimension 1× 1 and one
block of dimension 2× 2, and determinant equal to 1. The Lie subalgebra K consists of matrices in su(3)
with a block diagonal structure with one block of dimension 1× 1 and one block of dimension 2× 2. The
complementary subspace P is spanned by antidiagonal matrices in su(2) with the same partition of rows
and columns. Such a system was studied in [3] in the context of optimal control and a description of the
orbit space SU(3)/eK was given. It was shown that the regular part SU(3)reg/eK is homeomorphic to
the product of two open unit discs D˚1 × D˚2 in the complex plane. Up to a similarity transformation in
eK = S(U(1)× U(2)), a matrix U in SU(3) can be written as
U =
 z1
√
1− |z1|2 0
−√1− |z1|2 z∗1 0
0 0 1
1 0 00 z2 w
0 −w∗ z∗2
 , (11)
for complex numbers z1, z2 and w, where |z1| ≤ 1 and |z2| ≤ 1. Strict inequalities hold if and only if
U is in the regular part in which case z1 and z2 can be taken as the coordinates in SU(3)reg/e
K. An
alternative set of (complex) coordinates is given by (z1, T ) where T is the trace of the (lower) 2× 2 block
of the element U ∈ SU(3) which is invariant (along with z1) under the conjugation action of elements
in eK = S(U(1) × U(2)). The coordinates (z1, T ) are related to the coordinates (z1, z2) by (from (11))
T = z∗1z2 + z∗2 which is inverted as z2 =
T ∗−z1T
1−|z1|2 . A desired trajectory Γ in SU(3)reg/S(U(1) × U(2))
is written in these coordinates as (z1d, Td) := (z1d(t), Td(t)) . The associated tangent vector Γ˙ in (6)
is z˙1d(t)
∂
∂z1d
+ T˙d
∂
∂T . By applying pi∗|U U˙ in (6) to z1 and T with the restriction that U˙ is of the form 0 α β−α∗ 0 0
−β∗ 0 0
U , we obtain two equations for α and β,
αu2,1 + βu3,1 = z˙1d, −αu∗1,2 − βu∗1,3 = T˙ ∗d .
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These are solved, using Dˆ := u∗1,3u2,1 − u3,1u∗1,2 by
α =
u∗1,3z˙1,d + u3,1T˙ ∗d
Dˆ
, β = −u
∗
1,2z˙1,d + u2,1T˙
∗
d
Dˆ
. (12)
The quantity Dˆ is different from zero if and only if the matrix U is in the regular part of SU(3). This
can be shown in two steps: First one shows that Dˆ is invariant under the action of S(U(1) × U(2)) by
writing a matrix in S(U(1)×U(2)) with an Euler-type decomposition as F1RF2 with F1 and F2 diagonal
and R of the form R =
1 0 00 cos(θ) sin(θ)
0 − sin(θ) cos(θ)
 , and verifying that conjugation by each factor in F1RF2
leaves Dˆ unchanged. The second step is to verify that Dˆ for the matrix X in the form (11) is different
from zero if and only if |z1| 6= 1 and |z2| 6= 1. This gives a quick test to check whether a matrix is in
the regular part, i.e., if its isotropy group is the smallest possible one, which, in this case, is the group of
scalar matrices in SU(3). This fact also follows from the result in Appendix B which shows in general
that det(pi∗), with pi∗ : Rp∗P → Tpi(p)eLreg/eK is invariant under the action of eK.
As always, we have the problem that the initial point 1 is in the singular part of the orbit space
decomposition and therefore Dˆ in (12) is zero at time 0. As suggested in the previous section, we can
however apply a preliminary control to steer away from the singular part.
3 Simultaneous control of two independent spin 12 particles
3.1 The model
The dynamics of two spin 12 particles with different gyromagnetic ratios in zero field NMR can be described
by the Schro¨dinger equation (2) (after appropriate normalization) where
m∑
k=1
uˆkBk :=
∑
x,y,z
ux,y,z(t)(iσx,y,z ⊗ 1+ γi1⊗ σx,y,z). (13)
Here ux,y,z are the controls representing the x, y, z components of the electromagnetic field, and σx,y,z
are the Pauli matrices defined as
σx :=
(
0 1
1 0
)
, σy :=
(
0 −i
i 0
)
, σz :=
(
1 0
0 −1
)
. (14)
The parameter γ is the ratio of the two gyromagnetic ratios and we shall assume that |γ| 6= 1. Under this
assumption, the dynamical Lie algebra L for system (2), (13) is the 6−dimensional Lie algebra spanned
by {σ1 ⊗ 1 + 1 ⊗ σ2 |σ1, σ2 ∈ su(2)}.5 The corresponding Lie group eL, which is the set of reachable
states for system (2), (13), is {X1 ⊗X2 |X1, X2 ∈ SU(2)}, i.e. the tensor product SU(2)⊗ SU(2). It is
convenient to slightly relax the description of the state space and look at system (2), (13) as a system on
the Lie group SU(2)× SU(2), i.e., the Cartesian direct product of SU(2) with itself, and the dynamical
equations (2), (13) replaced by
U˙ = σ(t)U, U(0) = 1, V˙ = γσ(t)V, V (0) = 1, (15)
with σ(t) :=
∑
x,y,z iux,y,z(t)σx,y,z. The controls that drive system (15) to (±Uf ,±Vf ) drive system (2),
(13) to the state Uf ⊗Vf . Therefore we shall focus on the steering problem for system (15) which consists
5This Lie algebra is isomorphic to so(4).
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of steering one spin to Uf and the other to Vf , simultaneously. Since |γ| 6= 1, the dynamical Lie algebra
associated with (15) is spanned by the pairs (σ1, σ2) with σ1 and σ2 in su(2). Such a Lie algebra can
be written as K ⊕ P with K spanned by elements of the form (σ, σ) with σ ∈ su(2) and P spanned by
elements of the form (σ, γσ) with σ ∈ su(2). At every p ∈ G = SU(2)× SU(2), the vector fields in (15)
belong to Rp∗P.
3.2 Symmetries and the the structure of the quotient space
The Lie group SU(2) acts on G := SU(2)× SU(2) by simultaneous conjugation, that is, for K ∈ SU(2),
(Uf , Vf ) → (KUfK−1,KVfK−1) and this is a group of symmetries for system (15) in that if σ = σ(t)
is the control steering to (Uf , Vf ), then KσK
−1 is the control steering to (KUfK−1,KVfK−1). The
quotient space of SU(2) × SU(2) under this action, (SU(2) × SU(2))/SU(2) was described in [10] as
follows.
Consider a pair (Uf , Vf ) and let φ ∈ [0, pi] be a real number so that the two eigenvalues of Uf are eiφ
and e−iφ. If 0 < φ < pi then Uf 6= ±1 and there exists a unitary matrix S such that SUfS† := Df is
diagonal. Therefore the matrix (Uf , Vf ) is in the same orbit as (Df , SVfS
†). The parameter φ determines
the orbit, along with the (1, 1)−entry of SVfS†, which does not depend on the choice of S.6 Such a (1, 1)-
entry has absolute value ≤ 1 and therefore it is an element of the unit disk in the complex plane. The
orbits corresponding to the values of 0 < φ < pi (for the eigenvalue of the first matrix) are in one-to-one
correspondence with the points of a solid cylinder with height equal to φ. When φ = 0 (or φ = pi),
the matrix Uf is ± identity and therefore the equivalence class is determined by the eigenvalue of the
matrices Vf , which are e
±iψ for ψ ∈ [0, pi]. In the geometric description, the solid cylinder degenerates
at the two ends to become a segment [0, pi]. The regular part of the orbit space Greg is represented by
points in the interior of the solid cylinder. Such points correspond to pairs((
eiφ 0
0 e−iφ
)
,
(
z w
−w∗ z∗
))
with φ ∈ (0, pi) and |z| < 1. For these pairs, the isotropy group is the discrete group {±1}. In general
points that are in the singular part correspond to pairs of matrices (Uf , Vf ) which can be simultaneously
diagonalized. Therefore the condition that they commute
UfVf = VfUf , (16)
is necessary and sufficient for a pair (Uf , Vf ) to belong to the singular part.
Assume that p is a regular point in Greg for this problem and pi is the natural projection pi : Greg →
Greg/SU(2). Then from the theory in the previous section, the differential pi∗|p is an isomorphism from
Rp∗P to Tpi(p)Greg/SU(2). Let us choose a basis for P given by (iσx,y,z, γiσx,y,z). To choose the three
coordinates in Greg/SU(2), we consider a general element p in SU(2)× SU(2) written as
p := (Uf , Vf ) :=
((
x y
−y∗ x∗
)
,
(
z w
−w∗ z∗
))
. (17)
For a complex number q we shall denoted by qR := Re(q) and qI := Im(q). Notice that in (17) we have
x2R + x
2
I + y
2
R + y
2
I = z
2
R + z
2
I + w
2
R + w
2
I = 1.
Coordinates in Greg/SU(2) must be independent invariant functions of (Uf , Vf ) in (17). We choose
x1 := xR, x
2 := zR, x
3 := xIzI + wRyR + wIyI . (18)
6All the possible diagonalizing matrices differ by a diagonal factor that does not affect the (1, 1) entry of SVfS
†.
8
It is a direct verification to check that at any point p ∈ SU(2)× SU(2), x1, x2 and x3 are unchanged by
the (double conjugation) action of SU(2), i.e., they are invariant. We remark also that we can consider
two unit vectors ~V := (xR, xI , yR, yI), and ~W := (zR, zI , wR, wI), and, if we do that, x
3 = ~V · ~W − xRzR.
3.3 Choice of invariants
We pause a moment to detail how the invariant coordinates in (18) were chosen. We do this because
the method can be used for other examples. We consider the vectors ~V := [xR, xI , yR, yI ]
T and ~W :=
[zR, zI , wR, wI ]
T and the adjoint action of SU(2) on SU(2) × SU(2) which gives a linear action on
~Q := [~V T , ~W T ]T . We are looking for functions f = f(~V , ~W ) invariant under this action. Given that
every element of SU(2) can be written according to Euler’s decomposition as eiσzαeiσyθeiσzβ, for real
parameters α, β and θ, it is enough that f is invariant with respect to transformations of the form
eiσzβ and eiσyθ, for general real β and θ, in order for f to be invariant with respect to all of SU(2). If
Xz := Xz(β) := e
iσzβ then AdXz acting on [~V
T , ~W T ]T is
AdXz(β) :=

1 0 0 0
0 1 0 0
0 0 cos(β) − sin(β)
0 0 sin(β) cos(β)
 . (19)
If Xy := Xy(θ) := e
iσyθ then AdXy acting on [~V
T , ~W T ]T is
AdXy(θ) :=

1 0 0 0
0 cos(θ) 0 cos(θ)
0 0 1 0
0 − sin(θ) 0 cos(θ)
 . (20)
We first look for linear invariants, i.e., invariant functions f of the form f(~V , ~W ) := ~aT ~V +~bT ~W . From
the condition
~aT ~V +~bT ~W = ~aTAdX ~V +~b
TAdX ~W,
where X may be equal to Xz(β) or Xy(θ), with arbitrary β and θ, we find that the last three components
of ~a and ~b must be zero. Therefore all linear invariants f must be of the form f = a1xR + b1zR, from
which we get the invariant xR and zR in (18).
We then try to find quadratic invariants and therefore an 8×8 symmetric matrix P so that f(~V , ~W ) =
[~V T , ~W T ]P [~V T , ~W T ]T and
[~V T , ~W T ]P [~V T , ~W T ]T = [~V T , ~W T ]
(
AdTX 0
0 AdTX
)
P
(
AdX 0
0 AdX
)
[~V T , ~W T ]T ,
for X = Xz(β) and X = Xy(θ) as defined in (19) and (20) for every β and θ (and for every ~V and ~W ).
This leads to the condition (
AdX 0
0 AdX
)
P = P
(
AdX 0
0 AdX
)
.
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From this, we find that the matrix P must be of the form
P =

e 0 0 0 d 0 0 0
0 c 0 0 0 g 0 0
0 0 c 0 0 0 g 0
0 0 0 c 0 0 0 g
d 0 0 0 r 0 0 0
0 g 0 0 0 h 0 0
0 0 g 0 0 0 h 0
0 0 0 g 0 0 0 h

.
It follows that all quadratic invariants must be of the form
f = ex2R + 2dxRzR + rz
2
R + c(x
2
I + y
2
R + y
2
I ) + h(z
2
I + w
2
R + w
2
I ) + 2g(xIzI + wRyR + wIyI).
Because of x2R + x
2
I + y
2
R + y
2
I = z
2
R + z
2
I +w
2
R +w
2
I = 1, all terms can be written in terms of the (linear)
invariant xR and zR except the last one which we choose as the third coordinate in (18).
3.4 Algorithm for control
At the point pi(p) ∈ Greg/SU(2), the tangent vectors ∂∂xj , j = 1, 2, 3 span Tpi(p)Greg/SU(2), so that a
general tangent vector at pi(p) can be written as a1
∂
∂x1
+ a2
∂
∂x2
+ a3
∂
∂x3
. We calculate the matrix of the
isomorphism pi∗|p mapping the coordinates αx, αy, αz, in Rp∗(σ, γσ) := Rp∗(αx(iσx, γiσx)+αy(iσy, γiσy)+
αz(iσz, γiσz)) ∈ Rp∗P to (a1, a2, a3), (cf. (6)). Denote this matrix by Πj,l := Πj,l(p) with j = 1, 2, 3 and
l = x, y, z. We have
Πj,l(p) = pi∗|pRp∗(iσl, iγσl)xj .
For the sake of illustration, let us calculate Π1,x(p). This is given by (recall p is defined in (17))
Π1,x(p) := pip∗Rp∗(iσx, iγσx)x1 = Rp∗(iσx, iγσx)(x1◦pi) = d
dt
|t=0x1◦pi
(
eiσxt
(
x y
−y∗ x∗
)
, eiγσxt
(
z w
−w∗ w∗
))
.
This simplifies because x1 ◦ pi does not depend on the second factor. Therefore the Π1,x(p) entry is the
derivative at t = 0 of the real part of the (1, 1) entry of the matrix
eiσxt
(
x y
−y∗ x∗
)
=
(
cos(t) i sin(t)
i sin(t) cos(t)
)(
x y
−y∗ x∗
)
.
This leads to the result
Π1,x(p) = −yI .
The quantities
∆1 := zIyR − xIwR, ∆2 := zIyI − xIwI , ∆3 := wRyI − wIyR, (21)
appear routinely in calculations that follow.
Similar calculations to the ones above for Π1,x(p) lead to the full matrix Π(p), which is given by
Π(p) :=
 −yI −yR −xI−γwI −γwR −γzI
(γ − 1)∆1 + γzRyI + wIxR (1− γ)∆2 + wRxR + γzRyR (γ − 1)∆3 + xRzI + γzRxI
 (22)
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The determinant of this matrix is different from zero if and only if p is in the regular part and it is
another invariant under the action of SU(2) on SU(2) × SU(2) (cf. Appendix B). It can be explicitly
computed as
det(Π(p)) = γ(γ − 1)(∆21 + ∆22 + ∆23), (23)
which can be seen to be equal to zero if and only if condition (16) is verified. The invariant ∆ :=
∆21 + ∆
2
2 + ∆
2
3 can be expressed in terms of the (minimal) invariants xR, zR and x
3 in (18) as7
∆ = ∆21 + ∆
2
2 + ∆
2
3 = (1− x2R)(1− z2R)− (x3)2. (24)
When we design a control law, the components a1, a2, a3 of the tangent vector at every time t in
the tangent space at pi(p(t)) are given by the derivatives x˙1, x˙2, x˙3 of the desired trajectory in the
quotient space. The corresponding components, αx, αy and αz, of the tangent vector in Rp(t)∗P give the
appropriate control functions (ux, uy, uz). The matrix Π(p) in (22) gives the map from the control to
trajectories. Since we want to specify trajectories and compute the corresponding controls, we need the
inverse of the matrix Π(p) (cf. (7)). This is found from (22) to be
det(Π(p))Π−1(p) :=
γ(γ − 1)(−wR∆3 − zI∆2) + γ2zR∆1 (γ − 1)(xI∆2 + yR∆3) + xR∆1 γ∆1γ(γ − 1)(wI∆3 − zI∆1)− γ2zR∆2 (γ − 1)(xI∆1 − yI∆3)− xR∆2 −γ∆2
γ(γ − 1)(wI∆2 + wR∆1) + γ2zR∆3 −(γ − 1)(yI∆2 + yR∆1) + xR∆3 γ∆3
 .
(25)
We remark that Π−1(p) is not defined if we are in the singular part of the space G = SU(2)× SU(2)
as the determinant of Π is zero there. This is in particular true at the beginning as the initial point
p ∈ SU(2) × SU(2) is the identity. In order to follow a prescribed trajectory in the quotient space
Greg/SU(2), we need therefore to apply a preliminary control to drive the state to an arbitrary point in
Greg and after that we shall apply the control corresponding to a prescribed trajectory in the quotient
space.
The preliminary control in an interval [0, T1] to move the state from the singular part of the quotient
space has to involve at least two different directions in the tangent space. In other terms, if we use
σ(t) = u(t)σ for some function u = u(t) and a constant matrix σ ∈ su(2) we remain in the singular part.
To see this, notice that if d :=
∫ T1
0 u(s)ds, then the solution of (15) will be (Uf , Vf ) = (e
dσ, eγdσ), a pair
that satisfies the condition (16). Therefore the simplest control strategy of moving in one direction only
will not work if we want to move the state from the singular part. Furthermore, we want ux(0) = uy(0) =
uz(0) = 0 and ux(T1) = uy(T1) = uz(T1) = 0 to avoid discontinuities at the initial time t = 0 and at
the time of concatenation with the second portion of the control. We propose to prescribe a trajectory
for U = U(t) in (15) and, from that trajectory, to derive the control to be used in the equation for
V = V (t) in (15). We choose a smooth function δ := δ(t) such that δ(0) = 0 and δ(T1) = δ0 6= 0, and
δ˙(0) = δ˙(T1) = 0. We also choose a smooth function  := (t), with (0) = 0 6= 0 and (T1) = 0, and
˙(0) = ˙(T1) = 0. We choose for U = U(t) in (15)
U(t) =
(
cos(δ(t)) ei(t) sin(δ(t))
−e−i(t) sin(δ(t)) cos(δ(t))
)
, (26)
which at time T1 gives
U(T1) =
(
cos(δ0) sin(δ0)
− sin(δ0) cos(δ0)
)
. (27)
7This can be seen by expanding the left hand side using the definitions of ∆1,2,3 (21) and the right hand side using the
definition of x3 (18), so that (24) reduces to y2Iw
2
R+w
2
Iy
2
R+y
2
Rz
2
I+x
2
Iw
2
R+x
2
Iw
2
I+y
2
Iz
2
I = (1−x2R)(1−z2R)−z2Ix2I−y2Rw2R−y2Iw2I ,
and writing (1− x2R) = x2I + y2R + y2I and (1− z2R) = z2I + w2R + w2I , we obtain an identity.
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The corresponding control σ is σ(t) = U˙U †, which is
σ(t) =
(
i˙ sin2(δ) δ˙ei + i2 ˙ sin(2δ) e
i
−δ˙e−i + i2 ˙ sin(2δ) e−i −i˙ sin2(δ)
)
. (28)
Placing this in the second equation of (15) and integrating numerically we obtain the values for V (T1),
the second component of (U, V ), and therefore the values of (zR, zI , wR, wI). Using these values and the
expression for (xR, xI , zR, zI) in (27), and using the formula for ∆ given in (24), we obtain
∆ = ∆21 + ∆
2
2 + ∆
2
3 = sin
2(δ0)(1− z2R(T1)− w2R(T1)) = sin2(δ0)(z2I (T1) + w2I (T1)), (29)
which has to be different from zero in order for the state to be in the regular part.
The second portion of the control depends on the trajectory followed, (x1, x2, x3) = (x1(t), x2(t), x3(t)),
and it is obtained by multiplying by Π−1 in (25) (x˙1, x˙2, x˙3). The trajectory (x1, x2, x3) is almost com-
pletely arbitrary. However it has to satisfy certain conditions which we now discuss. Let us denote the in-
terval where the second part of the control is used by [0, T2]. The initial condition (x
1(0), x2(0), x3(0)) has
to agree with the one given by the previous interval of control. The final condition (x1(T2), x
2(T2), x
3(T2))
has to agree with the orbit of the desired final condition. Moreover, care has to be taken to make sure
that the trajectory is such that ∆ in (24) is never zero because this would create a singularity in Π−1(p).
Furthermore we need x˙1(0) = x˙2(0) = x˙3(0) = 0, which gives σ(0) = 0, to ensure continuity with the
control in the previous interval, and we also choose x˙1(T2) = x˙
2(T2) = x˙
3(T2) = 0 to ensure that the
control is switched off at the end of the procedure. Finally, the functions (x1, x2, x3) have to be represen-
tative of a possible trajectory for special unitary matrices. This means that, with ~V := (xR, xI , yR, yI)
T
and ~W := (zR, zI , wR, wI)
T , ‖~V (t)‖2 = ‖ ~W (t)‖2 = 1, at every t. Therefore |xR(t)| < 1 at every t,
|zR(t)| < 1, at every t (to avoid singularity), and from the Schwartz inequality |~V · ~W | ≤ 1 we also must
have |xRzR + x3| ≤ 1 and therefore
− 1− xRzR ≤ x3 ≤ 1− xRzR. (30)
Once the functions (x˙1, x˙2, x˙3) are chosen, the system to integrate numerically is (15) with (ux, uy, uz)
given by Π−1(p)(x˙1, x˙2, x˙3)T . By deriving (ux, uy, uz) using the explicit expression of Π−1 given in
(25) and replacing into (15), it is possible to obtain a simplified system of differential equations for
(xR, xI , ..., zR, zI , ..., wI) without implementing the preliminary step of calculating the control. We found
this system to be more stable in numerical integration with MATLAB and report it in Appendix A for
future use.
3.5 Numerical example: Driving to two different Hadamard gates
We now apply the above technique to a specific numerical example: The problem is to drive the system
(13) so that the first spin performs the Hadamard-type gate
H1 :=
(
1√
2
1√
2−1√
2
1√
2
)
(31)
and the second spin performs the Hadamard gate
H2 :=
(
1√
2
−i√
2−i√
2
1√
2
)
. (32)
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We want to drive system (15) to (Uf , Vf ) = (H1, H2). The orbit of the desired final condition is charac-
terized by the invariant coordinates
x1 = xR =
1√
2
, x2 = zR =
1√
2
, x3 = xIzI + yRwR + yIwI = 0. (33)
We take a physical value for the ratio γ between the two gyromagnetic ratios. In particular we will choose
γ ≈ 10.2514 which corresponds to the Hydrogen-Carbon (1H −13 C) system also considered in [10].
We first consider the control that moves the state away from the singular part, in a time interval
[0, 1]. We choose σ in (28) with the functions δ and  as follows:
δ = 6δ0
(
t2
2
− t
3
3
)
,  = 0 + 60
(
t3
3
− t
2
2
)
. (34)
With these functions δ and , σ satisfies all the requirements described above. From (34) and (28) we
obtain the controls ux, uy, uz which replaced into (15) give the dynamics in the interval [0, T1] = [0, 1].
Numerical integration with the values of the parameters δ0 = 0.5 and 0 = 1, gives the following conditions
at time T1 = 1 (cf. (27)
U(1) =
(
cos(0.5) sin(0.5)
− sin(0.5) cos(0.5)
)
, V (1) ≈
(−0.3472 + i0.7769 −0.5123− i0.1157
0.5123− i0.1157 −0.3472− i0.7769
)
. (35)
The value of ∆ is, according to (29), ∆ ≈ sin2(0.5) ((0.7769)2 + (0.1157)2) 6= 0, as desired.
The values of the variables to be used as initial conditions in the integration in the subsequent
interval of the procedure are xR(1) = x
1(1) = cos(0.5), xI(1) = 0, yR(1) = sin(0.5), yI(1) =
0, zR(1) = x
2(1) = −0.3472, zI(1) = 0.7769, wR(1) = −0.5123, wI(1) = −0.1157, and x3(1) =
xI(1)zI(1)+yR(1)wR(1)+yI(1)wI(1) = sin(0.5)×(−0.5123) ≈ −0.2456. For the subsequent interval [0, T2]
we choose the trajectory x1(t), x2(t), x3(t) in the quotient space as follows: T2 = 10 and the trajectory
in the interval [0, T2] is
x1(t) = − 1
500
(
1√
2
− cos(0.5)
)
t3 +
3
100
(
1√
2
− cos(0.5)
)
t2 + cos(0.1); (36)
x2(t) = − 1
500
(
1√
2
+ 0.3472
)
t3 +
3
100
(
1√
2
+ 0.3472
)
t2 − 0.3472; (37)
x3(t) :=
−0.2456
500
t3 − 3× (−0.2456)
100
t2 − 0.2456, (38)
which are easily seen to satisfy the conditions at the endpoints. Moreover by plotting x1 and x2 we see
that |x1(t)| ≤ 1 and |x2(t)| ≤ 1 for every t ∈ [0, 10] (Figure 1). By plotting x3 vs 1−x1x2 and −1−x1x2
(Figure 2) we find that −1−x1x2(t) ≤ x3(t) ≤ 1−x1x2(t) for every t ∈ [0, 10] as required from condition
(30). By plotting ∆ = ∆(t) in [0, 10] we know that ∆(t) 6= 0 for every t ∈ [0, 10] (Figure 3). Therefore
the whole trajectory is in the regular part.
The full trajectory, in the union of the two intervals, and with the concatenation of the two controls
is depicted in Figure 4. Let us denote the full control by σˆ = σˆ(t) = uxiσx + uyiσy + uziσz. The final
condition (Uˆf , Vˆf ) is given by
Uˆf =
(
0.7071− 0.2795i 0.5913 + 0.2685i
−0.5913 + 0.2685i 0.7071 + 0.2795i
)
, Vˆf =
(
0.7071 + 0.2708i 0.3718− 0.5369i
−0.3718− 0.5369i 0.7071− 0.2708i
)
.
(39)
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Figure 1: Prescribed x1 and x2 variables in the (second) interval [0, 10].
This condition, as expected, is in the same orbit as the desired final condition (H1, H2) in (31), (32),
that is, there exists a matrix K ∈ SU(2) such that KUˆfK† = H1 and KVˆfK† = H2. The matrix K
solving these equations is found to be
K =
(
0.1485− 0.2460i −0.2444 + 0.9260i
0.2444 + 0.9260i 0.1485 + 0.2460i
)
.
In particular, to find K one can diagonalize Uˆf and H1, i.e., Uˆf = PΛP
† and H1 = RΛR† for a diagonal
matrix Λ, so that, from KPΛP †K† = RΛR†, we find that R†KP = D, for D, a diagonal matrix. This
matrix is found by solving DP †VˆfP = R†H2RD. The control KσˆK† steers then to the desired final
condition. The resulting trajectory leading to the desired final condition (31), (32) is given in Figure 5.
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4 Appendix A: System of ODE’s for the simultaneous control of two
quantum bits in Subsection 3.4
We derived the system of ODE’s (15) with (ux, uy, uz) obtained from (ux, uy, uz)
T = Π−1(p)(x˙1, x˙2, x˙3)T
with Π−1 given in (25). We define in the following ∆ := ∆21 + ∆22 + ∆23, Z := x3 := xIzI + yRwR + yIwI .
Simplifications are obtained using the following two relations which are directly verified.
yI∆1 − yR∆2 + xI∆3 = 0,
wI∆1 − wR∆2 + zI∆3 = 0.
The system becomes with a := x˙1, b := x˙2, c := x˙3
x˙R = a
γ(γ − 1)∆x˙I = (1− γ)∆3b+ (γ2zRa+ γc+ γbxR)(xR∆3 − yI∆2 − yR∆1) + γ(γ − 1)a(∆3Z + xR(wI∆2 + wR∆1))
γ(γ − 1)∆y˙R = (γ − 1)∆2b+ (γ2zRa+ γc+ γbxR)(xI∆1 − xR∆2 − yI∆3) + γ(γ − 1)a(−∆2Z + xR(wI∆3 − zI∆1))
γ(γ − 1)∆y˙I = (1− γ)∆1b+ (γ2zRa+ γc+ γbxR)(xR∆1 + xI∆2 + yR∆3) + γ(γ − 1)a(∆1Z − xR(wR∆3 + zI∆2))
z˙R = b
(γ − 1)∆z˙I = γ(γ − 1)∆3a+ (γzRa+ γc+ xRb)(zR∆3 − wR∆1 − wI∆2) + (1− γ)b(∆3Z + zR(yR∆1 + yI∆2))
(γ − 1)∆w˙R = γ(1− γ)∆2a+ (γzRa+ γc+ xRb)(zI∆1 −∆3wI − zR∆2) + (γ − 1)b(∆2Z + zR(xI∆1 − yI∆3))
(γ − 1)∆w˙I = γ(γ − 1)∆1a+ (γzRa+ γc+ xRb)(∆1zR + zI∆2 + wR∆3) + (γ − 1)b(−∆1Z + zR(yR∆3 + xI∆2))
5 Appendix B : Invariance of the determinant of pi∗
Let L be a semisimple Lie algebra with decomposition L = K⊕P and [K,K] ⊆ K and [K,P] ⊆ P, and consider the
conjugacy action of eK on eL. Consider the natural projection pi : eL → eL/eK and p ∈ eL a regular point so that
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Figure 4: Trajectory under the preliminary control in the total interval [0, 11].
at p, pi∗ is an isomorphism pi∗ : Rp∗P → Tpi(p)eL/eL. Given bases in Rp∗P and Tpi(p)eL/eL the matrix Π = Π(p)
representing pi∗ has determinant which is invariant under the action of eK, i.e., for every k ∈ eK
det Π(p) = det Π(kpk−1).
Proof. Let {B1, ..., Bm} be a basis of P so that {Rp∗B1, ..., Rp∗Bm} is a basis of Rp∗P . Let x1, ..., xm be a set of
coordinates for eLreg/e
K in a neighborhood of pi(p). The m×m matrix Π has entries
Πj,l(p) = (pi∗Rp∗Bl)xj ,
and it maps a vector [α1, ..., αm]T representing a tangent vector V1 ∈ Rp∗P, i.e., V1 :=
∑m
l=1 α
lRp∗Bl to a vector
[r1, ..., rm]T representing a tangent vector V2 ∈ Tpi(p)eLreg/eK, i. e., V2 =
∑m
j=1 r
j ∂
∂xj .
Let P ∈ P with P := ∑ml=1 αlBl. Then, with k ∈ eK, we obtain8
pi∗Rp∗P = pi∗Rkpk−1kPk−1.
Therefore we have
Πjl(p) = (pi∗Rp∗Bl)xj = (pi∗Rkpk−1∗kBlk−1)xj =
(Rkpk−1∗kBlk−1)xj ◦ pi = ddt |t=0x
j ◦ pi(ekBlk−1tkpk−1).
Write kBlk
−1 as kBlk−1 =
∑m
s=1 a
s
lBs, for an orthogonal matrix
9 als. Therefore we have
Πjl(p) =
d
dt
|t=0xj ◦ pi(ekBlk−1tkpk−1) = d
dt
|t=0xj ◦ pi(e
∑m
s=1 a
s
lBstkpk−1) =
m∑
s=1
asl
d
dt
|t=0(xj ◦ pi(eBstkpk−1) =
m∑
s=1
aslΠj,s(kpk
−1).
8This follows from the definitions. For any function f , we have pi∗Rp∗P f = Rp∗P (f ◦ pi) = ddt |t=0f ◦ pi(ePtp) = ddt |t=0f ◦
pi(kePtpk−1) = d
dt
|t=0f ◦ pi(ekPk−1tkpk−1) = pi∗Rkpk−1kPk−1.
9The fact that the matrix {als}, representing the adjoint action, is orthogonal is a consequence of the fact that the inner
product, which is the Killing form on P is bi-invariant, and therefore it is not changed by the adjoint action.
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Figure 5: Trajectory under control algorithm leading to the desired final condition (31) and (32).
Therefore there exists an orthogonal matrix A = A(k) so that
Π(p) = Π(kpk−1)A(k).
Taking the determinant of this relation and using det(A(k)) = 110, we obtain det(Π(p)) = det(Π(kpk−1)) as
desired.
10Note that det(A(k)) 6= −1, since A : eK → O(m,R); A 7→ A(k) is continuous and det(A(k)) = det(1m) = 1.
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