I. Introduction
F AST direct integral-equation methods are important in many engineering applications, for instance, design optimization and simulating high-Q structures [1] [2] . Matrix compression is a key because arithmetic operations of compressed matrix blocks involve less floating point operations (FLOPs). Studies show much improved computational efficiency when these methods were applied to metallic structures [1] [2] . In this article, we propose a Quasi Block Cholesky (QBC) algorithm for fast direct solution of the Poggio-Miller-Chang-Harrington-Wu-Tsai (PM-CHWT) formulation for dielectric bodies [3] . Unlike the EFIE, which results in symmetric impedance matrices, impedance matrices of the PMCHWT formulation are asymmetric but have well-defined symmetric/skew-symmetric patterns. The QBC algorithm explores this feature and halves both memory and CPU time as compared to regular block LU decomposition. With single-level Adaptive Cross Approximation (ACA) method for matrix compression [4] , the resultant CPU time scales around O(N 2 ) and memory scales around O(N 3/2 ).
II. The PMCHWT Formulation
For generality, let us consider three dielectric objects. Object 1 contains object 2 and is next to object 3. The material in object l has (ǫ l ,µ l ,σ l ). Either the RWG or the roof-top basis functions can be used and we denote them by α i . Following the procedure of Galerkin's method, and use β j =n × α j as testing function, the resulting impedance matrix is written as [3] 
where each entry of each sub-matrix is given by
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The plus and minus signs in Eqs. (5)- (7) depend on the relationship between two objects. If object m is adjacent to object n, the first set of signs are taken. If object m contains object n, the second set of signs are taken. µ m i,e and ǫ m i,e denote the interior and the exterior material of object m. L l and K l are defined by
where
III. The Quasi Block Cholesky Algorithm
If the impedance matrix in Eq. (1) is either symmetric or skew-symmetric, efficient decomposition algorithms are available [5] . However, Eq. 
In the following, we denote this special pattern as checkerboard symmetry pattern. One may wonder whether this checkerboard symmetry can be utilized in a way similar to the Cholesky decomposition to halve the memory and CPU time. This is the motivation of deriving the QBC algorithm.
With checkerboard symmetry pattern, each lower-half matrix block [Z ji ] satisfies
with block indices i and j start from zero. The QBC algorithm is stated as follows.
The Quasi Block Cholesky algorithm 1. for i=0:M-1 2.
for j=i:M-1 3.
[
for j=i+1:M-1 8.
Solve
The QBC algorithm has a computational sequence similar to the Crout algorithm. ij ] and the algorithm proceeds. It can be proved that the checkerboard symmetry pattern is preserved during matrix decomposition, thus the algorithm can proceed as proposed and only the upper half of the impedance matrix needs to be stored and processed. In the following, we demonstrate its validity and performance by numerical examples.
IV. Results
The VV-polarized bi-static RCS of a 1-m diameter lossless dielectric sphere with ǫ r = 4.0 was computed [6] . The sphere was modeled by 2,480 triangular patches and a total of 7,440 unknowns. In Figure 1 , the results at 300 MHz obtained by conventional LU decomposition of uncompressed matrix (the conventional method) and the QBC method with ACA tolerance τ = 0.01 are compared with Mie results, which were taken from Ref. [6] . The QBC results are very close to the Mie results. A further comparison of the QBC results with different ACA tolerance τ and the conventional method are listed in Table 1 , where the results of the conventional method were used as reference to evaluate the 2-norm relative errors (ǫ) of the QBC method. All results were obtained on a 2.6 GHz Intel CPU with singleprecision numbers. In this table, t 1 is matrix construction time and t 2 is matrix decomposition time. Overall, the QBC method is an order of magnitude faster than the conventional method in this example. The computational complexity was illustrated in Fig. 1 as we increased the number of unknowns. Two scenarios were considered. First of all, mesh density (as a function of wavelength) was kept constant and the diameter of the sphere increased. Then, the diameter of the sphere was kept constant and mesh density increased. The CPU time for matrix decomposition scales by O(N 2.3 ) in the first scenario and by O(N 1.85 ) in the second scenario. As to RAM consumption, it scales by O(N 1.6 ) in the first scenario and by O(N 1.4 ) in the second scenario. Increasing mesh density is less computationally expensive than increasing problem domain size.
V. Conclusions

