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Introduction
Let Y be an oriented homology 3-sphere, i.e. H∗(Y ) = H∗(S3). Equip Y with a
Riemannian metric g0. The unique spin structure on Y gives rise to a (unique) SU(2)
vector bundle W on Y such that the oriented volume form of Y acts on W as identity
by Clifford multiplication. Consider pairs (A,ψ) where A is an imaginary valued
1-form on Y and ψ is a smooth section of W . The 3-dimensional Seiberg-Witten
equations for (A,ψ) read as {
Dg0ψ + Aψ = 0
∗dA+ τ(ψ, ψ) = 0.
Here Dg0 is the Dirac operator on Y associated to the metric g0 and τ(·, ·) is a certain
bilinear form on Γ(W ) with values in the space of imaginary valued 1-forms on Y .
The group of gauge transformations G(Y ) = Map(Y, S1) acts on the pairs (A,ψ) by
the following rule:
s · (A,ψ) = (A− s−1ds, sψ) for s ∈ G(Y ).
The Seiberg-Witten moduli space M(Y ) is the space of gauge equivalence classes of
solutions to the Seiberg-Witten equations (these solutions are called monopoles). It
is compact and has virtual dimension zero.
The algebraic count of the elements inM(Y ) is called the Seiberg-Witten invariant
of Y and is denoted by χ(Y ) throughout. M(Y ) can be regarded as the set of critical
points of the Chern-Simons-Dirac functional and χ(Y ) its Euler characteristic.
The first question we consider is whether the Seiberg-Witten invariant χ(Y ) is
independent of the data involved in its definition, such as the Riemannian metric on
Y and the perturbations of the Seiberg-Witten equations. Unfortunately, the answer
to this question turns out to be negative. To be more precise, suppose that the
oriented homology 3-sphere Y bounds a smooth spin 4-manifold X endowed with a
Riemannian metric which is a product near Y . We set
α(Y ) = χ(Y )− (indexDX +
1
8
Sign(X)),
where DX is the Dirac operator onX defined with the APS global boundary condition
([2]) and Sign(X) is the signature of X .
In Chapter 1, we give a rigorous definition of χ(Y ) and α(Y ) and prove the
following theorem.
Theorem A
Let Y be an oriented homology 3-sphere. Then
1
1. α(Y ) is a topological invariant of Y , and α(Y ) + α(−Y ) = 0.
2. α(Y ) ≡ µ(Y ) (mod 2), where µ(Y ) is the Rohlin invariant of Y .
The Casson’s invariant satisfies both these properties. Thus this result strongly
supports the recent conjecture of Kronheimer and Mrowka ([18]) that α(Y ) equals
Casson’s invariant of Y .
In order to define χ(Y ), we need to consider the following perturbations of the
Seiberg-Witten equations:
{
Dgψ + Aψ + fψ = 0
∗dA+ τ(ψ, ψ) + µ = 0,
where g is a perturbation of the metric g0, f is a real valued smooth function on Y and
µ is a small, co-closed, imaginary valued 1-form on Y . The topological invariance of
α(Y ) is roughly saying that the space of pairs (g, f) has a chamber structure and the
Seiberg-Witten invariant χ(Y ) depends only on the chamber of the perturbed Dirac
operator Dg + f (assuming the perturbation µ is small). In [13], Hitchin studied a
family of metrics on S3 which shows that the Dirac operator associated to this family
of metrics has infinitely many different chambers. Using Hitchin’s observation, we
show that even for the simplest 3-manifold, S3, the Seiberg-Witten invariant χ(S3)
takes infinitely many different values.
The rest of this thesis is devoted to understanding the Seiberg-Witten invariant
χ(Y ) in the following geometric setting. Assume that Y is decomposed into a union
of two submanifolds Y1 and Y2 by an embedded torus T
2 where Y2 is diffeomorphic to
D2×S1. We put a Riemannian metric on Y such that a collar neighborhood of T 2 is
isometric to (−1, 1)×R/2πZ×R/2πZ and Y2 carries a metric whose scalar curvature
is non-negative and somewhere positive. By inserting cylinders [0, 2L + 1] × T 2, we
obtain a family of stretched versions YL of Y . Our goal is to express the Seiberg-
Witten invariant χ(YL) in terms of Y1 and Y2 when the neck is sufficiently long. We
regard YL as a result of cutting and pasting of two cylindrical end manifolds obtained
by attaching infinite cylinders to Y1 and Y2 (still denoted by Y1 and Y2 for simplicity).
It turns out that the (finite energy) Seiberg-Witten moduli spaces of the cylindrical
end manifolds Y1 and Y2 are generically 1-dimensional manifolds which are immersed
into the space of equivalence classes of flat U(1) connections on T 2 via a map which
sends a finite energy monopole to its limiting value at the infinity of the cylindrical
end. After fixing orientations, these moduli spaces define an “intersection” number
#S(Y1, Y2), which we prove equals to the Seiberg-Witten invariant χ(YL) when the
length of the neck is large enough. This result is refered to as the gluing formula of
χ.
Theorem B
For large enough L, χ(YL) = #S(Y1, Y2).
In Chapter 2, we set up the Fredholm theory for Seiberg-Witten equations on
cylindrical end 3-manifolds. The issue of perturbation and transversality, and analytic
properties of the finite energy monopoles such as exponential decay estimates and
“compactness” are discussed. The gluing formula is proved in Chapter 3.
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Two technical results needed in Chapters 2 and 3 are included as Appendice A
and B.
Part of this thesis has appeared in the Proceedings of 5th Go¨kova Geometry-
Topology Conference (1996) ([6],[7]).
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Chapter 1
Topological Invariance
1.1 Seiberg-Witten theory in dimension 3
Let Y be an oriented homology 3-sphere equipped with a Riemannian metric g (many
facts stated in this section hold for general 3-manifolds). There exists a unique
SU(2) vector bundle W0 over Y as a Clifford module of the Clifford algebra bundle
Cl(TY )⊗R C such that the oriented volume form on Y acts as identity on W0. Let
W = W0 ⊗ L, where L is the trivial complex line bundle over Y . W is a U(2) vector
bundle.
Let (e1, e2, e3) be an oriented local orthonormal basis of T ∗Y . This gives rise to a
local unitary basis of W0 and W , within which the Clifford multiplication is given by
the following matrices:
c(e1) =
(
i 0
0 −i
)
, c(e2) =
(
0 −1
1 0
)
, c(e3) =
(
0 i
i 0
)
.
Let ψ = (z, w), φ = (u, v), ψ, φ ∈ W , we define
τ(ψ, φ) =
1
2
(
Re(zu¯− wv¯) zv¯ + w¯u
z¯v + wu¯ −Re(zu¯− wv¯)
)
.
It is straightforward to show
Lemma 1.1.1 iτ(ψ, φ) = 1
2
(Re(zu¯−wv¯)(e1)+ Im(zv¯+ w¯u)(e2)+Re(zv¯+ w¯u)(e3)),
so τ(ψ, φ) ∈ Λ1(Y )⊗ iR. Moreover, we have
〈ie · ψ, φ〉Re = −2〈e, iτ(ψ, φ)〉
for any e ∈ Λ1(Y ), and |τ(ψ, ψ)|2 = 1
4
|ψ|4.
The Levi-Civita connection of the Riemannian metric g lifts to a connection on
W0. Coupled with a U(1) connection A on the complex line bundle L, the Dirac
operator DA: Γ(W ) −→ Γ(W ) is given in a local frame by
DA =
3∑
j=1
ej · (∇ej + iAj).
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Let A = C × Γ(W ) where C is the space of smooth U(1) connections on L. The
gauge group G = Map(Y, S1) acts on A by s · (A,ψ) = (A − s−1ds, sψ), s ∈ G,
(A,ψ) ∈ A. Note that π0(G) = H
1(Y,Z) = 0. Each element in G can be written as ef
with f ∈ Γ(Λ0(Y )⊗ iR) determined up to a constant 2πik, k ∈ Z. So G = K(Z, 1).
Let B = A/G. The action of G is free on the subset A∗ = A \ {ψ ≡ 0}, and with
stabilizer S1 on the rest. Hence B∗ = A∗/G is homotopic to CP∞.
We shall work within the context of Sobolev spaces and Banach manifolds. By
fixing a trivialization of L, C can be identified with Ω1(Y )⊗iR, the space of imaginary
valued 1-forms on Y . Define A21 = L
2
1(Λ
1(Y ) ⊗ iR) × L21(W0), G
2
1 = {L
2
2 maps from
Y to S1}. For simplicity, we still use the old symbols to denote the Sobolev objects.
Lemma 1.1.2 B∗ is a Banach manifold whose tangent space at (A,ψ) is
TB∗(A,ψ) = {(a, φ) ∈ A| − d
∗a+ i〈iψ, φ〉Re = 0}.
Proof: Standard arguments. The key point is that the operator d∗d+|ψ|2 is invertible
if ψ is not identically zero. See [12]. ✷
Remark: A neighborhood of [(A, 0)] in B is diffeomorphic to U/S1, where U =
{(a, φ) ∈ A|d∗a = 0, ‖(a, φ)‖ < δ}.
There is a natural Z4 action σ on A given by σ(A,ψ) = (−A, Jψ), where J is the
quaternion structure on W0. The action σ descends to an involution on B and acts
freely on B∗.
The Chern-Simons-Dirac functional on A is defined by
CSD(A,ψ) = −
1
2
∫
Y
A ∧ dA+
1
2
∫
Y
〈ψ,DAψ〉gReV olg,
which is gauge invariant and descends to B. It is also σ-invariant. The gradient of
CSD at (A,ψ) is given by
s(A,ψ) = (∗dA+ τ(ψ, ψ), DAψ).
It can be regarded as a ‘weak’ tangent vector field on B∗ in the sense that it is not in
TB∗ but in its L2 completion L, i.e., L(A,ψ) = {(a, φ) ∈ L2| − d∗a+ i〈iψ, φ〉Re = 0}.
The covariant derivative ∇s is given by
∇s(A,ψ)(a, φ) = (∗da+ 2τ(ψ, φ)− df(φ), DAφ+ aψ + f(φ)ψ)
where f(φ) is the unique solution to the equation (d∗d + |ψ|2)f = i〈iDAψ, φ〉Re. As
in [29], we have
Lemma 1.1.3 ∇s(A,ψ) defines a closed, essentially selfadjoint, Fredholm operator on
L(A,ψ), and its eigenvectors form an L
2-complete orthonormal basis for L(A,ψ). The
domain of ∇s(A,ψ) is the L
2
1-Sobolev space completion of L(A,ψ). The eigenvalues form
a discrete subset of the real line which has no accumulation points, and which is
unbounded in both directions. Each eigenvalue has finite multiplicity.
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The 3-dimensional Seiberg-Witten moduli space M is the set of critical points of
CSD on B, i.e. the equivalence classes of solutions to the Seiberg-Witten equations
{
∗dA+ τ(ψ, ψ) = 0
DAψ = 0.
Let [θ] denote the unique reducible solution [(0, 0)]. Then the moduli space of irre-
ducible solutions is M∗ =M\ [θ]. As in [17], we have
Lemma 1.1.4 The moduli space M can be represented by smooth sections and it is
compact.
In order to define the Seiberg-Witten invariant, i.e. the Euler characteristic of
CSD, we need suitable perturbations of CSD.
Definition 1.1.5 A perturbation CSD′ of CSD is admissible if:
1. The critical points of CSD′ in B∗ are non-degenerate, i.e. ∇s′[(A,ψ)] is invertible
at [(A,ψ)] ∈ B∗
⋂
s′−1(0).
2. The Dirac operator at the reducible [θ] is invertible so that [θ] is isolated.
Here s′ is the gradient of CSD′ and ∇s′ is the covariant derivative of s′. The Dirac
operator at [θ] will be clear when we specify the perturbation.
An admissible perturbation has only finitely many isolated critical points in B∗.
This is because the reducible [θ] is isolated so that M∗ is compact. Each irreducible
critical point is assigned a sign by the mod 2 spectral flow of ∇s′. Since π1(B∗) = 0,
the spectral flow does not depend on the path chosen. See [29].
We will consider two classes of admissible perturbations. The first class is σ-
invariant. First we need to perturb the Dirac operator so that it is invertible and still
quaternionic. These perturbations take the form of Dg + f where g stands for the
metric and f is a smooth real valued function on Y . The perturbed Chern-Simons-
Dirac functional takes the form of
CSD′(A,ψ) = CSD(A,ψ) +
1
2
∫
Y
f |ψ|2gV olg + u,
where u is some functional on B which will be constructed in Section 1.5. The
corresponding Dirac operator at the reducible [θ] is Dg + f . For convenience, we set
CSDf(A,ψ) = CSD(A,ψ) +
1
2
∫
Y
f |ψ|2gV olg.
The following proposition is proved in Section 1.4, in which Met stands for the
space of metrics.
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Proposition 1.1.6 Let Y be a closed oriented 3-manifold. For a generic pair (g, f) ∈
Met × Ck(Y ), the perturbed Dirac operator Dg + f is invertible. Moreover, any two
such regular pairs (g0, f0) and (g1, f1) can be connected by a generic path (gt, ft) such
that the perturbed Dirac operators Dgt + ft are invertible except for ti ∈ (0, 1) with
Ker(Dgti + fti) = H, i = 1, 2, . . . , n. Let λt, ψt be the eigenvalue and eigenvector near
ti, i.e. (Dgt + ft)ψt = λtψt with λti = 0 and ‖ψt‖L2 = 1, we have
dλt
dt
(ti) =
∫
Y
〈
d
dt
(Dgt + ft)(ti)(ψti), ψti〉Re 6= 0.
As a corollary, the spectral flow of Dgt + ft at ti is ±4 for i = 1, 2, . . . , n.
The next proposition concerning the existence of σ-invariant admissible perturba-
tions is proved in Section 1.5.
Proposition 1.1.7 Fix a regular pair (g, f) so that the reducible [θ] is isolated. There
exist σ-invariant admissible perturbations of CSDf which are supported in the comple-
ment of [θ] and the non-degenerate critical points of CSDf . Any two such admissible
perturbations can be connected by a path supported in the complement of [θ].
The second class of admissible perturbations of CSD has the form of
CSD′µ(A,ψ) = CSD(A,ψ)−
∫
Y
A ∧ ∗µ
where µ is a generic imaginary valued co-closed 1-form. The gradient of CSD′µ at
(A,ψ) is
s′µ(A,ψ) = (∗dA+ τ(ψ, ψ) + µ,DAψ).
CSD′µ has a unique reducible critical point [θµ] = [(aµ, 0)] where aµ is the unique
solution to the equations ∗daµ + µ = 0 and d
∗aµ = 0. The covariant derivative ∇s′µ
is given by
∇s′µ,(A,ψ)(a, φ) = (∗da+ 2τ(ψ, φ)− df(φ), DAφ+ aψ + f(φ)ψ)
where f(φ) is the unique solution to the equation
(d∗d+ |ψ|2)f = i〈iDAψ, φ〉Re.
The corresponding Dirac operator at [θµ] is Dµ = D + aµ.
Proposition 1.1.8 For a generic µ, CSD′µ is admissible. Moreover, any two such
regular µ0 and µ1 can be connected by a path µt, t ∈ [0, 1], such that
1. s′µt is transversal to the zero section of the Hilbert bundle L over B
∗ × [0, 1].
2. Dµt is invertible for all but finitely many points ti ∈ (0, 1) with KerDµti = C.
Moreover, if λt and ψt are the eigenvalue and eigenvector of Dµt near ti, i.e.
Dµtψt = λtψt with ‖ψt‖L2 = 1 and λti = 0, then
dλt
dt
(ti) =
∫
Y
〈
d
dt
(Dµt)(ti)ψti , ψti〉Re 6= 0.
In particular, the spectral flow of Dµt (as complex linear operators) at ti is equal
to ±1.
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Proof: The “universal” gradient s(µ,A, ψ) = (∗dA+ τ(ψ, ψ) + µ,DAψ) is a section
of the Hilbert bundle L over Ker d∗×A∗ which is transversal to the zero section. So
s−1(0) is a Banach manifold, and so is s−1(0)/G. The projection P : s−1(0)/G → Ker
d∗ is a Fredholm map of index 0. So for a generic µ, ∇s′µ is invertible at s′
−1
µ (0), and
any two such regular µ0 and µ1 can be connected by a path µt, t ∈ [0, 1], such that
s′µt is transversal to the zero section of the Hilbert bundle L over B
∗ × [0, 1].
Consider the real Hilbert bundle E over Ker d∗× (L21(W0) \ {0}) given by E(a,ψ) =
{φ ∈ L2(W0)|φ is orthogonal to iψ}. Then L(a, ψ) = Dψ + aψ is a section of E
which is transversal to the zero section. Therefore L−1(0) is a Banach manifold. The
projection Π: L−1(0) → Ker d∗ is a Fredholm map of index 1. Since Da = D + a is
complex linear, by Sard-Smale theorem, for a generic a ∈ Ker d∗, Π−1(a) is empty,
i.e. Da is invertible. Two such regular a0 and a1 can be connected by a path at which
is transversal to Π. We can take an analytic path at so that for all but finitely many
points ti, Dat is invertible and KerDati = C by index counting. If Datψt = λtψt with
‖ψt‖L2 = 1 and λti = 0, then
dλt
dt
(ti) =
∫
Y
〈
d
dt
(Dat)(ti)ψti , ψti〉Re.
Since at is transversal to the projection Π,
∫
Y 〈
d
dt
(Dat)(ti)ψti , ψti〉Re 6= 0. ✷
Remark: The same conclusions hold if we also allow the metrics to change.
1.2 The definition of χ and α
Fix an admissible perturbation CSD′ of CSD with gradient s′. Denote the Dirac
operator at the reducible critical point [θ] by D′. LetM∗ = {[(A,ψ)] ∈ B∗|s′(A,ψ) =
0}. We define for βj ∈M
∗,
χj =
∑
βi∈M∗
(−1)SF (βj ,βi)
where SF (βj, βi) is the spectral flow between ∇s
′
βj and ∇s
′
βi . As in [29], it is easy
to show that |χj| is independent of the choice of βj . In order to give a sign to |χ
j|,
we need to fix a sign near the reducible critical point [θ].
At (A,ψ) ∈ A∗, we have a short exact sequence
0 −→ TGid
d(A,ψ)
−→ TA∗ π∗−→ TB∗ −→ 0
where d(A,ψ)(f) = (−df, fψ) and π : A
∗ → B∗. This enables us to extend any
endomorphism of TB∗ to a G-equivariant one of TA⊕ TGid. An endomorphism L of
TB∗ is extended to
K′L =


L 0 0
0 0 d(A,ψ)
0 d∗(A,ψ) 0

 ,
an endomorphism of TA⊕ TGid = TB
∗⊕ Im(d(A,ψ))⊕ TGid. K′L is self-adjoint if and
only if L is. For L = ∇s′µ, we use K′ for K′L.
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At (A,ψ) ∈ A, we define a self-adjoint endomorphism of TA⊕ TGid:
K(A,ψ)(a, φ, f) = (∗da+ 2τ(ψ, φ)− df,DAφ+ aψ + fψ,−d
∗a + i〈iψ, φ〉Re)
or
K(A,ψ) =

 DA ψ· ψ·2τ(ψ, ·) ∗d −d
i〈iψ, ·〉Re −d
∗ 0

 .
As in [29], we have
Lemma 1.2.1 For smooth (A,ψ) ∈ A, K(A,ψ) extends to L
2(Λ1(Y ) ⊗ iR ⊕ W0 ⊕
Λ0(Y ) ⊗ iR) as a closed, essentially selfadjoint, Fredholm operator. It has discrete
spectrum with no accumulation points, and each eigenvalue has finite multiplicity.
The spectrum is unbounded from above and below. The same holds for K′(A,ψ) if
(A,ψ) ∈ A∗. Moreover, one can replace ∇s′ by K for the purpose of computing the
spectral flow.
For any (a, φ) ∈ A∗, we need to study the small eigenvalues of Kt(a, φ) = K0 +
tC(a, φ) as t→ 0 where
K0 =

 D
′ 0 0
0 ∗d −d
0 −d∗ 0

 , and C(a, φ) =

 a φ· φ·2τ(φ, ·) 0 0
i〈iφ, ·〉Re 0 0

 .
Here D′ is the Dirac operator at [θ] which is invertible. K0 has only one zero eigen-
vector which is the constant function i. Kt(a, φ) is expected to have exactly one small
eigenvalue λt which is analytic in t as t→ 0. See [14].
Lemma 1.2.2 λ˙t(0) = 0, λ¨t(0) = −2
∫
Y 〈D
′φ˜, φ˜〉Re where φ˜ = (D′)−1(iφ).
Proof: For simplicity let Kt = Kt(a, φ), C = C(a, φ). Suppose (Kt−λt)ft = 0 where
‖ft‖ = 1, f0 = i. By differentiating the equation, we have
(C − λ˙t)ft + (Kt − λt)f˙t = 0.
So λ˙t = (C(ft), ft), and λ˙t(0) = (C(i), i) = (iφ, i) = 0. K0(f˙t(0)) = −C(f0) = −iφ.
Let φ˜ = (D′)−1(iφ), then λ¨t(0) = (C(f˙t(0)), f0) + (C(f0), f˙t(0)) = −2
∫
Y 〈D
′φ˜, φ˜〉Re.
✷
Corollary 1.2.3 For a generic φ, λ¨t(0) 6= 0. λt ∼ λt
2 where λ = −
∫
Y 〈D
′φ˜, φ˜〉Re
and φ˜ = (D′)−1(iφ).
For βj ∈M
∗, we define
sign(βj) = −sign(
∫
Y
〈D′φ˜, φ˜〉Re) · (−1)SF (βj ,φ)
for a generic φ, where SF (βj, φ) is the spectral flow between Kβj and Kt(a, φ) for
small t.
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Definition 1.2.4 χ = sign(βj) · χ
j.
It is easy to see that sign(βj) is independent of (a, φ), and χ is independent of βj
as in [29].
Lemma 1.2.5 χ(Y ) = −χ(−Y ), and χ ≡ 0 (mod 2) if CSD′ is a σ-invariant
admissible perturbation.
Proof: W0 still can serve for −Y if we change the Clifford multiplication by a factor
of −1. Under this change, CSD′(Y ) = −CSD′(−Y ), ∇s′(Y ) = −∇s′(−Y ), M(Y ) =
M(−Y ), and
∫
Y 〈D
′φ˜, φ˜〉Re = −
∫
−Y 〈D
′φ˜, φ˜〉Re. So χ(Y ) = −χ(−Y ). The other
statement is obvious. ✷
Let X be a smooth compact spin 4-manifold with ∂X = Y . Equip X with
a Riemannian metric such that a neighborhood of Y is isometric to (−1, 0] × Y .
Suppose DX is a perturbed Dirac operator on X which takes the form
c(dt)(
d
dt
+D′)
near the boundary Y . Here D′ is the Dirac operator at [θ] for an admissible pertur-
bation of the Chern-Simons-Dirac functional and takes the form of Dg + f + a where
a is a co-closed imaginary valued 1-form, g stands for the metric and f is a smooth
real valued function on Y . D′ is invertible. IndexDX is the L2 index if an infinite
cylinder is attached to X , or the index of DX satisfying the APS global boundary
condition.
Lemma 1.2.6 ([2]) IndexDX +
1
8
Sign(X) is independent of X, and
(IndexD1X +
1
8
Sign(X))− (IndexD2X +
1
8
Sign(X)) = −SF (D′1, D
′
2),
where DiX = c(dt)(
d
dt
+ D′i) near Y . In the case that a = 0 and (g, f) is a regular
pair, IndexDX +
1
8
Sign(X) ≡ µ(Y ) (mod 2) where µ(Y ) is the Rohlin invariant.
IndexDX +
1
8
Sign(X) changes by a factor of −1 if the orientation of Y is reversed.
Definition 1.2.7 For any admissible perturbation, define
α = χ− (IndexDX +
1
8
Sign(X)).
Here DX takes the form of c(dt)(
d
dt
+D′) near Y where D′ is the Dirac operator at
the reducible critical point [θ] associated to the admissible perturbation.
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1.3 Topological invariance of α
In this section, we shall prove that α is independent of the choice of the Riemannian
metric and admissible perturbation.
Given any two metrics and admissible perturbations CSD′µi , i = −1, 1, we can
connect them by a path CSD′µt t ∈ [−1, 1] for which Proposition 1.1.8 holds. We
only need to consider the following two situations:
1. Dµt is invertible for all t.
2. Dµt is invertible for all t but t = 0.
HereDµt is the Dirac operator at the reducible point [θµt ]. In the first case, IndexDX+
1
8
Sign(X) does not change, neither does χ. In fact, we have
Lemma 1.3.1 Suppose two admissible perturbations µ0 and µ1 are connected by a
path µt which provides a partial cobordism Z between part of M
∗
0 and part of M
∗
1. If
β0 ∈ M
∗
0 is cobordant to β1 ∈ M
∗
1 via Z, then SF (β0, β1) is even. If β0 ∈ M
∗
0 is
cobordant to β1 ∈ M
∗
0 via Z, then SF (β0, β1) is odd. Here SF (β0, β1) stands for the
spectral flow between ∇s′β0 and ∇s
′
β1.
Proof: The lemma follows from the fact that the cobordism Z can be arranged so
that the projection from Z to [0, 1] is a Morse function. See [9], p.143. ✷
In the second case, IndexDX +
1
8
Sign(X) changes by ±1. We shall prove that χ
also changes by ±1 which is compatible to the change of IndexDX +
1
8
Sign(X) so
that α remains unchanged. This is done by analyzing the Kuranishi model near the
reducible point at t = 0.
Nonlinear Fredholm maps between Hilbert spaces admit local reductions to finite
dimensional maps. Suppose Ψ: X → Y is a nonlinear Fredholm map satisfying
Ψ(0) = 0. Let T = (dΨ)0. Then there are splittings X = Ker T ⊕ (Ker T )
⊥,
Y = ImT ⊕ CokerT and a map ψ : X → CokerT so that Ψ is equivalent to T + ψ
near 0 by a diffeomorphism of X , and ψ(0) = 0, (dψ)0 = 0. Moreover, Ψ
−1(0) is
diffeomorphic to {ψ|KerT = 0} near 0. If there is a group action, the above can be
made equivariant.
The detailed construction goes as follows. Let πk : X → KerT , πc : Y →
CokerT be the orthogonal projections. Then χ : X → X given by χ : x → πk(x) +
T−1(1−πc)(Ψ(x)) is a local diffeomorphism at 0. Define ψ(y) = πc(Ψ(χ−1(y))). Then
Ψ ◦ χ−1 = T + ψ, and Ψ−1(0) = {ψ|KerT = 0}. See [12].
Suppose two admissible perturbations µ−1 and µ1 are connected by a path µt,
t ∈ [−1, 1], in the sense of Proposition 1.1.8 and Dµt is invertible except for t = 0.
We will study the Kuranishi model near the reducible point at t = 0 of the following
family of Seiberg-Witten equations
{
∗tdA+ τt(ψ, ψ) = 0
(Dµt + A)ψ = 0
where A ∈ Ker d∗. Here d∗ stands for d∗t at t = 0.
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Consider map Ψ : R⊕ L21(Ker d
∗ ⊕W0)→ L2(Ker d∗ ⊕W0) given by
Ψ(t, A, ψ) = (π(∗tdA+ τt(ψ, ψ)), (Dµt + A)ψ)
where π : Ω1(Y )⊗ iR→ Ker d∗ is the L2 orthogonal projection. Then Ker (dΨ)0 =
R ⊕ Ker D0, Coker(dΨ)0 = Ker D0. Here D0 stands for Dµ0 . Write ψ = ψ0 + ψ1
where ψ0 ∈ Ker D0 and ψ1 ∈ (Ker D0)
⊥, then we have a local diffeomorphism
χ : R⊕ L21(Ker d
∗ ⊕W0)→ R⊕ L21(Ker d
∗ ⊕W0),
χ : (t, A, ψ0 + ψ1) → (t, (∗d)
−1(π(∗tdA+ τt(ψ0 + ψ1, ψ0 + ψ1))),
ψ0 +D
−1
0 (1− πk)((Dµt + A)(ψ0 + ψ1))),
and χ−1(t, 0, ψ0) = (t, A, ψ0 + ψ1) where A = A(t, ψ0), ψ1 = ψ1(t, ψ0) satisfy{
A+ (π∗td)
−1(πτt(ψ0 + ψ1)) = 0
ψ1 +D
−1
0 (1− πk)(Dµt −D0 + A)(ψ0 + ψ1) = 0.
Lemma 1.3.2 (Dµt + A(t, ψ0))(ψ0 + ψ1(t, ψ0)) ∈ Ker D0. If we write
(Dµt + A(t, ψ0))(ψ0 + ψ1(t, ψ0)) = aψ0 + ibψ0
where a, b are real numbers, then b = 0.
Proof: For simplicity, denote Dµt +A(t, ψ0) by D. Then b‖ψ0‖
2 =
∫
Y 〈ibψ0, iψ0〉Re =∫
Y 〈D(ψ0+ψ1)− aψ0, iψ0〉Re =
∫
Y 〈Dψ1, iψ0〉Re = −
∫
Y 〈iψ1, Dψ0〉Re = −
∫
Y 〈iψ1, aψ0+
ibψ0 −Dψ1〉Re = 0. ✷
Lemma 1.3.3 There exists a constant C so that for small s, if ‖ψ0‖L21 ≤ s, t ≤ s,
then
‖ψ1(t, ψ0)‖L21 ≤ Cs
2, and ‖A(t, ψ0)‖L21 ≤ Cs
2.
Proof: We have continuous maps L21 × L
2
1 → L
2 and (∗d)−1, D−10 : L
2 → L21. Apply
Banach lemma to the map
B(A,ψ1) = ((π∗td)
−1(πτt(ψ0 + ψ1)), D
−1
0 (1− πk)(Dµt −D0 + A)(ψ0 + ψ1)),
which maps {‖A‖L21 ≤ Cs
2, ‖ψ1‖L21 ≤ Cs
2} into itself when t ≤ s and ‖ψ0‖L21 ≤ s for
small s. The lemma follows easily. ✷
Next we examine the finite dimensional reduction φ|Ker (dΨ)0 : R ⊕ Ker D0 →
Ker D0. Let ψ0 ∈ Ker D0, ‖ψ0‖L2 = 1. We have
φ|Ker (dΨ)0(t, sψ0) = πk(Dµt + A(t, sψ0))(sψ0 + ψ1(t, sψ0)).
Without loss of generality, we assume that s is real and positive. By Lemma 1.3.2,
φ|Ker (dΨ)0(t, sψ0) = 0 if and only if∫
Y
〈Dµt(sψ0 + ψ1(t, sψ0)), sψ0〉Re +
∫
Y
〈A(t, sψ0)(sψ0 + ψ1(t, sψ0)), sψ0〉Re = 0.
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Lemma 1.3.4 Let Dµtψt = λtψt, λt(0) = 0, ψt(0) = ψ0 as in Proposition 1.1.8.
Then
1. ∫
Y
〈Dµt(sψ0 + ψ1(t, sψ0)), sψ0〉Re = s
2(λt +O(st+ t
2))
as t, s→ 0.
2. ∫
Y
〈A(t, sψ0)(sψ0 + ψ1(t, sψ0)), sψ0〉Re = 2s
4(−
∫
Y
〈(∗d)−1(τ(ψ0)), τ(ψ0)〉
+O(s+ t))
as t, s→ 0.
Proof: Let Dµtψt = λtψt, and ψt = atψ0+ btψ
⊥
t where ψ
⊥
t ∈ (KerD0)
⊥, ‖ψ⊥t ‖L2 = 1,
at → 1, bt = O(t). Then
λt = |at|
2(Dµtψ0, ψ0) + 2|bt|
2λt − |bt|
2(Dµtψ
⊥
t , ψ
⊥
t ).
Since at → 1, bt = O(t), we have (Dµtψ0, ψ0) = λt +O(t
2).
On the other hand, for any ψ2 ∈ (KerD0)
⊥, we have
(Dµtψ2, ψ0) = a
−1
t bt(λt(ψ
⊥
t , ψ2)− (Dµtψ
⊥
t , ψ2)) = O(‖ψ2‖ · t).
So ∫
Y
〈Dµt(sψ0 + ψ1(t, sψ0)), sψ0〉Re = s
2(λt +O(st+ t
2))
as t, s→ 0.
For the second assertion, we have
A(t, sψ0) = −(π∗td)
−1(πτt(sψ0 + ψ1(t, sψ0)))
= −(∗d)−1(τ(ψ0))s2 +O(ts2 + s3).
So ∫
Y
〈A(t, sψ0)(sψ0 + ψ1(t, sψ0)), sψ0〉Re = 2s
4(−
∫
Y
〈(∗d)−1(τ(ψ0)), τ(ψ0)〉
+O(s+ t))
as t, s→ 0. ✷
Corollary 1.3.5 The equation φ|Ker (dΨ)0(t, sψ0) = 0 has exactly one solution s for
and only for those t such that λt and
∫
Y 〈(∗d)
−1(τ(ψ0)), τ(ψ0)〉 have the same sign, if∫
Y 〈(∗d)
−1(τ(ψ0)), τ(ψ0)〉 6= 0. Moreover, we have t ∼ cs2 as t, s→ 0.
Remark:
∫
Y 〈(∗d)
−1(τ(ψ0)), τ(ψ0)〉 6= 0 is generically true by slightly perturbing µt
near t = 0, observing that
∫
Y 〈(∗d)
−1(τ(ψ0)), τ(ψ0, φ)〉 = 0 for any φ implies that
ψ0 = 0, and also observing that µt is transversal to the projection Π (see Proposition
1.1.8).
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Lemma 1.3.6 Let (A,ψ) be the solution to
{
∗tdA+ τt(ψ, ψ) = 0
(Dµt + A)ψ = 0
near the reducible and t = 0, then SF (K(A,ψ),Kµt,s(0, ψ0)) is odd as t, s→ 0.
Proof: K(A,ψ) is an analytic perturbation in s = (ψ, ψ0) of
K0 =


D0 0 0
0 ∗d −d
0 −d∗ 0

 .
K0 has three zero eigenvectors E
1 = ψ0, E
2 = 1√
2
(iψ0 + i), E
3 = 1√
2
(iψ0 − i). Let
K(A,ψ)E
i
s = λ
i
sE
i
s where E
i
s(0) = E
i, λis(0) = 0. Then
λ˙1s(0) = 0, λ¨
1
s(0) = −8
∫
Y
〈(∗d)−1(τ(ψ0)), τ(ψ0)〉, λ˙2s(0) = 1, λ˙3s(0) = −1.
So λ1s ∼ λs
2, λ2s ∼ s and λ
3
s ∼ −s where λ has the same sign with −λt (see Corollary
1.3.5).
On the other hand, by Lemma 1.2.2, Kµt,s(0, ψ0) has three small eigenvalues
λt, λt, λ1s
2 as t → 0 and s = o(t) where λ1 = −(Dµtψ˜0, ψ˜0) and ψ˜0 = D
−1
µt
(iψ0).
It is easy to see that λ1 has the same sign with −(Dµtψ0, ψ0) ∼ −λt as t → 0. So
SF (K(A,ψ),Kµt,s(0, ψ0)) is odd as t, s→ 0. ✷
Theorem 1.3.7 Let Y be an oriented homology 3-sphere. Then
1. α(Y ) is a topological invariant of Y , and α(Y ) + α(−Y ) = 0.
2. α(Y ) ≡ µ(Y ) (mod 2), where µ(Y ) is the Rohlin invariant of Y .
Proof: There is a family of irreducible critical points disappearing or being created
when t passes 0. Call it βt. It is easy to see from Lemma 1.3.6 that sign(βt) = signλt.
The rest of M∗µt provides a cobordism between the rest of M
∗
µ−1
and M∗µ1 . The sign
convention fixed near the reducibles does not change since Kµt,s(0, ψ0) has a spectral
flow equal to ±1 when t passes 0 (the point is that Dµt is complex linear). So we have
χµ−1 −χµ1 = −SF (Dµ−1 , Dµ1) and α remains unchanged. As for α(Y ) +α(−Y ) = 0,
it follows from Lemmas 1.2.5 and 1.2.6.
The second assertion is an easy consequence of the existence of σ-invariant admis-
sible perturbations. We will construct them in the next two sections. ✷
Remark: In [13], Hitchin studied a family of Riemannian metrics on S3 which shows
that the second term in the definition of α may take infinitely many different val-
ues. Therefore we prove that even for the simplest manifold, S3, the Seiberg-Witten
invariant χ(S3) takes infinitely many different values.
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1.4 Perturbations of Dirac operator
In this section, we show that the perturbed Dirac operators Dg + f are invertible for
generic pairs of (g, f) and they admit a chamber structure.
Throughout this section, we assume that Y is a closed oriented 3-manifold. Given
a metric g on Y , let PSO be the orthonormal tangent frame bundle of Y . Let
H ⊂ GL(3,R) be the subset of symmetric matrices with positive eigenvalues, then
Ck(PSO×AdH) which is the set of C
k sections of the associated fiber bundle PSO×AdH
parameterizes the Ck–smooth Riemannian metrics on Y . We use the Ck–norm of
Ck(PSO ×Ad H) to topologize it. Let h be a section of PSO ×Ad H , g
h be the corre-
sponding metric, and P hSO be the orthonormal tangent frame bundle associated to g
h.
Let ξ be a given spin structure on Y , π : PSpin(ξ) → PSO, π : P
h
Spin(ξ) → P
h
SO be the
Spin(3) bundles correspondent to the metrics g and gh, then we have a lifting h˜
PSpin(ξ)
h˜
−→ P hSpin(ξ)
❄
π
❄
π
PSO
h
−→ P hSO.
Note that if h is not symmetric, we may not remain in the same spin structure. Let
V = PSpin(ξ)×ρ C
2, V h = P hSpin(ξ)×ρ C
2 be the spinor bundles where ρ : Spin(3) −→
SU(2) is the standard representation. We have an isometry h˜ : V −→ V h given by
h˜(σ, θ) = (h˜(σ), θ).
Let D : Γ(V )× Ck(PSO ×Ad H) −→ Γ(V ) be the map defined by D(ψ, h) = h˜
−1 ·
Dgh · h˜(ψ) where ψ ∈ Γ(V ) and h ∈ C
k(PSO×AdH). Let σ be a local frame of PSpin(ξ),
π(σ) = (e1, e2, e3), and (f1, f2, f3) = (e1, e2, e3)h which is the local orthonormal frame
with respect to the metric gh. Write ψ = (σ, θ),h = (π(σ), (hij)), then
D(ψ, h) = h˜−1 ·Dgh · (h˜(σ), θ)
= h˜−1 · (h˜(σ),
3∑
i=1
(cifi(θ)−
1
2
∑
k<j
ωikj(h)cickcjθ))
= (σ,
3∑
i=1
(cihsies(θ)−
1
2
∑
k<j
ωikj(h)cickcjθ))
where ωikj(h) is the Levi-Civita connection 1-forms of the metric g
h with respect to
(f1, f2, f3), i.e., ∇
h
fi
fj = fkω
i
kj(h), and
c1 =
(
i 0
0 −i
)
, c2 =
(
0 −1
1 0
)
, c3 =
(
0 i
i 0
)
.
Direct calculation shows that
ωikj(h) =
1
2
(h−1kr hlihsj + h
−1
jr hlkhsi − h
−1
ir hljhsk)(ω
l
rs − ω
s
rl)
+
1
2
h−1ks hliel(hsj)−
1
2
h−1kl hsjes(hli) +
1
2
h−1js hlkel(hsi)
−
1
2
h−1jl hsies(hlk)−
1
2
h−1is hljel(hsk) +
1
2
h−1il hskes(hlj)
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where ∇eiej = ekω
i
kj, h
−1
ij hjk = δik. See [19] and [16].
Lemma 1.4.1 D(·, h): Γ(V ) −→ Γ(V ) is smooth in h. Moreover, D(·, h) is self-
adjoint if det(h) = 1 pointwise on Y .
Proof: That D(·, h) is smooth in h follows from the local expressions of D(·, h) and
ωikj(h). For the self-adjointness of D(·, h), we have∫
Y
〈D(ψ, h), φ〉gV olg =
∫
Y
〈h˜−1 ·Dgh · h˜(ψ), φ〉gV olg
=
∫
Y
〈Dgh · h˜(ψ), h˜(φ)〉ghV olgh
=
∫
Y
〈h˜(ψ), Dgh(h˜(φ)〉ghV olgh
=
∫
Y
〈ψ, h˜−1 ·Dgh · h˜(φ)〉gV olg
=
∫
Y
〈ψ,D(φ, h)〉gV olg
where V olg = V olgh since det(h) = 1 pointwise on Y . ✷
Lemma 1.4.2 Given any metric g on Y , let (e1, e2, e3) be an oriented local orthonor-
mal frame in an open subset A of Y . Let f be a smooth real valued function on Y .
Suppose ψ, φ ∈ Ker (Dg + f). If
d
dt
(
∫
Y
〈D(ψ, etX), φ〉gV olg) = 0
at t = 0 for any symmetric matrix function X compactly supported in A satisfying
tr(X) = 0, then in A we have
〈ej∇ejψ, φ〉g + 〈ψ, ej∇ejφ〉g = −
2
3
〈fψ, φ〉g
for j = 1, 2, 3, and
〈ej∇eiψ, φ〉g + 〈ψ, ej∇eiφ〉g = −
1
2
ek(〈ψ, φ〉g)
for any i, j, k such that ei ∧ ej ∧ ek = e1 ∧ e2 ∧ e3.
Remark: The same conclusions hold with the hermitian product 〈·, ·〉g replaced by its
real part, if 〈·, ·〉g is replaced by its real part in the condition
d
dt
(
∫
Y 〈D(ψ, e
tX), φ〉gV olg) =
0.
The proof of this lemma is a lengthy calculation which is given at the end of this
section.
Let Met0 be the subspace of Met = C
k(PSO ×Ad H) given by
Met0 = {h ∈Met| det(h) = 1}.
Every metric in Met is conformal to a metric in Met0.
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The Proof of Proposition 1.1.6:
Consider the real Hilbert bundle E over the Banach manifold B = Met0×C
k(Y )×
(L21(V ) \ {0}). At (h, f, ψ) ∈ B, E(h,f,ψ) = {φ ∈ L
2(V )|φ is orthogonal to iψ, jψ, kψ}.
Here i, j, k ∈ H satisfying
ij = k, jk = i, ki = j, and i2 = j2 = k2 = −1.
The map L : (h, f, ψ) −→ D(ψ, h) + fψ defines a section of the bundle E over the
Banach manifold B. Suppose that (h, f, ψ) ∈ L−1(0), then the differential of L at
(h, f, ψ) is
δL(h,f,ψ)(H,F,Ψ) = D(Ψ, h) + fΨ+ δD(ψ, ·)(h)(H) + Fψ,
from which it is easy to see that if φ ∈ (ImδL)⊥, then φ ∈ Ker (D(·, h) + f) and
φ = a1(iψ) + a2(jψ) + a3(kψ) for some real functions a1, a2, a3. Moreover, by Lemma
1.4.2, ∫
Y
〈δD(ψ, ·)(h)(H), φ〉ReV ol = 0
for any H implies that
〈ei∇eiψ, φ〉Re + 〈ψ, ei∇eiφ〉Re = −
2
3
〈fψ, φ〉Re
for i = 1, 2, 3, and
〈ej∇eiψ, φ〉Re + 〈ψ, ej∇eiφ〉Re = −
1
2
ek(〈ψ, φ〉Re)
for i, j, k such that ei ∧ ej ∧ ek = e1 ∧ e2 ∧ e3. From this we obtain that
〈ψ, es · (el(a1)(iψ) + el(a2)(jψ) + el(a3)(kψ))〉Re = 0
for any s, l = 1, 2, 3. Since ψ is not identically zero, we have el(ai) = 0 for any
l, i = 1, 2, 3. Hence a1, a2, a3 are constant. So L is transversal to the zero section of
E and L−1(0) is a Banach submanifold in B. The projection
P : L−1(0) −→Met0 × Ck(Y )
is a Fredholm map of index 3. Note that L(h, f, ·) = D(·, h)+f is quaternionic, so by
Sard-Smale theorem, for a generic pair (h, f) ∈ Met0 × C
k(Y ), P−1(h, f) is empty,
i.e., D(·, h) + f is invertible. Any two such regular pairs (h0, f0) and (h1, f1) can
be connected by an analytic path (ht, ft) which is transversal to the projection P .
The operators D(·, ht) + ft are invertible except for finitely many points ti ∈ (0, 1),
i = 1, 2, . . . , n. The fact that Ker (D(·, hti) + fti) = H follows from index counting.
Suppose that D(ψt, ht) + ftψt = λtψt near ti with λti = 0 and ‖ψt‖L2 = 1, then
dλt
dt
(ti) =
∫
Y
〈
d
dt
(D(ψti , ht) + ftψti)(ti), ψti〉Re.
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Since the path (ht, ft) is transversal to the projection P , we have
∫
Y
〈
d
dt
(D(ψti , ht) + ftψti)(ti), ψti〉Re 6= 0.
Suppose h1 ∈ Met is conformal to h ∈Met0 and g
h1 = e2ugh. Let m : V h1 → V h
be the isometry. The Dirac operators are related in the following way (see [13] or
[19]):
Dgh = e
2umDgh1m
−1e−u.
It is easy to see from this that Dgh1 +f is invertible if and only if Dgh+e
uf is. Similar
arguments justify the chamber structure. ✷
The Proof of Lemma 1.4.2:
Let ψ = (σ, θ), π(σ) = (e1, e2, e3), then
D(ψ, h) = (σ, c1e1(θ) + c2e2(θ) + c3e3(θ)−
1
2
((ω212(h) + ω
3
13(h))c1θ
+ (ω323(h)− ω
1
12(h))c2θ − (ω
1
13(h) + ω
2
23(h))c3θ
+ (ω312(h)− ω
2
13(h) + ω
1
23(h))c1c2c3θ)).
For h = etX , where X =

 x 0 00 −x 0
0 0 0

, we have
ω212(h) + ω
3
13(h) = (ω
2
12 + ω
3
13)(1 + tx) + (1 + tx)
2e1(1− tx) +O(t
2),
ω323(h)− ω
1
12(h) = (ω
3
23 − ω
1
12)(1− tx) + (1− tx)
2e2(1 + tx) +O(t
2),
ω113(h) + ω
2
23(h) = −(1− tx)e3(1 + tx)− (1 + tx)e3(1− tx) +O(t
2),
ω312(h)− ω
2
13(h) + ω
1
23(h) =
1
2
((1 + tx)2(ω123 + ω
3
12) + (1− tx)
2(ω312 − ω
2
13))
+O(t2).
So we have
d
dt
(D(ψ, h))(0) = (σ, xc1e1(θ)− xc2e2(θ)−
1
2
((x(ω212 + ω
3
13)− e1(x))c1θ
− (x(ω323 − ω
1
12)− e2(x))c2θ + x(ω
1
23 + ω
2
13)c1c2c3θ)).
If we write ψ = (σ, θ), φ = (σ, ξ), then
∫
Y
〈
d
dt
(D(ψ, h))(0), φ〉V ol =
∫
Y
(〈xc1e1(θ), ξ〉 − 〈xc2e2(θ), ξ〉
−
1
2
(xω212 + xω
3
13 − e1(x))〈c1θ, ξ〉
−
1
2
(xω323 − xω
1
12 − e2(x))〈c2θ, ξ〉
+
1
2
x(ω123 + ω
2
13)〈θ, ξ〉)V ol.
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Let (e1, e2, e3) be the dual to (e1, e2, e3), then
d(x〈c1θ, ξ〉 ∗ e
1) = e1(x)〈c1θ, ξ〉e
1 ∧ e2 ∧ e3
+ x(〈c1e1(θ), ξ〉+ 〈c1θ, e1(ξ)〉)e
1 ∧ e2 ∧ e3
− x(ω212 + ω
3
13)〈c1θ, ξ〉e
1 ∧ e2 ∧ e3.
Integration by parts, we have
∫
Y
e1(x)〈c1θ, ξ〉e
1 ∧ e2 ∧ e3 = −
∫
Y
x(〈c1e1(θ), ξ〉+ 〈c1θ, e1(ξ)〉)e
1 ∧ e2 ∧ e3
+
∫
Y
x(ω212 + ω
3
13)〈c1θ, ξ〉e
1 ∧ e2 ∧ e3.
Similarly, we have
∫
Y
e2(x)〈c2θ, ξ〉e
1 ∧ e2 ∧ e3 = −
∫
Y
x(〈c2e2(θ), ξ〉+ 〈c2θ, e2(ξ)〉)e
1 ∧ e2 ∧ e3
+
∫
Y
x(ω323 − ω
1
12)〈c2θ, ξ〉e
1 ∧ e2 ∧ e3.
These give us
∫
Y
〈
d
dt
(D(ψ, h))(0), φ〉V ol =
1
2
∫
Y
x(〈e1∇e1ψ, φ〉+ 〈ψ, e1∇e1φ〉)e
1 ∧ e2 ∧ e3
−
1
2
∫
Y
x(〈e2∇e2ψ, φ〉+ 〈ψ, e2∇e2φ〉)e
1 ∧ e2 ∧ e3.
Therefore, if ∫
Y
〈
d
dt
(D(ψ, h))(0), φ〉V ol = 0
for all h = etX where X =

 x 0 00 −x 0
0 0 0

, we have
〈e1∇e1ψ, φ〉+ 〈ψ, e1∇e1φ〉 = 〈e2∇e2ψ, φ〉+ 〈ψ, e2∇e2φ〉.
Similarly, we have
〈e1∇e1ψ, φ〉+ 〈ψ, e1∇e1φ〉 = 〈e3∇e3ψ, φ〉+ 〈ψ, e3∇e3φ〉.
But ψ, φ ∈ Ker (Dg + f), we have
3∑
i=1
(〈ei∇eiψ, φ〉+ 〈ψ, ei∇eiφ〉) = 〈Dgψ, φ〉+ 〈ψ,Dgφ〉
= −2〈fψ, φ〉.
So we have
〈ei∇eiψ, φ〉+ 〈ψ, ei∇eiφ〉 = −
2
3
〈fψ, φ〉
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for i = 1, 2, 3. Similar computation with X =


0 x 0
x 0 0
0 0 0

 yields
〈e2∇e1ψ, φ〉+ 〈ψ, e2∇e1φ〉+ 〈e1∇e2ψ, φ〉+ 〈ψ, e1∇e2φ〉 = 0.
Combined with
(〈e2∇e1ψ, φ〉+ 〈ψ, e2∇e1φ〉)− (〈e1∇e2ψ, φ〉+ 〈ψ, e1∇e2φ〉) = −e3(〈ψ, φ〉),
we have
〈e2∇e1ψ, φ〉+ 〈ψ, e2∇e1φ〉 = −
1
2
e3(〈ψ, φ〉).
In general, we have
〈ej∇eiψ, φ〉+ 〈ψ, ej∇eiφ〉 = −
1
2
ek(〈ψ, φ〉)
for i, j, k such that ei ∧ ej ∧ ek = e1 ∧ e2 ∧ e3. ✷
1.5 The σ-invariant perturbations
In this section, we give the construction of the σ-invariant admissible perturbations
using holonomy along embedded loops. Assume that (g, f) is regular. Let sf denote
the gradient of CSDf and Mf denote the set of critical points where
CSDf = CSD +
1
2
∫
Y
f |ψ|2gV olg, and s
f(A,ψ) = (∗dA+ τ(ψ, ψ), DAψ + fψ).
The moduli space Mf is compact and can be represented by smooth sections.
Definition 1.5.1 A thickened loop is an embedding γ : S1 ×D2 → Y , together with
a bump function η(y) on D2 centered at 0 ∈ D2, with
∫
D2 η(y)dy = 1.
Given a thickened loop λ = (γ, η), one can define a pair of σ-invariant functions
(p, q)λ : B → [−1, 1]×R
+ by
pλ(A,ψ) =
∫
D2
cos(θy)η(y)dy,
where eiθy is the holonomy of A along the loop γy = S
1 × {y}, and
qλ(A,ψ) =
∫
D2×S1
|ψ|2η(y)dydt.
Lemma 1.5.2 The function (p, q) is smooth on A.
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Proof: The same arguments as in [29]. It is useful to know that
dpλ|(A,ψ)(a, φ) =
∫
D2
i sin(θy)η(y)(
∫
S1×{y}
γ∗ya)dy
and
dqλ|(A,ψ)(a, φ) = 2
∫
D2×S1
〈ψ, φ〉η(y)dydt.
✷
For any set Λ of finitely many thickened loops, we have a smooth map ΦΛ : B
∗ →∏
λ∈Λ([−1, 1]×R
+)λ given by
ΦΛ([(A,ψ)]) = ((p, q)λ(A,ψ), λ ∈ Λ).
The map ΦΛ is σ-invariant and continuous on B.
Lemma 1.5.3 There is a set Λ of finitely many thickened loops such that
1. Ker ∇sf
⋂⋂
λ∈ΛKer (d(p, q)λ) = {0} at any [(A,ψ)] ∈Mf
∗.
2. ΦΛ is injective up to the σ action on Mf . Therefore we can identify Mf/σ
with a compact subset of
∏
λ∈Λ([−1, 1]×R
+)λ.
Proof: Suppose [(A,ψ)] ∈ Mf
∗, and (a, φ) ∈ Ker ∇sf(A,ψ), i.e., (a, φ) satisfies

DAφ+ fφ+ aψ = 0
∗da+ 2τ(ψ, φ) = 0
−d∗a+ i〈iψ, φ〉Re = 0.
Since A is not flat, if (a, φ) ∈ Ker (d(p, q)λ) for all thickened loops, then
∫
S1×{y} γ
∗
ya =
0 for all γ. So da = 0. da = 0 implies τ(ψ, φ) = 0. So φ = vψ for some function
v ∈ Ω0(Y )⊗ iR wherever ψ 6= 0. This implies dv+ a = 0 and
∫
Y (|dv|
2+ |v|2|ψ|2) = 0
by plugging into the equations. Since ψ is not identically zero, we have (a, φ) = 0.
So for each [(A,ψ)] ∈ Mf
∗, there is a set of finitely many thickened loops such
that the first assertion holds for [(A,ψ)]. Then the first assertion follows by the
compactness of M∗f and the smoothness of the function (p, q).
For the second assertion, suppose [(A1, ψ1)], [(A2, ψ2)] ∈Mf
∗ such that (p, q)λ(A1, ψ1) =
(p, q)λ(A2, ψ2) for all loops. Then dA1 = ±dA2, and |ψ1|
2 = |ψ2|
2. Assume dA1 =
dA2, then τ(ψ1) = τ(ψ2). By writing in a local frame, it is easy to see that ψ1 = sψ2
for some s ∈ Map(Y, S1). Then it is easy to see that [(A1, ψ1)] = [(A2, ψ2)]. In the
case of dA1 = −dA2, apply σ.
Now for any [(A1, ψ1)] 6= [(A2, ψ2)] inMf
∗/σ, there is a thickened loop λ separat-
ing them. By the compactness of Mf
∗/σ and the smoothness of (p, q), there exists a
set of finitely many loops separating any two points in Mf
∗/σ with distance greater
then a fixed number. Combining with the first assertion, since each point in Mf
∗/σ
has a neighborhood described by a Kuranishi model, the second assertion follows.
✷
For any smooth function h on
∏
λ∈Λ([−1, 1]×R
+)λ, the composition u = h◦ΦΛ is
a smooth function on A. We will perturb CSDf by adding u, i.e., CSD
′ = CSDf +u.
Denote the gradient of CSD′ by s′. The following lemma is standard (see [29]).
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Lemma 1.5.4 1. ∇sf and ∇s′ are continuous families of Fredholm operators from
bundle TB∗ to L over B∗, and ∇sf −∇s′ is compact.
2. M = s′−1(0) can be represented by smooth sections.
3. There exists a constant ǫ > 0 such that when |dh| < ǫ, M is compact.
4. When |dh| → 0, the distance between Mf and M goes to zero.
Next we define a section G of the bundle L over B∗ × V where V is the dual of
the vector space
∏
λ∈Λ(R×R)λ:
G((A,ψ), (v, w)λ) = s
f(A,ψ) + grad(ρ(ΦΛ)(
∑
λ∈Λ
(vλpλ + wλqλ)))(A,ψ).
Here the set Λ of thickened loops satisfies the conditions in Lemma 1.5.3, and ρ
is a cutoff function on
∏
λ∈Λ(R × R)λ satisfying that ρ ≡ 0 in a neighborhood of∏
λ∈Λ([−1, 1]×{0})λ and ΦΛ([(A,ψ)]) where [(A,ψ)] ∈ B
∗ is a non-degenerate critical
point of CSDf , and ρ ≡ 1 in a neighborhood of the rest of ΦΛ(Mf
∗).
Lemma 1.5.5 There exists ǫ > 0 (depending on ρ) such that G is transversal to the
zero section of L when restricted to B∗×B(ǫ), where B(ǫ) is a ball of radius ǫ centered
at the origin in V = (
∏
λ∈Λ(R×R)λ)
∗.
Proof: G is transversal to the zero section of L over Mf
∗×{0} by the choice of the
set Λ. By continuity and Lemma 1.5.4 (4), this lemma is proved. ✷
The Proof of Proposition 1.1.7:
Apply Sard-Smale theorem to the projection Π : G−1(0) → B(ǫ). For a generic
(v, w)λ ∈ B(ǫ), the perturbation CSD
′ = CSDf + u is admissible where
u = ρ(ΦΛ)(
∑
λ∈Λ
(vλpλ + wλqλ)).
✷
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Chapter 2
Seiberg-Witten Equations on
Cylindrical End Manifolds
Throughout this chapter, we assume that Y is an oriented 3-manifold with boundary
which is the complement of a tubular neighborhood of a knot in an integral homol-
ogy 3-sphere (many results proved in this chapter hold for general 3-manifolds with
toroidal boundary). Equip Y with a Riemannian metric g0 such that a neighbor-
hood of ∂Y = T 2 is orientedly isometric to (−1, 0] × R/2πZ × R/2πZ. We attach
[0,∞)× T 2 to Y and still denote it by Y .
Given a spin structure of Y , there is a unique SU(2) vector bundle W over Y such
that the oriented volume form acts on W as identity by the Clifford multiplication.
The spinor bundle W is cylindrical, i.e. on [0,∞) × T 2, W is isometric to the pull
back π∗W0 where π : [0,∞) × T 2 → T 2 is the projection and W0 is the total spinor
bundle on T 2 associated to the spin structure induced from Y .
2.1 The Fredholm theory
In this section, we set up the Fredholm theory for Seiberg-Witten equations on Y .
Throughout H1(T 2) stands for the space of harmonic 1-forms on T 2. We fix a cut-off
function ρ on Y which equals to 0 on Y \ [0,∞)× T 2 and 1 on [1,∞)× T 2.
Definition 2.1.1 For δ > 0, let
Aδ = {(A,ψ)|A = B + ρπ
∗a,
B ∈ L22,δ(Λ
1(Y )⊗ iR), ψ ∈ L22,δ(W ), a ∈ H
1(T 2)⊗ iR},
where π : [0,∞)× T 2 → T 2 is the projection.
Here L2k,δ denotes the weighted Sobolev spaces with weight δ ([21]). Aδ is a Hilbert
space (over real numbers) with the norm
‖(A,ψ)‖Aδ = ‖(B,ψ)‖L22,δ + ‖a‖L2.
Note that the decomposition of A as B + ρπ∗a is unique. We define a map R : Aδ →
H1(T 2)⊗ iR by R(A,ψ) = a.
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Definition 2.1.2 The group of gauge transformations is
Gδ = {s ∈ L
2
3,loc(Y, S
1)|s−1ds = g + ρπ∗h,
g ∈ L22,δ(Λ
1(Y )⊗ iR), h ∈ H1(T 2)⊗ iR}.
Gδ acts on Aδ by the formula s · (A,ψ) = (A− s
−1ds, sψ) for s ∈ Gδ and (A,ψ) ∈ Aδ.
Lemma 2.1.3 Gδ is an Abelian Hilbert Lie group acting smoothly on Aδ with the Lie
algebra TGδ,id = L
2
3,δ(Λ
0(Y )⊗ iR)⊕ iR. Moreover, for s ∈ Gδ, if s
−1ds is decomposed
as g+ ρπ∗h, then h has zero period along the longitude and periods in 2πiZ along the
meridian.
Proof: Suppose that s ∈ Gδ is in the component of identity, then s = e
f for some
f ∈ L23,loc(Λ
0(Y ) ⊗ iR). By Definition 2.1.2, df = s−1ds can be decomposed as
g + ρπ∗h, from which it follows that h = 0 and df ∈ L22,δ(Λ
1(Y ) ⊗ iR). By Taubes
inequality (Lemma 5.2 in [28]), there exists an imaginary valued constant f0 on Y
such that ∫
Y
|f − f0|
2e2δt ≤ C(δ)
∫
Y
|df |2e2δt,
which proves that the Lie algebra TGδ,id is L
2
3,δ(Λ
0(Y )⊗ iR)⊕ iR.
Let γ1, γ2 be the longitude and meridian, and F be the Seifert surface that γ1
bounds in Y . For s ∈ Gδ, if s
−1ds is decomposed as g + ρπ∗h, then we have∫
γ1
h =
∫
F
d(s−1ds) = 0 and
∫
γ2
h =
∫
γ2
s−1ds ∈ 2πiZ.
The rest follows easily from the Sobolev theorems for weighted spaces. ✷
Lemma 2.1.4 The de Rham cohomology group H1DR(Y ) can be represented by the
space of “bounded” harmonic forms
H1(Y ) = {a ∈ Ω1(Y )|da = d∗a = 0, ‖a‖C0(Y ) <∞, lim
t→∞ a(
∂
∂t
) = 0}.
Moreover, each element a ∈ H1(Y ) can be decomposed as b+ρπ∗a∞ with a∞ ∈ H1(T 2)
and b ∈ L2k,δ for some δ > 0. The map R : H
1(Y ) → H1(T 2) defined by R(a) = a∞
represents the embedding H1DR(Y )→ H
1
DR(T
2). As a corollary, for any κ ∈ H1(Y,Z),
there is an sκ ∈ C
∞(Y, S1) such that s−1κ dsκ ∈ H
1(Y )⊗ iR and [s−1κ dsκ] = 2πiκ. So
π0(Gδ) = H
1(Y,Z) = Z.
Proof: The Laplacian d∗T 2dT 2 : L
2
2(Λ
0(T 2))→ L2(Λ0(T 2)) restricted to (Kerd∗T 2dT 2)
⊥
is invertible. Let G be the inverse. Suppose a closed form A ∈ Ω1(Y ) is written as
A0dt+A1 on [0,∞)×T
2 with A1 ∈ Ω
1(T 2). Then f = G(d∗T 2A1) is a smooth function
on [0,∞)× T 2. We extend f to the rest of Y and still call it f . Let B = A− df . We
can further modify f by a function of t so that
∫
T 2 B0 = 0, where B = B0dt +B1 on
[0,∞)× T 2. (B0, B1) satisfies the following equations:
∂B1
∂t
= dT 2B0, dT 2B1 = 0 and d
∗
T 2B1 = 0,
24
which shows that B1 is in H
1(T 2) and constant in t and B0 = 0. Since d
∗B is
compactly supported, there is a unique solution g ∈ L2k,δ(Λ
0(Y )) to the equation
d∗B = d∗dg (see Lemma 2.1.7 below). Let C = B − dg, then C ∈ H1(Y ) and the
cohomology classes [A] and [C] are equal in H1DR(Y ).
Suppose a ∈ H1(Y ) and a = a0dt + a1 on [0,∞) × T
2. Then the pair (a0, a1)
satisfies the following system of equations


∂a1
∂t
− dT 2a0 = 0
∂a0
∂t
− d∗T 2a1 = 0
dT 2a1 = 0.
The operator L =
(
0 dT 2
d∗T 2 0
)
is formally self-adjoint and elliptic onKerd⊕Ω0(T 2).
By expanding (a1, a0) in terms of an orthonormal basis of eigenvectors of L, we see
that a = a0dt+ a1 can be decomposed as b+ ρπ
∗a∞ where a∞ ∈ H1(T 2) and b ∈ L2k,δ
for some δ > 0.
Assume a1, a2 ∈ H
1(Y ), if a1 − a2 = df for a smooth function f on Y , then
df ∈ L2k,δ, and by Taubes inequality and integration by parts, df = 0. Hence the map
H1(Y )→ H1DR(Y ) is also injective. The rest of the lemma follows easily. ✷
Definition 2.1.5 Let Bδ = Aδ/Gδ and B
∗
δ = A
∗
δ/Gδ where A
∗
δ = Aδ \ {ψ ≡ 0}.
Lemma 2.1.6 1. B∗δ is a Hilbert manifold with the slice at (A,ψ) ∈ A
∗
δ given by
T(A,ψ),ǫ = U × V where
U = (B,ψ) + {(a, φ) ∈ L22,δ(Λ
1(Y )⊗ iR)⊕ L22,δ(W )| − d
∗a
+i〈iψ, φ〉Re = 0, ‖(a, φ)‖L2
2,δ
< ǫ},
V = R(A,ψ) + {a∞ ∈ H1(T 2)⊗ iR|‖a∞‖L2 < ǫ},
where A is decomposed into B+ ρπ∗R(A,ψ). The tangent space of B∗δ at (A,ψ)
is
TB∗δ,(A,ψ) = {(a, φ) ∈ L
2
2,δ(Λ
1(Y )⊗ iR)⊕ L22,δ(W )| − d
∗a
+i〈iψ, φ〉Re = 0} ⊕ H
1(T 2)⊗ iR.
2. A neighborhood of [(A, 0)] in Bδ is diffeomorphic to T(A,0),ǫ/S
1. T(A,0),ǫ = U ×V
and
U = (B, 0) + {(a, φ) ∈ L22,δ(Λ
1(Y )⊗ iR)⊕ L22,δ(W )|d
∗a = 0, ‖(a, φ)‖L2
2,δ
< ǫ},
V = R(A,ψ) + {a∞ ∈ H1(T 2)⊗ iR|‖a∞‖L2 < ǫ},
where A is decomposed into B + ρπ∗R(A,ψ). The action of S1 on T(A,0),ǫ is
given by the complex multiplication on the factor φ.
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Lemma 2.1.7 Let L1 = d
∗d and L2 = d∗d+ |ψ|2 where ψ ∈ L22,δ(W ). Then there is
δ0 > 0 such that for k ≥ 2 and any δ ∈ (0, δ0], L1 : L
2
k,δ(Λ
0(Y ))→ L2k−2,δ(Λ
0(Y )) is a
Fredholm operator of index −1. Ker L1 = 0, and the range of L1 is the L
2-orthogonal
complement of the space of constant functions. L2 : L
2
k,δ(Λ
0(Y ))⊕iR→ L2k−2,δ(Λ
0(Y ))
is isomorphic if ψ is not identically zero.
Proof: The operator L1 = d
∗d : L2k,δ(Λ
0(Y )) → L2k−2,δ(Λ
0(Y )) is Fredholm of index
−1 by Theorem 7.4 of [21]. Ker L1 = 0 follows from integration by parts. From
index counting it follows that the range of L1 is the L
2-orthogonal complement of
the space of constant functions. For ψ ∈ L22,δ(W ), L2 : L
2
k,δ(Λ
0(Y ))→ L2k−2,δ(Λ
0(Y ))
is a compact perturbation of L1, so it is also a Fredholm operator of index −1. So
L2 : L
2
k,δ(Λ
0(Y ))⊕ iR→ L2k−2,δ(Λ
0(Y )) is an isomorphism if ψ is not identically zero,
since Ker L2 = 0 and index L2 = 0. ✷
The Proof of Lemma 2.1.6:
1. The construction of a local slice is standard by applying the implicit function
theorem. The key point is the properties of L2 stated in Lemma 2.1.7. To prove
that B∗δ is Hausdorff and the local slice is embedded into B
∗
δ , the argument in
[12] can be used, combined with Taubes inequality (Lemma 5.2 in [28]).
2. Part 2 of this lemma follows similarly with Lemma 2.1.7 understood.
✷
Definition 2.1.8 For (A,ψ) ∈ Aδ, we define
Lδ,(A,ψ) = {(a, φ) ∈ L
2
1,δ(Λ
1(Y )⊗ iR)⊕ L21,δ(W )| − d
∗a+ i〈iψ, φ〉Re = 0}.
Lδ,(A,ψ) is a closed subspace of L
2
1,δ(Λ
1(Y )⊗ iR)⊕ L21,δ(W ).
Lemma 2.1.9 Lδ = {Lδ,(A,ψ)} is a Hilbert bundle over A
∗
δ which descends to a Hilbert
bundle over B∗δ (we still call it Lδ).
Proof: For any (a, φ) ∈ L21,δ(Λ
1(Y )⊗iR)⊕L21,δ(W ), we can project (a, φ) into Lδ,(A,ψ)
by solving the following equation
−d∗(a− df) + i〈iψ, φ+ fψ〉Re = 0
for f ∈ L22,δ(Λ
0(Y )⊗ iR)⊕ iR. By Lemma 2.1.7, the operator L2 = d
∗d+ |ψ|2 is an
isomorphism from L22,δ(Λ
0(Y )⊗ iR)⊕ iR to L20,δ(Λ
0(Y )⊗ iR) since (A,ψ) ∈ A∗δ. So
the above equation has a unique solution f(a, φ) for any (a, φ). If (a, φ) ∈ Lδ,(A1,ψ1)
with (A1, ψ1) close enough to (A,ψ), one can easily show that the projection (a, φ)→
(a−df, φ+fψ) is one to one and onto, again using the invertibility of L2. This proves
the local triviality of Lδ. The bundle Lδ over A
∗
δ is Gδ-equivariant, so it descends to
a Hilbert bundle over B∗δ . ✷
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Definition 2.1.10 For (A,ψ) ∈ A∗δ, we define
s(A,ψ) = (∗dA+ τ(ψ, ψ), DAψ).
Here DA = Dg0 +A where Dg0 is the Dirac operator associated to the metric g0. s is
a section of Lδ over A
∗
δ, which descends to a section of Lδ over B
∗
δ .
The covariant derivative of s is a section of End(TB∗δ ,Lδ) over A
∗
δ which descends
to B∗δ , defined by
∇s(A,ψ)(a, φ) = (∗da+ 2τ(ψ, φ)− df(a, φ), DAφ+ aψ + f(a, φ)ψ)
where f(a, φ) is the unique solution to the equation
d∗df + f |ψ|2 = i〈DAψ, iφ〉Re.
The map (a, φ)→ (−df(a, φ), f(a, φ)ψ) from TB∗δ,(A,ψ) to L
2
1,δ(Λ
1(Y )⊗ iR)⊕L21,δ(W )
is compact by the Sobolev theorems for weighted spaces.
Definition 2.1.11 1. For any r > 0, let H(r) = H1(T 2) ⊗ iR \
⋃
p∈BD(p, r)
where B is the lattice of “bad” points for the induced spin structure on T 2 (see
Appendix A) and D(p, r) is the closed disc of radius r centered at p.
2. Aδ(r) = R
−1(H(r)), A∗δ(r) = Aδ(r)
⋂
A∗δ, Bδ(r) = Aδ(r)/Gδ and B
∗
δ (r) =
A∗δ(r)/Gδ, where R : Aδ → H
1(T 2) ⊗ iR is given by R(A,ψ) = a for A =
B + ρπ∗a.
Note that for any a ∈ H(r), the twisted Dirac operator DT
2
a = D
T 2 + a is invertible,
where DT
2
is the Dirac operator on T 2 (see Appendix A).
Proposition 2.1.12 For any r > 0, there exists a δ(r) > 0 such that for each
δ ∈ (0, δ(r)), ∇s : TB∗δ → Lδ is a continuous family of Fredholm operators of index 1
over A∗δ(r). (So s is a Fredholm section of Lδ over B
∗
δ (r)).
At (A,ψ) ∈ A∗δ, we have a short exact sequence
0→ TGδ,id
d(A,ψ)
→ TA∗δ
π∗→ TB∗δ → 0
where d(A,ψ)(f) = (−df, fψ) and π : A
∗
δ → B
∗
δ is the natural projection. This enables
us to extend ∇s(A,ψ) : TB
∗
δ,(A,ψ) → Lδ,(A,ψ) to a Gδ-equivariant map K
′
(A,ψ) (see [29]),
where
K′(A,ψ) =


∇s(A,ψ) 0 0
0 0 d(A,ψ)
0 d∗(A,ψ) 0

 .
K′(A,ψ) is from TA
∗
δ ⊕ (L
2
2,δ(Λ
0(Y ) ⊗ iR) ⊕ iR) to L21,δ(Λ
1(Y ) ⊗ iR) ⊕ L21,δ(W ) ⊕
L21,δ(Λ
0(Y )⊗ iR). Since the operator
(
0 d(A,ψ)
d∗(A,ψ) 0
)
is invertible, ∇s(A,ψ) is Fred-
holm if and only if K′(A,ψ) is, and indexK
′ = index∇s.
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For (A,ψ) ∈ Aδ, we define a map K(A,ψ) : Aδ ⊕ (L
2
2,δ(Λ
0(Y ) ⊗ iR) ⊕ iR) →
L21,δ(Λ
1(Y )⊗ iR)⊕ L21,δ(W )⊕ L
2
1,δ(Λ
0(Y )⊗ iR) by
K(A,ψ)(a, φ, f) = (∗da+ 2τ(ψ, φ)− df,DAφ+ aψ + fψ,−d
∗a+ i〈iψ, φ〉Re).
Then K′(A,ψ) is a compact perturbation of K(A,ψ) and Proposition 2.1.12 follows from
Lemma 2.1.13 For any r > 0, there exists a δ(r) > 0 such that for each δ ∈ (0, δ(r)),
K is a continuous family of Fredholm maps on A∗δ(r) of index 1.
Proof: Consider the following commutative diagram
0 → VAδ,1 ⊕ L
2
1,δ → VAδ,1 ⊕ L
2
1,δ → 0
↑ VK(A,ψ) ↑ K(A,ψ) ↑
0 → VAδ ⊕ L
2
2,δ → Aδ ⊕ (L
2
2,δ ⊕ iR) → H
1(T 2)⊗ iR⊕ iR → 0
where L21,δ = L
2
1,δ(Λ
0(Y )⊗ iR) and L22,δ = L
2
2,δ(Λ
0(Y )⊗ iR). VAδ is the fiber of map
R : Aδ →H
1(T 2)⊗ iR and VAδ,1 is its L
2
1,δ-completion. VK(A,ψ) is the restriction of
K(A,ψ). We have a long exact sequence (see [24])
CokerVK(A,ψ) → CokerK(A,ψ) → 0
0 → KerVK(A,ψ) → KerK(A,ψ) → H
1(T 2)⊗ iR⊕ iR → .
The lemma follows from the claim that for any r > 0, there exists a δ(r) > 0 such that
for each δ ∈ (0, δ(r)), VK(A,ψ) : VAδ⊕L
2
2,δ(Λ
0(Y )⊗ iR)→ VAδ,1⊕L
2
1,δ(Λ
0(Y )⊗ iR)
is a Fredholm map of index −2 for (A,ψ) ∈ A∗δ(r).
VK(A,ψ) is a compact perturbation of an operator of form I(
∂
∂t
+Ba) on [0,∞)×T
2
where
I =


dt 0 0 0
0 ∗T 2 0 0
0 0 0 −1
0 0 1 0

 and Ba =


DT
2
a 0 0 0
0 0 −dT 2 ∗dT 2
0 −d∗T 2 0 0
0 − ∗ dT 2 0 0


acting on Γ(W0 ⊕ (Λ
1⊕Λ0⊕Λ0(T 2))⊗ iR). Here W0 is the total spinor bundle over
T 2, and DT
2
a is the twisted Dirac operator with a = R(A,ψ) ∈ H
1(T 2)⊗ iR. For any
r > 0, let δ(r) = min{|u| : u 6= 0 is an eigenvalue of Ba for some a ∈ H(r)}. Then
VK(A,ψ) : VAδ ⊕ L
2
2,δ(Λ
0(Y ) ⊗ iR) → VAδ,1 ⊕ L
2
1,δ(Λ
0(Y ) ⊗ iR) is a Fredholm map
of index −2 for any δ ∈ (0, δ(r)) by Theorem 7.4 of [21]. ✷
2.2 Perturbation and transversality
Fix a small r > 0 and a δ ∈ (0, δ(r)) for the weight of the Sobolev spaces. For simplic-
ity we omit the subscript δ in the discussion. Consider the following perturbations of
s over A∗(r):
sµ,f (A,ψ) = (∗dA+ τ(ψ, ψ) + µ,DAψ + fψ) for (A,ψ) ∈ A
∗(r),
where µ is a co-closed imaginary valued 1-form and f is a smooth real valued function
on Y , both supported in Y \[0,∞)×T 2. The metric g being used here is a perturbation
of g0 supported in Y \ [0,∞)× T
2.
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Definition 2.2.1 Define the Seiberg-Witten moduli spaces
Mµ,f(r) = {[(A,ψ)] ∈ B(r)|(∗dA+ τ(ψ, ψ) + µ,DAψ + fψ) = 0},
M∗µ,f(r) =Mµ,f(r)
⋂
B∗.
Let [R] : B(r)→ H(r)/Z be the map induced by R : A → H1(T 2)⊗ iR.
Proposition 2.2.2 The moduli spacesMµ,f(r) andM
∗
µ,f(r) have the following prop-
erties.
1. For a generic µ, M∗µ,f(r) is a collection of 1-dimensional smooth curves, and
the map [R] :M∗µ,f(r)→H(r)/Z is an immersion.
2. Given a set S of immersed curves in H(r)/Z, for a generic µ, the map [R] :
M∗µ,f(r)→H(r)/Z is transversal to S.
3. For a generic (g, f), the L2-closed extension of the perturbed Dirac operator
Dg+f is invertible. Fix such a (g, f), then for any small enough µ, there exists
a neighborhood Uµ of [(aµ, 0)] in B(r) such that Uµ
⋂
M∗µ,f(r) = ∅, where aµ is
the unique solution to ∗daµ + µ = 0, d
∗aµ = 0 such that R(aµ) has zero period
along the meridian.
4. Mµ,f(r) \M
∗
µ,f(r) = {(aµ + iA, 0)|A ∈ H
1(Y )/H1(Y,Z)} ≃ S1. Note that for
any A ∈ H1(Y ), R(A) is a multiple of dy where eiy parameterizes the meridian.
For simplicity we omit the subscript f . Consider the section s˜ of L over B∗(r)×
Ker d∗:
s˜([(A,ψ)], µ) = [(∗dA+ τ(ψ, ψ) + µ,DAψ + fψ)].
For any ([(A,ψ)], µ) ∈ s˜−1(0), we have the following commutative diagram:
0 → L → L → 0
↑ V∇s˜ ↑ ∇s˜ ↑ 0
0 → V TB∗(r)×Ker d∗ → TB∗(r)×Ker d∗
d[R]
→ H1(T 2)⊗ iR → 0
at ([(A,ψ)], µ). This gives rise to a long exact sequence (see [24])
Coker(V∇s˜([(A,ψ)],µ)) → Coker(∇s˜([(A,ψ)],µ)) → 0
0 → Ker(V∇s˜([(A,ψ)],µ)) → Ker(∇s˜([(A,ψ)],µ))
d[R]
→ H1(T 2)⊗ iR → .
Lemma 2.2.3 Coker(V∇s˜([(A,ψ)],µ)) = 0 for any ([(A,ψ)], µ) ∈ s˜
−1(0).
Proof: First observe that V∇s˜([(A,ψ)],µ) is Fredholm as a map from the L
2
1,δ-completion
of V TB∗[(A,ψ)] to the L
2
0,δ-completion of L[(A,ψ)]. So by regularity, it suffices to show
that the L20,δ-orthogonal complement of the image of V∇s˜([(A,ψ)],µ) is zero dimensional.
Let (a′, φ′) ∈ L[(A,ψ)] be L20,δ-orthogonal to the range of V∇s˜([(A,ψ)],µ). Set (a, φ) =
e2δt(a′, φ′), then (a, φ) is L2-orthogonal to the range of V∇s˜([(A,ψ)],µ) and e−2δt(a, φ) is
in L[(A,ψ)], i.e. −d
∗(e−2δta) + i〈iψ, e−2δtφ〉Re = 0. Note that (a, φ) is in L21,−δ.
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Observe that L22,δ(Λ
1(Y ) ⊗ iR) ⊕ L22,δ(W ) = V TB
∗(r) ⊕ Im(d[(A,ψ)]) (recall the
map d(A,ψ) is defined by f → (−df, fψ)), and V∇s˜([(A,ψ)],µ) vanishes on Im(d[(A,ψ)]).
So if (a, φ) is L2-orthogonal to the range of V∇s˜([(A,ψ)],µ), then for any µ
′ ∈ Ker d∗
and (b, θ) ∈ L22,δ(Λ
1(Y )⊗ iR)⊕ L22,δ(W ), we have
(∗db+ 2τ(ψ, θ) + µ′, a) + (DAθ + fθ + bψ, φ) = 0.
This implies that DAφ + fφ + aψ = 0 and (bψ, φ) = 0 for any b. Since ψ is not
identically zero, by the unique continuation theorem for Dirac operators, we have
φ = ihψ for a real valued function h. Then DAφ + fφ + aψ = 0 implies that
idh+ a = 0. Hence
d∗(e−2δtdh) + he−2δt|ψ|2 = 0.
That (a, φ) ≡ 0 follows from h ≡ 0, which follows by integration by parts from the
claim that e−δt|h| is bounded on [0,∞)× T 2.
Next we prove that e−δt|h| is bounded on [0,∞) × T 2. First of all, idh + a = 0
implies that ∂h
∂t
∈ L21,−δ and dT 2h ∈ L
2
1,−δ. Let h0(t) be the L
2-orthogonal projection
of h onto Kerd∗T 2dT 2 , then ‖h − h0(t)‖L2(T 2) ≤ c‖dT 2h‖L2(T 2). So h − h0(t) ∈ L
2
0,−δ.
On the other hand, |dh0
dt
| ≤ C‖∂h
∂t
‖L2(T 2) so that
dh0
dt
e−δt is bounded on [0,∞) × T 2.
So
|h0(t)− h0(0)| ≤
∫ t
0
|
dh0
dt
|dt ≤
C
δ
eδt.
It follows easily that e−δt|h| is bounded on [0,∞)× T 2. ✷
Lemma 2.2.4 Given any spin structure on Y , for a generic (g, f), the L2-closed
extension of the perturbed Dirac operator Dg + f is invertible.
Proof: For a perturbed metric g of g0 which is supported in Y \ [0,∞) × T
2, the
Dirac operator Dg on Y takes the form of dt(
∂
∂t
+DT
2
) on the cylindrical end. Note
that DT
2
is invertible (see Appendix A). So the L2-closed extension of Dg + f is an
essentially self-adjoint Fredholm operator (f is vanishing on the cylindrical end). The
argument for the proof of Proposition 1.1.6 can be applied to prove this lemma. ✷
Lemma 2.2.5 For small enough δ > 0, the operator ∗d : L2k,δ(Λ
1(Y ))
⋂
Ker d∗ →
L2k−1,δ(Λ
1(Y ))
⋂
Ker d∗ is Fredholm with dimKer ∗ d = 0 and dimCoker ∗ d = 1.
Moreover, for any compactly supported co-closed 1-form µ, there exists a unique aµ ∈
Ker d∗ such that i) ∗daµ + µ = 0; ii) aµ can be decomposed as b + ρπ∗a∞ where
b ∈ L2k,δ and a∞ ∈ H
1(T 2) with zero period along the meridian. Furthermore, aµ
satisfies the estimate: ‖b‖L2
k,δ
+ |a∞| ≤ C‖µ‖L2
k−1,δ
.
Proof: The Fredholm property and the index calculation of ∗d follows from a similar
argument as in Proposition 2.1.12. Ker ∗ d = 0 follows from H1(Y, T 2) = 0. Given
µ ∈ Ker d∗ or equivalently ∗µ ∈ Ker d, since H2(Y,R) = 0, there exists an A ∈
Ω1(Y ) such that dA+∗µ = 0 or equivalently ∗dA+µ = 0. If µ is compactly supported,
the argument for Lemma 2.1.4 can be used to modify A with an exact 1-form and a
“bounded” harmonic form, and the resulting 1-form aµ has the claimed properties.
✷
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The Proof of Proposition 2.2.2:
Since Coker(∇s˜([(A,ψ)],µ)) = 0 for any ([(A,ψ)], µ) ∈ s˜
−1(0), s˜−1(0) is a Banach
manifold. The projection Π : s˜−1(0) → Ker d∗ is a Fredholm map of index 1
(Proposition 2.1.12). So by Sard-Smale theorem, for a generic µ, M∗µ(r) = Π
−1(µ) is
a collection of 1-dimensional smooth curves. In addition, Ker (V∇s˜)
⋂
Ker Π = 0
since V∇s˜ is formally self-adjoint on V TB∗(r). So d[R] : TM∗µ(r)→H
1(T 2)⊗ iR is
injective.
Since Coker(V∇s˜([(A,ψ)],µ)) = 0 for any ([(A,ψ)], µ) ∈ s˜
−1(0), the map [R] :
s˜−1(0) → H(r)/Z is a submersion. For any set S of immersed curves in H(r)/Z,
[R]−1(S) is a set of immersed submanifolds of co-dimension 1 in s˜−1(0). If µ is a regular
value of the projection Π : [R]−1(S)→ Ker d∗, then the map [R] :M∗µ(r)→H(r)/Z
is transversal to S.
Properties 3, 4 follow easily from Lemmas 2.2.4, 2.2.5 and 2.1.4.
2.3 The finite energy monopoles
Fix a perturbation (g, f, µ) which is supported in Y \ [0,∞)× T 2.
Definition 2.3.1 (A,ψ) ∈ Ω1(Y )⊗ iR⊕ Γ(W ) is said to be a monopole of finite
energy if (A,ψ) satisfies
• the Seiberg-Witten equations
{
∗dA+ τ(ψ, ψ) + µ = 0
Dgψ + Aψ + fψ = 0;
• the finite energy condition
∫
Y
(|∇Aψ|
2 +
1
2
|ψ|4) <∞.
The exponential decay estimates
Lemma 2.3.2 (Lemma 4 in [17])
Let X be a compact 3-manifold with boundary. Assume that (A,ψ) ∈ Ω1(X) ⊗
iR ⊕ Γ(W ) satisfies the Seiberg-Witten equations on X. Then there exists a gauge
transformation s ∈ C∞(X,S1) such that for any sub-domain X ′ with X ′ ⊂ intX,
s · (A,ψ) satisfies:
‖s · (ψ)‖Ck(X′) ≤ C(k,X,X
′)h1(‖ψ‖L4(X)),
‖s · (A)‖Ck(X′) ≤ C(k,X,X
′)h2(‖ψ‖L4(X))
for a constant C(k,X,X ′) and polynomials h1, h2 with h1(0) = 0.
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Corollary 2.3.3 For a finite energy monopole (A,ψ),
‖ψ‖C0(T 2)(t) ≤ C‖ψ‖L4([t−1,t+1]×T 2).
In particular, ψ → 0 as t→∞. Moreover, there exists a constant K depending only
on the geometry of Y and the norm of (µ, f) such that ‖ψ‖C0(Y ) < K.
Proof: It follows from Lemma 2.3.2, the Weitzenbo¨ck formula and maximum princi-
ple. ✷
Throughout this section, we use a(t) to denote the harmonic component of A1
where A = A0dt+A1 on [0,∞)× T
2. After a gauge transformation, any (A,ψ) takes
the standard form on [0,∞)×T 2, i.e. d∗T 2A1 = 0 and
∫
T 2 A0 = 0 (see Lemma 2.1.4).
Lemma 2.3.4 Assume that the finite energy monopole (A,ψ) is in the standard form.
Then the following holds for a constant c:
a)
∫
T 2(|A0|
2 + |dT 2A0|
2) ≤ c
∫
T 2 |ψ|
4;
b)
∫
T 2(|A1 − a(t)|
2 + |∇T
2
(A1 − a(t))|
2) ≤ c
∫
T 2 |ψ|
4;
c)
∫
T 2 |
∂
∂t
(A1 − a(t))|
2 ≤ c
∫
T 2 |ψ|
4;
d)
∫
T 2 |
∂
∂t
a(t)|2 ≤ c
∫
T 2 |ψ|
4;
e) ‖ ∂
∂t
A0‖L21(T 2) ≤ c‖
∂ψ
∂t
‖L2(T 2).
Proof: On [0,∞)× T 2, the equation ∗dA+ τ(ψ, ψ) = 0 reads as
dT 2(A1 − a(t)) + q1(ψ) = 0,
∂
∂t
(A1 − a(t)) +
∂
∂t
a(t)− dT 2A0 + q2(ψ) = 0
for some quadratic forms q1, q2. Observe that
∂
∂t
(A1 − a(t)),
∂
∂t
a(t) and dT 2A0 are L
2
orthogonal to each other. The estimates a), b), c), d) follow easily.
For e), note that d∗T 2dT 2(
∂
∂t
A0) = d
∗
T 2(
∂
∂t
q2(ψ)). So we have
‖
∂
∂t
A0‖L21(T 2) ≤ c‖d
∗
T 2dT 2(
∂
∂t
A0)‖L2
−1(T
2) ≤ c‖
∂
∂t
q2(ψ))‖L2(T 2) ≤ c‖
∂ψ
∂t
‖L2(T 2)
since
∫
T 2 A0 = 0 and ‖ψ‖C0(Y ) < K. ✷
Lemma 2.3.5 For any r > 0, there exists a c(r) > 0 such that c(r)
∫
T 2 |ψ|
2 ≤∫
T 2 |D
T 2
a ψ|
2 for any a in the closure of H(r) (see Definition 2.1.11 for H(r)).
Proof: Observe that both
∫
T 2 |ψ|
2 and
∫
T 2 |D
T 2
a ψ|
2 are gauge invariant, so we can
assume that a is in the compact set H(r)/(Z ⊕ Z). The lemma follows by taking
c(r) = min{u2 : u is an eigenvalue of DT
2
a for some a in H(r)/(Z⊕ Z)}. ✷
The following estimate turns out to be crucial.
32
Lemma 2.3.6 There exists a constant c1 with the following significance. Let (A,ψ)
be a finite energy monopole. For any r > 0, if a(t) is in H(r) for T1 < t < T2, then∫ T2
T1
∫
T 2
|ψ|2 ≤
c1
c(r)
∫ T2
T1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4).
Proof: Assume that (A,ψ) is in the standard form without loss of generality. Since
a(t) is in H(r) for T1 < t < T2, by Lemma 2.3.5, for T1 < t < T2, we have
c(r)
∫
T 2
|ψ|2(t) ≤
∫
T 2
|DT
2
a(t)ψ|
2(t) ≤
∫
T 2
|∇T
2
a(t)ψ|
2(t)
≤
∫
T 2
(|∇Aψ|
2 + |(A1 − a(t))⊗ ψ|
2)(t).
But
∫
T 2 |(A1 − a(t))⊗ ψ|
2 ≤ K2
∫
T 2 |(A1 − a(t))|
2 ≤ C
∫
T 2 |ψ|
4 by Corollary 2.3.3 and
Lemma 2.3.4 b). So we have
∫ T2
T1
∫
T 2
|ψ|2 ≤
c1
c(r)
∫ T2
T1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4)
for a constant c1. ✷
Lemma 2.3.7 Let γ be a loop in T 2. Then there exists a constant c(γ) such that for
any (A,ψ) satisfying the Seiberg-Witten equations on the cylindrical end, the following
estimate holds for any t1 < t2:∫ t2
t1
∫
γ
|ψ|2 ≤ c(γ)(
∫ t2
t1
∫
T 2
|ψ|2 +
∫ t2+1
t1−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4)).
Proof: Note that it suffices to prove the estimate for t2 = t1 + 1. Also note that
both sides of the estimate are gauge invariant. By the embedding L21(T
2) → L2(γ),
we have ∫
γ
|ψ|2 ≤ C
∫
T 2
(|∇T
2
ψ|2 + |ψ|2) ≤ C
∫
T 2
(|∇Aψ|
2 + |A⊗ ψ|2 + |ψ|2).
On the other hand, in U = [t1− 1, t1+2]×T
2, A can be decomposed into A = B+h
in a Hodge gauge (Lemma 4 in [17]) such that ‖B‖L21(U) ≤ C‖dA‖L2(U) ≤ C1‖ψ‖
2
L4(U)
and h is harmonic with norm bounded by K. Hence∫ t1+1
t1
∫
T 2
|A⊗ ψ|2 ≤ K2
∫ t1+1
t1
∫
T 2
|ψ|2 + ‖B‖2L21(U) · ‖ψ‖
2
L4(U).
The lemma follows easily from these estimates. ✷
Lemma 2.3.8 There exists a constant c2 such that the following estimate
|a(t1)− a(t2)| ≤ c2(
∫ t2
t1
∫
T 2
|ψ|2 +
∫ t2+1
t1−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4)
+(
∫ t2+1
t1−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4))
1
2 )
holds for any finite energy monopole (A,ψ).
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Proof: Without loss of generality, we assume (A,ψ) is in the standard form. Then
|a(t1)− a(t2)| ≤
2∑
i=1
|
∫
γi
a(t1)−
∫
γi
a(t2)|
≤
2∑
i=1
(|
∫
γi
A1(t1)−
∫
γi
A1(t2)|
+
∫
γi
(|A1(t1)− a(t1)|+ |A1(t2)− a(t2)|))
≤
2∑
i=1
(
∫ t2
t1
∫
γi
|dA|+ C(‖A1(t1)− a(t1)‖L21(T 2)
+‖A1(t2)− a(t2)‖L21(T 2)))
≤
2∑
i=1
C(
∫ t2
t1
∫
γi
|ψ|2 + (
∫
t1×T 2
|ψ|4)
1
2 + (
∫
t2×T 2
|ψ|4)
1
2
≤ c2(
∫ t2
t1
∫
T 2
|ψ|2 +
∫ t2+1
t1−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4)
+(
∫ t2+1
t1−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4))
1
2 )
holds for any t1 < t2. Here γ1, γ2 are the longitude and meridian. ✷
Definition 2.3.9 Choose an increasing function Γ(r) > 0 satisfying
(
c1
c(r)
+ 1)Γ(r) + Γ(r)
1
2 < c−12 r.
A finite energy monopole (A,ψ) is said to be “r-good” if there are t0 and T with
T ≤ t0 such that a(t0) ∈ H(2r) and
∫∞
T−1
∫
T 2(|∇Aψ|
2 + 1
2
|ψ|4) < Γ(r).
The “r-good” monopoles of finite energy have the following good property.
Lemma 2.3.10 Let (A,ψ) be an “r-good” monopole of finite energy with T as in
the Definition 1.3.9. Then for all t ∈ [T,∞), a(t) is in H(r). Moreover, a∞ =
limt→∞ a(t) exists in H(r) and the following estimate holds for any t ∈ [T,∞):
|a(t)− a∞| ≤ c2((
c1
c(r)
+ 1)
∫ ∞
t−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4)
+(
∫ ∞
t−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4))
1
2 ).
Proof: It follows easily from the definition of “r-goodness” and Lemmas 2.3.6 and
2.3.8. ✷
Lemma 2.3.11 For any r > 0, there exists a δ0(r) > 0 with the following signifi-
cance. For any ǫ > 0, there exists an ǫ1 > 0 such that for any “r-good” monopole
(A,ψ), when
∫∞
t0−1
∫
T 2(|∇Aψ|
2+ 1
2
|ψ|4) < ǫ1 for t0 ∈ [1,∞), we have
∫∞
2t0
∫
T 2 |ψ|
2e2δt < ǫ
for any δ ≤ δ0(r).
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Proof: Without loss of generality, assume that (A,ψ) is in the standard form. By
Lemma 2.3.10, there is a number T > 0 such that for all t ∈ [T,∞), a(t) is in H(r)
and a∞ = limt→∞ a(t) exists in H(r). Moreover, the estimate
|a(t)− a∞| ≤ c2((
c1
c(r)
+ 1)
∫ ∞
t−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4)
+(
∫ ∞
t−1
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4))
1
2 ).
holds for t ∈ [T,∞). We can further apply a gauge transformation so that a∞
lies in the compact set H(r)/(Z ⊕ Z). There exists a δ0(r) > 0 such that for any
a ∈ H(r)/(Z⊕ Z),
‖DT
2
a ψ‖
2
L2(T 2) ≥ 4δ0(r)‖ψ‖
2
L21(T
2)
for any ψ ∈ Γ(W0). Set u(t) =
∫
t×T 2 |ψ|
2. Then we have ∂
2
∂t2
u(t) = 2
∫
t×T 2(〈
∂2
∂t2
ψ, ψ〉+
| ∂
∂t
ψ|2). But
∫
t×T 2
〈
∂2
∂t2
ψ, ψ〉 =
∫
t×T 2
(|DT
2
A1
ψ|2 − |A0ψ|
2 − 〈
∂A1
∂t
ψ +
∂A0
∂t
ψ, ψ〉
≥
∫
t×T 2
|DT
2
a∞
ψ|2 − θ(t)‖ψ‖2L21(T 2)(t)
where θ(t) → 0 as
∫∞
t−1
∫
T 2(|∇Aψ|
2 + 1
2
|ψ|4) → 0 by the estimates in Lemma 2.3.4,
Corollary 2.3.3, and Lemma 2.3.10. So when
∫∞
t0−1
∫
T 2(|∇Aψ|
2+ 1
2
|ψ|4) is small enough,
we have
∂2
∂t2
u(t) ≥ 4δ0(r)u(t)
for t ≥ t0. By the maximum principle, we have u(t) ≤ e
4δ0(r)(t0−t)u(t0) for t ≥ t0.
Hence ∫ ∞
2t0
u(t)e2δtdt ≤ C(δ0(r))u(t0)
holds for any δ ≤ δ0(r). The lemma follows easily. ✷
Proposition 2.3.12 Assume that the “r-good” monopole of finite energy (A,ψ) is in
the standard form. Then (A,ψ) is in Aδ(r) for any weight δ ∈ (0,min(δ(r), δ0(r))).
Moreover, the following estimate
‖(A− a∞, ψ)‖L2
2,δ
([T,∞)×T 2) ≤ c3(δ)(
∫ ∞
T−1
∫
T 2
|ψ|2e2δt)
1
2
holds for a constant c3(δ) and any T ∈ [1,∞). Here δ(r) is referred to Proposition
2.1.12.
Proof: It follows from Lemma 2.3.11, the estimates in Lemma 2.3.4, Taubes inequal-
ity and standard elliptic estimates. ✷
The convergence of “r-good” monopoles of finite energy
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Proposition 2.3.13 Let (An, ψn) be a sequence of “r-good” monopoles of finite en-
ergy. Then a subsequence of (An, ψn) converges in Mδ(
r
2
) to a “1
2
r-good” monopole
of finite energy (A0, ψ0) for any weight δ ∈ (0,min(δ(
r
2
), δ0(
r
2
))).
Proof: The Weitzenbo¨ck formula and maximum principle yield an upper bound K
for the C0 norm of the spinors (see Corollary 2.3.3). Then the existence of a local
Hodge gauge ([17]) plus elliptic regularity and a patching argument ([30]) imply the
existence of a “weak” limit. More precisely, there exist a finite energy monopole
(A0, ψ0), a subsequence of (An, ψn) (still denoted by (An, ψn)) and a sequence of
gauge transformations sn such that sn · (An, ψn) converges to (A0, ψ0) in C
∞ over any
compact subset of Y . We can further assume that sn · (An, ψn) are in the standard
form and therefore the limit (A0, ψ0) is also in the standard form. For simplicity we
still use (An, ψn) to denote sn · (An, ψn).
Take T0 large enough so that
∫∞
T0−1
∫
T 2(|∇A0ψ0|
2 + 1
2
|ψ0|
4) < Γ( r
2
) (see Definition
2.3.9). Note that for any finite energy monopole (A,ψ) the Weitzenbo¨ck formula
yields the following equation
∫ ∞
0
∫
T 2
(|∇Aψ|
2 +
1
2
|ψ|4) =
∫
0×T 2
〈DT
2
A1
ψ, ψ〉.
It follows from the “weak” convergence of (An, ψn) to (A0, ψ0) that there is an N such
that when n > N we have
∫ ∞
T0−1
∫
T 2
(|∇Anψn|
2 +
1
2
|ψn|
4) < Γ(
r
2
) < Γ(r).
Since (An, ψn) are “r-good”, by Lemma 2.3.10, an(t) is in H(r) for any n > N and
t ∈ [T0,∞). From this it follows that (A0, ψ0) is a “
1
2
r-good” monopole of finite
energy, and therefore is in Aδ(
r
2
) for any weight δ ∈ (0,min(δ( r
2
), δ0(
r
2
)). It is also
easy to see that an,∞ → a0,∞.
In order to prove that (An, ψn) converges to (A0, ψ0) in Aδ(
r
2
) for any given weight
δ ∈ (0,min(δ( r
2
), δ0(
r
2
)), it suffices to prove that given any ǫ > 0, there exist t0 ∈ [1,∞)
and N such that when n > N ,
‖(An − an,∞, ψ)‖L2
2,δ
([2t0+1,∞)×T 2) < ǫ.
This goes as follows. By Lemma 2.3.11, there exists an ǫ1 > 0 such that when
∫ ∞
t0−1
∫
T 2
(|∇Anψn|
2 +
1
2
|ψn|
4) < ǫ1,
we have ∫ ∞
2t0
∫
T 2
|ψn|
2e2δt < (c−13 (δ)ǫ)
2.
Now take t0 large enough so that
∫ ∞
t0−1
∫
T 2
(|∇A0ψ0|
2 +
1
2
|ψ0|
4) <
ǫ1
2
.
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Then there exists an N such that when n > N we have
∫ ∞
t0−1
∫
T 2
(|∇Anψn|
2 +
1
2
|ψn|
4) < ǫ1.
Therefore we have
‖(An − an,∞, ψ)‖L2
2,δ
([2t0+1,∞)×T 2) < ǫ
by Proposition 2.3.12. Hence the proposition is proved. ✷
37
Chapter 3
The Gluing Formula
3.1 The gluing of moduli spaces
Assume that Yi (i = 1, 2) are oriented cylindrical end 3-manifolds over T
2
i where
Y2 is actually diffeomorphic to D
2 × S1 carrying a metric whose scalar curvature
is non-negative and somewhere positive. By the Weitzenbo¨ck formula, the moduli
space M(Y2) actually only consists of reducible solutions. Assume that there exists
an orientation reversing isometry h : T 21 → T
2
2 which is covered by the corresponding
bundle maps. For any L > 0, we can form an oriented Riemannian 3-manifold YL as
follows:
YL = Y1 \ [L+ 1,∞)× T
2
1
⋃
h
Y2 \ [L+ 1,∞)× T
2
2 ,
where h : (L, L+1)×T 21 → (L+1, L)×T
2
2 is given by h(L+ t, x) = (L+1− t, h(x))
for t ∈ (0, 1) and x ∈ T 21 . Note that the isometry h : T
2
1 → T
2
2 induces an isometry
h : H1(T 21 )→H
1(T 22 ).
Throughout this section, we fix a small r > 0 and a small weight δ. For simplicity,
we omit the dependence of r and δ in the discussion. We also omit the perturbation
data since it is vanishing on the neck.
Let G˜(Yi) be the normal subgroup of G(Yi) which consists of elements in the
component of identity. We define M˜(Yi) to be the space of G˜(Yi)-equivalence classes
of the solutions to the Seiberg-Witten equations on Yi (i = 1, 2). Then M˜(Yi) is a
Z-fold cover of M(Yi):
0 → Z → M˜(Yi) → M(Yi) → 0.
The irreducible part of M˜(Y1) is denoted by M˜
∗(Y1), which is a Z-fold cover of
M∗(Y1).
Let S(Y1, Y2) be the set of pairs (α1, α2) ∈ M˜
∗(Y1)× M˜(Y2) such that there are
smooth representatives (A1, ψ1) and (A2, ψ2) satisfying hR1(A1, ψ1) = R2(A2, ψ2),
where Ri : A(Yi)→H
1(T 2i )⊗ iR.
Definition 3.1.1 (α1, α2) ∈ S(Y1, Y2) is said to be regular if
1. the map [R1] : M˜
∗(Y1)→H1(T 21 )⊗ iR is injective at α1.
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2. h[R1](M˜
∗(Y1)) and [R2](M˜(Y2)) intersect transversally at [R2](α2).
Note that for a generic perturbation, S(Y1, Y2) consists of regular pairs (Proposition
2.2.2). We assume that S(Y1, Y2) is regular throughout this chapter.
For any L > 0, fix a cut-off function ρL(t) which equals to one for t < L and
equals to zero for t > L+ 1 with |ρ′L| < 2. Given a regular pair (α1, α2) with smooth
representatives (A1, ψ1) and (A2, ψ2), we construct an “almost” monopole (AL, ψL)
on YL as follows:
ψL = ρLψ1 + (1− ρL)h
−1ψ2 on [L, L+ 1]× T 21
AL = ρL(A1 − R1(A1)) +R1(A1)
+(1− ρL)h
−1(A2 −R2(A2)) on [L, L+ 1]× T 21
ψL = ψi on Yi \ [L,∞)× T
2
i
AL = Ai on Yi \ [L,∞)× T
2
i .
Note that ψL is compactly supported in Y1 \ [L+ 1,∞)× T
2.
Proposition 3.1.2 Assume that (α1, α2) is regular. Then for large L, the “almost”
monopole (AL, ψL) can be deformed to a non-degenerate monopole T (AL, ψL) satisfy-
ing
‖T (AL, ψL)− (AL, ψL)‖L21(YL) ≤ CL
2e−δL.
Moreover, any monopole (A,ψ) on YL which is in the L
2
1-ball of radius K1L
−6 centered
at (AL, ψL) is gauge equivalent to T (AL, ψL). In particular, there is a well-defined
gluing map T : S(Y1, Y2)→M
∗(YL) by T (α1, α2) = [T (AL, ψL)].
The following estimate on (AL, ψL) is straightforward.
Lemma 3.1.3 ‖(∗dAL + τ(ψL, ψL), DALψL)‖L2(YL) ≤ Ce
−δL.
Next we estimate the lowest eigenvalue of ∆L = d
∗d+ |ψL|2. Set
λL = inf
f 6=0
∫
YL
|∆Lf |
2∫
YL
|f |2
.
Lemma 3.1.4 Assume that one of ψ1 or ψ2 is not identically zero. For any function
γ(L) = o(L−4), there exists an L0 > 0 such that when L > L0, we have λL > γ(L).
The basic idea of the proof is the same as in Theorem 4 of Appendix B, but the
argument is more difficult. We postpone the proof to the end of this section. From
now on, we assume that one of ψ1 or ψ2 is not identically zero.
Corollary 3.1.5 The norm of ∆−1L : L
2(YL)→ L
2
2(YL) is at most L
3 for large L.
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Proof: In Lemma 3.1.4, take γ(L) = K2L−6 with K to be determined later. There
exists a constant C independent of L such that for any f ∈ L22(YL), we have
‖f‖L22(YL) ≤ C(‖∆Lf‖L2(YL) + ‖f‖L2(YL))
≤ C(‖∆Lf‖L2(YL) +K
−1L3‖∆Lf‖L2(YL))
≤ L3‖∆Lf‖L2(YL)
for large L and a suitable choice of K. This proves the lemma. ✷
Let TB∗(AL,ψL) be the tangent space of B
∗(YL) at (AL, ψL), L(AL,ψL) be the L
2
completion of TB∗(AL,ψL). Then TB
∗
(AL,ψL)
= {(a, φ) ∈ A(YL)|−d
∗a+ i〈iψL, φ〉Re = 0}.
Lemma 3.1.6 There exist constants K1, K2 with the following significance. When
L is sufficiently large, for any (A,ψ) ∈ A(YL) satisfying
‖(A,ψ)− (AL, ψL)‖L21(YL) ≤ K1L
−6,
there exists a gauge transformation s ∈ G(YL) such that s · (A,ψ) − (AL, ψL) ∈
TB∗(AL,ψL) and
‖s · (A,ψ)− (AL, ψL)‖L21(YL) ≤ K2L
3‖(A,ψ)− (AL, ψL)‖L21(YL).
Proof: The point of this lemma is to have an estimate on the size of the local slice
at (AL, ψL) if an upper bound for the norm of ∆
−1
L is known (Corollary 3.1.5).
Assume that (A,ψ) is in A(YL). Set (a, φ) = (A,ψ)− (AL, ψL) for simplicity. To
construct the local slice, we look for f ∈ L22 such that
−d∗(A−AL − df) + i〈iψL, efψ − ψL〉Re = 0.
This can be written in terms of (a, φ) as
(∆L + 〈iψL, iφ〉Re)f +G(φ, f) = d
∗a− i〈iψL, φ〉Re,
where G(φ, f) = i〈iψL, (e
f − f − 1)(φ+ ψL)〉Re satisfying
‖G(φ, f1)−G(φ, f2)‖L2 ≤ Cmax(‖f1‖L22, ‖f2‖L22)‖f1 − f2‖L22
for some constant C and φ, fi satisfying ‖φ‖L21 < 1 and ‖fi‖L22 < 1 for i = 1, 2. The
lemma follows by applying Banach lemma to the map
B(f) = (∆L + 〈iψL, iφ〉Re)
−1(d∗a− i〈iψL, φ〉Re −G(φ, f))
mapping an L22-ball of radius KL
−3 into itself for some constant K. ✷
Next we deform the “almost” monopole (AL, ψL) to a monopole. Let Π be the L
2
orthogonal projection onto L(AL,ψL). For any (a, φ) ∈ TB
∗
(AL,ψL)
, we define
L(a, φ) = Π(∗d(AL + a) + τ(ψL + φ), D(AL+a)(ψL + φ))
= (∗dAL + τ(ψL), DALψL) +∇s(AL,ψL)(a, φ) + ΠQ(a, φ).
40
Here ∇s(AL,ψL) : TB
∗
(AL,ψL)
→ L(AL,ψL) is given by
∇s(AL,ψL)(a, φ) = (∗da+ 2τ(ψL, φ)− df(φ), DALφ+ aψL + f(φ)ψL)
with f(φ) given by the equation
∆Lf = i〈DALψL, iφ〉Re.
Q(a, φ) = (τ(φ), aφ) satisfies
‖Q(a1, φ1)−Q(a2, φ2)‖L2(YL) ≤ C(‖(a1, φ1)‖L21 + ‖(a2, φ2)‖L21)‖(a1, φ1)− (a2, φ2)‖L21.
Lemma 3.1.7 There exists a constant K3 such that when ‖(a, φ)‖L21(YL) ≤ K3L
−3 for
large enough L, L(a, φ) = 0 implies that
(∗d(AL + a) + τ(ψL + φ), D(AL+a)(ψL + φ)) = 0.
Proof:
L(a, φ) = Π(∗d(AL + a) + τ(ψL + φ), D(AL+a)(ψL + φ))
= (∗d(AL + a) + τ(ψL + φ)− dg(a, φ), D(AL+a)(ψL + φ) + g(a, φ)ψL)
where g(a, φ) satisfies the equation
∆Lg = i〈D(AL+a)(ψL + φ), iφ〉Re.
If L(a, φ) = 0, then D(AL+a)(ψL + φ) + g(a, φ)ψL = 0. So for large L, we have
‖g(a, φ)‖L22(YL) ≤ L
3‖∆Lg(a, φ)‖L2(YL)
≤ L3‖〈g(a, φ)ψL, iφ〉Re‖L2(YL)
≤ CL3‖ψL‖C0‖φ‖L21(YL)‖g(a, φ)‖L22(YL).
If ‖(a, φ)‖L21(YL) ≤ K3L
−3 for a small enough constant K3, we have g(a, φ) = 0, which
proves the lemma. ✷
Lemma 3.1.8 Assume that (α1, α2) is regular. Then∇s(AL,ψL) : TB
∗
(AL,ψL)
→ L(AL,ψL)
is invertible for large L. Moreover, the norm of (∇s(AL,ψL))
−1 is at most L2 for large
L.
Proof: First of all, ∇s(AL,ψL) : TB
∗
(AL,ψL)
→ L(AL,ψL) can be extended to an operator
K′(AL,ψL) =


∇s(AL,ψL) 0 0
0 0 d(AL,ψL)
0 d∗(AL,ψL)

 ,
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where d(AL,ψL)(f) = (−df, fψL). Secondly, by Theorem 4 in Appendix B, the lowest
eigenvalue of
K(AL,ψL) =


DAL ψL· ψL·
2τ(ψL, ·) ∗d −d
i〈iψL, ·〉Re −d
∗ 0


is at least KL−2 for any constant K when L is sufficiently large. Here we essentially
use the fact that ψL is identically zero on the Y2 side and not identically zero on the
Y1 side and the assumption that (α1, α2) is regular so that the regularity and the
transversality conditions in Theorem 4 of Appendix B hold. Finally, the difference
between K′(AL,ψL) and K(AL,ψL) can be ignored since the norm of K
′
(AL,ψL)
− K(AL,ψL)
is bounded from above by CL6‖DALψL‖C0 ≤ cL
6e−δL by Lemma 3.1.3 and Corollary
3.1.5. So the lowest eigenvalue of ∇s(AL,ψL) is bounded from below by KL
−2 for any
constant K when L is large enough. The lemma follows easily. ✷
The Proof of Proposition 3.1.2:
In order to deform the “almost” monopole (AL, ψL) to a monopole, we need to
solve the equation L(a, φ) = 0 for (a, φ) ∈ TB∗(AL,ψL). This equation can be written
as
(a, φ) = −(∇s(AL,ψL))
−1((∗dAL + τ(ψL), DALψL) + ΠQ(a, φ)).
Assuming that (α1, α2) is regular, it then follows from Lemmas 3.1.3 and 3.1.8 that
the map
B(a, φ) = −(∇s(AL,ψL))
−1((∗dAL + τ(ψL), DALψL) + ΠQ(a, φ))
maps an L21-ball of radius KL
−2 in TB∗(AL,ψL) into itself and satisfies
‖B(a1, φ1)−B(a2, φ2)‖L21(YL) < ‖(a1, φ1)− (a2, φ2)‖L21(YL)
for large enough L and some small enough constant K. Therefore the equation
L(a, φ) = 0 has a unique solution (aL, φL) in the L
2
1-ball of radius KL
−2. By Lemma
3.1.7, the resulting monopole is T (AL, ψL) = (AL, ψL) + (aL, φL), and
‖T (AL, ψL)− (AL, ψL)‖L21(YL) ≤ CL
2e−δL.
Suppose that monopole (A,ψ) is in an L21-ball of radius K1L
−6 centered at (AL, ψL).
By Lemma 3.1.6, (A,ψ) is gauge equivalent to a monopole in the local slice with
distance from (AL, ψL) less than K2K1L
−3, and it must be T (AL, ψL) by the unique-
ness of the solution (aL, φL) to the equation L(a, φ) = 0. In particular, [T (AL, ψL)]
depends only on the homotopy class of (AL, ψL), which implies that there is a well-
defined gluing map T : S(Y1, Y2)→M
∗(YL). By Lemma 3.1.8 and the estimate
‖T (AL, ψL)− (AL, ψL)‖L21(YL) ≤ CL
2e−δL,
[T (AL, ψL)] is non-degenerate. Therefore the proposition is proved. ✷
The Proof of Lemma 3.1.4:
Suppose that there is a sequence of Ln →∞ such that
λLn ≤ γ(Ln) = o(L
−4
n ),
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then there exists a sequence of cn > 0, fn 6= 0 such that ∆Lnfn = c
2
nfn and cn =
o(L−1n ).
Claim: There exist constants M and L0 with the following significance. The f
′
ns
can be chosen such that ‖fn‖C0(YLn ) ≤M , and one of the following is true:
1. either
∫
Y1(L0)
|fn|
2 or
∫
Y2(L0)
|fn|
2 is equal to one;
2. either ‖fn‖L2(T 21 )(L0) or ‖fn‖L2(T 22 )(L0) is greater than or equal to one.
Here Yi(L0) = Yi \ (L0,∞)× T
2
i , i = 1, 2.
Assuming the Claim, Lemma 3.1.4 is proved as follows. By elliptic estimates, we
can select a subsequence of fn which is convergent in C
∞ to fi on Yi (i = 1, 2) on any
compact subset. Moreover, f1, f2 satisfy the following conditions:
a) d∗dfi + |ψi|2fi = 0 on Yi, i = 1, 2;
b) ‖fi‖C0(Yi) ≤M , i = 1, 2;
c) one of f1 or f2 is not identically zero.
Lemma 3.1.4 is proved if we show that conditions a) and b) contradict condition c).
In fact, by condition a), for any t, we have
0 =
∫
Yi(t)
〈d∗dfi + |ψi|2fi, fi〉
=
∫
Yi(t)
(|dfi|
2 + |ψi|
2|fi|
2)−
1
2
∂
∂t
(
∫
T 2
i
|fi|
2)(t).
Since ξi(t) =
∫
T 2
i
|fi|
2(t) is bounded by b), there exists a sequence of tn such that
∂ξi
∂t
(tn) → 0 as tn → ∞. Therefore
∫
Yi
(|dfi|
2 + |ψi|
2|fi|
2) = 0, i = 1, 2. So f1 and f2
are constant functions and one of them is zero, since one of ψ1 or ψ2 is not identically
zero. But in the proof of the Claim, it is easy to see that f1 = f2. So both of f1 and
f2 are zero, contradicting c).
The Proof of the Claim:
For simplicity, we omit the subscript Ln or n if no confusion is caused. Write
f = g1 + g2 where g1 ∈ Ker d
∗
T 2dT 2 and g2 ∈ (Ker d
∗
T 2dT 2)
⊥.
Pick L0 > 0 large enough, there are two possibilities:
• On [L0, 2L+ 1− L0], max |g1| ≤ max ‖g2‖L2(T 21 ). In this case, by the maximum
principle, for large L0, ‖g2‖L2(T 21 ) can not reach its maximum in the interior of
[L0, 2L+ 1− L0]. The Claim follows easily in this case.
• On [L0, 2L+ 1 − L0], max ‖g2‖L2(T 21 ) ≤ max |g1|. In this case, we need to show
that for large enough L either |g1| reaches its maximum at the endpoints of
[L0, 2L+1−L0], from which the Claim follows, or either max |g1| ≤ K|g1(L0)|
or max |g1| ≤ K|g1(2L+ 1− L0)| holds for a constant K independent of L.
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Assume that we are in the second case. On [L0, 2L+ 1− L0], we have
−
∂2
∂t2
g1(t) + h(t) = c
2g1(t)
where h(t) is the L2-projection of |ψL|
2f into Ker d∗T 2dT 2. c = o(L
−1) and h(t)
satisfies
|h(t)| ≤ Ke−2δtmax |g1| on [L0, L+ 1)
and
|h(t)| ≤ Ke−2δ(2L+1−t) max |g1| on (L, 2L+ 1− L0].
Set g3(t) = c
−1 ∂
∂t
g1(t), then we have
∂
∂t
g1(t) = cg3(t)
∂
∂t
g3(t) = −cg1(t) + c
−1h(t).
These equations can be written equivalently as
∂
∂t
[
eCt
(
g1(t)
g3(t)
)]
= eCt
(
0
c−1h(t)
)
where C =
(
0 −c
c 0
)
. Note that eCt =
(
cos ct − sin ct
sin ct cos ct
)
.
Since c = o(L−1), we have cos ct > 1
2
and
|
∫ t
L0
sin cs · c−1h(s)ds| ≤ K
∫ t
L0
|sh(s)|ds ≤ Ke−δL0 max |g1|
for large L and any t ∈ [L0, L+ 1). On the other hand,
g1(t) cos ct− g3(t) sin ct = −
∫ t
L0
sin cs · c−1h(s)ds+ g1(L0) cos cL0 − g3(L0) sin cL0.
So if |g1(t)| reaches its maximum in the interior of [L0, 2L+ 1 − L0], without loss of
generality, assuming that it is in (L0, L+ 1), then
1
2
max |g1| ≤ Ke
−δL0 max |g1|+ |g1(L0) cos cL0 − g3(L0) sin cL0|.
Hence for large L0, we have
max |g1| ≤ 4|g1(L0) cos cL0 − g3(L0) sin cL0|.
On the other hand,
g3(t) =
∫ t
L0
cos c(s− t) · c−1h(s)ds+ g3(L0) cos c(L0 − t) + g1(L0) sin c(L0 − t).
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Assume that |g1(t)| has its maximum at t0 ∈ (L0, L+ 1). Then g3(t0) = 0 and
|g1(L0) sin c(L0 − t0) + g3(L0) cos c(L0 − t0)|
≤
∫ t0
L0
|c−1h(s)|ds
≤ Kc−1e−2δL0 max |g1|
≤ 4Kc−1e−2δL0 |g1(L0) cos cL0 − g3(L0) sin cL0|.
Since c = o(L−1) as L→∞ and L0e−2δL0 = o(1) as L0 →∞, we have
|g3(L0)| ≤ 10Kc
−1e−2δL0 |g1(L0)|+ |g1(L0)|.
Hence
max |g1| ≤ 4|g1(L0) cos cL0 − g3(L0) sin cL0|
≤ 4|g1(L0)|+ (10Kc
−1e−2δL0 |g1(L0)|+ |g1(L0)|)| sin cL0|
≤ 5|g1(L0)|+ 10KL0e
−2δL0 |g1(L0)|
≤ K1|g1(L0)|
with K1 independent of L when L0 is sufficiently large. This proves the Claim. (Ob-
serve that |(g1(t0) cos ct0− g3(t0) sin ct0)− (g1(L0) cos cL0− g3(L0) sin cL0)| ≤ Ke
−δL0
and |(g1(t0) cos ct0−g3(t0) sin ct0)−(g1(2L+1−L0) cos cL0−g3(2L+1−L0) sin cL0)| ≤
Ke−δL0 where t0 = L+ 12 , from which one sees f1 = f2).
3.2 Geometric limits
Let Y be an oriented integral homology 3-sphere decomposed into Y = Y1
⋃
T 2 Y2,
where Y1 is the complement of a tubular neighborhood of a knot and Y2 is diffeomor-
phic toD2×S1. Equip Y with a Riemannian metric such that a collar neighborhood of
T 2 is orientedly isometric to (−1, 1)×R/2πZ×R/2πZ with (−1, 0)×R/2πZ×R/2πZ
in Y1 and Y2 carries a non-negative, somewhere positive scalar curvature metric. We
insert cylinders of lengths 2L + 1 and obtain a family of stretched versions YL of
Y . We also use Y1 and Y2 to denote the corresponding cylindrical end manifolds.
Note that the finite energy monopoles on Y2 are reducible by Weitzenbo¨ck formula,
so the moduli space M˜(Y2) is identified with the line H
1(Y2)⊗iR of imaginary valued
“bounded” harmonic 1-forms on Y2 which is embedded into H
1(T 2)⊗ iR by the map
R2 (Lemma 2.1.4). With a small perturbation, we assume that M˜(Y2) misses the
lattice of “bad” points for the spin structure on T 2 where the twisted Dirac operators
are not invertible.
Let (An, ψn) be a sequence of monopoles on YLn, Ln →∞. Weitzenbo¨ck formula
and the maximum principle yield an upper bound K for the C0 norm of the spinors,
which depends only on the scalar curvature of the manifolds. Then the existence of a
local Hodge gauge ([17]) plus elliptic regularity and a patching argument ([30]) imply
the existence of geometric limits as we stretch the neck.
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Lemma 3.2.1 There exists an r > 0 with the following significance. Let (An, ψn)
be a sequence of monopoles on YLn, Ln → ∞. Then there exist a sequence of gauge
transformations sn and a pair of finite energy monopoles (Ai, ψi) on Yi (i = 1, 2) such
that a subsequence of sn · (An, ψn) converges in C
∞ to (Ai, ψi) on any compact subset
of Yi (i = 1, 2). Moreover, (A1, ψ1) and (A2, ψ2) are “r-good” monopoles and have
the same limiting value, i.e. R1(A1, ψ1) = R2(A2, ψ2).
Proof: Exhaust Yi by a sequence of compact subsets Ki,n such that Ki,n ⊂ Ki,n+1,
i = 1, 2. There exist a subsequence of (An, ψn) (still labeled by n), a sequence of
gauge transformations si,n defined on Ki,n, and monopoles (Ai, ψi) on Yi such that
si,n · (An, ψn) converges to (Ai, ψi) in C
∞ on any compact subset of Yi. Note that
(Ai, ψi) are of finite energy by Weitzenbo¨ck formula.
First we show that there is an r > 0 such that the geometric limits (Ai, ψi)
(i = 1, 2) are “r-good”. Let d be the distance between the lattice of “bad” points and
the line R2(M(Y2)) in H
1(T 2)⊗ iR. We simply take r = d
100
. Note that ψ2 ≡ 0 and
a2(t) = a2,∞ for all t ∈ [0,∞), so (A2, ψ2) is “r-good”. On the other hand, there are
t0 and N such that |(D
T 2
A1,1
ψ1, ψ1)(t0)| <
1
2
Γ(r) and |(DT
2
An,1
ψn, ψn)(t0)| < Γ(r) when
n > N (see Definition 2.3.9 for Γ(r)). For large n, as2,n·(An)(2Ln) is in H(4r), so is
an(2Ln). By Weitzenbo¨ck formula,
∫
Y2(t0)
(|∇Anψn|
2 + 1
2
|ψn|
4) < |(DT
2
An,1
ψn, ψn)(t0)| <
Γ(r) when n > N , where Y2(t0) = Y2\(2Ln+1−t0,∞)×T
2. So for large n, an(t0+1)
is in H(3r) (Lemma 2.3.10) and so is as1,n·(An)(t0 + 1). So a1(t0 + 1) is in H(2r). It
follows easily that (A1, ψ1) is “r-good”.
Next we show that
1. The s′i,ns can be chosen so that as n→∞, s
−1
1,n|T 2 · s2,n|T 2 is in the component
of identity of Map(T 2, S1). As a consequence, s1,n and s2,n can be extended to
an sn ∈ G(YLn).
2. R1(A1, ψ1) = R2(A2, ψ2).
Given any ǫ > 0, pick L0 large enough so that
‖(Ai, ψi)(L0)− Ri(Ai, ψi)‖Ck(T 2) < ǫ, i = 1, 2.
For large enough n, we have
‖s1,n · (An, ψn)(L0)− (A1, ψ1)(L0)‖Ck(T 2) < ǫ
and
‖s2,n · (An, ψn)(2Ln + 1− L0)− (A2, ψ2)(L0)‖Ck(T 2) < ǫ.
Let γ be a generator of H1(T
2). Then we have
|
∫
γ
(R1(A1, ψ1)−R2(A2, ψ2))|
≤ 3Cǫ+ |
∫
γ
(s1,n · An(L0)− s2,n · An(2Ln + 1− L0))|
≤ 3Cǫ+ |
∫ 2Ln+1−L0
L0
∫
γ
dAn + 2πi[s
−1
1,n|T 2 · s2,n|T 2]|,
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where [s−11,n|T 2 · s2,n|T 2 ] is the degree of the map s
−1
1,n|T 2 · s2,n|T 2 : γ → S
1. On the other
hand, we have estimates
|
∫ 2Ln+1−L0
L0
∫
γ
dAn| ≤ C
∫ 2Ln+1−L0
L0
∫
γ
|ψn|
2
≤ C1
∫ 2Ln+2−L0
L0−1
∫
T 2
(|∇Anψn|
2 +
1
2
|ψn|
4)
≤ C1(|(D
T 2
An,1
ψn, ψn)(L0 − 1)|
+|(DT
2
An,1
ψn, ψn)(2Ln + 2− L0)|
by Lemmas 2.3.6, 2.3.7 andWeitzenbo¨ck formula, from which it follows thatR1(A1, ψ1) =
R2(A2, ψ2) in H
1(T 2) ⊗ iR/(Z ⊕ Z). It follows that (Ai, ψi) can be modified by an
element in G(Yi) so that R1(A1, ψ1) = R2(A2, ψ2) in H
1(T 2) ⊗ iR (due to the fact
that Y is a homology 3-sphere) and s−11,n|T 2 · s2,n|T 2 is in the identity component of
Map(T 2, S1) for large n. ✷
In the following discussion, we fix the number r in Lemma 3.2.1, a weight δ small
and a generic perturbation (g, f, µ) with µ sufficiently small.
Recall the set S(Y1, Y2) of pairs (α1, α2) ∈ M˜
∗(Y1) × M˜(Y2) such that there are
smooth representatives (A1, ψ1) and (A2, ψ2) satisfying R1(A1, ψ1) = R2(A2, ψ2). By
Proposition 3.1.2 and Lemma 3.2.1, each pair (α1, α2) in S(Y1, Y2) is “r-good”. There-
fore by Proposition 2.3.13 ( convergence of “r-good” monopoles ) and Proposition 2.2.2
(3), S(Y1, Y2) is compact and hence consists of finitely many points.
Proposition 3.2.2 For large enough L, the gluing map T : S(Y1, Y2) → M
∗(YL)
given by T (α1, α2) = [T (AL, ψL)] is one to one and onto.
Assume that a sequence of irreducible monopoles (An, ψn) on YLn converges to
geometric limits (Ai, ψi) on Yi (i = 1, 2). Note that ψ2 ≡ 0 and (A1, ψ1) is irreducible
since the (perturbed) Dirac operator at the reducible point on YLn is invertible for
large n and the norm is uniformly bounded from below (Theorem B in [3]). Our next
goal is to show that for large enough n, (An, ψn) is in the image of the gluing map T .
This is done by showing that up to a gauge transformation the L21 distance between
(An, ψn) and the “almost” monopole (ALn, ψLn) is less than K1L
−6
n (see Proposition
3.1.2).
For simplicity we omit the subscript n in the notation if no confusion is caused.
As in Lemma 2.3.11, there exists an L0 > 0 such that for any t ∈ [L0, 2L + 1 − L0],
we have∫
T 2
|ψ|2(t) ≤ e4δ(L0−t)
∫
T 2
|ψ|2(L0) + e
4δ(t−2L−1+L0)
∫
T 2
|ψ|2(2L+ 1− L0).
For each L > 0, fix a cut-off function ρL which equals to one for t ≤ L and equals to
zero for t ≥ L+ 1. We construct an “almost” monopole (A˜1, ψ˜1) on Y1 as follows:
A˜1 = ρL(A− a(L+ 1)) + a(L+ 1) on Y1 \ [L+ 1,∞)× T
2
A˜1 = a(L+ 1) on [L+ 1,∞)× T
2
ψ˜1 = ρLψ on Y1 \ [L+ 1,∞)× T
2
ψ˜1 = 0 on [L+ 1,∞)× T
2.
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(Note that we have omitted the subscript n in the notation; here A = An and L = Ln).
Here a(t) is the harmonic component of A|{t}×T 2 .
The following estimate is straightforward.
Lemma 3.2.3 ‖(∗dA˜1 + τ(ψ˜1), DA˜1ψ˜1)‖L21,δ(Y1) ≤ Ce
−δL holds for (A˜1, ψ˜1) on Y1.
Recall from Definition 2.1.10 that for (A,ψ) ∈ A∗, ∇s(A,ψ) : TB∗(A,ψ) → L(A,ψ) is
given by
∇s(A,ψ)(a, φ) = (∗da+ 2τ(ψ, φ)− df(a, φ), DAφ+ aψ + f(a, φ)ψ)
where f(a, φ) is the unique solution to the equation
d∗df + f |ψ|2 = i〈DAψ, iφ〉Re.
Lemma 3.2.4 For all sufficiently large L, ∇s(A˜1,ψ˜1) : TB
∗
(A˜1,ψ˜1)
→ L(A˜1,ψ˜1) is surjec-
tive. So there exists a bounded right inverse P : L(A˜1,ψ˜1) → TB
∗
(A˜1,ψ˜1)
satisfying
‖P (a, φ)‖A ≤ K‖(a, φ)‖L2
1,δ
(Y1)
for a constant K independent of L (see Definition 2.1.1 for the norm ‖ ‖A).
Proof: Let Π be the L2-orthogonal projection onto L(A1,ψ1), π be the L
2-orthogonal
projection onto TB∗
(A˜1,ψ˜1)
and I be the right inverse of ∇s(A1,ψ1) (I exists by the
assumption that S(Y1, Y2) is regular). For (a, φ) ∈ L(A˜1,ψ˜1), we have
∇s(A˜1,ψ˜1)πIΠ(a, φ) = (a, φ) + o(1)(a, φ)
as L → ∞. Here the key point is that d∗d + |ψ˜1|2 is invertible and the norm of the
inverse is bounded uniformly in L (Lemma 2.1.7). ✷
Next we deform the “almost” monopoles (A˜1, ψ˜1) to monopoles. Let Π1 be the L
2
orthogonal projection onto L(A˜1,ψ˜1). For any (a, φ) ∈ TB
∗
(A˜1,ψ˜1)
, we define
L(a, φ) = Π1(∗d(A˜1 + a) + τ(ψ˜1 + φ), D(A˜1+a)(ψ˜1 + φ))
= (∗dA˜1 + τ(ψ˜1), DA˜1ψ˜1) +∇s(A˜1,ψ˜1)(a, φ) + Π1Q(a, φ)
where Q(a, φ) = (τ(φ), aφ) satisfying
‖Q(a1, φ1)−Q(a2, φ2)‖L2
1,δ
≤ C(‖(a1, φ1)‖A + ‖(a2, φ2)‖A)‖(a1, φ1)− (a2, φ2)‖A.
Lemma 3.2.5 L(a, φ) = 0 implies that
(∗d(A˜1 + a) + τ(ψ˜1 + φ), D(A˜1+a)(ψ˜1 + φ)) = 0
when ‖(a, φ)‖A is sufficiently small.
48
Proof: A similar argument as in the proof of Lemma 3.1.7. The key point is that
d∗d+|ψ˜1|2 is invertible and the norm of the inverse is bounded uniformly in L (Lemma
2.1.7). ✷
Lemma 3.2.6 The “almost” monopole (A˜1, ψ˜1) can be deformed to a monopole (A˜1
′
, ψ˜1
′
)
such that (A˜1
′
, ψ˜1
′
)− (A˜1, ψ˜1) ∈ TB
∗
(A˜1,ψ˜1)
and ‖(A˜1
′
, ψ˜1
′
)− (A˜1, ψ˜1)‖A ≤ Ce−δL.
Proof: A similar argument as in the proof of Proposition 3.1.2. The fact that
d∗d+|ψ˜1|2 is invertible and the norm of the inverse is bounded uniformly in L (Lemma
2.1.7) is also used here to get an estimate ‖Π1Q(a, φ)‖L2
1,δ
≤ c‖Q(a, φ)‖L2
1,δ
. ✷
The Proof of Proposition 3.2.2:
We need an estimate on the restriction of (A,ψ) on the Y2 side. Similarly we
construct “almost” monopoles (A˜2, ψ˜2) on Y2:
A˜2 = (1− ρL)(A− a(L)) + a(L) on Y2 \ [L+ 1,∞)× T
2
A˜2 = a(L) on [L+ 1,∞)× T
2
ψ˜2 = (1− ρL)ψ on Y2 \ [L+ 1,∞)× T
2
ψ˜2 = 0 on [L+ 1,∞)× T
2.
By Weitzenbo¨ck formula and the exponential decay estimate for the spinor, we have∫
Y2(L+1)
(|∇Aψ|
2 +
1
2
|ψ|4) ≤ |(DT
2
A,1
ψ, ψ)(L)| ≤ Ce−6δL
for a small δ > 0 where Y2(L+ 1) = Y2 \ (L+ 1,∞)× T
2. It then follows that
‖ ∗ dA˜2‖L2
δ
≤ Ce−δL and ‖ψ˜2‖L2
1,δ
≤ Ce−δL.
Therefore the distance between R2(A˜2, 0) and [R2](M˜(Y2)) is controlled by Ce
−δL
(Lemmas 2.1.4, 2.2.5). On the other hand, the distance between R2(A˜2, 0) and
R1(A˜1, ψ˜1) which is given by |a(L+1)−a(L)| is also controlled by Ce
−δL (Lemma 2.3.4
(d) and the exponential decay estimate for the spinor ψ). So is the distance between
R1(A˜1
′
, ψ˜1
′
) and [R2](M˜(Y2)) by Lemma 3.2.6. By the assumption of transversality
(Definition 3.1.1 (2)), we have
R1(TM˜
∗(Y1)(A1,ψ1))
⋂
R2(TM˜(Y2)(A2,ψ2)) = {0}.
Then it follows that the distance between R1(A˜1
′
, ψ˜1
′
) and R1(A1, ψ1) is controlled by
Ce−δL. Since [R1] : M˜∗(Y1)→H1(T 2)⊗ iR is an immersion at [(A1, ψ1)] (Definition
3.1.1 (1)), the distance between [(A˜1
′
, ψ˜1
′
)] and [(A1, ψ1)] is controlled by Ce
−δL.
So is the distance between [(A˜1, ψ˜1)] and [(A1, ψ1)] by Lemma 3.2.6. The distance
between [(A˜2, ψ˜2)] and [(A2, ψ2)] is also controlled by Ce
−δL. Now it is easy to see
that up to a gauge transformation (An, ψn) is within an L
2
1 ball of radius Ce
−δLn
centered at the “almost” monopole (ALn, ψLn) for large enough n. By Proposition
3.1.2, (An, ψn) is in the image of the gluing map T . On the other hand, it follows
from the “weak”convergence of the gauge transformations that the gluing map T :
S(Y1, Y2)→M
∗(YL) is also one to one. Hence the proposition is proved.
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3.3 Spectral flow, Maslov index and the gluing for-
mula
First we recall the basic relation between Maslov index and the spectral flow of a
one-parameter family of first-order, self-adjoint, elliptic differential operators of APS
type on a stretched manifold. The basic references are [3] and [4].
Let M be a closed, oriented, smooth manifold that is decomposed into the union
of two submanifolds M1,M2 by a co-dimension 1, compact oriented submanifold Σ,
M =M1
⋃
M2, Σ = M1
⋂
M2 = ∂M1 = ∂M2.
Equip M with a Riemannian metric such that the hypersurface Σ has a collar neigh-
borhood isometric to (−1, 1) × Σ, and Σ = 0 × Σ, (−1, 0) × Σ ⊂ M1. We stretch
M by inserting cylinders [0, 2L] × Σ and obtain a family of manifolds M(L). Let
M1(∞),M2(∞) be the cylindrical end manifolds obtained by attaching [0,∞)×Σ to
M1, and (−∞, 0]× Σ to M2.
Let D : Γ(E) → Γ(E) be a first-order, self-adjoint, elliptic differential operator
acting on the space of smooth sections of a real Riemannian vector bundle E → M
which is of the APS type near Σ. More precisely, on (−1, 1) × Σ, E is isometric to
the pull-back bundle π∗E0 and D can be written as
D = σ(
∂
∂t
+D0),
where π : (−1, 1)× Σ→ Σ is the projection, E0 → Σ is a Riemannian vector bundle
on Σ, σ : E0 → E0 is a bundle isometry, and D0 is a first-order, self-adjoint, elliptic
operator acting on Γ(E0). Then E and D naturally extend to a vector bundle E(L)
and an operator D(L) on the stretched manifold M(L), and to Ej(∞) and Dj(∞) on
the cylindrical end manifold Mj(∞), j = 1, 2.
Let lj be the space of limiting values of the extended L
2-solutions of Dj(∞) = 0
over Mj(∞). Denote Ker D0 by H. Then we have (see [3])
Lemma 3.3.1 1. H is a symplectic vector space with the preferred symplectic form
{x, y} =
∫
Σ
〈x, σy〉.
2. l1, l2 are Lagrangian subspaces in H.
We call lj the Lagrangian subspace associated to Dj(∞).
Let E1, E2 be the restriction of the vector bundle E and D1, D2 be the restriction
of the operator D on the submanifolds M1 and M2 of M . For any pair of Lagrangian
subspaces l1, l2 of the symplectic vector space H = Ker D0, we have a pair of self-
adjoint Fredholm operators D1(l1), D2(l2) defined with global boundary conditions:
D1(l1) : L
2
1(E1, P+ ⊕ l1)→ L
2(E1)
D2(l2) : L
2
1(E2, P− ⊕ l2)→ L
2(E2)
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where P± are the subspaces of L2(E0) spanned by the eigenvectors of positive/negative
eigenvalues of D0, and the space L
2
1(E1, P+ ⊕ l1) is the L
2
1-Sobolev completion of
smooth sections of bundle E1 whose restrictions on Σ lie in the space P+ ⊕ l1 and
similarly is the other space L21(E2, P− ⊕ l2) understood.
Each homotopy class (with fixed ends) of one-parameter families of pairs of La-
grangian subspaces (l1(s), l2(s)) : a ≤ s ≤ b is associated with an integer which is
called the Maslov index of (l1(s), l2(s)) and denoted byMas{(l1(s), l2(s)) : a ≤ s ≤ b}
(see [4],[5]).
The (ǫ1, ǫ2)-spectral flow is defined as follows. Let D(s) : a ≤ s ≤ b be a family
of real self-adjoint operators such that for some fixed δ > 0 the total spectrum of
D(s) in the range of eigenvalues λ with |λ| < δ is finite-dimensional and has no
essential spectrum. Furthermore, after taking into consideration of multiplicities,
these eigenvalues λ with |λ| < δ vary continuously with respect to s. Let ǫ1, ǫ2 be
real numbers with |ǫ1| < δ, |ǫ2| < δ, such that ǫ1 is not an eigenvalue of D(a) and ǫ2 is
not an eigenvalue of D(b). Then the (ǫ1, ǫ2)-spectral flow of D(s) : a ≤ s ≤ b is equal
to the number of times the eigenvalues λ of D(s) in the range |λ| < δ cross the line
joining (a, ǫ1) and (b, ǫ2) from below, minus the number of times crossing from above
(see [4] for details). The (ǫ, ǫ)-spectral flow will be called briefly as ǫ-spectral flow.
Let D(s) : a ≤ s ≤ b be a one-parameter family of first-order, self-adjoint, elliptic
differential operators on M which are of the APS type, i.e. in the collar neigh-
borhood (−1, 1) × Σ, D(s) = σ( ∂
∂t
+ D0(s)). Furthermore, there exists a δ > 0
such that there are no eigenvalues of D0(s) in the range (−δ, 0) and (0, δ), and
H = Ker D0(s) is a fixed symplectic vector space for a ≤ s ≤ b. A one-parameter
family of pairs of Lagrangian subspaces (l1(s), l2(s)) : a ≤ s ≤ b in H is said to satisfy
the endpoint condition if (l1(s), l2(s)) is the pair of Lagrangian subspaces associated
to (D1(∞)(s), D2(∞)(s)) at the endpoints s = a, b.
The basic relation between Maslov index and spectral flow is given by the following
Theorem 3.3.2 (Theorem C in [4])
There exists an L0 > 0 such that for any choice of smoothly varying pairs of
Lagrangian subspaces (l1(s), l2(s)) : a ≤ s ≤ b satisfying the endpoint condition, for
all L > L0, the (L
−2)-spectral flow of D(s)(L) on M(L) for a ≤ s ≤ b equals to
2∑
j=1
SFǫ{Dj(s)(lj(s)) : a ≤ s ≤ b} +Mas{(l1(s), l2(s)) : a ≤ s ≤ b}
where SFǫ{Dj(s)(lj(s)) : a ≤ s ≤ b} is the ǫ-spectral flow of Dj(s)(lj(s)) : a ≤ s ≤ b.
Here ǫ > 0 is chosen so that the eigenvalues of Dj(s)(lj(s)) in the range [−ǫ, ǫ] consist
of at most zero eigenvalues for the endpoints s = a, b.
Now let’s go back to our own problem. Suppose that Y is an oriented inte-
gral homology 3-sphere that is decomposed as Y = Y1
⋃
T 2 Y2 with Y1 being the
complement of a tubular neighborhood of a knot and Y2 = D
2 × S1. Y carries a
Riemannian metric such that a collar neighborhood of T 2 is orientedly isometric to
(−1, 1)×R/2πZ×R/2πZ with (−1, 0)×R/2πZ×R/2πZ ⊂ Y1, where we assume that
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the first and second factors in R/2πZ×R/2πZ represent the longitude and meridian
respectively ([1]), and the metric on Y2 has non-negative, somewhere positive scalar
curvature. By inserting cylinders [0, 2L + 1] × T 2, we obtain a family of stretched
versions YL of Y . We also use Y1 and Y2 to denote the corresponding cylindrical end
manifolds if no confusion occurs.
The basic result we’ve obtained so far (Proposition 3.2.2) is that for a large enough
L, the irreducible Seiberg-Witten moduli space M∗(YL) of YL is identified via the
gluing map T with the set of “intersection points” S(Y1, Y2). Here S(Y1, Y2) consists
of the pairs (α1, α2) ∈ M˜
∗(Y1) × M˜(Y2) such that there are smooth representatives
(A1, ψ1) and (A2, ψ2) having the same limiting value, i.e. R1(A1, ψ1) = R2(A2, ψ2).
Our next goal is to orient M˜∗(Y1) and M˜(Y2) appropriately so that their “intersection
number” #S(Y1, Y2) equals to the Seiberg-Witten invariant χ(YL) as the oriented sum
of the points in the moduli space M∗(YL). This is referred to as the gluing formula
of χ.
Fix a generic perturbation (g, f, µ) compactly supported on the Y1 side according
to Proposition 2.2.2 and thereafter omit it in the discussion for simplicity. Assume
that L0 is large enough so that Proposition 3.2.2 holds for YL0 . Pick a smooth section
φ of the spinor bundle W → YL0 which is compactly supported in Y1 \ [0,∞)×T
2 and
satisfies ((Dg + f)
−1(iφ), (iφ)) < 0. Then by Lemma 1.2.2, for small enough t > 0,
the self-adjoint operator (on YL0)
K(t,φ) =

 Dg + f 0 00 ∗d −d
0 −d∗ 0

+ t

 0 φ· φ·2τ(φ, ·) 0 0
i〈iφ, ·〉Re 0 0


acting on Γ(W ⊕ (Λ1 ⊕ Λ0)⊗ iR) is invertible and has one small eigenvalue
λt ∼ −((Dg + f)
−1(iφ), (iφ))t2 > 0.
According to Definition 1.2.4, the Euler characteristic χ(YL0) is defined by
χ(YL0) =
∑
β∈M∗(YL0 )
signβ, where signβ = (−1)SF (Kβ ,K(t,φ))
for small t > 0 (SF denotes the spectral flow). Here if β is represented by (A,ψ),
then
Kβ = K(A,ψ) =

 DA ψ· ψ·2τ(ψ, ·) ∗d −d
i〈iψ, ·〉Re −d
∗ 0

 .
Let (AL0 , ψL0) be the “almost” monopole being deformed to (A,ψ) under the gluing
map T (note that ψL0 is compactly supported in Y1 \ (L0+1,∞)× T
2). It is obvious
that Kβ can be replaced by K(AL0 ,ψL0 ) for the purpose of spectral flow calculation. For
any L > 0, we insert cylinders of lengths 2L into YL0 and obtain a family of manifolds
YL0,L and operators K(AL0 ,ψL0)(L) on YL0,L from K(AL0 ,ψL0 ) in the obvious way.
Lemma 3.3.3 For large enough L0, K(AL0 ,ψL0 )(L) are invertible for any L > 0. In
particular, the spectral flow between K(AL0 ,ψL0) and K(AL0 ,ψL0 )(L) is zero for any L > 0.
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Proof: For large enough L0 > 0, the operators K(AL0 ,ψL0)(L) are invertible for all
0 < L < L0 by Theorem 4 in Appendix B. Suppose that K(AL0 ,ψL0)(L) has a non-zero
kernel for some L ≥ L0, i.e. there is an x 6= 0 such that K(AL0 ,ψL0 )(L)x = 0. On the
inserted cylinder, K(AL0 ,ψL0)(L) has the form I(
∂
∂t
+B) where
I =


dt 0 0 0
0 ∗T 2 0 0
0 0 0 −1
0 0 1 0

 and B =


DT
2
a 0 0 0
0 0 −dT 2 ∗dT 2
0 −d∗T 2 0 0
0 − ∗ dT 2 0 0


acting on Γ(W0⊕(Λ
1⊕Λ0⊕Λ0(T 2))⊗iR). HereW0 is the total spinor bundle over T
2,
and DT
2
a is an invertible twisted Dirac operator. It follows that x can be decomposed
as x = x0+x++x− with x0 ∈ Ker B constant in t and x± have exponential decay to
the right/left. Take a cut-off function γ in the middle of the inserted cylinder, define
y± on the cylindrical end manifolds Y1/Y2 by:
y+ = γ(x− x0) + x0, y− = (1− γ)(x− x0) + x0.
Then it follows that
‖K(AL0 ,ψL0),1(∞)y+‖L2δ ≤ ce
−δL(‖y+ − x0‖L2
δ
+ ‖y− − x0‖L2
δ
)
and
‖K(AL0 ,ψL0),2(∞)y−‖L2δ ≤ ce
−δL(‖y+ − x0‖L2
δ
+ ‖y− − x0‖L2
δ
)
for some small δ > 0 and a constant c. Here K(AL0 ,ψL0 ),j(∞) is the corresponding
operator on the cylindrical end manifold Yj, j = 1, 2. On the other hand, observe
that y+ and y− have the same limiting value x0 and for all large enough L0, the
Lagrangian subspaces associated to K(AL0 ,ψL0 ),j(∞) (j = 1, 2) are transversal to each
other with angles larger than a fixed number ( due to the fact that S(Y1, Y2) is
regular). Then the above estimates yield
‖x0‖ ≤ c1e
−δL(‖y+ − x0‖L2
δ
+ ‖y− − x0‖L2
δ
).
Since both of K(AL0 ,ψL0),1(∞) and K(AL0 ,ψL0 ),2(∞) have no L
2 kernels, we have esti-
mates
‖y± − x0‖L2
δ
≤ c2e
−δL(‖y+ − x0‖L2
δ
+ ‖y− − x0‖L2
δ
)
which imply that for large L0 (therefore L ≥ L0 large) y± vanish identically, contra-
dicting the assumption that x 6= 0. Therefore the lemma is proved. ✷
The operators considered here have the APS form I( ∂
∂t
+ B) on the inserted
cylinder where
I =


dt 0 0 0
0 ∗T 2 0 0
0 0 0 −1
0 0 1 0

 and B =


DT
2
a 0 0 0
0 0 −dT 2 ∗dT 2
0 −d∗T 2 0 0
0 − ∗ dT 2 0 0

 .
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The symplectic vector space H = Ker B is H1(T 2) ⊗ iR ⊕ iR ⊕ iR. Let’s fix the
notation aboutH first. Recall that T 2 is orientedly isometric toR/2πZ×R/2πZ (lon-
gitude, meridian). Let (x, y) be the oriented coordinates, then we orient H1(T 2)⊗ iR
by idx∧ idy. Furthermore, the 3rd component of H corresponds to the dt-component
of the 1-forms and the 4th one is from the Lie algebra of the gauge group.
Let K0 (acting on Γ(W ⊕ (Λ
1⊕Λ0)⊗ iR)) be the operator at the reducible point
(0, 0):
K0 =

 Dg + f 0 00 ∗d −d
0 −d∗ 0

 .
The corresponding operators K0,j(∞) on the cylindrical end manifolds Yj have no
L2 kernels and the associated Lagrangian subspaces of K0,1(∞) and K0,2(∞) are
spanned by (idy, (0, 0, 0, 1)) and ([R2](TM˜(Y2)), (0, 0, 0, 1)) respectively. Note that
[R2](TM˜(Y2)) is transversal to idy since Y is a homology 3-sphere.
Now we are ready to orient the moduli spaces M˜∗(Y1) and M˜(Y2). Assume that
α1 ∈ M˜
∗(Y1) is represented by (A,ψ). For any vector V ∈ H1(T 2)⊗ iR with positive
idx-component which is not in R1(TM˜(Y1)(A,ψ)), let v ∈ TM˜(Y1)(A,ψ) such that
V ∧R1(v) = idx∧idy. Pick an L0 > 0 and cut down (A,ψ) at L0+1. Denote the result
by (AL0 , ψL0). We assume that L0 is large enough so that the Lagrangian subspace
associated to K(AL0 ,ψL0 ),1(∞) is transversal to the Lagrangian subspace spanned by
(V, (0, 0, 0, 1)). Connect (AL0 , ψL0) to the reducible point (0, 0) by a path (A,ψ)s
which is constant in t on [L0 + 1,∞) × T
2. Choose a smooth path of Lagrangian
subspaces l1(s) which equals to the Lagrangian subspace (idy, (0, 0, 0, 1)) associated
to K0,1(∞) or the Lagrangian subspace associated to K(AL0 ,ψL0),1(∞) at the endpoints
of the path.
Definition 3.3.4 1. The orientation of M˜∗(Y1) at α1 = [(A,ψ)] is determined
by the tangent vector (−1)mv. Here m is the sum of the (ǫ)-spectral flow of
operators K(A,ψ)s,1(L0 + 1)(l1(s)) (for a small ǫ > 0) and the Maslov index
Mas{(l1(s), lV )}, where lV is the Lagrangian subspace spanned by (V, (0, 0, 0, 1)).
2. The orientation of M˜(Y2) is determined so that the positive direction of [R2](TM˜(Y2))
has positive idx-component. Note that [R2](TM˜(Y2)) is transversal to idy-axis
since Y is a homology 3-sphere.
Lemma 3.3.5 The orientation on M˜∗(Y1) is well-defined, which induces an orien-
tation on M∗(Y1) via the Z-fold covering map M˜∗(Y1)→M∗(Y1).
Proof: We need to prove that the orientation of M˜∗(Y1) is independent of the choice
of α1 (and its representatives (A,ψ)), the vector V ∈ H
1(T 2)⊗ iR, the cut-off point
L0, the path (A,ψ)s and the path of Lagrangian subspaces l1(s).
First of all, the independence on the choice of cut-off point L0, the path (A,ψ)s
and the path of Lagrangian subspaces l1(s) follows easily from Theorem 3.3.2. Sec-
ondly, suppose that two monopoles (A1, ψ1) and (A2, ψ2) are in the same component.
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Join them by a path of monopoles (As, ψs) and then cut down the path at L0 +1 for
sufficiently large L0 (still denote the path by (As, ψs)). Let l(s) be the Lagrangian sub-
space associated to K(As,ψs),1(∞). Then the (ǫ)-spectral flow of K(As,ψs),1(L0+1)(l(s))
is zero because M˜∗(Y1) is immersed into H1(T 2)⊗ iR so that K(As,ψs),1(∞) have no
L2-kernels for large enough L0. On the other hand, since (As, ψs) is irreducible so
that the 3rd component of l(s) is non-zero, Mas{(l(s), (V, (0, 0, 0, 1))} (mod 2) equals
to the sign change of V ∧R1(vs) where vs is a smooth tangent vector field in TM˜
∗(Y1)
along the path (As, ψs). So the orientation at (A1, ψ1) and the orientation at (A2, ψ2)
are compatible. Finally, suppose that V1, V2 ∈ H
1(T 2)⊗ iR are two different vectors
used in the definition. Then Mas{(l1(s), (V1, (0, 0, 0, 1))}−Mas{(l1(s), (V2, (0, 0, 0, 1))}
(mod 2) equals to the sign change from V1 ∧ R1(v) to V2 ∧ R1(v) for any v ∈
TM˜(Y1)(A,ψ), which implies that the orientation of M˜
∗(Yi) at [(A,ψ)] is indepen-
dent of the choice of the vector V . Therefore we have proved that the orientation of
M˜∗(Y1) is well-defined.
Next we prove that the Z-fold covering map M˜∗(Y1) → M∗(Y1) induces an ori-
entation on M∗(Y1). Suppose that (A1, ψ1) and (A2, ψ2) are gauge equivalent by a
gauge transformation s1 not in the identity component of G(Y1). Pick an L0 large
enough and cut down (A1, ψ1) at L0+1 and still denote it by (A1, ψ1) (we can assume
that s1 is constant in t on [L0 + 1,∞) × T
2). Connect (A1, ψ1) with the reducible
point (0, 0) by a path (As, ψs) (so s1 · (As, ψs) is a path joining s1 · (A1, ψ1) = (A2, ψ2)
with (−s−11 ds1, 0)). Then the (ǫ)-spectral flow of K(As,ψs),1(L0 + 1)(l1(s)) equals to
that of Ks1·(As,ψs),1(L0+1)(l1(s)) where l1(s) is a path of Lagrangian subspaces which
equals to the associated Lagrangian subspace of K(As,ψs),1(∞) at the endpoints. On
the other hand, the (ǫ)-spectral flow of K(−us−11 ds1,0),1(L0 + 1)(l3) : 0 ≤ u ≤ 1 is even
(Dirac operators are complex linear) where the Lagrangian subspace l3 is spanned by
(idy, (0, 0, 0, 1)). Now it is easy to see that the orientation at (A1, ψ1) and (A2, ψ2)
are compatible. So the lemma is proved. ✷
Now we are ready to define the “intersection number” #S(Y1, Y2) and prove the
gluing formula.
Definition 3.3.6 1. For any (α1, α2) ∈ S(Y1, Y2), let ej be the positively oriented
tangent vector of M˜(Yj) at αj (j = 1, 2). Then the sign of (α1, α2) is the sign
of [R1]e1 ∧ [R2]e2 with respect to idx ∧ idy.
2. #S(Y1, Y2) =
∑
(α1,α2)∈S(Y1,Y2) sign(α1, α2).
Theorem 3.3.7 (Gluing Formula)
χ(YL) = #S(Y1, Y2) for sufficiently large L > 0.
Proof: Let (AL0 , ψL0) be the “almost” monopole being deformed to β ∈ M
∗(YL0).
By Lemma 3.3.3, signβ = (−1)m1+1 where m1 is the L
−2-spectral flow between
K(AL0 ,ψL0 )(L) and K0 for sufficiently large L. By Theorem 3.3.2, m1 is equal to
2∑
j=1
SFǫ{K(A,ψ)s,j(L0 + 1)(lj(s))}+Mas{(l1(s), l2(s))}
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for any choice of (A,ψ)s joining (AL0 , ψL0) with the reducible point (0, 0) and any
choice of a path of Lagrangian subspaces (l1(s), l2(s)) satisfying the endpoint con-
dition. Here SFǫ{K(A,ψ)s,j(L0 + 1)(lj(s))} is the ǫ-spectral flow of K(A,ψ)s,j(L0 +
1)(lj(s)) for some small ǫ > 0. We choose (A,ψ)s such that ψs is identically zero
on the Y2 side, and choose l2(s) = l2 to be the Lagrangian subspace spanned by
([R2](TM˜(Y2)), (0, 0, 0, 1)). Then the ǫ-spectral flow of K(A,ψ)s,2(L0 + 1)(l2) is even.
On the other hand, suppose β = T (α1, α2). Let ej be the positively oriented tangent
vector of M˜(Yj) at αj (j = 1, 2). Then by taking V = [R2]e2 in Definition 3.3.4,
we have sign(α1, α2) equals to the sign of [R1]e1 ∧ [R2]e2 = (−1)
m[R1]v ∧ [R2]e2 =
(−1)m+1idx ∧ idy = (−1)m+1. Here m and v are referred to Definition 3.3.4. The
theorem follows from the relation m ≡ m1 mod 2.
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APPENDIX A
The purpose of this appendix is to find out for what a ∈ H1(T 2)⊗ iR the twisted
Dirac operator Da = D + a is not invertible. Here D is the Dirac operator on T
2
associated to a given spin structure and the flat metric.
First of all, let’s recall some basic facts about the spin structures on the torus
T 2. There are two equivalent descriptions of spin structures. Topologically, a spin
structure on T 2 is a framing of its stabilized tangent bundle TT 2 ⊕ ǫ (a homotopy
equivalence class of trivializations). There are four different spin structures on T 2
which are parameterized by H1(T 2,Z2) = Z2 ⊕ Z2. It is well-known that among
these four different spin structures, three of them are spin boundaries, i.e. spin
structures induced from a spin 3-manifold bounded by the torus. The only one left
which is not a spin boundary is usually called the Lie group framing. Assume that
T 2 = R/2πZ × R/2πZ and let ( ∂
∂x
, ∂
∂y
) be the tangent vectors of the circles. For
(k, l) = (0, 0), (0, 1), (1, 0), (1, 1), the following formula defines four different framings
ξ(k,l) of the tangent bundle TT
2 which induce all the spin structures on T 2 (framings
of TT 2 ⊕ ǫ):
ξ(k,l)(x, y) =
(
cos(kx+ ly) − sin(kx+ ly)
sin(kx+ ly) cos(kx+ ly)
)(
∂
∂x
∂
∂y
)
, (x, y) ∈ T 2.
The Lie group framing is ξ(0,0). See [15] for details.
The geometric aspect of spin structures is related to the groups Spin(n). The
groups Spin(n) sit inside the n-dimensional Clifford algebras Cl(n) and double cover
the groups SO(n). Let π : Spin(n) → SO(n) be the double covering map. Equip
the torus T 2 with a Riemannian metric, assuming that it is the product metric for
simplicity. Let PSO(2) be the SO(2) principal bundle to which the tangent frame
bundle of T 2 is reduced. A spin structure on T 2 is then defined to be an equivalence
class of liftings of the principal bundle PSO(2) to a Spin(2) principal bundle PSpin(2),
i.e. PSpin(2)
π
→ PSO(2) such that π restricts to the double covering map on each fiber.
Two liftings P
(1)
Spin(2)
π1→ PSO(2) and P
(2)
Spin(2)
π2→ PSO(2) are said to be equivalent if and
only if there is a bundle isomorphism i such that the following diagram commutes:
P
(1)
Spin(2)
i
→ P
(2)
Spin(2)
↓ π1 ↓ π2
PSO(2)
identity
→ PSO(2)
For each spin structure PSpin(2)
π
→ PSO(2), there is a canonically associated spinor
bundle W = W+ ⊕ W− on T 2, where W± = PSpin(2) ×̺± C. The representations
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̺± : Spin(2) → U(1) are distinguished by the conditions ̺±(e1e2) = ∓i for any
orthonormal basis (e1, e2) of R
2.
The topological and geometrical descriptions of spin structures on T 2 are related
in the following way. The spin structure induced by the trivialization ξ(k,l) (k, l = 0, 1)
corresponds to the unique equivalence class of liftings P
(k,l)
Spin(2) → PSO(2) for which the
trivialization ξ(k,l) of PSO(2) can be lifted to a trivialization ˜ξ(k,l) of P
(k,l)
Spin(2), which
further induces trivializations for the spinor bundles W± and W .
Theorem:
Assume that T 2 = R/2πZ × R/2πZ carries the product metric and ( ∂
∂x
, ∂
∂y
) is
the oriented orthonormal basis. For (k, l) = (0, 0), (0, 1), (1, 0), (1, 1), define trivial-
izations ξ(k,l) of TT
2 by the following formula:
ξ(k,l)(x, y) =
(
cos(kx+ ly) − sin(kx+ ly)
sin(kx+ ly) cos(kx+ ly)
)(
∂
∂x
∂
∂y
)
, (x, y) ∈ T 2.
Then within the induced trivialization ˜ξ(k,l) of the spinor bundles associated to the spin
structure given by ξ(k,l), the Dirac operator D
(k,l) is given by the following formula
D(k,l)
(
u
v
)
= dx
(
∂
∂x
+
i
2
(
k 0
0 −k
))(
u
v
)
+ dy
(
∂
∂y
+
i
2
(
l 0
0 −l
))(
u
v
)
,
where u, v are complex valued functions on T 2. As a consequence, for a ∈ H1(T 2)⊗iR,
the twisted Dirac operator D(k,l)a = D
(k,l) + a is invertible unless a = i
2
(kdx + ldy) +
sidx+ tidy for some integers s and t, and dimCKer D
(k,l)
a = 2 if a =
i
2
(kdx+ ldy)+
sidx+ tidy for some integers s and t.
Remark: The lattice
B(k,l) = {a|a =
i
2
(kdx+ ldy) + sidx+ tidy, s, t ∈ Z}
is called the lattice of “bad” points for the spin structure ξ(k,l).
Proof: In general, if (e1, e2, ..., en) is an oriented local orthonormal frame, then
within the induced trivialization of the spinor bundles, the induced connection is
given by −1
2
∑
i<j ωijeiej , where ωij is given by the formula ∇ej = eiωij (see [19] for
details). Back to our case of the torus, let ξ(k,l)(x, y) = (e1, e2), and ∇e2 = e1ω12,
then ω12 = kdx+ ldy by direct calculation. The theorem follows easily from this.
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APPENDIX B
The purpose of this appendix is to give an estimate on the lowest eigenvalue of
certain self-adjoint elliptic operators on a manifold containing long necks, a technical
result needed in Chapter 3. See [7].
Let X be an oriented Riemannian manifold with a cylindrical end modeled on Y ,
i.e. there exists a compact subset K such that X \ K is isometric to (−1,∞) × Y .
Let E be a cylindrical Riemannian vector bundle over X . By definition, there is
a Riemannian vector bundle E0 over Y such that E is isometric to π
∗E0 on the
cylindrical end (−1,∞)× Y , where π : (−1,∞)× Y → Y is the natural projection.
Assume that D : Γ(E) → Γ(E) is a first order formally self-adjoint elliptic operator
on X , which takes the following form on the cylindrical end (−1,∞)× Y
D = I(
∂
∂t
+ A)
where I is a bundle automorphism of E0 which preserves its inner product, and
A : Γ(E0)→ Γ(E0) is an elliptic operator on Y independent of t. The self-adjointness
of D implies that I and A satisfy the following conditions:
I2 = −1, I∗ = −I, A∗ = A, IA+ AI = 0.
Note that the spectrum of A is symmetric about the origin and the automorphism I
maps Eλ to E−λ where Eλ is the eigenspace correspondent to eigenvalue λ. See [26].
We assume that Ker A 6= 0. Then the automorphism I defines a complex structure
on Ker A which induces a symplectic structure on it. In particular, the dimension of
Ker A is even. The operator D as described will be said cylindrical compatible.
Definition 1
An exponentially small perturbation of a cylindrical compatible operator D is a first
order formally self-adjoint elliptic operator D′ satisfying the following conditions:
a) D′ is a zero order perturbation of D,
b) on the cylindrical end (−1,∞)×Y , D′ = D+P (t) where P (t) : Γ(E0)→ Γ(E0)
is a smooth family of zero order self-adjoint operators satisfying the following
exponential decay conditions: there exist a small δ > 0, some T0 > 0 and a
constant C such that when t > T0,
‖P (t)ψ‖L2(Y ) ≤ Ce
−δ(t−T0)‖ψ‖L2(Y ) and ‖
∂P
∂t
ψ‖L2(Y ) ≤ Ce
−δ(t−T0)‖ψ‖L2(Y )
for ψ ∈ L2(E0).
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LetD′ be an exponentially small perturbation of a cylindrical compatible operator.
The space of “bounded” harmonic sections of D′ is denoted by HB(D′), i.e.
HB(D
′) = {ψ ∈ Γ(E)|D′ψ = 0, ‖ψ‖C0(X) <∞}.
The space of L2 harmonic sections of D′ is denoted by HL2(D′), i.e.
HL2(D
′) = {ψ ∈ L2(E)|D′ψ = 0}.
Let β be a fixed cut-off function which is equal to one at∞, and π : (−1,∞)×Y → Y
be the natural projection.
Lemma 2
There exists a small δ1 > 0 such that for any ψ ∈ HB(D
′), there exists a unique
limiting value r(ψ) ∈ Ker A such that
‖ψ − βπ∗r(ψ)‖L2
δ1
(E) <∞.
In particular, ψ ∈ HL2(D
′) if and only if r(ψ) = 0. Moreover,
dimHB(D
′)− dimHL2(D
′) =
1
2
dimKer A.
Now consider a pair of triples (Xi, Ei, D
′
i) for i = 1, 2. Suppose that there is an
orientation reversing isometry h : Y1 → Y2 which is covered by corresponding bundle
maps which identify A1 with A2 in a suitable way so that for any L > 0, we can
form a triple (XL, EL, D
′
L) where XL = X1 \ [L+ 1,∞)× Y1
⋃
hX2 \ [L+ 1,∞)× Y2
with h : (L, L + 1) × Y1 → (L + 1, L) × Y2 given by h(L + t, y) = (L + 1 − t, h(y)),
EL = E1
⋃
hE2, DL = D1
⋃
hD2 and PL = βLP1 + (1 − βL)h
∗P2 for some cut-off
function βL supported in (L, L+ 1)× Y1 with |∇β| ≤ 2, and D
′
L = DL + PL. Set
λL = inf
ψ 6=0
∫
XL
|D′Lψ|
2∫
XL
|ψ|2
.
The purpose of this appendix is to investigate the behavior of λL as L→∞.
Definition 3
Suppose D′, D′1 and D
′
2 are exponentially small perturbations of cylindrical com-
patible operators.
a) D′ is said to be regular if HL2(D′) = 0.
b) (D′1, D
′
2) is said to be a transversal pair if
r(HB(D
′
1))
⋂
h∗(r(HB(D′2))) = {0}.
Here is the main result.
Theorem 4
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1) λL = O(
1
L2
) as L→∞,
2) if (D′1, D
′
2) is a regular transversal pair, then for any function γ(L) = o(
1
L2
) as
L→∞, there exists L0 > 0 such that when L > L0, we have
λL > γ(L).
In particular, D′L is invertible for large L.
We first introduce some notation. Let λi, i ∈ Z denote the eigenvalues of the
operator A, and ui denote the corresponding eigensections. Set µ = infλi 6=0 |λi|. For
simplicity, we omit the subscript L if no confusion is caused.
Lemma 5
There exist L0 > 0 and M > 1 with the following significance. Assume that ψ
and c satisfy D′ψ = cψ with ψ 6= 0 and |c| < δ(µ) for some small δ(µ), then ψ can
be rescaled so that ‖ψ‖C0(XL) < M and one of the following conditions holds:
• either
∫
X1(L0)
|ψ|2 or
∫
X2(L0)
|ψ|2 is equal to one,
• either ‖ψ‖L2(Y1)(L0) or ‖ψ‖L2(Y2)(L0) is greater than or equal to one.
Here Xi(L0) = Xi \ (L0,∞)× Yi, i = 1, 2.
Proof: Let Π1, Π2 be the L
2-orthogonal projection onto Ker A and (Ker A)⊥.
On the cylindrical neck ofXL, write ψ = f1+f2 where f1 ∈ Ker A and f2 ∈ (Ker A)
⊥.
Set ξ(t) =
∫
Y |f2|
2.
Direct computation shows that
∂f1
∂t
= IΠ1Pψ − cI(f1)
∂f2
∂t
= −Af2 + IΠ2Pψ − cI(f2)
∂2f2
∂t2
= (A2 − c2)f2 + IAΠ2Pψ + IΠ2
∂P
∂t
ψ + IΠ2P
∂ψ
∂t
+ cΠ2Pψ.
For any ǫ > 0, there exists L0 > 0 such that on the neck [L0, 2L + 1 − L0] × Y1 we
have
∂2ξ
∂t2
≥ 2
∫
Y
(
∂2f2
∂t2
, f2)
≥ K(µ2‖f2‖
2
L21(Y )
− ǫ‖f2‖L21(Y )(‖f1‖L2(Y ) + ‖f2‖L2(Y )))
for some constant K. Here |c| < δ(µ) for some small δ(µ). If ξ(t) reaches its maximum
in an interior point t0 ∈ (L0, 2L+ 1− L0), then on the neck, we have
max ‖f1‖L2(Y ) ≥ ‖f1‖L2(Y )(t0) ≥
µ2 − ǫ
ǫ
max ‖f2‖L2(Y ).
Otherwise, ξ(t) = ‖f2‖
2
L2(Y ) reaches its maximum at the end points.
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On the other hand, we have on the neck that
∂f1
∂t
+ cI(f1) = IΠ1Pψ
∂(If1)
∂t
− c(f1) = −Π1Pψ.
Set C =
(
0 c
−c 0
)
, then
(
f1
If1
)
(t) = e−Ct
∫ t
L0
eCs
(
IΠ1Pψ
−Π1Pψ
)
ds+ e−C(t−L0)
(
f1(L0)
If1(L0)
)
.
This implies that on the interval [L0, 2L+ 1− L0]
‖f1‖L2(Y )(t) ≤ c1e
−δ(L0−T0)(max ‖f1‖L2(Y ) +max ‖f2‖L2(Y )) + ‖f1(L0)‖L2(Y ).
If ‖f2‖L2(Y ) reaches its maximum in the interior, then
max ‖f1‖L2(Y ) ≤ 2‖f1(L0)‖L2(Y )
for large enough L0. If ‖f2‖L2(Y ) reaches its maximum at the end points, assuming
that it is the left end point without loss of generality, we have
max(‖f1‖L2(Y ) + ‖f2‖L2(Y )) ≤ 2(‖f1(L0)‖L2(Y ) + ‖f2(L0)‖L2(Y ))
for large enough L0. Lemma 5 follows easily from these estimates. ✷
The Proof of Theorem 4:
1). Pick φ ∈ Ker A with ‖φ‖L2(Y ) = 1. Let ρL be a cut-off function which equals
to one on [3L
4
, 3L
4
+ L
2
+1] and equals to zero outside [L
2
, L
2
+L+1] with |∇ρL| = O(
1
L
).
Then
∫
XL
|D′L(ρLφ)|
2 ≤
∫
XL
|∇ρL|
2|φ|2 +
∫
XL
|PL(ρLφ)|
2 = O(
1
L
), and
∫
XL
|ρLφ|
2 ≥
L
10
.
So λL = O(
1
L2
) as L→∞.
2). Suppose that there exists a sequence of Ln → ∞ such that λLn ≤ γ(Ln).
Then there exist ψn, cn such that D
′
Ln
ψn = cnψn with c
2
n = λLn. By Lemma 5, there
exist ψ1 ∈ HB(D
′
1), ψ2 ∈ HB(D
′
2) such that a subsequence of ψn converges to ψ1 over
X1 and ψ2 over X2 in C
k norm on any compact subset. Note that one of ψ1 and ψ2
is nonzero. Part 2 of Theorem 4 follows if we show that r(ψ1) = h
∗r(ψ2). But this
follows from the fact that if we write ψ = f1 + f2 as in Lemma 5,
‖f1(t)− f1(2L+ 1− t)‖L2(Y ) ≤ C(e
−δt + | cos(c(2L+ 1− 2t))− 1|
+| sin(c(2L+ 1− 2t))|),
for large enough t and L. C is some constant independent of t and L.
The Proof of Lemma 2:
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Suppose ψ ∈ Γ(E) and D′ψ = 0. On the cylindrical end (T0,∞)× Y , write ψ =∑
i fiui where ui are the eigensections of the operator A corresponding to eigenvalues
λi, and fi are smooth functions in t. Then we have
∂fi
∂t
+ λifi = (IP (t)ψ, ui).
Set gi = (IP (t)ψ, ui), then
∑
i g
2
i = ‖Pψ‖
2
L2(Y ) and
fi(t) =
∫ t
T0
e−λi(t−s)gi(s)ds+ fi(T0)e−λi(t−T0).
Now assume that ψ ∈ L2−γ for any small enough γ > 0. Assume that δ1 < min(
δ
2
, µ
4
)
where µ = infλi 6=0 |λi|.
• For λi = 0, we have for any t
′ > t,
eδ1t|fi(t
′)− fi(t)| ≤ C(
∫ t′
t
∫
Y
e−
δ
10
s|ψ|2V olY ds)
1
2 ,
so fi(∞) = limt→∞ fi(t) exists and fi − fi(∞) ∈ L2δ1 .
• For λi > 0, we have for some constant C(µ) that
e2δ1t(
∑
i
f 2i (t)) ≤ C(µ)
∫ ∞
T0
e2δ1s(
∑
i
g2i (s))ds+ (
∑
i
f 2i (T0))e
2δ1T0.
• For λi < 0. First of all, we have
fi(t) = −e
−λit
∫ ∞
t
eλisgi(s)ds
since ψ ∈ L2−γ for any small enough γ > 0. On the other hand, for some
constant C(µ), we have
e2δ1t(
∑
i
f 2i (t)) ≤ C(µ)
∫ ∞
t
e2δ1s(
∑
i
g2i (s))ds.
Take r(ψ) =
∑
i fi(∞)ui where ui ∈ Ker A, then
‖ψ − βπ∗r(ψ)‖L2
δ1
(E) <∞
where β is a fixed cut-off function which is equal to one at∞, and π : (−1,∞)×Y → Y
is the natural projection. As for dimHB(D
′)− dimHL2(D′) = 12dimKer A, it follows
from Theorem 7.4 in [21].
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