A new empirical model of ocean tides has been developed for the Weddell Sea, south of 668S, between 908W and 08, using six years of radar altimeter data from the CryoSat-2 satellite mission. Because of its long groundtrack repeat period (368 days) and its diverse measurement modes, low-rate mode (LRM) over the ocean and synthetic aperture radar interferometric mode (SARin) over ice surfaces and parts of the ocean, the CryoSat-2 data pose a number of challenges for tidal analysis. The space and time sampling properties of the exact repeat, near-repeat, and crossover ground tracks have been analyzed to discover which tides may be estimated using a combination of conventional harmonic analysis and local spatial regression. Using this information, the M 2 , S 2 , K 2 , N 2 , K 1 , O 1 , P 1 , and Q 1 tides have been mapped for both the ocean and floating ice shelves in this domain. Validation against independent in situ data, along with comparison with existing tide models, finds that the CryoSat-2-derived tides are consistent with previous estimates and that they are more accurate than other models at the M 2 and S 2 frequencies. The high inclination of the CryoSat-2 orbit causes the orbit plane to precess relatively slowly, which leads to significantly less accurate estimates of the K 2 tide. This purely empirical model ought to provide improved tidal corrections for studies of low-frequency variability and secular trends in ice shelf thickness, and it suggests that further increases in quantitative accuracy could be achieved by assimilation of CryoSat-2 data into dynamical tide models.
Introduction
The study of ocean tides in the era of satellite altimetry has changed our understanding of tides in the deep ocean (Fu and Cazenave 2001) , led to improved quantitative measures of the rate and distribution of barotropic tidal dissipation (Cartwright and Ray 1991; Egbert and Ray 2003) , and is leading to insights into smaller-scale coastal and internal tides and their relationship to wind-driven and thermohaline processes (Ray and Cartwright 2001; Ray and Zaron 2011; Müller et al. 2014 ). These studies have traditionally utilized data from satellite missions in orbits designed with consideration of tidal periodicities (Parke et al. 1987) . For example, the orbits of the TOPEX/Poseidon, Jason-1, and Jason-2 missions were selected to avoid aliasing tidal variability into seasonal, annual, or longer periods in order to clearly separate the tidal signals from secular change (Fu and Cazenave 2001) . Likewise, the orbits of the Geosat, Geosat Follow-On, and sunsynchronous Envisat, ERS-1, ERS-2, and Satellite with Argos and Altika (SARAL) missions were designed to trade-off between tidal aliasing, spatial resolution, and other mission priorities. Sun-synchronous orbits are troublesome for tidal studies per se, since the largest semidiurnal solar tide S 2 is aliased to zero frequency (Cheng and Andersen 2011) . Nonetheless, the missions just mentioned, which shall be referred to as the exact repeat missions (ERM), have been the primary source of information about tides in the ocean, away from coastlines.
In contrast, there have been other satellite altimeter missions in orbits designed to achieve different objectives, for which tides are not a primary concern. The socalled geodetic mission (GM) phases of Geosat and ERS-1 placed the satellites in orbits that traced out a series of closely spaced ground tracks intended to map the mean sea surface at high spatial resolution to infer the small-scale features of the geoid (Sandwell and Smith 1997) . Several contemporary missions have also occupied orbits with closely spaced ground tracks, which can be achieved either through precisely controlled long-repeat orbits or through less-controlled drifting orbits. The CryoSat-2 (June 2010-present), Jason-1 (May 2012-June 2013), SARAL (July 2016-present), and Jason-2 (July 2017-present) missions are recent examples for which high-quality GM altimeter data are available (Marks et al. 2013) .
Among these missions, the CryoSat-2 altimeter was designed for studies of the cryosphere (Wingham et al. 2006) . Its 888-inclination orbit covers higher latitudes than other missions, and the Synthetic Aperture Radar/Interferometric Radar Altimeter (SIRAL-2) instrument on CryoSat-2 is unique in that it is capable of switching between three modes, low-rate mode (LRM), synthetic aperture radar (SAR) mode, and SAR interferometry (SARin) mode, each optimized for different measurements (Bouzinac 2012; Boy et al. 2017) . When in the LRM, the SIRAL-2 instrument operates like a conventional pulse-limited radar for measuring the sea surface height. In SAR mode the altimeter uses Doppler and phase information to increase the spatial resolution of the range measurement in the along-track direction, which is useful for identifying floating ice and leads and for determining ice freeboard. Finally, the SARin mode utilizes two antennas to form an interferometer in the across-track direction, and it is used to map steep and highly variable ice and snow surfaces. Unlike the SARAL and Jason missions, CryoSat-2 does not carry a microwave radiometer, so the altimeter range cannot be as accurately corrected for wet troposphere path delays (Francis 2007; Bouzinac 2012) . This paper makes a systematic effort to map ocean tides with the CryoSat-2 altimeter, taking advantage of its unique orbit and capabilities to extend the tidal maps onto the floating ice shelves of the Weddell Sea at latitudes south of 668 ( Fig. 1) , the limit of the TOPEX/ Poseidon and Jason orbits. The motivation is twofold. It is both an exploration of the accuracy attainable from GM altimetry and an effort to improve the precision of tidal estimates at high latitude. The latter are important for the utilization of, for example, GRACE data to study the cryosphere and hydrologic cycle, since aliased tidal variability is a significant source of noise for that mission (Ray and Luthcke 2006; Wiese et al. 2016) .
The organization of this paper is as follows: section 2 analyzes the sampling properties of the CryoSat-2 orbit to determine which tidal frequencies are plausible candidates for mapping; section 3 describes the approach taken to reduce nontidal signals and improve the precision of the tidal analysis; section 4 outlines the methodology, which combines harmonic analysis with spatial regression, for identifying the tides and dealing with the limitations imposed by the long-repeat period of the CryoSat-2 orbit; section 5 presents cotidal charts derived from CryoSat-2 and assesses their accuracy by comparing them with in situ data and other tide models; and, finally, sections 6 and 7 summarize and discuss the results in the context of other studies and make suggestions for further research.
The CryoSat-2 orbit and tidal analysis
The feasibility of performing a tidal analysis of the CryoSat-2 data for a particular tidal frequency depends not only on the characteristics of the CryoSat-2 orbit but also on the size and stability of the tides in question. Hence, it is useful to begin by considering what is known about tides in the Weddell Sea, and let this information guide a detailed analysis of the orbit.
Although time series of water and ice shelf elevation within the Weddell Sea are sparse, GPS time series, generally shorter than a year, are available on the ice shelves (King et al. 2011) , and a long time series of tide gauge data are available on the western side of the Antarctic Peninsula at the Faraday/Vernadsky Base (65.2458S, 64.2678W). Tidal analysis of GPS records by King et al. (2011) finds that the four largest astronomical tides are M 2 , S 2 , K 1 , and O 1 , followed by K 2 , N 2 , P 1 , and Q 1 . Nonlinear overtides with sufficient signal to noise for identification at some stations are NO 1 , MK 3 , MO 3 , and M 4 . Annual and semiannual variability S a and S sa are identifiable at some stations but at a level barely above the background of lowfrequency variability, and they shall not be considered further.
FIG. 1. Analysis domain. Surface type is water (dark blue), floating ice (light blue), continental ice (gray), and land (red), according to the RTopo-2 database (Schaffer et al. 2016) . For reference the sites of in situ GPS and water-level data used for validation are shown with white circles; these are discussed later in the text in the context of Fig. 11 .
When mapping ocean tides with satellites the considerations are, generally, the spacing of the ground tracks relative to the horizontal scales of the tidal elevation field and the alias periods of the tidal harmonics in relation to the length of record of the satellite data. The CryoSat-2 orbit has a long repeat period of 368 days (Table 1) , which covers Earth with an array of 10 688 ascending and descending ground tracks with an intertrack spacing of about 7.5 km at the equator (Francis 2007) . Track spacing reduces with latitude, allowing the polar regions to be mapped with high spatial resolution approximately every 28 days, the length of a near-repeat pseudosubcycle. Figure 2 illustrates the spatial density of tracks in the southern Weddell Sea and Antarctica during a 30-day period encompassing a pseudosubcycle.
Tidal observations would be impractical if only the exact-repeat orbit aliases of CryoSat-2 were considered. Instead, consider the closely spaced parallel tracks associated with the pseudosubcycles as well as the intersections of ascending and descending tracks. Figure 3 illustrates the time interval Dt between successive measurements within a 30-km-diameter region at 708S during a representative 60-day period. There are measurements near Dt 5 2 days and 29 days, the pseudosubcycles, and there are even more measurements near Dt 5 7 days and 20 days associated with crossovers. The sample interval associated with orbit crossovers is a complex function of latitude (Wunsch 1989; Morrow et al. 1994) , but the histogram of Dt provides a useful starting point for examining the feasibility of a tidal analysis with CryoSat-2.
Given the above sampling periodicities, Table 2 lists the alias periods of the ocean tides identified as candidates for analysis. The CryoSat-2 record extends from July 2010 to present, approximately 2190 days. All of the linear astronomical tides, excluding Q 1 , have alias periods less than 2190 days and are theoretically resolvable at each point along the nominal repeat orbit (Dt 5 368 days). The sample intervals associated with neighboring tracks and crossovers within the 30-km region lead to shorter alias periods, which, for the most part, are distinct from each other. The M 2 , K 1 , O 1 , P 1 , MO 3 , and MK 3 tides have aliases between 14 and 16 days, associated with the two smallest (and most frequently occurring) Dt sample intervals. The Q 1 , MO 3 , and M 4 tides have aliases close to the semiannual period S sa , and M 2 and O 1 have aliases separated from the annual period S a by about 10%. The study of alias periods is not definitive, though, since the cross talk between the frequencies depends on the number of samples with the given Dt as well as the size of the harmonics and the character of the noise associated with them. So, for example, the coincidence of the 16-day aliases of MO 3 and M 2 is problematic for identification of the smaller MO 3 . Conversely, the spurious 1-mm-level contribution of MO 3 to M 2 is smaller than the uncertainty of the latter and may be neglected.
Another factor to consider is the distribution of phases sampled. The failure to uniformly sample the phases can lead to errors in nominally well-resolved harmonic constants. For example, the phases of M 2 and K 2 for measurements within the 30-km-diameter disk used above are highly correlated (Fig. 4a) . Even though the alias periods are well-separated, the correlated phases lead to correlated errors between harmonic constants at these frequencies. Estimation of M 2 by itself is problematic since there is an excess of measurements near phases 21 and 12 radians but a deficit near 23 and 11 radians (Fig. 4b ). This phase bias is itself variable in longitude, and if it is not corrected it leads to spurious zonal oscillations in the M 2 harmonic constants, similar to the situation with Geosat (Cartwright and Ray 1990) .
As an example, consider the harmonic constants for M 2 and K 1 across a zonal section through the Weddell Sea at 708S (Fig. 5) . Two estimates of the harmonic constants are shown, one based on data within small, 30-km-diameter bins and the other based on data within larger, 240 km 3 30 km zonal bins. The estimates from data within small bins display a zonal waviness that is most evident for M 2 , as suggested above. The larger, zonally elongated bins utilize more data and more uniformly sample the phase of the tides, leading to more accurate and stable tidal estimates.
Some of the tidal frequencies are poorly sampled even with the zonal averaging. Because CryoSat-2 is in a highinclination orbit, the orbit plane precesses very slowly and its orientation is nearly fixed with respect to the lunar orbit plane (Capderou 2005) . Table 3 lists the phase increments (degrees of phase change) associated with the sample intervals listed in Table 2 . All the frequencies except K 2 and S 2 undergo a phase change of 458 or more for the shortest sample intervals, Dt 5 2 days and Dt 5 7.5 days, most relevant to the spatially binned data. The K 2 is particularly problematic since the phase changes are small for all sample intervals less than the repeat period, Dt 5 368 days. Figure 6 shows the phases of the K 1 and K 2 tides sampled by CryoSat-2 within the 240 km 3 30 km bin used above. Although the alias period of K 1 is twice that of K 2 , within any given 20-day period, the K 1 tide is sampled at two phases, approximately 1708 apart. In contrast, over the same period, the K 2 tide will be sampled within a narrower range of only about 308. Consequently, one should expect temporally correlated error, such as elevation change associated with snowfall or the slow movement of ice floes, to have a much greater influence on estimates of K 2 , as compared with the other tides. Figure 7 illustrates how the accuracy of the harmonic constants is expected to vary as a function of the zonal bin length. Let F be the design matrix with elements
} following the customary notation for the nodal amplitude and phase factors f j and u j and the phase function V j , computed from the astronomical arguments using the Doodson numbers defining the j th tidal harmonic (Doodson 1921) . The elements of the least squares normal matrix, G 5 (F T F)
21
, may be used to computer, the theoretical crosscorrelation matrix for the uncertainty of the harmonic constants:r
where (G) d is equal to the diagonal matrix with elements equal to the main diagonal of G (Cherniawsky et al. 2001) . Let r(X, Y) be defined as the maximum correlation of in-phase and quadrature components for tides X and Y, the quantity plotted in Fig. 7 . For the latitude of 708S, a zonal bin length of 240 km corresponds to a local minimum in r(M 2 , K 2 ). The zonal average harmonic constants at this scale should be a factor of 1/ ffiffi ffi 8 p more accurate than the estimates using the 30-km-diameter disk because of the additional quantity of data in each estimate, and the error correlation should be reduced by more than a factor of 10. Note that r(M 2 , K 2 ) is shown in the figure, but the other correlations involving the semidiurnal tides behave similarly, although they are of smaller magnitude. The error correlation of the diurnal tides, the largest of which is r(K 1 , P 1 ), also can be reduced by zonal averaging, but the main reduction occurs within the first 100 km and there is little improvement with further averaging. Table 2 indicates that NO 1 is likely to be the most easily identified nonlinear overtide; however, preliminary harmonic analyses found that it could not be reliably estimated. Figure 7 shows the r(NO 1 , K 1 ) correlation and indicates that additional spatial averaging would be necessary to decorrelate the NO 1 error from the K 1 error. Since it appears that the nonlinear overtides cannot be identified at the scales at which they are likely generated, they FIG. 5 . Tidal harmonic constants computed from CryoSat-2 data along a section at 708S. The in-phase (black) and quadrature (red) components of the harmonic constants for K 1 (small circles and dashed lines) and M 2 (large circles and solid lines) are shown. Circles indicate results using data within 30-km-diameter bins; correlated error is evident as noise with a wavelength of about 200 km. Lines indicate results using data within 240 km 3 30 km zonal bins (length scale indicated near 3308E); the noise is greatly reduced. shall henceforth not be considered as candidates for analysis with CryoSat-2. Figure 8 shows how r(M 2 , K 2 ) varies as a function of latitude poleward of 668S. The spatial density of the ground tracks increases poleward up to the orbit inclination of 888, and this has the dual effect of increasing the diversity of tidal phases sampled and increasing the number of data, both of which lead to a reduction in the error correlation. To optimize the accuracy of the harmonic analysis, below, the data-binning length is permitted to vary as a function of latitude, according to the dashed line, which has been subjectively aligned with the minimum of the error correlation field in Fig. 8 . The bin size varies as a linear function of latitude from 75 km at 858S to 300 km at 668S:
where u indicates latitude.
Corrections for nontidal signals and the mean surface
The discussion has so far emphasized how the CryoSat-2 orbit influences the theoretical accuracy of harmonic analysis. Another consideration is the character of nontidal signals in the CryoSat-2 measurements. When CryoSat-2 is operating in LRM, the instrumental precision is similar to that of other nadir altimeter missions (Garcia et al. 2014) . The main difference is that the satellite does not carry a microwave radiometer for making observations of atmospheric water vapor, so the associated path delay must be estimated from a numerical weather prediction model (Bouzinac 2012) . The path delays and other geophysical corrections that are applied to the CryoSat-2 level-2 baseline-C product are listed in Table 4 (Webb and Hall 2016) . Note that the data product includes both the elevation measurements and corrections; therefore, the nominal ocean tide correction was removed from the elevation product before subsequent analysis, below.
The elevations of the mean sea and ice surfaces along the orbit ground tracks are not known with the same precision as they are known along the historical ERM ground tracks. A large component of the mean ice surface variability, which can exceed meters of elevation per kilometer, is at scales smaller than the typical ocean tide signals, and if this is not removed it adds significantly to the nontidal noise of the measurements. In principle, the mean surface could be identified as part of the harmonic tidal analysis, since it simply corresponds to the zero frequency, but this approach is not feasible because of the disparate scales of tidal and mean surface variability. The discussion of the orbit indicates that spatial averaging is necessary to reduce error correlations, at least for the present length of the data record. The approach taken here is to separately estimate the mean surface by binning the data at a resolution of about 3.5 km, which is a compromise between minimizing the loss of spatial resolution while improving the stability of the estimate. The number of data per grid cell shows the influence of off-nadir returns in SARin mode, which (Table 2) , CryoSat-2 frequently samples the K 1 tide at two phases almost 1808 apart. In contrast, only a small range of phases of the K 2 tide are sampled in any short window.
tend to occur from high points in the illuminated scene (Fig. 9) . The number of data per grid cell also shows differences as a function of instrument mode, with many more SARin returns compared to LRM, for example.
The standard deviation of elevation within the 3.5-km grid cells provides additional insight into the variability observed by CryoSat-2. Figure 10 shows that small-scale features are visible, even over the ocean, which appear to be the result of discrete icebergs. Variability near the grounding lines and other sites of macroscale roughness appears to reflect subgrid-scale features.
In addition to the above considerations, the final component of data processing prior to harmonic analysis involves some basic quality control to identify spurious data. When the satellite is in the vicinity of rough surfaces, there are occasionally large outliers, which deviate by 64 m or more from the mean surface, while the typical tidal range is much less than this. It is hypothesized that these outliers are the symptom of a waveform retracker error related to the interferometer beamforming or phase unwrapping in SARin mode. It appears that the off-nadir reflection point is not correctly identified since the range measurement is too large (i.e., negative sea or ice surface elevation), as if a distant off-nadir reflection had been mapped to an apparent near-nadir point (Gomez-Enri et al. 2016 ).
Spatially coupled harmonic analysis
Section 2 described how the extent of spatial averaging is related to identification of tidal harmonics, given the orbit characteristics of the CryoSat-2 altimeter. Harmonic analysis can be directly applied to time series of the data within averaging bins; however, more accurate estimates of the tidal elevation can be obtained using a model for spatial dependence of the tide within the bins. The approach used here is a spatial signal model that consists of a Pth-order polynomial in a locally defined tangent plane:
where x 5 (f 2 f 0 )r e cos(u 0 ) and y 5 (u 2 u 0 )r e define the local coordinate system around the latitude-longitude coordinates (u 0 , f 0 ) and r e is the radius of Earth. Using the same temporal function z j (t) as above, the complete model for the jth tidal harmonic is given by h j (x, y, t) 5ĥ j (x, y)z j (t). The coefficients a jpq are computed by finding the least squares solution to
where h is the vector {h k } of CryoSat-2 data within the patch centered on (u 0 , f 0 ), F is the design matrix with entries x p k y q k z j (t k ), and a is the vector {a jpq } of coefficients to be determined.
The ordinary least squares solution of the above is a 5 (F T F) 21 F T h, and this shall be referred to as the nominal tide estimate. To examine the stability of the estimates, three other tide estimates are also obtained. The first of these is denoted the 2DL estimate, and it is computed with double the nominal data bin scale [(2)]. The next estimate is the weighted least squares (WLS) estimator, a 5 (F T WF) 21 F T Wh, where the weight W is a diagonal matrix equal to the inverse of the square of the variability displayed in Fig. 10 ; the WLS estimator therefore accounts for spatial variability of the nontidal variance, primarily due to moving sea ice and the ice shelf edge. The final estimate is the iteratively reweighted least squares (IRWLS) estimator, and it is based on the Huber loss function (Huber 1964) ; the IRWLS estimator robustifies the WLS estimator and reduces the influence of data that contain little tidal variance (Huber 1981) .
Local models for h j are computed on a regular grid of coordinates defining overlapping tangent planes, and the model coefficients are used to estimate the in-phase and quadrature components of the harmonic constants at the origin of the tangent plane (u 0 , f 0 ). The diameter of the binning disk in the tangent plane is given by the latitude-dependent scale given by (2) and indicated in Fig. 8 . It was hypothesized that the bias of the rudimentary estimate based on the averaged data (P 5 0) could be reduced by using quadratic and higher-order terms (P $ 2) in the spatial model; however, in practice, the estimation of additional model parameters with P . 1 led to suboptimal results, even with increased DL. Hence, the results shown below simply use the linear spatial model, P 5 1. Note that some topographic features (e.g., the Antarctic Peninsula) are smaller than the scale of the tangent plane, and if this were not taken into account, the methodology would spuriously combine data from opposite sides of geographic features. To avoid this, as the data are assembled within the tangent plane a test is made to see if continental land or grounded ice is present along a line between the data point and the origin of the tangent plane (u 0 , f 0 ), using the Refined Topography dataset, 1-min resolution, version 2 (RTopo-2), surface type definition (Schaffer et al. 2016) . As a result, the harmonic constants are based on fewer data and are of reduced accuracy approaching the land boundaries.
Results
The above-described methodology was applied to estimating the tides from the CryoSat-2 measurements. Table 5 provides a quantitative comparison with in situ GPS (King et al. 2011 ) and historical tide gauge data (King and Padman 2005; L. Padman et al. 2017, unpublished data) at the locations labeled in Fig. 11 , indicated previously in Fig. 1 . The error metric tabulated is the root-mean-square vector error (rmsve), the root-mean-square scalar elevation difference computed from the complex-valued harmonic constants. For comparison, the table also displays rmsve for the FIG. 9 . Number of observations per grid cell for Z 0 , the mean surface. The polygonal boundary between low and high data counts (e.g., near 758S, 608W) corresponds to the boundary of the instrument mode mask, with more returns from SARin than LRM. Lyard et al. 2006 ). The CATS2008 model is an updated version of the model described in Padman et al. (2002) and employs the same data-assimilative methodology as other high-latitude tide models (Padman and Erofeeva 2004) . The table contains columns corresponding to the four different solutions mentioned previously: the nominal, the enlarged analysis window (2DL), the WLS, and the robustified weighted least squares (IRWLS) estimators. The most noteworthy difference among the solutions is the large reduction in error for K 2 using the 2DL estimator, but this is not unexpected given the analysis of phase sampling in section 2. In general, though, the differences between the CryoSat-2-based estimates are much smaller than the errors with respect to the in situ data, and none of the estimates is unambiguously better than the others, so no attempt is made to analyze the differences in detail. Visually, the 2DL and WLS fields are noticeably smoother than the others, and for display purposes the 2DL solution shall be used for plotting K 2 and Q 1 . Otherwise, the nominal solution is shown.
Cotidal charts for the four largest tides, M 2 , S 2 , K 1 , and O 1 , are presented in Fig. 12 . They are qualitatively very similar to what has been obtained previously using data assimilation of ERM altimetry and in situ data (Padman et al. 2002) . The main differences compared to CATS2008 are smaller-scale structures near the grounding line of the Filchner-Ronne Ice Shelf; however, these are probably too close to the analysis boundary to be reliable. Another qualitative difference is the shape of the amphidrome at the edge of the ice shelf; it is more confined to the ice shelf edge in the empirical solution. The channels between the islands in the Filchner-Ronne Ice Shelf are probably too small to reliably estimate the tide within them, and the empirical solution displays some questionable structure, a slight waviness, to the west of Berkner Island. The structure of the K 1 and O 1 tides along the continental shelf break, near 708S, differs from CATS2008; the region of maximum amplitude is more spread out in the CryoSat-2 analysis.
Cotidal charts for the smaller tides, K 2 , N 2 , P 1 and Q 1 , are displayed in Fig. 13 . The structure of the K 2 amphidrome at the edge of the Filchner-Ronne Ice Shelf is anomalous and is thought to be due to the poor sampling of the K 2 phase combined with the larger level of lowfrequency ice surface variability at the edge of the ice shelf. The structure of the N 2 tide is quite similar to the larger semidiurnals, except that it is noisier, presumably due to the larger alias period and the long synodic periods needed to separate this tide from K 1 , P 1 , and Q 1 (5106, 3170, and 6612 days, respectively, for Dt 5 368 sampling). As might be expected, the P 1 and Q 1 tides are also noisy as a consequence of interference with N 2 , but the same structure as the other diurnals is visible.
Errors are very large at two sites, LAR2 and EE55, which lie close to the grounding line, and these sites are excluded from the summary statistics in Table 5 . The choice to exclude these sites is somewhat arbitrary, however, since other sites close to land (A020) or the grounding line (FR03) are retained, but the quantity of . Fig. 1) ; other ice shelf fronts are less visible as they are associated with more sea ice and small-scale variability.
satellite data going into the tidal analysis at these sites is larger than at the excluded sites because of the shape of the coastline. Amplitude and phase errors for each station are provided in the appendix (Tables A1-A8 ), including these two stations. Note that both GOT4.10c and CATS2008 assimilated the L. Padman et al. (2017, unpublished data) data within the southern Weddell Sea subdomain ( Fig. 11c ; sites named with prefix ''A''). Table 5 indicates that the CryoSat-2-derived tides are more accurate than either model for the M 2 and S 2 tides. The rmsve of M 2 is reduced broadly across the Filchner-Ronne Ice Shelf and the western end of the eastern Weddell Sea, at the ocean sites. The rmsve of S 2 is reduced at the eastern Weddell Sea sites, except for the easternmost site, A020, and there is no pattern to changes in the error on the Filchner-Ronne Ice Shelf. On the Larsen Ice Shelf the rmsve of S 2 is reduced by 3 cm to 6 cm, but it is only reduced at the northernmost station, LAR1, for M 2 . Note that the tidal estimates at LAR2 and LAR3 are based on much less data than at LAR1 owing to their proximity to land.
The rmsve of CryoSat-2 N 2 falls in between the values for GOT4.10c and CATS2008. An unusual feature of the N 2 tide is that CryoSat-2 agrees better with the CATS2008 model than it does with the GPS data (e.g., at LAR1, LAR3, FR10, and FR03; Table A3 ).
The rmsve of K 2 , 4 cm, is about twice the rmsve of the GOT4.10c and CATS2008 models. Given the sampling properties of CryoSat-2, it is surprising that the K 2 results are accurate even at this level.
The rmsve of the K 1 , O 1 , and P 1 tides fall between the values for GOT4.10c and CATS2008, where the latter has the lowest error. The rmsve of the Q 1 tides is very slightly worse than either of the models. It is noteworthy that the CryoSat-2 tides are the most accurate of the set at the LAR1 station, which has the best exposure to the ocean. The largest K 1 error, 7.7 cm, is at the FR10 station, closest to the Filchner-Ronne Ice Shelf edge, and if it were not for this error, the rmsve FIG. 12. The four largest tides mapped from CryoSat-2 data. The amplitude is shown with the color scale, and phase lines are shown in 308 increments. The latitude-dependent averaging scale DL is indicated with the scale bars near the eastern boundary of the plots. Note the continuity of the tidal fields across the ice shelf fronts (cf. Figs.1 and 11 ). Fig. 12 , but for the four smaller tides mapped from CryoSat-2 data. For the purposes of visualization, the 2DL estimate is shown for the K 2 and Q 1 fields.
FIG. 13. As in
would be almost the same as that of CATS2008. Errors at stations close to the ice shelf edge are also larger for O 1 , P 1 , and Q 1 .
Discussion
The accuracy of tides estimated empirically from CryoSat-2 are comparable to those computed from ERM altimetry using data assimilation. Only the accuracy of K 2 is seriously deficient, with rmsve substantially arger than that of the CATS2008 model. The spatial distribution of the difference fields between the CATS2008 and the CryoSat-2-derived tide, in Fig. 14 , displays features similar to the corrections to tidal maps inferred using GRACE (Han et al. 2007; Egbert et al. 2009 ) and ICESat data (Padman et al. 2008) . The largest differences in the semidiurnal tides occur on the ice shelves, whereas the largest differences in the diurnal tides occur in association with the continental shelf break. The influence of frictional processes on tidal dynamics is significant in precisely these regions, and the difference fields likely indicate errors in the CATS2008 frictional parameterizations (Padman et al. 2008) .
The interpretation of the CryoSat-2 versus CATS2008 difference as error in the CATS2008 model is consistent with the formal estimates of uncertainty provided by the least squares estimates, except near land. Uncertainties (bottom) The corresponding formal error estimate for the nominal (ordinary least squares) solutions, denoted s(M 2 ) and s(K 1 ). Formal errors are elevated near boundaries and along parts of the ice shelf front where smallscale variability is also large (cf. Fig. 10 ). Note the different color scales used in each panel.
for the M 2 and K 1 tides shown in Fig. 14 have been computed from the residual variance of the nominal estimator (Cherniawsky et al. 2001) . Uncertainty is dominated by the proximity to land and variability associated with the ice shelf edge. Unfortunately, the formal uncertainty estimate does not correspond in detail to the actual errors observed where in situ data are available (appendix); however, the relatively small number of sites makes a detailed comparison inconclusive in any case.
The spatial structure of errors in the tide estimates are likely to reflect a combination of factors. These include the geographic variability in the nontidal signals, such as the movement of small-scale icebergs (Fig. 10) . There is also likely to be geographic variability in measurement error, such as seasonal changes in radar cross section owing to firn density or surface roughness (Remy and Parouty 2009) . As evidence of this possibility, consider the cotidal charts of the annual and semiannual period ''tides'' in Fig. 15 , which were made using the same methodology as described above. It is hypothesized that the signals on the ice shelves, which far exceed their amplitude at the Faraday/Vernadsky tide gauge (not shown) and GPS stations (King et al. 2011) , are a measure of seasonal variability of snow and ice properties on the ice shelf. There is also error related to the waveform retracking and geolocation of the range measurement (Nilsson et al. 2016; Wingham et al. 2006) , and this is likely to be significant in the vicinity of complex surfaces such as the ice shelf edge or, in some cases, the grounding line. Finally, the last component of geographically correlated error is the systematic error related to the spatial signal model and its ability to represent small-scale features of the tidal fields, particularly near the coastlines and grounding lines.
The signal model used for the spatially coupled harmonic analysis is ad hoc, and it would be preferable to assimilate the CryoSat-2 data into a hydrodynamic model, building on the work of Egbert and Erofeeva (2002) and Padman and Erofeeva (2004) . The spatial structure would then be consistent with the hypothesized tidal hydrodynamics, within the limits imposed by imperfect knowledge of frictional effects and baroclinic dynamics. The use of CryoSat-2 data would increase by orders of magnitude the amount of data currently assimilated from tide gauges, GPS, and ICESat. It is also conceivable that assimilation might permit some of the smaller linear tides and nonlinear overtides to be identified in the Weddell Sea. Although it was not emphasized above, CryoSat-2 has favorable sampling characteristics for the MK 3 and M 4 overtides.
Conclusions
An empirical model for the eight largest diurnal and semidiurnal tides in the Weddell Sea and adjoining ice shelves has been developed using CryoSat-2 altimeter data. The sampling properties of the CryoSat-2 orbit were used to define the size of the latitude-dependent data window to reduce interference among the tidal frequencies, enabling the stable estimation of tidal amplitude and phase. The tides are estimated with a spatially coupled least squares harmonic analysis in which the in-phase and quadrature components of the tide are assumed to vary linearly across a locally defined tangent plane. The fields are mapped by performing this type of local regression centered at points on a 1/88 3 1/28 (latitude by longitude) grid at latitudes poleward of 668S, from 908W to 08.
The tide model inferred from CryoSat-2 has been validated using a collection of GPS and historical tide measurements and by comparing it with the GOT4.10c and CATS2008 models. The CryoSat-2 solution is more accurate than CATS2008 for the FIG. 15 . The annual (S a ) and semiannual (S sa ) tides mapped from CryoSat-2. Since the amplitude of both tides far exceeds the amplitude observed by in situ instruments, it is hypothesized that the apparent S a and S sa tides are caused by seasonal variations in the surface properties of the ice shelves. M 2 , S 2 , and N 2 tides, and its accuracy is only slightly worse (1 to 8 mm) for the K 1 , O 1 , P 1 , and Q 1 tides. The high-inclination orbit of CryoSat-2 poorly samples the K 2 tide, which has errors that are twice as large as those from CATS2008.
The results indicate that CryoSat-2 should be a useful data source for future data-assimilative tide models. Errors in the present tidal estimates arise from instrument and retracker errors, as well as from the simplified spatial signal model. Future efforts will investigate CryoSat-2 data that have been reprocessed using alternative methods to reduce retracker errors (Nilsson et al. 2016) ; however, assimilation of the present data into a hydrodynamic model ought to improve upon the simple spatial model employed in the present study and, perhaps, enable the identification of even smaller tides. King et al. (2011) ; they are tides inferred from the GPS elevation records. As mentioned in the text, the sites LAR2 and EE55, where the largest errors are found, are also the closest sites to the grounding line, and errors at these sites are not used when computing the rmsve summary reported in Table 5 . The sites A002, A007, A008, A009, A010, A020, A041, A042, and A066 are historical sites taken from the Antarctic Tide Gauge Database (King and Padman 2005; L. Padman et al. 2017, unpublished data) . The sites used are ones where the tide was computed from bottom pressure gauges, rather than tiltmeters.
The sites are listed in order clockwise around the Larsen and Filchner-Ronne Ice Shelves, starting from the west, and from west to east in the eastern Weddell Sea.
Values tabulated under the ''CAT'' column are from the CATS2008 model, and values under the ''C2a'' column are from the nominal estimate discussed in the text. 
