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This paper intends to make some critical remarks on the relationship between 
universal grammar (UG), which is an essential concept for language acquisition in 
linguistics, and artificial intelligence (AI), which, along with deep learning, is derived 
from neural network models in cognitive psychology. These two concepts are widely 
referred to, and sometimes regarded as interactive or connected even by experts in the 
respective fields. For example, one of the authorities of AI, Matsuo (2015), contends 
that AI should include UG. Although Chomsky, the founder of UG, evoked the 
cognitive revolution in linguistics and psychology in the 1960s, which is closely related 
to the progress of AI, the goals of the studies in UG and AI are completely different and 
in fact, contradictory. This difference is significant, and sometimes causes considerable 
controversy. This paper describes this difference in detail in order to clarify the issues 
to be discussed in further studies.   
 
［キーワード］ Chomsky，普遍文法，人工知能，ディープラーニング 
 
1. はじめに 
昨今の人工知能の発展は目覚ましい。チェス，
将棋，囲碁の対局でプロを打ち負かしたばかりか，
作曲，作画や小説執筆などクリエイティヴな分野
にまで人工知能は活躍の場を広げている。このま
までは人工知能が人間の知を乗り越えてしまうの
ではないか―この「シンギュラリティ（技術的特
異点）」をめぐる問題が現実味をもって語られ始め
ている１）。そのような中，日本における人工知能
ブームの火付け役ともなった人工知能研究の第一
人者である松尾豊氏の『人工知能は人間を超える
か』(2015)には，Noam Chomskyの普遍文法に関す
る以下のような記述がある。 
 
人は言葉を話す。特に，「文法」を使って文
の形でものごとを描写したり，書き綴ったりす
る。では，文法はどのように獲得できるのだろ
うか。有名な言語学者のノーム・チョムスキー
氏は，人間は生得的な文法（普遍文法）を備え
ていると言った。私の考えもこれに近い。（松
尾 2015: 193） 
それ（普遍文法）をコンピュータに埋め込ま
ないと，人間と同じような文法を獲得するのは
難しいかもしれない。（ibid., 195，但し括弧
内は筆者が添付） 
 
しかしながら，Chomsky の主張する普遍文法は
生得的にプログラミングされた制約を前提とする
直列処理的な発想であるため，人工知能を支える
ディープラーニングのような並列分散型の処理と
は相容れないようにも思える。確かに，その起源
を辿れば人工知能研究と Chomskyとは無縁ではな
い。むしろ，Chomsky によって当該領域に歴史的
な転回がもたらされたとも言える。しかし，それ
でもなおこの違和感は拭えない。本論では，その
理由を考究していく。 
2. 認知科学の成立 
1950年代後半は，言語学と心理学における一大
転換期であり，そのいずれにおいても Chomskyが
火付け役であった。言語学においては，それまで
Leonard Bloomfieldを旗振り役とする構造主義が
主流であった（Bloomfield 1933）。これは言語学
に初めて科学的な分析手法が導入されたものであ
り，もともとは文化人類学の分野で，文字を持た
ないアメリカ先住民の言語を研究する際に用いら
れた手法を応用したものである。それは採取した
言語データをできる限り細かく記述していくとい
う もので， 直接構成素 分析（ immediate 
constituent analysis, IC分析）と呼ばれる。こ
の手法から音声の最小単位である音素（phoneme）
や語の最小単位である形態素（morpheme）が研究
の対象とされるようになった。構造主義の言語学
者たちは，言語の詳細な記述を通して，これらの
最小単位には言語それぞれに固有の配列パターン
があることを見出し，それらを対立という概念で
捉え体系づけることによって言語の本質に迫ろう
とした。 
ところが Chomsky は，その著書 Syntactic 
Structures の中で構造主義の言語学に反論する
(Chomsky 1957)。以下の２文は，それを説明する
好例として頻繁に参照される Chomsky (1964) か
らの引用である（Chomsky 1964: 34）。 
 
1) John is easy to please. 
（ジョンは喜ばせるのが簡単だ） 
2) John is eager to please. 
（ジョンは喜ばせるのに熱心だ） 
《和訳は筆者が添付》 
 
これらの２文は，表面上は全く同じ構造をして
いる。しかし，主語の John が 1)の文では不定詞
to please の意味上の目的語になっているのに対
し，2)の文では不定詞 to pleaseの意味上の主語
になっている。なぜ，このような意味の違いが生
じてしまうのか。この疑問については，IC分析の
ような従来の構造主義的なアプローチでは説明が
できない。Chomsky によるこの指摘によって構造
主義言語学における致命的な欠陥が明らかになっ
た。 
一方，心理学においては B. F. Skinnerが牽引
したオペラント条件付けによる行動主義が当時の
主流であった。Ivan Pavlov による古典的条件付
けでは，刺激と反応の連合における刺激を人為的
にすり替えることによって行動（としての反応）
をコントロールしようとするが，この方法は人間
による行動のように，もはや刺激の特定が困難で
あるような場合には適用できない。Skinner は，
このような「刺激を特定できない行動（反応）」を
「オペラント（operant）」と名付け，オペラント
に対しては，その後に「賞」や「罰」を与えるこ
とによってコントロールが可能であると主張した。
これが「オペラント条件付け」である（林 1984）。 
Skinner は，この条件付けの過程を「強化
（ reinforcement ）」， 賞 や 罰 を 「 強 化 子
（reinforcer）」と呼び，その著書 Verbal Behavior
の中で人間の言語行動についても強化によってコ
ントロールが可能なオペラント（verbal operants, 
言語オペラント）であるという考えを示した
（Skinner 1957）。 
これに対し Chomsky は，この Verbal Behavior
についての書評の中で母語習得の観点から批判を
展開している（Chomsky 1959）。Skinnerの主張す
るような注意深く構成された言語強化のプログラ
ムは，よほどアカデミックな家庭でなければ実行
が不可能であろう。しかし，実際には上流階級の
子どもだろうが移民の子どもだろうが，おかれて
いる社会的環境に関係なく子どもは周りで話され
ていることばから，同じように完全に同じように
速く母語を習得していく。この母語習得の一様性
は，Skinner の主張する「強化」のような経験論
では説明できない。Chomsky は，このようなこと
ができるのは子どもの脳に生まれつき文法能力が
備わっているからだとして生得論を主張した。 
Chomsky によって提示された言語学や心理学に
おけるこれらの問題を克服するためには，いずれ
の領域においても，音素や形態素といった表層的
な要素ではなく，また経験という外的な要因でも
ない，より内的な深層へと研究の矛先を転回しな
ければならなかった。このことが認知科学を成立
させる一因となった。 
 
3. 計算主義と GB理論 
同時期に人工知能研究も，後に第一次人工知能
ブームと呼ばれる最初の黄金期を迎えている。認
知科学においても，この影響を受けて，いわゆる
「計算主義」が標榜される。人間をコンピュータ
山形大学大学院教育実践研究科年報第 10号(2019) 
のような一種の情報処理体とみなす考え方である。
そして，この傾向は先述の Chomskyの主張にも見
ることができる。 
母語習得に対する Chomsky の主張の背景には，
経験論批判の他に，それを発展させた「刺激の貧
困」という問題がある（Chomsky 1965）。母語習得
においては，隔離児や障碍児など特殊な場合を除
き，全ての子どもが生まれてから数年の間に母語
の複雑な文法規則の体系をマスターする。しかし，
そのような短期間に子どもが実際に耳にする言語
の例は，質的にも量的にもとても十分とは言えな
い貧弱なものであるはずである。しかも，子ども
は，これまで聞いたことのない文を発話すること
もできることから，単に耳にした形式を記憶して
いるのではなく，規則を習得していることは明ら
かである。この不思議な事象を説明するために
Chomsky は，子どもの頭の中に予め生得的に文法
体系のもととなるような規則「普遍文法」が備わ
っているからだと主張する。そして，この普遍文
法を説明するのに Chomskyは，人間の脳をコンピ
ュータに見立てたメタファーを用いている。
Chomskyの主張するこのモデルは GB理論（統率・
束縛理論，Government-Binding Theory）と呼ばれ
る（Chomsky 1981, 1988）。 
まず，人間の脳内には「言語習得装置」なるも
のが存在し，「普遍文法」はその中核を担う。その
基本的なスペックは，人間という種を共有する限
りにおいて遺伝的に統一されており，普遍文法は
全ての言語に通用する普遍的な「原理」と，その
原理の枠内で個々の言語の特性を同一水準のオ
ン・オフで決定していく項目別のスイッチのよう
な「パラメータ」によって構成されている。各パ
ラメータのデフォルトの値は遺伝的に決まってい
るが，その後，実際に耳にする言語データをもと
にそれぞれでセッティングが行われ，個々の言語
における文法が完成する。 
例えば，そのようなパラメータの１つに有名な
pro-dropがある。このパラメータは，文中の主語
を省略することが文法的に容認可能であることを
決定するものであり，これをオンに設定すると日
本語のように主語が省略できる言語になり，オフ
にすると英語のように主語が省略できない言語に
なる 2）。 
また Chomskyは，このモデルの正当性を主張す
る論拠として，先述の「刺激の貧困」の他に，子
どもが母語を「肯定証拠（positive evidence）」
のみで習得することも挙げている 3）。この場合，
肯定証拠とは文法規則に適った言語の正しい用例
のことを指している。人が規則を知るということ
は「何をしてよいのか」だけでなく「何をしては
いけないのか」についても知ることを意味する。
通常，何をしてよいのかについては肯定証拠のみ
で学習が可能であるが，何をしてはいけないのか
について知るには肯定証拠だけでは不十分であり，
「否定証拠（negative evidence）」が必要となる。
ここで言う否定証拠には「直接的な否定証拠」と
「間接的な否定証拠」がある。直接的な否定証拠
は，子どもが文法的に誤った発話をした際，その
発話が誤りであることを大人から指摘・訂正され
ることを指し，間接的な否定証拠は，文法的に誤
ったそのような用例を耳にしないという事実を指
す。 
本来であれば，規則を学ぶには直接的な否定証
拠の方が有効であると言える。なぜなら，間接的
な否定証拠については，そのような用例をたまた
ま耳にしていないだけかもしれないという可能性
を排除できないからである。しかし，もし直接的
な否定証拠が母語習得に関与しているとしたら，
それを経験した子どもと経験しなかった子どもと
の間に差異が生じてしまう。それでは母語習得の
一様性を説明できなくなってしまう。それ故，習
得に関与しているのは間接的な否定証拠のみとい
うことになる。このように間接的な否定証拠のみ
で母語習得が成り立つのは，普遍文法が生得的に
頭の中に備わっていて，それが制約としての機能
を果たしているからだと Chomskyは主張している。 
 
4. ニューラルネットワーク: 研究の推移 
Chomsky が人間の脳をコンピュータに見立てた
のに対し，ニューラルネットワーク（後に人工知
能研究の主領域となる）はコンピュータで人間の
脳の働きを再現しようとしている。つまり，コン
ピュータ上に人間の脳内で構成されている神経細
胞（ニューロン）のネットワークを模したモデル
を築き，それに学習をさせるのである。神経細胞
は，シナプスによって他の神経細胞とつながって
いる。シナプスでは伝達効率に応じて電気的な刺
激が伝わり，いくつもの他の細胞から伝わってき
た刺激が当該の細胞の中で，あるボルテージ（閾
値）にまで達すると当該の細胞自体が発火し，そ
の興奮が軸索を通って，また別の細胞へと伝えら
れる。しかも，このシナプスでの伝達効率は絶え
ず変化する。これをシナプスの可塑性と言う。ニ
ューラルネットワークにおけるシミュレーション
では，このような伝達効率を結合強度とみなし，
ニューラルネットワークにおける学習とは，この
結合強度の調整を意味する。以下，その歴史的な
研究の推移について概観する 4）。 
本格的なニューラルネットワーク研究は，1958
年にFrank Rosenblattが発表したパーセプトロン
に始まる。パーセプトロンは，入力層と出力層の
みのシンプルなニューラルネットワークである。
この入力層と出力層の間の結合強度の調整は計算
によって為されている。具体的には，出力層の各
神経細胞のユニットで生じた実際の出力値と正解
である教師信号とのズレの程度をエラー（誤差）
として算出し，そのズレの程度に応じて神経細胞
間の結合強度の調整を行っていく。パーセプトロ
ンは，そのようなシンプルなネットワークであっ
たが，学習や予測ができることから注目を集め，
これにより人工知能研究は第一次ブームを迎える。
しかし，1969年 Marvin Minskyと Seymour Papert
によってパーセプトロンが排他的論理和（XOR）の
ような線形分離不可能なパターンを識別できない
ことが示されると，このことが議論となり第一次
人工知能ブームは終わりを告げた。 
しかし，その後の研究によりパーセプトロンに
中間層を入れて多層化すれば，XOR のような非線
形課題も解決できることがわかった。さらに，1986
年 David Rumelhartと James McClellandたちによ
って「誤差逆伝播法（backpropagation）」という，
この中間層を持つ多層構造のパーセプトロンの結
合強度を調整するための学習アルゴリズムが考案
されると，人工知能研究は第二次ブームを迎えた。 
神経細胞間の結合強度を調整すると，それに応
じてエラーの程度も変化していく。その軌跡をグ
ラフにしたのがエラー曲線である。その調整の様
子を，複雑なエラー曲線の上をビー玉が転がって
いくイメージで捉えると，一番低い位置にある窪
みにはまったところが，もっともエラーの少ない
ゴールとみなすことができる。そして，この窪み
の位置は，その地点での曲線の傾斜（傾き）が０
となることから曲線の導関数によって算出するこ
とができる。この「勾配降下（gradient descent）」
を利用した学習アルゴリズムが誤差逆伝播法であ
る 5）。 
後は，この中間層の階層を増やしていけば，人
間の脳細胞のネットワークに近づくことができる
のではないか，そう考えられたが，実際には中間
層の階層を増やしても満足な結果を得ることはで
きなかった。実は，多層構造のパーセプトロンは
中間層の階層を増やしていくと，末端に行くほど
誤差逆伝播法による調整が届かなくなってしまう
のである。この「勾配消失（vanishing gradient）」
の問題が判明したことにより，人工知能研究は再
び冬の時代を迎える 6）。 
この問題を解決したのが，2006 年に Geoffrey 
Hinton たちが提案した「オートエンコーダ
（autoencoder）」である。それまでのニューラル
ネットワークでは結合強度の初期値をランダムに
割り当てていたが，Hintonたちは，誤差逆伝播法
での勾配消失を防ぐために，オートエンコーダで
事前に訓練したものを初期値として用いるという
事前学習を採用した。 
オートエンコーダとは，入力データを再現する
データを出力するよう中間層をトレーニングする
ニューラルネットワークのことである。このネッ
トワークは，入力層とそれより少ないユニット数
の中間層，そして入力層と同じユニット数から成
る出力層で構成される。中間層のユニット数を入
力層より少なくすることにより，入力データの「特
徴」を抽出することができる。この特徴は，ネッ
トワークの結合強度を調整することによって得ら
れる。この過程を「自己符号化」という。目標と
する多層パーセプトロンの中間層に対し，1 層ず
つ自己符号化を進め，得られた結合強度を使って
層同士をつなぎ合わせていく。このようにオート
エンコーダを用いて多層パーセプトロンに事前学
習をさせると，結合強度の初期値に完全なランダ
ム値を割り当てたときと比べ，勾配消失の起こる
可能性が小さくなることが判明した。これによっ
てネットワークの深層化が可能となったため，ニ
ューラルネットワークはディープラーニングへと
さらなる進化を遂げ，現在の人工知能ブームへと
つながることとなった（岡谷 2015）。 
 
5. GB理論 vs. ニューラルネットワーク 
人間の脳をコンピュータに見立てた Chomskyと
コンピュータで人間の脳の働きを再現しようとし
たニューラルネットワークは，確かに計算主義と
山形大学大学院教育実践研究科年報第 10号(2019) 
いう出発点は共有していたが，その後，向かって
いくベクトルの方向は正反対であった。このよう
な方向性の違いのため，この二つのアプローチは
時にぶつかり合い，論争を巻き起こすことになる。 
先述の母語習得における「刺激の貧困」の問題
について，Chomsky は，間接的な否定証拠のみで
（つまり肯定証拠のみで）母語習得が成り立つの
は，普遍文法が生得的に頭の中に備わっているか
らであり，それが制約としての機能を果たしてい
るからだと主張している。これに対し Rumelhart
と McClellandは，ニューラルネットワークからの
反証を試みている。つまり，普遍文法による制約
がなくても肯定証拠と間接的な否定証拠のみで規
則の習得が可能であることを，コンピュータによ
るシミュレーションにより実証したのである
（Rumelhart & McClelland 1986）。 
彼らが取り上げたのは，規則動詞と不規則動詞
の過去形を形成する英語の文法規則の習得だった。
設定されたのは，原形の動詞を入力すると，それ
に対応する過去形が出力されるパーセプトロン型
のネットワークである。トレーニングでは，正し
い過去形のパターンを教師信号として，ユニット
間の結合強度を調整しながら試行を繰り返してい
く。その際，Rumelhart たちは子どもの習得段階
に倣って，まず高頻度語 10語（このうち 8語が不
規則動詞，規則動詞は 2語）についてのみ学習さ
せた。すると，これら 10語それぞれに対し 10回
ずつの試行と結合強度の調整を繰り返した段階で，
ネットワークは対応する過去形をかなり良好にマ
スターした。そこで，第２段階として中頻度語 410
語（このうち不規則動詞は76語のみ，残りは全て
規則動詞）も学習に加えた。合計 420語の単語そ
れぞれについて 190回の試行と結合強度の調整を
繰り返したところ，ネットワークは，これら 420
語の過去形をほとんど誤りの無いレベルまでマス
ターした。しかも，このネットワークは，学習時
には導入されていない低頻度語 86 語（規則動詞
72語・不規則動詞 14語）についても 91％（規則
動詞 92％，不規則動詞 84％）という高い確率で正
しい過去形を出力できた。 
このように Rumelhartたちは，普遍文法による
制約がなくても肯定証拠と間接的な否定証拠のみ
（教師信号が該当）で文法規則の習得が可能であ
ることを示した。このことは Chomskyの主張に対
するニューラルネットワークからの反証であると
言える。これに対し，Pinker & Prince (1988) は
実際の子どもの母語話者による言語使用の割合つ
いて調べ，必ずしも Rumelhartたちのモデルのよ
うにはなっていないと反論している。 
Pinkerたちは，幼児の英語母語話者（３人）の
主に母親との会話を４年間にわたって録音，収集
した有名な Brown (1973) のデータから規則動詞
と不規則動詞の過去形の言語使用の割合を分析し
た。すると，いずれの子においても規則動詞と不
規則動詞の過去形の割合は，初期段階で不規則動
詞に偏ることも，また，その後に規則動詞に偏る
こともなく，どの段階においても規則動詞と不規
則動詞とが大体半々の割合だった。 
この Pinker たちによる指摘は重要だが，それ
以前に実際の子どもたちを取り巻く言語環境自体
が，必ずしも子どもたちの習得段階を考慮したも
のとはなっていないという問題がある。つまり，
子どもたちは常に周りで話されている言葉を耳に
しているため，自身の習得段階に関係なく，あら
ゆる語彙の入力にさらされているはずであり，そ
の事実自体が先述の Rumelhartたちのシミュレー
ションとは矛盾している。 
ニューラルネットワークの観点から，この疑問
に答えるものとして Jeffrey Elmanによる一連の
研究がある 7）。Elman がシミュレーションに用い
たのはパーセプトロン型のネットワークではなく，
単純再帰ネットワーク（エルマンネット）と呼ば
れるものだった。単純再帰ネットワークでは，入
力層と出力層の間の中間層の状態を一時的に記憶
する「文脈層（context units）」を配して，語順
のような時系列データの処理を可能にしている。
Elman (1991) は，この単純再帰ネットワークを用
いて英語の関係詞節を含んだ複文構造をコンピュ
ータに学習させた。 
しかし，Elman (1991) でも Rumelhart たちの
シミュレーションと同じように段階に沿った学習
を導入している。まず第１段階では関係詞節を含
まない単文のみ 10,000文が提示され，第２段階で
は提示された 10,000 文のうちの 25％が関係詞節
を含む複文で残り 75％が単文，第３段階では
10,000 文のうちの半分が関係詞節を含む複文で
残り半分が単文，第４段階では 10,000文のうちの
75％が関係詞節を含む複文で単文は 25％であっ
た。トレーニングでは，各段階で 10,000文それぞ
れに対し 5回ずつの試行とそれに伴う結合強度の
調整が繰り返されたので，各段階で 50,000試行，
段階全体では 200,000試行となった。トレーニン
グ終了後，結合強度を固定して，出力ユニットそ
れぞれの活性化の程度から正しい単語の生起する
確率について調べたところ，ネットワークが関係
詞節を正しく認識できていることが示された。 
このシミュレーションでも段階に沿った学習
が導入されているが，先述したように実際の子ど
もたちを取り巻く言語環境は必ずしも段階を考慮
したものにはなっていない。そこで Elman (1993) 
では，学習者自身が段階的に発達していく過程に
注目し，子どもの作動記憶におけるメモリースパ
ンが発達に応じて増えていくことをネットワーク
上で再現しようとした。 
その際，Elman が利用したのが単純再帰ネット
ワークにおける文脈層の調整である。文脈層にお
ける全てのユニットの活性値を，あるタイミング
で強制的に中立的な 0.5の値に調整すると，それ
までの記憶が減衰してしまう状態を再現できる。
第１段階では，そのタイミングを３または４語ご
とにしてメモリースパンが３ないし４語分しかな
い状態を再現した。第２段階では，この調整のタ
イミングを４ないし５語ごとにずらし，第３段階
では５ないし６語ごとに，第４段階では６ないし
７語ごとにずらした。そして第５段階では，その
ような強制的な調整は一切行わなかった。このよ
うにしてメモリースパンが徐々に増えていく状態
を再現しながらネットワークのトレーニングを行
ったところ，ネットワークは最初から関係詞節を
含む複雑な文例が入力されていたにもかかわらず
学習を達成することができた 8）。 
以上のことから，シミュレーションでは文脈層
の機能制限によって再現したように，母語習得に
おいては作動記憶におけるメモリースパンが発達
に応じて増えていく認知的な発達段階それ自体が
制約の役割を果たしている可能性が示唆された。
つまり，生得的な普遍文法ではなく認知的な発達
それ自体が制約の機能を果たしている可能性が示
されたのである（Elman 2001）。しかしながら，ニ
ューラルネットワークについては学習を成立させ
るためのアルゴリズムについて生物学的な妥当性
の問題もあるため，上記のようなシミュレーショ
ンの結果が，そのまま人間による「学び」を再現
しているとは言い切れず，論争の決着にまでは至
っていない。 
6. 結語 
Chomsky が人間の脳をコンピュータに見立てた
のに対し，ニューラルネットワークではコンピュ
ータで人間の脳の働きを再現しようとしている。
そのためニューラルネットワークにおいては，コ
ンピュータが本来の目的である「再現」を乗り越
えて人間の脳の働きを超えてしまうこと（シンギ
ュラリティ）は大問題だが，真逆の方向からアプ
ローチしている Chomskyにとっては， 
 
it would be of no interest to show that ... 
a computer program that could ‘beat’ a 
grandmaster in chess is about as interesting 
as a bulldozer that can ‘win’ the Olympic 
weight-lifting competition. (Chomsky 1996: 
40) 
（コンピュータがチェスで人間のチャンピオ
ンを破ったことなど，ブルドーザーがオリンピ
ックの重量挙げで優勝するのと同じで全く興
味がない）       《和訳は筆者が添付》 
 
ということになる。 
結語として，筆者自身としてはニューラルネッ
トワークによる脳の働きの再現に今後の研究の可
能性を見出している。しかし，それは冒頭の松尾
氏が言うように普遍文法を人工知能に埋め込むこ
とができると期待しているからではない。むしろ，
シミュレーションによる知見を積み重ねていくこ
とにより，普遍文法という概念に頼らなくても，
それと同様の機能を果たすことができるシステム
の解明につながるのではないかと期待しているか
らである。 
 
注 
1) Kurzweil (2005) は，コンピュータの演算能力
の観点から，2030年代の始めには人工知能が人間
の知能と同等のレベルに達し，2045年にはシンギ
ュラリティに至るだろうと予測している。そのた
めシンギュラリティは「2045年問題」とも呼ばれ
ている。 
2) しかしながら，このようなパラメータを想定す
ることは，結果として多くの「マイクロ・パラメ
ータ」を生み出すこととなった。つまり，このモ
デルを実際に存在する言語に適用しようとした場
合，すんなりと二項対立的な図式に収まるものば
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かりではないので，逆にそれらに対応する新たな
パラメータを設定する必要に迫られてしまう。そ
のためパラメータの細分化が進み，結果的に多く
のマイクロ・パラメータが提案されることとなっ
た。このような事態を懸念した Chomskyは，1980
年代の終わり頃から「経済性の原理」という考え
のもと，このような余剰性の排除を主張し始める
ようになり，1990年頃からは「ミニマリスト・プ
ログラム」という新しい枠組みを掲げて，この考
えをさらに推し進め，余剰性を排したよりシンプ
ルなモデルの提案を試みている（吉田 1997）。 
3) 本節における子どもが利用可能な証拠に関す
る記述については Cook (1988: 59-62) を参照し
た。また，後述の「間接的な否定証拠」について
は，それを支えているが文法規則に適った言語の
正しい用例であることから，ここでは肯定証拠と
同義で扱っている。 
4) 本節でのニューラルネットワークにおける歴
史的な研究の推移については，大野（2015）と深
澤（2015）を参照した。 
5) ここでの「誤差逆伝播法」の学習アルゴリズム
に関する記述は，McLeod, Plunkett & Rolls (1998) 
を参照した。 
6) この「勾配消失」の問題に逸早く着目したのは
Sepp Hochreiterである。彼は 1991年に提出した
学位論文（ドイツ語）の中で，すでに「誤差逆伝
播法」におけるこの欠点について指摘している。 
7) ここでの Elmanによる一連の研究については，
守（2001）を参照した。 
8) この際，初期において十分なトレーニングがな
されないと，その後の学習に支障が出ることもわ
かった。つまり，第１段階では 10,000文それぞれ
に対して 12 回ずつの試行を繰り返す必要があっ
た。しかし，その後の段階については Elman (1991) 
と同じ 5回の試行で学習が進行した。 
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