Many similarity coefficients for binary data are defined as fractions. For certain resemblance measures the denominator may become zero. If the denominator is zero the value of the coefficient is indeterminate. It is shown that the seriousness of the indeterminacy problem differs with the resemblance measures. Following Batagelj and Bren (1995) we remove the indeterminacies by defining appropriate values in critical cases.
Introduction
Association coefficients are measures that reflect in some way the similarity or agreement of two sequences. Resemblance measures for two binary sequences i and j can be found in Gower and Legendre (1986, Section 4 .1), Baulieu (1989) , and Batagelj and Bren (1995, Section 4 ) (see also the appendix). These so-called presence/absence coefficients are usually defined using the four dependent quantities a = the number of attributes present in both i and j b = the number of attributes present in i but absent j c = the number of attributes absent in i but present in j d = the number of attributes absent in both i and j.
Let m = a + b + c + d denote the total number of attributes. A presence/absence coefficient S (a, b, c, d) or S is defined to be a map S : (Z + ) 4 → R from the set, U , of all ordered quadruples of nonnegative integers into the reals (Baulieu 1989) . Following Sokal and Sneath (1963) , the convention is adopted of calling a coefficient S Name by its originator or the first we know to propose it. An example is S Jac = a a + b + c (Jaccard 1912) .
Presence/absence can be either a nominal or an ordinal variable. In the latter case presence is 'more' in a sense than absence. Sokal and Sneath (1963) (among others) make a distinction between coefficients that do or do not include the quantity d. If a binary sequence is a coding of the presence or absence of a list of attributes or features, then d (usually) reflects the number of negative matches. In the field of numerical taxonomy quantity d is generally felt not to contribute to similarity. Measures that do not include the quantity d are coefficient S Jac and (Kulczyński 1927) .
If the data are nominal, coefficients for which the quantities a and d are equally weighted are appropriate. Examples are Sokal and Michener 1958) and (Yule 1912) .
Some coefficients do include both a and d but do not equally weight the two quantities. Examples are Russel and Rao 1940) and Baroni-Urbani and Buser 1976) .
Measure S RR is called a hybrid coefficient in Sokal and Sneath (1963) . Measure S RR and S BUB may be used with ordinal data. For thirty coefficients, that are considered in this paper, the formulas are presented in the appendix. Since many coefficients are defined as fractions, the denominator may become zero for certain quadruples. For example, it is well-known that if d = m then the value of the Jaccard coefficient S Jac is indeterminate. As noted by Batagelj and Bren (1995, Section 4.2) , this case of indeterminacy for some values of presence/absence coefficients has been given surprisingly little attention. The critical case of coefficient S Jac implies a situation in which objects i and j possess none of the attributes. One may argue that it is highly unlikely that this occurs in practice. For example, in ecology it is unlikely to have an ordinal data table that has sites without species. Furthermore, the problem can be resolved by excluding zero vectors from the data. Although these may be valid arguments for S Jac , it turns out that the number of cases in which the value of a coefficient is indeterminate, differs with the coefficients. For each coefficient we may study for how many quadruples, given fixed m, the value of the coefficient is indeterminate. For thirty similarity coefficients for both nominal and ordinal data, Table 1 presents the number of quadruples in U for which the denominator of the corresponding coefficient equals zero. For example, if m = 5, U has 56 elements and for 20 of these quadruples the value of the phi coefficient S Yule2 is indeterminate. The formulas of the coefficients in Table 1 can be found in the appendix. Note that in Table 1 the coefficients are placed in groups with the same number of critical cases. For coefficients with the most critical cases (4m), the number of quadruples for which the value of the coefficient is indeterminate increases in a linear fashion as m becomes larger. Increases of the number of quadruples with the indeterminacy problem are not proportional to increases of m. Hence, the ratio number of critical cases in U total number of quadruples in U decreases as m becomes larger.
Furthermore, for most coefficients indeterminacy only occurs in the case that at least two elements of quadruple (a, b, c, d ) are zero.
Defining Appropriate Values
Instead of excluding vectors that result in zero denominators values, Batagelj and Bren (1995) proposed to eliminate the indeterminacies Batagelj and Bren (1995) . The definitions presented here simplify the reading.
Coefficients for Ordinal Data
Let
Coefficients S Sorg , S BB , S Dice , S Och , S Kul1 , and S Sim are, respectively, the product, minimum function, harmonic mean, geometric mean, arithmetic mean, and maximum function of K b and K c . Consider the arithmetic mean of K b and K c
Suppose a + c = 0. Note that the value of S Kul1 is indeterminate. If we set K c = 0, then S Kul1 becomes
Alternatively, we may remove the part from the definition of S Kul1 that causes the indeterminacy. Coefficient S Kul1 becomes
Thus, either setting K c = 0 or removing the indeterminate part from the definition of the coefficient, leads to the same conclusion: S Kul1 = 0. We therefore define
Analogous definitions may be formulated for coefficients S Och , S Sim , and S Sorg . Coefficient
Suppose a + c = 0. The value of coefficient S McC is indeterminate. Also the numerator (a 2 − bc) = 0. We define To eliminate indeterminacies, coefficient S Kul2 may be defined as
An analogous definition may be formulated for coefficient S SS5 .
Coefficients for Nominal Data
Consider coefficient
The Analogous definitions may be formulated for coefficients S Cohen , S GK and S Scott . We also define
Consider the phi coefficient
.
For these critical cases the covariance (ad − bc) = 0. We define
otherwise.
Analogous definitions may be formulated for coefficients S SS4 , S Yule1 , S Yule3 , S Fleiss , and S Loe .
Consider the arithmetic mean of
Suppose c + d = 0. Note that the value of K * c is indeterminate. To eliminate the critical case, we may set K * c = 0, and S SS2 becomes
Note that coefficient S SS2 in (1) has a range 1 4 , 1 2 . We may define
As an alternative to the above robust definition of S SS2 , we propose to eliminate the critical case by removing the part from the definition of S SS2 that causes the indeterminacy. Suppose c + d = 0. The arithmetic mean of K b , K c and K * b is given by
Note that coefficient S * SS2 in (2) has a range 1 3 , 2 3 . We define
if a + c = 0
Discussion
Because many association coefficients for binary data are defined as fractions, the denominator may become zero for certain resemblance measures. Some similarity coefficients have more indeterminate cases than others. Following Batagelj and Bren (1995) , the indeterminacies may be eliminated by appropriately defining values in critical cases. For instance, Batagelj and Bren (1995, p. 81 ) defined the Jaccard coefficient as
Definition (3) ensures that S Jac = 1 if sequence i is compared with itself, that is, the coefficient matrix of all pairwise S Jac has unit elements on the diagonal. Note that if sequences i and j have nothing in common, that
, then S Jac = 1 using (3). Because S Jac may be used for ordinal data, it is a moot point what the value of S Jac should be when i and j are zero vectors.
The alternative definition of the Jaccard coefficient proposed here is given by
Similar definitions are proposed for other coefficients for ordinal data. To ensure that the coefficient matrix has unit elements on the main diagonal we may include in (4) the statement, S * Jac = 1 if sequence i is compared with itself.
Appendix
Measures for ordinal data: Jaccard (1912) : Kulczyński (1927) :
Braun-Blanquet (1932): Russel and Rao (1940) : Simpson (1943) : Dice (1945) , Sørenson (1948) : Ochiai (1957) : Sorgenfrei (1958) : Sokal and Sneath (1963) : Baroni-Urbani and Buser (1976) :
McConnaughey (1964):
S McC = a 2 − bc (a + b)(a + c)S BUB = a + √ ad a + b + c + √ ad .
Measures for nominal data:
Yule ( 
