Abstract. In this paper we investigate automated methods for externalizing internal memory data structures. We consider a class of balanced trees that we call weight-balanced partitioning trees (or wp-trees) for indexing a set of points in R d . Well-known examples of wp-trees include kdtrees, BBD-trees, pseudo-quad-trees, and BAR-trees. Given an e cient external wp-tree construction algorithm, we present a general framework for automatically obtaining a dynamic external data structure. Using this framework together with a new general construction (bulk loading) technique of independent interest, we obtain data structures with guaranteed good update performance in terms of I/O transfers. Our approach gives considerably improved construction and update I/O bounds for e.g. external kd-trees and BBD-trees.
Introduction
Both in the database and algorithm communities, much attention has recently been given to the development of I/O-e cient external data structures for indexing point data. A large number of external structures have been developed, re ecting the many di erent requirements put on such structures; small size, efcient query and update bounds, capability of answering a wide range of queries (mainly range and proximity queries), and simplicity. See recent surveys 2, 14, 27] . The proposed data structures can roughly be divided into two classes, namely simple and practical (often heuristics based) structures, for which worst-case query performance guarantees can only be given in the static case (if at all), and theoretically optimal but usually complicated dynamic structures. The rst class of structures are often external versions of well-known simple internal memory structures.
In this paper, we develop a general mechanism for obtaining e cient external data structures from a general class of simple internal memory structures, such that the external structures are e cient in the dynamic case. Part of our result is a new general index construction (bulk loading) technique which is of independent interest.
Computational Model and Previous Results
In this paper we analyze data structures in the standard two-level external memory model de ned by the following parameters 1, 18] : N, the number of input elements, M, the number of elements that t in main memory, and B, the number of elements that t in one disk block, where N M and 1 B M=2.
One I/O operation (or simply I/O) in this model consists of reading one block of contiguous elements from disk into main memory or writing one block from main memory to disk. The measure of performance of an algorithm or data structure is the number of I/O operations it performs and the maximum disk space (blocks) it uses. For notational simplicity, we use n = N=B and m = M=B to denote the input size and memory size in units of data blocks.
Aggarwal and Vitter 1] developed algorithms for sorting a set of N elements in external memory in optimal (n log m n) I/Os. Subsequently, I/O-e cient algorithms have been developed for large number of problems. Recently, many provably e cient (and often optimal) external data structures have also been developed. Ideally, an external data structure should use linear space, O(n) blocks, and answer a query in O(log B N+K=B) I/Os, where K is the number of elements reported by the query. These bounds are obtained by the B-tree data structure for one-dimensional range searching 8, 11] . For two-dimensional range searching, O( p n + K=B) is the best obtainable query bound with linear space 26].
Structures that use more than linear space are often infeasible in practical applications. Below we discuss the known external memory data structures most relevant to this paper. See 27, 2] for complete surveys of known results.
One main challenge in the design of external data structures is obtaining good query performance in a dynamic environment. Early structures, such as the grid le 20], the various quad-trees 21, 23] , and the kdB-tree 22] , were poorly equipped to handle updates. Later structures tried to employ various (heuristic) techniques to preserve the query performance and space usage under updates. They include the LSD-tree 16], the buddy tree 24], the hB-tree 19], and R-tree variants (see 14] and the references therein). These data structures are often the methods of choice in practical applications because they use linear space and reportedly perform well in practice. However, in a dynamic environment, the query time is high in the worst-case. The hB-tree (or holey brick tree), for example, is based on the statically query-e cient kdB-tree, which combines the spatial query capabilities of the kd-tree 9] with the I/O-e ciency of the B-tree. While nodes in a kdB-tree represent rectangular regions of the space, nodes in an hB-tree represent so-called \holey bricks," or rectangles from which smaller rectangles have been cut out. This allows for the underlying B-tree to be maintained during updates (insertions). Unfortunately, a similar claim cannot be made about the underlying kd-tree, and thus good query-e ciency cannot be maintained.
Recently, a number of theoretical worst-case e cient dynamic external data structures have been developed. The cross-tree 15] and the O-tree 17], for example, both use linear-space, answer range queries in the optimal number of I/Os, and they can be updated I/O-e ciently. However, their practical e ciency has not been investigated, probably because a theoretical analysis shows that their average query performance is close to the worst-case performance. By contrast, the average-case performance of the kd-tree (and the structures based on it) is much better than the worst-case performance 25]. Other linear-space and query and update optimal external data structures have been designed for special types of range queries, like 2-or 3-sided two-dimensional range queries and halfspace range queries (see e.g. 2, 4]). The practical e ciency of these structures still has to be established.
In the database literature, the term bulk loading is often used to refer to the process of constructing an external data structure. Since bulk loading an index using repeated insertion is often highly non-e cient 3], the development of specialized bulk loading algorithms has received a lot of attention recently. Most work on bulk loading has concentrated on the R-tree (see 3, 12] and the references therein).
Our Results.
In Section 2 of this paper, we de ne a class of linear-space trees for indexing a set of points in R d . These so-called wp-trees generalize known internal memory data structures like kd-trees 9], pseudo-quad-trees 21], BBD-trees 7], and BAR trees 13]. We also show how a wp-tree can be e ciently mapped to external memory, that is, how it can be stored in external memory using O(n) blocks such that a root-to-leaf path can be traversed I/O-e ciently. In Section 3, we then design a general technique for bulk loading wp-trees. Using this technique we obtain the rst I/O-optimal bulk loading algorithms for kd-trees, pseudo-quad-trees, BBD-trees and BAR-trees. Our algorithms use O(n log m n) I/Os while previously known algorithms use at least (n log 2 n) I/Os. Finally, in Section 4, we describe several techniques for making a wp-tree dynamic. Our techniques are based on dynamization methods developed for internal memory (partial rebuilding and the logarithmic method) but adapted for external memory. Together with our external bulk loading technique, they allow us to obtain provably I/O-e cient dynamic versions of structures like the kd-trees, pseudo-quad-trees, BBD-trees, and BAR-trees. Previously, no such structures were known.
The wp-tree Framework
In this section, we introduce wp-trees and show how they can mapped to external memory. To simplify the presentation, we discuss our results in R We want to store a wp-tree on disk using O(n) disk blocks so that a root-toleaf path can be traversed I/O-e ciently. Starting with the root v we ll disk blocks with the subtree obtained by performing a breadth-rst search traversal from v until we have traversed at most B nodes. We recursively block the tree starting in the leaves of this subtree. The blocked wp-tree obtained in this way can be viewed as a fanout (B) tree with each disk block corresponding to a node. We call these nodes block nodes in order to distinguish them from wptree nodes. The leaf block nodes of the blocked wp-tree are potentially underfull (contain less than (B) wp-tree nodes), and thus O(N) blocks are needed to block the tree in the worst case. To alleviate this problem, we let certain block nodes share the same disk block. More precisely, if v is a non-leaf block node, we reorganize all v's children that are leaf block nodes, such that at most one disk block is non-full. This way we only use O(n) disk blocks. Since each non-leaf block node contains a subtree of height O(log 2 B) we obtain the following. Lemma 2. A blocked wp-tree T is a multi-way tree of height O(log B N). It can be stored using O(n) blocks.
The Restricted wp-tree
The wp-tree de nition emphasizes the structure of the tree more than the geometry of the partitioning. The dynamization methods we will discuss in Section 4 can be applied to any wp-tree. However, without specifying the properties of the partitioning, we cannot quantify the update and query I/O-bounds obtained using these methods. Therefore we now restrict the de nition of a wp-tree by adding geometric constraints on the extent of a node and the partitioning methods used. On the one hand the resulting class of restricted wp-trees is general enough to encompass many interesting data structures, and on the other hand it is restrictive enough to allow us to prove general bulk loading, update, and query bounds.
De nition 2 A restricted ( ; ; ) wp-tree is a ( ; ; ) wp-tree in which each node v satis es the following constraints:
1 
Examples of Restricted wp-trees
Like wp-trees, restricted wp-trees generalize internal memory data structures like kd-trees, BBD-trees, pseudo-quad-trees, and BAR-trees. Below we further discuss kd-trees and BBD-trees. In the full paper we show how pseudo-quad-trees and BAR-trees are also captured by the restricted wp-tree de nition.
The kd-tree. Introduced by Bentley 9] , the kd-tree is a classical structure for answering range (or window) queries. It is a binary tree that represents a recursive decomposition of the space by means of hyperplanes orthogonal to the coordinate axes. In R 2 the partition is by axes-orthogonal lines. Each partition line divides the point-set into two equal sized subsets. On even levels of the tree the line is orthogonal to the x-axis, while on odd levels it is orthogonal to the y-axis. These partitions are rank cuts (e; 1=2), where e is orthogonal to the x-or y-axis. Thus the kd-tree is a restricted (2; 1=2; 1) wp-tree.
The BBD-tree The balanced box decomposition tree, or BBD-tree, was introduced by Arya et al 7] for answering approximate nearest-neighbor queries. Like the kd-tree, the BBD-tree is a binary tree representing a recursive decomposition of the space. The region associated with a BBD-tree node is the set theoretic to reduce the number of points by a factor of 1.5. By alternating split nodes and shrink nodes, both the geometric size and the number of points associated with each node decrease by a constant factor as we descend a constant number of levels in the BBD-tree (see 7] for details). It is easy to see that the split node uses a geometric cut and the shrink node uses a rectangle cut. In the full paper we show that a BBD-tree is a restricted (2,2/3,3) wp-tree.
Bulk Loading Restricted wp-trees
In this section we describe an optimal algorithm for bulk loading (constructing) a blocked restricted wp-tree. It is natural to bulk load a wp-tree using a top-down approach. For example, to construct a kd-tree on N points in R 2 we rst nd the point with the median x-coordinate in O(n) I/Os 1]. We then distribute the points into two sets based on this point and proceed recursively in each set, alternating between using the median x-coordinate and y-coordinate to de ne the distribution. This way each level of the wp-tree is constructed in a linear number of I/Os, so in total we use O(n log 2 n) I/Os to bulk load the tree. This is a factor of log 2 m larger than the optimal O(n log m n) bound (the sorting bound). Intuitively, we need to construct (log 2 m) levels of the wp-tree in a linear number of I/Os|instead of just one|in order to obtain this bound. Doing so seems di cult because of the way the points are alternately split by x-and y-coordinates. Nevertheless, below we show how to bulk load a blocked restricted wp-tree, and thus a kd-tree, in O(n log m n) I/Os.
To simplify the presentation, we present our restricted wp-tree bulk loading algorithm only for the case where = 2 and where D contains the two directions orthogonal to the coordinate axes. The details of the general algorithm will be given in the full paper. Let S be a set of N points in R Figure 2(a) . These slabs form a t t grid. Note that the grid size t 2 is at most M, and thus the grid can t into internal memory. The number of points in each grid cell is then computed and stored in a matrix A in main memory. All three types of cuts can now be computed e ciently using A. A rank cut (e; ) for a node v, for example, is computed by rst nding the slab E k along e containing the cutting line. This can be done without performing I/Os. The exact cutting line can then be computed in O(N=(Bt)) I/Os by scanning the points in E k . After a subtree T of height (log 2 t) is built, S x and S y are distributed into t sets each, corresponding to the leaves of T and the rest of the tree is built by calling Bulk load recursively. The detailed Bulk load procedure is given below.
procedure Bulk load(Sx, Sy, v)
1. Divide Sx into t sets, corresponding to t vertical slabs X1; : : : ; Xt, each containing jSxj=t points. Store the t + 1 boundary x-coordinates in memory. 2. Divide Sy into t sets, corresponding to t horizontal slabs Y1; : : : ; Yt, each containing jSyj=t points. Store the t + 1 boundary y-coordinates in memory. 3. The vertical and horizontal slabs form a grid. Let Ci;j be the set of points in the grid cell formed at the intersection of the ith horizontal slab and the jth vertical slab. Create a t t matrix A in memory. Scan Sx and compute the grid cell counts: Ai;j = jCi;jj, 1 i; j t. 4. Let u=v. 5. (a) If u is partitioned using a geometric cut orthogonal to the x-axis, determine the slab X k containing the cut line`using the boundary x-coordinates. Next scan X k and, for each cell C j;k , 1 j t, compute the counts of \subcells" C . Let`be a line orthogonal to the longest side of bO that cuts bO into two fat rectangles and does not intersect bI. Using only the grid cell counts, decide whether any of the two new regions contains more than 2w(u)=3 points. If this is the case, then repeat the process in that region.
Otherwise, the region with the largest number of points becomes b sets (which means that one block for each of the sets can be maintained in memory during the distribution).
Step 5 (recursively) computes a subtree of height log 2 t, using a di erent algorithm for each of the three partition types. 
The Dynamization Framework
In this section we present a framework for making wp-trees dynamic. We present three methods: the rst one takes advantage of the weight balancing property of wp-trees and uses partial rebuilding to maintain the tree balanced 6, 21] , and the other two methods are based on the so-called logarithmic method 10, 21] . All three methods take advantage of the improved bulk loading bounds obtained in the previous section. While the methods are not new, we show how their application to blocked restricted wp-trees produces new dynamic data structures for indexing points in R 2 that are competitive with or better than existing data structures in terms of I/O performance. The choice of method for a given data structure depends on its update and query bounds as well as the application the external structure is to be used in.
Partial Rebuilding
In the de nition of a ( ; 0 ; ) wp-tree, the weight condition is satis ed by any > 0 . This method of relaxing the weight condition allows us to perform updates with good amortized complexity. A node v is said to be out of balance if there is another node u such that u In order to allow dynamic updates on a blocked wp-tree, we employ a partial rebuilding technique, used by Overmars 21 ] to dynamically maintain quad-trees and kd-trees balanced, and rst adapted to external memory by Arge and Vitter 6]. When inserting a new point into the data structure, we rst insert it in the appropriate place among the leaves, and then we check for nodes on the path to the root that are out of balance. If v is the highest such node, we rebuild the whole subtree rooted at v into a perfectly balanced tree. In the full paper we prove the following. Theorem 2. Let T be a blocked restricted wp-tree on N points. We can insert points into T in O ? 1 B (log m n)(log 2 n) + log B n I/Os, amortized, and delete points from T in O(log B n) I/Os, worst case. Point queries take O(log B n) I/Os, worst case.
As n goes to in nity, the rst additive term dominates the insertion bound. In practice, however, we expect the behavior to be consistent with the second term, O(log B n), because the value of B is in the thousands, thus cancelling the e ect of the log 2 n factor in the rst term for all practical values of n.
Logarithmic Methods
The main idea in the logarithmic method 10, 21] is to partition the set of input objects into log 2 N subsets of increasing size 2 i , and build a perfectly balanced data structure T i for each of these subsets. Queries are performed by querying each of the log 2 N structures and combining the answers. Insertion is performed by nding the rst empty structure T i , discarding all structures T j , 0 j < i, and building T i from the new object and all the objects previously stored in T j , 0 j < i. One can adapt the method to external memory by letting the ith subset contain either 2 i blocks of points or B i points. We call the two resulting methods the logarithmic method in base 2 and the logarithmic method in base B, respectively.
Logarithmic method in base 2. As mentioned, the ith subset contains 2 i blocks, or B 2 i points, 0 i log 2 n. Queries are performed by combining the answers from the log 2 n structures. Insertions are performed as in the internal memory case, but we need to maintain a block in internal memory. All insertions go into this block until the block is full, at which time the rebuilding is performed using all points in the block. In the full paper we prove the following. B (log m n)(log 2 n) I/Os, amortized, deletions take O((log m n)(log 2 n)) I/Os, worst case, and point queries take O((log B n)(log 2 n)) I/Os, worst case.
Note that, for realistic values of n, m and B, we need less than one I/O, amortized, to insert a point This should be compared to the (at least) O(log B n) used in the partial rebuilding method. However, the deletion and point query bounds of this method are worse than the bounds obtained using partial rebuilding. Theorem 4. A forest of perfectly balanced blocked restricted wp-trees for indexing N points can be maintained such that insertions take O ((log m n)(log B n)) I/Os, amortized, deletions take O(log B n) I/Os, amortized, and point queries take O(log 2 B n) I/Os, worst case. The insertion bound of the base B method is a factor of B log 2 B worse than the bound obtained using the base 2 method. The deletion bound, however, is improved by a factor of log 2 n.
Applications
We now brie y state the results we obtain when using the three dynamization methods on our two running examples, kd-trees and BBD-trees.
The kd-tree. In the full paper we show how we can exploit a property of the kd-tree partitioning method to obtain worst-case bounds on the number of I/Os needed to perform a range query. We obtain the following. B (log m n)(log 2 n) I/Os, amortized (or O((log m n)(log B n)) I/Os, amortized), and deletions take O ((log m n)(log 2 n)) I/Os, worst case (or O(log B n) I/Os, amortized).
Using the logarithmic methods, the query bound of the dynamic structure is the same as the bound for the static structure, although a logarithmic number of trees are queried in the worst case. This is true in general for a structure with polynomial query bound, because the cost to search each successive structure is geometrically decreasing. If the query bound on the static structure is polylogarithmic (as in our next example), the bound on the dynamic structure increases.
The BBD-tree. The BBD-tree can be used to answer (1 + )-approximate nearest neighbor queries 7] . Using our dynamization methods we obtain the following.
Theorem 6. Using partial rebuilding a dynamic external BBD-tree can be designed, which answers a (1+ )-approximate nearest neighbor query in Q BBD (N) = O(c( )(log m n)(log 2 n)=B + log B n) I/Os, where c( ) = 2 1 +
