The computational cost of topology optimization based on the stochastic algorithm is shown to be greatly reduced by deep learning. In the learning phase, the cross-sectional image of an interior permanent magnet motor, represented in RGB, is used to train a convolutional neural network (CNN) to infer the torque properties. In the optimization phase, all the individuals are approximately evaluated by the trained CNN, while finite element analysis for accurate evaluation is performed only for a limited number of individuals. It is numerically shown that the computational cost for the topology optimization can be reduced without the loss of optimization quality.
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I. INTRODUCTION
T HE parameter optimization of electric machines seeks for an optimal solution in the space spanned by the userdefined design variables, such as length, nodal position, angle, and so on. While this approach has been widely used in industries, it would be difficult to choose the adequate design variables to find a solution with satisfactory performance. In contrast, the topology optimization does not require the setting of the design variables. Moreover, because of the high flexibility in the topology optimization, which allows appearance and disappearance of holes in a design region and free modification of material boundaries, one can find a novel machine structure with excellent performance. It has been shown that the topology optimization based on the stochastic algorithm, especially the genetic algorithm (GA), is fairly suitable for the topology optimization of the rotating machines [1] , [2] . However, this approach requires large computational cost because of a huge number of fitness evaluations using the finite element method (FEM).
For reduction of the computational cost in optimization, the approximate computing based on, for example, the response surface method [3] and the Kriging method [4] would be effective when the dimension of the design space is less than, say, ten. However, the result of the topology optimization is, in general, an image whose degree of freedoms is far larger than that adequate for the above-mentioned methods. The artificial neural network (ANN) has been shown effective for the approximate computing for the parameter optimization [5] . It is, however, often difficult to make an adequate choice of the image features to build the input data for ANN. In contrast, when using deep learning (DL) for image processing, the image can be directly inputted to a DL system without the feature design [6] .
Manuscript received November 7, 2018 In this paper, we propose the use of DL for the reduction of computing burden in the topology optimization. The authors have shown that DL can accurately infer the torque performance of an interior permanent magnet (IPM) motor from the cross-sectional image in RGB [7] . In this paper, it is shown that the DL is indeed effective for the reduction of computing complexity in the topology optimization. Several ways of the possible use of DL for this purpose are also proposed.
II. TOPOLOGY OPTIMIZATION WITH AID OF DEEP LEARNING
A. Topology Optimization Method
We adopt the topology optimization based on the normalized Gaussian function [1] , [2] for the test of the proposed method, which will be briefly described in the following, while the proposed method can be applied to any topology optimization method in principle. For the numerical examples, we optimize the structure of an IPM motor. To evaluate the performance of an IPM motor, the magnetostatic magnetic field is analyzed by FEM.
We introduce the shape function ϕ defined by
where G denotes the Gaussian function of the d-th dimension, which is centered at x i , i = 1, 2, . . . , n. The Gaussians are uniformly deployed in the design region. Because we consider here the 2-D magnetic fields, d is set to 2. The material attribute A e = {iron, air} of finite element e is determined from
where x e is the gravitational center of element e. In the topology optimization, the weights w i , i = 1, 2, . . . , n, are determined, using GA in this paper, so that the cost function is minimized. The standard deviation included in the Gaussian function is taken larger than the size of the finite elements to avoid convergence to the complicated structures.
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B. Deep Learning
We adopt DL based on the convolutional neural network (CNN) [6] to perform a fast evaluation of the performance of an IPM motor. In this paper, the cross-sectional images in RGB (N = 3) appeared during the optimization process of an IPM motor are chosen for the input data to CNN. It is also possible to use the weighting coefficients w i in (1a) as the input data to CNN. However, they are highly problem-dependent. Hence, the CNN trained with w i is no more valid for other models with a different design region or a different n. On the other hand, the image has universality in a sense that many image features are common for different models. For this reason, we use the image as the input to CNN. In this paper, CNN is trained to classify differentshaped motor models into categories relevant to the grade of motor properties, such as average torque, torque ripple, and efficiency.
C. Use of Deep Learning for Optimization
There are two possible ways in the use of DL for acceleration of the topology optimization: online and off-line methods. In the former, CNN is trained during an optimization process, whereas CNN is trained in the learning phase prior to the optimization in the latter case. We will make a discussion about the former elsewhere, while we confine ourselves to the latter in this paper.
The data for training of CNN has to include pairs image, property with sufficient diversity. When considering the average torque of an electric motor, for example, we need as uniform distribution of average torque as possible. It would be hard to obtain such data by the random generation of input images because this would provide only low-torque motors. For this reason, we generate the training data by performing a preliminary topology optimization to maximize the average torque, which would provide a set of motors with well-distributed torques. Then, the trained CNN is used for acceleration of the topology optimization.
Possible ways for the effective use of CNN in the topology optimization are listed in Table I . In case (i), the trained CNN is used for the optimization problems, π 2 , π 3 , and so on, which includes cost functions or constraints that are different from those in the preliminary optimization π 1 . In case (ii), CNN is trained with the data obtained by the optimization for model m 1 . Then, the trained CNN is used as the approximate computing method in the optimization for different models m 2 , m 3 , and so on. In the optimization of an IPM motor, different models would have different magnet positions or motor radii, for example. Similarly, in (iii), CNN trained for a set of random seeds in the GA process is used in the optimization phase with different sets of random seeds. In (iv), CNN is first trained with the data obtained by the optimization with small population size in GA. Then, the trained CNN is used for the optimization with a larger population size. In this paper, the feasibility of the proposed method for cases (i) and (ii) is discussed with numerical results. Case (iv) is effective especially for multi-objective problems that need a large computational cost, which is discussed in [8] . 
D. Reduction in Number of Fitness Evaluation With FEM
In the optimization phase, the fitness evaluation can be performed only using the trained CNN without the FE analysis. However, this might result in an unsuccessful optimization result because of the error in the evaluation with CNN. For this reason, we introduce the probability p of the FE analysis depending on the category F of an individual provided by CNN. For the individual belonging to a category with low performance, p is set low because they would not survive in the next generation. In contrast, the additional FE analysis for highly accurate evaluation is made at high p for individuals in categories with high performance. The design of probability distribution function P(F) will be exemplified in Section III.
III. NUMERICAL RESULTS
A. Application to Different Problem
For a numerical example of (i) in Table I , we consider the topology optimization of the rotor of the IPM motor shown in Fig. 1 , which includes 42 Gaussian bases represented by circles that have the same radius of the standard deviation and are centered at x i , i = 1, 2, . . . , 42. The optimization settings are summarized in Table II . In the learning phase, the training data for CNN are obtained by solving the preliminary optimization problem, in which the average torque T ave is maximized
where the normalized constant is set as T 0 ave = 2.1 Nm, which is the average torque of the original model before optimization. Problem (3) is solved using GA, where we impose the constraint that the iron core is not separated into parts. This constraint is also imposed in the following problems. The torque ripple, T rip = (T max − T min )/T ave , of the individual generated in the GA process is also evaluated by FEM and stored. By solving (3), we obtain 168 000 samples of motor image, (T ave , T rip ). The samples are classified into eight categories shown in Table III with reference to the values of T ave and T rip computed by FEM, and they are provided to CNN. It is found that the classification with respect to T rip is more difficult than that with respect to T ave . Hence, we train CNN with 4000 and 10 000 data for classification of T ave and T rip , respectively, and the remained data, which are not used for the training, are used for the test of the trained CNN for cross validation.
The accuracy of the trained CNN is summarized in the confusion matrix shown in Tables IV and V. It is found that samples of 99% and 81% are classified by CNN to the categories within the error range of ±0.1, compared to those classified by FEM. Since the classification by the trained CNN is not perfect, the additional FE analysis for a subset of individuals would be necessary in the optimization phase.
In the optimization phase, the different problem
is solved with the aid of the trained CNN, where T 0 rip = 0.57. The five different provability distributions P 1 , P 2 , . . . , P 5 that are the functions of F 2 are summarized in Table VI, where (4) case (a) corresponds to the conventional optimization, in which all the fitness is evaluated by FEM, whereas no FE analysis is carried out in case (e). In cases (b)-(d), the probability is set higher, as the category label becomes higher. The optimization results are shown in Fig. 2 . It is found that the results given in Fig. 2(b) -(e) have almost the same values of T ave as that in Fig. 2(a) , whereas the result in Fig. 2 (e) has a relatively large torque ripple. The number of FE analysis in Fig. 2(d) is about 10% of that in Fig. 2(a) . Fig. 3 shows the numbers of FE analysis per generation in the GA process for the different probabilities. The numbers for P 2 -P 4 gradually increase with generation because the individuals classified into good categories tend to increase with generation. It is concluded that the use of CNN can reduce the computing cost to 10% with a little change in the performance of the optimized IPM motor.
B. Application to Different Models
Here, we consider the application of the trained CNN to different electric-motor models as an example of (ii) in Table I . In the learning phase, CNN is trained with the data obtained by the topology optimization of motor models 1 and 3 shown in Fig. 4 , where problem (3) is solved. The trained CNN is then used for the optimization of motor model 2 in Fig. 4 . The average torque of model 2 is evaluated by the trained CNN. The classification results with respect to T ave provided by FEM and CNN are summarized in the confusion matrix shown in Table VII . The result seems satisfactory; 96% of samples are within the range of ±0.1. Problem (3) is solved for motor 2 with the aid of the trained CNN. The two different probability distributions P 1 and P 2 that are functions of F 1 for execution of FE analysis are summarized in Table VIII . The resultant shapes obtained with the aid of the trained CNN are shown in Fig. 5 . There are no significant differences both in the rotor shapes and in the torque performances. The total number of FE analysis in Fig. 5(b) is about 33% of that in Fig. 5(a) , which corresponds to the topology optimization without DL. 
IV. CONCLUSION
In this paper, a method based on DL to accelerate the topology optimization using a stochastic optimization method has been proposed. In this method, the individuals in the GA process of the topology optimization are evaluated by the CNN prepared in the learning phase prior to the optimization. The FE analysis for the evaluation of the individuals is performed in accordance with a probability that depends on the categories provided by CNN. It has been shown that the average torque and torque ripple are accurately classified by the trained CNN. The optimization results obtained with the aid of the CNN trained for a different problem as well as different models have little differences in the shape and performance, compared with those obtained by the conventional method. The computing costs are reduced to about 10% and 33%, respectively. We plan to develop the method to extract the design features necessary for good motor performances from the trained CNN in the future. Moreover, we will study the data size and the training method to realize the CNN, which accurately infers the performances of motors with different magnet shapes, locations, and magnetizations, as well as different numbers of poles and teeth.
