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1. Введение
Поиск оптимального управления для конкретных 
технических приложений требует обоснованного вы-
бора наиболее целесообразных для данных объек-
тов методов. Говоря об управлении промышленными 
объектами и соответствующими технологическими 
процессами, необходимо учитывать, что такой выбор 
должен предполагать возможность учета ряда неопре-
деленностей. Понятно, что такие неопределенности 
накладываются условиями функционирования объ-
ектов управления или спецификой их эксплуатации. 
Однако, делая выбор в пользу того или иного метода, 
следует учитывать еще одно обстоятельство – рассма-
тривается ли конкретная задача с позиции инженерии 
или с позиции математической теории управления. 
Наличие очевидного, иногда «конкурирующего», ду-
ализма в данном вопросе требует дополнительного 
исследования ряда принципиальных для успешного 
поиска оптимального управления аспектов.
В этой связи следует отметить такие ключевые 
направления, как выбор критерия оптимальности 
управления [1], структуры математического описания 
объекта управления [2–4], обоснования эффективно-
сти оценивания отдельной операции при реализации 
выбранного управления [5–7], неопределенность в 
оценивании переменных состояния [8], порождающую 
необходимость их нечеткого описания [9–11]. Все на-
званные аспекты больше относятся к прикладной те-
матике в решении проблем оптимизации управления, 
развиваемых, в большей части, именно в рамках инже-
нерии для конкретных технических задач. Основными 
же объектами исследования в области математической 
теории управления являются непосредственно методы 
поиска оптимального управления, в частности совер-
шенствования доказательной базы о необходимых и 
достаточных условиях существования оптимальных 
решений. В этой связи нельзя не отметить одно инте-
ресное обстоятельство. Несмотря на активное разви-
тие новых направлений решения оптимизационных 
задач в области управления, например, использование 
генетических алгоритмов или искусственных нейрон-
ных сетей, очень востребованными для исследований 
являются именно классические методы поиска опти-
мального управления. К ним, в частности, относится 
и принцип максимума Понтрягина, позволяющий ре-
шать широкий класс задач для объектов, описываемых 
системами линейных или нелинейных дифференци-
альных уравнений, для поиска оптимального управ-
ления процессами с распределенными параметрами 
и дискретными процессами. Подтверждением этому 
могут быть труды, посвященные развитию принципа 
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Математика и кибернетика – прикладные аспекты
максимума для целого ряда приложений: поиску опти-
мального управления технологическими процессами 
[12–14], транспортом – в сфере его создания и эксплу-
атации [15–18], при проектировании конструкций в 
энергетике [19, 20], в области экономики [21].
Все приведенные выше аргументы позволяют го-
ворить об актуальности тематики исследований, по-
священных совершенствованию методов поиска оп-
тимального управления, причем как в прикладном 
аспекте, так и с точки зрения развития математиче-
ской теории управления.
2. Анализ литературных данных и постановка 
проблемы
В исследовании [1] показано, что обоснованных 
правил выбора универсального критерия оптималь-
ности управления на сегодня не существует, а общей 
практикой является самостоятельное «назначение» 
некоторого показателя на роль критерия эффектив-
ности. При этом поиск оптимального управления вы-
зывает необходимость учитывать то обстоятельство, 
что достижение стратегической цели управления 
обеспечивается формированием последовательности 
технологических операций в рамках исследуемого ин-
тервала времени. Ориентиром для выбора наиболее 
выгодного технологического процесса является имен-
но технологическая операция со своим, локальным, 
максимальным показателем эффективности, который 
может быть использован в качестве единого крите-
рия оптимального управления. Таким образом, выбор 
критерия оптимальности управления предполагает 
необходимость наличия частных моделей, описываю-
щих объект управления. Это обстоятельство отмечено 
и в работах [2–4], в которых говорится, в частности, 
что математические модели, применяемые в системах 
управления сложными энерготехнологическими ком-
плексами, обладают рядом специфических особенно-
стей, суть которых состоит в отражении в их структуре 
«локальных» принципов построения. Такая «локаль-
ность» понимается в смысле построения ряда частных 
моделей и выявления основных взаимосвязей между 
ними вместо построения общей модели. Обоснование 
целесообразности такого подхода авторы находят в 
том, что любая модель является односторонней, а в 
сложном процессе всестороннее моделирование дости-
гается построением множества односторонних, но вза-
имосвязанных моделей. При этом разработка модели 
объекта управления рассматривается как многоэтап-
ный условно-экстремальный целенаправленный про-
цесс, который может быть сформулирован в виде зада-
чи оптимизации функционала opt F(X, Y, Z, Q, B, S, T) 
при выполнении множества условий, накладываемых 
спецификой эксплуатации объекта управления. В 
данном функционале где X – вектор входов, Y – про-
странство выходов, Q – пространство ограничений 
на процессы машинного исследования, B – ограни-
чения на объект проектирования по специфическим 
требованиям, накладываемым условиями эксплуата-
ции, и ограничения, накладываемые на требования 
к чувствительности систем измерительной техники, 
эксплуатационной надежности, энергоемкости, S – 
пространство реакции процесса проектирования на 
воздействия окружающей среды, T – время, F – услов-
ный оператор. 
Понятно, что структура подобного функционала 
отображает взаимосвязи, процессы, характеристики и 
параметры энергоэкономического и управленческого 
характера. В сочетании с разработкой критерия эффек-
тивности использования ресурсов, как составляющей 
критерия оптимальности управления, это позволяет 
идентифицировать объект управления и определить 
самую эффективную целевую операцию. Развитие 
таких взглядов может быть найдено в работах [5–7], 
где показано, как для управляемых систем могут быть 
выделены классы простых целевых операций и оцене-
на их эффективность с точки зрения формирования 
общего критерия оптимальности управления. 
В случае же неопределенности в описании пе-
ременных состояния необходима их математическая 
формализация. Как ее варианты, возможны методы 
теории приближенных множеств Павлака [8] или не-
четкий регрессионный анализ [9–11]. Первый позволя-
ет на основе итоговых экспертных оценок о состоянии 
системы и объективных или субъективных оценках 
ее параметров строить алгоритмы прогнозирования 
на основе процедур логического вывода. Второй ба-
зируется на использовании нечеткого регрессионного 
анализа, в том числе с применением искусственной 
ортогонализации результатов пассивного эксперимен-
та, для построения математического описания связи 
выходных и входных переменных, являющихся нечет-
кими числами [9–11].
Описанные работы позволяют увидеть ряд прин-
ципиальных аспектов, касающихся противоречивости 
требований, предъявляемых к критериям качества 
управления, и объективной сложности адекватного 
математического описания. Особенно это касается 
промышленных объектов, функционирующих в усло-
виях существенной неопределенности. Несмотря на 
то, что данные труды не содержат законченных алго-
ритмов синтеза оптимального управления для кон-
кретных приложений, их результаты являются очень 
полезными. В первую очередь это связано с обоснован-
ными в них подходами к формированию принципов 
рассмотрения реальных технологических объектов, 
для которых решаются задачи поиска оптимального 
управления. 
Особый интерес могут представлять исследова-
ния, посвященные математическому описанию задач 
оптимального управления для тех промышленных 
объектов, которые могут функционировать в несколь-
ких технологических режимах. Очевидно, что этот 
интерес обоснован повсеместностью эксплуатации 
именно таких технологических объектов, а требования 
отыскания оптимальных программ управления для 
них предполагают решение задачи о быстродействии. 
Традиционно это делается с использованием принци-
па максимума Понтрягина, находящего активное раз-
витие в трудах, посвященных математической теории 
управления. Среди ключевых аспектов исследования 
принципа максимума именно в рамках развития этой 
теории, могут быть выделены направления, посвя-
щенные исследованиям условий трансверсальности 
[22–24], оптимальному управлению детерминирован-
ной системой с дискретным временем и импульсному 
управлению со смешанными ограничениями [25, 26], 
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необходимым условиям оптимальности для задач 
управления на бесконечном промежутке [27, 28].
В частности, в работе [22] приведен краткий геоме-
трический анализ принципа максимума Понтрягина и 
проанализированы такие ключевые понятия, как раз-
деляющие гиперплоскости, краевые условия и мини-
мизаторы. Показано, что все они имеют естественные 
контактно-геометрические интерпретации, позволя-
ющие получать простой вывод условий трансверсаль-
ности для оптимального по конечному состоянию 
управления. Принципы максимума Понтрягина для 
оптимальной задачи управления Майера для системы, 
описываемой функционально-дифференциальным 
уравнением, установлены в работе [23]. Особенности 
приводимых решений связаны с тем, что функции 
управления представляются кусочно-непрерывными, 
а функции состояния кусочно-непрерывно дифферен-
цируемы. При этом использован метод Мишеля для 
управляемых систем, описываемых обычными диф-
ференциальными уравнениями, но с учетом свойств 
резольвенты линейного функционально-дифференци-
ального уравнения.
В работе [24] представлен и обсуждается принцип 
максимума для задач управления с ограниченным 
горизонтом, причем в качестве целевой функции вы-
брана стоимость, формируемая в конечном состоянии 
системы. В этом смысле критерий качества управле-
ния совпадает с критерием, выбранным в работе [22], 
однако акцент на геометрической интерпретации не 
делается. Вместо него для решения задачи управ-
ления конечным состоянием представлены необхо-
димые условия оптимальности в виде сопряженных 
уравнений Гамильтона, но с учетом нового условия 
трансверсальности. Отличительной особенностью 
поиска такого управления является то, что выдвига-
ются требования к траектории состояния по их асим-
птотической устойчивости, причем точка равновесия 
ограничивается заданным замкнутым множеством. 
Показано, что полученные условия могут быть также 
расширены на импульсные задачи управления, ди-
намика которых описывается дифференциальными 
уравнениями, полученными на основе измерений. 
При этом важная роль отводится концепции реше-
ния, строящегося на понятии равновесия, вводимого 
для такого класса задач. 
Применение принципа максимума Понтряги-
на для решения задачи оптимального управления 
непрерывной детерминированной системой и дис-
кретного принципа максимума для решения задачи 
оптимального управления детерминированной си-
стемой с дискретным временем рассмотрено в работе 
[25]. Отмечая существенный недостаток принципа 
максимума, связанный с необходимостью трансфор-
мации задачи оптимального управления в двухто-
чечную краевую, представлен альтернативный под-
ход. Он основан на стохастической модификации 
принципа максимума, как для непрерывных, так и 
для дискретно-временных систем. С использовани-
ем предлагаемого метода выводятся стратегии оп-
тимального управления, результаты применения ко-
торых согласуются с результатами, полученными с 
помощью стохастического динамического програм-
мирования. Необходимо отметить, что авторы ис-
пользуют понятия стратегии осторожного управле-
ния линейной стохастической системой, основанной 
на принципе стохастического минимума. При этом 
замена всех случайных величин на их математиче-
ские ожидания, приводящая к эквивалентной стра-
тегии, обеспечивает возможность получения тех же 
результатов, что и при использовании динамическо-
го программирования. Очевидно, расширение клас-
са рассматриваемых объектов управления и учет 
дополнительных ограничений, накладываемых на 
них, дало бы возможность раширения полученных 
решений в область конкретных технологических 
приложений. Акцент на эту сторону сделан в работе 
[26], в которой, в частности, выведены необходимые 
условия в виде принципа максимума Понтрягина 
для задач импульсного управления со смешанными 
ограничениями. Введена новая математическая кон-
цепция импульсного управления как требование со-
гласованности импульсной структуры. Кроме того, 
эта концепция управления позволяет учитывать ин-
женерные потребности при рассмотрении обычного 
управляющего воздействия при развитии импульса. 
Следует отметить то обстоятельство, что предполо-
жение о регулярности, при котором доказывается 
принцип максимума, слабее, чем в известных иссле-
дованиях. Однако в доказательстве используются 
вариационный принцип Экеланда и прерывное из-
менение переменной времени Лебега [26].
В работе [27] исследуются необходимые условия 
оптимальности для задач управления на бесконеч-
ном промежутке с функционалом качества, содер-
жащим дисконтирующий множитель не обязательно 
экспоненциального вида. Обсуждаются предполо-
жения, гарантирующие при этом необходимость как 
условия типа Мишеля (Michel condition) для макси-
мизированного гамильтониана, так и предложенной 
для сопряженной переменной формулы типа Коши. 
Показано, что благодаря такому подходу принцип 
максимума дополняется до полной системы соотно-
шений.
В работе [28] обсуждается проблема того, что про-
странственная модель, описываемая системой пара-
болического типа и предназначенная для поиска оп-
тимального управления с бесконечным горизонтом, 
хоть и решается посредством динамического програм-
мирования, не может быть решена с использованием 
принципа максимума Понтрягина. Точнее, условия 
Понтрягина, хоть и являются необходимыми, не по-
зволяют определить единственное решение задачи 
оптимального управления. Авторы данной работы по-
казывают, что такой вывод не является целиком оправ-
данным и должен быть пересмотрен. В частности, если 
вводится условие трансверсальности типа Мишеля и 
учитывается тот факт, что сопряженная переменная 
должна быть неотрицательной, принцип максимума 
способен дать единственное решение для рассматри-
ваемой математической модели.
Приведенные результаты работ [22–28] позво-
ляют констатировать тот факт, что существует не-
сколько перспективных направлений исследований, 
посвященных принципу максимума. Однако, разви-
вая математический аппарат принципа максимума, в 
них не делается акцент на прикладные направления 
его применения в области управления технологиче-
скими процессами. Здесь следует отметить, что при 
Математика и кибернетика – прикладные аспекты
синтезе оптимального управления с использованием 
принципа максимума, необходимо учитывать, явля-
ются ли технологические процессы периодическими 
или непрерывными. Характер технологических про-
цессов формирует разные ограничения при решении 
задачи поиска оптимального управления. Напри-
мер, в работе [29] показано, что при оптимальном 
управлении аппаратами периодического действия в 
случае, когда его производительность ограничивает 
производительность всего производства, необходи-
мо минимизировать продолжительность цикла. При 
отсутствии же такого ограничения, достаточно мак-
симизировать удельный выход готового продукта. 
Отмечено, что применение принципа максимума 
для решения этих задач в условиях межфазных пе-
реходов требует управления константами кинети-
ческого уравнения, описывающего в этих условиях 
динамическую модель аппаратов периодического 
действия. Приводится краткое описание принципа 
работы алгоритма процесса при оптимальных не-
стационарных значениях этих констант, называе-
мых форм-факторами. Последние, как отмечается в 
данной работе, зависят от переменных состояния, 
характеризующих начальные условия процесса меж-
фазных переходов. Однако математическая реализа-
ция алгоритма поиска оптимального управления не 
приводится. 
В работе [30] сформулирована одна из основных 
задач оптимального управления процессом нестаци-
онарного термоэлектрического охлаждения, которая 
заключается в определении оптимальной зависимости 
тока питания от времени, обеспечивающей минимум 
температуры охлаждения. Для решения этой задачи 
предложен метод дискретизации математической мо-
дели процесса нестационарного термоэлектрического 
охлаждения по координате, что позволяет применить 
принцип максимума Понтрягина для расчета опти-
мальных функций управления. Тем не менее, акцент 
в исследовании сделан на построении модели, в отно-
шении же поиска оптимального управления сказано 
лишь, что задача решалась численным методом с по-
мощью итерационного алгоритма, реализованного в 
среде Matlab. 
Альтернативный способ и алгоритм управления 
процессом каталитического риформинга путем оп-
тимального распределения значений входных пере-
менных процесса приведен в работе [31]. Для ре-
шения задачи оптимизации использован способ на 
основе метода нелинейной оптимизации Хука-Джив-
са, дополненного процедурой контроля границ ва-
рьируемых параметров. В качестве настроек на вход 
алгоритма оптимизации передаются вектора, опи-
сывающие верхние и нижние границы оптимизиру-
емых переменных. Для минимизации ошибки рас-
чета оптимальных режимов, перед вводом исходных 
данных, алгоритм оптимизации инициирует уточ-
нение настроечных коэффициентов, учитывающих 
активность катализатора в математической модели. 
После этого циклически для каждого реактора начи-
нает рассчитываться температура реакционной смеси 
на входе, обеспечивающая максимальное, с учетом 
принятых ограничений, приращение ароматических 
углеводородов на выходе реактора. Однако сравнение 
с классическими алгоритмами поиска оптимального 
управления аналогичными процессами в работе не 
приведено.
Проблема синтеза оптимального управления не-
прерывными технологическими процессами иссле-
дуется в работах [32, 33], в которых отмечаются 
сложности управления реальными промышленными 
объектами, связанные с отсутствием возможности 
получения объективной достоверной информации о 
процессе в реальном времени. Авторами отмечено, что 
именно такая ситуация и имеет место в условиях ре-
альной эксплуатации промышленных объектов. Сле-
дует отметить также, что отсутствие обоснованных 
аргументов относительно целесообразности выбора 
того или иного критерия качества управления, наи-
более актуального для данных условий и требований 
производства, усложняет процесс поиска оптималь-
ного управления даже на этапе его математического 
конструирования [34]. Понятно, что особое значение 
в контексте этого имеет возможность измерения или 
какой-либо другой адекватной оценки переменных 
состояния. Это обстоятельство отмечено в работе 
[35] и развивающей ее идеи работе [36]. В частности, 
показано, что в большинстве практических случаев 
оперативное управление технологическими процес-
сами осуществляется на основе использования ре-
зультатов мониторинга производственной ситуации. 
Последний реализуется путем сбора и первичной 
обработки данных, включающих в себя результаты 
применения измерительных средств и комплексов 
и лабораторные анализы промежуточной и товар-
ной продукции. Результаты анализов, получаемые 
средствами заводских лабораторий, как правило, не 
обладают необходимым уровнем полноты и опера-
тивности и практический опыт работы с ними пока-
зывает, что и их достоверность в некоторых случаях 
оказывается неудовлетворительной. Отсюда возни-
кает проблема повышения полноты, оперативности и 
достоверности информационного обеспечения техно-
логического персонала путем создания и внедрения 
системы виртуального мониторинга. Основная идея 
его состоит в получении новых знаний о текущем со-
стоянии технологического процесса и динамике его 
эволюции путем глубокой математической обработки 
оперативных и ретроспективных данных, получен-
ных уже существующими контрольно-измеритель-
ными средствами (КИС). 
Несмотря на очевидно правильное выявление та-
кой проблемы и рекомендации относительно того, ка-
кие направления решений могут быть использованы, 
математический аппарат и алгоритмы его реализации 
для синтеза оптимального управления непрерывными 
технологическими процессами приведен в работе [35] 
лишь концептуально. Автор работы ограничивается 
приведением условной схемы взаимодействия вир-
туальных анализаторов с типовой АСУ ТП, схемой 
формализации единичного объекта диаграммы струк-
турной модели, векторными схемами основных задач 
виртуального анализа, функциональной матрицей 
виртуальных анализаторов и DSS-матрицей систем 
поддержки принятия решений, а также общим пред-
ставлением математического инструментария вирту-
альных анализаторов.
Систематизация результатов приведенных иссле-
дований позволяет считать, что существующие под-
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ходы к решению проблемы синтеза оптимального 
управления опираются на выбор конкретного мето-
да. Иными словами, предполагается, что метод уже 
известен и обоснование его целесообразности не об-
суждается. Причем этот вывод справедлив и для при-
кладных технических и технологических задач, и для 
задач исследования математического аппарата теории 
управления. 
В рассмотренных вариантах акцент сделан лишь 
на один из классических методов поиска оптималь-
ного управления – принцип максимума Понтрягина. 
Такой выбор обоснован двумя обстоятельствами. 
Во-первых, сам метод с точки зрения математическо-
го аппарата еще далеко не исчерпал себя как объект 
специального исследования. Очевидно, полученные 
в результате таких исследований результаты могут 
находить прикладные продолжения. Во-вторых, для 
задач с быстродействием этот метод является уни-
кальным и его выбор однозначно обоснован в слу-
чае синтеза оптимального программного управле-
ния периодическими технологическими процессами. 
Более того, преодоление объективных трудностей, 
связанных с измерением или адекватным описанием 
переменных состояния в реальном времени, может 
способствовать расширению возможностей в сторону 
применения в управлении непрерывными технологи-
ческими процессами. Наконец, следует отметить, что 
даже при использовании какого-либо альтернатив-
ного метода для решения задач такого же класса, для 
которых приспособлен принцип максимума, в каче-
стве проверки их работоспособности можно восполь-
зоваться результатами, полученными с применением 
именно принципа максимума.
Среди узких мест в описанных исследованиях, в 
том числе посвященных принципу максимума как 
математическому аппарату, следует отметить недоста-
точность внимания к описанию конечного состояния 
системы для задач разных классов и его влияния на 
эффективность получаемых решений. При этом под 
эффективностью следует понимать возможность вы-
бора оптимальной стратегии поиска оптимального 
решения в случае наличия нескольких альтер-
натив в описании конечного состояния.
3. Цели и задачи исследования
Целью работы является исследование воз-
можности синтеза оптимального по быстродей-
ствию и конечному состоянию управления тех-
нологическими процессами в случае наличия 
альтернатив в описании конечного состояния 
системы. Это позволит выбирать лучший в дан-
ных условиях вариант управления на основе 
оперативной информации о реальном текущем 
состоянии технологической системы как объ-
екта управления 
Для достижения поставленной цели необхо-
димо решение следующих задач:
– проверить возможность поиска оптималь-
ного управления, опираясь лишь на анализ 
системы дифференциальных уравнений, опи-
сывающей математическую модель объекта 
управления;
– разработать алгоритм описания конечного со-
стояния системы – управляемого технологического 
процесса.
4. Исследование решений системы дифференциальных 
уравнений, описывающей математическую модель 
объекта управления, для поиска оптимального 
управления 
Учитывая то обстоятельство, что выбор мето-
да поиска оптимального управления базируется на 
специфике конкретной задачи и требованиях к каче-
ству управления, интересен ответ на вопрос, можно 
ли каким-то простым способом получить оптималь-
ные решения в смысле достижения заданной цели 
управления. В частности, можно ли путем анализа 
решений системы дифференциальных уравнений 
(СДУ) – математической модели объекта управле-
ния – найти оптимальное по быстродействию управ-
ление системой, переводящее ее за минимальное 
время из заданного начального в заданное конечное 
состояние. Традиционно такая задача решается с 
помощью принципа максимума Понтрягина. Для 
ответа на вопрос о возможности получения более 
простого решения, целесообразно рассмотреть про-
стую систему вида
( ) ( ) ( ) ( ) ( )1 2 2x t x t ,x t u t ,t 0, u t 1,= = ≥ ≤    (1)
где x1(t) – координата материальной точки, x2(t)– ско-
рость перемещения материальной точки, u(t) – управ-
ление. 
СДУ вида (1) – математическая модель объекта 
управления и при начальных условиях ( ) ( )1x 0 x 0 ,=  ( ) ( )2x 0 x 0=   и конечном состоянии x1(T)=x2(T)=0, 
T→min, где Т – момент окончания движения, задача 
поиска оптимального управления известна как задача 
об успокоении материальной точки [37]. Ее решение с 
применением принципа максимума Понтрягина пред-
ставлено на рис. 1. 
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 Рис. 1. Решение задачи об успокоении материальной 
точки с применением принципа максимума Понтрягина: 
( ) ( )opt 1 2u t sign C t C ,= − +  uopt(t) – оптимальное управление, С1, С2, 
С3, С4 – постоянные интегрирования
Математика и кибернетика – прикладные аспекты
Изменение описания конечного состояния приво-
дит к аналогичным выводам относительно получения 
решения и для примера описания конечного состоя-
ния в виде x1=ξx2 и общего вида СДУ (2) при a0=1, a1=1, 
b=1, ξ=1 решение имеет вид, представленный на рис. 2 
[38, 39].
( ) ( ) ( ) ( ) ( )1 0 1 2 2x t a a x t ,x t bu t , t 0, u t 1.= + = ≥ ≤    (2)
Универсальность математического описания вида 
(2) для ряда прикладных задач в области заготовитель-
ного производства для машиностроения и металлур-
гии, описана, например, в работе [40]. Можно показать, 
что аналогичные принципу максимума Понтрягина 
результаты могут быть получены непосредственно из 
СДУ вида (1) при выполнении ряда процедур. Однако 
прежде следует сделать ряд комментариев относитель-
но используемой ниже терминологии. В отношении 
входящей в описание (1) и (2) величины u(t) зачастую 
применяют термин «управление». В контексте рассма-
триваемой задачи он не может быть признан удачным, 
т. к. по своему содержанию «управление» предполагает 
действие. Величина же u(t), входящая в СДУ, – физиче-
ская величина, имеющая свою размерность. Это может 
быть сила F или момент сил M, действующих на меха-
ническую систему, давление масла в гидросистеме или 
сжатого воздуха в пневмосистеме p, перепад давления 
в пневмосистеме Δp, напряжение U или силы тока I 
и т. д. Поэтому целесообразно вместо термина «управ-
ление» использовать термин «управляющий пара-
метр». Связь между этими двумя понятиями может 
выражаться следующим образом. Каждому диапазону 
управляющего параметра соответствует определен-
ная ступень переключателя управления. В этом слу-
чае выбор определенной ступени в заданный момент 
времени соответствует управлению, приводящему к 
изменению физической величины управляющего воз-
действия. Последнее, в свою очередь, изменяет фазо-
вую траекторию системы. Учитывая это, задача поиска 
оптимального управления может быть решена следу-
ющим образом. Придавая значениям управляющего 
параметра фиксированные значения u=(u1, u2,… un) 
и решая СДУ, определяется величина времени, необ-
ходимого для достижения заданного конечного состо-
яния, при фиксированном значении управляющего па-
раметра. По полученному набору численных решений 
строится зависимость t=f(u), на основании которой 
решается задача минимизации. Нахождение 
искомого в данном случае параметра t для 
каждого фиксированного u может быть по-
лучено из решения СДУ (2) на основании 
системы уравнений вида:
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Третье уравнение системы (3) представ-
ляет собой аналитическое описание конеч-
ного состояния и может иметь любой вид, в 
зависимости от специфики задачи.
В этом случае время t, необходимое для 
перевода системы из заданного начального 
состояния в заданное конечное состояние, 
описываемое третьим уравнением систе- 
мы (3), может быть определено по одному из 
альтернативных уравнений:
( )
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1 1
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  (4)
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Следует отметить, что при u=0 необходимо при-
менять уравнение (4), а во всех остальных случаях – 
уравнение (5).
При a0=1, a1=1, b=1, ξ=1 СДУ (2) приобретает вид 
СДУ (1) и, не принимая во внимание описание ко-
нечного состояния, имеет простой и понятный фи-
зический смысл – перемещение материальной точки 
силой F, выступающей в роли управляющего пара-
метра. Фактически речь идет об основном уравнении 
динамики. Задавая значения F в диапазоне от 0Н до 
10Н с шагом 2Н, и ставя в соответствие им значения 
u=(u0,…, u5), при решении системы (3) можно увидеть, 
что оптимальное решение для t=tmin получается при 
F=Fmax=u5. Этот вывод не противоречит физическому 
смыслу задачи и находится в полном соответствии с 
принципом максимума Понтрягина, в чем несложно 
убедиться с использованием геометрического его тол-
кования. На рис. 3 показан пример зависимости t=φ(u) 
для произвольного начального состояния x1(0)=0,45 м, 
x2(0)=0,55 м/с, из которого видно, что время дости-
жения конечного состояния с увеличением значения 
управляющего параметра падает, достигая своего ми-
нимального значения на его границе. Такие же по сути 
результаты получаются для любого начального состо-
яния системы.
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 Рис. 2. Решение задачи о поиске оптимального по быстродействию 
управления с конечным состоянием вида x1=x2 с применением 
принципа максимума Понтрягина: ( ) ( )opt 1 2u t sign C t C= − +
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Рис. 3. Зависимости t=φ(u) для начального состояния 
x1(0)=0,45 м, x2(0)=0,55 м/с
Это означает, что путем совместного решения си-
стемы уравнений (3) для каждого из фиксированных 
значений управляющего параметра, с использованием 
(4) или (5), и последующей минимизации функции 
t=φ(u), можно получить оптимальное в смысле быст-
родействия решение, не прибегая непосредственно к 
принципу максимума Понтрягина. Полученные при 
этом результаты с ним полностью согласуются. Оче-
видно, что определяющим для выбора оптимального 
управления является положение точки, характеризую-
щей фактическое положение начального состояния от-
носительно линии конечного состояния. В случае, если 
она представляет собой прямую, можно привести ее 
описание к нормальному виду стандартным способом с 
использованием нормирующего множителя. При этом 
знак отклонения соответствующей точки фазового про-
странства от линии конечного состояния определит не-
обходимый знак управления. Для пространства (N×2) 
это может быть выражено в следующей форме:
( )i 1i 2id x ,x 0 u 0,< → <  ( )i 1i 2id x ,x 0 u 0,> → >  (6)
где di(x1i, x2i) – величина отклонения точки, описы-
вающей начальное состояние, от линии конечного 
состояния.
Выбор оптимального управления в данном случае 
сводится к расчету величины di(x1i, x2i).
Однако при этом остается один невыясненный 
вопрос. А именно, достижение конечного состояния 
как самоцель не всегда хороша для управления техно-
логическими процессами. Для таких процессов тре-
бование быстродействия должно выполняться лишь 
тогда, когда приоритетным является длительность 
выполнения технологической операции в составе цик-
ла. Данное требование связано напрямую с таким кри-
терием качества управления, как производительность. 
В этом случае момент достижения конечного состо-
яния, трактуемый например как время, необходимое 
для получения технологического продукта в заданном 
объеме, должен соответствовать моменту его выдачи, 
в общем случае на технологическую линию. Однако, 
достигая конечного состояния, объект продолжает 
свое движение по фазовым траекториям, уходя с ли-
нии конечного состояния. Для иллюстрации этого 
достаточно проанализировать поведение объекта на 
основе решения системы уравнений (3). В качестве 
примера такой иллюстрации приведены рис. 4, 5, по-
казывающие поведение объекта при отрицательном 
управлении (u<0, рис. 4) и положительном управлении 
(u>0, рис. 5).
Рис. 4. Поведение объекта при отрицательном управлении 
(u<0) 
Рис. 5. Поведение объекта при положительном управлении 
(u>0)
Исходя из этого, необходимо расширить критерий 
качества управления, добавив к требованию дости-
жения конечного состояния за минимальное время 
требование удержания объекта в заданной области 
конечного состояния в течение необходимого време-
ни. Это требование имеет простой технологический 
смысл, который заключается в следующем. Если необ-
ходима задержка с выдачей технологического продук-
та на линию, то объект должен оставаться в конечном 
состоянии в течение заданного промежутка времени. 
При этом возможна еще одна ситуация – на момент 
выдачи продукта на линию его качество не соответ-
ствует заданному и доведение его до заданных показа-
телей качества требует определенного времени. Если 
объем продукта при этом соответствует требуемому, 
время выдержки для доведения продукта да задан-
ных показателей предполагает удержание объекта в 
области конечного состояния в течение этого периода 
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Математика и кибернетика – прикладные аспекты
времени. Может быть предложено такое решение дан-
ной задачи. Пусть область конечного состояния имеет 
нижнюю и верхнюю допустимые границы, линия же 
конечного состояния описывается уравнением x1=x2. 
Тогда уравнение нижней допустимой области имеет 
вид x1=–δ+x2, а уравнение верхней допустимой обла-
сти имеет вид x1=δ+x2. Здесь δ – допустимый интервал 
варьирования переменной x1.
Фазовая траектория системы при выборе в каче-
стве математической модели СДУ вида (1) при вы-
бранном управлении пересекает ее в двух точках. 
Соответственно, время достижения объектом нижней 
границы допустимой области является решением си-
стемы уравнений
( ) ( )
( )
2
1 2 1
2 2
1 2
t
x x 0 t u x 0 ,
2
x ut x 0 ,
x x ,

= + +
= +
= −δ +
  (7)
а время достижения объектом верхней границы до-
пустимой области является решением системы урав-
нений
( ) ( )
( )
2
1 2 1
2 2
1 2
t
x x 0 t u x 0 ,
2
x ut x 0 ,
x x .

= + +
= +
= δ +
  (8)
Поэтому существует, по меньшей мере, два варианта 
синтеза управления. Исходными данными для обоих 
вариантов является фактическое начальное 
состояние, в котором находится технологи-
ческая система/технологический процесс. В 
зависимости от этого, в соответствии с (6) 
выбирается знак управления.
Вариант № 1 
Как только объект достигает верхней 
допустимой области конечного состояния, 
выполняется управляющее воздействие 
(или подается сигнал управления) соот-
ветствующего знака. Данный момент вре-
мени ts1, следовательно, соответствует пер-
вому переключению, а координаты объекта 
в данный момент времени соответствуют 
новому начальному состоянию. Иными сло-
вами, если предыдущее начальное состоя-
ние имело вид (x1(0), x2(0))=(x1(i–1), x2(i–1)), 
то новое начальное состояние, в которое 
попадает объект при достижении верхней 
границы допустимой области конечного со-
стояния в момент времени ts1, имеет вид 
(x1(0), x2(0))=(x1(i), x2(i)). Таким образом, в 
отношении начального состояния можно 
оперировать понятиями «предшествующее 
состояние» и «последующее состояние». В 
результате этого фазовая траектория изме-
няется, и объект двигается к нижней грани-
це допустимой области. Как только объект 
ее достигает, снова выполняется управля-
ющее воздействие (или подается сигнал 
управления) соответствующего знака. Мо-
мент времени переключения соответствует ts2, а точка 
пересечения фазовой траектории и нижней границы до-
пустимой области формирует новое начальное состоя-
ние (x1(0), x2(0))=(x1(i+1), x2(i+1)). И т. д. до тех пор, пока 
не удастся удержать систему в заданном диапазоне ±δ 
в течение заданного времени. Последнее соответствует 
требованиям технологического процесса по объему и 
качеству технологического продукта.
Описанный принцип построения управления про-
демонстрирован на рис. 6, а результаты применения 
для СДУ вида (1) – на рис. 7.
Рис. 6. Принцип синтеза управления для варианта № 1
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Рис. 7. Построения управления для СДУ вида (1), описывающей 
перемещение материальной точки
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Вариант № 2
Как только объект достигает нижней допустимой 
области конечного состояния, управляющее воздей-
ствие (или сигнал управления) снимается. Это рав-
носильно заданию нулевого значения управляющего 
параметра (u=0). В соответствии с (1), объект, име-
ющий отличную от нуля начальную скорость, про-
должает двигаться равномерно. Данный момент вре-
мени ts1, следовательно, соответствует отключению, 
а координаты объекта в данный момент времени 
соответствуют новому начальному состоянию. Как 
только объект, двигающийся равномерно, достигает 
верхней границы допустимой области конечного 
состояния, выполняется управляющее воздействие 
(или подается сигнал управления) соответствующе-
го знака и фазовая траектория начинает меняться. 
Момент времени нового отключения, соответствую-
щий ts2, наступает тогда, когда фазовая траектория 
пересекает нижнюю границу допустимой области. 
При этом формируется новое начальное состояние 
(x1(i+1), x2(i+1)). И т. д. до тех пор, пока не удастся 
удержать систему в заданном диапазоне ±δ в течение 
заданного времени.
Описанный принцип построения управления про-
демонстрирован на рис. 8.
Результаты синтеза управления для варианта № 1 
приведены на рис. 9, а для варианта № 2 – на рис. 10.
На основании полученных результатов синтеза 
управления для двух вариантов может быть про-
ведено их сравнение и сделан выбор в пользу того, 
который обеспечивает лучшие показатели по стаби-
лизации объекта. Последние могут оцениваться, на-
пример, временем пребывания объекта (технологиче-
ской системы) внутри допустимой области конечного 
состояния.
Рис. 9. Результаты синтеза управления для варианта № 1
Рис. 10. Результаты синтеза управления для варианта № 2
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Рис. 8. Принцип синтеза управления для варианта № 2
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Математика и кибернетика – прикладные аспекты
5. Синтез мультиальтернативного описания конечного 
состояния системы в задаче поиска оптимального 
управления
Выбор конечного состояния однозначно зависит 
от решаемой задачи и применительно к управлению 
технологическими процессами должен учитывать 
требования, предъявляемые в конкретных услови-
ях. Определяющим является наличие качественной 
математической модели объекта управления, поэто-
му проблемам математического моделирования для 
конкретных технологических задач уделяется особое 
внимание. Описание ряда таких прикладных исследо-
ваний может быть найдено:
– в работах [41, 42], посвященных моделированию 
для поиска оптимального управления процессами бу-
рения; 
– в работах [43–45], посвященных моделирова-
нию и управлению в технологиях выращивания 
кристаллов;
– в работах [46–48], посвященных моделированию 
и идентификации контролируемых объектов с исполь-
зованием анализа интервальных множеств и исследо-
ваниям сходимости решения экстремальной задачи 
при ограничениях.
Все они объединены общим представлением о том, 
что моделирование и управление реальными объекта-
ми сопряжены с преодолением объективных трудно-
стей, вызванных нечетким описанием и необходимо-
стью учета существенной, зачастую многоуровневой, 
неопределенности. Некоторые обобщения таких задач 
могут быть найдены в работе [49], а общие принципы 
их решения – в работе [50]. 
В том случае, если адекватная математическая 
модель технологического процесса неизвестна, она 
может быть получена, по меньшей мере, двумя спосо-
бами. Первый из них – на основе реализации актив-
ного эксперимента, в результате которого оценива-
ются значения коэффициентов уравнения регрессии, 
описывающего влияние входных переменных на вы-
ходные переменные. Последующее проведение про-
цедур экспериментальной оптимизации позволяет 
получить описание стационарной области на основе 
расчета соответствующих коэффициентов уравнения 
регрессии ai [51]:
N
j j
i 1
j 1
a c x y ,
=
= ∑  i 1,...,n,=  (11)
j 2 j
i 2 i na c [(x ) ]y ,−= −β  i n 1,...,2n,= +   (12)
N
j j j
i 3
j 1
a c x x y ,µ λ
=
= ∑  i 1,...,n, ,= µ ≠ λ  i 2n 1,...,k= + , (13)
N N
j
0 n i
j 1 j 1
1
a y a .
N +
= =
= −β∑ ∑   (14)
В формулах (11)–(14) с1, с2, с3 – коэффициенты 
для линейных, квадратичных и парных взаимосвязей 
соответственно, μ, λ – индексы в описании оценок ко-
эффициентов для парных взаимодействий, n – число 
линейных членов уравнения, N – число эксперимен-
тов, β – параметр, рассчитываемый в зависимости от 
числа точек ядра композиционного плана 2n-p, плеча 
«звездных» точек α і числа точек плану по формуле 
N
j 2
i n p
j 1
(x )
2
.
N N
−
= + αβ = =
∑
  (15)
Второй – на основе обработки экспериментальных 
данных пассивного эксперимента методом наимень-
ших квадратов (МНК), причем эти данные должны 
быть получены непосредственно с действующего про-
изводства. При этом математическая модель представ-
ляет собой уравнение регрессии, функционал наи-
меньших квадратов имеет вид
( )TJ FA Y (FA Y),= − −   (16)
а минимизирующий (16) вектор оценок коэффициен-
тов рассчитывается по формуле
( ) 1T TA F F F Y.−=   (17) 
Здесь F – матрица плана эксперимента, А – матрица 
оценок коэффициентов уравнения регрессии, Y – ма-
трица значений выходных переменных, представляю-
щая собой вектор-столбец значений результирующего 
параметра в i-м эксперименте.
Примеры получения таких описаний на основе 
промышленных данных могу быть найдены в работах 
[52–54].
Таким образом, если адекватная математическая 
модель технологического процесса получена любой из 
приведенных выше процедур, то описание конечного 
состояния может быть решением оптимизационной за-
дачи. Последняя формулируется следующим образом: 
необходимо найти такие значения входных перемен-
ных, которые обеспечивают максимум или минимум 
значения заданной выходной переменной. Для этого 
целесообразно воспользоваться специальной проце-
дурой исследования поверхности отклика. Речь идет о 
гребневом анализе («ридж»-анализе). При этом в каче-
стве конечного состояния предлагается использовать 
параметрическое описание вида 
* 1
*' *
* ' * *' *
0
x ( ) ( I A) a,
r( ) x x ,
y ( ) a 2a x x Ax ,
− λ = λ − λ = λ = + +
  (9)
где а0, а, А – оценки коэффициентов в уравнении ре-
грессии, * ii
a
x
2
=
λ
 – субоптимальные значения входных 
 
переменных – в задачах поиска оптимального управ-
ления технологическими процессами – переменных 
 
состояния, 2r r ,=  
2n
2 i
i 1
a
r
2
=
 
=   λ∑  – ограничения в фак- 
 торном пространстве, 
2n
i
0
i 1
a
y* a
2
=
= +
λ∑  – субоптимальные 
значения выходной переменной.
Учитывая особенности ридж-анализа, связанные с 
получением множества субоптимальных значений вы-
ходной переменной, формируется несколько альтер-
нативных вариантов описания конечного состояния. 
Каждое из них для факторного пространства (N×2) пред-
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ставляет собой кривую вида x1=f(x2), описывающую мно-
жество субоптимальных значений входных переменных, 
обеспечивающих заданные значения выходной перемен-
ной. Иными словами, каждое из описаний конечного 
состояния, по сути, формирует требования к качеству 
технологического продукта. Формируемое таким обра-
зом мультиальтернативное конечное состояние требует 
решения задачи выбора того из них, относительно кото-
рого и следует искать оптимальное управление.
Иллюстрация решения оптимизационной задачи 
в параметрическом виде (9) и получение на основании 
его мультиальтернативного описания конечного состо-
яния приведена на рис. 11–13. На рис. 13 показан также 
принцип выбора конечного состояния, относительно 
которого следует искать оптимальное управление.
Рис. 11. Параметрическое описание ограничений
Рис. 12. Линии гребней – кривые, описывающие 
множество субоптимальных значений
Очевидно, поиск оптимального управления следу-
ет вести относительно ближайшей линии конечного 
состояния. При этом если линия представляет собой 
прямую, то расстояние может быть определено извест-
ным способом
2 2
i j 1j 10 2 j 20d (x x ) (x x ) ,= − + −   (10)
где x1j, x2j – координаты точек, лежащие на линии ко-
нечного состояния, x10, x20 – координаты точки, описы-
вающей начальное состояние.
Рис. 13. Принцип мультиальтернативного описания 
конечного состояния и принцип выбора конечного 
состояния, относительно которого целесообразно вести 
поиск оптимального управления
6. Обсуждение результатов исследования метода 
синтеза оптимального управления, основанного на 
анализе математической модели объекта управления и 
мультиальтернативном описании конечного состояния
Предложенный метод поиска оптимального управ-
ления технологическими процессами, основанный на 
анализе решения СДУ, обладает тем преимуществом, 
что является достаточно простым. При этом получа-
емые с его применением решения полностью согла-
суются с результатами, получаемые с применением 
принципа максимума Понтрягина. Следует отметить 
его отличительную особенность, связанную с возмож-
ностью решения задачи стабилизации объекта управ-
ления – технологического процесса, – понимаемой в 
смысле удержания его параметров внутри заданной 
области в течение необходимого времени. Речь идет 
о том, что если момент времени, минимальный для 
перехода из фактического начального состояния в 
конечное, соответствует моменту времени выдачи тех-
нологического продукта, то приоритетным является 
именно быстродействие. При этом полученные реше-
ния по поиску оптимального в смысле быстродействия 
управления являются искомыми. 
Если параметры технологического процесса долж-
ны соответствовать заданным в течение какого-то 
интервала времени, например до выдачи технологи-
ческого продукта, то оптимальным будет считаться 
управление, максимизирующее время пребывания их 
значений внутри заданной области. Здесь речь может 
идти также о минимизации нового времени дости-
жения заданной области, если фазовая траектория 
уходит за ее пределы. В этом случае принципиально 
возможны, по меньшей мере, два альтернативных ва-
рианта реализации управления, отличающиеся прин-
ципом выбора моментов переключения управления. 
Очевидно, что определяющим фактором для выбора 
оптимального управления в данном случае является 
начальное состояние системы, описываемое положе-
нием точки фазового пространства, характеризующей 
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Математика и кибернетика – прикладные аспекты
фактическое начальное состояние, относительно ли-
нии конечного состояния. 
В этой связи, следует заметить, что при решении ре-
альных технологических задач в условиях промышлен-
ного серийного производства зачастую имеет место нео-
пределенность в оценке начального состояния системы, 
от которого и зависит положение фазовой траектории 
при выбранном управлении. Очевидно, что, говоря при 
этом о поиске оптимального управления, речь идет не об 
оптимальных значениях управляющего параметра (оно 
соответствует своей граничной величине │u(t)│=1), а о 
знаке управления. Его же выбор зависит от положения 
начального состояния системы относительно линии 
конечного состояния. Более того, зачастую начальное 
состояние технологической системы, как объекта управ-
ления, может быть определено только со сдвижкой во 
времени, связанного с проведением необходимых ла-
бораторных испытаний технологического продукта. 
Это означает, что выбор управления должен учитывать 
наличие такого временного дрейфа и в момент управ-
ляющего воздействия система уже перешла из своего 
начального (предыдущего) состояния в последующее. 
Оценка последнего является отдельной, самостоятель-
ной задачей, но без ее решения выбор оптимального в 
данный момент времени управления под вопросом. 
Предложенная процедура оценивания начального 
состояния относительно конечного, основанная на 
приведении прямой, описывающей конечное состоя-
ние, к нормальному виду, достаточно проста и позво-
ляет однозначно определять знак управления. Если 
линия конечного состояния не описывается уравнени-
ем прямой, возможны и другие варианты оценивания, 
однако суть при этом остается одной и той же – необ-
ходимо оценить положение точки фазового простран-
ства относительно конечного состояния. 
Из всего этого следует, что процедуре синтеза оп-
тимального управления технологическим процессом 
должна предшествовать процедура получения опи-
сания конечного состояния. В случае применения 
параметрического описания вида (9) возникает муль-
тиальтернативность в выборе конечного состояния. 
Как следует из предложенного принципа выбора (рис. 
13), наиболее целесообразным будет выбор той линии 
конечного состояния, к которой ближе находится на-
чальное состояние. 
Необходимо отметить, что предложенный метод 
поиска оптимального управления, основанный на ана-
лизе решений СДУ как математической модели объек-
та управления, не учитывает такой важный критерий 
качества управления как минимизация энергозатрат. 
Это является его очевидным недостатком и возмож-
ным направлением развития. Предложенный принцип 
выбора конечного состояния в условиях его муль-
тиальтернативности хоть и представляется эффек-
тивным, все же не лишен очевидного недостатка. Он 
связан с требованием представления математической 
модели технологического процесса в виде уравнения 
регрессии. Понятно, что при наличии малой выборки 
экспериментальных данных, а также неопределен-
ности в описании входных переменных получение 
адекватной математической модели для последующего 
параметрического мультиальтернативного описания 
является сложной задачей. Очевидно, указанные недо-
статки формируют потенциально интересные направ-
ления развития предложенного метода.
7. Выводы
1. Предложенный метод поиска оптимального по 
быстродействию и конечному состоянию управления 
технологическими процессами, основанный на ана-
лизе решения СДУ, позволяет при своей достаточной 
простоте получать решения, полностью согласующи-
еся с результатами, получаемые с применением прин-
ципа максимума Понтрягина. При этом он открывает 
дополнительные возможности в решении задачи удер-
жания параметров технологического процесса внутри 
заданной области. Показано, что для этого существует, 
по меньшей мере, два альтернативных варианта реали-
зации управления, отличающиеся принципом выбора 
моментов переключения управления. Определяющим 
фактором для выбора оптимального управления в 
данном случае является начальное состояние системы, 
описываемое положением точки фазового простран-
ства, характеризующей фактическое начальное состо-
яние, относительно линии конечного состояния. При 
этом понятие «начальное состояние» заменяется экви-
валентным понятием «предшествующее состояние», 
более подходящим для описания технологического 
процесса в контексте поиска оптимального управле-
ния. Предложено для этого, в случае, если конечное со-
стояние описывается уравнением прямой, приводить 
его к нормальному виду. В результате этого можно 
рассчитывать с учетом знака соответствующее от-
клонение точки предшествующего состояния от этой 
прямой, однозначно определяющее знак управления. 
2. Предложено получать мультиальтернативное пара-
метрическое описание конечного состояния для поиска 
оптимального управления технологическим процессом 
с применением «ридж»-анализа. Показано, что каждая 
из альтернатив представляет собой множество субоп-
тимальных значений выходной переменной, обеспечи-
вающее оптимальные в выбранном смысле значения 
выходной переменной. Последние формируются требо-
ваниями к качеству готового технологического продук-
та. Показано, что при синтезе оптимального управления 
в случае такой мультиальтернативности описания ко-
нечного состояния наиболее целесообразно выбирать то 
из них, относительно которого в фазовом пространстве 
ближе всего находится точка, описывающая предше-
ствующее состояние технологической системы.
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