Abstract. In this paper we prove the optimal L p -solvability of nonlocal parabolic equation with spatial dependent and non-smooth kernels.
Introduction
In this paper we are considering the L p -estimate of the following nonlocal operator:
where α ∈ (0, 2), a :
+ is a measurable function and y (α) := 1 α∈(1,2) y + 1 α=1 y1 |y| 1 .
When a(x, y) is smooth and 0-homogenous in y, or a(x, y) = a(y)
is independent of x, the L pestimates for this type of operators have been studied by Mikulevicius-Pragarauskas [13] and Dong-Kim [8] (see also [19] ). However, for nonlinear applications, the smoothness and spatialindependence assumptions are usually not satisfied.
Let us now look at a nonlinear example. Consider the following variational integral appeared in nonlocal image and signal processing [9] : In [6] , Caffarelli, Chan and Vasseur firstly considered the following time dependence problem:
and proved that for any θ 0 ∈ H 1,2 , there exists a unique global classical C 1,β -solution to the above equation with θ(0, ·) = θ 0 in the L 2 -sense. The existence of weak solutions with non-increasing energy can be deduced by the standard energy argument. To address the regularity problem, they followed the classical idea of De Giorgi and considered the following linearized equation
where w(t, x) = ∇θ(t, x). If we set
then, since φ ′′ is an even function, we havê
and equation (2) is understood in the weak sense:
Clearly, if we let a(t, x, y) :=k(t, x, x + y), then equation (2) becomes
Notice that a(t, x, y) is usually not smooth apriori in x and y. This type of equation is our main motivation. This paper is organized as follows: In Section 2, we give some necessary spaces. In Section 3, we prove some estimates of nonlocal integral operators. In Section 4, the linear nonlocal parabolic equation is studied. In a forthcoming paper, we shall use the result obtained in this paper to study the stochastic differential equations with spatial dependence jump-diffusion coefficients (cf. [18] ).
Convention: Throughout this paper, we shall use C with or without subscripts to denote an unimportant constant.
Preliminaries
In this section we introduce some necessary spaces of Dini-type (cf. [15, p.30, (25) ]). Let A 0 be the space of all real bounded measurable functions a :
where
Let A 1 ⊂ A 0 be the subspace with finite norm 
where ∇ k denotes the k-order generalized gradient; and if 0 < β integer and p > 1, an equivalent norm in W β,p is given by
where for a number β > 0, [β] denotes the integer part of β and {β}
2 is a bounded linear operator in L p -space for any p > 1 (see [15] ). Moreover, the following interpolation inequality holds: for any β ∈ (0, γ), p > 1 and
The following lemma is an easy consequence of [11, Lemma 2.1].
Lemma 2.1. For any
For each t
It is well-known that (cf. [1, p.180, Theorem III 4.10.2]),
For simplicity of notation, we also write
Let ν be a σ-finite measure on R d , which is called a Lévy measure if ν({0}) = 0 and
Let Σ be a finite measure on the unit sphere
Then ν (α) is the Lévy measure corresponding to the α-stable process. 
and we simply write ν 1 ν 2 in this case.
(ii) The Lévy measure ν (α) defined by (9) is called nondegenerate if
Throughout this paper we make the following assumption: (H (α) ν ) Let ν be a Lévy measure and satisfy that for some α ∈ (0, 2),
where ν ν ) with α ∈ (0, 2). Then for any p ∈ (1, ∞), there exists a constant C 0 ∈ (0, 1) such that for all f ∈ H α,p ,
Below, for simplicity of notation, we write
We first prepare the following lemma for later use.
Lemma 3.3.
Suppose that a ∈ A 0 and ν ν (α) for some α ∈ (0, 2). For any p > 1, there exists a constant C = C(α, p, d) > 0 such that for all f ∈ H α,p and ε ∈ (0, 1),
a is defined by (3) . Proof. Let us look at the case of α ∈ [1, 2). Since a ∈ A 0 , by Minkowski's inequality we have
where the last step is due to (9) and the boundedness of Riesz transform in L p -space. The case of α ∈ (0, 1) is similar.
For a ∈ A 0 , define the following nonlocal operator:
f (x, y) is given by (13) . We now establish the following characterization about the domain of L aν .
Theorem 3.4. Let α ∈ (0, 2). Assume that (H (α)
ν ) holds and a ∈ A 0 satisfies that for some 0 < a 0 < a 1 and any 0 < r < R < ∞,
Then for any p ∈ (1, ∞), there exists a constant C 1 ∈ (0, 1) depending only on a 0 , a 1 , ν
and α, d, p such that for all f ∈ H α,p ,
Proof. We make the following decomposition:
For I 1 (x), by Theorem 3.2 and condition (14), we have
For I 2 (x), if α = 1, by (14) we have
if α ∈ (0, 1), we have
For I 3 (x), by Lemma 3.3 we have
where γ(ε) → 0 as ε → 0. Now, combining the above calculations, we obtain the right hand side estimate in (15) . Moreover, we also have
Letting ε be small enough, we obtain the left hand side estimate in (15).
Nonlocal linear parabolic equation
In this section we fix a Lévy measure ν satisfying (H (α) ν ). Let λ : R + → R + be a nonnegative and locally integrable function. Let N(dt, dx) be the Poisson random point measure with intensity measureN(dt, dx) := λ(t)dtν(dx). LetÑ(dt, dx) := N(dt, dx)−N(dt, dx) be the compensated random martingale measure. Let ϑ : R + → R d be a locally integrable function. For t 0, define
, by Itô's formula we have
Thus, if we let
then one sees that
The following result is a slight extension of [19, Theorem 4.2] . be defined by (17) . Then for any p ∈ (1, ∞), there exists a constant C = C(λ 0 , ν
Proof. Let N (1) (dt, dx) and N (2) (dt, dx) be two independent Poisson random point measures with intensity measuresN (1) (dt, dx) := (λ(t) − λ 0 )dtν(dx) andN (2) (dt, dx) := λ 0 dtν(dx) respectively. Let X (1) t be defined by (16) in terms of N (1) , and X (2) t be defined by
yN (2) (dr, dy).
In fact, X
t is the Lévy process corresponding to the Lévy measure λ 0 ν(dx). By Itô's formula, we have 
The proof is complete.
Consider the following time-dependent linear nonlocal parabolic system:
where u, f :
are Borel measurable functions, and
We make the following assumptions on a and b:
where a 0 , a 1 > 0, and for all 0 < r < R < +∞, if α ∈ (1, 2), and let f ∈ Y 0,p and u ∈ X α,p satisfy (20) . Then for all t ∈ [0, 1],
where C depends only on a 0 , a 1 ,
Proof. Let (ρ ε ) ε∈(0,1) be a family of mollifiers in
where * stands for the convolution. Taking convolutions for both sides of (20), we have
By the assumption, it is easy to see that for all ε ∈ (0, 1) and t ∈ [0, 1] and
and
Moreover, by the property of convolutions, we also have
Below, we use the method of freezing the coefficients to prove that for all t ∈ [0, 1],
where the constant C is independent of ε. After proving this estimate, (23) immediately follows by taking limits for (26).
For simplicity of notation, we drop the subscript ε below. Fix δ > 0 being small enough, whose value will be determined below. Let ζ be a smooth function with support in B δ and ζ p = 1. For I 1 (T, z), by (19) and
where the last step is due to [17, p. 
