The two main methods of tuning hybrid integrated active filters, namely functional and deterministic tuning are described. Functional tuning implies the fine adjustment of an active network that is assembled and in operation so that its transmission characteristics (e.g. gain or phase response) can be monitored during the tuning process. One or several resistors are selected as tuning elements and these are adjusted (e.g. by laser, anodization, sandblasting, "postbox" selection of discrete resistors) until the desired response is obtained. Deterministic tuning involves the fine adjustment of individual resistors to values which are analytically predicted. The prediction is based on network equations which include parasitic effects and in which those component values that are not to be adjusted are obtained by measurements on the (non-operational) manufactured circuit. Manufacturing tolerances and parasitic effects are included in the comprehensive set of equations whose solutions provide the final adjustment values of a few 'tuning resistors'. Accuracy bounds and limitations of the two tuning methods are given and the pros and cons of the two methods are discussed. Finally it is suggested that a well balanced combination of the two methods may well provide the most efficient and least complicated solution to the tuning problem in hybrid integrated networks.
INTRODUCTION
As active hybrid-integrated filters are increasingly being developed for modern communication systems, [1] [2] [3] [4] [5] [6] [7] so the question of how to tune them to specifications most efficiently, and at minimum cost, is becoming ever more important. In practice two basically different tuning methods can be distinguished, namely functional and deterministic tuning. 8 Functional tuning implies tuning the critical parameters of a network while it is functional, i.e. in operation. Because the network is assembled as for operation in the final system, any parasitics built into the network are automatically taken into account and "tuned out" during the tuning process.
Functional tuning is generally iterative, particularly if the tuning steps are interactive ( Figure 1 ). The number of iterations will increase with the degree of tuning accuracy required. The larger the number of iterative tuning steps, the more time consuming, and therefore the more costly, the tuning process will be. Functional tuning will generally be preferable for laboratory purposes and when production quantities are moderate or low.
Deterministic tuning implies tuning, or trimming to value, individual components of a network as predicted by a combination of comprehensive network equations (in which parasitic effects are taken 79 into account) and by component measurements (Figure 2 ). The solutions of equations (generally obtained by an on-line computation facility) provide the values of the components to be tuned. Tuning is carded out "to value", hence it makes no difference whether the network is operational or not. Since the components to be tuned are invariably resistors, this method consists of "resistor trimming", in contrast to the tuning of network characteristics (e.g. amplitude, phase, frequency) that occurs in functional tuning. The method is simple ("to-value" trimming of resistors is essential in any hybrid integrated circuit manufacturing plant) and rapid in execution (generally very few, if any, iterations are required). However, powerful computer programs will be required to solve the nonlinear network equations which must take first, and often second order parasitic effects into account. Deterministic tuning is the more efficient of the two methods, but the necessary expenditure of an on-line computation facility, and the initial computational effort required, can generally be justified only by very high production volumes.
In practice it will very often be found useful to combine functional with deterministic tuning. The initial adjustments will be carried out by deterministic tuning, where the values are obtained from either the idealized network equations or from Runtuned Rtuned K can also be tuned for. Remember that an error in K implies an error in the dc gain of the network.
DETERMINISTIC TUNING
For a given network, the deterministic tuning procedure follows the flow-chart presented in Figure  8 . Thus for the second-order lowpass network shown in Figure 9 , whose transfer function was given by Eq. (17) To attain a one-pass tuning procedure, parasitic effects due to nonideal circuit components must generally be taken into account in the network equations derived under step 3 above. This complicates the required computations considerably. The main parasitic effects that must be contended with are: i) Non-ideal characteristics of the active devices (e.g. frequency dependent gain of the operational amplifiers). Referring to Figure 10, 
Instead of frequency-independent capacitors, thinfilm capacitors will be frequency-dependent according to the relationship:
whereby the time constt rc characterizes the tecology used. Assuming that the value of C(w) is measured at two frequencies (see Figure 11 ), the value of C(p) can be obtained by extrapolation as follows: log C(wp) log C(,) + rc(p )
where Figure 9 ). The qp accuracy follows as (27) For the network of Figure 9 Eq. (27) idealized, network equations.
SUMMARY
The two main tuning procedures used for hybridintegrated active networks have been described. Their main characteristics are summarized in Table I . Functional tuning is conceptually simple and very effective in that all stray and parasitic effects of a practical circuit can be tuned out "in situ" with the circuit in operation. The main disadvantages of the 
