Abstract-A new detector design using pixelated NaI(Tl) crystals has been evaluated for use in positron emission tomography (PET). This detector uses 4 4 30 mm 3 NaI(Tl) pixels coupled via a lightguide (1.4 cm thick) to an array of 39 mm diameter photomultiplier tubes (PMTs) in an Anger detector design. Our measurements show that the high light output of NaI(Tl) leads to a good discrimination of the 4 mm NaI(Tl) pixels for varying integration times of 220, 120, and 60 ns. The crystal-to-crystal variation in the measured energy for a central group of nine crystals is 1.1%, while the average energy resolution at 511 keV varies from 8.6% to 10.7% as the integration time decreases from 220 to 60 ns. Additionally, the measured light response function (LRF) of the pixelated detector is much narrower than that of the continuous, curveplate plate C-PET detectors, even though the pixelated crystal is thicker. High count-rate simulations for a whole-body scanner with pixelated NaI(Tl) detectors but based on the C-PET geometry (diameter of 90 cm and an axial field-of-view of 25 cm) predict more than a doubling of the peak NEC rate over the C-PET scanner with curved, continuous detectors. This is due to the increased sensitivity of thicker crystals and reduced deadtime achieved by the pixelated detector design. Thus, a pixelated NaI(Tl) detector based scanner offers significant improvements in both the spatial resolution and count-rate performance over the current whole-body C-PET scanner.
I. INTRODUCTION
N aI(Tl) scintillators have been used successfully for both SPECT and PET imaging. In SPECT, a 3/8" thick crystal provides high sensitivity (90% efficiency) for stopping 140 keV -rays. For PET, 1" thick NaI(Tl) crystals are used to obtain good sensitivity for stopping 511 keV -rays (43% efficiency in singles mode) [1] . However, as the crystal thickness increases the scintillation light spread within the detector also increases. The increased spreading of scintillation light results in a worsening of the spatial resolution, 3 mm with a 3/8-in-thick crystal to 5 mm with a 1-in-thick crystal. Previously, researchers have shown the capability of traditional gamma camera detectors in achieving a 3.2 mm spatial resolution with 511 keV photons, while using a 1/2-in-thick NaI(Tl) crystal coupled to an array of 76 mm diameter PMTs [2] . However, for PET imaging thicker crystals are needed to achieve higher sensitivity. Additionally, the deadtime due to pulse pileup in such a detector is significant due to the large light spread within the detector. Others [3] , [4] have investigated combined LSO/NaI(Tl) phoswich detectors for combined PET/SPECT imaging. These detectors are capable of achieving 4 mm spatial resolution for PET imaging due to the good separation of the individual crystals. The LSO/NaI(Tl) phoswich detector is, however, a quadrant-sharing block detector [5] using the NaI(Tl) array exclusively for SPECT imaging, while the LSO scintillators are utilized in the PET imaging mode. Over the last few years the StarBrite detector from Saint-Gobain Crystals and Detectors, which has slots cut on the exit surface of a NaI(Tl) crystal, has shown improved spatial resolution and count-rate performance in SPECT cameras used also for coincidence imaging. Recently [6] we investigated cutting slots in the crystal entrance surface to restrict the spreading of scintillation light arising from 511 keV photons which interact deeper within the crystal as opposed to the 140 keV photons typically encountered in SPECT imaging. Those studies resulted in the design of a slotted NaI(Tl) detector with less light spread to reduce detector deadtime, but spatial resolution similar to that obtained with the unslotted detector. Our results from the slotted NaI(Tl) detector, together with those from a discrete GSO Anger-logic detector [7] , have now led us to investigate a pixelated NaI(Tl) detector for use in PET. Our initial experiments in the laboratory involved developing cutting techniques to produce small and uniform NaI(Tl) crystals. This process was hastened with the simultaneous development of the pixelated NaI(Tl) detectors by Saint-Gobain Crystals and Detectors. The pixelated NaI(Tl) detector is similar to the discrete GSO detector design, except for the substitution of GSO crystals with NaI(Tl) crystals. Although NaI(Tl) has a lower stopping power, lower photofraction, and a longer decay time than GSO, its higher light output is an advantage which leads to better energy resolution and crystal discrimination. Unlike the continuous NaI(Tl) detector, the pixelated design affords us the flexibility to increase the crystal thickness to achieve higher sensitivity without affecting the spatial resolution or the light spread, which in turn affects the count-rate capability of the detector. Fig. 1 shows the detector setup we studied using a pixelated NaI(Tl) detector. Each NaI(Tl) pixel is 4 4 30 mm in size, and a hexagonal array of 39 mm diameter PMTs is used for signal readout. The crystal length of 30 mm was chosen to attain a higher sensitivity than that of the C-PET whole-body scanner [1] which uses a 1-in thick continuous, curve-plate NaI(Tl) detector manufactured by Saint-Gobain Crystals and Detectors. Since the cross-sectional crystal size and PMT diameter are the same as that for the GSO Anger-logic detector [7] , the same lightguide design is used. We performed Monte Carlo detector simulations (Montecrystal) [7] with varying lightguide thickness using the results from the GSO Anger-logic detector as an initial starting point.
II. METHODS

A. Detector Simulations
Using a narrow (collimated) source of 511 keV 's we moved the -ray entrance point in 0.5 mm steps over five adjacent crystals, which span half a PMT length, and calculated the position spectra. In addition, we also obtained the position centroid and FWHM of the calculated position spectrum at each of these points. These results were then used to make a "ladder"-plot which shows the simulated position as a function of the -ray entrance position. The light response function (LRF), which is a plot of the relative light output of a PMT as a function of the source position, was also calculated. This LRF is characterized by the ratios (LRF ratios) of the amount of light received by the PMT centered directly over the crystal in which the interaction occurred ( ) to the amount of light received by an adjacent PMT ( or ). For all these simulations, we used only 60% of the total light yield of NaI(Tl) in order to account for the use of pulse clipping circuits [8] in the C-PET scanner which shorten the NaI(Tl) signal and reduce deadtime in the scanner.
B. Detector Measurements
Working in collaboration with Saint-Gobain (formerly Bicron), we developed a prototype 17 17 pixel array of 4 4 30 mm NaI(Tl) crystals. The crystal pitch is 4.3 mm and the space between different crystals is tightly packed with white powder. Our simulation results as described in Section III-A, guided us in choosing a 1.4 cm thick lightguide for our measurements. Hence, our measurements with the pixelated NaI(Tl) detector were performed with a hexagonal array of seven 39 mm diameter PMTs coupled through a 1.4 cm thick lightguide. All initial measurements were performed on a CAMAC system with an integration time of 220 ns which corresponds to the integration of 60% of NaI(Tl) light after pulse clipping. An uncollimated source of 511 keV 's was placed before the crystal array. Position measurements were performed for this array, and the LRF ratios were measured. In order to better characterize the crystal separation achieved with this detector, we repeated these measurements for shorter integration times of 120 and 60 ns as well.
C. Scanner Design and Performance Characterization
Two different Monte Carlo simulations have been performed to evaluate the performance of a new whole-body scanner (Pix-NaI) utilizing the pixelated NaI(Tl) detector. For these simulations the axial field-of-view (25.0 cm) and diameter (90.0 cm) were based on the current C-PET scanner. The number of PMTs is, however, doubled relative to that used in the C-PET in order to match the narrow LRF. The new scanner design will therefore use 576, 39 mm diameter PMTs in a 72 8 hexagonal grid. The C-PET, on the other hand consists of a total of 288, 63.5 mm diameter PMTs. All simulations, unless otherwise noted, were performed for a uniform activity filled 20 cm diameter by 70 cm long cylinder placed in the scanner. This phantom is similar in performance to the phantom prescribed in the NEMA NU2-2001 standards, which is of the same size but with a line source in the middle.
An EGS4 based simulation [9] , [10] modified for our scanner geometry was used to evaluate scatter within the cylinder and the deposited energy spectrum of the 511 keV 's in the scanner. Obtaining the deposited energy spectra involves an accurate modeling of the detector properties as determined by the detector simulation (Montecrystal). For this work we used this simulation to calculate the Scatter Fraction of the Pix-NaI scanner as a function of the lower energy threshold (ELLD).
High count-rate simulations (HCRSim) [11] , [12] which model pulse pileup and deadtime within our scanners, were performed to evaluate the deadtime behavior of the Pix-NaI scanner. This simulation, which has been described and evaluated elsewhere [12] , specifically takes into account the LRF of the detector, as well as the signal width, to obtain the scanner deadtime as a function of activity concentration within the cylindrical phantom. Fig. 2 shows the position histogram calculated with a lightguide thickness of 1.8 cm. The five peaks represent the five adjacent crystals over which the calculations were performed. This spectrum is a probability distribution of the crystal positions within the detector. The average peak-to-valley ( ) ratio, and its uniformity over such a position histogram, describes the ability of the detector to discriminate the individual crystals. A high (and uniform) ratio is desirable. Table I gives a summary of the different lightguide thickness evaluated in the sim- ulations, and the corresponding (the error is the standard variation over the five crystals) and LRF ratios achieved by these designs. A 1.4-1.8 cm thick lightguide seems to have a high and most uniform ratios with a narrow LRF. The average ratio is 2.3 for this detector setup. These numbers when compared to those obtained with the GSO Anger-logic detector show that the increased light output of NaI(Tl) results in an improved discrimination of the individual crystals. In a scanner implementation, an automated algorithm is used to mark crystal boundaries within a 2-D position probability distribution obtained with a flood measurement. When an acquisition of unknown source distribution is performed, each measured position from Anger-logic gets assigned to a crystal based upon the regions drawn in the 2-D probability distribution via a lookup table. This technique is similar to that performed with BGO block detectors [13] . For our detector simulations, we manually marked crystal boundaries in Fig. 2 . With these crystal boundaries we calculated that about 60% of the events within each crystal will be correctly placed after Anger positioning and using the crystal lookup table. Our GSO detector results had shown further improvements in crystal identification with a slotted lightguide. This, however, is difficult to practically implement with the pixelated NaI(Tl) detector due to the cutting techniques and the hygroscopic nature of the crystal.
III. RESULTS
A. Detector Simulations
The "ladder"-plot for this lightguide is given in Fig. 3 . The length of the error bar at each point is the FWHM of the corresponding peak in the position spectrum. Each of the five relatively flat steps represent interactions within a single crystal, and the plot shows very little overlap (at FWHM level) between adjacent steps. Fig. 5 (Right). The average ratio for this detector is measured to be 2.6. The LRF ratio for this detector is 1:0.10 which is similar to the optimum simulation results.
We also applied position gates individually on nine crystals near the center of the PMT and measured the energy centroid and energy resolution for each of these crystals. These results are shown in Table II . Fig. 4 is a representative energy histogram collected after gating on one of these crystals. The average position of the energy centroid (511 keV) for these nine crystals is at 629 with a standard deviation of 1.1%, while the average energy resolution (at 511 keV) is 8.6% with a standard deviation of 0.4%. These averages and their standard deviations show that there is no significant variation in the output, and subsequent collection, of light from the individual NaI(Tl) pixels. Our previous results for the light output variation over an entire PMT region in the GSO detector [14] show a maximum of 18% light collection diffence between the central and edge crystals. Additionally, a local energy calibration is performed in our scanner, leading to only a slight deterioration in the overall energy resolution over the entire PMT region The energy resolution obtained from this detector (8.6% at 511 keV) is as good, or better, than that obtained with large, continuous NaI(Tl) crystals with pulse clipping and an integration time of 220 ns (typical results are 10% averaged over the whole detector). 120 ns. There is a slight degradation in the crystal separation now, resulting in an average ratio of about 2.3. As expected the energy resolution also suffers somewhat, worsening to 9.2% at 511 keV with a standard deviation of 0.3% over the central nine crystals. The LRF ratio, which is relatively independent of the total amount of scintillation light collected, did not change with the change in integration time.
3) Integration Time ns: As expected, further reductions in integration time start to significantly affect the crystal separation. At an integration time of 60 ns the average ratio is now 2.0 with an energy resolution of 10.7% (standard deviation of 0.3%) at 511 keV for the central nine crystals. Fig. 7 shows the scatter fraction (SF, over whole field-of-view) we calculated for the Pix-NaI scanner with energy resolution values of 8%, 12%, and 25% at 511 keV. The scatter fraction is defined as: (1) where and are the true and scatter count-rates, respectively. The values of 8 and 12% for the energy resolution in Fig. 7 span the range that we measure with the NaI(Tl) pixels with varying integration times, while 25% was used to illustrate the negative effect poor energy resolution due to other system degradations will have on the scanner performance. This plot shows that the SF is generally the same, and changes only slightly with energy resolution at low energy gates (energy lower level discriminator, or ELLD) of 450 keV and above. The signal-to-noise ratio for a PET image has been shown to be proportional to the noise equivalence count (NEC) rate of the scanner [15] , where (2) ( is Random count-rate.) As can be seen from the definition of the NEC rate, a high NEC value can be obtained by raising the ELLD value which reduces scattered events. However, this also reduces the true count-rate in the scanner. Thus, there may exist an optimum ELLD value at which the NEC rate peaks. All three types of coincidences ( , , and ) are proportional to the square of the singles interaction efficiency ( ) of the scanner, which we can calculate from the energy spectrum obtained from the EGS4 simulation (3) (4) where is the activity in the phantom, is a function of scanner and phantom geometry, while is a function of scanner and phantom geometry as well as the coincidence timing window. As a function of the ELLD, the NEC can then be shown to be (5) Thus,
C. Scanner Performance Simulations 1) Scatter Fraction and Scanner Energy Resolution:
The proportionality factor will depend upon the scanner deadtime at a given count-rate as well as provide the absolute scaling factor for the NEC value as shown in (5) . Using the energy spectra and SF from the EGS4 simulation, we calculated this relative NEC rate for the Pix-NaI scanner as a function of ELLD for the three different energy resolutions. Fig. 8 shows the results of our calculations, where all three curves were scaled by a common scale factor so that the peak value with 8% energy resolution was one. These results show that the ELLD value can be optimized to achieve a maximum NEC rate for any given activity concentration in the phantom. In particular the optimal ELLD values are 480, 460, and 420 keV, respectively, for energy resolutions of 8%, 12%, and 25%. We also see the importance of good energy resolution (8%), which allows the use of a high ELLD value to achieve the maximum NEC rate. In contrast, an energy resolution of 25% will result in a more than 20% reduction in the peak NEC value for an optimized ELLD (420 keV) when compared to the maximum NEC rate achieved with an 8% scanner energy resolution ( keV). 2) High Count-Rate Performance: High count-rate simulations were performed for the Pix-NaI scanner with varying scintillator signal widths of 220, 120, and 60 ns after pulse clipping. In order to account for variations in the energy resolution over the scanner an ELLD value of 450 keV was used. This ELLD value is sub-optimal for a scanner with 8% energy resolution, but is similar to the optimal value for a 12% energy resolution (see Fig. 8 ). This ELLD value was chosen after considering the fact that in a scanner implementation, practical Fig. 10 . Noise Equivalent Counts (NEC) rate (calculated through HCRSim) for the current C-PET, and a Pix-NaI scanner with a similar geometry but using pixelated NaI(Tl) detectors. The calculations were performed for a 20 cm diameter by 70 cm long cylinder.
issues such as detector calibrations, PMT gain variations, and electronic noise could lead to a somewhat higher energy resolution value. The results from these simulations for the 120 ns wide signal are shown in Fig. 9 (Top), together with those for the C-PET scanner Fig. 9 (Bottom) . The count-rate curves for the Pix-NaI scanner are almost identical for the three signal widths (with slightly reduced deadtime at the highest activity concentrations for the 60 ns wide signal). The results for C-PET, which have previously been shown to be in good agreement with our experimental measurements [12] , show a sensitivity of 11.9 kc/s/kBq/ml (440 kc/s Ci cc) for the 70 cm long cylindrical phantom. The trues sensitivity of Pix-NaI is about 40% higher than C-PET due to the use of longer crystals (16.6 kc/s/kBq/ml, or 615 kc/s Ci cc). A scatter fraction of 20% was then used to estimate the scattered counts in calculating the NEC rates. Looking at the NEC curves in Fig. 10 we see that the peak NEC rate in a Pix-NaI scanner is 44-50 kc/s for integration times of 220, 120, and 60 ns, and occurs at an activity concentraion range of 7.0-8.0 kBq/ml (0.19-0.22 Ci cc) in the phantom. In contrast, the NEC rate of C-PET peaks at 22 kc/s for an activity concentration of 5.2-5.6 kBq/ml (0.14-0.15 Ci cc) in the same phantom. The improved performance of the Pix-NaI scanner arises due to two factors, higher sensitivity and reduced deadtime. As mentioned above, the increased sensitivity is due to the use of longer crystals. Additionally, the narrow LRF results in a significantly reduced detector deadtime and pulse pileup at high count-rates, and so the NEC rate for Pix-NaI peaks at a higher concentration. Overall the increased sensitivity and reduced deadtime of the Pix-NaI scanner results in more than a doubling of the peak NEC rate over the current C-PET scanner.
Our calculations for the count-rates as well as the NEC show a small improvement with the use of a shorter signal and integration time in the Pix-NaI scanner. Deadtime and event pileup in an Anger detector are affected spatially by the spread of light in the detector (or the width of the LRF), and temporally by the signal width and the subsequent integration time. In our pixelated NaI(Tl) detector, just as in the GSO Anger-logic detector, the LRF has been optimally narrowed to minimize the light spread in the detector while achieving best crystal separa- tion. As a result, the temporal effect on detector deadtime and pileup due to a shorter signal will show minor improvements until very high activity (or count-rate) levels are reached. At such high activity levels, events which normally lie below the photopeak (scattered events) will get 'pushed' into it. Similarly, some events within the photopeak will get 'pushed' out and rejected due to pulse pileup. This shifting of the photopeak toward higher energies due to pulse pileup at high count-rates, together with the fixed energy gate for all count-rates, leads to an increase in the relative number of scattered events collected after energy gating. Thus, even though the intrinsic scatter fraction is a function only of the scanner and phantom geometry, the SF in the collected events can increase due to pulse pileup and the subsequent shifting of the photopeak at higher count-rates. Since the definition of the NEC uses a SF value obtained at low count-rates, the effect of pulse pileup in the scanner is not properly accounted for in the NEC calculation at high count-rates. We studied this effect in detail by looking at the energy before and after pulse pileup on an event-by-event basis in the HCRSim simulation. Overall, our results show that the SF increases as a function of activity concentration (for a fixed energy gate), rising to as high as 38% (20% originally at low count-rates) for an activity concentration of about 12.2 kBq/ml (0.33 Ci cc) in the 70 cm long cylinder. The scatter fraction values for signals widths of 220 ns and 120 ns are almost identical, while for the 60 ns wide signal the SF at 12.2 kBq/ml (0.33 Ci cc) is about 10% less than the other two signal widths (34% as compared to the 38%). These results, therefore, show that the improvement arising due to the use of shorter signals and integration times, will be more noticeable in images acquired at very high activity levels. Fig. 11 shows plots of the percent deadtime (Top) and randoms fraction (defined here as ) (Bottom) as functions of activity concentration for the Pix-NaI and C-PET scanners. These plots clearly show that in the C-PET the randoms fraction is less than one at 5.2 kBq/ml (0.14 Ci cc), which is also near the activity concentration at which the NEC rate peaks. Additionally, the deadtime at this activity concentration is also high ( 41 ). Thus, in C-PET the scanner deadtime plays the major role in the peaking of the NEC rate. Using (3) and (4) it can be shown that (6) In Pix-NaI, since the scanner and source geometry as well as the coincidence timing window are the same as in C-PET, the randoms fraction curve is almost identical to that of C-PET as well. However, the deadtime is 25 for all three scintillator signal widths at 5.2 kBq/ml (0.14 Ci cc). Therefore, the NEC rate continues to increase beyond this activity concentration. The activity concentration at which the NEC now peaks is about 7.0 kBq/ml (0.19 Ci cc) for the two longer signals, and 8.0 kBq/ml (0.22 Ci cc) for the shorter 60 ns wide signal. The deadtime at 7.0 kBq/ml (0.19 Ci cc) is 18% for the shorter 60 ns wide signal, but increases to 30% with the 220 ns wide signal. These results, therefore, show that in the Pix-NaI scanner, the activity concentration at which the NEC peaks is determined mainly by the randoms fraction in the scanner, and it depends only slightly on the scintillator signal width. The scanner deadtime is less for shorter scintillator signal widths at high activity concentrations, leading to the 11% increase in the peak NEC rate for the 60 ns wide signal over the 220 ns wide signal. Thus, for a C-PET scanner geometry and a coincidence timing window width of 8 ns, the pixelated NaI(Tl) Anger-logic detector (with 60 ns signal width) achieves maximum NEC rate without significant deadtime. Any additional improvements for this scanner design would require increased scanner sensitivity, at which point the scanner deadtime could once again become important.
IV. DISCUSSION
Our detector measurements show that the pixelated NaI(Tl) detector is capable of achieving very good crystal separation and energy resolution with restricted light spread. In addition, crystal separation does not significantly deteriorate as a function of signal width or integration time.
We have performed Monte Carlo simulations to understand the importance of detector energy resolution in achieving high NEC rates in a whole-body scanner. We simulated a 20 cm diameter by 70 cm long cylindrical phantom in a whole-body scanner design using the pixelated the NaI(Tl) detector. The relative NEC rates for this scanner were then calculated as a function of lower energy gate. Three different energy resolutions were investigated. Our results predict that with an appropriate choice of the lower energy gate, the peak NEC rate for a scanner with 8% energy resolution is 25 higher than a similar scanner with 25% energy resolution.
The crystal separation and energy resolution achieved with integration times of 220 and 120 ns are not significantly different from each other. Thus, we do not expect the image quality achieved by the new whole-body scanner to be significantly different between these integration times. However, a shorter integration time (implying a short signal after pulse shaping) should reduce pulse pileup and deadtime in the scanner. Our count-rate simulations show a modest 13% gain in the peak NEC for 60 ns wide signals. The relative improvement is even less for activity concentrations of clinical interest (3.7 kBq/ml, or 0.1 Ci cc). Additionally, the activity concentration for the NEC peak is determined by the randoms fraction in the Pix-NaI scanner, quite unlike the case in C-PET where scanner deadtime dominates.
V. CONCLUSION
Our measurements and simulations predict that a whole-body scanner based upon the pixelated NaI(Tl) detector would be capable of achieving a peak NEC rate of 44-50 kc/s, trues sensitivity of 16.6 kc/s/kBq/ml (615 kc/s Ci cc), and good discrimination of 4 mm wide crystals. Use of longer (30 mm) crystals results in a 40% increase in the trues sensitivity over that of our current C-PET scanner. The reduced deadtime due to a narrow LRF also leads to more than a doubling of the peak NEC rate. For routine clinical imaging at activity concentrations of 3.7 kBq/ml (0.10 Ci cc) the NEC rate is expected to be 35 kc/s (trues at 75 kc/s) leading to improved image quality and shorter scan times.
