To Professor Joseph L. Gastwirth whose creativity and fondness for indices have been matchlessly inspiring L-statistics play prominent roles in various research areas and applications, including development of robust statistical methods, measuring economic inequality and insurance risks. In many applications the score functions of L-statistics depend on parameters (e.g., distortion parameter in insurance, risk aversion parameter in econometrics), which turn the L-statistics into functions that we call L-functions. A simple example of an L-function is the Lorenz curve. Ratios of L-functions play equally important roles, with the Zenga curve being a prominent example. To illustrate real life uses of these functions/curves, we analyze a data set from the Bank of Italy year 2006 sample survey on household budgets. Naturally, empirical counterparts of the population L-functions need to be employed and, importantly, adjusted and modified in order to meaningfully capture situations well beyond those based on simple random sampling designs. In the processes of our investigations, we also introduce the L-process on which statistical inferential results about the population L-function hinges. Hence, we provide notes and references facilitating ways for deriving asymptotic properties of the L-process.
INTRODUCTION
Linear combinations of order statistics, commonly known as L-statistics, and their numerous variations and generalizations have played notable roles in diverse areas of application such as measuring economic inequality and insurance risks, deriving premium calculation principles.
Guided by econometric and actuarial applications, and also by a mathematical point of view, in this paper we analyze L-statistics and arrive at their extensions and generalizations that satisfy interesting properties and open up * Corresponding author. † Research supported by the Natural Sciences and Engineering Research Council (NSERC) of Canada.
venues for further applications and research in the area. To illustrate the richness and beauty of L-statistics, and to also provide a natural background for the introduction of what we call the L-function in Section 2, we first have a closer look at several examples.
Suppose we are interested in the distribution of incomes in a society. We randomly select n individuals from the society and record their incomes, which are non-negative real numbers assuming that we do not take into account their debts. Hence, we are dealing with outcomes of n nonnegative random variables (rv's) ( 
1)
X 1 , X 2 , . . . , X n .
Obviously, the arithmetic meanX = n −1 n i=1 X i can hardly convey much useful information, particularly in view of the fact that statistical populations in this context are usually skewed. On the other hand, the median or, more generally, percentiles are more informative measures. They can be represented using the order statistics
i=k+1 X i:n , and we shall encounter this duality in various forms later in this paper.
The lower and upper partial sums of order statistics (2) are of course special cases of the L-statistic
where the coefficients c i,n are chosen by the researcher, or decision maker, depending on the problem at hand. We refer to Chernoff, Gastwirth and Johns [13] for classical examples and asymptotic results related to L-statistic (3) . For recent contributions in the area with heavy-tailed population distributions, which play an important role in modeling actuarial risks, we refer to Necir and Boukhetala [62] , Necir, Meraghni and Meddi [63] , Necir and Meraghni [64] . Later in the present paper, we shall discuss additional examples and variations of the L-statistic. At this moment we only note that L-statistic (3) accommodates numerous indices of economic inequality as well as risk measures of actuarial science, especially those that are related to the distorted expectation theory or, in other words, Yaari's [93] dual theory of choice under risk (see, e.g., Kaas, Goovaerts, Dhaene and Denuit [53] ; Denuit, Dhaene, Goovaerts and Kaas [27] ). When accommodating risk measures under the classical utility theory, we encounter averages n −1 n i=1 h(X i:n ), where h is a utility function. This naturally leads to the more general statistic
where the coefficients c i,n and the function h are usually chosen by the researcher, or decision maker. L-statistic (4) encompasses risk measures in the classical utility theory and also a number of those related to Yaari's dual theory of choice under risk (see Section 2.6 in Denuit, Dhaene, Goovaerts and Kaas [27] for notes and references on the topic). L-statistic (4) has also frequently and naturally appeared in the theory of statistics as discussed in the books by, e.g., Serfling [84] , Shorack [87] , Shao [86] . We may naturally wish to add to the class of L-statistics other ones such as the Cramér-von Mises, AndersonDarling, and Watson statistics. This leads to the following sum of functions of order statistics
which is called the F L-statistic in Zitikis [96, 97] , where differentiability of the cumulative distribution function (cdf) of the statistic is investigated in the context asymptotic expansions (see, e.g., Helmers [44] for a background). As we have already hinted at above, the F L-statistic encompasses a very large class of statistics (see Zitikis, [96, 97] ). For a far-reaching analysis of the F L-statistic, we refer to Borisov and Baklanov [7] , Baklanov and Borisov [8, 3] , where the authors call statistic (5) the generalized L-statistics. The generalized L-statistic in the above noted papers by Baklanov and Borisov should not, however, be confused with the generalized L-statistic, which is also known as the GLstatistic, that has been extensively studied by Serfling [83] , Helmers, Janssen and Serfling [46, 47] , Helmers and Ruymgaart [45] , Gilat and Helmers [35] , Putt and Chinchilli [74] , Serfling [85] ; see also references therein. The GL-statistic is of the form
where the order statistics W 1:m(n) , W 2:m(n) , . . . , W m(n):m (n) are not those of the original sample but of rv's W 1 , W 2 , . . . , W m(n) that are generated from the original sample X 1 , X 2 , . . . , X n using a specially designed mechanism. We refer to Serfling [83] for the definition of this mechanism, as well as for examples illustrating the encompassing nature of the GL-statistic, which includes L-, U -and many other statistics.
Actuarial and econometric problems related to portfolio theory have suggested other generalizations of L-statistics. One of such generalizations is the nested L-statistic, called also the NL-statistic, introduced by Brazauskas, Jones, Puri and Zitikis [10] . In a way, the NL-statistic is related to the GL-statistic, since it is of a similar (6) form: 
Another generalization of L-statistic (4) concerns with the situation when the rv's X 1 , X 2 , . . . , X n are ordered according not to their own values, which would lead to the usual order statistics X 1:n ≤ X 2:n ≤ · · · ≤ X n:n , but according to the ordered values of other rv's, say Y 1 , Y 2 , . . . , Y n . Namely, suppose that we have n paired rv's (X 1 , Y 1 ), . . . , (X n , Y n ). We order the pairs so that the resulting n pairs have non-decreasing second coordinates Y 1:n ≤ Y 2:n ≤ · · · ≤ Y n:n . Denote the corresponding first coordinates by (8) X (1:n) , X (2:n) , . . . , X (n:n) , which are called induced order statistics (see Bhattacharya [6] ) or concomitants of order statistics (see, David [16] and [17] , David and Nagaraja [18] , references therein). Certainly, when Y i = X i for all 1 ≤ i ≤ n, then the induced order statistics X (i:n) , 1 ≤ i ≤ n, coincide with the corresponding usual order statistic X i:n , 1 ≤ i ≤ n. Having thus defined the induced order statistics, we next generalize, for example, L-statistic (3) as follows:
Statistic (9) is frequently called the induced L-statistic. Large sample asymptotic properties of statistic (9) have been investigated by, for example, Bhattacharya [6] , Seoh and Puri [82] , Davydov and Egorov [21, 22] , Rao and Zhao [77, 78] ; see also references therein. For applications of the induced order statistics in econometrics and particularly in portfolio management, we refer to Schechtman, Shelef, Yitzhaki and Zitikis [80] as well as to the references therein. We have by now seen a rich mosaic of L-statistics, but more applications, examples, and extensions will follow. We have organized the rest of the paper as follows. In Section 2 we introduce and justify the introduction of what we call the L-function, which encompasses numerous L-statistics and curves that have been used for measuring economic inequality and insurance risks. Section 3 devoted to a substantial application of L-functions (e.g., Lorenz and Zenga curves) in the analysis of a data set from the Bank of Italy year 2006 sample survey on household budgets. There we clearly see the importance of extending statistical inferential results from simple random sapling designs (i.e., the 'classical' i.i.d. assumption) to much more complex, and thus relevant in practice, sampling designs. In Section 4 we discuss indices of economic inequality whose definitions are based on the Lorenz curve, which is yet another example of the L-function. Since the L-function depends on the population cdf, which is unknown, in Section 5 we define an empirical Lfunction and, based on it, discuss methods for deriving statistical inferential results about the population L-function. Section 6 concludes the paper with a brief summary of main contributions.
L-FUNCTION
We can depict the lower and upper partial sums of order statistics (2) using the stepwise functions n
n , respectively, defined for all 0 ≤ t ≤ 1. The latter two sums can be written as the integrals 
where 1 is the indicator function. Replacing the limit of integration [tn]/n in the two integrals by t, which modifies the two integrals by asymptotically (when n → ∞) negligible terms, we turn the integrals into continuous functions
n (s)ds, that are called, respectively, the empirical absolute Lorenz curve (ALC) and the dual of the ALC, which we simply denote by DALC. The duality between the two curves is expressed by the equation
The corresponding population ALC and DALC are
In the actuarial literature (see, e.g., Denuit, Dhaene, Goovaerts and Kaas [27] ), the quantile F −1 (s) is frequently considered a risk measure, called value-at-risk and denoted by VaR [X, t] .
The curves ALC F (t) and
which we call the L-function.
is specified by the researcher depending on the problem at hand. To illustrate the L-function, note that when
, and when 
Note 3. Viewing L F (t) and R F as risk measures in an actuarial context, Jones and Zitikis [52] suggest, and justify, finding a 'distortion' parameter t such that the equation L F (t) = R F holds. To solve the problem, Jones and Zitikis [52] specify conditions under which a unique solution, say t 0 , to the equation exists, and then construct an empirical estimator t n for t 0 as a solution to the equation L n (t) = R n , which is an empirical counterpart to the equation L F (t) = R F . Jones and Zitikis [52] also investigate the asymptotic distribution of t n when the sample size n increases indefinitely.
For deeper understanding of the L-function L F (t), and to also get another point of view about its role in actuarial and econometric applications, we rewrite the function as follows:
where the kernel κ :
(To prove equation (11), apply the definition of κ(v, t) on the right-hand side of equation (11) and use the Fubini theorem.) Depending on the problem, the role of the kernel κ(v, t) is to emphasize or, de-emphasize, the tail of the survival function S(x) = 1 − F (x), thus making L F (t) larger or smaller than the mean μ F .
Example 2.
In the context of indices of economic inequality, the function κ(v, t) frequently satisfies the property κ(1, t) = 0. To illustrate, we take the kernel K(s, t) = 2s−1, which leads to the absolute Gini index AG F (see equation (10) In addition to equation (11), it is also instructive to
, where U denotes a uniform rv on [0, 1]. Consequently, we have the equation
The next two illustrate the use of the above representation in econometric and actuarial contexts.
, which is a covariance representation for the L-function. We refer to Schechtman and Zitikis [79] and also to references therein for details on covariance representations for the S-Gini index.
Note 7.
In view of equation (12), when κ(1, t) = 1, then we have the loading property for L F (t) if and only
Using a general result by Lehmann [55] , the latter condition is satisfied when the function s → K(s, t) is non-decreasing.
Inspired by the research of Zenga [94] , who introduces and justifies the use of the ratio ABC F (t)/DABC F (t), we next introduce a ratio L-function, that we simply call RLfunction, defined by the equation
The RL-function encompasses a number of curves. For example, when K 1 (s, t) = 1{s ≤ t} and K 2 (s, t) = 1, then RL F (t) becomes the Lorenz curve [94] curve (see Note 9 for details).
Note 8. The notion of Lorenz curve appeared in Lorenz [57] and was later formalized in the form of equation (13) by Pietra [68] (see Giorgi [39] for historical notes). Gastwirth's [29] research initiated a revival of the Lorenz curve and, in turn, of many other curves and indices. Beyond econometric applications, the Lorenz curve has been used in many other areas of research and application, including actuarial science, geography, health sciences and law.
Note 9.
As we have noted above, Zenga's [94] 
Hence, we have the equation
with the earlier defined absolute Bonferroni curve ABC F (t) and the dual of it DABC F (t). The ratio of these two Bonferroni curves takes on values in [0, 1] for every t ∈ (0, 1), and thus Zenga's curve ZC F (t) also takes on values in [0, 1]. When the random variable X is equal to a constant almost surely, then the quantile F −1 (s) is also equal to the constant for every s ∈ (0, 1) and thus ZC F (t) = 0 for every t ∈ (0, 1), meaning 'zero inequality' or 'egalitarian society'. The other extreme scenario is when, loosely speaking, there is only one member of the society who possesses the entire wealth of the society, and in this case ZC F (t) = 1 for every t ∈ (0, 1). To make the latter statement precise, consider a sample of size n with n − 1 values being equal to 0 and only one, the largest, equal to x n:n > 0. In this case F n (x) = 0 for all x < 0, F n (x) = (n − 1)/n for all 0 ≤ x < x n:n , and F n (x) = 1 for all x ≥ x n:n . Zenga's curve corresponding to the cdf F = F n is then equal to 1 for all 0 < t < (n − 1)/n and (n − 1)/(nt) for all (n − 1)/n ≤ t < 1. Obviously now, when the sample size n tends to infinity (meaning a continuous model of the underlying population), Zenga's curve ZC F (t) approaches 1 at every t ∈ (0, 1), which corresponds to the case that is often called 'absolute inequality' in the research area of Economic Inequality. Given these interpretations of Zenga's curve, it is now natural to define an index of economic inequality by calculating the area beneath Zenga's curve:
This is the index that Zenga [94] introduced, and which since then has been called Zenga's (new) index of economic inequality. Statistical inferential results in the area have been initiated and developed by Greselin and Pasquazzi [42] .
ZENGA'S CURVE AND INDEX IN ACTION: A BANK OF ITALY SURVEY
In this section we illustrate how Zenga's curve and inequality index act on real data, obtained from the Bank of Italy (see [4] ). We note in passing that other interesting applications of the approach adopted in this section concern Kenyan annual earnings [1] and the 1975-1976 UK pre-tax and post-tax individual incomes (see [95] ).
Specifically, in the present paper we work with a data set from the Bank of Italy year 2006 sample survey on household budgets [4] . The information collected in the survey includes demographic characteristics, housing, health, education, employment, incomes, payment instruments, forms of saving, non-durable and durable consumption, forms of insurance.
We have organized this section as follows. Firstly, we discuss main features of the aforementioned data set, present how the data has been collected, and then discuss how one could deal with income data that refers to different family sizes. Then we evaluate Zenga's inequality curve and compare it with the classical Lorenz curve based on the same data set. Following Radaelli's [76] developed methodology, we present a decomposition of a uniformity index into 'within' and 'between' terms. The decomposition preserves the structure of the index itself and leads naturally to an analogous decomposition for the inequality index. Finally, we apply the decomposition in our analysis of the Bank of Italy data set [4] .
The Bank of Italy year 2006 survey
The interviews for the Bank of Italy sample survey of Italian household incomes and wealth were conducted between March and October 2006. The sampling scheme was the same as used in previous surveys: the sample was drawn in two stages, with the primary sampling units being municipalities, and the secondary ones being households.
Before selecting primary units, they were stratified by region and size. Within each stratum, the municipalities were selected so that all those with more than 40,000 inhabitants were automatically included (i.e., self-representing municipalities) whereas smaller towns were selected with probabilities proportional to their size. The individual households to be interviewed were then selected randomly. Until 1987, surveys were conducted with time-independent samples of households (cross sections), but after 1989 samples also included some households interviewed previously (panel households) in order to facilitate an analysis of changes over time.
The 2006 survey covered 7,768 households of which 3,957 (51%) were panel households. The response rate was 42% and, as usual, was higher for panel households (67%) than for non-panel ones (30%). To reduce effects of nonparticipation, a post-stratification of the sample was done at the end of the survey by reweighing various segments of Figure 1 . Distribution of incomes in Italy (extracted from [4] ).
the population in order to align the characteristics of the final sample to those of the population according to gender, age group, geographical area, size of the municipality of residence (see [4, p. 36] for details). From the items in the questionnaire, main economic aggregates such as net disposable income and net wealth were calculated.
In our present analysis we deal with the net household income, which is the sum of payroll income (net wages and salaries, fringe benefits), pensions and net transfers (pensions, arrears, financial assistance, scholarships, alimony and gifts); we refer to [4, p. 41] for aggregation details. In all the computations that follow we consider the weights w i > 0, i = 1, . . . , 7,768, with the sum w i = 7,768. The weights are supplied by the central Bank of Italy for each household, and they take into account probabilities of inclusion in the sample and non-participation.
It should be noted that the net household income X could be negative since paid alimony and gifts were subtracted when forming the income. In the 2006 survey this happened for two households, whose overall relative weight was 1.227851 or, in other words, 0.002%. These households were then discarded in order to deal with only non-negative values. For the remaining 7,766 households, the re-scaled weights w i , i = 1, . . . , 7,766, were calculated, with a negligible correction incorporated to get the sum w i equal to the number of households, that is, to 7,766.
The distribution of the household incomes (see Fig. 1 ; extracted from [4] ) shows the usual asymmetric form with a relatively low frequency of very low incomes, a bulge around medium-low incomes, and a progressively lower frequency for higher incomes. For completeness of the discussion, we note that the non-parametric estimate of the distribution density in Fig. 1 was obtained using the standard normal kernel function and the bandwidth selected according to the criterion minimizing the asymptotic value of the mean squared error. To obtain more robust results, the values below the 1 st and above the 99 th percentiles were set equal to the respective percentiles (windsorized estimates). A description of this technique can be found in, for example, Silverman [89] .
Note that about 20% of the households had annual incomes less than e 15,334, and a half of the households had incomes less than e 26,062. Approximately 10% of the most affluent households had incomes over e 55,712. The likelihood of being in the right tail of the distribution increased significantly for households whose head had a university degree, was between 51 and 65 of age, self-employed, and lived in the North or Center regions.
To deal correctly with the data, we need to keep in mind that household income is a measure that does not take into account the number of household members, and per capita income does not reflect consumption among members of the same family. To correct these shortcomings, the degree of inequality and poverty can be measured by adjusting the total household income according to an equivalence scale. The result, called equivalent income, is obtained as the ratio between the total household income and a scale coefficient. The equivalent income is therefore the income that each individual of a household would need if she/he had lived alone maintaining the same standard of life that she/he enjoys as a member of the household.
Following almost all Bank of Italy studies so far, in the present study we use the modified OECD (Organisation for Economic Co-operation and Development) equivalence scale, which assigns 1 to the household head, 0.5 to the other adult members of the household, and 0.3 to the members under 14 years of age (see Brandolini and Cipollone [9] , and references therein). An alternative approach is due to Cutler and Katz [15] , who proposed using the scale coefficient
with some parameters α, β ∈ (0, 1]. To compare the modified OECD and Cutler-Katz scales, see Table 1 . In general, different equivalence scales can affect the inequalities between groups with the same number of household components, but they do not modify inequality within those groups. An interesting application would be to consider sub-populations composed of families of same size and then compare the inequality among the groups. However, for the sake of clarity and simplicity, in the present study we restrict ourselves to a decomposition into only three groups. In any case, it is useful to keep in mind that different equivalence scales produce only slight changes in the coefficients, as we see in Table 1 .
Zenga's curve for the Bank of Italy year 2006 survey equivalent incomes
We begin our study of the Bank of Italy data set by evaluating the so-called uniformity and inequality curves, whose definitions are given below. As a consequence, the Zenga inequality curve and index will be calculated, and then compared with the Lorenz curve and the Gini index. But to this end, we first need to introduce notation, starting with a general set-up of data given in Table 2 , where n ij is the frequency of the value x i in subgroup j. Note that , n 1· ) , . . . , (x r , n r· )} with non-negative and nondecreasing x t into two disjoint groups: 1) the lower group { (x 1 , n 1· ) , . . . , (x i , n i· )}, which includes the first N i = i t=1 n t· observations, and 2) the upper group {(x i+1 , n i+1· ), . . . , (x r , n r· ), (x * r+1 , 0)}, which consists of the dual N − N i observations; we had to include a virtual observation x * r+1 with null frequency to obtain an upper group in the case i = r.
To measure the uniformity between the lower and upper groups, Zenga [94] has suggested the point uniformity index
The U i takes on values in the interval [0, 1], with the value 0 in the case of extreme inequality and 1 in the case of perfect equality. In turn, an index of inequality can be defined as Fig. 2 (top panel) . For example, the point (0.250149, 0.654701) on the curve means that the mean income of the poorest 25,01% of the household members (a lower partial mean) is 34,53% of the mean income of the richest 74,99% individuals (an upper partial mean). The curve is U shaped and resembles the curve obtained for Dagum distributions by Polisicchio and Porro [70] , where the authors also derive analytic expressions for the Zenga curve in the case of several widely used income models. The Zenga inequality curve can be compared to the classical Lorenz curve, which we have depicted in Fig. 2 (bottom panel) using the same Bank of Italy data set. For instance, the point (0.250149, 0.103293) on the Lorenz inequality curve means that 25,01% of the poorest individuals own 10,33% of the total income.
Note also that in Fig. 2 (top panel) , the horizontal line y = 0.658682 has been drawn to highlight the intervals of values of p i in the graph for which the inequality measured by Z(p i ) is lower/greater than its mean value. In particular, the inequality is lower than its mean value on the interval [0.238707, 0.891898] and reaches its minimal value Z(p i ) = 0.598743 at p i = 0.603221. As we can see, this graph gives a more accurate representation of the inequality in the extreme parts of the distribution.
Note 10. The horizontal line y = 0.658682 is a Zenga curve, which corresponds to the empirical distribution coming from the truncated Pareto distribution with the parameter θ = 0.5 (see Polisicchio [69] ) since for this distribution the inequality between the lower and the upper group is always the same irrespectively of the 'cutting' value x i . Furthermore, Zenga [94] has derived a synthetic inequality index defined as the sum of the areas beneath the in- equality diagram, which is the weighted arithmetic mean
where U is the uniformity index defined by
The Zenga inequality index Z in the case of the Bank of Italy data set is equal to 0.658682. To compare, the value of the Gini index is G = 0.320415, which means that the concentration area (i.e., the area between the egalitarian line and the Lorenz curve) is 32,04% of the concentration area that we have in the case of absolute inequality. We conclude this subsection by noting similarities among the results obtained using different equivalence scales on the Bank of Italy data set. Namely, in Fig. 3 we have depicted the Zenga curves corresponding to equivalent incomes obtained using the modified OECD and Cutler-Katz scales, and also without using any equivalence scale. We see that no matter what scale we use, the inequality curve changes only slightly, whereas a substantial difference is noticeable in the case of the raw data, that is, when no equivalence scale is used. The latter curve would therefore result in a misleading evaluation of the inequality, which confirms the need for pre-treating data when income values correspond to different family compositions.
Radaelli's decomposition by subgroups of the uniformity and inequality indices
Here we present Radaelli's [76] decomposition of the uniformity and inequality indices and then, in the next subsection, apply it to analyze the Bank of Italy data set.
Let 0 ≤ x 1 < · · · < x r denote the distinct values that the variable X takes on all c subgroups (see Table 2 above). For the overall distribution { (x 1 , n 1· ) , . . . , (x r , n r· )}, in addition to N i and Q i introduced above, we define
Furthermore, let j N i , j Q i , j T and j M denote the analogous quantities for the j th subgroup distribution
otherwise, for all i = 1, . . . , r, and the j th upper mean is
where r j denotes the position among (1, . . . , r) of the subgroup maximal recorded value with non-null frequency, that is, r j = max i=1,...,r {i : n ij > 0}. The key of Radaelli's [76] decomposition is the point uniformity index
for j, h = 1, . . . , c and i = 1, . . . , r. The index allows comparisons within subgroups and also between two different subgroups. Namely, when j = h, then the index j,j U i involves a comparison among means within the same subgroup, whereas for j = h, the index j,h U i involves a comparison between two different subgroups. In the definition of j,h U i for j = h, the lower partial mean of the j th subgroup (values x x i in the subgroup j) is compared with the upper mean of the h th subgroup (values x > x i in the subgroup h). Hence, j,h U i with j = h can be interpreted as a point cross uniformity index. The above interpretations therefore suggest splitting the overall uniformity index into 'within' and 'between' components.
In order to examine relationship between the overall i th point uniformity index U i and the cross uniformity point indices j,h U i , we first observe that the overall lower partial mean
is the weighted average of the c group lower partial means j − M i with weights given by the cumulative frequencies j N i , that is, the sizes of the groups in which they are evaluated. Second, we observe that, for i = 1, . . . , r − 1, the overall i th upper partial mean (20)
is the weighted harmonic mean of the group upper partial means j + M i with weights h T − h Q i . Substituting eqs. (19) and (20) into the definition of U i , we get
. . , r − 1. The overall r th point uniformity index can be analogously decomposed as follows
Introducing the weights
for i = r for h = 1, . . . , c, we combine eqs. (20) and (21) into 
The first sum on the right-hand side of eq. (24) involves all the uniformity indices obtained within each group, and so the sum can be interpreted as a measure of the 'within subgroups' component of the overall point uniformity index U i . The second (double) sum on the right-hand side of eq. (24) encompasses the uniformity ratios j,h U i evaluated crosswise (h = j) by comparing the lower partial mean of the j th subgroup with the upper partial mean of another subgroup, and so it measures the 'between subgroups' contribution. The decomposition of the synthetic uniformity index
is now straightforward:
Furthermore, denote
which is the sum of the weights associated with the 'within' point uniformity indices j,j U i . Likewise, the dual of the above introduced A i is 1 − A i , which is associated with the weights assigned to the uniformity cross indices j,h U i , h = j, evaluated between two different groups. With the above notation, the uniformity index U can now be decomposed as the weighted average (see Radaelli [75] for details)
where A = i A i ni· N can be interpreted as the overall weight for the uniformity indices evaluated within the same subgroup. The dual 1 − A has an analogous meaning.
Aiming at a decomposition for the inequality indices, we decompose Z i = 1 − U i as follows
The corresponding decomposition for the overall inequality index becomes
We are now ready to apply the above decompositions of the inequality and uniformity indices to the Bank of Italy income data set. This is the topic of our next subsection.
The decomposition of indices for the Bank of Italy survey equivalent incomes
We divide the entire sample into three subgroups of households according to geographical area: North, Center, and South (including islands). To synthetically depict these three exhaustive and non-overlapping subgroups, we present some of their aggregate characteristics in Table 3 , which for each group reports the minimum, maximum, mean and median equivalent incomes (in e), the sample and income shares, the uniformity j U and inequality j Z indices. We see from Table 3 that North is the biggest group (46.26%) owning more than a half (53.76%) of the overall equivalent income. We also see from the table that the mean and median of the equivalent incomes slightly decrease from North to Center, and they drastically decrease to South. Even if the range of incomes for South is strongly lower with respect to the range recorded for North and Center, the uniformity indices are decreasing from North to South. 
Figure 4. Uniformity curves within each subgroup and for the overall distribution of income.
To proceed with decompositions, we need slightly different notations for 'within' and 'between' quantities, following Radaelli's approach. We start by evaluating the 'within' uniformity curves for the three subgroups. For each of them (i.e., j = 1, 2, 3) the stepwise function with the value j,j U i in (
is drawn for i = 1, . . . , 7,363, where 7,363 is the number of different equivalent incomes of the 7,766 observed households and j N 0 = 0. The three curves, and also the uniformity curve for the overall distribution, are presented in Fig. 4 . We glean from the figure that the three subgroup curves keep the same order from the origin of the axes until the 87 th percentile: the North uniformity curve is the highest, followed by the Center curve, with the South curve being the lowest. This depicts a situation in which the strongest inequality is observed in the South subgroup. The ranking changes only for the upper part of the distribution. Considering, for instance, the first 95% of the households in each geographical area, we observe that the South uniformity ratio becomes the greatest. This means that the ratio between the mean of the equivalent income of the poorest 95% of South households represents a larger fraction of the mean of the 5% of the richest households in the South subgroup if compared with the 5% upper group in the North and Center subgroups. In other words, within the South subgroup there is a higher uniformity for high values of income. If we observe the micro data in detail, we note that in the South subgroup the greatest equivalent income is e 168,187. 63 These values show different rankings between the three curves. Furthermore, note that the overall uniformity curve is almost always lower than the subgroup uniformity curves: it happens in the central 90% of the distribution. When the overall curve is the lowest one, this means that income is more uniformly distributed within each geographic area than when joining the groups.
Note 11. One might be interested in comparing the Lorenz curves within subgroups (Fig. 5 ) similarly to our above comparison in the case of the uniformity curves (Fig. 4) . However, it seems more awkward to derive our earlier observations from the Lorenz curves. We refer to Radaelli [75] for detailed remarks on comparing respective decompositions by subgroups of the Gini index and the Zenga uniformity and inequality indices.
We next evaluate the uniformities within and between subgroups. To this end, we draw the cross uniformity curves (j, h = 1, 2, 3) as the stepwise functions with the value j,h U i in (x i−1 ; x i ] for i = 1, . . . , 7,363 and x 0 = 0. Specifically, Fig. 6 depicts the uniformity curves within each subgroup 
Figure 6. 'Within' uniformity curves with values on the x-axis
in thousands of e. j = 1, 2, 3, with the top 0.0002% of the distribution (which corresponds to the two most extreme incomes) discarded. Furthermore, the three curves in Fig. 7 represent the cross uniformity curves because 'between' curves arise whenever units of one subgroup are compared with units of another subgroup. Each 'between' curve j,h U i provides an answer to the question 'How do we feel about ourselves when compared to those richer than us in subgroup h?' posed by the units in subgroup j with incomes lower than x. For example, the top panel in Fig. 7 has been obtained by comparing lower partial means of the North households with upper partial means of the other geographical areas. The interpretation is immediate. For example, with the reference to the top panel in Fig. 7 and focusing on the first quartile x i=2,596 = Q 1 (North) = e 14,100.00 of equivalent incomes in the North subgroup on the x axis, the ordinates of the three curves are
respectively. That is, the mean income of the poorest 25% North households represents the 41.94%, 40.57%, and 48.84% of the mean income of the richest households in North (within), Center, and South, respectively. Because of the bijective relation between the index i and the income values x i , each point in the curve can be equivalently interpreted in terms of income: all northern household members having incomes lower than e 14,100.00 own in average 41.94% of the mean income of people having incomes greater than e 14,100.00 in the same North subgroup. Analogous interpretation can be given for the other two 'between' uniformity curves. A drastic change in the ordinates in these graphs can be explained as in the following example, corresponding to the uniformity curve between the North and South subgroups in proximity of the income x = e 140,000. A careful inspection of the micro data shows that in the North subgroup the lower mean attains the value 1
.02 when the last but one income is reached. This fact results in a strong slope of the 'between' uniformity curve.
As we have anticipated, each uniformity index U i can be decomposed according to eq. (24) into 'within' and 'between' components, and this leads to an analogous decomposition for the overall uniformity index U (see eq. (25)). The results of the decomposition of the 'within' and 'between' components on the overall uniformity are (see eq. (25)
respectively. The overall uniformity index is U = 0.341318. Hence, the 'within' and 'between' components account for 34.78% and 65.22% of the overall uniformity, respectively. The main contribution to the overall uniformity is therefore due to the 'between' component. By expressing the overall uniformity index U as the weighted average of the quantities W U and B U (see eq. (26)), we obtain 
INDICES OF ECONOMIC INEQUALITY AND THEIR NORMALIZATION
In this section we discuss how indices of inequality and, likewise, of equality can be constructed using functions noted in previous sections. To this end we shall mainly use the Lorenz curve (LC), but our considerations can easily be adjusted to accommodate, for example, Zenga's indices of inequality and equality.
To start with, note that the absolute Lorenz curve ALC F (t) is convex and takes on values 0 and μ F at t = 0 and t = 1, respectively. Hence, normalizing the ALC by the mean μ F confines the curve to the triangle {(s, t) ∈ [0, 1] 2 : s ≥ t}, with the resulting curve being the LC as defined in equation (13) . This geometric interpretation implies that every LC lies between two 'extreme' LC's: O(t) from below and I(t) from above, which are defined as follows. The lower LC
corresponds to the case of extreme inequality as, using economic terminology, no one possesses any wealth except one individual, represented by t = 1, who possesses everything, that is, 100%. On the other hand, the upper LC
which is known in the econometric literature as the egalitarian Lorenz curve, corresponds to the case of absolute equality as it is produced by every rv that takes on a constant (non-negative) value. Hence, in view of the bounds O(t) ≤ LC F (t) ≤ I(t) that hold irrespectively of F (with non-negative support), we may compare the actual Lorenz curve LC F (t) to the egalitarian one I(t) and arrive at a measure of inequality. To formulate the idea rigorously, denote the class of all Lorenz curves by L and let L × I = {(LC , I) : LC ∈ L}. We call
When (t − LC F (t))dt and its various modifications, on the other hand, have been of particular use and interest when measuring economic inequality and thus has given rise to a wealth of indices in the area. The aforementioned modifications are based on emphasizing or de-emphasizing (depending on the problem under consideration) the difference t − LC F (t) in some regions of the unit interval [0, 1], as follows.
In the classical utility theory and in the Yaari's dual theory of choice under risk, the quantile function F −1 (t) is transformed into either v(F −1 (t)) with a 'utility' function v(t) or F −1 (t)w(t) with a 'weight' function (see, e.g., Kaas, Goovaerts, Dhaene and Denuit [53] , Denuit, Dhaene, Goovaerts and Kaas [27] ). Similarly, many indices of economic inequality are obtained by transforming the function t − LC F (t) into either v(t − LC F (t)) or (t − LC F (t))w(t), or possibly into the combination v(t − LC F (t))w(t) of the two.
A frequent example of v(t) is t p . Indeed, a large number of indices of economic inequality fall into the class defined by
Example 4.
When p = 1 and w(t) ≡ 2 (we shall understand the meaning of the '2' later in this section), then the index D p,w (LC F , I) becomes the Gini index G F , which, after integration by parts, can be written as follows:
The Gini index has played a central role in measuring economic inequality since its development by Corrado Gini at the beginning of the 20th century (for a translation Gini's original work, see [36] ; also Giorgi [40] ). For historical and bibliographical notes on the subject we refer to Giorgi [37] [38] [39] . Beyond econometric applications, the Gini index has been used in many other areas of research and application, including actuarial science, geography, mathematics, health sciences, law and public policy.
Note 12.
Comparing equations (10) and (29), we see that Note 13. The empirical Gini index is obtained by replacing the population cdf F (x) on the right-hand side of equation (29) by the empirical cdf F n (x): 
of Chakravarty [12] . In fact, Chakravarty [12] introduces a more general index by replacing t p and its inverse t 1/p by any strictly increasing function v(t) and its inverse v −1 (t), respectively. For statistical inferential theory for the E-Gini index E F,p , see Zitikis [100] and references therein.
The reason why the Gini index G F is defined as twice the area between the two curves I(t) and LC F (t) is to force the index G F into the interval [0, 1] irrespectively of the cdf F (x). Inspired by this observation, we next normalize the index D p,w (LC F , I) by its maximal value, which is achieved when LC F (t) = O(t), and obtain the normalized index of inequality
) .
An illustrative example follows. (Note that from now on till the end of this section, all the weight functions w(t) are identically equal to 1.)
Since neither O(t) nor I(t) depend on any cdf, it might seem natural to construct an empirical estimator for the index ND p,w (O, LC F , I ) by replacing the population Lorenz curve LC F by its empirical counterpart LC n (t). This route may not, however, lead to a natural estimator since in the case of extreme inequality, the empirical Lorenz curve is
In other words, for every empirical Lorenz curve LC n (t), we have the bounds O n (t) ≤ LC n (t) ≤ I(t) for every set of non-negative rv's of size n. 
where G n is defined in equation (30) .
which is an estimator of the earlier defined normalized EGini index NE F,p .
L-PROCESS
We have by now seen a number of examples of the Lfunction L F (t), which is unknown in practice since the cdf F (x) is generally unknown. Hence, we construct an empirical estimator for L F (t) using one of the many available methods, such as parametric, Bayesian, nonparametric, or some other one. The choice of the method depends on the data set, sample size, researchers point of view, etc. We shall next discuss a non-parametric estimator L n (t) of the L-function which is defined by replacing the population quantile
with the coefficients
When t is fixed, or when the kernel K(s, t) does not depend on t, then L n (t) is a classical L-statistic (see equation (3)). Various asymptotic results for the L-statistic have been established in the literature. Indeed, essentially all the major results that are available in the case of the sample mean X have been extended to L-statistics.
In the context of the present discussion, however, we are particularly interested in statistical inference for the Lfunction L F (t). For this we need to establish weak convergence of the L-process
The task relies on resolving two problems. First, we need to verify convergence of finite dimensional distributions (fdd's) of the L-process, which can be done using the Cramér-Wold device and the pointwise (i.e., for each t ∈ [0, 1]) asymptotic representation
which can be found in many proofs dealing with the central limit theorem for the L-statistic (see Chernoff, Gastwirth and Johns [13] , Serfling [84] , Shorack [87] , Shao [86] , references therein). Resolving the second problem, i.e., establishing tightness of the measures generated by the L-processes Λ n (t), n ≥ 1, is a very complex task (see, e.g., Goldie [41] ). We shall next discuss two (among many other possible) ways for achieving this goal, depending on whether the L-process has continuous paths or not, which depends on the kernel K(s, t).
In the case of continuous paths, the following general theorem provides a most convenient way to establish weak convergence of the L-process as it reduces the problem (and, in particular, establishing tightness) to the verification of a moment-type condition.
Theorem 1 (cf., e.g., Ibragimov and Has'minskii [49] ). Let η n (t), n ≥ 1, be continuous stochastic processes defined on [0, 1] . Let all the fdd's of η n (t) converge to the corresponding fdd's of a process η(t) when n → ∞. Assume that there are constants α ≥ β > 1 and c ∈ (0, ∞) such that, for all n ≥ 1,
Then the process η n (t) converges weakly to η(t) when n → ∞, and the limiting process η(t) has continuous paths almost surely.
In view of the above theorem, when the L-process Λ n (t) has continuous paths, the main task is to verify condition (33) with η n (t) = Λ n (t). Naturally, the verification is easy (at least in the i.i.d. case) when Λ n (t) admits representation (32) with the remainder term o P (1) identically equal to zero. This happens, for example, in the case of the uniform empirical process (34) e
The remainder term o P (1) is not, however, equal to zero in the case of the absolute Lorenz process
A useful technique to circumvent the problem is to employ the general Vervaat process (see, e.g., Zitikis [98] ) (35)
This is due to the fact (see statement (36) below) that V n (t) is asymptotically smaller than any of the two integrals on the right-hand side of equation (35) . Hence, V n (t) can be viewed as a remainder term in the representation of the first integral on the right-hand side of equation (35) in terms of the second one. Note that the second integral is equal to −n
, where
Hence, we have representation (32) for η n (t) = √ n (ALC n (t) − ALC F (t)) with the remainder term o P (1) uniformly in t, provided that
which needs to be verified. In the next note we show how this can be done and also provide additional insights into the Vervaat process V n (t).
Note 14.
The Vervaat process V n (t) has been investigated in great detail (see, e.g., Zitikis [98] , Davydov and Zitikis [23, 24] , and references therein). For a use of the Vervaat process in a statistical analysis of the Lorenz and Bonferroni curves, we refer to Csörgő, Gastwirth and Zitikis [14] . We know in particular that V n (t) is non-negative for all t ∈ [0, 1] and satisfies the bound
for every cdf F . If, however, the cdf F (x) is continuous at the point x = F −1 (t), then t = F (F −1 (t)) and so, with e n (t) defined in equation (34) and a function q(t) > 0, we have the bound
Choose, for example, q(t) = t 1/2− (1 − t) 1/2− with any > 0. Then the first supremum on the right-hand side of bound (38) is of the order O P (1) . Furthermore, assuming that the quantile function F −1 (t) is continuous and the moment E[X 2+δ ] is finite for some δ > 0, we can find > 0 such that the second supremum on the right-hand side of bound (38) is of the order o P (1) (see Mason [59] for a general result). Statement (36) follows.
As we have already hinted at above, some kernels K(s, t) may not lead to L-processes with continuous paths. Since some type of continuity assumption on the paths is needed to at least ensure that, for example, the supremum of the process is a rv, we assume that the paths of the the Lprocess Λ n (t) are right-continuous. In this case, the following theorem by Davydov [20] is particularly helpful (see also Davydov and Zitikis [26] for related results).
Theorem 2 (Davydov [20] 
when n → ∞, where k n = [1/a n ], t k = ka n for all k = 1, . . . , k n , and t kn+1 = 1. Then the process ξ n (t) converge weakly to ξ(t) when n → ∞.
When applying Theorem 2 with ξ n (t) = Λ n (t), we may not always be able to easily reduce the L-process Λ n (t) to the sum of elementary processes like we have done earlier in the case of the empirical and absolute Lorenz processes. When facing this difficulty, we may explore the following route. Start with the equation for all u, t ∈ [0, 1] such that |t − u| ≥ a n . This completes our general description of how to possibly verify conditions of Theorem 2 in the context of the L-process Λ n (t).
Example 10.
To illustrate conditions (42) and (43), consider the absolute Lorenz process, which is the L-process Λ n (t) with the kernel K(s, t) = 1{s ≤ t}. Condition (43) becomes equivalent to the requirement that |t − s| ≥ a n with a n = n −δ/(β−1+1/p) . The value of δ ≥ 0 depends on an upper bound that we can derive for the expectation on the right-hand side of bound (42) .
In addition to the above discussed estimation of the Lfunction L F (t), there is a variety of other related problems of interest, notably the one about comparing several Lfunctions L F1 (t), . . . , L F K (t). The L-functions can be compared at a given point t, simultaneously for all t in the interval [0, 1], or its subinterval. Solutions can be formulated in the form of confidence intervals, confidence bands, hypothesis tests. The underlying K populations may or may not be independent.
When t is fixed, the problem reduces to comparing K ≥ 2 parameters, whose empirical estimators are L-statistics in the non-parametric case, or functions of parameter estimators in the parametric case. These are complex problems whose solutions in various special cases can be found, for example, in Puri [71] [72] [73] , Tryon and Hettmansperger [91] , and references therein. In the case of actuarial risk measures, these problems have been discussed by Jones and Zitikis [50] , Jones, Puri and Zitikis [51] , and Brazauskas, Jones, Puri and Zitikis [10] .
Comparing K ≥ 2, or just K = 2, functions simultaneously for all t ∈ [0, 1] is a considerably more complex problem. Its resolution heavily relies on the theory of stochastic and, in particular, empirical processes. For results, techniques of proof, and references in the area, we refer to, e.g., Davidson and Duclos [19] , Barrett and Donald [5] , Hall and Yatchew [43] , Linton, Maasoumi and Whang [56] , Horváth, Kokoszka and Zitikis [48] , Schechtman, Shelef, Yitzhaki and Zitikis [80] , and Brazauskas, Jones, Puri and Zitikis [11] .
SUMMARY
In this paper we have argued that the herein introduced L-function, which is a generalization of the L-statistic, is a natural and useful object encompassing numerous indices of economic inequality, actuarial risk measures, and curves appearing in econometric and actuarial literature. We have illustrated and justified our theoretical considerations with a thorough analysis of a data set from the Bank of Italy year 2006 sample survey on household budgets, and in this way opened up a number of research avenues for practically relevant theoretical investigations of various properties of the L-function. Furthermore, we have noted a number of routes for developing desired statistical inferential results about the population L-function and, as a by-product, introduced the L-process. When discussing the asymptotic behaviour of the L-process, we have highlighted a particularly useful role of the general Vervaat process as well as of two general results on weak convergence provided by Ibragimov and Has'minskii [49] (for continuous processes) and Davydov [20] (for possibly discontinuous processes); see also Davydov and Zitikis [26] for a generalization of Davydov [20] to multiparameter stochastic processes.
