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BOUNDING ESSENTIAL ARITIES OF TERM OPERATIONS IN
FINITELY DECIDABLE VARIETIES
MATTHEW SMEDBERG
Abstract. Let A be a finite algebra generating a finitely decidable variety
and having nontrivial strongly solvable radical τ . We provide an improved
bound on the number of variables in which a term can be sensitive to changes
within τ . We utilize a multi-sorted algebraic construction, amalgamating the
methods developed by Valeriote and McKenzie for the investigation of strongly
abelian locally finite decidable varieties with those of Idziak for locally finite
congruence modular finitely decidable varieties.
Among the algorithmic properties most investigated by algebraists is the problem
of when a given computably axiomatizable class K of first-order structures will have
computable first-order theory too. This problem was investigated for varieties of
groups and rings beginning in the 1950s, with signal contributions from Tarski and
his students in the USA ([9], [8]) and from the Russian school of Luzin, Ershov et
al. ([4], [1], [12], [13]).
For many but not all interesting classes K, it was shown that not only is Th (K)
undecidable, but Th (Kfin) may be as well, where Kfin denotes the class of all finite
structures in K. We will say that K is (finitely) decidable if Th (K) (resp. Th (Kfin))
is a computable set of sentences.
For example, any variety of groups has decidable theory iff it contains only
abelian groups (as is showed in [8] and [13]). Szmielew actually showed more: every
theory of abelian groups is decidable, which together with the famous construction
by Olshanskii of a variety of groups whose smallest nonabelian member is infinite
([7]), shows that a variety can be undecidable and simultaneously finitely decidable.
(Zamyatin had given an earlier example of this for varieties of rings in [12].)
We restrict our attention in this paper to varieties of abstract algebras in a
finite language. The natural questions here are: given a computably axiomatizable
variety V (in particular, a variety of the form HSP (A) for some finite algebra A),
is Th (V) (resp. Th (Vfin)) a computable set of sentences? One immediately sees
that Th (V) is computably enumerable, so the one question is equivalent to the
computable enumerability of the set of sentences refutable in some member of V ;
on the other hand, it is also clear that the set of sentences refuted in some finite
member of V is computably enumerable, while the set of sentences true in all these
algebras may not be.
In [6], McKenzie and Valeriote showed that locally finite decidable varieties have
a very restricted structure theory. Such a variety must decompose as the varietal
product of a discriminator variety, a variety of modules, and a strongly abelian
variety. In particular,
Corollary 0.1. If V is a locally finite decidable variety, then every strongly solvable
congruence of an algebra in V is strongly abelian.
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While the analogues betwen the decidability problem and the finite decidability
problem are strong, not all the necessary conditions for decidability transfer down;
Corollary 0.1 does, however ([5]) and we will make implicit use of it throughout
this paper.
One of the properties that does not continue to hold is the direct decomposition
theorem. In [3], P. Idziak gave a characterization of finitely decidable locally finite
varieties with modular congruence lattices; this characterization essentially gives a
recipe for building a variety with no possible direct decomposition into discriminator
and affine varietal factors. One goal of the present paper is to suggest a potential
reformulation of the direct product criterion to make it work in the finitely decidable
setting.
As mentioned, Idziak’s characterization extends only to congruence-modular va-
rieties. By [10] in conjunction with [2, Theorem 8.5], a locally finite finitely decid-
able variety V is congruence-modular iff no algebra in V has a nontrivial strongly
solvable congruence. (For a quick grounding in the notions of (strong) abelianness
and solvability, see [6, Chapter 0]. As mentioned, we will assume that the notions
of “strongly solvable” and “strongly abelian” coincide in all the varieties considered
here.) In our hopes to extend Idziak’s characterization, we will be guided by a con-
struction in [6, Chapter 11], which takes a strongly abelian first-order variety V and
recasts it as a variety V♭ in a multi-sorted language; the main theorem associated
with this construction asserts that V is decidable iff it is finitely decidable, and
both are equivalent to V♭’s being essentially unary.
The plan of this paper is as follows: We will very quickly state definitions and
needed theorems from the literature in Section 1. Then, since the construction of
V♭ does not carry over directly to a nonabelian setting, we build the appropriate
generalization, constructing from a fixed finite algebra A with a strongly abelian
congruence τ the multi-sorted first-order languages Lτ in Section 2 and Lτ♭ in
Section 3. Finally, Section 4 will contain the proof of the main theorem, which
proceeds by semantic interpretation.
1. Definitions and Preliminaries
Definition 1.1. Let
X1 ×X2 × · · · ×Xn
f
→ Y
be a function. We say that f depends essentially on its ith variable if there exist
a 6= a′ ∈ Xi and bj ∈ Xj (j 6= i) so that
f(b1, b2, . . . , bi−1, a, bi+1, . . . , bn) 6= f(b1, b2, . . . , bi−1, a
′, bi+1, . . . , bn)
(Clearly, if f depends on its ith variable, it follows that |Xi| > 1.)
In particular, if f is a term of the (ordinary first-order) algebra A, unless other-
wise specified each Xi is A; if M is a multi-sorted algebra, the default assumption
is that each Xi is the entire sort associated to the corresponding input variable of
f .
Definition 1.2. Let A be a finite set. We say that the operation d(v1, . . . , vK) is
a decomposition operation on A if
• d(A, . . . , A) ⊆ A;
• the action of d on A depends on all its variables;
• d(x, . . . , x) = x for all x ∈ A; and
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•
d(d(x1,1, . . . , x1,K), d(x2,1, . . . , x2,K), . . . , d(xK,1, . . . , xK,K))
=(1.1)
d(x1,1, x2,2, . . . , xK,K)
for all xi,j ∈ A.
Typically, we will have in mind an algebraic structure on A or perhaps on some
superset of A. If the operation d is a term operation (resp. polynomial opera-
tion) of the structure A, we will call it a decomposition term (resp. decomposition
polynomial).
Proposition 1.3 ([6, Lemma 11.3]). If A is a strongly abelian algebra having an
idempotent term t(v1, . . . , vK) depending essentially on all its variables, then A has
a decomposition term of arity K.
It follows that in such an algebra, if t is a term which depends on all its variables
and such that t(x, x, . . . , x) is a permutation, then there is a decomposition term
of the same arity as t.
Decomposition operators have a nice description in the case where A is strongly
abelian:
Proposition 1.4 ([6, Lemma 11.4]). If A is a finite strongly abelian algebra and
K the largest arity of a decomposition term d on A, then there exist finite sets
A1, . . . , AK and an isomorphism ϕ from A to a structure B with underlying set
A1 × · · · ×AK such that, if we denote
ϕ(a) =
a1
...
aK
then
dB(ϕ(a1), ϕ(a2), . . . , ϕ(aK)) = ϕ

dA


a11 a
1
2 · · · a
1
K
a21 a
2
2 · · · a
1
K
...
...
. . .
...
aK1 a
K
2 · · · a
K
K



 =
a11
a22
...
aKK
In [6, Theorem 11.9], McKenzie and Valeriote showed that
Theorem 1.5. If A is strongly abelian and K the largest arity of a decomposition
term over A, then any other term’s depending on more than K variables implies
that Th (V) and Th (Vfin) are undecidable for any variety V containing A.
Our goal is to generalize this result to algebras A which are not themselves
strongly abelian, but do contain nontrivial strongly abelian congruences.
Proposition 1.6. Let A be a finite algebra with a strongly abelian congruence τ .
Let C ⊂ A be any τ-class; then the non-indexed algebra
A|C = 〈C; {f|C : f ∈ Pol (A) , f(C,C, . . . , C) ⊆ C}〉
is strongly abelian.
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It would be natural to search for a generalization of Theorem 1.5 by looking at
polynomials which restrict to decomposition operations on τ -classes; however, we
found this approach to have attendant difficulties.
Instead, we make the following definition:
Definition 1.7. Let A be a finite algebra with a congruence τ as above. Suppose
we have a term t(v1, . . . , vn, vn+1, . . . , vn+k) of A and τ -classes such that the action
C1 × · · · × Cn × Cn+1 × · · · × Cn+k
t
→ C0
does not depend on the variables n+ 1 through n+ k. We call the map
f : C1 × · · ·Cn → C0
~x 7→ t(~x,~a)
(~a any arbitrary tuple from Cn+1 × · · · × Cn+k) a τ-boxmap.
The remainder of the paper is devoted to proving the following theorem:
Theorem 1.8. Let τ be the strongly solvable radical of the finite algebra A. Fix
any term t(v1, . . . , vn) and let C0, C1, . . . , Cn be τ-classes such that
C1 × · · · × Cn
t
→ C0
Let K be the maximum arity of a decomposition τ-boxmap on C0.
Then if the action of t on C1 × · · · × Cn depends on more than K factors, it
follows that HSP (A) is hereditarily finitely undecidable.
In Section 4, we will need the following definitions:
Definition 1.9. Let A be any algebra.
(1) We say that a term t(v1, . . . , vn) is left-invertible at vi if there exists a term
r(v0, vn+1, . . . , vn+k) such that
A |= vi = r(t(v1, . . . , vn), vn+1, . . . , vk)
(2) Likewise we call t(v1, . . . , vn) right-invertible if there exist terms
si(v0, . . . , vℓ), 1 ≤ i ≤ n, such that
A |= t(s1(v0, . . . , vℓ), . . . , sn(v0, . . . , vℓ)) = v0
Notation 1.10. Let A be a structure and I a (large) index set. We will use a bold
x to denote a member of AI , and call such elements “points”. The value of x at
the ith coordinate will be xi, and we will write
x = x|I0 ⊕ y|I1 ⊕ · · ·
to express that I0 is the subset of coordinates i where x
i = x, I1 the subset where
xi = y, etc. If I0 is a singleton we will write
x = x|i ⊕ · · ·
instead of
x = x|{i} ⊕ · · · .
In this paper, the proof of a theorem, lemma, etc. will be marked as usual with

The proof of a claim within a larger proof will be marked with a turnstile indi-
cating the claim number, as follows: ⊣0.1
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2. The language Lτ
We will be building two multi-sorted languages from which to effect an inter-
pretation. While it is possible to formalize multi-sorted model theory entirely in
a usual first-order setting, this formalization takes away much of the naturality of
the multi-sorted definition. In particular, the first-order formalization “gets wrong”
the structural operations of direct product and substructure; these are key for us,
since we will be constructing varieties in our sorted model classes.
Notation 2.1. Every atomic formula Φ(v1, v2, . . .) of a multi-sorted language must
implicitly or explicitly determine what sort each variable must be assigned from.
We call this the type signature of the formula. In particular, for a term t we write
t(S1, S2, . . .)→ S0
to denote that the formula
t(x1, x2, . . .) = x0
is meaningful only if x0 ∈ S0, x1 ∈ S1, x2 ∈ S2, and so forth.
For the remainder of this and the next section, fix a finite algebraic language
L and a finite L-algebra A with a congruence τ whose congruence classes are
C1, . . . , CM .
Definition 2.2. The multi-sorted first-order language Lτ will have the following
nonlogical symbols:
For each 1 ≤ i ≤M , the language will have a sort symbol 〈i〉.
For each basic operation symbol f(v1, . . . , vn) of L and each 1 ≤ i1, . . . , in ≤M ,
Lτ will have a basic operations symbol fi1···in of type signature
fi1···in (〈i1〉 , 〈i2〉 , . . . , 〈in〉)→ 〈i0〉
where
Ci1 × · · · × Cin
tA
→ Ci0 .
Construction 2.3. (1) We define an Lτ -structureAτ in the natural way: each
sort
〈i〉
A
τ
= Ci
and if xk ∈ Cik for 1 ≤ k ≤ n,
fA
τ
i1···in(x1, . . . , xn) = f
A(x1, . . . , xn).
(2) More generally, let B be any L-structure such with a congruence τB such
that there exists an isomorphism ϕ : A/τ → B/τB. Define an Lτ -structure
Bτ by declaring
〈i〉
B
τ
= ϕ(Ci)
and defining the basic operations
fB
τ
i1···in(x1, . . . , xn) = f
B(x1, . . . , xn)
for any xk ∈ ϕ(Cik). Note that the isomorphism ϕ will usually be clear in
practice, so we do not include it as a visible parameter in the symbol Bτ .
Similarly, we will usually refer to the distinguished congruence of B as τ
rather than τB.
The following proposition connecting the structural operations in Lτ with those
in L is easy to prove:
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Proposition 2.4. Let M = Bτ and N = Cτ .
(1) Let D ≤ B have nonempty intersection with each τ-class; then D satisfies
the hypotheses of Construction 2.3(2), and Dτ is a substructure of M.
Moreover, every substructure of M is obtained in this way.
(2) Let θ ≤ τ be a congruence on B; then B/θ satisfies the hypotheses of
Construction 2.3(2), and (B/θ)
τ
is a homomorphic image ofM. Moreover,
every homomorphic image of M is obtained in this way.
(3) Let D ≤ B × C be the subalgebra consisting of all pairs
(
b
c
)
such that
ϕ−1(b/τ) = ϕ−1(c/τ). Then D satisfies the hypotheses of Construction
2.3(2), and Dτ is the product of M and N in the sense of Lτ . (This
generalizes to any number of factors.)
The classical proof that a class is equationally axiomatizable iff it is closed under
taking products, substructures, and homomorphic images is valid for multi-sorted
algebras, so it makes sense to talk about the variety V(Aτ ) = HSP (Aτ ). A repre-
sentation of the free algebras in this variety as subalgebras of a direct power of Aτ ,
where the index set is itself a power of Aτ , does exist; but is not straightforward
to write down, and one is better off thinking of free algebras as algebras of terms.
Note that the trivial algebra in this variety is the one where each sort is a singleton,
i.e. (A/τ)τ .
Lemma 2.5. (1) The sorted structure Bτ is abelian (resp. strongly abelian) if
and only if the congruence τ was a (strongly) abelian congruence of B.
(2) If A belongs to a finitely decidable variety and τ is a (strongly) solvable
congruence, then HSP (Aτ ) is a (strongly) abelian variety.
Proof. (1): A failure of the (strong) term condition C (τ, τ ;⊥) in B is readily con-
vertible into a failure of the corresponding condition C (⊤,⊤;⊥) in Bτ , and vice
versa.
(2): Recall our assumption that in HSP (A), strongly solvable congruences are
strongly abelian.
If HSP (Aτ ) were to fail to be (strongly) abelian, this failure would be witnessed
in a finitely generated, and hence finite, structure M. We may suppose M = N/ϑ,
where N is a substructure of a direct power (Aτ )X .
As we saw in Lemma 2.4, this direct power is the image under •τ of the subalgebra
P ofAX consisting of all τ -constant tuples. Since any failure of (strong) abelianness
would project to a failure at some coordinate,
τP = τX ∩ (P × P )
is (strongly) abelian. Hence (Aτ )
X
is (strongly) abelian.
We know that N = Bτ for some B ≤ P, and moreover that
τB = τP ∩ (B ×B);
it follows any failure of (strong) abelianness in B would have represented one in P
already. Hence N is (strongly) abelian.
Finally, we have that there must exist θ ∈ Con (B) such that (B/θ)
τ
= N/ϑ =
M. But since τ is (strongly) abelian in B, θ is (strongly) solvable, and hence
(strongly) abelian as well; and just as in (1) any witness to the failure of the (strong)
term condition C (⊤,⊤;ϑ) in N would give rise to a failure of the corresponding
condition C (τ, τ ; θ) in B. 
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Corollary 2.6. If A belongs to any finitely decidable variety and τ is either the
solvable radical or the strongly solvable radical of A, then HSP (Aτ ) semantically
interprets into HSP (A).
Proof. The key observation is that each of the congruences in the statement of
the theorem is uniformly definable in HSP (A) (this is proved in [5]), and our
construction guarantees that τB is the (strongly) solvable radical of B whenever τ
was of A.
Let c1, . . . , cM be new constant symbols. Take anyM = B
τ ∈ HSP (Aτ ), where
M and B can be taken to be on the same underlying set. First, assign ci to
an arbitrary element of ϕ(Ci) for each i. Then one can recover the sort of x by
asserting that x and ci are congruent modulo the radical; likewise the assertion
fi1···in(x1, . . . , xn) = x0 is true inM iff each xk ≡Rad(B) cik and f(x1, . . . , xn) = x0
in B.
It follows that whenever HSP (Aτ ) is (finitely) undecidable and finitely axiom-
atizable (which happens, for instance, when the variety is strongly abelian), then
HSP (A) is (finitely) undecidable too. 
3. The language Aτ♭
The construction in the previous section required no assumptions about τ . If,
however, τ is strongly abelian, then we can introduce a further sorted construction,
generalizing that effected by McKenzie and Valeriote in [6, Chapter 11]. For the
remainder of this section, we add the assumption that τ is strongly abelian.
Recall (Proposition 1.6) that each induced algebra
A|Ci = 〈Ci ; {f ∈ Pol (A) : f(Ci, . . . , Ci) ⊆ Ci}〉
is a strongly abelian algebra. For each 1 ≤ i ≤M , let Ki be the greatest arity of a
decomposition τ -boxmap on Ci. Fix operators
di(v1, . . . , vKi) = Di(v1, . . . , vn,~a)
witnessing this; that is, di is a Ki-ary decomposition operator on Ci and Di(~x,~a) =
Di(~x,~a
′) whenever ~x ∈ Ci and ~a ≡τ ~a
′. This determines a product decomposition
Ci = Ci,1 × · · · × Ci,Ki
as detailed above.
Definition 3.1. The multi-sorted first-order language Lτ♭ will have the following
nonlogical symbols:
For each 1 ≤ i ≤ M and each 1 ≤ j ≤ Ki, the language will have a sort symbol
〈i, j〉.
For each τ -boxmap
f(v1, . . . , vn) = t(v1, . . . , vn,~a) : Ci1 × · · ·Cin → Ci0
(~a ∈ Cin+1 × · · · × Cin′ ) and each 1 ≤ j ≤ Ki0 the language L
τ♭ will have a basic
operation of type declaration
tji1···inin+1···in′


〈i1, 1〉 〈i2, 1〉 · · · 〈in, 1〉
〈i1, 2〉 〈i2, 2〉 · · · 〈in, 2〉
...
...
. . .
...
〈i1,Ki1〉 〈i2,Ki2〉 · · · 〈in,Kin〉

→ 〈i0, j〉 .
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Note that every term t(v1, . . . , vn) of A is automatically a τ -boxmap when re-
stricted to any product of n τ -classes, so the entire atomic diagram of A is encoded
in that of Aτ♭. We will see in a moment that Aτ♭ is strongly abelian; it follows
that the language Lτ♭ may be taken to be finite.
We can characterize terms in this language easily.
Proposition 3.2. Every term in the language Lτ♭ is obtained from one of the basic
operations tji1···in by possibly identifying some variables of the same sort.
The proof (by induction) is left to the reader.
Construction 3.3. (1) We define an Lτ♭-structure Aτ♭ analogously to our
definition of Aτ in Construction 2.3(1): each sort
〈i, j〉
A
τ♭
= Ci,j
Now if tji1···inin+1···in′ is a basic operation symbol and xk,j ∈ Cik,j for 1 ≤
k ≤ n and 1 ≤ j ≤ Kik , set
xk =


xk,1
xk,2
...
xk,Kik

 (1 ≤ k ≤ n)
and choose any ~a ∈ Cin+1 × · · · × Cin′ . Let
tA(x1, . . . , xn,~a) = x0 =


x0,1
x0,2
...
x0,Ki0


It now makes sense to define
tji1···inin+1···in′


x1,1 x2,1 · · · xn,1
x1,2 x2,2 · · · xn,2
...
...
. . .
...
x1,Ki1 x2,Ki2 · · · xn,Kin

 = x0,j
(2) The foregoing construction generalizes to any L-structure B having a con-
gruence τB such that there exists an isomorphism ϕ : A/τ → B/τB, and
such that the same terms Di(v1, . . . , vKi , . . . , vn′) define decomposition τ -
boxmaps on the classes ϕ(Ci), with constants taken from the same classes
ϕ(Cin+1 ), . . . , ϕ(Cin′ ). (We do not require that no decomposition operator
on ϕ(Ci) have larger arity.)
Under these hypotheses, each τB class ϕ(Ci) decomposes into a product
of Ki factors as above, and the analogous definition produces a well-defined
Lτ♭-structure Bτ♭.
We state without proof the analogues of the lemmata of Section 2, since all the
proofs differ only in the bookkeeping:
Proposition 3.4. Let M = Bτ♭ and N = Cτ♭.
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(1) Let D ≤ B have nonempty intersection with each τ-class; then D satisfies
the hypotheses of Construction 3.3(2), and Dτ♭ is a substructure of M.
Moreover, every substructure of M is obtained in this way.
(2) Let θ ≤ τ be a congruence on B; then B/θ satisfies the hypotheses of Con-
struction 3.3(2), and (B/θ)
τ♭
is a homomorphic image of M. Moreover,
every homomorphic image of M is obtained in this way.
(3) Let D ≤ B × C be the subalgebra consisting of all pairs
(
b
c
)
such that
ϕ−1(b/τ) = ϕ−1(c/τ). Then D satisfies the hypotheses of Construction
3.3(2), and Dτ♭ is the product of M and N in the sense of Lτ . (This
generalizes to any number of factors.)
Lemma 3.5. (1) The smallest equationally axiomatizable class containing Aτ♭
is the closure of
{
Aτ♭
}
under HSP; this class is axiomatized by the set of
all equations which hold in Aτ♭. This variety is finitely axiomatizable.
(2) The sorted structure Bτ♭ is abelian (resp. strongly abelian) if and only if
the congruence τ was a (strongly) abelian congruence of B.
(3) If A belongs to a finitely decidable variety and τ is a (strongly) solvable
congruence, then HSP
(
Aτ♭
)
is a (strongly) abelian variety.
(4) If A belongs to any finitely decidable variety and τ is either the solvable
radical or the strongly solvable radical of A, then HSP
(
Aτ♭
)
semantically
interprets into HSP (A).
Proof. The only new statement here is that HSP
(
Aτ♭
)
is finitely axiomatizable.
It is well known (e.g. [6, Theorem 0.17]) that an (ordinary single-sorted) algebra
X is strongly abelian if and only if for each term t(v1, . . . , vn) there exist equivalence
relations E1, . . . , En on X such that for all x1, y1 . . . , xn, yn ∈ X ,
t(x1, . . . , xn) = t(y1, . . . , yn) ⇐⇒ 〈x1, y1〉 ∈ E1, . . . , 〈xn, yn〉 ∈ En.
Likewise, a congruence τ is strongly abelian iff for each term t and all τ -classes
Ci1 × · · · × Cin
t
→ C0
there exist equivalence relations Ek on Cik such that for all xk, yk ∈ Cik ,
t(x1, . . . , xn) = t(y1, . . . , yn) ⇐⇒ 〈x1, y1〉 ∈ E1, . . . , 〈xn, yn〉 ∈ En.
It follows that such a term action cannot depend on more than log2(|Ci0 |) of its
variables; in HSP
(
Aτ♭
)
, this means that the basic operation tji1···in can only depend
essentially on at most log2(|Ci0 |) · maxiKi variables. Since there are only finitely
many equations using this many variables, and since HSP
(
Aτ♭
)
is axiomatized by
the subset of these which are true in Aτ♭, we are done. 
4. Main Semantic Interpretation
The goal of this section is to prove
Theorem 4.1. Let A be a finite algebra in a variety where every strongly solvable
congruence is strongly abelian. Let τ be the strongly solvable radical of A,
(4.1) Ci1 × · · · × Cin
t
→ Ci0
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be any τ-boxmap, and let Ki0 be the greatest arity of a decomposition τ-boxmap on
Ci0 . If the map in (4.1) depends essentially on more than Ki0 variables, then the
class of bipartite graphs interprets semantically into HSP
(
Aτ♭
)
.
The proof of Theorem 1.8 will be a quick consequence of this.
For the remainder of this section, let A be a fixed finite algebra satisfying the
hypotheses of Theorem 4.1. As before, we choose a fixed enumeration C1, . . . , CM
of the τ -classes. Fix decomposition τ -boxmaps
di(v1, . . . , vKi) = Di(v1, . . . , vKi ,~a) : C
Ki
i → Ci
of maximal arity.
Proposition 4.2. The algebra Aτ♭ is essentially unary if and only if every τ-
boxmap
(4.2) Ci1 × · · · × Cin
t
→ Ci0
depends on at most Ki0 variables.
Proof. We prove each contrapositive.
(⇒): Let the action of t(v1, . . . , vKi0+1, . . .) on the box in Equation (4.2) depend
essentially on at least the first Ki0 + 1 variables. Choose a witnessing assignment
t(a, b2, . . . , bn) 6= t(a
′, b2, . . . , bn)
in the first variable: then for some 1 ≤ j ≤ Ki0 ,
t(a, b2, . . . , bn) 6∼j t(a
′, b2, . . . , bn)
where
x ∼j y ⇐⇒ x =
x1
x2
...
xK
, y =
y1
y2
...
yK
and xj = yj
For this j, the term tji1···in depends on one of the variables in its first column.
Similarly, for each of the variables v2, . . . , vKi0+1 one of the terms t
j
i1···in
depends
on a variable in the corresponding column. Now use the pigeonhole principle to get
one of the tji1···in depending on at least two variables.
(⇐): We first claim that if tji1···in depends in A
τ♭ on the variable in column c
and row r, then in A the operation
di0
(
y1, . . . , yj−1, t
(
di1
(
x11, . . . , x
Ki1
1
)
, . . . , din
(
x1n, . . . , x
Kin
n
))
, . . . , yKi0
)
depends on xrc (as well as on each of the ys).
To see this, pick a witnessing package
tji1···in


b11 b
1
2 · · · b
1
n
b21 b
2
2 · · · b
2
n
...
... a
...
b
Ki1
1 b
Ki2
2 · · · b
Kin
n

 6= tji1···in


b11 b
1
2 · · · b
1
n
b21 b
2
2 · · · b
2
n
...
... a′
...
b
Ki1
1 b
Ki2
2 · · · b
Kin
n


Upstairs in A this becomes
t(b1, . . . , aˆ, . . . , bn) 6∼j t(b1, . . . , aˆ
′, . . . , bn)
which is what we need.
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Now, let s is any term of Lτ♭ which depends in Aτ♭ on two of its variables.
Without loss of generality, we may take s to be equal to tji1···in , since identification
of variables can never increase essential arity. Let s depend on vrc , v
r′
c′ ; then the
term
di0
(
y1, . . . , yj−1, t
(
di1
(
x11, . . . , x
Ki1
1
)
, . . . , din
(
x1n, . . . , x
Kin
n
))
, . . . , yKi0
)
depends on all the y variables and xrc , x
r′
c′ . 
Lemma 4.3. Let t(v1, v2, . . . , vn) be an L
τ♭-term.
(1) If the formula t(v1, v1, v3, . . . , vn) = v1 is well-formed and holds universally
in Aτ♭, then t is essentially unary in Aτ♭.
(2) If for some terms sk(v1, v2, . . .), the formula
t(s1(~v), s2(~v), . . . , sn(~v)) = v1
is well-formed and holds universally in Aτ♭ (in which case we call t right-
invertible) then t is essentially unary in Aτ♭.
Proof. (1) For any y3, y
′
3, . . . , yn, y
′
n in the appropriate sorts, the ranges of the
polynomials
t(v1, v2, ~y), t(v1, v2, ~y′)
are not disjoint. Since Aτ♭ is strongly abelian, all such polynomials must
in fact be equal.
Let t be a specialization of sji1i2··· for some term s(x1, x2, . . .) in L. Since
v1, v2 have the same sort as t, we may as well assume that v1 represents
the j coordinate of x1, and similarly for v2. The operation
g(y1, y2, . . . , jj−1, x1, x2, . . . , yj+1, . . . , yKi0 )
=
di0(y1, y2, . . . , yj−1, s(x1, x2, . . .), yj+1, . . . , yKi0 )
then depends only on the variables shown (i.e. not on x3, . . .) as a function
on
Ci0 × · · · × Ci0︸ ︷︷ ︸
j−1
×Ci0 × Ci0 × Ci3 × · · · × Ciℓ × Ci0 × · · · × Ci0︸ ︷︷ ︸
n−j
→ Ci0
and is idempotent on the variables in sort 〈i0, j〉. Hence A has a τ -boxmap
g(y1, . . . , yj−1, x1, x2, yj+1, . . . , yKi0 )
which is an idempotent operation on Ci0 and depends on all the yk. By
maximality this operation cannot depend on both x1 and x2, implying that
t did not depend on both v1 and v2 to begin with.
(2) Let v11 , . . . , v
n
1 be variables of the first input sort of s. By part (1), the term
t(s1(v
1
1 , v2, . . .), s2(v
1
1 , v2, . . .), . . . , sn−1(v
1
1 , v2, . . .), sn(v
n
1 , v2, . . .))
depends on none of v2, . . . , vn and on only one of v
1
1 , v
n
1 . Proceeding induc-
tively, we see that
tˆ(v11 , v
2
1 , . . . , v
n
1 , v2, . . .) = t(s1(v
1
1 , v2, . . .), s2(v
2
1 , v2, . . .), . . . , sn(v
n
1 , v2, . . .))
depends on just one variable, say v11 , and in fact
tˆ(v11 , v
2
1 , . . . , v
n
1 , v2, . . .) = v
1
1 .
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We claim that t depends only on its first variable. To see this, let
a1, a2, a
′
2, . . . , an, a
′
n,
~b be any elements of the appropriate sorts. Define
u = t(a1, a2, . . . , an)
u′ = t(a1, a
′
2, . . . , a
′
n)
q2 = s2(a2,~b)
q′2 = s2(a
′
2,
~b)
...
q′n = sn(a
′
n,
~b)
Then since the ranges of t(v1, a2, . . . , an) and t(v1, q2, . . . , qn) both con-
tain u, these two polynomials must be equal; likewise the polynomials
t(v1, a
′
1, . . . , a
′
n) and t(v1, q
′
2, . . . , q
′
n). But
u = t(s1(u,~b), q2, . . . , qn) = t(s1(u,~b), q
′
2, . . . , q
′
n)
⇓
t(v1, q2, . . . , qn) = t(v1, q
′
2, . . . , q
′
n)
which shows that
t(v1, a2, . . . , an) = t(v1, q2, . . . , qn)
= t(v1, q
′
2, . . . , q
′
n)
= t(v1, a
′
2, . . . , a
′
n)
Since ak, a
′
k were arbitrary, we are done.

Lemma 4.4. If Aτ♭ is not essentially unary, then there is an Lτ♭-term depending
essentially in Aτ♭ on at least two variables and not left-invertible at any.
Proof. We show how to take a term depending essentially on v1, v2 and invertible
at v1, and produce a new term depending essentially on v2 and at another variable
v0 (possibly of a different sort than v1) and not invertible at v0. We will then show
that if we started with a term which was not left-invertible at v2, then the new
term we construct still has this property.
Assume that t(v1, v2, . . . , vn) depends essentially on v1 and v2, and that
(4.3) s(t(v1, . . . , vn), vn+1, . . .) = v1
The same logic used in part (1) of Lemma 4.3 guarantees that s cannot depend on
any variable except the first, so we will write s(x) as if it were a unary term.
Let
tˆ(v0, v2, . . . , vn) = t(s(v0), v2, . . . , vn)
Since s maps the output sort of t onto the sort of v1 in A
τ♭, this new term tˆ must
depend essentially on v0 and v2.
Claim 4.4.1. tˆ is not left-invertible at v0.
Suppose elsewise: let
r(tˆ(v0, v2, . . . , vn)) = v0
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Define another term
q(v0, v2, v
′
2, ~w) = tˆ(tˆ(v0, v2, ~w), v
′
2, ~w)
(where ~w = v3, . . . , vn). Then on the one hand
tˆ(v0, v2, ~w) = r(tˆ(tˆ(v0, v2, ~w), v
′
2, ~w))
= r(q(v0, v2, v
′
2, ~w))
so q must depend essentially on v2. But on the other hand
q(v0, v2, v
′
2, ~w) = tˆ(tˆ(v0, v2, ~w), v
′
2, ~w)
= t(s(tˆ(v0, v2, ~w)), v
′
2, ~w)
= t(s(t(s(v0), v2, ~w)), v
′
2, ~w)
= t(s(v0), v
′
2, ~w)
which does not depend on v2. ⊣4.4.1
Lastly, we must show that if tˆ were left-invertible at v2 then t would already
have been. This is not hard: suppose
v2 = r2(tˆ(v0, v2, . . . , vn)) = r(t(s(v0), v2, . . . , vn))
Again using the logic of part (1) of lemma 4.3, the term
r(t(s(v0), v2, . . . , vn))
can only depend on v2; since by Equation (4.3), v1 ∈ ran(s) (considered as elements
of the free algebraFV(Aτ♭)(v0, v1, v2, . . .)), we must have that r2 inverts t as well. 
Construction 4.5. Let X be any sorted family of generators for a free algebra
F = F(X) in V(Aτ♭). Let f0 be an arbitrary fixed element of F , and let F
′ =
F(X ∪ {z}), where z is a new free generator of the same sort as f0.
Generate a congruence θ ∈ Con (F′) from all pairs
〈t(f0, ~u), t(z, ~u)〉
such that ~u ∈ F and t(v0, ~v) is not left-invertible at v0. (Observe that if a term
g ∈ F occurs as the second member t(z, ~u) of such a pair, by freeness we get that t
does not depend on its first variable, so that the pair is in fact trivial.)
Lemma 4.6. Let F,F′, and θ be as in Construction 4.5. If a ∈ F and a ≡θ b,
then either a = b or 〈a, b〉 is a generating pair.
Proof. Suppose we have basic nontrivial θ-links a—c—b, where
〈a, c〉 = 〈t1(f0, ~u1), t1(z, ~u1)〉
Case 1:
〈c, b〉 = 〈p2(t2(f0, ~u2)), p2(t2(z, ~u2))〉
where p2(v0) = g2(v0, z, ~w2) ∈ Pol1
(
Aτ♭
)
for some terms g, ~w ∈ F .
We have
c = t1(z, ~u1) = g2(t2(f0, ~u2), z, ~w2)
and since z is a free generator, we may substitute any term for z in the above
equation. In particular,
a = t1(f0, ~u1) = g2(t2(f0, ~u2), f0, ~w2)
b = g2(t2(z, ~u2), z, ~w2)(4.4)
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We will be done with Case 1 if we can establish
Claim 4.6.1. g2(t2(v0, ~u2), v0, ~w2) is not left-invertible at v0.
Suppose the contrary, say
(4.5) r(g2(t2(v0, ~u2), v0, ~w2)) = v0
By Lemma 4.3, the term
r(g2(t2(v0, ~u2), v1, ~w2))
must depend only on v0 or v1, and because of Equation (4.5) must project to the
active variable. Moreover, it cannot be v0, since then this would be a left-inversion
of t2(v0, ~u2). But if v1 were the active variable, we would have
v1 = r(g2(t2(v0, ~u2), v1, ~w2)) = r(g2(t2(f0, ~u2), v1, ~w2)) = r(t1(v1, ~u1))
contradicting our assumption that t1(v1, ~u1) was not invertible. ⊣4.6.1
Now Equation (4.4) shows that 〈a, b〉 is a generating pair.
Case 2: As before,
〈a, c〉 = 〈t1(f0, ~u1), t1(z, ~u1)〉
but now
〈c, b〉 = 〈p2(t2(z, ~u)), p2(t2(f0, ~u2))〉
with p2 a polynomial as before. Since
c = t1(z, ~u1) = g2(t2(z, ~u2), z, ~w2)
and z is a free generator, the same equation holds under any substitution for z:
a = t1(f0, ~u1) = g2(t2(f0, ~u2), f0, ~w2)
b = g2(t2(f0, ~u2), z, ~w2)
As before, the following claim suffices:
Claim 4.6.2. g2(t2(f0, ~u2), v0, ~w2) is not left-invertible at v0.
If it were, so
r(g2(t2(f0, ~u2), v0, ~w2)) = v0
then the range of this polynomial contains the whole sort of f0. In particular,
r(c) ∈ ran (r(g2(t2(z, ~u2), •, ~w2))) ∩ ran (r(g2(t2(f0, ~u2), •, ~w2)))
By strong abelianness, the two polynomials in the above equation should be equal,
contradicting our original assumptions. ⊣4.6.2

Proposition 4.7. Let F,F′, and θ be as in Construction 4.5. Then z is isolated
(mod θ).
Proof. Let {z, x} = {p(t(f0, ~u)), p(t(z, ~u))} be a basic θ-pair, where p(v0) = g(v0, z, ~w)
as in the previous lemma.
First suppose
z = p(t(z, ~u)) = g(t(z, ~u), z, ~w)
Then by Lemma 4.3, (g(t(v0, ~u), v1, ~w) depends only on one variable, either v0 or v1.
Moreover, v0 is not a possibility, since then t would be left-invertible. We conclude
that g(t(v0, ~u), v1, ~w) = v1 throughout HSP
(
Aτ♭
)
.
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Next suppose
z = p(t(f0, ~u)) = g(t(f0, ~u), z, ~w)
Then g(t(v0, ~u), v1, ~w) is right-invertible; invoking Lemma 4.3 again, this term is
essentially unary, and since f0 ∈ F and z is not, the dependency must be on v1;
hence
g(t(v0, ~u), v1, ~w) = v1
is valid in HSP
(
Aτ♭
)
.
In either case, we conclude that z = x. 
The content of the previous two lemmas is that, for F,F′, f0, and θ defined in
this way, and for C = F′/θ, we have that F is an isomorphic substructure of C,
and f0 and z are indistinguishable by the action of non-left-invertible terms t(•, ~u)
taken from F .
Recall that sinceAτ♭ is strongly abelian, there is an upper bound on the essential
arity of terms over this algebra. (For example, |A| · maxiKi would work.) Let T
be a finite set of Lτ♭ terms such that every term operation of Aτ♭ is given (up to
renaming of variables) by one of the terms in T .
For each sort 〈i, j〉, let N〈i,j〉 ⊂ T be the set of all terms t(v0, v1, . . .) such that
v0 has sort 〈i, j〉 and t is not left-invertible at v0. Then the relations
a ∝〈i,j〉 b ⇐⇒
∧
t∈N〈i,j〉
∀~u t(a, ~u) = t(b, ~u)
together comprise a definable equivalence relation on anyM ∈ HSP
(
Aτ♭
)
. We will
usually write a ∝ b instead of a ∝〈i,j〉 b.
It is clear from the definition that a ∝ b in a product
∏
x∈X Bx if and only if
ax ∝ bx in each stalk.
Proposition 4.8. If s(v0, v1, . . . , vn) is a right-invertible term depending only on
v0, then for any M ∈ HSP
(
Aτ♭
)
, any a ∝ b ∈ M , and any x1, . . . , xn ∈ M of the
appropriate sorts, s(a, x1, . . . xn) ∝ s(b, x1, . . . xn).
Proof. Say the sort of v0 is 〈i, j〉. Let
s(t0(y, ~z), v1, . . . , vn) = y
and let t(v0, . . . , vℓ) ∈ N〈i,j〉. It suffices to show that
t(s(v0, . . . , vn), vn+1, . . . , vn+ℓ) ∈ N〈i,j〉
too.
Suppose otherwise: then for some essentially unary term r(v0, . . .) we have
r(t(s(v0, . . . , vn), vn+1, . . . , vn+ℓ)) = v0
Then
t0(y, ~z) = r(t(s(t0(y, ~z), . . . , vn), vn+1, . . . , vn+ℓ))
= r(t(y, vn+1, . . . , vn+ℓ))
y = s(t0(y, ~z), v1, . . . , vn)
= s(r(t(y, vn+1, . . . , vn+ℓ)), v1, . . . , vn)
contradicting our assumption that t was not left-invertible at its first variable. 
We are ready for:
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Proof of Theorem 4.1. Let A be a finite algebra with strongly solvable radical τ
such that every strongly solvable congruence in HSP (A) is strongly abelian, and
suppose that Aτ♭ is not essentially unary. By Lemma 4.4, we may fix a term
q(v1, . . . , vℓ) depending essentially on v1, v2 but not left-invertible at either. Let X
be a sorted collection of free generators: one x〈i,j〉 for each sort 〈i, j〉, as well as
two generators a0, a1 of the sort of v1 and two more b0, b1 of the sort of v2. Let
v1 ∗ v2 = q(v1, v2, x〈i3,j3〉, . . . , x〈iℓ,jℓ〉) ∈ Pol2 (F(X))
and define elements
0 = a0 ∗ b0
1 = a0 ∗ b1
2 = a1 ∗ b0
3 = a1 ∗ b1
(These elements are all distinct since ∗ depends on both variables.) Let 〈i0, j0〉 be
the type of these four elements, and letC = F′/θ, where F′ and θ are built according
to Construction 4.5, with 0 playing the role of f0. As we remarked before, F ≤ C.
We first observe that, by construction, for any t(v0, . . . , vn) ∈ N〈i0,j0〉 and any
~u ∈ F ,
C |= t(0, ~u) = t(z, ~u)
Since C is strongly abelian, it follows that the polynomials t(0, •) and t(z, •) are
equal: that is,
C |= 0 ∝ z.
Claim 4.1.1. {0, 1, 2, 3} are pairwise ∝-inequivalent.
We will show that 0 6∝ 1; the remaining cases are similar.
Suppose for the sake of contradiction that 0 ∝ 1. Observe that 0 ∝ 1 in F also.
Subclaim 4.1.1a. Under the hypothesis that 0 ∝ 1, 3 is isolated modulo β =
CgF 〈0, 1〉.
To see this, let 3 ∈ {g(0, ~u), g(1, ~u)} for some term g. Then we have
3 = a1 ∗ b1 = g(a0 ∗ b, ~u)
for b either b0 or b1; since a0 appears on the right but not the right and F is free,
g(a0 ∗ b, ~u) = g(a1 ∗ b, ~u)
Thus the polynomial is not injective on 〈i0, j0〉, so g(v0, ~u) cannot be left-invertible,
and hence belongs to N〈i0,j0〉.
Our assumption that 0 ∝ 1 now forces g(0, ~u) to be equal to g(1, ~u). ⊣4.1.1a
In particular, 2 6≡β 3. But then
a0 ∗ b0 ≡β a0 ∗ b1
but
a1 ∗ b0 6≡β a1 ∗ b1
so β is not abelian. This is a contradiction; the remaining five cases are proved
analogously. ⊣4.1.1
Our plan is to semantically interpret the class of bipartite graphs without isolated
vertices into HSP
(
Aτ♭
)
. (It is well known that the theory of bipartite graphs
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is computably inseparable from the set of sentences false in some finite bipartite
graph.) Our strategy will be to define an algebra D(G) for each graph G, and then
to show that certain relations are uniformly first-order definable in these algebras.
(Here “uniformly” means that the respective relations are defined via the same first-
order formulas for all D(G); the subsets defined by these formulas in algebras in
HSP
(
Aτ♭
)
but not of the formD(G) may be quite strange and bear no resemblance
to the relations we intend.)
For us, a bipartite graph will be a two-sorted structure G =
〈
RG, BG ; EG
〉
,
where E has type signature 〈R,B〉.
Construction 4.9. Let G be a bipartite graph. We define a subpower D =
D(G) ≤ CΓ as follows: the index set Γ = RG ⊔ BG ⊔ {♣,♠}, and D is generated
by all points
ιx = x|Γ (x ∈ X)
χv = a1|v ⊕ a0|else (v ∈ R
G)
χv = b1|v ⊕ b0|else (v ∈ B
G)
χe,♣ = 2|v ⊕ 1|w ⊕ z|♣ ⊕ 0|else (e = 〈v, w〉 ∈ E
G)
χe,♠ = 2|v ⊕ 1|w ⊕ z|♠ ⊕ 0|else (e = 〈v, w〉 ∈ E
G)
We let
χR = {χv : v ∈ R
G}
χB = {χv : v ∈ G
G}
χE = {χe,♣, χe,♠ : e ∈ E
G}
By abuse of notation, X will still denote the set of diagonal generators ιx. We
will suppose that we have constant symbols for all the ιx, so that X (and hence F ,
the subalgebra generated by X) is a uniformly definable subset of D.
Note that D is not quite a diagonal subpower; it contains all diagonal elements
from F, but none of those from C \ F.
Claim 4.1.2. If for some term t and elements ~x of D, t(x1, . . . ,xn) is equal to
one of the non-diagonal generators, then t is right-invertible (and hence essentially
unary).
Suppose first that t(x1, . . . ,xn) = χv ∈ χR. Then
a1 = χ
v
v = t(x
v
1 , . . . , x
v
n)
and all the elements in this equality belong to F . Since F is free, this is precisely
the statement that t is right-invertible.
The case where v is a blue vertex is the same.
Next let t(x1, . . . ,xn) = χe,♣. Then
z = (χe,♣)
♣ = t(x♣1 , . . . , x
♣
n )
so that in F′, z ≡θ t(y1, . . . , yn) for yk/θ = x
♣
k . By Proposition 4.7,
t(y1, . . . , yk) = z
once again showing that t is right-invertible. ⊣4.1.2
The set NRINV ⊂ D of all x such that
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x is neither diagonal nor in the image of any term which is not
right-invertible.
is uniformly first-order, and we have just shown that every off-diagonal generator
lies in this set. While it would be nice if this were actually the set of off-diagonal
generators, this might be too much to ask.
To get around this, define x ≤ y in D if for some essentially unary term t(v0, . . .)
we have x = tD(y, . . .). Then ≤ is a definable preorder, and its associated partial
order ∼ is of course definable too, as is the property of being in a maximal ∼-
equivalence class.
Claim 4.1.3. The map χ 7→ χ/ ∼ is a bijection of off-diagonal generators to
≤-maximal ∼-classes containing a member of NRINV.
To prove this, we must first show that no two distinct off-diagonal generators
are ≤-related. This is done by exhaustive case analysis; none of the cases are hard,
but there are a lot of them. We show two, and leave the rest to the skeptic.
For our first model case, suppose v is a red vertex and χv ≤ χe,♣ for some e.
Then for some essentially unary term t(v0, . . .),
χv = t(χe,♣)
a0 = (χv)
♠ = t
(
(χe,♣)
♠ , . . .
)
= t(0, . . .) = t(a0 ∗ b0, . . .)
Since a0, b0 were free generators, this would imply that the operation v0 ∗ v1 is
left-invertible at v0, a contradiction.
Next suppose χe,♣ ≤ χv. Then
χe,♣ = t(χv, . . .)
z = (χe,♣)
♣ = t
(
(χv)
♣ , . . .
)
∈ F
a contradiction. The rest of the cases are handled similarly.
So we have that if we have generators x1 ≤ x2 then x1 = x2. Now: suppose
that y ∈ NRINV. We have y = t(x1, . . . ,xn) for some term t and some generators
xk. But by assumption, t is right-invertible, hence depends only on one variable
(say the first). In other words y ≤ x1. Hence every maximal ∼-class containing a
member of NRINV contains a generator.
Lastly, if x0 is an off-diagonal generator and x0y ∈ NRINV, then x0 ≤ y ≤ x1
for some generator x1. By the previous part, x0 = x1. This shows that the ∼-class
of every off-diagonal generator is maximal. ⊣4.1.3
Let GEN be the set of all elements ofD ∼-equivalent to an off-diagonal generator.
As we have just seen, this set is uniformly definable: y ∈ GEN if and only if
y ∈ NRINV and for all y′ ∈ NRINV, y ≤ y′ → y′ ≤ y.
We want to be able to distinguish between edge-type and vertex-type generators.
To do this, first observe that for any edge e, χe,♣ ∝ χe,♠ since the relation holds in
every factor. This prompts us to set EDGEGEN to be the subset of GEN consisting
of all x such that
There exist x′,y ∈ GEN with x ∼ x′, x 6∼ y, and x′ ∝ y.
This set is clearly definable.
Claim 4.1.4. For y ∈ GEN, y ∈ EDGEGEN if and only if the (unique) generator
in y/ ∼ has edge type.
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Proof: By construction, each χe,♣ and each χe,♠ belong to EDGEGEN. Also,
EDGEGEN is clearly a union of ∼-classes.
Hence it suffices to show that χv /∈ EDGEGEN for any vertex v. Suppose this
were false: then we would have elements x ∼ χv and y 6∼ χv with x ∝ y. Let γ be
the generator ∼-equivalent to y.
Since x ∼ χv, they are connected by essentially unary terms
x = f1(χv) χv = f2(x)
and likewise
y = g1(γ) γ = g2(y)
Since all four of these elements are in GEN, the terms fk, gk must in fact be right-
invertible. By Proposition 4.8,
γ = g2(y) ∝ g2(x) = g2 ◦ f1(χv)
Note that g2 ◦ f1 is right-invertible.
Case 1: γ = χw for some w 6= v.
Without loss of generality, w is a red vertex. We have χwv = χ
♣
v , so
a0 = γ
♣ ∝ g2 ◦ f1(χ
♣
v ) = g2 ◦ f1(χ
w
v ) ∝ γ
w = a1
which is impossible.
Case 2: γ = χe,♣ for some edge. Then e contains an endpoint w 6= v, which we
may suppose again to be red.
Since χwv = χ
♣
v ,
2 = γw ∝ g2 ◦ f1(χ
w
v ) = g2 ◦ f1(χ
♣
v ) ∝ γ
♣ = z
But this is likewise impossible. ⊣4.1.4
With this in hand, we know that the set VERTEXGEN of all x ∈ GEN which are
not in EDGEGEN is (uniformly first-order) definable. This set is, of course, better
known as the set of all x which are ∼-equivalent to one of the χv.
Lastly, let EDGE(x, y) be a formula asserting that
x ∈ VERTEXGEN and y ∈ VERTEXGEN and there exist x′ ∼ x,
y′ ∼ y and w ∈ EDGEGEN such that w ∝ x′ ∗ y′.
Claim 4.1.5. For x,y ∈ VERTEXGEN, D |= EDGE(x,y) iff there exists an edge
e = {v, w} such that x ∼ χv and y ∼ χw.
Proof: (⇐): If the red vertex v has an edge to the blue vertex w, then
χv ∗ χw =
(
a1|v ⊕ a0|else
)
∗
(
b1|w ⊕ b0|else
)
= a1 ∗ b0|v ⊕ a0 ∗ b1|w ⊕ a0 ∗ b0|else
= 2|v ⊕ 1|w ⊕ 0|else
∝ 2|v ⊕ 1|w ⊕ z|♣ ⊕ 0|else
= χe,♣
(⇒): Assume EDGE(x,y). Fix
x′ ∼ x ∼ χv
y′ ∼ y ∼ χw
x′ ∗ y′ ∝ w ∼ χe,♣
(The proof is the same if w ∼ χe,♠.)
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Since all these points are members of GEN, we may choose right-invertible terms
so that
χe,♣ = f(w) x
′ = g(χv) y
′ = h(χw)
Then f is right-invertible and
f(w) ∝ f(x′ ∗ y′) = f(g(χv) ∗ h(χw))
We will be done if we can show that e = 〈v, w〉.
If this were false, we could choose an endpoint u ∈ e \ {v, w}, which we may
suppose is red. Then
χuv = χ
♣
v = a0 χ
u
w = χ
♣
w = b0
so
2 = χue,♣ = f(w
u) ∝ f(g(χuv ) ∗ h(χ
u
w))
= f(g(χ♣v ) ∗ h(χ
♣
w)) ∝ f(w
♣) = χ♣e,♣ = z
a contradiction. ⊣4.1.5
Observe that since G has no isolated vertices, the subsets VERTEXRED and
VERTEXBLUE of VERTEXGEN consisting of those x which are ∼-equivalent to a
red (resp. a blue) vertex are definable using the EDGE relation.
The foregoing shows that
〈VERTEXRED/ ∼,VERTEXBLUE/ ∼ ; EDGE〉
is isomorphic to our original bipartite graph G; since all the relations in this isomor-
phism are uniformly definable, we have effected a semantic embedding of bipartite
graphs into HSP
(
Aτ♭
)
. 
Proof of Theorem 1.8. Theorem 4.1 shows that, if A has a τ -boxmap depending
on too many variables, then HSP
(
Aτ♭
)
is hereditarily finitely undecidable. But we
have already seen in Lemma 3.5 that HSP
(
Aτ♭
)
semantically embeds into HSP (A).
Since semantic interpretability is transitive, we are done. 
5. Problems
We have seen that the definition of Aτ♭ only makes sense when τ is strongly
abelian. The reason for introducing the intermediate language Lτ is, we hope, to
allow us to get a better handle on congruence intervals admitting both types 1 and
2 in these varieties. It is known ([11]) that the (1,2) and (2,1) transfer principles
must hold in solvable congruence intervals. This can be read to say that, if we
consider the congruence lattice of an algebra lying in a finitely decidable variety
and consider the greatest congruence σ1 such that [⊥, σ1] has only type-1 covers,
and likewise σ2, then these two congruences act a bit like direct factor congruences.
However, the following problems are open:
Open Problem 5.1. In a finite algebra A in a finitely decidable variety, must σ1
permute with σ2?
Open Problem 5.2. If A is abelian, must A ∼= A/σ1 ×A/σ2?
Open Problem 5.3. If τ = σ1 ∨ σ2 denotes the solvable radical of A, must A
τ
be the direct product of (A/σ1)
τ
and (A/σ2)
τ
in the sense of Lτ?
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Open Problem 5.4. The same as 5.3, except with the added assumption that
every congruence of A is comparable to τ .
Lastly, our arguments in this paper have used that whenever τ is strongly abelian,
the variety HSP
(
Aτ♭
)
is finitely axiomatizable. We suspect that finite axiomatiz-
ability should hold much more broadly:
Open Problem 5.5. (1) If V is a finitely decidable locally finite variety, is V
finitely axiomatizable?
(2) Same question, but restricted to finitely generated V .
(3) If the finite algebra A with solvable radical τ generates a finitely decidable
variety, is HSP (Aτ ) finitely axiomatizable?
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