Abstract
Introduction
Most of today's robots and machine tools are controlled with simple linear single-axis controllers, such as PD feedback controllers. These algorithms are very simple and can be realized in hardware or with cheap microcontrollers and dsp's. The tracking performance that can be achieved with such linear controllers is however limited, especially when the system, i.e. the robot or machine tool has highly nonlinear dynamics and/or when the velocities are high. The tracking errors can greatly be reduced by applying a model-based control scheme, that computes the actuator torques for a given trajectory. The feedback controllers need then only to correct unmodelled effects. The parameters for the dynamic model, that are needed with a modelbased control scheme, can be identified and optimized online by the controller with adaptation algorithms. Such nonlinear adaptive controllers can however no longer be realized in hardware or with simple microcontrollers. They require to be implemented as software algorithms on powerful microprocessors. Fast processors that are capable of calculating the equations of motion of an industrial robot with 6 degrees of freedom in real-time, i.e. once every millisecond, have been available for a few years now. But apart from computing power, suitable real-time operating systems are required, that allow the easy implementation of several tasks such as motion-control, path-planning, securityfunctions, etc. with different timing-priority and sampling frequencies. Some demanding applications even require to split the control problem into several sub-tasks with different scheduling deadlines. This is the case in our application, the control of the 6 dof parallel manipulator Hexaglide, that is used as a high speed milling machine (see figure 1). The kinematics of this machine is similar to the wellknown Stewart platform, but instead of variable length bars, the tool attached to the platform is guided in the workspace with constant length bars linked to 6 linear direct drive motors, that are distributed on 3 linear rails 0-7803-5886-4/00/$10.00~ 2000 IEEE [l] . The feedback control of these motors needs to be very fast, up to several kHz, in order to achieve a high control bandwidth. But the calculation of the dynamic model and the adaptation of parameters are tasks that can be slower. This paper is organized as follows. The next section gives a brief introduction on the nonlinear adaptive control algorithms for this high speed machine tool. The following section presents their implementation on a powerful controller hardware with the XOberon RTOS. Experimental results are finally presented in the last section.
Nonlinear Adaptive Control
In the last years, many nonlinear adapfive control schemes have been investigated [2, 3, 4, 51. These approaches require that the dynamic model can be calculated in the joint space from actual joint coordinates. This is however difficult with our application. While the inverse kinematic model of a fully parallel manipulator is relatively simple, there is no closed form solution for the direct kinematics, in the general case. Calculating the dynamic model from joint coordinates would therefore require to calculate the direct kinematics with computing intensive numerical algorithms. A much simpler way is to calculate the dynamic model (at least part of it) in the Cartesian space from desired values [6], that are available from the path planner. But this requires a control scheme that computes the dynamics from desired values. A further assumption with most control schemes is that the velocity of the actuators q can be measured. With the Hexaglide and in many other robotic applications, this is however not the case. Some researchers were dealing with this problem and proposed to use nonlinear velocity observers or linear observers in combination with nonlinear controllers [7, 8, 9] . The modeling of the Hexaglide machine will not be discussed in this paper, as it is already presented in [lo] and 11 11. The feedback part is calculated as follows. The mass matrix M, that relates the joint accelerations with the actuator forces can be determined as
where J is the robot's Jacobian matrix. The feedback of the position and velocity errors can be calculated as
(4)
The controller gains K , and Kd can be determined by pole placement to obtain a critically damped system as follows:
As the velocities q of the six motors can not be measured directly, they have to be observed from measured motor positions. The following linear 2nd order velocity observer is used: The poles of the observer are set by pole-placement also. They should be chosen so that the observer has a higher bandwidth than the controller (oo > 0 ) .
For the adaptation of the dynamic parameters p the following algorithm that is based on the minimization of tracking errors is used [3]:
In eq. (7), r is a positive definite matrix composed of learning factors, to tune the speed of adaptation of the different parameters. The dynamic parameters p are then adapted by integration of (7).
Implementation
The implementation of the proposed control algorithms requires a fast controller hardware. Therefore the controller is based on a 300MHz PowerPC 604e RISC-Processor board in a VME chassis. To control the motors in torque mode, measure the motor positions etc., the VME system is further equipped with fast DIA converters, encoder counters and digital IO boards. All processes, such as the control algorithms, the pathplanning and others are implemented as time critical tasks running on top of the XOberon hard real-time operating system, that is presented in the following subsections.
The XOberodPowerPC RTOS
The XOberoflowerPC real-time system is a rapid application development tool for complex mechatronic products, developed at the Institute of Robotics, Swiss Federal Institute of Technology (ETHZ), Zurich [12, 13, 141. XOberon is loosely based on the Oberon Operating System, and is written in the object-oriented programming language Oberon-2. Both the Oberon System and the programming language Oberon-2 were developed at the Institute for Computer Systems, ETHZ. XOberon runs natively on VME boards based on the PowerPC microprocessor architecture.
The core of XOberon is composed of the real-time scheduler, the memory manager, the heap manager, the dynamic linking-loader, the communication support and the drivers toolbox. On top of them, several packages are available, like internet servers, board support packages, a run-time performance monitor, etc. Hereafter, some aspects of the most important components in terms of motion control, the scheduler and the performance monitor will be highlighted.
XOberon Scheduler and Performance Monitor
The real-time scheduler embodies the hard real-time nature of XOberon and defines the interface to the realtime system for use by the application programmer. XOberon features a deadline-driven scheduler with admission testing, which presents to the application programmer an object-oriented abstraction layer for modeling user tasks. Each task fed to the scheduler must provide: a run method, an exception-handler method, a duration and a deadline, and, for repetitive tasks, a period. The duration is defined as the amount of foreground non-preempted processor-time needed to successfully complete and retire the longest execution path of the task's code. The time needed to fire the exception handler must also be taken into account, when specifying the duration. The deadline, which is part of the real-time problem definition, is the latest point in time, when logical correct results are considered usable. The period is defined as the time interval between schedules. The most difficult part, when defining a real-time task, is the definition of the duration value. Whereas the deadline is part of the real-time problem scope, the duration is dependent on the underlying hardware system, this being made up of a processor, a memory subsystem, and peripheral components.
One possible solution could rely in the measurement of the task's run-time with some system-wide clock, in order to have a reference duration value, which could then later be tuned. Of course, this is not a save solution, since what is being measured is not the longest execution path, but a particular one. Moreover, a later intervention of some other processes could have dramatic influences in the cache performance, invalidating the information collected during development. XOberon tries to solve this problem by providing a tight integration between the compiler and the run-time environment. The compiler profiles the longest path of a given task, by using the available information on the underlying system architecture. This information is fed to the target system, which continuously monitors and tunes the durations, by exploiting the PowerPC 604 Performance Monitor [15, 161.
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The process manager implements a static, shortest-deadline-first scheduling algorithm. The pool of real-time tasks is statically sorted according to the specified deadlines. The first one, i.e. the one with the shortest deadline, will be set for execution by the scheduler. This task will remain in the foreground, until its normal execution cycle is completed, or when a task characterized by a shorter deadline is been activated by the occurrence of some event, such as the expiration of a waiting period or a user intervention. The scheduler is also responsible for dispatching non-realtime tasks, hereafter referred to as threads. Since their calculations can be delivered anytime, threads are brought to the foreground only when no other real-time task is pending, waiting for being dispatched. The following table lists some real-time tasks of the Hexaglide motion-controller. The control algorithms (1) to (7) have been split into different tasks, with different periods and deadlines.
The fastest task, with the shortest period, is the feedback controller (eq. 4 to 6). It is implemented with a period of 300 p. The path-planning task, that includes the calculation of the inverse kinematics of the machine, has a period of 300 ps too. But the deadlines of these two tasks have been chosen so that the feedback-control task is always executed first. The calculation of the dynamic model (eq. 2 and 3) of the machine is called every 900 ps only, as these calculations are very computing intensive and cannot be executed in the same speed as the feedback-controllers. .
The adaptation of dynamic parameters (eq. 7) is finally executed every 10 ms. The actual processor load with these four hard real-time tasks is about 50%, leaving enough processor power to the remaining, less demanding tasks and threads, such as NCinterpretation, security-functions and the communication to a host-PC.
Results
This section finally presents the results that could be obtained with the proposed nonlinear adaptive controller, when applied to the 6 dof manipulator Hexaglide.
Adaptation of dynamic parameters
In order to test the performance of the nonlinear controller, a set of parameters for the dynamic model'has to be identified first. This identification is performed by the adaptation algorithm. Figure 4 shows the evolution of these parameters, starting from first estimates, while the machine performs a simple repetitive translational movement.
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- The actual parameters are learned within 5 to 10 minutes. While the mass parameters remain constant after a few. minutes, the varying friction parameters, especially the viscous frictions, are continuously updated. While the tracking errors obtained with the nonlinear controller remain low, even at high speeds, the errors with the linear controllers increase rapidly with increasing speed. This comparison demonstrates that a manipulator with highly nonlinear dynamics can attain a high accuracy only when a nonlinear control is used, instead of traditional linear single-axis controllers.
Conclusions
A nonlinear controller, that compensates for dynamic forces is well suited to keep the tracking errors low. It outperforms linear single-axis controllers, especially at high speeds. Adaptation algorithms are able to identify the dynamic parameters on-line, so that varying parameters, such as friction, can continuously be updated. The application of a nonlinear adaptive controller to a complex manipulator however requires not only a powerful process controller, but also a suitable hard real-time operating system. This paper presented the application of a nonlinear adaptive controller to a 6 dof parallel manipulator, using a new generation real-time operating system (RTOS) called XOberon. This RTOS allowed to easily split the control problem into several tasks with different timing constraints.
