Abstract. In this article, we describe an iterative approach for the estimation of linear regression models with high-dimensional fixed effects. This approach is computationally intensive but imposes minimum memory requirements. We also show that the approach can be extended to nonlinear models and to more than two high-dimensional fixed effects.
Introduction
The increasing availability of large microlevel datasets has spurred interest in methods for estimation of models with high-dimensional fixed effects. Researchers in several fields such as economics, sociology, and political science, among others, find the introduction of fixed effects to be a particularly appealing way of controlling for unobserved heterogeneity that is shared among groups of observations. In this case, it becomes possible to account for all intergroup variability by adding to the set of regressors some dummy variables that absorb group-specific heterogeneity. This approach has the advantage of allowing for the existence of general patterns of correlation between the unobserved effects and the other regressors.
In practice, when fitting a model with a single fixed effect (that is, a factor in the analysis of covariance), one is not required to actually add the group dummy variables to the set of regressors. This is particularly convenient when dealing with high-dimensional fixed effects-that is, in a situation where the number of groups (dummy variables) is very large. For several common procedures such as linear regression, Poisson regression, and logit regression, the fixed effect can be eliminated from the model, thereby making it possible to obtain estimates for the coefficients of the relevant regressors without having to introduce the group dummy variables in the model. For other nonlinear models, it is still possible to avoid the explicit introduction of dummy variables to account for the fixed effect by modifying the iterative algorithm used to solve the maximum likelihood problem (see Greene [2004] ).
However, there is no simple solution in situations that have more than one highdimensional fixed effect. A notable example would be the large employer-employee c 2010 StataCorp LP panel datasets commonly used in the labor economics literature. When studying relations in the labor market, researchers often want to simultaneously account for two sources of unobserved heterogeneity-the firm and the worker. Explicit introduction of dummy variables is not an option because the number of units (groups) for either firms or workers is too large. Other well-known examples of large datasets with obvious sources of unobserved heterogeneity include these two types of panel datasets: patient claims data, in which the potential sources of heterogeneity are the patient, the doctor, and the hospital; and student performance, in which potential sources of heterogeneity are the student, the teacher, and the school. Abowd, Kramarz, and Margolis (1999) tackled the problem of accounting for two high-dimensional fixed effects in the linear regression problem. In a widely cited article, the authors proposed several methods that provide approximations to the least-square solution.
1 Later, in an unpublished article, Abowd, Creecy, and Kramarz (2002) presented an iterative algorithm that leads to the exact least-square solution of a linear regression model with two fixed effects. The user-written command a2reg is a Stata implementation of this algorithm by Amine Ouazad. In a recent article published in the Stata Journal, Cornelissen (2008) presented a new user-written command, felsdvreg, which consists of a memory-saving procedure for estimation of a linear regression model with two high-dimensional fixed effects.
At this point, we should make clear that the methods discussed above (as well as those discussed in this article) may not lead to consistent estimation. Unlike the case with most panel-data estimators, consistency is achieved if we are willing to admit that the dimension of the groups is unrelated to sample size. This means that, from an asymptotic point of view, the number of parameters of the model remains unchanged as the sample size tends to infinity. This assumption gets around the incidental parameter problem but more correctly places these estimators as extensions of Stata's areg command-that is, as alternative ways to fit models with large sets of dummy variables.
In our own work (Carneiro, Guimarães, and Portugal 2010) , we were faced with the problem of fitting a linear regression model with two high-dimensional fixed effects (firm and worker) using a linked employer-employee dataset with over 30 million observations. Implementation of the user-written commands discussed above in a computer with 8 gigabytes of random-access memory (RAM) and running Stata/MP for Windows failed because of memory limitations. However, using an iterative procedure that was simple to implement, we were able to fit the linear regression model with two and even three high-dimensional fixed effects. The approach is computationally intensive, but it has the advantage of imposing minimal memory requirements. In this article, we present a detailed discussion of the method proposed in Carneiro, Guimarães, and Portugal (2010) and show how it can be extended to nonlinear models and to applications with more than two high-dimensional fixed effects.
2 The linear regression model
One fixed effect
To start with, consider the conventional linear regression model setup
Application of the least-squares method results in the set of normal equations given below:
These equations have a closed-form solution, the least-squares estimator, given by the well-known formula
However, the above formula is one of several alternative ways to find the solution to (1). For instance, we can solve for β using a partitioned iterative algorithm. An example of such an algorithm is shown below:
1 as the solution to
• Solve for β
2 as the solution to
• Repeat until convergence is achieved.
Algorithms such as this one are discussed in Smyth (1996) . This algorithm is known as the "zigzag" or full Gauss-Seidel algorithm. According to Smyth, this algorithm produces a stable but slow iteration depending on the correlation between the parameter estimators. In this particular case, use of an iterative algorithm to solve the normal equations is highly inefficient. However, this implementation has the advantage of not requiring the explicit calculation of the inverse of the X ′ X matrix.
Consider now what happens if we include a set of dummy variables to account for a fixed effect in the regression. In that case,
where Z is the matrix of explanatory variables with N × k dimension and D is the N × G 1 matrix of dummy variables. Now we can write the normal equations as
which can be arranged to show
Solving each set of equations independently yields
The above partition of the normal equations suggests a convenient iteration strategy. To obtain the exact least-squares solution, one can simply alternate between estimation of β and estimation of α. It is important to mention that we no longer have to worry about the dimensionality of D. The expression D ′ D −1 D ′ used on the estimation of α translates into a simple group average of the residuals of the regression of Y on Z. On the other hand, the expression Dα that shows up on the equation for β is a column vector containing all the elements of α. Estimation of β consists of a simple linear regression of a transformed Y on Z. In our implementation, instead of transforming Y, we will keep Y as the dependent variable and add Dα as an additional covariate. When the estimation procedure converges, the coefficient on Dα must equal one and the vector Dα will contain all the estimated coefficients for the group dummy variables. With this approach, we avoided inversion of a potentially large matrix that would be required if we had simply added D to the set of regressors. As we implied earlier, the estimated coefficients are identical to those obtained using the areg command (see [R] areg). The final regression includes an additional variable, fe1, with a coefficient of one. This variable was created during estimation and contains the estimates of the fixed effect.
More than one fixed effect
Suppose now that instead of a single high-dimensional fixed effect, we have two highdimensional fixed effects. That is, we now intend to fit the following model:
, and both G 1 and G 2 have high dimensionality. As discussed earlier, in this particular case, estimation of the linear regression model is complicated. However, implementation of the partitioned algorithm discussed above is straightforward. Proceeding as we did before, we can solve the normal equations as 
Iterating between these sets of equations provides us with the exact least-squares solution. All we have to do is compute several linear regressions with k explanatory variables and compute group means of residuals. If we add more fixed effects, the logic remains unchanged. To illustrate the approach, we modify the above algorithm and apply it to the ancillary dataset that accompanies the felsdvreg command developed by Thomas Cornelissen. As before, we introduce D 1 α and D 2 γ as additional regressors instead of subtracting them from the dependent variable.
. As we hinted above, the estimates for the model coefficients are identical to the leastsquares results with all dummy variables included, as reported in Cornelissen (2008) . The algorithm took 695 iterations to converge, which is one of the drawbacks of this approach. Fortunately, as discussed below, there is substantial room for improvement. One obvious simplification is to sweep out one of the fixed effects by subtracting the group mean from all variables. By doing this, we avoid dealing with one of the fixed effects. This means that with minor modifications, the code shown above can be used to fit a model with three high-dimensional fixed effects. We illustrate the estimation of a model with three high-dimensional fixed effects by assuming that our single variable of interest is x1 and that x2 is a variable indicating an additional fixed effect. The modified code is shown below:
. As we can readily see, the estimated coefficient for x1 is the same as that obtained by the simple regression on x1 and three sets of dummy variables.
. quietly xi: regress y x1 i.x2 i.i i.j . estimates table, keep (x1) In Carneiro, Guimarães, and Portugal (2010), we estimated a conventional Mincerian wage equation with three high-dimensional fixed effects. Our data source is the Quadros do Pessoal, a mandatory employment survey collected yearly by the Portuguese Ministry of Labor and Social Security. The dataset comprised more than 30 million observations spanning from 1986 to 2007. In our estimation, we wanted to account for firm, worker, and job heterogeneity and year fixed effects. With around 6.4 million workers, 624,171 firms, and 115,822 jobs, employing dummy variables to account for the fixed effects was not an option. In the following example, though, we show the output result of one specification with 28 covariates and the three high-dimensional fixed effects estimated using the approach outlined above.
(Continued on next page) ********** Linear Regression with 3 High-Dimensional Fixed Effects ********** 
Estimation of the standard errors
To provide the standard errors associated with the estimator of β, we would need to estimate
which again raises the problem of inverting the X ′ X matrix. An alternative solution to estimate the elements of V ( β) is to use the known relation
where s 2 j is the sample variance associated with the x j variable and R 2 j.123... is the coefficient of determination obtained from a regression of x j on all other remaining explanatory variables. Estimation of σ 2 is easy because the final regression that provides the estimates of β has the correct sum of squared residuals (SSR). As we will see, the remaining difficulty is the computation of the number of degrees of freedom associated with SSR. With multiple fixed effects, it may be difficult to compute the actual dimension of X because some of the coefficients for the fixed effects may not be identifiable. If we were simply estimating the model by adding dummy variables to account for the fixed effects, Stata would numerically identify colinearities and drop variables as needed to identify the coefficients in the model. However, to implement our solution, we need to know beforehand the number of coefficients of the dummy variables that can be identified.
2 Computation of R 2 j.123... is not a problem because we know how to estimate a model with high-dimensional effects. However, this approach may be time consuming because it would require estimation of a regression with high-dimensional fixed effects for each of the regressors.
Fortunately, there is an alternative strategy that will produce results faster. The idea is a standard application of the well known Frisch-Waugh-Lovell theorem; simply put, it consists of fitting the model in two steps. In the first step, we expurgate the fixed effects from all variables in the model. This involves running a linear regression of each individual variable on only the high-dimensional effects and storing the residuals. In the second step, we run the regression of interest using the stored residuals of the variables obtained in the first step instead of the original variables. Because we are not dealing with the high-dimensional fixed effects, the regressions in the second step are easy to implement and will have the correct standard errors provided that we adjust the degrees of freedom. One reason why this approach works well is that the calculations in the first step are relatively simple. We can see from (2) that in this case, the algorithm involves only the computation of means. In the next example, we again use the ancillary dataset that accompanies the felsdvreg user-written command and show how to obtain the correct standard errors in a regression with two high-dimensional fixed effects. In the Stata code shown below, we speed up the algorithm by demeaning all variables with respect to one of the fixed effects. Notice that the iterative procedure was much faster, taking about 40 iterations for each variable. The final regression has the correct estimates for both the coefficients and standard errors. To obtain the correct standard errors, we had to adjust the degrees of freedom of the regression. This was done by using the dof() option in the regress command. Given that in felsdvsimul.dta we have 100 observations, that G 1 = 15, that G 2 = 20, and that we have six mobility groups and two regressors (x 1 and x 2 ), the regression has 100 − 15 − 20 + 6 − 2 = 69 degrees of freedom.
3 We also can easily compute clustered standard errors by using the regression on the transformed variables. In the example below, we cluster the standard errors on the variable g and confirm the results using the regress command.
. quietly regress y_res x1_res x2_res, nocons mse1
. matrix VV=e(V) . predict double res, residual . _robust res, variance(VV) minus (31) Finally, even though we ran a regression on transformed variables, we are still able to recover the estimates for the coefficients of the fixed effects. We do so by implementing the same iterative procedure discussed above to the residuals obtained when we subtract the effects of x 1 and x 2 from y. We confirm that the estimated coefficients are correct by adding the variables fe1 and fe2 to the linear regression of y on x 1 and x 2 . As expected, the estimated β coefficients are the correct ones and the coefficients associated with the variables fe1 and fe2 equal one.
Subtracting the influence of the fixed effects from each variable and working with only the residuals has some advantages compared with the process shown earlier that entailed direct estimation of the full regression with all the fixed effects added. First, the simple regressions in step 1 are likely to converge at a faster rate. Second, it is possible to test different specifications of the model using only the transformed variables without the need to deal with the high-dimensional fixed effects. And third, when dealing with very large datasets, we can substantially reduce memory requirements because during step 1 we only need to load into memory the variable being handled and the group identifiers for the fixed effects. In fact, we could do even better because the solution to the algorithm is performed independently across mobility groups, meaning that it would be possible to load each mobility group into memory separately.
3 Extension to nonlinear models
In this section, we show that the iterative approach outlined earlier for the linear regression model can be extended to nonlinear models. With nonlinear models, it is possible to estimate correctly the vector β, but there is no easy solution for estimation of the associated standard errors. While it would be possible to bootstrap the standard errors, this solution is likely to be computationally very expensive. Given that with the iterative approach proposed in this article we obtain the correct values for the log-likelihood function, it may be easier to implement statistical tests for the coefficients based upon likelihood ratios (LRs). To illustrate, let us first consider a typical Poisson regression model with expected value given by
We know that the maximum likelihood estimators are obtained as the solution to:
If one of the regressors is a dummy variable, say d j , then its estimated coefficient, say α j , has a closed-form solution given by
5. Currently available in the Statistical Software Components archive are two user-written commands that implement the algorithms discussed in this article for estimation of linear regression models with two high-dimensional fixed effects. The first, gpreg, is a fast Mata implementation programmed by Johannes Schmieder. The second, reg2hdfe, is particularly suited for estimation with large datasets and was programmed by Paulo Guimarães.
where the subscript (j) in the argument of the exponential function shows that d j is excluded from the argument. The above expression suggests a simple iterative strategy, much like the one used for the linear regression. We can alternate between estimation of a Poisson regression with k explanatory variables and calculation of the estimates for all the coefficients of the fixed effects using (3). These estimates can be kept in a single column vector. Extending the algorithm to two fixed effects is straightforward. We use the same dataset as before, but instead of including the dummy variables for year of construction (co 65 69, co 70 74, and co 75 79), we treat the year of construction as a fixed effect; that is, we let the variable yr con identify a second fixed effect. Now the algorithm is implemented without an exposure variable. For comparability purposes, we first run a Poisson regression that includes dummy variables for both fixed effects. . generate double fe2=0 . local ll1=0 . local i=0 . while abs(`dif´)>epsdouble() { 2. quietly poisson acc op_75_79, noconstant offset(off) 3. local ll2=`ll14 . local ll1=e(ll) 5. capture drop xb 6. predict double xb, xb 7. quietly replace temp1=xb-off+fe2, nopromote 8. capture drop sumx 9. bysort ship: egen double sumx=total(exp(temp1)) 10. quietly replace fe1=log(sumy1/sumx), nopromote 11. quietly replace temp2=xb-off+fe1, nopromote 12. capture drop sumx 13. bysort yr_con: egen double sumx=total(exp(temp2)) 14. quietly replace fe2=log(sumy2/sumx), nopromote 15. quietly replace off=fe1+fe2 16. local dif=`ll2´-`ll11 7. local i=`i´+1 18. } To test the statistical significance of the variable op 75 79 using an LR test, we run the same regression as above but without the op 75 79 variable and retaining the log-likelihood value. The value for the log likelihood of this restricted regression is −121.88042, which leads to a value of the LR test of LR = 2×(−118.47588+121.88042) = 6.80908. The LR statistic follows a chi-squared distribution with 1 degree of freedom, and its square root should be comparable with the z statistic reported in the Stata output for the Poisson regression. Taking the square root of the LR statistic, we obtain 2.6094213, which is very close to the z statistic for op 75 79 that is reported by Stata in the Poisson regression that explicitly includes all dummy variables.
6 Application of the algorithm to Poisson regression was straightforward because we could find a closedform solution for the coefficients associated with the fixed effects. However, in most nonlinear regression models, the fixed effects do not have a closed-form solution. As shown in Guimarães (2004) , models from the multinomial logit family such as logit, multinomial logit, and conditional logit all can be fit using Poisson regression, meaning that the above algorithm could be used for these cases. The inexistence of a closed-form solution for the coefficients of the fixed effects does not invalidate use of the zigzag algorithm, but it requires the use of a numerical optimization routine to solve for the coefficients of the fixed effects. This routine may slow down the algorithm considerably. As an example of this approach, we show an application of the zigzag algorithm to fit a negative binomial model with fixed effects. 6. The results are not identical because Stata reports the Wald statistic, while we calculated the LR statistic. Asymptotically, the two statistics are equivalent. 7. The fixed-effects negative binomial model (xtnbreg with the fe option) is not equivalent to a negative binomial model with dummy variables added for fixed effects (see Guimarães [2008] Following an approach similar to the one used for the negative binomial model, it should be possible to extend the algorithm to other nonlinear models. In general, the algorithm should work well with models that have globally concave log-likelihood functions such as the ones discussed here.
Conclusion
In this article, we successfully explored the implementation of the full Gauss-Seidel algorithm to fit regression models with high-dimensional fixed effects. The main advantage of this procedure is the ability to fit linear regression models with two or more high-dimensional fixed effects under minimal memory requirements. Generalizing the procedure to nonlinear regression models is straightforward, particularly in cases having a closed-form solution for the fixed effect.
We do not claim, however, that our procedure is a superior estimation strategy. Quite to the contrary, the zigzag algorithm can be very slow, and researchers should use more efficient estimation techniques whenever available. We know that the linear regression model with two high-dimensional fixed effects is fit much more efficiently with the user-written command felsdvreg, the same way that xtpoisson is the better approach to fit a Poisson model with a single high-dimensional fixed effect. Nevertheless, the zigzag algorithm may prove useful in some circumstances, namely, when existing approaches do not work because of hardware (memory) limitations or when no other known ways of fitting the model exist. As we mentioned earlier, the estimation strategy outlined in this article is time consuming, but it does have the advantages of imposing minimum memory requirements and of being simple to implement.
There are many ways to improve the speed of the algorithms discussed above, and research is needed to figure out how to improve them. In the examples presented in this article, we used a very strict convergence criterion. In practical applications, though, a more relaxed criterion is likely to substantially lower the number of iterations without meaningful changes to the final results. Other obvious tools that will speed the algorithms include more efficient Stata code (possibly Mata), better starting values, and the use of convergence acceleration techniques in the algorithm. Speed should not be hard to accomplish because the estimates of fixed effects tend to converge monotonically, making it possible to use the information from the last iterations to adjust the trajectory of the fixed-effect estimates and thus obtain faster convergence.
We would like to make researchers aware of the large-sample properties of these estimators. Given the multiple-dimension panel data, the asymptotic behavior of the estimators can be studied in different ways. The estimators are consistent if we are willing to admit that the dimension of the groups is unrelated to sample size. From the literature on panel data, we know that a critical situation arises when the dimension of one fixed effect (say N ) increases without bound while T remains fixed. In this case, the number of individual parameters increases as N increases, raising the incidental parameter problem originally discussed by Neyman and Scott (1948) and recently reviewed by Lancaster (2000) . In the linear regression model, it is well known that the least-square dummy variable model (or equivalently, the within estimator) still provides consistent estimates of the slope coefficients, but not of the individual fixed effects. This is because in the linear model, the estimators of the slopes and of the individual effects are asymptotically independent (Hsiao 2003) . As for nonlinear models, in general, the estimators of the regression coefficients (the slopes) will be plagued by the incidental parameter problem and, for T fixed, will be inconsistent. With one fixed effect, the incidental problem may be overcome by finding a minimal sufficient statistic for the individual effect as in the conditional logit model of Chamberlain (1980) . Lancaster (2000) offers useful reparameterizations for a number of conventional nonlinear regression models. If, however, both N and T increase without bound, the inconsistency generated by the incidental parameter problem is circumvented, leading to consistent estimates of the slope and the individual effects.
We should stress that the article presents a technique for estimation of models with large numbers of dummy variables. From an asymptotic perspective, this approach is not equivalent to the use of panel-data estimators that condition out or difference the fixed effects. This means that consistency and asymptotic normality of our estimators rely on the implicit assumption that the number of groups remains fixed as the sample size tends to infinity.
Finally, we would like to point out that we motivated the introduction of fixed effects in large datasets as a way to control for unobserved heterogeneity. However, there may be other reasons why researchers may want to deal with large numbers of dummy variables. With large datasets, it may not make sense to impose functional relationships in the variables, and we can instead let the data best show those relationships using a dummy variable for each different value of the regressor. With millions of observations, the loss in degrees of freedom is minimal. Identification of the coefficients is possible only because the equations are "connected". Consider now an alternative regression model with parameters given by µ + α 1 + η 1 µ + α 1 + η 2 µ + α 2 + η 1 µ + α 2 + η 2 µ + α 3 + η 3 µ + α 3 + η 3
If we follow the same strategy as above and set µ = 0 and α 1 = 0, we now have the following sequence of steps:
Now, with these two restrictions, we are only able to identify the coefficients in the first four equations. This happens because the first set of equations does not share any coefficients with the remaining equations. In Abowd, Creecy, and Kramarz (2002) terminology, there are now two mobility groups. Only with an additional restriction (α 3 = 0 or η 3 = 0) can we identify the remaining coefficients. It should be obvious that each additional mobility group requires an additional restriction. If we let M designate the number of mobility groups, then we conclude that the number of identified coefficients is G 1 +G 2 −M , and the degrees of freedom associated with SSR is N −G 1 −G 2 +M (or N − k − G 1 − G 2 + M if there are k noncollinear explanatory variables in the model). We can use a similar logic to that outlined above to count the number of identifiable coefficients in a model with more than two fixed effects. However, development of an algorithm for this purpose is no simple task and is well beyond the scope of this article.
