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Abstract-A problem was split into subproblems which were then solved in parallel on various 
computers linked in a network. The resulting solutions were then combined to form the solution to 
the original problem. Coordinated management of this pooling of solutions required synchronization 
of machines; this synchronization, together with the prerequisite data transfer (one of the machines 
must be aware of all the solutions), was achieved through a series of utilities developed using the 
Remote Procedure Call (RPC) of the NFS. 
1. INTRODUCTION 
There are several problems whose (numeric) solution could have far-reaching scientific and eco- 
nomic consequences but would require computational speeds in the order of teraflops, while 
current, top speeds are measured in gigaflops. Advances in component technology should soon 
lead to significant, improvements in velocity, yet this in itself will not be enough to handle the 
aforementioned problems; more efficient algorithms must be devised. Thus, in recent years, 
parallel computing has become increasingly important. 
In a recent, paper [l], we presented an algorithm to enable the numerical resolution of the Navier- 
Stokes equations, based on the partitioning of the problem by decomposition of the differential 
operator representing them. The present study looks at these ideas in a more general sense, and 
also at the computational aspects on which their practical implementation is based. 
An MIMD multicomputer-several computers linked in a network-was used. Synchronization 
and data transfer between machines were accomplished using the RPC facilities of the NFS. 
2. PARTITIONING OF A DIFFERENTIAL PROBLEM 
F+om here on, for maximum clarity, let us suppose the differential problem to be: 
g+Au=f t>o u(0) = uo. (1) 
Here, u (scalar or vector) is the unknown, the function describing the state of the system. It is 
supposed that A (linear or not) is a partial derivative operator incorporating suitable boundary 
conditions. 
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Let us now suppose that operator A allows decomposition of the type 
A = AI + AP, (2) 
each Ai (i = 1,2), being a new partial derivative operator. This decomposition, although arbi- 
trary, is performed while taking into account the peculiarities of operator A, such as its inherent 
difficulties; in other words, we may suppose that the solving of (1) would be simpler if A were 
replaced by Ai. 
There are many classic schemes, all sequential, which would seem to perform a natural dis- 
cretization of time [2]. F~~!ional step schemes are amongst the most commonly used of these at 
the moment, and have given good results when applied to the solving of this type of problem [3]. 
The basic principle of these schemes is the division of the temporal interval [0, T] in N subinter- 
vals of equal size At = T/N. A two-step scheme (of the Peaceman-Rathford type), corresponding 
to the decomposition (2), divides the time interval [0, T] in N subintervals of equal size At, pass- 
ing from un to un+l in two stages. Thus, for n 2 0, and given u”, un+1/2 is calculated as a 
solution of 
@W _ Un 
At/2 
+ A1un+1/2 + A2 Un = fn+1/2, (3) 
and in a second step, given u”+~/~, un+’ is calculated, solving 
g+l -@l/2 
At/2 
+ A1u“+1/2 + A2 Un+l = fn+l. 
In these equations, f n+i/2 is a fair approximation of f(z, t) at the moment (n + i/2)At. 
Clearly, this algorithm is entirely sequential. Given the initial condition u(z,O) = uo, u1/2 is 
calculated from (3); u1 is then calculated from (4), and so on. 
One scheme (of the many schemes possible) for solving (1) in parallel would be the following: 
Given un, we proceed to the parallel resolution of 
n+2/3 _ Un 
Ul 
2At/3 
+ Alu, n+2/3 + A2 un = fn+2/3, 
n+4/3 _ un 
212 
4At/3 
+ A1un + A2 u;+~/~ = fn+4/3, 
and then, in a third stage, un+l is calcubted from the equation 
1 g+l = _ 
2 [ 
,;+2/3 + u;+4/3 , 1 
or from any other formula which would maintain the errors in the correct order. 
Clearly, the algorithm described above may be easily generalized wherever A permits the 
decomposition 
A = A1 + A2 + a.. + A,, (7) 
where each incidence of Ai i = 1,2, . . . , q is assigned a temporal interval 2iAt/(q + 1) in which q 
processors should be used in parallel in a scheme of (q + 1) fractional steps, obtaining the solution 
u”+l from 
1 Un+l = - n+2/(q+l) + Un+4/(q+l) + . . . + un+2q/(q+l) 
Q 1 
Ul 2 (I 1. (8) 
Naturally, an important practical problem from a computational point of view would be to 
ensure that the various subproblems to be solved were well-balanced, in such a way that each 
processor spent more or less the same time on the problem, thus minimizing waiting time, while 
maximizing efficiency. 
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3. PROCESS ARCHITECTURE 
The scheme described in (2) or the more general equation (7) clearly indicates the need for one 
of the computers to be aware of the various partial solutions for each subproblem; it would seem 
logical to use a machine which had already concluded its own particular task-the subproblem 
requiring least time to solve. Henceforth, we shall use the term “master process” when referring 
to the process which not only solves a subproblem but also coordinates all the partial solutions, 
thus distinguishing it from the rest, which we shall call “subordinate processes.” 
This arrangement has two-fold advantages: 
l It reduces the number of transfers to be carried out, as the computer in charge of solving (7) 
already knows its own partial solution. 
l It creates a more even balance between processes, thus reducing waiting time and increas- 
ing efficiency. It is worth noting that in the coordinating operation (7), all terms undergo 
the same treatment, meaning that it can be performed according to the availability of the 
partial solutions, without having to wait for subordinate processes to end. 
As soon as the master process has calculated the solution @l, the answer must be fed back 
to the subordinate processes for them to proceed with the next iteration. 
From the foregoing, it may be deduced that, in addition to the data transfer required between 
them, these processes must be coordinated: the master process has to wait for the partial solu- 
tions to arrive from the subordinates, which in turn must await the coordinated solution before 
initiating the next iteration. 
Given that the practical implementation of the algorithm was to be performed using several 
computers linked in a network, we opted for the creation of two functions, each of which is 
responsible for two tasks: transfer and synchronization. Programming of both was based on 
the classic client/server scheme, in other words, two server functions, resident in the computer 
carrying out the master process, and as many clients as necessary for each of the processes 
calculating the partial solutions. All of these were prepared using the RPC of the NFS. There 
was a good reason for separating the two functions (synchronization and transfer): on one hand, 
greater modularity was attained (facilitating both its programming and its use), while on the 
other, although in synchronization it is enough to send a short message (semaphore) and this 
would indicate the use of the UDP protocol, the limitation of the UDP’s 8K packing size makes 
it unsuitable for handling high volumes of data traffic, and the TCP protocol is thus more suited 
to the job. 
J So the process architecture was as follows. On one of the networked computers, a start-up 
program (which we shall henceforth refer to as the “monitor”) performs the following functions 
(see Figure 1): 
1. It initialize variables and parameters defining the problem to be investigated. 
2. It analyzes the load on each of the network’s computers in order to determine which (ac- 
cording to the number required by the decomposition of the problem) are best suited to 
perform which tasks. 
3. The following processes are launched on the computer which is to act as monitor: 
(a) Transfer server program. 
(b) Synchronization server program. 
(c) Master process. 
4. In each of the computers designated by point 2, a subordinate process is begun. 
The monitor gathers the PID’s from each subordinate and from the servers and passes them 
on to the master process, which is responsible for terminating them when the final solution is 
eventually reached. 
‘All figures in this paper have been realized according to the Yourdon/Constantine methodology [4] 




The transfer and synchronization servers stay resident, to be called into action by the corre- 
sponding service requirement modules included in the other processes (master and subordinate). 
Both are generated using RPC primitives such as: 
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l SVCTCP_CREATE for the transfer server. 
l SVCUDP_CREATE for the synchronization server. 
l PMAP_UNSET. 
l SVCREGISTER. 
For more information on these, refer, for instance, to [5]. 
<The main difference between them lies in how they handle services. While the transfer server 
relies on RPC low-level primitives like SVCSENDREPLAY and SVCGETARGUMENTS [5], 
the synchronization server has been implemented according to the binary semaphore technique 
where flags display the state of the processes. 
When a process requires a synchronization service, the server updates the appropriate flag. If 
all flags are set, the server returns OK, and the process in question continues execution of the 
next stage. When the opposite is the case, the result is NOT-OK, and the process starts cycling 
a loop until synchronization is reestablished (see Figures 2 and 3). 
Figure 3. 
Processing 
The subordinate processes begin (Figure 4) with a synchronization request which coincides 
with data transfer from master to server (Figure 5). When synchronization has been effected, 
data are received, processed, and partial solutions sent to the server. These tasks are repeated 
until the final solution is reached, and they are then killed by the master. 
The master process, however, needs two synchronization requests. The first is after transferring 
data to the server (thus enabling the subordinates to switch to RECEIVE), and the second is to 
ensure that the subordinates have sent the server their partial solutions, and that these solutions 
may be read by the master in order to obtain the unified solution (Figure 5). 
Obviously, when a typical network comprises machines from various manufacturers, any move- 
ment of information (data transfer, messages, and so on) will require a filter to code and decode 
information with the aim of eliminating any possibility of ambiguity which might arise from 
different internal representations. In the case of RPC/NFS, this filter is XDR (external Data 
Representation). For further information on this, or on the primitives mentioned earlier or ap 
pearing in the figures, refer to [5]. 









The algorithm described above has been used on the Navier-Stokes equations in [l]. Results 
of numeric simulation using two computers from a local network (which corresponds to a 
decomposition as in (2)-(7)) agree with those obtained sequentially by various authors. 
Efficiency attained in this case was close to unity, showing the balanced nature of the 
decomposition and the goodness of the algorithm. 
The simplicity of the ideas on which the algorithm is based lends to their being applied to 
a great variety of problems, that is, any problem which may be divided into independent 
tasks with no regard to number. 
The practical implementation, based on C and RPC, ensures maximum portability over 
any local network, independent of what machines it may consist of. 
The modularity of the system enables its functions to be reused in the solution of any 
problem requiring data transfer and process synchronization. 
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