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In this paper, the sample range from a heterogeneous exponential sample is shown to be
larger than that from a homogeneous exponential sample in the sense of the star ordering.
Then, by using this result, some equivalent characterizations of stochastic comparisons of
sample ranges with respect to various stochastic orders are established. In this process,
two open problems mentioned in Mao and Hu (2010) [16] are solved. The main results
established here extend and strengthen several known results in the literature including
those of Khaledi and Kochar (2000) [8], Zhao and Li (2009) [22] andGenest et al. (2009) [7].
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Spacings have found many important applications in diverse problems such as in the characterizations of distributions,
prediction problems, goodness-of-fit tests, outlier testing, auction theory, life-testing and reliability analysis. Many
prominent goodness-of-fit tests are based on functions of sample spacings; see for example, [4]. Let X1, . . . , Xn be
nonnegative random variables. The ith order statistic, denoted by Xi:n, i = 1, . . . , n, is the ith smallest one of these nXi’s.
In reliability engineering, an n component system that works if and only if at least k of the n components work is called a
k-out-of-n system. The lifetime of a k-out-of-n system can therefore be represented as Xn−k+1:n. In particular, the parallel
and series systems are 1-out-of-n and n-out-of-n systems, respectively.
There is a large literature on stochastic comparisons of sample spacings. Interested readers may refer to Kochar and
Xu [11] for an elaborate review on this topic. Considerable attention has been paid recently to stochastic comparisons of
sample ranges fromheterogeneous exponential variables. Let X1, . . . , Xn be independent exponential randomvariableswith
Xi having hazard rate λi, i = 1, . . . , n. Let Y1, . . . , Yn be a random sample of size n from an exponential distribution with
common hazard rate λ. Then, Kochar and Rojo [10] showed that, for λ = λ¯ = 1n
n
i=1 λi,
Xn:n − X1:n≥st Yn:n − Y1:n.
Khaledi and Kochar [8] further showed that this result is also true based on the geometric mean of λi’s, i.e., λ = λˆ =
(
n
i=1 λi)1/n. More recently, Zhao and Li [22] have presented the following equivalent characterization:
Xn:n − X1:n≥st Yn:n − Y1:n ⇐⇒ λ ≥ λ∗,
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where
λ∗ =

n
i=1
λi
λ¯

1/(n−1)
.
Kochar and Xu [12] strengthened the result of Kochar and Rojo [10] from the usual stochastic order to the reverse hazard
rate order, that is, for λ = λ¯,
Xn:n − X1:n≥rh Yn:n − Y1:n.
Recently, Genest et al. [7] have further showed that, for λ = λ¯,
Xn:n − X1:n≥lr Yn:n − Y1:n,
Xn:n − X1:n≥disp Yn:n − Y1:n.
Mao and Hu [16] presented several equivalent characterizations of stochastic comparisons of sample ranges with respect
to various stochastic orders. In particular, they established the following equivalent characterizations:
Xn:n − X1:n≥lr Yn:n − Y1:n ⇐⇒ Xn:n − X1:n≥rh Yn:n − Y1:n
⇐⇒ λ ≥ λ¯.
These authors also posed the equivalent characterization of the hazard rate ordering between two sample ranges as an open
problem; that is, whether there exists some constant λ0 such that
Xn:n − X1:n≥hr Yn:n − Y1:n ⇐⇒ λ ≥ λ0.
They also conjectured that
λ ≥ λhm H⇒ Xn:n − X1:n≥ew Yn:n − Y1:n,
where λhm = n/ni=1(1/λi) is the harmonic mean of the λi’s. For a formal definition of the usual stochastic order (≥st ), the
likelihood ratio order (≥lr ), the reversed hazard rate order (≥rh), the hazard rate order (≥hr ), the dispersive order (≥disp),
and the excess wealth order (≥ew), one may refer to Shaked and Shanthikumar [19].
In this paper, we further study this topic, making the following main contributions:
(a) Reveal that the distribution of sample range from heterogeneous exponential samples is more skewed than the one from
homogeneous exponential samples. More specifically, we prove that
Xn:n − X1:n≥⋆ Yn:n − Y1:n,
where≥⋆ denotes the star ordering (see Definition 2.1). It is known in the literature that X ≥⋆ Y implies that X is more
skewed than Y as explained in [17, p. 69] (see also [21]). Further, we provide a lower bound for the coefficient of variation
(cv) of sample range from heterogeneous exponential samples without any restricting condition; that is
cv(Xn:n − X1:n) ≥
n−1
k=1
1
k2
n−1
k=1
1
k
.
This observation has a potential application in testing the heterogeneity of exponential samples. For example, assume
that a system consists of n independent exponential components (which is a typical assumption in engineering). Suppose
due either to the nature of the experiment or budgetary constraints, only the extreme observations can be recorded. If
one is interested in testing whether this system has the same type of components, then a quick way is to look at the
coefficient of variation of sample ranges. If it is far from
n−1
k=1
1
k2
/
n−1
k=1
1
k , then the homogeneity assumption is in
doubt. Some formal statistical tests are required for further analysis.
(b) Unify recent results on stochastic comparisons of sample ranges. It is shown that dispersive order, hazard rate order and
stochastic order for comparing sample ranges from heterogeneous exponential samples and homogeneous exponential
samples are equivalent. Similarly, we show the equivalence between excess wealth order and expected value order for
the sample ranges. Hence, our results in this paper extend and strengthen the recent results in [10,8,22,7]. Those results
can be used to establish lower sharp bounds for the functional forms of distributions as described by various stochastic
orders. Using the equivalent characterization, we are able to solve the open problems posed by Mao and Hu [16].
(c) Provide very simple proofs for recent results on stochastic comparisons. By using Lemma 3.1 in Section 3, we offer very
simple proofs for Theorem 2.4 in [22], and Theorem 3.1 of [18] (see Section 5).
The rest of this paper is organized as follows. In Section 2, we present some pertinent definitions. Next, in Section 3,
we establish the main result of this paper concerning the star ordering. In Section 4, we present some equivalent
characterizations of stochastic comparisons with respect to different stochastic orders. Finally, in Section 5, we provide
a discussion on the obtained results and make some conjectures with regard to further results in this direction.
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2. Pertinent definitions
In this section, we first recall some definitions, which will be used in the sequel.
Assume random variables X and Y have distribution functions F and G, survival functions F¯ = 1 − F and G¯ = 1 − G,
density functions f and g , and failure rate functions rX = f /F¯ and rY = g/G¯, respectively.
Definition 2.1. X is said to be smaller than Y in the star order, denoted by X ≤⋆ Y (or F ≤⋆ G), if the function G−1F(x) is star
shaped in the sense that G−1F(x)/x is increasing in x on the support of X , where G−1 denotes the right continuous inverse
of G.
The star order is also referred to as IFRA (increasing failure rate in average) order in reliability theory, since the average
failure of F at x is
r¯X (x) = 1x
 x
−∞
rX (u)du = − ln F¯(x)x .
Thus, F ≤⋆ G can be interpreted in terms of average failure rates as
r¯X (F−1(u))
r¯Y (G−1(u))
is increasing in u ∈ (0, 1]. Note that X has an increasing failure rate in average if and only if F is star-ordered with respect
to the exponential distribution.
It is known in the literature ([17], p. 69) that
X ≤⋆ Y H⇒ cv(X) ≤ cv(Y ),
where cv(X) = √Var(x)/E(X) denotes the coefficient of variation of X .
Definition 2.2. A real function φ is logconcave on A if A is a convex set and, for any x, y ∈ A and α ∈ [0, 1],
φ(αx+ (1− α)y) ≥ [φ(x)]α[φ(y)]1−α.
For a detailed discussion on the star order and logconcavity, one may refer to Barlow and Proschan [5] and Marshall and
Olkin [17].
3. Star ordering of exponential ranges
The following lemma plays a key role in our main result, and the idea of its proof comes from the work of Yanagimoto
and Sibuya [21].
Lemma 3.1. Let X be a nonnegative random variable with distribution function F and density function f , and Y1, . . . , Yn
be another set of independent nonnegative random variables with distribution functions G1, . . . ,Gn, and density functions
g1, . . . , gn, respectively. If f (ex) is logconcave in x ∈ R, and for all i = 1, . . . , n, Gi≥⋆ F , then
G =
n
i=1
piGi≥⋆ F ,
where pi’s are positive weights such that
n
i=1 pi = 1.
Proof. Note that Yi≥⋆ X implies
G−1i (F(x))
x
is increasing in x ∈ R+, which is equivalent to
f (F−1(Gi(x)))F−1(Gi(x)) ≥ gi(x)x. (3.1)
Let us define the following function
h(u; f ) = f (F−1(u))F−1(u), u ∈ (0, 1).
Since f (ex) is logconcave, we have
f ′(ex)ex
f (ex)
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to be decreasing in x ∈ R, which in turn implies that
f ′(y)y
f (y)
is decreasing in y ∈ R+. Hence,
h′(u; f ) = f
′(F−1(u))F−1(u)
f (F−1(u))
+ 1
is decreasing in u ∈ (0, 1), which means that h(u; f ) is a concave function in u ∈ (0, 1). Now, using Jensen’s inequality, we
then have
h(G; f ) ≥
n
i=1
pih(Gi; f ). (3.2)
But, from (3.1), we also have
h(Gi; f ) ≥ gi(x)x. (3.3)
Thus, by combining Eqs. (3.2) and (3.3), we obtain
h(G; f ) ≥ x
n
i=1
pigi(x),
which yields
G≥⋆ F . 
Remark 3.1. It is of interest to note that the required condition that f (ex) is logconcave is very general. Many distributions
such as Weibull, gamma and uniform possess this property. One may refer to Xu and Hu [20] for more examples.
Remark 3.2. Lemma 3.1 may be of independent interest. For example, one may provide a simple proof for Theorem 3.1
of [18] based on Lemma 3.1 (see Section 5). One may also refer to Yanagimoto and Sibuya [21] for comparison of tails of
distributions for estimating safe doses based on star ordering.
The following main result establishes that the sample range from heterogeneous exponential variables is stochastically
larger than the range from a homogeneous exponential sample in the sense of the star ordering.
Theorem 3.2. Let X1, . . . , Xn be independent exponential random variables with Xi having hazard rate λi, i = 1, . . . , n. Let
Y1, . . . , Yn be a random sample of size n from an exponential distribution with common hazard rate λ. Then,
Xn:n − X1:n≥⋆ Yn:n − Y1:n.
Proof. According to Theorem 4.1 of [18], the distribution function of Xn:n − X1:n can be represented as
GR(t) = P(Xn:n − X1:n ≤ t) =
n
i=1
λi
Λ
F [i]n−1:n−1(t),
where Λ = nj=1 λj and F [i]n−1:n−1 denotes the distribution function of the largest order statistic from the variables{X1, , . . . , Xi−1, Xi+1, . . . , Xn}. Note that the distribution function of Yn:n − Y1:n is
FR(t) = P(Yn:n − Y1:n ≤ t) = (1− e−λt)n−1,
which is the same as the distribution function of Zn−1:n−1 from n−1 independent exponential random variables Z1, . . . , Zn−1
with common hazard rate λ; see [2]. Now, we need to show that
n
i=1
λi
Λ
F [i]n−1:n−1(t)≥⋆ FR(t).
For this purpose, according to Lemma 3.1, it is enough to verify the following two conditions:
(a) F [i]n−1:n−1(t)≥⋆ FR(t);
(b) fR(et) is logconcave, where fR is the density function of Zn−1:n−1.
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It has been proved in Theorem 3.1 of [13] that the largest order statistic from heterogeneous exponential variables is
stochastically larger than the range from a homogeneous exponential sample in the sense of convex transform order, which
is a stronger order than the star order. Hence, condition (a) follows immediately.
Next, to prove condition (b), from Theorem 1.C.29 of [19], we have fR

et

to be logconcave if and only if, for all a ∈ (0, 1),
aZn−1:n−1≤lr Zn−1:n−1. (3.4)
Since
aZi≤lr Zi,
Eq. (3.4) follows from the fact that the likelihood ratio order is closed under the formation of order statistics (cf. Theorem
1.C.33, [19]).
Hence, the theorem. 
Remark 3.3. Theorem 3.2 shows that the sample range from heterogeneous exponential variables is more skewed than the
range from a homogeneous exponential sample as measured by the star ordering. Interestingly, a similar property for order
statistics has been proved by Kochar and Xu [13,15].
As a direct consequence, we have the following bound for the coefficient of variation for the range of heterogeneous
exponential samples.
Corollary 3.3. Let X1, . . . , Xn be independent exponential random variables with Xi having hazard rate λi, i = 1, . . . , n. Then,
cv(Xn:n − X1:n) ≥
n−1
k=1
1
k2
n−1
k=1
1
k
.
Proof. Assume that Y1, . . . , Yn are independent and identical exponential random variables with common hazard rate 1.
Since Yn:n − Y1:n and Y1:n are independent (see [9]), we readily have
Cov(Yn:n − Y1:n, Y1:n) = 0,
which implies that
Cov(Yn:n, Y1:n) = Var(Y1:n).
Hence, we have (see [5], p. 60)
Var(Yn:n − Y1:n) = Var(Yn:n)− Var(Y1:n)
=
n
k=1
1
k2
− 1
n2
=
n−1
k=1
1
k2
.
Note that
E(Yn:n − Y1:n) =
n−1
k=1
1
k
.
It then follows from Theorem 3.2, for n ≥ 2, that
cv(Xn:n − X1:n) ≥
n−1
k=1
1
k2
n−1
k=1
1
k
. 
Now,we discusswhether Theorem3.2 is also true for other spacings. As shownbyKochar and Korwar [9], the distribution
function of normalized spacingsD∗k:n = (n−k+1)(Xk:n−Xk−1:n) for k = 1, . . . , n, with X0:n ≡ 0, is amixture of independent
exponential random variables with the density function
fD∗k:n(x) =

r
n
i=1
λi
n
i=1
n
j=i
λrj

n
j=k
λrj
n− i+ 1
 exp

−x
n
j=k
λrj
n− i+ 1
 ,
where r extends over all permutations of {1, 2, . . . , n}. It is also known thatDk:n = (n−k+1)(Yk:n−Yk−1:n) is exponentially
distributed if Y1, . . . , Yn are independent and identical exponential random variables (see [5]).
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Hence, as a direct consequence of Lemma 3.1, we have the following result for normalized spacings.
Theorem 3.4. Let X1, . . . , Xn be independent exponential random variables with Xi having hazard rate λi, i = 1, . . . , n. Let
Y1, . . . , Yn be a random sample of size n from an exponential distribution with common hazard rate λ. Then,
D∗k:n≥⋆ Dk:n,
where D∗k:n and Dk:n are the normalized spacings from X’s and Y ’s, respectively.
Onemay refer to Kochar and Xu [11] for some equivalent characterizations of stochastic comparisons of simple spacings
with respect to different stochastic orders.
4. Equivalent characterizations of stochastic comparisons of exponential ranges
In this section, we present several equivalent characterizations of stochastic comparisons of sample ranges according to
different stochastic orders.
Theorem 4.1. Let X1, . . . , Xn be independent exponential random variables with Xi having hazard rate λi, i = 1, . . . , n. Let
Y1, . . . , Yn be a random sample of size n from an exponential distribution with common hazard rate λ. Then, the following
equivalent results hold:
(a) Xn:n − X1:n≥disp Yn:n − Y1:n;
(b) Xn:n − X1:n≥hr Yn:n − Y1:n;
(c) Xn:n − X1:n≥st Yn:n − Y1:n;
(d) λ ≥ λ∗, where
λ∗ =

n
i=1
λi
λ¯

1/(n−1)
.
Proof. Observing that Yn:n − Y1:n has increasing failure rate ([5], p. 108), it follows from [3] that (a) implies (b); see also
Theorem 3.B.20 of [19]. The result that (b) implies (c) is obvious. The equivalence of (c) and (d) follows from [22]. It is
known from Theorem 3 of [1] that under the condition Xn:n−X1:n≥⋆ Yn:n−Y1:n, which has been established in Theorem 3.2,
(c) implies (a), which completes the proof of the theorem. 
Remark 4.1. It has been shown by Kochar and Xu [14] that if X ≥⋆ Y , then
X ≥st Y ⇐⇒ lim
x→0+
G(x)/F(x) ≥ 1.
Using Theorem 3.2, one then only needs to verify the condition near origin, which does result in a simpler proof for the
equivalence of (c) and (d) given in [22].
Remark 4.2. Theorem 4.1 unifies the recent research on the stochastic comparisons of sample ranges, which includes
[8,22,7]. Further, Theorem 4.1 provides a necessary and sufficient condition, which strengthens the results in [8,7].
Theorem 4.1 also answers the question in [16] for the hazard rate order. That is, λ0 is, in fact, λ∗.
Remark 4.3. Theorem 4.1 may be used to derive sharp lower bounds for the distribution functions of sample ranges from
heterogeneous exponential samples. For example, assume we have a system with n components X1, . . . , Xn with hazard
rates λ1, . . . , λn. But we only have the information about the arithmetic mean λ¯ = ni=1 Xi/n and the geometric mean
λˆ = (ni=1 λi)1/n. Based on history, it is known that (Xn:n − X1:n > t0), then we are interested in estimating the probability
that P(Xn:n − X1:n > t0 + s | Xn:n − X1:n > t0). Theorem 4.1 can be used to provide a sharp lower bound. That is, for t0 > 0
and s > 0,
P(s) = P(Xn:n − X1:n > t0 + s | Xn:n − X1:n > t0) ≥ 1− [1− e
λ∗(t0+s)]n−1
1− (1− eλ∗t0)n−1 .
Now, assume that true parameter (λ1, λ2, λ3) is (.1, .2, .4). In Fig. 1, we plot the function P(s)with different λ’s for t0 = .5.
It is seen that the geometric mean bound (λˆ, λˆ, λˆ) = (.2, .2, .2) is the worst. The parameter (λ∗, λ∗, λ∗) = (.18, .18, .18)
provides a sharp lower bound. If one further reduces the value of λ∗ from.18 to.15, there exists a crossing, as seen in Fig. 1.
The following result gives equivalent characterizations for the excess wealth order, based on which the conjecture of
Mao and Hu [16] is solved.
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Fig. 1. The conditional survival functions P(s)with different parameters (λ1, λ2, λ3) are plotted at t0 = .5.
Theorem 4.2. Let X1, . . . , Xn be independent exponential random variables with Xi having hazard rate λi, i = 1, . . . , n. Let
Y1, . . . , Yn be a random sample of size n from an exponential distribution with common hazard rate λ. Then, the following
equivalent results hold:
(a) Xn:n − X1:n≥ew Yn:n − Y1:n;
(b) E(Xn:n − X1:n) ≥ E(Yn:n − Y1:n);
(c) λ ≥λ, where
λ = n−1
k=1
1
k
 nk=1(−1)k+1

1≤j1<···<jk≤n
1
k
i=1
λji
− 1n
k=1
λk

−1
.
Proof. It is obvious that (a) implies (b). Next, it follows from Theorem 4.3 of [6] and Theorem 3.2 that (b) implies (a). Note
that (cf. [13])
E(Xn:n − X1:n) =
n
k=1
(−1)k+1

1≤j1<···<jk≤n
1
k
i=1
λji
− 1n
k=1
λk
,
and
E(Yn:n − Y1:n) = 1
λ
n−1
k=1
1
k
.
Therefore, (b) is equivalent to the condition
λ ≥λ = n−1
k=1
1
k
 nk=1(−1)k+1

1≤j1<···<jk≤n
1
k
i=1
λji
− 1n
k=1
λk

−1
,
which completes the proof of the theorem. 
Remark 4.4. It can be shown that λhm ≥ λ, which does confirm the conjecture of Mao and Hu [16]. Note that λhm ≥ λ is
equivalent to
1
n
n
i=1
1
λi
n−1
k=1
1
k
≤
n
k=1
(−1)k+1

1≤j1<···<jk≤n
1
k
i=1
λji
− 1n
k=1
λk
,
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i.e.,
1
n
n
i=1
1
λi
n−1
k=1
1
k
+ 1n
k=1
λk
≤
n
k=1
(−1)k+1

1≤j1<···<jk≤n
1
k
i=1
λji
.
It has been shown by Mao and Hu [16] that
n
k=1
(−1)k+1

1≤j1<···<jk≤n
1
k
i=1
λji
≥ 1
n
n
i=1
1
λi
n
k=1
1
k
.
It is, therefore, enough to prove that
1
n
n
i=1
1
λi
n
k=1
1
k
≥ 1
n
n
i=1
1
λi
n−1
k=1
1
k
+ 1n
k=1
λk
,
i.e.,
n
i=1
λi
n
i=1
1
λi
≥ n2,
which is guaranteed by the arithmetic mean–geometric mean inequality.
5. Discussion and some conjectures
Let U ≡ Yk:n be the kth order statistic from an exponential sample Y1, . . . , Yn with common hazard rate λ, and let V be
another random variable with the distribution function
FV (x) =
n
i=1
piF
(λi)
k:n (x),
where λ > 0, λi > 0, pi > 0,
n
i=1 pi = 1, and, F (λi)k:n denotes the distribution function of kth order statistic from an
exponential sample with common hazard rate λi. Theorem 3.1 of [18] shows that
V ≥hr U ⇐⇒ V ≥st U ⇐⇒ λ ≥

m
i=1
piλki
1/k
.
The proof of this result, as presented by Paˇltaˇnea [18], is quite involved. But, by using Lemma 3.1, we can present a simpler
proof of this result as follows. As a direct consequence of Lemma 3.1, it follows that
V ≥⋆ U .
Hence, from the proof of Theorem 4.1, we obtain
V ≥disp U ⇐⇒ V ≥hr U ⇐⇒ V ≥st U ⇐⇒ λ ≥

m
i=1
piλki
1/k
.
From Remark 4.1, we have
V ≥st U ⇐⇒ lim
x→0+
FU(x)/FV (x) ≥ 1,
which can be readily verified as shown in Theorem 3.1 of [18].
In the case of general spacings, we conjecture that
Xk:n − X1:n≥⋆ Yk:n − Y1:n, k = 2, . . . , n.
As noted in the proof of Theorem 3.2, the key step will be to prove that
Xk:n≥⋆ Yk:n. (5.1)
Some numerical computations lead us to believe that this is true. In fact, Eq. (5.1) has been shown to be true for themultiple-
outlier exponential models by Kochar and Xu [15], but the general result stated in (5.1) remains open!
Acknowledgments
The authors are grateful to the associate editor and three anonymous referees for their constructive comments and
suggestions which led to this improved version of the paper.
M. Xu, N. Balakrishnan / Journal of Multivariate Analysis 109 (2012) 1–9 9
References
[1] A.N. Ahmed, A. Alzaid, J. Bartoszewicz, S.C. Kochar, Dispersive and superadditive ordering, Advances in Applied Probability 18 (1986) 1019–1022.
[2] B.C. Arnold, N. Balakrishnan, H.N. Nagaraja, A First Course in Order Statistics, John Wiley & Sons, New York, 1992 (SIAM Reprint 2008).
[3] I. Bagai, S.C. Kochar, On tail-ordering and comparison of failures rates, Communications in Statistics — Theory and Methods 15 (1986) 1377–1388.
[4] N. Balakrishnan, C.R. Rao (Eds.), Handbook of Statistics 16-Order Statistics: Theory and Methods, Elsevier, Amsterdam, The Netherlands, 1998.
[5] R.E. Barlow, F. Proschan, Statistical Theory of Reliability and Life Testing, Silver Spring, Maryland, 1981, To Begin With.
[6] J.M. Fernández-Ponce, S.C. Kochar, J. Muñoz-Perez, Partial orderings of distributions based on right-spread functions, Journal of Applied Probability
35 (1998) 221–228.
[7] C. Genest, S.C. Kochar, M. Xu, On the range of heterogeneous samples, Journal of Multivariate Analysis 100 (2009) 1587–1592.
[8] B. Khaledi, S.C. Kochar, Sample range — some stochastic comparisons results, Calcutta Statistical Association Bulletin 50 (2000) 283–291.
[9] S.C. Kochar, R. Korwar, Stochastic orders for spacings of heterogeneous exponential random variables, Journal of Multivariate Analysis 59 (1996)
272–281.
[10] S.C. Kochar, J. Rojo, Some new results on stochastic comparisons of spacings from heterogeneous exponential distributions, Journal of Multivariate
Analysis 57 (1996) 69–83.
[11] S.C. Kochar, M. Xu, Stochastic comparisons of spacings from heterogeneous samples, in: M. Wells, A. Sengupta (Eds.), Advances in Directional and
Linear Statistics, Springer, New York, 2011, pp. 113–129.
[12] S.C. Kochar, M. Xu, Stochastic comparisons of parallel systems when components have proportional hazard rates, Probability in the Engineering and
Informational Sciences 21 (2007) 597–609.
[13] S.C. Kochar, M. Xu, Comparisons of parallel systems according to the convex transform order, Journal of Applied Probability 46 (2009) 342–352.
[14] S.C. Kochar, M. Xu, Some unified results on comparing linear combinations of independent gamma random variables, Technical Report, Illinois State
University, Normal, Illinois, 2011.
[15] S.C. Kochar, M. Xu, On the skewness of order statistics in the multiple-outlier models, Journal of Applied Probability 48 (2011) 271–284.
[16] T.Mao, T. Hu, Equivalent characterizations onorderings of order statistics and sample ranges, Probability in the Engineering and Informational Sciences
24 (2010) 245–262.
[17] A.W. Marshall, I. Olkin, Life Distributions, Springer, New York, 2007.
[18] E. Paˇltaˇnea, Bounds for mixtures of order statistics from exponentials and applications, Journal of Multivariate Analysis 102 (2011) 896–907.
[19] M. Shaked, J.G. Shanthikumar, Stochastic Orders and Their Applications, Springer, New York, 2007.
[20] M. Xu, T. Hu, Some inequalities of linear combinations of independent random variables-I, Journal of Applied Probability 48 (2011) 1179–1188.
[21] T. Yanagimoto, M. Sibuya, Comparison of tails of distributions in models for estimating safe doses, Annals of the Institute of Statistical Mathematics
32 (1980) 325–340.
[22] P. Zhao, X. Li, Stochastic order of sample range from heterogeneous exponential random variables, Probability in the Engineering and Informational
Sciences 23 (2009) 17–29.
