INTRODUCTION
Simulation users are interested in obtaining performance criteria estimations of their modelled systems, such as a response time, an occupation rate or a throughput. It is very important to get these results with right confidence intervals. The latter depend on simulation length (i.e. the elapsed simulated time), the choice of which is therefore crucial and difficult, even for simulation specialists. If simulation length is chosen too short, the confidence in the results may be poor, especially if the simulation is dealing with quite rare events. If it is chosen too long CPU time is wasted. Moreover, if several simulations are run until results are reliable, CPU time is also wasted. This paper presents an algorithm which is able to choose, at run-time, a satisfactory simulation length (i.e. with good confidence intervals on results). The user only has to launch the simulation without a time limit and results are obtained automatically. Should a burst of events happen, the algorithm would notice it and have the simulation run longer.
Confidence intervals are computed for each variable in the simulation. Several methods exist [1] among which the most generally implemented are:
-replication/deletion methods; -sequential methods.
We did not use replication/deletion methods [2] since independence between runs has to be proven and also because the transient part at the beginning of each replication is expensive [3] .
As for the sequential methods, many nice papers have been written when theoretical assumptions are made about the processes. For each variable, the confidence interval depends upon the estimator variance. When an assumption of strong invariance holds (i.e. when the centered partial sum process is close to a Brownian motion with probability one), "consistency of the variance estimator can be achieved even in the nonstationary context" [4] .
The number of batches and the size of batches that give an optimal confidence interval can be computed when some theoretical assumptions hold [5] .
Some recent methods consist of two stages:
-in the first stage, the confidence intervals are estimated for a given batch size and a given batch number [6] . Then, using theoretical results, the batch size or the batches number are computed in order to get a predefined confidence interval, -in the second stage, the simulation is run and the confidence interval is not computed again.
Our work does not make assumptions about the laws of the estimators variances. We only assume that the variances exist. So, we do not try to determine the batch size as a function of these laws.
Besides, we prefer to deal with a small enough number of batches (a few tens) and to choose an adequate size for a batch since it is preferable to have batches that are not highly correlated: the variance estimator is good enough. Our algorithm uses a multistage method and at each stage, the confidence interval is estimated again.
Since confidence intervals are considered for several criteria, no assumption is made concerning the estimator processes. From each theoretical law of each estimator process depending on some parameter i (for criterion ), nice computations for optimal size of batches and optimal number of batches could be derived but these numbers would be different for each criterion . Our method is intended to be simpler.
This algorithm has been implemented in MIMESIS (Machine-Implemented Modeling and Exploratory Simulation from Initial Specification), which is a CASE (Computer Aided Software Environment) designed for computer architectures performance evaluation. It was initially developed at EDF [7] and is now supported by Delta Partners. Potential users are not supposed to master simulation techniques. Therefore, it is important to hide from them a simulation-specific problem such as simulation length choice.
However, a stop condition for the method has to be specified in some way. In this algorithm, the user chooses some performance criteria i and indicates, for each one, a confidence level -i and a relative confidence interval radius i to be reached. The algorithm computes confidence intervals i;T at certain instants for each i and stops the simulation when all confidence levels are smaller than those specified (i.e. when i;T i ). In MIMESIS, default value for -i is 95% and default value for i is 10%. The performance criteria than can be chosen are those of the components of the MIMESIS-specific formalism [8] .
Our method is relevant only for second order asymptotically stationary processes. Only the simulation length is validated, not the accuracy of the model. Let us consider the example of a simulation that yields a response time estimation of 100 ms, with a 8.3% confidence interval at a 95% confidence level. This means that there is a 95% probability that the result of an infinitelength simulation of this model is between 91.7 ms and 108.3 ms (but an infinite-length simulation is impossible, hence the interest of the algorithm). Let us note that, even with this method, the necessary simulation length can be too long in the case of too rare events or too bursty processes.
The algorithm is iterative. A first simulation time 1 is determined. When 1 is reached, confidence intervals are computed. If they are all small enough, the simulation is stopped and results are displayed. If at least one of them is too large, a new simulation time 2 is determined, as a function of 1 and i;T i When 2 is reached, i;T i are computed and compared to the i i and so on. The method usually converges in only 2 or 3 iterations. In the following, the choice of 1 2 j and the method for estimating i;T i are emphasized. The paper is organized as follows. In Section 2, we present the theoretical justification of the method (how and when to compute confidence intervals, how to choose the next iteration length). The algorithm itself is described in Section 3. For validation purpose, a FORTRAN program was written. The algorithm was also implemented in MODSIM, in a modular and re-usable way, so that it could be integrated in MIMESIS. Section 4 reports about these implementations. A few results tables are also presented.
ALGORITHM JUSTIFICATION

Introduction
For complex systems performance evaluation, stochastic models are often well suited, since they allow to study access concurrency. This paper is concerned with models studied by simulations rather than by analytical solutions. We focus on validating a simulation in relation to the steady-state problem, which consists in determining confidence intervals and deciding whether or not the simulation should be stopped.
There are two kinds of processes:
• function of the time; • k function of , the number of events. All the processes are assumed to be strictly ergodic. However, a variable in a computer program is a step-function: its value is changed when it is left-accessed (i.e. modified) at instants i ; it is a constant otherwise (variables in a simulation could be defined in a more complicated way but only simple variables are considered here). Therefore, in a discrete-event simulation,
where is the number of left-accesses. A customer number in a queue or the occupied size of a memory are two examples of such variables.
We are also interested in variables k that are not directly function of the time: k is only defined when certain events occur. For this kind of performance criteria, the average is not computed with respect to time, but with respect to events. The event average is simply the arithmetic mean: The distance between T (or N ) and can be precisely known with confidence intervals. How they are defined is described in Section 2.2. How they are used to choose a simulation length is described in Section 2.3. In order to make this paper clearer, only the time average case T is vol. 33, n 1, 1999 presented. As for the event average case N the method is the same for the following reason: to determine a large enough events number (for confidence intervals to be small enough) is equivalent to determine a large enough simulation length since and tend to be proportional (the ratio N T tends to the density of events), because of the assumptions that were made.
Confidence intervals
Let us remind the well-known batch mean method for estimating confidence intervals [9, 10] .
T is an estimator of The absolute confidence interval radius on T with a confidence level of -, is a number such that:
The relative confidence interval radius is " Z The value of -can be chosen and T is obtained from the simulation. We intend to estimate . How can be found?
Let us apply Tchebychev's theorem:
(on condition that T ). If and if it is assumed that T (when is large enough), then:
T (variance of the estimator T , which is not the variance of the random variable ). Therefore, inequality (2) is equivalent to:
which is equivalent to inequality (1) for (Z ) p If the confidence level is 95%, then:
As a consequence, T can be chosen as a confidence interval for a confidence level of 95%.
Let us note that, with a high probability, the estimator tends to a normal law and this confidence interval could be reduced to T Since we wanted our confidence to be very safe, we chose to keep the coefficient 4.5. The user will nevertheless be notified that the confidence interval could probably be divided by 2.25. Now the question is: how can
If is a second order asymptotically stationary process, it can be proved that and T is the arithmetic average
Thus, only and batch have to be chosen to get the confidence interval this way:
• simulate the system until the conditions to define batch are true;
• simulate the system for batches of length batch (total length:
• at the end of each batch, compute i ;
• at batch compute:
The conclusion is: "With a confidence level of
Let us note that the estimation of 2 T is approximate but the error can be neglected if batch is large enough. The equation 2 T A T assumes strict ergodicity and asymptotic stationarity.
Use in the algorithm
How can this material be used for an automatic simulation length choice? For each performance criteria i at instant , the estimator i;T can be computed with a confidence interval i;T at a confidence level -i Relative confidence interval radius i;T is " Z and we can compare i;T to the desired i
The first step is to dimension batch for the first iteration. For this purpose, a counter with a limit value is attached to each observed variable i Counters can also be attached to other variables in the model. When all counters have reached their limit values, the current simulation time is chosen as the first batch value. What is the best limit value? On the one hand, the variables must vary often enough so that estimations on batch are significant. On the other hand, they must not vary too often so that batch is not too large. Our experiments showed that good counter values are of the order of 500 to 1000. Smaller values can be chosen for quite rare events, for which only a rough idea is required. Counter values also depend on i i Since it is an approximation, it may be necessary to iterate once more. The coefficient T T also changes batch size: 0 batch batch We will see in the next section why it is more interesting to choose (smaller integer greater or equal to ) as an iteration coefficient.
There are further refinements (in order to spare CPU time), such as batch re-use, which consists in "recycling" old batches to construct new batches, and batches number increase, which consists in increasing (number of batches) when
ALGORITHM
The algorithm has to choose the simulation size, i.e. the batch size, since the batches number is a parameter. However, the batches number can be increased during the simulation under certain circumstances.
Sparing CPU time
Batch re-use
If the system has been simulated until and if 0 has been computed as described before, batches of size 0 batch batch could be started again between and 0 We rather try not to lose the simulation work already done, especially if is small. Simulation length could be 0 instead of 0 Since all computations make use of averages on batches, it would be easy to gather them to form a new average on a new batch, provided were an integer, which is not the case. • if is not a multiple of a few more "old-sized" batches are simulated so as to complete a new group of batches. Thus, n batches can be retrieved;
• finally, if was definitely too small (smaller than a new batch) and no batch can be re-used. In this case, the simulation between 0 and is dropped and new batches will be simulated between and Also, if the first batch is chosen too short, the estimation of can be very wrong and be extremely large. Some authors then suggest to limit to a maximum value in order to avoid a uselessly long simulation [11] . This problem does not occur with the algorithm thanks to the counter feature (but a maximum value is implemented anyway).
Finally, let us note that rounding up can avoid a useless iteration. If we choose exactly 0 then i;T can be slightly greater than i therefore leading to a new iteration whereas confidence interval is nearly correct. If we rather choose 0 i;T is more likely to be greater than i for a low extra simulation cost (especially if is not too small).
The batch re-use is not possible with replicated simulations. Thus, a single long simulation is less expensive not only because of a single steady-state establishment, but also because it allows batch re-use as described above.
Batches number increase
As is an integer, 2 is the smallest value for for which the simulation proceeds (if stop condition is reached). If the simulation has already lasted long and if is only slightly greater than 1, to round up will probably result in CPU time waste. This is why the batch size is not changed when Instead, the number of batches is increased. If is the default number (usually 16), a th batch is simulated and the Since this is only a guess, the increase had better be limited: a maximum of other batches is allowed (simulation time would then be of ). If confidence intervals are not reached at this limit, batches are grouped for the next iteration.
Algorithm convergence
Non-convergence can occur if required i i are too small or if confidence levels i i are too high. In this case, even if the method assumptions are verified (processes are strictly ergodic), theoretical results apply but are out of reach with the computer's resolution: numeric precision is too low [12] . Averages and confidence intervals may however be presented, even if the latter are not those specified.
Non-convergence can also occur if the method assumptions are not verified. For example, the modelled system can be unstable (and a variable of a bottlenecked region has been chosen as a performance criterion) or the program may include a bug (causing for example a variable chosen as a performance criterion to keep increasing). In this case, theoretical results do not apply and no result should be presented.
A simple mechanism prevents infinite loops in both cases: the iteration number is limited to a maximum. The chosen maximum value is four completed iterations.
Algorithm description
• simulate the system until each counter has reached its limit value 
FORTRAN
The first implementation of this algorithm was developed in FORTRAN. It did not include the batches number increase and maximum value features. The purpose of this implementation was to validate the method.
The chosen example was a queue simulation. In this model, customers arrive in a queue and are served according to a First-In-First-Out policy. The server is characterized by its service rate.
Customers arrival process is of Poisson type, with parameter The service time is exponential, with parameter Queue capacity is infinite. The chosen performance criteria are:
• mean customer number in the queue (time average);
• mean response time (event average);
• mean waiting time (event average);
• occupation rate of the server (time average);
• throughput (time average).
The throughput is a special case: the estimator on a batch is the served customers total number divided by batch length. The batch mean is computed as for the other criteria. No program variable can represent the throughput and be time-averaged. However, it is not an event average since the served customers total number is divided by a time.
The theoretical values can be analytically computed [13] . The performance processes are strictly ergodic on condition that
In the results tables, the total simulation time is presented, along with the values of i and i at the end of each iteration . The chosen values for the example were and (see Tables 1 and 2 ). Table 1 shows the counter limit value influence. This value determines the first iteration batch size. As expected, large values result in very good confidence intervals but also in too long simulation times. Small values result in more iterations (3 instead of 2 in this example), because is not well estimated at the first iteration. This is not a CPU-time waste since second iteration batches are most often re-used or the third iteration (whereas first iteration batches are most often disposed of).
This table allows us to somewhat quantify the "large" and "small" adjectives: good values are in the order of 500 to 1000. Table 2 shows the desired relative confidence interval value influence. Of course, the smaller the larger : this is the estimator property used in the method for the next iteration size estimation. Let us note that 5% is the only case that required a fourth iteration. The algorithm was also tested for different service rates in the model. Table 3 shows that the method was able to find a satisfactory simulation length in each case.
If the system is heavily loaded (load near to 1), the steady-stage establishment is quite long: a large simulation length is necessary. The algorithm found large enough simulation lengths in three iterations. If the load is low ( near to 0), the required simulation length is larger than with an average load ( is near to 0.5) for the following reason: very few customers need to wait in the queue, so the simulation length is increased in order to reach the confidence interval on the mean waiting time estimation. Nonetheless, only 2 iterations were necessary to find the correct simulation lengths.
MODSIM
A MODSIM [14] implementation was developed for the integration in MIMESIS. This implementation needs to be independent from the model, since the performance criteria choice is made after the model development.
The basic idea is to create two monitor types (a counter monitor and a mean-computer monitor) and to attach them to the relevant program variables. A monitor is a special object able, among other things, to execute functions at each left or right access to the variable it is attached to. In MODISM, the left-accesses count, the time average and the arithmetic mean are available from pre-defined monitor objects. For instance, the time average
i+1 i mentioned in Section 2.1, is the MODISM definition of the TimedStatObj monitor's Mean field. The two types defined in our implementation inherit from the MODSIM objects. These monitors are further specialized so as to make a difference between integers and reals, and also between event averages and time averages.
All model variables that can be chosen as performance criteria are declared as monitored by a counter monitor and a mean-computer monitor. When the main program is generated, the model description is only linked without any update due to user's choices. In the main program, the performance criteria monitors are given a reference to an object named AutoLength which is in charge of controlling the simulation (i.e. implementing the algorithm) and synchronizing the monitors. AutoLength is given the number of performance criteria. This referencing system does not demand to re-compile the model description, thus allowing the independence.
Counter monitors signal to AutoLength that their limit value is reached. When AutoLength has received all expected signals, current simulation time is chosen as the first batch size. Mean-computer monitors are then signalled to write the means (with respect to time or to events accordingly) in an AutoLength table. Mean-computer monitors are synchronized with a trigger mechanism, activated by AutoLength when a batch is finished. After having written the batch mean in the table, mean-computer monitors reset their statistical gatherings and wait for the next batch end signal.
Monitors of variables that are not chosen as performance criteria are deactivated so as to spare CPU time (they would uselessly execute left and right accesses functions otherwise).
The batches number increase was tested with this implementation. Results are in Tables 4 to 6 . The simulated model consisted in two independent queues and only four time-average performance criteria were considered, namely the mean customer number and the occupation rate of each queue. Table 4 is the counter limit value. This table shows that only two iterations were necessary for counter limit values greater than 100. A very small counter limit value of 10 made the algorithm go for a third iteration because 1 could not be correctly estimated. However, 3 is much closer to 1 than in any other case and simulation length is the smallest. In this example, the estimation of at 2 (simulation time at the end of the second iteration) with a small counter limit value proved to be better than the estimation of at 1 (simulation time at the end of the first iteration) with a large counter limit value.
The variable parameter in
A batches number increase was observed for a counter limit value of 50. At the end of iteration #2, seven supplementary batches were simulated, thus sparing a substantial (16 -7)/16 = 56% of the third iteration work (this fraction is approximate because of the start-up that had been dropped in the first iteration).
The decrease is presented in Table 5 . Value of 2 was 64,647. Without the batches number increase mechanism, final simulation length 3 would have been 129,295. Thanks to the mechanism, is only 92,353 (an effective sparing of 57.1% in the third iteration, or 28.6% for the whole simulation). Table 6 shows the results for a smaller required confidence interval, for different counter limit values. The batches number increase occurred more often, with only one supplementary batch in 3 cases (1000, 500 and 10). The mechanism is the most profitable when the batches number is increased only by one. This table also illustrates the maximum value control mechanism, for counter limit values of 50 and 100. 
Integration in MIMESIS
This method has been integrated in MIMESIS so as to prevent users from finding themselves a fitting simulation length. In this implementation, default values are:
• 95% confidence level;
• 10% relative confidence interval threshold;
• 16 batches;
• 200 variations to determine the first iteration batch length. In the following, the activation and the operation of the algorithm within the tool are emphasized. In the first example, a very simple software is modelled (Fig. 1) . vol. 33, n 1, 1999 It consists of two processes P1 and P2. P1 sends messages M1 to P2 in the following loop:
where (X1=1) or (X1=2) and "exp" designates an exponential distribution. "WAIT", "EXECUTE" and "SEND" are MIMESIS instructions. The WAIT instruction causes a process to be idle during the specified duration. The EXECUTE instruction blocks the calling process until the specified time has been spent on a processing unit, with possible competition.
Upon receiving a message M1, P2 performs some work but does not send any message back to P1.
The hardware model, also very simple, consists of two computers C1 and C2 connected to a network. When the user selects the network so as to probe it, two simulation results are selected as performance criteria: the network activity rate and the mean messages number in the network.
P1 is placed on C1 and P2 on C2. Therefore, the message sent by P1 to P2 causes some traffic on the network.
If (X1=1), a message is sent approximately every two seconds. If (X1=2), a message is sent approximately every four seconds. It takes 1.3 s for a message to be processed by the network, but only one message at a time can be served.
With this information, a user familiar with simulation theory might estimate a correct simulation length in the two cases. In MIMESIS, the user only has to specify a maximum duration. Simulation is stopped either by the algorithm or if the maximum simulation length is reached. Other monitors compute the confidence intervals in case the maximum is reached, so that they can be displayed as they are at this point.
Let us suppose that the user, having no idea of what simulation length would be suitable, enters 1,000,000,000 as a maximum duration and launches the simulation. MIMESIS then automatically activates the relevant monitors.
When (X1=1), and with this very large TMAX value, the simulation was stopped by the algorithm at = 3911.17 and the relative confidence intervals are (R1 = 3.67%) and (R2 = 5.98%). The algorithm stopped at the end of its first iteration. We have restarted the simulation of the same model with other maximum lengths so as to check this result (see Table 7 ). With these TMAX values smaller than 3911, the simulation was stopped by TMAX and the confidence intervals are computed with 16 batches. We can observe that a simulation length between 2000 and 2500 would be optimal (R1 and R2 would be both smaller than 10%). The length 3911 is larger than the optimum because of the first batch size estimation: it was decided at ( = 244.4 = 3911/16).
Nonetheless, the results were obtained very quickly from the user point of view.
When (X1 = 2) and TMAX is still very large, the simulation is stopped by the algorithm at = 6796.19 and the relative confidence intervals are (R1 = 5.59%) and (R2 = 6.01%). Here again, the algorithm stopped at the end of its first iteration. We did the same kind of checking: The results in Table 8 show that the optimal simulation length would have been 3000. Let us check that the algorithm is executing as expected. When (X1 = 2), a message is emitted every four seconds in average, i.e. 0.25 messages/s are processed by the network. The program variables used for estimating the activity rate and the messages number are modified twice for each message (arrival and departure). As a consequence, these two variables are each modified approximately 0.5 times a second. 200 left-accesses are thus made in approximately 400 seconds, which determines the first batch size. Finally, 16 batches of 400 seconds result in a 6400-second simulation (the actual simulation length turned out to be 6796 seconds, i.e. a first batch size of 424.8 s).
In the two previous examples, the simulation was stopped at the end of the first simulation. In order to observe more iterations in the algorithm, we added another pair of processes (P3 and P4) in the software model. P3 sends messages M3 to P4 in the following loop:
The size of message M3 is ten times that of message M1. The values chosen for X1 and X3 are respectively 2 and 25. In average, P1 sends a (short) message to P2 every 4 seconds whereas P3 sends a (long) message to P4 every 50 seconds. The network model is still assumed to process only one message at a time. P1 (sender) and P4 (receiver) are placed on computer C1. P2 (receiver) and P3 (sender) are placed on computer C2.
The following observations were made during the algorithm execution:
• the simulation was stopped at = 53,104 by the algorithm;
• two iterations were completed;
• the first iteration batch size was 465.8;
• the second iteration batch size was 2,794.9;
• at the end of the first iteration, two more batches have been simulated (for batch re-use purpose, see 3.1.1);
• at the end of the second iteration, three more batches have been simulated (batches number increase, see 3.1.2). Tables 9 and 10 illustrate a few results for this execution. Table 9 shows the algorithm iterations. Table 10 shows the evolution of when the number of batches increases. Let us compare the results of the algorithm to the effective confidence intervals found for predefined simulation lengths. Table 11 confirms that the simulation was optimally stopped by the algorithm. The 10% confidence interval for the first result (activity rate) is reached before 10,000, but the system has to be simulated a bit more than 50,000 so that the 10% threshold is reached for the second criterion (mean messages number). The dynamic batches number increase proved to be efficient, since the second iteration ended at = 44,719. With three more batches, the simulation ended at = 53,104. Without this, there would have been a third iteration until = 89,438.
CONCLUSION
An automatic run-time choice algorithm for simulation length has been designed and implemented. The processes are supposed to be second order asymptotically stationary. The method consists in running a single simulation until some predefined relative confidence intervals on the performance criteria are reached. At run-time, the simulation is cut into equi-sized batches. The batch mean method is used for estimating confidence intervals which are in turn used for iteratively determining a sufficient simulation length.
In all our tests, the algorithm was able to stop the simulation when necessary, reaching the required confidence intervals without wasting too much CPU time. However, it might diverge should the user ask really too small confidence intervals and/or too high confidence levels.
Some practical features have been added to the theoretical idea so as to make the implemented method more efficient. The simulation length multiplying coefficient is rounded up in order to re-use batches and also to avoid an iteration in some cases. This coefficient is limited to a maximum value so that the first iteration is not too long. Also, the iteration number itself is limited to avoid divergence. In the same vein, the batches number is dynamically modified when the coefficient is small.
The method rests on the definition of the states of a system and the automatic observation of the changes in the states, which are called events. Therefore, the method can be applied to any system that can be described in terms of states, which is the case of a large range of complex systems. It is a useful feature in a simulation tool such as MIMESIS. The user no longer has to worry about finding a satisfactory simulation length: performance criteria are nearly always obtained with small enough confidence intervals.
Further work should be done in two directions. Firstly, for some complex systems, especially those involving rare events, simulation is not a performance evaluation method to resort to. Our algorithm does not solve this problem: other techniques must be used to deal with rare events. Secondly, the method is valid only for steady state simulations. A study of the automatic detection of non steady state period is in progress. Later on, it will be possible to analyze simulations during a non steady state period.
