Abstract. The radius of convexity of two normalized Bessel functions of the first kind are determined in the case when the order is between −2 and −1. Our methods include the minimum principle for harmonic functions, the Hadamard factorization of some Dini functions, properties of the zeros of Dini functions via Lommel polynomials and some inequalities for complex and real numbers.
Introduction and the Main Results
Let D(z 0 , r) = {z ∈ C : |z − z 0 | < r} denote the open disk centered at z 0 and of radius r > 0. Let A be the class of analytic and univalent functions which are defined on the disk D(0, r), and are normalized by the conditions f (0) = f ′ (0) − 1 = 0. Note that a function f ∈ A is convex in D(0, r) if and only if
> 0 for all z ∈ D(0, r).
Moreover, we say that f is a convex function of order α ∈ [0, 1) in D(0, r) if
> α for all z ∈ D(0, r), and the real number The radii of convexity (and of starlikeness) of the next three kind of normalized Bessel functions f ν (z) = (2 ν Γ(1 + ν)J ν (z)) 1/ν , ν = 0,
2 ) were investigated in the papers [BKS, BS, Br, Sz] , see also the references therein. The paper [BS] contains the radius of convexity of the functions f ν , g ν and h ν in the case when ν > −1. In the proof of the main results of [BS] it was essential that the Bessel functions of the first kind have only real zeros and also the fact that some Dini functions of the form z → aJ ν (z) + bzJ ′ ν (z) have only real zeros too. This time we deal with the convexity of g ν and h ν in the case when ν ∈ (−2, −1). In this case the function z → aJ ν (z) + bzJ ′ ν (z) has complex zeros too and this complicates the problem. If ν ∈ (−2, −1), then the method which has been used in [BS] is not applicable directly. To face the difficulty we first prove some results on the zeros of Dini functions when ν ∈ (−2, −1). We follow the method of Hurwitz and we use the Lommel polynomials, see Lemma 2 and its proof. Since our method in this paper cannot be used for the function f ν , we note that it would of interest to see the radius of convexity of f ν when ν ∈ (−1, 0) or (−2, −1).
The paper is organized as follows: at the end of this section we present the main results; section 2 contains the preliminary results and their proofs; while section 3 contains the proofs of the main results. It is worth to mention that Lemma 2, Lemma 3 and Lemma 4 are the key tools of the main results, but actually they are of independent interest and may be useful in other problems related to Bessel functions and zeros of Bessel functions. Here and in the sequel I ν denotes the modified Bessel function of the first kind and order ν.
Our main results of the paper are the following theorems.
Theorem 1. If ν ∈ (−2, −1) and α ∈ [0, 1), then the radius of convexity of order α of the function g ν is the smallest positive root of the equation
Theorem 2. If ν ∈ (−2, −1) and α ∈ [0, 1), then the radius of convexity of order α of the function h ν is the smallest positive root of the equation
Preliminaries
In order to prove the main results we need the following preliminary results. The first lemma contains some know results of Hurwitz on Lommel polynomials (see [Hu, Wa1] and [Wa2, p. 305 
Lemma 1 The next result is very important in the proof of the main results and may be of independent interest. We note that Lemma 2 complement the result of Spigler [Sp] , who proved that if ν > −1 and −a/b > ν, then the equation aJ ν (z)+bzJ Proof. We have to discuss the case α > 0, as the case α = 0 is well-known due to Hurwitz's result on zeros of Bessel functions of the first kind, see [Hu] . Let g m,ν be the m-th Lommel polynomial. According to Lemma 1 if ν > −1, then g 2m,ν (z) has only positive real zeros; and if ν ∈ (−2, −1), then g 2m,ν (z) has only real zeros, of which exactly one is negative and all the others are positive. We consider the function ω : C → R, defined by ω(z) = z 1 α g 2m,ν (z). Since ω(0) = 0, the Rolle theorem implies that the equation ω ′ (z) = 0 has only positive real zeros if ν ∈ (−1, ∞), and for ν ∈ (−2, −1) has a negative zero and m − 1 positive different zeros. The equation
,ν (z) of degree m has only positive zeros if ν ∈ (−1, ∞), and has exactly one negative zero and m − 1 positive zeros for ν ∈ (−2, −1). If x 1 < x 2 < . . . < x m denote the zeros of g 2m,ν (z) and y 1 < y 2 < . . . < y m the zeros of h m,ν (z), then the following inequalities hold (2.1)
On the other hand, we have [Wa2, p. 484 ]
where
and the convergence is uniform on compact subsets of C. Thus, it follows that z → f ν (z) + αzf ′ ν (z) has exactly one negative real zero and all the other zeros are real and positive. This means that if we denote by {±α ν,n |n ∈ N * } the set of the zeros of the equation J ν (z) + αzJ ′ ν (z) = 0, where α ν,1 = ia, a > 0 and 0 = Re α ν,1 < α ν,2 < α ν,3 < . . . , then (2.1) implies that 0 < a < b, 0 < j ν,2 < α ν,2 < j ν,3 < α ν,3 < j ν,4 < α ν,4 < . . . , where j ν,1 = ib, 0 < j ν,2 < j ν,3 < . . . are the zeros of J ν (z) = 0.
The next two lemmas have been proved in [BS] provided that ν > −1. The main tool in the proofs of these lemmas were the following estimations: if H where η 1,ν (w) and η 2,ν (w) are O(1/w), when |w| is large. Since these estimations hold for every ν ∈ C (see [Wa2, p. 198] ) and the condition ν > −1 has not been used, it follows that the following two lemmas hold for every ν ∈ R.
Lemma 3. Let z ∈ C and let α ν,n , n ∈ N, denote the n-th zero of the equation
. The following development holds for every
Lemma 4. Let z ∈ C and let β ν,n , n ∈ N, denote the n-th zero of the equation
. The following development holds for each
To prove the main results we will need also the next results.
Lemma 5. If v ∈ C, δ ∈ R and δ > |v|, then
Moreover, if v ∈ C, γ, δ ∈ R and γ ≥ δ > r ≥ |v|, then
Proof. In order to prove (2.4), we denote v = re iθ and we consider the function u : [0, 2π] → R, defined by
Since u ′ (θ) = δr(r 2 − δ 2 ) sin θ (δ 2 + r 2 − 2rδ cos θ) 2 , the function u is decreasing on [0, π] and increasing on [π, 2π] , which implies that
The inequality (2.5) can be proved in a similar way. Now, in order to prove (2.6) we note that it is enough to prove this inequality in the case v = re iθ , θ ∈ [0, 2π]. Thus, we have to show that w(π) ≥ w(θ), where w(θ) = γδ cos 2θ + r(γ − δ) cos θ − r 2 (γ 2 + r 2 − 2γr cos θ)(δ 2 + r 2 + 2δr cos θ) , θ ∈ [0, 2π].
Denoting t = cos θ we obtain that this inequality is equivalent to w 1 (−1) ≥ w 1 (t), where t ∈ [−1, 1] and
, and this can be rewritten as w 2 (t) ≥ 0, where t ∈ [−1, 1] and
We note that w 2 (t) is a polynomial of degree two, and its roots satisfy t 1 = −1 and
.
Thus, we get
Consequently, the inequality w 2 (t) ≥ 0 is equivalent to (1 + t)(t 2 − t) ≥ 0, t ∈ [−1, 1]. In order to finish the proof we have to show that t 2 ≥ 1. A short calculation shows that this inequality is equivalent to
and with this the proof is done.
Proofs of the Main Results
Proof of Theorem 1. By using
, the fact that J ν is a particular solution of the Bessel differential equation, and the recurrence formula zJ
In view of (2.2) we obtain
α 2 ν,n − z 2 . By using Lemma 2 for α = (1 − ν) −1 , the condition ν ∈ (−2, −1) implies α ν,1 = ia, a > 0 and α ν,n > 0 for n ∈ {2, 3, . . . }. Thus, we get
On the other hand, the convergence of the function series in (2.2) is uniform on every compact subset of C \ {α ν,n |n ∈ N}. Integrating both sides of the equality (2.2), it follows that
The convergence of the infinite product is uniform on every compact subset of C. Comparing the coefficients of z 2 on both sides of (3.1) we get the following equality
The equality (3.2) implies 1 a 2 = − 3 4(ν + 1) + n≥2 1 α 2 ν,n and using this we obtain that
On the other hand, we have − 3a 2 2(ν+1) > 0, and taking v = z 2 in the inequality (2.5) we get
for all |z| ≤ r < a. Moreover, taking v = z 2 in inequality (2.6) it follows that
, for all |z| ≤ r < a < α ν,n and n ∈ {2, 3, . . . }. Summarizing, provided that |z| ≤ r < a, the following inequality holds
This means that inf z∈D(0,r)
for all r ∈ (0, a). Now, let us consider the function ϕ : (0, a) → R, defined by
This function satisfy lim rց0 ϕ(r) = 1 > α, lim rրa ϕ(r) = −∞, and
In other words, the function ϕ maps (0, a) into (−∞, 1) and is strictly decreasing. Thus the equation 1 + ir By using Lemma 2 for α = (2−ν) −1 , if ν ∈ (−2, −1), then β 1,ν = ic and 0 < β ν,2 < β ν,3 < . . . < β ν,n < . . ., and we infer
On the other hand, by integrating both sides of the equality (2.3), it follows that Comparing the coefficients of z on both sides of (3.3) we get the following equality .
