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Abstract 
One of the most pressing challenges facing the offshore industry today is the effective 
interpretation, decision making, and action identification using the large volumes of operational 
data that are being collected and stored.  Offshore operators, drilling contractors, and third party 
suppliers have developed real time operations centers designed to support offshore operations.  
The Bureau of Safety and Environmental Enforcement (BSEE) has proposed requirements for the 
collection of offshore real time monitoring data, but how such data will be used to support 
regulatory decision making is not yet clear.  Operating companies and original equipment 
manufacturers are designing and implementing new equipment with a very high degree of 
instrumentation and advanced diagnostics capabilities, leading to new sources of operational data 
that could be analyzed to further enhance reliability, reduce downtime, and increase safety. 
The potential benefits to be realized from the collection and interpretation of such volumes 
of operational data are substantial.  Individual organizations are already using the data to provide 
remote decision support for offshore operations as well as off-line analysis to enhance equipment 
reliability and plan maintenance activities.  At a higher level, the potential benefits of analysis and 
interpretation of large volumes of operational data across organizational boundaries and at the 
industry level have been recognized but not yet realized.  There has been much discussion 
regarding the promise of “big data analytics” to address these industry-level issues, but practical 
solutions are not yet available to deliver on the promises.  However, a number of promising 
initiatives are underway.  For example, the Society of Petroleum Engineers (SPE) and BSEE have 
initiated collaborative efforts to assess the processes, tools, and value of sharing and learning from 
offshore safety related data. 
A critical component that must be developed for effective utilization of operational data at 
the industry level is a framework for interpreting operation experience that will protect data 
confidentiality while allowing consistent interpretation and identification of lessons learned.  Such 
a framework could support consistent application to identify lessons learned across discipline and 
organizational boundaries and the development of a “common language” for communication and 
consensus for action amongst industry and regulatory organizations. 
DNV GL has developed a framework for interpreting operational data that is built on a 
combination of barriers and success paths.  Using this approach, data from operational incidents 
can be interpreted in light of the effects on barrier health and the utilization of effective success 
paths for responding to degraded or failed barriers.  The approach is built upon experience gained 
in interpretation of aviation incidents in the NASA Aviation Safety Reporting System (ASRS), 
identification of lessons learned from incidents and accidents in nuclear power plants, and 
assessment of lessons learned from major pipeline leak accidents.  The approach is currently being 
used in a project with an offshore operator and a drilling contractor to support development of 
diagnostic algorithms and regulatory compliance assessment for new well control equipment and 
procedures for deepwater drilling.  A unique feature of this application is the utilization of the 
barrier-success path framework to form the foundation of a common language for regulatory 
approval of the new equipment and procedures, as well as continuous regulatory compliance 
assessment during operations.  The development process includes proactive interaction with 
regulatory personnel to identify pre-defined decision criteria and communication protocols for 
continuous compliance assessment during operation. 
This paper summarizes experience gained in application of the barrier-success path 
approach for identification of lessons learned from operational experience in the commercial 
aviation, nuclear and pipeline industries and current developments for design of diagnostics and 
compliance assessment for deepwater drilling.  The paper also summarizes the potential benefits 
for broader application of the approach for interpretation of operational data to support 
communication, decision making, and consensus for action across the industry including offshore 
operators, industry groups, regulatory authorities, and external stakeholders. 
 
Summary of the Barrier-Success Path Approach and Application to Deepwater Offshore 
Drilling 
The DNV GL barrier-success path approach for dynamic barrier management combines 
bow tie diagrams from the offshore industry with the success path concept from the nuclear power 
industry.  By combining bow tie diagrams - which provide information about the barriers that can 
intervene in the progression of an accident, with response trees - which provide information on 
actions needed to maintain or restore the barriers, a comprehensive, robust approach for dynamic 
barrier management and interpretation of operational experience can be realized.  The same 
framework that is used for organizing information needed to manage barriers and success paths 
during operation can also be used to interpret operational experience and incident reports.   
Bow tie diagrams for barrier management 
A bow tie diagram shows the barriers that can be used to prevent a major accident or to 
mitigate its consequences.  Figure 1 shows an example bow tie diagram for deepwater drilling.  
The orange circle at the center of the diagram is the major accident or “Top Event” that is the focus 
of the assessment - in this case Loss of Containment for the drilling operation.  The blue rectangle 
on the left is the Threat - i.e. Pressurized Hydrocarbons - that can lead to Loss of Containment.  
The rectangles between the Threat and the Top event are the barriers that can be used to prevent 
the Threat from leading to the Top Event - i.e. the Fluid Column, Blowout Preventer (BOP), and 
the Drilling Riser.  Barriers on the left side of the bow tie diagram are referred to as prevention 
barriers. 
Similarly, the red rectangles on the right hand side of the bow tie diagram are Potential 
Consequences that can result if Loss of Containment occurs.  Barriers are shown that can prevent 
or reduce the magnitude of the consequences.  Barriers on the right hand side of the bow tie 
diagram are called mitigation barriers. 
 
Figure 1. Bow tie diagram for deepwater drilling 
 
Success paths and response trees  
A success path is a combination of equipment and processes (e.g. hardware, software, and 
human actions) that are necessary for a barrier to perform its intended function.  The success path 
and critical safety function concepts were developed in the nuclear power industry following the 
accident at Three Mile Island in 1979 [1].  A response tree is a graphical representation of the 
alternative success paths that can be used to maintain or restore a barrier, and provides guidance 
for selecting the best success path to use when equipment failures degrade the barrier.  Response 
trees were developed at the Department of Energy’s Idaho National Engineering Laboratory (INEL) 
in 1978 for use in the severe accident procedures for a nuclear test reactor [2].   
Figure 2 shows a simplified response tree for the BOP barrier for deepwater drilling.  Each 
pathway from the bottom of the tree to the top is a success path for implementing the BOP barrier.  
In this case, a success path represents a pathway for hydraulic fluid from the source (e.g. surface 
or subsea accumulators) to flow to the port of a BOP ram in order to close it to maintain well 
integrity when required by a well kick or other conditions indicating potential well flow. 
The response tree shown in Figure 2 has been evaluated for failure of the yellow pod and 
the crossover line between the pods, as indicated by the boxes with the orange color.  Because of 
these failures, the success paths coded with the red color are no longer available for implementing 
the BOP barrier, while success paths colored green are available.  Decision criteria have been 
established to select the recommended success path that is preferred for this failure scenario, as 
shown by the boxes colored light blue. This preferred path can be implemented either by manual 
action or by automated reconfiguration of the BOP control system.  
 
 
Figure 2. Response tree for the blowout preventer barrier for well integrity 
 
Figure 3 shows how the response trees and bow tie diagrams are combined to form the 
framework for decision support for dynamic barrier management.  The BOP response tree is 
continuously monitored to determine the health of the BOP barrier for the Loss of Containment 
bow tie diagram.  If a failure or degraded condition is detected in one of the elements of the BOP 
response tree, the tree is evaluated to determine which success paths are disabled due to the failure, 
which paths remain available, and based on the pre-established decision criteria, which success 
path should be used to reconfigure the BOP control system to restore the BOP barrier.  Then the 
BOP control system is reconfigured to implement this success path, either through manual operator 
action or automatically using the automated functions of the BOP control system. 
 
Figure 3. Combining bow tie diagrams and response trees for decision support for dynamic 
barrier management 
 
Application of the Barrier-Success Path Approach to Identify Lessons Learned and 
Identify Corrective Actions for Incidents and Accidents 
Since the early 1990’s different versions of the barrier-success path approach have been 
used to organize information gained from the systematic review of accidents and incidents, to 
identify lessons learned and develop corrective actions.  This approach has been applied in 
studies for commercial aviation, commercial nuclear power plants, and pipeline operations.  
These applications are summarized in the following sections. 
 
Application to Altitude Deviation Incidents in Commercial Aviation 
A study was performed by the Idaho National Engineering Laboratory (INEL) for the 
National Aeronautics and Space Administration (NASA) that used an early version of the 
barrier-success path approach to characterize pilot errors in advanced technology aircraft [3].  
Both sequential event-based (barrier) and function-based (success path) perspectives were used 
to characterize the context in which the errors occurred.  The focus of the study was to 
characterize pilot errors that occur when using automated cockpit systems.  The particular errors 
that were analyzed were altitude deviations, that is, the failure to capture or maintain the altitude 
assigned by air traffic control.  The sequential models of the pilot tasks were used to identify 
where in the sequence of prescribed tasks the error occurred.  The functional models were used 
to identify the overall functional context in which the errors occurred, and whether the errors 
were due to inappropriate attention to functions other than those that were critical for the 
situation.  The activities used to perform the analysis are described in the following sections. 
Development of Task Models. 
 
Models of the tasks that are performed to capture and maintain altitude in “glass cockpit” 
aircraft were developed.  In order to provide a more complete picture of altitude deviation errors, 
two complementary perspectives were used, based on different approaches to the modeling of 
human error.  The first, called the sequential model, was designed to show the prescribed 
sequence of actions involved in altitude maintenance, and the points at which errors can occur.  
The technique that was used to show the sequential modeling perspective was the Human 
Reliability Analysis (HRA) event tree.  Two types of logic diagrams: 1) a probabilistic risk 
assessment (PRA) event tree and, 2) the related HRA event trees were incorporated in this 
analysis.  The PRA event tree depicts a series of events and barriers comprising both human 
actions and hardware events that may be involved in altitude deviation scenarios.  The HRA 
event trees depict the identified human actions decomposed into their critical subtasks. 
 
The PRA event tree for altitude deviation events is presented in Figure 4.  High level 
descriptions of the human actions and hardware events depicted on the tree are provided in 
Tables 1 and 2.  The event tree depicts twenty-six scenarios representing the possible successes 
or failures of each barrier representing both human actions and hardware events.  At each branch 
point the path upward represents success of the human action or hardware response, while the 
downward branch represents failure.  Each human action appearing in the PRA event tree and 
described at a high level in Table 1 was further depicted in an HRA event tree.  An example 
HRA event tree is presented in Figure 5.  On this tree the branch to the left represents success of 






Figure 4. Altitude deviation event tree 
 















Figure 5. HRA event tree for altitude change 
 
 
A functional model provides a complementary perspective to the sequential 
representation of flight crew tasks.  The functional model is a hierarchical structure that starts at 
the top with an overall objective (for this project the overall objective was to safely complete a 
flight to a prescribed destination), the critical functions that must be performed to reach the 
objective, the tasks and subtasks that contribute to the performance of the critical functions, and 
the resource options (e.g. hardware systems) that are available to the crew for performing the 
tasks.  The kind of hierarchical structures used in this study are called response trees because 
they graphically display the range of responses that are available to the crew for responding to 
challenges to the critical functions.  Modern transport aircraft are designed so that there is more 
than one way to perform many of the critical functions, so that safety can be maintained even if 
certain component failures occur.  The different methods for maintaining each critical function 
are referred to as success paths.  Response trees can be exercised manually or by computer to 
show the effects of different combinations of hardware or human failures, and the options or 
success paths that remain available to the flight crew for coping with the situation. 
 
The top level functional model that was developed for this project is shown in Figure 6.  
This model of flight includes six critical functions:  Takeoff, Flight Control, Monitor Flight 
Conditions, Navigation Planning, Monitor Navigation Process, and Landing.  Each critical 
function is broken down into tasks, and the tasks are further broken down into subtasks and the 
resources needed to perform each of the tasks and/or subtasks.   
 
 
Figure 6. Overview of the functional model for flight 
 
 
Figure 7 shows the detailed response tree for the Navigation Planning critical function.  
The response tree shows the tasks and subtasks that are needed to perform the Navigation 
Planning function, and the success paths or resource options that can be used to perform the tasks 
and subtasks. 
 
Figure 7. Response tree for the navigation planning critical function  
Altitude Deviation Incident Data 
 
The primary source of data used for the study of altitude deviation events was the 
Aviation Safety Reporting System (ASRS), NASA's third-party reporting system for incidents 
that occur in flight.  The most common type of incident that is reported to the ASRS is altitude 
deviations, so the ASRS is a rich source of data regarding actual events. 
 
 
Coding of ASRS reports 
 
Two hundred Aviation Safety Reporting System reports were reviewed.  These reports 
were generated by a search of the ASRS database for reports that referenced Advanced Glass 
Cockpit Altitude Deviations.  The reports were drawn from full-form records and describe 
altitude deviations that occurred between April 1991 and January 1992.  These ASRS reports 
were subjected to an initial screening to identify those where the advanced technology (e.g. 
autopilot, flight management system, etc.) actually played a role in the incident.  Then, the 
remaining reports were “mapped onto” the sequential and functional models to allow consistent 
interpretation.  Mapping of the ASRS report onto the sequential model highlighted the location 
in the sequence of actions where the error occurred, whether available recovery paths were used, 
and what interventions could have been used to prevent such errors.  Mapping of the ASRS 
reports onto the functional model highlighted the context in which the error occurred, and 




Identification of error categories. 
 
The coded reports were next plotted on both the sequential and functional models to see 
whether any patterns emerged.  The intent was to note whether the reports tended to cluster in 
certain areas of the functional and sequential models, or if the coded reports represented all areas 
of the models.  These groupings were then examined to note where in the process of achieving 
and maintaining altitude the errors occurred.  For purposes of this inspection and for visual 
presentation, the errors were mapped onto depictions of both models.  The sample of ASRS 
reports analyzed for this study was relatively small, and not necessarily representative of the 
entire spectrum of errors that can lead to altitude deviations.  Probably even more important are 
the contextual insights gained by examining the different error categories in the situational 





The next step in the analysis was to perform callbacks on selected reports.  Callbacks are 
the process by which ASRS personnel contact the individuals who submitted ASRS reports in 
order to obtain additional information about the circumstances of the specific incidents.  An 
important feature of the approach was the use of the models to formulate specific questions 
targeted at the individual ASRS reports.  This allowed reviewers to focus the callback to elicit 
information so that each specific report could be interpreted in context.  The callback process 
was used in this study to further examine the effectiveness of the sequential and functional 
modeling tools.   
 
A set of callback questions was developed for 15 ASRS incident reports.  The questions 
were derived from examination of the sequential and functional models.  The coding of each 
report was examined in conjunction with the models to see what questions the model structure 
provoked (i.e., what questions needed to be answered to allow the coding of the report to extend 
further into the models).  A set of generic questions was also established to collect additional 
information of general interest.   
 
 
Results of the Review of Altitude Deviation Events 
 
The application of model-based human error analysis revealed many things regarding the 
characteristics of altitude deviation events in advanced technology aircraft.  The mapping of 
ASRS reports of altitude deviations has provided a systematic method for classifying the errors 
that occur.  These classifications can then be used to suggest remedies for preventing the errors 
or mitigating their consequences.   
 








As Table 3 shows, sequential codes were distributed among 11 of the 13 event trees, with 
SETUP-AP-ALTCHNG (setting up the autopilot for altitude change) having, by far, the largest 
grouping.  Groupings also occurred within the functional model, with the largest grouping under 
“Program Flight Management System (FMS)”.  These results fit with the hypothesis of this study 
that the crew interaction with the advanced cockpit is a source of errors which lead to altitude 
deviations.  Within the grouping of errors, it was observed that three specific types of errors were 
predominant. 
 
• Errors that occurred because the flight crew did not understand the details 
of FMS functions.  These types of errors could possibly be prevented by 
improved training regarding FMS functions, or the redesign of the systems 
so that the representation of status is more apparent to the crew. 
 
• Errors that resulted from incorrect manipulation or monitoring of 
automated systems.  This type of error could potentially be prevented by 
redesign of the displays and controls to provide better feedback to the 
flight crew. 
 
• Errors that occur when the pilot understands the function of the autoflight 
systems, but errors have been introduced from an external source such as 
maintenance or design errors.  These errors could potentially be prevented 
by a redesign of automated systems taking into account the pilots 
expectations of the system. 
 
This study of altitude deviation errors led to a number of general observations about the 
factors that lead to these incidents.  It appears that pilots have learned to rely on their automated 
systems, and have delegated control of not only flight functions, but also monitoring functions, 
to the automation.  Thus, they are not watching for deviations to occur, but tend to assume that 
the autoflight systems will take care of altitude capture and maintenance.  Some pilots seem to be 
predispositioned to assume that the automated systems will do what they (the pilots) expect them 
to do, when in some circumstances the automation "wants" to do something else.  These factors 
imply that the role of the pilot has in some circumstances changed so that they are flying the 
flight management system rather than the aircraft itself.  The final result is the relaxation of the 
pilot's instinct to "stay ahead" of the airplane and decreased vigilance regarding the maintenance 
of critical flight functions.  Thus it is possible that advanced technology may in some cases 
actually reduce the flight crew's situation awareness. 
 
Application to Nuclear Power Plant Work Protection Incidents 
A project was conducted by DNV GL to apply a barrier management approach for 
evaluating work protection incidents at a major multi-unit nuclear power station.  The project 
objectives were to identify common factors that contribute to work protection incidents, assess the 
effectiveness of existing barriers to prevent work protection incidents, and identify potential 
corrective actions that could strengthen existing barriers or add additional barriers to reduce the 
likelihood of work protection incidents or mitigate their consequences.   
The main activity of this project was a work protection bow tie workshop conducted at the 
nuclear power station in August 2013.  The workshop was attended by ten subject matter experts 
from the nuclear power station and two DNV GL personnel who served as the facilitator and scribe 
for the workshop.   
The cornerstone of risk management is the development and maintenance of controls or 
barriers to prevent or mitigate risk events or accidents.  For this study the risk events of interest 
were those that degrade or defeat barriers that are used to prevent or mitigate work protection 
accidents at the nuclear power station.  Therefore an important step of this study was a systematic 
identification of these barriers and how they interact to prevent or mitigate such events. 
Barrier analysis was performed in the work protection workshop by developing bow tie 
diagrams to illustrate the barriers that can be used to prevent or mitigate events that could lead to 
work protection accidents.  The main focus of the workshop was development of a generic bow 
tie diagram for work protection processes at the nuclear power station.  Both the left-hand 
(prevention) side and the right-hand side (mitigation) of the bow tie diagram were developed.  
However, since the focus of the project was to develop insights to prevent the occurrence of work 
protection incidents at the nuclear power station, far more attention was given to the left hand side 
of the bow tie diagram.  However, for completeness the right hand side was developed at a high 
level, so that workshop attendees would have the complete context for understanding the effects 
of potential work protection processes for prevention and mitigation of work protection incidents. 
Next, the generic bow tie diagram was annotated for each of 15 work protection incidents.  
This was accomplished by a thorough discussion of the specific sequence of events for each 
incident to determine where in the work protection process the failure(s) occurred.  The barriers 
were then color coded to denote the performance of the relevant barriers for each incident, e.g. 
whether the barrier was effective in preventing the progression of the incident. 
Following the development of the annotated bow tie diagrams, a summary bow tie diagram 
was developed to show how many times each barrier was compromised or failed across the 15 
events, and which barriers were effective in detecting the deviation from accepted work protection 
practices so that an accident was prevented.  This visual summary made it possible to quickly 
identify which barriers were bypassed most often in the work protection incidents. 
The summary bow tie diagram was then examined to determine what changes could be 
made to strengthen the barriers that are intended to prevent work protection accidents.  The 
recommendations were added to the summary bow tie diagram attached to the barriers they are 
intended to strengthen, and the diagram was color coded to show the barriers that should be 
strengthened, barriers and procedure steps that could be simplified, and additional new barriers 
that could be added.  
The final activities of the workshop were to identify global recommendations that cut 
across individual barriers and could have significant impact on the overall reliability and 
effectiveness of the work protection processes.  In addition, preliminary ideas were developed for 
next steps to be taken to improve work protection at the nuclear power station, including possible 
implementation of barrier management and bow tie analysis as ongoing processes.   
The barrier management approach and work protection bow tie workshop at the nuclear 
power station were very effective in achieving the project objectives. The workshop was used to 
identify the barriers that are intended to prevent work protection incidents.  Bow tie diagrams 
proved to be a very effective approach to identify the barriers, assess their performance across 15 
different work protection incidents, and identify the critical problem areas where work protection 
practices should be enhanced.  The use of bow tie diagrams allowed the group to be very efficient 
in developing the generic bow tie diagram, annotating it for the 15 incidents, summarizing the 
relative frequency of barrier failures, and develop consensus recommendations for 
implementation.  In addition, global recommendations were developed for consideration by 
management of the nuclear power station. 
  
Application to Pipeline Leak Accidents 
A structured workshop was conducted in the control center of a pipeline operating 
company to assess the major human factors and control room management issues that 
contributed to a major pipeline leak accident, and the effectiveness of corrective actions that 
were subsequently implemented.  This review was conducted to satisfy the requirement of the 
regulatory authority to employ an independent third party to evaluate the effectiveness of 
corrective actions that were implemented following the accident.  DNV GL conducted the study 
using the same systematic barrier-success path approach that has been used for offshore drilling 
and production companies and a nuclear power station as described in the previous section.   
The workshop was structured to include guided exploration of qualitative human factors 
issues as well as objective assessment exercises.  The goal was to increase understanding and 
consensus among control center personnel regarding the health of current control room 
management and human factors practices, and to explore potential additional improvements that 
should be adopted or evaluated further.   
The following exercises were used to develop and capture consensus of workshop 
participants regarding the adequacy of the human factors and control room management aspects 
of operations at the pipeline control center. 
 
Develop safety objective tree for pipeline leak detection and response 
 
Safety objective trees are a technique developed in the commercial nuclear power 
industry to systematically identify the strategies and resources that are available to maintain the 
Critical Functions for safe operation.  A Critical Function is a group of actions and equipment 
functions that must be performed to achieve a given safety objective.  A Challenge is a threat to 
continuous performance of the Critical Function and may include physical phenomena, 
equipment failures, and/or human errors.  A Mechanism is a combination of conditions that can 
lead to a Challenge.  Strategies are actions that can be taken to restore the Critical Function if it 
is degraded or fails.   
The safety objective tree is a hierarchical structure that shows the Objective (e.g. safe 
pipeline operation), Critical Functions (e.g. pipeline integrity) that must be obtained to achieve 
the Objective, Challenges (e.g. reduction of wall thickness) that can degrade the health of the 
Critical Functions, Mechanisms (e.g. corrosion) that can lead to the Challenge, and risk 
management Strategies (e.g. leak detection and response) that can be used to restore degraded or 
failed Critical Functions. 
 
Identify and assess effectiveness of strengthened and new barriers since the pipeline leak 
accident 
 
A generic leak detection and response bow tie diagram was developed by DNV GL prior 
to the workshop and reviewed and updated by the workshop participants to more accurately 
reflect the barriers that are currently available to prevent or mitigate potential pipeline leak 
incidents.  The enhancements instituted since the pipeline leak accident were reviewed and 
barriers that have been strengthened or added were identified.  The bow tie diagram was then 
updated and color coded to clearly represent this information.  Each barrier was assessed 
regarding its effectiveness as currently implemented. 
The updated bow tie diagram was then reviewed to determine if additional actions could 
be taken to further strengthen barriers or add additional new barriers to maximize human factors 
aspects of the pipeline control center operations.  The bow tie diagram was modified and color 
coded to show these recommendations.  The results of this study were submitted to the 
regulatory authorities to demonstrate the effectiveness of the corrective actions that had been 
implemented since the major pipeline leak accident.   
The barrier-success path approach proved to be an effective way to perform the 
assessment and present the results to the regulatory authorities.  In addition, personnel of the 
pipeline operating company expressed the opinion that the use of the approach helped increase 
their understanding of the human factors and control room management issues for preventing 
and mitigating future pipeline leak incidents. 
 
Application to Regulatory Compliance Assessment for Deepwater Offshore Drilling 
The barrier-success path approach has been applied to development of diagnostic 
algorithms for an advanced blowout preventer (BOP) control system [4].  A detailed response tree 
was developed to identify the success paths that can be used to implement critical BOP functions, 
and the information and instrumentation that can be used to assess availability of the critical 
assemblies of the BOP control system.   
 
In addition, the barrier-success path approach and the BOP control system information 
requirements analysis were used to establish decision criteria for regulatory compliance 
assessment and BOP pull/no pull decisions.  The decision criteria are represented in a success tree 
logic model to facilitate understanding of current status of regulatory compliance and 
communication among operations, maintenance, and regulatory personnel.  The ultimate goal is to 
agree in advance with regulatory personnel regarding the decision criteria for continued operation 
and pull/no pull decisions, to form the basis for discussion and consensus during drilling 
operations. 
 
Figure 8 shows portion of the decision criteria logic model for regulatory compliance 
assessment for a generic BOP control system.  The logic model is a success tree structure based 
on the requirements of API STD 53 for availability of BOP functions.  The Top Event for the logic 
tree is “Criteria for Continued Operation.”  The basic premise is that as long as the availability of 
BOP functions at the lower levels of the tree is such that the Top Event is satisfied, drilling 
operations can continue.  This logic model is continuously monitored during drilling operations to 
determine if drilling can continue because the BOP control system complies with all regulatory 
requirements.  The BOP control system response tree is continuously updated to assess the 
availability of key control systems assemblies, and the results are fed to the regulatory compliance 
logic diagram.  If failures of BOP control system assemblies result in a situation where the 
available BOP functions do not meet regulatory compliance requirements, this provides clear 
indication that the drilling operations must be suspended and the BOP must be pulled to the surface 
for maintenance.    
 
A major benefit of this regulatory compliance logic model is that decision criteria can be 
agreed in advance between operators and regulatory authorities such as BSEE.  This means that 
discussions with regulatory personnel during operation can focus on the effects of BOP control 
system failures on the pre-established decision criteria, rather than requiring detailed review of 
piping and instrumentation diagrams (P&IDs) and the effects of individual component failures.  
This will facilitate consensus between operator and regulator on decisions for continued operation 
as long as the regulatory decision criteria are satisfied. 
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Figure 8. Regulatory compliance decision criteria logic model for an advanced BOP control system 
 
Application of the Barrier-Success Path Approach to Enhance Safety and Operational 
Efficiency 
The barrier-success path approach provides a consistent framework for systematically 
reviewing operational experience and makes it possible for lessons learned from incidents to be 
directly fed back to improve management systems, procedures, and training and to identify 
potential design changes to enable more effective barrier and success path management.  Figure 8 
illustrates how evaluation of operational experience and incidents can be used to identify lessons 
learned that then can be used to improve barrier and success path performance to enhance safety 
and improve operational efficiency.  The barrier-success path framework can be used to 
consistently interpret and apply design and operational information, and to serve as a common 
language for communication and consensus among operating companies, service companies, 
contractors, and regulatory authorities.  A DNV GL Joint Industry Project entitled “Decision 
Support for Dynamic Barrier Management” has been organized to test the value of this approach 
by applying it to an offshore plug and abandon (P&A) case study.  Thirteen organizations 
representing offshore operators, service companies, contractors, and regulatory authorities will 
participate in workshops to apply the approach and to evaluate its benefits for offshore operations 
and regulatory-industry communication. 
 
 
Figure 8. Application of barrier-success path approach to interpret operational experience 
and enhance design, operation, and maintenance 
 
Conclusions 
A critical component that must be developed for effective utilization of operational data 
at the industry level is a framework for interpreting operation experience that will protect data 
confidentiality while allowing consistent interpretation and identification of lessons learned.  
Such a framework could support consistent application to identify lessons learned across 
discipline and organizational boundaries and the development of a “common language” for 
communication and consensus for action amongst industry and regulatory organizations.  The 
barrier-success path approach described in this paper may form the foundation of a framework to 
organize and utilize the large volumes of design, operating, maintenance, and regulatory 
information in a form that will support critical decisions both within organizations as well as 
across stakeholder groups including regulatory authorities. 
The barrier-success path approach combines proven concepts from the nuclear power, 
aerospace, and offshore industries to form a framework for organizing information that can be 
used throughout the system lifecycle to design, build, operate, maintain, and regulate complex 
systems such as nuclear power plants, commercial aircraft, oil and gas pipelines, and offshore 
drilling and production installations.  The approach is particularly helpful in reviewing 
operational experience and incident reports to identify lessons learned that can be translated into 
corrective actions that will enhance the performance of barriers and success paths to enable 
enhanced safety and operating efficiency.  Experience gained since the early 1990’s in applying 
the approach to assessment of incidents and accidents in commercial aviation, nuclear power 
plant operations and worker protection, pipeline operations, and offshore drilling and production 
has demonstrated the value of the approach.  The DNV GL Joint Industry Project “Decision 
Support for Dynamic Barrier Management” will enable a broader cross-industry exercise to test 
the approach and refine it for broader dissemination within the offshore oil and gas industry.  
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