The system of coupled nonlinear evolution equations describing gap solitons is shown to be approximately equivalent in the neighborhood of the soliton solution to the massive Thirring model. The equivalence is then used for construction of the perturbation theory for gap solitons based on the RiemannHilbert problem. The value of deviation of the initial condition from the gap soliton shape serves as the small parameter. The perturbation theory is valid for the arbitrary value of the self-phase modulation term.
I. RELATION BETWEEN GAP AND MTM SOLITONS
Gap solitons in nonlinear optical fibers with grating have recently attracted a great deal of attention (see, e. g., [1] [2] [3] [4] [5] [6] and references therein). The term gap solitons refers to the solitary waves which have their power spectrum lying well within the frequency band gap of the periodic grating applied to the optical fiber. The gap soliton solution was first obtained, in a particular form, in [1] and called there the slow Bragg soliton. The general family of gap solitons was then derived in [2] . There it was shown that gap solitons partially share the properties of the massive Thirring model (MTM) solitons, in particular, they exhibit stability under collisions. In dimensionless units, gap solitons are described by the following system of nonlinear equations
where E 1 and E 2 are the slowly varying envelopes of two counterpropagating waves coupled through the Bragg scattering induced by the grating (represented through the linear crosscoupling terms), the nonlinear terms contain the self-and cross-phase modulation effects. The parameter ρ at the self-phase modulation (SPM) term may range up to infinity [7] , in which case the system (1.1) describes the nonlinear dual-core asymmetric coupler [4] . In the case ρ = 0 (1.1) reduces to the MTM of the field theory [8] , which is integrable by the inverse scattering transform (IST) method [9] [10] [11] [12] . The MTM is invariant with respect to the Lorentz transformations. Although the SPM term breaks the Lorentz invariance, nevertheless, the system (1.1) possesses one-soliton solution which, written in terms of the boosted variables, is, up to scalar multipliers and a nontrivial phase, one-soliton solution of the MTM [2] :
where α −2 = 1 + ρ cosh(2y), ψ = −2α 2 ρ sinh(2y) arctan{tan ϑ tanh z}, and v and u are the MTM soliton written in the boosted variables (x, t), v = − i sin(2ϑ) exp{i(ϕ − cos(2ϑ)t)} cosh(z − iϑ) , (1.3a) u = i sin(2ϑ) exp{i(ϕ − cos(2ϑ)t)} cosh(z + iϑ) , (1.3b) with 0 < ϑ < π/2, z = a − sin(2ϑ)x, and
, t = T − νX
Here, a and ϕ give the initial position and phase of the soliton, ν = tanh(y), and y is called rapidity.
Let us consider the above transformation from a different point of view, namely, consider (1.2) and (1.4) as a local change of variables, where α and ψ(x, t) are still to be determined. We note that
Then, the corresponding system of equations for v and u reads i (v t − v x ) + u + |u| 2 v + (α 2 − 1)|u| 2 + ρα 2 e −2y |v| 2 v − v(ψ t − ψ x ) = 0, (1.5) i (u t + u x ) + v + |v| 2 u + (α 2 − 1)|v| 2 + ρα 2 e 2y |u| 2 u − u(ψ t + ψ x ) = 0.
To reduce (1.5) to a system close to the MTM we should somehow relate the last two expressions in the parentheses in both equations. To this goal we can use the following conservation law
, which is nothing but the conservation of the optical energy. It can be rewritten in the new variables in the following form Then, the identity (1.6) suggests the following equation for α
which gives
and α 2 − 1 + ρα 2 e ±2y = ±ρα 2 sinh(2y). Now, we can write down the system of equations determining ψ. It reads
Substitution of the expressions (1.7) into (1.6) yields the following closed system of equations for the new variables v and u
where β ± = ρα 2 e ∓2y = ρe ∓2y (1 + ρ cosh(2y)) −1 . Evidently, β ± are bounded for all values of ρ (ρ > 0) and y, in fact |β ± | ≤ 2.
The soliton solution to (1.1) given by (1.2)-(1.4) now corresponds to the soliton solution to (1.8) given by (1.3), which is nothing but the MTM soliton with zero velocity. Note that the phase ψ is given by the closed system of equations (1.7), which are compatible for all solutions of (1.8) and that the local transformation given by (1.2) and (1.4) is invertible. Applied to the whole neighborhood of the soliton solution, the transformation gives approximate equivalence between the system (1.1) describing gap solitons and the MTM, whereas a small (with respect to some norm) deviation of the initial condition from the soliton shape can be considered as a perturbation to the MTM and this perturbation is described by the last two terms in (1.8) .
It should be noted that the introduced local transformation maps the system (1.1) to the MTM not only at the one-soliton solution but over some broader class of solutions to these systems. Indeed, this class is given by the constraint |v| 2 = |u| 2 . In the neighborhood of any of such a solution the system (1.1) maps to (1.8), with the difference in the last parentheses in (1.8) being small. The problem is to find solutions of this type to the MTM other than the one-soliton solution. It is plausible that the bounded state of N MTM solitons with equal amplitudes belong to the described class. We postpone the study of this class of solutions for future research, noticing only that the defined class is related with the class of solutions arising from the "Lax pair" for (1.1) found in [2] .
Equations (1.8) suggest that we can follow the usual routine (see, e. g., [13, 14] ) to construct the perturbation theory for gap solitons: first, one should associate the RiemannHilbert (RH) problem to the MTM (i. e., (1.8) with β ± = 0), then construct the fundamental matrix functional which accounts for perturbation and derive the evolution equations for the RH (spectral) data. On this way, the adiabatic equations for the soliton parameters are obtained in the general form for the arbitrary perturbation. In this paper, the perturbation theory for the MTM is constructed in its most general form, thereby it can be also applied to other systems of nonlinear evolution equations, which reduce to the MTM at some limit.
The paper is arranged as follows. In Sec. II the RH problem associated with the MTM is given. There the soliton solution is derived via the RH approach. Sec. III contains the derivation of the perturbation-induced evolution equations for the RH data. As the derivation step by step follows that in [13] , we omit some details. In Sec. IV the adiabatic equations for the soliton parameters are derived and two classes of perturbations are defined. Then (Sec. V), the perturbation theory is used to analyse the effect of small deviations of the initial condition to (1.1) from the gap soliton shape on the solution.
II. RH PROBLEM FOR MTM
The MTM, i. e., (1.8) without the last two terms, is the compatibility condition for the following two linear matrix equations (the Lax pair, see also [9] )
1a)
represent the dispersion laws, k is the spectral parameter, and
2) with the overline denoting the complex conjugation. The Lax pair (2.1) admits the following reduction
and the parity symmetry which can be formulated as the identity
Equation (2.4) applied to the asymptotic series of Φ(k) as k tends to zero (infinity) shows that all coefficients at the odd powers (inverse powers) of k are diagonal and those at the even powers (inverse powers) are off-diagonal matrices. To determine the coefficients we substitute the asymptotic series into (2.1a) and, in particular, obtain
The diagonal matrix function (gauge) g(x, t) = Φ(k = 0) satisfies the following system of equations
resulting from the Lax pair (2.1). The asymptotic series (2.5a) shows that the MTM is gauge equivalent to some other system of nonlinear evolution equations canonical with respect to the normalization on the unit matrix (below denoted as 1 1) of the limit value of Φ(k) at k → ∞. Because the formulation of the RH problem with the canonical normalization has a number of technical advantages and the RH data are invariant under the the gauge transformation, we will develop the RH formalism associated with the canonical normalization and give the transition relations to the MTM case. The canonical Lax operators are given by the gauge transformation
where the new potentials are defined as
Then, the following matrix function
has the canonical normalization and solves the canonical Lax pair, i. e., (2.1) with U and V substituted for U ′ and V ′ . As we do not use below the canonical system of equations and it has no applications we do not give it here. In fact, the canonical system can be obtained from the compatibility condition 
is a solution to the canonical Lax pair and holomorphic in the two quadrands of the complex k-plane defined by the condition Im(k 2 ) ≤ 0. The scattering matrix S ′ (k) is defined in the usual way
We will also use the following factorization S ′ ± of the scattering matrix
The scattering matrix and its factorization matrices obey the same linear equation, e. g., S
, Ω]. Using the factorization (2.13), we can represent Φ ′ + (k) in the following two equivalent forms
14)
It should be noted that Φ
, and S ′ (k) satisfy the reduction (2.3) and the parity symmetry (2.4). For instance, the scattering matrix can be written as
where Im(k 2 ) = 0 and f (k) = f (k). The factorization matrices also satisfy the parity symmetry, as it is clear from their definition. The reduction (2.3) allows us to define the matrix function conjugated to Φ ′ + (k) and holomorphic in the rest two quadrands of the complex k-plane (i. e., the ones given by the condition Im(k 2 ) ≥ 0):
where (J ′ ± −1 ) l· denotes the l-th row of the matrix J ′ ± −1 and the superscript τ stands for transposition. For the linear problem (2.1a), the Jost-type solutions J ± (k), the scattering matrix S(k), and the factorization matrices S ± (k) are constructed similarly to the canonical case. In particular, the matrix functions Φ ± (k) are given by the the formulas similar to (2.14) and (2.16). The following mutual relations hold
where g ± = lim x→±∞ g. The RH problem is easily formulated with the use of the representations (2.14), (2.15), and (2.16)
where k ∈ {k : Im(k 2 ) = 0} and G t = [G, Ω]. The uniqueness of the solution to the RH problem is guaranteed by the canonical normalization condition (2.18b). It should be noted that the RH problem remains unchanged under the gauge transformation (2.9), except for the normalization of the matrix function Φ(k) at infinity, namely, Φ(k) → g −1 as k → ∞. Hence, solving the RH problem (2.18) is equivalent to solving of the MTM.
In general, detΦ ′ + (k) has zeros in its analyticity domain and the RH problem is said to be nonregular (or with zeros). It follows from the reduction (2.3) that zeros of detΦ ′ − −1 (k) are complex conjugate to those of detΦ ′ + (k), while the parity symmetry (2.4) implies that zeros appear by pairs: ±k j for the j-th zero k j , detΦ ′ + (±k j ) = 0. The solution of the RH problem with zeros can be factorized in the usual way (see, e. g., [13] [14] [15] [16] 
Here, the rational matrix function Γ(k) accounts for contribution of the RH problem zeros.
In the case of a single pair of simple zeros ±k 1 = k ±1 , this function and its inverse are given by
where
, and the vector-rows p ±1 | are related to the vector-columns | p ±1 by the hermitian conjugation, i. e., p ±1 |=| p ±1 † . The vectors satisfy 
Equations (2.21) guarantee that Φ o ′ ± (k) have no poles in their analiticity domains, i. e., for k ∈ {k : Im(k 2 ) ≤ 0} and k ∈ {k : Im(k 2 ) ≥ 0}. The RH data are comprised of two parts: the discrete data {k j , | p j , j = 1, . . . , N} (2N is the whole number of zeros of detΦ ′ + (k)) and the continuous datum b(k) = G 12 (k). Soliton solutions correspond to the RH problem with zeros provided b(k) = 0 or G(k) = 1 1, i. e., Φ o ′ ± (k) = 1 1. Let us derive the one-soliton solution to the MTM obtained for the first time in [9] (see also [11] ). The reason for deriving it here is that we will need the MTM soliton parametrized by the RH data. Equations (2.5) and (2.9) give the following representations for the potentials
where in the case of the pure soliton solution we have Φ ′ (k) = Γ(k) and g = Γ 1/2 (k = 0). Cordinate dependence of the column-vector | p +1 obtains from (2.21) by differentiation with respect to x and t. It should be noted that the vector | p +1 can be determined up to an arbitrary norm. In particular case, we obtain
Integration of the above equations gives
where f σ 3 = −Λ(k 1 )x − Ω(k 1 )t and p
1,2 are determined up to the arbitrary constant multiplier. Let us define p
, where a and ϕ are real constants. Ultimately, we get
Substitution of (2.25) into (2.20a) gives
where z = a + 2Ref and θ = ϕ + 2Imf . Then, one-soliton solution to the MTM obtains from (2.23)
Let us introduce the following notations, k 1 = exp{−y 1 /2 + i(π − ϑ)}, where 0 < ϑ < π/2 (we choose k 1 lying in the second quadrand of the complex k-plane) and ν 1 = tanh(y 1 ). Then,
and the soliton solution reads
The formulas (2.28) give the general form of one-soliton solution to the MTM, i. e., to (1.8) with β ± = 0. As it was shown in Sec. I, the gap soliton solution to (1.1) maps to the MTM soliton with zero velocity, i. e., onto the soliton solution given by (2.28) with y 1 = 0. In this case the expressions (2.27) are considerably simplified: z = a−sin(2ϑ)x and θ = ϕ−cos(2ϑ)t.
III. PERTURBATION-INDUCED EVOLUTION OF RH DATA
For construction of the perurbation theory for gap solitons we will use the equivalence of (1.1) and (1.8) established in Sec. I. First, we should derive the perturbation induced evolution equations for the RH data. Decomposition of these equations into the asymptotic series with respect to perturbation will produce the sequential corrections to the soliton solution.
As the RH data are invariant under the gauge transformation (2.9), we can choose between the gauge equivalent IST formulations the most convenient for calculations. In the derivation below we will follow [14] omitting the details. Also, the discussion of peculiarities of the perturbation theory for gauge equivalent equations can be found there. Consider the linear spectral equation (2.1a). If a perturbation is added to the MTM, it changes U. Introduce the perturbation matrix as
where the variational derivatives account for the perturbation-induced evolution of the potentials, e. g., in the case of (1.8), −iδv/δt and −iδu/δt are equal to the last two terms in the corresponding equations. Introducing the following matrix functional
we can write the variational derivative of Φ + in the following form (see [14] )
where Π(k) is meromorphic for k ∈ {k : Im(k 2 ) ≤ 0} and has simple poles at the zeros of det Φ + (k). In the case of the perturbed MTM, the r.h.s of (3.3) should be added to the corresponding linear equation, i. e., to (2.1b). The perturbation-induced evolution of Φ −1 − (k) is given by the equation hermitian conjugate to (3.3)
The fundamental matrix functional Π(k) satisfies two important identities (see [13, 14] )
where Res{Π(k), k j } denotes the residue of Π(k) at k j . Using these identities, (2.18), and (2.21), we obtain from (3.3) and (3.4) the evolution equations for the complete set of the RH data {k j , |p +j , j = 1 . . . N, b(k)}, |p +j = exp(Λ(k j )x) | p +j (see (2.24)):
The l.h.s.'s of (3.5) are x-independent, therefore, we can put x → ±∞ in the r.h.s.'s to simplify considerably these equations. Introducing the following quantities
where F (k) = exp − t dt Ω(k) , and putting x → ∞ we obtain from (3.5)
where Υ(k) = Υ(−∞, ∞) and the identity
, which follows directly from the definition (3.2), ensures that the diagonal part of G(k) is indeed t-independent. Equations (3.6) account for the perturbation exactly, but they are highly nonlinear because the r.h.s.'s contain the RH data through the function Φ + (k), which, in its turn, is constructed from these data. However, a small perturbation implies decomposition of (3.6) into the asymptotic series with respect to the perturbation to obtain a reduced set of closed equations for the RH data. In the next sections the equations linear in perturbation are considered.
IV. ADIABATIC APPROXIMATION
First, let us derive the equations in the so-called adiabatic approximation, when the soliton shape is considered to be unchanged instantaneously under the action of perturbation, while the soliton parameters, being constant in the integrable limit, acquire slow t-dependence. In other words, we impose the condition G(k) = 1 1. Then, the RH problem 
The matrix elements Υ 12 (k) and Υ 22 (k) can be expressed through r o (k, z) and r d (z) with the help of (2.26). We get
where r o (k) = r o (k) and z and θ are given by (see (2.27))
Insertion of the expression (4.3) into (3.6a) gives
From (2.25) we obtain p 
where δ = a − t dt sin(2ϑ) cosh y 1 and the identity i/2(k
1 ) was used. Equations (4.6) and (4.7) constitute the set of the adiabatic equations for the soliton parameters. These equations allow us to introduce two general classes of perturbations. Consider the following operator P acting on complex functions of z by the rule
The phaseless MTM soliton, i. e., v o = e −iθ v s , u o = e −iθ u s , (see (2.28)) is then eigenfunction of this operator,
All perturbations can be divided into the following two classes (k is considered to be real): I. Symmetric case,
II. Antisymmetric case,
Consider, e. g., the second case. We have the identities
from which we conclude that exp(−iθ)(i∂/∂x) n (v s , u s ) τ , where v s and u s stand for the MTM soliton solution (2.28), is antisymmetric, i. e.,
More antisymmetric quantities can be invented, for instance, for any two real functions f and g of two variables the expression f (|v|, |u|)v + g(|v|, |u|)u gives antisymmetric quantity, i. e.,
Let q l denote antisymmetric quantity with respect to P. Then, the general form of the antisymmetric perturbation is 12) where r denotes either iδv/δt or iδu/δt and h and γ are even and odd real functions of all the arguments, respectively. It is evident that the general form of the symmetric perturbation can be obtained by multiplication by i the r.h.s. of (4.12). In the case of the antisymmetric perturbation we have r d (z) = −r d (−z). Indeed, the MTM soliton satisfies the identities v o (z) = −v o (−z) and u o (z) = −u o (−z), while (4.9) implies that (exp(−iθ)δv/δt)(z) = (exp(iθ)δv/δt)(−z), thus, we obtain δ|v| 2 /δt(z) = −δ|v| 2 /δt(−z) and the same for u, which, in their turn, give r d (z) = −r d (−z). From (4.6) we conclude that in the antisymmetric case dk 1 /dt = 0. Therefore, the antisymmetric perturbations do not change the soliton amplitude and velocity in the adiabatic approximation.
V. INTERACTION OF GAP SOLITONS WITH LINEAR WAVES
Let us return to the system (1.8). The MTM soliton with zero velocity is an exact solution of (1.8) , it is the image of the gap soliton under the the local transformation given by (1.2) and (1.4). A small deviation of the initial condition to (1.1) from the gap soliton shape will give non-zero contribution to the continuous datum b(k) = G 12 (k) and, in general, the last two terms in (1.8) considered as the perturbation, will be not equal to zero. From (1.8) we obtain
Insertion of these expressions into (4.1) and (4.2) gives r d = 0 and
Then, denoting by (|v| 2 − |u| 2 ) od the odd part of this difference, we get
Noticing that β + e −y 1 − β − e y 1 = −(1 + ρ cosh(2y)) −1 2ρ sinh(2y + y 1 ) and leaving only the terms linear in perturbation, we obtain from (4.6)
From these equations we see that "even" deviations from the gap soliton shape, i. e., when (|v| 2 − |u| 2 ) od = 0, do not change the soliton amplitude and velocity. Therefore, in the linear limit with respect to the perturbation, the gap soliton "interacts" only with the "odd" part of the continuous spectrum (waves). Note that in this limit the gap soliton with zero velocity, i. e., with y = 0, does not interact with waves.
To obtain the value of |v| 2 − |u| 2 one should consider the continuous spectrum of the RH data. As the deviation from the soliton solution is small, we can approximate the solution by solving the linearized RH problem. From (2.9) we obtain
The general solution to (1.8) is then given by the following formulas (see (2.23)) 
(1) g s can be easily obtained from the linearized RH problem (2.22). Indeed, we have in the linear limit
where 
where we took into account that, in the linear limit, we should put g w = 1 at the second terms inside the parentheses in (5.5). We obtain in the linear limit
where θ = ϕ − cos(2ϑ)t (ν 1 = 0) and we put a = 0 (see (4.5a)). Consider the evolution equation for b(k). In the linear limit (3.6b) gives the following linear equation for b(k)
with r o (k, z) given by (see (5.1))
Below we consider the long-wave approximation which obtains by taking into account only four points of k determined by the constraint k 2 − k −2 = 0. Then, k ∈ {±1, ±i} and b(k) should be considered as the distribution. Taking into account the parity symmetry, we get from (5.10)
where b ± are given by the initial condition and δ R,I (. . .) denote the usual delta-functions determined for k ∈ Re and k ∈ Im, respectively. In the long-wave approximation we can compute the waves:
and, evidently, u w± = ∓v w± . Using (5.14), we can easily compute the needed difference in the linear limit We see that interaction with the long waves forces the rapidity to oscillate with the frequency w = 1 − cos(2ϑ) around its initial value y. It should be noted that rapidity contributes to the difference |v s | 2 − |u s | 2 ∼ | sinh(y 1 /2)|, where the subscript denotes the soliton part of the solution (see (5.5)).
From (5.16) we see that dy 1 /dt ∼ ϑ 3 as ϑ → 0 and dy 1 /dt ∼ (π/2 − ϑ) −1 as ϑ → π/2. When the frequency w = 1 − cos(2ϑ) goes to zero (i. e., ϑ → 0) the amplitude of the oscillations decreases showing stability of low-energy gap solitons (in this limit, gap solitons are usually approximated by Schrödinger solitons, see [2] ). In the other limit, when ϑ → π/2, the amplitude tends to infinity and the gap soliton becomes unstable. In fact, as it was found in [6] , the instability appears at a finite value ϑ cr > π/4, but the critical value ϑ cr cannot be captured by the long-wave approximation. To obtain the critical value of ϑ the whole spectrum of linear waves should be considered. The main obstacle on this way is that to obtain b(k) one needs to solve the linear equation given by (5.8)-(5.12), which involves integration with respect to k in (5.8). Evaluation of the integral in (5.11) shows that there is a finite number of the soliton "vibration" modes (see also [4, 6] ) with the frequencies (on the soliton phase background) w n = ± cos χ n − cos(2ϑ), where χ n are solutions of the equation sin χ n = (2n + 1) sin(2ϑ), n ≤ [(1/ sin(2ϑ) − 1)/2]. The soliton "vibration" modes will be considered elsewhere.
In conclusion, the perturbation theory for gap solitons is constructed by using the equivalence between the two systems of equations (1.1) and (1.8) , where the former describes gap solitons and the latter is close in the neighborhood of the soliton solution to the massive Thirring model. The gap soliton maps to the MTM soliton with zero velocity under the action of the local transformation representing the equivalence. The deviation of the initial condition from the gap soliton shape, and not the SPM parameter ρ, serves as the small parameter for the perturbation theory. Therefore, the developed perturbation theory can be applied for arbitrary values of ρ, in particular, for ρ = ∞ when the system (1.1) describes the nonlinear dual-core asymmetric coupler [4] .
