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Abstract—A novel method for distributed estimation of the
frequency of power systems is introduced based on the co-
operation between multiple measurement nodes. The proposed
distributed widely linear complex Kalman filter (D-ACKF) and
the distributed widely linear extended complex Kalman filter
(D-AECKF) employ a widely linear state space and augmented
complex statistics to deal with unbalanced system conditions
and the generality complex signals, both second order circular
(proper) and second order noncircular (improper). It is shown
that the current, strictly linear, estimators are inadequate for
unbalanced systems, a typical case in smart grids, as they do
not account for either the noncircularity of Clarke’s αβ voltage
in unbalanced conditions or the correlated nature of nodal
disturbances. We illuminate the relationship between the degree
of circularity of Clarke’s voltage and system imbalance, and
prove that the proposed widely linear estimators are optimal
for such conditions, while also accounting for the correlated and
noncircular nature of real-world nodal disturbances. Synthetic
and real world case studies over a range of power system
conditions illustrate the theoretical and practical advantages of
the proposed methodology.
I. INTRODUCTION
Modern power systems, such as distributed and smart grids,
increasingly rely on network-wide information for which sig-
nal processing and communication technologies are needed
to estimate the power quality parameters. The information
of interest includes system states and operating conditions at
different nodes in the system. Modern decentralised and semi-
autonomous systems aim to make full use of such information
to provide enhanced reliability, efficiency and power quality
at both the transmission and distribution side. In addition, the
emergence of smart and distributed grids (e.g. microgrids)
has brought to light a number of power quality problems
related to the unpredictability of power demand/supply and
the accompanying system imbalance [1].
Power quality refers to the “fitness” of electrical power
delivered to the consumer, and is characterised by continuity
of service, harmonic behaviour, variations of amplitudes of
line voltages, and fluctuations of system frequency around its
nominal value [2]. Maintaining the system frequency within
its prescribed tolerance range is a prerequisite for the health
of power systems, as frequency variations are indicative of un-
balanced system conditions, such as generation-consumption
imbalances or faults. Accurate and robust frequency estimation
is therefore a key parameter for both the control and protection
of power system and to maintain power quality [3].
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Currently used frequency estimation techniques include: i)
Fourier transform approaches [4], [5], ii) gradient decent and
least squares adaptive estimation [6], and iii) state space meth-
ods and Kalman filters [7]–[10]. However, these are typically
designed for single-phase systems operating under balanced
conditions (equal voltage amplitudes) and are not adequate
for the demands of modern three–phase and dynamically
optimised power systems.
The modelling of three-phase systems requires simultaneous
measurement of the three phase voltages and a mathemat-
ical framework to reduce redundancy through transforma-
tions of the variables [11] [12]. This is typically achieved
using Clarke’s αβ transform [13], the output of which is a
complex variable v = vα +  vβ , that represents balanced
systems without loss of information. However, when operating
in unbalanced system conditions, standard (strictly linear)
complex-valued estimators inevitably introduce biased esti-
mates together with spurious frequency estimates at twice the
system frequency [14]. This is attributed to noncircular phasor
trajectories of unbalanced αβ voltages which require widely
linear estimators to model the system dynamics [15]–[17].
The existing widely linear frequency estimators are theoret-
ically rigorous but practically restrictive, as they only apply
to a single node of a power system. Indeed, distributed and
smart grids require cooperation of geographically distributed
nodes equipped with local data acquisition and learning capa-
bilities [1]. Distributed estimation and fusion has already found
application in both military and civilian scenarios [18]–[21],
as cooperation between the nodes (sensors) provides more
accurate and robust estimation over the independent nodes,
while approaching the performance of centralised systems at
much reduced communication overheads. Recent approaches
include distributed least-mean-square estimation [22], [23] and
Kalman filtering [20], [24], [25], however, these references
considered models with circular measurement noise without
cross-nodal correlations, which is not typical in real world
power systems.
To this end, we introduce a class of distributed sequential
state estimators for the generality of complex signals, both
second order circular (proper) and second order noncircular
(improper). The state space structure of the proposed dis-
tributed augmented (widely linear) complex Kalman filter (D-
ACKF) and the distributed augmented extended Kalman filter
(D-ACEKF) also accounts for the correlation between the
observation noises at neighbouring nodes, encountered when
node signals are exposed to common sources of interference
(harmonics, fluctuations of reacive power). The aim of this
work is therefore two–fold: (i) to extend existing widely linear
frequency estimators [17], [26] to the distributed scenario; (ii)
to investigate the advantages of D-ACKF and D-AECKF over
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2the existing D-CKFs [20], [24] through analysis and compre-
hensive case studies on distributed frequency estimation under
balanced and unbalanced conditions, a key issue in the control
and management of microgrids, electricity islands and smart
grids.
II. BACKGROUND ON WIDELY LINEAR MODELLING
Complex-valued signal processing underpins a number of
real-world applications, including wireless communications
[27] [28] and power systems [29]. However, standard ap-
proaches are generally suboptimal and are adequate only for
a restrictive class of proper (second order circular) complex
processes, for which probability distributions are rotation
invariant [30] [31], [32]. A zero-mean proper complex signal,
x, has equal powers in the real and imaginary part so that the
covariance matrix, Rx = E{xxH}, is sufficient to represent
its complete second-order statistics. However, full statistical
description of improper (noncircular) complex signals requires
augmented complex statistics which includes the second order
moments called the pseudocovariance, Px = E{xxT }, which
models both the power difference and cross-correlation be-
tween the real and imaginary parts of a complex signal [30].
Widely linear model. Consider the minimum mean square
error (MSE) estimator of a zero-mean real valued random
vector y in terms of an observed zero-mean real vector x,
that is, yˆ = E{y|x}. For jointly normal y and x, the optimal
linear estimator is given by
yˆ = Ax (1)
where A = RyxR−1x is a coefficient matrix, and Ryx =
E{yxH}. Standard, ‘strictly linear’ estimation in C assumes
the same model but with complex valued y,x, and A. How-
ever, when y and x are jointly improper Pyx = E{yxT } 6= 0,
and since x is also improper Px 6= 0. The optimal estimator
for both proper and improper data is then represented by the
widely linear estimator1, given by [30]
yˆ = Bx+Cx∗ = Wxa (2)
where B = RyxD + PyxE∗ and C = RyxE + PyxD∗
are coefficient matrices, with D = (Rx−PxR∗−1x P∗x)−1 and
E = −(Rx−PxR∗−1x P∗x)−1PxR∗−1x , while xa = [xT ,xH ]T
is the augmented input vector, and W = [B,C] the optimal
coefficient matrix. Based on (2) the full second order statistics
for the generality of complex data (proper and improper) is
therefore contained in the augmented covariance matrix
Rax = E{xaxaH} =
[
Rx Px
P∗x R
∗
x
]
(3)
that also includes the pseudocovariance [30] [26] [33].
1The ‘widely linear’ model is associated with the signal generating system,
whereas “augmented statistics” describe statistical properties of measured
signals. Both the terms ‘widely linear’ and ‘augmented’ are used to name
the resulting algorithms - in our work we mostly use the term ‘augmented’.
III. DIFFUSION KALMAN FILTERING
Every node i in a distributed system (see Figure 1) can be
described by a standard linear state space model, given by [34]
xn = Fn−1xn−1 +wn (4a)
yi,n = Hi,nxn + vi,n (4b)
where xn ∈ CL and yi,n ∈ CK are respectively the state
vector at time instant n and observation (measurement) vector
at node i. The symbol Fn denotes the state transition matrix,
wn ∈ CL white state noise, while Hi,n is the observation
matrix, and vi,n ∈ CK is white measurement measurement
noise (both at node i). Standard state space models assume
the noises wn and vi,n to be uncorrelated and zero-mean, so
that their covariances and pseudocovariance matrices are
E
[
wn
vi,n
][
wk
vi,k
]H
=
[
Qn 0
0 Ri,n
]
δnk (5)
E
[
wn
vi,n
][
wk
vi,k
]T
=
[
Pn 0
0 Ui,n
]
δnk (6)
where δnk is the standard Kronecker delta function.
A. Distributed Complex Kalman Filter
The distinguishing feature of the proposed class of dis-
tributed Kalman filters is that we have used the diffusion
strategy in [20] with more general system and noise models
that do not restrict the correlation properties of the cross-
nodal observation noises or the signal and noise circularity at
different nodes; this generalises existing distributed Kalman
filtering algorithms [20], [24], [35] to wider application sce-
narios. Figure 1 illustrates the distributed estimation scenario;
the highlighted neighbourhood of node i compromises the set
of nodes, denoted by Ni, that communicate with the node i
(including Node i itself). The state estimate at node i with
a complex Kalman filter (CKF) is then based on all the data
from the neighbourhood Ni consisting of M = |Ni| nodes,
and is denoted by x̂i,n|n, where the symbol |Ni| denotes
the number of nodes in the neighbourhood Ni. Finally, the
collective neighbourhood observation equation at node i is
given by
y
i,n
= Hi,nxn + vi,n (7)
while the collective (neighbourhood) variables are defined as
y
i,n
=
[
yTi1,n,y
T
i2,n
, . . . ,yTiM ,n
]T
Hi,n =
[
HTi1,n,H
T
i2,n
, . . . ,HTiM ,n
]T
vi,n =
[
vTi1,n,v
T
i2,n
, . . . ,vTiM ,n
]T
where {i1, i2, . . . , iM} are the nodes in the neighbourhood
Ni. The covariance and pseudocovariance matrices of the
3node i
neighborhood of Node i
connection
Fig. 1. An example of a distributed network topology.
collective observation noise vector then become
Ri,n = E{vi,nvHi,n} =

Ri1,n Ri1i2,n · · · Ri1iM ,n
Ri2i1,n Ri2,n · · · Ri2iM ,n
...
...
. . .
...
RiM i1,n RiM i2,n · · · RiM ,n

Ui,n = E{vi,nvTi,n} =

Ui1,n Ui1i2,n · · · Ui1iM ,n
Ui2i1,n Ui2,n · · · Ui2iM ,n
...
...
. . .
...
UiM i1,n UiM i2,n · · · UiM ,n

where Ria,n = E{via,nvHia,n}, Riaib,n = E{via,nvHib,n},
Uia,n = E{via,nvTia,n} and Uiaib,n = E{via,nvTib,n}, for
a, b ∈ {1, 2, . . . ,M}.
Diffusion step. The so found local neighbourhood state esti-
mates are followed by the diffusion (combination) step,
x̂i,n|n =
∑
k∈Ni
ck,ix̂k,n|n (8)
which calculates the diffused state estimates x̂i,n|n as a
weighted sum of the estimates from the neighbourhood Ni,
where ck,i ≥ 0 are the weighting coefficients satisfying∑
k∈Ni ck,i = 1. The combination weights ck,i used by the
diffusion step in (8) can follow the Metropolis [22], Laplacian
[36] or the nearest neighbour [20] rules. However, finding the
set of optimal weights is a challenging task, though progress
has been made in important cases [37]–[39].
The distributed complex Kalman filter (D-CKF) aims to ap-
proach the performance of a centralised Kalman filter (access
to data from all the nodes) via neighbourhood collaborations
and diffusion, and is summarised in Algorithm 1. Each node
within D-CKF forms a collective observation as in (7), using
information from its neighbours; thereafter, each node com-
putes a neighbourhood state estimate which is again shared
with neighbours in order to be used for the diffusion step.
Algorithm 1. The D-CKF
Initialisation: For each node i = 1, 2, . . . , N
x̂i,0|0 = E{x0}
Mi,0|0 = E{(x0 − E{x0})(x0 − E{x0})H}
For every time instant n = 1, 2, . . .
− Evaluate at each node i = 1, 2, . . . , N
x̂i,n|n−1 = Fn−1x̂i,n−1|n−1 (9)
Mi,n|n−1 = Fn−1Mi,n−1|n−1FHn−1 +Qn (10)
Gi,n = Mi,n|n−1H
H
i,n
(
Hi,nMi,n|n−1H
H
i,n +Ri,n
)−1
(11)
x̂i,n|n = x̂i,n|n−1 +Gi,n
(
y
i,n
−Hi,nx̂i,n|n−1
)
(12)
Mi,n|n = (I−Gi,nHi,n)Mi,n|n−1 (13)
− For every node i, compute the diffusion update as
x̂i,n|n =
∑
k∈Ni
ck,ix̂k,n|n (14)
Remark #1: The D-CKF algorithm2 given in Algorithm 1
is a variant of [20]. It employs the standard (strictly linear)
state space model (4), and therefore does not cater for widely
linear complex state space models or noncircular state and
observation noises (Pn 6= 0 and Ui,n 6= 0 for i = 1, . . . , N ).
Unlike existing distributed complex Kalman filters, the pro-
posed D-CKF algorithm in (9) – (14) caters for the correlations
between the neighbourhood observation noises. When no such
correlations exits, is identical to Algorithm 1 in [20].
B. Distributed Augmented Complex Kalman Filter
As stated in Remark #1, current state space algorithms do
not cater for widely linear state and observation models or
for improper measurements, states, and state and observation
noises. To this end, we next employ the widely linear model
in (2) to introduce the widely linear version of the standard,
strictly linear, distributed state space model3 in (4) (see also
[26], [40])
xn = Fn−1xn−1 +An−1x∗n−1 +wn (15a)
yi,n = Hi,nxn +Bi,nx
∗
n + vi,n (15b)
The compact, augmented representation, of this model is
xan = F
a
n−1x
a
n−1 +w
a
n (16a)
yai,n = H
a
i,nx
a
n + v
a
i,n (16b)
2The matrices Mi,n|n and Mi,n|n−1 do not represent the covariances of
x̂i,n|n and x̂i,n|n−1, as is the case for the standard Kalman filter operating
on linear Gaussian systems. This is due to the use of the suboptimal diffusion
step, which updates the state estimate and not the covariance matrix Mi,n|n.
3Observe that the noise models can also be widely linear, in which case:
wn = Dnw´n+Enw´∗n and vn = Fnv´n+Hnv´∗n, where D,E,F,H
are coefficient matrices and w´n and v´n are proper or improper noise models.
4where xan = [x
T
n ,x
H
n ]
T and yan = [y
T
n ,y
H
n ]
T , while
Fan =
[
Fn An
A∗n F
∗
n
]
and Hai,n =
[
Hi,n Bi,n
B∗i,n H
∗
i,n
]
For strictly linear systems, An = 0 and Bi,n = 0, so that
the widely linear (augmented) state space model degenerates
into a strictly linear one. However, the augmented state space
representation above is still preferred in order to account for
the pseudocovariances which reflect the impropriety of the
signals (cf. widely linear nature of systems).
The augmented covariance matrices of wan = [x
T
n ,w
H
n ]
T
and vai,n = [v
T
i,n,v
H
i,n]
T are then given by
Qan = E{wanwaHn } =
[
Qn Pn
P∗n Q
∗
n
]
(17)
Rai,n = E{vai,nvaHi,n } =
[
Ri,n Ui,n
U∗i,n R
∗
i,n
]
(18)
Neighbourhood variables. For collaborative estimation of the
state within distributed networks, neighbourhood observation
equations use all available neighbourhood observation data, to
give
y
i,n
= Hi,nxn +Bi,nx
∗
n + vi,n (19)
where the symbol Bi,n =
[
BTi1,n,B
T
i2,n
, . . . ,BTiM ,n
]T
denotes
the conjugate state matrix , and {i1, i2, . . . , iM} ∈ Ni. The
augmented neighbourhood observation equations now become
ya
i,n
= Hai,nx
a
n + v
a
i,n (20)
with the augmented neighbourhood variables defined as
ya
i,n
=
[
y
i,n
y∗
i,n
]
, Hai,n =
[
Hi,n Bi,n
B∗i,n H
∗
i,n
]
, vai,n =
[
vi,n
v∗i,n
]
(21)
Consequently, the covariance of the augmented neigbourhood
observation noise vai,n takes the form
Rai,n = E{vai,nvaHi,n } =
[
Ri,n Ui,n
U∗i,n R
∗
i,n
]
(22)
Remark #2: Observe that (22) caters for both the covari-
ances E{vi,nvHi,n} and cross-correlations E{vi,nvHk,n}, i 6=
k between the nodal observation noises. This is achieved
through the covariance matrix Ri,n and the pseudocovariances
E{vi,nvTi,n}, while the cross-pseudocorrelations E{vi,nvTk,n}
are accounted for through the pseudocovariance matrix Ui,n.
Finally, the augmented diffused state estimate becomes
x̂ai,n|n =
∑
k∈Ni
ck,ix̂
a
k,n|n (23)
and represents a weighted average of the augmented (neigh-
bourhood) state estimates. The proposed distributed aug-
mented complex Kalman filter (D-ACKF), based on the widely
linear state space model, is summarised in Algorithm 2.
For strictly linear systems (An = 0 and Bi,n = 0 for all
n and i) and in the presence of circular state and observation
noises (Pn = 0 and Ui,n = 0 for all n and i), the D-ACKF
and D-CKF algorithms yield identical state estimates for all
Algorithm 2. The D-ACKF
Initialisation: For each node i = 1, 2, . . . , N
x̂ai,0|0 =
[
E{x0}T , E{x0}H
]T
Mai,0|0 = E
{
(xa0 − x̂ai,0|0)(xa0 − x̂ai,0|0)aH
}
For every time instant n = 1, 2, . . .
− Evaluate at each node i = 1, 2, . . . , N
x̂ai,n|n−1 = F
a
n−1x̂
a
i,n−1|n−1 (24)
Mai,n|n−1 = F
a
n−1M
a
i,n−1|n−1F
aH
n−1 +Q
a
n (25)
Gai,n = M
a
i,n|n−1H
aH
i,n
(
Hai,nM
a
i,n|n−1H
aH
i,n +R
a
i,n
)−1
(26)
x̂ai,n|n = x̂
a
i,n|n−1 +G
a
i,n
(
ya
i,n
−Hai,nx̂ai,n|n−1
)
(27)
Mai,n|n = (I−Gai,nHai,n)Mai,n|n−1 (28)
− For every node i, compute the diffusion update as
x̂ai,n|n =
∑
k∈Ni
ck,ix̂
a
k,n|n (29)
time instants n. However, the D-ACKF is more general than
the D-CKF, since it also caters for the noncircular data and
noise natures together with correlated state and observation
noises.
Remark #3: The information form of the D-ACKF, given in
Algorithm 3, can be used to cater for the noncircularity of data
when observation noises at different nodes are uncorrelated.
Moreover, nodes in the distributed network can switch between
the general D-ACKF in Algorithm 2 and the information form
of D-ACKF in Algorithm 3, depending on the correlation
between the observation noises.
C. Bias Analysis of the D-ACKF Estimates
Consider the following augmented complex variables: the
local (non-diffused) error at node i ∈ [1, N ] given by eai,n|n =
xan − x̂ai,n|n, the prediction error eai,n|n−1 = xan − x̂ai,n|n−1,
and the diffused error eai,n|n = x
a
n − x̂ai,n|n. Then
E{eai,n|n} =
∑
k∈Ni
ck,iM
a
k,n|n(M
a
k,n|n−1)
−1Fan−1E{eak,n−1|n−1}
= 0 (37)
Remark #4: The expression (37) shows that the D-ACKF is
an unbiased estimator of both proper and improper complex
random signals.
IV. DISTRIBUTED AUGMENTED COMPLEX EXTENDED
KALMAN FILTER
We next introduce the distributed augmented complex ex-
tended Kalman filter (D-ACEKF) for nonlinear state space
models of the form
xn = f [xn−1] +wn (38a)
yi,n = hi[xn] + vi,n (38b)
5Algorithm 3. The D-ACKF Information Form
Initialisation: For each node i = 1, 2, . . . , N
x̂ai,0|0 =
[
E{x0}T , E{x0}H
]T
Mai,0|0 = E
{
(xa0 − x̂ai,0|0)(xa0 − x̂ai,0|0)aH
}
For every time instant n = 1, 2, . . .
− Evaluate at each node i = 1, 2, . . . , N
x̂ai,n|n−1 = F
a
n−1x̂
a
i,n−1|n−1 (30)
Mai,n|n−1 = F
a
n−1M
a
i,n−1|n−1F
aH
n−1 +Q
a
n (31)
Sai,n =
∑
k∈Ni
HaHk,n(R
a
k,n)
−1Hak,n (32)
rai,n =
∑
k∈Ni
HaHk,n(R
a
k,n)
−1yak,n (33)
(Mai,n|n)
−1 = (Mai,n|n−1)
−1 + Sai,n (34)
χ̂ai,n|n = x̂
a
i,n|n−1 +M
a
i,n|n
(
rai,n − Sai,nx̂ai,n|n−1
)
(35)
− For every node i, compute the diffusion update as
x̂ai,n|n =
∑
k∈Ni
ck,iχ̂
a
i,n|n (36)
where the nonlinear functions f [·] and hi[·] are respectively the
(possibly time varying) process model and observation model
at node i, the remaining variables are as defined above. Within
the extended Kalman filter (EKF) framework, the nonlinear
state and observation functions are approximated by their first
order Taylor series expansions (TSE) about the state estimates
x̂i,n−1|n−1 and x̂i,n|n−1 for each node i, so that [41]
xn ≈ Fi,n−1xn−1 +Ai,n−1x∗n−1 + ri,n−1 +wn (39a)
yi,n ≈ Hi,nxn +Bi,nx∗n + zi,n + vi,n (39b)
where the Jacobians of functions f [·] and hi[·] are defined as
Fi,n =
∂f [x]
∂x
∣∣∣
x=x̂i,n|n
, Ai,n =
∂f [x]
∂x∗
∣∣∣
x∗=x̂∗
i,n|n
,
Hi,n =
∂hi[x]
∂x
∣∣∣
x=x̂i,n|n−1
and Bi,n =
∂hi[x]
∂x∗
∣∣∣
x∗=x̂∗
i,n|n−1
and the vectors
ri,n = f [x̂i,n−1|n−1]− Fi,n−1x̂i,n−1|n−1 −Ai,n−1x̂∗i,n−1|n−1
zi,n = hi[x̂i,n|n−1]−Hi,nx̂i,n|n−1 −Bi,nx̂∗i,n|n−1
are deterministic inputs calculated from the state space model
and state estimate. In order to cater for the full second order
statistics of the variables in the linearised state space in (39),
we shall consider its compact (augmented) version given by
xan ≈ Fai,n−1xan−1 + rai,n−1 +wan (40a)
yai,n ≈ Hai,nxan + zai,n + vai,n (40b)
where rai,n =
[
rTi,n, r
H
i,n
]T
, zai,n =
[
zTi,n, z
H
i,n
]T
, while
Fai,n =
[
Fi,n Ai,n
A∗i,n F
∗
i,n
]
and Hai,n =
[
Hi,n Bi,n
B∗i,n H
∗
i,n
]
.
Algorithm 4. Distributed Augmented Complex EKF
Initialisation: For each node i = 1, 2, . . . , N
x̂ai,0|0 =
[
E{x0}T , E{x0}H
]T
Mai,0|0 = E
{
(xa0 − x̂ai,0|0)(xa0 − x̂ai,0|0)aH
}
For every time instant n = 1, 2, . . .
− Evaluate at each node i = 1, 2, . . . , N
x̂ai,n|n−1 =
[
fT [x̂i,n−1|n−1], fH [x̂i,n−1|n−1]
]T
(43)
Mai,n|n−1 = F
a
i,n−1M
a
i,n−1|n−1F
aH
i,n−1 +Q
a
n (44)
Gai,n = M
a
i,n|n−1H
aH
i,n
(
Hai,nM
a
i,n|n−1H
aH
i,n +R
a
i,n
)−1
(45)
x̂ai,n|n = x̂
a
i,n|n−1 +G
a
i,n
(
ya
i,n
− hai [x̂i,n|n−1]
)
(46)
Mai,n|n = (I−Gai,nHai,n)Mai,n|n−1 (47)
− For every node i, compute the diffusion update as
x̂ai,n|n =
∑
k∈Ni
ck,ix̂
a
k,n|n (48)
Observe that the collective neighbourhood augmented ob-
servation equation for node i takes the form
ya
i,n
= hai [xn] + v
a
i,n (41)
while the collective observation function defined as
hai [xn] =
[
hTi [xn],h
H
i [xn]
]T
hi[xn] =
[
hTi1 [xn],h
T
i2 [xn], . . . ,h
T
iM [xn]
]T
where i ∈ {i1, i2, . . . , iM} are all the nodes in the neighbour-
hood Ni. The first order approximation of (41) is then
ya
i,n
≈ Hai,nxan + zai,n + vai,n (42)
with the Jacobian of the collective observation function
Hai,n =
[
Hi,n Bi,n
B∗i,n H
∗
i,n
]
where Hi,n =
[
HTi1,n,H
T
i2,n
, . . . ,HTiM ,n
]T
and Bi,n =[
BTi1,n,B
T
i2,n
, . . . ,BTiM ,n
]T
, wherein
Hik,n =
∂hik [x]
∂x
∣∣∣
x=x̂i,n|n−1
and Bik,n =
∂hik [x]
∂x∗
∣∣∣
x∗=x̂∗
i,n|n−1
Algorithm 4 summarises the proposed distributed augmented
complex extended Kalman filter, where each node i shares its
(nonlinear) observation model hi[·] with its neighbours.
Remark #5: The D-ACEKF algorithm in Algorithm 4 extends
the Distributed Extended Kalman filter in [42] by using the
widely linear model, and caters for the second order statistical
moments of the state and noise models, together with the
correlations present between the nodal observation noises.
6V. DISTRIBUTED WIDELY LINEAR FREQUENCY
ESTIMATION
The proposed augmented state space models are particularly
suited for frequency estimation in power grid, as due to
system inertia, the frequency can be assumed identical over
the network of measurement nodes, while unbalanced systems
generate noncircular measurements [15], [16]. For a three
phase system, the instantaneous voltages at a node i are given
by
va,i,n = Va,n cos(ωnT + φ) + za,i,n
vb,i,n = Vb,n cos(ωnT + φ− 2pi/3 + ∆b) + zb,i,n
vc,i,n = Vc,n cos(ωnT + φ+ 2pi/3 + ∆c) + zc,i,n(49)
where Va,n, Vb,n and Vc,n are the amplitudes of the three-phase
voltages at time instant n, ω = 2pif the angular frequency,
f the system frequency, T the sampling interval, and φ the
phase of the fundamental component, while za,i,n, za,i,n and
za,i,n are zero-mean observation noise processes. The terms
∆b,∆c are used to indicate the phase distortions relative to a
balanced three-phase system. The phase voltages in (49) are
first mapped to the complex voltage of orthogonal α and β
components using Clarke’s αβ transformation, to give[
vα,i,n
vβ,i,n
]
=
√
2
3
[
1 − 12 − 12
0
√
3
2 −
√
3
2
]va,i,nvb,i,n
vc,i,n
 . (50)
The αβ voltage is then converted to a scalar complex signal
vi,n = vα,i,n+jvβ,i,n. For balanced systems, in which Va,n =
Vb,n = Vc,n, and ∆b = ∆c = 0, the variables
vα,i,n = An cos(ωnT + φ) + zα,i,n
vβ,i,n = An cos(ωnT + φ+
pi
2
) + zβ,i,n
where An =
√
6
2 Va,n. The noises mapped via the αβ transform
now become
zα,i,n =
√
2/3
(
za,i,n − 1
2
zb,i,n − 1
2
zc,i,n
)
zβ,i,n =
√
2/3
(√3
2
zb,i,n −
√
3
2
zc,i,n
)
For balanced systems, this scalar complex model takes a
recursive form, so that for every node4
vi,n = vα,i,n + jvβ,i,n
= Ane
j(ωnT+φ) + zi,n
= vi,n−1ejωT + zi,n (51)
where zi,n = zα,i,n + j zβ,i,n.
The state space model for this system at a node i is shown
in (53a) and (53b), where the state variables xk and un are
used to estimate the exponential ejωT and the observation vi,n
respectively, while wn and zi,n are the state and observation
noises respectively. The system frequency is then derived from
the state variable x as follows:
fˆn =
1
2piT
arcsin
(=(xn)) (52)
4The usual assumption in this type of estimation is that for a sampling
frequency >> 50Hz, we have An ≈ An−1.
Algorithm 5. A Strictly Linear State Space (StSp-SL)
State equation:[
xn
un
]
=
[
xn−1
un−1xn
]
+wn−1 (53a)
Observation equation:
vi,n =
[
0 1
] [xn
un
]
+ zi,n (53b)
where =(·) is the imaginary part of a complex quantity.
Figure 2 illustrates the trajectory of the transformed voltage
(a rotating vector – phasor), indicating that for a balanced
system, Clarke’s voltage vi,n in (51) has a circular trajectory.
However, the model in (53a) and (53b) becomes inaccurate
when the system is operating under unbalanced conditions,
in which case, the voltage amplitudes Va,n, Vb,n and Vc,n
are no longer equal or if the condition ∆b = ∆c = 0 is
not satisfied, and the system trajectory becomes noncircular
(ellipse in Figure 2). For unbalanced systems, therefore, the
correct system model is widely linear, and is given by
vi,n =
√
2
3
[
1 j
] [1 − 12 − 12
0
√
3
2 −
√
3
2
]va,i,nvb,i,n
vc,i,n

=
√
2
3
[
1 ej2pi/3 e−j2pi/3
] va,i,nvb,i,n
vc,i,n
 . (54)
For the compactness of notation, we set θn = ωnT +φ. Using
the relationship cos(y) = e
jy+e−jy
2 , the three phase voltages
at each node i can be rewritten asva,i,nvb,i,n
vc,i,n
 = 1
2
 Va,n
(
ejθn + e−jθn
)
Vb,n
(
ej(θn−2pi/3+∆b) + e−j(θn−2pi/3+∆b)
)
Vc,n
(
ej(θn+2pi/3+∆c) + e−j(θn+2pi/3+∆c)
)

+
za,i,nzb,i,n
zc,i,n
 (55)
Substituting (55) into (54) gives
vi,n = Ane
jθn +Bne
−jθn + zi,n (56)
where
An =
√
6
6
(
Va,n + Vb,ne
j∆b + Vc,ne
j∆c
)
(57)
Bn =
√
6
6
(
Va,n + Vb,ne
−j(∆b+2pi/3) + Vc,ne−j(∆c−2pi/3)
)
.
For a balanced system under nominal conditions, we have
Va,n = Vb,n = Vc,n and ∆b = ∆c = 0, and the coefficient Bn
in (57) vanishes, so that the system is adequately characterised
by the strictly linear model in (51). For unbalanced systems,
Bn 6= 0 and the Clarke’s voltage vi,n is noncircular, so that the
expression in (56) is second order optimal for both balanced
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Fig. 2. Noncircularity in power systems. For a balanced system, characterised
by Va,n = Vb,n = Vc,n and ∆b = ∆c = 0, the trajectory of Clarke’s
voltage vi,n is circular (blue line). For unbalanced systems, the voltage
trajectory is noncircular (red line), such as in the case of a 100% single-
phase voltage sag illustrated by the ellipse. In both cases the signal to noise
ratio (SNR) was 20dB.
and unbalanced conditions. This expression can be written in
the form of a widely linear recursive model
vi,n = vn−1hn−1 + v∗n−1gn−1 + zi,n (58)
which is a first-order widely linear autoregressive model with
coefficients hk and gk. The widely linear (augmented) state
space model corresponding to (58) is defined in (60a), where
the state vector consists of the strictly linear and conjugate
weights hn and gn, and the variable un which corresponds
to the noise-free widely linear observation vn. The system
frequency can be computed from the state variables hn and
gn as follows:
fˆn =
1
2piT
arcsin
(=(hn + angn)) (59)
an =
−j=(hn) + j
√=2(hn)− |gn|2
gn
The state space model in (60a) and (60b) provides a realistic
and robust characterisation of real world power systems, as it
represents both balanced and unbalanced systems, while its
nonlinear state equation also models the coupling between
state variables. The StSp-WL model in (60) can be imple-
mented using the proposed distributed augmented complex
extended Kalman filter in Section IV.
VI. FREQUENCY ESTIMATION EXAMPLES
The performance of the algorithms was evaluated over both
comprehensive illustrative simulation studies and a real world
example. Within the synthetic data, the power system under
consideration had a nominal frequency of 50Hz, and was
sampled at a rate of 5kHz while the state vectors of all the
nodes in the network were initialised to 50.5Hz. Without loss
in generality, we used the distributed network topology shown
in Figure 3. The strictly linear state space model in (53) and
the widely linear state space model in (60) were implemented
Algorithm 6. A Widely Linear State Space (StSp-WL)
State equation:
hn
gn
un
h∗n
g∗n
u∗n

=

hn−1
gn−1
un−1hn−1 + u∗n−1gn−1
h∗n−1
g∗n−1
u∗n−1h
∗
n−1+un−1g
∗
n−1

+wn−1 (60a)
Observation equation:
[
vi,n
v∗i,n
]
=
[
0 0 1 0 0 0
0 0 0 0 0 1
]

hn
gn
un
h∗n
g∗n
u∗n

+
[
zi,n
z∗i,n
]
(60b)
Sub−
station
Sub−
station
Sub−
station
Sub−
station
Sub−
station
Fig. 3. A distributed power network with N = 5 nodes (Sub-stations) used
in the simulations.
using the proposed widely linear D-ACEKF and its strictly
linear version D-CEKF. For rigour, the uncooperative CEKF
and ACEKF were also considered.
Case Study #1: Voltage sags. In the first set of simula-
tions, the performances of the algorithms were evaluated for
an initially balanced system which became unbalanced after
undergoing a Type C voltage sag starting at 0.1s, characterised
by a 20% voltage drop and 10o phase offset on both the vb
and vc channels, followed by a Type D sag starting at 0.3s,
characterised by a 20% voltage drop at line va and a 10%
voltage drop on both vb and vc with a 5o phase angle offset.
The degrees of noncircularity of these system imbalances are
illustrated in Figure 4. Figure 5 shows that, conforming with
the analysis, the widely linear algorithms, ACEKF and D-
ACEKF, were able to converge to the correct system frequency
for both balanced and unbalanced operating conditions, while
the strictly linear algorithms, CEKF and D-CEKF, were unable
to accurately estimate the frequency during the voltage sag due
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Fig. 4. Geometric (left) and phasor (right) views of Type C and D unbalanced
voltage sags. The real-imaginary phasor plots illustrate the noncircularity of
Clarke’s voltage in unbalanced conditions, indicated by the elliptical shapes
of circularity plots. The parameters of this ellipse (degree of noncircularity)
serve to identify the type of fault (in this case a voltage sag).
to under-modeling of the system (not accounting for its widely
linear nature) – see (58). As expected, the widely linear and
strictly linear algorithms had similar performances under bal-
anced conditions, as illustrated in the time interval 0-0.1s. The
distributed algorithms, D-CEKF and D-ACEKF, outperformed
their uncooperative counterparts, CEKF and ACEKF, owing
to the sharing of information between neighbouring nodes.
Case Study #2: Presence of noise. Figure 6 illustrates
frequency estimation for a balanced system in the presence of
white Gaussian noise at 30dB SNR, while Figure 7 illustrates
frequency estimation in the presence of random spike noise,
which typically occurs in the presence of switching devices or
lightning. The distributed algorithms, D-CEKF and D-ACEKF,
outperformed their uncooperative counterparts, CEKF and
ACEKF, because neighbouring nodes were able to share
information to facilitate better estimation performances. In
both cases, the distributed algorithms exhibited lower variance
in the frequency estimate.
Case Study #3: Frequency jumps. Figure 8 illustrates the
performance of both single node and distributed algorithms
(strictly and widely linear) when a power system is con-
taminated with white noise at 40dB SNR and undergoes a
step change in system frequency, a typical scenario when
generation does not match the load (microgrids and islanding).
Although all the algorithms had similar responses to the
step change in frequency, the distributed algorithms exhibited
enhanced frequency tracking.
Case Study #4: Comparison with Hilbert method. To
further illustrate the advantages of widely linear modelling
in a three-phase setting, the next case study compares the
performance of the widely linear ACEKF to the Hilbert
Transform based instantaneous frequency estimate from one of
the three-phases. The three phase voltage signal at each node
was simulated with circular white noise at 30dB SNR and Type
D imbalance after 0.25s. Figure 9 shows that the “Hilbert”
frequency estimate, found by differentiating the instantaneous
phase angle of the single phase voltage that underwent the
Hilbert Transform, was poor since the differentiation step (high
pass filter) in the Hilbert method is not robust to noise. This
was observed both in single-node and distributed settings.
Case Study #5: Bias and variance of the proposed estima-
tors. For rigour, Figure 10 provides the analysis of the bias
and variance for the proposed distributed frequency estimators.
The algorithms were evaluated at different SNR levels for
an unbalanced system undergoing a Type D voltage sag (see
also Figure 4). Observe that both the single- and multiple-
node widely linear algorithms, ACEKF and D-ACEKF, were
asymptotically unbiased (left panel, see Remark #4) while both
the single- and multiple-node strictly linear algorithms were
biased. In terms of the variance of the estimators (right panel),
both the distributed estimation algorithms outperformed their
non-cooperative counterparts, while the only consistent estima-
tor was the proposed distributed augmented complex extended
Kalman filter.
Real World Case Study. We next assessed the performance of
the proposed algorithms on a real world case study using three-
phase voltage measurements from two adjacent sub-stations in
Malaysia5 during a brief line-to-earth fault on the 29th June
2014. This caused voltage sags, similar to those in Case Study
#1. The three-phase measurements were sampled at 5kHz and
the voltage values were normalized. The left panel in Figure 11
shows the normalized αβ voltages at one of the sub-stations.
The fault that occurs in phase A around 0.1s is reflected in
the voltage dip in vα. The right panel in Figure 11 shows
the frequency estimate from the D-ACEKF and D-CEKF.
Conforming with the analysis and the single node scenario in
Figure 5, the collaborative widely linear D-ACEKF was able
to track the real world frequency of a power network under
both balanced and unbalanced conditions, whereas the strictly
linear D-CEKF was unable to track the frequency after 0.1s
when the line-to-earth fault (non-circularity) occurred.
VII. CONCLUSIONS
We have proposed a novel class of diffusion based dis-
tributed complex valued Kalman filters for cooperative fre-
quency estimation in power systems. To cater for the general
case of improper states, observations, and state and observation
noises, we have introduced the distributed (widely linear)
augmented complex Kalman filter (D-ACKF) and its nonlinear
version, the distributed augmented complex Kalman filter (D-
ACEKF). These have been shown to provide sequential state
estimation of the generality of complex signals, both circular
and noncircular, within a general and unifying framework
which also caters for correlated nodal observation noises.
This novel widely linear framework has been applied for
distributed state space based frequency estimation in the
5 Due to data provenance issues we are unable to reveal which particular
sub-stations the measurements originate from.
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Fig. 5. Frequency estimation performance of single node (CEKF and ACEKF) and distributed (D-CEKF and D-ACEKF) algorithms for a system at 40dB
SNR. The system is balanced up to 0.1s, it then undergoes a Type C voltage sag followed by a Type D voltage sag at 0.3s.
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Fig. 6. Frequency estimation performance of single node (CEKF and ACEKF) and distributed (D-CEKF and D-ACEKF) algorithms for a balanced system
in the presence of doubly white circular Gaussian noises at 30dB SNR. As expected, the strictly and widely linear algorithms had similar performance.
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Fig. 7. Frequency estimation performance of single node (CEKF and ACEKF) and distributed (D-CEKF and D-ACEKF) algorithms when the phase voltages
at one of the nodes in the network are contaminated with random spike noise at 20% p.u.
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Fig. 8. Frequency estimation performance of single node (CEKF and ACEKF) and distributed (D-CEKF and D-ACEKF) algorithms for a power system at
40dB SNR, which experiences a step change in system frequency to 51Hz.
context of three-phase power systems, and has been shown
to be optimal for both balanced and unbalanced operating
conditions. Simulations over a range of both balanced and
unbalanced power system conditions for both synthetic and
real world measurements have illustrated that the proposed
distributed state space algorithms are consistent estimators,
offering unbiased and minimum frequency estimation in both
balanced an unbalanced system conditions, together with si-
multaneous frequency estimation and fault identification.
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