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Abstrat
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Introdution
Basis of the general theory of dierential equations are the theory of solutions and the
theory of integrals. The funtional-analytial researh of integrals is most deeply developed
for ordinary dierential systems and linear systems of partial dierential equations.
The initial problem of the integration in quadratures for dierential equations has led to
neessity to develop methods of analytial and qualitative researhes both for solutions and
integrals of dierential systems. So, J. Liouville [4, 5℄ onsidered the problem of the integration
in quadratures for the Riati equation. His investigation gave the lassial problems about
a form of solutions and about development of methods for nding solutions of given forms.
For the rst time the problem of building a general integral from rst integrals was on-
sidered by J. Jaobi in [6  8℄. He also introdued the notion of a last multiplier (also known
in publiations as Jaobi's last multiplier) and he used this notion of a last multiplier to solve
the problem of nding a general integral.
The profound researhes, whih are the base of the theory of integrals, are due to F.G.
Minding [9℄, A.V. Letnikov [10℄, and A.N. Korkine [11℄.
One of suh problems is the Darboux problem [12℄ about building of a general integral
by known partial integrals and about the form of a general integral for the ordinary dier-
ential equation of the rst order. The Darboux problem for ordinary dierential systems,
total dierential systems, and systems of partial dierential equations was onsidered in the
monographs [1, 2, 13, 14℄ and in the artiles [15  46℄.
The method of last multiplier was developed by S. Lie. He has given the new interpretation
of this method and has reated the theory of innitesimal transformations in [47, 48℄. In his
papers were seleted the fundamental approahes of the integration. These approahes are the
base of the theory of losed dierential systems. Methods of the integration were onsidered
in [49℄ with regard to the uniform positions of the group analysis. This approah is gave the
theoretial base for the lassiation [50, 51℄ of these methods.
At the beginning of the twentieth entury the interest to global researhes for dierential
systems has dereased. But in the middle of the twentieth entury the interest in it has
appeared again. Let us note only the monographies: N.M. Gjunter [52℄, E. Cartan [53, 54℄,
N.G. Chebotarev [55℄, L. Eisenhart [56℄, P.K. Rashevskii [57℄, H. Cartan [58℄, A.S. Galiullin
[59℄, L.V. Ovsiannikov [60℄, N.P. Erugin [61℄, E.A. Barbashin [62℄, A.M. Samoilenko [63℄,
P. Olver [64℄, A. Goriely [65℄. It happened for the reason that these results nd appliations
in the mathematial physis [66  71℄.
The intensive development of the qualitative theory of dierential equations (the base of
this theory was founded by H. Poinare [72℄) also has led to solving some problems for the
theory of integrals. So, the analyti struture of integrals and of integrating multipliers in a
neighbourhood of a enter was obtained by A.M. Liapunov [73℄ and N.A. Sakharnikov [74℄
respetively. Investigation of limit yles for dierential systems on the base of partial integrals
and integrating multipliers was onsidered by M.V. Dolov [75  77℄. Behaviour of trajetories
for ordinary autonomous dierential systems of the seond order having the integral urves of
the onrete forms and with the speial qualitative properties was researhed in [16; 78  90℄.
The subjet of our investigation is a system of total dierential equations
dx = X(t, x) dt, (TD)
where t ∈ Rm, x ∈ Rn, m 6 n, dt= colon (dt1, . . . , dtm), dx= colon (dx1, . . . , dxn), X(t, x) =
= ‖Xij(t, x)‖ is an n ×m matrix with entries Xij : Π → R, i = 1, . . . , n, j = 1, . . . ,m, Π
is a domain of the extended spae R
m+n; a linear homogeneous system of partial dierential
equations
Lj(x) y = 0, j = 1, . . . ,m, (∂)
where y ∈ R, x ∈ Rn, m 6 n, the linear dierential operators of rst order
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Lj(x) =
n∑
i=1
uji(x) ∂xi for all x ∈ G, j = 1, . . . ,m, (0.1)
with oordinates uji : G → R, j = 1, . . . ,m, i = 1, . . . , n, a domain G ⊂ R
n; and a Pfa
system of equations
ωj(x) = 0, j = 1, . . . ,m, (Pf)
where x ∈ Rn, m 6 n, the linear dierential forms
ωj(x) =
n∑
i=1
wji(x) dxi for all x ∈ G, j = 1, . . . ,m, (0.2)
with oeients wji : G→ R, j = 1, . . . ,m, i = 1, . . . , n, a domain G ⊂ R
n.
We reall that by domain we mean open arwise onneted set.
Let the linear dierential operators (0.1) of the system of partial dierential equations (∂)
and the linear dierential forms (0.2) of the Pfa system of equations (Pf) be not linearly
bound on the domain G [91, pp. 105  115℄. Note that the operators Lj , j = 1, . . . ,m
(the 1-forms ωj , j = 1, . . . ,m) are alled linearly bound on the domain G if these operators
(1-forms) are linearly dependent in any point of the domain G [60, pp. 113  114℄.
The system (TD) is indued the m linear dierential operators of rst order
Xj(t, x) = ∂tj +
n∑
i=1
Xij(t, x) ∂xi for all (t, x) ∈ Π, j = 1, . . . ,m. (0.3)
We'll say that these operators are operators of dierentiation by virtue of system (TD).
Under the ondition m = 1, we have the system (TD) is an ordinary dierential system
of n order.
The system (TD) is said to be ompletely solvable on a domain Π ′ ⊂ Π if for any point
(t0 , x0) ∈ Π
′
there exists a unique solution of the Cauhy problem with initial data (t0 , x0)
[1, p. 17℄. If Π ′ = Π, then we say that the system (TD) is ompletely solvable.
Suppose X ∈ C1(Π), i.e., the funtions Xij , i = 1, . . . , n, j = 1, . . . ,m, are ontinuously
dierentiable on the domain Π. Then the system (TD) is ompletely solvable if the Frobenius
theorem [1, pp. 17  25; 58, pp. 290  297; 92, pp. 309  311; 93, p. 21℄ is true.
Theorem 0.1(the Frobenius theorem). The system (TD) with X ∈ C1(Π) is ompletely
solvable if and only if the Frobenius onditions hold
∂tjXiζ(t, x) +
n∑
ξ=1
Xξj(t, x)∂x
ξ
Xiζ(t, x) = ∂t
ζ
Xij(t, x) +
n∑
ξ=1
Xξζ(t, x)∂x
ξ
Xij(t, x)
(0.4)
for all (t, x) ∈ Π, i = 1, . . . , n, j = 1, . . . ,m, ζ = 1, . . . ,m.
Using the operators (0.3), we obtain the Frobenius onditions (0.4) are represented via
Poisson brakets as the system of the operator identities[
Xj(t, x),Xζ(t, x)
]
= O for all (t, x) ∈ Π, j = 1, . . . ,m, ζ = 1, . . . ,m, (0.5)
where O is the null operator.
The system (TD) is the Pfa system of equations
ηi(t, x) = 0, i = 1, . . . , n, (0.6)
with the linear dierential forms
ηi(t, x) = dxi −
m∑
j=1
Xij(t, x) dtj for all (t, x) ∈ Π, i = 1, . . . , n. (0.7)
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The Frobenius onditions (0.4) for ompletely solvability of system (TD) (the Pfa system
of equations (0.6)) are represented via dierential 1-forms (0.7) as the system of exterior
dierential identities [58, pp. 290  297℄
dηi(t, x) ∧
(
n
∧
ξ=1
ηξ(t, x)
)
= 0 for all (t, x) ∈ Π, i = 1, . . . , n. (0.8)
Consider an autonomous total dierential system
dx = X(x) dt, (ATD)
where t ∈ Rm, x ∈ Rn, m 6 n, dt = colon (dt1, . . . , dtm), dx = colon (dx1, . . . , dxn), the
entries of the n×m matrix X(x)=‖Xij(x)‖ are Xij : G→ R, i = 1, . . . , n, j = 1, . . . ,m, G
is a domain of the phase spae R
n.We say that the linear dierential operators of rst order
Xj(t, x) = ∂tj +
n∑
i=1
Xij(x) ∂xi for all (t, x) ∈ R
m ×G, j = 1, . . . ,m, (0.9)
indued by this system are nonautonomous operators of dierentiation by virtue of system
(ATD). The linear dierential operators of rst order
Aj(x) =
n∑
i=1
Xij(x) ∂x
i
for all x ∈ G, j = 1, . . . ,m, (0.10)
are alled autonomous operators of dierentiation by virtue of system (ATD).
Let X ∈C1(G). Then the Frobenius onditions (0.5) for ompletely solvability of system
(ATD) are the identities [1, pp. 112  113℄[
Aj(x),Aζ(x)
]
= O for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m. (0.11)
The system (∂) with Lj ∈ C
1(G), j = 1, . . . ,m (i.e., the oordinates uji , j = 1, . . . ,m,
i = 1, . . . , n, are ontinuously dierentiable on the domain G) is said to be omplete [92,
p. 521; 53, p. 117℄ if Poisson brakets of any two dierential operators (0.1) are the linear
ombination of operators (0.1)
[
Lj(x),Lζ(x)
]
=
m∑
ν=1
Ajζν(x)Lν(x) for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m, (0.12)
where the oeients Ajζν ∈ C
1(G), j = 1, . . . ,m, ζ = 1, . . . ,m, ν = 1, . . . ,m.
If Poisson brakets of operators (0.1) are symmetri, i.e.,[
Lj(x),Lζ(x)
]
=
[
Lζ(x),Lj(x)
]
for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m, (0.13)
then we say that the linear homogeneous system of partial dierential equations (∂) with
Lj ∈ C
1(G), j = 1, . . . ,m, is jaobian [52, p. 62; 92, p. 523℄.
The symmetry (0.13) of the Poisson brakets of operators (0.1) is equivalent to[
Lj(x),Lζ(x)
]
= O for all x ∈ G, j = 1, . . . ,m, ζ = 1, . . . ,m. (0.14)
The identities (0.14) are the identities (0.12) with Ajζν(x) = 0 for all x ∈ G, j= 1, . . . ,m,
ζ = 1, . . . ,m, ν = 1, . . . ,m. Therefore the jaobian system (∂) is omplete [52, p. 62℄.
A dierential system
∂xjy = Mj(x)y, j = 1, . . . ,m, (N∂)
where y ∈ R, x ∈ Rn, m 6 n, the linear dierential operators of rst order
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Mj(x) =
n∑
s=m+1
ujs(x) ∂xs for all x ∈ G, j = 1, . . . ,m, (0.15)
is alled a normal linear homogeneous system of partial dierential equations [52, p. 64℄.
A omplete normal partial system is jaobian [52, p. 65; 1, pp. 38  40℄.
Problems of the theory of integrals for total dierential systems were onsidered in proess
of neessity at the deision of adjaent problems. There are rst of all the problems of orbits
topology for ompletely solvable autonomous total dierential systems were studied [93, 94℄.
Diretly problems of the theory of integrals for multidimensional dierential systems (TD),
(∂), and (Pf) are onsidered in [1, 2℄.
1. First integrals of total dierential system
1.1. First integral
Suppose the system (TD) has the matrix X ∈ C(Π), i.e., the entries Xij , i = 1, . . . , n,
j = 1, . . . ,m, of the matrix X are ontinuous funtions on the domain Π.
Denition 1.1. A salar funtion F ∈ C1(Π ′) is said to be a rst integral on a domain
Π ′ ⊂ Π of system (TD) with X ∈ C(Π) if the dierential of the funtion F by virtue of
system (TD) vanishes on the domain Π ′ :
dF (t, x)|(TD)
= 0 for all (t, x) ∈ Π′. (1.1)
The dierential of the funtion F by virtue of system (TD) is
dF (t, x)|(TD)
=
m∑
j=1
∂tjF (t, x) dtj +
n∑
i=1
∂xiF (t, x) dxi|(TD)
=
=
m∑
j=1
(
∂tjF (t, x) +
n∑
i=1
Xij(t, x) ∂xiF (t, x)
)
dtj =
m∑
j=1
XjF (t, x) dtj for all (t, x) ∈ Π
′,
where Xj , j = 1, . . . ,m, are the operators (0.3). From (1.1) it follows that
XjF (t, x) = 0 for all (t, x) ∈ Π
′, j = 1, . . . ,m. (1.2)
The onnetion between the identity (1.1) and the system of identities (1.2) is the jus-
tiation of that the linear dierential operators (0.3) have been named the operators of
dierentiation by virtue of system (TD).
Example 1.1. The total dierential system
dx1 = (x1t
−1
1 + t1x2) dt1 + t1x2 dt2,
dx2 = (− 1− x1t
−1
1 + x
2
1 t
−2
1 + x
2
2) dt1 + (− 1− x1t
−1
1 + x
2
1t
−2
1 + x
2
2 − x2x3) dt2,
dx3 = x2(x3 dt1 + (x2 + x3) dt2)
(1.3)
indues the linear dierential operators of rst order
X1(t, x) = ∂t
1
+ (x1t
−1
1 + t1x2) ∂x1 + (− 1− x1t
−1
1 + x
2
1 t
−2
1 + x
2
2) ∂x
2
+ x2x3 ∂x
3
(1.4)
and
X2(t, x) = ∂t
2
+ t1x2 ∂x
1
+ (− 1− x1t
−1
1 + x
2
1t
−2
1 + x
2
2 − x2x3) ∂x
2
+ x2(x2 + x3) ∂x
3
(1.5)
on the set D = {(t, x) : t1 6= 0} ⊂ R
5.
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The operations of operators (1.4) and (1.5) on the salar funtion
F : (t, x)→ (1− x21t
−2
1 − x
2
2 − x
2
3) exp(− 2x1t
−1
1 ) for all (t, x) ∈ D (1.6)
are identially equal to zero on the set D : X1F (t, x) = X2F (t, x) = 0 for all (t, x) ∈ D.
By denition 1.1, the funtion (1.6) is a rst integral on any domain Π ⊂ D of the total
dierential system (1.3).
The diret orollary of Denition 1.1 is the riterion of the existene of a rst integral for
a ompletely solvable total dierential system.
Theorem 1.1. A salar funtion F ∈ C1(Π′) is a rst integral on the domain Π′ ⊂ Π
of the ompletely solvable on the domain Π′ system (TD) with X ∈ C(Π) if and only if
the funtion F : Π′ → R is onstant along any solution x : t → x(t) for all t ∈ T′ of
system (TD), where the domain T′ ⊂ Rm is suh that (t, x(t)) ∈ Π′ for all t ∈ T′, i.e.,
F (t, x(t)) = C for all t ∈ T′, C = const.
If the system (TD) is not ompletely solvable, then the system (TD) an have rst integrals
even in the ase when the system (TD) does not have solutions.
Example 1.2. The autonomous linear system of total dierential equations
dx1 = x1 dt1 + 3x1 dt2 , dx2 = (1 + x1 + 2x2) dt1 + (x1 + 3x2) dt2 (1.7)
has the linear dierential operators of rst order
X1(t, x) = ∂t
1
+ A1(x) for all (t, x) ∈ R
4, X2(t, x) = ∂t
2
+ A2(x) for all (t, x) ∈ R
4,
where
A1(x) = x1 ∂x
1
+ (1 + x1 + 2x2) ∂x
2
for all x ∈ R2,
A2(x) = 3x1 ∂x
1
+ (x1 + 3x2) ∂x
2
for all x ∈ R2.
The Poisson braket for the autonomous operators of dierentiation by virtue of the total
dierential system (1.7)[
A1(x),A2(x)
]
= (3− x1) ∂x2 for all x ∈ R
2
is not the null operator on any two-dimensional domain from the phase plane R
2. By the
Frobenius theorem (Theorem 0.1), the system (1.7) is not ompletely solvable.
The operations of the nonautonomous operators of dierentiation by virtue of system (1.7)
on the holomorphi salar funtion
F : (t, x)→ x1 exp(− (t1 + 3t2)) for all (t, x) ∈ R
4
(1.8)
are identially equal to zero on the spae R
4 : X1F (t, x)= X2F (t, x)= 0 for all (t, x) ∈ R
4.
By denition 1.1, the funtion (1.8) is a rst integral on the spae R
4
of system (1.7).
Let us prove that the system (1.7) has no solutions.
Sine x1 : t → C exp(t1 + 3t2) for all t ∈ R
2, we see that the rst equation of system
(1.7) is an identity on the plane R
2
and the seond equation of system (1.7) is
dx2 = P (t, x2) dt1 +Q(t, x2) dt2 , (1.9)
where
P : (t, x2)→ 1 + 2x2 + C exp(t1 + 3t2) for all (t, x2) ∈ R
3,
Q : (t, x2)→ 3x2 + C exp(t1 + 3t2) for all (t, x2) ∈ R
3,
C is a onstant from the eld R.
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If the equation (1.9) possess the solution x2 : t → x2(t) for all t ∈ T, where T is some
domain of the plane R
2, then the following onditions hold
∂t
1
x2(t) = P (t, x2(t)) for all t ∈ T, ∂t
2
x2(t) = Q(t, x2(t)) for all t ∈ T.
But suh the funtion x2 : T → R is not exist. It follows that the mixed derivatives of
the seond order
∂t
1
t
2
x2(t) = ∂t
2
P (t, x2(t)) = 6x2(t) + 5C exp(t1 + 3t2) for all t ∈ T,
∂t
2
t
1
x2(t) = ∂t
1
Q(t, x2(t)) = 3 + 6x2(t) + 4C exp(t1 + 3t2) for all t ∈ T
are not oinide neither at any C from the eld R nor on any domain of the plane R2.
Thus the not ompletely solvable total dierential system (1.7) has the rst integral (1.8),
but the system (1.7) doesn't have solutions.
1.2. Basis of rst integrals
Consider the set of salar funtions
Fs : (t, x)→ Fs(t, x) for all (t, x) ∈ Π
′, Fs ⊂ C
1(Π), s = 1, . . . , k, Π′ ⊂ Π ⊂ Rm+n, (1.10)
and form the vetor funtion
F : (t, x)→
(
F1(t, x), . . . , Fk(t, x)
)
for all (t, x) ∈ Π′ (1.11)
with range EF ⊂ Rk.
Theorem 1.2. Suppose the funtions (1.10) are rst integrals on the domain Π ′ ⊂ Π of
system (TD) with X ∈ C(Π). Then the funtion
Ψ: (t, x)→ Φ
(
F1(t, x), . . . , Fk(t, x)
)
for all (t, x) ∈ Π′, (1.12)
where arbitrary salar funtion Φ ∈ C1(EF ), is a rst integral on the domain Π ′ of the total
dierential system (TD).
Proof. From Denition 1.1 for the rst integrals (1.10), we have
Xj Fs(t, x) = 0 for all (t, x) ∈ Π
′, j = 1, . . . ,m, s = 1, . . . , k.
Then, for any salar funtion Φ∈C1(EF ) on the range EF of the vetor funtion (1.11),
we obtain
Xj Φ
(
F (t, x)
)
=
k∑
s=1
∂Fs Φ(F )|F=F (t,x)
Xj Fs(t, x) = 0 for all (t, x) ∈ Π
′, j = 1, . . . ,m.
By Denition 1.1, the funtion (1.12) is a rst integral on the domain Π′ of system (TD).
This theorem expresses funtional ambiguity of a rst integral for a system of total dier-
ential equations: if a salar funtion F1∈C
1(Π′) is a rst integral on the domain Π′⊂Π of
system (TD) with X ∈ C(Π), then the funtion Ψ1 : (t, x)→ Φ
(
F1(t, x)
)
for all (t, x) ∈ Π′,
where arbitrary salar funtion Φ∈C1(EF1), is a rst integral on the domain Π
′
of system (TD).
Thus the priority of rst integrals funtionally independent on some domain is installed.
Therefore for a system of total dierential equations we have the problems about the existene
and the number of funtionally independent rst integrals.
Denition 1.2. A set of the funtionally independent on the domain Π ′ ⊂ Π rst
integrals (1.10) of system (TD) with X ∈ C(Π) is alled a basis of rst integrals on the
domain Π ′ of system (TD) if for any rst integral Ψ on the domain Π ′ of system (TD),
we have Ψ(t, x) = Φ(F1(t, x), . . . , Fk(t, x)) for all (t, x) ∈ Π
′, where Φ is some funtion of
lass C1(EF ), EF is the range of the vetor funtion (1.11). The number k is said to be the
dimension of basis of rst integrals on the domain Π ′ of system (TD).
A basis of rst integrals we'll name also as an integral basis.
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Denition 1.3. We'll say that two systems of total dierential equations are integrally
equivalent on some domain if on this domain eah rst integral of the rst system is a rst
integral of the seond system and on the ontrary eah rst integral of the seond system is a
rst integral of the rst system.
The integrally equivalent on the domain Π ′ total dierential systems have the same
integral basis on this domain.
1.3. Dimension of basis of rst integrals for ompletely solvable systems
Suppose the system (TD) has the matrix X ∈ C∞(Π), i.e., the entries Xij , i = 1, . . . , n,
j = 1, . . . ,m, of the matrix X are holomorphi funtions on the domain Π. T is a domain
from the spae R
m
suh that for any solution x : t → x(t) for all t ∈ T of the ompletely
solvable system (TD), it follows that (t, x(t)) ∈ Π for all t ∈ T. Then, by the Cauhy
theorem (see, for example, [93, p. 26℄), for any point t0 ∈ T there exists a neighbourhood
U0 suh that the solution x : t→ x(t) for all t ∈ U0 of the ompletely solvable system (TD)
with X ∈ C∞(Π) is a holomorphi funtion. Moreover, solutions of the ompletely solvable
total dierential system (TD) with X ∈ C∞(Π) depends holomorphially on parameters and
initial data [93, pp. 39  41℄.
By x : t → x(t; (t0 , x0)) for all t ∈ T we denote the solution x : t → x(t) for all t ∈ T
satisfying the initial ondition x(t0) = x0.
Lemma 1.1. Let the vetor funtion x : t→ x(t; (t0 , x0)) for all t, t0 ∈ T
′
be a solution
on some simply onneted domain T ′ ⊂ T of the ompletely solvable system (TD) with
X ∈ C∞(Π). Then for any t
∗
∈ T′ there exists the solution x : t → x(t; (t
∗
, x
∗
)) for all
t ∈ T′ of system (TD), where x
∗
= x(t
∗
; (t0 , x0)), suh that x(t0; (t∗ , x(t∗; (t0 , x0)))) = x0 .
Proof. Let x˜, x̂ be the solutions of the orresponding Cauhy's problems of system (TD):
x˜ : t→ x(t; (t0 , x0)) for all t ∈ T
′
and
x̂ : t→ x(t; (t
∗
, x(t
∗
; (t0 , x0)))) for all t ∈ T
′.
The values x˜(t
∗
) = x̂(t
∗
). Then, by the Cauhy theorem, we have x˜(t) = x̂(t) for all t ∈ T′,
where a simply onneted domain T′ suh that the points t0 and t∗ belongs to T
′.
Thus x̂(t0) = x˜(t0) = x0, i.e., x(t0; (t∗ , x(t∗; (t0 , x0)))) = x0.
Lemma 1.2. Suppose the ompletely solvable system (TD)withX∈C∞(Π) in a neighbour-
hood of the point (t0, x0)∈Π satises the onditions of the Cauhy theorem. Then this system
has n funtionally independent on some neighbourhood of the point (t0 , x0) rst integrals.
Proof. Let x : t→ x(t; (t0 , x0)) for all t ∈ T
′
be a solution of system (TD) on a simply
onneted domain T′ ∋ t0 . The funtion
F : (t, x)→ x(t0; (t, x)) for all (t, x) ∈ U00 ,
where U00 is some neighbourhood of the point (t0 , x0), under
x(t; (t0 , x0)) = x0 +
∞∑
k=1
ak(t− t0)
k
for all t ∈ U0 ,
where U0 is some neighbourhood of the point t0 , is suh that
F (t, x) = x(t0; (t, x)) = x+
∞∑
k=1
ak(t0 − t)
k
for all (t, x) ∈ U00 .
Sine solutions of the Cauhy problem depends holomorphially on initial data, we see
that the funtion F is holomorphi on the neighbourhood U00. The Jaobi matrix at the
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point (t0 , x0) with respet to x is the identity matrix, i.e., ∂x F (t, x)|(t
0
,x
0
)
= E. Therefore
Jaobian det ∂x F (t, x) 6= 0 for all (t, x) ∈ U00 .
This implies that the oordinate funtions Fi : U00 → R, i = 1, . . . , n, of the vetor
funtion F are funtionally independent of x on the neighbourhood U00.
By Lemma 1.1,
F (t, x(t; (t0 , x∗))) = x(t0; (t, x(t; (t0 , x∗)))) = x∗ .
Hene the funtion F is a onstant vetor along a solution of system (TD). Then, by Theo-
rem 1.1, the salar funtions
Fi : (t, x)→ Fi(t, x) for all (t, x) ∈ U00 , i = 1, . . . , n, (1.13)
are rst integrals on the neighbourhood U00 of system (TD).
Lemma 1.3. Suppose the ompletely solvable system (TD) with X∈ C∞(Π) has n fun-
tionally independent on a neighbourhood U00 of the point (t0 , x0) ∈ Π rst integrals (1.13).
Then for any rst integral Ψ: U00 → R of system (TD), we have Ψ(t, x) = Φ(F (t, x)) for all
(t, x) ∈ U00 , where Φ is some salar holomorphi funtion on the range EF of the vetor
funtion F : (t, x)→
(
F1(t, x), . . . , Fn(t, x)
)
for all (t, x) ∈ U00.
Proof. The rst integrals (1.13) of system (TD) has the form Fi : (t, x) → xi(t0; (t, x))
for all (t, x) ∈ U00 , i = 1, . . . , n. Jaobian det ∂x F (t, x) 6= 0 for all (t, x) ∈ U00 . Therefore
the funtion F at xed t has the inverse funtion S and
F (t, S(t, x)) = x for all (t, x) ∈ U00 . (1.14)
The funtion Φ: (t, x) → Ψ(t, S(t, x)) for all (t, x) ∈ U00 with the rst integrals (1.13)
is onneted by the identity
Ψ(t, x) = Φ(t, F (t, x)) for all (t, x) ∈ U00 .
Let us prove that the funtion Φ is independent of t on the neighbourhood U00 :
∂t
j
Φ(t, x) = 0 for all (t, x) ∈ U00 , j = 1, . . . ,m.
Dierentiating the identity (1.14) with respet to t, we get
∂tjF (t, S(t, x)) + ∂x F (t, S(t, x)) ∂tjS(t, x) = 0 for all (t, x) ∈ U00 , j = 1, . . . ,m.
The funtions (1.13) are rst integrals of system (TD). Hene,
∂tjF (t, x) = − ∂x F (t, x)X
j
(t, x) for all (t, x) ∈ U00 , j = 1, . . . ,m,
where the vetor funtions X
j
: (t, x)→
(
X1j(t, x), . . . ,Xnj(t, x)
)
for all (t, x)∈Π, j=1, . . . ,m.
Then
∂x F (t, S(t, x))
(
∂tjS(t, x)−X
j
(t, S(t, x))
)
= 0 for all (t, x) ∈ U00 , j = 1, . . . ,m.
Therefore,
∂t
j
S(t, x) = X
j
(t, S(t, x)) for all (t, x) ∈ U00, j = 1, . . . ,m,
sine ∂x F is a nonsingular matrix on U00 .
Taking into aount the funtion Ψ is a rst integral of system (TD), we obtain
∂tjΦ(t, x) = ∂tjΨ(t, S(t, x)) + ∂xΨ(t, S(t, x)) ∂tjS(t, x) =
= ∂t
j
Ψ(t, S(t, x)) + ∂xΨ(t, S(t, x))X
j
(t, S(t, x)) = 0 for all (t, x) ∈ U00 , j = 1, . . . ,m.
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From lemmas 1.2 and 1.3, we have the following
Theorem 1.3. The ompletely solvable system (TD) with X ∈ C∞(Π) on a neighbour-
hood of any point of the domain Π has a basis of rst integrals of dimension n.
Example 1.3. The ompletely solvable autonomous total dierential system
dx1 = dt1, dx2 = dt2, dx3 = ∂x
1
g(x1, x2) dt1 + ∂x
2
g(x1, x2) dt2, (1.15)
where the salar funtion g is holomorphi on a domain D ⊂ R2, has the basis of rst
integrals on the simply onneted domain Π′ = R2 ×D× R
F1 : (t, x)→ t1 − x1 for all (t, x) ∈ Π
′, F2 : (t, x)→ t2 − x2 for all (t, x) ∈ Π
′,
F3 : (t, x)→ g(x1, x2)− x3 for all (t, x) ∈ Π
′.
(1.16)
Indeed, by Denition 1.1, the funtions (1.16) are rst integrals on the domain Π′ of
system (1.15). The Jaobi matrix J(F1, F2, F3 ; t, x) has rankJ(F1, F2, F3; t, x) = 3 for all
(t, x) ∈ Π′. Thus the rst integrals (1.16) are funtionally independent on the domain Π′.
Therefore, by Theorem 1.3, the rst integrals (1.16) are an integral basis on the domain
Π′ of the ompletely solvable autonomous total dierential system (1.15).
2. First integrals for linear homogeneous system
of partial dierential equations
2.1. Basis of rst integrals
Denition 2.1. A salar funtion F ∈ C1(G ′) is said to be a rst integral on a domain
G ′ ⊂ G of system (∂) with Lj ∈ C(G), j = 1, . . . ,m, if
LjF (x) = 0 for all x ∈ G
′, j = 1, . . . ,m. (2.1)
Using k salar funtions
Fs : x→ Fs(x) for all x ∈ G
′, s = 1, . . . , k,
(2.2)
Fs ∈ C
1(G ′), s = 1, . . . , k, G ′ ⊂ G,
we form the vetor funtion
F : x→ (F1(x), . . . , Fk(x)) for all x ∈ G
′
(2.3)
with range EF ⊂ Rk.
Theorem 2.1. Let the funtions (2.2) be rst integrals on a domain G ′ ⊂ G of system
(∂) with Lj ∈ C(G), j = 1, . . . ,m. Then the funtion
Ψ: x→ Φ(F1(x), . . . , Fk(x)) for all x ∈ G
′, (2.4)
where arbitrary funtion Φ ∈ C1(EF ), is a rst integral on the domain G ′ of system (∂).
Proof. By Denition 2.1, we have
L
j
Fs(x) = 0 for all x ∈ G
′, j = 1, . . . ,m, s = 1, . . . , k.
Then
L
j
Φ(F (x)) =
k∑
s=1
∂
Fs
Φ(F )|F=F (x)
L
j
Fs(x) = 0 for all x ∈ G
′, j = 1, . . . ,m.
Therefore the omposite salar funtion (2.4) is a rst integral of system (∂).
This theorem expresses funtional ambiguity of rst integrals for a linear homogeneous
system of partial dierential equations (see Subsetion 1.2).
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Denition 2.2. A set of funtionally independent rst integrals on a domain G ′ ⊂ G
of system (∂) with Lj ∈ C(G), j = 1, . . . ,m, is alled a basis of rst integrals (integral
basis) on the domain G ′ of system (∂) if for any rst integral Ψ on the domain G ′ of
system (∂), we have Ψ(x) = Φ(F (x)) for all x ∈ G ′, where Φ is some funtion of lass
C1(EF ), EF is the range of funtion (2.3). The number k is said to be the dimension of
basis of rst integrals on the domain G ′ of system (∂).
Suppose m = n. Then the oeient matrix
u(x) = ‖u
ji
(x)‖ for all x ∈ G (2.5)
of system (∂) is a square matrix of order n. Sine the operators (0.1) are not linearly bound
on the domain G, we see that the matrix (2.5) nearly everywhere on the domain G is
nonsingular. Let G ′ ⊂ G be a domain suh that ranku(x) = n for all x ∈ G ′. Then the
system (∂) on the domain G ′ is equivalent to the system of n dierential equations
∂xiy = 0, i = 1, . . . , n.
The funtion y : x → C for all x ∈ G ′, where C is arbitrary real onstant, is a rst
integral on the domain G ′ of this system.
Thus we obtain the following
Property 2.1. If m = n, then all rst integrals of system (∂) are idential onstants.
Therefore the basi objet of our researh is the system (∂) with m < n.
2.2. Inomplete system
Suppose the oordinate funtions uji , j = 1, . . . ,m, i = 1, . . . , n, of the linear dierential
operators (0.1) are a suient number of times ontinuously dierentiable or holomorphi on
the domain G, i.e., Lj ∈ C
k(G) or Lj ∈ C
∞(G), j = 1, . . . ,m, where k ∈ N.
Lemma 2.1. If the funtion y ∈ C2(G′) is a rst integral on a domain G ′ ⊂ G of the
system of equations
L1(x) y = 0, L2(x) y = 0,
then this funtion is a rst integral on the domain G ′ of the linear homogeneous rst-order
partial dierential equation [
L1(x),L2(x)
]
y = 0.
Proof [92, pp. 520  521℄. The operations of Poisson brakets and ommutators [91, p.
165℄ on twie ontinuously dierentiable funtions oinide. This implies that[
L1 ,L2
]
y(x) = L1L2 y(x)− L2L1 y(x) = 0 for all x ∈ G
′.
The following lemma is an immediate onsequene of Lemma 2.1.
Lemma 2.2. If the funtion F ∈ C2(G ′) is a rst integral on a domain G ′ ⊂ G of
system (∂) with Lj ∈ C
1(G), j = 1, . . . ,m, then this funtion is a rst integral on the domain
G ′ of the linear homogeneous system of partial dierential equations
Lj(x) y = 0, j = 1, . . . ,m,
[
Ljν
(x),Llµ(x)
]
y = 0,
(2.6)
ν = 1, . . . ,m1 , µ = 1, . . . ,m2 , m1 6 m, m2 6 m, jν , lµ ∈ {1, . . . ,m}.
Let the system (∂) be omplete. If to add to the system (∂) at least one partial dier-
ential equation of the form[
Ljν
(x),Llµ(x)
]
y = 0, jν , lµ ∈ {1, . . . ,m}, (2.7)
then the system of partial dierential equations (2.6) is built on the basis of the linearly bound
on the domain G operators.
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If the system (∂) is inomplete, then some operators
Lτθ(x) =
[
Lτ (x),Lθ(x)
]
, τ, θ ∈ {1, . . . ,m},
are not a linear ombination of the operators Lj , j = 1, . . . ,m. Adding the equation
Lτθ(x) y= 0 to the system (∂), we obtain the linear homogeneous partial dierential system
Ls(x) y = 0, s = 1, . . . , k1 , m < k1 < n, (2.8)
where the operators Ls, s = 1, . . . , k1 , are not linearly bound on the domain G.
It is important to underline, that
1) k1 > m, i.e., to system (∂) one equation is added at least;
2) the supplement of system (∂) to the system (2.8) is made by adding of the equations
of the form (2.7);
3) the systems (∂) and (2.8) are integrally equivalent on a domain G ′ ⊂ G, i.e., eah rst
integral on the domain G ′ of system (∂) is a rst integral on the domain G ′ of system (2.8)
and on the ontrary eah rst integral on the domain G ′ of system (2.8) is a rst integral on
the domain G ′ of system (∂).
If the system (2.8) is omplete, then the proess is ompleted.
If the system (2.8) is inomplete, then we do the similar proedure to the system (2.8)
and obtain one more system.
Note that on eah step of this proedure the number of equations of an inomplete system
inreases at least by one. This argument shows that after a nite number of steps we get
either the omplete system or the system of n equations.
Note also suh onditions.
First note that the system (∂) with m = n is a omplete system. Indeed, this follows
from that the set of n not linearly bound on the domain G from the n-dimensional spae Rn
rst order linear dierential operators of n variables is a basis of linear dierential operators
on the domain G.
Therefore we may say that any inomplete system an be redued to the omplete system
by a nite number of steps of the desribed proedure.
Seondly note that the inomplete system (∂) is redued to the integrally equivalent
omplete system by adding the linear homogeneous partial dierential equations of the forms[
Ljν
(x),Llµ(x)
]
y = 0,
[
Lα
ξ
(x),
[
Ljν
(x),Llµ(x)
]]
y = 0,
[
Lβ
ζ
(x),
[
Lα
ξ
(x),
[
Ljν
(x),Llµ(x)
]]]
y = 0, . . . ,
(2.9)
ν = 1, . . . ,m1 , µ = 1, . . . ,m2 , ξ = 1, . . . ,m3 , ζ = 1, . . . ,m4 , . . . ,
ms 6 m, s = 1, 2, . . . , {1, . . . ,m} ∋ jν , lµ , αξ , βζ , . . . .
Using these notations, we an state the following
Theorem 2.2. Any inomplete system (∂) with Lj ∈ C
k(G), j = 1, . . . ,m, k ∈ N, an
be redued to the integrally equivalent on some domain G ′ ⊂ G omplete system by adding
the equations of the form (2.9) to the system (∂).
At this point, we may give
Denition 2.3. We'll say that a number δ is the defet of the inomplete system (∂)
if this system an be redued to the integrally equivalent on some domain G ′ ⊂ G omplete
system by adding δ equations of the form (2.9).
In this denition we mean that the orresponding omplete system to the inomplete
system (∂) is onstruted on the base of not linearly bound on the domain G operators.
It is obvious that the inomplete system (∂) has the defet δ suh that 0 < δ 6 n−m.
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We may assume that a omplete system has the defet δ = 0. Then any system (∂) has
the defet δ suh that 0 6 δ 6 n−m.
Example 2.1. The normal linear homogeneous system of partial dierential equations
L1(x) y = 0, L2(x) y = 0, (2.10)
with the linear dierential operators
L1(x) = ∂x
1
+ x5 ∂x
4
− x4 ∂x
5
for all x ∈ R5,
L2(x) = ∂x
2
+ 2x3x5 ∂x
3
+ 2x4x5 ∂x
4
+ (1− x23 − x
2
4 + x
2
5) ∂x
5
for all x ∈ R5
is inomplete as the Poisson braket
L21(x) =
[
L2(x),L1(x)
]
= 2x3x4 ∂x
3
+ (1− x23 + x
2
4 − x
2
5) ∂x
4
+ 2x4x5 ∂x
5
for all x ∈ R5
is not the null operator.
The system (2.10) is integrally equivalent on some domain G ′ ⊂ R5 to the linear homo-
geneous system of partial dierential equations
L1(x) y = 0, L2(x) y = 0, L21(x) y = 0. (2.11)
The Poisson braket
L1;21(x) =
[
L1(x),L21(x)
]
= 2x3x5 ∂x
3
+ 2x4x5 ∂x
4
+ (1− x23 − x
2
4 + x
2
5) ∂x
5
for all x ∈ R5
is not a linear ombination of the operators L1, L2, L21. Therefore the partial dierential
system (2.11) is inomplete.
The system (2.10) is integrally equivalent on some domain G ′ ⊂ R5 to the linear homo-
geneous system of partial dierential equations
L1(x) y = 0, L2(x) y = 0, L21(x) y = 0, L1;21(x) y = 0. (2.12)
The Poisson brakets[
L1(x),L1;21(x)
]
= − L21(x) for all x ∈ R
5,
[
L21(x),L1;21(x)
]
= 4x5 ∂x
4
− 4x4 ∂x
5
=
=
4x5
1− x23 − x
2
4 − x
2
5
L21(x) −
4x4
1− x23 − x
2
4 − x
2
5
L1;21(x) for all x ∈ G,
[
L2(x),L21(x)
]
=
[
∂x
2
+ L1;21(x),L21(x)
]
= −
[
L21(x),L1;21(x)
]
for all x ∈ R5,
[
L2(x),L1;21(x)
]
=
[
∂x
2
+ L1;21(x),L1;21(x)
]
= O for all x ∈ R5,
where G is any domain from the set D =
{
x : x23 + x
2
4 + x
2
5 6= 1
}
of the spae R
5.
Thus the Poisson brakets of the operators L1, L2, L21, L1;21 are the linear ombinations
of these operators on the domainG.Therefore the system (2.12) is omplete on the domainG.
The system (2.12) is obtained by adding of two equations to the system (2.10). The
inomplete system (2.10) is integrally equivalent on some domain G ′ from the set D to the
omplete system (2.12). Thus the inomplete system (2.10) has the defet δ = 2.
2.3. Complete system
Property 2.2. A omplete linear homogeneous system of partial dierential equations is
invariant under a holomorphism.
Proof. Let the map
13
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x : ξ → ϕ(ξ) for all ξ ∈ Ω ⊂ Rn (2.13)
be a holomorphism between the domain Ω and the domain G of the spae Rn.
The expression Lj(x) y(x) is invariant under the holomorphism (2.13):
Lj(x) y(x)|x=ϕ(ξ)
= L˜j(ξ) z(ξ) for all ξ ∈ Ω, for all x ∈ G, j = 1, . . . ,m, (2.14)
where z(ξ) = y(ϕ(ξ)) for all ξ ∈ Ω. Using the transformation (2.13), we have the system
(∂) is redued to the system
L˜j(ξ) z = 0, j = 1, . . . ,m, (2.15)
with the not linearly bound on the domain Ω linear dierential operators of rst order
L˜j , j = 1, . . . ,m (beause a holomorphism is bijetive).
Let us prove that the system (2.15) is omplete on the domain Ω under the ondition the
system (∂) is omplete on the domain G.
Taking into aount the identities (2.14), we have
Lj(x)Ll(x) y(x)|x=ϕ(ξ)
= Lj(x) vl(x)|x=ϕ(ξ)
= L˜j(ξ) vl(ϕ(ξ)) = L˜j(ξ) L˜l(ξ) z(ξ)
for all ξ ∈ Ω, for all x ∈ G, j = 1, . . . ,m, l = 1, . . . ,m,
where vl(x) = Ll y(x) for all x ∈ G, l = 1, . . . ,m. Hene,[
Lj(x),Ll(x)
]
y(x)|x=ϕ(ξ)
=
[
L˜j(ξ), L˜l(ξ)
]
z(ξ) for all ξ ∈ Ω, for all x ∈ G,
(2.16)
j = 1, . . . ,m, l = 1, . . . ,m.
Sine the system (∂) is omplete, we see that the identities (0.12) are fullled. Therefore,
[
L˜j(ξ), L˜l(ξ)
]
z(ξ) =
[
Lj(x),Ll(x)
]
y(x)|x=ϕ(ξ)
=
m∑
ν=1
Ajlν(x)Lν(x) y(x)|x=ϕ(ξ)
=
=
m∑
ν=1
A˜jlν(ξ) L˜ν(ξ) z(ξ) for all ξ ∈ Ω, for all x ∈ G, j = 1, . . . ,m, l = 1, . . . ,m.
Property 2.3. A jaobian linear homogeneous system of partial dierential equations is
invariant under a holomorphism.
The proof is analogous to the proof of Property 2.2 if we take into aount that the
identities (0.14) for the jaobian system (∂) are valid.
Property 2.4. The omplete system (∂) in a neighbourhood of any point x ∈ G that
satises det
∥∥ψjl(x)∥∥ 6= 0 an be redued to an integrally equivalent on some domain G ′ ⊂ G
omplete system by the nonsingular on the domain G linear transformation of the operators
Lj(x) =
m∑
l=1
ψjl(x)Nl(x) for all x ∈ G, j = 1, . . . ,m, (2.17)
where the linear dierential operators of rst order Nl , l = 1, . . . ,m, and the salar funtions
ψjl : G→ R, j = 1, . . . ,m, l = 1, . . . ,m, are holomorphi on the domain G.
Proof. The linear transformation (2.17) is nonsingular. Hene the linear dierential oper-
ators Nl, l = 1, . . . ,m, an be presented as the linear ombinations of operators (0.1):
Nl(x) =
m∑
j=1
θlj(x)Lj(x) for all x ∈ G˜ ⊂ G, l = 1, . . . ,m, (2.18)
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and from the system (∂), we obtain the system
m∑
l=1
ψjl(x)Nl(x) y = 0, j = 1, . . . ,m. (2.19)
The domain G˜ in the expression (2.18) suh that det
∥∥ψjl(x)∥∥ 6= 0 for all x ∈ G˜.
The system (2.19) disintegrates on the system of equations
Nl(x) y = 0, l = 1, . . . ,m, (2.20)
where the linear dierential operators of rst order Nl , l = 1, . . . ,m, are not linearly bound
on the domain G˜.
From the notion (2.19) and that the matrix
∥∥ψjl(x)∥∥ of order m is nonsingular on the
domain G˜ ⊂ G it follows that the system (2.20) is integrally equivalent on some domain
G′ ⊂ G˜ to the system (∂).
Let us show that the system (2.20) is omplete.
Using the operator identities[
f(x)Lj(x), g(x)Ll(x)
]
= f(x) g(x)
[
Lj(x),Ll(x)
]
+ f(x)Ljg(x)Ll(x)− g(x)Llf(x)Lj(x)
for all x ∈ G, f ∈ C1(G), g ∈ C1(G), j = 1, . . . ,m, l = 1, . . . ,m,
and [
Lj(x) + Ll(x),Lζ(x)
]
=
[
Lj(x),Lζ(x)
]
+
[
Ll(x),Lζ(x)
]
for all x ∈ G,
j = 1, . . . ,m, l = 1, . . . ,m, ζ = 1, . . . ,m,
and the representations (2.18), we get
[
Nµ(x),Nν(x)
]
=
m∑
j=1
m∑
l=1
Ajlµν(x)
[
Lj(x),Ll(x)
]
+
m∑
s=1
Bsµν(x)Ls(x)
for all x ∈ G˜, µ = 1, . . . ,m, ν = 1, . . . ,m.
From here using the deompositions (0.12) and the transformation (2.17), we obtain the
Poisson brakets
[
Nµ(x),Nν(x)
]
for all x ∈ G˜, µ = 1, . . . ,m, ν = 1, . . . ,m, are linear
ombinations on the domain G˜ of the operators Nj , j = 1, . . . ,m. This means that the
system (2.20) is omplete.
From Property 2.4, we have the following
Property 2.5. If the system (∂) is omplete, then the system
Dj(x) y = 0, j = 1, . . . ,m, (2.21)
where the linear dierential operators of rst order
Dj(x) =
m∑
l=1
vjl(x)Ll(x) for all x ∈ G, j = 1, . . . ,m, (2.22)
the funtional square matrix v(x) =
∥∥vjl(x)∥∥ of order m is nonsingular on the domain G,
is also omplete and integrally equivalent to the system (∂) on a neighbourhood of any point
x ∈ G that satises det v(x) 6= 0.
Theorem 2.3. The omplete system (∂) an be redued to an integrally equivalent on
some domain G ′ ⊂ G omplete normal system by the nonsingular on the domain G linear
transformation of operators (0.1) (under this transformation we may have an restrition of
the domain G).
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Proof. Let the system (∂) be omplete. Then the square matrix û(x) =
∥∥uji(x)∥∥ for all
x ∈ G of order m (this matrix is obtain from the m×n matrix u(x) =
∥∥uji(x)∥∥ for all x∈G
by taking out the rst m olumns) is nonsingular on the domain G (sine ranku(x) = m
almost everywhere on G, we see that it always an be reeived by renumbering variables).
Therefore there exists a linear nonsingular transformation of operators (0.1) suh that the
system (∂) an be redued to the normal system (N∂).
By Property 2.5, this normal system is omplete.
From Theorem 2.2, we get the following
Theorem 2.4. The omplete system (∂) an be redued to an integrally equivalent on some
domain G ′⊂G jaobian system by the nonsingular on the domain G linear transformation of
operators (0.1) (under this transformation we may have an restrition of the domain G).
Using Property 2.4 (or Property 2.5) and the proess of building of omplete normal system
(see the proof of Theorem 2.3), we get the following theorem about integral equivalene of
the omplete system (∂) and a omplete normal system.
Theorem 2.5. Suppose the omplete system (∂) has the nonsingular in the domain G
square matrix û of order m (this matrix is obtain from the m× n matrix u(x) =
∥∥uji(x)∥∥
for all x ∈ G by taking out the rst m olumns). Then the omplete system (∂) an be
redued to the omplete normal system (N∂) and these systems in a neighbourhood of any
point x ∈ G that satises det û(x) 6= 0 are integrally equivalent.
Theorems 2.2 and 2.5 are the substantiation of the following notion [1, p. 48℄.
Denition 2.4. We'll say that a domain H ⊂ G is a normalization domain of system
(∂) if the system (∂) in a neighbourhood of any point of the domain H an be redued to an
integrally equivalent omplete normal system.
Notie that a normalization domain of an inomplete system is a normalization domain
of an integrally equivalent omplete system (see Theorem 2.2).
In general ase a normalization domain is ambiguous. This normalization domain depends
on zeroes of determinants of square matries of order m (these matries are obtain from the
matrix u(x) =
∥∥uji(x)∥∥m×n for all x ∈ G by taking out m olumns).
Example 2.2. Consider the linear homogeneous system of partial dierential equations
L1(x) y = 0, L2(x) y = 0, (2.23)
where the linear dierential operators of the rst order
L1(x) = x1 ∂x
1
+ x2 ∂x
2
+ x3 ∂x
3
+ x4 ∂x
4
+ x5 ∂x
5
for all x ∈ R5,
L2(x) = x1 ∂x
1
+ x2 ∂x
2
+ x3 ∂x
3
+ x24 ∂x
4
+ x25 ∂x
5
for all x ∈ R5.
The Poisson braket[
L1(x),L2(x)
]
= x24 ∂x
4
+ x25 ∂x
5
= L12(x) for all x ∈ R
5
is not a linear ombination of the operators L1 and L2. Hene the system (2.23) is inomplete.
Using the operator L12, we get the system (2.23) is redued to the system
L1(x) y = 0, L2(x) y = 0, L12(x) y = 0. (2.24)
Sine the Poisson brakets[
L1(x),L12(x)
]
= L12(x) for all x ∈ R
5,
[
L2(x),L12(x)
]
= O for all x ∈ R5,
we see that the system (2.24) is omplete.
Therefore the inomplete system (2.23) has the defet δ = 1.
From the seond equation of system (2.24) by virtue of the third equation of this system
16
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it follows that
x1 ∂x
1
y + x2 ∂x
2
y + x3 ∂x
3
y = 0. (2.25)
Then from the rst equation of system (2.23), we have
x4∂x
4
y + x5∂x
5
y = 0.
From this equation and the third equation of system (2.24), we obtain the equalities
∂x
4
y = 0, ∂x
5
y = 0.
By solving the equation (2.25) for ∂x
1
y we redue the system (2.24) to the normal system
∂x
1
y = − x2x
−1
1 ∂x2y − x3x
−1
1 ∂x3y, ∂x4y = 0, ∂x5y = 0. (2.26)
The omplete normal system (2.26) is integrally equivalent to the omplete system (2.24)
and to the inomplete system (2.23) on a normalization domain H1 ⊂ {x : x1 6= 0} ⊂ R
5.
It is readily seen that the systems (2.23) and (2.24) have else two normal forms, whih
an be obtain by solving the equation (2.25) for ∂x
2
y and ∂x
3
y :
∂x
2
y = − x1x
−1
2 ∂x
1
y − x3x
−1
2 ∂x
3
y, ∂x
4
y = 0, ∂x
5
y = 0 (2.27)
and
∂x
3
y = − x1x
−1
3 ∂x
1
y − x2x
−1
3 ∂x
2
y, ∂x
4
y = 0, ∂x
5
y = 0. (2.28)
The omplete normal system (2.27) is integrally equivalent to the omplete system (2.24)
and to the inomplete system (2.23) on a normalization domain H2 ⊂ {x : x2 6= 0} ⊂ R
5.
The omplete normal system (2.28) is integrally equivalent to the omplete system (2.24)
and to the inomplete system (2.23) on a normalization domain H3 ⊂ {x : x3 6= 0} ⊂ R
5.
2.4. Dimension of integral basis
The system of total dierential equations
dxs = −
m∑
j=1
ujs(x) dxj , s = m+ 1, . . . , n, (2.29)
is assoiated to the normal linear homogeneous system of partial dierential equations (N∂).
For the system (2.29), as well as for the system (TD), the linear dierential operators Xj ,
j = 1, . . . ,m, have the form
Xj(x) = Lj(x) = ∂xj −Mj(x) for all x ∈ G, j = 1, . . . ,m, (2.30)
where the operators Mj , j = 1, . . . ,m, are given by (0.12).
Denition 2.5. We'll say that a total dierential system and a linear homogeneous system
of partial dierential equations are integrally equivalent on some domain if on this domain
eah rst integral of the rst system is a rst integral of the seond system and on the ontrary
eah rst integral of the seond system is a rst integral of the rst system.
If a total dierential system and a linear homogeneous system of partial dierential equa-
tions are integrally equivalent on the domain Π′, then these systems have the same integral
basis on this domain (see Denitions 1.2, 2.2, and 2.5).
From the onnetions (2.30) it follows that the identities (1.2) for the funtion F : G ′ → R
oinide with the identities (2.1) for the funtion F : G ′ → R. By Denitions 1.1 and 2.1, we
get the next theorem about the integral equivalene of a linear homogeneous system of partial
dierential equations with a system of total dierential equations.
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Theorem 2.6. The salar funtion F : G′ → R is a rst integral on the domain G′ ⊂ G
of the normal linear homogeneous system of partial dierential equations if and only if this
funtion is a rst integral on the domain G of the total dierential system (2.29).
Using the denitions of the omplete and jaobian linear homogeneous systems of partial
dierential equations (∂) and the denition of the ompletely solvable total dierential system
(TD), we get the relation between these notions.
Theorem 2.7. The normal linear homogeneous system of partial dierential equations (N∂)
is omplete (jaobian) if and only if the total dierential system (2.29) is ompletely solvable.
By Theorem 2.6, using the denitions of an integral basis for a total dierential system
(Denition 1.2) and for a linear homogeneous systems of partial dierential equations (De-
nition 2.2), we have the relation between integral bases of the systems (N∂) and (2.29).
Theorem 2.8. The set of funtions (2.2) is a basis of rst integrals on a domain G′ ⊂ G
of the normal linear homogeneous system of partial dierential equations (N∂) if and only if
this set of funtions (2.2) is a basis of rst integrals on the domain G′ of the system of total
dierential equations (2.29).
From Theorem 1.3 it follows that the dimension of an integral basis for the ompletely
solvable total dierential system (2.29) is equal n−m. Then, using Theorems 2.7 and 2.8, we
obtain the dimension of an integral basis for the omplete normal linear homogeneous system
of partial dierential equations (N∂).
Theorem 2.9. The omplete (jaobian) normal linear homogeneous system of partial
differential equations (N∂) with Mj ∈ C
∞(G) on a neighbourhood of any point from the
domain G has an integral basis of dimension n−m.
Example 2.3. The omplete (jaobian) normal linear homogeneous system of partial
differential equations
∂t
1
y = − ∂x
1
y − ∂x
1
g(x1 , x2) ∂x
3
y, ∂t
2
y = − ∂x
2
y − ∂x
2
g(x1 , x2) ∂x
3
y, (2.31)
where the salar funtion g ∈ C∞(D), D ⊂ R2, is assoiated to the ompletely solvable
system of total dierential equations (1.15).
The system (2.31) has the form (N∂) with m = 2, n = 5.
In Example 1.3 an integral basis on the domain Π′ = R2 ×D × R for system (1.15) was
onstruted. This integral basis is three funtionally independent on the domain Π′ rst
integrals (1.16) of system (1.15).
By Theorem 2.6, the funtions (1.16) are rst integrals on the domain Π′ of the partial
dierential system (2.31).
From Theorems 2.8 and 2.9 it follows that the omplete normal system (2.31) has an
integral basis on the domain Π′ of dimension n−m = 5− 2 = 3. This integral basis is the
funtionally independent on the domain Π′ rst integrals (1.16).
Using the denition of the normalization domain (Denition 2.4), Theorems 2.5 (to the
eet that the omplete system (∂) an be redued to an integrally equivalent omplete
normal system) and 2.9 (about the dimension of an integral basis of the omplete normal
system (N∂)), we obtain the dimension of an integral basis for the omplete system (∂).
Theorem 2.10. The omplete linear homogeneous system of partial dierential equations
(∂) with Lj ∈ C
∞(G), j = 1, . . . ,m, on a neighbourhood of any point of a normalization
domain has a basis of rst integrals of dimension n−m.
Example 2.4. We onsider the linear homogeneous system of partial dierential equations
L1(x) y = 0, L2(x) y = 0 (2.32)
with the linear dierential operators of rst order
L1(x) = ∂x
1
+ ∂x
2
+ ∂x
3
for all x ∈ R3, L2(x) = x1 ∂x
1
+ x2 ∂x
2
+ x3 ∂x
3
for all x ∈ R3.
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Sine the Poisson braket[
L1(x),L2(x)
]
= L1(x) for all x ∈ R
3,
we see that the system (2.32) is omplete.
By Theorem 2.10, the system (2.32) has an integral basis of dimension n−m = 3−2 = 1.
Using the denition of a rst integral (Denition 2.1), we obtain a rst integral of system
(2.32) and onsequently an integral basis of system (2.32).
Thus the funtion
F12 : x→ (x2 − x3)(x1 − x2)
−1
for all x ∈ D12 , D12 = {x : x2 6= x1},
is a basis of rst integrals for the system (2.32) on any domain G12 from the set D12.
Similarly the funtion
F13 : x→ (x3 − x2)(x1 − x3)
−1
for all x ∈ D13 , D13 = {x : x3 6= x1},
is a basis of rst integrals for the system (2.32) on any domain G13 from the set D13.
In the same way the funtion
F23 : x→ (x3 − x1)(x2 − x3)
−1
for all x ∈ D23 , D23 = {x : x3 6= x2},
is a basis of rst integrals for the system (2.32) on any domain G23 from the set D23.
Eah of the integral bases F12 , F13, and F23 of the linear homogeneous partial dierential
system (2.32) denes the family of integral surfaes of this system whih onsists of the planes
C1x1 + C2x2 − (C1 + C2)x3 = 0, where C1 and C2 are arbitrary real onstants.
Using the notion of defet for a system (Denition 2.3), the theorem of the redution of
an inomplete system to an integrally equivalent omplete system (Theorem 2.2), and the
theorem of dimension for an integral basis of a omplete system (Theorem 2.10), we get the
theorem of dimension for an integral basis of an inomplete system.
Theorem 2.11. Suppose the inomplete linear homogeneous system of partial dierential
equations (∂) with Lj∈C
∞(G), j=1, . . . ,m, has the defet δ. Then this system on a neigh-
bourhood of any point of a normalization domain has an integral basis of dimension n−m−δ.
Using Property 2.1 and the proedure of the redution of an inomplete system to a
omplete system (see Subsetion 2.2), we obtain
Corollary 2.1. Suppose the inomplete linear homogeneous system of partial dierential
equations (∂) has n− 1 equations with n unknowns. Then rst integrals of this system are
only arbitrary onstants.
Reall that the omplete system (∂) has the defet δ = 0. Using this notation, Theorems
2.10 and 2.11, we an state the following
Theorem 2.12. Suppose the linear homogeneous system of partial dierential equations
(∂) with Lj ∈ C
∞(G), j = 1, . . . ,m, has the defet δ, 0 6 δ 6 n −m. Then this system
on a neighbourhood of any point of a normalization domain has a basis of rst integrals of
dimension n−m− δ.
From Theorem 2.12, we obtain the ompleteness riterion for linear homogeneous system
of partial dierential equations.
Theorem 2.13. The linear homogeneous system of partial dierential equations (∂) with
Lj ∈ C
∞(G), j = 1, . . . ,m, is omplete if and only if this system on a neighbourhood of any
point of a normalization domain has a basis of rst integrals of dimension n−m.
The following agreement is needed for the sequel.
Agreement 2.1. By L
∗
ν(x) for all x ∈ G, ν = 1, . . . , p, denote linear dierential
operators of rst order, whih onstruted on the base of the operators (0.1), suh that the
operators L1 , . . . ,Lm ,L
∗
1 , . . . ,L
∗
p are not linearly bound on the domain G and the equations
L
∗
ν(x) y = 0, ν = 1, . . . , p, have the forms (2.9).
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Along with the system (∂) we'll onsider the linear homogeneous system of partial dif-
ferential equations
Lj(x) y = 0, j = 1, . . . ,m, L
∗
ν(x) y = 0, ν = 1, . . . , p. (2.33)
The system (2.33) is onstruted on the base of system (∂) aording to Agreement 2.1.
By Lemma 2.2 and in aordane with Agreement 2.1, we obviously have
Theorem 2.14. The system (∂) and the system (2.33), whih onstruted on the base of
system (∂) aording to Agreement 2.1, are integrally equivalent on some domain G′ ⊂ G.
From Theorem 2.14, we get the following assertion for an integral basis.
Corollary 2.2. A set of salar funtions is an integral basis of dimension r on a domain
G′ ⊂ G for the partial dierential system (∂) if and only if this set is an integral basis of
dimension r on the domain G′ for the partial dierential system (2.33), whih onstruted
on the base of system (∂) aording to Agreement 2.1.
The system (2.33) under the ondition p = 0 is the system (∂).
If p = δ, where δ is a defet of system (∂), then the system (2.33) is omplete.
Using the poedure of the redution of an inomplete system to a omplete system (see
Subsetion 2.2), Agreement 2.1, Theorem 2.10, and Corollary 2.2, we learly have
Theorem 2.15. The salar funtions Fτ : G
′ → R, τ = 1, . . . ,m− n− δ, are a basis of
rst integrals on the domain G′ ⊂ G for system (∂) with Lj ∈ C
∞(G), j = 1, . . . ,m, and
with the defet δ, 0 6 δ 6 n−m, if and only if this funtions are a basis of rst integrals on
the domain G′ for the omplete system (2.33), where p = δ.
Example 2.5. In aordane with the denition of a rst integral (Denition 2.1), we
obtain the salar funtion
F : x→ x3(1 + x
2
3 + x
2
4 + x
2
5)
−1
for all x ∈ R5 (2.34)
is a rst integral of system (2.10).
In Example 2.1 we proved that the system (2.10) is inomplete and has the defet δ = 2.
By Theorem 2.11, an integral basis of system (2.10) has the dimension n−m−δ = 5−2−2 = 1.
Therefore the rst integral (2.34) is an integral basis on the spae R
5
of the inomplete
system (2.10).
By Corollary 2.2 and Theorem 2.15, it follows that the salar funtion (2.34) is an integral
basis on the spae R
5
both the inomplete system (2.11) and the omplete system (2.12).
Example 2.6. In Example 2.2 it has been shown that the system (2.23) is inomplete
and has the defet δ = 1.
By Theorem 2.12, the inomplete system (2.23) on a neighbourhood of any point of a
normalization domain has a basis of rst integrals of dimension n−m− δ = 5− 2− 1 = 2.
From the denition of a rst integral (Denition 2.1) it follows that the omplete normal
system (2.26) has the rst integrals
F21 : x→ x2x
−1
1 for all x ∈ H1 and F31 : x→ x3x
−1
1 for all x ∈ H1 , (2.35)
where H1 is any domain from the set {x : x1 6= 0} of the spae R
5.
By Theorem 2.15, the salar funtions (2.35) are a basis of rst integrals on any domain
H1 ⊂ {x : x1 6= 0} of the omplete normal system (2.26), of the omplete system (2.24), and
of the inomplete systems (2.23).
Similarly, the salar funtions
F12 : x→ x1x
−1
2 for all x ∈ H2 and F32 : x→ x3x
−1
2 for all x ∈ H2 (2.36)
are a basis of rst integrals on any domain H2 ⊂ {x : x2 6= 0} of the omplete normal system
(2.27), of the omplete system (2.24), and of the inomplete systems (2.23).
The salar funtions
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F13 : x→ x1x
−1
3 for all x ∈ H3 and F23 : x→ x2x
−1
3 for all x ∈ H3 (2.37)
are a basis of rst integrals on any domain H3 ⊂ {x : x3 6= 0} of the omplete normal system
(2.28), of the omplete system (2.24), and of the inomplete systems (2.23).
Eah of the integral bases (2.35), (2.36), (2.37) for the inomplete system (2.23) (the om-
plete system (2.24)) denes the two families of the integral surfaes, whih onsistes of planes,
for this system respetively
p21 = {x : C1x1 + C2x2 = 0} and p31 = {x : C3x3 +C4x1 = 0},
p12 = {x : C1x1 + C2x2 = 0} and p32 = {x : C3x3 +C4x2 = 0},
p13 = {x : C1x1 + C3x3 = 0} and p23 = {x : C2x2 +C4x3 = 0},
where C1, . . . , C4 are arbitrary real onstants.
3. Dimension of integral basis for not ompletely solvable
total dierential system
The normal on the domain Π ⊂ Rm+n linear homogeneous partial dierential system
∂tjy = −
n∑
i=1
Xij(t, x) ∂xiy, j = 1, . . . ,m, (3.1)
is assoiated to the system of total dierential equations (TD).
By Denitions 1.1, 2.1, and 2.5, we obtain
Theorem 3.1. The total dierential system (TD) is integrally equivalent on some domain
Π′ ⊂ Π to the normal linear homogeneous system of partial dierential equations (3.1).
From Theorems 2.7 and 3.1, we have
Theorem 3.2.The total dierential system (TD) is ompletely solvable if and only if the
normal linear homogeneous system of partial dierential equations (3.1) is omplete (jaobian).
Using Theorems 1.3, 2.9, 3.1, and 3.2, we an state the following
Theorem 3.3. If the total dierential system (TD) with X ∈ C∞(Π) is ompletely
solvable (the normal linear homogeneous system of partial dierential equations (3.1) with
Xij ∈ C
∞(Π), i = 1, . . . , n, j = 1, . . . ,m, is jaobian), then the systems (TD) and (3.1) have
the same integral basis of dimension n on some domain Π′ ⊂ Π.
The total dierential system (1.15) is ompletely solvable. The jaobian normal linear
homogeneous system of partial dierential equations (2.31) is assoiated to the system (1.15).
The integral basis of these systems was built in Examples 1.3 and 2.3.
Example 3.1. Let us onsider the total dierential system
dx1 = x1(x1 + 1)(dt1 + dt2), dx2 = x2(x1 + 2)(dt1 + dt2),
(3.2)
dx3 = x3(x1 + 3) dt1 + x3(x1 + 5) dt2.
The normal linear homogeneous system of partial dierential equations
X1(t, x) y = 0, X2(t, x) y = 0, (3.3)
where the linear dierential operators of rst order
X1(t, x) = ∂t
1
+ x1(x1 + 1) ∂x
1
+ x2(x1 + 2) ∂x
2
+ x3(x1 + 3) ∂x
3
for all (t, x) ∈ R5,
X2(t, x) = ∂t
2
+ x1(x1 + 1) ∂x
1
+ x2(x1 + 2) ∂x
2
+ x3(x1 + 5) ∂x
3
for all (t, x) ∈ R5,
is assoiated to the total dierential system (3.2).
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Sine the Poisson braket
[
X1(t, x),X2(t, x)
]
= O for all (t, x) ∈ R5, we see that the
system (3.2) is ompletely solvable and the system (3.2) is omplete.
The systems (3.2) and (3.3) have the same integral basis of dimension r = 3.
The funtionally independent on any domain H1 ⊂ Ξ1 = {(t, x) : x1 6= 0} salar funtions
F1 : (t, x)→ x2(x1 + 1)x
−2
1 for all (t, x) ∈ Ξ1 ,
F2 : (t, x)→ (x1 + 1)x
−1
1 exp(t1 + t2) for all (t, x) ∈ Ξ1 , (3.4)
F3 : (t, x)→ x3x
−1
1 exp(− 2(t1 + 2t2)) for all (t, x) ∈ Ξ1
are a basis of rst integrals on the domain H1 both for the system (3.2) and the system (3.3).
By the assumption of funtional ambiguity of rst integrals (Theorems 1.2 and 2.1), we
an build integral bases of the systems (3.2) and (3.3) whih are dierent from the integral
basis (3.4). Note also that domains of denition for these integral bases an ontain the set
of points (t1 , t2 , 0, x2 , x3).
For example, the salar funtions F−11 , F
−1
2 , and F
−1
3 on any domain H2 from the set
Ξ2 = {(t, x) : x1 6= − 1, x2 6= 0, x3 6= 0} are a basis of rst integrals on the domain H2 both
for the system (3.2) and the system (3.3).
If the system (TD) is not ompletely solvable, then the system (3.1) is inomplete. In this
ase, we redue the system (3.1) to the omplete system. We obtain the defet δ, 0 < δ 6 n,
and a normalization domain of system (3.1). By Theorem 2.12, we have the following
Theorem 3.4.The not ompletely solvable total dierential system (TD) with X∈ C∞(Π)
on a neighbourhood of any point of a normalization domain for the linear homogeneous (in-
omplete) system of partial dierential equations (3.1) has an integral basis of dimension n−δ,
where δ is the defet of system (3.1). This basis of rst integrals for system (TD) is also a
basis of rst integrals for system (3.1).
Example 3.2. The normal linear homogeneous system of partial dierential equations
X1(t, x) y = 0, X2(t, x) y = 0, (3.5)
where X1 and X1 are the linear dierential operators of rst order (1.4) and (1.5) respetively,
is assoiated to the total dierential system (1.3).
The Poisson braket
X12(t, x) =
[
X1(t, x),X2(t, x)
]
= t1x2x3 ∂x
1
+ x3(1 + x1t
−1
1 − x
2
2 t
−1
1 ) ∂x2 +
+ x2(− 2− 2x1t
−1
1 + 2x
2
1 t
−2
1 + x
2
2 + x
2
3) ∂x
3
for all (t, x) ∈ D
is not the null operator. Therefore the system (1.3) is not ompletely solvable and the system
(3.5) is inomplete.
Sine the Poisson braket
X1;12(t, x) =
[
X1(t, x),X12(t, x)
]
=
= − 2x3(t1 − t1x
2
2 − x
2
1 t
−1
1 + x1) ∂x1 + x2x3(1− 5x1t
−1
1 + x
2
1 t
−2
1 ) ∂x2 +
+ (2 + 4x1t
−1
1 − 2x
2
1 t
−2
1 − 4x
3
1 t
−3
1 + 2x
4
1 t
−4
1 + x1x
2
2 t
−1
1 + 3x
2
1x
2
2 t
−2
1 + 2x
4
2 − 5x
2
2 −
− 2x1x
2
3 t
−1
1 + 2x
2
1x
2
3 t
−2
1 + 2x
2
2x
2
3 − 2x
2
3) ∂x
3
for all (t, x) ∈ D
is not a linear ombination of the operators X1, X2, X12, we see that the linear homogeneous
system of partial dierential equations
X1(t, x) y = 0, X2(t, x) y = 0, X12(t, x) y = 0 (3.6)
is inomplete.
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In Example 1.1, we proved that the funtion (1.6) is a rst integral on a domain Π ⊂ D
of system (1.3). Therefore the inomplete system (3.6) has the defet δ = 1 and the funtion
(1.6) is an integral basis on a domain Π ⊂ D of system (3.6).
Thus the funtion (1.6) is an integral basis on a domain Π ⊂ D both for the not ompletely
solvable total dierential system (1.3) and the inomplete normal system of partial dierential
equations (3.5) with the defet δ = 2.
Reall that a omplete linear homogeneous system of partial dierential equations has the
defet δ = 0. Hene for the ompletely solvable total dierential system (TD) and for the
not ompletely solvable total dierential system (TD) we have the following assertion
Theorem 3.5.The system (TD) with X ∈C∞(Π) and the assoiated system (3.1) to the
system (TD) have the same integral basis of dimension n−δ on a neighbourhood of any point
of a normalization domain for system (3.1), where δ, 0 6 δ 6 n, is the defet of system (3.1).
Using this notation, we an state the denitions of defet and of normalization domain
for ompletely solvable system (TD) and for not ompletely solvable system (TD).
Denition 3.1. The total dierential system (TD) has the defet δ, 0 6 δ 6 n, where δ
is the defet of the assoiated linear homogeneous system of partial dierential equations (3.1).
Thus a normalization domain of system (3.1) is alled a normalization domain of system(TD).
If the system (TD) is ompletely solvable, then a normalization domain of this system is
the domain of omplete solvability for system (TD).
By Denition 3.1 and Theorem 3.5, we obtain
Theorem 3.6. Suppose the total dierential system (TD) with X ∈ C∞(Π) has the defet
δ, 0 6 δ 6 n. Then this system has an integral basis of dimension n− δ on a neighbourhood
of any point of a normalization domain.
Example 3.3. The total dierential system
dx1 = x1 dt1 + x
2
1 dt2 , dx2 = x
2
2 dt1 + x
3
2 dt2 (3.7)
indues the linear dierential operators of rst order
X1(t, x) = ∂t
1
+ x1 ∂x
1
+ x22 ∂x
2
for all (t, x) ∈ R4,
X2(t, x) = ∂t
2
+ x21 ∂x
1
+ x32 ∂x
2
for all (t, x) ∈ R4.
Sine the Poisson braket
X12(t, x) =
[
X1(t, x),X2(t, x)
]
= x21 ∂x
1
+ x42 ∂x
2
for all (t, x) ∈ R4
is not the null operator, we see that the system (3.7) is not ompletely solvable.
The linear dierential operators of rst order X1 , X2 , X12 , X2;12 , where
X2;12(t, x) =
[
X2(t, x),X12(t, x)
]
= x62 ∂x
2
for all (t, x) ∈ R4,
are not linearly bound on R
4. Therefore the assoiated inomplete normal linear homogeneous
system of partial dierential equations
X1(t, x) y = 0, X2(t, x) y = 0
to the system (3.7) has the defet δ = 2.
Thus the system (3.7) has the defet δ = 2. From n− δ = 2− 2 = 0 it follows that the
system (3.7) has no rst integrals.
Example 3.4. The normal linear homogeneous system of partial dierential equations
X1(t, x) y ≡ ∂t
1
y + x1 ∂x
1
y + (1 + x1 + 2x2) ∂x
2
y = 0,
(3.8)
X2(t, x) y ≡ ∂t
2
y + 3x1 ∂x
1
y + (x1 + 3x2) ∂x
2
y = 0
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is assoiated to the not ompletely solvable total dierential system (1.7). Therefore the
system (3.8) is inomplete.
The Poisson brakets
X12(t, x) =
[
X1(t, x),X2(t, x)
]
= (3− x1) ∂x
2
for all (t, x) ∈ R4,
[
X1(t, x),X12(t, x)
]
= (x1 − 6)(3 − x1)
−1 X12(t, x) for all (t, x) ∈ {(t, x) : x1 6= 3},[
X2(t, x),X12(t, x)
]
= 9(x1 − 3)
−1 X12(t, x) for all (t, x) ∈ {(t, x) : x1 6= 3}.
Thus the system (3.8) has the defet δ = 1.
By Denition 3.1, the system (1.7) has the defet δ = 1. By Theorem 3.6, the dimension
of an integral basis of system (1.7) is n − 1 = 2 − 1 = 1. Therefore the funtion (1.8) is an
integral basis on the spae R
4
of system (1.7).
By Theorem 3.5, the funtion (1.8) is an integral basis on the spae R
4
of the system of
partial dierential equations (3.8).
Example 3.5. The normal linear homogeneous system of partial dierential equations
(2.10) has the defet δ = 2 and the integral basis (2.34). This system is assoiated to the
total dierential system
dx3 = 2x3x5 dx2 , dx4 = x5 dx1 + 2x4x5 dx2 ,
(3.9)
dx5 = − x4 dx1 + (1− x
2
3 − x
2
4 + x
2
5) dx2 .
Therefore the autonomous system (3.9) is not ompletely solvable and has the defet
δ = 2. The funtion (2.34) is an autonomous rst integral of system (3.9) and this funtion
is an integral basis on the spae R
5
of system (3.9).
Suppose the system (TD) has the defet δ, 0 6 δ < n. Then the assoiated system (3.1)
to the system (TD) we redued to the integrally equivalent omplete system
∂tjy +
n∑
i=1
Xij(t, x) ∂xiy = 0, j = 1, . . . ,m,
(3.10)
n∑
i=1
X
∗
iν(t, x) ∂xiy = 0, ν = 1, . . . , δ,
where the funtions X
∗
iν : Π→ R, i = 1, . . . , n, ν = 1, . . . , δ, are onstruted on the base of
the funtions Xij , i = 1, . . . , n, j = 1, . . . ,m, by the rule (2.9).
We redued the system (3.10) to a normal system and then for this normal system we
build the assoiated total dierential system
dxkγ =
m∑
j=1
Gkγ j(t, x) dtj +
n∑
µ=n−δ+1
Gkγ kµ(t, x) dxkµ ,
(3.11)
γ = 1, . . . , n− δ, kγ , kµ ∈ {1, . . . , n}, ki 6= kξ , i = 1, . . . , n, ξ = 1, . . . , n, i 6= ξ.
The system (3.11) is ompletely solvable on a normalization domain of system (3.10) (this
normalization domain is a normalization domain both for the partial dierential system (3.1)
and the total dierential system (TD)).
The system (3.11) in relation to the system (TD) has the extended oordinate spae Ot
on δ oordinates at the expense of δ oordinates of the oordinate spae Ox.
Using the rearrangement of the dependent and independent variables in the system (TD),
we get the system (3.11) has the form
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dxi =
m+δ∑
j=1
Hij(t1 , . . . , tm+δ , x1 , . . . , xn−δ) dtj , i = 1, . . . , n− δ, (3.12)
where tm+ν = xn−δ+ν , ν = 1, . . . , δ.
Note also that the system (TD) and the system (3.12) are integrally equivalent (they
have the same integral basis) on a normalization domain (the system (TD) on this domain is
redued to the system (3.12)) of system (TD).
Theorem 3.7. The total dierential system (TD) with the oordinate spaes Ot and
Ox and with the defet δ, 0 6 δ < n, on a normalization domain is integrally equivalent to
the ompletely solvable total dierential system with the oordinate spaes Ot1 , . . . , tm+δ and
Ox1 , . . . , xn−δ , where tm+ν = xn−δ+ν , ν = 1, . . . , δ (aurate to numbering of the dependent
variables x1 , . . . , xn in the system (TD)).
Example 3.6. Adding the equation X12(t, x) y ≡ (3 − x1) ∂x
2
y = 0 to the inomplete
system (3.8), we get the integrally equivalent omplete normal system
∂t
1
y = − x1 ∂x
1
y, ∂t
2
y = − 3x1 ∂x
1
y, ∂x
2
y = 0. (3.13)
The total dierential equation
dx1 = x1 dt1 + 3x1 dt2 + 0 dx2 (3.14)
is assoiated to the system (3.13).
Therefore the not ompletely solvable total dierential system (1.7) is integrally equivalent
to the ompletely solvable total dierential equation (3.14). Moreover, the system (1.7) and
the equation (3.14) have the same integral basis, whih is the rst integral (1.8).
In Example 1.2, we proved that the system (1.8) has no solutions. At the same time the
integrally equivalent equation (3.14) to the system (1.8) has the general solution
x1 : (t1 , t2 , x2)→ C exp(t1 + 3t2) for all (t1 , t2 , x2) ∈ R
3.
Thus integrally equivalent total dierential systems have the same rst integrals. But this
statement is not true for solutions of integrally equivalent systems.
Example 3.7. The omplete system of partial dierential equations (2.12) is redued to
the normal systems:
∂x
1
y = 0, ∂x
2
y = 0, ∂x
3
y = −
1− x23 + x
2
4 + x
2
5
2x3x5
∂x
5
y, ∂x
4
y =
x4
x5
∂x
5
y ;
∂x
1
y = 0, ∂x
2
y = 0, ∂x
3
y = −
1− x23 + x
2
4 + x
2
5
2x3x4
∂x
4
y, ∂x
5
y =
x5
x4
∂x
4
y ;
∂x
1
y = 0, ∂x
2
y = 0, ∂x
4
y = −
2x3x4
1− x23 + x
2
4 + x
2
5
∂x
3
y, ∂x
5
y = −
2x3x5
1− x23 + x
2
4 + x
2
5
∂x
3
y.
The ompletely solvable total dierential equations
dx5 = 0 dx1 + 0 dx2 −
1− x23 + x
2
4 + x
2
5
2x3x5
dx3 +
x4
x5
dx4 , (3.15)
dx4 = 0 dx1 + 0 dx2 −
1− x23 + x
2
4 + x
2
5
2x3x4
dx3 +
x5
x4
dx5 , (3.16)
dx3 = 0 dx1 + 0 dx2 −
2x3x4
1− x23 + x
2
4 + x
2
5
dx4 −
2x3x5
1− x23 + x
2
4 + x
2
5
dx5 (3.17)
are assoiated to these normal systems respetively.
25
V.N.Gorbuzov Integral equivalene of multidimensional dierential systems
Thus the not ompletely solvable total dierential system (3.9) is:
a) integrally equivalent on any domain H5 ⊂ {x : x3 6= 0, x5 6= 0} to the ompletely
solvable total dierential equation (3.15) and they have the same integral basis on the domain
H5 , whih is the rst integral (2.34);
b) integrally equivalent on any domain H4 ⊂ {x : x3 6= 0, x4 6= 0} to the ompletely
solvable total dierential equation (3.16) and they have the same integral basis on the domain
H4 , whih is the rst integral (2.34);
) integrally equivalent on any domain H3 ⊂ {x : 1−x
2
3+x
2
4+x
2
5 6= 0} to the ompletely
solvable total dierential equation (3.17) and they have the same integral basis on the domain
H3 , whih is the rst integral (2.34).
4. First integrals for Pfa system of equations
4.1. Integrally equivalent Pfa systems of equations
Denition 4.1. A salar funtion F ∈ C1(G ′) is said to be a rst integral on a domain
G ′ ⊂ G of system (Pf) with ωj ∈ C(G), j = 1, . . . ,m, if there exist the salar funtions
aj ∈ C(G
′), j = 1, . . . ,m, suh that the total dierential
dF (x) =
m∑
j=1
aj(x)ωj(x) for all x ∈ G
′. (4.1)
Let us introdue the equivalene relation on a set of Pfa systems of equations.
Denition 4.2. We'll say that two Pfa systems of equations are integrally equivalent
on some domain if on this domain eah rst integral of the rst system is a rst integral of
the seond system and on the ontrary eah rst integral of the seond system is a rst integral
of the rst system.
We laim that the demand that the 1-forms (0.2) are not linearly bound on the domain
G is not narrow the set of all possible Pfa systems of equations (Pf) (from the point of view
of the integral equivalene). Indeed, let the 1-forms (0.2) be linearly bound on the domain
G. Then the funtional matrix
w(x) =
∥∥wji(x)∥∥m×n for all x ∈ G (4.2)
has the rank
rankw(x) = s(x), 1 6 s(x) < min {m,n} for all x ∈ G.
Take s = min{s(x) : x ∈ G} not linearly bound on a domain Ω ⊂ G 1-forms
ωj
l
, jl ∈ {1, . . . ,m}, l = 1, . . . , s. (4.3)
The domain Ω is suh that the omplement Ω on G has the null measure: µCGΩ = 0.
Using the 1-forms (4.3), we get the new Pfa system of equations
ωj
l
(x) = 0, jl ∈ {1, . . . ,m}, l = 1, . . . , s. (4.4)
Sine the 1-forms (4.3) are not linearly bound and s=min{s(x) : x∈G}, we see that the
Pfa systems of equations (Pf) and (4.4) have the same rst integrals on the domain Ω (by
Denition 4.1). Thus the systems (Pf) and (4.4) are integrally equivalent on the domain Ω.
Sine CGΩ has the null measure, we see that a lass of systems (Pf) doesn't restrit.
4.2. Integral basis
Suppose the 1-forms (0.2) are not linearly bound on the domain G. Then the funtional
matrix (4.2) has rankw(x) = m almost everywhere on the domain G. To be denite, assume
that m 6 n.
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If m = n, then, sine the linear dierential forms (0.2) are not linearly bound on the
domain G, it follows that the square matrix (4.2) of order n is nonsingular almost everywhere
on the domain G.
In this ase the system (Pf) on a domain Ω ⊂ G by a nonsingular algebrai transformation
an be redued to the dierential system
dxi = 0, i = 1, . . . , n,
where the domain Ω is suh that µCGΩ = 0.
Whene, we obtain xi = Ci , i = 1, . . . , n, where C1 , . . . , Cn are arbitrary real onstants.
Hene the funtions
Fi : x→ xi for all x ∈ Ω, i = 1, . . . , n, (4.5)
are rst integrals on the domain Ω of system (Pf).
Thus the ase m = n is singular and here we have
Property 4.1. The system (Pf) with m = n has n funtionally independent rst
integrals (4.5) on suh a subdomain Ω of the domain G that µCGΩ = 0.
Theorem 4.1. Let the funtions (2.2) be rst integrals on a domain G′ ⊂ G of system
(Pf) with ωj ∈ C(G). Then the funtion (2.4) is also a rst integral on the domain G
′
of
system (Pf).
Proof. By Denition 4.1, the funtions (2.2) are rst integrals on the domain G′ of system
(Pf) if and only if there exist the salar funtions aξj ∈ C(G
′), ξ = 1, . . . , k, j = 1, . . . ,m,
suh that the total dierentials of funtions (2.2) have the forms
dFξ(x) =
m∑
j=1
aξj(x)ωj(x) for all x ∈ G
′, ξ = 1, . . . , k. (4.6)
Suppose Φ is arbitrary salar funtion from the spae C1(EF ), where F is the vetor
funtion (2.3). Then, using the identities (4.6), we get the total dierential of funtion (2.4) is
dΨ(x) = dΦ
(
F1(x), . . . , Fk(x)
)
=
k∑
ξ=1
∂F
ξ
Φ
(
F1 , . . . , Fk
)
|F=F (x)
dFξ(x) =
=
k∑
ξ=1
m∑
j=1
∂F
ξ
Φ
(
F1 , . . . , Fk
)
|F=F (x)
aξj(x)ωj(x) for all x ∈ G
′.
By this identity and Denition 4.1, it follows that the funtion (2.4) is a rst integral on
the domain G′ of the Pfa system of equations (Pf).
It was shown in Theorem 4.1 that rst integrals for a Pfa system of equations are fun-
tional ambiguous. Thus the priority of funtionally independent rst integrals is installed.
The same property of funtional ambiguous of rst integrals we have for systems of or-
dinary dierential equations [95, pp. 262  263℄, for total dierential systems (see Subse-
tion 1.2), for linear homogeneous partial dierential equations [52, p. 16℄, and for linear
homogeneous systems of partial dierential equations (Theorem 2.1).
Example 4.1. Consider the Pfa system of equations
ω1(x) = 0, ω2(x) = 0, (4.7)
where the linear dierential forms
ω1(x) = x1(1+x2) dx1+x2(1−x2) dx2+(x3+x2x4) dx3+(x4+x2x3) dx4 for all x ∈ R
4,
ω2(x) = x1 dx1 − x2 dx2 + x4 dx3 + x3 dx4 for all x ∈ R
4.
27
V.N.Gorbuzov Integral equivalene of multidimensional dierential systems
We have
2ω1(x) + 2(1− x2)ω2(x) = d
(
2x21 + (x3 + x4)
2
)
for all x ∈ R4,
2ω1(x)− 2(1 + x2)ω2(x) = d
(
2x22 + (x3 − x4)
2
)
for all x ∈ R4.
Therefore, by Denition 4.1, the funtions
F1 : x→ 2x
2
1 + (x3 + x4)
2
for all x ∈ R4, (4.8)
F2 : x→ 2x
2
2 + (x3 − x4)
2
for all x ∈ R4 (4.9)
are rst integrals on the spae R
4
of system (4.7). The rst integrals (4.8) and (4.9) are
funtionally independent on the spae R
4.
By Theorem 4.1, the funtion
F3 : x→ x
2
1 − x
2
2 + 2x3x4 for all x ∈ R
4
(4.10)
is a rst integral on the spae R
4
of the Pfa system of equations (4.7). Indeed, the funtion
F3(x) =
(
F1(x)− F2(x)
)
/2 for all x ∈ R4.
Denition 4.3. A set of funtionally independent rst integrals on the domain G ′ ⊂ G
of system (Pf) with ωj ∈ C(G), j = 1, . . . ,m, is alled a basis of rst integrals (integral
basis) on the domain G ′ of system (Pf) if for any rst integral Ψ on the domain G ′
of system (Pf), we have Ψ(x) = Φ(F (x)) for all x ∈ G ′, where Φ is some funtion of
lass C1(EF ), EF is the range of the vetor funtion (2.3). The number k is said to be the
dimension of basis of rst integrals on the domain G ′ of system (Pf).
From Denition 4.3 and Property 4.1, we get the following
Property 4.2. The salar funtions (4.5) are a basis of rst integrals on a domain Ω ⊂ G
for the Pfa system of equations (Pf) with m = n.
Example 4.2. The Pfa system of equations
ω1(x) = 0, ω2(x) = 0, ω3(x) = 0 (4.11)
with the linear dierential forms
ω1(x) = dx1 + dx2 + 2 dx3 for all x ∈ R
3,
ω2(x) = dx1 + 2 dx2 + 2 dx3 for all x ∈ R
3,
ω3(x) = dx1 + dx2 + (2 + x2) dx3 for all x ∈ R
3
has the nonsingular matrix (4.2) on the set Ξ = {x : x2 6= 0} (the determinant of this matrix
is detw(x) = x2 6= 0 for all x ∈ Ξ). By Property 4.2, restritions of the funtions Fξ : x→ xξ
for all x ∈ R3, ξ = 1, 2, 3, are a basis of rst integrals on any domain Ω ⊂ Ξ of the Pfa
system of equations (4.11).
Under the ondition x2 = 0 the Pfa system of equations (4.11) is the rst-order ordinary
dierential equation dx1 + 2 dx3 = 0. This dierential equation has the general integral
F : (x1 , x3)→ x1 + 2x3 for all (x1 , x3) ∈ R
2.
4.3. Existene riterion of rst integral
The Pfa system of equations (Pf) indues the linear dierential forms (0.2). We add
n−m linear dierential forms
ωζ(x) =
n∑
i=1
wζi(x) dxi for all x ∈ G, ζ = m+ 1, . . . , n, (4.12)
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with oeients wζi ∈ C(G), ζ = m+ 1, . . . , n, i = 1, . . . , n, to the 1-forms (0.2) suh that
the set of the linear dierential forms (4.12) and (0.2)
ωξ(x) =
n∑
i=1
wξi(x) dxi for all x ∈ G, ξ = 1, . . . , n, (4.13)
are not linearly bound on the domain G. We form the square matrix of order n
w˜(x) =
∥∥wξi(x)∥∥ for all x ∈ G. (4.14)
The matrix (4.14) is nonsingular on a domain Ω ⊂ G with µCGΩ = 0. Then the matrix
(4.14) on the domain Ω has the inverse matrix
g(x) =
∥∥giξ(x)∥∥ for all x ∈ Ω. (4.15)
The matrix (4.15) is a nonsingular on the domain Ω square matrix of order n and
w˜(x)g(x) = E for all x ∈ Ω, (4.16)
where E is the identity matrix of order n.
We build the n linear dierential operators of rst order
Gi(x) =
n∑
ξ=1
gξi(x)∂x
ξ
for all x ∈ Ω, i = 1, . . . , n, (4.17)
whih are not linearly bound on the domain Ω (beause the matrix (4.15) is nonsingular on
the domain Ω).
The operators (4.17) and 1-forms (4.13) are alled ontragredient if the oordinate relations
(4.16) are hold.
By the ontragredient operators (4.17) and 1-forms (4.13), using the identity (4.16), we
get the total dierential of any salar funtion F ∈ C1(Ω) have the form
dF (x) =
n∑
i=1
GiF (x)ωi(x) for all x ∈ Ω. (4.18)
By virtue of (4.18) and Denition 4.1, we obtain an existene riterion of a rst integral
for a Pfa system of equations.
Theorem 4.2. A salar funtion F ∈ C1(Ω) is a rst integral on a domain Ω ⊂ G of
the Pfa system of equations (Pf) with ωj ∈ C(G), j = 1, . . . ,m, if and only if the following
onditions hold
GζF (x) = 0 for all x ∈ Ω, ζ = m+ 1, . . . , n. (4.19)
4.4. Integral equivalene with linear homogeneous system of partial dierential
equations
By the existene riterion of a rst integral for the Pfa system of equations (Pf) (Theorem
4.2), using a linear homogeneous system of partial dierential equations, we an build an
integral basis of the Pfa system of equations (Pf).
Theorem 4.3. The salar funtions (2.2) are a basis of rst integrals on a domain G′⊂G
for the Pfa system of equations (Pf) with ωj ∈ C(G), j = 1, . . . ,m, if and only if the
funtions (2.2) are a basis of rst integrals on the domain G′ ⊂ Ω ⊂ G for the linear homo-
geneous system of partial dierential equations
Gζ(x)y = 0, ζ = m+ 1, . . . , n, (4.20)
indued by the operators (4.17).
29
V.N.Gorbuzov Integral equivalene of multidimensional dierential systems
Proof. From the system of identities(4.19),we get the funtion F : Ω→ R is a rst integral
on a domain Ω ⊂ G of the linear homogeneous system of partial dierential equations (4.20)
(by Denition 2.1). Then, by the denitions of integral bases for the Pfa system of equa-
tions (Denition 4.3) and for the linear homogeneous system of partial dierential equations
(Denition 2.2), from Theorem 4.2, we obtain the riterion formulated in Theorem 4.3.
The systems (Pf) and (4.20) are alled ontragredient.
Denition 4.4. We'll say that a Pfa system of equations and a linear homogeneous
system of partial dierential equations are integrally equivalent on some domain if on this
domain eah rst integral of the rst system is a rst integral of the seond system and on the
ontrary eah rst integral of the seond system is a rst integral of the rst system.
By Theorem 4.3, the linear homogeneous system of partial dierential equations (4.20) is
integrally equivalent on the domain Ω to the ontragredient Pfa system of equations (Pf).
We supplement the 1-forms (0.2) to the 1-forms (4.13) with only one ondition to the
linear dierential forms (4.12): the 1-forms (4.13) is not linearly bound on the domain Ω. At
this viewpoint, the ontragredient linear homogeneous system of partial dierential equations
(4.20) to the Pfa system of equations (Pf) is onstrated ambiguously. At the same time
it does not inuene (aurate within funtional expression of basis integrals) on an integral
basis of the Pfa system of equations (Pf) and is regulated by Theorem 4.1.
In regard to the domain Ω, we have this domain is established by the domain of denition
G of the Pfa system of equations (Pf) and orreted by the possibility of onstrution of
the inverse matrix (4.15) to the matrix (4.14).
Example 4.3. Let us onsider the Pfa system of equations
ω1(x) = 0, ω2(x) = 0 (4.21)
with the 1-forms
ω1(x) = dx1 − dx2 − (x1x2 + x
2
2 − 2x
2
3 − 2x3x4)x
−1
2 (x3 − x4)
−1 dx3 +
+ (x1x2 + x
2
2 − 2x3x4 − 2x
2
4)x
−1
2 (x3 − x4)
−1 dx4 for all x ∈ Ξ,
ω2(x) = dx1 + dx2 − (x1x2 − x
2
2 + 2x
2
3 + 2x3x4)x
−1
2 (x3 − x4)
−1 dx3 +
+ (x1x2 − x
2
2 + 2x3x4 + 2x
2
4)x
−1
2 (x3 − x4)
−1 dx4 for all x ∈ Ξ,
where Ξ = {x : x2 6= 0, x4 6= x3}.
We add two 1-forms
ω3(x) = x3x
−1
2 (x3 − x4)
−1 dx3 − x4x
−1
2 (x3 − x4)
−1 dx4 for all x ∈ Ξ,
ω4(x) = − (x3 − x4)
−1 dx3 + (x3 − x4)
−1 dx4 for all x ∈ Ξ
to the linear dierential forms ω1 and ω2.
The square matrix of fourth order (4.14) is generated by the oeients of the 1-forms
ωi , i = 1, . . . , 4. Sine the determinant det w˜(x) = 2x
−1
2 (x3 − x4)
−1 6= 0 for all x ∈ Ξ, we
see that the matrix w˜ is nonsingular on the set Ξ. Therefore the 1-forms ωi , i = 1, . . . , 4,
are not linearly bound on any domain Ω ⊂ Ξ.
We introdue the linear dierential operators
G1(x) = 0,5 ∂x
1
− 0,5 ∂x
2
for all x ∈ Ξ, G2(x) = 0,5 ∂x
1
+ 0,5 ∂x
2
for all x ∈ Ξ,
G3(x) = 2(x3 + x4) ∂x
2
+ x2 ∂x
3
+ x2 ∂x
4
for all x ∈ Ξ,
G4(x) = − x1 ∂x
1
+ x2 ∂x
2
+ x4 ∂x
3
+ x3 ∂x
4
for all x ∈ Ξ,
whih are ontragredient to the 1-forms ωi , i = 1, . . . , 4.
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The linear homogeneous system of partial dierential equations
G3(x)y = 0, G4(x)y = 0 (4.22)
is ontragredient to the Pfa system of equations (4.21).
The restritions of the funtions
F1 : x→ x1(x3 − x4)
−1
for all x ∈ {x : x4 6= x3},
(4.23)
F2 : x→ x
2
1
(
x22 − (x3 + x4)
2
)
for all x ∈ R4
are a basis of rst integrals [96, p. 200; 34; 41℄ on the domain Ω of system (4.22).
By Theorem 4.3, the restritions of the funtions (4.23) are an integral basis on the domain
Ω of the Pfa system of equations (4.21).
4.5. Transformation of a Pfa system of equations by known rst integrals
Theorem 4.4. If the Pfa system of equations (Pf) has k, 1 6 k 6 m, funtionally
independent on a domain G′ ⊂ G rst integrals (2.2), then this system on a domain Ω ⊂ G′
with µCG′Ω = 0 an be redued to the form
dFξ(x) = 0, ξ = 1, . . . , k,
(4.24)
ωj
λ
(x) = 0, jλ ∈ {1, . . . ,m}, λ = 1, . . . ,m− k.
by a nonsingular linear transformation of the 1-forms (0.2).
Proof. If the funtions (2.2) are rst integrals on a domain G′ ⊂ G of system (Pf), then,
by Denition 4.1, there exist the salar funtions bξj ∈ C
1(G), ξ = 1, . . . , k, j = 1, . . . ,m,
suh that the total dierentials
dFξ(x) =
m∑
j=1
bξj(x)ωj(x) for all x ∈ G
′, ξ = 1, . . . , k. (4.25)
Sine the rst integrals (2.2) are funtionally independent on a domain G′ and the 1-forms
(0.2) are not linearly bound on the domain G, we see that the matrix b(x) =
∥∥bξj(x)∥∥k×m for
all x ∈ G′ (this matrix is indued by the oeients of expansion (4.25)) has rank b(x) = k
for all x ∈ Ω, where Ω is a domain suh that Ω ⊂ G′ and µCG′Ω = 0.
Without loss of generality it an be assumed that the square matrix b̂(x) =
∥∥bξj(x)∥∥ for
all x ∈ Ω of order k (we obtain the matrix b̂ from the restrition on the domain Ω of
the matrix b by deletion of the last m − k olumns) is nonsingular on the domain Ω (it
always an be reeived by renumbering the 1-forms ωj , j = 1, . . . ,m). Then the system
(Pf) is transformed into the system (4.24) under the nonsingular on the domain Ω linear
transformation of the 1-forms
lξ =
m∑
j=1
bξj(x)ωj , ξ = 1, . . . , k, lθ = ωθ , θ = k + 1, . . . ,m.
The dierential system (4.24) is onstruted with the help of the not linearly bound on
the domain G dierential forms
ω̂ξ(x) =
n∑
i=1
∂xiFξ(x) dxi for all x ∈ Ω, ξ = 1, . . . , k,
ωj
λ
(x) for all x ∈ Ω, jλ ∈ {1, . . . ,m}, λ = 1, . . . ,m− k.
In this onnetion, we have
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Theorem 4.5. The restritions on a domain Ω ⊂ G′, µCG ′Ω = 0, of the funtions (2.2)
are k, 1 6 k 6 m, funtionally independent rst integrals on the domain Ω of the Pfa
system of equations (4.24).
By Theorems 4.4 and 4.5, we obtain an existene riterion of funtionally independent
rst integrals for a Pfa system of equations.
Theorem 4.6. The Pfa system of equations (Pf) has k, 1 6 k 6 m, funtionally inde-
pendent rst integrals on a domain Ω ⊂ G if and only if this system on the domain Ω an
be redued to the form (4.24) by the nonsingular linear transformation of the 1-forms (0.2).
4.6. Closed systems
Denition 4.5. The Pfa system of equations (Pf) is alled losed on a domain Ω ⊂ G if
a ontragredient linear homogeneous system of partial dierential equations (4.20) is omplete
on the domain Ω.
For example, the ontragredient linear homogeneous system of partial dierential equati-
ons (4.22) to the Pfa system of equations (4.21) is omplete on a domain Ω ⊂ Ξ. Indeed,
sine the basis of rst integrals (4.23) has the dimension n − m = 4 − 2 = 2, we see that
the ontragredient system (4.22) is omplete (by Theorem 2.13). Thus the Pfa system of
equations (4.21) is losed on the domain Ω.
Theorem 4.7. The Pfa system of equations (Pf) is losed on a domain H ⊂ G if and
only if this system on the domain H has an integral basis of dimension m.
Proof. By Theorem 2.10, a basis of rst integrals of the omplete system (4.20) on a
neighbourhood of any point of its normalization domain H has the dimension m. Taking
into aount Theorem 4.4, we obtain the losed Pfa system of equations (Pf) and the on-
tragredient omplete linear homogeneous system of partial dierential equations (4.20) have
the same dimensions of integral bases. Therefore these dimensions are equal m.
Thus, by Theorem 2.13, the system (Pf) is losed on a domain H ⊂ G if and only if an
integral basis of this system on the domain H has the dimension m.
Theorem 4.7 is a riterion of losure for a Pfa system of equations in the terms of the
dimension of an integral basis.
Example 4.4. The Pfa system of equations (4.7) has two equations (m = 2) and two
funtionally independent on the spae R4 rst integrals (4.8) and (4.9).
Therefore the system (4.7) is losed and the funtions (4.8) and (4.9) are an integral basis
of system (4.7) on the spae R
4.
Likewise, by Theorem 4.7, we an prove that the Pfa system of equations (4.11) (see
Example 4.2) is losed on spae R
3. Indeed, this system has an integral basis of the dimension
three on spae R
3.
In Theorem 4.7 we an take H as a normalisation domain (Denition 2.4) of the ontra-
gredient system (4.20) to the system (Pf).
From Theorem 4.6 under the ondition k = m and Theorem 4.7, we obtain the following
riterion of losure for a Pfa system of equations [53, pp. 110  111℄.
Theorem 4.8. The Pfa system of equations (Pf) is losed on a domain Ω ⊂ G if and
only if this system on the domain Ω an be redued to the dierential system
dFj(x) = 0, j = 1, . . . ,m, (4.26)
by the nonsingular linear transformation of the 1-forms (0.2).
The salar funtions Fj ∈ C
1(Ω), j = 1, . . . ,m, are rst integrals on the domain Ω
both for the system (4.26) and the system (Pf). The systems (Pf) and (4.26) are integrally
equivalent on the domain Ω ⊂ G.
Example 4.5. The Pfa system of equations (4.7) is transformed into the system
η1(x) = 0, η2(x) = 0, (4.27)
where the 1-forms
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η1(x) = 4x1 dx1 + 2(x3 + x4) dx3 + 2(x3 + x4) dx4 for all x ∈ R
4,
η2(x) = 4x2 dx2 + 2(x3 − x4) dx3 − 2(x3 − x4) dx4 for all x ∈ R
4,
under the nonsingular on the spae R
4
linear transformation of the 1-forms ω1 and ω2
η1 = 2ω1 + 2(1− x2)ω2 , η2 = 2ω1 − 2(1 + x2)ω2.
Sine
η1(x) = d
(
2x21 + (x3 + x4)
2
)
for all x ∈ R4,
η2(x) = d
(
2x22 + (x3 − x4)
2
)
for all x ∈ R4,
we see that the system (4.27) an be redued to the form
d
(
2x21 + (x3 + x4)
2
)
= 0, d
(
2x22 + (x3 − x4)
2
)
= 0.
By Theorem 4.8, the system (4.7) is losed and the rst integrals (4.8) and (4.9) are
an integral basis on the spae R
4
of system (4.7) (using Theorem 4.7, the same result was
obtained in Example 4.4).
Using the nonsingular on the spae R
4
linear transformation of the 1-forms ω1 and ω2
σ1 = 2ω1 + 2(1− x2)ω2 , σ2 = ω2 ,
we get the system (4.7) an be redued to the system
σ1(x) = 0, σ2(x) = 0, (4.28)
where the 1-forms
σ1(x) = 4x1 dx1 + 2(x3 + x4) dx3 + 2(x3 + x4) dx4 for all x ∈ R
4,
σ2(x) = x1 dx1 − x2 dx2 + x4 dx3 + x3 dx4 for all x ∈ R
4.
Sine
σ1(x) = d
(
2x21 + (x3 + x4)
2
)
for all x ∈ R4,
2σ2(x) = d
(
x21 − x
2
2 + 2x3x4
)
for all x ∈ R4,
we see that the system (4.28) an be redued to the form
d
(
2x21 + (x3 + x4)
2
)
= 0, d
(
x21 − x
2
2 + 2x3x4
)
= 0.
By Theorem 4.8, the system (4.7) is losed and the rst integrals (4.8) and (4.10) are an
integral basis on the spae R
4
of system (4.7).
4.7. Interpretation of losure in terms of dierential forms
In [58℄, the interpretation of omplete solvability for the total dierential system (TD)
in terms of dierential forms was given. We give the interpretation of losure for the Pfa
system of equations (Pf) in terms of dierential forms.
Lemma 4.1. Suppose the linear dierential forms ωρ ∈ C
∞(G), ρ = 1, . . . , s. Then the
system of exterior dierential identities
dωρ(x) ∧ ω1(x) ∧ . . . ∧ ωs(x) = 0 for all x ∈ G, ρ = 1, . . . , s, (4.29)
is invariant under the nonsingular on the domain G linear transformation of the 1-forms
ωρ, ρ = 1, . . . , s.
Proof. Let the 1-forms lδ , δ = 1, . . . , s, be nonsingular on the domain G linear ombi-
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nations of the 1-forms ωρ , ρ = 1, . . . , s, i.e.,
lδ(x) =
s∑
ρ=1
Ψδρ(x)ωρ(x) for all x ∈ G, δ = 1, . . . , s, (4.30)
where the salar funtions Ψδρ ∈ C
∞(G), δ = 1, . . . , s, ρ = 1, . . . , s, the square matrix
Ψ(x) = ‖Ψδρ(x)‖ for all x ∈ G of order s is nonsingular on the domain G. Then the
exterior produt
s
∧
ρ=1
lρ(x) = detΨ(x)
(
s
∧
ρ=1
ωρ(x)
)
for all x ∈ G.
Therefore the system of identities
d lδ(x) ∧ l1(x) ∧ . . . ∧ ls(x) = 0 for all x ∈ G, δ = 1, . . . , s, (4.31)
is valid if and only if
d lδ(x) ∧ ω1(x) ∧ . . . ∧ ωs(x) = 0 for all x ∈ G, δ = 1, . . . , s. (4.32)
By the representations (4.30), the exterior dierentials
d lδ(x) =
s∑
ρ=1
Ψδρ(x) dωρ(x) +
s∑
ρ=1
dΨδρ(x) ∧ ωρ(x) for all x ∈ G, δ = 1, . . . , s.
Thus the exterior produts
d lδ(x) ∧ ω1(x) ∧ . . . ∧ ωs(x) =
s∑
ρ=1
Ψδρ(x)dωρ(x) ∧ ω1(x) ∧ . . . ∧ ωs(x)
(4.33)
for all x ∈ G, δ = 1, . . . , s.
Using the identities (4.29), from the identities (4.33), we get the identities (4.32). Therefore
the identities (4.31) are onsistent. This yields that the system of identities (4.29) is invariant
under the nonsingular on the domain G transformation (4.30) of the1-forms ωρ, ρ=1, . . . , s.
Theorem 4.9. If the Pfa system of equations (Pf) with ωj ∈ C
∞(G), j = 1, . . . ,m, has
m funtionally independent on a domain G′ ⊂ G rst integrals, then the exterior produts
dωj(x) ∧ ω1(x) ∧ . . . ∧ ωm(x) = 0 for all x ∈ G
′, j = 1, . . . ,m. (4.34)
Proof. Let the Pfa system of equations (Pf) has the m funtionally independent on a
domain G′ ⊂ G rst integrals
Fj : x→ Fj(x) for all x ∈ G
′, j = 1, . . . ,m. (4.35)
By Denition 4.1, the total dierentials
dFj(x) =
m∑
ζ=1
bjζ(x)ωζ(x) for all x ∈ G
′, j = 1, . . . ,m, (4.36)
where the salar funtions bjζ ∈ C
∞(G′), j = 1, . . . ,m, ζ = 1, . . . ,m, the square matrix
b(x) = ‖bjζ(x)‖ for all x ∈ G
′
of order m is nonsingular on a domain Ω ⊂ G′ with
µCG′Ω = 0 (see the proof of Theorem 4.4).
By the Poinare theorem [97, p. 111℄ (for any dierential q-form Θ ∈ C∞(G), we have
the identity d(dΘ(x)) = 0 for all x ∈ G), in view of the rst integrals (4.35) of system (Pf)
we obtain
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d2Fj(x) = 0 for all x ∈ G
′, j = 1, . . . ,m. (4.37)
For the 1-forms
lj(x) =
m∑
ζ=1
bjζ(x)ωζ(x) for all x ∈ G
′, j = 1, . . . ,m, (4.38)
using the identities (4.36) and (4.37), we get the exterior produts
d lj(x) ∧ lj(x) ∧ . . . ∧ lm(x) = 0 for all x ∈ G
′, j = 1, . . . ,m. (4.39)
Sine the matrix b is nonsingular on a domain Ω ⊂ G′, we see that from the represen-
tations (4.38) it follows that the 1-forms lj , j = 1, . . . ,m, on the domain Ω are the result
of the nonsingular on the domain Ω linear transformation of the 1-forms ωj , j = 1, . . . ,m.
Therefore, by Lemma 4.1, the identities (4.39) are valid if and only if the identities hold
dωj(x) ∧ ωj(x) ∧ . . . ∧ ωm(x) = 0 for all x ∈ Ω, j = 1, . . . ,m.
Whene, using ωj ∈ C
∞(G), j = 1, . . . ,m, µCG′Ω = 0, we get the identities (4.34).
From Theorems 4.7 and 4.9 we obtain the following
Theorem 4.10. If the Pfa system of equations (Pf) with ωj ∈ C
∞(G), j = 1, . . . ,m,
is losed on a domain H ⊂ G, then the exterior produts
dωj(x) ∧ ω1(x) ∧ . . . ∧ ωm(x) = 0 for all x ∈ H, j = 1, . . . ,m.
Theorem 4.11. If the system of the exterior identities
dωj(x) ∧ ω1(x) ∧ . . . ∧ ωm(x) = 0 for all x ∈ G, j = 1, . . . ,m, (4.40)
is valid, then the Pfa system of equations (Pf) with ωj ∈ C
∞(G), j = 1, . . . ,m, is losed
on a domain Ω ⊂ G, where Ω is a domain suh that µCGΩ = 0.
Proof. Under the ondition n−m = 0, we have the exterior produts
dωj(x) ∧ ω1(x) ∧ . . . ∧ ωm(x) for all x ∈ G, j = 1, . . . ,m,
are (n + 2)-forms of n variables and under the ondition n−m = 1, we get these exterior
produts are (n + 1)-forms of n variables. In these ases the identities (4.40) are valid on
the domain G. Now let us prove that the system (Pf) with n−m = 0 and the system (Pf)
with n−m = 1 are losed on a domain Ω ⊂ G, µCGΩ = 0.
If n − m = 0, then the Pfa system of equations (Pf) on the domain Ω has n rst
integrals (4.5) (by Property 4.1). These rst integrals are an integral basis of system (Pf)
on the domain Ω (by Property 4.2). Taking into aount Theorem 4.7, we obtain the Pfa
system of equations (Pf) with n−m = 0 is losed on the domain Ω.
Suppose n−m = 1. Then the matrix (4.2) of system (Pf) is an (n−1)×n matrix and has
rankw(x) = n−1 for all x ∈ Ω˜, where Ω˜ ⊂ G is a domain suh that µCGΩ˜ = 0. Therefore
the system (Pf) on some domain Ω ⊂ Ω˜ with µCeΩΩ = 0 an be solved for m = n − 1
dierentials. For example, if the system (Pf) is solved for dx1 , . . . , d xn−1 , then the system
(Pf) an be redued to the system of n− 1 ordinary dierential equations
dxτ
dxn
= Pτ (x1, . . . , xn), τ = 1, . . . , n − 1, (4.41)
with the right hand sides Pτ ∈ C
∞(Ω), τ = 1, . . . , n− 1.
The system (4.41) has n−1 funtionally independent on the domain Ω rst integrals (by
Theorem 1.3 with m = 1). Hene the system (Pf) with n −m = 1 has an integral basis of
dimension m = n−1 on the domain Ω, where Ω is a domain from G suh that µCGΩ = 0
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(beause µCeΩΩ = 0 and µCGΩ˜ = 0). By Theorem 4.7, the Pfa system of equations (Pf)
with n−m = 1 is losed on the domain Ω.
Thus the assertion of Theorem 4.11 is valid for the Pfa system of equations (Pf) of
odimension null (n−m = 0) and odimension one (n−m = 1).
The proof of Theorem 4.11 for the Pfa system of equations (Pf) of odimension s > 1
(n−m = s) is by mathematial indution on s.
We assume that Theorem 4.11 is true for s > 1, s = n−m, i.e., if the system of exterior
dierential identities (4.40) with m = n−s, s > 1, is valid, then the Pfa system of equations
(Pf) of odimension s is losed on a domain Ω ⊂ G, µCGΩ = 0.
By Theorem 4.8, we assume that if the system of exterior dierential identities (4.40)
with m = n − s, s > 0, is valid, then there exists a nonsingular on the domain Ω ⊂ G,
µCGΩ = 0, linear transformation of the 1-forms ωj , j = 1, . . . ,m, suh that the Pfa
system of equations (Pf) of odimension s an be redued to the dierential system
dFj(x) = 0, j = 1, . . . ,m, m = n− s, s > 1.
Let us onsider the Pfa system of equations (Pf) of odimension s+ 1.
Let the system of exterior dierential identities (4.40) with m = n−(s+1), s > 1, be valid.
If we x xn , then the identities (4.40) with m = n− (s+1), s > 1, are orresponding to the
identities (4.40) with m = n− s, s > 1. Therefore, by the indutive assumption, there exists
a linear transformation of the 1-forms ωj , j = 1, . . . ,m, on the domain Ω ⊂ G, µCGΩ = 0,
suh that the Pfa system of equations (Pf) with m = n− (s+1), s > 1, an be redued to
the Pfa system of equations
lj(x) = 0, j = 1, . . . ,m, m = n− (s+ 1), s > 1, (4.42)
with the 1-forms
lj(x) = dFj(x) + gj(x) dxn for all x ∈ Ω, j = 1, . . . , n− s− 1, s > 1. (4.43)
Using the Poinare identities (4.37) with m = n− (s+ 1), s > 1, we obtain the exterior
dierentials of the 1-forms (4.43)
d lj(x) = dgj(x) ∧ dxn for all x ∈ Ω, j = 1, . . . , n − s− 1, s > 1. (4.44)
On the other hand, the 1-forms lj , j = 1, . . . , n − s − 1, s > 1, are the result of
the nonsingular on the domain Ω ⊂ G, µCGΩ = 0, linear transformation of the 1-forms
ωj, j = 1, . . . , n− s− 1, s > 1. Then, by Lemma 4.1, the exterior produts
d lj(x) ∧ l1(x) ∧ . . . ∧ lm(x) = 0 for all x ∈ Ω, j = 1, . . . , n − s− 1, s > 1.
Therefore the exterior dierentials
d lj(x) =
m∑
ζ=1
Qjζ(x) ∧ lζ(x) for all x ∈ Ω, j = 1, . . . , n− s− 1, s > 1. (4.45)
Combining the identities (4.44) and (4.45), we obtain the total dierentials
dgj(x) =
m∑
ζ=1
hjζ(x)
(
dFζ(x) + gζ(x) dxn
)
=
m∑
ζ=1
hjζ(x) dFζ (x) + hj(x) dxn
for all x ∈ Ω, j = 1, . . . , n− s− 1, s > 1,
where
hj(x) =
m∑
ζ=1
hjζ(x)gζ(x) for all x ∈ Ω, j = 1, . . . , n− s− 1, s > 1.
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From these identities it follows that
gj(x) = ĝj
(
F1(x), . . . , Fm(x), xn
)
for all x ∈ Ω, j = 1, . . . , n− s− 1, s > 1,
where ĝj , j = 1, . . . , n− s− 1, s > 1, are holomorphi salar funtions of m+ 1 variables
F1 , . . . , Fm , d xn .
Then the equations (4.42) with the 1-forms (4.43) are
dFj + ĝj
(
F1 , . . . , Fm , xn
)
dxn = 0, j = 1, . . . , n− s− 1, s > 1.
This system is a system of m ordinary dierential equations and has a basis of rst
integrals of dimension m, m = n− (s+1), s > 1 (by Theorem 1.3 with m = 1). Moreover,
this basis is an integral basis on the domain Ω of system (Pf) with n−m = s+ 1, s > 1.
By Theorem 4.7, the system (Pf) with n−m=s+1, s > 1, is losed on the domain Ω.
From the proof of Theorem 4.11, we get the following statements.
Corollary 4.1. The Pfa system of equations (Pf) with ωj ∈ C
∞(G), j = 1, . . . ,m, and
m = n− 1 is losed on a domain Ω ⊂ G with µCGΩ = 0.
Corollary 4.2. The Pfa system of equations (Pf) with ωj ∈ C
∞(G), j = 1, . . . ,m,
and m = n− 1 an be redued to the integrally equivalent on a domain Ω ⊂ G, µCGΩ = 0,
system of n − 1 ordinary dierential equations (4.41) by the nonsingular on the domain Ω
linear transformation of the 1-forms (0.2).
Using Theorems 4.10 and 4.11, we obtain the Frobenius theorem [53, pp. 110  112; 97,
pp. 131  136℄, whih is a riterion of losure for a Pfa system of equations with the help of
exterior produts of dierential forms.
Theorem 4.12. The Pfa system of equations (Pf) with ωj ∈ C
∞(G), j = 1, . . . ,m,
is losed on a domain Ω ⊂ G, µCGΩ = 0, if and only if the system of exterior dierential
identities (4.40) is valid.
The system of exterior dierential identities (4.40) is alled [58, p. 302℄ the Frobenius
onditions of losure for the Pfa system of equations (Pf).
Example 4.6. The Pfaan dierential equation
yz dx+ 2xz dy + 3xy dz = 0 (4.46)
indues the vetor eld A : (x, y, z)→ (yz, 2xz, 3xy) for all (x, y, z) ∈ R3 with the rotor
rotA : (x, y, z)→ (x, − 2y, z) for all (x, y, z) ∈ R3.
The salar produt A(x, y, z) rotA(x, y, z)=0 for all (x, y, z)∈R3, i.e., the vetor eld A
is orthogonal to the rotor ofA. This ondition is equivalent to the Frobenius ondition (4.40).
Therefore the Pfaan dierential equation (4.46) is losed on spae R
3
and this equation
has an integral basis of dimension one.
The rst integral
F : (x, y, z)→ xy2z3 for all (x, y, z) ∈ R3
is an integral basis of the Pfaan dierential equation (4.46).
4.8. Nonlosed systems
Let us onsider the Pfa system of equations (Pf) suh that the ontragredient linear ho-
mogeneous system of partial dierential equations (4.20) is inomplete on a domain Ω ⊂ G.
In this ase, the Pfa system of equations (Pf) is said to be nonlosed on the domain Ω.
Further, adding the equations of the forms (2.9) to the system (4.20), we get a orrespon-
ding omplete system to the inomplete system (4.20) and the defet δ, 1 < δ 6 m, of system
(4.20). For this omplete system we obtain a normalization domain H ⊂ Ω (Denition 2.4).
Then, by Theorem 4.3, we have
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Theorem 4.13. The nonlosed on a domain Ω ⊂ G Pfa system of equations (Pf)
has a basis of rst integrals of dimension m− δ on a normalization domain H ⊂ Ω of the
ontragredient linear homogeneous system of partial dierential equations (4.20), where δ is
the defet of system (4.20).
Let us remember that the omplete system (4.20) has the defet δ = 0. Then, using
Theorems 4.7 and 4.13, we obtain the generalizing statement about a basis of rst integrals
for the losed or nonlosed Pfa system of equations (Pf).
Theorem 4.14. The Pfa system of equations (Pf) on a normalization domain H ⊂ G
of the ontragredient linear homogeneous system of partial dierential equations (4.20) has a
basis of rst integrals of dimension m−δ, where δ is the defet of system (4.20), 0 6 δ 6 m.
Example 4.7. Consider the Pfa system of equations
ω1(x) = 0, ω2(x) = 0 (4.47)
with the 1-forms
ω1(x) = dx1 + dx2 + dx3 + dx4 for all x ∈ R
4,
ω2(x) = dx1 + 2dx2 + x4dx3 + dx4 for all x ∈ R
4.
We add two 1-forms
ω3(x) = dx3 for all x ∈ R
4, ω4(x) = dx4 for all x ∈ R
4.
to the linear dierential forms ω1 and ω2.
The linear dierential forms ωi, i = 1, . . . , 4, are not linearly bound on the spae R
4.
Using the not linearly bound on the spae R
4
ontragredient linear dierential operators
G1(x) = 2∂x
1
− ∂x
2
for all x ∈ R4, G2(x) = − ∂x
1
+ ∂x
2
for all x ∈ R4,
G3(x) = (x4 − 2)∂x
1
+ (1− x4)∂x
2
+ ∂x
3
for all x ∈ R4,
G4(x) = − ∂x
1
+ ∂x
4
for all x ∈ R4
to the 1-forms ωi , i = 1, . . . , 4, we obtain the ontragredient linear homogeneous system of
partial dierential equations
G3(x)y = 0, G4(x)y = 0 (4.48)
to the Pfa system of equations (4.47).
Sine the Poisson braket
G34(x) = [G3(x),G4(x)] = − ∂x
1
+ ∂x
2
= G2(x) for all x ∈ R
4,
we see that the system (4.48) is inomplete. Therefore the Pfa system of equations (4.47) is
nonlosed.
The system (4.48) with the help of the operator G34 an be redued to the omplete
system
G3(x)y = 0, G4(x)y = 0, G34(x)y = 0,
The rst integral
F : x→ x1 + x2 + x3 + x4 for all x ∈ R
4
is an integral basis on the spae R
4
of this omplete system.
This funtion is a basis of rst integrals on the spae R
4
of the nonlosed Pfa system of
equations (4.47).
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4.9. Integral equivalene with total dierential system
One more approah for building of an integral basis of a Pfa system of equations is based
on a reduing this system to integrally equivalent total dierential system.
Denition 4.6. We'll say that a Pfa system of equations and a system of total dierential
equations are integrally equivalent on some domain if on this domain eah rst integral of
the rst system is a rst integral of the seond system and on the ontrary eah rst integral
of the seond system is a rst integral of the rst system.
The linear dierential forms (0.2) are not linearly bound on the domain G. Therefore the
m×n matrix (4.2) has rankw(x) = m for all x ∈ Ω, where a domain Ω ⊂ G and µCGΩ = 0.
Then, the square matrix ŵ(x) =
∥∥wji(x)∥∥ for all x ∈ G of order m is nonsingular on the
domain Ω. Thus the Pfa system of equations (Pf) an be redued to the system of total
dierential equations
dxj =
n∑
ν=m+1
âjν(x) dxν , j = 1, . . . ,m. (4.49)
The Pfa system of equations (Pf) and the system of total dierential equations (4.49)
are integrally equivalent on some domain G′ ⊂ Ω ⊂ G, i.e., we have the following assertions.
Theorem 4.15. A salar funtion F ∈ C1(G′) is a rst integral on a domain G′ ⊂ G of
the Pfa system of equations (Pf) with ωj ∈ C(G), j = 1, . . . ,m, if and only if this funtion
is a rst integral on the domain G′ of the system of total dierential equations (4.49).
Theorem 4.16. The salar funtions (2.2) are a basis of rst integrals on a domain
G′ ⊂ G of the Pfa system of equations (Pf) with ωj ∈ C(G), j = 1, . . . ,m, if and only if
these funtions are a basis of rst integrals on the domain G′ of the system of total dierential
equations (4.49).
Using Theorems 3.6, 4.7, and 4.16, we an prove the following
Theorem 4.17. The Pfa system of equations (Pf) is losed on a domain G′ ⊂ G if and
only if the total dierential system (4.49) on the domain G′ is ompletely solvable.
Example 4.8. The Pfa system of equations
2x1(1 + x2) dx1 + 6x2 dx2 + 3x3(2 + x2) dx3 + 3x4(2 + x4) dx4 = 0,
(4.50)
4x1(1 + x1) dx1 − 6x2 dx2 + 3x3(1 + 2x1) dx3 + 3x4(1 + 2x1) dx4 = 0
an be redued to the system of total dierential equations
dx1 = −
3
2
x3x
−1
1 dx3 −
3
2
x4x
−1
1 dx4 ,
(4.51)
dx2 = −
1
2
x3x
−1
2 dx3 −
1
2
x4x
−1
2 dx4 ,
whih is dened on the set Ξ = {x : x1 6= 0, x2 6= 0, 3 + 2x1 + x2 6= 0}.
Sine the Poisson braket[
∂x
1
−
3
2
x3x
−1
1 ∂x
1
−
1
2
x3x
−1
2 ∂x
4
, ∂x
2
−
3
2
x4x
−1
1 ∂x
3
−
1
2
x4x
−1
2 ∂x
4
]
= O
for all x ∈ Ξ˜, Ξ˜ = {x : x1 6= 0, x2 6= 0},
we see that the system (4.51) is ompletely solvable on any domain G˜ ⊂ Ξ˜.
By Theorem 4.17, the Pfa system of equations (4.50) is losed on any domain G˜ ⊂ Ξ.
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The funtionally independent rst integrals
F1 : x→ 2x
2
1 + 3x
2
3 + 3x
2
4 for all x ∈ R
4,
F2 : x→ 2x
2
2 + x
2
3 + x
2
4 for all x ∈ R
4
are a basis of rst integrals on any domain G˜ ⊂ Ξ˜ of the system (4.51), and a basis of rst
integrals on any domain G ′ ⊂ Ξ of the system (4.50).
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