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a b s t r a c t
In this paper we consider the rank generating function of a
separable permutation π in the weak Bruhat order on the two
intervals [id, π] and [π,w0], where w0 = n, n − 1, . . . , 1. We
show a surprising result that the product of these two generating
functions is the generating function for the symmetric group with
the weak order. We then obtain explicit formulas for the rank
generating functions on [id, π] and [π,w0], leading to the rank-
symmetry and unimodality of the two graded posets.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and definitions
Let Sn denote the symmetric group of all permutations of 1, 2, . . . , n. Define the length of the
permutation π = a1a2 · · · an ∈ Sn by
ℓ(π) = #{1 ≤ i < j ≤ n: ai > aj},
which is the number of inversions of π . One of the fundamental partial orderings of Sn is the weak
(Bruhat) order. A cover relation π l σ in weak order, i.e., π < σ and nothing is in between, is defined
by σ = πsi for some adjacent si = (i, i + 1) provided that ℓ(σ ) > ℓ(π). We are multiplying
permutations right to left, so for instance 2413s2 = 2143. The weak order makes Sn a graded poset
of rank
 n
2

. If π = a1a2 · · · an ∈ Sn, then the rank function of Sn (which will have the weak order
unless stated otherwise) is the function ℓ. The rank generating function is then given by
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Fig. 1. The graded posetS4 under weak order.
F(Sn, q) =

π∈Sn
qℓ(π) = [n]!,
where [n]! = [1][2] · · · [n] and [i] = 1+ q+ q2 + · · · + qi−1.
A permutation π = a1a2 · · · an ∈ Sn is 3142-avoiding and 2413-avoiding if there do not exist
i < j < k < h with ak < ai < ah < aj or aj < ah < ai < ak. Such permutations are also called
separable. For a general introduction to pattern avoidance, see [4]. Separable permutations first arose
in the work of Avis and Newborn [2] and have subsequently received a lot of attention. A survey of
some of their properties appears in [1]. In particular, the number of separable permutations in Sn
is the (large) Schröder number rn−1. Let id denote the identity element of Sn (the unique minimal
element in weak order), and let w0 = n, n − 1, . . . , 1, the unique maximal element. For π ∈ Sn, let
Λπ denote the interval [id, π] (in weak order), and let Vπ = [π,w0]. ThusΛπ and Vπ are themselves
graded posets (with rank(π) = 0 in Vπ ). The main result of this paper is the surprising formula
F(Λπ , q)F(Vπ , q) = F(Sn, q) = [n]!. (1)
Eq. (1) was conjectured by Stanley. It was inspired by an observation of Steven Sam that ifπ is 231-
avoiding, thenΛπ appears to be rank-symmetric and rank-unimodal. These two properties are simple
consequences of Theorem3.5. (See Corollary 3.11.) Fig. 1 shows theHasse diagramofS4. If for instance
π = 4132 (which is separable), then F(Λπ , q) = 1+ 2q+ 2q2+ 2q3+ q4 and F(Vπ , q) = 1+ q+ q2.
Then multiplying F(Λπ , q) and F(Vπ , q) gives us [4]!. The referee points out that our decomposition
of Sn as a kind of product of the intervals [id, π] and [π,w0] in weak order when π is separable is a
multiplicative analog of the additive decomposition of the (strong) Bruhat order ofSn by Lascoux and
Schützenberger [6] into a disjoint union of certain intervals.
We also give a convenient method for finding an explicit formula for F(Λπ , q) and F(Vπ , q). In
fact, when π = a1a2 · · · an ∈ Sn is 231-avoiding, meaning that there do not exist i < j < k with
ak < ai < aj, the explicit formula for F(Λπ , q) is given by
F(Λπ , q) =
n
i=1
[ci], (2)
where aci+i is the first element to the right of ai in π satisfying aci+i > ai, setting an+1 = ∞.
2. Preliminary results
The inversion poset Pπ of π = a1a2 · · · an ∈ Sn has the relations ai < aj in P if i < j and ai < aj in
Z. Fig. 2 is the diagram of the inversion posets of the permutations 34125 and 31425.
Let P and Q be posets on disjoint sets. The disjoint union P+Q is the poset on the union P ∪Q such
that s ≤ t in P +Q if either s, t ∈ P and s ≤ t in P , or s, t ∈ Q and s ≤ t in Q . The ordinal sum P ⊕Q is
the poset on the union P ∪ Q such that s ≤ t in P ⊕ Q if s, t ∈ P and s ≤ t in P , or s, t ∈ Q and s ≤ t
in Q , or s ∈ P and t ∈ Q .
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Fig. 2. The inversion posets of 34125 (left) and 31425 (right).
The following lemma is easy to prove, so we omit the proof here.
Lemma 2.1. Let π ∈ Sn with π = πAπB, where πA is a permutation of size m and πB is a permutation of
size n−m for some m < n. Then:
• Pπ = PπA + PπB if and only if πB is a permutation of the letters {1, 2, . . . ,m} and πA is a permutation
of the letters {m+ 1,m+ 2, . . . , n}.
• Pπ = PπA ⊕ PπB if and only if πA is a permutation of the letters {1, 2, . . . ,m} and πB is a permutation
of the letters {m+ 1,m+ 2, . . . , n}.
A linear extension of a poset P on the set {1, 2, . . . , n} is a permutation π = a1 · · · an ∈ Sn such
that if i < j in P , then i precedes j in π . We useL(P) to denote the set of linear extensions of P . Since
a linear extension π of a poset P on {1, . . . , n} has been defined as a permutation of {1, . . . , n}, it has
length ℓ(π) as defined above. We define
F(L(P), q) =

π∈L(P)
qℓ(π).
We have the following rules for the operation on F(L(P), q).
Lemma 2.2. Let P and Q be two posets, where P is on {1, 2, . . . ,m} and Q is on {m + 1, . . . ,m + n}.
Then
F(L(P ⊕ Q ), q) = F(L(P, q))F(L(Q , q)), (3)
F(L(P + Q ), q) = F(L(P, q))F(L(Q , q))

m+ n
m

, (4)
where

m+ n
m

= [m+n]![m]![n]! .
The proof of (3) is immediate on considering the definition of ordinal sumand counting the number
of inversions. The proof of (4) follows from the theory of P-partitions, a straightforward extension of
the second proof of Proposition 1.3.17 of [8].
A reduced decomposition of a permutation π ∈ Sn is a sequence (i1, i2, . . . , iℓ) such that π =
si1si2 · · · siℓ and ℓ is minimal, namely, ℓ = ℓ(π). If π = π0 l π1 l · · · l πm = σ is a saturated chain
C from π to σ , where πj = πj−1sij , then r(C) := (i1, . . . , iℓ) is a reduced decomposition of π−1σ .
Write R(π) for the set of reduced decompositions of π . Thus themap C → r(C) is a bijection between
saturated chains from id to π and R(π).
With the definitions above, we proceed to the proofs of the main theorem and the explicit formula
for F(Λπ , q).
The following lemma states a property of separable permutations which is of great importance to
our proof of the main theorem.
Lemma 2.3. If n > 1 andπ = a1a2 · · · an ∈ Sn is a separable permutation, thenwe canwriteπ = πAπB
(concatenation of words), where πA and πB are both separable permutations satisfying one of the two
following properties:
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• πA is a permutation of 1, 2, . . . ,m and πB is a permutation of m + 1, . . . , n for some m with
1 ≤ m < n;
• πA is a permutation of m + 1, . . . , n and πB is a permutation of 1, 2, . . . ,m for some m with
1 ≤ m < n.
Lemma 2.3 is well-known and easy to prove; thus we omit the proof here. The following lemma is
an immediate consequence of Lemma 2.3.
Corollary 2.4. If n > 1 and π = a1a2 · · · an ∈ Sn is a separable permutation, then there exist two
disjoint nonempty posets PπA , PπB such that Pπ = PπA + PπB or Pπ = PπA ⊕ PπB .
The following lemma is a special case of a result of Björner and Wachs [3, Thm. 6.8].
Lemma 2.5. Let π be any permutation inSn; then F(L(Pπ ), q) = F(Λπ , q).
Now we arrive at one of the main preliminary results of this section.
Proposition 2.6. If π = a1a2 · · · an ∈ Sn is a separable permutation, then the following hold:
(i) When a1 < an, we can obtain a non-trivial concatenation π = πAπB and
F(Λπ , q) = F(ΛπA , q) · F(ΛπB , q). (5)
(ii) When a1 > an, we can obtain a non-trivial concatenation π = πAπB and
F(Λπ , q) =

n
m

F(ΛπA , q) · F(ΛπB , q), (6)
where m is the size of πA with 1 ≤ m < n.
Proof. When a1 < an, it follows from Lemma 2.3 that we can write π = πAπB, where πA is a
permutation of {1, 2, . . . ,m} and πB is a permutation of {m+ 1,m+ 2, . . . , n}. Let P be the inversion
poset of π, PA be the inversion poset of πA, and PB be the inversion poset of πB. By Lemma 2.1, we have
P = PA ⊕ PB. It follows from Lemma 2.2 that
F(L(PA ⊕ PB), q) = F(L(PA), q)F(L(PB), q).
Since π, πA, πB are all separable permutations, by Lemma 2.5, we have
F(Λπ , q) = F(L(P, q)) = F(L(PA ⊕ PB), q)
= F(L(PA), q)F(L(PB), q)
= F(ΛπA , q)F(ΛπB , q).
The proof of (ii) is similar. 
Proposition 2.7. If π = a1a2 · · · an ∈ Sn is a separable permutation, then the following hold:
(i) If a1 < an, we can obtain a non-trivial concatenation π = πAπB and
F(Vπ , q) =

n
m

F(VπA , q) · F(VπB , q), (7)
where m is the size of πA with 1 ≤ m < n.
(ii) If a1 > an, we can obtain a non-trivial concatenation π = πAπB and
F(Vπ , q) = F(VπA , q) · F(VπB , q). (8)
The proof is similar to that of Proposition 2.6, on using the complement π c of a permutation
π = a1a2 · · · an ∈ Sn defined by π c = w0 − π , recalling thatw0 is the permutation n, n− 1, . . . , 1.
A standard property of π c and weak order is stated in the following lemma, and we omit the easy
proof here.
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Lemma 2.8. The rank relation between a permutation and its complement is given by
ℓ(π c) =
n
2

− ℓ(π).
In fact, there exists a bijection µ : [π,w0] → [id, π c] defined by µ(w) = wc for allw ∈ [π,w0].
Proof of Proposition 2.7. For any ω ∈ [π,w0], by Lemma 2.8 and the fact that
ℓ(wc) =
n
2

− ℓ(w) = ℓ(π−1w0)− ℓ(π−1w),
any qℓ(π
−1ω) in F(Vπ , q) corresponds uniquely to a term qℓ(π
−1w0)−ℓ(π−1ω) in F(Λπc , q). Thus
qℓ(π
−1w0)F(Vπ , q−1) = F(Λπc , q). (9)
We now consider π c in the two cases in Proposition 2.7.
(i) When a1 < an, by Eq. (6) we have
F(Λπc , q) =

n
m

F(ΛπAc , q) · F(ΛπBc , q). (10)
Combining (9) and (10) gives us
qℓ(π
−1w0)F(Vπ , q−1) =

n
m

F(VπAc , q
−1)F(VπBc , q
−1) · q(m2 )−ℓ(πA) · q

n−m
2

−ℓ(πB). (11)
Since the letters inπA are all smaller than the letters inπB, we have ℓ(π) = ℓ(πA)+ℓ(πB). Substituting
q−1 for q in (11), which converts

n
m

into q(
n
2 )−(m2 )−

n−m
2
 
n
m

, completes the proof of (7).
(ii) Since all the letters in πA are greater than the letters in πB, we have
ℓ(π) = (n−m)m+ ℓ(πA)+ ℓ(πB).
The rest of (8) can be proved analogously. 
3. The main results
3.1. The main theorem
Theorem 3.1. Let π ∈ Sn,Λπ = [id, π], and Vπ = [π,w0]. The following equation holds for any
separable permutation π :
F(Λπ , q)F(Vπ , q) = F(Sn, q) = [n]!. (12)
Proof. When n = 2, it is easy to verify that the expression holds. Suppose the statement holds when
k < n for some n ≥ 3; we want to show that when k = n, the statement still holds.
Let πA and πB be the same as before. When a1 > an we have by (6) and (8) that
F(Λπ , q)F(Vπ , q) =

n
m

F(ΛπA , q)F(ΛπA , q) · F(VπA , q)F(VπB , q).
Thus by the inductive hypothesis, we have
F(Λπ , q)F(Vπ , q) =

n
m

[m]![n−m]! = [n]!.
The proof for a1 < an is similar. 
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3.2. A bijection ϕ:Λπ × Vπ → Sn
The next result shows how a separable permutation π ∈ Sn induces a ‘‘multiplicative decompo-
sition’’ ofSn.
Theorem 3.2. Let π = a1a2 · · · an ∈ Sn be a separable permutation. The map
φ : Λπ × Vπ → Sn
defined by φ(u, v) = u−1v, where u ≤ π and v ≥ π , is a bijection.
Since (u−1v)−1 = v−1u, it is a direct consequence of Theorem 3.2 that the map
φ′ : Λπ × Vπ → Sn
defined by φ′(u, v) = v−1u for u ≤ π and v ≥ π is also a bijection.
Also notice that this bijection is not compatiblewith ranks.We arematching u−1v to a permutation
in Sn, so we are sending two permutations with ranks ℓ(u), ℓ(v) − ℓ(π) in Λπ , Vπ respectively to a
permutation with rank ℓ(v) − ℓ(u) in Sn. But in Theorem 3.12, we will show that actually we can
reform this bijection theorem into a rank-preserving one.
We use the following lemma to prove this theorem.
Lemma 3.3. Let w = a1 · · · an be a permutation with the first m letters being {1, 2, . . . ,m} and the last
n−m letters being {m+ 1, . . . , n}. Let (i1, . . . , iℓ) ∈ R(w). (Recall that in this casew = id · si1si2 · · · siℓ
with the transpositions multiplying from left to right.) Then none of the simple transpositions sij transposes
an element in Aw = {1, 2, . . . ,m} with an element in Bw = {m + 1, . . . , n}. In other words, there is no
interaction between the sets Aw and Bw .
A special case of this lemma is that when π = a1 · · · an is a separable permutation with a1 < an.
Thus there exists an 0 < m < n such that π can be written as a concatenation of two separable
permutations π = πAπB where πA consists of letters in Aπ = {1, . . . ,m} and πB consists of letters in
Bπ = {m+ 1, . . . , n}.
The proof of Lemma 3.3 can be achieved easily from the definition of weak order.
Proof. If the lemma does not hold, then in the sequence of all simple transpositions there exists a
nonempty subsequence consisting of simple transpositions between the letters in Aπ and the letters
in Bπ . Suppose the last transposition in this subsequence is between a ∈ Aπ and b ∈ Bπ . From
Lemma 2.3 we know that a is to the left of b. Since a < b, by the definition of weak order the
permutation after the transposition is covered by the permutation before swapping a and b, which
leads to a contradiction. 
Proof of Theorem 3.2. When a1 < an, by Lemma 2.3 we can write π = πAπB where πA is a separable
permutation of the letters Aπ = {1, . . . ,m} for somem > 0 and πB is a separable permutation of the
letters Bπ = {m+ 1, . . . , n}.
For the surjectivity part, we want to show that, for any given permutation w ∈ Sn, not necessary
separable, there exists (u, v) ∈ Λπ × Vπ such that u−1v = w.
Let π ∈ Sn be as in Proposition 2.7(i). Let w1 be the sub-permutation of w which consists of the
letters {1, 2, . . . ,m}, and letw2 be the sub-permutation ofwwhich consists of {m+1,m+2, . . . , n}.
Since bothw1, w2 have sizes strictly less than n, by the inductive hypothesis of surjectivity, there exist
(u1, v1) ∈ ΛπA × VπA and (u2, v2) ∈ ΛπB × VπB such that
u−11 v1 = w1 and u−12 v2 = w2.
It follows that
(u1u2)−1(v1v2) = w1w2, (13)
and (u1u2, v1v2) ∈ Λπ × Vπ .
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We now show that we can find v′ ≥ v1v2 such that
(v1v2)
−1v′ = (w1w2)−1w. (14)
Then it follows from (13), (14) that for the givenw, there exists a (u1u2, v′) ∈ Λπ × Vπ and
(u1u2)−1v′ = (u1u2)−1(v1v2)(v1v2)−1v′ = (w1w2)(w1w2)−1w = w.
We will show an explicit way to find v′.
We use a ‘‘shifting process’’. Let A1 < A2 < · · · < Am be the positions in π that are occupied
by the letters {1, 2, . . . ,m}. We start by shifting the letters {1, 2, . . . ,m} in both v1v2 and w1w2 to
the positions indexed by A1, A2, . . . , Am. That is, we move the letters at the mth position in v1v2 and
w1w2 to the position indexed by Am, and thenmove the letters at the (m−1)st position to the position
indexed by Am−1, and so on. Finally, we move the letters at the first position to the position indexed
by A1. Recall that v1 and w1 are permutations of {1, 2, . . . ,m} and v2 and w2 are permutations of
{m+ 1, . . . , n}. Since A1 < A2 < · · · < Am, it is easy to show that during the shifting process, all the
transpositions are between a letter in {1, 2, . . . ,m} and a letter in {m+1,m+2, . . . , n}, and that after
each transposition, the length of the permutation increases by 1. This process thus turnsw1w2 intow
and v1v2 into another permutation, which we set to be v′. Accordingly, by the inductive hypothesis
and this shifting process, we have an explicit way of finding v′ such that
(u1u2)−1v′ = w.
We now prove injectivity. Suppose there exist two different pairs (u, v), (x, y) ∈ Λπ × Vπ such
that u−1v = x−1y. By Lemma 3.3, u can be written as u1u2, where u1 is a permutation of letters Aπ and
u2 is a permutation of letters Bπ . Similarly x can be written as x1x2 where x1 is a permutation of Aπ
and x2 is a permutation of Bπ . The reduced decomposition corresponding to the saturated chain from
u to π satisfies Lemma 3.3; thus there are only simple transpositions within the first m letters or the
last n−m letters from u to π .
Let the sub-permutation of the letters in Aπ in v be v1, and the sub-permutation of the letters in
Bπ in v be v2. Like in the argument in the surjectivity proof, we have π ≤ v1v2 ≤ v in weak order.
Thus we can deform the simple transpositions corresponding to the saturated chain from π to v to
two stages: π to v1v2 first, and then v1v2 to v.
Notice that the reduced decomposition for π−1(v1v2) satisfies Lemma 3.3. The reduced decompo-
sition of (v1v2)−1v can be achieved using a method similar to the ‘‘shifting process’’ as described in
the surjectivity proof. That is, again let A1 < A2 < · · · < Am be the positions in v that are occupied
by the letters {1, 2, . . . ,m}. We shift the letters Aπ = {1, 2, . . . ,m} in v1v2 to the positions indexed
by A1, A2, . . . , Am. We move the letter at the mth position in v1v2 to the position indexed by Am, and
then move the letter at the (m− 1)st position to the position indexed by Am−1, and so on. Finally, we
move the letter at the first position to the position indexed by A1.
In conclusion, as regards the reduced decomposition R(u−1v), we can deform it into three stages:
Rl(u−1v)+ Rr(u−1v)+ Rs(u−1v) (here ‘‘+’’ means the concatenation of sets), where Rl stands for the
simple transpositions being only within the firstm letters, Rr stands for the simple transpositions be-
ing only within the last n−m letters, and Rs stands for the ‘‘shifting process’’, referring to the simple
transpositions that result in diffusing the firstm letters to the latter positions A1, . . . , Am.
Similarly, R(x−1y) can be deformed into three stages: Rl(x−1y), Rr(x−1y), Rs(x−1y). Notice that af-
ter the simple transpositions in Rl, Rr , the relative orders within the letters in Aπ and Bπ respectively
will not change. Thus if x−1y = u−1v, we must have
Rl(u−1v)+ Rr(u−1v) = Rl(x−1y)+ Rr(x−1y).
This is because if we have a pair of letters originally at positions 1 ≤ i < j ≤ m in u, say bi, bj, ex-
changed through Rl(u−1v), but the letters originally at positions i, j in x, say ci, cj, are not changed
through Rl(x−1y), then since Rr , Rs will no longer exchange the relative positions of these two letters,
we will have that bj precedes bj in v, but ci precedes cj in y. Thus u−1v ≠ x−1y. A similar argument
holds for any two letters in Bπ in u and v.
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Since Rl(u−1v)+ Rr(u−1v) = Rl(x−1y)+ Rr(x−1y), and by the argument above, the transpositions
in Rl, Rr result in a saturated chain from u (resp. x) to a permutation v′ (resp. y′) which covers π in
weak order. And also by the definition of Rl, Rr , we canwrite v′ (resp. y′) as a concatenation v′1v
′
2 (resp.
y′1y
′
2), where v
′
1 is a permutation of the letters Aπ and v
′
2 is a permutation of letters Bπ .
Since Rl, Rr transpose within two disjoint groups of letters, we have Rl(u−1v) = Rl(x−1y) and
Rr(u−1v) = Rr(x−1y). This means that we have u−11 v′1 = x−11 y′1 and u−12 v′2 = x−12 y′2. Since
(u1, v′1), (x1, x
′
1) ∈ ΛπA × VπA , (u2, v′2), (x2, x′2) ∈ ΛπB × VπB , and πA, πB are both of sizes strictly
less than n, we can reduce to the case in which the size of the permutation is less than n.
When a1 > an, we use the complement of the permutation, and the rest of the proof is similar. 
3.3. Explicit formulas for F(Λπ , q) and F(Vπ , q)
On the basis of Propositions 2.6 and 2.7, we introduce a convenient method for finding the explicit
formulas for F(Λπ , q) and F(Vπ , q).
The most convenient approach is to use a separating tree [5]. We define it recursively as follows.
Let π = a1a2 · · · an be a separable permutation.
When n = 2, its separating tree Tπ is an ordered binary tree with the left leaf a1 and right leaf a2.
When n > 2, by Lemma 2.3 we can write π = πAπB where πA and πB are separable permutations
with size strictly smaller than n. Then Tπ is an ordered binary tree, with the subtree rooted at the left
child of the root being TπA , and the subtree rooted at the right child of the root being TπB .
Since there might be more than one way to write π = πAπB, a separable permutation can have
more than one separating tree. Also, only the separable permutations have separating trees.
The definition of the separating tree Tπ gives the following lemma, which is easy to prove.
Lemma 3.4. For any node in Tπ , the leaves of the subtree rooted at that node form a subrange, a set of
consecutive integers.
This lemma allows us to classify the nodes in Tπ into two categories. A node is negative if the
subrange of its left child is greater than that of its right child. A positive node is defined analogously.
Fig. 3 shows a separating tree for 4231,which has twonegative nodes and one positive node, as labeled
in the figure.
Theorem 3.5. Let S−(π) = {all negative nodes Vi in Tπ whose parents are not negative} and S+(π) =
{all positive nodes Vj in Tπ whose parents are not positive}. Let V0 be the root of the tree, and V0 be not in
S−(π) or S+(π). Let N(Vk) denote the number of leaves in the subtree rooted at Vk. In particular, we define
Vi∈∅[N(Vi)]! = 1. Then
F(Λπ , q) =


Vi∈S−(π)
[N(Vi)]!
Vj∈S+(π)
[N(Vj)]! , V0 is a positive node;
Vi∈S−(π)
[N(Vi)]!
Vj∈S+(π)
[N(Vj)]! [N(V0)]!, V0 is a negative node.
(15)
F(Vπ , q) =


Vi∈S+(π)
[N(Vi)]!
Vj∈S−(π)
[N(Vj)]! [N(V0)]!, V0 is a positive node;
Vi∈S+(π)
[N(Vi)]!
Vj∈S−(π)
[N(Vj)]! , V0 is a negative node.
(16)
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Example 3.6. Let π = 4231. Its separating tree is shown in Fig. 3. It has one negative node with no
parent, one negative node with a negative parent node, and one positive node with a negative parent
node. Thus F(Λπ , q) = [4]!/[2]!, and F(Vπ , q) = [2]!/[1]!.
Proof of Theorem 3.5. Letπ = a1a2 · · · an be a separable permutation.We can use induction to prove
Theorem 3.5.
By the definition of N(V ), we have N(V0) = n.
When a1 < an, we write π = πAπB where πA is a permutation of {1, 2, . . . ,m}. The root V of Tπ
has two children with the left child VL having leaves {1, 2, . . . ,m} and the right child VR having leaves
{m+1,m+2, . . . , n}. Thus V is a positive node. Let TL be the subtree rooted at VL and TR be the subtree
rooted at VR. Applying formula (15) to πA and πB, together with (5) and (7), we can prove (15) and (16)
by induction.
When a1 > an, the root of Tπ is a negative node. The rest of the proof is similar to that for the case
above when a1 < an. 
More specifically, when the permutation π = a1a2 · · · an is 231-avoiding (a 231-avoiding permu-
tation requires more restrictions than a general separable permutation), a more direct formula for
F(Λπ , q) can be given.
Corollary 3.7 (Explicit Formula for F(Λπ , q) for a 231-Avoiding Permutation). Let π = a1a2 · · · an
be 231-avoiding, and aci+i be the first element to the right of ai in π satisfying aci+i > ai, setting
an+1 = ∞. Then
F(Λπ , q) =
n
i=1
[ci].
Before proving this proposition, we give an example to explain the notation in the formula.
Example 3.8. Let π = a1a2 · · · a6 = 142 365. We set a7 = ∞. For a1 = 1, letter 4 is the first one
greater than 1 and to the right of a1; the distance between these two integers, c1, is thus 2 − 1 = 1.
Similarly, c2 = 5− 2 = 3, c3 = 4− 3 = 1, c4 = 5− 4 = 1, c5 = 7− 5 = 2, c6 = 7− 6 = 1. Thus
the generating function is F(Λ142365, q) =6i=1[ci] = [1][3][1][1][2][1] = (q2 + q+ 1)(q+ 1).
Proof. By Lemma 3.3 we know that when π is 231-avoiding, either π has the greatest letter n at its
first position, or n is at the (m + 1)st position with m > 0. Thus we can write π = πAπB where πA
is a 231-avoiding permutation of {1, . . . ,m} and πB is a 231-avoiding permutation of {m+ 1, . . . , n}.
Then we can construct the separating tree by repeatedly applying the following steps.
For a separating tree with root V0, we first decide its left child VL and right child VR by identifying
the position of the greatest letter in π , i.e., findingm such that am+1 = n.
When m = 0, the subtree rooted at VL has only one leaf, a1 = n, while the subtree rooted at VR is
the separating tree of the permutation a2a3 · · · an, which we will construct similarly.
Whenm > 0, the subtree rooted at VL is the separating tree for the permutation a1a2 · · · am, while
the subtree rooted at VR is the separating tree for the permutation am+1 · · · an.We then construct these
two separating trees similarly.
In the first case, V0 is a negative node. We already know that c1 = n and
F(Λπ , q) = [n] · F(Λa2a3···an , q),
and c1 = n.
In the second case, V0 is a positive node. We have c1 = n and
F(Λπ , q) = F(Λa1a2···am , q)F(Λam+1am+2···an , q).
We also know that, for a letter a in {1, 2, . . . ,m}, the distance between a and the first letter greater
than a and to its right is the same in both π and a1a2 · · · am.
The rest of the proof can be completed by induction. 
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Fig. 3. The separating tree for 4231.
Since we know that F(Λπ , q)F(Vπ , q) = [n]!, as well as the explicit formula for F(Λπ , q), we can
also obtain an explicit formula for F(Vπ , q).
By symmetry, we can obtain analogous explicit formulas when the permutation avoids any of the
patterns 132, 231, 312, or 213.
3.4. Corollaries
The following two lemmas are standard results about unimodality; see for instance [7].
Lemma 3.9. The q-binomial coefficient

n
m

is rank-unimodal and rank-symmetric.
Lemma 3.10. Let F(q) and G(q) be symmetric unimodal polynomials with nonnegative real coefficients.
Then F(q)G(q) is also symmetric and unimodal.
Lemmas 3.9 and 3.10, together with Propositions 2.6 and 2.7, imply the following corollary.
Corollary 3.11. When π is a separable permutation, F(Λπ , q) and F(Vπ , q) are rank-symmetric and
unimodal.
Thus there exists a bijection ρ : Λπ → Λπ such that ℓ(ρ(u)) = ℓ(π)− ℓ(u).
ρ can be defined by any arbitrary matching between permutations in Λπ with rank l and rank
ℓ(π)− l, for all l = 0, 1, . . . , ℓ(π). Notice that the construction of ρ as ρ(u) = u−1π or ρ(u) = π−1u
for all u ∈ Λπ might not work—for example in S4, and the separable permutation π = 3241. The
permutation u = 3214 < π = 3241, and u−1π = π−1u = s3. But s3 = 1243 is not inΛπ .
Recall that the bijection theorem Theorem 3.2 is not rank-preserving, andwe havementioned that
we can actually state a rank-preserving bijection. By using Theorem 3.2 and Corollary 3.11 above, we
have the following bijection.
Theorem 3.12. Let π = a1a2 · · · an ∈ Sn be a separable permutation. Then we have a rank-preserving
bijection
φ¯ : Λπ × Vπ → Sn
defined by
φ¯(u, v) = (ρ(u))−1v
for u ≤ π, v ≥ π , where ρ is as defined in Corollary 3.11. Thus this gives a bijective proof for Theorem 3.1.
Proof. Since ρ is a bijection from Λπ to itself, and φ as defined in Theorem 3.2 is a bijection from
Λπ × Vπ toSn, it is easy to see that φ¯ is a bijection.
We are left to show that it is rank-preserving. u has rank ℓ(u) inΛπ and v has rank ℓ(v)− ℓ(π) in
Vπ . The sum of the ranks is ℓ(v)− ℓ(u)+ ℓ(π). Its image has rank ℓ((ρ(u))−1v) = ℓ(v)− ℓ(ρ(u)) =
ℓ(v)− (ℓ(π)− ℓ(u)). Thus φ¯ is rank-preserving.
By the bijection φ¯ and its rank-preserving property, we have another proof of Theorem 3.1. 
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3.5. Remarks
Theorem 3.5 determines the number of elements of each rank k of the poset Λπ when π is
separable. We can also determine the number of elements that cover k elements. A descent of a
permutation π = a1a2 · · · an ∈ Sn is a position iwith 1 ≤ i < n such that ai > ai+1. Let des(π) be the
number of descents of π . It is easy to see that des(π) is equal to the number of elements that π covers
in the weak order onSn. If Pπ is the inversion poset of π , then the enumeration of linear extensions of
Pπ by number of descents is the same as the enumeration of elements ofΛπ in weak order by number
of covers. LetΩP(m) denote the number of order-preserving maps f : P → {1, . . . ,m}. Then we have
the following theoremwhich relatesΩP(m) to the descent number. The proof can be found in [8, Thm.
4.5.14].
Theorem 3.13. For any poset P on {1, 2, . . . , n}, we have

m≥1
ΩP(m)xm =

π∈L(P)
xdes(π)+1
(1− x)n+1 .
Using the recursive structure of Pπ when π is separable (Corollary 2.4), we can give a recursive
description of ΩPπ (m) and thus of the number of elements in Λπ that cover k elements. We do not
enter into the details here.
4. Open questions
Our results suggest several open problems. For what permutations π ∈ Sn is the poset Λπ rank-
symmetric? When is [n]! divisible by the rank generating function F(Λπ , q)? When is F(Λπ , q) a
product of cyclotomic polynomials? Stanley has verified that for n ≤ 8, if Λπ is rank-symmetric
then F(Λπ , q) is a product of cyclotomic polynomials, but F(Λπ , q) need not divide [n]!. For instance,
when n = 8 there are 8558 separable permutations, 10728 permutations π for which Λπ is rank-
symmetric (and hence a product of cyclotomic polynomials), and 961 permutations π for which Λπ
is rank-symmetric but F(Λπ , q) does not divide [8]!. A further problem is extending our work to the
weak order of other Coxeter groups.
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