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We report on a precision measurement of the ratio RΥ (3S)τµ = B(Υ (3S) → τ+τ−)/B(Υ (3S) →
µ+µ−) using data collected with the BABAR detector at the SLAC PEP-II e+e− collider. The
measurement is based on a 28 fb−1 data sample collected at a center-of-mass energy of 10.355 GeV
corresponding to a sample of 122 million Υ (3S) mesons. The ratio is measured to be RΥ (3S)τµ =
2
0.966 ± 0.008stat ± 0.014syst and is in agreement with the Standard Model prediction of 0.9946
within 2 standard deviations. The uncertainty in RΥ (3S)τµ is almost an order of magnitude smaller
than the only previous measurement.
PACS numbers: 14.60.-z, 14.60.Fg, 14.60.Ef, 14.40.Nd, 14.40.-n, 13.20.-v, 11.30.Hv, 11.30.-j
In the Standard Model (SM) the width of a spin 1
bound state of a quark and antiquark decaying into a
charged lepton-antilepton pair in the absence of radiation
effects has been known since the model’s inception [1] to
be:
Γ`` = 4α
2e2q
|Ψ(0)|2
M2
(
1 + 2
m2`
M2
)√
1− 4m
2
`
M2
,
where Γ`` is the decay width to two leptons of flavor
` (e.g., muon or τ lepton), α is the fine structure con-
stant, eq is the quark charge, Ψ(0) is the value of the
radial wave function evaluated at the origin, M is the
resonance mass, and m` is the lepton mass. The ra-
tio of widths to final-state leptons with different flavor
is free of hadronic uncertainties, and for heavy spin 1
resonances, such as the family of the bb¯ bound states
Υ (nS) mesons, differs from unity only by a small mass
correction. Consequently, leptonic decays of the Υ (nS)
mesons are good candidates to test SM predictions and
to search for phenomena beyond the SM. For example,
the CP-odd Higgs boson A0 proposed in Ref. [2] cou-
ples more strongly to heavier fermions. This would in-
troduce the Υ (nS) → γA0 → γτ+τ− decay chain with
a rate substantially higher than that of the Υ (nS) →
γA0 → γµ+µ− chain and result in a larger value of the
ratio RΥ (3S)τµ = B(Υ (3S) → τ+τ−)/B(Υ (3S) → µ+µ−)
than predicted in the SM. The only measurement to
date of that ratio was made by the CLEO collaboration,
RΥ (3S)τµ = 1.05± 0.08± 0.05 [3]. A new precise measure-
ment will further constrain new physics models.
In this Letter we present a precision measurement of
the ratio RΥ (3S)τµ using a novel technique to discriminate
between resonant and non-resonant (i.e., continuum)
dimuon production based on differences in the dimuon
mass distributions associated with initial state radiation
(ISR). In the resonant process, e+e− → Υ (3S)→ µ+µ−,
ISR is heavily suppressed compared to the non-resonant,
e+e− → µ+µ−, process. Details of how we estimate
the non-Υ (3S) contribution to the dimuon sample us-
ing this technique are described below. We account for
the number of non-resonant τ+τ− events using informa-
tion from the continuum values of the number of dimuons
together with the ratio of the selected number of τ+τ−
to µ+µ− events in the Υ (4S) data control sample, cor-
rected for center-of-mass dependent phase-space effects.
This method ensures that the measured ratio is fully in-
clusive of radiation effects and does not require a precise
luminosity determination.
The data samples used for these studies were collected
with the BABAR detector at the PEP-II asymmetric-
energy e+e− collider at the SLAC National Accelerator
Laboratory. The BABAR experiment collected data be-
tween 1999 and 2008 at center-of-mass energies of the
Υ (4S), Υ (3S), and Υ (2S) resonances, as well as at non-
resonant energies. The PEP-II positron beam energy was
3.1 GeV, while the electron beam energy was 8.6 GeV
at the Υ (3S) and 9.0 GeV at the Υ (4S), resulting in
different boosts of the final-state system and different
detector acceptances in the center-of-mass frame. We
measure the ratio R
Υ (3S)
τµ using a sample of 122 million
Υ (3S) decays corresponding to an integrated luminosity
of 27.96 fb−1 [4] collected at
√
s = 10.355 GeV during
2008 (referred to as Run 7), where
√
s is the center-of-
mass energy. We also employ three data control samples:
data collected at the Υ (4S) in 2007 (referred to as Run 6)
corresponding to 78.3 fb−1, data taken 40 MeV below the
Υ (4S) resonance (termed “off-resonance”) corresponding
to 7.75 fb−1, and data taken 30 MeV below the Υ (3S)
resonance corresponding to 2.62 fb−1. All data used in
this analysis were collected with the same detector con-
figuration after the last major upgrade in 2007. These
data control samples are used to evaluate properties of
the background, to study systematic effects, and to calcu-
late corrections to Monte Carlo (MC) based efficiencies.
We employ a blind analysis [5] in which only a small sub-
set of 2.41 fb−1 of the total Υ (3S) sample is used in the
pre-unblinding stage during which selection criteria are
optimized.
BABAR was a general purpose detector and is described
in detail elsewhere [6, 7]. Its magnetic spectrometer,
used to measure momenta of charged particles, comprised
a 5-layer silicon vertex tracker (SVT) surrounded by a
40-layer cylindrical drift chamber (DCH) placed inside
a 1.5 T superconducting solenoid with its axis aligned
nearly parallel to the e+e− beams. Charged hadron
identification was performed by using ionization measure-
ments in the SVT and DCH and by using a ring-imaging
Cherenkov detector (DIRC), which formed a cylinder sur-
rounding the DCH. The BABAR electromagnetic calorime-
ter (EMC), composed of an array of 6580 CsI(Tl) crystals
located between the DIRC and the solenoid, was used
to measure energies and directions of photons as well as
to identify electrons. Muons and neutral hadrons were
identified by arrays of resistive plate chambers or limited
steamer-tube detectors inserted into gaps in the steel of
the Instrumented Flux Return (IFR) of the magnet. An
upgrade of the IFR was completed in 2007 prior to Run 6.
The major irreducible background process is contin-
3
uum dilepton production. The KKMC event generator [8]
is used to simulate continuum µ+µ− and τ+τ− produc-
tion taking into account radiative effects. For the Bhabha
process the BHWIDE [9] event generator is employed. The
EvtGen generator [10] is used to simulate hadronic con-
tinuum events and generic Υ (3S) decays, with the final-
state radiation effects modeled by means of the PHOTOS
package [11]. The simulated µ+µ−, τ+τ−, and generic
Υ (3S) samples correspond to roughly twice the number
of events in the Υ (3S) dataset, while the Bhabha sam-
ple corresponds to roughly half the number of events. In
addition, the Υ (3S)→ µ+µ− and Υ (3S)→ τ+τ− signal
decays are simulated using the KKMC generator with ISR
turned off. Thus the same MC generator, KKMC, is em-
ployed for both the signal and continuum, which enables
a consistent evaluation of the corrections to the discrep-
ancies between data and MC. This signal MC sample is
about three times the size of the data sample. Particle
interactions with the detector and its response are mod-
eled within the GEANT4 framework [12].
As mentioned above, the selection criteria are devel-
oped using a 2.41 fb−1 Υ (3S) subsample (approximately
one-tenth of the total data) to avoid possible biases.
The dimuon candidate requires two and only two recon-
structed high momentum collinear (< 20◦) charged par-
ticles in the center-of-mass frame with opposite charges
and with associated energy depositions in the EMC con-
sistent with the muon hypothesis. We apply a polar an-
gle selection of 37◦ <∼ θ− <∼ 143◦ and 33◦ <∼ θ+ <∼ 147◦,
where θ− and θ+ are polar angles in the center-of-mass
frame of negative and positive muon candidates respec-
tively. This selection provides the same efficiency at the
borders of the sensitive volume for different boost values
at different energies in the laboratory frame. Misiden-
tified Bhabha events are additionally suppressed with a
requirement that at least one of the muon candidates in
an event has a response in the IFR. The scaled invariant
mass Mµµ/
√
s of the two muons must be in the range
0.8 < Mµµ/
√
s < 1.1. These selection criteria provide
a dimuon sample with 99.9% purity, according to MC
studies.
We consider τ -pairs where both taus have a single
charged particle in their decay, where one of the charged
particles is an electron and the other is not an electron.
The τ+τ− candidate selection proceeds by requiring two
and only two reconstructed tracks with opposite charges
in the event. One of the tracks is required to be identified
as an electron based on energy deposition in the tracking
system and EMC, whereas the other track must fail the
same electron selection requirements. Backgrounds are
further suppressed by requiring the angle between the
two tracks to be greater than 110◦ in the center-of-mass
frame. The total energy registered in the EMC must be
less than 70 % of the initial e+e− energy in the labo-
ratory frame. The acollinearity between the two tracks
in the azimuthal plane must be greater than 3◦. The
missing mass, Mmiss, which is based on the two tracks
and up to the ten most energetic clusters in the EMC
identified as photons, must satisfy the requirement that
|M2miss/s| > 0.01. The missing momentum vector must
point to the sensitive part of the detector, defined as
| cos θmiss| < 0.85 in the center-of-mass frame. To further
suppress the Bhabha background, the acollinearity angle
between the non-electron track and the combination of
the identified electron track and the most energetic pho-
ton must be greater than 2◦ in both azimuthal and polar
angles in the center-of-mass frame.
A large fraction of the background comes from two-
photon processes where tracks have low transverse mo-
menta. Since this region is also populated by the signal
τ+τ− events, a two-dimensional cut on the transverse
momentum of the positive lepton vs that of the nega-
tive lepton is developed to remove the background and
maintain an acceptable efficiency for the signal events.
These selection criteria provide a τ+τ− sample with 99%
purity, according to MC studies.
The 2.62 fb−1 Υ (3S) off-resonance and 7.75 fb−1 Υ (4S)
off-resonance samples are used to correct for differences
between MC and data τ+τ−/µ+µ− selection efficiency
ratios. For the experimental data and their corre-
sponding MC samples, the number of dilepton candi-
dates (MC scaled to the data luminosity) and corre-
sponding efficiency corrections are shown in Table I. For
the Υ (3S) and Υ (4S) off-resonance data samples, the
Nττ/Nµµ dilepton candidate ratios are 0.11665±0.00029
and 0.11647 ± 0.00017, respectively. These are in ex-
cellent agreement and show that for these selections
the efficiency ratio does not depend on the center-of-
mass energy or the different boost associated with the
two samples. The corresponding MC samples show the
same behavior and allow us to extract data-driven cor-
rections to the MC efficiency ratio. The average cor-
rection to the MC efficiency ratio between samples is
CMC = (εττ/εµµ)
data/(εττ/εµµ)
MC = 1.0146± 0.0016.
TABLE I: The numbers of dilepton candidates in 2.62 fb−1
Υ (3S) and 7.75 fb−1 Υ (4S) off-resonance data and MC sam-
ples and the correction for data and MC efficiency discrepan-
cies. The numbers of MC events are scaled according to the
measured luminosity.
Sample Ndataµµ N
MC
µµ N
data
ττ N
MC
ττ
Ndataττ /N
data
µµ
NMCττ /NMCµµ
Υ (3S) 1,538,569 1,554,208 179,466 178,569 1.015± 0.003
Υ (4S) 4,422,407 4,398,983 515,067 505,133 1.014± 0.002
The method to discriminate between Υ (3S) → µ+µ−
decays and the continuum production e+e− → µ+µ− is
based on the fact that the Υ (3S) resonance is very nar-
row and thus the ISR effects are highly suppressed for
the signal, but not the continuum background. If the
ISR photons have an energy greater than a few MeV (an
4
amount associated with the PEP-II beam energy spread),
then the e+e− interaction energy is too low to form the
bb¯ bound state. This effect results in a significant dif-
ference in the radiative tail of the Mµµ distribution for
the continuum and resonance production processes for
reconstructed dimuon candidates, as shown in Fig. 1.
About 23% of the continuum candidates are in the low
mass radiative tail region (Mµµ/
√
s < 0.98; 3σ of invari-
ant mass resolution corresponds to approximately 0.02 in
these units) whereas for the resonance decays this num-
ber is only 7%, and is associated with final state radiation
effects.
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FIG. 1: Comparison of Mµµ/
√
s distributions for the con-
tinuum production e+e− → µ+µ− in data at Υ (4S) off-
resonance energy and Υ (3S) → µ+µ− decays in MC, where
only final-state radiation is expected. The distributions are
normalized to the same number of events. The vertical dashed
line shows the border Mµµ/
√
s = 0.98.
In Fig. 2 the selected signal events are shown for simu-
lated Υ (3S) decays. For the dimuon events, the Mµµ/
√
s
variable is plotted whereas for the τ+τ− events the total
reconstructed event energy, scaled to center-of-mass en-
ergy, Eττ/
√
s, is plotted. In the dimuon events, decays
of the Υ (3S) to lower mass Υ (1S) or Υ (2S) resonances
via radiative and hadronic transitions, where the Υ (1S)
or Υ (2S) then decay into a dimuon pair, are clearly seen
and separated. In this paper we refer to such processes,
including analogous processes with a τ+τ− final state,
as “cascade decays”. Owing to the excellent momentum
resolution of the tracking system, the Mµµ/
√
s distri-
bution provides not only an estimate of the number of
Υ (3S) → µ+µ− events but also a direct evaluation of
the contributions from the cascade decays. In the τ+τ−
channel, however, these cascade decay channels all have
the same broad distribution in Eττ/
√
s and are nearly
indistinguishable.
In order to extract the ratio RΥ (3S)τµ that takes into ac-
count correlations between components, a binned max-
imum likelihood fit procedure based on the Mµµ/
√
s
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FIG. 2: Distributions of Mµµ/
√
s (top plot) and Eττ/
√
s
(bottom plot) variables in MC. Cascade decays are clearly
separated in dimuon events and nearly indistinguishable in
τ+τ− events.
and Eττ/
√
s distributions is employed. The fit proce-
dure is based on the template-fitting method of Ref. [13]
and takes into account the finite number of events in
the fit-template components. The Υ (3S) → µ+µ− and
Υ (3S) → τ+τ− templates are taken from the KKMC-
based MC without ISR effects. The templates for
Υ (2S)→ `+`− and Υ (1S)→ `+`− via cascade decays,
as well as the remaining small contributions from Υ (nS)
hadronic decays, are taken from the EvtGen-based MC.
The continuum templates use data control samples, as
described in the following paragraph.
The amount of BABAR data collected on-resonance is
about ten times larger than off-resonance. Consequently,
when the continuum template is based only on the off-
resonance data, the small size of that sample dominates
the statistical uncertainty of the ratio. To overcome this
limitation, Υ (4S) on-resonance Run 6 data, with an inte-
grated luminosity of 78.3 fb−1 and the same detector con-
figuration as Run 7, is used for the continuum template in
the fit. Since the leptonic width of the Υ (4S) is negligible
compared to the total width, only continuum-produced
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dilepton events are expected in the sample. However,
other Υ (nS) → `+`− decays appear in the data contin-
uum template via the ISR process. The radiative return
processes have been extensively studied by BABAR (e.g.,
a narrow resonance production described in Ref. [14])
and based on this approach, the amount of ISR-produced
Υ (nS) mesons are estimated and subtracted from the
continuum template.
The number of Υ (3S) → µ+µ− events Nµµ and the
raw ratio R˜τµ = Nττ/Nµµ are free parameters of the fit.
In the non-signal templates, this ratio is fixed either as in
data for the continuum background or to the simulation
prediction for the other templates.
A graphical representation of the fit result is shown
in Figs. 3 and 4. The fit yields a raw ratio of R˜τµ =
Nττ/Nµµ = 0.10788 ± 0.00091. The MC-based selection
efficiencies and their ratio, which are needed to obtain
the ratio Rτµ, are shown in Table II.
TABLE II: MC selection efficiencies in percent for Υ (3S)→
`+`−. The quoted uncertainties reflect MC statistics.
εµµ (%) εττ (%) εττ/εµµ
69.951± 0.018 7.723± 0.010 0.11041± 0.00015
Low multiplicity Υ (4S)→ BB¯ decays, such as semilep-
tonic decays, can potentially mimic τ -pair events and
then pass the selection criteria. These would modify the
Υ (4S)-based continuum template. Note that significant
numbers of Υ (4S)→ BB¯ events are not expected in the
final dimuon sample since Mµµ of such candidates is too
small. To estimate this effect, a MC sample of 265 mil-
lion Υ (4S) → BB¯ events was processed, which is about
three times the size of the Υ (4S) data, and resulted in 15
dimuon and 7644 τ+τ− candidates. Thus, the BB¯ con-
tribution to the muon template can be safely neglected
whereas the amount of τ+τ− candidates translates into
a correction of δBB¯ = 0.42% to the expected number of
Υ (3S) → τ+τ− candidates and is applied to the ratio
Rτµ.
Combining the fit result R˜τµ, the ratio of MC effi-
ciencies εµµ/εττ , the data/MC correction CMC, and the
correction from BB¯ events δBB¯ , the ratio is
RΥ (3S)τµ = R˜τµ
1
CMC
εµµ
εττ
· (1 + δBB¯) = 0.9662± 0.0084,
where uncertainties from the data/MC correction and
MC efficiencies are included in the statistical uncertainty.
The sources of the systematic uncertainty in RΥ (3S)τµ
are summarized in Table III.
To assess the particle identification uncertainty, three
additional τ+τ− classifiers were considered. The first
used tighter electron selectors for both the τ to electron
and the τ to non-electron selection. The second had a
tighter electron selector for the τ to non-electron selec-
tion. The third replaced the τ to non-electron selection
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FIG. 3: The result of the template fit to the Υ (3S) data in
the Mµµ/
√
s variable. In (a) all events are shown, in (b) and
(c) the dominant continuum e+e− → µ+µ− background is
subtracted, and (c) is a magnified view of (b) to better show
cascade decays and the radiative tail region.
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FIG. 4: The result of the template fit to the Υ (3S) data
in the Eττ/
√
s variable after the continuum background is
subtracted. Data are depicted as points with error bars. The
legend is the same as in the corresponding plot in Fig. 2.
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with an explicit requirement that the non-electron par-
ticle be identified as a muon or a pion. Even though
the data-driven corrections associated with each of these
separate τ+τ− classifiers were applied, and despite the
highly correlated statistics in these samples, there re-
mains a 0.9% difference between one of these three test
classifiers and the default classifier, which we assign as
the particle identification systematic uncertainty.
The ratio of the number of dimuon and τ+τ− events
from the cascade decays in the MC fit templates are fixed
according to lepton-flavor universality. To assess the ef-
fect of this assumption, the ratio was varied according
to the current experimental uncertainties in branching
fractions for Υ (1S) and Υ (2S) to dimuon and τ+τ− final
states, resulting in a maximum difference in R˜τµ to be
0.6%, which is taken as the systematic uncertainty.
As there is no reliable two-photon fusion MC, the con-
tribution to the systematic uncertainty arising from the
two-photon fusion background is estimated by varying
the selection on the transverse momentum, which reduces
the τ+τ− selection efficiency to almost half its nominal
value. These variations result in a maximal deviation in
R˜τµ of 0.5%.
The simulation of other generic Υ (3S) decays shows
that a small fraction of background events (about 0.1%
of dimuon and 1% of τ+τ− samples) still pass the se-
lection criteria. These backgrounds do not exhibit any
features that allow them to be easily separated in the fit
itself. Because of this, the amount of this background is
fixed to the MC prediction and a 0.4% systematic un-
certainty is assessed by varying by 50% the background,
which is dominated by the Υ (3S)→hadrons that primar-
ily contaminate the τ+τ− sample.
To estimate the systematic uncertainty associated with
imperfect modeling of radiative effects, the KKMC-based
templates for Υ (3S)→ `+`− decays used in the fit are re-
placed with templates created using EvtGen with PHOTOS.
This primarily modifies the shape associated with radia-
tive tail, shown in Fig. 3, resulting in a change in R˜τµ of
0.2%. There is a small ∼ 1% difference in Mµµ resolu-
tion between Υ (3S) and Υ (4S) data, as well as the same
order of magnitude difference between data and MC. To
estimate the systematic uncertainty due to this differ-
ence, the mass resolution in the MC is degraded to be
TABLE III: The summary of systematic uncertainties.
Source Uncertainty (%)
Particle identification 0.9
Cascade decays 0.6
Two-photon production 0.5
Υ (3S)→ hadrons 0.4
MC shape 0.4
BB¯ contribution 0.2
ISR subtraction 0.2
Total 1.4
up to 10% worse than the resolution in data. This re-
sults in a shift in R˜τµ of up to 0.4%. From this study,
the uncertainty from the MC template shape mismod-
eling of Υ (3S) → µ+µ− is conservatively estimated to
be 0.4%. The total systematic uncertainty from the MC
shape modelling associated with the radiative and reso-
lution effects is 0.4%.
The uncertainty from the BB¯ background in the con-
tinuum template is estimated by varying the expected
amount of the background by 50%, resulting in a 0.2%
change in the ratio.
The systematic uncertainty associated with Υ (nS)
mesons produced by the radiative return process in the
continuum template is estimated by accounting for exper-
imental uncertainties of total widths and leptonic branch-
ing fractions of these mesons and by varying the overall
amount of these produced mesons by 10% in order to con-
servatively account for radiator function uncertainties.
We assign a value of 0.2% as the systematic uncertainty
coming from these various effects.
All of the systematic uncertainties described in the
paragraphs above are combined in quadrature, giving to-
tal systematic uncertainty of 1.4%.
In conclusion, based on the data collected by the
BABAR detector near the Υ (3S) and Υ (4S) resonances,
the ratio of the leptonic branching fractions of the Υ (3S)
meson is measured to be
RΥ (3S)τµ = 0.966± 0.008stat ± 0.014syst.
This is in agreement with the Standard Model prediction
of 0.9946 within 2 standard deviations [1] and its uncer-
tainty is almost an order of magnitude smaller than the
only previous measurement reported by the CLEO col-
laboration [3].
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