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Foreword
0.1. Fourier analysis on manifolds. The Fourier transform on L2(Rn) and
its inversion formula are well-known :
(0.1) f̂(ξ) = (2π)−n/2
∫
Rn
e−ix·ξf(x)dx,
(0.2) f(x) = (2π)−n/2
∫
Rn
eix·ξf̂(ξ)dξ.
Since −∆eix·ξ = |ξ|2eix·ξ, eix·ξ is an eigenfunction of −∆. Therefore (0.1) and (0.2)
illustrate the expansion of arbitrary functions in terms of eigenfunctions (more
appropriately generalized eigenfunctions since they do not belong to L2(Rn)) of
the Laplacian.
There are two directions of development of the above fact. One is quantum
mechanics, where the Schro¨dinger operator H = −∆+ V (x) is the most basic tool
to decribe the physical system of atoms or molecules. If H has the continuous
spectrum, it is known that there exists a system of generalized eigenfunctions of H
which play the same role as eix·ξ. Moreover, by using these generalized eigenfunc-
tions one can define an operator called the scattering matrix or the S-matrix, which
is the fundamental object to study the physical properties of quantum mechanical
particles through the scattering experiment.
The other direction is the Fourier transform on manifolds, especially on homo-
geneous spaces of Lie groups, which is a central theme in the representation theory.
Hyperbolic manifolds, one of the deepest sources of classical mathematics, appear
also in this context. In particular, hyperbolic quotient manifolds by the action of
discrete subgroups of SL(2,R) and the associated S-matrix are important objects
in number theory.
0.2. Perturbation of the continuous spectrum. The aim of the perturba-
tion theory of continuous spectrum is, given an operatorH0 whose spectral property
is rather easy to understand, to study the spectral properties of H0 + V , where V
is the perturbation deforming the operator H0. When H = H0+V has the contin-
uous spectrum, an effective way of studying its spectral properties is to construct
a generalized Fourier tranform associated with H . To accomplish this idea, it is
necessary that the Fourier transform for H0 can be constructed easily. For example,
it is the case for the Laplacian −∆ on Rn. If the perturbation term V is an oper-
ator on the same Hilbert space as for H0 and is not so strong, one can construct
the Fourier transform associated with H0 + V by using the technique of functional
analysis and partial differential equations.
This is not so easy for operators on hyperbolic manifolds. Even the construction
of the Fourier transform associated with the Laplace-Beltrami operator on the
hyperbolic space is no longer a trivial work. To construct the Fourier transform on
hyperbolic spaces based on the upper half space model or the ball model, one needs
deep knowledge of Bessel functions. Under the action of discrete subgroups, the
properties of groups will reflect on the structure of manifolds or the construction
of generalized eigenfunctions.
30.3. Spectral and scattering theory on hyperbolic manifolds. In the
present note, we deal with the spectral theory and the associated forward and in-
verse problems for Laplace-Beltrami operators on hyperbolic manifolds. Since we
are mainly interested in its spectral properties, Selberg’s work [Se56] and its de-
velopments are beyond our scope. As an approach to the hyperbolic manifolds
from the spectral theory, the first important paper is that of Faddeev [Fa67]. Lang
[La75] is a detailed exposition of Faddeev’s article. There are also works of Roel-
cke [Roe66], Venkov [Ve90] and a recent article of Iwaniec [Iwa02]. The study
of spectral theory, in particular, that of continuous spectrum is drastically changed
in these 30 years. The book of Lax-Phillips [LaPh76] has distinguished features,
leaning over the analysis of wave equation. The derivation of the analytic continu-
ation of Eisenstein series from that of the resolvent was done by Colin de Verdie`re
[Col81]. Agmon [Ag86] used the modern spectral theory for this problem. Hislop
[His94] uses Mourre theoryiwhich is a modern powerful technique to study the con-
tinuous spectrum of self-adjoint operators, see e.g. [Is04a]) to prove the resolvent
estimates for the Laplacian on hyperbolic spaces.
The scattering metric proposed by Melrose [Me95] aims at constructing a gen-
eral calculus on non-compact manifolds on which the scattering theory is developed.
Melrose’ theory includes the following model. Let M be a compact n-dimensional
Riemannian manifold with boundary. Assume that near the boundary, M is dif-
feomorphic to M × (0, 1), M being a compact n − 1-dimensional manifold, and
introduce the following metric
ds2 =
(dy)2 +A(x, y, dx, dy)
y2
, 0 < y < 1, x ∈M,
where A(x, y, dx, dy) is a symmetirc covariant tensor such that as y → 0
(0.3) A(x, y, dx, dy) ∼ A0(x, dx) + yA1(x, dx, dy) + y2A2(x, dx, dy) + · · · ,
A0 being the Riemannian metric onM . This generalizes the upper half-space model
of the hyperbolic space. Spectral structures of the associated Laplace-Beltarmi
operator were studied by Mazzeo [Ma88] and Mazzeo-Melrose [MaMe87]. Related
inverse problem was studied by Joshi-Sa Barreto [JoSaBa00]. In particular, Sa
Barreto [SaBa05] proved that the coincidence of the scattering operators gives
rise to an isometry of associated metrics. Here the essential role is played by
the boundary control method presented by Belishev [Be87], (see also [BeKu87],
[Be97], [BeKu92]), which makes it possible to reconstruct a Riemannian manifold
from the boundary spectral data of the associated Laplace-Belrami operator.
A feature of Melrose theory is that it proves the analytic continuation of the
resolvent of Laplace-Beltrami operator for a broad class of metric so that it enables
us to study the resonance, another important subject in spectral and scattering
theory ([GuZw97]), [Zw99]). We do not deal with the resonance in this note.
However, let us mention the recent article of Borthwick [Bo07] which studies the
inverse problem related to the resonance based on Melrose theory and includes a
thorough list of references.
In the case of the Schro¨dinger operator −∆ + V (x) on Rn, the behavior of
solutions to the Schro¨dinger equation has a clear difference depending on the decay
order of the potential at infinity. If we assume that V (x) = O(|x|−ρ), |x| → ∞,
the border line is the case ρ = 1. This is also true on hyperbolic spaces. The
difference occurs in the case ρ = 1 of the decay order d−ρh , where dh denotes the
4hyperbolic distance. In (0.3), y corresponds to e−dh . Hence from the view point of
perturbation theory, the theory of scattering metric deals with the case in which
the perturbation term is expanded as the power of e−dh .
0.4. Contents of this note. The purpose of this note is the exposition of the
basic knowledge of the generalized Fourier transform on asymptotically hyperbolic
manifolds and their applications to inverse scattering problem. We deal with the
general short-range perturbation of the metric, namely, we consider the metric
which differ from the standard hyperbolic metric with the term decaying like d−1−ǫh ,
where dh is the hyperbolic distance.
More precisely we shall study an n-dimensional connected Riemannian manifold
M, which is written as a union of open sets:
M = K ∪M1 ∪ · · · ∪MN .
The basic assumptions are as follows:
(A-1) K is compact.
(A-2) Mi ∩Mj = ∅, i 6= j.
(A-3) Each Mi, i = 1, · · · , N , is diffeomorphic either to M0 = M × (0, 1) or to
M∞ =M × (1,∞), M being a compact Riemannian manifold of dimension n− 1.
Here the manifold M is allowed to be different for each i.
(A-4) On each Mi, the Riemannian metric ds2 has the following form
(0.4) ds2 = y−2
(
(dy)2 + h(x, dx) +A(x, y, dx, dy)
)
,
A(x, y, dx, dy) =
n−1∑
i,j=1
aij(x, y)dx
idxj + 2
n−1∑
i=1
ain(x, y)dx
idy + ann(x, y)(dy)
2,
where h(x, dx) =
∑n−1
i,j=1 hij(x)dx
idxj is a positive definite metric on M , and
aij(x, y), 1 ≤ i, j ≤ n, satisfies the following condition
(0.5) |D˜αxDβy a(x, y)| ≤ Cαβ(1 + | log y|)−min(|α|+β,1)−1−ǫ0, ∀α, β
for some ǫ0 > 0. Here D˜x = y˜(y)∂x, y˜(y) ∈ C∞((0,∞)) such that y˜(y) = y for
y > 2 and y˜(y) = 1 for 0 < y < 1.
Of course this metric ds2 depends on the end Mi, hence should be written as
ds2 = y−2
(
(dy)2 + hi(x, dx) +Ai(x, y, dx, dy)
)
.
Picking up the wave equation, we shall study the following scattering problem.
Consider the initial value problem for the wave equation{
∂2t u = ∆gu on M,
u
∣∣
t=0
= f, ∂tu
∣∣
t=0
= −i√−∆gf,
where f is orthogonal to the point spectral subspace for −∆g. Then for any compact
set K on M, the solution u(t) behaves as∫
K
|u(t)|2dVg → 0, as t→ ±∞.
Namely, the wave disappears from any compact set inM. On each endMj, it will
behave like
‖u(t)− u(±)j (t)‖ → 0, as t→ ±∞,
5where u
(±)
j (t) is the solution to the free wave equation ∂
2
t u
(±)
j = ∆g0j u
(±)
j , on Mj ,
u
(±)
j
∣∣
t=0
= f
(±)
j , ∂tu
(±)
j
∣∣
t=0
= −i
√
−∆g0j f
(±)
j ,
∆g0j being the Laplace-Beltrami operator associated with the metric y
−2((dy)2 +
hj(x, dx)
)
. The scattering operator S assigns to the asymptotic data in the remote
past that in the remote future:
S : (f (−)1 , · · · , f (−)N )→ (f (+)1 , · · · , f (+)N ).
The inverse scattering is an attempt to recover the metric ofM from the scattering
operator S. To study this problem, we first investigate the spectral properties of
the associated Laplace-Beltrami operator −∆g. Namely
• Location of the essential spectrum.
• Absence of eigenvalues embedded in the continuous spectrum when one
of the ends is regular, i.e. one Mi is diffeomorphic to M × (0, 1).
• Discreteness of embedded eigenvalues in the continuous spectrum when
all the ends are cusps, i.e. all Mi are diffeomorphic to Mi × (1,∞).
• Limiting absorption principle for the resolvent and the absolute continuity
of the continuous spectrum.
Our next issue is the forward problem. Namely
• Construction of the generalized Fourier transform associated with −∆g.
• Asymptotic completeness of time-dependent wave operators.
• Characterization of the space of scattering solutions to the Helmhotz equa-
tion in terms of the generalized Fourier transform.
• Asymptotic expansion of scattering solutions to the Helmholtz equation
and the S-matrix.
As a byproduct, we also study
• Representation of the fundamental solution to the wave equation in the
upper-half space model.
• Radon transform and the propagation of singularities for the wave equa-
tion.
Finally, we shall discuss the inverse problem. Namely
• Identification of the Riemannian metric from the scattering matrix.
We show that two asymptotically hyperbolic manifolds satisfying the above as-
sumptions are isometric, if the metrics coincide on one regular end, and also the
S-matrices coincide on that end.
The ingredient of each chapter is as follows.
Chapter 1 Fourier transforms on hyperbolic spaces
We discuss the construction of the Fourier transform associated with the Laplace-
Beltrami operator ofHn as well as its spectral properties. Moreover, we characterize
the solution space of the Helmholtz equation in terms of the Fourier transform. We
also study the fundamental solution to the wave equation and the Radon transform.
We mainly use the estimates of Bessel functions. This chapter is the basis of whole
arguments in this note. Main results are Theorems 3.13, 4.2, 4.3, 6.5 and 6.6.
Chapter 2 Perturbation of the metric
6This is an exposition of spectral and scattering theory for Laplace-Beltrami
operators associated with asympotically hyperbolic metrics on Rn+ and their scat-
tering matrices. As in Chapter 1, we will discuss the generalized Fourier transform,
the asymptotoic expansion of the resolvent, the Helmholtz equation and the Radon
transform. This is also an introduction to the classical spectral theory. Main results
are Theorems 2.3, 7.1, 7.8, 7.9, 7.10 and 8.9.
Chapter 3 Manifolds with hyperbolic ends
The general hyperbolic manifolds are constructed by the action of discrete
groups on Hn. We shall consider simple cases and study the spectral properties
of the resulting quotient manifolds. We also discuss the action of SL(2,Z). Main
results are Theorems 3.8, 3.12, 3.13 and 3.14.
Chapter 4 Radon transform and propagation of singularities in Hn
The Radon transform describes singularities of solutions to the wave equation.
We shall discuss this classical matter in this chapter for the hyperbolic space. The
goal is Theorem 5.2 which is a generalization of Theorem 6.6 in Chapter 1.
Chapter 5 Introduction to inverse scattering
Local perturbations of the metric of hyperbolic manifolds are identified from
the scattering matrix. We shall prove this fact by using spectral theory. Our goal
is Theorem 4.8, which asserts that if the metrics coincide on one regular end of the
asymptoticaly hyperbolic manifolds, and also the S-matrices coincide on that end,
then two manifolds are isometric.
The method we have given here works not only for asymptotically hyperbolic
ends but also for the manifolds on which the spectral representation is established.
In particlular, Theorem 4.8 holds for manifolds with asymptotically Euclidean ends,
or the mixture of Euclidean and hyperbolic ends.
Chapter 6 Boundary control method
To identify the metric, we reduce the problem to that of the inverse spectral
problem on non-compact manifolds with compact boundaries. The crucial role
is played by the boundary control method developed by Belishev and Kurylev.
This section is devoted to a comprehensive and self-contained exposition of this
approach. We shall give a complete proof of the BC-method except for Tataru’s
theorem on the uniqueness of solutions to non-characteristic Cauchy problem for
the wave equation.
Appendix A Radon transform and propagation of singularities in Rn
The relation between the propagation of singularities and the Radon transform
is not obvious even for the case of perturbed Euclidean metric. We shall give
detailed proof for this subject for the case of general short-range perturbation of
the Euclidean metric. Main results are Theorems 6.7 and 6.10.
The main part of our results will be proved under a weaker decay assumption
on the metric. More precisely, if we assume instead of (A-4) that in the region
0 < y < y0
(0.6) ds2 = y−2
(
(dy)2 + h(x, dx) +B(x, y, dx)
)
,
B(x, y, dx) =
n−1∑
i,j=1
bij(x, y)dx
idxj ,
7where each bij(x, y) satisfies
(0.7) |D˜αxDβy b(x, y)| ≤ Cαβ(1 + ρ(x, y))−1−ǫ, ǫ > 0,
ρ(x, y) being the distance of (x, y) ∈ M from some fixed point, we can derive the
same results as those presented below. In fact, we shall prove that the metric of the
form (0.4) satisfying (0.5) is transformed to the metric of the form (0.6) satisfying
(0.5) (see Theorem 1.6 in Chapter 4), and once we adopt (0.6), we only use the
decay assumption (0.7).
Even if we start from the metric of the form (0.4) satisfying (0.7), the results
below, except for Theorem 2.10, Corollary 2.11 in Chapter 2 and Theorems in Chap-
ter 4, also hold. The difference is that the non-existence of eigenvalues embedded
in the continuous spectrum may not be true. However, even in this case, one can
show that the embedded eigenvalues are discrete with possible accumulation points
0 and ∞ just like Chapter 3, Theorem 3.5.
We have tried to make Chapters 1, 2 and 6 as elementary as possible so that one
needs little knowledge to understand the spectral theory and inverse problems. The
readers interested in only the inverse problems can skip Chapter 4 and Appendix. If
one wants to know the essential step of the limiting absorption principle (resolvent
estimates), one should skip Chapter 1 and read subsections 2.3, 2.4 and 2.5 of
Chapter 2 first. Although it is written for the upper-half space model, the same
idea works for the analysis of ends. We employed the method of integration by parts
to prove the limiting absorption principle, which is essentially due to Eidus [Ei69].
This approach is simple and needs no preparatory tool, moreover it is flexible and
applicable to various situation. For the other approaches, see e.g. [EGM98],
[FrHi89], [Kub73], [Mue87], [Mue92].
To construct the generalized Fourier transform, we compute the asymptotic ex-
pansion at infinity of the resolvent. This is a classical idea, and has been frequently
used (see e.g. [Sa79], or [Gu92]). We also utilize the Besov type space introduced
by Agmon-Ho¨rmander [AgHo76] to construct eigenoperators, which, as has been
done by Yafaev [Yaf91], makes it possible to characterize the solution space of the
Helmholtz equation by the generalized Fourier transform and to derive the S-matrix
from the asymptotic expansion of solutions to the Helmholtz equation.
One can deal with other types of metric by the methods employed here. For
example, the asymptotically Euclidean ends can be treated in the same way by
utilizing results in Chap. 2, §5, §6 and Appendix A. The inverse scattering from
asymptotically (Euclidean) cylindrical ends has been studied in [IKL10]. In prac-
tical situation, this problem includes that of wave guides. In [IKL11], inverse
scattering from cusp of asymptotically hyperbolic manifolds (or orbifolds) in 2-
dimensions is studied. The idea consists in generalizing the notion of S-matrix,
which makes it possible to determine all geometrically finite hyperbolic surfaces.
One can also consider a mixture of these different types of ends.
There are many unknown problems on spectral properties and inverse scattering
for a big variety of other types of ends. We hope that the methods in this paper
will be helpful for the future study of these fields.
0.5. Remarks on notation.
• For two Banach spaces X, Y , B(X ;Y ) denotes the totality of bounded
linear operators from X to Y .
8• For a self-adjoint operator A
σ(A) = the spectrum of A,
σp(A) = the set of all eigenvalues of A,
σac(A) = the absolutely continuous spectrum of A,
σd(A) = the dscrete spectrum of A,
σe(A) = the essential spectrum of A.
• For an open set Ω in a manifold, C∞0 (Ω) is the set of all infinitely differ-
entiable functions with compact support in Ω.
• For a measure dµ on Ω, L2(Ω; dµ) denotes all functions f such that
‖f‖ =
(∫
Ω
|f |2dµ
)1/2
<∞.
• For an open set Ω, Hm(Ω) is the Sobolev space of order m on Ω, namely
the set of all functions f on Ω whose all weak derivatives of order up to
m belong to L2(Ω; dµ).
• Hmloc(Ω) denotes the set of all u such that u ∈ Hm(ω) for all relatively
compact open set ω in Ω.
• In the inequalities, C’s denote various constants. Although these con-
stants may vary from line to line, they are denoted by the same letter
C.
• Theorems, Lemmas, etc. are quoted as follows. In each chapter, Theorem
m.n means Theorem m.n of §m of that chapter. Theorem p.m.n means
Theorem m.n of Chapter p.
Throughout this note, we have assumed the standard knowledge of functional analy-
sis. We have also given a brief explanation for the basic knowledge of the spectrum
of self-adjoint operators and partial differential equations when it appears. The
reader should consult Kato [Ka76], Reed-Simon [ReSi], Isozaki [Is04a] for details.
0.6. Very short perspective. Let us explain the basic strategy of construct-
ing the Fourier transform in this paper taking R1 as an example. We regard
H = −d2/dx2 as the Laplacian on the 1-dimensional manifold R1. The resolvent
R(z) = (H − z)−1 of H has the following expession:
R(z)f(x) =
i
2
√
z
∫ ∞
−∞
ei
√
z|x−y|f(y)dy, Im
√
z > 0.
Therefore assuming that f ∈ L1(R1) and z → λ > 0, and letting x→ ±∞, we have
R(λ+ i0)f(x) ∼ i
√
π
2λ
e±i
√
λxf̂(±
√
λ).
Let EH(λ) be the spectral measure for H . Then by Stone’s formula, we have for
0 < a < b <∞
(EH((a, b))f, f) = lim
ǫ→0
1
2πi
∫ b
a
([R(λ + iǫ)−R(λ− iǫ)]f, f)dλ.
9Letting u = R(λ+ i0)f , we have by integration by parts
([R(λ+ i0)−R(λ− i0)]f, f) = (u, f)− (f, u)
= lim
R→∞
∫ R
−R
(
u′′u− uu′′) dx
= lim
R→∞
[u′u− uu′]R−R
=
πi√
λ
(
|f̂(
√
λ)|2 + |f̂(−
√
λ)|2
)
,
which implies
‖f‖2 = lim
a→0,b→∞
(EH((a, b))f, f) =
∫ ∞
−∞
|f̂(k)|2dk.
These calculations suggest that
• The Fourier transform is obtained from the asymptotic expansion at in-
finity of the Green operator of the Laplacian.
• Parseval’s formula is a consequence of Stone’s formula and integration by
parts.
We should stress that
• The limit R(λ± i0) of the resolvent R(λ± iǫ) as ǫ ↓ 0 plays an important
role.
The procedure of taking the limit as ǫ ↓ 0 ofR(λ±iǫ) is called the limiting absorption
principle.
We shall explain these matters on asymptotically hyperbolic spaces.

Contents
Chapter 1. Fourier transforms on the hyperbolic space 13
1. Basic geometry in the hyperbolic space 13
2. Besov type spaces 16
3. 1-dimensional problem 20
4. The upper-half space model 30
5. Modified Radon transform 39
6. Radon transform and the wave equation 43
Chapter 2. Perturbation of the metric 49
1. Preliminaries from elliptic partial differential equations 49
2. Basic spectral properties for Laplace-Belrami operators on Hn 55
3. Growth order of solutions to reduced wave equations 64
4. Abstract theory for spectral representations 70
5. Examples of spectral representations 81
6. Geometric S-matrix 84
7. Helmholtz equation and geometric S-matrix 87
8. Modified Radon transform 90
Chapter 3. Manifolds with hyperbolic ends 99
1. Classification of 2-dimensional hyperbolic manifolds 99
2. Model space 101
3. Manifolds with hyperbolic ends 105
4. Cusps and generalized eigenfunctions 127
5. SL(2,Z)\H2 as a Riemann surface 137
Chapter 4. Radon transform and propagation of singularities in Hn 143
1. Geodesic coordinates near infinity 143
2. Asymptotic solutions to the wave equation 148
3. Mellin transform and pseudo-differential operators 150
4. Parametrices and regularizers 153
5. Singularity expansion of the Radon transform 162
Chapter 5. Introduction to inverse scattering 165
1. Local problem on Hn 165
2. Scattering operator and N-D map 165
3. Boundary spectral projection 168
4. Inverse problems for hyperbolic ends 170
Chapter 6. Boundary control method 177
1. Brief introduction to the boundary control method 177
2. Blagovestchenskii idenitity 179
11
12 CONTENTS
3. Geodesics 181
4. Controllabilty and observability 182
5. Topological reconstruction of N by R(N ) 188
6. Boundary cut locus 189
7. Boundary distance coordinates 199
8. Reconstruction of R(N ) from BSP 202
9. Wave fronts and R(N ) 204
10. Propagation of singularities and R(N ) 206
11. Eigenfunction coordinates 207
Appendix A. Radon transform and propagation of singularities in Rn 211
1. Fourier and Radon transforms for perturbed metric 212
2. Asymptotic solutions 218
3. Fourier integral operators and functional calculus 223
4. Parametrices and regularizers 226
5. Propagation of singularities 232
6. Singular support theorem 240
Appendix. Bibliography 251
CHAPTER 1
Fourier transforms on the hyperbolic space
1. Basic geometry in the hyperbolic space
1.1. Upper-half space model. We begin with reviewing elementary geo-
metric properties of the hyperbolic space Hn. Throughout this article Hn is the
Euclidean upper-half space
(1.1) Rn+ = {(x, y) ; x ∈ Rn−1, y > 0}
equipped with the metric
(1.2) ds2 =
|dx|2 + (dy)2
yn
.
In the following, for v = (v1, · · · , vd) ∈ Rd, |v| means its Euclidean length : |v| =(∑d
i=1 v
2
i
)1/2
.
Theorem 1.1. (1) The following 4 maps are the generators of the group of
isometries on Hn :
(a) dilation : (x, y)→ (λx, λy), λ > 0,
(b) translation : (x, y)→ (x+ v, y), v ∈ Rn−1,
(c) rotation : (x, y)→ (Rx, y), R ∈ O(n− 1),
(d) inversion with respect to the unit sphere centered at (0, 0) :
(x, y)→ (x, y) = (x, y)|x|2 + |y|2 .
(2) Any isometry on Hn is a product of the above 4 isometries.
Proof. The assertion (1) follows from a direct computation. We use
dx =
dx
r2
− 2x
r3
dr, dy =
dy
r2
− 2y
r3
dr,
where r2 = x2 + y2, x = x/r2, y = y/r2, to prove (d). The proof of the assertion
(2) is in [BePe92] pp. 21, 24. 
Recall that the inversion with respect to the sphere {|x− x0| = r} is the map:
x → r2(x − x0)/|x − x0|2 + x0. We give examples of the isometry in H2 and H3,
which can be proved by a straightforward computation.
1.2. H2 and linear fractional transformation. When n = 2, it is conve-
nient to identify a point (x, y) ∈ H2 with the complex number z = x + iy. For a
matrix
γ =
(
a b
c d
)
∈ SL(2,R),
13
14 1. FOURIER TRANSFORMS ON THE HYPERBOLIC SPACE
the linear fractional transformation
z → γ · z := az + b
cz + d
defines an isometry on H2.
1.3. H3 and quarternions. Represent a point (x1, x2, x3) ∈ H3 by a quar-
ternion
z = x11+ x2i+ x3j =
(
x1 + ix3 x2
−x2 x1 − ix3
)
with k-component equal to 0 ; then H3 ⊂ Q. For a matrix
γ =
(
a b
c d
)
∈ SL(2,C),
the Mo¨bius transformation
z→ γ · z := (az+ b)(cz+ d)−1.
acts from H3 to Q. Using ad − bc = 1, straightforward although lengthy com-
putations show that γ · z actually belongs to H3. Thus γ defines an isometry on
H3.
1.4. Geodesics. The equation of a geodesic in a Riemannian manifold with
metric ds2 = gijdx
idxj is
d2xk
dt2
+ Γkij
dxi
dt
dxj
dt
= 0,
Γkij =
1
2
gkp
(
∂gjp
∂xi
+
∂gip
∂xj
− ∂gij
∂xp
)
,
where (gij) is the inverse matrix of (gij). It is well-known that this may be rewritten
as Hamilton’s canonical equation with Hamiltonian h(x, ξ) = 12g
ijξiξj :
dxi
dt
=
∂h
∂ξi
,
dξi
dt
= − ∂h
∂xi
.
(One can check it directly by using the formula
∂gij
∂xm
= −gik
(
∂gkr
∂xm
)
grj). In the
case of Hn, with (ξ, η) dual to (x, y), Hamilton’s equation turns out to be
dx
dt
= y2ξ,
dy
dt
= y2η,
dξ
dt
= 0,
dη
dt
= −y(|ξ|2 + η2).
Hence ξ does not depend on t. If ξ = 0, the curve becomes a straight line {x = x(0)}.
When ξ 6= 0, (x(t), y(t)) moves in the 2-dimensional plane spanned by 2 vectors
(ξ, 0) and (0, 1), which is denoted by Π. We use the same (x, y) to denote the
rectangular coordinates on Π. Since the energy h is conserved, y(t)2(|ξ|2 + η(t)2)
is a constant, which is denoted by 2E. Then η2 = 2E/y2 − |ξ|2, which implies
y′ =
dy
dx
=
η
|ξ| = ±
√
A
y2
− 1, A = 2E|ξ|2 .
Solving this equation, we get (x+B)2 + y2 = A. We have thus proven
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Lemma 1.2. There are only two kinds of geodesics in Hn :
(a) the hemi-circles with center on the hyperplane {y = 0},
(b) the straight lines perpendicular to the hyperplane {y = 0}.
We see by Lemma 1.2 that for two points P,Q ∈ Hn, there exists only one
geodesic passing through P and Q.
Lemma 1.3. For two points (a, b), (a′, b′) ∈ Hn, there exists an isometry which
maps (a, b) to (0, 1) and (a′, b′) to (0, c), where(
tanh
| log c|
2
)2
=
|a− a′|2 + (b− b′)2
|a− a′|2 + (b+ b′)2 .
Proof. By the following isometries, (a, b) is mapped to (0, 1) :
(a, b)→ (a
b
, 1) (dilation) → (0, 1) (translation).
Then (a′, b′) is mapped to (a
′−a
b ,
b′
b ). Therefore, we have only to show that for any
(x, y) there exists an isometry which maps (x, y) to (0, c) with suitable c leaving
(0, 1) invariant. The problem is then reduced to 2-dimensions. Consider the linear
fractional transformation by
γ =
(
cos θ − sin θ
sin θ cos θ
)
,
which leaves i invariant. Then for given z = x+ iy,
γ · z =
|z|2−1
2 sin 2θ + x cos 2θ + iy
|z sin θ + cos θ|2 .
By choosing θ so that the real part vanishes, we get the isometry which maps x+ iy
to ic. Let us compute c. Assuming that x > 0, by our choice of θ,
cos 2θ =
1− |z|2
[(1− |z|2)2 + 4x2]1/2 , sin 2θ =
2x
[(1 − |z|2)2 + 4x2]1/2 .
Therefore
|z sin θ + cos θ|2 = 1 + |z|
2
2
+
1− |z|2
2
cos 2θ + x sin 2θ
=
1
2
[
1 + |z|2 + ((1 − |z|2)2 + 4x2)1/2] ,
hence
c =
2y
1 + |z|2 + ((1− |z|2)2 + 4x2)1/2
=
1 + |z|2 − ((1 − |z|2)2 + 4x2)1/2
2y
.
This implies (
tanh
| log c|
2
)2
=
1 + |z|2 − 2y
1 + |z|2 + 2y .
Putting x = |a− a′|/b, y = b′/b, we complete the proof of the lemma. 
The hyperbolic distance from (0, 1) to (0, c) is given by∣∣∣∣∫ c
1
dy
y
∣∣∣∣ = | log c|.
This and Lemma 1.3 imply the following formula.
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Lemma 1.4. The hyperbolic distance d = d
(
(x, y), (x′, y′)
)
between (x, y) and
(x′, y′) is given by (
tanh
d
2
)2
=
|x− x′|2 + |y − y′|2
|x− x′|2 + |y + y′|2 .
From this lemma, we get
(1.3)
1
2
(
coshd− 1) = |x− x′|2 + |y − y′|2
4yy′
.
Lemma 1.5. The geodesic sphere in Hn is a Euclidean sphere.
For example the geodesic sphere in Hn with center (0, 1) and radius r > 0 is
written as
|x|2 + (y − (1 + 2δ))2 = 4δ(1 + δ), δ = (cosh r − 1)/2.
This is a Euclidean sphere with center (0, cosh r) and radius sinh r.
The following formula is a corollary of the previous considerations :
(1.4) ds2 = (dr)2 + sinh2 r(dθ)2,
where (r, θ) ∈ [0,∞)× Sn−1 are geodesic polar coordinates centered at (0, 1), and
(dθ)2 is the standard metric on Sn−1.
1.5. Estimate of the metric. Let dh(x, y) be the hyperbolic distance be-
tween (x, y) and (1, 0). For w ∈ Rd, we put 〈w〉 = (1 + |x|2)1/2, and define
(1.5) ρ0(x, y) = log〈x〉 + 〈log y〉.
Lemma 1.6. There exists a constant C0 > 0 such that on H
n
C−10
(
1 + ρ0(x, y)
) ≤ 1 + dh(x, y) ≤ C0(1 + ρ0(x, y)).
Proof. By (1.3), coshdh = (|x|2+ y2+1)/(2y). If y is small, edh ∼ (|x|2+1)/y,
and we obtain the lemma easily. If y is large, edh ∼ y + |x|2/y. The estimate from
above is easy, since edh ≤ C(y + |x|2). The estimate from below is obtained by
cosidering two cases y >
√|x| and y <√|x|. 
2. Besov type spaces
The Fourier transform f̂(ξ) of a function f(x) on Rn becomes smooth if f(x)
decays rapidly at infinity, and we can restrict f̂(ξ) on a hypersurface in Rn. The
best possible space to describe the relation between the decay at infinity of Rn and
the restriction of its Fourier transform on a hypersurface was found by Agmon-
Ho¨rmander [AgHo76]. Let us point out that Murata ([Mu74], [Mu80]) had
discovered this space in his study of the asymptotic behavior at infinity of solutions
of linear partial differential equations. This space furnishes a natural framework to
characterize solutions to the Helmholtz equation. We introduce this space for Hn.
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2.1. The Besov type space. Let h be a Hilbert space endowed with inner
product ( , )h and norm ‖ · ‖h. We decompose (0,∞) into (0,∞) = ∪k∈ZIk, where
Ik =

(
exp(ek−1), exp(ek)
]
, k ≥ 1(
e−1, e
]
, k = 0(
exp(−e|k|), exp(−e|k|−1)], k ≤ −1.
We fix a natural number n ≥ 2 and put
dµ(y) =
dy
yn
.
Definition 2.1. Let B be the space of h-valued function on (0,∞) satisfying
‖f‖B =
∑
k∈Z
e|k|/2
(∫
Ik
‖f(y)‖2
h
dµ(y)
)1/2
<∞.
Lemma 2.2. (1) The following inequality holds :∫ ∞
0
y(n−1)/2‖f(y)‖hdµ(y) ≤ C‖f‖B, ∀f ∈ B
(2) For any T ∈ B∗, there exits a unique vT ∈ L2loc((0,∞);H) such that
T (f) =
∫ ∞
0
(
f(y), vT (y)
)
h
dµ(y), ∀f ∈ B,
‖T ‖ = sup
k∈Z
e−|k|/2
(∫
Ik
‖vT (y)‖2hdµ(y)
)1/2
.
Proof. By the Schwarz inequality, we have∫ ∞
0
y(n−1)/2‖f(y)‖h dy
yn
≤
∑
k
(∫
Ik
dy
y
)1/2(∫
Ik
‖f(y)‖2
h
yn
dy
)1/2
.
Since
∫
Ik
dy/y ≤ Ce|k|, we get the assertion (1).
Let Tk be the restriction of T on L
2(Ik;H). Then we have for f which vanishes
outside Ik
|Tk(f)| = |T (f)| ≤ ‖T ‖‖f‖B = ‖T ‖e|k|/2
(∫
Ik
‖f(y)‖2hdµ(y)
)1/2
.
Therefore by the theorem of Riesz, there exists v
(k)
T (y) ∈ L2(Ik;H) such that
T (f) =
∫
Ik
(
f(y), v
(k)
T (y)
)
h
dµ(y), ∀f ∈ L2(Ik;h),
(∫
Ik
‖v(k)T (y)‖2hdµ(y)
)1/2
≤ ‖T ‖e|k|/2.
Putting vT (y) = v
(k)
T (y), y ∈ Ik, we then have
sup
k
e−|k|/2
(∫
Ik
‖vT (y)‖2hdµ(y)
)1/2
≤ ‖T ‖.
18 1. FOURIER TRANSFORMS ON THE HYPERBOLIC SPACE
Let χk be the characteristic function of Ik. Then for any f ∈ B
T (f) =
∑
k
T (χkf)
=
∑
k
∫
Ik
(
f(y), v
(k)
T (y)
)
h
dµ(y)
=
∫ ∞
0
(f(y), vT (y))h dµ(y).
We now put
ak = e
|k|/2
(∫
Ik
‖f(y)‖2hdµ(y)
)1/2
, bk = e
−|k|/2
(∫
Ik
‖vT (y)‖2hdµ(y)
)1/2
.
Then since
|T (f)| ≤
∑
k
∫
Ik
‖f(y)‖h‖vT (y)‖hdµ(y)
≤
∑
k
akbk ≤
∑
k
ak
(
sup
k
bk
)
,
we have ‖T ‖ ≤ supk bk. 
By this lemma, B∗ is identified with the Banach space with norm
‖v‖B∗ = sup
k∈Z
e−|k|/2
(∫
Ik
‖v(y)‖2
h
dµ(y)
)1/2
.
However, the following norm is easier to handle.
Lemma 2.3. There exists a constant C > 0 such that
C‖v‖B∗ ≤
(
sup
R>e
1
logR
∫
1
R<y<R
‖v(y)‖2
h
dµ(y)
)1/2
≤ C−1‖v‖B∗ .
Proof. We put
A = sup
k∈Z
e−|k|
∫
Ik
‖v(y)‖2hdµ, B = sup
R>e
1
logR
∫
1
R<y<R
‖v(y)‖2hdµ.
For any ǫ > 0 there exists k ∈ Z such that
e−|k|
∫
Ik
‖v(y)‖2
h
dµ > A− ǫ.
By putting logR = e|k|, we have
1
logR
∫
1
R<y<R
‖v(y)‖2hdµ ≥ e−|k|
∫
Ik
‖v(y)‖2hdµ.
This implies B ≥ A.
On the other hand for any ǫ > 0 there exists R > e such that
1
logR
∫
1
R<y<R
‖v(y)‖2
h
dµ > B − ǫ.
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Choosing k ∈ Z such that exp(ek) ≤ R ≤ exp(ek+1) we then have
1
logR
∫
1
R<y<R
‖v(y)‖2
h
dµ ≤ 1
logR
∑
|p|≤k+1
∫
Ip
‖v(y)‖2
h
dµ
≤ A
logR
∑
|p|≤k+1
e|p| ≤ CA. 
Definition 2.4. We identify B∗ with the space equipped with norm
‖u‖∗B =
(
sup
R>e
1
logR
∫
1
R<y<R
‖u(y)‖2hdµ
)1/2
<∞.
The following inequality holds :
|(f, v)| =
∣∣∣∣∫ ∞
0
(f(y), v(y))hdµ
∣∣∣∣ ≤ C‖f‖B‖v‖B∗ .
Lemma 2.5. (1) The following assertions (2.1) and (2.2) are equivalent.
(2.1) lim
R→∞
1
logR
∫
1
R<y<R
‖u(y)‖2
h
dµ = 0.
(2.2) lim
R→∞
1
logR
∫ ∞
0
ρ
( log y
logR
)‖u(y)‖2hdµ = 0, ∀ρ ∈ C∞0 (R).
(2) A function u belongs to B∗ if and only if
sup
R>e
1
logR
∫ ∞
0
ρ
( log y
logR
)‖u(y)‖2
h
dµ <∞, ∀ρ ∈ C∞0 (R)
Proof. To prove (1), we have only to note that (2.1) is equivalent to
(2.3) lim
R→∞
1
logR
∫
Ra<y<Rb
‖u(y)‖2
h
dµ = 0, −∞ < ∀a < ∀b <∞.
Indeed, letting R = Rc, c = max {|a|, |b|}, in (2.1), we get (2.3). Letting a = 1, b =
−1 in (2.3), we get (2.1). Since a and b are arbitrary, (2.3) is equivalent to (2.2).
The assertion (2) is proved similarly. 
In the upper half-space model Rn+, we represent a point of R
n
+ as (x, y), x ∈
Rn−1, y > 0, and put h = L2(Rn−1).
2.2. Weighted L2 space. The following spaces are also useful.
Definition 2.6. For s ∈ R, we define the space L2,s by
u ∈ L2,s ⇐⇒ ‖u‖2s =
∫ ∞
0
(1 + | log y|)2s‖u(y)‖2
h
dµ(y) <∞.
Lemma 2.7. For s > 1/2, we have the following inclusion relations :
L2,s ⊂ B ⊂ L2,1/2 ⊂ L2 ⊂ L2,−1/2 ⊂ B∗ ⊂ L2,−s.
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Proof. We put
ak,s =
(∫
Ik
(1 + | log y|)2s‖u(y)‖2
h
dµ(y)
)1/2
.
Since
C−1e|k| ≤ 1 + | log y| ≤ Ce|k|, y ∈ Ik,
we have
C−1e|k|sak,0 ≤ ak,s ≤ Ce|k|sak,0.
This implies
‖u‖1/2 =
√∑
k
(ak,1/2)2 ≤
∑
k
ak,1/2 ≤ C
∑
k
e|k|/2ak,0 = C‖u‖B.
Letting ǫ = s− 1/2 > 0, we have
‖u‖B =
∑
k
e−|k|ǫe|k|sak,0 ≤ C
∑
k
e−|k|ǫak,s ≤ C(
∑
k
a2k,s)
1/2 = C‖u‖s.
These two relations yield L2,s ⊂ B ⊂ L2,1/2. Passing to the dual spaces, we have
L2,−1/2 ⊂ B∗ ⊂ L2,−s. 
3. 1-dimensional problem
3.1. Some facts from functional analysis. Let us recall basic terminolo-
gies. A densely defined linear operator A on a Hilbert space H is said to be sym-
metric if (Au, v) = (u,Av), ∀u, v ∈ D(A). If A is symmetric, D(A) ⊂ D(A∗) and
A∗u = Au for u ∈ D(A). A symmetric operator A is said to be self-adjoint if
D(A∗) = D(A). The closure A of a symmetric operator A is defined as follows:
u ∈ D(A), Au = f if and only if there exists {un} ∈ D(A) such that un → u,
Aun → f . A symmetric operator A is said to be essentially self-adjoint if A is
self-adjoint. A is essentially self-adjoint if and only if Ker (A∗ ± i) = {0}. This is
equivalent to Ker (A∗ − z) = {0} if Im z 6= 0. For the proof of these facts, see e.g.
[ReSi], Vol. 1 and Vol. 3.
Suppose we are given a differential operator A = a(y)∂2y + b(y)∂y + c(y) on the
interval (0,∞). We shall assume that the coefficients of A is sufficiently smooth,
a(y) 6= 0 on (0,∞), and that there exists a function ρ(y) > 0 such that A∣∣
C∞0 ((0,∞))
is essentially self-adjoint in H = L2((0,∞); ρ(y)dy). For Im z 6= 0, let ϕ0(y) and
ϕ∞(y) be non-trivial solutions of (A− z)u = 0 on (0,∞) such that
ϕ0(y) ∈ L2((0, 1); ρ(y)dy), ϕ∞(y) ∈ L2((1,∞); ρ(y)dy).
Lemma 3.1. ϕ0(y) and ϕ∞(y) are linearly independent.
Proof. If they were linearly dependent, then ϕ0(y) ∈ H. Therefore, since A is
self-adjoint, ϕ0(y) = 0, which is a contradiction. 
Let W (y) be the Wronskian:
W (y) = ϕ0(y)ϕ
′
∞(y)− ϕ′0(y)ϕ∞(y) 6= 0
and define the Green function G(y, y′) by
G(y, y′) =
1
a(y′)ρ(y′)W (y′)
{
ϕ0(y)ϕ∞(y′), 0 < y < y′,
ϕ∞(y)ϕ0(y′), 0 < y′ < y.
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The integral operator
Gf(y) =
∫ ∞
0
G(y, y′)f(y′)ρ(y′)dy′
is called the Green operator of A− z. Let ‖ · ‖ be the norm in H.
Lemma 3.2. (1) If Im z 6= 0,
‖Gf‖ ≤ 1|Im z|‖f‖.
(2) For f ∈ H, (A− z)Gf = f.
Proof. (1) is a standard fact (see e.g. [ReSi] Vol 1). For f ∈ C∞0 ((0,∞)), we
put u = Gf . One can then find a small ǫ > 0 such that u = Cϕ0(y) for y < ǫ and
u = C′ϕ∞(y) for y > 1/ǫ. Hence u ∈ H. Using (A − z)ϕ0 = (A − z)ϕ∞ = 0, we
have, by a direct, computation
(A− z)u = (ϕ′∞ϕ0 − ϕ′0ϕ∞)
aρ
aρW
f = f.
This implies that G = (A − z)−1 on C∞0 ((0,∞)), and proves (2) for such f ′s. As
‖(Az)−1‖ ≤ |Im z|−1, by approximating f ∈ L2((0,∞)) by fn ∈ C∞0 ((0,∞)), we
obtain (1) and (2) for the whole H. 
We explain the elliptic regularity theorem in the 1-dimensional case. Let I ⊂ R
be an open interval and A = −d2/dx2+a1(x)d/dx+a0(x) be a differential operator
with smooth coefficients. The formal adjoint A† is defined by
A†ϕ(x) = − d
2
dx2
ϕ(x)− d
dx
(
a1(x)ϕ(x)
)
+ a0(x)ϕ(x).
A function u(x) is said to be a weak solution of the equation Au = f on I if∫
I
u(x)A†ϕ(x)dx =
∫
I
f(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (I).
Lemma 3.3. If u is a weak solution to the equation Au = f on I with f ∈
C∞(I), then actually u ∈ C∞(I) and Au = f holds in the classical sense.
Proof. By Corollary 3.1.6 of [Hor], we have u ∈ C2(I) if, e.g. f ∈ C1(I). Since
u′(x) is a weak solution to the equation(
− d
2
dx2
+ (a1 + a
′
1)
d
dx
+ a0
)
u′ = f ′ − a′0u,
we have u′ ∈ C2(I), hence u ∈ C3(I). Repeating this procedure, we prove the
lemma. 
3.2. Bessel functions. We summarize basic knowledge of Bessel functions
utilized in this note. For the details, see [MUH59], [Le72] and [Wa62].
The modified Bessel function (of 1st kind) Iν(z) with parameter ν ∈ C is
defined by
(3.1) Iν(z) =
(z
2
)ν ∞∑
n=0
(z2/4)n
n! Γ(ν + n+ 1)
, z ∈ C \ (−∞, 0].
It is related with the Bessel function Jν(z) by
Iν(y) = e
−νπi/2Jν(iy), y > 0.
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The following function Kν(z) is also called the modified Bessel function, or the
K-Bessel function, or sometimes the Macdonald function:
(3.2) Kν(z) =
π
2
I−ν(z)− Iν(z)
sin(νπ)
, ν /∈ Z,
Kn(z) = K−n(z) = lim
ν→nKν(z), n ∈ Z.
These Iν(z),Kν(z) solve the following equation
z2u′′ + zu′ − (z2 + ν2)u = 0,
and have the following asymptotic expansions as |z| → ∞:
(3.3) Iν(z) ∼ e
z
√
2πz
+
e−z+(ν+1/2)πi√
2πz
, |z| → ∞, −π
2
< arg z <
π
2
,
(3.4) Kν(z) ∼
√
π
2z
e−z, |z| → ∞, −π < arg z < π.
The asymptotics as z → 0 are as follows:
(3.5) Iν(z) ∼ 1
Γ(ν + 1)
(z
2
)ν
,
(3.6) Kν(z) ∼ π
2 sin(νπ)
(
1
Γ(1− ν)
(z
2
)−ν
− 1
Γ(1 + ν)
(z
2
)ν)
, ν 6∈ Z
Kn(z) ∼
{ − log z, n = 0,
2n−1(n− 1)!z−n, n = 0, 1, 2, · · ·
Let n ≥ 2 be an integer, and a parameter ζ ∈ C satisfy Re ζ ≥ 0. We consider
the differential operator
(3.7) L0(ζ) = y
2(−∂2y + ζ2) + (n− 2)y∂y −
(n− 1)2
4
on the interval (0,∞). Let ( , ) be the inner product of L2((0,∞); dy/yn). We have
(3.8) (L0(ζ)u, v) = (u, L0(ζ)v), ∀u, v ∈ C∞0 ((0,∞)).
When ζ 6= 0, the equation (L0(ζ)+ν2)u = 0 has two linearly independent solutions
y(n−1)/2Iν(ζy), y(n−1)/2Kν(ζy),
and when ζ = 0 and ν 6= 0, these two linearly independent solutions are y n−12 ±ν .
Theorem 3.4. If ζ ≥ 0, L0(ζ)
∣∣
C∞0 ((0,∞))
is essentially self-adjoint.
Proof. We have only to show that
(u, (L0(ζ)± i)ϕ) = 0, ∀ϕ ∈ C∞0 ((0,∞)) =⇒ u = 0.
Suppose (u, (L0(ζ) + i)ϕ) = 0, ∀ϕ ∈ C∞0 ((0,∞)). Then by Lemma 3.3, u ∈
C∞((0,∞)) and (L0(ζ) − i)u = 0 holds in the classical sense. Picking ν =
exp(−πi/4), we have
u = ay(n−1)/2Iν(ζy) + by(n−1)/2Kν(ζy).
Since u ∈ L2((1,∞); dy/yn), we have a = 0 by (3.3). Since Re ν > 0 and u ∈
L2((0, 1); dy/yn), we also have b = 0 by (3.6). When ζ = 0, u is written as
u = ay(n−1)/2+α−iβ + by(n−1)/2−α+iβ , α, β > 0
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As above a = 0, since u ∈ L2((1,∞)); dy/yn), and b = 0 since u ∈ L2((0, 1)); dy/yn).

3.3. Green function. We construct the Green function of L0(ζ) + ν
2 when
Re ζ > 0. In the following we always assume that
ν 6∈ Z, Re ν ≥ 0.
Definition 3.5. We put
G0(y, y
′; ζ, ν) =
{
(yy′)(n−1)/2Kν(ζy)Iν(ζy′), y > y′ > 0,
(yy′)(n−1)/2Iν(ζy)Kν(ζy′), y′ > y > 0
and define the integral operator G0(ζ, ν) by
G0(ζ, ν)f(y) =
∫ ∞
0
G0(y, y
′; ζ, ν)f(y′)
dy′
(y′)n
.
Lemma 3.6. (L0(ζ) + ν
2)G0(ζ, ν)f = f, ∀f ∈ C∞0 ((0,∞)).
Proof. Using the equality
Iν(z)K
′
ν(z)− I ′ν(z)Kν(z) = −
1
z
,
we have (
y(n−1)/2Iν(ζy)
)(
y(n−1)/2Kν(ζy)
)′
−
(
y(n−1)/2Iν(ζy)
)′ (
y(n−1)/2Kν(ζy)
)
= −yn−2.
We then compute as in the proof of Lemma 3.2 (2). 
Lemma 3.7. The Green function G0(y, y
′; ζ, ν) is analytic with respect to ζ
when Re ζ > 0, and the following inequalities hold.
(3.9) |G0(y, y′; ζ, ν)| ≤ C(yy′)(n−1)/2,
(3.10) |G0(y, y′; ζ, ν)| ≤ C|ζ| (yy
′)(n−2)/2,
(3.11)
∣∣∣ ∂
∂ζ
G0(y, y
′; ζ, ν)
∣∣∣ ≤ C|ζ| (yy′)(n−2)/2(y + y′).
Here the constant C depends on ν, but is independent of ζ when Re ζ > 0.
Proof. By virtue of (3.3) ∼ (3.6), we have
(3.12) |Iν(z)| ≤ C
( |z|
1 + |z|
)Re ν
(1 + |z|)−1/2eRe z ,
(3.13) |Kν(z)| ≤ C
( |z|
1 + |z|
)−Re ν
(1 + |z|)−1/2e−Re z
Since t/(1 + t) is monotone increasing for t ≥ 0 , we have for y > y′ > 0
|Kν(ζy)Iν (ζy′)| ≤ C e
−Re ζ(y−y′)
(1 + |ζy|)1/2(1 + |ζy′|)1/2 .
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Hence,
(3.14) |G0(y, y′; ζ, ν)| ≤ C(yy′)(n−1)/2 e
−Reζ|y−y′|
(1 + |ζy|)1/2(1 + |ζy′|)1/2 ,
which implies (3.9), (3.10). By the following formulas
(3.15) 2I ′ν(z) = Iν−1(z) + Iν+1(z),
− 2K ′ν(z) = Kν−1(z) +Kν+1(z)
(see e.g. [MUH59] p. 173) and (3.3) ∼ (3.6), we have
|zI ′ν(z)| ≤ C
( |z|
1 + |z|
)Re ν
(1 + |z|)1/2eRe z,
|zK ′ν(z)| ≤ C
( |z|
1 + |z|
)−Re ν
(1 + |z|)1/2e−Re z.
Therefore we have∣∣∣ ∂
∂ζ
Iν(ζy)
∣∣∣ ≤ C|ζ|
( |ζy|
1 + |ζy|
)Re ν
(1 + |ζy|)1/2eRe ζy,
∣∣∣ ∂
∂ζ
Kν(ζy)
∣∣∣ ≤ C|ζ|
( |ζy|
1 + |ζy|
)−Re ν
(1 + |ζy|)1/2e−Re ζy.
Using the straightforward inequality(
1 + |ζy′|
1 + |ζy|
)1/2
≤ y + y
′
(yy′)1/2
,
we obtain (3.11). 
One can check that the constants C in (3.9) ∼ (3.11) may be chosen indepen-
dently of ν when ν varies over a compact set in {Re ν ≥ 0} \ Z.
We define B,B∗ by putting h = C in §2.
Lemma 3.8. We have
‖G0(ζ, ν)f‖B∗ ≤ C‖f‖B,
where the constant C is independent of ν when ν varies over a compact set in
{Re ν ≥ 0} \ Z, and also of ζ when Re ζ > 0.
Proof. We put u = G0(ζ, ν)f . By (3.9), we have
|u(y)|2
yn
≤ C
y
(∫ ∞
0
|f(y′)|
(y′)1/2
dy′
(y′)n/2
)2
.
Hence we have
‖u‖B∗ ≤ C
∫ ∞
0
1
(y′)1/2
|f(y′)|
(y′)n/2
dy′
=
∑
k
∫
Ik
1
(y′)1/2
|f(y′)|
(y′)n/2
dy′
≤
∑
k
(∫
Ik
dy
y
)1/2(∫
Ik
|f(y)|2dµ(y)
)1/2
≤ C‖f‖B. 
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Lemma 3.9. (1) If u ∈ B∗ satisfies (L0(ζ)− z)u = 0 for ζ > 0, Im z 6= 0, then
u = 0.
(2) If u ∈ L2((0,∞)) satisfies (L0(ζ)− t)u = 0 for ζ > 0, t ∈ R, then u = 0.
Proof. We prove the assertion (1). Letting ν = ±i√z, Re ν > 0, u is written as
u = ay(n−1)/2Iν(ζy) + by(n−1)/2Kν(ζy). Since u ∈ B∗, letting y → ∞, we see that
a = 0. Letting y → 0, we also see b = 0. The assertion (2) is proved in a similar
way. 
Corollary 3.10.  lIf ζ > 0, z = −ν2, Im z 6= 0, then
(3.16) G0(ζ, ν) = (L0(ζ)− z)−1
holds, where the right-hand side is the resolvent of L0(ζ) in L
2((0,∞); dyyn ).
3.4. Limiting absorption principle. Let X be a Banach space and X∗ its
dual. A sequence {un}∞n=1 ⊂ X∗ is said to converge to u ∈ X∗ in ∗-weak sense if
〈un, v〉 → 〈u, v〉, ∀v ∈ X.
Theorem 3.11. For ζ > 0, λ > 0, f ∈ B,
(L0(ζ) − λ∓ iǫ)−1f → G0(ζ,∓i
√
λ)f, ǫ→ 0
in ∗-weak sense.
Proof. We put u(ν) = G0(ζ, ν)f , where ν = −i
√
λ+ iǫ for λ + iǫ, and ν =
i
√
λ− iǫ for λ − iǫ. By Corollary 3.10, u(ν) = (L0(ζ) − λ ∓ iǫ)−1f . Since, by
Lemma 3.8, u(ν) are bounded in B∗, by Lebesgue’s convergence theorem (u(ν), g)→
(G0(ζ,∓i
√
λ)f, g), ∀g ∈ C∞0 ((0,∞)). As C∞0 ((0,∞)) is dense in B, applying again
Lemma 3.8 proves the theorem. 
In the following, we write
(L0(ζ)− λ∓ i0)−1 = G0(ζ,∓i
√
λ).
By Lemma 3.8, we have the following uniform, with respect to ζ > 0, estimate
(3.17) sup
ζ≥0
‖(L0(ζ)− λ∓ i0)−1‖B(B;B∗) = C(λ) <∞,
where, for 0 < a < b <∞,
(3.18) sup
a<λ<b
C(λ) <∞.
Later we will also prove (3.18) by using techniques from partial differential equa-
tions.
3.5. Eigenfunction expansions.
Lemma 3.12. For ζ > 0, σ(L0(ζ)) = [0,∞) and σp(L0(ζ)) = ∅.
Proof. We have for u ∈ C∞0 ((0,∞))
(L0(ζ)u, u) +
(n− 1)2
4
‖u‖2 = ζ2
∫ ∞
0
|u(y)|2 dy
yn−2
+
∫ ∞
0
|u′(y)|2 dy
yn−2
.
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By integration by parts and Cauchy-Schwarz’ inequality, we have
(n− 1)
∫ ∞
0
|u|2 dy
yn
= 2Re
∫ ∞
0
(∂yu)u
dy
yn−1
≤ 2
(∫ ∞
0
|∂yu|2
yn−2
dy
)1/2 (∫ ∞
0
|u|2
yn
dy
)1/2
.
This implies that ∫ ∞
0
|∂yu|2
yn−2
dy ≥ (n− 1)
2
4
(u, u).
Therefore,
(L0(ζ)u, u) ≥ ζ2
∫ ∞
0
|u(y)|2 dy
yn−2
.
Therefore σ(L0(ζ)) ⊂ [0,∞).
Let us recall that for λ > 0, (L0(ζ) − λ)
[
y(n−1)/2Ki√λ(ζy)
]
= 0. Take χ(t) ∈
C∞((0,∞)) such that χ(t) = 0 (t < 1), χ(t) = 1 (t > 2), and put
uN (y) = χ(Ny)y
(n−1)/2Ki√λ(ζy)
By (3.6)
‖uN‖2 =
∫ ∞
0
χ
(Nt
ζ
)|Ki√λ(t)|2 dtt
≥
∫ ∞
1
|Ki√λ(t)|2
dt
t
+ C
∫ 1
ζ/N
dt
t
≥ C(logN + 1).
(3.19)
We put ϕN (y) = uN (y)/‖uN‖. Then ‖ϕN‖ = 1, and
(L0(ζ) − λ)ϕN = 1‖uN‖
{
− (Ny)2χ′′(Ny)y(n−1)/2Ki√λ(ζy)
−2Nyχ′(Ny)y∂y
(
y(n−1)/2Ki√λ(ζy)
)
+ (n− 2)Nyχ′(Ny)y(n−1)/2Ki√λ(ζy)
}
.
Taking into account (3.15) and (3.19) and facts that∫ ∞
0
(Ny)2χ′(Ny)2
dy
y
=
∫ ∞
0
t2χ′(t)2
dt
t
<∞,
and also
∫∞
0 (Ny)
4χ′(Ny)2dy/y <∞, ∫∞0 (Ny)4χ′′(Ny)2dy/y <∞, we have ‖(L0(ζ)−
λ)ϕN‖ → 0. By Weyl’s method of singular sequence (see [Is04a] p. 25), we have
λ ∈ σ(L0(ζ)). Lemma 3.9 proves that L0(ζ) has no eigenvalues. 
Let us recall Stone’s formula ([Is04a] p. 17). Let H be a self-adjoint operator,
R(z) = (H − z)−1 the resolvent of H , EH(λ) the spectral decomposition for H . If
a, b 6∈ σp(H), letting I = (a, b), we have
(EH(I)f, g) = ([EH(b)− EH(a)]f, g)
= lim
ǫ→0
1
2πi
∫ b
a
([R(λ+ iǫ)−R(λ− iǫ)]f, g) dλ.(3.20)
Using Kν(z) = K−ν(z) and (3.2, we have
K−ν(z)I−ν(z′)−Kν(z)Iν(z′) = 2 sin(νπ)
π
Kν(z)Kν(z
′), ν 6∈ Z.
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Therefore, the integral kernel of (L0(ζ)−λ− i0)−1− (L0(ζ)−λ+ i0)−1 is given by
(3.21)
2i sinh(
√
λπ)
π
(yy′)(n−1)/2Ki√λ(ζy)Ki√λ(ζy
′).
We now put, for f ∈ C∞0 ((0,∞)) and k > 0
(3.22) (Fζf) (k) =
(
2k sinh(kπ)
)1/2
π
∫ ∞
0
y(n−1)/2Kik(ζy)f(y)
dy
yn
.
Theorem 3.13. (1) Fζ is uniquely extended to a unitary operator from
L2((0,∞); dy/yn) to L2((0,∞); dk).
(2) If f ∈ D(L0(ζ)), then (FζL0(ζ)f) (k) = k2 (Fζf) (k).
(3) For f ∈ L2((0,∞); dy/yn), the inversion formula
f = F∗ζFζf(3.23)
= y(n−1)/2
∫ ∞
0
(
2k sinh(kπ)
)1/2
π
Kik(ζy)(Fζf)(k)dk(3.24)
holds.
Proof. It follows from (3.20) and (3.22) that for 0 < a < b <∞
(3.25)
(
[EL0(ζ)(b)− EL0(ζ)(a)]f, g
)
=
∫ √b
√
a
(Fζf(k),Fζg(k)) dk,
where we have used
(3.26) Kik(y) = Kik(y) = K−ik(y).
Letting a → 0, b → ∞, we see that Fζ is an isometry from L2(0,∞); dy/yn) to
L2((0,∞); dk). We show the surjectivity later. For f ∈ C∞0 ((0,∞)), by part
integration, we have∫ ∞
0
y(n−1)/2Kik(ζy) (L0(ζ)f(y))
dy
yn
= k2
∫ ∞
0
y(n−1)/2Kik(ζy)f(y)
dy
yn
.
This proves (2), if we take into account the density of C∞0 ((0,∞)) in D(L0(ζ)) (see
Theorem 3.4).
The isometric property of Fζ entails (3.23). However, the integral formula
(3.24) requires a subtle analysis. Since Fζ is bounded from L2((0,∞); dy/yn) to
L2(0,∞); dk), for any f ∈ L2((0,∞); dy/yn) the strong limit
lim
a→0,b→∞
(2k sinh(kπ))1/2
π
∫ √b
√
a
y(n−1)/2Kik(ζy)f(y)
dy
yn
=: (Fζf) (k)
exists in L2((0,∞); dk). To study the inverse transformation, we define an operator
Fζ(k) by
Fζ(k)f = (Fζf) (k) for k > 0 and f ∈ C∞0 ((0,∞)).
Remark 3.14. In the following we often use such a notation. Namely, let a
given be an operatorF from a Hilbert spaceH to another Hilbert space L2((0,∞);h; dk),
where h is an auxiliary Hilbert space. For k > 0 we define an operator F(k) from
a suitable subspace S of H to h by
F(k)f = (Ff)(k), f ∈ S.
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Conversely if we are given a family of operators {F(k)}k>0, with range in h, we
define an operator F with range in L2((0,∞);h; dk) by the above formula.
Lemma 3.15. For any k > 0, there exists a constant 0 < C(k) <∞ such that
sup
ζ>0
‖Fζ(k)‖B(B;C) ≤ C(k),
where C(k) is uniformly bounded on any compact in (0,∞).
Proof. Using Lemma 3.8 and Theorem 3.11, and differentiating (3.20) and
(3.25) by b, we have, in view of (3.21),
|Fζ(k)f |2 = k
iπ
([
(L0(ζ) − k2 − i0))−1 − (L0(ζ)− k2 + i0))−1
]
f, f
)
.
Using (3.17), we prove the lemma. 
By (3.22), Fζ(k)∗ is simply a multiplication operator :
C ∋ α→ (2k sinh(kπ))
1/2
π
y(n−1)/2Kik(ζy)α.
Lemma 3.15 implies
sup
ζ>0
‖Fζ(k)∗‖B(C;B∗) ≤ C(k),
By (3.18), this C(k) is bounded when k varies over a compact set in (0,∞). Hence,
for any g ∈ L2((0,∞); dk),∫ N
1/N
Fζ(k)∗g(k)dk ∈ B∗, ∀N > 0.
Letting χN (λ) be the characteristic function of (1/N,N), we have for h ∈ C∞0 ((0,∞))
(3.27)
(∫ N
1/N
Fζ(k)∗g(k)dk, h
)
=
∫ N
1/N
g(k)
(Fζ(k)h)dk = (χNg,Fζh).
Here the left-hand side is the coupling between B∗ and B, the right-hand side is
the inner product of L2((0,∞); dk). However, since Fζ is an isometry between
L2((0,∞); dy/yn) and L2((0,∞); dk), the right-hand side makes sense for all h ∈
L2((0,∞); dy/yn) Thus, the left-hand side can be extended by continuity to h ∈
L2((0,∞)); dy/yn). This implies, by Riesz’ theorem, that∫ N
1/N
Fζ(k)∗g(k)dk = F∗ζ (χNg) ∈ L2((0,∞); dy/yn).
Since F∗ζ is partial isometry, in the sense of strong convergence in L2((0,∞); dy/yn),
lim
N→∞
∫ N
1/N
Fζ(k)∗g(k)dk = F∗ζ g
holds. Taking g = Fζf and using again that Fζ is a partial isometry, we see that,
in the sense of strong convergence in L2((0,∞); dy/yn),
f = lim
N→∞
∫ N
1/N
Fζ(k)∗ (Fζf) (k)dk.
This is the meaning of the inversion formula (3.24).
Let us prove the surjectivity of Fζ . Denote by C0((0,∞)) the class of continuous
functions with compact support in (0,∞).
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Lemma 3.16. For f ∈ C0((0,∞))
Fζ(k)f = C±(k) lim
y→0
y−(n−1)/2±ik(L0(ζ)− k2 ∓ i0)−1f,
C±(k) =
1
π
(
ζ
2
)±ik
Γ(1∓ ik)(2k sinh(kπ))1/2.
Proof. By the definition of Green’s function, it follows from the asymptotics
(3.5) that, for small y > 0,
G0(ζ,∓i
√
k)f(y) ∼ (ζ/2)
∓ik
Γ(1 ∓ ik)y
(n−1)/2∓ik
∫ ∞
0
(y′)(n−1)/2Kik(ζy′)f(y′)
dy′
(y′)n
,
from which the lemma follows. 
Lemma 3.17. Suppose u ∈ B∗ satisfies (L0(ζ)− k2)u = 0 for ζ > 0, k > 0 and
limy→0 y−(n−1)/2+iku exists. Then u = 0.
Proof. Since u is written as u = ay(n−1)/2Iik(ζy) + by(n−1)/2I−ik(ζy),
y−(n−1)/2+iku ∼ ac+(k)y2ik + bc−(k) as y → 0
with constants c±(k) 6= 0. If the limit of the right-hand side exists, a = 0. Hence
u = by(n−1)/2I−ik(ζy). Looking at the behavior as y →∞, we have b = 0. 
Lemma 3.18. (1) Suppose ζ > 0, k > 0, and f ∈ C0((0,∞)), u ∈ B∗ satisfy
(L0(ζ) − k2)u = f . Furthermore assume that as y → 0, u ∼ Cy(n−1)/2−ik. Then
u = (L0(ζ)− k2 − i0)−1f .
(2) Suppose ζ > 0, k > 0, and f ∈ C0((0,∞)), u ∈ B∗ satisfy (L0(ζ) − k2)u = f .
Furthermore assume that as y → 0, u ∼ Cy(n−1)/2+ik. Then u = (L0(ζ) − k2 +
i0)−1f .
Proof. By Theorem 3.11, (L0(ζ)−k2−i0)−1f ∈ B∗ and behaves like Cy(n−1)/2−ik
near 0. To prove (1), we put u− (L0(ζ)− k2 − i0)−1f = v, and apply the previous
lemma. Taking the complex conjugate of (1), we obtain (2). 
Lemma 3.19. RanFζ = L2((0,∞); dk).
Proof. For ψ(k) ∈ L1loc((0,∞)), let L(ψ) be the set of Lebesgue points of ψ,
i.e. the set of ℓ > 0 such that
ψ(ℓ) = lim
ǫ→0
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
ψ(k)dk.
It is well-known that (0,∞) \ L(ψ) is measure 0 for any ψ ∈ L1loc((0,∞)). Let
ϕ(k) ∈ L2((0,∞); dk) be othogonal to the range of Fζ , and take
ℓ ∈ L(ϕ(k)) ∩ L(|ϕ(k)|2).
We take χ(y) ∈ C∞((0,∞)), χ(y) = 1 (y < 1), χ(y) = 0 (y > 2), and put
uℓ(y) = χ(y)y
(n−1)/2Iiℓ(ζy),
gℓ(y) = (L0(ζ) − ℓ2)uℓ = [L0(ζ), χ]Iiℓ(ζy).
Since gℓ(y) ∈ C∞0 ((0,∞)), uℓ = (L0(ζ)− ℓ2+ i0)−1gℓ by Lemma 3.18. The formula
(3.22) and Lemma 3.16 imply that Fζ(k)gℓ =: C(k) is a continuous function of k > 0
such that C(ℓ) 6= 0. For the characteristic function χI of an interval I ⊂ (0,∞),
we have
(FζχI(L0(ζ))gℓ)(k) = χI(k2)(Fζgℓ)(k) = χI(k2)C(k),
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which implies ∫
I
ϕ(k)C(k)dk = 0
for any interval I ⊂ (0,∞). We then have
ϕ(ℓ)C(ℓ) = ϕ(ℓ)C(ℓ) − 1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
ϕ(k)C(k)dk
= C(ℓ)
(
ϕ(ℓ)− 1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
ϕ(k)dk
)
− 1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
ϕ(k)
(
C(k)− C(l)
)
dk.
When ǫ→ 0, the 1st term of the right-hand side tends to 0 since ℓ ∈ L(ϕ(k)). The
2nd term also tends to 0 by the Schwarz inequality,∣∣∣∣∣ 12ǫ
∫ ℓ+ǫ
ℓ−ǫ
ϕ(k)
(
C(k)− C(l)
)
dk
∣∣∣∣∣
≤
(
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
|ϕ(k)|2dk
)1/2
×
(
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
|C(k) − C(ℓ)|2dk
)1/2
,
the assumption that ℓ ∈ L(|ϕ(k)|2), and continuity of C(k). Therefore ϕ(ℓ) = 0,
which proves the lemma due to the density of L(ϕ(k)) ∩ L(|ϕ(k)|2). 
3.6. Kontrovich-Lebedev’s inversion formula. By F∗ζFζ = 1,
f(y) =
∫ ∞
0
∫ ∞
0
2σ sinh(σπ)
π2
(yy′)−1/2Kiσ(y)Kiσ(y′)f(y′)dy′dσ,
and from FζF∗ζ = 1,
g(σ) =
∫ ∞
0
∫ ∞
0
2(τσ)1/2 (sinh(σπ) sinh(τπ))
1/2
π2
Kiσ(y)Kiτ (y)
y
g(τ)dτdy,
which are called Kontrovich-Lebedev’s inversion formulae. The convergence of the
integral in L2 is proven above. Conditions for the pointwise convergence are given
in [Le72] p. 132.
4. The upper-half space model
4.1. Laplace-Beltrami operator. We return to the upper-half space model
(1.1) with the Riemannian metric (1.2). The volume element is dxdy/yn. Therefore,
L2(Hn) = L2(Rn+;
dxdy
yn
).
The Laplace-Beltrami operator is given by
−∆g = y2(−∂2y −∆x) + (n− 2)y∂y, ∆x =
n−1∑
i=1
(∂/∂xi)
2.
We put
H0 = −∆g − (n− 1)
2
4
.
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The partial Fourier transform fˆ(ξ, y) of f(x, y) is defined by
F0f(ξ, y) = fˆ(ξ, y) = (2π)
−(n−1)/2
∫
Rn−1
e−ix·ξf(x, y)dx.
Letting L0(ζ) be as in (3.7), we have
(̂H0f)(ξ, y) =
(
L0(|ξ|)fˆ(ξ, ·)
)
(y).
Lemma 4.1. H0
∣∣
C∞0 (R
n
+)
is essentially self-adjoint.
Proof. We have only to prove that, for u ∈ L2(Hn),
((H0 − i)ϕ, u) = 0 ∀ϕ ∈ C∞0 (Rn+) =⇒ u = 0,
and the same assertion with i replaced by −i. Passing to the partial Fourier trans-
form and choosing ϕ(x, y) = ϕx(x)ϕy(y), ϕx ∈ C∞0 (Rn−1), ϕy ∈ C∞0 ((0,∞)), for
almost all ξ ∈ Rn−1, we have
((L0(|ξ|) − i)ϕy(y), uˆ(ξ, y))L2((0,∞);dy/yn) = 0.
By the result for the 1-dimensional case (Theorem 3.4), we have uˆ(ξ, y) = 0. 
4.2. Limiting absorption principle and Fourier transform. We put
R0(z) = (H0 − z)−1, z ∈ C \R,
and define the spaces B,B∗ by taking h = L2(Rn−1; dx) in Subsection 2.1.
Theorem 4.2. (1) σ(H0) = [0,∞).
(2) σp(H0) = ∅.
(3) For λ > 0 and f ∈ B, the following limits exist in B∗ in the weak ∗-sense
lim
ǫ→0
R0(λ± iǫ)f =: R0(λ ± i0)f,
and the following inequality holds
(4.1) ‖R0(λ± i0)f‖B∗ ≤ C‖f‖B,
where the constant C does not depend on λ if it varies over a compact set in (0,∞).
(4) We put for k > 0, k2 = λ, f ∈ C∞0 (Rn+),(
F (±)0 (k)f
)
(x) =
(
2k sinh(kπ)
)1/2
π
(2π)−(n−1)/2
×
∫∫
Rn−1×(0,∞)
eix·ξ
( |ξ|
2
)∓ik
y(n−1)/2Kik(|ξ|y)f̂(ξ, y)dξdy
yn
.
(4.2)
Then we have
(4.3)
k
πi
(
[R0(k
2 + i0)−R0(k2 − i0)]f, f
)
= ‖F (±)0 (k)f‖2L2(Rn−1),
and
(4.4) ‖F (±)0 (k)f‖L2(Rn−1) ≤ C‖f‖B,
where the constant C is independent of k if it varies over a compact set in (0,∞).
(5) We put (F (±)0 f)(k) = F (±)0 (k)f . Then F (±)0 is uniquely extended to a unitary
operator from L2(Hn) to L2((0,∞);L2(Rn−1); dk). For f ∈ D(H0), we have
(4.5) (F (±)0 H0f)(k) = k2(F (±)0 f)(k).
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Proof. (1) Since Lemma 3.12 implies σ(L0(|ξ|)) = [0,∞), for z 6∈ [0,∞) the
operator
(4.6) (2π)−(n−1)/2
∫
Rn−1
eix·ξ
((
L0(|ξ|)− z
)−1
f̂(ξ, ·)
)
(y)dξ
is bounded on L2((0,∞);L2(Rn−1); y−ndy) and is equal to R0(z). Therefore σ(H0) ⊂
[0,∞). The converse inclusion relation is proved by the method of singular sequence
as in Lemma 3.12. Namely we take χ ∈ C∞0 (R) such that χ(t) = 1 (|t| < 1), χ(t) =
0 (|t| > 2), and normalize
χ
( |x|
N
)
χ
( log y
logN
)
eix·ξy(n−1)/2Ki√λ(|ξ|y).
We omit the computation.
(2) If there exists an L2-solution of (H0−λ)u = 0, we have (L0(|ξ|)−λ)û(ξ, ·) =
0, where, for almost all ξ, û(ξ, ·) ∈ L2((0,∞); dy/yn). Lemma 3.9 yields û(ξ, y) = 0.
(3) We shall prove this statement in Chap. 2, §2 (see Lemma 2.2.9). In this
section we confine ourselves to f ∈ L2,s, ∀s > 1/2. We start with estimates
(4.7) ‖R0(λ± i0)f‖B∗ ≤ Cs‖f‖s,
where the constant Cs is independent of λ when λ varies over a compact set in
(0,∞) and ‖ ·‖s is the norm in Definition 2.6 with h = L2(Rn−1; dx). Observe that
sup
R>e
1
logR
∫ R
1/R
[∫
Rn−1
|F (ξ, y)|2dξ
]
dy
yn
≤
∫
Rn−1
[
sup
R>e
1
logR
∫ R
1/R
|F (ξ, y)|2 dy
yn
]
dξ.
Taking F (ξ, y) = (L0(ξ)− λ∓ i0)−1f̂(ξ, y) and using (3.17), (3.18 ), and Lemmata
2.3 and 2.7
‖R0(λ± i0)f‖2B∗ ≤
∫
Rn−1
‖(L0(|ξ|) − λ∓ i0)−1f̂(ξ, ·)‖2B∗dξ
≤ C
∫
Rn−1
‖f̂(ξ, ·)‖2Bdξ ≤ Cs
∫
Rn−1
‖f̂(ξ, ·)‖2sdξ = Cs‖f‖2s,
which proves (4.7).
Returning to formula (4.6), where fˆ ∈ C∞0 (Hn) and using Theorem 3.11, we
see that there exist limits R0(λ± i0)f = limǫ→0R0(λ± iǫ)f . Using (4.7), we extend
them to f ∈ L2,s.
(4) The equality (4.3) follows from (3.25), which together with (4.1) proves
(4.4).
(5) Taking into account of the 1-dimensional result, we have only to prove the
unitarity. Restricting ourselves to F (−)0 , we obtain by the Parseval formula (4.3)
that F (−)0 is isometric. We take ϕ(k, x) ∈ L2((0,∞) × Rn−1), χ(y) ∈ C∞(0,∞)
such that χ(y) = 1 (y < 1), χ(y) = 0 (y > 2), and put
ul(x, y) = χ(y)y
(n−1)/2F ∗0
[( |ξ|
2
)−il
Iil(|ξ|y)ϕ̂(l, ξ)
]
,
where for any ψ
(4.8) F ∗0 ψ = (2π)
−(n−1)/2
∫
Rn−1
eix·ξψ(ξ)dξ.
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Let (H0 − l2)ul = fl. When y → 0, ξ 6= 0,
ûl(ξ, y) ∼ 1
Γ(1 + il)
y(n−1)/2+ilϕ̂(l, ξ).
Since for any fixed ξ ∈ Rn−1 we have fˆ(ξ, ·) ∈ C∞0 ((0,∞)), uˆl(ξ, ·) ∈ B∗, by Lemma
3.18, uˆl(ξ, ·) = (L0(|ξ|) − l2 − i0
)−1
and ul = R0(l
2 − i0)f . Therefore, by Lemma
3.16 F (−)0 (l)f = C(l)ϕ(l, ·), with some constant C(l) 6= 0. Therefore by the same
argument as in the proof of Lemma 3.19, F (−)0 is onto. 
4.3. Helmholtz equation. Theorem 4.2 implies
(4.9) F (±)0 (k)∗ ∈ B(L2(Rn−1);B∗),(
F (±)0 (k)∗ϕ
)
(x, y) =
(
2k sinh(kπ)
)1/2
π
× F ∗0
[( |ξ|
2
)±ik
y(n−1)/2Kik(|ξ|y)ϕ̂(ξ)
]
,
(4.10)
and by (4.5) in the weak sense
(H0 − k2)F (±)0 (k)∗ϕ = 0, ∀ϕ ∈ L2(Rn−1).
The aim of this subsection is to prove the following theorem (Modified Poisson-
Herglotz formula).
Theorem 4.3. For k > 0
{u ∈ B∗; (H0 − k2)u = 0} = F (±)0 (k)∗
(
L2(Rn−1)
)
.
Namely, any solution in B∗ to the Helmholtz equation can be written as a
Poisson integral of some L2-function on the boundary at infinity. As will be shown
later, the space B∗ is, in some sense, the smallest space for the solutions to the
Helmholtz equation. Namely, recall the inclusion relations in Lemma 2.7. One can
show that if u ∈ L2,−1/2 satisfies the Helmholtz equation (H0− k2)u = 0 for k > 0,
then u = 0. Therefore, all the non-zero solutions to the Helmholtz equation decays
at most like or slower than the functions in B∗. The largest solution space was
characterized by Helgason [Hel70], who proved that all solutions of the Helmholtz
equation (H0−λ)u = 0 is written by a Poisson integral of a Sato’s hyperfunction on
the boundary. This result was extended to general symmetric spaces by [Mine75],
[KKMOOT78]. This was also extended to the Euclidean space using more general
analytic functionals by [HKMO72].
In the Euclidean case, Theorem 4.3 was proved by Agmon-Ho¨rmander [AgHo76].
It was also extended to 2-body Schro¨dinger operators by Yafaev [Yaf91], and for
the 3-body problem by the author [Is01].
The proof of Theorem 4.3 requires a series of Lemmas.
Lemma 4.4. (A-priori estimate)
(1) If u ∈ B∗ satisfies (H0 − z)u = f ∈ B∗, z ∈ C,
‖y∂yu‖B∗ + ‖y∂xu‖B∗ ≤ C(‖u‖B∗ + ‖f‖B∗).
(2) If u ∈ B∗ satisfies (H0 − z)u = f ∈ B∗ and
lim
R→∞
1
logR
∫ R
1/R
[
‖u(y)‖2L2(Rn−1) + ‖f(y)‖2L2(Rn−1)
] dy
yn
= 0,
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we have
lim
R→∞
1
logR
∫ R
1/R
[
‖y∂yu(y)‖2L2(Rn−1) + ‖y∂xu‖2L2(Rn−1)
] dy
yn
= 0.
Proof. We put Dy = y∂y, Dx = y∂x. Then
H0 = −D2y + (n− 1)Dy −D2x −
(n− 1)2
4
,
and for u, v ∈ C∞0 (Rn+)
(4.11) (H0u, v) = (Dyu,Dyv) + (Dxu,Dxv)− (n− 1)
2
4
(u, v).
We pick ρ ∈ C∞0 (R) such that ρ(t) = 1 for |t| < 1, and put
ρr,R(x, y) = ρ
( |x|
r
)
ρ
(
log y
logR
)
, ρR(y) = ρ
(
log y
logR
)
,
for large parameters r, R >> 1. If u ∈ B∗ satisfies (H0 − z)u = f ∈ B, we have, cf
(4.11),
(4.12) (f, ρr,Ru) = (Dxu,Dx(ρr,Ru)) + (Dyu,Dy(ρr,Ru))− E(z)(u, ρr,Ru),
with E(z) = (n − 1)2/4 + z. Let us note that putting ρ˜x = Dxρr,R, ρ˜y = Dyρr,R,
we have
Re (Dxu, ρ˜xu) = −1
2
(u, (Dxρ˜x)u),
Re (Dyu, ρ˜yu) = −1
2
(u, yn
( ρ˜y
yn−1
)′
u), ′ = ∂y.
We take the real part of (4.12) and let r →∞. Since, pointwise
Dxρ˜x → 0, ρ˜y → 1
logR
ρ′
( log y
logR
)
,
we obtain
Re (f, ρRu) = (ρRDxu,Dxu) + (ρRDyu,Dyu)− 1
2
(u, ψRu)− ReE(z)(u, ρRu),
ψR = y
n∂y
(
1
yn−1 logR
ρ′
( log y
logR
))
.
Using Cauchy-Schwarz inequality and dividing by logR, we obtain
1
logR
∫ ∞
0
[(ρRDxu,Dxu) + (ρRDyu,Dyu)]
dy
yn
≤ 1
logR
∫ ∞
0
[(φRu, u) + (φRf, f)]
dy
yn
,
(4.13)
where φR has the form φR(y) = C(R)φ(
log y
logR
) for some φ ∈ C∞0 (R) and C(R) is
bounded on (e,∞). Taking the supremum with respect to R, we obtain, by Lemma
2.5, the assertion (1).
Letting R→∞ in (4.13) and using Lemma 2.5 (1), we obtain (2). 
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Lemma 4.5. For ϕ ∈ L2(Rn−1),
lim
R→∞
1
logR
∫ R
1/R
‖(F (±)0 (k)∗ϕ)(·, y)‖2L2(Rn−1)
dy
yn
= C‖ϕ‖2L2(Rn−1),
where C = C(k) > 0.
Proof. By (4.10) and (3.13) and Lebesgue’s convergence theorem, we have
1
yn−1
‖(F (±)0 (k)∗ϕ)(·, y)‖2L2(Rn−1) = C˜(k)
∫
Rn−1
|Kik(|ξ|y)ϕ(ξ)|2dξ
≤ C˜(k)
∫
Rn−1
e−2|ξ|y|ϕ(ξ)|2dξ.
Thus,
1
yn−1
‖(F (±)0 (k)∗ϕ)(·, y)‖2 → 0, as y →∞.
This implies that, as R→∞,
(4.14)
1
logR
∫ R
1
‖(F (±)0 (k)∗ϕ)(·, y)‖2L2(Rn−1)
dy
yn
→ 0.
To compute the limit as y → 0, we first use (3.6) to see that
1
yn−1
‖(F (±)0 (k)∗ϕ)(·, y)‖2L2(Rn−1) = C(k)
∫
Rn−1
|Kik(|ξ|y)ϕ(ξ)|2dξ
∼ C(k)‖ϕ‖2L2(Rn−1) + Re
[
C(ϕ)y−2ik
]
,
where C(k) > 0 and
C(ϕ) = C0
∫
Rn
|ξ|−2ik|ϕ(ξ)|2dξ.
Hence,
1
logR
∫ 1
1/R
‖(F (±)0 (k)∗ϕ)(·, y)‖2L2(Rn−1)
dy
yn
→ C(k)‖ϕ‖2L2(Rn−1). 
The above lemma and (4.9) imply the following corollary.
Corollary 4.6. There exists a constant C = C(k) > 0 such that
C‖ϕ‖L2(Rn−1) ≤ ‖F (±)0 (k)∗ϕ‖B∗ ≤ C−1‖ϕ‖L2(Rn−1).
Next we show that the Fourier transformF (±)0 (k) is derived from the asymptotic
expansion of the resolvent as y → 0, cf. Lemma 3.16.
Lemma 4.7. For f ∈ B we put
u± = R0(k2 ± i0)f,
v±(x, y) = ω±(k)y(n−1)/2∓ik
(
F (±)0 (k)f
)
(x),
(4.15) ω±(k) =
π(
2k sinh(kπ)
)1/2
Γ(1∓ ik)
Then we have as R→∞
1
logR
∫ 1
1/R
‖u±(·, y)− v±(·, y)‖2L2(Rn−1)
dy
yn
→ 0.
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Proof. First we show the lemma for fˆ ∈ C∞0 (Rn+). Since supp fˆ is compact,
we have as y → 0
uˆ±(ξ, y) = y(n−1)/2I∓ik(|ξ|y)
∫ ∞
0
(y′)(n−1)/2Kik(|ξ|y′)fˆ(ξ, y′) dy
′
(y′)n
∼ ω±(k)y(n−1)/2∓ikF0F (±)0 (k)f.
(4.16)
It then follows from (4.4) and (3.17) that
1
logR
∫ 1
1/R
‖u±(·, y)− v±(·, y)‖2L2(Rn−1)
dy
yn
→ 0,
as R→∞. The general case is proved if we note that by (4.1) and (4.4)
1
logR
∫ 1
1/R
‖u±(·, y)− v±(·, y)‖2L2(Rn−1)
dy
yn
≤ C‖f‖2B,
and approximate f by fn with fˆn ∈ C∞0 (Rn+). 
By the well-known formula
Γ(1 + s)Γ(1 − s) = sΓ(s)Γ(1− s) = πs
sin(πs)
,
we have
(4.17) |Γ(1 + iσ)|2 = πσ
sinhπσ
, σ > 0,
which implies
(4.18) |ω±(k)|2 = π
2k2
.
The function (4.15) and the formulas (4.17), (4.18) will be used frequently through-
out these notes.
Corollary 4.8. For u± = R0(k2 ± i0)f , with f ∈ B, we have
(4.19) lim
R→∞
1
logR
∫ 1
1/R
‖u±(·, y)‖2L2(Rn−1)
dy
yn
=
π
2k2
‖F (±)0 (k)f‖2L2(Rn−1),
(4.20) lim
R→∞
1
logR
∫ 1
1/R
‖(y∂y − n− 1
2
± ik)u±(·, y)‖2L2(Rn−1) dyyn = 0.
Proof. Let u±, v± be as in the previous lemma, and denote them by u, v.
Let ‖ · ‖ = ‖ · ‖L2(Rn−1). Since ‖u‖2 − ‖v‖2 = (u − v, u) + (v, u − v), we have∣∣‖u‖2 − ‖v‖2∣∣ ≤ (‖u‖+ ‖v‖)‖u− v‖. Thus, by (4.1), (4.4) and Lemma 4.7 that, as
R→∞,
1
logR
∣∣∣∣∣
∫ 1
1/R
(‖u‖2 − ‖v‖2)dy
yn
∣∣∣∣∣
≤ 1
logR
(∫ 1
1/R
(‖u‖2 + ‖v‖2)dy
yn
)1/2
× 1
logR
(∫ 1
1/R
(‖u− v‖2)dy
yn
)1/2
→ 0.
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We then obtain (4.19) by using
|ω±(k)|2‖F (±)0 (k)f‖2L2(Rn−1) =
1
logR
∫ 1
1/R
‖v±(·, y)‖2L2(Rn−1)
dy
yn
.
Noting Lemma 4.4 (1) and differentiating (4.16), we obtain (4.20). 
Lemma 4.9. For f ∈ B, let u = R0(k2± i0)f , Dx = y∂x, Dy = y∂y. Then we
have
(4.21) lim
R→∞
1
logR
∫ R
1
‖u(·, y)‖2L2(Rn−1)
dy
yn
= 0.
(4.22) lim
R→∞
1
logR
∫ R
1
[‖Dxu(·, y)‖2L2(Rn−1) + ‖Dyu(·, y)‖2L2(Rn−1)]dyyn = 0.
Proof. We first prove (4.21) for f̂ ∈ C∞0 (Rn+), u = R0(k2− i0)f . If f(x, y) = 0
for y < C−1 and y > C, uˆ(ξ, y) is written as for y > C
uˆ(ξ, y) = y(n−1)/2Ki√λ(|ξ|y)
∫ C
C−1
(y′)(n−1)/2hˆ(ξ, y′)
dy′
(y′)n
,
where, due to (3.12), (4.6) and Definition 3.5, h ∈ L2(Rn+). Denoting
g(ξ) =
∫ C
C−1
(y′)(n−1)/2hˆ(ξ, y′)
dy′
(y′)n
,
we have by (3.13)
|uˆ(ξ, y)| ≤ Cy(n−1)/2e−|ξ|yg(ξ), g ∈ L2(Rn−1).
Hence,
1
logR
∫ R
1
‖u(·, y)‖2L2(Rn−1)
dy
yn
≤ C
logR
∫ R
1
‖e−|ξ|yg(ξ)‖2L2(Rn−1)
dy
y
.
Therefore, (4.21) for fˆ ∈ C∞0 (Rn+) follows from Lebesgue’s convergence theorem.
Taking note of
1
logR
∫ R
1
‖u(·, y)‖2L2(Rn−1)
dy
yn
≤ C‖f‖2B,
we have only to approximate fˆ by functions from C∞0 (Rn+) to prove (4.21) for the
general case.
We put
〈u, v〉 =
∫ ∞
1
(
u(·), v(·))dµ, dµ = dy/yn,
where (·, ·) is the inner product of L2(Rn−1). Take ρ ∈ C∞(R) such that ρ(t) =
0 (|t| > 3), ρ(t) = 1 (|t| < 2), and put ρR(y) = ρ((log y)/(logR)). We multiply the
equation (H0 − k2)u = f by ρR(y)u and integrate by parts to see
〈Dyu, ρRDyu〉+ 〈Dyu, yn
( ρR
yn−1
)′
u〉+ (Dyu, ρRu)
∣∣
y=1
−n− 1
2
(u, ρRu)
∣∣
y=1
− n− 1
2
〈u, yn( ρR
yn−1
)′
u〉
+〈Dxu, ρRDxu〉 − E(k2)〈u, ρRu〉 = 〈f, ρRu〉.
38 1. FOURIER TRANSFORMS ON THE HYPERBOLIC SPACE
(We should insert ρ(|x|/r), and let r →∞ using Theorem 4.2(3) and Lemma 4.4(1)).
We now put ψ(t) = 1 (t < 3), ψ(t) = 0 (t > 4), ψR(y) = ψ((log y)/(logR)), and
‖ · ‖ = ‖ · ‖L2(Rn−1) to obtain
〈Dyu, ρRDyu〉+ 〈Dxu, ρRDxu〉
≤ C(k)
( ∫ ∞
1
ψR(y)‖Dyu(y)‖ · ‖u(y)‖dµ+
∫ ∞
1
ψR(y)‖u(y)‖2dµ
+
∫ ∞
1
ψR(y)‖f(y)‖ · ‖u(y)‖dµ+ (‖Dyu(1)‖+ ‖u(1)‖)‖u(1)‖
)
.
We divide both sides by logR. Then the first term of the right-hande side is
dominated from above by(
1
logR
∫ ∞
1
ψR(y)‖Dyu‖2dµ
)1/2(
1
logR
∫ ∞
1
ψR(y)‖u‖2dµ
)1/2
.
By Lemma 4.4 (1), we have
sup
R>2
1
logR
∫ ∞
1
ψR(y)‖Dyu‖2dµ <∞.
Using (4.21), we see that
lim
R→∞
1
logR
∫ ∞
1
ψR(y)‖u(y)‖2dµ = 0.
Using the same considerations to estimate 1logR
∫∞
1
ψR(y)‖f(y)‖ · ‖u(y)‖dµ, we
arrive at (4.22). 
Lemma 4.10. If u ∈ B∗, (H0 − k2)u = 0, f ∈ B, and either F (+)0 (k)f = 0 or
F (−)0 (k)f = 0 holds, then (u, f) = 0.
Proof. Assume that F (−)0 (k)f = 0. Take ρ(t) ∈ C∞0 (R) such that ρ(t) =
1 (|t| < 1), and put
ρR(y) = ρ
( log y
logR
)
, ρR,r(y) = χ
( log y
logR
)
ρ
( log y
log r
)
, χ(t) =
∫ t
−∞
ρ(s)ds.
Letting v = R0(k
2 − i0)f , we then have
0 = (ρR,r(y)v, (H0 − k2)u)
= (ρR,rf, u)− ((D2yρR,r)v, u)− 2((DyρR,r)Dyv, u) + (n− 1)((DyρR,r)v, u).
Let r →∞. Then, for any R > 0 and sufficiently large r,
ρ
(
log y
logR
)
ρ
(
log y
log r
)
= ρ
(
log y
logR
)
.
Using this formula, together with the fact that
Dyρ
(
log y
log r
)
=
1
log r
ρ′
(
log y
log r
)
,
so that we obtain an extra factor 1log r , we can use Lemma 4.9 to show that it is
possible to replace ρR,r in the above equation by χR(y) = χ(log y/ logR). Thus,
(4.23) (χRf, u) = ((D
2
yχR)v, u) + 2((DyχR)Dyv, u)− (n− 1)((DyχR)v, u).
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Observe that, due to the assumption F (−)0 (k)f = 0, it follows from Corollary 4.8
and Lemma 4.9 that
1
logR
∫
1/R<y<R
‖v(·, y)‖2L2(Rn−1)
dy
yn
→ 0, as R→∞.
Since
DyχR(y) =
1
logR
ρ
( log y
logR
)
, D2yχR(y) =
1
log2R
ρ′
( log y
logR
)
,
it then follows that the 1st and 3rd terms in the right-hand side of (4.23) tend to
0 as R→∞. Integrating by parts in the 2nd term of the right-hand side of (4.23)
and using the fact that, by Lemma 4.4(1), Dyu ∈ B∗, the same considerations show
that this term also tends to 0. Thus, (f, u) = 0. 
Lemma 4.11. Let X,Y be Banach spaces, and T ∈ B(X,Y ). Then the follow-
ing 4 assertions are equivaent.
(1) RanT is closed.
(2) RanT ∗ is closed.
(3) RanT = N(T ∗)⊥ = {y ∈ Y ; 〈y, y∗〉 = 0 ∀y∗ ∈ N(T ∗)}.
(4) RanT ∗ = N(T )⊥ = {x ∈ X∗; 〈x, x∗〉 = 0 ∀x ∈ N(T )}.
@ For the proof, see e.g. [Yo66] p. 205.
Proof of Theorem 4.3. We put X = B, Y = L2(Rn−1), T = F (±)0 (k) in the
above lemma. By Corollary 4.6, RanT ∗ is closed. Hence RanT is closed. Corollary
4.6 also implies N(T ∗) = {0}. Therefore RanT = Y , and RanT ∗ = N(T )⊥.
Lemma 4.10 shows that if u ∈ B∗ and (H0 − k2)u = 0, then u ∈ N(T )⊥. Therefore
u ∈ RanT ∗. 
Corollary 4.12. F (±)0 (k)B = L2(Rn−1).
5. Modified Radon transform
5.1. Modified Radon transform on Hn. The Radon transform is usually
defined as an integral over some submanifolds (see e.g. [Hel99]). In this section,
we define the Radon transform in terms of the Fourier transform. For this purpose
it is convenient to change its definition slightly.
Definition 5.1. For k ∈ R \ {0} we define operators F0(k) and F0(k) by
F0(k)f(x) =
√
2
π
k
√
sinh(kπ)
kπ
× F ∗0
(( |ξ|
2
)−ik ∫ ∞
0
y
n−1
2 Kik(|ξ|y)f̂(ξ, y)dy
yn
)
,
F0(k) = Ω(k)√
2
F0(k),
Ω(k) =
−i
Γ(1 − ik)
√
kπ
sinh(kπ)
.
Here g(k) := (kπ/ sinh(kπ))1/2 is defined on C \ {iτ ; τ ∈ (−∞, 1] ∪ [1,∞)} as a
single-valued analytic function. In particular, g(k) = g(−k) for k > 0.
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Note that by (4.2), F0(k) = F (+)0 (k) for k > 0, and by (4.17), |Ω(k)| = 1. The
following lemma follows easily from this definition and Theorem 4.2.
Lemma 5.2. (1) F0 is uniquely extended to an isometry from L2(Hn) to Ĥ
:= L2(R;L2(Rn−1); dk), and it diagonalizes H0 :
(F0H0f) (k, x) = k2 (F0f) (k, x).
(2) Let r+ be the projection onto the subspace Ĥ+ := L2((0,∞);L2(Rn−1); dk).
Then the range of r+F0 is Ĥ+.
(3) g ∈ Ĥ belongs to the range of F0 if and only if
ĝ(−k, ξ) = Γ(1 − ik)
Γ(1 + ik)
( |ξ|
2
)2ik
ĝ(k, ξ), ∀k > 0.
We then define the modified Radon transform associated with H0 by
Definition 5.3. For s ∈ R, we define(R0f)(s, x) = 1√
2π
∫ ∞
−∞
eiks
(F0f)(k, x)dk.
Recall that F0 is written explicitly as
(5.1) F0(k)f(x) = −ik√
π Γ(1− ik)F
∗
0
(( |ξ|
2
)−ik ∫ ∞
0
y
n−1
2 Kik(|ξ|y)f̂(ξ, y)dy
yn
)
.
Lemma 5.2 implies the following theorem.
Theorem 5.4. R0 is an isometry from L2(Hn) to Ĥ. Moreover we have
R0H0 = −∂2sR0.
5.2. Asymptotic profiles of solutions to the wave equation. The Radon
transform thus defined describes the behiavior of solutions to the wave equation at
infinity. Recall that the solution to the wave equation{
∂2t u+H0u = 0,
u
∣∣
t=0
= f, ∂tu
∣∣
t=0
= g
is written as
u(t) = cos(t
√
H0)f + sin(t
√
H0)
√
H0
−1
g.
Theorem 5.5. For any f ∈ L2(Hn), we have as t→ ±∞∥∥∥∥cos(t√H0)f − y(n−1)/2√2 (R0f)(− log y ∓ t, x)
∥∥∥∥
L2(Hn)
→ 0,
∥∥∥∥sin(t√H0)f ∓ iy(n−1)/2√2 (R0 sgn(−i∂s)f)(− log y ∓ t, x)
∥∥∥∥
L2(Hn)
→ 0,
where
sgn (−i∂s)φ(s) = 1
2π
∫∫
R1×R1
eik(s−s
′)sgn (k)φ(s′)ds′dk,
and where sgn (k) = 1 (k > 0), sgn (k) = −1 (k < 0).
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Proof. We prove this theorem only for the case t → ∞. Since the map :
f(k, x) → y(n−1)/2f(log y, x) is unitary from Ĥ onto L2(Hn), it follows from The-
orem 5.4 that we have only to prove the case when φ(k, ξ) := (F0F (+)0 f)(k, ξ) ∈
C∞0 (R+ ×Rn−1). Let suppφ(k, ξ) ⊂ {δ0 < k < δ−10 } × {R−1 < |ξ| < R} for some
δ0, R > 0. We put
u(t, ξ, y) = F0e
−it√H0f
= F0
(F (+)0 )∗e−itkF (+)0 f
=
∫ ∞
0
(2k sinh(kπ))1/2
π
( |ξ|
2
)ik
y
n−1
2 Kik(|ξ|y)e−itkφ(k, ξ)dk.
(5.2)
By the well-known integral representation
Kν(z) =
1
2
∫ ∞
−∞
e−z cosh(s)eνsds,
(see e.g. [Wa62], Chap. 6, formula (7) or [Le72], formula (5.10.23)), one can show
that if z > δ0 for some δ0 > 0,
|∂mk Kik(z)| ≤ Cme−z/2, ∀m ≥ 0,
where the constant Cm is independent of k. Therefore, for any δ > 0, by using
(−it)−1∂ke−itk = e−itk and integrating by parts, we see that, for any N > 0,
(5.3)
∫ ∞
δ
‖u(t, ·, y)‖2L2(Rn−1)
dy
yn
≤ CN
(1 + |t|)N .
In the region 0 < y < δ, Kik(|ξ|y) is expanded as
Kik(|ξ|y) = π
2i sinh(kπ)
(
1
Γ(1 − ik)
( |ξ|y
2
)−ik
− 1
Γ(1 + ik)
( |ξ|y
2
)ik)
+ r1(k, |ξ|y),
where |r1(k, |ξ|y)| ≤ C|ξ|y uniformly for δ0 < k < δ−10 , R−1 < |ξ| < R. We put
u1(t, ξ, y) =
∫ ∞
0
(2k sinh(kπ))1/2
π
( |ξ|
2
)ik
y
n−1
2 r1(k, |ξ|y)e−itkφ(k, ξ)dk.
Then
|u1(t, ξ, y)| ≤ C(ξ)y n+12
∫ 1/δ0
δ0
|φ(k, ξ)|dk,
hence
(5.4)
∫ δ
0
‖u1(t, ·, y)‖2L2(Rn−1)
dy
yn
≤ Cφδ2,
where Cφ is independent of t ∈ R. We put
u0(t, ξ, y) =
1
i
∫ ∞
0
√
k
2 sinh(kπ)
(
1
Γ(1− ik)
( |ξ|y
2
)−ik
− 1
Γ(1 + ik)
( |ξ|y
2
)ik)
×
( |ξ|
2
)ik
y
n−1
2 e−itkφ(k, ξ)dk.
Then,
(5.5) u0(t, ξ, y) = u
(+)
0 (t, ξ, y) + u
(−)
0 (t, ξ, y).
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Here
u
(+)
0 (t, ξ, y) =
1
i
∫ ∞
0
√
k
2 sinh(kπ)
1
Γ(1− ik)y
n−1
2 e−ik(t+log y)φ(k, ξ)dk
=
y(n−1)/2√
π
∫ ∞
0
eik(− log y−t) (F0F0(k)f) (ξ)dk,
u
(−)
0 (t, ξ, y) =
−1
i
∫ ∞
0
√
k
2 sinh(kπ)
1
Γ(1 + ik)
( |ξ|
2
)2ik
y
n−1
2 e−ik(t−log y)φ(k, ξ)dk
=
y(n−1)/2√
π
∫ 0
−∞
eik(− log y+t) (F0F0(k)f) (ξ)dk.
In the last equation we have used that, in view of (5.1), (3.26), (|ξ|/2)2ikF0F0(k)f =
−F0F0(−k)f. Rewriting u(±)0 (t, ξ, y) as
u
(±)
0 (t, ξ, y) = g±(− log y ∓ t, ξ)y(n−1)/2
with g± ∈ L2(R×Rn−1), we have∫ δ
0
‖u(+)0 (t, ·, y)‖2L2(Rn−1)
dy
yn
=
∫ ∞
− log δ−t
‖g+(ρ, ·)‖2L2(Rn−1)dρ,
which tends to 0 as t→ −∞. Similarly∫ δ
0
‖u(−)0 (t, ·, y)‖2L2(Rn−1)
dy
yn
=
∫ ∞
− log δ+t
‖g−(ρ, ·)‖2L2(Rn−1)dρ,
which tends to 0 as t→∞. In view of (5.3), (5.4), we have thus proven that
‖u(t, ·)− u(±)0 (t, ·)‖L2(Hn) → 0 as t→ ±∞.
In other words
‖F0e−it
√
H0f − u(+)0 (t)‖L2(Hn) → 0 (t→∞),
‖F0e−it
√
H0f − u(−)0 (t)‖L2(Hn) → 0 (t→ −∞),
‖F0eit
√
H0f − u(−)0 (−t)‖L2(Hn) → 0 (t→∞).
The theorem follows from these formulas together with Definition 5.3 and (5.5). 
By the change of variable s = − log y − t, we get the following corollary.
Corollary 5.6. For any f ∈ L2(Hn), we have as t→∞
√
2e(n−1)(s+t)/2
(
cos(t
√
H0)f
)
(x, e−s−t)→ (R0f)(s, x) in L2(Rn).
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6. Radon transform and the wave equation
6.1. Radon transform and horosphere. As is seen in Theorem 5.5, the
modified Radon transform is closely connected with the wave equation. We shall
also study its geometrical feature in this section. The fundamental solution for the
wave equation on Hn is written explicitly in terms of spherical mean. For n = 3,
it has the following form (see e.g. [Hel84] or [ChVe96]):
(6.1) cos(t
√
H0)f(z) =
∂
∂t
(
1
4π sinh(t)
∫
S(z,t)
f(z′)dS
)
,
where S(z; t) = {z′; dh(z′, z) = t}, and dh(z′, z) is the hyperbolic distance. It
follows from (1.3) that
S(z, t) =
{
(x′, y′); |x′ − x|2 + |y′ − cosh(t)y|2 = sinh2(t)y2} .
Therefore, dS = sinh2(t)y2dω, dω being the Euclidean surface element on S2, and
cos(t
√
H0)f(z) =
∂
∂t
(
sinh(t)y2
4π
∫
S2
f((x, cosh(t)y) + sinh(t)yω)dω
)
.
Let t→∞ and y → 0 keeping t+ log y = −s. Then
(x, cosh(t)y) + sinh(t)yω → (x, e−s
2
)
+
e−s
2
ω,
Therefore, the sphere S(z, t) converges to the sphere
Σ(s, x) =
{
(x′, y′);
∣∣x′ − x∣∣2 + ∣∣y′ − e−s
2
∣∣2 = e−2s
4
}
.
This is the horosphere tangent to {y′ = 0}. We then have
cos(t
√
H0)f(z) ∼ −y
8π
∂
∂s
(
e−s
∫
Σ(s,x)
fdω
)
,
which, compared with Theorem 5.5 with n = 3, implies that
R0f(s, x) = −
√
2
8π
∂
∂s
(
e−s
∫
Σ(s,x)
fdω
)
.
From this formula, one can easily see that, if f is supported in the region y > δ > 0,
then R0f(s, x) = 0 for e−s < δ. The converse is also true. Namely, if R0f(s, x) = 0
for e−s < δ, f(x, y) vanishes for y < δ. This is the support theorem for the Radon
transform. See [LaPh79] and [SaBa05].
6.2. 1-dimensional wave equation. In the Euclidean space, there are 3
ways of constructing fundamental solutions to the wave equation : (1) the method
of spherical means, (2) the method of plane waves and (3) the method of Fourier
transforms. In the hyperbolic space, the first method is usually adopted. For
example, in the work of Helgason [Hel84], a generalization of Asgeirsson’s mean
value theorem on two-point homogeneous space is used to derive the formula (6.1).
In the following we shall apply the Fourier analysis to the fundamental solution.
Let us start with the 1-dimensional case. The basic formula is
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Lemma 6.1.
Kν(x)Kν(y) =
π
2 sin(νπ)
∫ ∞
log(y/x)
J0(
√
2xy cosh t− x2 − y2) sinh(νt)dt
(x > 0, y > 0, |Re ν| < 1/4).
Proof. See [DiFe33], p. 302 and [Le72] p. 140. 
For x > 0 and k ∈ R, we have by (3.1) and (3.2)
(6.2) Iik(x) = I−ik(x), Kik(x) = Kik(x) = K−ik(x),
Let θ(t) be the Heaviside function: θ(t) = 1 (t > 0), θ(t) = 0 (t ≤ 0). By Lemma
6.1 and (6.2), we have for x, y > 0∫ ∞
−∞
sinh(πk)Kik(x)Kik(y) sin(tk)dk
=
π2
2
(
θ
(
t− log(y
x
)
)− θ(− t− log(y
x
)))
J0
(√
2xy cosh t− x2 − y2).(6.3)
We put
ρ(k) =
2k sinh(πk)
π2
,
and define for ζ > 0
Uadv(t, y, y
′; ζ) =
(yy′)
n−1
2
2π
∫
R2
Kik(ζy)Kik(ζy
′)
k2 − (ω + i0)2 ρ(k)e
−itωdkdω,
Uret(t, y, y
′; ζ) =
(yy′)
n−1
2
2π
∫
R2
Kik(ζy)Kik(ζy
′)
k2 − (ω − i0)2 ρ(k)e
−itωdkdω.
The subscripts adv and ret mean advanced and retarded, respectively.
Lemma 6.2. (1) For t > 0 and y, y′ > 0, we have
Uadv(t, y, y
′; ζ) = (yy′)
n−1
2 θ
(
t− ∣∣ log ( y
y′
)∣∣)J0(ζ√2yy′ cosh t− y2 − (y′)2),
and for t < 0,
Uadv(t, y, y
′; ζ) = 0.
(2) For t ∈ R,
Uret(t, y, y
′; ζ) = Uadv(−t, y, y′; ζ).
Proof. Let us recall that if a > 0
(6.4)
∫ ∞
−∞
eiax
x− b∓ i0dx =
{
2πieiab (−)
0 (+),
and if a < 0
(6.5)
∫ ∞
−∞
eiax
x− b∓ i0dx =
{
0 (−)
−2πieiab (+).
Using
1
k2 − (ω + i0)2 =
1
2k
(
1
ω + k + i0
− 1
ω − k + i0
)
,
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we then have ∫ ∞
−∞
e−itω
k2 − (ω + i0)2 dω =
 2π
sin(tk)
k
(t > 0)
0 (t < 0).
Therefore by (6.3) we have if y, y′ > 0∫ ∫
Kik(ζy)Kik(ζy
′)
k2 − (ω + i0)2 e
−itωρ(k)dkdω
=
 2π
(
θ(t− log(y
′
y
))− θ(−t− log(y
′
y
))
)
J0
(
ζ
√
2yy′ cosh t− y2 − (y′)2) (t > 0)
0 (t < 0),
which proves (1). Using (6.2), we prove (2). 
Lemma 6.3. (1) For f ∈ C∞0 ((0,∞)), we put
u+(t, y, ζ) =
∫ ∞
0
Uadv(t, y, y
′; ζ)f(y′)
dy′
(y′)n
.
Then the following formulas hold:
(6.6) (L0(ζ) + ∂
2
t )u+(t, y, ζ) = f(y)δ(t),
(6.7) u+(t, y, ζ) = 0 for t < 0,
(6.8) (∂tu+)(+0, y, ζ) = f(y).
Proof. Observe that, due to Lemma 6.2, for f ∈ C∞0 ((0,∞)), u+(t, y, ζ) is
a well-defined smooth function of (y, t), y, t > 0. The formula (6.7) is obvious.
Consider now, for t > 0,
(L0(ζ) + ∂
2
t )u+(t, y, ζ)
=
1
2π
∫ ∞
0
∫
R2
(yy′)
n−1
2 Kik(ζy)Kik(ζy
′)ρ(k)e−itω
f(y′)
(y′)n
dkdωdy = 0,
(6.9)
where we have used Theorem 3.13 (2) and (3). Using (6.4) and (6.5), we have∫ ∞
−∞
2ω
k2 − (ω + i0)2 e
−itωdω
=
∫ ∞
−∞
e−itω
k − ω − i0dω −
∫ ∞
−∞
e−itω
k + ω + i0
dω
=
{
4πi cos(tk) (t > 0),
0 (t < 0).
Therefore, we have
∂tu+(t, y, ζ) =
∫ ∞
0
∫
R2
(yy′)
n−1
2 Kik(ζy)Kik(ζy
′) cos(tk)ρ(k)f(y′)
dkdy′
(y′)n
,
which proves (6.8).
Formula (6.6) follows from (6.7) and (6.9). 
We now define
U(t, y, y′; ζ) = Uadv(t, y, y′; ζ)− Uret(t, y, y′; ζ).
The following lemma is an easy consequence of Lemma 6.2 (2) and Lemma 6.3.
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Lemma 6.4. For f ∈ C∞0 ((0,∞)), we put
u(t, y, ζ) =
∫ ∞
0
U(t, y, y′; ζ)f(y′)
dy′
(y′)n
.
Then we have
(∂2t − L0(ζ))u(t, y, ζ) = 0,
u(0, y, ζ) = 0,
∂tu(0, y, ζ) = f(y).
Note that Uadv(t, y, y
′; ξ) is the Scwartz kernel of the operator 1t sin(tL0(ξ))
and, therefore, defines a bounded operator in L2((0,∞); dy/yn). This can be also
directly observed from Theorem 3.13 (1) and (3), if we take f ∈ L2((0,∞); dy/yn).
6.3. Wave equation in Hn. We define an operator P (t, y, y′) by
(6.10) P (t, y, y′)f(x) = (2π)−
n−1
2
∫
Rn−1
eix·ξp(ξ; t, y, y′)f̂(ξ)dξ,
p(ξ; t, y, y′) = J0(|ξ|
√
2yy′ cosh(t)− y2 − (y′)2),
which is a Fourier multiplier acting on functions of x ∈ Rn−1, depending on pa-
rameters t, y, y′. Since J0(z) is an even function of z, p(ξ; t, y, y′) is smooth with
respect to ξ and all the other parameters y, y′ and t. By Lemma 6.4, the solution
of the Cauchy problem {
∂2t u+H0u = 0,
u(0) = 0, ∂tu(0) = f
is written as
u(t, x, y) =
∫ ∞
0
(yy′)
n−1
2
(
θ(t− | log y
y′
|)− θ(−t− | log y
y′
|)
)
× (P (t, y, y′)f(·, y′)) (x) dy
′
(y′)n
.
Differentiating this formula with respect to t, we get the fundamental solution.
Theorem 6.5. Let P be defined by (6.10). Then we have the following formula:
cos(t
√
H0)f(x, y) =
∫ ∞
0
(
yy′
)n−1
2
(
δ
(
t− | log y
y′
|)+ δ(t+ | log y
y′
|))
× P (t, y, y′)f(·, y′)(x) dy
′
(y′)n
+
∫ ∞
0
(
yy′
)n−1
2
(
θ
(
t− | log y
y′
|)− θ(− t− | log y
y′
|))
× ∂tP (t, y, y′)f(·, y′)(x) dy
′
(y′)n
.
In view of Corollary 5.6, we can derive an explicit form of the modified Radon
transform R0f . Take f ∈ C∞0 (Hn) and s ∈ R. We let t → ∞ and y → 0 keeping
−t − log y = s. Then we have y = e−s−t, t − | log(y/y′)| = −s − log y′, and
t+ | log(y/y′)| → ∞. Moreover, under these conditions,
p(ξ; t, y, y′)→ J0(|ξ|
√
e−sy′ − (y′)2),
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∂tp(ξ; t, y, y
′)→ −e
−s|ξ|2y′
2
J1(|ξ|
√
e−sy′ − (y′)2)
|ξ|√e−sy′ − (y′)2 ,
where we have used J ′0(z) = −J1(z). Note that the right-hand side is again a
smooth function of s, ξ and y′, and when y′ = e−s, this p(ξ, t, y, y′) = 1. Therefore
the modified Radon transform has the following expression.
Theorem 6.6. For f ∈ C∞0 (Hn) and s ∈ R, we have
R0f(s, x) =
√
2e(n−1)s/2f(x, e−s)−
√
2e−s
∫ e−s
0
y−
n−1
2 A(s, y)f(·, y)dy,
where A(s, y)f(·, y) is defined by
A(s, y)f(·, y) = (2π)−(n−1)/2
∫
Rn−1
eix·ξA(ξ; s, y)f̂(ξ, y)dξ,
A(ξ; s, y) =
|ξ|2
2
J1(|ξ|
√
e−sy − y2)
|ξ|
√
e−sy − y2 .
Passing to the Fourier transform in Theorem 6.6 and using Definition 5.3, we
have
1
π
∫ ∞
−∞
∫ ∞
0
eiks
( |ξ|
2
)−ik −ik
Γ(1− ik)y
−n+12 Kik(|ξ|y)f̂(ξ, y)dydk
= 2e
(n−1)s
2 f̂(ξ, e−s)− e−s|ξ|2
∫ e−s
0
y−
n−1
2
J1(|ξ|
√
e−sy − y2)
|ξ|
√
e−sy − y2 f̂(ξ, y)dy.
Taking f̂(ξ, y) to be of the form ϕ(ξ)ψ(y), and then letting |ξ| = 1, we have
1
π
∫ ∞
−∞
∫ ∞
0
eiks 2ik
−ik
Γ(1− ik)y
−n+12 Kik(y)ψ(y)dydk
= 2e
(n−1)s
2 ψ(e−s)− e−s
∫ e−s
0
y−
n−1
2
J1(
√
e−sy − y2)√
e−sy − y2 ψ(y)dy.
Since this holds for any C∞0 ((0,∞))-function ψ(y), we have proven the following
lemma.
Lemma 6.7. For y > 0
1
π
∫ ∞
−∞
eiks
−ik
Γ(1− ik)2
ikKik(y)dk
= 2e−sδ(e−s − y)− e−sy θ(e−s − y)J1(
√
e−sy − y2)√
e−sy − y2 ,
where θ is the Heaviside function.
Letting s+ log 2 = t, one can rewrite the above formula as follows
1
2π
∫ ∞
−∞
eikt
−ik
Γ(1− ik)Kik(y)dk
= 2e−tδ(2e−t − y)− e−ty θ(2e−t − y) J1(
√
2e−ty − y2)√
2e−ty − y2 .

CHAPTER 2
Perturbation of the metric
We shall study in this chapter spectral properties of −∆g, where ∆g is the
Laplace-Beltrami operator associated with a Riemannian metric, which is a per-
turbation of the hyperbolic metric on Hn. We shall prove the limiting absorption
principle, construct the generalized Fourier transform and introduce the scattering
matrix. To study Hn in an invariant manner, it is better to employ the ball model
and geodesic polar coordinates centered at the origin. However, we use the upper-
half space model, since it is of independent interest, necessary in order to make
the arguments in Chapter 1 complete by the method adopted here, and also of a
preparatory character to deal with hyperbolic ends in Chapter 3.
1. Preliminaries from elliptic partial differential equations
1.1. Regularity theorem. In this section, for the notational convenience, we
denote points x ∈ Rn by x = (x1, · · · , xn). We consider the differential operator
A =
∑
|α|≤2
aα(x)(−i∂x)α
defined on Rn. The coefficients aα(x) are assumed to satisfy
aα(x) ∈ C∞(Rn), ∂βxaα(x) ∈ L∞(Rn), ∀β,∑
|α|=2
aα(x)ξ
α ≥ C|ξ|2, ∀x ∈ Rn, ∀ξ ∈ Rn,
C being a positive constant. A function u ∈ L2loc(Rn) is said to be a weak solution
of Au = f if it satisfies∫
Rn
u(x)A†ϕ(x)dx =
∫
Rn
f(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (Rn),
where A† is the formal adjoint of A.
Theorem 1.1. If u ∈ L2(Rn) is a weak solution of Au = f and f ∈ Hm(Rn)
for some m ≥ 0, then u ∈ Hm+2(Rn), and
‖u‖Hm+2(Rn) ≤ C(‖u‖L2(Rn) + ‖f‖Hm(Rn)).
For the proof see e.g. [Mi73]. By using Theorem 1.1, one can prove the
following inequality. Let Ω be a bounded open set in Rn with smooth boundary,
and Ωǫ an ǫ-neighborhood of Ω. Then
(1.1) ‖u‖Hm+2(Ω) ≤ Cǫ(‖u‖L2(Ωǫ) + ‖f‖Hm(Ωǫ)).
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1.2. A-priori estimates in Hn. We next consider Rn+. We put
Di = xn∂i, 1 ≤ i ≤ n, D = (D1, · · · , Dn),
and let ( , ), ‖ · ‖ be the following inner product and the norm:
(u, v) =
∫
Rn+
u(x)v(x)
dx
(xn)n
, ‖u‖2 = (u, u).
For operators A and B, [A,B] denotes the commutator AB−BA. Straightforward
computations show the following lemma.
Lemma 1.2. (1) For j 6= n, 1 ≤ i ≤ n,
[Di, Dj ] = δinDj .
(2) For u, v ∈ C∞0 (Rn+),
(Diu, v) = −(u,Div) + δin(n− 1)(u, v).
We use the following weight
(1.2) ρ(x) = log(1 + |x|2) +
√
1 + (log xn)2.
Comparing ρ with ρ0 in Lemma 1.1.6, there exists a constant C > 0 such that
(1.3) C−1(1 + dh(x)) ≤ ρ(x) ≤ C(1 + dh(x)),
where dh(x) is the geodesic distance between x and (0, 1) in the metric ds
2 =
dx2/xnn, cf. (1.2) of Ch.1. We put
(1.4) D˜i = y˜(xn)∂xi , (i = 1, · · · , n− 1), D˜n = Dn,
where y˜(xn) ∈ C∞(R), y˜(xn) = 1 for xn < 1, y˜(xn) = xn for xn > 2. Then we
have for s ∈ R and |α| ≥ 1
(1.5) |D˜αρ(x)s|+ |Dαρ(x)s| ≤ Csρ(x)s−1.
We consider the differential operator A = A0 +A1 with
A0 = −D2n + (n− 1)Dn −
n−1∑
i=1
D2i ,
A1 =
n∑
i,j=1
aij(x)DiDj +
n∑
i=1
bi(x)Di + c(x).
We rewrite A as
A = P2(x,D) + P1(x,D), D = (D1, · · · , Dn),
where
P2(x, ξ) = |ξ|2 +
n∑
i,j=1
aij(x)ξiξj ,
P1(x, ξ) = (n− 1)ξn +
n∑
i=1
bi(x)ξi + c(x).
We assume that the coefficients aij(x), bi(x), c(x) are in C
∞(Rn+;R) and satisfy
(1.6) |D˜αa(x)| ≤ Cα ρ(x)−ǫ, ∀α,
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for some ǫ > 0, where a(x) represents any of aij(x), bi(x), c(x). Moreover, aij
is real and symmetric : aij = aji, and P2(x, ξ) is uniformly elliptic, namely, there
exists a constant C0 > 0 such that
(1.7) P2(x, ξ) ≥ C0|ξ|2, ∀ξ ∈ Cn, ∀x ∈ Rn+.
Let B and B∗ be defined as in Chap. 1, §2, with h = L2(Rn−1). For s ∈ R, we
introduce the function space X s as follows
(1.8) X s ∋ u⇐⇒ ρ(x)su(x) ∈ L2(Hn) = L2
(
Rn+;
dx
xnn
)
,
equipped with the norm
(1.9) ‖u‖X s = ‖ρsu‖L2(Hn).
Theorem 1.3. (1) If u ∈ B∗ satisfies (A− z)u = f ∈ B∗ with z ∈ C, then
‖Diu‖B∗ ≤ C(1 + |z|)1/2(‖u‖B∗ + ‖f‖B∗), 1 ≤ i ≤ n.
(2) Furthermore, if
lim
R→∞
1
logR
∫ R
1/R
[
‖u(·, xn)‖2L2(Rn−1) + ‖f(·, xn)‖2L2(Rn−1)
] dxn
(xn)n
= 0
holds, then, for 1 ≤ i ≤ n, we have
lim
R→∞
1
logR
∫ R
1/R
‖Diu(·, xn)‖2L2(Rn−1)
dxn
(xn)n
= 0.
(3) Assertion (2) also holds with lim replaced by lim inf.
(4) If u, f ∈ L2(Hn), then
(1.10) ‖Diu‖ ≤ C(1 + |z|)1/2(‖u‖+ ‖f‖), 1 ≤ i ≤ n,
(1.11) ‖DiDju‖ ≤ C(1 + |z|)(‖u‖+ ‖f‖), 1 ≤ i, j ≤ n.
(5) If u, f ∈ B∗,
(1.12) ‖DiDju‖X−s ≤ Cs(1 + |z|)(‖u‖B∗ + ‖f‖B∗), 1 ≤ i, j ≤ n,
for any s > 1/2.
(6) If u, f ∈ X s for some s ∈ R, then
(1.13) ‖Diu‖X s ≤ C(1 + |z|)1/2(‖u‖X s + ‖f‖X s), 1 ≤ i ≤ n,
(1.14) ‖DiDju‖X s ≤ C(1 + |z|)(‖u‖X s + ‖f‖X s), 1 ≤ i, j ≤ n.
In the above estimates in (1), (4), (5) and (6), the constants C and Cs are
independnet of z ∈ C.
We note that assertion (4) is a particular case of assertion (6) with s = 0, while
assertion (5) follows from (6), if we take into the account that B∗ ⊂ X−s, s > 1/2.
Proof. We take χ(t) ∈ C∞0 (R) such that χ(t) = 1 (|t| < 1), χ(t) = 0 (|t| > 2),
and put
χR,r(x) = χ
( log xn
logR
)
χ
( |x′|
r
)
, χR(xn) = χ
( log xn
logR
)
,
where x′ = (x1, · · · , xn−1). Since with gij = δij + aij ,
(gijDiDju, χ
2
R,ru) = −(gijDiu, χ2R,rDiu)
−(Dju,
(
Di(gijχ
2
R,r)
)
u) + δin(n− 1)(Dju, gijχ2R,ru).
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Thus, we have
−
n∑
i,j=1
(gijDiDju, χ
2
R,ru) =
n∑
i,j=1
(gijχR,rDju, χR,rDiu)
+
n∑
i,j=1
(Dju,
(
Di(gijχ
2
R,r)
)
u)
−
n∑
j=1
δin(n− 1)(Dju, gnjχ2R,ru).
We split the 2nd term of the right-hand side into
−
∑
(χR,rDju, (Digij)χR,ru)− 2
∑
(χR,rDju, gij(DiχR,r)u)
and use the uniform ellipticity (1.7) to see that
C0‖χR,rDu‖2 ≤ Re (Au, χ2R,ru) + ǫ‖χR,rDu‖2
+ Cǫ(‖ψRu‖2 + ‖(DχR,r)u‖2).
Here ψR is defined by
ψR(xn) = ψ
( log xn
logR
)
,
where ψ ∈ C∞0 (R), ψ = 1 on the support of χ. For small ǫ > 0, the term
ǫ‖χR,rDu‖2 is absorbed by the left-hand side. Therefore, by using the equation
(A− z)u = f , we have
‖χR,rDu‖2 ≤ C(1 + |z|)(‖ψRu‖2 + ‖(DχR,r)u‖2 + ‖ψRf‖2).
We fix R and let r →∞ to see that χR,r can be replaced by χR. Moreover
|(DχR)(xn)| ≤ C
logR
ψR(xn) ≤ CψR(xn)
for R > e. Therefore, we have
(1.15) ‖χRDu‖2 ≤ C(1 + |z|)(‖ψRu‖2 + ‖ψRf‖2).
Dividing this inequality by logR and taking the supremum with respect to R, we
obtain the assertion (1). Letting R→∞, we obtain (2) and (3).
Letting R → ∞ in (1.15), we prove (1.10). To prove (1.11), we first observe
that the previous considerations do not require (1.6) in full generality, just that
a ∈ L∞(Rn+). This makes it possible to consider only the case when u is compactly
supported. In fact, in the general case putting χR,ru = v we have
(A− z)v = χR,rf + [A,χR,r]u.
Since [A,χR,r] =
∑
i ci(x)Di + d(x) and ci(x), d(x) and ci, d ∈ L∞ independently
on R, r > e, we can apply (1.10) and (1.11) to see that the right-hand side is in
L2(Rn+) uniformly with respect to R, r.
Now assuming that u is compactly supported, we split u as u = u1 + u2 + u3,
where ui = χi(
log xn
logR )u so that suppu1 ⊂ {xn < 2/R}, suppu2 ⊂ {1/R < xn <
2R}, suppu3 ⊂ {xn > R}. Using
‖DiDju‖2 = (D2ju,D2i u) + (Dju, [Dj, Di]Dju),
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we have ∑
i,j
‖DiDju‖2 ≤ C(‖
∑
i
D2i u‖2 +
∑
i
‖Diu‖2).
We have
(1.16) A0ui = −A1ui + zui + fi, i = 1, 3,
where
‖fi‖ ≤ C(‖f‖+ ‖Dnu‖+ ‖u‖) ≤ C(1 + |z|)1/2(‖f‖+ ‖u‖),
with the last inequality following from (1.10). Since ‖A0ui‖2 =
∑
j,k(D
2
jui, D
2
kui),
taking the L2-norm of the both sides of (1.16), and using condition (1.6), we have,
for i = 1, 3,∑
j,k
‖DjDkui‖ ≤ ǫ
∑
j,k
‖DjDkui‖+ Cǫ(1 + |z|)
(∑
j
‖Djui‖+ ‖u‖+ ‖f‖
)
,
where ǫ = ǫ(R)→ 0 as R→∞. Therefore (1.11) holds for i = 1, 3 with sufficiently
large R. For i = 2, we have only to note that u2 satisfies the following 2nd order
elliptic equation with bounded coefficients:∑
i,j
a˜ij(x)∂i∂ju2 +
∑
i
a˜i(x)∂iu2 + c˜(x)u2 = f2
and use Theorem 1.1.
To prove (5), we put v = ρ(x)−su and g = (A − z)v. Then Lemma 1.2.7,
estimate (1.5) and assertion (1) imply that v, g ∈ L2(Hn). By assertion (4), we
then have Div,DiDjv ∈ L2(Hn), which, in turn, implies that DiDju ∈ X−s and
the inequality (1.12).
The proof of (1.13) is similar to the proof of (1.10) if w use ρ(x)sχR,r(x) instead
of χR,r(x).
To prove (1.14), we again consider v = ρ(x)−su, which, due to (1.13) satisfies
(A − z)v = g ∈ L2(Hn). Using (1.10) together with (1.13) and (1.5), we arrive at
(1.14). 
1.3. Essential self-adjointness. On the upper space Rn+, we introduce the
Riemannian metric
(1.17) ds2 =
1
xnn
n∑
i,j=1
gij(x)dxidxj ,
where gij = δij + aij . Assume that A is symmetric on C
∞
0 (R
n
+).
Theorem 1.4. A
∣∣
C∞0 (R
n
+)
is essentially self-adjoint.
Proof. We show that for u ∈ L2(Hn)
(u, (A− i)ϕ) = 0, ∀ϕ ∈ C∞0 (Hn) =⇒ u = 0
and the same assertion holds with i replaced by −i. Applying (1.1), we see that
u ∈ H2loc(Rn+), and (A+ i)u = 0 holds, moreover, by Theorem 1.3 (4),
Diu, DiDju ∈ L2(Hn).
Letting
Ωr,R = {|x′| < r, 1/R < xn < R}, ΩR = {1/R < xn < R},
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we then have ∫
Ωr,R
Auudµ = −i
∫
Ωr,R
|u|2dµ, dµ = dx/(xn)n.
Integrating by parts and taking the imaginary part,∫
Ωr,R
|u|2dµ ≤ C
∑
i
∫
∂Ωr,R
|u||Diu|dS,
where dS is the surface measure associated with hyperbolic metric. Noting that∫
1/R<xn<R
|uDiu|dµ <∞,
there is a sequence rn →∞ such that,∑
i
∫
ΣR,n
|u||Diu|dS → 0 as n→∞,
where ΣR,n = {(x′, xn) : |x′| = rn, R−1 < xn < R}. Using these r′ns, we see that
(1.18)
∫
ΩR
|u|2dµ ≤ C
n∑
i=1
(∫
xn=1/R
+
∫
xn=R
)
|u||Diu| dx
′
(xn)n−1
.
We next put
f(xn) =
n∑
i=1
∫
Rn−1
|uDiu(x′, xn)| dx
′
(xn)n−1
.
Then, since u,Diu ∈ L2(Hn), we have∫ ∞
0
f(xn)
dxn
xn
<∞.
Hence, lim infxn→∞ f(xn) = 0 and lim infxn→0 f(xn) = 0. Using this fact, letting
Rn tend to infinity along a suitable sequence in (1.18), we have u = 0. 
1.4. Rellich’s theorem. It is well-known that, for a bounded open set Ω ⊂
Rn, the inclusion H1(Ω) ⊂ L2(Ω) is compact. This is often stated in the following
form and is called Rellich’s theorem.
Theorem 1.5. Let Ω be a bounded open set in Rn, and m ≥ 1. Then for any
bounded sequence {fk} in Hm(Ω), there exists a subsequence {fk′} convergent in
Hm−1(Ω).
For the proof, see e.g. [Mi73].
1.5. Unique continuation theorem. Let us assume that on a connected
open set Ω ⊂ Rn, we are given a differential operator
A =
∑
|α|≤2
aα(x)∂
α
x ,
where for |α| = 1, 2, aα(x) ∈ C∞, and for |α| = 0, aα(x) ∈ L∞, moreover for
|α| = 2, aα(x) is real-valued and satisfies∑
|α|=2
aα(x)ξ
α ≥ C|ξ|2, ∀x ∈ Ω, ∀ξ ∈ Rn,
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for a constant C > 0. Then, if u satisfies Au = 0 on Ω, and vanishes on an open
subset of Ω, then u vanishes identically on Ω. For the proof, see e.g. [Mi73] for a
C∞-coefficient case, and [Ar57] for the general case.
2. Basic spectral properties for Laplace-Belrami operators on Hn
2.1. Assumption on the metric. In the sequel, we denote points in Hn =
Rn+ as (x, y), where x ∈ Rn−1, y > 0, and put
(2.1) Dx = y∂x, D˜x = y˜(y)∂x, D˜y = Dy = y∂y,
where y˜(y) ∈ C∞((0,∞)) is a positive function such that y˜(y) = 1 for y < 1,
y˜(y) = y for y > 2. Recall that we put
ρ(x, y) = log
(
1 + |x|2 + y2)+√1 + | log y|2,
and have the following inequality
C−1(1 + ρ(x, y)) ≤ 1 + dh(x, y) ≤ C(1 + ρ(x, y)),
|D˜αρ(x, y)s|+ |Dαρ(x, y)s| ≤ Csρ(x, y)s−1, |α| ≥ 1, s ∈ R,
where dh(x, y) is the distance between (x, y) and (0, 1) with respect to the standard
hyperbolic metric (Lemma 1.1.6).
To describe the space of metric, we introduce the following class of functions.
Definition 2.1. For s ∈ R, let Ws be the set of real-valued C∞-functions
f(x, y) defined on Rn−1 × (0,∞) such that for any (multi) index α, β, there exists
a constant Cαβ > 0 such that
(2.2) |(D˜x)α(Dy)β f(x, y)| ≤ Cαβ ρ(x, y)s−min(|α|+β,1).
On the upper half-space Rn+, we consider the Riemannian metric
(2.3) ds2 = y−2
(
(dx)2 + (dy)2 +A(x, y, dx, dy)
)
,
where A(x, y, dx, dy) is a symmetric covariant tensor of the form
A(x, y, dx, dy) =
n−1∑
i,j=1
aij(x, y)dx
idxj + 2
n−1∑
i=1
ain(x, y)dx
idy + ann(x, y)(dy)
2.
Here each aij(x, y) (1 ≤ i, j ≤ n) is assumed to satisfy the following condition:
(C) There exists a constant ǫ > 0 such that aij ∈ W−1−ǫ for y > 1.
Let us look at the Laplace-Beltrami operator associated with the above metric
ds2. Let P the set of differential operators P defined by
P ∋ P ⇐⇒ P =
∑
α,β
(cαβ + aαβ)D
α
xD
β
y ,
where cαβ are constants, aαβ ∈ W−1−ǫ and the above sum is finite. Then by a
direct computation using Lemma 1.2 one can show that P is an algebra.
We rewrite (2.3) into ds2 = gij(X)dX
idXj, X = (X1, · · · , Xn) = (x, y), where
gij(X) = y
−2(δij + aij(x, y)) and we assume that aijξiξj > −|ξ|2. Letting (gij) =(
gij
)−1
, we have
gij(x, y) = y2
(
δij + ĝij(x, y)
)
,
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where ĝij(x, y) ∈ W−1−ǫ. The associated Laplace-Beltrami operator ∆g is then
written as
−∆g = D2y − (n− 1)Dy +D2x +
n∑
i,j=1
aij(x, y)DiDj +
n∑
i=1
bi(x, y)Di,
where (D1, · · · , Dn) = (y∂x, y∂y) and aij(x, y), bi(x, y) ∈ W−1−ǫ. Hence ∆g ∈ P .
The operator −∆g is symmetric in L2(Rn+;√g dxdy), where g = det(gij).
In order to compare it with the Laplace-Beltrami operator for the standard hy-
perbolic metric, it is convenient to use the unitary gauge transformation from
L2(Rn+;
√
gdxdy) onto L2(Rn+; dxdy/y
n):
u→ (y2ng)1/4u,
so that
−∆g − (n− 1)
2
4
→ −(y2ng)1/4∆g(y2ng)−1/4 − (n− 1)
2
4
in L2(Rn+; dxdy/y
n).
2.2. Transformed Laplace-Beltrami operators. We are thus led to the
differential operators
H = −(y2ng)1/4∆g(y2ng)−1/4 − (n− 1)
2
4
= H0 + V,
H0 = −D2y + (n− 1)Dy −D2x −
(n− 1)2
4
, V =
∑
|α|≤2
aα(x, y)D
α
in L2(Rn+; dxdy/y
n), with the inner product denoted by (·, ·). H∣∣
C∞0 (H
n)
is sym-
metric,
(2.4) (Hf, g) = (f,Hg), ∀f, g ∈ C∞0 (Hn),
and uniformly elliptic in the sense of §1. By our assumption aαβ satisfies the
condition (C).
One should keep in mind that our operator −H is unitarily equivalent to the
Riemannian Laplacian ∆g associated with the metric ds
2 of (2.3) which is shifted by
(n− 1)2/4. The arguments to be developed in Chapters 2 and 3 are also applicable
to the more general operators with perturbation of 1st order differential operators,
except for Theorem 2.10. Even in this case, however, Theorem 2.10 still holds except
for a discrete set of λ’s, which can be proved by the same way as in Theorems 3.3.5
and 3.3.6.
By Theorem 1.4, H
∣∣
C∞0 (H
n)
is essentially self-adjoint. Let
R0(z) = (H0 − z)−1, R(z) = (H − z)−1.
Lemma 2.2. For z 6∈ C \R, R0(z)V R(z) is compact. Hence
σd(H) ⊂ (−∞, 0), σe(H) = [0,∞).
Proof. By Theorem 1.3 (4), V R(z) ∈ B(L2;L2), and R0(z)V = (V R0(z))∗ ∈
B(L2;L2). We take χ(t) ∈ C∞0 (R) satisfying χ(t) = 1 (|t| < 1), χ(t) = 0 (|t| > 2),
and put
χR(x, y) = χ
( |x|
R
)
χ
(
log y
logR
)
.
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Then χRR(z), and henceforth R0(z)V χRR(z) are compact and, due to the decay
assumption of the coefficients, ‖R0(z)V (1 − χR)R(z)‖ → 0 (R → ∞). Hence
R0(z)V R(z) is also compact. Since σ(H0) = σe(H0) = [0,∞), the lemma follows
from Weyl’s theorem ([Is04a], p. 26). 
The main purpose of this section is to prove the following theorem.
Theorem 2.3. (1) σp(H) ∩ (0,∞) = ∅.
(2) For any λ > 0, limǫ→0R(λ± iǫ) =: R(λ± i0) exists in the weak-∗ sense, namely
∃ lim
ǫ→0
(R(λ± iǫ)f, g) =: (R(λ ± i0)f, g), ∀f, g ∈ B.
(3) For any compact interval I ⊂ (0,∞) there exists a constant C > 0 such that
(2.5) ‖R(λ± i0)f‖B∗ ≤ C‖f‖B, ∀λ ∈ I.
(4) For any f, g ∈ B, (0,∞) ∋ λ→ (R(λ± i0)f, g) is continuous.
(5) Let EH(·) be the resolution of the identity for H. Then EH((0,∞))L2(Hn) is
equal to the absolutely continuous subspace for H.
Note that the proof of the estimate (2.5) implies the following inequality
(2.6) ‖R(z)f‖B∗ ≤ C‖f‖B, ∀Re z ∈ I.
2.3. Resolvent estimates. We shall prove Theorem 2.3 by first establishing
some a-priori estimates for solutions to the equation (H − z)u = f , and then
passing to limiting procedures. Although our method seems to be tricky, the basic
idea consists in the following observation. Let us note that by virtue of Lemma
1.4.7, u0± = R0(λ± i0)f behaves like
uˆ0±(ξ, y) ∼ C±(ξ)y(n−1)/2∓i
√
λ (y → 0).
Therefore, we infer(
y∂y − (n− 1
2
∓ i
√
λ)
)
u0± = o(y
(n−1)/2) (y → 0).
This suggests the importance of the term
(
y∂y − (n−12 ∓ i
√
λ)
)
u0± to derive the
estimates for u0±. We put
σ± =
n− 1
2
∓ i√z.
Here for z = reiθ, r > 0,−π < θ < π, we take the branch of √z as √reiθ/2.
We begin by estimating u0 = R0(λ + i0)f . Let ( , )h, ‖ · ‖h denote the inner
product and norm of L2(Rn−1), respectively.
Lemma 2.4. Suppose u satisfies (H0 − z)u = f , and let w± = (Dy − σ±)u.
Let ϕ(y) ∈ C1((0,∞);R) and 0 < a < b <∞. Then we have∫ b
a
(Dyϕ+ 2ϕ)‖Dxu‖2h
dy
yn
+
[
ϕ(‖w±‖2h − ‖Dxu‖2h)
yn−1
]y=b
y=a
= ∓2 Im√z
∫ b
a
ϕ
(‖w±‖2h + ‖Dxu‖2h) dyyn
+
∫ b
a
(Dyϕ)‖w±‖2h
dy
yn
− 2Re
∫ b
a
ϕ(f, w±)h
dy
yn
.
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Proof. We rewrite the equation (H0 − z)u = f as
(2.7) Dy(Dy − σ±)u = σ∓(Dy − σ±)u−D2xu− f.
Taking the inner product of (2.7) and ϕw±, we have∫ b
a
ϕ(Dyw±, w±)h
dy
yn
= σ∓
∫ b
a
ϕ‖w±‖2h
dy
yn
−
∫ b
a
ϕ(D2xu,w±)h
dy
yn
−
∫ b
a
ϕ(f, w±)h
dy
yn
.
(2.8)
Take the real part. By integration by parts, the left-hand side is equal to
Re
∫ b
a
ϕ(Dyw±, w±)h
dy
yn
=
[
ϕ‖w±‖2h
2yn−1
]y=b
y=a
− 1
2
∫ b
a
(Dyϕ)‖w±‖2h
dy
yn
+
n− 1
2
∫ b
a
ϕ‖w±‖2h
dy
yn
.
(2.9)
Let us note that using
(−D2xu,Dyu)h = (v,Dyv)h − ‖v‖2h, v =
√
D2xu = y
√
−∆xu,
we have
−Re
∫ b
a
ϕ
(
D2xu,w±
)
h
dy
yn
=
[
ϕ‖Dxu‖2h
2yn−1
]y=b
y=a
− 1
2
∫ b
a
(Dyϕ)‖Dxu‖2h
dy
yn
+
(
n− 3
2
− Reσ±
)∫ b
a
ϕ‖Dxu‖2h
dy
yn
.
Apply this to the 2nd term of the right-hand side of (2.8). We then have
(2.10)
Re
∫ b
a
ϕ(Dyw±, w±)h
dy
yn
= (Reσ∓)
∫ b
a
ϕ‖w±‖2h
dy
yn
− Re
∫ b
a
ϕ(y2∆hu,w±)h
dy
yn
− Re
∫ b
a
ϕ(f, w±)h
dy
yn
=
(
n− 1
2
∓ Im√z
)∫ b
a
ϕ‖w±‖2h
dy
yn
+
[
ϕ‖Dxu‖2h
2yn−1
]y=b
y=a
−1
2
∫ b
a
(Dyϕ)‖Dxu‖2h
dy
yn
− (1± Im√z)
∫ b
a
ϕ‖Dxu‖2h
dy
yn
− Re
∫ b
a
ϕ(f, w±)h
dy
yn
.
Equating (2.9) and (2.10), we obtain the lemma. 
We shall derive estimates of the resolvent R0(z) = (H0− z)−1, when z ∈ C \R
approaches the real axis.
Lemma 2.5. Let u = R0(z)f . Let w± = (Dy − σ±)u, and put for C1 ∋ ϕ ≥ 0
and constants 0 < a < b,
(2.11) L± =
∫ b
a
(
Dyϕ+ 2ϕ
)‖Dxu‖2h dyyn +
[
ϕ(‖w±‖2h − ‖Dxu‖2h)
yn−1
]y=b
y=a
,
(2.12) R± =
∫ b
a
(Dyϕ)‖w±‖2h
dy
yn
− 2Re
∫ b
a
ϕ(f, w±)h
dy
yn
.
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Then we have the following inequality.
(2.13) L+ ≤ R+, L− ≥ R−, if Im
√
z ≥ 0,
(2.14) L+ ≥ R+, L− ≤ R−, if Im
√
z ≤ 0,
Proof. Using Lemma 2.4, ϕ ≥ 0, and the sign of Im√z, we obtain the lemma.

In the following, z varies over the region
(2.15) J± = {z ∈ C ; a ≤ Re z ≤ b, 0 < ±Im z < 1},
where 0 < a < b are arbitrarily chosen constants.
Lemma 2.6. Let u = R0(z)f with f ∈ B. Then, for any ǫ > 0, there exists a
constant Cǫ > 0 such that∫ ∞
0
‖Dxu‖2h
dy
yn
≤ ǫ‖u‖2B∗ + Cǫ‖f‖2B, ∀z ∈ J±.
Proof. Assume that z ∈ J+. Letting ϕ = 1 and using (2.13), we have∫ b
a
‖Dxu‖2h
dy
yn
≤
[‖Dxu‖2h − ‖w+‖2h
2yn−1
]y=b
y=a
+
∣∣∣∣∣
∫ b
a
(f, w+)h
dy
yn
∣∣∣∣∣ .
By Theorem 1.3 (4), w+, Dxu ∈ L2 for z 6∈ R. Hence
(2.16) lim inf
y→0
‖w+‖2h + ‖Dxu‖2h
yn−1
= 0, lim inf
y→∞
‖w+‖2h + ‖Dxu‖2h
yn−1
= 0.
Therefore letting a→ 0 and b→∞ along suitable sequences, we have∫ ∞
0
‖Dxu‖2h
dy
yn
≤
∣∣∣∣∫ ∞
0
(f, w+)h
dy
yn
∣∣∣∣ ≤ ǫ‖w+‖2B∗ + Cǫ‖f‖2B.
Theorem 1.3 (1) yields ‖w+‖B∗ ≤ C(‖u‖B∗+‖f‖B∗), which proves the lemma when
z ∈ J+. The case for z ∈ J− is proved similarly by using w−. 
Lemma 2.7. Let u, f be as in the previous lemma, and w± = (Dy − σ±)u.
Then for any ǫ > 0, there exists a constant Cǫ > 0 such that, for any y > 0,
‖w+‖2h − ‖Dxu‖2h
yn−1
≤ ǫ‖u‖2B∗ + Cǫ‖f‖2B, ∀z ∈ J+,
‖w−‖2h − ‖Dxu‖2h
yn−1
≤ ǫ‖u‖2B∗ + Cǫ‖f‖2B, ∀z ∈ J−.
Proof. As in the previous lemma, assume that z ∈ J+. Letting ϕ = 1 and using
(2.13), we have
‖w+‖2h − ‖Dxu‖2h
yn−1
∣∣∣
y=b
≤ ‖w+‖
2
h
− ‖Dxu‖2h
yn−1
∣∣∣
y=a
+ C‖f‖B‖w+‖B∗ .
Using (2.16) and [letting a→ 0 along a suitable sequence, we obtain the lemma by
Theorem 1.3 (1). 
Lemma 2.8. Let u, f , w± be as in the previous lemma. Then, for any ǫ > 0,
there exists a constant Cǫ > 0 such that
‖w+‖B∗ ≤ ǫ‖u‖B∗ + Cǫ‖f‖B, ∀z ∈ J+,
‖w−‖B∗ ≤ ǫ‖u‖B∗ + Cǫ‖f‖B, ∀z ∈ J−.
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Proof. We divide the inequality in Lemma 2.7 by y and integrate on (1/R,R).
We then use Lemma 2.6 to estimate the integral of ‖Dxu‖2h, and obtain the lemma.

Lemma 2.9. There exists a constant C > 0 such that
‖R0(z)f‖B∗ ≤ C‖f‖B, ∀z ∈ J±.
Proof. We consider the case that z ∈ J+, and put √z = k + iǫ for z ∈ J+.
Then ǫ > 0 and k > C for some constant C > 0. Letting w+ = (Dy − σ+)u, we
then have
(2.17) ImDy(w+, u)h = Im (n− 1 + 2ik)(w+, u)h − Im (f, u)h.
This is a consequence of the formula
Dy(w+, u)h = (Dyw+, u)h + ‖w+‖2h +
(
n− 1
2
+ ǫ+ ik
)
(w+, u)h
and (2.7). We integrate (2.17). Since∫ b
a
Dy(w+, u)h
dy
yn
=
[
(w+, u)h
yn−1
]b
a
+ (n− 1)
∫ b
a
(w+, u)h
dy
yn
,
we then have
(2.18) Im
[
(w+, u)h
yn−1
]b
a
= 2kRe
∫ b
a
(w+, u)h
dy
yn
− Im
∫ b
a
(f, u)h
dy
yn
.
Using w+ = Dyu− σ+u and integrating by parts, we have
Re
∫ b
a
(w+, u)h
dy
yn
=
1
2
[‖u‖2
h
yn−1
]b
a
− ǫ
∫ b
a
‖u‖2h
dy
yn
.
Therefore (2.18) is computed as
Im
[
(w+, u)h
yn−1
]b
a
= k
[‖u‖2
h
yn−1
]b
a
− 2ǫk
∫ b
a
‖u‖2
h
dy
yn
− Im
∫ b
a
(f, u)h
dy
yn
,
which implies
Im
[
(w+, u)h
yn−1
]b
a
≤ k
[‖u‖2
h
yn−1
]b
a
+ C‖f‖B‖u‖B∗.
Note that for z 6∈ R, w+ and u are in L2((0,∞);L2(Rn−1); dy/yn). Hence, there
exists a sequence b1 < b2 < · · · → ∞ such that
|(w+, u)h(bm)|+ ‖u(bm)‖2h
bn−1m
→ 0.
For w+, we take a = y < b = bm to have
‖u(y)‖2
h
yn−1
≤ Ck
(‖w+(y)‖2h
yn−1
+
|(w+, u)h(bm)|+ ‖u(bm)‖2h
bn−1m
+ ‖f‖B‖u‖B∗
)
.
Letting m→∞, we see that
‖u(y)‖2
h
yn−1
≤ C
(‖w+(y)‖2h
yn−1
+ ‖f‖B‖u‖B∗
)
.
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Dividing by y and integrating from 1/R to R, we have
1
logR
∫ R
1/R
‖u(y)‖2h
dy
yn
≤ C
logR
∫ R
1/R
‖w+(y)‖2h
dy
yn
+ C‖f‖B‖u‖B∗ ,
which implies
‖u‖2B∗ ≤ C‖w+‖2B∗ + C‖f‖B‖u‖B∗.
This, together with Lemma 2.8, yields
‖u‖B∗ ≤ C‖f‖B, ∀z ∈ J+.
Similarly, we can prove the lemma for z ∈ J−. 
Lemma 2.9 completes the proof of Theorem 1.4.2.
2.4. Radiation conditions and uniqueness theorem. The following the-
orem specifies the fastest decay order of non-trivial solutions to the Helmholtz
equation (H − λ)u = 0.
Theorem 2.10. Let λ > 0. If u ∈ B∗ satisfies (H − λ)u = 0 for 0 < y < y0
with some y0 > 0, and
lim inf
R→∞
1
logR
∫ 1
1/R
‖u(y)‖2L2(Rn−1)
dy
yn
= 0,
then u = 0 for 0 < y < y0.
We should stress that we have only to assume the equation (H −λ)u = 0 to be
satisfied near y = 0. The proof is given in the next section.
Corollary 2.11. σp(H) ∩
(
0,∞) = ∅.
We say that u ∈ B∗ satisfies the outgoing radiation condition (for σ+), or
incoming radiation condition (for σ−), if the following two conditions (2.19) and
(2.20) are fulfilled:
(2.19) lim
R→∞
1
logR
∫ 1
1/R
‖(Dy − σ±(λ))u(y)‖2L2(Rn−1)
dy
yn
= 0,
σ±(λ) =
n− 1
2
∓ i
√
λ.
(2.20) lim
R→∞
1
logR
∫ R
1
‖u(y)‖2L2(Rn−1)
dy
yn
= 0.
Lemma 2.12. Assume that λ > 0 and u ∈ B∗ satisfies the equation (H−λ)u =
0, and the outgoing or incoming radiation condition. Then u = 0.
Proof. We assume that u satisfies the outgoing radiation condition. We take
0 ≤ ρ(t) ∈ C∞0 (R) satisfying supp ρ ⊂ (−1, 1),
∫ 1
−1 ρ(t)dt = 1, and put
ϕR(y) = χ
( log y
logR
)
, χ(t) =
∫ t
−∞
ρ(s)ds.
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Let ( , )h and ‖ · ‖h denote the inner product and the norm of L2(Rn−1), re-
spectively. We multiply the equation (H − λ)u = 0 by ϕR(y)u and integrate over
Rn−1 × (0, R) to obtain
0 = Im
∫ R
0
(
(−D2y + (n− 1)Dy + V )u, ϕRu
)
h
dy
yn
= −Im(Dyu, u)h
yn−1
∣∣∣
y=R
+ Im
1
logR
∫ R
0
ρ
( log y
logR
)
(Dyu, u)h
dy
yn
+ Im
∫ R
0
(V u, ϕRu)h
dy
yn
.
(2.21)
Observe that (2.20) implies, due to Theorem 1.3 (2), that
(2.22) lim
R→∞
1
logR
∫ R
1
||Dyu||2L2(Rn−1)
dy
yn
= 0.
Indeed, let ψ(y) ∈ C∞(R+), ψ = 1 for y > 1 and ψ = 0 for y < 1/2. Then, with
v = ψu,
(H − λ)v = f := [H,ψ]u ∈ B,
due to Theorem 1.3 (1) and the fact, that supp(f) ⊂ {1/2 < y < 1}. Thus, v
satisfies conditions of Theorem 1.3 (2), which implies (2.22).
Conditions (2.20), (2.22) yield that
(2.23) lim
R→∞
1
logR
∫ R
1/R
||(Dy − σ±)u(y)||L2(Rn−1) dy
yn
= 0.
Also (2.20), (2.22) imply that
lim inf
y→∞
|(Dyu, u)y=a|
yn−1
= 0.
We also see that
Im
∫ R
0
(V u, ϕRu)h
dy
yn
→ Im
∫ ∞
0
(V u, u)h
dy
yn
= 0.
Indeed,
∫∞
0
∣∣(V u, u)hd∣∣y/yn <∞, since V u ∈ X s, 1/2 < s < (1+ ǫ)/2 due to (2.4)
and Theorem 1.3 (5). As V is symmetric, this gives the result.
Hence, by (2.21), there is a subsequence R1 < R2 < · · · → ∞ such that
Im
1
logRj
∫ ∞
0
ρ
( log y
logRj
)
(Dyu, u)h
dy
yn
→ 0.
Combining this equation with (2.23), we have
lim
j→∞
√
λ
logRj
∫ ∞
0
(
ρ(
log y
logRj
)u, u
)
h
dy
yn
= 0, ∀ρ ∈ C∞0 (R).
This implies that
lim
j→∞
1
logR′j
∫ R′j
1/R′j
‖u(y)‖2h
dy
yn
= 0
along a suitable sequence R′1 < R
′
2 < · · · → ∞. The lemma then follows from
Theorem 2.10. 
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2.5. Proof of Theorem 2.3. The assertion (1) has been proved in Corollary
2.11. Let ǫ be as in the condition (C) in Subsection 2.1, and take s such that
1
2
< s <
1 + ǫ
2
.
Take a compact interval I ⊂ (0,∞) arbitrarily, and put
J = {λ± iǫ ; λ ∈ I, 0 < ǫ < 1}.
Lemma 2.13. (1) There exists a constant C > 0 such that
(2.24) sup
z∈J
‖R(z)f‖X−s ≤ C‖f‖B,
(2.25) sup
z∈J
‖R(z)f‖B∗ ≤ C‖f‖B.
(2) For any λ > 0 and f ∈ B, the strong limit limǫ→0R(λ ± iǫ)f exists in X−s.
Also, the weak limit limǫ→0R(λ± iǫ)f exists in B∗.
(3) R(λ ± i0)f is an X−s-valued strongly continuous function of λ > 0, and also
a B∗-valued weakly continuous function of λ > 0. In particular,
lim
ǫ→0
(R(λ± iǫ)f, g) = (R(λ± i0)f, g), ∀g ∈ B.
Proof. If (1) does not hold, there exist zn ∈ J and fn ∈ B satisfying
‖fn‖B → 0, ‖un‖X−s = 1, un = R(zn)fn.
These imply that
(2.26) (H0 − zn)un = fn − V un
and we can assume, without loss of generality, that zn → λ ∈ I. By Theorem 1.3
(6),
||Dαun||χ−s ≤ C, |α| ≤ 2.
Therefore, by the condition (C), V un ∈ B and
||V un||B ≤ C.
Returning to (2.26), this implies, due to Lemma 2.9, that
(2.27) ||un||B∗ ≤ C.
Therefore, there exists a subsequence, which we continue to denote by un, such
that
un → u,
in the sense of the weak convergence.
On the other hand, applying Theorem 1.3 (4), we see that, with |α| ≤ 2 and
1/2 < t, t′ < s,
(2.28) ||Dαun||χ−t ≤ C
(||un||χ−t + ||fn||χ−t) ≤ C;
(2.29) ||Dα(un − um)||χ−t′ ≤ C
(
||un − um||χ−t′ + ||fn − fm||χ−t′ + |zn − zm|
)
.
These imply, using Rellich’s theorem, that there exists a subsequence such that
Dαun → Dαu in χ−s, |α| ≤ 2 and, in particular, ||u||χ−s = 1. Also un → u in B∗,
as follows from Lemma 2.9 together with (2.26), (2.29).
Then
u = −R0(λ± i0)V u, V u ∈ B,
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and, by Corollary 1.4.8 (2) and Lemma 1.4.9, u satisfies the radiation condition.
Thus, by Lemma 2.12, u = 0, contradicting ||u||χ−s = 1. This completes the proof
of (2.24).
To prove (2.25), we observe that B∗ is reflexive and, therefore, sequentially
weakly compact by Theorem V.2.1 of [Yo66]. We then use (2.26) with zn, un, fn
replaced by z,R(z)f, f and follow the same arguments.
The assertion (2), (3) can be proved by the similar manner. 
The assertions (2), (3), (4) of Theorem 2.3 are now easily derived from Lemma
2.13 and the resolvent equation R(z) = R0(z)− R0(z)V R(z). To this end, we use
Theorem 1.3 (6) with s < (1 + ǫ)/2, (C) in the decay assumption of the metric in
subsection 2.1 and Theorem 1.4.2 (3).
For the proof of (5), see [IkSa72] or [Is04a], p. 49. 
The following lemma is a consequence of the above proof.
Lemma 2.14. For any f ∈ B and λ > 0, u = R(λ± i0)f satisfies the equation
(H − λ)u = f , and the radiation condition. Conversely, any solution u ∈ B∗
of the above equation satisfying the radiation condition is unique and is given by
u = R(λ± i0)f .
3. Growth order of solutions to reduced wave equations
3.1. Abstract differential equations. Let X be a Hilbert space and con-
sider the following differential equation for an X-valued function u(t):
(3.1) − u′′(t) +B(t)u(t) + V (t)u(t)− Eu(t) = P (t)u(t), t > 0,
E > 0 being a constant. The following assumptions are imposed.
(A-1) B(t) is a non-negative self-adjoint operator valued function with domain
D(B(t)) = D ⊂ X independent of t > 0. For each x ∈ D, the map (0,∞) ∋
t→ B(t)x ∈ X is C1, and there exist constants t0 > 0 and δ > 0 such that
(3.2) t
dB(t)
dt
+ (1 + δ)B(t) ≤ 0, ∀t > t0.
(A-2) For any fixed t, V (t) is bounded self-adjoint on X and satisfies
(3.3) V (t) ∈ C1((0,∞);B(X)),
(3.4)
1
t
‖V (t)‖ + ∥∥dV (t)
dt
∥∥ ≤ C(1 + t)−1−ǫ, ∀t ≥ 1,
for some constants C, ǫ > 0.
(A-3) For any fixed t, P (t) is a closed (not necessarily self-adjoint) operator on X
with domain D(P (t)) ⊃ D satisfying
(3.5) P (t)∗P (t) ≤ C(1 + t)−2−2ǫ(B(t) + 1).
Moreover,
ReP (t) :=
1
2
(P (t) + P (t)∗)
is a bounded operator on X and satsifies
(3.6) ‖ReP (t)‖ ≤ C(1 + t)−1−ǫ, ∀t > 0.
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Theorem 3.1. Under the above assumptions (A-1), (A-2), (A-3), if
lim inf
t→∞ (‖u
′(t)‖X + ‖u(t)‖X) = 0
holds, there exists t1 > 0 such that u(t) = 0, ∀t > t1.
The proof below is a modification of the method in [Sa79] p. 29. In the
following, ‖ · ‖X is simply written as ‖ · ‖. We put
(Ku)(t) = ‖u′(t)‖2 + E‖u(t)‖2 − (B(t)u(t), u(t)) − (V (t)u(t), u(t)).
Lemma 3.2. There exist constants C1, T1 > 0 such that
d
dt
(Ku)(t) ≥ −C1(1 + t)−1−ǫ(Ku)(t), ∀t > T1.
Proof. By choosing ǫ small enough, we can assume that, in addition to (A-2)
and (A-3),
(3.7) ‖V ′(t)‖ ≤ C(1 + t)−1−2ǫ.
By the equation (3.1)
d
dt
(Ku)(t) = 2Re
[
(u′′, u′) + E(u, u′)− (Bu, u′)− (V u, u′)
]
− ((B′ + V ′)u, u)
= −2Re (Pu, u′)− ((B′ + V ′)u, u).
By (3.5)
(3.8) ‖Pu‖ ≤ C(1 + t)−1−ǫ(√(Bu, u) + ‖u‖).
By (3.7), there exists t0 = t0(ǫ) > 0 such that for t > t0
|(V ′(t)u, u)| ≤ ǫ
2
(1 + t)−1−ǫ‖u‖2.
By (3.2)
−(B′u, u) ≥ 1 + δ
t
(Bu, u).
Putting the above estimates together we have that there is Cǫ > 0 such that for
t > t0
d
dt
(Ku)(t) ≥ −Ct−1−ǫ(‖u′‖2 + ‖u‖‖u′‖+ ǫ
2
‖u‖2) + 1
t
(Bu, u)
≥ −Cǫt−1−ǫ‖u′‖2 − Cǫt−1−ǫ‖u‖2 + 1
t
(Bu, u).
We rewrite the right-hand side as
−Cǫt−1−ǫ(‖u′‖2 + E‖u‖2) + (CǫE − Cǫ)t−1−ǫ‖u‖2 + 1
t
(Bu, u)
= −Cǫt−1−ǫ(Ku)(t)
+(CǫE − Cǫ)t−1−ǫ‖u‖2 − Cǫt−1−ǫ(V u, u) +
(1
t
− Cǫ
t1+ǫ
)
(Bu, u).
ChooseCǫ large enough so that CǫE−Cǫ ≥ 12CǫE. Using (3.4), choose t0 = t0(ǫ, Cǫ)
such that, for t > t0,
E
2 ‖u‖2− (V u, u) ≥ 0, and 1−Ct−ǫ > 0. Thus, the 3rd line is
non-negative for t > t0. Hence the lemma is proved. 
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Let m > 0 be an integer and put
(Nu)(t) = t
[
K(ed(t)u) +
m2 − log t
t2α
‖ed(t)u‖2
]
,
1
3
< α <
1
2
, d(t) =
m
1− αt
1−α.
Lemma 3.3. If suppu(t) is unbounded, there exist constants m1 ≥ 1, T2 ≥ T1
such that
(Nu)(t) ≥ 0, ∀t ≥ T2, ∀m ≥ m1.
Proof. Letting w(t) = ed(t)u(t), we have
d
dt
(Nu) = Kw + t
d
dt
(Kw) + (1− 2α)m
2 − log t
t2α
‖w‖2
− t−2α‖w‖2 + 2(m2 − log t)t1−2αRe (w′, w)
= ‖w′‖2 +
(
E + (1− 2α)m
2 − log t
t2α
− t−2α
)
‖w‖2
− (Bw,w) − (V w,w) + t d
dt
(Kw)
+ 2t1−2α(m2 − log t)Re (w′, w).
(3.9)
By direct computation,
w′ = edu′ +mt−αw,
w′′ = edu′′ +mt−αedu′ +mt−αw′ − αmt−α−1w
= Bw + V w − Ew + 2mt−αw′
− [P + (αmt−α−1 +m2t−2α)]w.
Hence,
d
dt
(Kw) = 2Re (w′′ + Ew − V w −Bw,w′)− ((B′ + V ′)w,w)
= 4mt−α‖w′‖2 − 2(αmt−α−1 +m2t−2α)Re (w,w′)
− ((B′ + V ′)w,w) − 2Re (Pw,w′).
(3.10)
By (3.9) and (3.10) we have
d
dt
(Nu)
= (4mt1−α + 1)‖w′‖2 + {E + (1− 2α)t−2α(m2 − log t)− t−2α}‖w‖2
− 2(αmt−α + t1−2α log t) Re (w,w′)− ((V + tV ′)w,w)
− ((tB′ +B)w,w) − 2tRe (Pw,w′)
=: I1 + I2 + I3.
For large t > 0, I1 is estimated from below as
I1 ≥ (4mt1−α + 1)‖w′‖2 +
(E
2
+ (1 − 2α)t−2αm2)‖w‖2.
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By (3.4), I2 is estimated from below as
I2 ≥ −2(αmt−α + t1−2α log t)‖w‖‖w′‖ − Ct−ǫ‖w‖2
≥ −ǫm2t−2α‖w‖2 − Cǫ‖w′‖2
−2t1−2α log t‖w‖‖w′‖ − Ct−ǫ‖w‖2.
By (3.2), I3 is stimated from below as
I3 ≥ δ(Bw,w) − 2t‖Pw‖ · ‖w′‖.
Using (3.8), we estimate the 2nd term as
2t‖Pw‖ · ‖w′‖ ≤ 1
2
‖w′‖2 + Ct−ǫ((Bw,w) + ‖w‖2).
Therefore for large t, we have
I3 ≥ −1
2
‖w′‖2 − Ct−ǫ‖w‖2.
Putting the above estimates together, we then have
d
dt
(Nu) ≥ 7
2
mt1−α‖w′‖2 + E
3
‖w‖2 − 2t1−2α log t ‖w‖‖w′‖.
Finally, we use the inequality
t1−2α log t‖w‖‖w′‖ ≤ ǫt1−α‖w′‖2 + Cǫt1−3α(log t)2‖w‖2
and 1− 3α < 0. Then there is t0 > 0 independent of m such that
(3.11)
d
dt
(Nu)(t) ≥ 3mt1−α‖w′‖2 + E
4
‖w‖2 ≥ 0
for t > t0.
On the other hand, Nu(t) can be rewritten as
(Nu)(t) = te2d
[‖mt−αu+ u′‖2 + E‖u‖2
− (Bu, u)− (V u, u) + t−2α(m2 − log t)]‖u‖2
= te2d
[
2t−2α‖u‖2m2 + 2t−αRe (u, u′)m
+ (Ku− t−2α‖u‖2 log t)].
(3.12)
By the assumption of the lemma, suppu(t) is unbounded. Therefore, there is
T2 > t0 such that ‖u(T2)‖ > 0. By choosing m1 large enough, we then have
(3.13) (Nu)(T2) > 0, ∀m > m1.
The inequalities (3.11) and (3.13) prove the lemma. 
Proof of Theorem 3.1. We show that if suppu(t) is unbounded,
(3.14) lim inf
t→∞ (‖u
′(t)‖2 + ‖u(t)‖2) > 0
holds. We first consider the case in which there exists a sequence tn →∞ such that
(Ku)(tn) > 0 (n = 1, 2, · · · ). Let T1 be as in Lemma 3.2. Then for some T > T1,
(Ku)(T ) > 0. We show that (Ku)(t) ≥ 0, ∀t > T . In fact Lemma 3.2 implies
d
dt
{
exp
(
C1
∫ t
T
(1 + s)−1−ǫds
)
(Ku)(t)
}
≥ 0, ∀t > T.
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Hence,
(Ku)(t) ≥ exp
(
−C1
∫ t
T
(1 + s)−1−ǫds
)
(Ku)(T ), ∀t > T.
This then implies that, for t > t(E),
‖u′(t)‖2 + E‖u(t)‖2 = Ku(t) + (B(t)u(t), u(t)) + (V (t)u(t), u(t))
≥ exp
(
−C1
∫ t
T
(1 + s)−1−ǫds
)
(Ku)(T )
− CEt−ǫ‖u(t)‖2.
Therefore, we arrive at
lim inf
t→∞ (‖u
′(t)‖2 + ‖u(t)‖2) ≥ 1
2
exp
(
−C1
∫ ∞
T
(1 + s)−1−ǫds
)
(Ku)(T ) > 0.
We next consider the case in which (Ku)(t) ≤ 0 for all t large enough. Lemma
3.3 and (3.12) show that, for large t,
2t−2α‖u(t)‖2m2 + 2t−αRe (u(t), u′(t))m− t−2α‖u(t)‖2 log t ≥ 0,
which together with
d
dt
‖u(t)‖2 = 2Re (u(t), u′(t)),
yields, for large t > 0, that
(3.15)
d
dt
‖u(t)‖2 ≥ t−α
(
1
m
log t− 2m
)
‖u(t)‖2 ≥ 0.
Since the support of u(t) is unbounded, by choosing T large enough so that ‖u(T )‖ >
0. In view of (3.15), we then have
‖u(t)‖ ≥ ‖u(T )‖ > 0, ∀t > T,
which proves (3.14). 
3.2. Canonical form. In order to apply Theorem 3.1 to the operator H in
the previous section, we transform the metric ds2 into the following canonical form.
Theorem 3.4. Let ds2 be the Riemannian metric satisfying the condition (C).
Choose a sufficiently small y0 > 0. Then there exists a diffeomorphism (x, y) →
(x, y) in the region 0 < y < y0 such that
|∂αxDβy (x− x)| ≤ Cαβ(1 + dh(x, y))−min(|α|+β,1)−1−ǫ/2, ∀α, β,
|∂αxDβy
(y − y
y
)
| ≤ Cαβ(1 + dh(x, y))−min(|α|+β,1)−1−ǫ/2, ∀α, β,
and in the (x, y) coordinate system, the Riemannian metric takes the form
ds2 = (y)−2
(dx)2 + (dy)2 + n−1∑
i,j=1
bij(x, y)dx
idxj
 .
Here bij(x
i, xj) satisfies the condition (C) with ǫ replaced by ǫ/2.
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The point is that there is no cross term dxidy. The proof is a slight modification
of the one given in Chap. 4, §2. This theorem also holds for the asymptotically
hyperbolic ends with regular infinity to be discussed in Chap. 3, §2.
Let us prove Theorem 2.10. In the coordinate system of Theorem 3.4, (denoting
(x, y) by (x, y)), the equation (−∆g − (n−1)
2
4 − λ)u = 0 becomes(
− 1√
g
∂y
(√
ggnn∂y
)− n−1∑
i,j=1
1√
g
∂xi
(√
ggij∂xj
)− (n− 1)2
4
− λ
)
u = 0.
This is rewritten as(
−D2y + hDy −
n−1∑
i,j=1
Dxih
ijDxj −
(n− 1)2
4
+Q− λ
)
u = 0,
where Q =
∑n−1
i=1 bi(x, y)Di + c(x, y). Here h− (n− 1), hij − δij and Q satisfy the
condition (C), since for y close to 0, dh(x, y) and ρ(x, y) are equivalent. Putting
t = − log y and u = v exp(− 12
∫ t
t0
h(x, es)ds), we have
(−∂2t +B(t) − λ)v = P (t)v,
where
B(t) = −e−2t
n−1∑
i,j=1
∂xi(δij + aij(t, x))∂xj ,
P (t) = −e−t
n−1∑
i=1
bi(t, x)∂xi + c(t, x),
and, for large t > 0, aij , bi, c satisfy
|∂αx ∂βt m(t, x)| ≤ Cαβ(1 + t)−β−1−ǫ, ∀α, β.
We have, therefore, for large t > 0
tB′(t) + 2B(t) = −
∑
i, j = 1n−1∂xie
−2t{(−2t+ 2)(δij + aij) + ∂taij)}∂xj ≤ 0,
Hence, with X = L2(Rn−1), the assumption (3.2) is satisfied. Rewriting P (t)∗P (t)
as
P (t)∗P (t) =
∑
|α|≤2
aα(t, x)(Dx)
α, Dx = e
−t∂x,
we have, for any ϕ ∈ C∞0 (Rn−1),
(P (t)∗P (t)ϕ, ϕ) ≤ C(1 + t)−2−2ǫ
(
e−2t‖∂xϕ‖2 + ‖ϕ‖2
)
≤ C(1 + t)−2−2ǫ
(
(B(t)ϕ, ϕ) + (ϕ, ϕ)
)
,
which proves (3.5). Note that as t→∞, y → 0 and
(3.16) exp(−1
2
∫ t
t0
h(x, es)ds) = y(n−1)/2
(
1 +O(| log y|−1)
)
.
Our next goal is to show that the condition in Theorem 3.1 is satisfied. To
this end, we return to the proof of Theorem 1.3 (2). Take χ(t) ∈ C∞0 (R) such
that χ(t) = 1 for −1 < t < −1/2, and χ(t) = 0 for t < −2 or t > −1/4. Take
ψ ∈ C∞0 (R) such that ψ = 1 on suppχ, and ψ(t) = 0 for t > 0 or t < −3. Then the
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estimate (1.15) is valid for this choice of χ and ψ. Following the arguments after
this inequality, we obtain
lim inf
R→∞
1
logR
∫ R−1/2
R−1
‖Diu(y)‖2 dy
yn
= 0
if the condition of Theorem 2.10 is satisfied. This implies that
lim inf
y→0
‖Dyu(y)‖2 + ‖u(y)|2
yn−1
= 0.
Since t = − log y, it follows from this formula together with (3.16) that
lim inf
t→∞ (‖v
′(t)‖ + ‖v(t)‖) = 0.
Therefore, by Theorem 3.1, v(t) = 0 for large t, i.e. u(y) = 0 for small y. By the
unique continuation theorem, this in turn imples that u(y) = 0 for y < y0. 
3.3. Asymptotically Euclidean metric. Let us remark that Theorem 3.1
also applies to asymptotically Euclidean metrics on Rn. In fact, given a metric
gij(x) satisfying
|∂αx (gij(x) − δij)| ≤ Cα(1 + |x|)−|α|−1−ǫ0 , ∀α,
one can construct a diffeomorphism near infinity such that this metric is trans-
formed into
(dr)2 + r2h(r, ω, dω), r > r0, ω ∈ Sn−1,
where h(r, ω, dω) is a positive definite metric on Sn−1, and behaves like h0(ω, dω)
at infinity, where h0(ω, dω) is the standard metric on S
n−1 (see Appendix A, §2).
4. Abstract theory for spectral representations
4.1. Basic ideas. LetH =
∫∞
−∞ λdE(λ) be a self-adjoint operator on a Hilbert
space H, and I an open interval contained in σac(H). Let h be an auxiliary Hilbert
space and Ĥ = L2(I;h; ρ(λ)dλ) the Hilbert space of all h-valued L2-functions on
I with respect to the measure ρ(λ)dλ. By a spectral representation of H on I, we
mean a unitary operator U : E(I)H → Ĥ such that
(UHf)(λ) = λ(Uf)(λ), ∀f ∈ D(H), ∀λ ∈ I.
We mainly consider the following situation. There exist Banach spaces H+,H−
such that H+ ⊂ H ⊂ H− and for λ ∈ I, limǫ↓0(H − λ ∓ iǫ)−1 exists as a bounded
operator in B(H+;H−). For the limits (H − (λ ± i0))−1 one can associate the
operators U±(λ) ∈ B(H+;h) and the spectral representations U± satisfying
(U±f)(λ) = U±(λ)f, ∀λ ∈ I, ∀f ∈ H+.
Then there is a unitary operator Ŝ(λ) on h such that
U+(λ) = Ŝ(λ)U−(λ), ∀λ ∈ I.
This Ŝ(λ) is called the scattering matrix or S-matrix. The two limits limǫ↓0(H−λ∓
iǫ)−1 appear naturally in computing the limit limt→±∞ e−itH . Hence, the S-marix
is closely related with the asymptotic behavior of solutions to the time-dependent
Schro¨dinger equation i∂tu = Hu. However, the scattering matrix depends on the
spectral representations U± so that there exist apparently different S-matrices for
the same operator H . In this and the next sections, we shall introduce three kinds
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of S-matrices and study their relationships in the case of Rn and Hn. We begin
with an abstract framework.
4.2. Stationary wave operators. Assume that we are given a Hilbert space
H and Banach spaces H± with norms ‖ · ‖, and ‖ · ‖± satisfying
H+ ⊂ H ⊂ H−, ‖f‖− ≤ ‖f‖ ≤ ‖f‖+, ∀f ∈ H+.
We also assume that the above inclusions are dense, and that the inner product
( , ) of H is naturally identified with the coupling of H+ and H−. This means that
there exists an isometry T : H− → (H+)∗ such that
〈f, Tu〉 = (f, u), ∀f ∈ H+, ∀u ∈ H,
where 〈f, v〉 denotes the value v(f) of v ∈ (H+)∗ for f ∈ H+. In this case we simply
write H− = (H+)∗.
Let Hj , j = 1, 2, be self-adjoint operators on H such that D(H1) = D(H2). For
j = 1, 2, we put Rj(z) = (Hj − z)−1. Since D(H1) = D(H2), we have
(4.1) (H2 −H1)Rj(z) ∈ B(H;H), z 6∈ R.
Now for j = 1, 2, we assume the following:
(A-1) For any ϕ(λ) ∈ C∞0 (R), ϕ(Hj)H+ ⊂ H+.
(A-2) There exists an open set I ⊂ R such that σp(Hj) ∩ I = ∅, and the following
strong limit exists
lim
ǫ→0
Rj(λ± iǫ) =: Rj(λ± i0) ∈ B(H+;H−), ∀λ ∈ I.
Moreover for any f ∈ H+, I ∋ λ→ Rj(λ± i0)f ∈ H− is strongly continuous.
(A-3) We put Gjk(z) = (Hj − z)Rk(z) for z 6∈ R, and assume that for λ ∈ I, ǫ > 0
there exists a strong limit
lim
ǫ→0
Gjk(λ± iǫ) =: Gjk(λ± i0) ∈ B(H+;H+).
Furthermore for any f ∈ H+, I ∋ λ→ Gjk(λ ± i0)f ∈ H+ is strongly continuous.
We first introduce an operator which shows the similarity of H1 and H2. Let
Ej(λ) be the spectral measure for Hj , and for λ ∈ I, put
E′j(λ) =
1
2πi
(Rj(λ+ i0)−Rj(λ − i0)) .
By the assumption (A-2), E′j(λ) ∈ B(H+;H−). Now for any compact interval e ⊂ I
and f ∈ H+, we define
Ω
(±)
jk (e)f =
∫
e
E′j(λ)Gjk(λ± i0)fdλ.
This is called the stationary wave operator. By the above assumptions, Ω
(±)
jk (e) ∈
B(H+;H−). However, we have the following stronger results. Let us recall one
terminology. For two Hilbert spaces H1 and H2, closed subspaces S1 ⊂ H1 and
S2 ⊂ H2 and U ∈ B(H1;H2), we say that U is a partial isometry from H1 to H2
with initial set S1 and final set S2 if U : S1 → S2 is unitary and U : S⊥1 → 0. U is
a partial isometry if and only if U∗U and UU∗ are orthogonal projections onto its
initial set S1 and final set S2, respectively.
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Theorem 4.1. Let e be any compact interval in I.
(1) Ω
(±)
jk (e) is uniquely extended to a bounded operator on H, and is a partial
isometry with initial set Ek(e)H and final set Ej(e)H.
(2) (Ω
(±)
jk (e))
∗ = Ω(±)kj (e), where
∗ means the adjoint in H.
(3) Ω
(±)
jk (e) intertwines Hj and Hk. That is, for any bounded Borel function ϕ(λ),
ϕ(Hj)Ω
(±)
jk (e) = Ω
(±)
jk (e)ϕ(Hk).
Theorem 4.1 is proved through a series of Lemmas.
Lemma 4.2. Let f(λ), g(λ) be H+-valued bounded measurable functions on I,
and e, e′ compact intervals in I. We put
ϕ =
∫
e
E′j(λ)f(λ)dλ, ψ =
∫
e′
E′j(λ)g(λ)dλ.
Then ϕ, ψ ∈ H and
(ϕ, ψ) =
∫
e∩e′
(E′j(λ)f(λ), g(λ))dλ.
Proof. If f(λ), g(λ) are constant functions f and g, by Stone’s formula, ϕ =
Ej(e)f, ψ = Ej(e
′)g. Hence,
(ϕ, ψ) = (Ej(e ∩ e′)f, g) =
∫
e∩e′
(E′j(λ)f, g)dλ.
If f(λ), g(λ) are step functions, i.e. f(λ) =
∑
n χn(λ)fn, g(λ) =
∑
n χn(λ)gn, χn(λ)
being a characteristic function of the interval en, ϕ and ψ are written as
ϕ =
∑
n
Ej(e ∩ en)fn, ψ =
∑
n
Ej(e
′ ∩ en)gn.
Therefore,
(ϕ, ψ) =
∑
m,n
(Ej(e ∩ e′ ∩ em ∩ en)fm, gn)
=
∑
m,n
∫
e∩e′∩em∩en
(E′j(λ)fm, gn)dλ
=
∫
e∩e′
(E′j(λ)f(λ), g(λ))dλ.
Hence, the lemma holds for step functions.
Let f(λ), g(λ) be bounded measurable functions, i.e. we can approximate them
by step functions fm(λ), gn(λ) such that
(4.2) lim
m→∞ ‖f(λ)− fm(λ)‖+ = 0 a.e.
and similarly for g. We put
ϕm =
∫
e
E′j(λ)fm(λ)dλ, ψn =
∫
e′
E′j(λ)gn(λ)dλ.
Then we have
‖ϕm − ϕm′‖2 =
∫
e
(E′j(λ)(fm(λ)− fm′(λ), fm(λ)− fm′(λ))dλ→ 0,
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when m,m′ →∞. Indeed, assumption (A-2) and boundedness of f imply that the
integrand is uniformly bounded with respect to m,m′. Also (4.2) implies that this
integrand tends to 0 a.e. By Lebesgue’s theorem, the result follows.
Thus, the sequence {ϕm} converges to ϕ in H and similaly, {ψn} converges to
ψ. Moreover, letting m,n→∞ in the formula
(ϕm, ψn) =
∫
e∩e′
(E′j(λ)fm(λ), gn(λ))dλ,
we complete the proof of the lemma. 
Lemma 4.3. If f, g ∈ H+ and e, e′ are compact intervals in I, we have
Ω
(±)
jk (e)f, Ω
(±)
jk (e
′)g ∈ H,
(Ω
(±)
jk (e)f,Ω
(±)
jk (e
′)g) = (Ek(e ∩ e′)f, g).
Proof. By Lemma 4.2
(Ω
(±)
jk (e)f,Ω
(±)
jk (e
′)g) =
∫
e∩e′
(E′j(λ)Gjk(λ± i0)f,Gjk(λ± i0)g)dλ.
Using the resolvent equation, we have
G∗jk(λ ± iǫ)
1
2πi
[Rj(λ+ iǫ)−Rj(λ− iǫ)]Gjk(λ± iǫ)
=
1
2πi
[Rk(λ + iǫ)−Rk(λ− iǫ)].
(4.3)
Hence, (
1
2πi
[Rj(λ+ iǫ)−Rj(λ− iǫ)]Gjk(λ± iǫ)f,Gjk(λ ± iǫ)g
)
=
(
1
2πi
[Rk(λ + iǫ)−Rk(λ− iǫ)]f, g
)
.
Letting ǫ→ 0, we finally obtain
(4.4) (E′j(λ)Gjk(λ± i0)f,Gjk(λ± i0)g) = (E′k(λ)f, g),
which proves the lemma. 
By Lemma 4.3, Ω
(±)
jk (e) is a partial isometry on H with initial set Ek(e)H.
Lemma 4.4. For any compact interval e ⊂ I, we have (Ω(±)jk (e))∗ = Ω(±)kj (e).
Proof. Since G∗kj(z)G
∗
jk(z) = 1, by multiplying (4.3) by G
∗
kj(λ± iǫ), we have
1
2πi
[Rj(λ + iǫ)−Rj(λ− iǫ)]Gjk(λ± iǫ)
= G∗kj(λ± iǫ)
1
2πi
[Rk(λ + iǫ)−Rk(λ − iǫ)]
Letting ǫ→ 0, we have for f, g ∈ H+
(4.5) (f, E′j(λ)Gjk(λ± i0)g) = (E′k(λ)Gkj(λ± i0)f, g),
which proves the lemma. 
This lemma implies that the final set of Ω
(±)
jk (e) is the initial set of Ω
(±)
kj (e), i.e.
Ω
(±)
jk (e) is a partial isometry with initial set Ek(e)H and final set Ej(e)H.
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Lemma 4.5. For any compact intervals e, e′ ⊂ I, we have Ej(e′)Ω(±)jk (e) =
Ω
(±)
jk (e)Ek(e
′).
Proof. Lemma 4.2 yields for f, g ∈ H+
(Ej(e
′)Ω(±)jk (e)f, g) = (Ω
(±)
jk (e)f, Ej(e
′)g)
=
∫
e∩e′
(E′j(λ)Gjk(λ± i0)f, g)dλ.
By (4.5) the right-hand side is equal to∫
e∩e′
(f, E′k(λ)Gkj(λ± i0)g)dλ = (f, Ek(e′)Ω(±)kj (e)g)
= (Ω
(±)
jk (e)Ek(e
′)f, g),
which proves the lemma. 
The assertion (3) of Theorem 4.1 is a direct consequence of the above lemma.
Approximating I by compact intervals, we define Ω
(±)
jk (I).
4.3. Time-dependent wave operators. We consider the relation between
stationary and time-dependent wave operators. We impose a new assumption.
(A-4) For any open set e ⊂ I, there is a set De ⊂ H+ ∩ E1(e)H, which is assumed
to be dense in E1(e)H, such that for any f ∈ De∫ ∞
−∞
‖(H2 −H1)e−itH1f‖dt <∞.
Theorem 4.6. Under the assumptions (A-1) ∼ (A-4), for any open set e ⊂ I,
the strong limit
s− lim
t→±∞
eitH2e−itH1E1(e) =:W
(±)
21 (e)
in H exists and Ω(±)21 (e) =W (±)21 (e).
Proof. The assumption (A-4) implies that, for f ∈ De,∫ ∞
−∞
‖ d
dt
(
eitH2e−itH1f
) ‖dt <∞
holds. Hence there exist the limits s− limt→±∞ eitH2e−itH1E1(e)f and, therefore,
by the density of De the existence of W (±)21 (e).
To prove Ω
(±)
21 (e) = W
(±)
21 (e) for any open set e ⊂ I, it suffices, due to Lemma
4.3, to consider relatively compact sets e.
Let V21 = H2 −H1. For f ∈ De we have
W
(+)
21 (e)f = f + i
∫ ∞
0
eitH2V21e
−itH1fdt.
Hence, for f ∈ De, g ∈ H,
(4.6) (W
(+)
21 (e)f, g) = (f, g) + limǫ→0
i
∫ ∞
0
(eitH2V21e
−itH1f, e−2ǫtg)dt.
Using the following relations
R(λ+ iǫ) = i
∫ ∞
0
eit(λ+iǫ−H)dt, R(λ− iǫ) = −i
∫ 0
−∞
eit(λ−iǫ−H)dt
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and Plancherel’s formula for the Fourier transform, we have for f ∈ De and g ∈ H
i
∫ ∞
0
(eitH2V21e
−itH1f, e−2ǫtg)dt
= − 1
2πi
∫ ∞
−∞
(V21R1(λ+ iǫ)f,R2(λ+ iǫ)g)dλ.
(4.7)
Here we should note that ‖V21R(· + iǫ)f‖H, ‖R2(· + iǫ)g‖H ∈ L2(R), hence the
integral of the right-hand side is absolutely convergent. To see this, we have only
to note that
‖Rj(λ+ iǫ)h‖2 =
∫ ∞
−∞
1
(µ− λ)2 + ǫ2 dµ(Ej(µ)h, h),
V21R1(λ+ iǫ)f = V21(H1 + i)
−1R1(λ+ iǫ)(H1 + i)f,
and (H1 + i)f ∈ E1(e)H, also V21(H1 + i)−1 ∈ B(H;H) by (4.1).
We now let
δ2(λ, ǫ) =
1
2πi
(
R2(λ + iǫ)−R2(λ− iǫ)
)
,
and prove that, if f ∈ De and g is such that dµ(E2(µ)g, g) is compactly supported,
(4.8) i
∫ ∞
0
(eitH2V21e
−itH1f, e−2ǫtg)dt = lim
N→∞
∫ N
−N
(δ2(λ, ǫ)V21R1(λ+ iǫ)f, g)dλ.
Indeed, by using the identity R2(z)−R1(z) = −R2(z)V21R1(z), we have
− 1
2πi
∫ N
−N
(V21R1(λ+ iǫ)f,R2(λ+ iǫ)g)dλ
=
∫ N
−N
(δ2(λ, ǫ)V21R1(λ+ iǫ)f, g)dλ
+
1
2πi
∫ N
−N
((R2(λ+ iǫ)−R1(λ+ iǫ))f, g)dλ.
However,
1
2πi
∫ N
−N
(Rj(λ+ iǫ)f, g)dλ→ 1
2
(f, g) when N →∞. In fact,
(Rj(z)f, g) =
∫ ∞
−∞
1
µ− z dµ(Ej(µ)f, Ej(µ)g),
where the domain of integration is bounded by our assumptions on f and g. There-
fore
1
2π
∫ N
−N
(Rj(λ+ iǫ)f, g)dλ =
1
2π
∫ ∞
−∞
ln
(−N − µ+ iǫ
N − µ+ iǫ
)
dµ(Ej(µ)f, Ej(µ)g).
Since ln
(−N − µ+ iǫ
N − µ+ iǫ
)
→ πi for any µ, the result follows by Lebesgue’s dominated
convergence theorem.
Let us take bounded open intervals J, J1 such that
(4.9) e ⊂ e ⊂ J ⊂ J ⊂ J1 ⊂ J1 ⊂ I,
and g = ϕ(H2)h for some ϕ(λ) ∈ C∞0 (J) and h ∈ H+. Such g’s are dense in
E2(I)H. Then we have
(4.10) (δ2(·, ǫ)V21R1(·+ iǫ)f, g) ∈ L1(R), ǫ > 0,
76 2. PERTURBATION OF THE METRIC
(4.11) lim
ǫ→0
∫ ∞
−∞
(δ2(λ, ǫ)V21R1(λ+ iǫ)f, g)dλ = (Ω
(+)
21 (e)f, g)− (f, g).
In fact, since V21R1(λ+ iǫ) = G21(λ+ iǫ)− 1, we have
(δ2(λ, ǫ)V21R1(λ+ iǫ)f, g) = (δ2(λ, ǫ)G21(λ+ iǫ)f, g)− (f, δ2(λ, ǫ)g).
Then the 2nd term of the right-hand side is written as
(4.12) (f, δ2(λ, ǫ)g) =
ǫ
π
∫ ∞
−∞
1
(µ− λ)2 + ǫ2dµ(f, E2(µ)g).
If λ 6∈ J1, the right-hand side is dominated from above by Cǫ(1 + |λ|2)−1. On the
other hand, assumptions (A-1), (A-2) imply that the left-hand side is bounded for
λ ∈ J1 uniformly with respect to ǫ. Therefore (f, δ2(·, ǫ)g) ∈ L1(R), and by Stone’s
theorem
(4.13) lim
ǫ→0
∫ ∞
−∞
(f, δ2(λ, ǫ)g)dλ = (f, g).
By the resolvent equation, R1(z) = R1(i)(1 + (z − i)R1(z)). Then we have
G21(z) = (H2 −H1)R1(i) (1 + (z − i)R1(z)) + 1.
Since f ∈ E1(e)H, we have ‖(λ + iǫ − i)R1(λ + iǫ)f‖ ≤ Cf uniformly for λ 6∈ J1
and ǫ > 0. Hence so is ‖G21(λ+ iǫ)f‖. Then formula (4.12) implies that if λ 6∈ J1,
|(G21(λ+ iǫ)f, δ2(λ, ǫ)g)| ≤ Cǫ(1 + |λ|2)−1,
which implies
(4.14)
∫
R\J1
(δ2(λ, ǫ)G21(λ+ iǫ)f, g)dλ→ 0, ǫ→ 0.
Since f ∈ E1(e)H , ∫
J1
E′2(λ)G21(λ+ iǫ)fdλ→ Ω(+)21 (e)f.
Together with (4.14), this implies that
(4.15)
∫
R
(δ2(λ, ǫ)G21(λ+ iǫ)f, g)dλ→
(
Ω
(+)
21 (e)f, g
)
Equations (4.13) and (4.15) prove (4.11). By (4.6), (4.8) and (4.11) we getW
(+)
21 (e) =
Ω
(+)
21 when e is a relatively compact interval in I.
For an open subset e ⊂ I, we have only to appriximate e by a finite number of
relatively compact intervals. The proof for W
(−)
21 (e) = Ω
(−)
21 (e) is similar. 
4.4. Spectral representation. Let us recall that for a self-adjoint operator
H =
∫∞
−∞ λdE(λ), we take an open interval I in σac(H). We take an auxiliary
Hilbert space h and a measure ρ(λ)dλ on I, ρ(λ) ∈ L1(I; dλ), and put
Ĥ(I) = L2(I;h; ρ(λ)dλ).
A unitary operator U from E(I)H onto Ĥ(I) satisfying
(UHf)(λ) = λ(Uf)(λ), λ ∈ I, f ∈ D(H)
is called a spectral representaion of H on I. By the functional calculus,
(4.16) (Uϕ(H)f)(λ) = ϕ(λ)(Uf)(λ)
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holds for any bounded Borel function ϕ and f ∈ E(I)H. In fact, (4.16) is first
proven for the resolvent ϕ(H) = (H − z)−1, next for the spectral measure E(µ) by
using Stone’s formula, and then for any bounded Borel function.
Let H+,H− be Banach spaces satisfying the assumptions in subsection 4.2. We
assume that, for λ ∈ I, there exists a bounded operator U(λ) ∈ B(H+;h), which
is stronlgy continuous in λ, such that
(Uf)(λ) = U(λ)f, λ ∈ I, f ∈ H+.
Then U(λ)∗ ∈ B(h;H−). Let us show that for Φ ∈ Ĥ(I)
(4.17) U∗Φ =
∫
I
U(λ)∗Φ(λ)ρ(λ)dλ ∈ E(I)H.
Indeed, let us first assume that suppΦ ⊂ J , where J is a compact set in I. Then,
for f ∈ H+, we have(∫
I
U(λ)∗Φ(λ)ρ(λ)dλ, f
)
=
∫
I
(Φ(λ), U(λ)f)hρ(λ)dλ = (Φ, Uf)Ĥ = (U
∗Φ, f).
As U∗ is partial isometry, the right-hand side can be extended to f ∈ H, which
together with Riesz’ theorem implies (4.17) for Φ with suppΦ ⊂ J . Since J is
arbitrary, and I ⊂ σac(H), (4.17) is exteded onto Ĥ(I).
As a consequence, we have the inversion formula for f ∈ E(I)H
(4.18) f =
∫
I
U(λ)∗(Uf)(λ)ρ(λ)dλ.
In fact, for g ∈ H+,
(f, g)H = (Uf, Ug)Ĥ =
∫
I
((Uf)(λ), U(λ)g)hρ(λ)dλ.
Hence we have
(f, g)H =
∫
I
(U(λ)∗(Uf)(λ), g)ρ(λ)dλ,
which proves (4.18) by virtue of (4.17).
We need a new assumption:
(A-5) There exists a subspace D ⊂ D(H)∩H+ such that D as well as HD are dense
in H+ and D(H).
Then, for ψ ∈ h, f ∈ D,
(U(λ)∗ψ, (H − λ)f) = 0
holds, since U(λ)Hf = λU(λ)f . Therefore, U(λ)∗ ∈ B(h;H−) satisfies the equa-
tion
(H − λ)U(λ)∗ = 0,
and is called the eigenoperator of H . Here the self-adjoint operator H in H is
extended to H− via the relation
(4.19) (Hu, f) = (u,Hf), u ∈ H−, f ∈ D.
We now discuss the perturbation theory for spectral representations. For H1
we assume that
(A-6) For any λ ∈ I there exists U1(λ) ∈ B(H+;h) such that for f, g ∈ H+
(E′1(λ)f, g) = ρ(λ)(U1(λ)f, U1(λ)g)h.
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Moreover, U1 defined by (U1f)(λ) = U1(λ)f is uniquely extended to a unitary op-
erator from E1(I)H to Ĥ(I).
By this assumption, we have for f ∈ D(H1)
(4.20) (U1H1f)(λ) = λ(U1f)(λ)a.e..
In fact, let f ∈ D. Since R1(z)H1 = 1 + zR1(z), we have E′1(λ)H1f = λE′1(λ)f .
The assumption (A-6) then implies
(E1(I)H1f, g) =
∫
I
λ ((U1f)(λ), (U1g)(λ))h ρ(λ)dλ
=
∫
I
((U1H1f)(λ), (U1g)(λ))hρ(λ) dλ,
which proves (4.20) for f ∈ D. Since D is dense in D(H1) we obtain (4.20).
Therefore, U1(λ)
∗ ∈ B(h;H−) is an eigenoperator of H1:
(H1 − λ)U1(λ)∗ = 0.
We construct the spectral representation of H2 by using that of H1. Start-
ing from U1, we will construct two operators U
(+)
2 , U
(−)
2 corresponding to wave
operators W
(+)
21 ,W
(−)
21 . For λ ∈ I, we define
U
(±)
2 (λ) = U1(λ)G12(λ± i0).
For f ∈ H+, we put (U (±)2 f)(λ) = U (±)2 (λ)f . Then we have the following theorem.
Theorem 4.7. Under the assumptions (A-1) ∼ (A-6), we have
(E′2(λ)f, g) = ρ(λ)(U
(±)
2 (λ)f, U
(±)
2 (λ)g)h, f, g ∈ H+.
Moreover U
(±)
2 = U1
(
W
(±)
21 (I)
)∗
, and U
(±)
2 is a spectral representation for H2.
Proof. The first half of the theorem follows from (4.4) and (A-6). By virtue of (4.5)
and (A-6) we have
(E′2(λ)G21(λ± i0)f, g) = (f, E′1(λ)G12(λ± i0)g)
= ρ(λ)(U1(λ)f, U
(±)
2 (λ)g)h.
Integration with respect to λ then yields, in view of Theorem 4.6, that
(W
(±)
21 (I)f, g) = (U1f, U
(±)
2 g)Ĥ,
hence W
(±)
21 (I) = (U
(±)
2 )
∗U1. We have, therefore, U
(±)
2 = U1
(
W
(±)
21 (I)
)∗
. Since
RanW
(±)
21 (I) = E2(I)H and W (±)21 ϕ(H1) = ϕ(H2)W (±)21 for any bounded Borel
function ϕ(λ), U
(±)
2 is a partial isometry with initial set E2(I)H and final set Ĥ(I).
Moreover U
(±)
2 ϕ(H2) = ϕ(λ)U
(±)
2 for any bounded Borel function. Therefore, U
(±)
2
is a spectral representation for H2. 
By the relation U
(±)
2 (λ)
∗ = (1−R2(λ∓ i0)V )U1(λ)∗, V = H2 −H1, we have
(H2 − λ)U (±)2 (λ)∗ = 0.
Hence U
(±)
2 (λ)
∗ is an eigenoperator of H2. Let us summarize the results obtained
so far. Let E2(λ) be the resolution of identity for H2.
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Theorem 4.8. (1) Let V21 = H2 −H1 and put
U
(±)
2 (λ) = U1(λ)(1 − V21R(λ± i0)) = U1(λ)G12(λ± i0).
Then U
(±)
2 (λ) ∈ B(H+;h) for λ ∈ I.
(2) U
(±)
2 (λ)
∗ ∈ B(h;H−) is an eigenoperator of H with eigenvalue λ ∈ I in the
following sense
((H2 − λ)f, U (±)2 (λ)∗ϕ) = 0
for any f ∈ H+ such that H2f ∈ H+ and ϕ ∈ h. Moreover,
(U
(±)
2 H2f)(λ) = λ(U
(±)
2 f)(λ), f ∈ D(H2), λ ∈ I.
(3) The operator U
(±)
2 defined by (U
(±)
2 f)(λ) = U
(±)
2 (λ)f for f ∈ H+ is uniquely
extended to a partial isometry with the initial set E2(I)H and the final set Ĥ(I).
(4) For any Φ ∈ Ĥ(I) and any compact interval e ⊂ I,∫
e
U
(±)
2 (λ)
∗Φ(λ)ρ(λ)dλ ∈ H.
(5) For any f ∈ E2(I)H, the following inversion formula holds:
f = s− lim
n→∞
∫
In
U
(±)
2 (λ)
∗(U (±)2 f)(λ)ρ(λ)dλ,
where In = [an, bn], a < an < bn < b, an → a, bn → b and I = (a, b).
Proof. We have only to show the assertions (4) and (5). Let Ie(Φ) be the
integral in (4). We first assume that suppΦ(λ) is a compact set e in I. We take
f ∈ E2(I)H such that U (±)2 f = Φ. Then for any g ∈ H+ , we have
(f, g) = (U
(±)
2 f, U
(±)
2 g)
=
∫
e
((U
(±)
2 f)(λ), (U
(±)
2 g)(λ))ρ(λ)dλ =
∫
e
(
Φ(λ), (U
(±)
2 g)(λ)
)
ρ(λ)dλ
=
∫
e
(U
(±)
2 (λ)
∗Φ(λ), g)ρ(λ)dλ = (Ie(Φ), g).
We have, therefore, Ie(Φ) = f ∈ H. This implies also that, for any f ∈ E2(I)H
and a compact interval e ⊂ I,
E2(e)f =
∫
e
U
(±)
2 (λ)
∗(U (±)2 f)(λ)ρ(λ)dλ,
since (U
(±)
2 E2(e)f)(λ) = χe(λ)(U
(±)
2 f)(λ), where χe(λ) is the characteristic func-
tion of e. Therefore ∥∥∥∥∫
e
U
(±)
2 (λ)
∗(U (±)2 f)(λ)ρ(λ)dλ
∥∥∥∥ → 0
if the measure of e tends to 0. This proves (5). 
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4.5. S-matrix. The scattering operator for H1, H2 (on I) is defined by
S = (W
(+)
21 (I))
∗W (−)21 (I).
This is unitary on E1(I)H. Let us rewrite it by using the spectral representation.
We define
Ŝ = U1SU
∗
1 .
Letting V21 = H2 −H1, we also put
Ŝ(λ) = 1− 2πiρ2(λ)A(λ),
A(λ) = U1(λ)V21U1(λ)
∗ − U1(λ)V21R2(λ + i0)V21U1(λ)∗.
Then Ŝ(λ) ∈ B(h;h) and is called the S-matrix or the scattering matrix.
Theorem 4.9. Ŝ(λ) is unitary on h, and for any fˆ ∈ Ĥ
(Ŝfˆ)(λ) = Ŝ(λ)fˆ(λ)
holds. Here the right-hand side means that we fix λ arbitrarily, regard fˆ(λ) as an
element of h and apply Ŝ(λ).
Proof. Noting that
W
(±)
21 (I) = E1(I) + i
∫ ±∞
0
eisH2V21e
−isH1E1(I)ds,
we have
W
(+)
21 (I)−W (−)21 (I) = i
∫ ∞
−∞
eitH2V21e
−itH1E1(I)dt.
By the definition of S, we have
(S − 1)E1(I) = (W (+)21 )∗(W (−)21 (I) −W (+)21 (I)).
Letting f = E1(I)f, g = E1(I)g, we then have
(Sf, g)− (f, g)
= −i
∫ ∞
−∞
(eitH2V21e
−itH1f,W (+)21 (I)g)dt
= −i
∫ ∞
−∞
(V21e
−itH1f, e−itH1g)dt
−
∫ ∞
0
ds
∫ ∞
−∞
(V21e
−itH1f, eisH2V21e−i(s+t)H1g)dt,
(4.21)
where we have used e−itH2W (+)21 (I) =W
(+)
21 (I)e
−itH1 . Letting fˆ(λ) = U1(λ)f, gˆ(λ) =
U1(λ)g, we obtain∫ ∞
−∞
(V21e
−isH2V21e−itH1f, e−i(s+t)H1g)dt
=
∫ ∞
−∞
dt
∫
I
(U1(λ)V21e
−isH2V21e−itH1f, e−i(s+t)λgˆ(λ))hρ(λ)dλ.
Inserting e−ǫ|t| and letting ǫ→ 0, this converges to
2π
∫
I
(U1(λ)V21e
−is(H2−λ)V21E′1(λ)f, gˆ(λ))hρ(λ)dλ
= 2π
∫
I
(U1(λ)V21e
−is(H2−λ)V21U1(λ)∗fˆ(λ), gˆ(λ))hρ(λ)2dλ,
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where we have used E′1(λ) = ρ(λ)U1(λ)
∗U1(λ). Therefore, the last term of the most
right-hand side of (4.21) is equal to
−2π
∫ ∞
0
ds
∫
I
(U1(λ)V21e
−is(H2−λ)V21U1(λ)∗fˆ(λ), gˆ(λ))hρ(λ)2dλ.
Inserting e−ǫs and letting ǫ→ 0, this converges to
2πi
∫
I
(U1(λ)V21R2(λ+ i0)V21U1(λ)
∗fˆ(λ), gˆ(λ))hρ(λ)2dλ.
Similarly the first term of the most right-hand side of (4.21) is rewritten as
−2πi
∫
I
(U1(λ)V21U1(λ)
∗fˆ(λ), gˆ(λ))hρ(λ)2dλ.
This proves the representation of Ŝ. Since Ŝ is unitary on Ĥ, so is Ŝ(λ) on h. 
Lemma 4.10. For any λ ∈ I, we have
U
(+)
2 (λ) = Ŝ(λ)U
(−)
2 (λ).
Proof. By Theorem 4.7, we have(
W
(+)
12 (I)
)∗
= (U1)
∗
U
(+)
2 , W
(−)
12 =
(
U
(−)
2
)∗
U1.
Therefore by the definition of Ŝ, we have
ŜU
(−)
2 = U
(+)
2 ,
which proves the lemma. 
5. Examples of spectral representations
5.1. Spectral representation on Rn. Let us apply the results in the previ-
ous section to Schro¨dinger operators H0 = −∆ and
H = −
n∑
i,j=1
aij(x)∂i∂j +
n∑
i=1
ai(x)∂i + a0(x)
on Rn, where ∂i = ∂/∂xi. Let H = L2(Rn; dx) and assume that H is formally
self-adjoint and uniformly elliptic on Rn, i.e. there exists a constant C0 > 0 such
that
C−1|ξ|2 ≤
n∑
i,j=1
aij(x)ξiξj ≤ C|ξ|2, ∀x, ξ ∈ Rn.
The coefficients aij(x)− δij and ai(x) of H are assumed to be smooth and satisfy
|∂αa(x)| ≤ Cα(1 + |x|)−1−ǫ−|α|, ∀α, ∀x ∈ Rn
for a constant ǫ > 0. For s ∈ R we define the space L2,s by
L2,s ∋ f ⇐⇒ ‖f‖2s =
∫
Rn
(1 + |x|2)s|f(x)|2dx <∞.
Let s > 1/2 be arbitraily fixed. Then, by choosing H± = L2,±s, the assumptions
(A-1)∼ (A-3) are satisfied forH1 = H0, H2 = H and I = (0,∞). We should remark
that by this choice ofH±, the boundary value of the resolventRj(λ±i0)f is strongly
continuous in L2,−s as a function of λ > 0. These facts are well-known and are
proved in e.g. [Is04a], where they are proved for the potential perturbation of −∆,
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however, the proof also works for the case of the 2nd order variable coefficients. Let
us also note that Theorem 3.1 can also be applied in this case.
As a spectral representation for H0, we employ the usual Fourier transforma-
tion:
(U0(λ)f) (ω) = (2π)
−1/2
∫
Rn
e−i
√
λω·xf(x)dx,
and h = L2(Sn−1) and ρ(λ) = 12λ
(n−2)/2. Then the assumption (A-4) is also
satisfied. Let R(z) = (H − z)−1 and V = H −H0. Then
U±(λ) = U0(λ)(1 − V R(λ± i0))
gives the spectral representation for H .
5.2. Spectral representations on Hn. Let H = L2(Rn+; dxdy/yn) and con-
sider the operators H0 and H introduced in §2. Let L2,s be defined by Definition
2.6 of Chap. 1. Let H± = L2,±s with 1/2 < s < (1 + ǫ)/2 and H1 = H0, H2 = H
and I = (0,∞). First we check (A-1). Let 〈log y〉s = (1 + | log y|2)s/2. We show
that there exists a constant Cs independent of z 6∈ R such that
(5.1) ‖〈log y〉s(Hj − z)−1〈log y〉−s‖ ≤ Cs|Im z|−2(1 + |z|).
Once we have proven (5.1), we can use an abstract theorem from functional analysis
(see Lemma 3.1 in Chap. 3, where σ can be an arbitrary negative number) to show
〈log y〉sϕ(Hj)〈log y〉−s ∈ B(H;H), ∀ϕ ∈ C∞0 (R),
which yields (A-1).
Let us prove (5.1). We have
〈log y〉s(Hj − z)−1〈log y〉−s
= (Hj − z)−1 + (Hj − z)−1[Hj , 〈log y〉s](Hj − z)−1〈log y〉−s.
Since [Hj , 〈log y〉s] is a 1st order differential operator with respect to Dx, Dy with
bounded coefficients, one can show
‖[Hj, 〈log y〉s](Hj − z)−1‖ ≤ Cs|Im z|−1(1 + |z|)
by using Theorem 1.3 (4) and the standard estimate of the resolvent. The inequality
(5.1) imediately follows from this.
Theorem 2.3 together with Lemma 1.2.7 justify (A-2). As above, by this choice
of L2,±s the strong continuity of Rj(λ ± i0)f with respect to λ is guaranteed.
To prove (A-4) for a proper De, e = (a2, b2), 0 < a < b < ∞, we first observe
that it is sufficient to show that, for 1 < s < 1 + ǫ and f ∈ De,∫ ∞
−∞
(
||e−itH0f ||χ−s +
∑
j
||Dje−itH0f ||χ−s +
∑
j,l
||DjDle−itH0f ||χ−s
)
dt <∞.
Assuming that H0De ⊂ De, and utilising Theorem 1.3 (6), we can confine to the
proof that ∫ ∞
−∞
(||e−itH0f ||χ−s + ||e−itH0H0f ||χ−s) dt <∞, f ∈ De.
Let
De =
{
f : φ(k, ξ) = (F0F (+)0 f)(k, ξ) ∈ C∞0 ((a, b)×Rn−1)
}
.
5. EXAMPLES OF SPECTRAL REPRESENTATIONS 83
Since then (F0F (+)0 H0f)(k, ξ) = k2φ(k, ξ) ∈ C∞0 ((a, b) ×Rn−1), we have H0De ⊂
De, it suffices to show that
(5.2)
∫ ∞
−∞
||e−itH0f ||χ−sdt <∞
This is proved in the same way as in Theorem 1.5.5. In fact, letting u(t, ξ, y) =
F0e
−itH0f , we have
u(t, ξ, y) =
∫ ∞
0
(2ksinh(kπ))1/2
π
( |ξ|
2
)ik
y(n−1)/2Kik(|ξ|y)e−itk2φ(k, ξ)dk,
(cf. Chap. 1, (5.2)). Then, similar to Chap. 1, (5.3), we show that, for any σ > 0,
(5.3)
∫ ∞
δ
‖u(t, ·, y)‖2L2(Rn−1)
dy
yn
≤ CN (1 + |t|)−N , ∀N > 0
To consider the behavior of u(t, ·, y) for 0 < y < σ, we, similar to the proof of
Theorem 1.5.5, use the decomposition
u(t, ξ, y) = u
(+)
0 (t, ξ, y) + u
(−)
0 (t, ξ, y) + u1(t, ξ, y),
which have the same representations as in Theorem 1.5.5 with, however, e−ikt
replaced by e−ik
2t. Since, for k ∈ (a, b) and bounded |ξ|, y, we have
|r1(k, |ξ|, y)| ≤ C|ξ|y, |∂2kr1(k, |ξ|, y)| ≤ C log(|ξ|y)|ξ|y,
(see (3.1), (3.2)), we see that, for y < σ,
|u1(t, ξ, y)| ≤ Cφy(n+1)/2(1 + | log(y)|)(1 + |t|)−2.
This implies that
(5.4)
∫ ∞
−∞
(∫ σ
0
||u1(t, ·, y)||L2(R(n−1)
dy
yn
)1/2
dt <∞.
Using (5.5), we see that, for t > 2| log(y)|a and t <
| log(y)|
2b ,
(5.5) |u±0 (t, ξ, y)| ≤ Cφy(n−1)/2(1 + |t|)−2,
which implies that∫ ∞
−∞
(∫ ∞
0
||u±0 (t, ·, y)Θa,b(y, t)||L2(Rn−1)(1 + | log(y)|)−2s
dy
yn
)1/2
dt <∞
for s > 1. Here Θa,b(y, t) = 1, if t >
2| log(y)|
a and t <
| log(y)|
2b , and 0 otherwise.
As for the remaining part, we have, by the stationary phase method, that, for
1
2b <
|t|
| log(y)| <
2
a ,
|u±0 (t, ξ, y)| ≤ Cφy(n−1)/2 (|t|+ | log(y)|)−1/2
Taking into account that the domain of integration with respect to ξ is bounded,
we obtain that∫ σ
0
| log(y)|−2s||u±0 (t, ·, y)||L2(Rn−1) (1−Θa,b(y, t))
dy
yn
≤ Cφ(1 + |t|)−2s.
This estimate, together with (5.4), shows that∫ ∞
−∞
||u(t, ·, y)H(σ − y)||χ−sdt <∞,
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which, due to (5.3), implies (5.2).
As for the spectral representation, we put
(U0(λ)f) (x) =
(
2
√
λ sinh(
√
λπ)
)1/2
π
(2π)−(n−1)/2
×
∫∫
Rn−1×(0,∞)
eix·ξ
( |ξ|
2
)−i√λ
y(n−1)/2Ki√λ(|ξ|y)fˆ (ξ, y)
dξdy
yn
.
and h = L2(Rn−1), ρ(λ) = 12λ
−1/2. Then the assumptions (A-5), (A-6) are fulfilled.
Taking
U±(λ) = U0(λ)(1 − V R(λ± i0))
gives, due to Theorem 4.7, the spectral representation for H , where R(z) = (H −
z)−1 and V = H −H0.
5.3. Absolutely continuous subspace. Let us recall the well-known clas-
sification of the spectra of self-adjoint operators. Let H =
∫∞
−∞ λdEH(λ) be a
self-adjoint operator in a Hilbert space H. Then for any u ∈ H, (EH(I)u, u),
where I is any Borel set in R, defines a Borel measure on R. Then the absolutely
continuous subspace for H is defined by
(5.6)
Hac(H) = {u ∈ H ; (EH(·)u, u) is absolutely continuous with respect to dλ}.
This is a closed subspace in H. The importance of this subspace is that it is usually
stable under the perturbation appearing in scattering phenomena (see e.g. [Ka76]).
Let RH(z) = (H − z)−1, and I be an open interval in σ(H). If the limiting
absorption principle holds on I, i.e. the condition (A-2) in §4 is guaranteed on I,
we have
(5.7) EH(I)H ⊂ Hac(H).
In fact, for u in a dense subset of H, we have by Stone’s formula
(EH(B)u, u) =
1
2πi
∫
B
((RH(λ+ i0)−RH(λ− i0))u, u)dλ,
for any Borel set B in I, which yields (5.7). Therefore, for our case of H =
−∆g for the asymptotically Euclidean metric, or H = −∆g − (n − 1)2/4 for the
asymptotically hyperbolic metric,
EH((0,∞))H = Hac(H).
In this case, we often say that the continuous spectrum of H is absolutely contin-
uous, or H has no singular continuos spectrum.
The spectral representation U (±) is then a unitary operator fromHac(H) to the
representation space L2((0,∞));h; ρ(λ)dλ), where h = L2(Sn−1) for the Euclidean
metric, and h = L2(Rn−1) for the hyperbolic metric.
6. Geometric S-matrix
In §4 and §5, we have constructed two Fourier transforms U± for H = H0+V ,
however only one Fourier transform U0 is adopted for H0. As a matter of fact, it is
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natural to associate two kinds of Fourier transforms also with H0. To see this let
us recall that the Green operator for −∆− λ on R3 is written as
(−∆− λ∓ i0)−1f = 1
4π
∫
R3
e±i
√
λ|x−y|
|x− y| f(y)dy.
Noting the asymptotic expansion |x− y| ∼ r − ω · y (ω = x/r) as r = |x| → ∞, we
have for f ∈ C∞0 (R3)
(−∆− λ∓ i0)−1f ∼ e
±i√λr
4πr
∫
R3
e∓i
√
λω·yf(y)dy, (r →∞).
This suggests that we have two Fourier transforms(
U
(±)
0 (λ)f
)
(ω) = (2π)−n/2
∫
Rn
e∓i
√
λω·yf(y)dy
for H0 = −∆ in Rn. They are related as
U
(+)
0 (λ) = JU
(−)
0 (λ),
where J is the unitary operator on L2(Sn−1) defined by
(6.1) J : ϕ(ω)→ ϕ(−ω).
In the case of the hyperbolic space Hn, two Fourier transforms for H0 = −∆g
are defined by(
U
(±)
0 (λ)f
)
(x) =
(
2
√
λ sinh(
√
λπ)
)1/2
π
(2π)−(n−1)/2
×
∫∫
Rn−1×(0,∞)
eix·ξ
( |ξ|
2
)∓i√λ
y(n−1)/2Ki√λ(|ξ|y)fˆ(ξ, y)
dξdy
yn
.
They are related as
U
(+)
0 (λ) = J(λ)U
(−)
0 (λ),
J(λ) = F ∗0
( |ξ|
2
)−2i√λ
F0.
Let us return to the abstract theory in §4. Assume that we have two spectral
representatios F (±)0 for H0. Define
F (±)(λ) = F0(λ)(1 − V R(λ± i0)),
F0(λ) = F (+)0 (λ),
G(±)(λ) = F (±)0 (λ)(1 − V R(λ± i0)).
Note that
G(+)(λ) = F (+)(λ).
Then by Theorem 4.7, F (±), G(±) give spectral representations forH . The S-matrix
in §4 is defined through F (±)(λ). Namely
Ŝ = F (+)
(
F (−)
)∗
,
Ŝ(λ) = 1− 2πi ρ(λ)F0(λ)(V − V R(λ+ i0)V )F0(λ)∗,
= 1− 2πi ρ(λ)F (+)(λ)V F0(λ)∗.
Here we introduce a new assumption.
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(A-7) There exists a unitary operator J(λ) on h satisftying
F (+)0 (λ) = J(λ)F (−)0 (λ).
We define a unitary operator J on L2(I;h; dλ) by(
Jf
)
(λ) = J(λ)f(λ).
Then we have
F (−)(λ) = J(λ)G(−)(λ), F (−) = JG(−).
We define a new scattering operator by
Ŝgeo = G(+)
(
G(−)
)∗
,
and a new scattering matrix by
Ŝgeo(λ) = Ŝ(λ)J(λ)
= J(λ)− 2πi ρ(λ)F (+)(λ)V F (−)0 (λ)∗.
(6.2)
We call Ŝgeo(λ) the geometric scattering matrix. Since F (+) = G(+), we have
Ŝgeo = ŜJ,
and the following theorem holds.
Theorem 6.1. Ŝgeo(λ) is unitary on h, and(
Ŝgeofˆ
)
(λ) = Ŝgeo(λ)fˆ (λ), ∀fˆ ∈ Ĥ, ∀λ ∈ I.
The reason why Ŝgeo(λ) is called the geometric S-matrix is as follows. Suppose
we are given a Schro¨dinger operatorH on a Riemannian manifoldM. In some cases,
we can associate a boundary at infinity ∂∞M for M, and construct the spectral
representation F (±)(λ) as above with h = L2(∂∞M), and prove the asymptotic
expansion
R(λ± i0)f ≃ C±(λ)a(ρ)e±iS(ρ,λ)F (±)(λ)f, (ρ→∞)
at infinity in an appropriate topology. Here, R(z) = (H − z)−1 and ρ is a geodesic
distance from a fixed point x0 of M. Moreover the solutions of the equation (H −
λ)u = 0 belonging to a certain class admit the following asymptotic expansion at
infinity
u ≃ C−(λ)a(ρ)e−iS(ρ,λ)ϕ− + C+(λ)a(ρ)e+iS(ρ,λ)ϕ+,
ϕ+ = Ŝgeo(λ)ϕ−,
(see e.g. [Me95]). The geometric S-matrix is non-trivial even for the case V = 0,
since Ŝgeo(λ) = J(λ). We shall discuss these facts in the next section for the case
of Rn and Hn.
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7. Helmholtz equation and geometric S-matrix
7.1. The case of Hn. We incoporate the results in Chap. 1 §4 and Chap. 2
§5. For k > 0 we define F (±)0 (k) by Chap. 1 (4.2) and put
F0(k) = F (+)0 (k),
(7.1) F (±)(k) = F0(k)(1− V R((k ± i0)2)),
and H± = L2,±s for s > 1/2. Note that we write (k± i0)2 instead of k2± i0. Later
this choice will turn out to be convenient. Then F0(k) ∈ B(L2,s;L2(Rn−1)), and
Theorem 4.7, together with the results of section 5.2, implies
k
πi
([
R(k2 + i0)−R(k2 − i0)] f, f) = ‖F (±)(k)f‖2L2(Rn−1),
where R(z) = (H − z)−1. Therefore by Theorem 2.3, for any 0 < a < b <∞ there
exists a constant C > 0 such that
(7.2) ‖F (±)(k)f‖L2(Rn−1) ≤ C‖f‖B. a < ∀k < b,
By the argument in §4, we have the following theorem. Let E(λ) be the resolution
of identity for H .
Theorem 7.1. (1) F (±) defined by (F (±)f)(k) = F (±)(k)f is uniquely ex-
tended to a unitary operator from E((0,∞))L2(Hn) to L2((0,∞);L2(Rn−1); dk).
Moreover, (
F (±)Hf
)
(k) = k2
(
F (±)f
)
(k), ∀k > 0, ∀f ∈ D(H).
(2) For f ∈ E((0,∞))L2(Hn), the inversion formula holds:
f = s− lim
N→∞
∫ N
1/N
F (±)(k)∗(F (±)f)(k)dk.
(3) F (±)(k)∗ ∈ B(L2(Rn−1);B∗) is an eigenoperator of H in the sense that
(H − k2)F (±)(k)∗φ = 0, ∀φ ∈ L2(Rn−1).
(4) The wave operators
W± = s− lim
t→±∞
eitHe−itH0
exist and W± = (F (±))∗F0.
(5) The S-matrix is written as
(7.3) Ŝ(k) = 1− πi
k
F (+)(k)V F0(k)∗,
and satisfies
(7.4) F (+)(k) = Ŝ(k)F (−)(k).
We next consider the geometric scattering matrix for H . For k > 0 we define
(7.5) G(±)(k) = F (±)0 (k)
(
1− V R((k ± i0)2)).
As above, G(±)(k) ∈ B(B;L2(Rn−1)) and G(±) give other spectral representations
for H . Note that, letting F0 be the Fourier transform on R
n−1, we have
F (+)0 (k) = J(k)F (−)0 (k),
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(7.6) J(k) = F ∗0
( |ξ|
2
)−2ik
F0.
We extend Theorem 1.4.7 for H . For u, v ∈ B∗, we define
u ≃ v ⇐⇒ lim
R→∞
1
logR
∫ R
1/R
‖u(y)− v(y)‖2L2(Rn−1)
dy
yn
= 0.
Lemma 7.2. Let χ(y) = 1 (y < 1/2), χ(y) = 0 (y > 1), and ω±(k) be as in
Chap. 1 (4.15). Then for any ϕ ∈ L2(Rn−1) and k > 0
F (+)0 (k)∗ϕ ≃
k
πi
ω+(k)χ(y)y
(n−1)/2−ikϕ
− k
πi
ω−(k)χ(y)y(n−1)/2+ikJ(k)∗ϕ,
F (−)0 (k)∗ϕ ≃
k
πi
ω+(k)χ(y)y
(n−1)/2−ikJ(k)ϕ
− k
πi
ω−(k)χ(y)y(n−1)/2+ikϕ.
Proof. In view of Chap. 1 (4.14), we have only to compute the behavior of the
left-hand side as y → 0 for ϕ̂ ∈ C∞0 (Rn−1). We use Chap.1 (3.6) in the expression
Chap.1 (4.10) and compute directly to prove the lemma. 
Lemma 7.3. Let χ(y) and ω±(k) be as in the previous lemma. Then, for f ∈ B
and k > 0,
R(k2 ± i0)f ≃ ω±(k)χ(y)y(n−1)/2∓ikG(±)(k)f.
Proof. The lemma follows from the resolvent equation
R(k2 ± i0) = R0(k2 ± i0)−R0(k2 ± i0)V R(k2 ± i0),
Lemmas 4.7, 4.9 of Chap.1 and (7.5). 
By (6.2), the geometric scattering matrix is defined to be
Ŝgeo(k) = J(k)− πi
k
F (+)(k)V F (−)0 (k)∗.
Lemma 7.4. For ϕ ∈ L2(Rn−1)
G(−)(k)∗ϕ ≃ k
πi
ω+(k)χ(y)y
(n−1)/2−ikŜgeo(k)ϕ
− k
πi
ω−(k)χ(y)y(n−1)/2+ikϕ.
Proof. By (7.5)
G(−)(k)∗ϕ = F (−)0 (k)∗ϕ−R(k2 + i0)VF (−)0 (k)∗ϕ.
Since F (+)(k) = G(+)(k), we obtain, by Lemmas 7.2 and 7.3, that
G(−)(k)∗ϕ ≃ k
πi
ω+(k)χ(y)y
(n−1)/2−ikJ(k)ϕ
− k
πi
ω−(k)χ(y)y(n−1)/2+ikϕ− ω+(k)χ(y)y(n−1)/2−ik
[
J(k)− Ŝgeo(k)
]
ϕ
≃ k
πi
ω+(k)χ(y)y
(n−1)/2−ikŜgeo(k)ϕ− k
πi
ω−(k)χ(y)y(n−1)/2+ikϕ. 
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Lemma 7.5. There exists a constant C = C(k) > 0 such that for any ϕ ∈
L2(Rn−1)
lim
R→∞
1
logR
∫ R
1/R
‖G(−)(k)∗ϕ‖2L2(Rn−1)
dy
yn
= C‖ϕ‖2L2(Rn−1).
Proof. We put a+ = Ŝgeo(k)ϕ, a− = ϕ. Then by Lemma 7.4 ‖G(−)(k)∗ϕ‖2L2(Rn−1)
behaves like
|C+(k)|2yn−1‖a+‖2h + |C−(k)|2yn−1‖a−‖2h
+C+(k)C−(k)yn−1−2ik(a+, a−)h + C−(k)C+(k)yn−1+2ik(a−, a+)h,
where C±(k) are constants. Simple computation shows that the 3rd and 4th terms
tend to 0. As Ŝgeo(λ) is unitary, the lemma follows. 
Together with (7.2), this implies
Corollary 7.6. There is a constant C > 0 such that
C−1‖ϕ‖L2(Rn−1) ≤ ‖G(±)(k)∗ϕ‖B∗ ≤ C‖ϕ‖L2(Rn−1).
Lemma 7.7. If u ∈ B∗, (H − k2)u = 0, f ∈ B, and either G(+)(k)f = 0 or
G(−)(k)f = 0 holds, then (u, f) = 0.
Proof. The same as Lemma 1.4.10. 
These preparations are sufficient to extend Theorem 1.4.3 to H .
Theorem 7.8. For k > 0
{u ∈ B∗ ; (H − k2)u = 0} = G(±)(k)∗(L2(Rn−1)).
Theorem 7.9. If u ∈ B∗ satisfies (H − k2)u = 0 for k > 0, there exist ϕ± ∈
L2(Rn−1) such that
u ≃ k
πi
ω+(k)χ(y)y
(n−1)/2−ikϕ+ − k
πi
ω−(k)χ(y)y(n−1)/2+ikϕ−.
Moreover,
ϕ+ = Ŝgeo(k)ϕ−.
Proof. By Theorem 7.8, u can be written as u = G(−)(k)∗ψ. Using Lemma 7.4,
we prove the theorem. 
Theorem 7.10. For any ϕ− ∈ L2(Rn−1), there exist unique u ∈ B∗ and
ϕ+ ∈ L2(Rn−1) such that the equation (H−k2)u = 0 and the expansion in Theorem
7.9 hold.
Proof. The existence of such ϕ+ and u follows from Theorem 7.9. We prove
the uniqueness. If ϕ− = 0, we have u ≃ C(k)χ(y)y(n−1)/2−ikϕ+, hence u satisfies
the radiation conditions (2.19), (2.20). Then u = 0 by Lemma 2.12, which also
proves ϕ+ = 0. 
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7.2. The case of Rn. It is worthwhile to give a brief look at the case of Rn.
We define the weighted L2 space L2,s and the Besov type space B by
L2,s ∋ u⇐⇒ ‖u‖2s =
∫
Rn
(1 + |x|)2s|u(x)|2dx <∞,
‖u‖B =
∞∑
j=0
2j/2‖u‖L2(Ωj) <∞,
Ωj = {x ∈ Rn; rj−1 < |x| < rj},
where rj = 2
j (j ≥ 0), r−1 = 0. The dual space of B has the following equivalent
norm
‖u‖2B∗ = sup
R>1
1
R
∫
|x|<R
|u(x)|2dx.
Let H be as in subsection 5.1, h = L2(Sn−1), and put for k > 0(
F (±)0 (k)f
)
(ω) = (2π)−n/2
∫
Rn
e∓ikω·xf(x)dx,
F0(k) = F (+)0 (k),
F (±)(k) = F0(k)(1− V R((k ± i0)2)),
G(±)(k) = F (±)0 (k)
(
1− V R((k ± i0)2)).
Then the results in §5 and §6 can be applied to H . Let E(λ) be the resolution of
identity for H .
Theorem 7.11. (1) F (±) defined by (F (±)f)(k) = F (±)(k)f is uniquely ex-
tended to a unitary operator from E((0,∞))L2(Rn) to L2((0,∞);L2(Sn−1); kn−1dk).
Moreover (
F (±)Hf
)
(k) = k2
(
F (±)f
)
(k), ∀k > 0, ∀f ∈ D(H).
(2) For f ∈ E((0,∞))L2(Rn), the inversion formula holds:
f = s− lim
N→∞
∫ N
1/N
F (±)(k)∗(F (±)f)(k)kn−1dk.
(3) F (±)(k)∗ ∈ B(L2(Sn−1);B∗) is an eigenoperator of H in the sense that
(H − k2)F (±)(k)∗φ = 0, ∀φ ∈ L2(Sn−1).
8. Modified Radon transform
8.1. Extension of the Fourier transform. In order to construct the mod-
ified Radon transform associated with H in §2, we extend the definition of the
8. MODIFIED RADON TRANSFORM 91
generalized Fourier transform for all k ∈ R. Let us repeat the definitions of the
Fourier transforms introduced so far:(
F (±)0 (k)f
)
(x) =
√
2
π
k
√
sinh(kπ)
kπ
× F ∗0
( |ξ|
2
)∓ik ∞∫
0
y(n−1)/2Kik(|ξ|y)f̂(ξ, y)dy
yn
 ,
F0(k) = F (+)0 (k),
F0(k) = 1√
2
Ω(k)F0(k),
Ω(k) =
−i
Γ(1− ik)
√
kπ
sinh(kπ)
,
J(k) = F ∗0
( |ξ|
2
)−2ik
F0,
(8.1)
F0 being the Fourier transformation on R
n−1. We have also defined
F (±)(k) = F (+)0 (k)(1 − V R((k ± i0)2)).
Note that the operators F (±)0 (k), F (±)(k) can be extended using the above formulae
for 0 6= k ∈ R and, by (3.26) of Chap. 1,
F (+)0 (k) = −F (−)0 (−k) = J(k)F (−)0 (k) = −J(k)F (+)0 (−k),
F (+)(k) = −J(k)F (−)(−k).
We now define a new Fourier transformation F±(k) by
(8.2) F±(k) = 1√
2
Ω(±k)F (±)(k), 0 6= k ∈ R,
and put (F±f)(k) = F±(k)f . Let Ŝ(k) be the S-matrix defined by (7.3). Then by
(7.4), we have
F+(k) = Γ(1 + ik)
Γ(1 − ik) Ŝ(k)F−(k), k > 0.
By definition we also have
F+(−k) = −J(−k)F−(k).
The following Theorem can be proved easily from the above formulas.
Theorem 8.1. (1) F± : L2(Hn)→ L2(R;L2(Rn−1); dk) is a partial isometry
with initial set E((0,∞))L2(Hn), E(λ) being the resolution of identity for H, and
(F±Hf)(k) = k2(F±f)(k), k ∈ R, f ∈ D(H).
(2) For k > 0, we have
F+(k) = −Γ(1 + ik)
Γ(1− ik) Ŝ(k)J(k)F+(−k).
Consequently, the range of F± has the following characterization:
g ∈ RanF+ ⇐⇒ g(k) = −Γ(1 + ik)
Γ(1− ik) Ŝ(k)J(k)g(−k), k > 0,
92 2. PERTURBATION OF THE METRIC
g ∈ RanF− ⇐⇒ J(k)g(−k) = −Γ(1 + ik)
Γ(1− ik) Ŝ(k)g(k), k > 0.
Note that the above relation is rewritten as
g ∈ RanF+ ⇐⇒ g(k) = −Γ(1 + ik)
Γ(1− ik) Ŝgeo(k)g(−k), k > 0.
We put
(8.3) H>0 = L2((0,∞);L2(Rn−1); dk), H<0 = L2((−∞, 0);L2(Rn−1); dk),
and let r+ and r− be the projections onto H>0 and H<0, respectively.
Lemma 8.2.
(8.4) W+ = 2(F+)∗r+F0, W− = 2(F+)∗r−F0,
(8.5) W+ = 2(F−)∗Gr−F0, W− = 2(F−)∗Gr+F0,
where G is the operator of multiplication by
Γ(1− ik)
Γ(1 + ik)
.
Proof. Recall that |Ω(k)| = 1 and J(k) is unitary on L2(Rn−1). By Theorem
7.1(4), using F0(−k) = −J(−k)F0(k) and F (−)(−k) = −J(−k)F (+)(k), we have,
for f, g ∈ B,
(W−f, g) = (F0f,F (−)g)
=
∫ ∞
0
(F0(k)f,F (−)(k)g)dk
=
∫ 0
−∞
(J(−k)F0(k)f, J(−k)F (+)(k)g)dk
=
∫ 0
−∞
(Ω(k)F0(k)f,Ω(k)F (+)(k)g)dk
= 2
∫ 0
−∞
(F0(k)f,F+(k)g)dk
= (2(F+)∗r−F0f, g),
which proves (8.4) for W−. By the similar and simpler manner, one can prove (8.4)
forW+. Using F0(−k) = −J(−k)F0(k) and F (+)(−k) = −J(−k)F (−)(k), we have
for f, g ∈ B
(W+f, g) = (F0f,F (+)g)
=
∫ ∞
0
(F0(k)f,F (+)(k)g)dk
=
∫ 0
−∞
(J(−k)F0(k)f, J(−k)F (−)(k)g)dk
=
∫ 0
−∞
Ω(−k)
Ω(k)
(Ω(k)F0(k)f,Ω(−k)F (−)(k)g)dk
= 2
∫ 0
−∞
Ω(−k)
Ω(k)
(F0(k)f,F−(k)g)dk
= (2(F−)∗Gr−F0f, g),
8. MODIFIED RADON TRANSFORM 93
which proves (8.5) for W+. Similarly, we can prove (8.5) for W−. 
We define operators Iˆ and U on L2(R;L2(Rn−1; dk) by
(Iˆf)(k) = f(−k),
(Uf)(k) =
Γ(1− ik)
Γ(1 + ik)
(
F ∗0
( |ξ|
2
)2ik
F0f
)
(k).
Direct computation shows the following relations:
Iˆr+ = r−Iˆ ,
IˆU Iˆ = U−1,
Ur± = r±U.
(8.6)
Lemma 8.3.
(8.7) F0(F0)∗ = 1
2
(I + IˆU).
Proof. Let Π = (I + IˆU)/2. Then by (8.6), one can show Π∗ = Π2 = Π.
Moreover, g = Πf satisfies Iˆg = Ug. Therefore by Lemma 1.5.2 (3), Π is the
projection onto the range of F0. 
Lemma 8.4.
(8.8) F+ = r+F0(W+)∗ + r−F0(W−)∗,
(8.9) F− = Gr+F0(W−)∗ +Gr−F0(W+)∗.
Proof. By (8.4) and (8.7),
F0(W+)∗ = 2F0(F0)∗r+F+
= r+F+ + IˆUr+F+.
Since IˆUr+ = r−IˆU by (8.6), multiplying both sides by r+, we obtain
r+F0(W+)∗ = r+F+.
Similarly, we have
r−F0(W−)∗ = r−F+.
Adding these two equalities, we obtain (8.8). The formula (8.9) is proved in a
similar manner. 
8.2. Modified Radon transform. We now define the modified Radon trans-
form for H .
Definition 8.5. For s ∈ R, we define
(R±f) (s) = 1√
2π
∫ ∞
−∞
eiks (F±f) (k)dk.
Theorem 8.6. R± is a partial isometry from L2(Hn) to L2(R;L2(Rn−1); dk)
with initial set E((0,∞))L2(Hn). The Fourier transform of the final set of R± is
characterized by Theorem 8.1 (2). Moreover
R±H = −∂2sR±.
The scattering operator can also be defined by the Radon transform.
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Definition 8.7. We define the scattering operator SR by
SR = R+(R−)∗.
Lemma 8.8. The scattering operator SR is a partial isometry with initial set
RanR− and final set RanR+. The relation between S = (W+)∗W− and SR is given
by the following formula. Let F1 be the 1-dimensional Fourier transformation. Then
F1SR(F1)∗ = r+F0S(F0)∗r+G∗ + r−F0S∗(F0)∗r−G∗ + 1
2
IˆUG∗.
Proof. The first half of the lemma follows from the definition. Since F1SR(F1)∗ =
F+(F−)∗, the second half follows from Lemma 8.4 and direct computation. 
8.3. Asymptotic profiles of solutions to the wave equation. We com-
pute the asymptotic profile of the solution
u(t) = cos(t
√
H)f + sin(t
√
H)
√
H
−1
g
to the wave equation {
∂2t u+Hu = 0,
u
∣∣
t=0
= f, ∂tu
∣∣
t=0
= g.
Theorem 8.9. For any f ∈ E((0,∞))L2(Hn), we have as t→∞∥∥∥∥cos(t√H)f − y(n−1)/2√2 (R+f)(− log y − t, x)
∥∥∥∥
L2(Hn)
→ 0,
∥∥∥∥sin(t√H)f − iy(n−1)/2√2 (R+sgn(−i∂s)f)(− log y − t, x)
∥∥∥∥
L2(Hn)
→ 0,
where sgn is defined in Theorem 1.5.5.
Proof. Using the relations
F (+)(k)∗ = F0(k)∗ −R((k − i0)2)V F (+)(k)∗,
we have by the spectral representation theorem
e−it
√
Hf =
∫ ∞
0
e−itkF (+)(k)∗
(
F (+)f
)
(k)dk
=
∫ ∞
0
e−itkF0(k)∗
(
F (+)f
)
(k)dk
−
∫ ∞
0
e−itkR(k2 − i0)VF0(k)∗
(
F (+)f
)
(k)dk.
(8.10)
By the same computation as in the proof of Theorem 1.5.5, the first term of the
right-hand side of (8.10) tends to
y(n−1)/2√
π
∫ ∞
0
eik(− log y−t) (F+f) (k)dk
as t→∞.
We need the following lemma to deal with the 2nd term of the right-hand side
of (8.10).
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Lemma 8.10. Let A be a self-adjoint operator on a Hilbert space H. For
ψ(k) ∈ C0((0,∞);H) we put
Ψ±(t) =
∫ ∞
0
e±iktψ(k)dk.
Then for any ǫ > 0∥∥∥∥∫ ∞
0
(A− k ∓ iǫ)−1e±iktψ(k)dk
∥∥∥∥ ≤ ∫ ∞
t
‖Ψ±(s)‖ds
holds. Similarly letting
Φ±(t) =
∫ 0
−∞
e∓iktψ(k)dk
for ψ(k) ∈ C0((−∞, 0);H), we have for any ǫ > 0∥∥∥∥∫ 0−∞(A+ k ± iǫ)−1e∓iktψ(k)dk
∥∥∥∥ ≤ ∫ t−∞ ‖G∓(s)‖ds.
Proof. By virtue of the identity
(A− k ∓ iǫ)−1 = ±i
∫ ∞
0
e∓is(A−k∓iǫ)ds,
we have ∫ ∞
0
(A− k ∓ iǫ)−1e±iktψ(k)dk = ±i
∫ ∞
0
e∓is(A∓iǫ)Ψ±(s+ t)ds,
which proves the first half of the lemma. We also have
(A+ k ∓ iǫ)−1 = ±i
∫ 0
−∞
e±is(A+k∓iǫ)ds
which proves the second half. 
Proof of Theorem 8.9 (continued). Letting
√
H = A, we have
(H − k2 ∓ i0)−1 = (A− k ∓ i0)−1(A+ k)−1.
Therefore, to show that the 2nd term of the right-hand side of (8.10) tends to 0,
letting
ψ(k) = (A+ k)−1V F0(k)∗
(
F (+)f
)
(k),
Ψ(t) =
∫ ∞
0
e−iktψ(k)dk,
we have only to prove ∫ ∞
0
‖Ψ(t)‖dt <∞.
Take g ∈ L2(Hn), and consider
(Ψ(t), g) =
∫ ∞
0
e−ikt(V F0(k)∗
(F (+)f)(k), (A + k)−1g)dk.
Arguing in the same way as the proof of (A-4) in Subsection 5.2. we have
|(Ψ(t), g)| ≤ C(1 + t)−1−ǫ‖g‖,
96 2. PERTURBATION OF THE METRIC
implying that ‖Ψ(t)‖ ≤ C(1 + t)−1−ǫ. We have thus derived that
(8.11)
∥∥∥∥e−it√Hf − y(n−1)/2√π
∫ ∞
0
eik(− log y−t) (F+f) (k)dk
∥∥∥∥→ 0
as t→∞.
By using the relation
F (−)(k)∗F (−)(k) = F (+)(−k)∗F (+)(−k),
we have as above
e−it
√
Hf =
∫ ∞
0
e−itkF (−)(k)∗
(
F (−)f
)
(k)dk
=
∫ 0
−∞
eitkF (+)(k)∗
(
F (+)f
)
(k)dk
=
∫ 0
−∞
eitkF0(k)∗
(
F (+)f
)
(k)dk
−
∫ 0
−∞
eitkR(k2 + i0)V F0(k)∗
(
F (+)f
)
(k)dk.
Arguing as above, we can derive
(8.12)
∥∥∥∥e−it√Hf − y(n−1)/2√π
∫ 0
−∞
eik(− log y+t) (F+f) (k)dk
∥∥∥∥→ 0
as t→ −∞. Theorem 8.9 then follows from (8.11) and (8.12). 
8.4. Invariance principle. Suppose for two self-adjoint operators A and B,
the wave operator
W± = s− lim
t→±∞
eitAe−itBPac(B),
exists, where Pac(B) denotes the projection onto the absolutely continuous subspace
for B. Then, for a suitable Borel function φ(s) on R, the wave operator
W
(φ)
± = s− lim
t→±∞
eitφ(A)e−itφ(B)Pac(B),
exists and W± = W
(φ)
± . This fact is called invariance principle, and is proved in
a general setting (see e.g. pp. 545, 579 of [Ka76]). We are interested in the case
where φ(s) =
√
s. ThenW± is the wave operator for the Schro¨dinger equation, and
W
(φ)
± is the wave operator for the wave equation.
Under the assumptions in the present chapter, we can prove this invariance
principle directly for the above operators H and H0 on H
n. In fact, letting
H+ = EH((0,∞))H,
where EH(λ) is the spectral resolution for H , the existence of the strong limit
(8.13) s− lim
t→±∞
eit
√
H+e−it
√
H0Pac(H0)
can be proven by the same argument as that for the wave operator
W± = s− lim
t→±∞
eitHe−itH0 .
8. MODIFIED RADON TRANSFORM 97
Observing the proof of Theorem 8.9 (see the arguments after (8.10)), we see that
for f ∈ Hac(H) = EH((0,∞))L2(Hn) (see Chap. 2, Subsection 5.3)∥∥∥e−it√Hf − ∫ ∞
0
e−itkF0(k)∗(F (±)f)(k)dk
∥∥∥→ 0,
as t→∞, which implies that
s− lim
t→±∞
eit
√
H+e−it
√
H0Pac(H0) =
(F (+))∗F0 =W+.
Note that, since EH((0,∞)) = Pac(H), we have
(8.14) s− lim
t→±∞
eit
√
H+e−it
√
H0Pac(H0) = s− lim
t→±∞
Pac(H)e
it
√
He−it
√
H0Pac(H0).
We have thus proven the following theorem.
Theorem 8.11. Let H and H0 be as in Subsection 2.2. Then the wave operator
for the wave equation
s− lim
t→±∞
eit
√
H+e−it
√
H0Pac(H0)
exists and is equal to the wave operator for the Schro¨dinger equation
s− lim
t→±∞
eitHe−itH0Pac(H0).
In particular, this theorem implies that the scattering matrix for the Schro¨dinger
equation and that for the wave equation coincide.

CHAPTER 3
Manifolds with hyperbolic ends
1. Classification of 2-dimensional hyperbolic manifolds
The hyperbolic manifold is, by definition, a complete Riemannian manifold with
all sectional curvatures equal to −1. General hyperbolic manifolds are constructed
by the action of discrete groups on the upper-half space. The resulting quotient
manifold is either compact, or non-compact but of finte volume, or non-compact
with infinite volume. In the latter two cases, the manifold can be split into bounded
part and unbounded part, this latter being called the end. To study the general
structure of ends is beyond our scope. We briefly look at the 2-dimensional case.
1.1. Mo¨bius transformation. Recall that C+ = {z = x + iy ; y > 0} is a
2-dimensional hyperbolic space equipped with the metric
(1.1) ds2 =
(dx)2 + (dy)2
y2
.
Let ∂C+ = ∂H
2 = {(x, 0) ;x ∈ R} ∪∞ = R ∪∞. For a matrix
γ =
(
a b
c d
)
∈ SL(2,R)
the Mo¨bius transformation is defined by
(1.2) C+ ∋ z → γ · z := az + b
cz + d
,
which is an isometry on H2. Since γ and −γ define the same action, one usually
identifies them and considers the factor group:
PSL(2,R) := SL(2,R)/{±I}.
The non-trivial Mo¨bius transformations γ are classified into 3 categories :
elliptic⇐⇒ there is only one fixed point in C+
⇐⇒ |tr γ| < 2,
parabolic⇐⇒ there is only one degenerate fixed point on ∂C+
⇐⇒ |tr γ| = 2,
hyperbolic⇐⇒ there are two fixed points on ∂C+
⇐⇒ |tr γ| > 2.
1.2. Fuchsian group. Let Γ be a discrete subgroup of SL(2,R), which is
usually called a Fuchsian group. As a short introduction to the theory of Fuchsian
groups, we refer [Kat92]. Let M = Γ\H2 be the fundamental domain by the
action (1.2). Γ is said to be geometrically finite if M is chosen to be a finite-sided
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convex polygon. The sides are then geodesics of H2. The geometric finiteness is
equivalent to that Γ is finitely generated.
1.3. Examples. As a simple example, consider the cyclic group Γ which gen-
erates the action z → z + 1. This is parabolic with fixed point ∞. The as-
sociated fundamental domain is M = (−1/2, 1/2] × (0,∞), with which one can
endow the metric (1.1). It has two infinities : (−1/2, 1/2]× {0} and ∞. The part
(−1/2, 1/2] × (0, 1) has an infinite volume. Let us call it regular infinity in this
note. The part (−1/2, 1/2]× (1,∞) has a finite volume, and is called cusp. The
sides x = ±1/2 are geodesics.
Another simple example is the cyclic group generated by the hyperbolic action
z → λz, λ > 1. The sides of the fundamental domain M = {1 ≤ |z| ≤ λ} are
semi-circles orthogonal to {y = 0}, which are geodesics. The quotient manifold is
diffeomorphic to S1 × (−∞,∞). It is parametrized by (t, r), where t ∈ R/ logλZ
and r is the signed distance from the segment {(0, t) ; 1 ≤ t ≤ λ}. The metric is
then written as
(1.3) ds2 = (dr)2 + cosh2 r (dt)2.
The part x > 0 (or x < 0) ofM is called funnel. Letting y = 2e−r, one can rewrite
(1.3) as
ds2 =
(dy
y
)2
+
(1
y
+
y
4
)2
(dt)2.
This means that the funnel can be regarded as a perturbation of the regular infinity.
1.4. Classification. The set of limit points of a Fuchsian group Γ, denoted
by Λ(Γ), is defined as follows : w ∈ Λ(Γ) if there exist z0 ∈ C+ and distinct
γn ∈ Γ, n = 1, 2, · · · , such that γn · z0 → w. Since Γ acts discontinuously on C+,
Λ(Γ) ⊂ ∂H2. There are only 3 possibilities.
• (Elementary) : Λ(Γ) is a finite set.
• (The 1st kind) : Λ(Γ) = ∂H.
• (The 2nd kind) : Λ(Γ) is a perfect (i.e. every point is an accumulation
point), nowhere dense set of ∂H.
If Λ(Γ) is a finite set, Γ is said to be elementary. Any elementary group is either
cyclic or is conjugate in PSL(2,R) to a group generated by γ · z = λz, (λ > 1),
and γ′ · z = −1/z.
For non-elementary case, we have the following theorem.
Theorem 1.1. Let M = Γ\H2 be a non-elementary geometrically finite hyper-
bolic manifold. Then there exists a compact subset K such that M \ K is a finite
disjoint union of cusps and funnels.
For the proof of this theorem, see [Bo07], p. 27, Theorem 2.13.
One more explanation is necessary about Theorem 1.1. Let Γ be a Fuchsian
group. For a point z0 ∈ R2+, we put
Γz0 = {γ ∈ Γ ; γ · z0 = z0}.
If Γz0 6= {1}, z0 is called a fixed point of Γ. A fixed point in R2+ is called an
elliptic fixed point. LetMsing be the set of elliptic fixed points of Γ. By a suitable
choice of local coordinates, M = Γ\H2 becomes a Riemann surface, moreover by
introducing the metric y−2
(
(dx)2 + (dy)2)
)
, M\Msing is a hyperbolic manifold.
However, this metric is singular around the points from Msing. In this case, there
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exists a neighborhood U of z0 ∈ Msing such that U = Γz0\B, where B is a ball in
H2. Then M turns out to be an orbifold. Theorem 1.1 also holds for the orbifold
case. However, in this note, we do not enter into the orbifold structure in detail.
The case Γ = SL(2,Z) will be explained in §5.
2. Model space
By the above classification, it is natural to consider the manifold whose ends
are asymptotically equal to either Mreg = M × (0, 1), or Mcusp = M × (1,∞),
whereM is a compact manifold, and the metrics ofMreg andMcusp have the form
(2.1) ds2 =
(dy)2 + h(x, dx)
y2
,
where h(x, dx) =
∑n−1
i,j=1 hij(x)dx
idxj is the metric onM , x being local coordinates
on M . Let ∆M be the Laplace-Beltrami operator on M , 0 = λ0 < λ1 ≤ · · ·
the eigenvalues, and ϕm(x), m = 0, 1, 2, · · · , the associated complete orthonormal
system of eigenvectors of −∆M . We define for φ ∈ L2(M)
(2.2) Pmφ = (φ, ϕm)L2(M) ϕm,
(2.3) Πmφ = (φ, ϕm)L2(M).
We now let M = M × (0,∞) equipped with the metric (2.1). The Laplace-
Beltrami operator on M is y2(∂2y +∆M )− (n− 2)y∂y. We put
(2.4) Hfree = −y2(∂2y +∆M ) + (n− 2)y∂y −
(n− 1)2
4
= −∆M − (n− 1)
2
4
.
Here we need to explain the change of usage of suffix. In Chapters 1 and 2, we
used the subscript 0 to denote unperturbed operators. However, in the sequel, we
use the suffix free for that purpose. The suffix 0 will be used to distinguish the case
in which the eigenvalue λ0 = 0 is involved.
Spectral properties of Hfree can be studied in essentially the same way as in
Chap. 2. We have only to replace the space L2(Rn−1) by L2(M) and the Fourier
transform by the eigenfunction expansion associated with −∆M . The expansion
coefficient of f(x, y) is denoted by
(2.5) f̂m(y) = (f(·, y), ϕm)L2(M) =
(
Πm f
)
(y).
For f ∈ C∞0 (M), we have(
ΠmHfreef
)
(y) = Lfree(
√
λm)f̂m(y),
where Lfree(ζ) is defined by Chap. 1. (3.7). As in Corollary 1.3.10, for λm 6= 0,
the Green operator of Lfree(
√
λm)− λ∓ iǫ is(
Lfree(
√
λm)− λ∓ iǫ)
)−1
= Gfree(
√
λm,∓i
√
λ± iǫ),
where Gfree(ζ, ν) is defined by Definition 1.3.5. The Fourier transformation asso-
ciated with Lfree(
√
λm) is given in Chap.1, (3.22):
(2.6) (Ffree,mψ) (k) =
(
2k sinh(kπ)
)1/2
π
∫ ∞
0
y(n−1)/2Kik(
√
λm y)ψ(y)
dy
yn
.
Letting ζ =
√
λm in Theorem 1.3.13, we obtain the following theorem.
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Theorem 2.1. Let λm 6= 0.
(1) Ffree,m is a unitary operator from L
2((0,∞); dy/yn) onto L2((0,∞); dk).
(2) For ψ ∈ D(Lfree(
√
λm))
(Ffree,mLfree(
√
λm)ψ)(k) = k
2(Ffree,mψ)(k).
(3) For ψ ∈ L2((0,∞); dy/yn) the inversion formula holds :
ψ =
(
Ffree,m
)∗
Ffree,mψ
= y(n−1)/2
∫ ∞
0
(2k sinh(kπ))1/2
π
Kik(
√
λm y)(Ffree,mψ)(k)dk.
We consider the case λm = 0, i.e. m = 0:
Lfree(0) = −y2∂2y + (n− 2)y∂y −
(n− 1)2
4
.
Since this is Euler’s operator, we have
(Lfree(0)− λ∓ iǫ))−1 = Gfree,0(∓i
√
λ± iǫ),
(2.7) Gfree,0(ν)ψ(y) =
∫ ∞
0
Gfree,0(y, y
′; ν)ψ(y′)
dy′
(y′)n
,
(2.8) Gfree,0(y, y
′, ν) =
1
2ν
 y
n−1
2 +ν(y′)
n−1
2 −ν , 0 < y < y′,
y
n−1
2 −ν(y′)
n−1
2 +ν , 0 < y′ < y.
In the same way as in Lemma 1.3.8, we can prove
‖Gfree,0(ν)ψ‖B∗ ≤ C|ν| ‖ψ‖B,
where the constant C is independent of ν. The Fourier transform Ffree,0 associated
with Lfree(0) has 2 components:
(2.9) Ffree,0 =
(
F
(+)
free,0, F
(−)
free,0
)
,
(2.10)
(
F
(±)
free,0ψ
)
(k) =
1√
2π
∫ ∞
0
y
n−1
2 ±ikψ(y)
dy
yn
.
Let us check this fact. By (2.7), we have for ψ ∈ C∞0 ((0,∞))
Gfree,0(∓ik)ψ(y) ∼ ± i
k
√
π
2
 y
n−1
2 ∓ikF (±)free,0(k)ψ, y → 0,
y
n−1
2 ±ikF (∓)free,0(k)ψ, y →∞.
On the other hand, we have
1
2πi
(
Gfree,0(−ik)−Gfree,0(ik)
)
ψ
=
1
4πk
∫ ∞
0
(yy′)
n−1
2
{(y′
y
)ik
+
( y
y′
)ik}
ψ(y′)
dy′
(y′)n
=
1
2k
√
2π
(
y
n−1
2 −ikF (+)free,0(k)ψ + y
n−1
2 +ikF
(−)
free,0(k)ψ
)
.
Hence we have
1
2πi
([
Gfree,0(−ik)−Gfree,0(ik)
]
ψ, ψ
)
=
1
2k
|(Ffree,0ψ)(k)|2 .
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Integrating this equality and arguing as in Chap. 1, §3, we obtain the following
Theorem 2.2. Alternatively, one can use the fact that
(Ffree,0ψ)(k) =
(
ψ˜(−k), ψ˜(k)
)
,
where ψ˜ is the Fourier transform of Uψ(t) = e−(n−1)t/2ψ(et). In fact, U is unitary
from L2((0,∞); dy/yn) to L2(R; dt), and we have
(2.11) U
(
−y2∂2y + (n− 2)y∂y −
(n− 1)2
4
)
U∗ = −∂2t .
Theorem 2.2. (1) Ffree,0 : L
2((0,∞); dy/yn)→ (L2((0,∞); dk))2 is unitary.
(2) For f ∈ D(Lfree,0(0)),
(Ffree,0Lfree,0(0)f)(k) = k
2(Ffree,0f)(k).
(3) For f ∈ L2((0,∞); dy/yn), the inversion formula holds:
f = (Ffree,0)
∗
Ffree,0f
=
1√
2π
∫ ∞
0
y(n−1)/2
(
y−ikF (+)free,0(k)f + y
ikF
(−)
free,0(k)f
)
dk.
We now return to the operator Hfree whose resolvent is written as
(2.12) (Hfree − λ∓ i0)−1f =
∞∑
m=0
ϕm(x)
(
Gfree(
√
λm,∓i
√
λ)f̂m
)
(y).
Here Gfree(
√
λ0,∓i
√
λ) = Gfree,0(∓i
√
λ). Repeating the proof of Lemma 1.4.1,
we can show the following lemma.
Lemma 2.3. Hfree
∣∣∣
C∞0 (Ω)
is essentially self-adjoint.
Recall that the generalized Fourier transform is derived from the asymptotic
behavior of the resolvent at infinity. For M × (0,∞), there are two infinities ; y = 0
and y =∞, the former corresponding to the regular infinity, the latter to the cusp.
We put the suffix reg or c for the Fourier transforms associated with regular infinity
or cusp.
Definition 2.4. Let D(M × (0,∞)) be the set of functions f(x, y) ∈ C∞(M ×
(0,∞)) such that f̂m ∈ C∞0 ((0,∞)), moreover f̂m = 0 except for a finite number of
m. We put
h = L2(M)⊕C, Ĥ = L2((0,∞);h; dk),
F (±)free =
(
F (±)free,reg,F (±)free,c
)
,
and define on D(M × (0,∞))
(2.13) F (±)free,reg =
∞∑
m=0
C(±)m (k)Pm ⊗ F (±)free,m,
(2.14) F
(±)
free,m =
{
Ffree,m (λm 6= 0)
F
(±)
free,0 (λm = 0),
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(2.15) C(±)m (k) =

(√
λm
2
)∓ik
(λm 6= 0)
±i
kω±(k)
√
π
2
(λm = 0),
(2.16) F (±)free,c = P0 ⊗ F (∓)free,0.
We define B,B∗, and L2,s by putting h = L2(M) ⊕ C in Chap. 1, §2. Note
that, geometrically, B corresponds to the diadic decomposition with respect to the
geodesic distance, and B∗ to the integral mean over the geodesic ball. Let
Rfree(z) = (Hfree − z)−1.
Then Theorem 2.1.3 remains valid for Hfree if X s is replaced by L2,s.
Theorem 2.5. (1) σ(Hfree) = [0,∞).
(2) σp(Hfree) = ∅.
(3) For λ > 0 and f, g ∈ B, the following weak limit exists
lim
ǫ→0
(Rfree(λ± iǫ)f, g) =: (Rfree(λ± i0)f, g).
Moreover
‖Rfree(λ± i0)f‖B∗ ≤ C‖f‖B,
where the constant C does not depend on λ if λ varies over a compact set in (0,∞).
(4) Letting F (±)free(k)f = (F (±)freef)(k) for f ∈ D(M × (0,∞)), we have
‖F (±)free(k)f‖h ≤ C‖f‖B,
where the constant C does not depend on k if k varies over a compact set in (0,∞).
(5) F (±)free is uniquely extended to a unitary operator from L2(M×(0,∞);
√
gMdxdy/y
n)
to Ĥ. Moreover if f ∈ D(Hfree)
(F (±)freeHfreef)(k) = k2(F (±)freef)(k).
Proof. The assertions (1), (2) follow from Lemma 1.3.2. Note that Lfree(0)
should be treated separately, however, it is easy by (2.11). The proof of (3) is
almost the same as Theorem 2.2.3 (2), (3), the term Lfree(0) requires a small
change, though. In the next section, we shall give the proof for the more general
case (see Theorem 3.8). Applying Stone’s formulas for each Lfree(
√
λm), we have
1
2πi
([Rfree(λ+ i0)−Rfree(λ− i0)]f, f) = ‖F (±)free(k)f‖2,
which implies (4). Since each Ffree,m is unitary, (5) follows. 
The relation of F (±)free and the asymptotic behavior of the resolvent is as follows.
Theorem 2.6. For k > 0 and f ∈ B, we have
(2.17) lim
R→∞
1
logR
∫
1/R<y<1
‖Rfree(k2 ± i0)f − v(±)reg ‖2L2(M)
dy
yn
= 0,
v(±)reg = ω±(k) y
(n−1)/2∓ikF (±)free,reg(k)f,
(2.18) lim
R→∞
1
logR
∫
1<y<R
‖Rfree(k2 ± i0)f − v(±)c ‖2L2(M)
dy
yn
= 0,
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v(±)c = ω
(c)
± (k) y
(n−1)/2±ikF (±)free,c(k)f.
Here ω±(k) is defined by Chap. 1 (4.15), and
ω
(c)
± (k) = ±
i
k
√
π
2
.
Proof. By Theorem 2.5(3) and (4), we have only to prove the theorem for
f ∈ D(M × (0,∞)). Assume that f = 0 for y < ǫ and y > 1/ǫ. Then if y < ǫ, we
have by (2.12), (2.8) and Chap.1 Definition 3.5
Rfree(k
2 ± i0)f
= ± i
k
√
π
2
1√|M |y(n−1)/2∓ikF (∓)free,0(k)f̂0
+
π(
2k sinh(kπ)
)1/2 ∑
m≥1
ϕm(x)y
(n−1)/2I∓ik(
√
λmy)Ffree,m(k)f̂m.
Using Definition 2.4 and Chap. 1 (3.5), we obtain (2.17).
For y > 1/ǫ, we have by using Chap. 1 (3.10)
‖Rfree(k2 ± i0)f − 1√|M |Gfree,0(∓ik)f̂0‖2L2(M)
≤ Cyn−2
∑
m≥1
(∫ ∞
0
|f̂m(y)| dy
y(n+2)/2
)2
,
which proves (2.18). 
3. Manifolds with hyperbolic ends
3.1. The formula of Helffer-Sjo¨strand. We prepare a useful tool from
functional analysis introduced by Helffer-Sjo¨strand [HeSj89]. Let σ ∈ R, and
suppose f(t) ∈ C∞(R) satisfies
(3.1) |f (k)(t)| ≤ Ck(1 + |t|)σ−k, ∀k, ∀t ∈ R.
Then there exists F (z) ∈ C∞(C) such that
(3.2)

F (t) = f(t), t ∈ R,
|F (z)| ≤ C(1 + |z|)σ,
|∂zF (z)| ≤ Cn|Im z|n(1 + |z|)σ−n−1, ∀n,
suppF (z) ⊂ {|Im z| ≤ 2 + 2|Re z|}.
Here ∂z =
1
2 (∂x+ i∂y). This function F is called an almost analytic extension of f .
If f ∈ C∞0 (R), we can construct F (z) ∈ C∞0 (C).
Let us explain the idea of the proof. For z ∈ C, let 〈z〉 = (1 + |z|2)1/2. Take
χ(y) ∈ C∞0 (R) such that χ(y) = 1 (|y| < 1), χ(y) = 0 (|y| > 2), and put
F (z) =
N−1∑
n=0
in
n!
f (n)(x)ynχ
( y
〈x〉
)
.
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Then we have
2∂zF (z) =
iN−1
(N − 1)!f
(N)(x)yN−1χ
( y
〈x〉
)
+
N−1∑
n=0
in
n!
f (n)(x)ynχ′
( y
〈x〉
)( i
〈x〉 −
xy
〈x〉3
)
.
On the support of the first term of the right-hand side, |y| ≤ 2〈x〉. Hence for
1 ≤ n ≤ N − 1, it is dominated by C〈x〉σ−N |y|N−1 ≤ C|y|n〈z〉σ−n−1. On the
support of the 2nd term, 〈x〉 ≤ |y| ≤ 2〈x〉. Hence, it is dominated by
C
N−1∑
n=0
1
n!
〈x〉σ−n−1|y|n
∣∣∣χ′( y〈x〉)∣∣∣ ≤ C〈x〉σ−1 exp |y|〈x〉 ≤ Cn|y|n〈z〉σ−n−1.
Hence, |∂zF (z)| ≤ Cn|Im z|n(1+ |z|)σ−n−1 holds for 1 ≤ n ≤ N − 1. By the similar
computation, one can show |F (z)| ≤ C(1 + |z|)σ. For the general construction of
F (z), see e.g. [Is04a] p. 363.
Lemma 3.1. Let f(t) and F (z) be as above. Suppose σ < 0. Then for any
self-adjoint operator A, the following formula holds
f(A) =
1
2πi
∫
C
∂zF (z)(z −A)−1dzdz.
Proof. For λ ∈ R, we have by the generalized Cauchy formula
F (λ) =
1
2πi
∫
|z|=R
F (z)
z − λdz +
1
2πi
∫
|z|<R
∂zF (z)
z − λ dzdz.
Letting R→∞, we have
F (λ) =
1
2πi
∫
C
∂zF (z)
z − λ dzdz,
where the integral is absolutely convergent. Let E(λ) be the spectral decomposition
of A. Then we have
f(A) =
∫ ∞
−∞
f(λ)dE(λ)
=
1
2πi
∫ ∞
−∞
∫
C
∂zF (z)
z − λ dzdzdE(λ)
=
1
2πi
∫
C
∂zF (z)(z −A)−1dzdz. 
Let us mention here useful formulas to compute the commutator of functions
of self-adjont operators. For two operators P,A, we put
ad0(P,A) = P,
adn(P,A) = [adn−1(P,A), A], ∀n ≥ 1.
If A is self-adjoint and f(s) satisfies |f (k)(s)| ≤ Ck(1 + |s|)σ−k, ∀k ≥ 0, we have
(3.3) [P, f(A)] =
n−1∑
k=1
(−1)k−1
k!
adk(P,A)f
(k)(A) +Rn,l,
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(3.4) Rn,l =
1
2πi
∫
C
∂zF (z)(A− z)−1adn(P,A)(A − z)−ndzdz.
(3.5) [P, f(A)] =
n−1∑
k=1
1
k!
f (k)(A)adk(P,A) +Rn,r,
(3.6) Rn,r =
(−1)(n+1
2πi
∫
C
∂zF (z)(A− z)−nadn(P,A)(A − z)−1dzdz.
Here, F (z) is an almost analytic extension of f , and we assume that
‖(A− z)−nadn(P,A)(A − z)−1‖ ≤ C|Im z|−n−1〈z〉µ(n),
σ − n+ µ(n) < 0,
in order to guarantee the convergence of the integrals (3.4), (3.6). Formal derivation
of (3.3), (3.5) is rather easy. However, rigorous derivation requires examination of
the domain of adn(P,A). When P and A are differential operators, this domain
question boils down to the regularity estimate for (A− z)−1.
3.2. Assumptions on ends. Now we consider an n-dimensional connected
Riemannian manifold M, which is written as a union of open sets:
M = K ∪M1 ∪ · · · ∪MN .
We assume that
(A-1) K is compact.
(A-2) Mp ∩Mq = ∅, p 6= q.
(A-3) Each Mp, p = 1, · · · , N , is diffeomorphic either to Mreg = Mp × (0, 1)
or to Mc = Mp × (1,∞), Mp being a compact Riemannian manifold of dimension
n− 1, which is allowed to be different for each p.
(A-4) On each Mp, the Riemannian metric ds2 has the following form
(3.7) ds2 = y−2
(
(dy)2 + hp(x, dx) +Ap(x, y, dx, dy)
)
,
Ap(x, y, dx, dy) =
n−1∑
i,j=1
ap,ij(x, y)dx
idxj + 2
n−1∑
i=1
ap,in(x, y)dx
idy + ap,nn(x, y)(dy)
2,
where hp(x, dx) =
∑n−1
i,j=1 hp,ij(x)dx
idxj is a positive definite metric on Mp, and
ap,ij(x, y), 1 ≤ i, j ≤ n, satisfies the following condition
(3.8) |D˜αxDβy a(x, y)| ≤ Cαβ(1 + | log y|)−min(|α|+β,1)−1−ǫ, ∀α, β
for some ǫ > 0. Here Dy = y∂y, D˜x = y˜(y)∂x, y˜(y) ∈ C∞((0,∞)) such that
y˜(y) = y for y > 2 and y˜(y) = 1 for 0 < y < 1.
Following Example 1.3, we call Mp = Mp × (0, 1) a regular end and Mp =
Mp × (1,∞) a cusp.
Let us note that the above model in particular contains Hn. In fact, we take
K = B2(0, 1), and M1 = Hn \ Blog 2(0, 1), where Br(0, 1) is the geodesic ball of
radius r centered at (0, 1). Using geodesic polar coordinates, M1 is isometric to
Sn−1 × (log 2,∞) equipped with the metric (dr)2 + sinh2 r(dθ)2. Taking er = 2/y,
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we see that M1 = Mreg = Sn−1 × (0, 1) equiped with the metric y−2
(
(dy)2 +
(dθ)2 + (y4/16− y2/2)(dθ)2
)
.
The 2nd important remark is that, if Mp is equal to Mreg, one can assume
that the above metric (3.7) takes the form
(3.9) ds2 = y−2
(
(dy)2 + hp(x, dx) +
n−1∑
i,j=1
ap,ij(x, y)dx
idxj
)
and each ap,ij(x, y) satisfies the condition (3.8). This can be proved in the same
way as in Theorem 4.1.6 to be given in Chap. 4. Therefore in the following we
consider the metric of the form (3.9) for such ends.
Let ∆g be the Laplace-Beltrami operator on M. As has been discussed in
Chap. 2, §2, we pass to the gauge transformation
(3.10) −∆g − (n− 1)
2
4
→ H =: −ρ1/4∆gρ−1/4 − (n− 1)
2
4
,
where ρ ∈ C∞(M) is a positive function such that on each end Mp
(3.11) ρ = det g(p)/ det g
(p)
free,
g
(p)
free and g
(p) being the unperturbed and perturbed metrics
(3.12) g
(p)
free = y
−2 ((dy)2 + hp(x, dx)) ,
(3.13) g(p) = y−2
(
(dy)2 + hp(x, dx) + Ap(x, y; dx, dy)
)
satisfying the above assumptions. Then H is written as
(3.14) H = −∆g + L2 − (n− 1)
2
4
,
L2 being a 2nd order differential operator on M, and satisfies the following condi-
tions.
(A-5) H is formally self-adjoint. Namely,
(Hϕ,ψ) = (ϕ,Hψ), ∀ϕ, ψ ∈ C∞0 (M),
where ( , ) is the inner product of L2(M), i,e,
(ϕ, ψ) =
∫
M
ϕψdM,
dM being the measure which coincides with the unperturbed metric on each Mp.
(A-6) L2 is short-range on each Mp (1 ≤ p ≤ N). Namely, if L2 is represented as
L1 =
∑
|α|≤2
aα(x, y)D
α, D = (Dx, Dy) = (y∂x, y∂y),
there exists a constant ǫ > 0 such that
|D˜βxDkyaα(x, y)| ≤ Cβ,k(1 + | log y|)−|β|−k−1−ǫ, ∀β, ∀k.
We use the following partition of unity. Fix x0 ∈ K arbitrarily, and pick
χ0 ∈ C∞0 (M), such that
χ0(x) =
{
1, dist (x, x0) < R,
0, dist (x, x0) > R+ 1,
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where dist(x, x0) is the distance between x and x0. Taking R large enough, we
define χj ∈ C∞(M) j = 1, . . . , N, such that
χj(x) =
{
1− χ0(x), x ∈ Mj,
0, x /∈ Mj.
Then we have
(3.15)

∑N
j=0 χj = 1,
suppχj ⊂Mj, 1 ≤ j ≤ N,
χ0 = 1 on K.
For 1 ≤ j ≤ N , we construct χ˜j ∈ C∞(M) such that
supp χ˜j ⊂Mj, χ˜j = 1 on suppχj .
Theorem 3.2. (1) H
∣∣
C∞0 (M)
is essentially self-adjoint.
(2) σe(H) = [0,∞).
Proof. To prove assertion (1), we first observe that Theorem 2.1.3(4) and (6)
remain valid for H , if we substitute the spaces X s with
L2,s = {U ∈ L2loc :
∫
M
(
1 + log2 (d(x, x0))
)s |u(x)|2 <∞}.
Using this analog of Theorem 2.1.3 (4), assertion (1) is proven in the same way as
in Theorem 2.1.4.
To show (2), we derive a formula for the resolvent by using the partition of
unity (3.15). Recall that Mj is diffeomorphic to Mj × (0, 1) or Mj × (1,∞). Let
Hfree(j) be defined by (2.4) with M replaced by Mj, and put
(3.16) R(z) = (H − z)−1, Rfree(j)(z) = (Hfree(j) − z)−1.
Note that we are using the suffix free(j) to specify unperturbed operators with
respect to the model space Mj × (0,∞). Since
(H−z)χjRfree(j)(z)χ˜j = χj+χj(H−Hfree(j))Rfree(j)(z)χ˜j+[H,χj]Rfree(j)(z)χ˜j,
we have
χjRfree(j)(z)χ˜j = R(z)χj +R(z)Aj(z)χ˜j ,
Aj(z) = [H,χj ]Rfree(j)(z) + χj(H −Hfree(j))χ˜jRfree(j)(z).
Letting
(3.17) A(z) =
N∑
j=1
Aj(z)χ˜j ,
we then have
R(z) =
N∑
j=1
χjRfree(j)(z)χ˜j +R(z)(χ0 −A(z)).
By the assumption (A-4), R(z)(χ0 − A(z)) is compact. Indeed, for z 6∈ R, Aj(z)
is bounded from W 2,2(M) to L2,s with 0 < s < 1 + ǫ. Since R(z) is locally
smoothening, this implies the desired compactness if one considers the adjoint
(A(z)∗ − χ0)R(z)∗.
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To prove (2), we first show (−∞, 0) ⊂ σd(H). It is sufficient to prove that f(H)
is compact for any f ∈ C∞0 ((−∞, 0)). Let F be an almost analytic extension of f .
Then, by Lemma 3.1, we have
f(H) =
N∑
j=1
χjf(Hfree(j))χ˜j −K,
K =
1
2πi
∫
C
∂zF (z)R(z) (χ0 −A(z)) dzdz.
Note that K is compact, since |∂zF (z)| ≤ Cl(1 + |z|)−l, for all l > 0, and so is
R(z)(χ0 − A(z)). Since σ(Hfree(j)) = [0,∞), we have f(Hfree(j)) = 0. Therefore
f(H) is compact, which proves σe(H) ⊂ [0,∞). The converse inclusion relation is
proven by Weyl’s method of singular sequence as in Lemma 1.3.12. 
3.3. Limiting absorption principle. @
Lemma 3.3. Let f(x) ∈ L1(0,∞; dx) and put
u(x) =
∫ ∞
x
f(t)dt.
Then for s > 1/2∫ ∞
0
x2(s−1)|u(x)|2dx ≤ 4
(2s− 1)2
∫ ∞
0
x2s|f(x)|2dx.
Proof. We use the following inequality of Hardy : For p > 1, g(x) ∈ L1(0,∞),
we put
F (x) =
∫ ∞
x
g(t)dt.
Then we have ∫ ∞
0
|F (x)|pdx ≤ pp
∫ ∞
0
|xg(x)|pdx
([HLP52], p. 244). Letting ǫ = 2s−1 > 0, y = xǫ for u(x) in the Lemma, we have
(2s− 1)
∫ ∞
0
x2(s−1)|u(x)|2dx =
∫ ∞
0
|u(y1/ǫ)|2dy,
u(y1/ǫ) =
1
ǫ
∫ ∞
y
f(z1/ǫ)z1/ǫ−1dz.
By Hardy’s inequality, with g(z) = 1ǫ f(z
1/ǫ)z(1− ǫ)/ǫ and p = 2,∫ ∞
0
|u(y1/ǫ)|2dy ≤ 4
ǫ2
∫ ∞
0
|f(y1/ǫ)|2y2/ǫdy
=
4
ǫ
∫ ∞
0
|f(x)|2x2sdx,
which implies the Lemma. 
On each end Mj of M, the spaces L2,s, B, B∗ are defined in the same way as
before with h = L2(Mj). Using the above partition of unity χj , we put
‖u‖s = ‖χ0u‖L2 +
N∑
j=1
‖χju‖s,
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‖u‖B = ‖χ0u‖L2 +
N∑
j=1
‖χju‖B,
‖u‖B∗ = ‖χ0u‖L2 +
N∑
j=1
‖χju‖B∗ ,
where ‖χju‖s is defined by
‖χju‖s =
(∫ ∞
0
(1 + | log y|)2s‖χju(y)‖2L2(Mj)
dy
yn
)1/2
,
and ‖χju‖B, ‖χju‖B∗ are defined similarly.
Let us note that many a-priori estimates and preliminary results which are
proven in Chapter 2 for Hn may be straightforwardly generalized for M. For
example, Theorem 2.1.3 remains valid if we use L2,s instead of X s. Similarly,
Theorem 2.2.10 can be extended to the case in which (H − λ)u = 0 in one of the
regular ends Mp × (0, y0) (0 < y0 < 1). Analogous extensions are true for Lemmas
2.2.4 ∼ 2.2.8 and so on.
Lemma 3.4. Suppose all Mj (1 ≤ j ≤ N) have a cusp. If u ∈ B∗ satisfies
(H − λ)u = 0 for some λ > 0 and, on each Mj,
lim
R→∞
1
logR
∫ R
2
‖u(y)‖2L2(Mj)
dy
yn
= 0,
then u ∈ L2,s, ∀s > 0. Moreover, for any s > 0 and any compact interval I ⊂
(0,∞), there exists a constant Cs > 0 such that
(3.18) ‖u‖s ≤ Cs‖u‖B∗, ∀λ ∈ I.
Proof. For simplicity’s sake, we assume that N = 1. Letting U = χ1u and
M =M1, we have for ǫ > 0 given in the assumption (A-4)
(3.19)

(
− y2(∂2y +∆M ) + (n− 2)y∂y −
(n− 1)2
4
− λ
)
U = F,
U ∈ B∗, F ∈ L2,(1+ǫ)/2.
In fact, F consists of U and its 1st and 2nd order derivatives, which, by Theorem
2.1.3, are in L2,−(1+ǫ)/2, multiplied by functions decaying like (1+ | log y|)−1−ǫ, ǫ >
0. Therefore, F is in L2,(1+ǫ)/2.
We apply the boot-strap arguments. In view of Lemma 2.2.6, letting h =
L2(M) and ∆M the Laplace-Beltrami operator on M , we have
(3.20)
∫ ∞
0
y2‖
√
−∆MU‖2h
dy
yn
≤ C (‖U‖2B∗ + ‖F‖2B) .
Let P0 be the projection associated with the 0 eigenvalue of ∆M , and put
U0 = P0U, U
′ = U − P0U.
Then we have by (3.20)
‖U ′‖s ≤ Cs(‖U‖B∗ + ‖F‖B), ∀s > 0.
Since U ′ satisfies the equation
(H0 − λ)U ′ = F ′ ∈ L2,(1+ǫ)/2,
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we have, by Theorem 2.1.3 (6), that
(3.21) U ′, DiU ′, DiDjU ′ ∈ L2,(1+ǫ)/2.
Letting
t = log y, u0(t) = e
−(n−1)t/2U0(et), f0(t) = e−(n−1)t/2F0(et),
we see that u0(t) satisfies
(3.22)

(−∂2t − λ)u0 = f0,
lim
R→∞
1
R
∫ R
2
|u0(t)|2dt = 0,
(1 + t)(1+ǫ)/2f0(t) ∈ L2((2,∞); dt).
Recall that the Green function of the 1-dimensional Helmholtz equation(
− d
2
dt2
− z
)
u = f, Im z ≥ 0
is given by
i
2
√
z
ei
√
z|t−s|. Hence u0 is represented as
u0(t) =
i
2
√
λ
∫ ∞
0
ei
√
λ|t−s|f0(s)ds+ C+ei
√
λt + C−e−i
√
λt
=
i
2
√
λ
∫ t
0
ei
√
λ(t−s)f0(s)ds+
i
2
√
λ
∫ ∞
t
ei
√
λ(s−t)f0(s)ds
+ C+e
i
√
λt + C−e−i
√
λt.
Since f0(t) ∈ L1((0,∞)); dt), we have
u0(t) ∼
(
C+ +
i
2
√
λ
∫ ∞
0
e−i
√
λsf0(s)ds
)
ei
√
λt + C−e−i
√
λt, t→∞,
u0(t) ∼ C+ei
√
λt +
(
C− +
i
2
√
λ
∫ ∞
0
ei
√
λsf0(s)ds
)
e−i
√
λt, t→ −∞.
They imply, by (3.22),
C+ = 0 = − i
2
√
λ
∫ ∞
0
e−i
√
λsf0(s)ds,
C− = 0 = − i
2
√
λ
∫ ∞
0
ei
√
λsf0(s)ds.
We then have
u0(t) =
i
2
√
λ
(
e−i
√
λt
∫ ∞
t
ei
√
λsf0(s)ds− ei
√
λt
∫ ∞
t
e−i
√
λsf0(s)ds
)
.
Using Lemma 3.3, we then have
(3.23) (1 + t)(−1+ǫ)/2u0, (1 + t)(−1+ǫ)/2
d
dt
u0 ∈ L2((0,∞); dt).
Then by (3.22), we also have
(3.24) (1 + t)(−1+ǫ)/2
d2
dt2
u0 ∈ L2((0,∞); dt).
By (3.21), (3.23) and (3.24), we have U,DiU,DiDjU ∈ L2,(−1+ǫ)/2. Hence we have
F ∈ L2,(1+2ǫ)/2.
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We return to the equation (3.19), and apply the same arguments as above.
Then we have U,DiU,DiDjU ∈ L2,(−1+2ǫ)/2, hence F ∈ L2,(1+3ǫ)/2. We repeat
these procedures to obtain U ∈ L2,(−1+Nǫ)/2, ∀N > 0 and the inequality (3.18). 
Theorem 3.5. (1) If one of Mj has a regular infinity, σp(H) ∩ (0,∞) = ∅.
(2) If all ofMj have a cusp, then σp(H)∩(0,∞) is discrete with finite multiplicities,
whose possible accumulation points are 0 and ∞.
Proof. We shall prove (1). Let u be the eigenvector of H with eigenvalue
λ ∈ (0,∞). Applying Theorem 2.2.10 on Mj having a regular infinity, we see
that u vanishes in a neighborhood of infinity of Mj. By the unique continuation
theorem, u vanishes identically on M.
To prove (2) assume that there exist an infinite number of eigenvlaues (counting
multiplicities) in a compact interval I ⊂ (0,∞). Let un, n = 1, 2, · · · , be the
associated orthonormal system of eigenvectors. Choose x0 ∈ K arbitrarily, and
let χR be such that χ(x) = 1 for dist (x, x0) < R, χ(x) = 0 for dist (x, x0) >
R. By (3.18), for any ǫ > 0, there exists R > 0 independent of n such that
‖(1 − χR)un‖L2 < ǫ and ‖χRun‖L2 ≥ 1 − 2
√
ǫ. Using Rellich’s theorem, one can
choose a subsequence of {χRun}n≥1 which converges in L2,
χRun → u, ‖u‖L2 ≥ 1− 2
√
ǫ.
Thus, for sufficiently large n,m,
(un, um) = (χRun, χRum) + ((1− χR)un, χRum)
+ (χRun, (1− χR)um) + ((1− χR)un, (1− χR)um)
≥ (1− 2√ǫ)2 − 3ǫ > 0, if ǫ < 1
16
.
This is a contradiction to (un, um) = 0. 
Theorem 3.6. Suppose λ > 0, and u ∈ B∗ satisfies (H−λ)u = 0. Furthermore,
assume that, when Mj has a regular infinity,
lim
R→∞
1
logR
∫ 1/2
1/R
‖u(·, y)‖2L2(Mj)
dy
yn
= 0,
and when Mj has a cusp,
lim
R→∞
1
logR
∫ R
2
‖u(·, y)‖2L2(Mj)
dy
yn
= 0.
Then:
(1) If one of Mj has a regular infinity, then u = 0.
(2) If all of Mj have a cusp, then u ∈ L2,s, ∀s > 0.
Proof. Applying Theorem 2.2.10 to Mj with regular infinity, we see that u
vanishes on an open set of Mj, hence u = 0 by the unique continuation theorem.
The assertion (2) follows from Lemma 3.4. 
As in Chap. 2, §2, we put
σ±(λ) =
n− 1
2
∓ i
√
λ.
We say that a solution u ∈ B∗ of the equation
(H − λ)u = f ∈ B
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satisfies the outgoing radiation condition, when Mj has a regular infinity , if
(3.25) lim
R→∞
1
logR
∫ 1/2
1/R
‖(Dy − σ+(λ))u(·, y)‖2L2(Mj)
dy
yn
= 0,
and when Mj has a cusp
(3.26) lim
R→∞
1
logR
∫ R
2
‖(Dy − σ−(λ))u(·, y)‖2L2(Mj)
dy
yn
= 0.
The incoming radiation condition is defined similarly by exchanging σ+(λ) and
σ−(λ).
Let us remark that, compared to the case of Hn (see Chap. 2, (2.20)), the
condition (3.26) seems to be confusing. Due to the presence of 0-eigenvalue of ∆M ,
there exist generalized eigenfunctions for Hfree which behave like y
(n−1)/2±i√λ as
y →∞. To distinguish these two functions, we need (3.26).
Theorem 3.7. Let λ > 0 and suppose u ∈ B∗ satisfies (H − λ)u = 0 and the
outgoing or incoming radiation condition. Then:
(1) If one of Mj has a regular infinity, then u = 0.
(2) If all Mj have a cusp, then u ∈ L2,s, ∀s > 0.
Proof. We assume that the ends M1, · · · , Mµ have regular infinities, and
Mµ+1, · · · , MN have cusps. Recall that for 1 ≤ j ≤ µ, Mj is diffeomorphic to
Mj×(0, 1), and for µ+1 ≤ j ≤ N ,Mj is diffeomorphic toMj×(1,∞). Let {χj}Nj=0
be a smooth partition of unity such that
∑N
j=0 χj = 1 on M, and suppχj ⊂ Mj
for 1 ≤ j ≤ N . We shall assume that for 1 ≤ j ≤ µ,
χj(y) =
{
1, (y < 1/2),
0, (y > 3/4),
and for µ+ 1 ≤ j ≤ N ,
χj(y) =
{
0, (y < 3/2),
1, (y > 2).
We take ρ(t) ∈ C∞0 (R) such that ρ(t) = ρ(−t) and
ρ(t) =
{
c, |t| < 1,
0, |t| > 2,
where c is a positive constant such that∫ 0
−∞
ρ(t)dt =
∫ ∞
0
ρ(t)dt = 1.
We put
ϕ(t) =
∫ t
−∞
ρ(s)ds, ψ(t) =
∫ ∞
t
ρ(s)ds,
and
ϕR(y) = ϕ
(
log y
logR
)
, ψR(y) = ψ
(
log y
logR
)
.
Then we have
χj(y)ϕR(y) ∈ C∞0 (Mj) for 1 ≤ j ≤ µ,
χj(y)ψR(y) ∈ C∞0 (Mj) for µ+ 1 ≤ j ≤ N.
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Moreover,
(3.27) lim
R→∞
ϕR(y) = ϕ(0) = 1, lim
R→∞
ψR(y) = ψ(0) = 1.
Since (H − λ)u = 0, we have
0 = ((H − λ)u, χjϕRu) = (u, [H,χjϕR]u).
Therefore, we have
(u, [H,χj ]ϕRu) + (u, χj [H,ϕR]u) = 0,
(u, [H,χj ]ψRu) + (u, χj [H,ψR]u) = 0,
(u, [H,χ0]u) = 0.
We add them, and let R→∞. Then by (3.27)
µ∑
j=1
(u, [H,χj ]ϕRu) +
N∑
j=µ+1
(u, [H,χj ]ψRu) + (u, [H,χ0]u)→
N∑
j=0
(u, [H,χj ]u) = 0.
Therefore, as R→∞,
(3.28)
µ∑
j=1
(u, χj [H,ϕR]u) +
N∑
j=µ+1
(u, χj [H,ψR]u)→ 0.
We put
Vj = H −
(
−D2y + (n− 1)Dy − y2∆Mj −
(n− 1)2
4
)
.
Then we have, for 1 ≤ j ≤ µ,
[H,ϕR] = [−D2y + (n− 1)Dy, ϕR] + [Vj , ϕR]
= − 2
logR
ρ
(
log y
logR
)(
Dy − n− 1
2
)
+
1
logR
Lj,R.
(3.29)
Here Lj,R is a 1st order differential operator
(3.30) Lj,R = aj,R(x, y)Dy + bj,R(x, y)Dx + cj,R,
whose coefficients satisfy, due to (3.8),
(3.31) |aj,R(x, y)|+ |bj,R(x, y)|+ |cj,R(x, y)| ≤ C(1 + | log y|)−1−ǫ,
where the constant C is independent ofR > 1. Similarly, we have, for µ+1 ≤ j ≤ N ,
[H,ψR] = [−D2y + (n− 1)Dy, ψR] + [Vj , ϕR]
=
2
logR
ρ
(
log y
logR
)(
Dy − n− 1
2
)
+
1
logR
Lj,R,
(3.32)
where Lj,R is a 1st order differential operator having the same property as above.
In view of (3.28), we then have
−
µ∑
j=1
2
logR
(χjρ
(
log y
logR
)(
Dy − n− 1
2
)
u, u)
+
N∑
j=µ+1
2
logR
(χjρ
(
log y
logR
)(
Dy − n− 1
2
)
u, u)
+
N∑
j=1
1
logR
(χjLj,Ru, u)→ 0.
(3.33)
116 3. MANIFOLDS WITH HYPERBOLIC ENDS
We consider the case when u satisfies the outgoing radiation condition. Then we
have, by (3.33),
(3.34)
N∑
j=1
2i
√
λ
logR
(χjρ
( log y
logR
)
u, u)→ 0,
since one can replace (Dy − (n − 1)/2) by −i
√
λ for 1 ≤ j ≤ µ, by i√λ for
µ+ 1 ≤ j ≤ N , and (χjLj,Ru, u)/ logR→ 0. This shows that, for 1 ≤ j ≤ N ,
1
logR
∫ ∞
0
χj(y)ρ
( log y
logR
)‖u(·, y)‖2L2(Mj) dyyn → 0.
Thus, u satisfies conditions of Theorem 3.6, providing the desired result.
The case in which u satisfies the incoming radiation condition is proved simi-
larly. 
These preparations are sufficient to prove the limiting absortion principle for
H as in Chap. 2, §2.
Theorem 3.8. For λ ∈ σe(H) \ σp(H), there exists a limit
lim
ǫ→0
R(λ± iǫ) ≡ R(λ± i0) ∈ B(B;B∗)
in the weak ∗ sense. Moreover, for any compact interval I ⊂ σe(H) \ σp(H), there
exists a constant C > 0 such that
‖R(λ± i0)f‖B∗ ≤ C‖f‖B, λ ∈ I.
For f ∈ B, we put u = R(λ ± i0)f . Then u is a unique solution to the equation
(H − λ)u = f satisfying the outgoing (for the case +) or incoming (for the case
−) radiation condition. For f, g ∈ B, (R(λ ± i0)f, g) is continuous with respect to
λ ∈ σe(H) \ σp(H).
In order to prove Theorem 3.8, recall that Lemmas 2.2.4 ∼ 2.2.9 also hold for
Mj × (0,∞) with h replaced by L2(Mj). Let χj be the partition of unity (3.15),
and put u = R(λ+ iǫ)f, uj = χju. Then, with ǫ defined by (3.8),
(3.35) ‖uj‖B∗ ≤ Cs (‖f‖B + ‖uj‖−s) , 1/2 < s < (1 + ǫ)/2,
where Cs is independent of λ ∈ I. Indeed, we first observe that
(H − λ− iǫ)uj = χjf + [H,χj ]u.
By Theorem 2.1.3 (6),
‖Diuj‖−s, ‖DiDluj‖−s ≤ Cs (‖f‖B + ‖uj‖−s) ,
and as [H,χj ] ,
[
Hfree(j), χj
]
are compactly supported, we also have
‖ [H, χj ]u‖B, ‖
[
Hfree(j), χj
]
u‖B ≤ Cs (‖f‖B + ‖uj‖−s) .
At last, rewriting the equation for uj as
(Hfree(j) − λ− iǫ)uj = χjf + [Hfree(j), χj ]u+ χjV u,
and using (3.8), we obtain (3.35) by Lemma 2.2.9. Once we have derived estimate
(3.35), the remaining arguments are essentially the same as those in Chap. 2.
Namely, arguing in the same way as in Lemma 2.2.13, we can prove the following
lemma.
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Lemma 3.9. Take s > 1/2 sufficiently close to 1/2. Let I be any compact
interval in (0,∞) \ σp(H), and put J = {λ± iǫ;λ ∈ I, 0 < ǫ < 1}.
(1) There exists a constant Cs > 0 such that
sup
z∈J
‖R(z)f‖−s ≤ Cs‖f‖B.
(2) For any f ∈ B and λ ∈ (0,∞)\σp(H), the strong limit limǫ→0R(λ± i0)f exists
in L2,−s.
(3) R(λ± i0)f is an L2,−s-valued continuous function of λ ∈ (0,∞) \ σp(H).
Since L2,s (s > 1/2) is dense in B, Theorem 3.8 follows from Lemma 3.9 and
(3.35). 
3.4. Fourier transform associated with H. One can apply the abstract
theory in Chap. 2, §4 to H after suitable modifications. However, we shall give
here a direct approach to the spectral representation for H .
Let Hfree(j) be as above and χj as in (3.15). We put
(3.36) V˜j = H −Hfree(j) on Mj .
This is symmetric, since so are H and Hfree(j) on C
∞
0 (Mj). Using
(3.37) (Hfree(j) − λ)χjR(λ± i0) = χj +
(
[Hfree(j), χj ]− χj V˜j
)
R(λ± i0),
we have
χjR(λ± i0) = Rfree(j)(λ± i0)χj
+Rfree(j)(λ± i0)
(
[Hfree(j), χj ]− χj V˜j
)
R(λ± i0).(3.38)
This formula suggests how the generalized Fourier transform is constructed by the
perturbation method.
3.4.1. Definition of F (±)free(j)(k). Let 0 = λj,0 < λj,1 ≤ λj,2 ≤ · · · be the eigen-
values of the Laplace-Beltrami operator on Mj and |Mj |−1/2 = ϕj,0, ϕj,1, ϕj,2, · · ·
the associated orthonormal eigenvectors, where |Mj | is the volume of Mj . We
define, for φ ∈ L2(Mj),
(3.39) Pj,mφ = (φ, ϕj,m)L2(Mj)ϕj,m,
(3.40) Πj,mφ = (φ, ϕj,m)L2(Mj) .
Assume that for 1 ≤ j ≤ µ, Mj has a regular infinity, and for µ+ 1 ≤ j ≤ N ,
Mj has a cusp.
(i) For 1 ≤ j ≤ µ (the case of regular infinity), we define
(3.41) F (±)free(j)(k) =
∞∑
m=0
C
(±)
j,m(k)Pj,m ⊗ F (±)free(j),m(k),
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where F
(±)
free(j),m is defined by (2.6), (2.10), (2.14) with M replaced by Mj , and
C
(±)
j,m(k) is the constant in (2.15) with λm replaced by λj,m, i.e.
(3.42) C
(±)
j,m(k) =

(√
λj,m
2
)∓ik
, (λj,m 6= 0),
±i
kω±(k)
√
π
2
, (λj,m = 0).
Thus, in this case, F
(±)
free(j)(k) = F
(±)
free(j),reg(k), see (2.13).
(ii) For µ+ 1 ≤ j ≤ N (the case of cusp), we define
(3.43) F (±)free(j)(k) = Pj,0 ⊗ F (∓)free(j),0(k).
Thus, in this case, F
(±)
free(j)(k) = F
(±)
free(j),c(k), see (2.16).
3.4.2. Definition of F (±)(k). For 1 ≤ j ≤ N , we define
(3.44) F (±)j (k) = F (±)free(j)(k)Qj(k2 ± i0),
(3.45) Qj(z) = χj +
(
[Hfree(j), χj]− χj V˜j
)
R(z) = (Hfree(j) − z)χjR(z).
Finally, we define the Fourier transform associated with H by
(3.46) F (±)(k) = (F (±)1 (k), · · · ,F (±)N (k)).
3.4.3. Asymptotic expansion of the resolvent. For f, g ∈ B∗ on M, by f ≃ g
we mean that on each end the following expansion
lim
R→∞
1
logR
∫ R
1/R
ρj(y)‖f(y)− g(y)‖2L2(Mj)
dy
yn
= 0
holds, where ρj(y) = 1 (y < 1), ρj(y) = 0 (y > 1) when Mj has a regular infinity,
and ρj(y) = 0 (y < 1), ρj(y) = 1 (y > 1) when Mj has a cusp. Applying Theorem
2.6 on each end, we get the following theorem.
Theorem 3.10. Let f ∈ B, k2 ∈ σe(H) \ σp(H), and χj the partition of unity
from (3.15). Then we have
R(k2 ± i0)f ≃ ω±(k)
µ∑
j=1
χjy
(n−1)/2∓ikF (±)j (k)f
+ ω
(c)
± (k)
N∑
j=µ+1
χjy
(n−1)/2±ikF (±)j (k)f.
We put
(3.47) h∞ =
(
µ⊕
j=1
L2(Mj)
)
⊕
(
N⊕
j=µ+1
Pj,0L
2(Mj)
)
,
As a matter of fact,
Pj,0L
2(Mj) = Cϕj,0 = {c ϕj,0 ; c ∈ C} , ϕj,0 = |Mj |−1.2,
equipped with the inner product
(3.48) (c1ϕj,0, c2ϕj,0)Cj = c1c2.
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For φ, ψ ∈ h∞ we define the inner product by
(3.49) (φ, ψ)h∞ =
µ∑
j=1
(φj , ψj)L2(Mj) +
N∑
j=µ+1
(φj , ψj)Cj .
We then have the following lemma.
Lemma 3.11. For f, g ∈ B and k2 ∈ σe(H) \ σp(H),
k
πi
([
R(k2 + i0)−R(k2 − i0)] f, g) = (F (±)(k)f,F (±)(k)g)
h∞
.
Proof. Take χ ∈ C∞0 (R) such that χ(t) = 1 (|t| < 1), χ(t) = 0 (|t| > 2). Let
χR ∈ C∞0 (M) be such that χR = 1 on a neighborhood of K, χR = χ(log y/ logR)
on each Mj, where R > 0 is a large parameter. Let χj be the partition of unity
from (3.15). Putting u = R(k2 + i0)f, v = R(k2 + i0)g, we have
(χRu,Hv)− (Hu, χRv) = ([H,χR]u, v) =
N∑
j=1
(χj [H,χR]u, v),
since χR = 1 on a neighborhood of suppχ0. Next we take χ˜j ∈ C∞(Mj) such that
supp χ˜j ⊂Mj and χ˜j = 1 on suppχj . Then, by Theorems 3.8, 2.1.3 (5) and (3.8),
we have, as R→∞,
(χRu,Hv)− (Hu, χRv) =
N∑
j=1
(χj [H,χR]χ˜ju, v)
=
N∑
j=1
(χj [Hfree(j), χR]χ˜ju, v) + o(1).
On each end, we have[− y2∂2y + (n− 2)y∂y, χR] = − 2logRχ′( log ylogR)(Dy − n− 12 )
−
(
1
logR
)2
χ′′
( log y
logR
)
.
Therefore,
(χj [Hfree(j), χR]χ˜ju, v) = − 2logR
(
χjχ
′
( log y
logR
)(
Dy − n− 1
2
)
u, v
)
+ o(1).
Since, by Theorem 3.8, u satisfies the outgoing radiation condition, for 1 ≤ j ≤ µ,
one can replace (Dy − (n− 1)/2)u by −iku. Hence,
(χj [Hfree(j), χR]χ˜ju, v) =
2ik
logR
(
χjχ
′
( log y
logR
)
u, v
)
+ o(1)
=
2ik
logR
· π
2k2
(
χjχ
′
( log y
logR
)
yn−1F (+)j (k)f,F (+)j (k)g
)
+ o(1)
=
πi
k
(
F (+)j (k)f,F (+)j (k)g
)
L2(Mj)
+ o(1),
where we have used Theorem 3.10 in the 2nd line, and
1
logR
∫ 0
−∞
χ′
( log y
logR
)dy
y
= 1.
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For µ+ 1 ≤ j ≤ N , one replaces (Dy − (n− 1)/2)u by iku, and uses
1
logR
∫ ∞
0
χ′
( log y
logR
)dy
y
= −1
to obtain
(χj [Hfree(j), χR]χ˜ju, v) = − 2ik
logR
(
χjχ
′
( log y
logR
)
u, v
)
+ o(1)
=
πi
k
(F (+)j (k)f,F (+)j (k)g)Cj + o(1).
Using
(χRu,Hv)− (Hu, χRv) → (u, g)− (f, v)
= (R(k2 + i0)f, g)− (f,R(k2 + i0)g),
we complete the proof of the lemma. 
We put
Ĥ = L2((0,∞);h∞; dk).
Theorem 3.12. We define
(F (±)f)(k) = F (±)(k)f for f ∈ B. Then F (±)
is uniquely extended to a bounded operator from L2(M) to Ĥ with the following
properties.
(1) Ran F (±) = Ĥ.
(2) ‖f‖ = ‖F (±)f‖ for f ∈ Hac(H).
(3) F (±)f = 0 for f ∈ Hp(H).
(4)
(F (±)Hf) (k) = k2 (F (±)f) (k) for f ∈ D(H).
(5) F (±)(k)∗ ∈ B(h∞;B∗) and (H − k2)F (±)(k)∗ = 0 for k2 ∈ (0,∞) \ σp(H).
(6) For f ∈ Hac(H), the inversion formula holds:
f =
(
F (±)
)∗
F (±)f =
N∑
j=1
∫ ∞
0
F (±)j (k)∗
(
F (±)j f
)
(k)dk.
Remark The meaning of the integral in (6) is as follows. Let (0,∞) \ σp(H) =
∪∞i=1Ii, Ii = (ai, bi) being non-overlapping connected open interval. For g(k) ∈ Ĥ,
we have by (5) ∫ √bi−ǫ
√
ai+ǫ
F (±)j (k)∗g(k)dk ∈ B∗.
As a matter of fact, it belongs to L2(M), and
lim
ǫ→0
∫ √bi−ǫ
√
ai+ǫ
F (±)j (k)∗g(k)dk ∈ L2(M)
in the sense of strong convergence in L2(M). Denoting this limit by∫
√
Ii
F (±)j (k)∗g(k)dk,
we define ∫ ∞
0
F (±)j (k)∗g(k)dk =
∞∑
i=1
∫
√
Ii
F (±)j (k)∗g(k)dk.
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Proof. Let E(λ) be the spectral decomposition for H . Since the interval (ai, bi)
does not contain eigenvalues of H , we have by Lemma 3.11 and Stone’s formula
1
2πi
∫ bi−ǫ
ai+ǫ
([R(λ+ i0)−R(λ− i0)]f, f)dλ =
∫ √bi−ǫ
√
ai+ǫ
‖F (±)(k)f‖2dk,
for f ∈ B. When ǫ→ 0, the left-hand side converges to (E((ai, bi))f, f). Therefore,
so does the right-hand side and
(E(Ii)f, f) =
∫
√
Ii
‖F (±)(k)f‖2dk.
Since the end points of (ai.bi) are eigenvalues, we have adding these formulas(
E((0,∞) \ ∪λn∈σp(H){λn})f, f
)
=
∫ ∞
0
‖F (±)(k)f‖2dk.
Let Pac(H) be the projection onto the absolutely continuous subspace for H . Then
E((0,∞) \ ∪λn∈σp(H){λn}) = Pac(H).
Therefore, we have
(Pac(H)f, f) =
∫ ∞
0
‖F (±)(k)f‖2dk,
which proves (2), (3).
Let f ∈ C∞0 (M). By (3.44), (3.45) and Theorem 2.1 (2), we have
F (±)j (k)(H − k2)f = F (±)free(j)(k)Qj(k2 ± i0)(H − k2)f
= F (±)free(j)(k)(Hfree(j) − k2)χjf = 0.
To prove (4) for f ∈ D(H), we have only to approximate it by a sequence in
C∞0 (M).
Theorem 3.8 and Lemma 3.11 imply that F (±)(k) ∈ B(B;h∞). Therefore,
F (±)(k)∗ ∈ B(h∞;B∗). This and (4) yield (5).
To prove (1). we have only to show that RanF (±) is dense in Ĥ, since RanF (±)
is closed by (2), (3). The idea is the same as the case of Lemma 1.3.19. For the sake
of notational simplicity, we assume that there are only 2 ends, M1 with regular
infinity and M2 with cusp. Suppose
(ϕ1(k), ϕ2(k)ϕ2,0) ∈ h∞ = L2((0,∞);L2(M1); dk)× L2((0,∞);C; dk),
where ϕ2,0 = |M2|−1/2 is the eigenfunction of ∆M2 associated with zero eigenvalue,
is orthogonal to RanF (+). Let {e1, e2, · · · } be a complete orthnormal system of
L2(M1), and put
ϕ1,n(k) = (ϕ1(k), en)L2(M1).
Let L(ψ) be the set of Lebesgue points of ψ ∈ L1loc((0,∞)) introduced in the proof
of Lemma 1.3.19. We take
ℓ ∈
(
∩∞n=1 L(ϕ1,n)
)
∩
(
L(‖ϕ1(k)‖2L2(M1))
)
∩
(
L(ϕ2)
)
∩
(
L(|ϕ2|2)
)
.
Let {χj}2j=0 be the partition of unity from (3.15). We fix m arbitrarily, and put
uℓ = ω+(ℓ)χ1(y)y
(n−1)/2−iℓαem + ω
(c)
+ (ℓ)χj(y)y
(n−1)/2+iℓβϕ2,0,
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α, β being arbitraily chosen constants. We further put
(H − ℓ2)uℓ = gℓ.
Then, as can be checked easily, gℓ ∈ L2,(1+ǫ)/2, and by Theorems 3.8 and 3.10, uℓ is
written as uℓ = R(ℓ
2 + i0)gℓ. Moreover, etting F (+)(k)gℓ = (C1(k), C2(k)ϕ2,0), we
see that (C1(k), C2(k)ϕ2,0) is an L
2(M1)×C-valued continuous function of k > 0,
satisfying
(3.50) (C1(ℓ), en) = δmnα, C2(ℓ) = β.
By our assumption, (ϕ1(k), ϕ2(k)ϕ2,0) is orthogonal to F (+)(k)EH(I)gℓ, I being
any interval of (0,∞). Hence,∫
I
(
(ϕ1(k), C1(k))L2(M1) + ϕ2(k)C2(k)
)
dk = 0
for any interval I ⊂ (0,∞). By the same arguments as in the proof of Lemma
1.3.19, we then have
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
ϕ2(k)C2(k)dk → ϕ2(ℓ)β.
The 1st term is computed as
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
(ϕ1(k), C1(k))L2(M1)dk =
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
(ϕ1(k), C1(k)− C1(ℓ))L2(M1)dk
+
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
(ϕ1(k), C1(ℓ))L2(M1)dk.
By (3.50), (ϕ1(k), C1(ℓ))L2(M1) = ϕ1,m(k)α, hence
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
(ϕ1(k), C1(ℓ))L2(M1)dk → ϕ1,m(ℓ)α.
We also have
∣∣∣∣∣ 12ǫ
∫ ℓ+ǫ
ℓ−ǫ
(ϕ1(k), C1(k)− C1(ℓ))L2(M1)dk
∣∣∣∣∣
≤
(
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
‖ϕ1(k)‖2L2(M1)dk
)1/2
×
(
1
2ǫ
∫ ℓ+ǫ
ℓ−ǫ
‖C1(k)− C1(ℓ)‖2L2(M1)dk
)1/2
.
The right-hand side tends to 0, since ℓ is an Lebesgue point of ‖ϕ1(k)‖2L2(M1),
and C1(k) is an L
2(M1)-valued continuous function of k > 0. We have, therefore,
obtained that
ϕ1,m(ℓ)α+ ϕ2(ℓ)β = 0.
Since α, β and m are arbitrarily, we have ϕ1(ℓ) = 0, ϕ2(ℓ) = 0, which completes
the proof of (1). The proof of (6) is the same as Theorem 1.3.13. 
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3.5. S matrix. As in Chap. 2, we can prove the existence and completeness of
time-dependent wave operators and introduce the Radon transform associated with
H . We give a breif sketch of the proof later. Here, instead of this time-depedent
approach, we construct the S-matrix by using the generalized Fourier transform.
The following theorem is proved in the same way as Theorem 1.4.3 with F (±)0 (k)
replaced by F (±)(k), and is a generalization of the modified Poisson-Herglotz for-
mula.
Theorem 3.13. If k2 6∈ σp(H), we have
F (±)(k)B = h∞,
{u ∈ B∗ ; (H − k2)u = 0} = F (±)(k)∗h∞.
We derive an asymptotic expansion of solutions to the Helmholtz equation. Let
Vj be the differential operator defined by
Vj = [Hfree(j), χj ]− χj V˜j (1 ≤ j ≤ N),
where V˜j is defined by (3.36). We put
(3.51) Jj(k) =
∞∑
m=1
(√
λj,m
2
)−2ik
Pj,m =
(√−∆Mj
2
)−2ik
(I − Pj,0),
where ∆Mj is the Laplace-Beltami operator on Mj and Pj,0 is the projection onto
the zero eigenspace for ∆Mj . For 1 ≤ j, l ≤ N , we define Ŝjl(k) ∈ B(L2(Ml);L2(Mj))
by
(3.52) Ŝjl(k) =

δjlJj(k) +
πi
k
F (+)j (k)
(
Vl
)∗ (F (−)free(l)(k))∗ , 1 ≤ j ≤ µ,
πi
k
F (+)j (k)
(
Vl
)∗ (F (−)free(l)(k))∗ , µ+ 1 ≤ j ≤ N.
Theorem 3.14. For ψ = (ψ1, · · · , ψN ) ∈ h∞, the following asymptotic expan-
sion holds:
(F (−)(k))∗ψ = N∑
j=1
(F (−)j (k))∗ψj
≃ ik
π
ω−(k)
µ∑
j=1
χj y
(n−1)/2+ik ψj +
ik
π
ω
(c)
− (k)
N∑
j=µ+1
χj y
(n−1)/2−ik ψj
− ik
π
ω+(k)
µ∑
j=1
N∑
l=1
χj y
(n−1)/2−ik Ŝjl(k)ψl
− ik
π
ω
(c)
+ (k)
N∑
j=µ+1
N∑
l=1
χj y
(n−1)/2+ik Ŝjl(k)ψl.
Proof. First note that by (3.44)
(3.53)
(
F (−)j (k)
)∗
= χj
(
F (−)free(j)(k)
)∗
+R(k2 + i0)
(
Vj
)∗ (F (−)free(j)(k))∗ .
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By (3.41), for 1 ≤ j ≤ µ,(
F (−)free(j)(k)
)∗
φ =
∞∑
m=0
C
(−)
j,m(k)
(
F
(−)
free(j),m(k)
)∗
Pj,mφ
= C
(−)
j,0 (k)
1√
2π
y(n−1)/2+ikPj,0φ
+
∞∑
m=1
C
(−)
j,m(k)
(2k sinh(kπ))1/2
π
y(n−1)/2Kik(
√
λj,m y)Pj,mφ,
and by (3.43), for µ+ 1 ≤ j ≤ N ,
(3.54)
(
F (−)free(j)(k)
)∗
φ =
1√
2π
y(n−1)/2−ikφ.
Since F (−)(k)∗ ∈ B(h∞;B∗), we have only to prove the theorem for ψ =
(ψ1, · · · , ψN ) ∈ h∞ such that for 1 ≤ j ≤ µ, Pj,mψj = 0 except for a finite number
of m. By using Chap. 1, (3.6), (4.15) and (4.18), for 1 ≤ j ≤ µ, one can show(
F (−)free(j)(k)
)∗
ψj ≃ ik
π
ω−(k)y(n−1)/2+ikψj
− ik
π
ω+(k)y
(n−1)/2−ik ∑
m≥1
(√
λm
2
)−2ik
Pj,mψj .
(3.55)
We apply (3.54) and (3.55) to the 1st term of the right-hand side of (3.53). To the
2nd term, we apply Theorem 3.10. We then have, for 1 ≤ j ≤ µ,(
F (−)j (k)
)∗
ψj ≃ ik
π
ω−(k)χj y(n−1)/2+ik ψj
− ik
π
ω+(k)
µ∑
l=1
χl y
(n−1)/2−ik Ŝlj(k)ψj
− ik
π
ω
(c)
+ (k)
N∑
l=µ+1
χl y
(n−1)/2+ik Ŝlj(k)ψj .
Similary, one can show, for µ+ 1 ≤ j ≤ N ,(
F (−)j (k)
)∗
ψj ≃ ik
π
ω
(c)
− (k)χj y
(n−1)/2−ik ψj
− ik
π
ω+(k)
µ∑
l=1
χl y
(n−1)/2−ik Ŝlj(k)ψj
− ik
π
ω
(c)
+ (k)
N∑
l=µ+1
χl y
(n−1)/2+ik Ŝlj(k)ψj .
Summing up these two formulas, we obtain the theorem. 
We define an operator-valued N ×N matrix Ŝ(k) by
(3.56) Ŝ(k) =
(
Ŝjl(k)
)
,
and call it S-matrix. This should be more properly called the geometric S-matrix
in the context of Chap. 2, §6. This is a bounded operator on h∞. Similarly to
Theorem 2.7.9, we have the following asymptotic expansion.
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Theorem 3.15. (1) For any u ∈ B∗ satisfying (H − k2)u = 0, there exists a
unique ψ(±) = (ψ(±)1 , · · · , ψ(±)N ) ∈ h∞ such that
u ≃ ω−(k)
µ∑
j=1
χj y
(n−1)/2+ik ψ(−)j + ω
(c)
− (k)
N∑
j=µ+1
χj y
(n−1)/2−ik ψ(−)j
− ω+(k)
µ∑
j=1
χj y
(n−1)/2−ik ψ(+)j − ω(c)+ (k)
N∑
j=µ+1
χj y
(n−1)/2+ik ψ(+)j .
(2) For any ψ(−) ∈ h∞, there exists a unique ψ(+) ∈ h∞ and u ∈ B∗ satisfying
(H − k2)u = 0, for which the expansion (1) holds. Moreover
ψ(+) = Ŝ(k)ψ(−).
Proof. By Theorem 3.13, u ∈ F (−)(k)∗h∞. Using Theorem 3.14, we prove the
result. 
Theorem 3.16. Ŝ(k) is unitary on h∞.
Proof. Let u ∈ B∗ such that (H − k2)u = 0. By Theorem 3.13, u =
F (+)(k)∗ψ(+), ψ(+) ∈ h∞. By similar arguments as in Theorem 3.14, with F (+)(k)∗
instead of F (−)(k)∗, one can show that there exists ψ(−) ∈ h∞ such that the ex-
pansion in Theorem 3.15 (1) holds. In particular, ψ(+) = Ŝ(k)ψ(−). This means
that Ŝ(k) is onto.
Thus, we have only to prove that Ŝ(k) is isometric. Take ψ(−) = (ψ(−)1 , · · · , ψ(−)N ) ∈
h∞ such that for 1 ≤ j ≤ µ, Pj,mψ(−)j = 0 except for a finite number of m. We put
for 1 ≤ j ≤ µ
aj,m =
 Pj,0ψ
(−)
j , (m = 0)(√λj,m
2
)−ik
Γ(1 + ik)Pj,mψ
(−)
j , (m 6= 0)
u
(−)
j = ω−(k)χj
(
y(n−1)/2+ikaj,0 +
∑
m≥1
y(n−1)/2Iik(
√
λj,m y)aj,m
)
.
Then, as y → 0,
u
(−)
j ≃ ω−(k)χj(y) y(n−1)/2+ikψ(−)j .
For µ+ 1 ≤ j ≤ N , we put
(3.57) u
(−)
j = ω
(c)
− (k)χj y
(n−1)/2−ikψ(−)j ,
and define
u(−) =
N∑
j=1
u
(−)
j , f = (H − k2)u(−) ∈ B,
u(+) = R(k2 + i0)f, u = u(+) − u(−),
ψ(+) = F (+)(k)f.
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Then, by Theorem 3.10, u and ψ(±) give the expansion in Theorem 3.15 (1). Lemma
3.11 implies
1
2k
‖ψ(+)‖2 = 1
2πi
(
R(k2 + i0)f −R(k2 − i0)f, f)
=
1
2πi
[
(f, u(−))− (u(−), f)
]
.
Here we have used the fact that
R(k2 − i0)f = u(−),
since u(−) is incoming. Now we do the same computation as in Lemma 3.11. Let
χR be as in the lemma. Then,
(f, χRu
(−))− (χRu(−), f) = ([H,χR]u(−), u(−))
=
N∑
j=1
(χj [Hfree(j), χR]χ˜j u
(−), u(−)) + o(1).
Recall that
[Hfree(j), χR] = − 2
logR
χ′
( log y
logR
)(
Dy − n− 1
2
)
+O(| logR|−2).
Then, for 1 ≤ j ≤ µ, using the fact that u(−) has the form (3.57), we have
(χj [Hfree(j), χR]χ˜j u
(−), u(−)) =
2ik
logR
(
χ′
( log y
logR
)
u
(−)
j , u
(−)
j
)
+ o(1)
=
2ik
logR
|ω−(k)|2
∫ 1
0
χ′
( log y
logR
)dy
y
‖ψ(−)j ‖2 + o(1)
=
πi
k
‖ψ(−)j ‖2 + o(1),
where, at the last step, we use equation (4.18) of Ch. 1.
Similarly, for µ+ 1 ≤ j ≤ N ,
(χj [Hfree(j), χR]χ˜j u
(−), u(−)) =
πi
k
‖ψ(−)j ‖2 + o(1).
Taking R→∞, we obtain ‖ψ(+)‖ = ‖ψ(−)‖. 
Corollary 3.17. F (+)(k) = Ŝ(k)F (−)(k).
Proof. The above f satisfies ψ(±) = F (±)(k)f . Since ψ(+) = Ŝ(k)ψ(−) and, by
(3.58), ψ(−) = F (−)(k)f , the corollary is proved. 
3.6. Wave operators. We briefly look at the temporal asymptotics of e−it
√
Hf
for f ∈ Hac(H). Let {χj}Nj=0 be the partition of unity given in Subsection 3.2. We
can then show that
(3.58) ‖χ0e−it
√
Hf‖ → 0, as t→ ±∞.
In fact, by approximating f , we have only to consider the case that f ∈ D(H) ∩
Hac(H). In this case, we have χ0e−it
√
Hf = χ0(H + i)
−1e−it
√
H(H + i)f . Since
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(H + i)f ∈ Hac(H), we have χ0e−itH(H + i)f → 0 weakly as t → ±∞. As also
χ0(H + i)
−1 is compact, this proves (3.58). It then implies
‖e−it
√
Hf −
N∑
j=1
χje
−it√Hf‖ → 0, as t→ ±∞.
Consider the behavior of χje
−it√Hf on the endMj . SupposeMj is a regular end.
Then the argument in Chapter 2 Subsection 8.3 works well without any essential
change, and one can show that, as t→∞,∥∥∥∥χje−it√Hf − χj y(n−1)/2√π
∫ ∞
0
eik(− log y−t)
(
F (+)j f
)
(k)dk
∥∥∥∥→ 0.
Similarly, for g ∈ L2(Mj),∥∥∥∥χje−it√Hfree(j)g − χj y(n−1)/2√π
∫ ∞
0
eik(− log y−t)
(
F (+)free(j)g
)
(k)dk
∥∥∥∥→ 0.
Taking g =
(F (+)free(j))∗F (+)j f , these two limits imply
χje
−it√Hf ∼ χje−it
√
Hfree(j)
(
F (+)free(j)
)∗
F (+)j f.
We can prove similar formulae when Mj is a cusp. This means that, in the long-
run, the waves disappear from compact parts of the manifold, and, on each end,
they behave like free waves.
Similarly, we can prove
s− lim
t→∞
eit
√
Hχje
−it
√
Hfree(j) =
(F (+)j )∗F (+)free(j),
and, therefore, there exist the wave operators,
(3.59) W± = s− lim
t→±∞
N∑
j=1
eit
√
Hχje
−it
√
Hfree(j) =
N∑
j=1
(F (+)j )∗F (+)free(j).
Since F (+)free(j) are unitary, it follows from Theorem 3.12, that andW± are complete:
RanW± = Hac(H).
As in Chap. 2, §8, we construct F± from F (±), and define the Radon transform
by the formula
(R±f) (s) = 1√
2π
∫ ∞
−∞
eiks (F±f) (k)dk.
Then Theorem 2.8.9 also holds on M.
4. Cusps and generalized eigenfunctions
In the following two sections, we consider the case in which M has only cusps
as infinity. We use the same notation as in the previous section, and for the sake
of simplicity assume that M has only one cusp and the manifold at infinity M
satisfies |M | = 1. In this section z denotes a point in M. Moreover, we assume:
(C-1) The end M1 is identified with M × (1,∞) and the metric of M is
(4.1) ds2 =
n∑
i,j=1
gij(z)dz
idzj =
(dy)2 + h(x, dx)
y2
on M1,
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where we typically use local coordinates z = (x, y), x = (x1, . . . , xn−1) being local
coordinates on M .
4.1. A remark on the S-matrix. In Theorem 3.15, we have proven that for
k > 0 such that k2 6∈ σp(H) and u ∈ B∗ satisfying (H−k2)u = 0, there exist unique
constant functions ψ(±) ∈ P0L2(M) such that
(4.2) u ≃ ω(c)− (k)y(n−1)/2−ikψ(−) − ω(c)+ (k)y(n−1)/2+ikψ(+), ω(c)± (k) = ±
i
k
√
π
2
.
w
(c)
± (k) has natural extension to k < 0. Then taking u(k) = u(−k), we obtain, for
k < 0, a solution to (H − k2)u = 0 which also satisfies (4.2). With this in mind, we
change the notion of the S-matrix as follows. Let
N (k) =
{
u ∈ B∗ ;
(
−∆g − (n− 1)
2
4
− k2
)
u = 0
}
.
Then, for any 0 6= k ∈ R, such that k2 6∈ σp(H), dimN (k) = 1, and one can choose
a basis u(z, k) ∈ N (k) satisfying
(4.3) u ≃ y(n−1)/2−ik + Ŝ(k)y(n−1)/2+ik,
Ŝ(k) being a complex number of modulus 1. Traditionally, we put
(4.4) S(s) = Ŝ(k), s = (n− 1)/2− ik,
and call it the S-matrix.
4.2. Eisenstein series. We put√
σp(H) = {ζ ∈ C ; ζ2 ∈ σp(H)}.
Let χ ∈ C∞((0,∞)) be such that χ(y) = 0 for y < 2, χ(y) = 1 for y > 3. We define
for k > 0 and ǫ > 0
(4.5) ϕ(z, k − iǫ) = χ(y) y n−12 +i(k−iǫ) −R((k − iǫ)2) [H,χ] y n−12 +i(k−iǫ).
Due to (C-1), supp ([H,χ]) ⊂M × (2, 3) and this function ϕ satisfies
(H − (k − iǫ)2)ϕ(z, k − iǫ) = 0.
By the reasoning to be explained in the next section, this function is called
an Eisenstein series. As a function of k − iǫ, this is meromorphic in the lower-
half plane and has poles at
√
σp(H) ∩ C−. Note that in the standard notation,
we put s = (n − 1)/2 + i(k − iǫ) and regard ϕ as a meromorphic function on
{s ∈ C ; Re s > (n − 1)/2}. By the limiting absorption principle, letting ǫ → 0,
ϕ(z, k − iǫ) is continuously extended to R \√σp(H).
Using the definitions (3.44), (2.16), (2.9), and (3.45) with V˜ = 0, we have, for
k ∈ (0,∞) \√σp(H),
F (+)(k)f = 1√
2π
∫
M
ϕ(z, k)f(z) dM.
Hence, by Theorem 3.12 we have the following theorem.
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Theorem 4.1. F (+) maps Hac(H) onto L2((0,∞) ; P0(L2(M)) ; dk). For any
f ∈ L2(M), the inversion formula holds:
f(z) =
1√
2π
∫ ∞
0
ϕ(z, k)f˜(k)dk +
∑
i
(f, ψi)ψi,
f˜(k) =
1√
2π
∫
M
ϕ(z, k)f(z)dM,
where ψi is a normalized eigenvector of H.
4.3. Theory of quadratic forms. Let us recall the theory of quadratic forms
associated with self-adjoint extensions of symmetric operators. For the details, see
e.g. [Ka76] p. 322 or [Is04a], p. 38. Let D be a dense subspace of a Hilbert space
H. A hermitian quadratic form a(·, ·) with domain D is a mapping : D ×D → C
satisfying
a(λu + µv,w) = λa(u,w) + µa(v, w), λ, µ ∈ C, u, v, w ∈ D
a(u, v) = a(v, u), u, v ∈ D.
A hermitian quadratic form a(·, ·) is said to be positive definite if there exists a
constant C > 0, such that
a(u, u) ≥ C‖u‖2, u ∈ D.
In this case a(·, ·) defines an inner product on D. If D is complete with respect to
the norm ‖u‖a =
√
a(u, u), a(·, ·) is said to be a closed form. We say that a(·, ·) is
closable if, for any sequence un ∈ D such that ‖un‖ → 0, ‖un− um‖a → 0, we have
‖un‖a → 0. For a closable form a(·, ·), we define a subspace D˜ by
u ∈ D˜ ⇐⇒ ∃un ∈ D s.t.‖un − u‖ → 0, ‖un − um‖a → 0.
For u, v ∈ D˜, there exist un, vn ∈ D such that un → u, vn → v, ‖un − um‖a → 0,
‖vn − vm‖a → 0. Then, the quadratic form, defined by
a˜(u, v) = lim
m,n→∞, a(um, vn)
can be shown to be positive defnite and closed and is called the closed extension of
a(·, ·). Then the following theorem holds.
Theorem 4.2. Let a(·, ·) be a positive definite closed form with domain D.
Then there exists a unique self-adjoint operator A such that D(A) ⊂ D and
a(u, v) = (Au, v), u ∈ D(A), v ∈ D.
Moreover D = D(A1/2).
A quadratic form a(·, ·) with domain D is said to be bounded from below if
there exists a constant C0 ≥ 0 such that
a(u, u) ≥ −C0‖u‖2, ∀u ∈ D.
In this case the quadratic form b(·, ·) defined by
b(u, v) = a(u, v) + (C0 + 1)(u, v)
is positive definite. a(·, ·) is said to be closable if so is b(·, ·). Let b˜(·, ·) be the closed
extension of b(·, ·) . By Theorem 4.2, there exists a unique self-adjoint operator B
such that D(B) ⊂ D˜ and
b˜(u, v) = (Bu, v), u ∈ D(B), v ∈ D˜.
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Letting
a˜(u, v) = b˜(u, v)− (C0 + 1)(u, v),
A = B − (C0 + 1),
we have D(A) = D(B) ⊂ D˜, and
A ≥ −C0, a˜(u, v) = (Au, v), u ∈ D(A), v ∈ D˜.
We call A the self-adjoint operator associated with a(·, ·).
4.4. 0-mode boundary value problem. We show that the Eisenstein se-
ries ϕ(z, k) is meromorphically extended to C with respect to k. Following the
arguments of [Col81], we consider the boundary value problem as below.
Recall that M is assumed to be
(4.6) M = K ∪M1, M1 =M × (1,∞), |M | = 1,
where K is compact. We can assume that
K ∩ (M × (2,∞)) = ∅.
Take a > 3, and put
Maint = K ∪
(
M × (1, a)), Maext =M × (a,∞), Γa =M × {a}.
Using the projections P0 and P
′ on L2(M),
(P0ψ)(x) =
∫
M
ψ(x′)dMx′ , P ′ = 1− P0,
we define the following Hilbert space:
H = L2(Maint)⊕ (P ′ ⊗ Iay )L2(Maext) ⊂ L2(M),
with π : L2(M)→ H being the associated orthogonal projection. Here, for any b >
0, Iby is the cut-off projector, in the y-coordinate, onto y > b. To define the Sobolev
spaces Hm(M), we use representation (4.6) of M. Namely, if Ul, l = 1, . . . , L, is a
coordinate covering of M , we use, as a coordinate covering of M,
M = L+P∪
l=1
Ul,
where Ul = Ul × (1,∞), l = 1, . . . , L; {Ul}L+Pl=L+1 being a coordinate covering of
M2int. Using the corresponding decomposition of unity,
1 =
L+P∑
l=1
Ψl(z), supp(Ψl) ⊂ Ul,
where we assume, for y > 2, Ψl(x, y) = ψl(x), supp(ψl) ⊂ Ul, l = 1, . . . , L, we
define
‖f‖2Hm(M) =
L+P∑
l=1
‖Ψlf‖2Hm(Ul).
Here Hm(Ul), l = L+ 1, . . . , L+ P, are usual Sobolev spaces, while
‖Ψlf‖2Hm(Ul) =
∑
|α|≤m
∫ ∞
1
‖Dα (Ψlf) ‖2L2(M)
dy
yn
, l = 1, . . . , L,
where Di = y∂i, i = 1, . . . , n.
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Note that, if m = 1, ‖f‖H1 is equivalent to the classical invariant definition of
H1 on a Riemannian manifold,
(4.7) ‖f‖2H1(M) ∼ ‖f‖2L2(M) +
∫
M
|df |2gdM = ‖f‖2L2(M) +
∫
M
gij ∂if ∂jf
√
g dz.
Next we define
Hm := πHm(M), m ≥ 1.
Note that, with IM being identity on M and b > 1,
(
IM ⊗ Iby
)
f ∈ Hm(M × (b,∞))
iff ∑
j
∫ ∞
b
y2m
[
(1 + λ2j )
m|fˆj(y)|2 + |∂my fˆj(y)|2
] dy
yn
<∞.
Here f(x, y) =
∑
j=0 fˆj(y)φj(x), for y > b. Thus,
(P ′ ⊗ Iby)Hm → Hm(M × (b,∞)), b > 1.
Also, if u ∈ Hm, then ∂jy(P ′ ⊗ Iby)u, 0 ≤ j ≤ m − 1, is continuous across
Γa, a > b.
We define a quadratic form l(·, ·) with domain H1 by
l(u, u) = (du, du)L2(Maint) + ‖u‖2L2(Maint)
+ (du, du)L2(Maext) + ‖u‖2L2(Maext),
see (4.7). Then l(·, ·) is a positive definite closed form on H1, and √l(·, ·) is equiv-
alent to the H1-norm. Hence, by Theorem 4.2, there exists a unique self-adjoint
operator L such that L ≥ 1, D(L1/2) = H1 and
l(u, v) = (Lu, v), ∀u ∈ D(L), ∀v ∈ H1.
We introduce the set DL by
(4.8) DL = {u ∈ H2 ; (∂y(P0 ⊗ Iy)u) (a− 0) = 0}.
Here, for w ∈ H1(M × (a, a+1)) or w ∈ H1(M × (a− 1, a)), w(a± 0) is defined by
w(a± 0) = lim
ǫ→0
w(·, a± ǫ).
Lemma 4.3. (1) L has compact resolvent.
(2) D(L) = DL.
(3) If ζ 6∈ σ(L), for any f ∈ H and λ ∈ C, there exists a unique solution u ∈ DL
of the following boundary value problem
(4.9)

(−∆g − (n− 1)2
4
+ 1− ζ)u = f in Maint,(−∆g − (n− 1)2
4
+ 1− ζ)(P ′ ⊗ 1)u = f in Maext,(
∂y(P0 ⊗ Iy)u
)
(a− 0) = λ.
The solution u = u(z, ζ, λ) is analytic with respect to λ and meromorphic on C
with respect to ζ with possible poles at σ(L).
Proof. By (4.1), if y > 1, the inverse to gij is, For y > 1, the metric takes the
form
(gij) =
(
hij(x)/y
2 0
0 1/y2
)
.
132 3. MANIFOLDS WITH HYPERBOLIC ENDS
Therefore, its inverse is (
gij
)
=
(
y2hij(x) 0
0 y2
)
.
To show the compactness of the resolvent, we have only to show that if {uj} is
a bounded sequence in H1, it contains a subsequence convergent in H. Since Pm
is the projection onto the the eigenspace corresponding to m-th eigenvalue λm of
−∆M , we have, for u ∈ H1(M) and R > a,∫
M×(R,∞)
gij ∂iu ∂judM =
∫
M×(R,∞)
y2
(|∂yu|2 + hij∂xiu∂xju) dMdyyn
≥ R2
∞∑
m=0
λm
∫ ∞
R
‖Pmu(y)‖2L2(M)
dy
yn
≥ λ1R2
∫
M×(R,∞)
|(P ′ ⊗ Iy)u|2dM.
By the above inequality, for any ǫ > 0 there exists R > 1 such that
sup
j
∫
M×(R,∞)
|(P ′ ⊗ Iy)uj |2dM < ǫ.
OnM\M×(R,∞) we apply Rellich’s theorem to extract a convergent subsequence.
This proves (1).
Any u ∈ D(L) is written as u = L−1f for some f ∈ H. It satisfies
(4.10) l(u, v) = (Lu, v) = (f, v), ∀v ∈ H1.
Taking v from C∞0 (Maint) and (P ′ ⊗ Iy)C∞0 (Maext), we see that
(−∆g − (n− 1)
2
4
+ 1− ζ)u = f weakly in Maint, and Maext.
Therefore, u ∈ H2loc(Maint), (P ′⊗Iy)u ∈ H2loc(Maext). Take v = ϕm(x)χ(y) (m ≥ 1),
where χ ∈ C∞0 ((2,∞)) and ϕm is the eigenfunction associated with λm. Then
from (4.10), we see that (u(·, y), ϕm) satisfies a 2nd order differential equation on
(2,∞). Therefore, we have that (P ′ ⊗ Iy)u ∈ H2loc(M × (2,∞)). We then have
u ∈ H2(Maint) and, by Theorem 2.1.3, u = (P ′ ⊗ Iy)u ∈ H2(Maext). By taking
v ∈ (P0 ⊗ Iy)C∞(M × (2, a]) such that v = 0 for y < 3 in (4.10), and integrating
by parts, we have ((
y(n−2∂y(P0 ⊗ Iy)u
)
(a− 0), v
)
L2(Γa)
= 0.
Therefore, (∂y(P0 ⊗ Iy)u) (a− 0) = 0. These facts prove D(L) ⊂ DL.
Take u ∈ DL and put h = (−∆g − (n − 1)2/4 + 1)u for y 6= a. Then by
integration by parts, we have
l(u, v) = (h, v)H, ∀v ∈ H1.
Since l(u, v) = (L1/2u, L1/2v)H, we then have∣∣(L1/2u, L1/2v)H∣∣ ≤ C‖v‖H, ∀v ∈ H1
with a constant C independent of v ∈ H1 = D(L1/2). This shows that L1/2u ∈
D(L1/2), which proves DL ⊂ D(L). In particular, we have proven for y 6= a
Lu =
(−∆g − (n− 1)2
4
+ 1
)
u, u ∈ D(L).
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The uniqueness in (3) follows from ζ 6∈ σ(L). Indeed, if u1, u2 be two different
solutions, then ui−u2 ∈ DL would be an eigenfunction of L. To show the existence,
we take η(y) ∈ C∞(Maint) such that η(y) = 0 for y < 2, η(a−0) = 0, (∂yη)(y−a) =
1, and η(y) = 0 in Maext. Let
f˜ =

(−∆g − (n− 1)2
4
+ 1− ζ)η in Maint,
0 in Maext,
and put
(4.11) u = u(z, ζ, λ) = λχ(y) + (L− ζ)−1f − λ(L − ζ)−1f˜ .
This is analytic with respect to λ and meromorphic with respect to ζ. 
For 0 < α < β <∞, we put
U
(±)
αβ = {ζ ∈ C ; α < Re ζ < β, 0 ≤ ±Im ζ}.
Lemma 4.4. On M × (0,∞), we consider H0 = −y2(∂2y +∆M )+ (n− 2)y∂y−
(n−1)2/4, and R0(ζ) = (H0−ζ)−1. Suppose f ∈ C∞0 (M) satisfies supp f ⊂M1 =
M × (1,∞). Let ρ(y) ∈ C∞((0,∞)) be such that ρ(y) = 0 for y < 2, ρ(y) = 1 for
y > 3. Then, for any 0 < α < β <∞, there exist ǫ > 0, C > 0 such that∣∣∣ρ(y) ((P ′ ⊗ Iy)R0(ζ)f) (x, y)∣∣∣ ≤ Ce−ǫy, ζ ∈ U (±)αβ .
Proof. By (2.12),
u(x, y) := (P ′ ⊗ Iay )R0(ζ + i0)f =
∑
m≥1
ϕm(x)
(
G0(
√
λm, ν)f̂m
)
(y),
with ν = −i√ζ, where G0(ζ, ν) is defined by Definition 1.3.5. Then we have by
Chap. 1, (3.14)
‖u(·, y)‖2L2(M) =
∑
m≥1
|G0(
√
λm, ν)f̂m(y)|2 ≤ Ce−ǫy.
Note that supp f̂m(y) is away from 0, and the singularities of Iν(y),Kν(y) at y = 0
do no harm. Since, for any q > 0, ‖∆qxu(·, y)‖2 is estimated in a similar manner,
by Sobolev’s inequality we have |u(x, y)|2 ≤ Ce−ǫy. 
4.5. Meromorphic continuation of the Eisenstein series. Here we pass
to the traditional parametrization. For a subset E ⊂ R, we write
n− 1
2
±√−E =
{
s ∈ C ; s(n− 1− s)− (n− 1)
2
4
∈ E
}
.
Let A = L− 1− (n−1)24 , and put
Σ(A) =
n− 1
2
±
√
−σ(A), Σ(H) = n− 1
2
±
√
−σ(H),
Σd(H) =
n− 1
2
±
√
−σd(H), Σp(H) = n− 1
2
±
√
−σp(H),
L =
{
s ∈ C ; Re s = n− 1
2
}
, L± =
{
s ∈ L ; ± Im s > 0
}
.
Note that Σ(H) = L∪Σd(H), and that Σ(A) is a discrete set, since σ(A) is discrete
by Lemma 4.3.
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In view of (4.5), we define for
{
Re s > (n− 1)/2} \ Σp(H)
E(z, s) = χ(y) ys − (−∆g − s(n− 1− s))−1 [−∆g, χ(y)] ys
= ϕ(z, k − iǫ),
where s = (n − 1)/2 + i(k − iǫ) (ǫ > 0). By Theorem 3.8, E(z, s) is extended to
L\ (Σp(H)∪{(n− 1)/2}). We take s = (n− 1)/2+ ik ∈ L\ (Σp(H)∪{(n− 1)/2}).
Since (−∆g − s(n− 1− s))−1 f satisfies outgoing radiation condition,
E(z, s)− ys ∼ Cyn−1−s.
Comparing with (4.3),
E(z, s) ≃ ys + S(s)yn−1−s, as y →∞.
By Lemma 4.3, for s 6∈ Σ(A), there exists a unique solution v = v(z, s) ∈ DL
of the following boundary value problem
(4.12)

(−∆g − s(n− 1− s))v(z, s) = 0 in Maint,(−∆g − s(n− 1− s))(P ′ ⊗ I1y )v(z, s) = 0 in Maext,(
y∂y(P0 ⊗ I1y )v
)
(a− 0, s) = 1.
We define
(4.13) λa(s) =
(
(P0 ⊗ I1y )v
)
(a− 0, s).
By Lemma 4.3 (3), λa(s) is meromorphic on C with respect to s with poles in Σ(A).
Lemma 4.5. (1) For s ∈ L \ (Σ(A) ∪Σp(H) ∪ {(n− 1)/2}), we have
(4.14)
λa(s) =
as + an−1−sS(s)
sas + (n− 1− s)an−1−sS(s) , S(s) = a
2s−n+1 1− sλa(s)
(n− 1− s)λa(s)− 1 .
(2) Letting v(z, s) be the solution to (4.12), we have
E(z, s)−
(
sa(s)− (n− 1− s)S(s)a(n−1−s)
)
v =
{
ys + S(s)yn−1−s, on Maext,
0, on Maint.
(3) S(s) and E(z, s) are extended to meromorphic functions on C.
Proof. Lemma 4.4 implies∣∣(P ′ ⊗ Iay )E(z, s)∣∣ ≤ Ce−ǫy, ǫ > 0.
Hence, we have
(P0 ⊗ Iay )E(z, s) ≃ ys + S(s)yn−1−s.
On the other hand,for y > 3,(−y2∂2y + (n− 2)y∂y − s(n− 1− s)) (P0 ⊗ I3y )E(z, s) = 0.
Therefore, we have
(4.15) (P0 ⊗ I3y )E(z, s) = ys + S(s)yn−1−s,
since any solution of the equation
(−y2∂2y + (n− 2)y∂y − s(n− 1− s))u(y) = 0 is
written uniquely by a linear combination of ys and yn−1−s. Let
u =
{
E(z, s) in Maint,
(P ′ ⊗ Iay )E(z, s) in Maext.
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Then u ∈ DL, and
(−∆g − s(n− 1− s))u = 0 in Maint,(−∆g − s(n− 1− s))(P ′ ⊗ 1)u = 0 in Maext,(
y∂y(P0 ⊗ Iy)u
)
(a− 0, s) = sas + (n− 1− s)S(s)an−1−s.
Comparing with (4.12), we obtain, by the uniqueness,
(4.16) u =
(
sas + (n− 1− s)S(s)an−1−s)v.
Using (4.15), we obtain (1). The assertions (2) and (3) are direct consequences of
Lemma 4.3 (3), (4.16) and the meromorphy of λa(s). 
Lemma 4.6. λa(s) ∈ R for s ∈ L \ Σ(A) and λa(s) = λa(s¯).
Proof. Note that if v ∈ DL, then v ∈ DL, and also that s(n−1−s) ∈ R if s ∈ L.
Then, if v(z, s) satisfies (4.12), so does v(z, s). By the uniqueness, v(z, s) is then
real-valued. This proves that λa(s) ∈ R. As, for s ∈ L, s(n− 1− s) = s¯(n− 1− s¯)
it follows from (4.12) that λa(s) = λa(s¯). 
Theorem 4.7. S(s) is holomorphic on Re s = (n− 1)/2.
Proof. Take s1 = (n−1)/2+ik1, 0 6= k1 ∈ R, and suppose λa(s) is holomorphic
at s1. It follows from Lemma 4.6 that λa(s1) is real. Then (n−1−s1)λa(s1)−1 6= 0,
hence by Lemma 4.5 (1), S(s) is holomorphic at s1.
Suppose λa(s) has a pole at s1 = (n− 1)/2 + ik1, 0 6= k1 ∈ R. Then κa(s) =
1/λa(s) is holomorphic at s1, and κa(s1) = 0. By the formula
(4.17) S(s) = a2s−n+1 κa(s)− s
n− 1− s− κa(s) ,
S(s) is holomorphic at s1.
Suppose λa(s) is holomorphic at s0 = (n−1)/2. By Lemma 4.5 (1), if λa(s0) 6=
2/(n − 1), S(s) is holomorphic at s0, and S(s0) = −1. If λa(s0) = 2/(n − 1), by
the Taylor expansion λa(s0 + w) = 2/(n− 1) + cw +O(w2). We then have
S(s0 + w) = −a2w
(
c+
( 2
n− 1
)2)
w + O(w2)(
c−
( 2
n− 1
)2)
w + O(w2)
.
Since λa(s) = λa(s¯), we have c = 0. Therefore, S(s) is holomorphic at s0 and
S(s0) = 1.
Suppose λa(s) has a pole at s0 = (n− 1)/2. By (4.17), S(s) is holomorphic at
s0 and S(s0) = −1. 
Note, since by Theorem 3.16, Ŝ(k) is unitary for k > 0, k2 6∈ σp(H), we have
|S(s)| = 1 a.e. on L. In particular, due to the proof of Theorem 4.7, S((n−1)/2) =
±1.
To prove the holomorphy of E(z, s), we prepare an identity. Let v(z, s) be a
solution to (4.12), and put
w˜(z, s) =
(
sas + (n− 1− s)an−1−sS(s)) v(z, s),
and, for k ∈ R,
w(z, k) = w˜
(
z,
n− 1
2
+ ik
)
.
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It satisfies the equation
(L − 1− s(n− 1− s))w = 0, s = n− 1
2
+ ik,
and the boundary condition(
(P0 ⊗ I1y )
)
w(a− 0, k) = a(n−1)/2+ik + a(n−1)/2−ikS
(n− 1
2
+ ik
)
,
where we have used the definition of λa(s) and Lemma 4.5. It also satisfies(
y∂y(P0 ⊗ I1y )w
)
(a− 0, k) =
(n− 1
2
+ ik
)
a(n−1)/2+ik
+
(n− 1
2
− ik
)
a(n−1)/2−ikS
(n− 1
2
+ ik
)
.
Lemma 4.8. For k, h ∈ R, the following formula holds:
(w(·, k), w(·, h))H
=
i
k − h
(
ai(h−k)S
(n− 1
2
+ ik
)
S
(n− 1
2
+ ih
)
− ai(k−h)
)
− i
k + h
(
ai(k+h)S
(n− 1
2
+ ih
)
− a−i(k+h)S
(n− 1
2
+ ik
))
.
(4.18)
Proof. Letting w0(y, k) = (P0⊗ I1y )w
∣∣
M1 , we have, by integration by parts and
Lemma 4.4,
(Lw(k), w(h))H − (w(k), Lw(h))H
=
1
yn−2
(
w0(y, k)(∂yw0)(y, h)− (∂yw0)(y, k)w0(y, h)
)∣∣∣
y=a−0
.
Using the equation and the boundary conditions, we have
(k2 − h2)(w(k), w(h))
= i(h+ k)
(
ai(h−k)S
(n− 1
2
+ ik
)
S
(n− 1
2
+ ih
)
− ai(k−h)
)
+ i(h− k)
(
ai(k+h)S
(n− 1
2
+ ih
)
− a−i(k+h)S
(n− 1
2
+ ik
))
,
which proves the lemma. 
Theorem 4.9. Eisenstein series E(z, s) is holomorphic on Re s = (n− 1)/2.
Proof. In view of Lemma 4.5 (2), we have only to show that when k → k0 ∈
Σ(A), ‖w(k)‖ is bounded. We prove this by first letting h → k 6= 0 and k → k0
in (4.18). Since S(s) is holomorphic and, by the unitarity, |S(s)| = 1 on Re s =
(n− 1)/2, the 1st term of the right-hand side of (4.18) is bounded in this process.
The second term is bounded when k0 6= 0.
By the note after Theorem 4.7, S(s0) = ±1 for s0 = (n− 1)/2. Therefore, the
2nd term of the right-hand side of (4.18) is bounded when k, h→ k0. 
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5. SL(2,Z)\H2 as a Riemann surface
In this section we summarize the basic properties of the quotient manifold by
the action of modular group
SL(2,Z) =
{(
a b
c d
)
; a, b, c, d ∈ Z, ad− bc = 1
}
,
where the action SL(2,Z) ×C+ ∋ (γ, z) → γ · z ∈ C+ is defined by (1.2). In the
following, I2 denotes the 2× 2 unit matrix.
5.1. Fundamental domain. Let M = SL(2,Z)\H2. The fundamental do-
main Mf of M is the following set:
Mf = {z ∈ C+ ; |z| ≥ 1,−1/2 ≤ Re z ≤ 1/2},
∂Mf = ∂Mf1 ∪ ∂Mf2 ,
∂Mf1 =
{
− 1
2
+ iy ;
√
3
2
≤ y <∞
}
∪
{1
2
+ iy ;
√
3
2
≤ y <∞
}
,
∂Mf2 =
{
eiϕ ;
π
3
≤ ϕ ≤ 2π
3
}
,
([Ume00] p. 241). We put
γ(T ) =
(
1 1
0 1
)
, γ(I) =
(
0 −1
1 0
)
.
Their actions are
γ(T ) · z = z + 1, γ(I) · z = −1
z
.
To get M from Mf , we glue ∂Mf1 by the action of γ(T ), i.e. − 12 + iy → 12 + iy,
and ∂Mf2 by the action of γ
(I), i.e. eiϕ → ei(π−ϕ). We denote this identification by
Π, i.e.
M =Mf/Π.
The resulting surface M has two singular points, p1 = Π(i) and p2 = Π(eiπ/3) =
Π(e2πi/3). The nature of these singularities is clarified by the following lemmas (see
[Ume00], p. 247, p. 251). We denote by 〈γ〉 the cyclic group generated by γ.
Lemma 5.1. SL(2,Z) is generated by γ(T ) and γ(I).
Lemma 5.2. For w ∈ C+, we put
Gw = {γ ∈ SL(2,Z) ; γ · w = w}.
That w ∈Mf and Gw 6= {±I2} occurs only for the following three cases.
(1) w = i. In this case Gw =
〈(
0 −1
1 0
)〉
.
(2) w = eπi/3. In this case Gw =
〈(
0 −1
1 −1
)〉
.
(3) w = e2πi/3. In this case Gw =
〈( −1 −1
1 0
)〉
.
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Note that in the case w = i, the order of the group Gw is 2, while in the case
w = eπi/3 and e2πi/3 (which are identified by γ(T ) and γ(I)), the order of the group
Gw is 3. As a result, the point pi has a vicinity Ui ⊂ M, i = 1, 2, which can be
represented as U1 = Γ1\B(1/2), U2 = Γ2\B(1/2), where Γ1, Γ2 are the groups of
rotations corresponding to Gi and Geπi/3 , and B(r) is the ball of radius r > 0 in C
centered at 0. These introduce orbifold structure on M, however, in this note, we
do not issue these constructions further.
5.2. Analytic structure. To introduce local coordinates onM, we consider
3 different cases.
1. Let V0 =Mf \ ∂Mf2 , and U0 = Π(V0). Define for p ∈ U0
ζ0(p) = ϕ0(z) = e
2πi z, p = Π(z).
Then, since two points −1/2+ iy, 1/2+ iy are identified by the action of γ(T ), ζ0(p)
defines analytic coordinates on U0.
2. Let V1 = Mf \ ∂Mf1 , and U1 = Π(V1) be a neighborhood of p1 = Π(i). Define
for p ∈ U1
ζ1(p) = ϕ1(z) =
(
z − i
z + i
)2
, Π(z) = p.
Then, since two points eiϕ, ei(π−ϕ), where π/3 ≤ ϕ < π/2, are identified by the
action of γ(I), ζ1(p) defines analytic coordinates on U1.
3. Let V2 = Mf \ iR, and U2 = Π(V2) be a neighborhood of p2 = Π(eπi/3) =
Π(e2πi/3). Define for p ∈ U2
ζ2(p) = ϕ2(z) =

(
z − eπi/3
z − e−πi/3
)3
, p = Π(z), Re z > 0,(
z − e2πi/3
z − e−2πi/3
)3
, p = Π(z), Re z < 0.
Since two points −1/2 + iy, 1/2 + iy are identified by the action of γ(T ), and two
points eiϕ, ei(π−ϕ), where π/3 ≤ ϕ < π/2, are identified by the action of γ(I), this
ζ2(p) defines analytic local coordinates on U2.
To check that ϕ1, ϕ2 satisfy the desired analytical property, it is convenient
to observe that ϕ1, ϕ2 map the corresponding sectors of the circle |z| = 1 onto an
interval of a ray emanating from 0.
Since ζα ◦ ζ−1β on ζβ(Uα ∩ Uβ), α, β = 0, 1, 2, are analytic, the local coordinate
system {(Uα, ζα)}2α=0 makes M a Riemann surface.
5.3. Singularities as a Riemannian manifold. By the metric
ds2 =
(dx)2 + (dy)2
y2
= − 4dzdz
(z − z)2 on M
f ,
M becomes a hyperbolic space. However, we must pay attention to the points
p1, p2. By the above local coordinate ζα(p) = ϕα(z), p = Π(z), α = 0, 1, 2, this
metric becomes
ds2 =
dζαdζα
(Im z)2|ϕ′α(z)|2
.
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Therefore, on the zeros of ϕ′1(z), i.e. at i, ϕ2(z), i.e. e
πi/3, e2πi/3, this Riemannian
metric has singularities. In these cases,
ζα = ϕα(z) = T (z)
α+1, T (z) =
z − w
z − w ,
where w = i for α = 1, and w = eπi/3 and w = e2πi/3 for α = 2. In these cases,
z =
w − wζ1/n
1− ζ1/n = w + (w − w)ζ
1/n + · · · .
Therefore, dz/dζ = n−1(w − w)ζ1/n−1 + · · · , hence
(5.1) |ϕ′α(z)|2 =
∣∣∣∣dzdζ
∣∣∣∣−2 = O(|ζ|λ), λ = 2− 2n.
Note that 1 ≤ λ < 2. The volume element and the Laplace-Beltrami operator are
rewritten as
(5.2)
dx ∧ dy
y2
=
i
2y2
dz ∧ dz = i
∣∣dz/dζ∣∣2
2(Im z)2
dζ ∧ dζ,
(5.3) y2
(
∂2x + ∂
2
y
)
= 4(Im z)2
∂2
∂z∂z
=
4(Im z)2∣∣dz/dζ|2 ∂2∂ζ∂ζ .
Both of them have singularities at the corresponding w. However, the singularity
of the volume element and that of the Laplace-Beltrami operator cancel, since we
have, for C∞-functions f, g supported near w,
(5.4)
∫
M
y2
(
∂2x + ∂
2
y
)
f · g dxdy
y2
= 2i
∫
∂2
∂ζ∂ζ
f · g dζdζ.
We take small open neighborhoods U˜i of pi, i = 1, 2 such that U˜1 ∩ U˜2 = ∅.
We construct a partition of unity {χα}2α=0 such that suppχα ⊂ U˜α, α = 1, 2,
suppχ0 ⊂ U0, and
∑3
α=0 χα = 1 on M. In addition to the hyperbolic volume
element, let
(5.5) dV
(α)
E =
i
2
dζα ∧ dζα,
and define a quadratic form a(u, v) by
(5.6) a(u, v) =
3∑
α=0
∫
χαu v dV
(α)
H +
3∑
α=0
∫
χα∇u · ∇v dV (α)E ,
where
∇ = (∂t, ∂s), (ζ = t+ is).
We can show that the quadratic form a(u, v) with domain C∞0 (M) is closable in
L2(M, dvH). Let a˜(u, v) be its closed extension, and H˜1 the set of u such that
a(u, u) < ∞ equipped with the inner product (5.6). This is the 1st order Sobolev
space onM. By Theorem 4.2, we have a self-adjoint operator A such that a(u, v) =
(Au, v)M,g for u ∈ D(A), v ∈ H˜1. Then 1 − A is a self-adjoint realization of the
Laplace-Beltrami operator ∆g.
When we deal with the perturbation problem of ∆g, we should restrict our-
selves to the case that the coefficients of differential of more than one order of
the pertubation term vanish around i, eπi/3, e2πi/3. The precise assumption is as
follows.
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Let H0 = −∆g = −y2(∂2y + ∂2x), and V a 2nd order differential operator on M
such that
(M-1) H = H0 + V is formally self-adjoint.
(M-2) Around i, eπi/3, e2πi/3, V is an operator of multiplication by a bounded real
function.
(M-3) Except for the neighborhoods in (M-2), V is a differential operator of the
form :
V =
∑
i+j≤2
aij(x, y)(y∂x)
i(y∂y)
j
|Dαaij(x, y)| ≤ Cα(1 + | log y|)−min(|α|,1)−1−ǫ, ∀α,
D = (Dx, Dy) = (y∂x, y∂y).
We define a self-adjoint extension of H through the quadratic form discussed
in §4. This means that we perturb the hyperbolic metric on M except for neigh-
borhoods of singular points so that it is asymptotically equal to the original metric
at infinity.
Since the measure dxdy/y2 has singularties at i, eπ/3, e2πi/3, the following lemma
is not obvious.
Lemma 5.3. For any R > 1, let χR be the characteristic function of M∩{y <
R}. Then χR(H + i)−1 is compact in L2(M; dxdy/y2).
Proof. Assume that fn, n = 1, 2, · · · , are on the unit sphere of L2(M; dxdy/y2),
and let un = (H+i)
−1fn. By Rellich’s theorem, from {χRun}n≥1 one can extract a
subsequence which converges in L2 outside small neighborhoods of singular points.
Around p1 = i and p2 = ω, we take local coordinate ζ = t+ is as above, and for
a suffiently small r > 0, let Br be a disc {t2 + s2 < r2}. Then, if u ∈ L2(M, dxdyy2 )
has a support in Br, we have by (5.2)
(5.7)
∫
Br
|u|2dtds ≤ C
∫
Br
|u|2dV (α)H ,
with a constant C > 0. By the Sobolev imbedding Hs(Rn) ⊂ Lp(Rn), where
0 ≤ s < n/2, p = 2n/(n− 2s), we have
(5.8) H1(R2) ⊂ Lp(R2), ∀p > 2,
with continuous inclusion.
We take α, β such that α−1 + β−1 = 1, 1 < α < 2/λ, where λ is defined by
(5.1). Then, by Ho¨lder’s inequality,∫
Bδ
|u|2dV (α)H ≤ C
∫
Bδ
r−λ|u|2dtds ≤ C
(∫
Bδ
r−λαdtds
)1/α (∫
Bδ
|u|2βdtds
)1/β
.
Since λα < 2, the 1st term of the most right-hand side tends to 0 when δ → 0. To
the 2nd term of the most right-hand side we apply (5.8). Then, for any ǫ > 0, there
exists δ > 0 such that∫
Bδ
|u|2dV (α)H ≤ ǫ
(∫
Bδ
|u|2dV (α)H +
∫
Bδ
|∇u|2dV (α)E
)
, u ∈ H˜1.
Given the bouded sequence {un} in H˜1, the integral of |un|2 over Bδ can be made
small uniformly in n. Outside Bδ, we use the usual Rellich theorem. This proves
the lemma. 
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5.4. Spectrum. By the above Lemma 5.3, the results in §3 and §4 also hold
for H . Let R(z) = (H − z)−1.
Theorem 5.4. (1) σe(H) = [0,∞).
(2) σp(H)∩ (0,∞) is of finite multiplicity, discrete as a subset in R, with possible
accumulation points 0 and ∞.
(3) If λ ∈ (0,∞) \ σp(H), R(λ± i0) ∈ B(B;B∗).
5.5. Eisenstein series. We return to the case of H0 = −y2(∂2y + ∂2x). Let
G = SL(2,Z), G0 =
{(
1 n
0 1
)
; n ∈ Z
}
,
i.e. G0 is the group of translations by n along the y−axis.
Lemma 5.5. (1) For g =
(
a b
c d
)
, g′ =
(
a′ b′
c′ d′
)
∈ G,
g′g−1 ∈ G0 ⇐⇒ ∃n ∈ Z s.t. a′ − a = nc, b′ − b = nd, c′ = c, d′ = d
(2)
(
1 0
0 1
)
,
( ∗ ∗
c d
)
, (c, d) = 1, are the complete representative of G0\G.
Here (c, d) = 1 means that c and d are mutually prime.
The proof is omitted.
Let us note that for z = x+ iy
Im g · z = y
(cx+ d)2 + c2y2
holds. The Eisenstein series is defined by
(5.9) E˜(z, s) =
∑
[g]∈G0\G
(Im g · z)s = ys +
∑
(c,d)=1
(
y
(cx+ d)2 + c2y2
)s
.
We show that it is absolutely convergent for Re s > 1.
Lemma 5.6. For |x| ≤ 1/2, y ≥ √3/2, cd 6= 0,
y
(cx + d)2 + c2y2
≤ 2√
3|cd| .
Proof. Letting r2 = x2 + y2, we have
(cx+ d)2 + c2y2 = r2
(
c+
dx
r2
)2
+
y2
r2
d2 ≥ y
2
r2
d2 ≥ 3
4
d2.
This together with the obvious inequality
(cx+ d)2 + c2y2 ≥ c2y2
proves
(cx+ d)2 + c2y2 ≥ 1
2
(
c2y2 +
3
4
d2
)
≥
√
3
2
y|cd|. 
Lemma 5.6 implies the following lemma.
Lemma 5.7. For Re s > 1, the series (5.9) is absolutely convergent and
|E˜(z, s)− ys| ≤ Cs, ∀z ∈M.
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Since ys satisfies on H2,
−∆(ys)− s(1− s)ys = 0,
due to g ∈ SL(2,Z) being an isometry on H2,
−∆(Im g · z)s)− s(1 − s) (Im g · z)s = 0.
In addition, (Im g0 · z)s = Im z = y for g0 ∈ G0. Therefore, by Lemma 5.5 (2),
E˜(z, s) satisfies
−∆E˜(z, s)− s(1− s)E˜(z, s) = 0, on M.
By Lemma 5.7, E˜(z, s) − ys ∈ L∞(M) ⊂ L2(M), in view of M having finite
measure, L∞(M) ⊂ L2(M). Therefore, for Re s > 1
E˜(z, s) = χ(y)ys −R0(s(1− s))
(
[H0, χ]y
s
)
.
Here R0(ζ) = (H0 − ζ)−1, and χ(y) ∈ C∞((0,∞)) such that χ(y) = 0 for y < 2,
χ(y) = 1 for y > 3. This coincides with the Eisenstein series (4.5) introduced in
§4. By using properties of number theoretic functions and Poisson’s summation
formula, the S-matrix is computed as follows (see e.g. [Iwa02], p. 61).
Theorem 5.8. For the case of H0 = −y2(∂2y + ∂2x), we have
S(s) = √π Γ(s− 1/2) ζ(2s− 1)
Γ(s) ζ(2s)
,
where ζ(s) is Riemann’s zeta function.
Remark 5.9. For 3-dimensions, one can define a similar surface by using the
Picard group
SL(2,Z+ iZ) =
{(
a b
c d
)
; a, b, c, d ∈ Z+ iZ, ad− bc = 1
}
,
where the action is defined by quarternios. The quotient space SL(2,Z+ iZ)\H3
is also an orbifold. See [EGM98].
CHAPTER 4
Radon transform and propagation of singularities
in Hn
The purpose of this chapter is to extend Theorem 1.6.6 to the asymptotically
hyperbolic metric on Rn+ in the sense of singularity expansion.
1. Geodesic coordinates near infinity
1.1. Geodesic coordinates. We shall study the metric
(1.1) ds2 = y−2
(
(dx)2 + (dy)2 +A(x, y, dx, dy)
)
on Rn+ defined in Chapter 2, Subsection 2.1, i.e. the metric satisfying the condition
(C) in Chap. 2. Our aim is to transform (1.1) into the following canonical form
(1.2) ds2 = y−2
(
(dx)2 + (dy)2 +B(x, y, dx)
)
in the region 0 < y < y0, y0 being a sufficiently small constant, where B(x, y, dx)
is a symmetric covariant tensor of the form
B(x, y, dx) =
n−1∑
i,j=1
bij(x, y)dx
idxj .
Passing to the variable z = log y, we rewrite the Laplace-Beltrami operator ∆g
associated with (1.1) as
∆g = ∂
2
z + e
2z∂2x +
n−1∑
i,j=1
aij(x, ez)e2z∂xi∂xj
+ 2
n−1∑
i=1
ain(x, ez)ez∂xi∂z + a
nn(x, ez)∂2z
up to 1st order terms. Then
(
gij
)
in the variables x and z takes the form
(1.3) gij =

e2z
(
δij + hij(x, z)
)
, 1 ≤ i, j ≤ n− 1,
ezhin(x, z), 1 ≤ i ≤ n− 1,
1 + hnn(x, z), i, j = n,
where hij(x, z) satisfies in the region z < 0
(1.4) |∂αx ∂βz hij(x, z)| ≤ CαβW (x, z)−min(|α|+β,1)−1−ǫ0,
and
W (x, z) = 1 + |z|+ log (|x|+ 1).
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We define the Hamiltonian H(x, z, ξ, η) by
H(x, z, ξ, η) =
1
2
(
e2z|ξ|2 + η2 + h(x, z, ξ, η)
)
,
h(x, z, ξ, η) =
n−1∑
i,j=1
e2zhij(x, z)ξiξj + 2
n−1∑
i=1
ezhin(x, z)ξiη + h
nn(x, z)η2.
The equation of geodesic is as follows:
(1.5)

dx
dt
=
∂H
∂ξ
,
dz
dt
=
∂H
∂η
,
dξ
dt
= −∂H
∂x
,
dη
dt
= −∂H
∂z
.
If h(x, z, ξ, η) = 0, it has the following solution
x(t) = x0, ξ(t) = 0, z(t) = t, η(t) = 1.
With this in mind, we seek the solution of the equation (1.5) which behaves like{
x(t) = x0 +O(W (x0, t)
−1−ǫ), ξ(t) = O(W (x0, t)−1−ǫ),
z(t) = t+O(W (x0, t)
−ǫ), η(t) = 1 +O(W (x0, t)−1−ǫ),
as t→ −∞, where x0 ∈ Rn−1, 0 < ǫ < ǫ0. Therefore we put{
Ux(x0, t) = x(t) − x0, Uz(x0, t) = z(t)− t,
Uξ(x0, t) = ξ(t), Uη(x0, t, ) = η(t) − 1,
U(x0, t) =
(
Ux(x0, t), Uz(x0, t), Uξ(x0, t), Uη(x0, t)
)
,
A(U, x0, t) =
(∂H
∂ξ
,
∂H
∂η
− 1,−∂H
∂x
,−∂H
∂z
)∣∣∣
x=Ux+x0,ξ=Uξ,z=Uz+t,η=Uη+1
,
and consider the following non-linear operator
(1.6)
(
B(U(x0, ·);x0)
)
(t) =
∫ t
−∞
A(U(x0, τ), x0, τ)dτ.
We shall look for the fixed point of the map : U → B(U), i.e.
(1.7) U(x0, t) =
(
B(U(x0, ·);x0)
)
(t).
We fix t0 < 0, and define the norm
‖U‖t0 = sup
t<t0,x0∈Rn−1
[|t|+ log(|x0|+ 1)]ǫ/2|Uz(t)|
+ sup
t<t0,x0∈Rn−1
[|t|+ log(|x0|+ 1)]1+ǫ(|Uξ(t)|+ |Uη(t)|+ |Ux(t)|),
and the space Ft0 of functions by
Ft0 ∋ U(t)⇐⇒ ‖U‖t0 < 1.
By (1.4), a simple computation shows∣∣∣∣∂H∂z
∣∣∣∣ ≤ C‖U‖t0 (W (x0, t)−2−ǫ0 + etW (x0, t)−1−ǫ) .
Hence for any δ > 0, there exists t0 such that for t < t0
|B(U(·), x0)η(t)| ≤
∫ t
−∞
∣∣∣∣∂H∂z
∣∣∣∣ dτ ≤ δ‖U‖t0W (x0, t)−1−ǫ.
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Using this estimate and (1.4), we obtain, taking bigger |t0| if necessary,
‖B(U)(t)‖t0 ≤ δ‖U‖t0, ∀U ∈ Ft0 .
Similar calculation implies
‖B(U)(t)−B(V )(t)‖t0 ≤ δ‖U − V ‖t0 ,
for U, V ∈ Ft0 . Then taking δ < 1/2, B maps Ft0 into Ft0 , and is Lipschitz
continuous with Lipschitz constant < 1/2. Hence, there exists a unique fixed point
U(t) = U(x0, t) ∈ Ft0 of (1.7). By differentiating (1.6) with respect to t, we see
that for some constant C
1
C
W (x0, t)∂tU(x0, t) ∈ Ft0 .
Differentiating (1.7) with respect to x0, we get
(I −BU (U(x0, ·), x0))∂αx0U = ∂αx0B(U, x0), |α| = 1.
For t < |t0|, (I −BU (U(x0, ·), x0)) is invertible, providing
1
C
W (x0, t)∂
α
x0U(x0, t) ∈ Ft0 , |α| = 1.
Iterating this procedure, we have the following lemma.
Lemma 1.1. Choose |t0| large enough. Then there exists a solution x(t), z(t),
ξ(t), η(t) of the equation (1.5) for (x0, t) ∈ Rn−1 × (−∞, t0) satisfying∣∣∂αx0∂βt (x(t) − x0)∣∣+ ∣∣∂αx0∂βt ξ(t)|+ ∣∣∂αx0∂βt (η(t)− 1)∣∣
≤ CαβW (x0, t)−1−ǫ/2−min(|α|+β,1),∣∣∂αx0∂βt (z(t)− t)| ≤ CαβW (x0, t)−ǫ/2−min(|α|+β,1).
Lemma 1.2. As a 2-form on the region Rn−1 × (−∞, t0), we have
n−1∑
i=1
dξi(x0, t) ∧ dxi(x0, t) + dη(x0, t) ∧ dz(x0, t) = 0.
Proof. We put xn = z, ξn = η and x
n
0 = t. Then we have
n∑
i=1
dξi ∧ dxi =
∑
j<k
[ξ, x]jkdx
j
0 ∧ dxk0 ,
[ξ, x]jk =
∂ξ
∂xj0
· ∂x
∂xk0
− ∂ξ
∂xk0
· ∂x
∂xj0
.
Noting that
∂
∂t
(
∂ξ
∂xj0
· ∂x
∂xk0
)
= − ∂
2H
∂xi∂xm
∂xm
∂xj0
∂xi
∂xk0
+
∂2H
∂ξi∂ξm
∂ξi
∂xk0
∂ξm
∂xj0
is symmetric with respect to j and k, we have
∂
∂t
[ξ, x]jk = 0.
By Lemma 1.1, [ξ, x]jk → 0 as t → −∞. Hence [ξ, x]jk = 0, which proves the
lemma. 
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Lemma 1.3. For large |t0|, the map
Rn−1 × (−∞, t0) ∋ (x0, t)→ (x(x0, t), z(x0, t))
is a diffeomorphism and its image includes Rn−1 × (−∞, 2t0).
Proof. We show that this map is locally diffeomorphic and globally injective.
Using inverse function theorem, from Lemma 1.1, we have that making |t0| suffi-
ciently large, there are r0, r˜0 > 0 with the following properties;
• For any x′0 ∈ Rn−1, t′0 < t0, the map (x(x0, t), z(x0, t)) is a diffeomorphism
from Br(x
′
0, t
′
0), the ball of radius r with center at (x
′
0, t
′
0), onto U ⊂
Rn−1 × (−∞, t0).
• Br˜0(x(x′0, t′0), z(x′0, t′0)) ⊂ U .
Assume x(x′0, t
′
0) = x(x
′′
0 , t
′′
0), z(x
′
0, t
′
0) = z(x
′′
0 , t
′′
0) for some (x
′
0, t
′
0) 6= (x′′0 , t′′0).
Then by Lemma 1.1, it follows from the 2nd equality that |t′0 − t′′0 | < r/4 if |t0|
is sufficiently large. Therefore by local injectivity, |x′0 − x′′0 | > 3r/4. Using again
Lemma 1.1, we see that for sufficiently large |t0|, |x(x′0, t′0)−x′0| < r/4, |x(x′′0 , t′′0)−
x′′0 | < r/4. This leads to a contradiction. 
Let x0 = x0(x, z), t = t(x, z) be the inverse of the map : (x0, t)→ (x, z). We put
ξ(x, z) = ξ(x0(x, z), t(x, z)), etc. for the sake of simplicity. Since
∑n−1
i=1 ξidx
i + ηdz
is a closed 1-form by Lemma 1.2, we have
∂ξj
∂xk
=
∂ξk
∂xj
,
∂ξj
∂z
=
∂η
∂xj
, 1 ≤ j, k ≤ n− 1.
Recall
Uη(x, z) = η(x, z)− 1
= −
∫ t
−∞
∂H
∂z
(x(x0, s), z(x0, s), ξ(x0, s), η(x0, s)) ds
∣∣∣
x0=x0(x,z),t=t(x,z)
,
and define Ψ(x, z) by
Ψ(x, z) = z +
∫ 0
−∞
Uη(x, z + τ)dτ.
Lemma 1.4. For z ≤ 2t0, we have
(1) ∂xΨ(x, z) = ξ(x, z),
(2) ∂zΨ(x, z) = η(x, z),
(3) H(x, z, ∂xΨ(x, z), ∂zΨz(x, z)) = 1/2,
(4)
∣∣∂αx ∂βz (Ψ(x, z)− z)∣∣ ≤ Cαβ(|z|+ log(|x|+ 1))−ǫ/2−min(|α|+β,1), ∀α, β.
(5) Ψ(x, z) = t(x, z).
Proof. We have
∂Ψ
∂xj
=
∫ 0
−∞
∂η
∂xj
(x, z + τ)dτ
=
∫ 0
−∞
∂ξj
∂τ
(x, z + τ)dτ = ξj(x, z),
∂Ψ
∂z
= 1 +
∫ 0
−∞
∂η
∂τ
(x, z + τ)dtτ = η(x, z),
which prove (1) and (2).
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Since x(t), z(t) and ξ(t), η(t) are solutions to the equation (1.5), H(x(t), p(t), ξ(t), η(t))
is a constant, which turns out to be 1/2 by letting t → −∞. This proves (3). (4)
follows again from Lemma 1.1 due to the fact that∣∣∣∣∂γx0∂δt ( ∂(x, z)∂(x0, t) − Id
)∣∣∣∣ ≤ CγδW (x, z)−ǫ/2−min(|γ|+δ,1).
Using (1), (2), we have
∂Ψ
∂t
=
∂Ψ
∂x
· ∂x
∂t
+
∂Ψ
∂z
∂z
∂t
= ξ(x, z) · ∂x
∂t
+ η(x, z)
∂z
∂t
= ξ(x, z) · ∂H
∂ξ
+ η(x, z)
∂H
∂η
= gij∂iΨ∂jΨ = 1,
where the last identity comes from Lemma 1.4 (3). Here ∂i = ∂/∂x
i, 1 ≤ i ≤ n− 1,
∂n = ∂/∂z. Therefore Ψ(x, z)−t is independent of t. On the other hand, Ψ−z → 0
and z − t→ 0 as t→ −∞. Therefore, Ψ(x, z) = t. 
Lemma 1.5. In the coordinate system (x0, t), the Riemannian metric (1.1) is
written as
ds2 = (dt)2 + e−2t
(
(dx0)
2 +
n−1∑
i,j=1
ĥij(x0, t)dx
i
0dx
j
0
)
,
where ĥij(x0, t) satisfies
(1.8)
∣∣∂αx0∂βt ĥij(x0, t)∣∣ ≤ CαβW (x0, t)−1−ǫ/2−min(|α|+β,1), ∀α, β.
Proof. We put yi = xi0, 1 ≤ i ≤ n − 1, yn = t. Then the associated tensor gij
is written as
gnn = gij
∂yn
∂xi
∂yn
∂xj
= gij(∂iΨ)(∂jΨ) = 1,
gnk = gij
∂yn
∂xi
∂yk
∂xj
= gij(∂iΨ)(∂jx
k
0) = 0,
for 1 ≤ k ≤ n− 1. Here in the 2nd line, we have used
0 =
∂xk0
∂t
=
∂xk0
∂xi
∂xi
∂t
=
∂xk0
∂xi
gij∂jΨ.
Therefore the Riemmanian metric has the form
ds2 = (dt)2 +
n−1∑
i,j=1
gijdx
i
0dx
j
0.
Recall
gij(x0, t) = gkl
∂xk
∂xi0
∂xl
∂xj0
+ 2gkn
∂xk
∂xi0
∂z
∂xj0
+ gnn
∂z
∂xi0
∂z
∂xj0
,
where 1 ≤ k, l ≤ n−1, and the right-hand side is evaluated at (x, z) = (x(x0, t), z(x0, t)).
By the formula (1.3), (1.4) and Lemma 1.1, the 1st term of the right-hand side is
of the form e−2t
(
δij + ĥ
(0)
ij
)
, where ĥ
(0)
ij satisfies the estimate (1.8). By the same
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reasoning, the 2nd and 3rd terms give rise to ĥ
(1)
ij and ĥ
(2)
ij . This completes the
proof of the lemma. 
The coordinates (x0, t) are actually semi-geodesic coordinates related to the
boundary at infinity y = 0.
Letting x0 = x, t = log y in Lemma 1.5 and recalling that Dy = y∂y = ∂t, and
using Lemma 1.1, we obtain the following theorem.
Theorem 1.6. Choose y0 > 0 sufficiently small. Then there exists a diffeo-
morphism (x, y)→ (x, y) in the region 0 < y < y0 such that∣∣∂αxDβy (x− x)| ≤ Cαβ(1 + dh(x, y))−min(|α|+β,1)−1−ǫ/2, ∀α, β,∣∣∂αxDβy(y − yy )| ≤ Cαβ(1 + dh(x, y))−min(|α|+β,1)−1−ǫ/2, ∀α, β,
and in the (x, y) coordinate system, the Riemannian metric takes the form
ds2 = (y)−2
(
(dy)2 + (dx)2 +
n−1∑
i,j=1
hij(x, y)dx
idxj
)
,
where
hij(x, y) = ĥij(x0, t), x0 = x, t = log y,∣∣∂αx Dβy hij(x, y)∣∣ ≤ Cαβ(1 + dh(x, y))−min(|α|+β,1)−1−ǫ/2, ∀α, β.
2. Asymptotic solutions to the wave equation
Theorem 1.6 leads us to consider the metric having the form
(2.1) ds2 = y−2
(
(dy)2 + (dx)2 +
n−1∑
i,j=1
hij(x, y)dx
idxj
)
,
in the region Rn−1 × (0, y0), where y0 is a small constant and hij(x, y) satisfies
hij ∈ W−1−ǫ/2.
As in Chap. 2, we consider
H = −(y2ng)1/4∆g(y2ng)−1/4 − (n− 1)
2
4
in L2
(
Rn+;
dxdy
yn
)
.
Taking into account that H is self-adjoint, we see that explicitly, H has the form
H = −D2y + (n− 1)Dy −D2x −
(n− 1)2
4
− L,
(2.2) L = y2
∑
|α|≤2
Lα(x, y)∂
α
x ,
where Dy = y∂y, Dx = y∂x. Moreover Lα ∈ W−1−ǫ/2.
It is convenient to rewrite H into the form
(2.3) H = −
(
Dy − n− 1
2
)2
−K,
(2.4) K = y2(∂x)
2 + y2
∑
|α|≤2
Lα(x, y)∂
α
x .
2. ASYMPTOTIC SOLUTIONS TO THE WAVE EQUATION 149
Using (
Dy − n− 1
2
)m (
eix·ξy
n−1
2 −ika
)
= eix·ξy
n−1
2 −ik(Dy − ik)ma,
∂αx
(
eix·ξy
n−1
2 −ika
)
= eix·ξy
n−1
2 −ik(∂x + iξ)αa,
we have the following identity(
H − k2) (eix·ξy n−12 −ika)
= eix·ξy
n−1
2 −ik
{
2ikDya−
(
D2y +K(ξ)
)
a
}
,
where K(ξ) is a differential operator of the form
(2.5) K(ξ) = y2(∂x + iξ)
2 + y2
∑
|α|≤2
Lα(x, y)(∂x + iξ)
α.
We put a =
∑N
j=0 k
−jaj. Then the above formula becomes
e−ix·ξy−
n−1
2 +ik
(
H − k2) eix·ξy n−12 −ika
= 2ikDya0 +
N−1∑
j=0
k−j
{
2iDyaj+1 −
(
D2y +K(ξ)
)
aj
}
− k−N(D2y +K(ξ))aN .
(2.6)
We put
(2.7) a0(x, y) = 1,
and consruct aj succesively by
(2.8) aj+1(x, y, ξ) = − i
2
∫ y
0
(D2t +K(ξ))aj(x, t, ξ)
dt
t
.
Then we have
(2.9) 2iDyaj+1 −
(
D2y +K(ξ)
)
aj = 0.
We put for p ≥ 0
ypWs = {ypw(x, y) ; w(x, y) ∈ Ws}.
Here and what follows, we allow the elements of Ws to be complex-valued. Then
one can show easily that
(2.10)
∫ y
0
tqf(x, t)
dt
t
∈ yp+qWs, if f ∈ ypWs, p, q ≥ 0, s < 0.
In fact, letting f(x, y) = ypw(x, y), w ∈ Ws, we are led to estimate
yp+q
∫ 1
0
τp+qw(x, yτ)
dτ
τ
.
Noting that for 0 < y < 1
log〈x〉 + 〈log(yτ)〉 ≥ log〈x〉 + 〈log y〉,
we easily get (2.10).
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Lemma 2.1. For j ≥ 1, we have
aj(x, y, ξ) = y
2ξ2Pj−1(y2ξ2) +
j∑
p=1
y2p
∑
|α|≤2p
A(j,p)α (x, y)ξ
α,
where Pj−1 is a polynomial of order j−1 with constant coefficients, and A(j,p)α (x, y) ∈
W−1−ǫ/2.
Proof. The proof is by induction using (2.10) and the formula∫ y
0
(
D2t t
β
) dt
t
= βyβ . 
Summing up, we have proven the following theorem.
Theorem 2.2. For any N > 0, there exists an asymptotic solution to the
equation (H − k2)u = 0 such that in Rn−1 × (0, y0)
(H − k2)
y n−12 −ikeix·ξ N∑
j=0
k−jaj(x, y, ξ)
 = y n−12 −ikeix·ξk−NgN (x, y, ξ),
where aj(x, y, ξ) has the form in Lemma 2.1. Furthermore gN (x, y, ξ) has the form
(2.11) gN (x, y, ξ) = y
2ξ2QN(y
2ξ2) +
N+1∑
p=1
y2p
∑
|α|≤2p
B(N,p)α (x, y)ξ
α,
where QN is a polynomial of order N with constant coefficients, and B
(N,p)
α (x, y) ∈
W−1−ǫ/2.
3. Mellin transform and pseudo-differential operators
3.1. Mellin transform. The Mellin transform UM is defined by
(3.1) (UMf) (k) =
1√
2π
∫ ∞
0
y
n−1
2 +ikf(y)
dy
yn
, k ∈ R.
In the following, the Fourier transform and its adjoint are denoted by
(3.2) Fk→zf(z) =
1√
2π
∫ ∞
−∞
e−izkf(k)dk,
(3.3) F ∗z→kg(k) =
1√
2π
∫ ∞
−∞
eizkg(z)dz.
Note that
F ∗z→k = (Fk→z)
∗.
Using the fact that
T : L2((0,∞); dy/yn) ∋ f(y)→ (Tf) (z) = f(ez)e−(n−1)z/2 ∈ L2(R; dz)
is unitary, we have
(3.4) (UMf)(k) = (F
∗
z→kTf) (k) =
1√
2π
∫ ∞
−∞
eizk (Tf) (z)dz.
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Hence UM : L
2((0,∞); dy/yn) → L2(R1) is unitary, and the inversion formula
holds:
f(y) =
1√
2π
∫ ∞
−∞
y
n−1
2 −ik (UMf) (k)dk = (UM )∗UMf.
We put
(3.5) K0 = i
(
y∂y − n− 1
2
)
.
Then we have for f ∈ C∞0 ((0,∞))
(3.6) (UMK0f)(k) = k(UMf)(k) = F
∗
z→k
(
i∂z
(
Tf
))
(k).
Therefore, for a function ϕ(k) on R, we define the operator ϕ(K0) by
(3.7) ϕ(K0) =
(
UM
)∗
ϕ(k)UM .
By (3.6), we have the following correspondence between the multiplication op-
erator k and the differential operators ∂z , y∂y via the Fourier transform in the
z-space and the Mellin transform in the y-space:
(3.8) i
(
y∂y − n− 1
2
)
←→ k ←→ i∂z.
We also put for h(x) ∈ L2(Rn−1)
(Fx→ξh) (ξ) = ĥ(ξ) = (2π)−(n−1)/2
∫
Rn−1
e−ix·ξh(x)dx.
Thus we have the following correspondence for the operator H0 on L
2(Hn) and its
symbol:
−D2y + (n− 1)Dy −
(n− 1)2
4
− y2∆x ←→k2 + y2|ξ|2
=k2 + e2z|ξ|2 ←→ −∂2z − e2z∆x.
(3.9)
For p(x, y, ξ, k) ∈ C∞(Rn+ ×Rn), we define an operator pFM by
(3.10) (pFMf) (x, y) = (2π)
−n/2
∫
Rn
eix·ξy
n−1
2 −ikp(x, y, ξ, k)(UM f̂)(ξ, k)dξdk.
This is rewritten as
pFM = T
∗ ◦ pT (x, z,−i∂x, i∂z) ◦ T,
where PT := pT (x, z,−i∂x, i∂z) is a standard pseudo-differential operator (ΨDO)
on Rn:
(PTh) (x, z) =(2π)
−n
∫∫
Rn×Rn
ei((x−x
′)·ξ−(z−z′)k)pT (x, z, ξ, k)h(x′, z′)dx′dz′dξdk,
with
(3.11) pT (x, z, ξ, k) = p(x, e
z, ξ, k).
If pT (x, z, ξ, k) satisfies
(3.12) |∂αx ∂mz ∂βξ ∂lk pT (x, z, ξ, k)| ≤ Cαβml, ∀α, β,m, l,
PT is a bounded operator on L
2(Rn) (see [CaVa]). Therefore, pFM is a bounded
operator on L2(Hn). Note that for the L2-boundedness, it is sufficient to assume
(3.12) up to some finite order |α|+ |β|+m+ l ≤ µ(n).
We need the following class of symbols.
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Definition 3.1. For s, t ∈ R and N ≥ 0, let S˜Ns,t be the set of C∞-functions
on Rn+ ×Rn such that
|(∂x)α(∂ξ)β(y∂y)m(∂k)l p(x, y, ξ, k)| ≤ C(1 + |k|)s−l(1 + |ξ|)t−β
holds for |α|+ |β|+m+ l ≤ N .
We say that a ΨDO pFM belongs to S˜
N
s,t if its symbol belongs to S˜
N
s,t. We always
assume that N is chosen sufficiently large. Standard calculus for ΨDO applies to
pFM . For example,
p ∈ S˜Ns,t =⇒ (pFM )∗ ∈ S˜N
′
s,t ,
p ∈ S˜N1s1,t1 , q ∈ S˜N2s2,t2 =⇒ pFMqFM ∈ S˜N
′
s1+s2,t1+t2 ,
p ∈ S˜N1s1,t1 , q ∈ S˜N2s2,t2 =⇒ [pFM , qFM ] ∈ S˜N
′
s1+s2−1,t1+t2 ∪ S˜N
′
s1+s2,t1+t2−1
with suitable N ′ > 0. These can be proven in the same way as in [Hor], Vol 3,
Sect. 18.1.
3.2. Regularity of the resolvent.
Lemma 3.2. (1) Let Dx = y∂x, Dy = y∂y. Then for N ≥ 1
DαxD
m
y (H + i)
−N ∈ B(L2(Hn)) for |α|+m ≤ 2N.
(2) Let f ∈ S. Then we have
DαxD
m
y f(H) ∈ B(L2(Hn)), ∀α,m.
Proof. For k ≥ 0, let Pk be the elements of P , introduced in Chapter 2,
Subsection 2.1, whose order is at most k.
We shall prove (1). The caseN = 1 is proved in Theorem 2.1.3 (4). Assume that
the Lemma is true for N . Consider DαxD
m
y (H + i)
−N−1 where |α|+m ≤ 2(N +1).
Let first |α| ≥ 2 so that α = α′ + α′′, where |α′′| = 2. Then
DαxD
m
y (H + i)
−N−1
= Dα
′′
x D
α′
x D
m
y (H + i)
−1(H + i)−N
= Dα
′′
x (H + i)
−1Dα
′
x D
m
y (H + i)
−1 +Dα
′′
x [D
α′
x D
m
y , (H + i)
−1](H + i)−N .
The first term is bounded by induction hypothesis. As for the 2nd term, using
Lemma 2.1.2 (1) and the definition of W−1−ǫ/2, we have
[Dα
′
x D
m
y , (H + i)
−1] = (H + i)−1
{ n∑
i=1
DiA
(i) +A(0)
}
(H + i)−1,
where A(i) ∈ P2N , and Di = y∂xi , 1 ≤ i ≤ n− 1, Dn = Dy. Thus
Dα
′′
x [D
α′
x D
m
y , (H + i)
−1](H + i)−N
= Dα
′′
x (H + i)
−1
n∑
i=1
Di(H + i)
−1{A(i)(H + i)−N + [A(i), H ](H + i)−N}
+Dα
′′
x (H + i)
−1A(0)(H + i)−N−1.
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By induction hypothesis, it is sufficient to show that Di(H+i)
−1[A(i), H ](H+i)−N
is bounded. Note
[A(i), H ] =
n∑
j=1
DjÂ
(j) + Â(0),
where Â(j) ∈ P2N . However,
Di(H + i)
−1Dj = DiDj(H + i)−1 +Di[(H + i)−1, Dj ]
= DiDj(H + i)
−1 +Di(H + i)−1[H,Dj ](H + i)−1 ∈ B(L2(Hn)).
Thus Di(H + i)
−1[A(i), H ](H + i)−N is bounded. The case |α| < 2, hence m ≥ 2,
is proved similarly.
Let us prove (2). Take N such that |α|+m ≤ 2N and put g(t) = f(t)(i+ t)N .
Let g˜(z) be an almost analytic extension of g(z) defined in Section 3.3.1. Then we
have by Lemma 3.3.1
DαxD
m
y g(H) = D
α
xD
m
y (i +H)
−N 1
2πi
∫
C
∂z g˜(z)(i+H)
N (z −H)−1dzdz.
Since (i+H)N (z −H)−1 =∑N−1r=−1 cr(z)(z −H)r, cr(z) being a polynomial of z of
degree N − r − 1. Therefore, taking σ = −2N − 2 in Chap. 3 (3.1), We see that
DαxD
m
y g(H) is a bounded operator multiplied by a polynomial of H of order N −1.
By multiplying (i+H)−N , we obtain (2). 
4. Parametrices and regularizers
4.1. Wave operators and Mellin transform. We now introduce wave op-
erators based on the Mellin transform:
(4.1) W
(±)
M = s− lim
t→±∞
eit
√
H+e∓itK0r±(K0),
where H+ = EH((0,∞))H = Pac(H)H , EH(λ) being the spectral resolution for
H , and r+(k) and r−(k) are the characteristic function of the interval (0,∞) and
(−∞, 0), respectively (see (3.7)). Recall F+ given in Chap. 2 by formulae (7.1),
(8.1) and (8.2).
Lemma 4.1. The strong limits (4.1) exist and
F+ = 1√
2
{
r+UM (W
(+)
M )
∗ + r−UM (W
(−)
M )
∗
}
,
where r± is the operator of multiplication by r±(k).
Proof. Due to formula (3.8) and Definition 5.3 of Chap. 1, we have
y(n−1)/2 (R0f) (− log y ∓ t, x) = (UM )∗
(
e∓iktF0(k)f
)
(y, x).
Using again (3.8) and Theorem 1.5.5, we see that, as t→ ±∞
(4.2)
∥∥∥e−it√H0f −√2e∓itK0r±(K0)(UM )∗F0f∥∥∥
L2(Hn)
→ 0.
By Theorem 2.8.11, the wave operator s− limt→±∞ eit
√
H+e−it
√
H0 exists and is
equal to W± = s− limt→±∞ eitHe−itH0 . This and (4.2) imply the existence of the
limt W
(±)
M and
W± =
√
2W
(±)
M (UM )
∗F0 =
√
2W
(±)
M r±(K0)(UM )
∗F0.
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Letting r± be the operator of multiplication by r±(k) in L2(R;L2(Rn−1); dk), we
then have
r±F0(W±)∗ =
√
2 r±F0(F0)∗r±UM (W (±)M )∗.
By Lemma 2.8.3, one can show
r±F0(F0)∗r± = 1
2
r±,
which together with the formula (8.8) in Lemma 2.8.4 proves the lemma. 
Recall that, using the 1-dimensional Fourier transform (3.3), the modified
Radon transform is defined by
R± = F ∗k→sF±,
(see Definition 8.5 in Chapter 2). Then Lemma 4.1 implies
Lemma 4.2.
R+ = 1√
2
F ∗k→s
(
r+UM (W
(+)
M )
∗ + r−UM (W
(−)
M )
∗
)
.
4.2. Parametrices for the wave equation. Let aj(x, y, ξ) be as in Lemma
2.1. We take χ∞(k) ∈ C∞(R) such that χ∞(k) = 1 (|k| > 2), χ∞(k) = 0 (|k| < 1),
and χ˜(y) ∈ C∞(R) such that χ˜(y) = 1 (y < y0/2), χ˜(y) = 0 (y > y0), y0 being a
constant in Theorem 2.2. We define a(±)(x, y, ξ, k) by
(4.3) a(±)(x, y, ξ, k) = χ∞(k)r±(k)
∞∑
j=0
ρ
( 〈ξ〉2
ǫj〈k〉
)
k−jaj(x, y, ξ)χ˜(y).
Here, ρ(s) ∈ C∞0 (R) is such that ρ(s) = 1 for |s| < 1/2, ρ(s) = 0 for |s| > 1, and
{ǫj}∞j=0 is a sequence such that ǫ0 > ǫ1 > · · · → 0.
Lemma 4.3. For a suitable choice of {ǫj}∞j=0, the series (4.3) converges and
defines a smooth function having the following properties:
(1) supp a(±)(x, y, ξ, k) ⊂ Rn−1 × (0, y0)× {(ξ, k) ; |k| ≥ 1, 〈ξ〉2 ≤ ǫ0〈k〉}.
(2) If |β|+m+ |γ|+ ℓ ≤ N , we have,∣∣∣∂βxDmy ∂γξ ∂ℓk(a(±)(x, y, ξ, k)− χ∞(k)r±(k) N∑
j=0
ρ
( 〈ξ〉2
ǫj〈k〉
)
k−jaj(x, y, ξ)χ˜(y)
)∣∣∣
≤ CNβmγℓ y2
( 〈ξ〉2
〈k〉
)N
〈ξ〉−|γ|〈k〉−ℓ.
(4.4)
(3) Let g(±)(x, y, ξ, k) be defined by
(4.5) (H − k2)y n−12 −ikeix·ξa(±)(x, y, ξ, k) = y n−12 −ikeix·ξg(±)(x, y, ξ, k).
Then we have for any N > 0
(4.6)
∣∣∣∂βxDmy ∂γξ ∂ℓk g(±)(x, y, ξ, k)∣∣∣ ≤ CNβmγℓ y2( 〈ξ〉2〈k〉
)N
〈ξ〉2−|γ|〈k〉2−ℓ.
for y < y0/2 and 〈ξ〉2 ≤ ǫN+1〈k〉/2.
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Proof. First we derive the following estimate for j ≥ 1∣∣∣∣∂βxDmy ∂γξ ∂ℓk (ρ( 〈ξ〉2ǫj〈k〉
)
k−jaj(x, y, ξ)χ˜(y)
)∣∣∣∣
≤ C′jβmγℓ y2
( 〈ξ〉2
〈k〉
)j
〈ξ〉−|γ|〈k〉−ℓ,
(4.7)
where the constant C′jβmγℓ is independent of ǫj. In fact, by Lemma 2.1,
k−jaj(x, y, ξ)χ˜(y) =
∑
|α|≤2j
aj,α(x, y)
ξα
kj
,
where aj,α(x, y) = 0 for y > y0, and
|∂βxDmy aj,α(x, y)| ≤ C′jβm y2, ∀β,m.
We define a homegenous polynomial of (σ, η) ∈ Rn by
b
(±)
j (x, y, σ, η) = (±1)j
∑
|α|≤2j
aj,α(x, y)σ
2j−|α|ηα.
We then have
k−jaj(x, y, ξ)χ˜(y) = b
(±)
j
(
x, y,
1√|k| , ξ√|k|), for ± k > 0.
Put Ξ = (1/
√|k|, ξ/√|k|), and note that
|∂γξ ∂ℓkΞ| ≤ C′βℓ〈Ξ〉〈ξ〉−|β||k|−|ℓ| ≤ Cβℓ〈ξ〉1−|γ||k|−ℓ−1/2, |k| > 1.
Taking into account of the homogeneity of b
(±)
j (x, y, σ, η), we then have∣∣∣∂βx∂my ∂γξ ∂ℓk b(±)j (x, y, 1√|k| , ξ√|k|)
∣∣∣ ≤ C′jβmγℓ y2( 〈ξ〉2〈k〉
)j
〈ξ〉−γ〈k〉−ℓ.
This, together with the inequality,∣∣∣∣∂βxDmy ∂γξ ∂ℓk ρ( 〈ξ〉2ǫj〈k〉
)∣∣∣∣ ≤ C′βmγℓ〈ξ〉−|γ|〈k〉−ℓ,
where the constant C′βmγℓ is independent of ǫj , gives (4.7). Noting that 〈ξ〉2/〈k〉 ≤
ǫj, we then have ∣∣∣∣∂βxDmy ∂γξ ∂ℓk (ρ( 〈ξ〉2ǫj〈k〉
)
k−jaj(x, y, ξ)χ˜(y)
)∣∣∣∣
≤ C′jβmγℓ y2ǫj
( 〈ξ〉2
〈k〉
)j−1
〈ξ〉−|γ|〈k〉−ℓ,
(4.8)
Take ǫj such that
(1 + C′jβmγℓ)ǫj < 2
−j, |β|+m+ |γ|+ ℓ ≤ j.
Then, by (4.8), the series (4.3) converges uniformly with all of its derivatives. The
inequality (4.4) also follows from (4.8). We put
g
(±)
N+1 = y
−n−12 e−ix·ξ(H−k2)y n−12 eix·ξχ∞(k)r±(k)
N∑
j=0
ρ
( 〈ξ〉2
ǫj〈k〉
)
k−jaj(x, y, ξ)χ˜(y),
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and g˜
(±)
N+1 = g
(±) − g(±)N+1. Then by (2.6), g(±)N+1 = 0 for 〈ξ〉2 ≤ ǫN+1〈k〉/2 and
y < y0/2. The inequality (4.8) shows that g˜
(±)
N+1 has the estimate in (3). 
We define an operator U±(t) by
(4.9) U±(t) = a
(±)
FMe
∓itK0χ(y).
where χ(y) ∈ C∞(R) is such that χ(y) = 1 (y < y0/4), χ(y) = 0 (y > y0/3). As in
the analysis for the operators pFM (see (3.10) and thereafter), a
(±)
FM are bounded
on L2(Hn), and therefore U±(t). The explicit form of U±(t) is as follows:
(U±(t)f) (x, y)
= (2π)−
n
2
∫
Rn
eix·ξy
n−1
2 −ika(±)(x, y, ξ, k)e∓itk
(
UMχ(y)f̂
)
(ξ, k)dξdk.
(4.10)
We put
(4.11) G±(t) =
d
dt
(
eit
√
H+U±(t)
)
,
and also
(4.12) Λy = (1 +K
2
0 )
1/2 = (UM )
∗(1 + k2)1/2UM ,
(4.13) Λx = (1−∆x)1/2 = (Fx→ξ)∗(1 + |ξ|2)1/2Fx→ξ.
Lemma 4.4. There exists N0 > 0 such that for any N > N0, there exists a
constant CN > 0 for which
(4.14) ‖G±(t)Λ−2Nx ΛN/2y ‖ ≤ CN (1 + |t|)−2, for ± t > 0,
holds, where ‖ · ‖ denotes the operator norm of L2(Hn).
Proof. We consider G+(t), which is rewritten as
G+(t) = e
it
√
H+
(
i
√
H+U+(t) +
d
dt
U+(t)
)
.
Letting H =
∫∞
−∞ λdEH(λ), we deal with the high energy part and low energy part
separately, i.e. on the subspace EH([1,∞))L2(Hn), and EH((−∞, 1))L2(Hn).
High energy part. We take χ0(s) ∈ C∞0 (R) such that χ0(s) = 1 for −∞ < s < 1/4,
χ0(s) = 0 for s > 1/2. We consider i
√
H(1− χ0(H))U+(t) + d
dt
U+(t). We put
f(s) = s−1/2(1− χ0(s)).
Proposition 4.5. If f(s) ∈ C∞(R) satisfies for some ǫ > 0, |f (m)(s)| ≤
Cm(1 + |s|)−ǫ−m, ∀m ≥ 0, the following formula holds:
f(H) a
(±)
FM = a
(±)
FMf(K
2
0 ) +B
(±),
(4.15) B(±) =
1
2πi
∫
C
∂zF (ζ) (ζ −H)−1g(±)FM (ζ −K20 )−1dζdζ,
where F (ζ) is an almost analytic extension of f , and g(±)(x, y, ξ, k) is defined by
(4.5).
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Proof. Rewriting (4.5) into the operator form, we have
H a
(±)
FM = a
(±)
FMK
2
0 + g
(±)
FM ,
hence
(ζ −H)−1 a(±)FM =a(±)FM (ζ −K0)−1 + (ζ −H)−1g(±)FM (ζ −K20 )−1.
The proposition then follows from Lemma 3.3.1. 
Let us continue the proof for the high energy part. We consider the case t ≥ 0.
The case t ≤ 0 is treated similarly. Using Proposition 4.4, we have
√
H(1− χ0(H))a(+)FM = f(H)Ha(+)FM
= f(H)a
(+)
FMK
2
0 + f(H)g
(+)
FM
= a
(+)
FMf(K
2
0 )K
2
0 +B
(+)K20 + f(H)g
(+)
FM .
Since ddtU+(t) = −ia(+)FMK0e−itK0χ(y), we arrive at
i
√
H(1− χ0(H))U+(t) + d
dt
U+(t)
= iB(+)K20e
−itK0χ(y) + if(H)g(+)FMe
−itK0χ(y)
− ia(+)FMK0χ0(K20 )e−itK0χ(y).
(4.16)
Let us note here that
(4.17) a
(+)
FMK0χ0(K
2
0 ) = 0,
since |k| ≥ 1 on the support of the symbol of a(+)FM , and χ0(k2) = 0 if |k| ≥ 1.
Formulae (4.15) and (4.16) contain the operators of the form g
(+)
FMe
−itK0χ(y).
We start with the following result.
Proposition 4.6. Assume that b(x, y, ξ, k) ∈ C∞(Rn+×Rn) have the following
properties: b(x, y, ξ, k) = 0 for y > y0, and there exist σ0, τ0 ∈ R such that for any
M,α,m, β, ℓ,
(4.18) |∂αxDmy ∂βξ ∂lk b(x, y, ξ, k)| ≤ CMαβmℓ 〈log y〉−M 〈ξ〉σ0−|β|〈k〉τ0−ℓ,
for 0 < y < y0. Let χ(y) ∈ C∞(R) be such that χ(y) = 1 for 0 < y < y0/4 and
χ(y) = 0 for y > y0/3. Then we have for any N > 0, and σ > σ0 + n/2,
(4.19) ‖bFMe−itK0χ(y)Λ−σx ΛNy ‖ ≤ Cσ,N (1 + t)−N , t > 0.
Proof. Take ψ0(s) ∈ C∞(R) such that ψ0(s) = 1 for |s| < 1, and ψ(s) = 0 for
|s| > 2, and let for ǫ > 0
b(ǫ)(x, y, ξ, k) = b(x, y, ξ, k)ψ0(ǫ|ξ|)ψ0(ǫk).
Then b(ǫ)(x, y, ξ, k) satisfies (4.18) with constant CMαβmℓ independent of ǫ > 0.
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We have, by (4.13), (3.1) and (3.8),
b
(ǫ)
FMe
−itK0χ(y)Λ−σx Λ
N
y f
= (2π)−
n
2
∫
Rn×R+
eix·ξe−ik(t+log(y/y
′))b(ǫ)(x, y, ξ, k)
× χ(y′)〈ξ〉−σ(yy′)n−12 ΛNy′ f̂(ξ, y′)
dξdy′dk
(y′)n
=
√
2π
(
T ∗ ◦ b(ǫ)T (x, z,−i∂x, i∂z)et∂zΛ−σx χ(ez)(1 − ∂2z )N/2 ◦ T
)
f.
(4.20)
Therefore, the estimate of this operator comes down to the calculus of classical, i.e.
Euclidean, ΨDO’s. For the sake of completeness, we provide a proof.
Without loss of generality, we assume that N/2 is an integer. Since (1−∂2z)N/2
is a differential operator, commuting χ(ez) and (1 − ∂2z )N/2, we see that
b
(ǫ)
FMe
−itK0χ(y)Λ−σx Λ
N/2
y = T
∗ ◦ bO,ǫT (t, x, z, z′,−i∂x, i∂z) ◦ T,
where
bO,ǫT u =
(
bO,ǫT (t, x, z, z
′,−i∂x, i∂z)u
)
(x, z)
=
∫
Rn+1
e−ik(t+z−z
′)eix·ξbO,ǫT (x, z, z
′, ξ, k)uˆ(ξ, z′)dz′dkdξ,
(4.21)
Due to (4.18), bO,ǫT (x, z, z
′, ξ, k) ∈ C∞(Rn+1 ×Rn) satisfies
|∂αx ∂mz ∂m
′
z′ ∂
β
ξ ∂
ℓ
k b
O,ǫ
T (x, z, z
′, ξ, k)| ≤ CMαβmm′ℓ 〈z〉−M 〈ξ〉σ0−σ−|β|〈k〉N+τ0−ℓ,
with constant CMαβmm′ℓ independent of ǫ > 0, and b
O,ǫ
T (x, z, z
′, ξ, k) = 0 when
z′ > log(y0/3). Since y0 is small enough, z′ < 0 on the support of the integrand of
bO,ǫT u. Hence we have
t− z′ ≥ C0〈t〉, t− z′ ≥ C0〈z′〉, ∀t > 0
for some constant C0 > 0. Using
e−ik(t−z
′) = (−i(t− z′))−1∂ke−ik(t−z′), eix·ξ = (1 + |x|2)−1(1 −∆ξ)eix·ξ,
we integrate 2N + [τ0] + 2 times with respect to k and n times with respect to ξ to
have ∣∣∣ (bO,ǫT u) (x, z)∣∣∣ ≤ ∫
Rn+1
A(t, z, z′, x, ξ, k)|û(ξ, z′)|dz′dξdk,
0 ≤ A ≤ C〈t〉−N 〈z〉−1〈z′〉−1〈x〉−2n〈ξ〉σ0−σ〈k〉−1.
Then the above estimate together with Cauchy-Schwarz inequality shows that
(4.22) ‖bO,ǫT u‖ ≤ C(1 + t)−N‖u‖,
uniformly in ǫ > 0. Letting ǫ→ 0, we have (4.19). 
By (2.11), we then see that the 2nd term of the right-hand side of (4.16) has
the estimate
(4.23) ‖f(H)g(+)FMe−itK0χ(y)Λ−2Nx ΛN/2y ‖ ≤ CN (1 + t)−2, t ≥ 0.
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To deal with the 1st term, we use the representation (4.15). To apply Propo-
sition 4.6, we consider
g
(+)
FM (ζ −K20 )−1K20e−itK0χ(y)Λ−2Nx ΛN/2y
= g
(+)
FMK
2
0e
−itK0Λ−2Nx Λ
N/2
y (ζ −K20 )−1χ(y)
= g
(+)
FMK
2
0e
−itK0Λ−2Nx Λ
N/2
y χ1(y)(ζ −K20)−1χ(y)
+ g
(+)
FMK
2
0e
−itK0Λ−2Nx Λ
N/2
y χ2(y)(ζ −K20 )−1χ(y),
(4.24)
where χ1, χ2 ∈ C∞(R), χ1(y) +χ2(y) = 1, χ1(y) = 0 for y > y0, χ2(y) = 0 for y <
y0/2. Then, Proposition 4.6 is applicable to the term g
(+)
FMK
2
0e
−itK0Λ−2Nx Λ
N/2
y χ1(y),
and we see that the 1st term of the right-hand side of (4.24) is estimated as
(4.25) ‖g(+)FMK20e−itK0Λ−2Nx ΛN/2y χ1(y)(ζ −K20 )−1‖ ≤ C|Im ζ|−1(1 + t)−2.
The 2nd term of the right-hand side of (4.24) is rewritten as
g
(+)
FMK
2
0e
−itK0Λ−2Nx Λ
N/2
y 〈log y〉−2 · 〈log y〉2χ2(y)(ζ −K20 )−1χ(y).
As in the proof of Proposition 4.6, we represent g
(+)
FMK
2
0e
−itK0Λ−2Nx Λ
N/2
y 〈log y〉−2
into the integral form like (4.20), and integrate by parts 2 times by using e−ikt =
(−it)−1∂ke−ikt and also (4.6). Then we have
‖g(+)FMK20e−itK0Λ−2Nx ΛN/2y 〈log y〉−2‖ ≤ C(1 + t)−2.
Passing to the variable z = log y, the operator 〈log y〉2χ2(y)(ζ−K20)−1χ(y) has
an integral kernel
K(z, z′; ζ) = −〈z〉2χ2(ez) πi
2
√
ζ
ei
√
ζ(z−z′) χ(ez
′
).
Observing the supports of χ2(e
z) and χ(ez
′
), we see that z > log(y0/2), z
′ <
log(y0/3). Hence
(4.26) z − z′ ≥ C (〈z〉+ 〈z′〉) ,
for a constant C > 0. Letting
√
ζ = σ + iτ , we then have
|K(z, z′; ζ)| ≤ C|σ|+ |τ | 〈z〉
2χ2(e
z)χ(ez
′
)e−τ(z−z
′).
Using the inequality
e−t ≤ Cℓt−ℓ, ∀t > 0, ∀ℓ ≥ 0,
and taking ℓ = 2m+ 2, we have
|K(z, z′; ζ)| ≤ Cm
τ2m+3
〈z〉−m〈z′〉−m.
Taking m > 1, we then have
sup
z
∫
R
|K(z, z′; ζ)|dz′ ≤ Cm
τ2m+3
, sup
z′
∫
R
|K(z, z′; ζ)|dz ≤ Cm
τ2m+3
.
Noting that
1
|τ | =
2|σ|
|Im ζ| ≤
2|ζ|1/2
|Im ζ| ,
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we have obtained the estimate of the operator norm
‖〈log y〉2χ2(y)(ζ −K20 )−1χ(y)‖ ≤ Cp
( |ζ|1/2
|Im ζ|
)p
, ∀p > 5.
Therefore, for p > 5,
‖g(+)FMK20e−itK0Λ−2N−nx ΛN/2y χ2(y)(ζ −K20)−1χ(y)‖
≤Cp|Im ζ|−p|ζ|p/2(1 + t)−2, ∀N > 0.
(4.27)
Since
1
|Im ζ| ≤
〈ζ〉p−1
|Im ζ|p ,
|ζ|p/2
|Im ζ|p ≤
〈ζ〉p−1
|Im ζ|p ,
In view of (4.25) and (4.27), we have, for p > 5,
‖g(+)FM (ζ −K20 )−1K20e−itK0χ(y)Λ−2Nx ΛN/2y ‖ ≤ C|Im ζ|−p〈ζ〉p−1(1 + t)−2.
We use Lemma 2.3.1, and take into account that σ in Chap. 2 (3.2) is now equal
to −1/2 to see that the 1st term of the righ-hand side of (4.16) has the property
(4.28) ‖B(+)K20e−itK0χ(y)Λ−2Nx ΛN/2y ‖ ≤ CN (1 + t)−2, t ≥ 0.
Low energy part. We show
(4.29) ‖χ0(H)U+(t)Λ−2Nx ΛN/2y ‖ ≤ C(1 + t)−2, ∀t ≥ 0.
However, noting that
χ0(H)a
(+)
FM = a
(+)
FMχ0(K
2
0 ) +B
(+) = B(+),
with B(+) given in Proposition 4.4, one can prove (4.29) in the same way as above.
By (4.23), (4.28) and (4.29), we have proven Lemma 4.4. 
Lemma 4.7.
s− lim
t→±∞
eit
√
H>0U±(t) = χ∞(K0)W
(±)
M χ(y).
Proof. Since U±(t) is uniformly bounded in t, we have only to prove the lemma
on a dense set of L2(Hn). Writing
a(±)(x, y, ξ, k) = χ∞(k)r±(k) + a˜(±)(x, y, ξ, k),
the same analysis as in Proposition 4.4 shows that ‖a˜(±)FMe−itK0χ(y)f‖ → 0 for
f ∈ C∞0 (Rn). Therefore, we have
‖U±(t)f − (UM )∗e∓itkχ∞r±UMχ(y)f‖ → 0,
as t→ ±∞ for any f ∈ C∞0 (Hn). This together with (4.1) proves the lemma. 
Recall that for any interval I ⊂ (0,∞), σ ∈ R and an integer m ≥ 0,
Hσ,m(Rn−1 × I) ∋ f
⇐⇒ ‖f‖2Hσ,m(Rn−1×I) =
∑
0≤l≤m
∫
Rn−1×I
|〈ξ〉σ∂ly f̂(ξ, y)|2dξdy <∞.
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Using the standard Sobolev spaceHσ,τ (Rn), where σ, τ ∈ R, we defineHσ,τ (Hn) =
T ∗Hσ,τ (Rn). Then
Hσ,τ (Hn) ∋ f ⇐⇒ ‖f‖Hσ,τ (Hn) = ‖Tf‖Hσ,τ (Rn)
= ‖〈ξ〉σ〈k〉τ (UM fˆ)(ξ, k)‖L2(Rn) <∞.
Take f ∈ H2N,0 for large N . By Lemma 4.4, χ∞(K0)
∫ ±∞
0
G±(t)χ(y)fdt con-
verges strongly in L2. Moreover, by (4.11) and Lemma 4.7,
(4.30) χ∞(K0)W
(±)
M χ(y)f = χ∞(K0)a
(±)
FMχ(y)f + χ∞(K0)
∫ ±∞
0
G±(t)f dt.
Therefore, the integral of the right-hand side can be extended by continuity as an
operator in B(L2;L2).
In view of Lemma 4.2 and (4.30), we have
R+ = 1√
2
F ∗k→s
(
r+UMχ(a
(+)
FM )
∗ + r−UMχ(a
(−)
FM )
∗
+ r+UM (1− χ)(W (+)M )∗ + r−UM (1− χ)(W (−)M )∗
)
+R,
(4.31)
where R is written as
R =
1√
2
F ∗k→s
(
r+UM
∫ ∞
0
G+(t)
∗χ∞(K0)dt+ r−UM
∫ −∞
0
G−(t)∗χ∞(K0)dt
)
.
Observe that since
∫ ±∞
0
G±(t)∗dt enjoys the property∫ ±∞
0
G±(t)∗dt χ∞(K0) ∈ B(L2;H−2N,N/2) ∩B(L2;L2),
by interpolation,
(4.32) R ∈ B(L2;H−σ,σ/4), ∀σ ≥ 0.
Lemma 4.8. Let s0 > − log(y0/4). Then, for any τ > 0, F ∗k→sr±UM (1−χ) is
a bounded operator from L2(Hn) to H0,τ (Rn−1 × I), where I = (s0,∞).
Proof. Note UM (1 − χ) is a bounded operator from L2(Hn) to L2(Rn). On
the support of 1− χ(y), log y > log y0/4. Therefore if s > s0 > − log y0/4,
F ∗k→sr±UM (1− χ)f
= F ∗k→sr±(k)Fz→k(1− χ(ez))Tf
= (2π)−1
∫ ∞
−∞
∫ ∞
−∞
eik(s+z)r±(k)(1 − χ(ez))Tf(x, z)dkdz
= ±
∫
R
1
i(s+ z)
(1− χ(ez))Tf(x, z)dz.
Clearly, the right-hand side is smooth with respect to s with all of its derivatives
in L2(Rn−1 × I±). 
Lemma 4.8 and (4.31), (4.32) imply the following lemma.
Lemma 4.9. Let s0 > − log y0/4, σ ≥ 0. Then we have
R+ − 1√
2
F ∗k→s
(
r+UM (a
(+)
FM )
∗ + r−UM (a
(−)
FM )
∗
)
∈ B(L2(Hn);H−σ,σ/4(Rn−1 × (s0,∞))).
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5. Singularity expansion of the Radon transform
Let us recall the following homogeneous distribution. We define for Reα > −1
hα±(s) =
{ |s|α/Γ(α+ 1), ±s > 0,
0, ±s < 0,
and, for n = 1, 2, 3, · · · and Reα > −1,
hα−n± (s) =
(
± d
ds
)n
hα±(s).
Thus, hα±(s) is analytic with respect to α. Let 〈 , 〉 be the coupling of distributions
and test functions. Then for any α, β ∈ C
(5.1)
∫ ∞
−∞
hα±(s)h
β
±(1− s)ds = 〈hα±(s)hβ±(1− s), 1〉 =
1
Γ(α+ β + 2)
.
In fact, this is true for Reα,Re β > −1. Let χ0(s), χ(s) ∈ C∞(R) be such that
χ0(s) + χ1(s) = 1, χ0(s) = 1 (s < 1/3), χ0(s) = 0 (s > 2/3). Then we have
〈hα+(s)hβ+(1− s), 1〉 = 〈hα+(s),
(1− s)β
Γ(β + 1)
χ0(s)〉+ 〈hβ+(1− s),
sα
Γ(α+ 1)
χ1(s)〉.
Since 1− s > 0 on suppχ0 and s > 0 on suppχ1, the left-hand side is analytic with
respect to α, β. Hence (5.1) holds by analytic continuation.
The following lemma is well-known ([GeSh64] p.174, [Hor], Vol 1, p.167).
Lemma 5.1. For α ∈ R∫ ∞
−∞
(±ik + 0)αeiksdk = 2πh−α−1± (s).
Let χ∞(k) be as in (4.3). Since 1− χ∞(k) ∈ C∞0 (R), from Lemma 5.1,
(5.2)
1
2π
∫ ∞
−∞
eiksk−jχ∞(k)dk − (−i)jhj−1− (s) ∈ C∞(R), j = 0, 1, 2, · · · .
Let H−σ,τloc (R
n−1×(s0,∞)) be the set of functions u such that, for any compact
interval I ⊂ (s0,∞)
u
∣∣
Rn−1×I ∈ H−σ,τ (Rn−1 × I).
Theorem 5.2. Let s0 > − log y0/4. Then for any σ > 0, there is N = N(σ)
such that
R+ −
N∑
j=0
R(+)j ∈ B(L2(Hn);H−σ,σ/4loc (Rn−1 × (s0,∞)),
where (
R(j)+ f
)
(s, x) =
∫ ∞
0
(s+ log y)j−1− y
−n−12 Pj(y)f(x, y)χ(y)
dy
y
,
Pj(y) =
(−i)j√
2
aj(x, y,−i∂x)∗.
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Proof. Recall from Lemma 4.9, R+f is given, up to a smoothening operator,
by
(5.3)
1√
2
F ∗k→s
(
F ∗z→k
{
(a
(+)
T )
∗ + (a(−)T )
∗
})
Tf.
Let M ≥ σ/4, and put
a(M,±)(x, y, ξ, k) = a(±)(x, y, ξ, k)− χ∞(k)r±(k)
M∑
j=0
ρ
( 〈ξ〉2
ǫj〈k〉
)
k−ja(±)j (x, z, ξ, k).
Denote by RM the operator given by (5.3) with a(±)T replaced by a(M,±)T . Letting
a(M) = a(M,+) + a(M,−), consider
∂ps (I −∆x)−ℓRMf
=
1√
2(2π)n/2
∫
ei(x−x
′)·ξe−ik(s+z
′) (−ik)p
〈ξ〉2ℓ a
(M)(x′, z′, ξ, k)Tf(x′, z′)dx′dz′dξdk.
By construction of aT (x, z, ξ, k), 〈k〉 ≥ 〈ξ〉2/ǫM+1 on supp a(M), and∣∣∣∂αx′∂mz′ ∂βξ ∂γk {(−ik)p〈ξ〉−2ℓa(M)(x′, z′, ξ, k)} ∣∣∣ ≤ Cαβγδ〈ξ〉2(M−ℓ−|β|)〈k〉p−M−γ .
The right-hand side is bounded if p ≤M ≤ ℓ, which implies by the L2-boundedness
theorem for ΨDO that
RM ∈ B(L2(Hn);H−s,τ (Rn)), for s ≥ 2τ, τ ≤M.
In particular, RM ∈ B(L2(Hn);H−σ,σ/4(Rn)).
By integation by parts using eix·ξ = 〈ξ〉2(1−∆x′)eix′·ξ, we see that the operator∫
ei(x−x)·ξe−ik(s+z
′)
(
1− ρ( 〈ξ〉2
ǫjk
))
ajT (x′, z′, ξ, k)Tf(x′, z′)dx′dz′dξdk
is in B(L2(Hn);H−ℓ,p(Rn)) with ℓ ≥ 2p, hence in B(L2(Hn);H−σ,σ/4(Rn)).
Therefore, in view of (4.3), we see that R+f is equal to, up to a smoothening
operator in B(L2(Hn);H−σ,σ/4(Rn−1 × (s0,∞)),
1√
2(2π)n
∫
Rn×Rn+
ei(x−x
′)·ξe−ik(s+log y)y
n−1
2
M−1∑
j=0
k−jaj(x′, y, ξ, k)f(x′, y)
dξdkdx′dy
yn
=
1√
2
M−1∑
j=0
∫ ∞
0
gj(x, y)y
−n−12 χ(y)
(
1
2π
∫ ∞
−∞
e−ik(s+log y)k−jχ∞(k)dk
)
dy
y
,
gj(x, y) =
1
(2π)(n−1)
∫
R2(n−1)
ei(x−x
′)·ξaj(x′, y, ξ)f(x′, y)dξdx′
= aj(x, y,−i∂x)∗f(x, y).
This together with (5.2) proves the theorem. 
Recall that aj(x, y, ξ) is defined by (2.8), and is a polynomial in ξ of order 2j.
Hence aj(x, y,−i∂x) is a differential operator of order 2j. The above theorem in
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particular yields the following expression(
R(j)+ f
)
(s, x)
=

e(n−1)s/2√
2
χ(e−s)f(x, e−s), (j = 0),∫ e−s
0
(s+ log y)j−1
(j − 1)! y
−n−12 Pj(y)f(x, y)χ(y)
dy
y
, (j ≥ 1),
(5.4)
where χ(y) ∈ C∞(R) such that χ(y) = 1 (y < y0/4), χ(y) = 0 (y > y0/3). This is
a generalization of Theorem 1.6.6 in the sense of singularity expansion.
CHAPTER 5
Introduction to inverse scattering
Suppose we are given two asymptotically hyperbolic metrics which differ only
on a compact set. If the associated scattering operators coincide, one can show that
these two metrics coincide up to a diffeomorphism. This result can be extended to
manifolds with asymptotically hyperbolic ends when two metrics coincide on one
end having a regular infinity. The aim of this chapter is to explain the idea of the
proof of these theorems.
1. Local problem on Hn
Recall that in the geodesic polar coordinates centered at (0, 1), the metric on
Hn takes the form
ds2 = (dr)2 + sinh2 r (dθ)2,
where (dθ)2 is the standard metric on Sn−1 (see formula (1.4) in Chap. 1). Letting
y = 2e−r and x = θ, one can rewrite the above metric as
ds2 =
(
dy
y
)2
+
(
1
y
− y
4
)2
(dx)2, y ∈ (0, 2].
Suppose this metric is perturbed so that
ds2 =
(dy)2 + (dx)2 +A(x, y, dx, dy)
y2
,
with A(x, y, dx, dy) satisfying the assumption (A-4) of Chap. 3, §3. The theorem
we are going to prove is as follows.
Theorem 1.1. Suppose we are given two Riemannian metrics G(p), p = 1, 2,
on Hn satisfying the above assumption. Suppose their scattering operators coincide.
Suppose furthermore G(1) and G(2) coincide except for a compact set. Then G(1)
and G(2) are isometric.
The proof is done by the following steps. Let Ba ⊂ Hn be a ball of radius a
with respect to the unperturbed metric centered at (0, 1) such that G(1) = G(2)
outside Ba. We first take a geodesic sphere Sa = ∂Ba, and consider the boundary
value problem for the Laplace-Beltrami operators in the interior domain Ba. Then
the associated Dirichlet-to-Neumann map (or Neumann-to-Dirichlet map) coincide.
We use the boundary control method of Belishev-Kurylev to show that G(1) and
G(2) are isometric in Ba (see [Be87] and [KKL01]).
2. Scattering operator and N-D map
2.1. Restriction of generalized eigenfunctions to a surface. For k > 0,
let F (+)(k) be the generalized Fourier transformation defined by Chap. 2 (7.1).
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For a compact hypersurface S in Hn, we define
〈f, g〉S =
∫
S
f(x, y)g(x, y)dSx,y,
where dSx,y is the measure induced on S.
Lemma 2.1. Let Ω be a bounded domain in Hn with smooth boundary S = ∂Ω.
Suppose k2 6= 0 is not a Neumann eigenvalue for H in Ω. If f ∈ L2(S) satisfies
〈f, ∂νF (+)(k)∗φ〉S = 0, ∀φ ∈ L2(Rn−1),
then f = 0, where ∂ν =
∂
∂ν
is the normal derivative on S.
Proof. We first study the local regularity of the resolvent. Take χ ∈ C∞0 (Hn).
Then by the well-known elliptic regularity theorem, χR(k2 ± i0)χ ∈ B(Hs;Hs+2),
∀s ≥ 0. By taking the adjoint, we have χR(k2 ± i0)χ ∈ B(H−t−2;H−t), ∀t ≥ 0.
By interpolation, we then have
χR(k2 ± i0)χ ∈ B(Hm;Hm+2), ∀m ∈ R.
For f ∈ L2(S), we define
(δ′Sf, g) = 〈f, ∂νg〉S , ∀g ∈ C∞0 (Hn).
Then supp δ′Sf ⊂ S and δ′Sf ∈ H−3/2comp = the set of H−3/2-functions with compact
support in Hn. For g ∈ B, due to Theorem 2.1.3, ∂νR(k2 + i0)g restricted on S is
in H1/2(S). Then, for f ∈ L2(S), the mapping
B ∋ g −→ 〈∂νR(k2 − i0)g, f〉S
is a bounded linear functional. Using the definition of δ′Sf , we have
〈f, ∂νR(k2 − i0)g〉S = (u, g), ∀g ∈ B,
where u = R(k2 + i0)δ′Sf ∈ H1/2loc ∩ B∗. Using the resolvent equation, we see that
(2.1) u = R0(k
2 + i0)δ′Sf −R(k2 + i0)V R0(k2 + i0)δ′Sf,
where V = H −H0. Note that R0(k2+ i0)δ′Sf can be written as an integral over S
R0(k
2 + i0)δ′Sf =
∫
S
(
∂ν′R0(k
2 + i0)(x, y, x′, y′)
)
f(x, y′)dSx′,y′ .
This is an analogue of the classical double layer potential (see e.g. [CoKr83]).
To understand the properties of this potential, let Sδ, where |δ| is sufficiently
small, be an equi-distant surface which lies inside Ω for positive δ and inside Ωc for
negative δ. This defines two types of operators Kδ and Tδ, where
Kδf = R0(k
2 + i0)δ′Sf
∣∣
Sδ
,
Tδf = ∂νR0(k
2 + i0)δ′Sf
∣∣
Sδ
.
For δ 6= 0, they are bounded operators on L2(S), where we use the fact that Sδ is
diffeomorphic to S. Moreover, Kδ tends to K± in the strong operator topology on
L2(S), when δ → ±0, and K+ − K− = Id. This is proven in R3 for the classes
of Ho¨lder continuous functions in Theorem 2.15 and Corollary 2.14 of [CoKr83].
However, if we take into account that in the Riemannian normal coordinates, x =
(x1, · · · , xn), d2(x, 0) = |x|2 + O(|x|4), the method of [CoKr83] can be extended
to the space L2(S) and general Riemannian manifold M.
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Regarding Tδ, it is proven in Theorem 2.23, [CoKr83], that Tδ tends to T±
in the strong operator topology of bounded operators from C1,α(S) to Cα(S), and
T+ − T− = 0. Using duality arguments and the fact that (Tδ)∗ has the same
structure as Tδ, we see that Tδ tends to T± in the weak operator topology of
boundend operators from L2(S) to H−s(S), where s > (n+1)/2, and T+−T− = 0.
Extending formula (7.1) in Chap. 2, we define F (+)(k) onto H−3/2comp. Then by
Lemma 2.7.3, since G(+)(k) = F (+)(k), the behavior of u at infinity is given by
(2.2) R(k2 + i0)δ′Sf ≃ C(k)χ(y)y
n−1
2 −ikF (+)(k)δ′Sf.
However, by the assumption of the lemma
(δ′Sf,F (+)(k)∗φ) = (F (+)(k)δ′Sf, φ)L2(Rn−1) = 0, ∀φ ∈ L2(Sn−1).
This, together with (2.2), implies
lim
R→∞
1
logR
∫ 1
1/R
‖u(y)‖2L2(Rn−1)
dy
yn
= 0.
Let us note that for any ϕ ∈ C∞0 (Hn)
((H − k2)u, ϕ) = (u, (H − k2)ϕ)
= 〈f,R(k2 − i0)(H − k2)ϕ〉S
= 〈f, ϕ〉S ,
where we have used the fact that ϕ = R(k2 − i0)(H − k2)ϕ, since ϕ is compactly
supported, hence satisfies the radiation condition. We then have (H − k2)u = 0
outside and inside S. Arguing in the same way as in the proof of Theorem 2.2.10
given in Subsection 2.3.2, we have u = 0 in Ωc := Hn \ Ω. Thus T−f = 0.
Consider uΩ = u
∣∣
Ω
. Then (H − k2)uΩ = 0 and ∂νuΩ
∣∣
Γ
= T+f = 0. Since k
2
is not a Neumann eigenvalue, uΩ = 0 in Ω. Therefore u = 0 globally in H
n, which
implies f = 0. 
By the same arguments, one can prove the following lemma.
Lemma 2.2. Let Ω be a bounded domain. Suppose k2 6= 0 is not a Dirichlet
eigenvalue for H in Ω. If f ∈ L2(∂Ω) satisfies
〈f,F (+)(k)∗φ〉∂Ω = 0, ∀φ ∈ L2(Rn−1),
then f = 0.
2.2. Neumann-to-Dirichlet map. Let Ω be a bounded domain in Hn with
smooth boundary S = ∂Ω, and consider the boundary value problem{
(H − k2)u = 0 in Ω,
∂νu = f ∈ H1/2(S) on S.
We denote the corresponding operator in L2(Ω) with Neumann boundary condition
by HN , keeping the notation H for the operator in Hn. If k2 is not an eigenvalue
of HN , this problem has a unique solution u. The operator
Λ(k) : f → u∣∣
S
is called the Neumann-to-Dirichlet map, or simply, N-D map. We consider two
operators HN1 and H
N
2 associated with two metrics G
(1) and G(2). Let Ŝj(k) be
the S-matrix for Hj .
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Theorem 2.3. Suppose k2 6= 0 is not an eigenvalue for both of HN1 and HN2 .
Let Λj(k) be the N-D map for H
N
j , j = 1, 2. Suppose G
(1) = G(2) outside Ω. Then
Ŝ1(k) = Ŝ2(k) if and only if Λ1(k) = Λ2(k).
Proof. Suppose Λ1(k) = Λ2(k). Let uj = F (+)j (k)∗φ for φ ∈ L2(Rn−1). Let
uin be the solution to the Neumann problem{
(H2 − k2)uin = 0 in Ω,
∂νuin = ∂νu1 on S.
We define a functon u3 on H
n by u3 = uin on Ω and u3 = u1 on Ω
c = Hn \ Ω.
The trace of u3 computed from outside of S is u3
∣∣
S
= u1
∣∣
S
= Λ1(k)∂νu1, since u1
satisfies (H1 − k2)u1 = 0 in Hn, hence in Ω.
On the other hand, the trace computed from inside of S is
uin
∣∣
S
= Λ2(k)∂νuin = Λ2(k)∂νu1 = Λ1(k)∂νu1.
Therefore by our assumption, u3 and ∂νu3 are continuous across S. Hence u3 ∈ H2loc
and satisfies (H2 − k2)u3 = 0 on Hn.
Let u0 = F0(k)∗φ. Then u3 − u0 satisifies the incoming radiation condition,
since so does u1−u0. Therefore v = u3−u2 = (u3−u0)−(u2−u0) is the solution to
the equation (H2 − k2)v = 0 satisfying the radiation condition. By Lemma 2.2.12,
v = 0. Observing the behavior of u1 = u2 near infinity and using Theorem 2.7.9,
we have Ŝ1(k) = Ŝ2(k).
Suppose Ŝ1(k) = Ŝ2(k). Let uj be as above, and put w = u1 − u2. Then
(H1 − k2)w = 0 in Ωc. Since Ŝ1(k) = Ŝ2(k), w ≃ 0 by virtue of Lemma 2.7.2.
Consequently, w = 0 by Theorem 2.2.10. Then u1 = u2 and ∂νu1 = ∂νu2 on S, i.e.
Λ1(k)∂νF (+)1 (k)∗φ = Λ2(k)∂νF (+)2 (k)∗φ = Λ2(k)∂νF (+)1 (k)∗φ.
By Lemma 2.1, {∂νF (+)1 (k)∗φ ;φ ∈ L2(Rn−1)} is dense in L2(S), which proves the
theorem. 
3. Boundary spectral projection
Our inverse problem is now reduced to determining the metric from the N-D
map for a bounded domain. Since the following arguments do not rely on individual
nature of the metric, we consider in a general situation. Let Ω be a compact
Riemannian manifold with boundary equipped with the metric ds2 = gij(x)dx
idxj .
Let ∆g be the associated Laplace-Beltrami operator, and λ1 < λ2 < · · · be the
Neumann eigenvalues of −∆g. We emphasize that we do not count the multiplicities
of eigenvalues here. The N-D map is defined as Λ(λ) : f → u∣∣
∂Ω
, where
(3.1)
{
(−∆g − λ)u = 0 in Ω,
∂νu = f ∈ H1/2(∂Ω) on ∂Ω.
Here we are writing Λ(λ) instead of Λ(
√
λ). Note that Λ(λ) is analytic with respect
to λ ∈ C \ σ(−∆g). Let ϕi,1(x), · · · , ϕi,m(i)(x) be a complete orthonormal system
of eigenvectors associated with λi. We first note that the N-D map Λ(λ) has the
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following formal integral kernel
(3.2) Λ(λ;x, y) =
∞∑
i=1
m(i)∑
j=1
ϕi,j(x)ϕi,j(y)
λi − λ , x, y ∈ ∂Ω.
In fact, let f˜ ∈ H2(Ω) be such that ∂ν f˜ = f on ∂Ω. Then v = u− f˜ solves{
(−∆g − λ)v = (∆g + λ)f˜ =: F in Ω,
∂νv = 0 ∈ H1/2(∂Ω) on ∂Ω.
Therefore, letting ( , ) be the inner product of L2(Ω)
(3.3) v =
∞∑
i=1
1
λi − λ
m(i)∑
j=1
(F, ϕi,j)ϕi,j(x).
Letting 〈 , 〉 be the inner product on L2(∂Ω), we have by integration by parts
(F, ϕi,j) = 〈f, ϕi,j〉+ (λ− λi)(f˜ , ϕi,j),
which proves (3.2).
Definition 3.1. The set {λi, ϕi,j(x)
∣∣
∂Ω
; j = 1, · · · ,m(i), i = 1, 2, · · · } is called
the boundary spectral data (BSD) of the Neumann problem.
Lemma 3.2. Let ϕi,1(x), · · · , ϕi,m(i)(x) be a complete orthnormal system of
eigenvectors associated with λi for the Neumann problem. Then ϕi,j(x), 1 ≤ j ≤
m(i), are linearly independent in L2(∂Ω). For another complete orthnormal system
ψi,1(x), · · · , ψi,m(i)(x), there is a unitary matrix U such that(
ϕi,1(x), · · · , ϕi,m(i)(x)
)
=
(
ψi,1(x), · · · , ψi,m(i)(x)
)
U.
Proof. Suppose
∑m(i)
j=1 cjϕi,j(x) = 0 on ∂Ω. Then u =
∑m(i)
j=1 cjϕi,j(x) satisfies
(−∆g − λi)u = 0 in Ω, and u = ∂νu = 0 on ∂Ω. By the uniqueness theorem
for the Cauchy problem (see e.g. [Mi73], p. 373), u = 0 in Ω, which implies
c1 = · · · = cm(i) = 0. The 2nd assertion is easy to prove, since {ϕi,j} and {ψi,j}
are the orthonomal bases of an m(i)-dimensional space. 
Let us give an operator theoretical meaning to (3.2). We need the notion of
spectral representation. Let Ĥ = ⊕∞i=1Cm(i). We define the (discrete) Fourier
transformation F : L2(Ω)→ Ĥ by F = (F1,F2, · · · ) where
(3.4) Fi : L2(Ω) ∋ u→
(
(u, ϕi,1), · · · , (u, ϕi,m(i))
) ∈ Cm(i).
F is unitary, and diagonalizes the Neumann Laplacian −∆g on Ω : Fi(−∆gu) =
λiFiu. Let Pi be the eigenprojection associated with the eigenvalue λi. Then, for
z 6∈ σ(−∆g), the resolvent can be written as
(3.5) RΩ(z) =
∞∑
i=1
Pi
λi − z =
∞∑
i=1
F∗i Fi
λi − z ,
which converges in the sense of strong limit in L2(Ω).
Let Γ = ∂Ω, and rΓ ∈ B(H1(Ω);H1/2(Γ)) be the trace operator to Γ. Define
δΓ ∈ B(H−1/2(Γ);H1(Ω)∗) as its adjoint:
(δΓf, w)L2(Ω) = (f, rΓw)L2(Γ), f ∈ H−1/2(Γ), w ∈ H1(Ω).
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Accordingly, we write as
rΓ = δ
∗
Γ.
Then we have
(3.6) δΓ ∈ B(H−1/2(Γ);H1(Ω)∗), δ∗Γ ∈ B(H1(Ω);H1/2(Γ)).
Then,
(3.7) Λ(z) = δ∗ΓRΩ(z)δΓ.
Let us prove this formula. We first show that the right-hand side is well-
defined. Since RΩ(z) ∈ B(L2(Ω);H2(Ω)), we have RΩ(z) ∈ B(H2(Ω)∗;L2(Ω)). By
an interpolation, we then have RΩ(z) ∈ B(H1(Ω)∗;H1(Ω)). Using (3.6), we see
that δ∗ΓRΩ(z)δΓ ∈ B(H−1/2(Ω);H1/2(Ω)).
For f ∈ H1/2(Γ), take f˜ ∈ H3/2(Ω) such that ∂ν f˜ = f on Γ. Let v =
RΩ(z)(∆g + z)f˜ , and put u = v + f˜ . Then (−∆g − z)u = 0 in Ω, and ∂νu = f on
Γ. Take h ∈ L2(Ω). Then, by integration by parts,
(Pi(∆g + z)f˜ , h)L2(Ω) = (z − λi)(f˜ , Pih)L2(Ω) + (f, rΓPih)L2(Γ)
= −(λi − z)(Pif˜ , h)L2(Ω) + (PiδΓf, h)L2(Ω).
This yields
Piu = Pif˜ +RΩ(z)Pi(∆g + z)f˜ =
PiδΓf
λi − z .
By (3.5), this implies u = RΩ(z)δΓf . By taking the trace to Γ, we get (3.7).
By Lemma 3.2, the operator δ∗ΓPiδΓ, whose integral kernel is
∑m(i)
j=1 ϕi,j(x)ϕi,j(y)
restricted to Γ, is independent of the choice of the eigenvectors. Let us call the set
(3.8)
{(
λi,
m(i)∑
j=1
ϕi,j(x)ϕi,j(y)
∣∣∣
x∈Γ,y∈Γ
)}∞
i=1
,
boundary spectral projection (BSP). This is what we actually use in the BC method.
BSP is the set of pairs of poles and residues of the N-D map. We then have the
following lemma.
Lemma 3.3. Suppose we are given two metrics on Ω. Then their BSP’s coin-
cide if and only if their N-D maps coincide for all λ outside the spectrum.
In the next chapter, we shall explain how to reconstruct the metric from BSP.
4. Inverse problems for hyperbolic ends
4.1. Exterior boundary value problem. Before entering into the inverse
scattering for manifolds with hyperbolic ends, we need to discuss the spectral theory
for the exterior boundary value problem. Let Ω be a bounded domain in Hn with
smooth boundary and Ωc := Hn \Ω. Let HN,c be H defined in Ωc with Neumann
boundary condition. Namely D(HN,c) = {u ∈ H2(Ωc); ∂νu
∣∣
∂Ωc
= 0} and HN,cu =
Hu for u ∈ D(HN,c). Then HN,c is self-adjoint. Let Rc(z) = (HN,c − z)−1. The
theory developed for H in Chap. 2 can be extended to HN,c without any essential
change. In fact, let u(z) = Rc(z)f , f ∈ L2(Ωc), for z ∈ C\R, and take χ ∈ C∞(Hn)
such that χ = 1 near infinity, and χ = 0 on a bounded open set containing Ω. Then
v(z) = χRc(z)f satisfies
(H − z)v = [H,χ]Rc(z)f + χf, in Hn,
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where we use that ω := supp[H,χ] ⊂⊂ Ωc. Let us show that
(4.1) ‖u(z)‖B∗ ≤ C(‖u‖L2(Ω1) + ‖f‖B).
where Ω1 is a compact set such that ω ⊂ Ω1 ⊂ Ωc. In fact, by elliptic regularity,
‖u‖H1(ω) ≤ C(‖u‖L2(Ω1) + ‖f‖L2(Ω1)).
The inequality (4.1) then follows from this and (2.6) in Chap. 2.
Having inequality (4.1) in our disposal, we can prove, using the same arguments
as for the whole Hn, Lemma 2.2.13 for Rc(z).
Theorem 4.1. (1) σe(H
N,c) = [0,∞), σp(HN,c) ∩ (0 ,∞) = 0.
(2) For any λ > 0, limǫ→0Rc(λ± iǫ) =: Rc(λ± i0) exists in B∗ in the weak ∗-sense.
(3) For any compact interval I ⊂ (0,∞), there exists a constant C > 0 such that
‖Rc(λ± i0)f‖B∗ ≤ C‖f‖B, ∀λ ∈ I.
(4) For any f, g ∈ B, (0,∞) ∋ λ→ (Rc(λ± i0)f, g) is continuous.
(5) For λ > 0, Rc(λ± i0)f is a unique solution to the equation{
(H − λ)u = f ∈ B in Ωc,
∂νu = 0 on ∂Ω
satisfying the outgoting (for +) or incoming (for −) radiation condition.
The following lemma can now be proved easily by using Theorem 4.1.
Lemma 4.2. Let λ > 0 and f ∈ H1/2(∂Ω). Then there exists a unique solution
u± ∈ B∗ to the exterior boundary value problem{
(H − λ)u = 0 in Ωc,
∂νu = f on ∂Ω
satisfying the outgoing or incoming radiation condition.
Using the solutions u± as above, we define the N-D map by Λ(±)(λ)f = u±
∣∣
∂Ω
in addition to Λ(z) for z ∈ C \ σ(HN,c). Note that Λ(±)(λ) is the boundary value
of Λ(z) as z → λ ± i0. Therefore, Λ(±)(λ) defined for λ > 0 has a unique analytic
continuation to C \ σ(HN,c).
4.2. Inverse scattering at regular ends. Let M be a manifold satisfying
the assumptions (A.1) ∼ (A.4) in Chap. 3, §3 with ends of number N ≥ 2. We
assume that at least one of the ends has a regular infinity. Let M1 be such an
end. Namely, in the notation of Chap. 3, §2, M1 is diffeomorphic to M1 × (0, 1),
in other words, M1 is asymptotically equal to a funnel. Let Γ ⊂M be a compact
submanifold of codimension 1 such thatM splits into 3 parts Ω, Ωc, ∂Ω = ∂Ωc = Γ
in the following way :
M = Ω ∪ Γ ∪ Ωc, Ω ∩ Γ = Ωc ∩ Γ = ∅,
where Ω and Ωc are assumed to be submanifolds ofM with boundary Γ inheriting
the Riemannian metric ofM. Assume also that Ω is non-compact and has infinity
common to M1, and has no other infinity, i.e. Ω = M1 × (0, a), 0 < a < 1. Note
that when N ≥ 2, Ωc is also non-compact having a finite number of ends which are
either regular or cusps. (The case when N = 1, which is equivalent to Ωc being
compact, brings about the inverse boundary spectral problem discussed in §3.)
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Let HN be −∆g − (n − 1)2/4 in Ω with Neumann boundary condition, and
HN,c be the one on Ωc. Then Theorem 4.1 and Lemma 4.2 also hold for HN
and HN,c. Note that if all the ends except for M1 have cusps, there may be
embedded eigenvalues in the essential spectrum ofHN,c. However, they are discrete
with possible accumulation points only at 0 and infinity with rapidly decreasing
eigenvectors.
We generalize Lemma 2.1 to the present case. LetF (±)(k) = (F (±)1 (k), · · · ,F (±)N (k))
be the generalized Fourier transformation in M constructed in Chap. 3, §2, and
h∞ be defined by (3.47) in Chap. 3.
Lemma 4.3. Suppose 0 6= k2 6∈ σp(HN,c). If f ∈ L2(Γ) satisfies
〈f, ∂νF (+)(k)∗φ〉Γ = 0, ∀φ = (φ1, 0, · · · , 0) ∈ h∞,
then f = 0.
Proof. Since (2.2) holds in M1, arguing in the same way as in Lemma 2.1,
we have u = 0 in Ω. Consider uc = u
∣∣
Ωc
. Then we have (H − k2)uc = 0 in Ωc,
and similarly to the proof of Lemma 2.1 ∂νu
c = 0 on Γ. Since uc also satisfies the
radiation condition, and k2 6∈ σp(HN,c), we have uc = 0 in Ωc. This proves the
lemma. 
Recall that HN,c has two parts of spectral representations: the generalized
Fourier transform, which we denote by F (+)c here, corresponding to the absolutely
continuous spectrum for HN,c, and the discrete Fourier transform, denoted by Fcp,
corresponding to the point specrum for HN,c defined in the same way as in §3.
Lemma 4.4. The N-D map Λc(z) corresponding to HN,c, which is determined
for z ∈ C \R, is of the form
(4.2) Λc(z) =
∫ ∞
0
δ∗ΓF (+)c (k)∗F (+)c (k)δΓ
k2 − z dk +
∑
i
δ∗ΓP
c
i δΓ
λi − z ,
where the sum over i may be finite or infinite.
Proof. We proceed as in the proof of (3.7). Take f ∈ C∞(Γ) and f˜ ∈ C∞0 (Ωc)
such that ∂ν f˜ = f on Γ. Let v solve the boundary value problem{
(H − z)v = (−H + z)f˜ =: F in Ωc,
∂νv = 0 on Γ.
Then v is represented by eigenvectors ϕi,j and the generalized Fourier transform
F (+)c :
v =
∫ ∞
0
F (+)c (k)∗F (+)c (k)F
k2 − z dk +
∑
i
∑
j(F, ϕi,j)ϕi,j
λi − z .
Take φ ∈ hc∞ (see Chap. 3, (3.47), where j varies from 2 to N). Then we have by
integration by parts
(F (+)c (k)F, φ)hc∞ = ((−H + z)f˜ ,F (+)c (k)∗φ)L2(Ωc)
= (f,F (+)c (k)∗φ)L2(Γ) + (z − k2)(f˜ ,F (+)c (k2)∗φ)L2(Ωc)
= (F (+)c (k)δΓf, φ)hc∞ + (z − k2)(F (+)c (k2)f˜ , φ)hc∞ .
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This implies
F (+)c (k)F = F (+)c (k)δΓf + (z − k2)F (+)c (k)f˜ .
The term from the point spectrum is dealt with similarly, and the lemma follows
from a direct computation. 
Let us call the set
(4.3)
{
δ∗ΓF (+)c (k)∗F (+)c (k)δΓ; k > 0
}
∪
{(
λi, δ
∗
ΓP
c
i δΓ
)
; i
}
the boundary spectral projection (BSP) for HN,c. By (4.2), we have
(4.4) Λc(z) = δ∗Γ(H
N,c − z)−1δΓ.
Lemma 4.5. Knowing the N-D map Λ
(+)
c (k2) for all k such that k2 6∈ σp(HN,c)
is equivalent to knowing BSP for HN,c.
Proof. Λ
(+)
c (k2) has a unique analytic continuation Λc(z) for z ∈ C \R, which
determines Λ
(−)
c (k2) for real k2 6∈ σp(HN,c). By (4.4) and Lemma 3.3.11, we have
Λ(+)c (k
2)− Λ(−)c (k2) =
πi
k
δ∗ΓF (+)c (k)∗F (±)c (k)δΓ.
Therefore we recover F (+)c (k)∗F (+)c (k) for k2 6∈ σp(HN,c) from Λ(+)c (k2). By (4.2),
we also recover λi ∈ σp(HN,c) and δ∗ΓP ci δΓ from the poles and residues of Λc(z).
The converse direction is seen by (4.2). 
Since M has N -ends, the S-matrix for M is an N ×N -matrix:
Ŝ(k) =
(
Ŝij(k)
)
1≤i,j≤N
.
Let M(j), (j = 1, 2), be manifolds satisfying the assumptions (A.1) ∼ (A.4)
in Chap. 3, §3. Assume that M(1)1 and M(2)1 are isometric, therefore, M(1)1 =
M(2)1 = M1 × (0, 1), M1 being a compact manifold of dimension n − 1. Letting
Ω =M1 × (0, a), we construct Ωcj and HN,cj as above.
Theorem 4.6. Suppose 0 6= k2 6∈ σp(HN,c1 ) ∪ σp(HN,c2 ). Let Λ(+)j (k2) be the
N-D map for HN,cj . Then Ŝ
(1)
11 (k) = Ŝ
(2)
11 (k) if and only if Λ
(+)
1 (k
2) = Λ
(+)
2 (k
2).
The proof is the same as Theorem 2.3.
We now pass to the boundary control method (BC-method) to show that BSP
determines the manifold uniquely. The BC-method works for general Riemannian
manifold wih boundary, if we know the N-D map for all k for the associated Laplace
operator. The BC-method was first applied to compact manifolds ([BeKu92]), and
was extended to non-compact manifolds (see e.g. [KKL04], [IKL10]).
Let us formulate the inverse problem on non-compact Riemannian manifolds.
Let N1 and N2 be Riemannian manifolds (not necessarily compact) with boundary
with metric inherited form the Riemannian metric induced from Nj . We say that
N1 and N2 have common parts Γ1 ⊂ ∂N1 and Γ2 ⊂ ∂N2 if there exists an isometry
Φ : Γ1 → Γ2. Let Λj(z) be the N-D map for the Laplace operator on Nj . Then we
define
(4.5) Λ1(z)
∣∣∣
Γ1
= Λ2(z)
∣∣∣
Γ2
⇐⇒ Φ ◦ Λ1(z)
∣∣∣
Γ1
= Λ2(z)
∣∣∣
Γ2
◦ Φ.
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Here Λj(z)
∣∣
Γj
is defined by
Λj(z)
∣∣
Γj
f = Λj(z)f
∣∣
Γj
, f ∈ L2(Γj).
One can then show that (with some additional assumptions) if N1 and N2 have
common parts Γ1 and Γ2, and (4.5) holds for all z 6∈ R, then N1 and N2 are
isometric. In Chapter 6, we shall give the proof of this theorem (Theorem 8.5)
for asymptotically hyperbolic manifolds Ωc1,Ω
c
2 under consideration. Modulus this
theorem, we have thus proven the following result.
Theorem 4.7. Let M be a manifold satisfying the assumptions (A.1) ∼ (A.4)
in Chap. 3, §3. We assume that one of the ends has a regular infinity, and denote
it by M1. Suppose we are given two metrics G(j), j = 1, 2, on M satisfying (A-3)
in Chapt. 3, §3. Assume that G(1) = G(2) onM1. If Ŝ11(k) = Ŝ11(k) for all k > 0,
then G(1) and G(2) are isometric on M.
We can actually prove a stronger version of Theorem 4.7, which is valid for
two manifolds whose structure, in particular the number of ends, are not known
a-priori.
Theorem 4.8. Let M(j), j = 1, 2, be manifolds satisfying the assumptions
(A.1) ∼ (A.4) in Chap. 3, §3 endowed with metric G(j), j = 1, 2. We assume that
for both of M(1)and M(2) one of the ends has a regular infinity, and denote them
byM(j)1 , j = 1, 2. Assume that M(1)1 and M(2)1 are isometric, and Ŝ11(k) = Ŝ11(k)
for all k > 0. Then M(1) and M(2) are isometric.
4.3. References of inverse scattering on asymptotically hyperbolic
manifolds. Melrose’s theory of scattering metric studies the spectral properties
of the Laplace-Beltrami operator on manifolds whose ends have the metric of the
following type
ds2 =
h(x, y, dx, dy)
y2
.
Each end is assumed to be isomorphic to X × (0, 1) and g0(x, y, dx, dy) admits an
asymptotic expansion of the form
h(x, y, dx, dy) = (dy)2 + h0(x, dx) + y h1(x, dx, dy) + y
2h2(x, dx, dy) + · · · ,
h0(x, dx) being a Riemannian metric on the boundary at infinity, X . Mazzeo
and Melrose [MaMe87] developed a pseudo-differential calculus to deal with these
manifolds, and proved the existence of analytic continuation of resolvent of the
associated Laplace-Beltrami operator into the region C \ { 12 (n −N0)}, N0 = N ∪{0}. Borthwick [Bo01] studied the case of variable curvature at the boundary at
infinity. Guillarmou [Gulm05] showed that the resolvent had in general essential
singularities at { 12 (n −N0)}. Joshi and Sa´ Barreto [JoSaBa00] proved that the
scattering matrix determined the asymptotic expansion of the metric h(x, y, dx, dy)
at infinity. Sa´ Barreto [SaBa05] proved that the scattering matrix for all energies
determined the whole manifold.
Resonance is also an important subject in the inverse scattering theory, and
many works are devoted to it. They are summarized in [GuZw97] or in the book
of Borthwick [Bo07].
For the spectral theory of symmetric spaces of higher rank, there ia a work
[MaVa07].
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Inverse scattering problem or inverse boundary value problem from a fixed
energy is not yet solved completely for the case of the metric. However, in 2-
dimensions the inverse boundary value problem is completely solved by Nach-
man [Na95], Lassas-Uhlmann [LaUh01], Astala-Paivarinta [AsPa06] and Astala-
Lassas-Paivarinta [AsLaPa05]. For higher dimensions, there is a developed theory
for isotropic metrics, see the review article of [Uh92]. Morever a method was
developed to study anisotropic metrics from a known conformal class. See e.g.
[DSKSU09].
There is a link between the hyperbolic manifolds and the inverse boundary value
problems in the Euclidean space. See [Is04a], [Is04b], [Is04c], [Is07a], [Is07b].
In [IINSU07] an application to the numerical computation is given.

CHAPTER 6
Boundary control method
1. Brief introduction to the boundary control method
1.1. Wave equation and Gel’fand inverse problem. Let N be an n-
dimensional complete connected Riemannian manifold with boundary ∂N . We
shall consider an IBVP (initial-boundary value problem) for the wave equation
∂2t u = ∆gu on N × (0,∞),
where ∆g is the Laplace-Beltrami operator. In local coordinates
∆g = g
−1/2∂i(gijg1/2∂j), g = det (gij).
We impose the initial condition
u
∣∣
t=0
= ∂tu
∣∣
t=0
= 0,
and the boundary condition
∂νu
∣∣
∂N×(0,∞) = f ∈ C∞0 (∂N × (0,∞)).
Here ν is the outer unit normal to ∂N . Let uf (x, t) be the solution to the above
IBVP. We measure uf on ∂N × (0,∞), and call
(1.1) Λh : f → uf ∣∣
∂N×(0,∞)
a hyperbolic Neumann-to-Dirichlet map. The basic question we address is the fol-
lowing one.
Question Assume we know Λh. Can we determine (N , g), i.e. the manifold N and
the metric g?
This is theGel’fand inverse problem (stated in a slightly different form, [Gel57]).
Note that Λh is an operator defined on ∂N × (0,∞). Starting from the knowledge
on ∂N × (0,∞), the first issue is the topology of N , and the second issue is the
Riemannian structure.
The answer to the above question is affirmative when N is compact, and also
for non-compact N with some additional geometric assumption. To fix the idea,
in this chapter, N means either any compact connected Riemannian manifold with
boundary, or when dealing with the non-compact case, the manifold Ωc discussed
in Chap. 5, §4. However, the arguments given below also work for non-compact
manifolds possesing the spectral representation as in the case of Ωc. Note that in
both cases ∂N is compact.
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1.2. Spectral formulation. Let us begin with the compact manifold case.
Consider the Neumann Laplacian HN :
HNu = −∆gu, u ∈ H2(N ), ∂νu
∣∣
∂N = 0.
The spectrum of HN consists of real numbers
0 = λ1 < λ2 ≤ λ3 ≤ · · · → ∞.
Let ϕk be the associated eigenvectors
−∆gϕk = λkϕk, ∂νϕk
∣∣
∂N = 0.
Without loss of generality we can assume ϕk to be real-valued. The set {ϕk}∞k=1 can
be made to form an orthonormal basis in L2(N ) and orthogonal basis in H1(N ),
where the inner products of L2(N ) and H1(N ) are defined by
(f, g)L2(N ) =
∫
N
f(x)g(x)dVg , dVg = g
1/2dx1 · · · dxn,
(f, g)H1(N ) =
∫
N
gij ∂if ∂jg dVg + (f, g)L2 .
We call
{(
λk, ϕk
∣∣
∂N
)}∞
k=1
the boundary spectral data (BSD). The original Gel’fand
inverse problem is equivalent to:
Question Given BSD, can we determine (N , g)?
The relation of BSD to the hyperbolic Neumann-to-Dirichlet map is represented
by the following (formal) formula:(
Λhf
)
(x, t) =
∫
∂N
∫
R+
G(x, y, t− s)f(y, s)dSyds.
(1.2) G(x, y, t) =
∞∑
k=1
sin(
√
λkt)√
λk
ϕk(x)ϕk(y)
∣∣
∂N×∂N .
One can also deal with the Dirichlet Laplacian, i.e.
HDu = −∆gu, u ∈ H2(N ) ∩H10 (N ).
Let 0 < µ1 < µ2 ≤ µ3 ≤ · · · → ∞ be the Dirichlet eigenvalues, and ψk the
associated eigenvectors. Considering IBVP
∂2tw = ∆gw,
w
∣∣
∂N×R+ = f ∈ C∞0 (∂N ×R+),
w
∣∣
t=0
= ∂tw
∣∣
t=0
= 0,
we define the hyperbolic Dirichlet-to-Neumann map by
Rhf : f → ∂νwf
∣∣
∂N×R+ .
The integral kernel of Rh is formally written as
Rh(x, y, t) =
∞∑
k=1
sin(
√
µkt)√
µk
∂νψk(x)∂νψk(y)
∣∣
∂N×∂N .
The method we are going to talk about is called the Boundary Control (BC)
method, whose history goes back to the famous results by M. G. Krein, in the
mid-fifties, on the 1−dimensional inverse scattering theory ([Kr51a], [Kr51b]).
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Compared with the fundamental methods by Gel’fand-Levitan and Marchenko, the
method of Krein is distinguished by the systematic use of the finite propagation
speed for the wave equation. However, the ideas based upon the domain of influ-
ence, etc. coming from this finite velocity are ”disguised” in the work of Krein due
to their formulation in the frequency domain (or the stationary equation), where
they turn out to be conditions on analyticity of the corresponding Fourier transform
of the solution. This principal hyperbolic nature of Krein’s method was revealed
by Blagovestchenskii who was working in the time-domain (or the time-dependnet
equation) using the finite velocity of the wave propagation and ideas of controlla-
bility in the filled domain to derive a Volterra-type equation for unknown functions
([Bla71a]). These ideas have become crucial for the extension of the method to
multidimensions pioneered by Belishev [Be87], see also [KKL01]. One more im-
portant ingredient of the BC-method, namely, the possibility to evaluate the inner
product of waves sent into N from ∂N also goes back to the 1-dimensional case to
the work of Blagovestchenskii [Bla71b]. See [BeBla92] for the multidimensional
case.
The BC method has the following features.
(1) BC method is hyperbolic.
Since the propagation speed of wave motion is finite, and singularities of waves
are related with geodesics, this implies the close connection of BC method with
geometry.
(2) BC method is not perturbative.
We do not assume that the given metric is close to some standard one. In this
sense, the BC method does not have the character of perturbation theory.
1.3. Outline of the procedure. The crucial tool of the BC-method is the
Kuratowski space of boundary distance functions R(N ) to be defined in §5, and
the reconstruction of the manifold N is done by the following 3 steps :
• In §8, we show that BSP determines R(N ).
• In §5, we show that R(N ) is topologically isomorphic to N .
• In §7, we show that R(N ) determines the Riemannian metric of N .
This is an effective interplay of linear partial differential equations and geom-
etry. The main ingredients of the 1st step are Blagovestchenskii’s idenitity, which
represents the solution of the initial boundary value problem (IBVP) of the wave
equation by BSD, and Tataru’s uniqueness theorem, which guarantees the conrol-
lablity of IBVP. The 2nd step is of the character of general topology. The 3rd step
is purely from differential geometry, in which the coordinate system of N is con-
structed by R(N ) and the metric tensor is computed. The analytic and geometric
preliminaries are done in §2, §4, and in §5, §6, respectively.
2. Blagovestchenskii idenitity
Given a solution uf of the wave equation
(2.1)

∂2t u = ∆gu,
∂νu
∣∣
∂N×R+ = f,
u
∣∣
t=0
= ∂tu
∣∣∣
t=0
= 0,
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we expand it by eigenvectors to get
uf (x, t) =
∑
k
ufk(t)ϕk(x), u
f
k(t) =
∫
N
uf (y, t)ϕk(y)dVg .
Then we have
d2
dt2
ufk(t) =
∫
N
∆gu
f (y, t)ϕk(y)dVg
=
∫
∂N
[
∂νu
fϕk − uf∂νϕk
]
dSg +
∫
N
uf∆gϕkdVg
=
∫
∂N
f(y, t)ϕk(y, t)dSg − λk
∫
N
uf(y, t)ϕk(y)dVg.
We have thus derived
d2
dt2
ufk(t) + λku
f
k(t) =
∫
∂N
f(y, t)ϕk(y)dSg,
and, due to the initial condition in IBVP,
ufk(0) =
d
dt
ufk(0) = 0.
Solving this differential equation, we obtain Blagovestchenskii idenitity
(2.2) ufk(t) =
∫ t
0
ds
∫
∂N
dSg
sin(
√
λk(t− s))√
λk
f(y, s)ϕk(y).
This formula shows that ufk(t) is represented by λk and ϕk
∣∣
∂N , i.e. BSD.
Lemma 2.1. The following holds:
(2.3) (uf (t), uh(s)) =
∑
k
ufk(t)u
h
k(s),
i.e. BSP determines the inner product (uf (t), uh(s))L2(N ), ∀t, s ∈ R, ∀f, h ∈
C∞0 (∂N ×R+).
Proof. This follows from (2.2) and the Parseval formula. 
Lemma 2.1 is the first corner-stone of BC method. We let
(2.4) S(t, λ) =
sin(
√
λt)√
λ
, S˜(t, s, λ) = S(t, λ)S(s, λ),
and use the notation in Chap. 5, §3 to rewrite the right-hand side of (2.3) as
(2.5)
∑
i
∫ t
0
∫ s
0
dt′ds′S˜(t− t′, s− s′, λi) (δ∗ΓPiδΓf(t′), h(s′)) .
This implies the following corollary.
Corollary 2.2. The inner product (uf (t), uh(s)) is written only by BSP.
This is also true when −∆g has the continuous spectrum. Recall that in §4 of
Chap. 5, the Laplace-Beltrami operator on Ωc admits the spectral representation
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F (+)c . In this case, to modify the formula (2.3), we have only to add the integral of
F (+)c (k)∗F (+)c (k) to the right-hand side of (2.5):∫ ∞
0
dk
∫ t
0
∫ s
0
dt′ds′ S˜(t− t′s− s′, k2)
(
δ∗ΓF (+)c (k)∗F (+)c (k)δΓf(t′), h(s′)
)
+
∑
i
∫ t
0
∫ s
0
dt′ds′S˜(t− t′, s− s′, λi) (δ∗ΓP ci δΓf(t′), h(s′)) .
(2.6)
Again (uf (t), uh(s)) is written only by BSP.
Let us remark that in [KKL01], p. 214, Lemma 4.9, it is shown that one can
construct BSD from BSP up to a multiplication factor if N is compact.
3. Geodesics
Let us recall some basic notions from Riemannian geometry. The distance of
two points x, y of a Riemannian manifold N , denoted by d(x, y), is defined by the
infimum of length of piecewise smooth curves joining x and y. This makes N a
metric space. If N is complete in this metric, it is said to be metrically complete.
When ∂N = ∅, by the theorem of Hopf-Rinow (see e.g. [GaHuLa80], pp. 94,
95), it is equivalent to that N is geodesically complete, i.e. any solution of the
equation of geodesics can be extended onto the whole line R. In this case, again
by the theorem of Hopf-Rinow, any two points in N can be joined by the minimal
geodesic (i.e. the shortest curve).
In local coordinates, the equation of geodesics is written as
(3.1)
d2xk
dt2
+ Γkij(x)
dxi
dt
dxj
dt
= 0.
Let x(t, y, v) be the solution of (3.1) satisfying
x(0, y, v) = y, ∂tx(0, y, v) = v ∈ Ty(N ),
where ∂t = d/dt and Ty(N ) is the tangent space at y. Let |v|g be the length of
v ∈ Ty(N ). Then the map defined by
(3.2) expy(v) : Ty(N ) ∋ v → x(1, y, v) = x(|v|g, y, vˆ) ∈ N , vˆ = v/|v|g
is called the exponential map. Using this exponential map, we define the Rie-
mannian normal coordinates centered at y in the following way. Let By,ρ = {v ∈
Ty(N ); |v|g < ρ}. Then for ρ sufficiently small, the map
expy : By,ρ ∋ v → expy(v) ∈ exp(By,ρ) ⊂ N
is a diffeomorphism. Hence v = (v1, · · · , vn) can be used as local coordinates on
expy(By,ρ). Note that (3.2) implies that, when dealing with geodesics x(t, y, v), we
can always parametrize them so that |v|g = 1. This parametrization is called the
arclength parametrization and will be always used in this chapter.
Almost all of the notions from Riemannian geometry can be extended to the
manifold with boundary by obvious changes. The problem of the existence of the
shortest curves, however, is delicate. Think of, for example, non-convex domains
in Rn. However, for any x, y ∈ N , there exists a shortest curve, which is C1-
smooth. See e.g. [AlAl81]. Moreover, the segments of this curve lying inside N
are (minimal) geodesics in N , while the segments of this curve lying on ∂N are
minimal geodesics on ∂N .
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The following lemma is easy to prove. Let d(x, y) be the distance between x
and y with respect to the Riemannian metric g, and for a subset S ⊂ N , d(x, S) =
inf{d(x, y) ; y ∈ S}.
Lemma 3.1. For any x ∈ N , there exists z ∈ ∂N such that d(x, z) = d(x, ∂N ).
Moreover x = γz(s), where γz is the geodesic starting from z with initial direction
the inner unit normal to ∂N , and s = d(x, z).
4. Controllabilty and observability
Two notions in the title of this section are fundamental concepts in control
theory. They are related to properties of solution operators of dynamical problems.
4.1. Domains of influence. For any set A ⊂ N and t0 > 0, we define the
domain of influence of A (at time t0) by
N (A, t0) = {x ∈ N ; d(x,A) ≤ t0}.
We introduce the forward, D+(A, t0), backward, D−(A, t0), and double cones,
D(A, t0), of dependence by
D±(A, t0) = {(x, t) ; x ∈ N (A, t0 ∓ t), 0 ≤ ±t ≤ t0},
D(A, t0) = D+(A, t0) ∪D−(A, t0).
Lemma 4.1. Take t0 > 0 and a bounded open set A ⊂ N arbitrarily. Let u be
a solution to the initial boundary value problem
(4.1)

∂2t u = ∆gu, in N ×R,
u = ∂tu = 0, on N (A, t0) at t = 0,
∂νu = 0, on D(A, t0) ∩ (∂N ×R).
Then u = 0 in D(A, t0).
Proof. We prove this lemma in the case when N is a domain in Rn and, due
to symmetry t → −t, for t > 0. The general case can be proved in the same way
by taking local coordinates.
First we recall the well-known energy inequality. Note the identity:
1
2
∂t
(
(∂tv)
2 + gij∂iv∂jv
)− 1√
g
∂i
(√
ggij∂jv∂tv
)
=
(
∂2t v −
1√
g
∂i(
√
ggij∂jv)
)
∂tv,
(4.2)
where ∂t = ∂/∂t, ∂i = ∂/∂x
i. Take a time interval I = [0,T], a family of connected
open sets A(t) ⊂ Rn (t ∈ I) and consider a domain D(T ) ⊂ Rn ×R1 such that
D(T ) = {(x, t) ; t ∈ I, x ∈ A(t)}.
Then ∂D(t) consists of 3 parts:
∂D(T ) = A(T ) ∪ A(0) ∪ S,
where the lateral boundary S consists of 2 parts:
(4.3) S = S∂ ∪ Sr, S∂ = D(T ) ∩
(
∂N × [0, T ]), Sr = S \ S∂ .
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Assume that Sr is piecewise smooth and its unit normal n = (n1, · · · , nn, nt), with
respect to the Euclidean metric, has the property
(4.4) nt ≥
(
gijninj
)1/2
, on Sr.
Suppose that a real-valued function v = v(x, t) satisfies the wave equation
(4.5)
 ∂
2
t v −
1√
g
∂i(
√
ggij∂jv) = 0, in D(T ),
∂νv = 0, on Sr.
Mutilplying (4.2) by
√
g and integrating on D(T ), we have
1
2
[ ∫
A(t)
(
(∂tv)
2 + gij∂iv∂jv
)√
g dx
]t=T
t=0
= −1
2
∫
Sr
nt
(
(∂tv)
2 + gij∂iv∂jv
)√
g dS +
∫
Sr
nig
ij∂jv∂tv
√
g dS,
(4.6)
where the integral over S∂ disappears due to the boundary condition in (4.5) and
nt = 0 on S∂ . The right-hand side is non-positive by (4.4), estimate
|nigij∂jv∂tv| ≤ |∂tv|(gijninj)1/2(gij∂i∂j)1/2 ≤ nt|∂tv|(gij∂i∂j)1/2
and the Cauchy-Schwarz inequality. This implies∫
A(T )
(
(∂tv)
2 + gij∂iv∂jv
)√
g dx ≤
∫
A(0)
(
(∂tv)
2 + gij∂iv∂jv
)√
g dx.
This holds with T relplaced by τ ∈ (0, T ). Therefore, if v∣∣
t=0
= ∂tv
∣∣
t=0
= 0 on
A(0), we have ∇v∣∣
t=τ
= 0, ∂tv
∣∣
t=τ
= 0 on A(τ), hence v = 0 on D(T ).
We turn to the proof of Lemma 4.1. In the following, C0 and C denote constants
independent of small ǫ > 0 and j = (j1, · · · , jn) ∈ Zn.
For a small ǫ > 0 , we take lattice points P (j, ǫ) = (j1ǫ/C0, · · · , jnǫ/C0), where
C0 is a large constant. We extend
(
gαβ(x)
)
smoothly outside N , and put
(4.7) G(j,ǫ) =
(
gαβ(P (j, ǫ))
)
+ ǫC0In,
In being the n× n identity matrix. Letting dj,ǫ(·, ·) be the distance defined by the
Riemannian metric Gj,ǫ = (G
(j,ǫ))−1, we put
B(j, ǫ) = {x ∈ Rn ; dj,ǫ(x, P (j, ǫ)) ≤ ǫ}.
We also let
Nǫ(A, t0) = {x ∈ N (A, t0) ; d(x, ∂N (A, t0)) > ǫ},
where d(·, ·) is the distance defined by the Riemannian metric (gαβ(x)). Then
Nǫ(A, t0) ⊂ N (A, t0) and Nǫ(A, t0)→ N (A, t0) as ǫ→ 0.
We now consider a finite set
J(ǫ) = {j ; P (j, ǫ) ∈ Nǫ(A, t0)},
and for j ∈ J(ǫ), we put
D(j, ǫ) =
{
(x, t) ; x ∈ N , dj,ǫ(x, P (j, ǫ)) ≤ ǫ+ t, 0 ≤ t ≤ ǫ/C0
}
.
As above, its lateral boundary consists of 2 parts like (4.3). We show that the
condition (4.4) is satisfied on Sr.
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For the sake of simplicity, we assume that P (j, ǫ) = 0. The lateral boundary is
defined as the zeros of
ϕ(x, t) = ǫ+ t− (Gj,ǫx, x)1/2.
Since the Euclidean normal unit of the lateral boundary is given by (∇xϕ, ∂tϕ)/(|∇xϕ|2+
(∂tϕ)
2)1/2, we have only to show that for any x on the lateral boundary
(4.8) 1 ≥ (G(x)−1∇xϕ,∇xϕ), G(x) =
(
gαβ(x)
)
.
Let G0 = G(P (j, ǫ)). Then Gj,ǫ = (G
−1
0 + ǫC0)
−1 and G(x) = G0 + O(ǫ). Since
∇xϕ = −Gj,ǫx/(Gj,ǫx, x)1/2, we have
(G(x)−1∇xϕ,∇xϕ) = (G
−1
0 Gj,ǫx,Gj,ǫx)
(Gj,ǫx, x)
+
(O(ǫ)Gj,ǫx,Gj,ǫx)
(Gj,ǫx, x)
.(4.9)
In the right-hand side, G0 and Gj,ǫ are positive definite, and O(ǫ) is symmetric.
Noting that √
Gj,ǫO(ǫ)
√
Gj,ǫ ≤ ǫC1
for some constant C1 > 0, we see that
(4.10)
(O(ǫ)Gj,ǫx,Gj,ǫx)
(Gj,ǫx, x)
≤ ǫC1.
To compute the 1st term of the right-hand side of (4.9), we first note G−10 Gj,ǫ =
(1 + ǫC0G0)
−1. Letting λ1 be the smallest eignvalue of G0, we have
(1 + ǫC0G0)
−1 ≤ (1 + ǫC0λ1)−1.
Then, letting y =
√
Gj,ǫx, and noting that G0 and Gj,ǫ commute, we can estimate
the 1st term as
(4.11)
((1 + ǫC0G0)
−1y, y)
(y, y)
≤ 1
1 + ǫC0λ1
.
In view of (4.10) and (4.11), taking C0 large enough, we see that (4.8) is satisfied.
We now put
(4.12) D1(ǫ) = ∪
j∈J(ǫ)
D(j, ǫ),
and apply the energy inequality to have
(4.13) u = 0, in D1(ǫ).
Let D(A, t0, τ) be the section of D(A, t0) at time t = τ . We also let Σ
high
1 (τ) be
the boundary of the section of D1(ǫ) at time t = τ , and Σ
low
1 (τ) be the surface such
that
(4.14)
{
Σlow1 (τ) ⊐ Σ
high
1 (τ),
d(Σlow1 (τ),Σ
high
1 (τ)) = 2ǫ+ Cǫτ,
where for 2 compact surfaces S1 and S2, S1 ⊐ S2 (or S2 ⊏ S1) means that S2 is
contained in the bounded domain with boundary S1, and where C is chosen large
enough.
The meaning of (4.14) is as follows. At time t = 0, we take the surface Σhigh1 (0)
and Σlow1 (0) inside and outside of ∂D(A, t0) with distance ǫ. We then develop them
by speeds higher or lower than that of waves. At time t, the distance between
Σhigh1 (t) and Σ
low
1 (t) will increase at most by Cǫt.
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Let Σ(τ) be the boundary of D(A, t0, τ). Then we have
(4.15) Σhigh1 (t) ⊏ Σ(t) ⊏ Σ
low
1 (t), 0 ≤ t ≤ ǫ/C0.
The next step starts from the time t = ǫ/C0 instead of t = 0, and D1(ǫ) instead
of D(A, t0). One can then construct D2(ǫ) and Σ
high
2 (t) as above for ǫ/C0 ≤ t ≤
2ǫ/C0. Then by the energy inequality
(4.16) u = 0, in D2(ǫ),
for the time interval ǫ/C0 ≤ t ≤ 2ǫ/C0. The surface Σlow2 (τ) is defined by
(4.17)

Σlow2 (τ) ⊐ Σ
high
2 (τ),
d(Σlow2 (τ),Σ
high
2 (τ)) = 2ǫ+
C
C0
ǫ2 + Cǫ(τ − ǫ
C0
).
We continue this procedure. In the k-th step, we obtain
(4.18) u = 0, in Dk(ǫ),
in the time interval (k − 1)ǫ/C0 ≤ t ≤ kǫ/C0, and
(4.19)

Σlowk (τ) ⊐ Σ
high
k (τ),
d(Σlowk (τ),Σ
high
k (τ)) = 2ǫ+
C
C0
(k − 1)ǫ2 + Cǫ(τ − (k − 1)
C0
ǫ).
Now, with a given time t0 > 0 and a large number N , we take ǫ as Nǫ/C0 = t0.
We put
DN = ∪Nj=1Dk(ǫ).
Then, by the above consideration,
u = 0, in DN .
By our construction, DN ⊂ D(A, t0). When N → ∞, D(N) tends to D(A, t0). In
fact, by (4.19) and Nǫ = t0,
d(Σlowk (τ),Σ
high
k (τ)) ≤ (2 + Ct0)ǫ→ 0.
This proves Lemma 4.1. 
In the proof this lemma, we follow the basic steps of Theorem IV 2.2 of [Lad73],
making them more precise by taking into the account the variable velocity of the
wave propagation.
Using Lemma 4.1, we can describe the support of the waves generated by the
Neumann boundary sources, namely the solution uf of the IBVP,
(4.20)

∂2t u = ∆gu, in N × (0,∞)
u
∣∣
t=0
= ∂tu
∣∣
t=0
= 0, on N ,
∂νu
∣∣
∂N×(0,∞) = f ∈ C∞0 (∂N × (0,∞)).
To this end, for any subset A ⊂ N , we introduce the forward, C+(A), backward,
C−(A), and the double, C(A), cones of influence
C±(A) = {(x, t) ; d(x,A) ≤ ±t, ±t > 0},
C(A) = C+(A) ∪ C−(A).(4.21)
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Corollary 4.2. Let uf be the solution to IBVP (4.20). Let, in addition,
supp f ⊂ S × (0,∞), where S ⊂ ∂N is open. Then
suppuf ⊂ C+(S).
Proof. Let t0 > 0 and (y0, t0) 6∈ C+(S), then for small r > 0,
{(x, t) ; x ∈ N , d(x, S) ≤ t, 0 ≤ t ≤ t0} ∩D(Br(y0), t0) = ∅,
Br(y0) being the ball of radius r > 0 centered at y0. Applying Lemma 6.4.1, we have
uf(y0, t0) = 0. To complete the proof, just note that for t < 0, u
f (x, t) = 0. 
4.2. Unique continuation and controllabilty. Next we describe the prop-
erties of uf (·, t) in N (S, t), when supp f ⊂ S × (0,∞). We start with the following
global uniqueness theorem which is essentially due to Tataru ([Ta95]).
Theorem 4.3. Let u ∈ H1loc(N × (−t0, t0)) satisfies
(4.22)
{
∂2t u = ∆gu in N × (−t0, t0),
∂νu
∣∣
∂N×(−t0,t0) = 0, u
∣∣
S×(−t0,t0) = 0.
Then u = 0 in D(S, t0).
For a measurabe subset D ⊂ N and v ∈ L2(D), we define v = 0 on N \D and
regard L2(D) as a closed subspace of L2(N ).
Corollary 4.4. Assume v satisfies
(4.23)

∂2t v = ∆gv in N ×R,
v
∣∣
t=t0
= 0, ∂tv
∣∣
t=t0
=: ψ ∈ L2(N (S, t0)),
∂νv
∣∣
∂N×(0,t0) = 0, v
∣∣
S×(0,t0) = 0.
Then ∂tv
∣∣
t=t0
= 0.
Proof. We extend v(t) on the time interval (t0, 2t0) by v(t) = −v(2t0 − t), and
put w(t) = v(t− t0). Then w satisfies the conditions in Theorem 4.3. 
Corollary 4.4 shows the usefulness of the notion of the observability operator,
OSt0 : L2(N (S, t0)) ∋ ψ → vψ
∣∣
S×(0,t0) ∈ L
2(S × (0, t0)),
where vψ is the solution to (4.23). Note that vψ
∣∣
∂N×R ∈ C(R;H1/2(∂N )), and
(4.24) ‖OSt0ψ‖L2(S×(0,t0)) ≤ C‖ψ‖L2(N ),
where C = Ct0 is a constant.
Corollary 4.4 is equivalent to the following fact, called the observabilitry.
Corollary 4.5. For any open set S ⊂ ∂N and t0 > 0, we have
KerOSt0 = {0}.
We consider now, the map CSt0 defined by
CSt0 : L2(S × (0, t0)) ∋ f → uf
∣∣
t=t0
∈ L2(N (S, t0)).
The crucial fact about CSt0 is the following theorem.
Theorem 4.6. Ran (Ct0) = L2(N (S, t0)).
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Proof. Due to Corollary 4.5, it is sufficient to show
(4.25) CSt0 = −
(OSt0)∗,
i.e.
(4.26) (CSt0f, ψ)L2(N (S,t0)) = −(f,OSt0ψ)L2(S×(0,t0)),
for f ∈ L2(S× (0, t0)), ψ ∈ L2(N (S, t0)). Clearly, we can take f ∈ C∞0 (S× (0, t0))
with both f and ψ being real-valued. By integration by parts, we have
0 =
∫
N
∫ t0
0
(
(∂2t u
f −∆guf)vψ − uf(∂2t vψ −∆gvψ)
)
dtdVg
=
∫
N
[
(∂tu
f )vψ − uf (∂tvψ)
]t=t0
t=0
dVg
−
∫
∂N
∫ t0
0
(
(∂νu
f)vψ − uf(∂νvψ)
)
dtdSg.
By the initial conditions, uf
∣∣
t=0
= ∂tu
f
∣∣
t=0
= 0, and vψ
∣∣
t=t0
= 0, ∂tv
ψ
∣∣
t=t0
= ψ.
By the boundary condition, ∂νv
ψ
∣∣
∂N×R = 0, and ∂νu
f
∣∣
∂N×R = f . We then have∫
N
CSt0fψdVg = −
∫
∂N
∫ t0
0
fvψdtdSg.
Since f is supported in S × (0, t0), the right-hand side is rewritten as
−
∫
S
∫ t0
0
fvψ
∣∣
S×(0,t0)dtdSg = −(f,O
S
t0ψ)L2(S×(0,t0)),
which proves the lemma. 
By this theorem, for any ǫ > 0 and a ∈ L2(N ) such that supp a ⊂ N (S, t0),
there exists f = fǫ,a ∈ C∞0 (S×(0, t0)) satisfying ‖uf(·, t0)−a‖L2(N ) < ǫ. Therefore
the property described in Theorem 4.6 should be called approximate controllability.
4.3. Further results on uniqueness. Results of the type of Theorem 4.3
(Holmgren-John type uniqueness theorems) have a long story, starting from the
classical result by Holmgren:
Theorem 4.7. Let u be a classical, i.e. C2, solution to the partial differential
equation P (x,Dx)u = 0 with analytic coeffcients. If u = 0 in one side of a non-
characteristic surface Σ, then suppu ∩ Σ = ∅, i.e. u = 0 near Σ.
For the proof, see e.g. [Hor] Vol 1, p. 309 and [Mi73] p. 250. Recall that
for a differential operator P (x,Dx) =
∑
|α|≤m pα(x)D
α
x defined on an open set U
in Rn, its principal part is defined by Pm(x, ξ) =
∑
|α|=m pα(x)ξ
α. A surface Σ of
co-dimension 1 in U is said to be non-characteristic to P (x,Dx), if Pm(x, νx) 6= 0
for any x ∈ Σ and normal νx to Σ at x. Theorem 4.6 was first proved by E.
Holmgren in 1901 [Hol] and extended by F. John in 1949 [Joh49]. This theorem
has been tried to be extended to the C∞-coefficient case by Robbiano [Rob91] or
Ho¨rmander [Ho92], and finally Tataru [Ta95] succeeded in obtaining the result
in full generality (see also [KKL01], p. 117). The importance of non-analyticity
should largely be emphasized in applications to inverse problems. We formulate
Tataru’s local uniqueness theorem in the form convenient for future applications.
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Theorem 4.8. Let u ∈ H1loc(Ω), Ω ⊂ N˜ ×R, be a weak solution to the wave
equation ∂2t u = ∆g˜u, where (N˜ , g˜) is a Riemannian manifold. Let Σ ⊂ Ω be a
non-characteristic surface. If u = 0 on one side of Σ, then suppu ∩ Σ = ∅.
Actually, this theorem implies Theorem 4.3 due to the fact that we can con-
tinue by 0 untill we hit the chracteristic surface giving rise to the double cone of
dependence. Note also that this theorem implies more general version of Theorem
4.3 where condition ∂νu
∣∣
∂N×(−t0,t0) = 0 is changed to ∂νu
∣∣
S×(−t0,t0) = 0 .
5. Topological reconstruction of N by R(N )
5.1. Reconstruction from boundary distance functions. The key idea
of the geometric BC-method is to reconstruct the boundary distance function, rx(z),
defined as follows: For any x ∈ N , rx is defined by
(5.1) rx(z) = d(x, z), z ∈ ∂N ,
d(x, y) being the distance of x, y ∈ N . We define the map R by
R : N ∋ x→ rx(·) ∈ C(∂N ).
If ∂N is compact, R(N ) becomes a metric space by the distance
d∞(r1, r2) = ‖r1(·) − r2(·)‖L∞(∂N ),
and the following inclusion relation hold
R(N ) ⊂ C0,1(∂N ) ⊂ L∞(∂N ),
where C0,1(∂N ) is the space of Lipschitz continuous functions on ∂N . The utility
of the boundary distance function is seen in the following lemma.
Lemma 5.1. If ∂N is compact, (R(N ), d∞) is homeomorphic to (N , d).
Proof. By the triangle inequality, for any z ∈ ∂N , |d(x, z) − d(y, z)| ≤ d(x, y).
Hence maxz∈∂N |d(x, z)− d(y, z)| ≤ d(x, y). This implies
(5.2) d∞(rx, ry) ≤ d(x, y).
Both of (R(N ), d∞) and (N , d) are complete metric spaces. By (5.2), the map
R : (N , d) → (R(N ), d∞) is continuous. Let us show that R is injective. Assume
rx(z) = ry(z), ∀z ∈ ∂N . Let zm be a point of minimum of rx and ry. Then x lies
on the geodesic normal to ∂N from zm at the arclength rx(zm), but also y lies on
the geodesic normal at arclength ry(zm) = rx(zm). Then x = y.
We show that R−1 is continuous. Suppose rxn(·) converges to rx(·) uniformly
on ∂N . Then supn ‖rxn‖L∞ <∞. Since min rxn = d(xn, ∂N ), and ∂N is compact,
this means that {xn} is in a compact subset in N . Therefore, for any subsequence
of {xn}, one can select a sub-subsequnce {x′n} such that x′n converges to some
point y ∈ N . By (5.2), rx′n(·) converges uniformly to ry(·). However, since rxn(·)
converges to rx(·), we have rx(·) = ry(·). Therefore x = y. Since every subsequence
of {xn} contains a sub-sub sequence which converges to one and the same limit x,
xn converges to x. This proves the lemma. 
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5.2. Metrics on R(N ). R(N ) is a set of functions indexed by the points
x ∈ N . However in the inverse problem we are now considering, we know neither
N nor x, since they are the objects we are trying to reconstruct. So, changing the
notation, we let r1 = rx, r2 = ry , where x, y ∈ N . Now we ask a question: Does
d∞(r1, r2) determine d(x, y)? If it is true, it becomes a mile stone for our inverse
problem.
Assume we can find new distance d̂(r1, r2) from d∞(r1, r2) so that d̂(r1, r2) =
d(x, y) for x, y such that r1 = rx, r2 = ry. Then (R(N ), d̂) becomes isometric,
as a metric space, to (N , d). By the Myers-Steenrod theorem [MySt39] (see e.g.
[Cha93], p. 175), this implies that there is a unique Riemannian manifold structure
on R(N ) such that R : N → R(N ) is isometry. In the following, we give a direct
way of reconstructing the Riemannian manifold structure on R(N ) to make R a
Riemannian isometry from N to R(N ), without leaning over the abstract nature
of the Myers-Steenrod theorem.
To find an isometry from R(N ) to N , perhaps the simplest case is the simple
manifold. By definition (in the strong sense) simple manifold means that any
x, y ∈ N are connected by a unique shortest geodesic which continues to both
directions to ∂N as the shortest geodesic, and ∂N is geodesically convex.
Proposition 5.2. If N is simple, then d∞(rx, ry) = d(x, y).
Proof. Recall (5.2). Let z be the point on ∂N lying on the continuation
of the geodesic from x to y. Then d(x, z) − d(y, z) = d(x, y). This proves the
proposition. 
Remark 5.3. It is known that even in the case of non-simple manifold, there
exists a constant 0 < C ≤ 1 such that
Cd(x, y) ≤ d∞(rx, ry) ≤ d(x, y).
Remark 5.4. Let ∂N1 = ∂N2, and compare R(N1) and R(N2). To this end,
we can take the Hausdorff distance dH(R(N1), R(N2)). Let us recall that if N be
a metric space, S1, S2 ⊂ N , then the Hausdorff distance is defined by
dH(S1, S2) = max{ sup
x∈S1
d(x, S2), sup
y∈S2
d(y, S1)}.
A natural question is, if dH(R(N1), R(N2)) is small, does it mean that N1 and
N2 are close and which sense?
In general, the answer is ”No”, which is the manifestation of well-known ill-
posedness of the inverse problem. However, we can add some a-priori conditions,
e.g. in terms of Gromov compactness on manifolds (N , g), to obtain a positive
answer. See e.g. [AKKLT04]
6. Boundary cut locus
In this and the next sections, we devote ourselves to geometric preliminaries.
For a Riemannian manifold N , let Tx(N ) be the tangent space at x ∈ N . Recall
that for ξ, η ∈ Tx(N ), the inner product and the length are defined by
gx(ξ, η) = gij(x)ξ
iηj =
n∑
i,j=1
gij(x)ξ
iηj , |ξ|g =
√
gx(ξ, ξ)
Put Sx(N ) = {ξ ∈ Tx(N ) ; |ξ|g = 1}. Let T (N ) and T ∗(N ) be the tangent bundle
and the cotangent bundle of N , respectively.
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We are dealing with the manifold N with boundary. To consider the differential
at z ∈ ∂N of a map defined on N , we can extend the manifold N to a bigger
manifold N˜ of the same dimension so that z is in the interior of N˜ . This defines
the tangent space Tz(N ) at z which is independent of the choice of N . When
we consider the tangent sapce of ∂N at z ∈ ∂N , we denote it by Tz(∂N ). Note
that Tz(∂N ) is canonically identified with the subspace of codimension 1 in Tz(N )
whose unit normal is the unit normal to ∂N at z.
6.1. Variation and Jacobi fields. Let c(t) be a curve on N . For a vector
field X(t) on N , with components (X1(t), · · · , Xn(t)) in local coordinates, the
covariant differential
D
dt
X(t) along c(t) is defined by
∇c˙X(t) = D
dt
Xk(t) = X˙k(t) + Γkij(c(t))c˙
i(t)Xj(t),
where we used the abbreviation f˙(t) =
df(t)
dt
. Note that ∇c˙X(t) is independent of
local coordinates. A vector field Z(t) is said to be parallel along c(t) if it satisfies
D
dt
Z(t) = 0. In particular, c(t) is a geodesic if and only if c˙(t) is parallel along c(t).
For any C∞-curve c(t) and vector fields ξ(t) and η(t) along c(t), we have
d
dt
gc(t)
(
ξ(t), η(t)
)
= gc(t)
(
D
dt
ξ(t), η(t)
)
+ gc(t)
(
ξ(t),
D
dt
η(t)
)
.
The energy of a curve c(t) is defined by
(6.1) E(c) =
1
2
∫ b
a
gc(t)(c˙(t), c˙(t))dt,
and the (arc)length of c(t) is defined by
(6.2) L(c) =
∫ b
a
√
gc(t)(c˙(t), c˙(t))dt.
Then by the Cauchy-Schwarz inequality, we have
(6.3) L(c)2 ≤ 2(b− a)E(c),
where the equality holds only when the speed
√
gc(t)(c˙(t), c˙(t)) is constant.
A C∞-map : [a, b]× (−ǫ, ǫ) ∋ (t, s) → H(t, s) ∈ N is said to be a variation of
c(t) if H(t, 0) = c(t) (a ≤ t ≤ b). It is said to be a geodesic variation if for each s,
the curve : t→ H(t, s) is a geodesic.
For p ∈ N and v ∈ Tp(N ), let cp(t, v) be the geodesic such that cp(0, v) = p,
c˙p(0, v) = v. The exponential map is defined by
expp(v) = cp(1, v).
For any v ∈ Tp(N ), the curve : t→ expp(tv) is a geodesic.
The curvature tensor R is defined by
(R(X,Y )Z)l = RlijkX
iY jZk,
Rlijk =
∂Γljk
∂xi
− ∂Γ
l
ik
∂xj
+ ΓlirΓ
r
jk − ΓljrΓrik,
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where X,Y, Z are vector fields on N . Note that although we use coordinates to
define Rlijk , this is actually a (1, 3) tensor. It satisfies
(6.4) R(X,Y )Z = ∇X(∇Y Z)−∇Y (∇XZ)−∇[X,Y ]Z.
Lemma 6.1. Let H(t, s) be a variation of c(t), and put cs(t) = H(t, s). We
define the vector field Y (t) along c(t) by
Y (t) =
∂
∂s
H(t, s)
∣∣∣
s=0
.
Then the following formulae hold.
(1) The 1st variation formula:
d
ds
E(cs)
∣∣∣
s=0
= gc(b)(Y (b), c˙(b))− gc(a)(Y (a), c˙(a))−
∫ b
a
gc(t)
(
Y (t),
D
dt
c˙(t)
)
dt,
where D/dt is the covariant differential along c(t).
(2) The 2nd variation formula:
d2
ds2
E(cs)
∣∣∣
s=0
= gc(b)(S(b), c˙(b))− gc(a)(S(a), c˙(a))
+
∫ b
a
{
gc(t)
(D
dt
Y (t),
D
dt
Y (t)
)
− gc(t)
(
R(Y (t), c˙(t))c˙(t), Y (t)
)
− gc(t)
(
S(t),
D
dt
c˙(t)
)}
dt,
where, letting D/ds be the covariant differential along the curve Ct(s) : s→ H(t, s),
(6.5) S(t) =
D
ds
∂H(t, s)
∂s
∣∣∣
s=0
.
.
For the proof of above lemma, see e.g. [GaHuLa80], Chap. 3
Lemma 6.2. Let c(t) (a ≤ t ≤ b) be a geodesic on N , and H(t, s) its geodesic
variation. Then Y (t) = ∂H(t, s)/∂s
∣∣
s=0
satisfies
(6.6)
(
D
dt
)2
Y +R(Y, c˙)c˙ = 0, a ≤ t ≤ b,
where D/dt is the covariant differential along c(t). Conversely, if a vector field
Y (t) along the geodesic c(t) satisfies the equation (6.6), there is a geodesic variation
H(t, s) such that H(t, 0) = c(t) and Y (t) = ∂H(t, s)/∂s
∣∣
s=0
.
Proof. Direct computation shows that
D
ds
∂
∂t
H(t, s) =
D
dt
∂
∂s
H(t, s).
Therefore by (6.4),
D
dt
D
dt
∂H
∂s
=
D
∂t
D
∂s
∂H
∂t
=
(
D
∂s
D
∂t
+R
(∂H
∂t
,
∂H
∂s
)) ∂H
∂t
.
Since cs(t) are geodesics, D(∂H(t, s)/∂t)/dt = 0. Thus, letting s = 0, we obtain
(D/dt)2Y = R(c˙, Y )c˙, which proves (6.6).
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Conversely, suppose Y (t) satisfies (6.6). Take a curve z(s) such that z(0) = c(a),
z˙(0) = Y (a). Let X0(s), X1(s) are vector fields which are parallel along z(s), and
satisfy X(0) = c˙(a), X1(0) = (DY/dt)(a). We put
H(t, s) = expz(s)
(
(t− a)(X0(s) + sX1(s))) .
Then the curve : t→ H(t, s) is a geodesic for each s, and H(t, 0) = c(t). Let Z(t) =
∂H(t, s)/∂s
∣∣
s=0
. Then, as has been shown above, Z(t) satisfies (6.6). Moreover,
Z(a) = z˙(0) = Y (a). Then
DZ
dt
(a) =
D
dt
∂H
∂s
∣∣∣
t=a,s=0
=
D
ds
∂H
∂t
∣∣∣
t=a,s=0
=
D
ds
(X0(s) + sX1(s))
∣∣
s=0
= X1(0) =
DY
dt
(a),
where in the last step, we use X0(s), X1(s) are parallel along z(s). Therefore
Y (t) = Z(t) by the uniqueness for solutions of differential equations. 
A solution Y (t) of (6.6) is called Jacobi field along c(t).
6.2. Focal point. In the following, we consider the boundary normal geodesic,
denoted by γz(t) or exp∂N (z, t), starting from z ∈ ∂N with initial direction being
the inner unit normal at z. Explicitly, take local coordinates z = (z1, · · · , zn−1) on
∂N , and (z1, · · · , zn−1, xn), where xn = 0 is a defining equation of ∂N , as local
coordinates in N . Coinsider the equation of geodesics
d2xk
dt2
+ Γkij(x(t))
dxi
dt
dxj
dt
= 0,
x(0) = (z, 0),
dx
dt
(0) = ν(z),
where ν(z) is the unit normal at the boundary. Then, the map γz(t) : (z, t)→ x(t, z)
is a diffeomorphism near ∂N , and we use (z, t) as boundary normal coordinates in
N near ∂N .
Proposition 6.3. In the boundary normal coordinates, the Riemannian metric
is written as
ds2 = (dt)2 +
n−1∑
i,j=1
hij(z, t)dz
idzj .
Proof. Since x(t) is a geodesic, we have
gnn = g
(∂x
∂t
,
∂x
∂t
)
= 1.
For 1 ≤ i ≤ n− 1, we have
d
dt
gni =
d
dt
g
(∂x
∂t
,
∂x
∂zi
)
= g
(∂x
∂t
,
D
dt
∂x
∂zi
)
= g
(∂x
∂t
,
D
∂zi
∂x
∂t
)
=
1
2
∂
∂zi
g
(∂x
∂t
,
∂x
∂t
)
= 0.
Since
dx
dt
(0) = ν(z) is normal to ∂N , gni(z, 0) = 0. Therefore, gni = 0, and the
proof is completed. 
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Fixing t, we define the map exp∂N (·, t) by
exp∂N (·, t) : ∂N ∋ z → γz(t) ∈ N .
Let d∂N exp∂N (z0, t) : Tz0(∂N ) → Tγz0(t)(N ) be the differential of exp∂N (·, t)
evaluated at z0.
Definition 6.4. Let γz0(t) be the boundary normal geodesic starting from
z0 ∈ ∂N . The point γz0(t0) = exp∂N (z0, t0) is called a focal point along γz0(t) if
rank (d∂N exp∂N (z0, t0)) < n− 1.
Lemma 6.5. Let γz0(t) (0 ≤ t ≤ t0) be a boundary normal geodesic starting
from z0 ∈ ∂N . If γz0(t1) is a focal point along γz0 for some 0 < t1 < t0, then
τ = d(γz0(t0) < t0 and there exist w ∈ ∂N such that γw(τ) = γz0(t0).
Note that this lemma is a particular case of Fermi coordinates associated with
k-dimensional submanifold in N , where k < n. See [Cha93], §3.6. See [BiCri64],
p. 232, or [Sak96], Chap. 3, Lemma 2.11 for the complete proof.
We prove this lemma under the following additional assumption.
Condition (TG) : In a neighborhood of z0, we can extend N to a bigger manifold
N˜ so that, in a neighborhood of z0, ∂N is a totally geodesic submanifold of N˜ .
Let us recall that, given a Riemannian manifold N˜ , its submanifold S is said
to be totally geodesic if any geodesic of N˜ starting from a point z ∈ S in a direction
tangential to S lies in S. Note that, if dim(S) = n−1, which is the case of S = ∂N ,
this condition is equivalent to the fact that the second fundamental form (the shape
operator) of S vanishes. In turn, this is equivalent to the fact that ν(z) is parallel
along S.
For example, if for some ǫ > 0, N˜ = S × (−ǫ, ǫ), and the metric of N˜ is of
product form:
ds2 = (dt)2 + h(ω, dω),
where h(ω, dω) is the positive definite metric on S induced from that of N˜ , then S
is totally geodesic.
Proof of Lemma (6.5). By the assumption, there exists 0 6= ξ ∈ Tz0(∂N ) such
that
(6.7) (d∂N exp∂N (z0, t1)) ξ = 0.
Let z(s) be a geodesic in N˜ such that z(0) = z0, z˙(0) = ξ. By the condition (TG),
z(s) is also a geodesic in ∂N . We put
H˜(t, s) = (exp∂N (t)) (z(s)) = γz(s)(t),
Y˜ (t) =
∂H˜(t, s)
∂s
∣∣∣
s=0
.
Then, by Lemma 6.2, Y˜ (t) is a Jacobi field along c(t) and satisfies
(6.8) Y˜ (0) = ξ, Y˜ (t1) = 0.
These facts follow from H˜(0, s) = z(s), (6.7), and
∂
∂s
H˜(t1, s)
∣∣
s=0
=
∂
∂s
exp∂N (t1)(z(s))
∣∣
s=0
= (d∂N exp∂N (z0, t1)) ξ.
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Take a parallel vector field Z(t) satisfying
(6.9)

D
dt
Z(t) = 0, for 0 < t < t0,
Z(t1) = −D
dt
Y˜ (t1).
Pick f(t) ∈ C∞0 ((0, t0)) such that f(t1) = 1, and put for α ∈ R
(6.10) Vα(t) =
{
Y˜ (t) + αf(t)Z(t), 0 ≤ t ≤ t1,
αf(t)Z(t), t1 ≤ t ≤ t0.
Note that at t = t1, Vα(t) is continuous by (6.8), however,
D
dtVα(t) is discontinuous.
As a variation of c(t) = γz0(t), we consider
(6.11) Hα(t, s) = expc(t)(sVα(t)).
Let cα,s(t) be the curve : t → Hα(t, s). Then cα,0(t) = c(t) for all α. Define the
energy of cα,s(t) by (6.1). We can then prove the following formula.
Proposition 6.6. For small |α|, we have
(6.12)
d2
ds2
E(cα,s)
∣∣∣
s=0
= −2αgc(t1)
(DY˜
dt
(t1),
DY˜
dt
(t1)
)
+O(α2).
Granting this proposition for the moment, we complete the proof of Lemma
6.5. We have
DY˜
dt
(t1) 6= 0. In fact, if this vanishes, since Y˜ (t1) = 0 and Y˜ (t) is a
solution of the 2nd order differential equation, Y˜ (t) vanishes identically. Proposition
6.6 then yields
(6.13) (d/ds)2E(cα,s)
∣∣
s=0
< 0,
if α > 0 is chosen small enough. Letting
Yα(t) = ∂Hα(t, s)/∂s
∣∣
s=0
= Vα(t),
and using Yα(0) = Y˜ (0) = ξ, Yα(t0) = 0, we have by Lemma 6.1 (1),
(d/ds)E(cα,s)
∣∣
s=0
= 0.
This, combined with (6.13), implies E(cα,s) < E(c), for 0 < s < ǫ, if ǫ > 0 is small
enough. For 0 < s < ǫ, we have, by the Cauchy-Schwarz inequality (6.3),
L(cα,s)
2 ≤ 2t0E(cα,s) < 2t0E(c) = L(c)2,
where in the last step we use the fact c0(t) is a unit speed geodesic. Therefore,
d(γz0(t0), ∂N ) < t0, which implies an existence of w ∈ ∂N with desired property.
This proves Lemma 6.5. 
Now we prove Proposition 6.6. We split energy into 2 parts:
E(cα,s) =
1
2
∫ t1
0
gcα,s(t)(c˙α,s(t), c˙α,s(t))dt +
1
2
∫ t0
t1
gcα,s(t)(c˙α,s(t), c˙α,s(t))dt
=: E1(cα,s) + E2(cα,s).
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Let Sα(t) be defined by (6.5). Then, by Lemma 6.1 (2),
d2
ds2
E1(cα,s)
∣∣∣
s=0
= gc(t1)(Sα(t1), c˙(t1))− gc(0)(Sα(0), c˙(0))
+
∫ t1
0
{
g
(D
dt
Vα,
D
dt
Vα
)
− g(R(Vα, c˙)c˙, Vα)}dt.
Since DZ/dt = 0, the integral in the right-hand side is equal to∫ t1
0
{
g
(DY˜
dt
+ αf˙Z,
DY˜
dt
+ αf˙Z
)
− g(R(Y˜ + αfZ, c˙)c˙, Y˜ + αfZ)}dt
=
∫ t1
0
{
g
(DY˜
dt
,
DY˜
dt
)
− g(R(Y˜ , c˙)c˙, Y˜ )}dt
+ 2α
∫ t1
0
{
g
(
f˙Z,
DY˜
dt
)
− g(R(Y˜ , c˙)c˙, fZ)}dt+O(α2).
Since Y˜ is a Jacobi field, it satisfies (6.6). This imples
d2
ds2
E1(cs)
∣∣∣
s=0
= gc(t1)(Sα(t1), c˙(t1))− gc(0)(Sα(0), c˙(0))
+
∫ t1
0
{
g
(DY˜
dt
,
DY˜
dt
)
+ g
(D2Y˜
dt2
, Y˜
)}
dt
+ 2α
∫ t1
0
{
g
(
f˙Z,
DY˜
dt
)
+ g
(D2Y˜
dt2
, fZ
)}
dt+O(α2).
(6.14)
Then two integrals of the right-hand side are computed as∫ t1
0
d
dt
g
(DY˜
dt
, Y˜
)
dt+ 2α
∫ t1
0
d
dt
g
(DY˜
dt
, fZ
)
dt
= gc(t1)
(DY˜
dt
(t1 − 0), Y˜ (t1)
)
− gc(0)
(DY˜
dt
(0), Y˜ (0)
)
+ 2α
{
gc(t1)
(DY˜
dt
(t1), f(t1)Z(t1)
)
− gc(0)
(DY˜
dt
(0), f(0)Z(0)
)}
.
(6.15)
Recall that Y˜ (t1) = 0. We also note that the curve : s→ H(t, s) = expc(t)(sVα(t))
is a geodesic for t ≥ 0. Then we have
(6.16) Sα(t) =
D
ds
∂H(t, s)
∂s
∣∣∣
s=0
= 0, t ≥ 0.
We show that DY˜dt (0) = 0. In fact, since
(6.17)
D
dt
Y˜ (0) =
D
dt
∂H˜
∂s
∣∣∣
s=t=0
=
D
ds
∂H˜
∂t
∣∣∣
s=t=0
=
D
ds
ν(z(s))
∣∣∣
s=0
= 0.
where the last equation follows from vanishing of the second fundamental form in
z0. Plugging (6.14) ∼ (6.17), we obtain
(6.18)
d2
ds2
E1(cα,s)
∣∣∣
s=0
= 2αgc(t1)
(DY˜
dt
(t1), Z(t1)
)
+O(α2).
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We turn to E2(cα,s). As above,
d2
ds2
E2(cα,s)
∣∣∣
s=0
= gc(t0)(Sα(t0), c˙(t0))− gc(t1)(Sα(t1), c˙(t1))
+
∫ t0
t1
{
g
(D
dt
Vα,
D
dt
Vα
)
− g(R(Vα, c˙)c˙, Vα)}dt.
We compute in the same way as for E1(cα,s). Since Y˜ does not appear in this case,
we have
(6.19)
d2
ds2
E2(cα,s)
∣∣∣
s=0
= O(α2)
In view of (6.9), (6.18) and (6.19), we have completed the proof. 
Remark 6.7. The above proof can be immediately extended to the case when
the second fundamental form of ∂N vanishes just at the point z0. Indeed, the above
proof shows that, for sufficiently small α > 0 and |s|,
d(z(s), γz0(t0)) < t0 − cαs2.
Since d(z(s), ∂N ) = O(|s|3), the result follows.
6.3. Boundary cut point. Let γz(·) be the boundary normal geodesic start-
ing from z ∈ ∂N . A point γz(t) is said to be uniquely minimizing along the geodesic
γz(·) if t = d(γz(t), ∂N ) and t < d(γz(t), w) for any w ∈ ∂N such that w 6= z. Thus,
{γz(s) ; 0 ≤ s ≤ t} is a unique shortest geodesic from ∂N to γz(t).
Lemma 6.8. Let γz(t) (0 ≤ t ≤ t0) be the boundary normal geodesic starting
from z ∈ ∂N . If γz(t1) is not uniquely minimizing for some 0 < t1 < t0, then
d(γz(t0), ∂N ) < t0.
Proof. Since γz(t1) is not uniquely minimizing, there exists w ∈ ∂N such
that γw(t) = γz(t1), t ≤ t1. Consider a once broken geodesics c(s) = γw([0, t]) ∪
γz([t1, t0]). Here, for any curve c(s), by c([a, b]) we denote the piece of c(s) for
s ∈ [a, b]. Then γz(t0) = c(s), s = t0+(t− t1). This proves the lemma when t < t1.
For t = t1, consider a curve c(s) which consists of 3 parts: the geodesic
γw(s), 0 ≤ s ≤ t − ǫ, the minimizing geodesic c′(τ) connecting γw(t − ǫ) and
γz(t1 + ǫ), and the piece of geodesic γz(s) for t1 + ǫ ≤ s ≤ t0. Note that, by
the short-cut arguments, L(c′) < 2ǫ. Therefore,
L(c) = (t− ǫ) + L(c′) + (t0 − (t1 + ǫ)) < t0 − (t1 − t) = t0,
which proves the lemma. 
By the above lemma, if γz(t) is uniquely minimizing along γz(·), then so is
γz(s) for any 0 < s < t. We put
(6.20) τ(z) = sup{t ; γz(t) is uniquely minimizing}.
We then have
d(γz(t), ∂N ) < t, for τ(z) < t.
In fact, we have only to take τ(z) < t1 < t and apply Lemma 6.8.
Definition 6.9. The function τ(z) defined by (6.20) is called the boundary cut
function, and the point γz(τ(z)) for τ(z) <∞ is called boundary cut point of z along
γz. If τ(z) = ∞, we say that there is no boundary cut point along the boundary
normal geodesic γz.
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Lemma 6.10. For z0 ∈ ∂N , let τ(z0) be as in Definition 6.9. At the boundary
cut point,
d(γz0(τ(z0)), z0) = τ(z0),
and at least one (possibly both) of the following statements holds:
(a) γz0(τ(z0)) is an ordinary boundary cut point, i.e. there is w ∈ ∂N such that
w 6= z0 and γz0(τ(z0)) = γw(τ(z0)).
(b) γz0(τ(z0)) is the first focal point along γz0 , i.e.
rank (d∂N exp∂N (z0, t)) = n− 1 if t < τ(z0),
rank (d∂N exp∂N (z0, t)) < n− 1 if t = τ(z0).
Proof. By definition, we have d(γz0(s), ∂N ) = s for s < τ(z0). Letting s →
τ(z0), we have d(γz0(τ(z0)), ∂N ) = τ(z0). This implies, by Lemma 6.5, γz0(s) is
not a focal point for 0 < s < τ(z0) .
There exists δ > 0 such that the geodesic γz0(t) exists in the interval [0, τ(z0)+
δ]. Take a sequence δ > ǫ1 > ǫ2 · · · → 0 and put tn = τ(z0) + ǫn. Then, by
the definition of τ(z0), there exists wn ∈ ∂N , wn 6= z0, and sn < tn such that
γwn(sn) = γz(tn). Since ∂N is compact, there exists a subsequence {wn, sn}, such
that wn → w ∈ ∂N , sn → s, where 0 ≤ s ≤ τ(z0). Then γw(s) = γz0(τ(z0)), which
implies s = τ(z0). This gives rise to ordinary boundary cut point if w 6= z0.
Suppose w = z0. Let us show that γz0(τz0) is the first focal point along γz0 .
Assume that rank (d∂N exp∂N (z0, τ(z0))) = n− 1. Take a small neighborhood V of
z0 in ∂N and small ǫ > 0. Then the map : V × (τ(z0)− ǫ, τ(z0)+ ǫ) ∋ (z, t)→ γz(t)
is a diffeomorphsim. Therefore, in a small neighborhood U of γz0(τ(z0)), γz(t)
−1
is a diffeomorphism. Since wn → z0 and sn → τ(z0), γwn(sn) ∈ U . However,
γz0(tn) ∈ U , and γz0(tn) = γwn(sn). We thus arrive at the contradiction. By
Lemma 6.5, for t < τ0, γz0(t) is not a focal point. 
We introduce a topology in R+ ∪ ∞ by taking intervals (a, b) and (a,∞] =
(a,∞) ∪∞ as basis for the open sets.
Lemma 6.11. The function τ(z) in Definition 6.9 is continuous from ∂N to
R+ ∪∞.
Proof. Suppose τ(z) is not continuous at z ∈ ∂N , and let zk ∈ ∂N be such
that zk → z and lim τ(zk) 6= τ(z). Set τk = τ(zk), τ∞ = lim τ(zk) and τ = τ(z).
We first consider the case τ > τ∞. Since τ = τ(z) > τ∞, then τ∞ < ∞
and by Lemma 6.5, exp∂N (τ∞, z) is not a focal point along the boundary normal
geodesic γz(t). Therefore, rank(d∂N exp∂N (z, τ∞)) = n − 1. Then, there is a
neighborhood V of z in ∂N and ǫ > 0 such that the map V × (τ∞ − ǫ, τ∞ +
ǫ) ∋ (z, t) → exp∂N (t, z) is a diffeomorphism. Since zk → z, τk → τ∞, we have
(zk, τk) ∈ V ×(τ∞−ǫ, τ∞+ǫ) for large k. Therefore, rank(d∂N exp∂N (zk, τk)) = n−1
for large k. Then by Lemma 6.10, exp∂N (zk, τk) is not the focal point along the
boundary normal geodesic exp∂N (zk, t), but the ordinary boundary cut point, i.e.
there exists wk ∈ ∂N such that wk 6= zk and exp∂N (wk, τk) = exp∂N (zk, τk). We
see that wk 6∈ V , since exp∂N is a diffeomorphism on V × (τ∞ − ǫ, τ∞ + ǫ). By
taking a subsequence if necessary, we can assume that wk converges to w ∈ ∂N .
By shrinking V if necessary, we have w 6∈ V . We than have
exp∂N (w, τ∞) = lim exp∂N (wk, τk) = lim exp∂N (zk, τk)
= exp∂N (z, τ∞).
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This contradicts Lemma 6.8 and the definition of τ = τ(z).
Next we assume τ < τ∞. Take τ < τ <∞. Then, there is w ∈ ∂N and s < τ
such that γz(τ) = γw(s). Since zk → z, γzk(τ)→ γz(τ). By the triangle inequlaity,
d(w, γzk (τ)) ≤ d(w, γz(τ)) + d(γz(τ), γzk(τ)) = s+ d(γz(τ), γzk(τ)).
Since s < τ , taking k large enough, we see that d(w, γzk (τ)) < τ . Since τ < τ∞, so
that τ < τ(zk) for large k, we get the contradiction. 
6.4. Boundary cut locus. Boundary normal coordinates.
Definition 6.12. The boundary cut locus ω is defined by
ω = {γz(τ(z)) ; z ∈ ∂N},
where γz(τ(z)) is the boundary cut point of z along the boundary normal geodesic
γz(t) = exp∂N (z, t) in Definition 6.8.
Recall that by Lemma 6.10, we have d(γz(τ(z)), z) = τ(z). Let us investigate
the structure of ω. We put
B(N ) = ∪
z∈∂N
{γz(t) ; 0 ≤ t < τ(z)
}
.
Lemma 6.13. (1) N = B(N ) ∪ ω, B(N ) ∩ ω = ∅.
(2) ω is a closed set of measure 0. In particular, it has no interior points.
(3) B(N ) is an open set.
Proof. For any x ∈ N , there exists zx ∈ ∂N such that d(x, zx) = d(x, ∂N ) :=
s(x). Therefore x = γz(x)(s(x)) (see Lemma 3.1). Let us prove s(x) ≤ τ(zx),
where τ(z) is boundary cut function, see Definition 6.9. Indeed, if s(x) > τ(zx),
there exists w ∈ ∂N such that d(x,w) < s(x), which is a contradiction, since
s(x) = d(x, ∂N ).
Therefore, we have shown that, for any x ∈ N , there exists zx ∈ ∂N such that
x = exp∂N (zx, d(x, ∂N )) and d(x, ∂N ) ≤ τ(zx). This proves N = B(N ) ∪ ω.
The disjointness ofB and ω is obvious. Since τ(z) is continuous, U := {(z, τ(z)) ;
z ∈ ∂N} ⊂ ∂N×R+ has measure 0. Since exp∂N (z, t) is continuous, ω = exp∂N (U)
has measure 0. This implies that ω has no interior points and, since ∂N is compact,
ω is compact. 
Example 6.14. (1) Let N = B1 = {|x| < 1} equipped with the Euclidean
metric. Then ω = {0}, which is both an ordinary boundary cut point and the first
focal point.
(2) Let N be the inside of an ellipse : N = {(x, y) ∈ R2;x2/a2 + y2/b2 < 1}, (a >
b > 0) equipped with the Euclidean metric. Then ω = {(x, 0); |x| ≤ (a2 − b2)/a}.
The end points (±(a2 − b2)/a, 0) are focal points, and all the points in the open
interval {(x, 0); |x| ≤ (a2 − b2)/a} are ordinary boundary cut points.
Based upon Lemma 6.13, we make the following definition.
Definition 6.15. The boundary normal coordinates is the map,
(6.21) B(N ) = N \ ω ∋ x→ (z(x), s(x)) ∈ ∂N ×R+,
where s(x) is the distance from x to ∂N and z(x) is the unique point on ∂N which
is the closest to x, i.e. x = γz(x)(s(x)).
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7. Boundary distance coordinates
7.1. Conjugate point. The boundary cut locus is different from the standard
notion of cut locus on the manifold without boundary. Therefore, we shall assume
in this section that the manifold N is embedded in a complete manifold of the
same dimension N˜ , where N˜ has no boundary. Note that we can always construct
N˜ taking it to be the Hopf double of N equipped with metric which is a smooth
Seeley-Borel continuation across ∂N .
Definition 7.1. Let c(t) (a ≤ t ≤ b) be a geodesic on N˜ . Two points c(a) and
c(b) are said to be conjugate along c(t) if there exists a non-trivial Jacobi field Y (t)
along c(t) such that Y (a) = 0, Y (b) = 0. We also say that c(b) is conjugate to c(a)
along c(t).
For y ∈ N˜ , let γ(y,v)(t) = expy(tv) be the unit speed geodesic starting from y
with initial direction v ∈ Sy(N˜ ), where Sy(N˜ ) = {v ∈ Ty(N˜ ) ; |v|g = 1}.
Lemma 7.2. Let c(t) = γ(y,v)(t) be a unit speed geodesic on N˜ . Then c(t0) is
conjugate to y along c(t) if and only if there exists 0 6= ξ ∈ Ty(N˜ ) = Tt0v(Ty(N˜ ))
such that
d expy
∣∣∣
t0v
ξ = 0.
For the proof, see e.g. [Au82], p. 17, or [Cha93], Theorem 2.16.
Lemma 7.3. Let c(t) (a ≤ t ≤ b) be a geodesic on N˜ . If there exists a < τ < b
such that c(τ) is conjugate to c(a) along c(t), there is another geodesic with end
points c(a) and c(b) which is strictly shorter than the arclength, b−a, of the geodesic
c(t), a ≤ t ≤ b.
For the proof, see e.g. [Cha93], Theorem 2.11, or [KN69], p. 87.
Similary to the boundary cut function τ(z), we introduce (Riemannian) cut
function, τR,
Definition 7.4. The (Riemannian) cut function τR, : S(N˜ )→ R+ is given by
(7.1) τR(y, v) = sup
t≥0
{
t ; d(γ(y,v)(t), y) = t
}
.
Note that d(y, γ(y,v)(τ
R(y, v)) = τR(y, v). The point γ(y,v)(τ
R(y, v)) is called
the cut point for y along the geodesic γ(y,v)(·). This should not be confused with
the boundary cut point of Definition 6.9, where we considered the distance to ∂N .
Remark 7.5. Assume that N = N˜ \B(x0, a), where B(x0, a) is a ball of radius
a > 0 centered at x0. Let
a < min
v∈Sx0 (N˜ )
τR(x0, v).
Parametrize the points on ∂N = ∂B(x0, a) by v and observe that the normal
geodesics to ∂N , i.e. γv(t) are actually the continuations of the geodesics γx0,v(t),
namely, γv(t) = γx0,v(t + a). Therefore, the focal and boundary cut points along
γv are actully the conjugate and Riemannian cut points along γx0,v. This implies,
due to Lemma 7.3, the validity of Lemma 6.5 for ∂N = ∂B(x0, a).
Lemma 7.6. The mapping τR(y, v) : S(N˜ )→ R+ ∪∞ is continuous.
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This is proven in the same way as Lemma 6.11. See e.g. [Cha93], Theorem
3.1, or [KN69], p. 98.
Lemma 7.7. Let z ∈ ∂N , and ν be the inner unit normal to ∂N at z. Then
τR(z, ν) > τ(z).
Proof. Assume that for some z ∈ ∂N , τR(z, ν) ≤ τ(z). Note that, following
our notations for the boundary normal geodesics and geodesics starting at z, we
have γz(t) = γ(z,ν)(t) for t > 0. Take x = γ(z,ν)(τ
R(z, ν)) and ξ = −γ˙(z,ν)(t) at
t = τR(z, ν). By duality, τR(x, ξ) = τR(z, ν). We extend γ(x,ξ)(t) on the interval
[0, τR(x, ξ) + δ] with δ > 0. Since γ˙(x,ξ)(τ
R(z, ν)) = −ν, by choosing δ > 0 small
enough, we can assume that, if τR(x, ξ) < s < τR(x, ξ) + δ, γ(x,ξ)(s) is outside
the original N . Let y(t) = γ(x,ξ)(t + τR(x, ξ)). Then, for small t, d(y(t), z) =
d(y(t), ∂N ) = t.
Note that, by the definition of τR, for t > 0 d(y(t), x) < t+τR(x, ξ). Therefore,
there is a shortest geodesic µ(s) from y(t) to x with µ(s) = x and s < τR(x, ξ) + t.
Let w be the last point on µ where µ crosses ∂N .
By triangle inequality,
s ≥ d(y(t), w) + d(ω, x) ≥ t+ d(w, x) ≥ t+ τR(z, ν),
where in the last step we use the assumption τR(z, ν) ≤ τ(z). This is a contradic-
tion. 
Let z ∈ ∂N and γz be the boundary normal geodesic from z. Then, by Lemma
7.7, there exists ǫ > 0 such that for t < τ(z) + ǫ, γz(·) is still the shortest geodesic
(lying inside N ) from z to γz(t).
7.2. Hamilton’s equation. Let (gij) = (gij)
−1 be the contravariant metric
tensor, and define a C∞-function on T ∗(M) by H(x, ξ) = 12g
ij(x)ξiξj . As has been
mentioned in Subsection 1.4 in Chap. 1, the equation of geodesic can be rewritten
as Hamiltons’s canonical equation
(7.2)

dxi
dt
=
∂H
∂ξi
= gij(x)ξj ,
dξi
dt
= −∂H
∂xi
= −1
2
(
∂gkl(x)
∂xi
)
ξkξl.
Fix a point y ∈ N and let x(t), ξ(t) be the solution to (7.2) with initial data
x(0) = y, ξ(0) = ξ0, where ξ0 satisfies g
ij(y)ξ0iξ0j = 1. Then, by the energy
conservation law,
(7.3) gij(x(t))ξi(t)ξj(t) = 1.
Let vi(t) = dxi(t)/dt = gij(x(t))ξj(t), and put v(t) = (v
1(t), · · · , vn(t)), v0 =
v(0). Then x(t) is a geodesic starting from y with initial direction v0. Assume
that, for U ⊂ Sy(N ), 0 < t1 < t2, the map : U × (t1, t2) ∋ (v0, t) → x(t) is a
diffeomorphism. Then t and v0 become smooth functions of x depending (smoothly)
on the parameter y : t = t(x, y), v0 = v0(x, y). Hence, so is ξ = ξ(x, y). Since
t(x, y) =
∫ x
y
ξidx
i, we have
(7.4)
∂t(x, y)
∂xi
= ξi(x, y).
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This equality can be rewritten as
(7.5) (gradxt(x, y))
i
= gij(x)
∂t
∂xj
(x, y) = vi(x, y).
Note also that, if t2 < τ
R(y, v0) and U is a small neighborhood of v0, the above
map is, indeed, a diffeomorphism and t(x, y) = d(x, y).
7.3. Boundary distance coordinates. Near the cut locus, we cannot use
the boundary normal coordinates. However, the boundary distance coordinates
constructed below can be used everywhere on N int = N \ ∂N .
Lemma 7.8. For any x0 ∈ N int, there exist points z1, · · · , zn ∈ ∂N such that
the functions (ρ1(x), · · · , ρn(x)), where ρi(x) = d(x, zi), give local coordinates in a
small neighborhhood of x0.
Proof. Let z0 ∈ ∂N be a point nearest to x0, i.e. x0 = γz0(s0), where s0 =
d(x0, z0) = d(x0, ∂N ). If there are several such points, one can take any of them.
Let v0 = −γ˙z0(t)|t=t0 ∈ Sx0(N ) so that γ(x0,v0)(s0) = z0. By Lemma 7.7, we have
s0 < τ
R(z0, ν(z0)) = τ
R(x0, v0). By Lemma 7.2, d expx0
∣∣
s0v0
: Ts0v0(Tx0(N )) =
Tx0(N )→ Tz0(N ) is non-singular.
Consider curves zi(t), i = 1, · · · , n − 1, in ∂N such that zi(0) = z0 and the
vectors z˙i(0), i = 1, · · · , n − 1, form an orthonormal basis of Tz0(∂N ). Let vi =
(d expx0
∣∣
s0v0
)−1z˙i(0) for i = 1, · · · , n−1, and vn = v0. Then vi, i = 1, · · · , n, form a
basis of Tx0(N ). Furthermore, ci(s) := (expx0)−1(zi(s)) ∈ Tx0(N ), i = 1, · · · , n−1,
satisfy ci(0) = s0v0 and c˙i(0) = vi. For i = 1, · · · , n − 1, let zi = zi(ǫ) for a
sufficiently small ǫ and zn = z0. We define ρi(x) = d(x, zi), i = 1, · · · , n. Then,
by (7.5), gradxρi(x0) = −c˙i(ǫ)/|c˙i(ǫ)|g, i = 1, . . . , n, are linearly independent. The
inverse function theorem completes the proof. 
Example 7.9. Let N be a Euclidean sphere : N = {|x| ≤ 1}. Then the
boundary normal coordinates are essentially polar coordinates with center at the
with r → 1 − r, r ≤ 1 . The center is the cut locus. To define the local coordinate
around the origin, we have only to take n points w1, · · · , wn on ∂N which are
linearly independent, and ρi(x) = |x− wi|.
7.4. Reconstruction of the metric. The following lemma is a key trick to
reconstruct the Riemannian metric.
Lemma 7.10. Let x0 ∈ N . Then we can recover the metric tensor gij(x)
from the boundary distance functions ∂N ∋ w → d(x,w), where x ∈ U , U being a
neighborhood of x0.
Proof. For x0 ∈ N , let z0 ∈ ∂N be such that d(x0, z0) = d(x0, ∂N ). Then
there is a small open cone of directions C ⊂ Sx0(N ) such that the geodesic starting
from x0 with initial direction in C hits ∂N transversally in a neighborhood W0 of
z0. Using the proof of Lemma 7.8, this means that the directions of the shortest
geodesics from z ∈W0 to x0 form the cone −C in Sx0(N ).
Let U be a small neighborhood of x0. For x ∈ U and z ∈ W0, we consier
d(x, z). Passing to Hamilton’s equation, we have d(x, z) = t(x, z), where t(x, z) is
defined in Subsection 7.2. By (7.3), we have
gij(x0)ξi(x0, z)ξj(x0, z) = 1.
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We can compute ξi(x0, z) from (7.4): ξi(x0, z) =
∂d
∂xi
(x0, z). Let z vary on W0.
Then, since ξ(x0, z) varies over an open set in S
∗
x0(N ), the unit sphere in the
cotangent space T ∗x0(N ), we can recover the contravariant metric tensor gij(x0). 
8. Reconstruction of R(N ) from BSP
In this section, we shall prove that if two manifolds N (1) and N (2) have the
same BSP, the space of boundary distance functions R(N (1)) and R(N (2)) coincide.
We use the expression ”BSP determines the quantity A” to mean the following:
Let A(1) and A(2) be the quantities associated to the manifolds N (1) and N (2),
respectively. Then if N (1) and N (2) have the same BSP, A(1) = A(2) holds.
8.1. Projection to the domain of influence. Recall that, for a subset
Γ ⊂ ∂N ⊂ N and τ > 0, we put
N (Γ, τ) = {x ∈ N ; d(x,Γ) ≤ τ}.
We also define for z ∈ ∂N
N (z, τ) = {x ∈ N ; d(x, z) ≤ τ}.
Let χN (Γ,τ)(x) be the characteristic function of N (Γ, τ). We define a projection on
L2(N ) by
(8.1) PΓ,τf(x) = χN (Γ,τ)(x)f(x) ∈ L2(N (Γ, τ)), f ∈ L2(N ).
Let uf (t) be the solution to IBVP (2.1).
Lemma 8.1. Let f ∈ C∞0 (∂N × (0,∞)) and τ, t > 0. Let Γ ⊂ ∂N be an open
set. Then BSP determines a sequence fj ∈ C∞0 (Γ × (0, τ)) such that ufj (t) →
PΓ,τu
f (t).
Proof. Let us recall an elementary fact on the projection in a Hilbert space H.
Let P be a projection onto a closed subspace S of H. For u ∈ H, take vn ∈ S such
that limn→∞ ‖u− vn‖ = infv∈S ‖u− v‖ = ‖(1− P )u‖. Then vn → Pu.
Using Theorem 4.6, we have
‖uf(t)‖2 − ‖PΓ,τuf(t)‖2 = ‖(1− PΓ,τ )uf (t)‖2
= inf
η∈C∞0 (Γ×(0,τ))
‖uf(t)− uη(τ)‖2.(8.2)
Noting that
‖uf(t)− uη(τ)‖2 = ‖uf(t)‖2 − 2Re(uf (t), uη(τ)) + ‖uη(τ)‖2,
one can compute the right-hand side of (8.2) by Corollary 2.2. We then choose a
sequence fj ∈ C∞0 (Γ × (0, τ)) which attains the infimum of (8.2). Then ufj (τ) →
PΓ,τu
f (t). This procedure depends only on BSP. 
Lemma 8.2. Let f, h ∈ C∞0 (∂N × (0,∞)) and τ1, τ2, t, s > 0.
(1) Let Γ1,Γ2 ⊂ ∂N be open sets. Then BSP determines the inner product(
PΓ1,τ1u
f(t), PΓ2,τ2u
h(s)
)
L2(N ) .
(2) Let z1, z2 ∈ ∂N . Then BSP determines the inner product(
Pz1,τ1u
f(t), Pz2,τ2u
h(s)
)
L2(N ) .
8. RECONSTRUCTION OF R(N ) FROM BSP 203
Proof. (1) is an obvious consequence of Lemma 8.1. Taking open sets Γ1,Γ2 ⊂
∂N shrinking to z1, z2 ∈ ∂N , and applying Lebesgue’s convergence theorem, we
obtain (2). 
8.2. Domain of influence and R(N ). Following [KKL04], we can identify
the boundary normal geodesic from BSP.
Lemma 8.3. Let γz(·) be the boundary normal geodesic starting from z ∈ ∂N ,
and s > 0. Then the following 3 assertions are equivalent.
(1) d(γz(s), z) = d(γz(s), ∂N ).
(2) For any ǫ > 0 and any neighborhood Γ ⊂ ∂N of z, the interior of (N (Γ, s) \
N (∂N , s− ǫ)) 6= ∅.
(3) For any neighborhood Γ ⊂ ∂N of z, there exists h ∈ C∞0 (Γ × (0, s)) such that
‖uh(s)‖ > ‖P∂N ,s−ǫuh(s)‖.
Proof. Suppose (1) holds, and consider the open ball Bǫ/2(xǫ), where xǫ =
γz(s− ǫ/2). Clearly Bǫ/2(xǫ) ⊂ N (Γ, s). Let us show Bǫ/2(xǫ)∩N (∂N , s− ǫ) = ∅.
Indeed, if there exists x ∈ Bǫ/2(xǫ) ∩ N (∂N , s− ǫ), Then
d(xǫ, ∂N ) ≤ d(xǫ, x) + d(x, ∂N ) < ǫ/2 + (s− ǫ) = s− ǫ/2,
which contradicts (1). Hence (2) holds.
Suppose (2) holds. Take a sequence ǫn → 0 and a neighborhood Γn ⊂ ∂N
of z of diam (Γn) < ǫn. There exists a sequence xn, δn ∈ (0, ǫn/2) such that
Bδn(xn) ⊂ N (Γn, s) \ N (∂N , s − ǫn). Up to taking a subsequence, xn → x ∈ N .
Since s − ǫn < d(xn, ∂N ) ≤ d(xn,Γn) ≤ s, we have d(x, ∂N ) = d(x, z) = s. This
implies that x = γz(s), hence (1) holds.
Suppose (2) holds. Let χ be the characteristic function ofN (Γ, s)\N (∂N , s−ǫ).
Then ‖χ‖L2(N ) > 0. Approximating χ by uh(s), where h ∈ C∞0 (Γ× (0, s)), we get
(3).
Evidently, (3) implies (2). 
Lemma 8.4. Let γw(·) be the boundary normal geodesic starting from w ∈ ∂N ,
and s > 0 be such that d(γw(s), w) = d(γw(s), ∂N ). Let z ∈ ∂N and t > 0. Then
the following 3 assertions are equivalent.
(1) t > d(γw(s), z).
(2) There exist a neighborhood Γ ⊂ ∂N of w and ǫ > 0 such that
N (Γ, s) ⊂ N (∂N , s− ǫ) ∪ N (z, t− ǫ).
(3) There exist a neighborhood Γ ⊂ ∂N of w and ǫ > 0 such that for any h ∈
C∞0 (Γ× (0, s))
‖uh(s)‖2 = ‖P∂N ,s−ǫuh(s)‖2 + ‖Pz,t−ǫuh(s)‖2 − (P∂N ,s−ǫuh(s), Pz,t−ǫuh(s)).
Proof. Assume (1) holds. If (2) does not hold, there exist a sequence Γn ⊂ ∂N
shrinking to {w} and ǫn → 0, such that N (Γn, s) 6⊂ N (∂N , s − ǫn) ∪ N (z, t− ǫn).
Then there exists xn ∈ N such that d(xn, ∂N ) > s − ǫn, d(xn, z) > t − ǫn, and
d(xn,Γn) ≤ s. Then, up to subsequence, xn → x, with d(x, ∂N ) = d(x,w) = s, and
d(x, z) ≥ t. Therefore x = γw(s), which by (1) implies d(γw(s), z) = d(x, z) < t.
This contradiction shows that (1) implies (2).
Suppose (2) holds. Since the condition d(γw(s), w) = d(γw(s), ∂N ) implies that
γw(s) 6∈ N (∂N , s− ǫ), then γw(s) ∈ N (z, t− ǫ). Thus, d(γw(s), z) ≤ t− ǫ, proving
(1).
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Let P = P∂N ,s−ǫ, Q = Pz,t−ǫ. Using (8.1), we see that R = P +Q − PQ is a
projection onto L2(N (∂N , s− ǫ) ∪ N (z, t− ǫ)). Then (2) is equivalent to
uh(s) = Ruh(s), ∀h ∈ C∞0 (Γ× (0, s)).
Since R is a projection, this is equivalent to
‖uh(s)‖2 = ‖Ruh(s)‖2, ∀h ∈ C∞0 (Γ× (0, s)).
which is equivalent to (3). 
8.3. Main theorem. We are now in a position to prove the following theorem.
Theorem 8.5. Let (N , g) be a connected Riemannian manifold with compact
boundary. Suppose we are given the boundary spectral projections of the Neumann
Laplacian on N . Then these data determine (N , g) uniquely.
Proof. We take w ∈ ∂N . By Lemma 8.2 and Lemma 8.3 (3), we can determine,
by using BSP, whether or not γw([0, s]) is a shortest geodesic to ∂N . In particular,
this detemines the boundary cut function τ(w).
By Lemma 8.4, for s ≤ τ(w), we can compute, by using BSP, d(γw(s), z) for
any z ∈ ∂N . Thus, for any w ∈ ∂N and s ≤ τ(w), we associate, using BSD, a
function r(w,s)(·) ∈ C(∂N ):
r(w,s)(z) = d(γw(s), z), z ∈ ∂N .
Note, see (5.1), that r(w,s)(·) is the boundary distance function corresponding to
x = γw(s).
Lemma 6.13 shows that, when w runs over ∂N and s runs over [0, τ(w)], then
r(w,s)(z) runs over the whole R(N ) ⊂ C(∂N ). Thus, BSP determines R(N ).
We then recover the topology of N by Lemma 5.1. By Lemma 7.10, we recover
the metric by BSP. 
We note that the uniqueness in the above Theorem means ”up to an isometry”.
We have used the generalized Fourier transform to represent BSP. However, in the
above proof, we have actually used the hyperbolic Neumann-to-Dirichlet map and
this can be controlled under milder assumptions. In fact, the BC-method also works
for the manifold of bounded geometry, i.e. with the assumption of uniform injective
radius of Riemannian normal coordinates, and the boundedness of curvature tensor.
See [KKL04].
9. Wave fronts and R(N )
As has been seen above, the construction of boundary distance functions from
BSP is the step where the geodesic is traced using Blagovestchenski identity for the
solutions to IBVP, providing an interplay between geometry and partial differential
equations. Therefore, it is of interest to try other ideas. In this section, we explain
the method which deals with the wave front of solution uf (t) to IBVP (4.1).
(i) Controlled subspaces. By the finite propagation property, we have
suppuf(·, t) ⊂ N (Γ, t) := {x ∈ N ; d (x,Γ) ≤ t}.
Recall that the closure in L2(N ) of {uf(·, t) ; f ∈ C∞0 (Γ× (0, t)} is L2(N (Γ, t)).
We define a unitary operator
F = (F (+)c ,Fp) : L2(N )→ L2((0,∞);h; dk)⊕Cd,
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where F (+)c is the generalized Fourier transform, and Fp is the spectral representa-
tion associated with the point spectrum for H :
Fp : L2(N ) ∋ u =
∑
i
aiϕi(x)→ (a1, a2, · · · ) ∈ Cd,
where d is the dimension of the point spectral subspace of H . If d = ∞, Cd = l2.
If N is compact, F (+)c is absent.
(ii) Projections. Let PΓ,t be the orthogonal projection
PΓ,t : L
2(N ) ∋ u→ χN (Γ,t)(x)u(x) ∈ L2(N (Γ, t)),
χN (Γ,t)(x) being the characteristsic function of the set N (Γ, t). Passing to the
Fourier transform, we have
FPΓ,t = PΓ,tF ,
where PΓ,t is the orthogonal projection :
PΓ,t : L2((0,∞);h; dk)⊕Cd → L2(Γ, t).
(iii) Layers. It is obvious that
L2(N (Γ, t−)) ⊂ L2(N (Γ, t+)), 0 ≤ t− < t+,
L2(Γ, t−) ⊂ L2(Γ, t+), 0 ≤ t− < t+.
Take L2(Γ, t+, t−) = L2(Γ, t+) ⊖ L2(Γ, t−), which are the Fourier transforms of
functions with support in the shell type layer or approximate wave front
N (Γ, t+) \ N (Γ, t−) := Sh(Γ, t+, t−).
Take (Γ1, t
+
1 , t
−
1 ) and (Γ2, t
+
2 , t
−
2 ). Then
L2(Γ1, t+1 , t−1 ) ∩ L2(Γ2, t+2 , t−2 )
= F{a ; supp a ⊂ Sh(Γ1, t+1 , t−1 ) ∩ Sh(Γ2, t+2 , t−2 )}.
(9.1)
(iv) Approximate distance functions. We take Γi, t
±
i , i = 1, · · · , N , and con-
sider ∩Ni=1L2(Γi, t+1 , t−1 ), which is the Fourier image of functions with support
in the intersection of layers. If the intersection of layers has measure 0, then
∩Ni=1L2(Γi, t+1 , t−1 ) = {0}. If this intersection has positive measure, then dim
(∩Ni=1
L2(Γi, t+1 , t−1 )
)
=∞. In particular, there is x ∈ N such that t−i ≤ d(x,Γi) ≤ t+i .
Divide ∂N into a large number, which is denoted by N(ǫ), of Γi with diamΓi <
ǫ. For any vector n = (n1, · · · , nN(ǫ)) ∈ ZN(ǫ)+ , put t−i = (ni − 1)ǫ, t+i = niǫ.
Construct ∩iL2(Γi, t+i , t−i ). We call n admissible, if ∩iL2(Γi, t+i , t−i ) 6= {0}. For
any admissible n, we associate a function
κn ∈ L∞(∂N ), κn(z) = niǫ, for z ∈ Γi.
Take all these κn(z) for all admissible n, and get a finite number of L
∞(∂N )
functions. They are roughly distances from various points in N to ∂N . Let us
denote the set of these functions as Rǫ(N ).
(v) Boundary distance representation of N . Recall that, see §5.1, for any x ∈ N ,
there is the boundary distance function rx(z), z ∈ ∂N ,
rx(z) = d(x, z).
This defines the map
R : N → C0,1(∂N ) ⊂ L∞(∂N ), R(x) = rx(·).
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Let R(N ) be the image of N by this map. Then the Hausdorff distance in L∞(∂N )
between R(N ) and Rǫ(N ) is estimated as
(9.2) dH(R(N ), Rǫ(N )) < 3ǫ.
In fact, since (ni − 1)ǫ ≤ d(x,Γi) ≤ niǫ and diamΓi ≤ ǫ, we have
|d(x, z)− niǫ| ≤ 2ǫ, z ∈ Γi,
for all x ∈ ∩Sh(Γi, niǫ, (ni−1)ǫ). As, for any x ∈ N , there is x˜ ∈ ∩Sh(Γi, niǫ, (ni−
1)ǫ) with d(x, x˜) < ǫ, this proves (9.2).
In summary, we have shown the following lemma.
Lemma 9.1. For any ǫ > 0, we can construct, from BSP, a finite set Rǫ(N ) ⊂
L∞(∂N ), such that dH(R(N ), R∞(N )) < 3ǫ. Taking ǫ→ 0, we obtain the boundary
distance representation R(N ) of N .
10. Propagation of singularities and R(N )
The singularities of solutions to the wave equation on Riemannian manifolds
propagate along the geodesics. Using this property, we can determine the boundary
distance function from BSP. The tool we use is the Gaussian beams which are
complex valued asymptotic solutions to the wave equation in N × R having the
following property: A Gaussian beam is concentrated near a light ray (γ(t), t),
where γ(t) is a unit speed geodesic. For any t, the profile of the Gaussian beam is
close to Gaussian, with its peak at x = γ(t). Therefore, it is a wave packet moving
along the geodesic. Since whole procedure requires long computations, we only give
the sketch here. The details can be found in [KKL01]. The exposition of [Ral82]
is a good introduction to the theory of Gaussian beams.
The Gaussian beam is an asymptotic solution to the wave equation of the form
(10.1) Uǫ(x, t) = (πǫ)
−n/4 exp
(
−θ(x, t)
iǫ
) ∞∑
j=0
(iǫ)juj(x, t),
where the phase function has the following property:
(10.2) Im θ(γ(t), t) = 0, Im θ(x, t) ≥ C0d(x, γ(t))2,
where γ(t) is a geodesic associated with Uǫ. The fact that Uǫ is an asymptotic
solution means that, if we take a finite sum,
U (N)ǫ (x, t) = (πǫ)
−n/4 exp
(
−θ(x, t)
iǫ
) N∑
j=0
(iǫ)juj(x, t),
then, for any given time interval [0, T ], there exists a constant CT > 0 such that
U
(N)
ǫ (x, t) satisfies
(10.3)
∣∣∣(∂2t −∆g)U (N)ǫ (x, t)∣∣∣ ≤ CT ǫα(N), on N × [0, T ],
α(N)→∞, for N →∞.
Fixing boundary normal coordinates, we consider in the half-space Rn+ = {x =
(z, xn) ; z ∈ Rn−1, xn > 0}. For z0 ∈ Rn−1 and t0 > 0, and we put the following
highly oscillatory data on the boundary:
(10.4) fǫ(z, t) = (πǫ)
−n/4χ0(z, t) exp
(
−Θ(z, t)
iǫ
)
,
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where ǫ > 0 is a small parameter, χ0(z, t) is a smooth cut-off function near (z0, t0)
and
(10.5) Θ(z, t) = −(t− t0) + 1
2
(
H0(z − z0), z − z0)
)
+
i
2
(t− t0)2,
( , ) being the Euclidean inner product, H0 a complex symmetric matrix with a
positive definite imaginary part.
Since we are taking boundary normal coordinates, the Riemannian metric be-
comes ds2 = gij(x)dz
idzj + (dxn)2, and the boundary normal geodesic emanating
from z0 at time t = t0 is γz0(t) = (z0, t− t0). Then for any given z0, t0, H0 and V ,
one can construct the Gaussian beam (10.1) as follows:
(i) Let l(z0) be the time when the normal geodesic starting from z0 at time 0
hits the boundary. Then the Gaussian beam is constructed on the time interval
I(z0) = [0, t0 + l(z0)).
(ii) It concentrates along the geodesic γz0(t) = (z0, t − t0), i.e. (10.2) is satisfield
for γ(t) = γz0(t) on I(z0).
(iii) Its phase function and the amplitude functions satisfy
θ(z, 0, t) ≈ Θ(z, 0), uj(z, 0, t) ≈ δj0,
where f(z) ≈ g(z) means ∂αz (f(z)− g(z)) = 0, ∀α, at z = z0, and
(∂tθ)
2 − gij(x)(∂iθ)(∂jθ) ≍ 0,
Lθun ≍ (∂2t −∆g)un−1, u−1 = 0,
where Lθ = 2(∂tθ)∂t − 2gij(∂iθ)∂j + (∂2t − ∆g)θ, ∂j = ∂/∂xj, and f(x) ≍ g(x)
means ∂αx (f(x)− g(x)) = 0, ∀α, at x = γz0(t) on I(z0).
Let uǫ(t) be the solution to IBVP (4.1) with f repalced by fǫ(z, t) of (10.4).
Then as can be checked easily
‖uǫ(t)− U (N)ǫ (t)‖ ≤ CN ǫα(N).
Using this Gaussian beam one can prove the following lemma (see Corollary 3.25
of [KKL01]).
Lemma 10.1. For any z0 ∈ ∂N , t0 < t < t0 + l(z0) and τ > 0, we have
lim
ǫ→0
(Py,τuǫ(t), uǫ(t)) =
{
α(t), if d(γz0(t), y) < τ,
0, if d(γz0(t), y) > τ,
where α(t) > 0.
Therefore we can compute d(γz0(t), y) from BSP.
11. Eigenfunction coordinates
11.1. Regularity of the metric. Let us discuss regularity problems for the
metric. For the details, see [AKKLT04]. If gij ∈ Ck,α, the distance is locally
Ck−1,α. Then gij is only in distance coordinates is Ck−2,α, since the Jacobian is
involved. As regard to this regularity loss problem, a nice choice is the harmonic
coordinatesX i(x), i = 1, · · · , n, such that ∆gX i = 0. The feature of these harmonic
coordinates is that they are the best possible for smoothness. In fact, assume that,
in some coordinates (x1, · · · , xn), gij is Ck,α. ThenXj(x), j = 1, . . . , n, are Ck+1,α,
208 6. BOUNDARY CONTROL METHOD
which implies that gij is C
k,α in the coordinates (X1, · · · , Xn). Another important
feature is that, in the harmonic coordinates, the following equation holds:
∆ggij = −2Ricij + Fij(g,∇g),
where Ricij is the Ricci curvature. For the proof, see [DeKa81], Lemma 4.1. See
also [Heb96] for harmonic coordinates.
We should also remark that eigenfunctions of ∆g are good candidates of coor-
dinates. In this section, we only consider the case of compact manifold.
Lemma 11.1. Let ϕj(x), j = 1, 2, · · · , be a complete orthonormal system of
eigenfunctions of ∆g with Neumann boundary condition. Then, for any x0 ∈ N int,
there exists a neighborhood of x0 and j1, · · · , jn such that ϕj1(x), · · · , ϕjn(x) form
local coordinates on U .
Proof. By the Fourier expansion for any a ∈ C∞0 (N ), a(x) =
∑
akϕk(x),
where the series converges in C∞(N ). From this one can show that, for any
x0 ∈ N int, Sp{∇ϕk(x0)}∞k=1 = Tx0(N ) := Rn, where Sp(A) means the linear
span of the set A. In fact, take some local coordinates near x0 and let a(x) be a
smooth function which is linear around x0. Then ∇a(x) =
∑
ak∇ϕk(x) near x0.
This means that the direction ∇a(x0) is approximated by a linear combination of
∇ϕk(x0). Therefore, one can choose n functions ϕji (x), i = 1, · · · , n, such that
Sp{∇ϕk(x0); k = j1, · · · , jn} = Rn. 
Note that, since ∆gϕk = λkϕk, we have, by elliptic regularity, that ϕk ∈ Ck+1,α
if gij ∈ Ck,α.
Suppose we can find ϕk(x), k = 1, 2, · · · , in R(N ). Then, we can reconstruct
the distance on N by looking at the heat kernel
h(x, y, t) =
∑
e−λktϕk(x)ϕk(y).
In fact, we have as t→ 0
h(x, y, t) ∼ Cn
tn/2
e−
d2(x,y)
4t .
Therefore, (
− lim
t→0
4t log h(x, y, t)
)1/2
= d(x, y).
This is another way of reconstructing the distance on R(N ).
11.2. Spectral map. FromR(N ), we have reconstructed the differential struc-
ture of N by finding boundary normal coordinates and boundary distance coordi-
nates. However, the distance coordinates have the disadvantage that we lose 2
orders of regularity, say, of gij . As for the regularity problem, the best choice is the
coordinate system made of eigenfunctions. Let
µ1, µ2, µ3 · · · and ψ1(x), ψ2(x), ψ3(x) · · ·
be the eigenvalues and eigenfunctions of Dirichlet problem, and
λ0, λ1, λ2, · · · and ϕ0(x), ϕ1(x), ϕ2(x), · · ·
those of Neumann problem.
Lemma 11.2. Having BSD for, say, Neumann problem, we can find BSD for
Dirichlet proplem.
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Proof. Let ∆N and ∆D be Neumann and Dirichlet Laplacians on N , and
{λi, ϕi
∣∣
∂N ; i = 0, 1, 2, · · · } and {µi, ∂ψi/∂ν
∣∣
∂N ; i = 1, 2, · · · } be the boundary spec-
tral data for Neumann and Dirichlet problem, respectively. Take z 6∈ σ(−∆N ) ∪
σ(−∆D). The Neumann-to-Dirichlet map is defined to be RN(z) : f → u∣∣
∂M
,
where 
(−∆g − z)u = 0 in N ,
∂u
∂ν
= f on ∂N .
and the Dirichlet-to-Neumann map is defined to be RD(z) : f → ∂v/∂ν∣∣
∂N , where{
(−∆g − v)u = 0 in N ,
v = f on ∂N .
As is seen before, RN (z) has an integral kernel
RN(z;x, y) =
∞∑
i=0
ϕi(x)ϕi(y)
z − λi , x, y ∈ ∂N .
By definition, one can easily see that (RN (z))−1 = RD(z), and RN (z) is determined
by the Neumann spectral data. Therefore, RD(z) is determined by the Neumann
spectral data. Now RD(z) has the following formal integral kernel
RD(z;x, y) =
∞∑
i=1
∂νψi(x)∂νψi(y)
z − µi , x, y ∈ ∂N .
Actually this sum does not converge. However, RD(z) is known to be an operator-
valued meromorphic function of z with simple poles at z = µi and its residue is
given by
∑
µk=µi
∂νψµk(x)∂νψµk(y), which proves the lemma. 
By the same argument as in the proof of Lemma 11.1, one can show the fol-
lowing lemma.
Lemma 11.3. Let x ∈ ∂N . Then there are n− 1 eigenfunctions of Neumann
problem, and one eigenfunction of the Dirichlet problem such that {ϕi1 , · · · , ϕin−1 , ψin}
form a coordinate system near x.
Now we define the spectral map S : N → R∞ by
S(x) = {ϕ0(x), ψ1(x), ϕ1(x), ψ2(x), ϕ2(x), · · · }.
Since these eigenfunctions satisfy −∆gϕi = λiϕi, −∆gψi = µiψi, they can be used
to find coefficients of ∆g in ”eigenfunction coordinates”, i.e. the metric tensor.
This is now an well-known idea in geometry, see e.g [BBG94], [KaKu9496].
The problem is how to find these eigenfunction coordinates.
Lemma 11.4. BSD determines S(N ) ⊂ R∞.
Proof. Let us recall the slicing procedure in §9. There, by solving the ini-
tial boundary value problem for the wave equation, we have constructed a layer
Sh(Γ, t+, t−). By taking the intersection of these layers in a generic position, we
can find a region of positive measure in N . Let us call it ”a pixel”, and denote by
PX . Passing to the Fourier transforms FN (Neumann case) or FD (Dirichlet case),
we then find
l2,N(PX) := FN (L2(PX)), l2,D(PX) := FD(L2(PX)).
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Observe that
FDψi = ei = (0, · · · , 0, 1, 0, · · · , 0, · · · ),
FNϕi = fi = (0, · · · , 0, 1, 0, · · · , 0, · · · ),
Let
QD(PX) : l
2 → l2,D(PX),
QN(PX) : l
2 → l2,N (PX)
be the associated orthogonal projections. We then have
(QD(PX)ei, ej) =
∫
PX
ψi(x)ψj(x)dV,
(QN (PX)f0, f0) =
1
Vol((N )
∫
PX
dV.
We now let PX shrink to a point : PX → {x}. Then we have
(QDei, ej)
(QNf0, f0)
→ Vol(N )ψi(x)ψj(x),
(QNfi, f0)
(QNf0, f0)
→ Vol1/2(N )ϕi(x), Vol−1/2(N ) = ϕ0|∂N .
We thus find a map
S˜ : N ∋ x→ {ϕ0(x), ψ1(x)2, ϕ1(x), ψ2(x)ψ1(x), · · · }.
Since ψ1(x) > 0, one can find ψ1(x) from ψ1(x)
2 on N . Therefore by dividing by
ψ1(x), we get {ϕ0(x), ψ1(x), ϕ1(x), ψ2(x), · · · } = S(x). 
APPENDIX A
Radon transform and propagation of singularities
in Rn
In this appendix, we study the relation between the Radon transform and the
propagation of singularties of solutions to the wave equation. This is basically well-
known, however, we feel it important to study this problem in a general Riemannian
metric, and it is not an obvious task even in the asymptotically Euclidean metric.
The Radon transform associated with the Euclidean metric is defined by
(R0f) (s, θ) =
∫
s=x·θ
f(x)dΠx, s ∈ R, θ ∈ Sn−1,
dΠx being the measure induced on the hyperplane {x ∈ Rn; s = x · θ} from the
Lebesgue measure dx on Rn. This is rewritten as
(R0f) (s, θ) = (2π)(n−1)/2
∫ ∞
−∞
eiskf̂(kθ)dk,
where f̂ is the Fourier transform:
f̂(ξ) = (2π)−n/2
∫
Rn
e−ix·ξf(x)dx.
Let us consider the Riemannian metric on Rn satisfying the following condition:
(0.1) |∂αx (gij(x) − δij)| ≤ Cα(1 + |x|)−1−ǫ0−|α|, ∀α,
where ǫ0 > 0 is a constant. In Chap. 2, §7, we have already constructed a general-
ized Fourier transformation F (±) for ∆g. As in Chap. 2, §7, we construct F± from
F (±), and define the modified Radon transform R± by
R±f(s, θ) = 1√
2π
∫ ∞
−∞
eisk(F±f)(k, θ)dk.
For the Euclidean Laplacian in Rn this turns out to be
R± =
(∓ ∂s + 0)n−12 R0.
The main issue of this chapter is the singular support theorem for R±. We
construct ϕ(x, θ) ∈ C∞(Rn × Sn−1) such that
|∂αθ ∂βx (ϕ(x, θ) − x · θ)| ≤ Cαβ(1 + |x|)−|β|−ǫ0,
and it solves the eikonal equation
gij(x)(∂iϕ(x, θ))(∂jϕ(x, θ)) = 1, ∂i = ∂/∂xi,
in an appropriate region in Rn. We put Σ(s, θ) = {x ∈ Rn; s = ϕ(x, θ)}, which
describes a wave front of a plane wave solution to the wave equation ∂2t u = ∆gu.
Then by observing the propagation of singularities, we obtain the following theorem:
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Let R+(s, θ, x) be the distribution kernel of R+. Then if we fix s > 0 large enough,
we have the following singularity expansion:
R+(s, θ, x) ∼
∞∑
j=0
(s− ϕ(x, θ))−
n+1
2 +j− rj(x, θ).
Let Σ(s) be the envelope of the family of hypersurfaces {Σ(s, θ) ; θ ∈ Sn−1},
which describes a spherical wave front. We then show that f (satisfying a suitable
condition on the wave front set) is piecewise smooth near Σ(σ) with interface Σ(σ)
if and only if
(R+f)(s) is piecewise smooth near {s = σ} with interface s = σ.
Moreover we also obtain the singularity expansion of R+f in terms of spherical
wave solution to the eikonal equation.
1. Fourier and Radon transforms for perturbed metric
1.1. Spectral properties. The Laplace-Beltrami operator ∆g is symmetric
in L2(Rn;
√
g(x)dx). To avoid the denstity
√
g(x), we apply a unitary transforma-
tion : u→ ug(x)1/4, and consider the differential operator
H = −g(x)1/4∆gg(x)−1/4 = −
n∑
i,j=1
aij(x)∂i∂j +
n∑
i=1
bi(x)∂i + c(x)
on L2(Rn; dx). Note that aij(x) = g
ij(x) and aij(x)− δij , bi(x), c(x) satisfy
|∂αx a(x)| ≤ Cα(1 + |x|)−|α|−1−ǫ0 , ∀α.
We put
H0 = −∆ = −
n∑
i=1
(∂/∂xi)
2, V = H −H0,
R0(z) = (H0 − z)−1, R(z) = (H − z)−1.
Theorem 1.1. (1) σ(H) = σac(H) = [0,∞).
(2) σp(H) = σsc(H) = ∅.
(3) For any λ > 0 and f, g ∈ B, there exists a limit
lim
ǫ→0
(
R(λ± iǫ)f, g) =: (R(λ± i0)f, g).
(4) For any 0 < a < b <∞, there exists a constant C > 0 such that
‖R(λ± i0)f‖B∗ ≤ C‖f‖B, a < λ < b.
(5) For any f, g ∈ B, (R(λ± i0)f, g) is a continuous function of λ > 0.
The proof is omitted. The limiting absorption principle in weighted L2 spaces
was proved in, e.g., [IkSa72], and in B − B∗ spaces by Agmon and Agmon-
Ho¨rmander [Hor], and [JePe85].
1.2. Generalized Fourier transform. Let us recall the notation in Chap.
2, §7. For k ∈ R \ {0} and f ∈ B, we define(F0(k)f) (ω) = (2π)−n/2 ∫
Rn
e−ikω·xf(x)dx.
It has the following properties
F0(k) ∈ B(B;L2(Sn−1)),
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(1.1) F0(−k) = JF0(k),
J being the anti-podal operator defined by
(1.2)
(
Jψ
)
(ω) = ψ(−ω).
We put
Ĥ>0 = L2((0,∞);L2(Sn−1); kn−1dk),
Ĥ<0 = L2((−∞, 0);L2(Sn−1); |k|n−1dk).
Then the operator (F0f)(k) := F0(k)f is uniquely extended to a unitary operator
from L2(Rn) to Ĥ>0. It is also extended to a unitary operator from L2(Rn) to
Ĥ<0. With these properties in mind, we define the generalized Fourier transform
F (±)(k) by the following formula:
F (±)(k) = F0(k)(1− V R((k ± i0)2)).
Note that (k + i0)2 = k2 + i0 for k > 0 and (k + i0)2 = k2 − i0 for k < 0. By (1.2)
we have
(1.3) F (+)(−k) = JF (−)(k).
By Theorem 2.7.11, F (±) is uniquely extended to a unitary operator from L2(Rn)
to Ĥ>0 and diagonalizes H , and F (±) is also unitary from L2(Rn) to Ĥ<0.
Remark. One can also prove that
(F (±)f)(k, θ) is smooth with respect to k and θ.
In fact, let ϕ(λ) ∈ C∞0 ((0,∞)), f(x) ∈ C∞0 (Rn) and put g(ξ) =
(F (±)(k)ϕ(L)f)(ω)
with k = |ξ|, ω = ξ/|ξ|. Then g(ξ) ∈ C∞(Rn). For the case of the Schro¨dinger
operator −∆+ V where V is a real-valued potential, we have proven this property
in [Is85] by using a parametrics at infinity of the time evlolution equation. One
can repeat the same argument by using the geometrical optics solutions to be
constructed in §3 of this chapter.
The following theorem is proved in the same way as in [Yaf91].
Theorem 1.2. For k ∈ R \ {0} and f ∈ B
R((k + i0)2)f(x) ≃ C0(k)r−(n−1)/2eikr
(
F (+)(k)f
)
(ω),
where r = |x|, ω = x/r, and
C0(k) =
√
π
2
(−ik + 0)(n−3)/2.
Here f ≃ g means that
lim
R→∞
1
R
∫
|x|<R
|f(x)− g(x)|2dx = 0.
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1.3. Wave operators and scattering matrix. The wave operator W± for
the Schro¨dinger equation is defined by the following strong limit in L2(Rn):
W± = s− lim
t→±∞
eitHe−itH0 .
It is well-known that this limit exists and regarding F0 and F (±) as unitary from
L2(Rn) to Ĥ>0, we have the following relation
(1.4) W± =
(F (±))∗F0.
The wave operator for the wave equation is usually defined by the energy norm.
We can also employ the following equivalent operator
(1.5) s− lim
t→±∞
eit
√
He−it
√
H0 =W± =
(F (±))∗F0.
The point is that the limit in the left-hand side exists, and coincides with the wave
operator for the Schro¨dinger equation. This fact, called the invariance principle, is
known to hold in a broad situations (see e.g. [Ka76], p. 579). The equality (1.5)
can of course be proved directly by using F (±) (see e.g. [Moc83]).
As a by-product, one can show that the solution u(t) of the wave equation{
∂2t u = −Hu,
u(0) = f, ∂tu(0) = −i
√
Hf
behaves as follows
‖u(t)− e−it
√
H0f±‖L2 → 0 as t→ ±∞,
where f± =
(F0)∗F (±)f . Therefore F (±) represents the far field behavior of waves.
The same fact can be proven for the Schro¨dinger equation.
Definition 1.3. Regarding F0 and F (±) as unitary from L2(Rn) to Ĥ>0, we
define the scattering operator S, its Fourier transform Ŝ, and the physical S-matrix
Ŝphy(k) by
S =
(
W+
)∗
W−, Ŝ =
(F0)∗SF0 = F (+)(F (−))∗.
Ŝphy(k) = I − πikn−2F (+)(k)V F0(k)∗, k > 0.
Lemma 1.4. Ŝphy(k) is unitary on L
2(Sn−1) for any k > 0, and(
Ŝf
)
(k) = Ŝphy(k)f(k), ∀f ∈ Ĥ>0, a.e. k > 0,
F (+)(k) = Ŝphy(k)F (−)(k), ∀k > 0.
Definition 1.5. For k > 0, we define the geometric scattering matrix Ŝgeo(k)
by
Ŝgeo(k) = Ŝphy(k)J.
The following theorem is proved in the same way as in [Yaf91], (see also [Is01],
[Is04a]).
Theorem 1.6. Let k > 0, and put
N (k) = {u ∈ B∗; (H − k2)u = 0}.
(1) We have
N (k) = F (±)(k)∗(L2(Sn−1)).
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(2) For any u ∈ N (k) there exist ϕ± ∈ L2(Sn−1) such that
(1.6) u(x) ≃ e
i(kr−(n−1)π/4)
r(n−1)/2
ϕ+(ω) +
e−i(kr−(n−1)π/4)
r(n−1)/2
ϕ−(ω),
where r = |x|, ω = x/r.
(3) For any ϕ− ∈ L2(Sn−1), there exist a unique u ∈ N (k) and ϕ+ ∈ L2(Sn−1)
such that the expansion (1.6) holds. Moreover they are related as follows :
ϕ+ = Ŝgeo(k)ϕ−.
1.4. Modified Radon transform. It is convenient to change the definition
of the generalized Fourier transform slightly. For k ∈ R \ {0}, we define
F±(k) = 1√
2
(∓ik + 0)(n−1)/2F (±)(k),
F0(k) = 1√
2
(−ik + 0)(n−1)/2F0(k),
and put
(F±f)(k) = F±(k)f , (F0f)(k) = F0(k)f . Note that by (1.3)
(1.7) F+(−k) = JF−(k).
Theorem 1.7. (1) F± : L2(Rn)→ L2(R;L2(Sn−1); dk) is an isometry. More-
over we have
(F±Hf) (k) = k2 (F±f) (k).
(2) For k > 0, we have
F+(k) = (−i)n−1Ŝphy(k)JF+(−k).
Consequently, the range of F± has the following characterization:
g ∈ RanF+ ⇐⇒ (−i)n−1Ŝphy(k)Jg(−k) = g(k), k > 0,
g ∈ RanF− ⇐⇒ (−i)n−1Ŝphy(k)g(k) = Jg(−k), k > 0.
(3) Let r+ (r−) be the projection onto Ĥ>0 (Ĥ<0). Then we have
(1.8) W+ = 2
(F+)∗r+F0, W− = 2(F+)∗r−F0,
(1.9) W+ = 2(−i)n−1
(F−)∗r−F0, W− = 2in−1(F−)∗r+F0.
Proof. Theorem 2.7.11 proves (1). Lemma 1.4 and (1.3) imply Ŝphy(k)JF (+)(−k)
= F (+)(k) for k > 0, which proves (2). The formula (1.4) proves (1.8) for W+. For
f, g ∈ B, we have by using (1.3) and (1.4) for W−(
W−f, g) = (F0f,F (−)g)
=
∫ ∞
0
(F0(k)f,F (−)(k)g)kn−1dk
=
∫ 0
−∞
(JF0(k)f, JF (+)(k)g)|k|n−1dk
=
∫ 0
−∞
((−ik + 0)(n−1)/2F0(k)f, (−ik + 0)(n−1)/2F (+)(k)g)dk
= 2
(
(F+)∗r−F0f, g).
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This proves (1.8) for W−. By a similar computation using
(∓ik + 0)α = e∓sgn(k)απi/2|k|α, sgn(k) = k/|k|,
we have(
W+f, g) =
∫ ∞
0
(F0(k)f,F (+)(k)g)kn−1dk
=
∫ 0
−∞
(JF0(k)f, JF (−)(k)g)|k|n−1dk
=
∫ 0
−∞
((ik + 0)(n−1)/2F0(k)f, (ik + 0)(n−1)/2F (−)(k)g)dk
= (−i)n−1
∫ 0
−∞
((−ik + 0)(n−1)/2F0(k)f, (ik + 0)(n−1)/2F (−)(k)g)dk
= 2(−i)n−1((F−)∗r−F0f, g),
which proves (1.9) for W+. Finally by (1.4)(
W−f, g) =
∫ ∞
0
(F0(k)f,F (−)(k)g)kn−1dk
=
∫ ∞
0
((ik + 0)(n−1)/2F0(k)f, (ik + 0)(n−1)/2F (−)(k)g)dk
= in−1
∫ ∞
0
((−ik + 0)(n−1)/2F0(k)f, (ik + 0)(n−1)/2F (−)(k)g)dk
= 2in−1
(
(F−)∗r+F0f, g),
which proves (1.9) for W−. 
As a consequence of Theorem 1.7 (2), we have
g ∈ RanF0 ⇐⇒ g(−k,−ω) = in−1g(k, ω), k > 0.
The projection onto the range of F0 is written as follows.
Lemma 1.8. We define the operator J˜ by (J˜f)(k, ω) = f(−k,−ω). Then
F0(F0)∗ = 1
2
+
1
2
(
(−i)n−1r+ + in−1r−
)
J˜ .
Proof. We put
(
U0f
)
(k, ω) = 1√
2
|k|(n−1)/2f̂(kω). Then U0 is an isometry from
L2(Rn) to L2(R;L2(Sn−1); dk) and
g ∈ RanU0 ⇐⇒ g = J˜g.
Since U0(U0)
∗ is the projection onto the range of U0, we have
U0(U0)
∗ =
1
2
(1 + J˜).
Let h = ζ1/2r+ + ζ
1/2
r−, ζ = e−(n−1)πi/2. Then we have F0 = hU0, hence
F0(F0)∗ = hU0(U0)∗h∗.
As can be checked easily
(1.10) J˜r± = r∓J˜ .
Using these formulas we obtain the lemma by a direct computation. 
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Corollary 1.9.
(1.11) F+ = r+F0(W+)∗ + r−F0(W−)∗,
(1.12) F− = in−1r+F0(W−)∗ + (−i)n−1r−F0(W+)∗.
Proof. By (1.8), F0
(
W±
)∗
= 2F0(F0)∗r±F+. By Lemma 1.8 and (1.10) we
have
r±F0(F0)∗r± = 1
2
r±.
This proves (1.11). By (1.9), we haveF0(W+)∗ = 2in−1F0(F0)∗r−F−, and F0(W−)∗ =
2(−i)n−1F0(F0)∗r+F−. Therefore
r−F0(W+)∗ = in−1r−F−, r+F0(W−)∗ = (−i)n−1r+F−.
Hence (1.12) follows. 
Definition 1.10. The modified Radon transform R± is defined by
(R±f) (s) = 1√
2π
∫ ∞
−∞
eiks (F±f) (k)dk.
By (1.7) and Theorem 1.7, we have
Theorem 1.11. R± : L2(Rn)→ L2(R;L2(Sn−1); dk) is an isometry and
(R±Hf) (s) = −∂2s (R±f) (s).
Moreover
(R+f) (−s) = J (R−f) (s).
Definition 1.12. For an open interval I ⊂ R, let Ĥm(I) be the set of functions
φ(s, ω) satisfying ∑
0≤j≤m
∫
I
∥∥∂jsφ(s, ·)∥∥2L2(Sn−1)ds <∞.
If I = R, we simply write Ĥm, in which case m can be any real number by passing
to the Fourier transformation.
Lemma 1.13. For any m ≥ 0 we have
f ∈ Hm ⇐⇒R±f ∈ Ĥm.
Proof. A direct consequence of Theorem 1.11. 
1.5. Asymptotic profiles of solutions to the wave equation. The fol-
lowing theroem is proved in the same way as Theorem 2.8.9.
Theorem 1.14. For x ∈ Rn, we write r = |x|, ω = x/r. Then for f ∈ L2(Rn),
we have as t→∞∥∥∥(cos(t√H)f) (x) − r−(n−1)/2√
2
(R+f) (r − t, ω)
∥∥∥→ 0,
∥∥∥(sin(t√H)f) (x)− i r−(n−1)/2√
2
(
h
(− i ∂
∂s
)R+f) (r − t, ω)∥∥∥→ 0,
where ‖ · ‖ is the L2(Rn)-norm, and h(k) = 1 (k > 0), h(k) = −1 (k < 0).
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1.6. Relation between scattering operators. The scattering operator is
also defined by the Radon transform, namely
Definition 1.15. SR = R+ (R−)∗ .
The following lemma follows easily from Theorem 1.11 and Lemma 1.13.
Lemma 1.16. (1) SR is a partial isometry with initial set Ran
(R−) and final
set Ran
(R+).
(2) ∂2sSR = SR∂2s .
(3) SRĤm ⊂ Ĥm, ∀m ≥ 0.
The relation to the scattering operator S in Definition 1.3 is as follows.
Lemma 1.17. Let F1 be the 1-dimensional Fourier transform, r± the projection
in Theorem 1.7 (3) and J˜ as in Lemma 1.8. Then we have
F1SR(F1)∗ = (−i)n−1r+F0S(F0)∗r+ + in−1r−F0S∗(F0)∗r− + 1
2
J˜ .
Proof. Since F1SR(F1)∗ = F+(F−)∗, the lemma follows from Corollary 1.9. 
2. Asymptotic solutions
2.1. Geometrical optics. In this section we construct an asymptotic solution
to the equation
−∆g
(
eikϕa
)
= k2eikϕa,
k ∈ R being a large parameter. We put a =∑Nj=0 k−jaj . Then we have
e−ikϕ(−∆g − k2)eikϕa = k2
[
gαβ(∂αϕ)(∂βϕ)− 1
]
a− ikTa−∆ga
= k2
[
gαβ(∂αϕ)(∂βϕ)− 1
]
a− ikTa0
− i
N−1∑
j=0
k−j(Taj+1 − i∆gaj)− ik−N∆gaN ,
(2.1)
where T is the following differential operator
T = 2gαβ(∂αϕ)∂β +∆gϕ.
We define the Hamiltonian h(x, p) by
h(x, p) =
1
2
gij(x)pipj.
Our aim is to constrcut a real function ϕ(x, θ) ∈ C∞(Rn×Sn−1) which behaves
like x ·θ+O(|x|−ǫ0 ) as |x| → ∞, and solves the eikonal equation h(x,∇xϕ) = 1/2 in
the region {x · θ+ |x⊥|/ǫ > R}, where x⊥ = x− (x · θ)θ, and R, 1/ǫ are sufficiently
large constants. We shall parametrize the bicharacteristics by the asymptotic data
at infinity.
We fix θ ∈ Sn−1 arbitrarily. We seek a solution x(t), p(t) of the Hamilton-Jacobi
equation
(2.2)
dx
dt
=
∂h
∂p
,
dp
dt
= −∂h
∂x
,
having the following asymptotics:
x(t) = tθ + y +O(t−ǫ0), p(t) = θ +O(t−1−ǫ0), (t→∞)
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for some y ∈ Rn. A simple calculation shows that x(t) satisfies the following
integral equation
x(t) = tθ + y +
∫ ∞
t
(s− t)d
2x(s)
ds2
ds.
Since Hamilton’s equation (2.2) coincides with the equation of geodesic, we have
d2xk
dt2
= −Γkij
dxi
dt
dxj
dt
= −Γkijgiαgjβpαpβ ,
Γkij being Christoffel’s symbol. In view of these formulas, we put
z(t) = x(t) − tθ − y,
Ak(t, s, y, θ; z, p) = (t− s)Γkij(sθ + y + z)giα(sθ + y + z)gjβ(sθ + y + z)pαpβ ,
Bk(s, y, θ; z, p) =
1
2
∂gij
∂xk
(sθ + y + z)pipj ,
A = (A1, · · · , An), B = (B1, · · · , Bn),
and consider the integral equation
(2.3)

z(t) =
∫ ∞
t
A(t, s, y, θ; z(s), p(s))ds,
p(t) = θ +
∫ ∞
t
B(s, y, θ; z(s), p(s))ds.
We fix a sufficiently small ǫ > 0. For a sufficiently large R > 0, let ΩR,ǫ(θ) be the
region defined by
ΩR,ǫ(θ) = {(t, y, z) ; t+ |y|/ǫ > R, y · θ = 0, |z| < 3}.
Then taking R large enough we have by a simple computation
(2.4) |tθ + y + z| ≥ C(|t|+ |y|+R), ∀(t, y, z) ∈ ΩR,ǫ(θ),
where the constant C is independent of (t, y, z) ∈ ΩR,ǫ(θ) and R > 0. We put
X(t) = (z(t), p(t)),
and define the non-linear map L(X) by
L(X)(t, y, θ) =
(∫ ∞
t
A(t, s, y, θ; z(s), p(s))ds,
∫ ∞
t
B(s, y, θ; z(s), p(s))ds
)
.
We parametrize y in the following way. Take vectors e1(θ), · · · , en−1(θ) so that
e1(θ), · · · , en−1(θ) and θ form an orthonormal basis of Rn. Then if y · θ = 0, y is
written as y =
∑n−1
i=1 yiei(θ). This (y1, · · · , yn−1) gives the desired parametrization.
Note that e1(θ), · · · , en−1(θ) can be chosen to be smooth with respect to θ ∈ Sn−1
(at least locally). We put
|X |∞ = sup
(t,y,z)∈ΩR,ǫ(θ)
|X(t)|.
Lemma 2.1. Suppose |X |∞ < 2, |X˜ |∞ < 2. Then the following inequalities
hold: ∣∣∂mt ∂αy L(X)(t, y, θ)∣∣ ≤ Cmα(|t|+ |y|+R)−ǫ0−m−|α|, ∀m,α,∣∣∣L(X)(t, y, θ)− L(X˜)(t, y, θ)∣∣∣ ≤ C(|t|+ |y|+R)−ǫ0 |X − X˜ |∞.
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Proof. This is a direct consequence of (2.4) and the estimate ∂αxΓ
k
ij(x) =
O(|x|−2−ǫ0−|α|), which follows from (0.1). 
We now put X0 = (0, θ) and take R > 0 large enough. Then by Lemma 2.1
and the standard method of iteration, there exists a unique solution X(t, y, θ) of
the integral equation
X = X0 + L(X)
in the region {t+ |y|/ǫ > R, y · θ = 0} satisfying∣∣∂mt ∂αy (X(t, y, θ)−X0)∣∣ ≤ Cmα(|t|+ |y|+R)−ǫ0−m−|α|, ∀m, α.
Returning back to the equation (2.2), we have proven the following lemma.
Lemma 2.2. Take θ ∈ Sn−1 arbitrarily and R > 0 large enough. Then there
exists a unique solution x(t, y, θ), p(t, y, θ) of the equation (2.2) such that in the
region {t+ |y|/ǫ > R, y · θ = 0} it satisfies∣∣∂mt ∂αy (x(t, y, θ)− tθ − y)∣∣ ≤ Cmα(|t|+ |y|+R)−ǫ0−m−|α|, ∀m, α,∣∣∂mt ∂αy (p(t, y, θ)− θ)∣∣ ≤ Cmα(|t|+ |y|+R)−1−ǫ0−m−|α|, ∀m, α.
Proof. By differentiating the integral equation (2.3), we have
dxk
dt
= θk +
∫ ∞
t
Γkijg
iαgjβpαpβds,
(2.5)
dpk
dt
= −1
2
∂gαβ
∂xk
pαpβ = − ∂h
∂xk
.
Therefore we have to show that
gkαpα = θ
k +
∫ ∞
t
Γkijg
iαgjβpαpβds.
Since both sides tend to θk as t → ∞, we have only to show that their time
derivatives coincide. By (2.5), the formula to show is
∂gkα
∂xi
giβ − 1
2
gki
∂gαβ
∂xi
= −Γkijgiαgjβ ,
which follows from a direct computation and the formula
∂gij
∂xm
= −gik
(
∂gkr
∂xm
)
grj.
The estimates of x(t), p(t) are easy to derive. 
Lemma 2.3. As a 2-form on the region {(t, y) ; t + |y|/ǫ > R, y · θ = 0}, we
have
n∑
i=1
dpi(t, y, θ) ∧ dxi(t, y, θ) = 0.
Proof. Without loss of generality we assume θ = (0, · · · , 0, 1) and put y =
(u1, · · · , un−1, 0), t = un. Then we have∑
i
dpi ∧ dxi =
∑
j<k
[p, x]jkdu
j ∧ duk,
[p, x]jk =
∂p
∂uj
· ∂x
∂uk
− ∂p
∂uk
· ∂x
∂uj
.
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Noting that
∂
∂t
(
∂p
∂uj
· ∂x
∂uk
)
= − ∂
2h
∂xi∂xm
∂xm
∂uj
∂xi
∂uk
+
∂2h
∂pi∂pm
∂pi
∂uk
∂pm
∂uj
is symmetric with respect to j and k, we have
∂
∂t
[p, x]jk = 0.
By Lemma 2.2, [p, x]jk → 0 as t → ∞. Hence [p, x]jk = 0, which proves the
lemma. 
For x ∈ Rn, we put x⊥ = x− (x · θ)θ and define the region △R,ǫ(θ) by
△R,ǫ(θ) = {x ∈ Rn ; x · θ + |x⊥|/ǫ > R}.
In the coordinates with basis θ, e1(θ), · · · , en−1(θ), the differential of the map
(t, y)→ x(t, y, θ) is I +O(R−ǫ0). Therefore the following lemma holds.
Lemma 2.4. For large R > 0, the map (t, y) → x(t, y, θ) is a diffeomorphism
and its image includes △2R,ǫ(θ).
Let t = t(x, θ), y = y(x, θ) be the inverse of the map : (t, y) → x(t, y, θ). We
put p(x, θ) = p(t(x, θ), y(x, θ), θ) for the sake of simplicity. Lemma 2.3 implies
d(
∑
j pj(x, θ)dx
j) = 0, which shows
(2.6)
∂pj(x, θ)
∂xi
=
∂pi(x, θ)
∂xj
.
We put
f(x, θ) = p(x, θ)− θ =
∫ ∞
t
∂h
∂x
(
x(s, y, θ), p(s, y, θ)
)
ds
∣∣∣
t=t(x,θ),y=y(x.θ)
,
and define Ψ(x, θ) by
Ψ(x, θ) = x · θ −
∫ ∞
0
f(x+ tθ, θ) · θdt.
Lemma 2.5. On △2R,ǫ(θ), we have
(2.7) ∇xΨ(x, θ) = p(x, θ),
(2.8) h(x,∇xΨ(x, θ)) = 1/2,
(2.9) |∂αx (Ψ(x, θ)− x · θ)| ≤ Cα(1 + |x|)−ǫ0−|α|, ∀α.
(2.10) Ψ(x, θ) = t(x, θ).
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Proof. Letting f = (f1, · · · , fn), we have ∂fj
∂xi
(x, θ) =
∂fi
∂xj
(x, θ) by (2.6). We
then have
∂Ψ
∂xi
= θi −
∫ ∞
0
∑
j
∂fj
∂xi
(x + tθ, θ)θjdt
= θi −
∫ ∞
0
∑
j
∂fi
∂xj
(x+ tθ, θ)θjdt
= θi −
∫ ∞
0
d
dt
fi(x+ tθ, θ)dt
= θi + fi(x, θ)
= pi(x, θ),
which proves (2.7). Since x(t), p(t) solve the equation (3.2), h(x(t), p(t)) is a con-
stant. Letting t→∞, this constant is seen to be equal to 1/2, which together with
(2.7) proves (2.8). The estimate (2.9) follows from Lemma 2.1. By (2.7), we have
∂Ψ
∂t
= (∂iΨ)
∂xi
∂t
= gij (∂iΨ) (∂jΨ) = 1.
Therefore Ψ = t+ t0(y, θ) for some t0(y, θ). However by Lemma 3.2, x(t, y, θ) · θ =
t + O(t−ǫ0), which implies t0(y, θ) = Ψ − x · θ + O(t−ǫ0) = O(t−ǫ0). Therefore
t0(y, θ) = 0, which proves (2.10). 
The equality (2.6) yields the following corollary.
Corollary 2.6. For any smooth function f(x) on Rn, we have
∂
∂t
f(x(t, y, θ))
∣∣∣
t=t(x,θ),y=y(x,θ)
= gij(x)
∂Ψ(x, θ)
∂xj
∂f(x)
∂xi
.
By the above construction, Ψ(x, θ) is actually a function on the fibered space
{(θ, x) ; θ ∈ Sn−1, x ∈ ∆2R,ǫ(θ)} and satisfies
|∂αθ ∂βx (Ψ(x, θ) − x · θ)| ≤ Cαβ(1 + |x|)−ǫ0−|β|, ∀α, β.
Definition 2.7. We take χ∞(t) ∈ C∞(R) and χ(t) ∈ C∞(R) such that
χ∞(t) = 1, (t > 3R), χ∞(t) = 0, (t < 2R), χ(t) = 1, (t > −1 + 2ǫ),
χ(t) = 0, (t < −1 + ǫ), where 1/R and ǫ > 0 are sufficiently small constants.
We define
ϕ(x, θ) = x · θ + χ∞(|x|)χ(x̂ · θ)
(
Ψ(x, θ)− x · θ
)
,
ϕ±(x, ξ) = ±|ξ|ϕ(x,±ξ̂ ), ξ̂ = ξ/|ξ|.
The following lemma is a direct consequence of the above definition.
Theorem 2.8. (1) ϕ±(x, ξ) ∈ C∞(Rn × (Rn \ {0})) and∣∣∣∂αξ ∂βx(ϕ±(x, ξ)− x · ξ)∣∣∣ ≤ Cαβ |ξ|1−|α|(1 + |x|)−ǫ0−|β|.
(2) If |x| > 3R and ±x̂ · ξ̂ > −1 + 2ǫ, it satisfies the eikonal equation
h(x,∇xϕ±(x, ξ)) = |ξ|2/2.
(3) ϕ−(x, ξ) = −ϕ+(x,−ξ).
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2.2. Asymptotic solutions. We employ the above ϕ(x, θ) as ϕ in (2.1). Let-
ting
(2.11) a0(x, θ) = exp
(∫ ∞
t
1
2
(∆gϕ)(x(s, y, θ), θ)ds
) ∣∣∣
t=t(x,θ),y=y(x,θ)
,
and using Corollary 2.6, we have
Ta0(x, θ) = 0 for |x| > 3R, x̂ · θ > −1 + 2ǫ.
By Theorem 2.8 (1), a0(x, θ) satisfies
|∂αθ ∂βx (a0(x, θ)− 1) | ≤ Cαβ(1 + |x|)−|β|−ǫ0 .
We integrate the higer order transport equation
Taj − i∆gaj−1 = 0, j ≥ 1
in a similar manner, and obtain
|∂αθ ∂βx aj(x, θ)| ≤ Cαβ(1 + |x|)−j−|β|−ǫ0 .
Let χ(t), χǫ(t) ∈ C∞(R) be such that χ(t) = 1 (t > 4), χ(t) = 0 (t < 3), χǫ(t) =
1 (t > −1 + 3ǫ), χǫ(t) = 0 (t < −1 + 2ǫ). We put
(2.12) a(x, k, θ) = g(x)1/4χǫ(x̂ · θ)
∞∑
j=0
k−jaj(x, θ)χ(ǫj |x|)χ(ǫj |k|).
By a suitable choice of the sequence ǫ0 > ǫ1 > · · · → 0, this series converges and
defines a smooth function. We finally define
a±(x, ξ) = a(x,±|ξ|,±ξ̂ ).
The following lemma holds.
Lemma 2.9. (1) On Rn ×Rn, a±(x, ξ) satisfies
|∂αξ ∂βx a±(x, ξ)| ≤ Cαβ(1 + |ξ|)−|α|(1 + |x|)−|β|.
(2) Let g±(x, ξ) = e−iϕ±(x,ξ)(L− |ξ|2)eiϕ±(x,ξ)a±(x, ξ). Then it satisfies∣∣∂αξ ∂βx g±(x, ξ)∣∣ ≤ CαβN (1 + |ξ|)−N (1 + |x|)−N
for any N > 0 in the region |x| > 4R, ±x̂ · ξ̂ > −1 + 3ǫ.
3. Fourier integral operators and functional calculus
3.1. Product formula for FIO. Lets us recall the theory of FIO’s. Since we
need precise product formulas, we employ the computation by [Kum76], [Kum81].
For m ∈ R, let Sm be the class of symbols defined by
Sm ∋ p(x, ξ)⇐⇒ ∣∣∂αξ ∂βx p(x, ξ)∣∣ ≤ Cαβ(1 + |ξ|)m−|α|, ∀α, β.
The phase function ϕ(x, ξ) ∈ C∞(Rn×Rn) is assumed to be real-valued and satisfy
the following conditions (3.1) ∼ (3.4) for a sufficiently small constant δ0 > 0:
(3.1) ϕ(x, ξ) − x · ξ ∈ S1,
(3.2)
∣∣∇ξ (ϕ(x, ξ)− x · ξ) ∣∣ < δ0,
(3.3)
∣∣∇x (ϕ(x, ξ) − x · ξ) ∣∣ < δ0(1 + |ξ|),
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(3.4)
∣∣∣∣ ∂2∂x∂ξϕ(x, ξ) − I
∣∣∣∣ < δ0.
We define FIO’s Iϕ,a, Iϕ∗,a by
Iϕ,au(x) = (2π)
−n
∫∫
Rn×Rn
ei(ϕ(x,ξ)−y·ξ)a(x, ξ)u(y)dydξ,
Iϕ∗,au(x) = (2π)
−n
∫∫
Rn×Rn
ei(x·ξ−ϕ(y,ξ))a(y, ξ)u(y)dydξ.
We put Dx = −i∂x and define the ψDO p(x,Dx) with symbol p(x, ξ) by
p(x,Dx)u(x) = (2π)
−n
∫∫
Rn×Rn
ei(x−y)·ξp(x, ξ)u(y)dydξ.
Using the conditions (3.1) ∼ (3.4) we can prove the following lemma.
Lemma 3.1. (1) The map Rn ∋ ξ → η = ∇xϕ(x, ξ) ∈ Rn is a global diffeo-
morphism on Rn. Letting its inverse by ξ(x, η), we have
ξ(x, η) − η ∈ S1,
C−1(1 + |η|) ≤ 1 + |ξ| ≤ C(1 + |η|).
(2) The map Rn ∋ x → y = ∇ξϕ(x, ξ) is a global diffeomorphism on Rn. Letting
x(y, ξ) be its inverse, we have
x(y, ξ) − y ∈ S0,
C−1(1 + |y|) ≤ 1 + |x| ≤ C(1 + |y|).
In the following Theorem 3.2, all symbols c(x, ξ) belong to Ss1+s2 and have the
following asymptoic expansion:
(3.5) c(x, ξ) ∼
∞∑
j=1
cj(x, ξ), cj(x, ξ) ∈ Ss1+s2−j .
Theorem 3.2. Let a ∈ Ss1 , b ∈ Ss2 . Then we have the following formulas.
(3.6)

Iϕ,aIϕ∗,b = c(x,Dx),
c(x, η) ∼ a(x, ξ)b(x, ξ) det
(
∂2
∂x∂ξ
ϕ(x, ξ)
)−1 ∣∣∣∣∣
ξ=ξ(x,η)
+ · · · ,
where ξ(x, η) is the inverse map of η = ∇xϕ(x, ξ),
(3.7)

Iϕ∗,aIϕ,b = c(x,Dx),
c(y, ξ) ∼ a(x, ξ)b(x, ξ) det
(
∂2
∂x∂ξ
ϕ(x, ξ)
)−1 ∣∣∣∣∣
x=x(y,ξ)
+ · · · ,
where x(y, ξ) is the inverse map of y = ∇ξϕ(x, ξ),
(3.8)
{
Iϕ,ab(x,Dx) = Iϕ,c,
c(x, ξ) ∼ a(x, ξ)b(∇ξϕ(x, ξ), ξ) + · · · ,
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(3.9)
{
a(x,Dx)Iϕ,b = Iϕ,c,
c(x, ξ) ∼ a(x,∇xϕ(x, ξ))b(x, ξ) + · · · .
For the proof, see [Kum76], Theorems 2.1∼ 2.4. We need the following explicit
form of the asymptotic expansion (3.5) later. We put
∇˜ξϕ(x, ξ, η) =
∫ 1
0
(∇ξϕ) (x, tξ + (1 − t)η)dt,
∇˜xϕ(x, y, ξ) =
∫ 1
0
(∇xϕ) (tx+ (1− t)y, ξ)dt.
Then c(x, ξ) in (3.8) has the following asymptotic expansion:
(3.10) c(x, η) ∼
∑
α
1
α!
∂αξ
{
a(x, ξ)(Dαx b)(∇˜ξϕ(x, ξ, η), η)
} ∣∣∣
ξ=η
,
and c(x, ξ) in (3.9) has the following asymptotic expansion:
(3.11) c(x, ξ) ∼
∑
α
1
α!
Dαy
{(
∂αξ a
)
(x, ∇˜xϕ(x, y, ξ))b(y, ξ)
} ∣∣∣
y=x
,
(see [Kum76], (2.41), (2.57)).
3.2. Functional calculus. In Chap. 3, §2, we have introduced the almost
analytic extension F (z) of f(t). By the construction procedure, we see that ∂tF (t+
is) is an almost analytic extension of f ′(t). Let
(3.12) X = (1 + |x|2)1/2, Λ = (1 + |Dx|2)1/2.
Lemma 3.3. Let f(t) ∈ C∞0 (R). Then we have for any N > 0
(3.13) f(H) = f(H0) +
N∑
n=1
pn(x,Dx)f
(n)(H0) +RN ,
where pn(x,Dx) =
∑
|α|≤µ(n) a
(n)
α (x)Dαx such that |∂βx a(n)α (x)| ≤ Cαβ(1+|x|)−|β|−1−ǫ0,
and RN satisfies
(3.14) XNΛNRNΛ
NXN ∈ B(L2(Rn)).
Proof. We first prove the lemma with the property (3.14) replaced by
(3.15) XNRNX
N ∈ B(L2(Rn)).
We prove the case N = 1. By the resolvent equation, we have
(z −H)−1 − (z −H0)−1 = (z −H)−1V (z −H0)−1
= V (z −H)−1(z −H0)−1 + [(z −H)−1, V ](z −H0)−1
= V (z −H0)−2 +K(z),
K(z) = V (z −H)−1V (z −H0)−2
+ (z −H)−1[H,V ](z −H)−1(z −H0)−1.
Therefore by virtue of Lemma 3.2.1
f(H)− f(H0) = V 1
2πi
∫
C
∂zF (z)(z −H0)−2dzdz
+
1
2πi
∫
C
∂zF (z)K(z)dzdz.
(3.16)
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Since ∂tF (t + is) is an almost analytic extension of f
′(t), we have by integration
by parts
f ′(H0) =
1
2πi
∫
C
∂z∂tF (z)(z −H0)−1dzdz
=
1
2πi
∫
C
∂zF (z)(z −H0)−2dzdz.
Therefore the 1st term of the right-hand side of (3.16) is equal to V f ′(H0). If Pj
is a differential operator of order j = 1, 2 with bounded coefficients, we have by
passing to the spectral decomposition
‖Pj(z −H)−1‖ ≤ C |Im z|−1(1 + |z|)j/2.
We then have
‖XK(z)X‖ ≤ C|Im z|−p(1 + |z|)p,
for some p ≥ 2. Since F (z) satisfies |∂zF (z)| ≤ C|Im z|p(1+ |z|)s−p−1 for any s < 0,
the remainder term has the desired estimate (3.15). The proof for N ≥ 2 is similar.
Now for f ∈ C∞0 (R) we take χ ∈ C∞0 (R) such that χ(t) = 1 on suppχ. We
multiply (3.13) by the expansion
χ(H) = χ(H0) +
N∑
j=1
χ(j)(H0)qj(x,Dx) + (R˜N )
∗,
with qj(x,Dx) and R˜N having the above mentioned properties. We then have
f(H0)χ(H) = f(H0) + f(H0)(R˜N )
∗.
Since R˜N satisfies (3.15), one can prove that f(H0)(R˜N )
∗ satisfies (3.14). One can
deal with pn(x,Dx)f
(n)(H0)χ(H) and RNχ(H) in a similar manner. 
4. Parametrices and regularizers
We construct parametrices for the wave equation in the form of a FIO using ϕ±
and a± in §2. Recall that ϕ±, a± contain cut-off functions. Here we need another
cut-off function which restricts x and ξ in a smaller region. Let R and ǫ be as
in Definition 2.7. Take χ∞(t), χ(t) ∈ C∞(R) such that χ∞(t) = 1 (t > 10R),
χ∞(t) = 0 (t < 9R), χ(t) = 1 (t > −1 + 5ǫ), χ(t) = 0 (t < −1 + 4ǫ), and put
(4.1) χ±(x, ξ) = χ∞(|x|)χ∞(|ξ|)χ(±x̂ · ξ̂ ).
Definition 4.1. Let ϕ±, a± be as in Theorem 2.8 and Lemma 2.9, and χ± as
in (4.1). We define a FIO U±(t) by
U±(t) = Iϕ±,a±e
−it√H0Iϕ∗
±
,χ± .
In the following, ‖ · ‖ denotes either the operator norm ‖T ‖B(L2(Rn)) of a
bounded operator T on L2(Rn) or the L2-norm ‖u‖L2(Rn) of a vector u ∈ L2(Rn).
There will be no fear of confusion. We put
G+(t) =
d
dt
(
eit
√
HU+(t)
)
.
Let X and Λ be as in (3.12).
Lemma 4.2. For any N > 0, there exists a constant CN > 0 such that
‖ΛNG+(t)ΛNXN‖ ≤ CN (1 + t)−N , t > 0.
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Proof. We have
G+(t) = e
it
√
H
(
i
√
HU+(t) +
d
dt
U+(t)
)
.
We decompose this operator into two parts and make use of the tools in §3.
Low energy part. First we deal with the low energy part. We take χ0(t) ∈ C∞(R)
such that χ0(t) = 1 (t < 1), χ0(t) = 0 (t > 2) and consider Λ
Neit
√
H
√
Hχ0(H)U+(t).
Noting that
ΛNeit
√
H
√
Hχ0(H)U+(t) = Λ
N(1 +H)−N/2eit
√
H(1 +H)N/2
√
Hχ0(H)U+(t),
we have only to show
(4.2) ‖χ0(H)U+(t)ΛNXN‖ ≤ CN (1 + t)−N , ∀t, N > 0.
We decompose χ0(H)U+(t) into two parts:
(4.3) χ0(H)U+(t) = χ0(H)Iϕ+,a+ · e−it
√
H0Iϕ∗+,χ+ .
Proposition 4.3. χ0(H)Iϕ+,a+Λ
NXN ∈ B(L2(Rn)), ∀N > 0.
Proof. Lemma 3.3 entails the asymptotic expansion
(4.4) χ0(H) = χ0(H0) +
N∑
n=1
pn(x,Dx) +RN ,
(4.5) pn(x, ξ) = 0 for |ξ| > 2, XNΛNRNΛNXN ∈ B(L2(Rn)).
By the construction of a+(x, ξ) in §2 (see (2.12)), |ξ| ≥ 1/ǫ0 and |x| ≥ 1/ǫ0 on
supp a+(x, ξ). Therefore in the expression
(4.6)
∫∫
e−ix·ηχ0(|η|2)eiϕ+(x,ξ)a+(x, ξ)(1 + |ξ|2)N/2(1 −∆ξ)N/2f̂(ξ)dξdx,
which is the Fourier transform of χ0(L0)Iϕ+,a+Λ
NXNf , the phase has the following
estimate ∣∣∇x(x · η − ϕ+(x, ξ))∣∣ ≥ C(1 + |ξ|), C > 0.
Using the differential operator
P = i
∣∣η −∇xϕ+(x, ξ)∣∣−2(η −∇xϕ+(x, ξ)) · ∇x,
and integration by parts, we can then rewrite (4.6) as∫∫
e−i(x·η−ϕ+(x,ξ))χ0(|η|2)
(
P ∗
)2N
a+(x, ξ)(1 + |ξ|2)N/2(1 −∆ξ)N/2f̂(ξ)dξdx.
Since |(P ∗)2Na+(x, ξ)| ≤ CN (1+ |x|)−2N (1+ |ξ|)−2N , by integrating by parts with
respect to ξ, the proposition is proved if χ0(H) is replaced by χ0(H0) . By (4.5) one
can prove the same result if χ0(H0) is replaced by pn(x,Dx) or RN . This proves
the above proposition. 
By (4.3) and Proposition 4.3, the proof of (4.2) is reduced to the following
Proposition.
Proposition 4.4.
‖X−NΛ−Ne−it
√
H0Iϕ∗+,χ+Λ
NXN‖ ≤ CN (1 + t)−N , ∀t, N > 0.
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Proof. We estimate the phase function of
e−it
√
H0Iϕ∗+,χ+f = (2π)
−n
∫∫
ei(x·ξ−t|ξ|−ϕ+(y,ξ))χ+(y, ξ)f(y)dydξ.
First we have
|∇ξ(t|ξ|+ ϕ+(y, ξ))| ≥ |tξ̂ + y| − C|y|−ǫ0 .
Here the localization with respect to the directions of y and ξ plays an important
role. Since ξ̂ · ŷ > −1 + 4ǫ on suppχ+(y, ξ), we have
|tξ̂ + y|2 = t2 + 2t|y|ξ̂ · ŷ + |y|2
≥ t2 − 2t|y|(1− 4ǫ) + |y|2
≥ 4ǫ(t2 + |y|2).
By choosing R large enough, we have
(4.7) |∇ξ(t|ξ|+ ϕ+(y, ξ))| ≥ C(t+ |y|)
with a constant C > 0 independent of y and t > 0. Integration by parts then proves
the proposition. 
High energy part. Next we consider i
√
H(1 − χ0(H))U+(t) + d
dt
U+(t). By the
definition of g+ in Lemma 2.9, we have
(4.8) HIϕ+,a+ − Iϕ+,a+H0 = Iϕ+,g+ ,
which implies
Iϕ+,a+(H0 − z)−1 − (H − z)−1Iϕ+,a+ = (H − z)−1Iϕ+,g+(H0 − z)−1.
We put f(t) = t−1/2(1−χ0(t)) and let F (z) be its almost analytic extension. Then
we have by virtue of Lemma 4.3
(4.9) f(H)Iϕ+,a+ − Iϕ+,a+f(H0) = B,
B =
1
2πi
∫
C
∂zF (z)(H − z)−1Iϕ+,g+(H0 − z)−1dzdz.
Using this formula, we then have√
H(1− χ0(H))Iϕ+,a+ = f(H)HIϕ+,a+
= f(H)Iϕ+,a+H0 + f(H)Iϕ+.g+
= Iϕ+,a+f(H0)H0 +BH0 + f(H)Iϕ+,g+ ,
where we have used (4.8), (4.9) in the first and second lines. Therefore we have
i
√
H(1 − χ0(H))U+(t) + d
dt
U+(t)
= iBH0e
−it√H0Iϕ∗+,χ+ + if(H)Iϕ+,g+e
−it√H0Iϕ∗+,χ+
− iIϕ+,a+
√
H0χ0(H0)e
−it√H0Iϕ∗,χ+ .
(4.10)
The third term of the right-hand side vanishes, since χ0(|ξ|2)χ+(y, ξ) = 0. Let us
consider the second term. Taking notice of the relation
ΛNeit
√
Hf(H) = ΛN (1 +H)−N/2 · eit
√
H · f(H)(1 +H)N/2Λ−N · ΛN ,
we have only to show the following
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Proposition 4.5.
‖ΛNIϕ+,g+e−it
√
H0Iϕ∗+,χ+Λ
NXN‖ ≤ CN (1 + t)−N , ∀t, N > 0.
Proof. We choose ψ1(t), ψ2(t) ∈ C∞(R) such that ψ1(t) + ψ2(t) = 1 (t ∈ R),
ψ1(t) = 1 (t < −1 + 3ǫ), ψ1(t) = 0 (t > −1 + 7ǫ/2), and put
Jk(t)f = (2π)
−n
∫∫
ei(ϕ+(x,ξ)−t|ξ|−ϕ+(y,ξ))ψk(x̂ · ξ̂ )g+(x, ξ)χ+(y, ξ)f(y)dydξ.
Then Iϕ+,g+e
−it√L0Iϕ∗+,χ+ = J1(t)+J2(t). Note that x̂ · ξ̂ > −1+3ǫ on the support
of ψ2(x̂· ξ̂), on which region g+(x, ξ) decays rapidly in x and ξ by Lemma 3.9. Using
(4.7) and integrating by parts, we then have
‖ΛNJ2(t)ΛNXN‖ ≤ CN (1 + t)−N , ∀t, N > 0.
We next show that on the support of the integrand of J1(t)
(4.11) |∇ξ(ϕ+(x, ξ)− t|ξ| − ϕ+(y, ξ))| ≥ C(t+ |x|+ |y|)
for a constant C > 0. Once this is proved, one can prove
‖ΛNJ1(t)ΛNXN‖ ≤ CN (1 + t)−N , ∀t, N > 0
by integration by parts. To prove (4.11), we put
D+ = {y ∈ Rn ; ŷ · ξ̂ > −1 + 4ǫ}, D− = {x ∈ Rn ; x̂ · ξ̂ < −1 + 7ǫ/2}.
Then there exists 0 < c0 < 1 such that
y · x ≤ c0|y||x| if y ∈ D+, x ∈ D−.
We also see that y + tξ̂ ∈ D+ if y ∈ D+, t ≥ 0. Therefore
|y + tξ̂ − x|2 ≥ (1− c0)(|y + tξ̂ |2 + |x|2).
In the proof of Proposition 5.4, we have already seen that |y + tξ̂| ≥ C(t+ |y|) for
some C > 0. This proves (4.11). 
It remains to consider the first term of the right-hand side of (4.10).
Proposition 4.6.
‖ΛNBH0e−it
√
H0Iϕ∗+,χ+Λ
NXN‖ ≤ CN (1 + t)−N , ∀t, N > 0.
Proof. We rewrite BH0e
−it√H0Iϕ∗+,χ+ as
1
2πi
∫
C
(
∂zF (z)
) |Im z|−m(1 + |z|)m−1 · |Im z|(H − z)−1
· Iϕ+,g+ ·
( |Im z|
1 + |z|
)m−1
(H0 − z)−1L0e−it
√
H0Iϕ∗+,χ+dzdz,
m being an arbitrily chosen integer. By the property of almost analytic exten-
sion,
(
∂zF (z)
) |Im z|−m(1 + |z|)m−1 is integrable, and ‖|Im z|(H − z)−1‖ is uni-
formly bounded on C. We show that by taking m large enough, one can deal
with |Im z|m−1(1 + |z|)−m+1(H0 − z)−1L0 like a ψDO with smooth symbol whose
operator norm is uniformly bounded in z. To show this, we have only to prove
(4.12)
( |Im z|
1 + |z|
)|α|+1
|∂αξ (|ξ|2 − z)−1| ≤ C(1 + |z|)−1,
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where C is a constant independent of ξ ∈ R and z ∈ C \R. In fact, one can show
by induction that
∂αξ (|ξ|2 − z)−1 =
|α|∑
n=1
Pn(ξ)
(|ξ|2 − z)n+1 ,
where Pn(ξ) is a polynomial of order n. Using the inequality |ξ| ≤ C(1+ |z|+ ||ξ|2−
z|), we have |Pn(ξ)| ≤ C((1 + |z|)n + ||ξ|2 − z|n), which implies
|∂αξ (|ξ|2 − z)−1| ≤ C
|α|+1∑
n=1
(1 + |z|)n−1
||ξ|2 − z|n .
This proves (4.12). Then by the same computation as in the proof of Proposition
4.5, we can prove the desired estimate. 
The proof of Lemma 4.2 is now completed. 
Lemma 4.7. For any f ∈ L2(Rn) we have in the sense of L2(Rn)
U±(t)f = e−it
√
H0Iϕ∗
±
,χ±f + o(1), t→ ±∞.
Proof. We have only to prove that
Iϕ±,a±e
−it√H0g = e−it
√
H0g + o(1), as t±∞
for g satisfying ĝ(ξ) = χ∞(ξ)ĝ(ξ) ∈ C∞0 (Rn). We prove the case as t → ∞. Take
χ0(t), χ1(t) ∈ C∞(R) such that χ0(t) + χ1(t) = 1 (t ∈ R), χ0(t) = 1 (t < 1/3),
χ0(t) = 0 (t > 2/3). Then we have
χ0
( |x|
t
)
Iϕ+,a+e
−it√H0g = (2π)−n/2
∫
Rn
ei(ϕ+(x,ξ)−t|ξ|)χ0
( |x|
t
)
a+(x, ξ)ĝ(ξ)dξ.
Since ∇ξ(ϕ+(x, ξ)− t|ξ|) = x− tξ̂ +O(|x|−ǫ0 ), we have
|∇ξ(ϕ+(x, ξ) − t|ξ|)| ≥ Ct
for some constant C > 0 on the support of the integrand. By integration by parts,
we then have
‖χ0
( |x|
t
)
Iϕ+,a+e
−it√H0g‖ ≤ CN t−N , ∀N, t > 0.
We rewrite χ1(
|x|
t )Iϕ+,a+e
−it√H0g as above. Since a+(x, ξ) = χ(ǫ0|ξ|)χǫ(x̂ · ξ̂ ) +
O(|x|−ǫ0) (see (2.12)), and the integral over the region {x̂·ξ < 0} disappears (which
is proven by the same method of integration by parts), we have
χ1
( |x|
t
)
Iϕ+,a+e
−it√H0g = (2π)−n/2
∫
Rn
ei(ϕ+(x,ξ)−t|ξ|)χ1
( |x|
t
)
χ(ǫ0|ξ|)ĝ(ξ)dξ+ o(1).
In (4.1), we take R large enough so that χ∞(|ξ|) = χ∞(|ξ|)χ(ǫ0|ξ|). Then we have
χ(ǫ0|ξ|)ĝ(ξ) = χ∞(|ξ|)ĝ(ξ) = ĝ(ξ). Therefore
χ1
( |x|
t
)
Iϕ+,a+e
−it√H0g = χ1
( |x|
t
)
e−it
√
H0g + o(1)
= e−it
√
H0g + o(1),
which proves the lemma 
Let Ĥm be the Sobolev space in Definition 1.12.
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Definition 4.8. (1) An operatorR is called a regularizer of order N if it satisfies
R ∈ ∞∩
m=−∞
B(Hm ; Hm+N) or R ∈ ∞∩
m=−∞
B(Hm ; Ĥm+N ).
If N can be taken arbitarily large, R is simply called a regularizer.
(2) A ψDO P+ (P−) is called an approximate outgoing (incoming) projection if its
symbol p+(x, ξ) (p−(x, ξ)) has the form
p±(y, ξ) = χ±(x, ξ)
∣∣∣
x=x±(y,ξ)
,
where χ±(x, ξ) is specified in (4.1), and x±(y, ξ) is the inverse function of y =
∇ξϕ±(x, ξ).
Let W± be the wave operator defined in Subsection 1.3.
Theorem 4.9. For any N > 0, there exist an approximate outgoing (incoming)
projection P+ (P−) and a regularizer of order N , which is denotede by RN± , such
that
W±P± = Iϕ±,a±P± +R
N
± .
Proof. We consider W+. Lemmas 4.2 and 4.7 imply
(4.13) W+Iϕ∗+,χ+ = Iϕ+,a+Iϕ∗+,χ+ +
∫ ∞
0
G+(t)dt,
the 2nd term of the right-hand side being a regularizer. In the following we use the
abbreviation
b
∣∣∣
x+(y,ξ)
= b(x, ξ)
∣∣∣
x=x+(y,ξ)
.
We now put b0(x, ξ) = det
(
∂2ϕ+/∂x∂ξ
)∣∣∣
x+(y,ξ)
, and let
Iϕ∗+,χ+Iϕ+,b0 = c+(x,Dx).
Then we have modulo a regularizer
W+c+(x,Dx) ≡ Iϕ+,a+c+(x,Dx).
By virtue of (4.7), c+(x, ξ) has an asymptotic expansion
c+(y, ξ) ∼ χ+
∣∣∣
x+(y,ξ)
+ c1(y, ξ) + · · · , c1 ∈ S−1.
Let χ˜+(x, ξ) be a function similar to χ+(x, ξ) such that χ+(x, ξ) = 1 on supp χ˜+(x, ξ).
Namely, we slightly shrink the support of χ+. Let q1 ∈ S−1 and Q1 be a ψDO with
symbol χ˜
∣∣∣
x+(y,ξ)
+ q1(y, ξ). Then the symbol of c+(x,Dx)Q1 has an asymptotic
expansion
χ+
∣∣∣
x+(y,ξ)
χ˜+
∣∣∣
x+(y,ξ)
+ χ+
∣∣∣
x+(y,ξ)
q1 + c1χ˜+
∣∣∣
x+(y,ξ)
+
∑
|α|=1
∂αξ χ+
∣∣∣
x+(y,ξ)
·Dαy χ˜+
∣∣∣
x+(y,ξ)
mod S−2.
We choose q1 as follows:
q1 = − 1
χ+
∣∣∣
x+(y,ξ)
c1χ˜+∣∣∣
x+(y,ξ)
+
∑
|α|=1
∂αξ χ+
∣∣∣
x+(y,ξ)
·Dαy χ˜+
∣∣∣
x+(y,ξ)
 .
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Since χ+ = 1 on supp χ˜+, q1(y, ξ) is smooth and
Iϕ∗+,χ+Iϕ+,c+Q1 = c˜+(x,Dx),
c˜+(y, ξ) ∼ χ+
∣∣∣
x+(y,ξ)
+ c2(y, ξ) + · · · , c2 ∈ S−2.
Repeating this procedure, we complete the proof the theorem. 
5. Propagation of singularities
5.1. Singularity expansions I. We show how R+ describes the singularities
of solutions to the wave equation. We start with the following lemma, which can
be proved easily by integration by parts.
Lemma 5.1. The integral operator defined by
(Af) (s, ω) =
∫ ∞
−∞
∫
Rn
eik(s−ω·y)a(s, ω, k, y)f(y)dkdy
(s ∈ R1, ω ∈ Sn−1) is a regularizer if there exist constants ν ∈ R and C0 > 0 such
that
(5.1)
∣∣∣∂αs ∂βk ∂γy a(s, ω, k, y)∣∣∣ ≤ Cαβγ(1 + |k|)ν−β , ∀α, β, γ,
(5.2) |s− ω · y| ≥ C0(1 + |s|+ |y|)
on the support of a(s, ω, k, y).
By Corollary 1.9, we have the following expression:(R+f)(s) = 1√
2π
∫ ∞
0
eiks (F0(W+)∗f) (k)dk
+
1√
2π
∫ 0
−∞
eiks (F0(W−)∗f) (k)dk.
(5.3)
We take χR(s) ∈ C∞(R) such that χR(s) = 0 (s < 15R), χR(s) = 1 (s > 20R),
and study the singularity of χR(s)R+f(s) with respect to s.
Lemma 5.2. We take N > 0 large enough. Then there exist approximate
outgoing, incoming projections P+, P− such that
(5.4) χR(s)
∫ ∞
0
eiksF0(k)(W+)∗dk ≡ χR(s)
∫ ∞
0
eiksF0(k)P ∗+Iϕ∗+,a+dk,
(5.5) χR(s)
∫ 0
−∞
eiksF0(k)(W−)∗dk ≡ χR(s)
∫ 0
−∞
eiksF0(k)P ∗−Iϕ∗−,a−dk
modulo regularizers of order N .
Proof. We compute the first term of the right-hand side of (5.3). Let χ∞(t)
and χ(t) be as in (4.1). Modulo a regularizer, we can insert χ∞(|Dx|) between
F0(k) and (W+)∗. Let Q0 and Q∞ be defined by
Q0f(x) = (2π)
−n
∫∫
ei(x−y)·ξ
(
1− χ∞(|x+(y, ξ)|)
)
χ∞(|ξ|)f(y)dydξ,
Q∞f(x) = (2π)−n
∫∫
ei(x−y)·ξχ∞(|x+(y, ξ)|)χ∞(|ξ|)f(y)dydξ,
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where x±(y, ξ) is the inverse function of y = ∇ξϕ±(x, ξ). Then we have
(5.6) χR(s)
∫ ∞
0
eiksF0(k)Q0fdk =
∫ ∞
0
∫
Rn
eik(s−ω·y)a(s, ω, k, y)f(y)dydk,
a(s, ω, k, y) =
χR(s)√
2(2π)n/2
(−ik + 0)(n−1)/2(1− χ∞(|x+(y, kω)|))χ∞(k).
Since |y| ≤ 11R on the support of a(s, ω, k, y), the condition (5.2) is satisfied.
Moreover by differentiating y = ∇ξϕ+(x, ξ), we have∣∣∂mk ∂γy x+(y, kω)∣∣ ≤ Cmγ(1 + |k|)−m, ∀m ≥ 1, ∀γ,
from which one can show that the condition (5.1) is also satisfied. Hence by Lemma
5.1, (5.6) is a regularizer.
Therefore we have only to consider
(5.7) χR(s)
∫ ∞
0
eiks
(F0Q∞(W+)∗f)(k)dk.
We put χ−(t) = 1− χ(t) and let Q− be defined by
Q−f(x) = (2π)−n
∫∫
ei(x−y)·ξχ∞(|x+(y, ξ)|)χ∞(|ξ|)χ−
( x+(y, ξ)
|x+(y, kω)| ·
ξ
|ξ|
)
f(y)dydξ.
Then the operator (5.7) is split into two parts:
χR(s)
∫ ∞
0
eiks
(F0P ∗+(W+)∗f)(k)dk + χR(s)∫ ∞
0
eiks
(F0Q−(W+)∗f)(k)dk.
The second term is rewritten as, up to a constant,
χR(s)
∫ ∞
0
∫
Rn
eik(s−ω·y)χ−
( x+(y, kω)
|x+(y, kω)| ·
kω
|kω|
) · · · dkdy,
which is a regularizer by virtue of Lemma 5.1, since s > 15R and ω · y ≤ −|y|/2 on
the support of the integrand. By Theorem 4.9,
P ∗+(W+)
∗ ≡ P ∗+Iϕ∗+,a+
modulo a regularizer of order N . We have thus proved (5.4).
Next we consider the second term of the right-hand side of (5.3). We repeat
the same arguments as above with x+(y, ξ) replaced by x−(y, ξ) and
∫∞
0 · · · dk by∫ 0
−∞ · · · dk. Let χ+(t) = 1− χ(−t) and Q+ be defeined by
Q+f(x) = (2π)
−n
∫∫
ei(x−y)·ξχ∞(|x−(y, ξ)|)χ∞(|ξ|)χ+
( x−(y, ξ)
|x−(y, kω)| ·
ξ
|ξ|
)
f(y)dydξ.
Then as above, we are led to consider
χR(s)
∫ 0
−∞
eiks
(F0P ∗−(W−)∗f)(k)dk + χR(s)∫ 0
−∞
eiks
(F0Q+(W−)∗f)(k)dk
modulo a regularizer. Since k < 0 this time, we have
χ+
( x−(y, kω)
|x−(y, kω)| ·
kω
|kω|
)
= χ+
(− x−(y, kω)|x−(y, kω)| · ω),
on which support, we have ω·y ≤ −|y|/2. Therefore the second term is a regularizer.
Again using Theorem 4.9, we have
P ∗−(W−)
∗ ≡ P ∗−Iϕ∗−,a−
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modulo a regularizer of order N . We have thus derived (5.5) 
Let (s)α− be the homogeneous distribution defined in Chap.4, §5.
Lemma 5.3. Let χ∞(k) be as in (4.1), and put
(5.8) Dj(s) =
1
2π
∫ ∞
−∞
eiks (−ik + 0)n−12 −j χ∞(|k|)dk.
Then we have
Dj(s) =
(
s
)−n+12 +j
− +Ψ0(s),
where Ψ0(s) is a polynomially bounded smooth function on R.
Proof. Letting ψ0(t) be the Fourier transform of 1− χ∞(|k|), we have
Dj(s) =
(
s
)−n+12 +j
− −
1√
2π
∫ ∞
−∞
(
s+ t
)−n+12 +j
− ψ0(t)dt,
from which the lemma follows immediately. 
In the following we use the notation ∼ in the same meaning as in (3.5). Namely
c(x, ξ) ∼
∞∑
j=0
|ξ|−jcj(x, ξ̂)
if and only if∣∣∂αξ ∂βx (c(x, ξ)− N−1∑
j=0
|ξ|−jcj(x, ξ̂)
)∣∣ ≤ CαβN |ξ|−N−|α|, |ξ| > 1
holds for any α, β and N . Note that this asymptotic expansion can be differentiated
term by term with respect to x and ξ.
By Theorem 3.2, we have for some b±(x, ξ) ∈ S0,
(5.9) Iϕ±,a±P± = Iϕ±,b± .
Lemma 5.4. There exist bj(x, θ) (j = 0, 1, 2, · · · ) such that b±(x, ξ) have the
following asymptotic expansions as |ξ| → ∞:
(5.10) b±(x, ξ) ∼
∞∑
j=0
(±|ξ|)−jbj(x,±ξ̂ ),
(5.11) b0(x, θ) = g(x)
1/4a0(x, θ)χ∞(|x|)χ(x̂ · θ),
where a0(x, θ) is given in (2.11) and χ∞, χ are given in (4.1).
Granting this lemma for the moment, we state the main theorem of this section.
Theorem 5.5. Let R+(s, θ, x) be the distribution kernel of R+. Then there
exist s0 > 0 such that for any N > (n + 1)/2, the follolwing expansion holds for
s > s0:
R+(s, θ, x) =
N−1∑
j=0
(s− ϕ(x, θ))−
n+1
2 +j− rj(x, θ) + r
(N)(s, θ, x),
where (s0,∞) ∋ s→ r(N)(s, θ, x) ∈ D′(Sn−1×Rn) is in Cµ(N), µ(N) is the greatest
integer ≤ N − (n+ 1)/2, ϕ(x, θ) is given by Definition 2.7, and
(5.12) rj(x, θ) = 2
−1/2(2π)(1−n)/2i−jbj(x, θ),
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bj(x, θ) being given in Lemma 5.5.
Proof. First let us note that
(5.13) ϕ−(x, kθ) = kϕ+(x, θ) for k < 0,
(5.14) b−(x, kθ) ∼
∞∑
j=0
k−jbj(x, θ) as k → −∞.
In fact by Theorem 2.8 (3) we have for k < 0
ϕ−(x, kθ) = −ϕ+(x,−kθ) = −ϕ+(x, |k|θ) = −|k|ϕ+(x, θ) = kϕ+(x, θ),
which proves (5.13). By (5.10) we have as k → −∞
b−(x, kθ) ∼
∞∑
j=0
(−|k|)−jbj
(
x,− kθ|kθ|
)
=
∞∑
j=0
k−jbj(x, θ)
which proves (5.14).
Take f ∈ C∞0 (Rn). Since ϕ+(x, θ) = ϕ(x, θ) by Definition 2.7, using (5.10) we
have as k →∞
F0(k)
(
Iϕ+,b+
)∗
f
=
1√
2(2π)n/2
(− ik + 0)(n−1)/2 ∫
Rn
e−iϕ+(x,kθ)b+(x, kθ)f(x)dx
∼ 1√
2(2π)n/2
∞∑
j=0
∫
Rn
e−ikϕ(x,θ)
(− ik + 0)n−12 −jχ∞(k)i−jbj(x, θ)f(x)dx,
where χ∞(k) is as in (4.1). Here we have used the fact that
(−ik + 0)α(−ik)m = (−ik + 0)α+m if 0 6= k ∈ R, α ∈ R, m ∈ Z.
By (5.13) and (5.14), we have as k → −∞
F0(k)
(
Iϕ−,b−
)∗
f
=
1√
2(2π)n/2
(− ik + 0)(n−1)/2 ∫
Rn
e−iϕ−(x,kθ)b−(x, kθ)f(x)dx
∼ e
−(n−1)πi/4
√
2(2π)n/2
∞∑
j=0
∫
Rn
e−ikϕ(x,θ)
(− ik + 0)n−12 −jχ∞(k)i−jbj(x, θ)f(x)dx.
Using (5.3), Lemma 5.2 and (5.9), we have
χR(s)R+f(s) ≡ χR(s)√
2π
∫ ∞
0
eiksF0(k)
(
Iϕ+,b+
)∗
fdk
+
χR(s)√
2π
∫ 0
−∞
eiksF0(k)
(
Iϕ−,b−
)∗
fdk
modulo a regularizer of order N . We replace F0(k)
(
Iϕ±,b±
)∗
by the above asymp-
totic expansion to obtain
χR(s)R+f(s) ≡ χR(s)√
2(2π)(n+1)/2
N∑
j=0
∫ ∞
−∞
∫
Rn
eik(s−ϕ(x,θ))
· (−ik + 0)n−12 −jχ∞(k)i−jbj(x, θ)f(x)dxdk
236 A. RADON TRANSFORM AND PROPAGATION OF SINGULARITIES IN Rn
modulo a term sufficiently regular in s. Performing the integral in k and using
Lemma 5.3, we have
χR(s)R+f(s) ≡ χR(s)√
2(2π)(n+1)/2
N∑
j=0
∫
Rn
(
s− ϕ(x, θ))−n+12 +j− i−jbj(x, θ)f(x)dx,
modulo a term sufficiently regular in s, which proves the asymptotic expansion of
R+(s, θ, x). 
It remains to prove Lemma 5.4. Let (∇ξϕ±
)−1
(x, ξ) the inverse of the map
: x→ ∇ξϕ±(x, ξ). Then by (4.1), the symbol p±(x, ξ) of P± is written as
(5.15) p±(x, ξ) = χ± ◦
(∇ξϕ±)−1(x, ξ).
Now in view of (3.10), we have
(5.16) b±(x, η) ∼
∑
α
1
α!
∂αξ
{
a±(x, ξ)
(
Dαxp±
)(∇˜ξϕ±(x, ξ, η), η)} ∣∣∣
ξ=η
.
Each term of the right-hand side consists of a sum of functions homogeneous in η.
We rearrange them as
(5.17) b±(x, η) ∼
∞∑
j=0
|η|−jb(j)± (x, η̂),
and compare (5.16) and (5.17) to obtain
b
(0)
± (x, θ) = g(x)
1/4χǫ(±x · θ)a0(x,±θ)p±
(∇˜ξϕ±(x, ξ, η), η)∣∣∣
ξ=η=θ
,
where we have used (2.12). Since
∇˜ξϕ±(x, ξ, η)
∣∣∣
ξ=η
=
(∇ξϕ±)(x, η),
we have by (5.15)
p±
(∇˜ξϕ±(x, ξ, η), η)∣∣∣
ξ=η=θ
= χ±(x, θ),
which proves (5.11).
To prove (5.10), we make the following definition. Two functions f+(x, ξ) and
f−(x, ξ) are said to be compatible if there exist fj(x, θ) (j = 0, 1, 2, · · · ) such that
f±(x, ξ) have the following asymptotic expansion as |ξ| → ∞:
f±(x, ξ) ∼
∞∑
j=0
(± |ξ|)−jfj(x,±ξ̂ ).
Lemma 5.6. (1) If f+(x, ξ) and f−(x, ξ) are compatible, so are ∂αξ f+(x, ξ) and
∂αξ f−(x, ξ).
(2) If f+(x, ξ) and f−(x, ξ) as well as g+(x, ξ) and g−(x, ξ) are compatible, so are
f+(x, ξ)g+(x, ξ) and f−(x, ξ)g−(x, ξ).
(3) ∂βξ
(
Dαxp+
)(∇˜ξϕ+(x, ξ, η), η)∣∣∣
ξ=η
and ∂βξ
(
Dαxp−
)(∇˜ξϕ−(x, ξ, η), η)∣∣∣
ξ=η
are com-
patible.
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Proof. The assertions follow from a direct computation. In order to prove (1),
we let ∂i = ∂/∂ξi and take notice of
∂if+(x, ξ) ∼
∞∑
m=0
|ξ|−m−1{−mξ̂ifm(x, ξ̂ ) + n∑
j=1
(
∂jfm
)
(x, ξ̂ )(δij − ξ̂iξ̂j)
}
,
∂if−(x, ξ) ∼
∞∑
m=0
(−|ξ|)−m−1{mξ̂ifm(x,−ξ̂ ) + n∑
j=1
(
∂jfm
)
(x,−ξ̂ )(δij − ξ̂iξ̂j)
}
.
The assertion (2) is obvious. To show (3), note that by Definition 3.7
∂iϕ−(x, ξ) = −ξ̂iϕ(x,−ξ̂) +
n∑
j=1
(
∂ϕ
∂ξj
)
(x,−ξ̂)(δij − ξ̂iξ̂j) = (∂iϕ+) (x,−ξ).
Since∇ξϕ± are homogeneous of degree 0, this means that∇ξϕ+(x, ξ) and∇ξϕ−(x, ξ)
are compatible. Since Dαxp+(x, ξ) and D
α
xp−(x, ξ) are compatible, one can prove
(3) inductively. 
By Lemma 5.6 and (5.16), b±(x, ξ) are compatible. This proves Lemma 5.4.
5.2. Recovering partial regularities near infinity. Let us rewrite Theo-
rem 5.6 in the operator form. Let Dj(s) and rj(x, θ) be as in (5.8) and (5.12),
rspectively. We put(
R(j)+ f
)
(s, θ) =
∫
Rn
Dj(s− ϕ(x, θ))rj(x, θ)f(x)dx.
Lemma 5.7. (1) For any j,m ≥ 0, we have R(j)+ ∈ B(Hm; Ĥj+m).
(2) Let χR(s) be as in Lemma 5.2. Then for any N
χR(s)R+ ≡ χR(s)
N−1∑
j=0
R(j)+
modulo a regularizer of order N .
Proof. To prove the assertion (1), we have only to note that the operator∫
Rn
e−iϕ(x,ξ)rj(x, ξ/|ξ|)χ∞(|ξ|)f(x)dx
is L2-bounded. The assertion (2) has been proven in Theorem 5.5. 
The purpose of this section is to prove Lemma 1.13 in a localized form. Let
us recall that the stationary phase method shows the scattered waves propagate to
infinity along the directions close to ξ̂ = ±x̂. With this in mind, we prepare the
following notion.
Definition 5.8. For a constant 0 < δ < 1, let S(δ) be the set of symbols
p(x, ξ) ∈ S0 such that supp p ⊂ {(x, ξ) ; |x̂ · ξ̂ | < δ}. We say that f ∈ L2(Rn) is
regular in non-scattering region if there exists 0 < δ < 1 such that p(x,Dx)f ∈
H∞(Rn), ∀p(x, ξ) ∈ S(δ).
If f is regular in non-scattering region, its wave front set, denoted by WF (f),
satisfies WF (f) ∩ {|x̂ · ξ̂| < δ} = ∅. As an example, let BR = {x ∈ Rn; |x| < R}.
If f ∈ H∞(BR) and f(x) = 0 for |x| > R, by the stationary phase method, f(x) is
shown to be regular in non-scattering region (see Lemma 6.8). The necessity of this
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notion will be made clear in the proof of Lemma 5.9. We put Ĥm(s > σ) = Ĥm(Iσ)
and Hm(|x| > ρ) = Hm(Bcρ), where Iσ = (σ,∞) and Bcρ = {x ∈ Rn; |x| > ρ}.
Lemma 5.9. There exist constants ρ > σ > 0 such that the following assertion
holds: If f ∈ L2(Rn) is regular in non-scattering region and R(0)+ f ∈ Ĥm(s > σ)
for some m ≥ 0, then f ∈ Hm(|x| > ρ). Moreover ρ can be chosen arbitrarily close
to σ.
Proof. The proof is complicated and is split into several parts. Let χ(s) ∈
C∞(R) be such that χ(s) = 1 (s > σ + 2), χ(s) = 0 (s < σ + 1), where σ > 0 will
be determined later. We put
u(s, θ) = χ(s)
∫ ∞
−∞
∫
Rn
eik(s−ϕ(x,θ))(−ik + 0)n−12 χ∞(|k|)r0(x, θ)f(x)dxdk,
and assume that u ∈ Ĥm. We take ψ0(t), ψ∞(t) ∈ C∞(R) such that ψ0(t) +
ψ∞(t) = 1 (t ∈ R), ψ∞(t) = 1 (t > 2), ψ∞(t) = 0 (t < 1), and c0(t), c1(t) ∈ C∞(R)
such that c0(t) + c1(t) = 1 (t ∈ R), c1(t) = 1 (|t| > δ/2), c1(t) = 0 (|t| < δ/4),
where δ is the constant appearing in the assumption of regularity in non-scattering
region for f . We split f(x) into 3 parts :
f(x) = ψ∞(|x|)c1(x̂ · θ)f(x) + ψ0(|x|)f(x) + ψ∞(|x|)c0(x̂ · θ)f(x).
1st Step. We put
u1(s, θ) = χ(s)
∫ ∞
−∞
∫
Rn
eik(s−ϕ(x,θ))(−ik + 0)n−12 χ∞(|k|)
·r0(x, θ)ψ∞(|x|)c0(x̂ · θ)f(x)dxdk,
and show that u1 ∈ Ĥ∞. This is proved if we show
v1(x) := (2π)
−n
∫∫
Rn×Rn
ei(x·ξ−ϕ(y,ξ))χ∞(|ξ|)r0(y,±ξ̂ )ψ∞(|y|)c0(±ŷ · ξ̂ )f(y)dydξ
is in H∞. In view of (3.6), we have
w1 := Iϕ,1v1 = Pf,
where, modulo a regularizer, P is a ψDO whose symbol is supported in the region
{|x̂ · ξ̂| < δ}. Therefore w1 ∈ H∞, since f is regular in non-scattering region.
Computing Iϕ∗,1w1 and using (3.7), we then have
(1 + P1 + P2 + · · · )v1 = g,
where Pi ∈ S−i and g ∈ H∞. By multiplying suitable ψDO’s, we have v1 ∈ H∞.
2nd Step. Next we consider
χ(s)
∫ ∞
−∞
∫
Rn
eik(s−ϕ(x,θ))(−ik + 0)n−12 χ∞(|k|)r0(x, θ)
·[ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|)]f(x)dxdk.(5.18)
Let χ˜(s) ∈ C∞(R) be such that χ˜(s) = 1 (s > σ), χ˜(s) = 0 (s < σ − 1). By
integration by parts, the operator
χ(s)
∫∫
eik(s−ϕ(x,θ)) (1− χ˜(ϕ(x, θ))) · · · dxdk
is a regularizer. In fact, since ϕ(x, θ) < σ, we have |s− ϕ(x, θ)| ≥ C(s + |x|) for a
constant C > 0 thanks to the factor ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|).
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We are thus led to consider
u2(s, θ) =χ(s)
∫ ∞
−∞
∫
Rn
eik(s−ϕ(x,θ))(−ik + 0)n−12 χ∞(|k|)
· χ˜(ϕ(x, θ))r0(x, θ)
[
ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|)
]
f(x)dxdk,
which belongs to Ĥm. Here we choose σ large enough so as to be able to apply
Lemma 2.4, and make the change of variables x → (t, y) = (t(x, θ), y(x, θ)). Since
t(x, θ) = ϕ(x, θ) by virtue of Lemma 2.5, the above integral is rewritten as
(5.19)
1
2π
χ(s)
∫∫
eik(s−t)q0(t, k, y, θ)f˜(t, y, θ)dkdtdy =: v2(s, θ),
q0(t, k, y, θ) =2π(−ik + 0)n−12 χ∞(|k|)
· χ˜(t)r0(x, θ) [ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|)] J(t, y, θ),
(5.20)
J(t, y, θ) being the Jacobian of the map : x → (t, y), and in the expression of q0,
x should be read as x(t, y, θ), f˜(t, y, θ) = f(x). This reduces the problem to the
1-dimensional ψDO calculus.
Let Q0 be the 1-dimensional ψDO with symbol q0(t, k, y, θ), where y, θ are
regarded as parameters. Then (5.19) reads∫
χ(s)
(
Q∗0f˜(·, y, θ)
)
(s)dy = v2(s, θ),
where v2 ∈ Ĥm. By ψDO calculus, we have modulo Ĥm+1
(5.21)
∫
χ(s)
(
Q∗0f˜(·, y, θ)
)
(s)dy ≡
∫ (
P ∗0 f˜(·, y, θ)
)
(s)dy ∈ Ĥm,
where the symbol of P0 is the product of χ(t) and q0(t, k, y, θ), namely, it is obtained
with χ˜(t) replaced by χ(t) in (5.20). Passing to the Fourier transformation with
respect to s in (5.21), we get∫∫
e−ikt(−ik + 0)n−12 χ∞(|k|)χ(t)r0(x, θ)
· [ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|)] J(t, y, θ)f˜(t, y, θ)dtdy =: w(k, θ),
where w(k, θ) satisfies∫
(1 + |k|)2m‖w(k, ·)‖2L2(Sn−1)dk <∞.
Transforming back to the original variable x, we get
(−ik + 0)n−12 χ∞(|k|)
∫
e−ikϕ(x,θ)χ(ϕ(x, θ))r0(x, θ)
· [ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|)] f(x)dx = w(k, θ).
(5.22)
We try to regard (5.22) as a FIO putting ξ = kθ. Here we must note that the term
χ(ϕ(x, θ)) behaves like
|∂αθ χ(ϕ(x, θ))| ≤ Cα(1 + |x|)|α|,
which seems to cause a trouble in defining a suitable class of symbols. However
thanks to the locaization factor ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|), the amplitude b(x, θ) of
(5.22) has the estimate
|∂αθ ∂βx b(x, θ)| ≤ Cαβ(1 + |x|)−|β|.
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In fact, by the estimate (2.9), on the support of χ′(ϕ(x, θ)), |x · θ| is bounded. Due
to the locaization factor ψ∞(|x|)c1(x̂ · θ) + ψ0(|x|), if |x · θ| is bounded so is x.
Therefore, the derivatives of χ(ϕ(x, θ)) does no harm to our analysis. This is the
reason why we have introduced the notion of regularity in non-scattering region.
3rd Step. We consider (5.22) separately in the region k > 0 and k < 0. For ±k > 0,
we put k = ±|ξ| and θ = ±ξ̂. Then we can rewrite (5.22) as∫
e−iϕ±(x,ξ)p±(x, ξ)f(x)dx = g±(ξ),
where p±(x, ξ) ∈ S0 has its support in the region ±x̂ · ξ̂ > δ/3 and g±(ξ) satisfies
(1+ |ξ|)mg±(ξ) ∈ L2(Rn). We now mulitiply eiϕ±(x,ξ) and integrate in ξ. Then we
have by FIO calculus
q±(x,Dx)χ(|x|)f ∈ Hm,
where q±(x, ξ) ∈ S0, q±(x, ξ) = 1 for ±x̂ · ξ̂ > δ and |x| > 1, q±(x, ξ) = 0 for
±x̂ · ξ̂ < δ/5 and |x| > 1, and χ(t) ∈ C∞(R) such that χ(t) = 1 (t > σ + 2),
χ(t) = 0 (t < σ + 1). Taking into account that f is regular in non-scattering
region, we finally prove that f ∈ Hm(|x| > ρ) for ρ = s + 2. By examining the
proof, we see that ρ can be chosen arbitrarily close to σ. 
Theorem 5.10. There exist ρ > σ > 0 such that if f is regular in non-scattering
region and R+f ∈ Ĥm(s > σ) for some m ≥ 1, then f ∈ Hm(|x| > ρ). Moreover
ρ can be chosen arbitrarily close to σ.
Proof. If R+f ∈ Ĥ1(s > σ), we have R(0)+ f ∈ Ĥ1(s > σ) by Lemma 5.6 (1).
Therefore the case m = 1 follows from Lemma 5.9. Let us assume the theorem
when m = k−1. Then if R+f ∈ Ĥk(s > σ), we have f ∈ Hk−1(|x| > ρ). Therefore
if j ≥ 1, we have R(j)+ f ∈ Ĥk(s > σ), which implies that R(0)+ f ∈ Ĥk(s > σ). By
Lemma 5.9, we have f ∈ Hk(|x| > ρ), which completes the proof. 
6. Singular support theorem
6.1. Envelope. Let us first recall the classical notion of envelope. Let U and
Ω be open sets in Rn and Rn−1, respectively. Suppose a real-valued function
φ(x, ω) ∈ C∞(U × Ω) satisfies
(6.1) det
(
∇xφ, ∂
∂ω1
∇xφ, · · · , ∂
∂ωn−1
∇xφ
)
6= 0, x ∈ U, ω ∈ Ω,
(6.2) det
(
∂2φ
∂ωi∂ωj
)
1≤i,j≤n−1
6= 0, x ∈ U, ω ∈ Ω.
Given an interval I ⊂ R, we consider a family of surfaces
Σ(s, ω) = {x ∈ U ; φ(x, ω) = s} , s ∈ I, ω ∈ Ω.
Assume that for x ∈ U there exists a unique solution ω(x) to the system of equations
(6.3)
∂φ
∂ω1
(x, ω) = · · · = ∂φ
∂ωn−1
(x, ω) = 0.
Then the envelope Σ(s) of
{
Σ(s, ω)
}
ω∈Ω is defined by
Σ(s) = {x ∈ U ; φ(x, ω(x)) = s}.
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We put y = (s, ω) and f(x, y) =
(
f1(x, y), · · · , fn(x, y)
)
, where
fi(x, y) = ∂φ(x, ω)/∂ωi, (1 ≤ i ≤ n− 1), fn(x, y) = φ(x, ω) − s.
Then the equation for the envelope and the conditions (6.1), (6.2) are rewritten as
f(x, y) = 0, det
(
∂f
∂x
)
6= 0, det
(
∂f
∂y
)
6= 0.
Hence by the implicit function theorem the map : U ∋ x → y(x) = (s(x), ω(x)) ∈
I × Ω is a diffeomorphism. Let X(s, ω) be its inverse.
Lemma 6.1. Let gij(x)dx
idxj be a Riemannian metric on U and put h(x, ξ) =
1
2g
ij(x)ξiξj. Assume that φ(x, ω) satisfies the eikonal equation
(6.4) h(x,∇xφ(x, ω)) = 1/2, x ∈ U, ω ∈ Ω.
(1) We put Φ(x) = φ(x, ω(x)). Then Φ(x) also satisfies the eikonal equation
h(x,∇xΦ(x)) = 1/2, x ∈ X.
(2) Let P (s, ω) = (∇xΦ) (X(s, ω)). Then we have for s ∈ I and ω ∈ Ω,
(6.5)

∂
∂s
X(s, ω) =
(
∂h
∂ξ
)
(X(s, ω), P (s, ω)),
∂
∂s
P (s, ω) = −
(
∂h
∂x
)
(X(s, ω), P (s, ω)).
Proof. By virtue of (6.3), we have
(6.6) ∇xΦ(x) = (∇xφ) (x, ω(x)),
which implies (1). We let k(x, ω) = (∇xφ) (x, ω) and differentiate (6.4) by ωj to
have (
∂h
∂ξ
)
(x, k(x, ω)) · ∂k
∂ωj
(x, ω) = 0, 1 ≤ j ≤ n− 1.
Using (6.6), we have P (s, ω) = k(X(s, ω), ω), hence
(6.7)
(
∂k
∂ωj
)
(P (s, ω), ω) ·
(
∂h
∂ξ
)
(X(s, ω), P (s, ω)) = 0, 1 ≤ j ≤ n− 1.
On the other hand, we have by differentiating
(
∂φ/∂ωj
)
(X(s, ω), ω) = 0 by s
(6.8)
(
∂k
∂ωj
)
(X(s, ω), ω) · ∂X
∂s
(s, ω) = 0, 1 ≤ j ≤ n− 1.
By (6.1), ∂k/∂ω1, · · · , ∂k/∂ωn−1 are linearly independent. Therefore by (6.7) and
(6.8) we have
∂X
∂s
(s, ω) = λ(s, ω)
(
∂h
∂ξ
)
(X(s, ω), P (s, ω))
for some scalar function λ(s, ω). Differentiating s = φ(X(s, ω), ω) with respect to
s, we then have
1 = k · ∂X
∂s
= λk ·
(
∂h
∂ξ
)
(X, k) = 2λh(X,P ) = λ.
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Finally by differentiating Pi(s, ω) = (∂φ/∂xi) (X(s, ω), ω) we have
∂
∂s
Pi(s, ω) =
∑
j
(
∂2φ
∂xi∂xj
)
(X(s, ω), ω)
∂Xj
∂s
(s, ω)
=
(
∂k
∂xi
)
(X(s, ω), ω) ·
(
∂h
∂ξ
)
(X(s, ω), P (s, ω))
= −
(
∂h
∂xi
)
(X(s, ω), P (s, ω)),
since by differentiating h(x, k(x, ω)) = 1/2, we get(
∂h
∂xi
)
(x, k(x, ω)) +
(
∂h
∂ξ
)
(x, k(x, ω)) · ∂k
∂xi
(x, ω) = 0. 
Let us note that by (6.6), Σ(s, ω) is tangent to Σ(s) at X(s, ω).
We now put
Σ(±)(s, θ) = {x ∈ Rn;ϕ±(x, θ) = s} ,
and construct the envelope of
{
Σ(±)(s, θ)
}
θ∈Sn−1. Since ϕ+(x, θ) = −ϕ−(x,−θ) by
Theorem 2.8 (3), we have
Σ(+)(s, θ) = Σ(−)(−s,−θ).
Therefore we have only to consider ϕ+(x, θ) = ϕ(x, θ). For ϕ(x, θ), the assumptions
(6.1), (6.2) are satisfied on the region {|x| > r0} × Sn−1, where r0 > 0 is chosen
largre enogh. We consider the equation
(6.9) ∇θϕ(x, θ) = 0, x · θ > 0,
∇θ being the gradient on Sn−1, which corresponds to (6.3). If ϕ(x, θ) = x · θ, the
solution is unique and given by θ = x̂. Since ∂αx (ϕ(x, θ)− x · θ) = O(|x|−|α|−ǫ0 ), we
see that (6.9) has a unique solution θ(x) = x̂+O(|x|−ǫ0). Let s(x) = ϕ(x, θ(x)) and
X(s, θ) be the inverse of the map : x→ (s(x), θ(x)). We summarize the properties
of these diffeomorphisms in the following theorem. We put Σ(s, θ) = Σ(+)(s, θ).
Theorem 6.2. There exist r0 > 0 and s0 > 0 for which the following assertions
hold.
(1) For any x ∈ Rn such that |x| > r0, there exists a unique θ(x) ∈ Sn−1 satsifying(∇θϕ)(x, θ(x)) = 0 and θ(x) · x > 0. We define
Φ(x) = ϕ(x, θ(x)) for |x| > r0,
and extend it smoothly for |x| ≤ r0 so that Φ(x) is monotone increasing with respect
to |x|. Then Φ(x) ∼ |x| as |x| → ∞ and satisfies the eikonal equation
gij(x)(∂iΦ(x))(∂jΦ(x)) = 1 for |x| > r0.
(2) For any s > s0, the set
Σ(s) = {x ∈ Rn; Φ(x) = s}
is a strictly convex compact hypersurface.
(3) For any s > s0 and x ∈ Σ(s), Σ(s) is tangent to Σ(s, θ(x)) at x. Moreover θ(x)
is a unique point θ in Sn−1 such that Σ(s) is tangent to Σ(s, θ) at x. We also have
for |x| > r0
(6.10) max
θ∈Sn−1
ϕ(x, θ) = Φ(x),
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and the maximum is attained if and only if θ = θ(x).
(4) For any s > s0 and θ ∈ Sn−1, there exists a unique X(s, θ) ∈ Σ(s) such that
Σ(s, θ) is tangent to Σ(s) at X(s, θ). We also have for any θ ∈ Sn−1
(6.11) max
x∈Σ(s)
ϕ(x, θ) = s = Φ(X(s, θ)),
and the maximum is attained if and only if x = X(s, θ).
(5) For any s > s0, the map
Sn−1 ∋ θ → X(s, θ) ∈ Σ(s)
is a diffeomorphism and its inverse is given by
Σ(s) ∋ x→ θ(x) ∈ Sn−1.
(6) The map
X : (s0,∞)× Sn−1 ∋ (s, θ)→ X(s, θ) ∈ Rn
is a diffeomorphism whose image contains the region {x ; |x| > r0}. The inverse of
this map is
X−1 : x→ (Φ(x), θ(x)).
It has the following estimates (x̂ = x/|x|)
(6.12) |∂αx (Φ(x) − |x|)| ≤ Cα(1 + |x|)−ǫ0−|α|, ∀α,
(6.13) |∂αx (θ(x) − x̂)| ≤ Cα(1 + |x|)−1−ǫ0−|α|, ∀α.
(7) The diffeomorphism X−1 gives the geodesic polar coordinates in a neighborhood
of infinity, and in this coordinate system the Riemannian metric G = gij(x)dx
idxj
takes the following form
X∗G = (ds)2 +
n−1∑
i,j=1
hij(s, θ)dθ
idθj .
Proof. As is noted above ϕ(x, θ) = x·θ for the Euclidean metric, hence θ(x) = x̂,
Φ(x) = |x|, and the theorem is obvious. The assertion (1) follows from Lemma 6.1.
Since Σ(s) is a slight perturbation of sphere, (2) follows. The first part of the
assertion (3) is obvious. We shall prove (6.10). If ϕ(x, θ) attains its maximum at θ,
(∇θϕ)(x, θ) = 0 holds. This equation has two solutions θ˜± such that ±x · θ˜± > 0.
The Hessian matrix of ϕ(x, θ) at θ˜+ (θ˜−) is negative (positive) definite. Hence
the maximum is attained at θ˜+, furthermore, θ˜+ = θ(x). The first part of (4) is
obvious. At the point x where ϕ(x, θ) attains its maximum on Σ(s), ∇xΦ(x) and
∇xϕ(x, θ) are propotional. This is just the point on which two surfaces Σ(s) and
Σ(s, θ) are tangent each other, hence (6.11) holds. The mapping properties in (5)
and (6) are clear. From the equation ∇θϕ(x, θ) = 0, we get ∇θx̂ · θ = O(|x|−1−ǫ0 ),
from which (6.13) follows. The estimate (6.12) then follows from Theorem 2.8 (1).
Let us prove (7). By the equation (6.5), X(s, θ) is a geodesic. Hence (s(x), θ(x))
are geodesic polar coordinates. We put xi = θi(x) (1 ≤ i ≤ n − 1), xn = Φ(x).
Then the associated Riemannian metric gij is computed as follows :
gnn = gij
∂xn
∂xi
∂xn
∂xj
= gij (∂iΦ) (∂jΦ) = 1,
gnk = gij
∂xn
∂xi
∂xk
∂xj
= gij (∂iΦ) (∂jθk) = 0,
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for 1 ≤ k ≤ n− 1. Here we have used the equation (7.5) and
0 =
∂θk
∂s
=
∂θk
∂xm
∂Xm
∂s
= (∂mθk) g
imPi = 0.
This proves (7). 
Corollary 6.3. For large |x|, we have ϕ(x, θ) ≤ Φ(x), and the equality holds if
and only if θ = θ(x), equivalently, x = X(s, θ) for some s > s0.
6.2. Singularity expansions II. Our next aim is to compute an asymptotic
expansion around s = σ of the integral (coupling of distribution and test function,
actually)
(6.14)
∫
Rn
(s− ϕ(x, θ))α−(σ − Φ(x))β+f(x)dx, f ∈ C∞0 (Rn).
For any θ ∈ Sn−1, we have constructed a bicharacteristic x(t, y, θ), p(t, y, θ) having
the properties in Lemma 2.2. We use the variables t, y to calculate (6.14), which
is possible by virtue of Lemma 2.4. In perfoming the computation below it will
be helpful to recall that for the Euclidean metric
∑n
i=1(dx
i)2, x(t, y, θ) = tθ + y,
θ · y = 0, ϕ(x, θ) = x · θ and Φ(x) = |x|.
Let Φ˜(t, y, θ) = Φ(x(t, y, θ)). Then since t = ϕ(x, θ) by Lemma 2.5 we have by
Corollary 6.3
Φ˜(t, y, θ)− t = Φ(x) − ϕ(x, θ) ≥ 0,
and for a fixed t the last equality holds only at one point, which we denote by
y(t, θ). At y(t, θ) the surface t = Φ(x) is tangent to the surafce t = ϕ(x, θ).
Therefore (t, y(t, θ)) is the coordiante of X(t, θ) given in Theorem 6.2 (4). By the
Taylor expansion with respect to y we have
Φ˜(t, y, θ)− t = 1
2
〈A(y − y(t, θ)), y − y(t, θ)〉+O(|y − y(t, θ)|3),
as y → y(t, θ), where
A = A(t, θ) =
(
∂2Φ˜
∂yi∂yj
(t, y(t, θ), θ)
)
is a positive definite matrix and 〈 , 〉 is the Euclidean inner product of Rn−1. By
the Morse lemma, one can find a function z = z(t, y, θ) defined in a neighborhood
of y(t, θ) such that
Φ(x) = Φ˜(t, y, θ) = t+
1
2
〈A(t, θ)z, z〉,
and z = y − y(t, θ) + O(|y − y(t, θ)|2). We now make a new change of variables:
x→ (t, z) and put f˜(t, z, θ) = f(x). We denote by
JP (t, z, θ) = | det (∂x/∂(t, z)) |
the associated Jacobian. (Here the subscript P menas that we are using the plane
wave like characteristic surface t = ϕ(x, θ)). Then we have∫ (
s− ϕ(x, θ))α−(σ − Φ(x))β+f(x)dx
=
∫∫ (
s− t)α−(σ − t− 12 〈A(t, θ)z, z〉)β+f˜(t, z, θ)JP (t, z, θ)dtdz.
(6.15)
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We say that g(s, θ) admits the asymptotic expansion
g(s, θ) ∼
∞∑
k=0
(σ − s)λ+k+ gk(θ), gk ∈ C∞(Sn−1)
around s = σ, if there exists ǫ0 > 0 with the following property. For any N > 0,
there exist GN (s, θ), HN (s, θ) ∈ C∞(R;L2(Sn−1)) such that
g(s, θ) =
N−1∑
k=0
(σ − s)λ+k+ gk(θ) + (σ − s)λ+N+ GN (s, θ) +HN (s, θ)
holds for |s−σ| < ǫ0. Similarly, we say that f(x) admits the asymptotic expansion
f(x) ∼
∞∑
k=0
(σ − Φ(x))λ+k+ fk(θ), fk(θ) ∈ C∞(Σ(σ))
around Φ(x) = σ, where Σ(σ) = {σ = Φ(x)} and θ denotes the local coordinate on
Σ(σ), if there exists ǫ0 > 0 with the following property. For any N > 0, there exist
GN (x), HN (x) ∈ C∞(Rn) such that
f(x) =
N−1∑
k=0
(σ − Φ(x))λ+k+ fk(θ) + (σ − Φ(x))λ+N+ GN (x) +HN (x)
holds when |Φ(x)− σ| < ǫ0.
Lemma 6.4. Let g(t, z) ∈ C∞0 (R × Rn−1), and σ > 0 be a sufficiently large
constant. Then if β > −1, we have the following asymptotic expansion around
s = σ ∫∫ (
s− t)α−(σ − t− 12〈A(t, θ)z, z〉
)β
+
g(t, z)dtdz
∼
∞∑
k=0
(σ − s)α+β+
n+1
2 +k
+
(
P
(α,β)
k g
)
(σ, 0),
(6.16)
where P
(α,β)
k is a differential operator having the following form
(6.17) P
(α,β)
k =
∑
m+|γ|/2≤ k,
|γ|=even
Ckmγ(α, β)pkmγ(σ, θ)∂
m
t ∂
γ
z .
If |γ| = m = k = 0, we have
(6.18) C000(α, β)p000(σ, θ) = (2π)
n−1
2 detA(σ, θ)−1/2.
Proof. First let us note that the left-hand side of (6.16) vanishes if s > σ. For
s < σ, we put ǫ = σ − s, s− t = ǫρ, z =√2ǫ(1 + ρ)A(t, θ)−1/2w and
gǫ(ρ, w) = g
(
σ − ǫ(1 + ρ),
√
2ǫ(1 + ρ)A(σ − ǫ(1 + ρ), θ)−1/2w)
· detA(σ − ǫ(1 + ρ), θ)−1/2.
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Note that since σ ≥ t + 12 〈Az, z〉 ≥ t, we have σ − t = ǫ(1 + ρ) ≥ 0. Then the
left-hand side of (6.16) is rewritten as
2
n−1
2
Γ(β + n+12 )
Γ(β + 1)
ǫα+β+
n+1
2
×
∫ 0
−1
∫
|w|<1
(ρ)α−(1 + ρ)
β+n−12
+ (1− |w|2)β gǫ(ρ, w) dρ dw.
(6.19)
Since A(t, θ) is a positive definite matrix and smooth in t, so is A(t, θ)−1/2. This
follows from the well-known Dunford-Taylor integral of bounded operators (see e.g.
p. 44 of [Ka76]). We put δ =
√
ǫ(1 + ρ) and expand gǫ(ρ, w) into a Taylor series
with respect to δ to see that each term of the expansion consists of the product of
a function of σ, θ and
(6.20) δ2p+|γ|wγ (∂ms ∂
γ
z g) (σ, 0), m ≤ p.
In fact, we first expand g
(
σ − δ2, δy) to obtain terms like δ2m+|γ|yγ(∂ms ∂γz g)(σ, 0),
and next expand y =
√
2A(σ− δ2, θ)−1/2w and detA(σ− δ2, θ)−1/2 to have (6.20).
We replace gǫ(ρ, w) in (6.19) by this asymptotic expansion. If |γ| is odd,
∫
(1 −
|w|2)βwγdw = 0. Therefore, letting k = p + |γ|/2 and rearranging the terms, we
obtain (6.16). To compute (6.18), we have only to use (5.1) and the formula∫
|w|<1
(1− |w|2)βdw = π n−12 Γ(β + 1)
Γ(β + n+12 )
.
Here we have assumed β > −1 to guarantee the convergence of the integral 
Lemma 6.5. Let σ > 0 be sufficiently large, and assume that β > −1. Then
for any f(x) ∈ C∞0 (Rn), we have the following asymptotic expansion around s = σ:
(6.21)
∫ (
s− ϕ(x, θ))α−(σ − Φ(x))β+f(x)dx ∼ ∞∑
k=0
(
σ − s)α+β+n+12 +k
+
g
(α,β)
k (σ, θ).
Each term of the expansion (6.21) is represented by a differential operator M
(α,β)
k
on R× Sn−1 in the following way:
g
(α,β)
k (σ, θ) =
(
M
(α,β)
k f ◦X
)
(σ, θ),
where X(s, θ) is the diffeomorphism in Theorem 6.2 (6). In the local coordinates
M
(α,β)
k has the following expression
(6.22) M
(α,β)
k =
∑
j+|γ|/2≤k
Ckjγ (α, β)mkjγ (s, θ)∂
j
s∂
γ
θ .
In particular,
(6.23) M
(α,β)
0 = (2π)
n−1
2 det (A(σ, θ))−1/2 JP (σ, 0, θ).
Proof. We plug (6.15) with (6.16). Let X : (s, θ) → X(s, θ) be the diffeomor-
phism in Theorem 6.2 (6). In the (t, y) coordinate system employed to derive (6.15),
the condition z = 0 and t = σ means that y = y(σ, θ) and ϕ(x(σ, y, θ), θ) = σ, which
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represents the point X(σ, θ). Therefore each term of the asymptotic expansion
(6.21) is a derivative of f(x) evaluated at x = X(σ, θ). Moreover
∂t
∣∣∣
t=s,y=y(s,θ)
=
n∑
i,j=1
gij(X(s, θ))
(
∂ϕ
∂xj
)
(X(s, θ), θ)
∂
∂xi
=
n∑
i,j=1
gij(X(s, θ))
(
∂Φ
∂xj
)
(X(s, θ))
∂
∂xi
,
which is equal to ∂s in the coordinate system (s, θ) = X
−1(x). Thus we have the
asymptotic expansion (6.21). The formulas (6.22) and (6.23) follow from (6.17) and
(6.18). 
The first term M
(α,β)
0 is written by geometric quantities. By a simple compu-
tation one can show that
(detA(σ, θ))
−1/2
= |∇xΦ(x)|−(n−1)/2
(
detHPS
( ∂x
∂yi
,
∂x
∂yj
))−1/2 ∣∣∣
x=X(σ,θ)
,
HPS = HP −HS ,
where x = x(t, y, θ), HP and HS are second fundamental forms on {σ = ϕ(x, θ)}
and {σ = Φ(x)} induced from the Euclidean metric, and
JP (σ, 0, θ) =
∣∣G(x)−1∇xΦ(x)∣∣ (detGS(x))1/2 ∣∣∣
x=X(σ,θ)
,
where G(x) =
(
gij(x)
)
, and GS(x) is the matrix of first fundamental form on
{σ = Φ(x)} induced from the Euclidean metric.
Theorem 6.6. Let σ > 0 be sufficiently large and λ > −1/2. Then for any
f ∈ C∞0 (Rn), we have the following asymptotic expansion around s = σ(R+(σ − Φ(x))λ+f) (s, θ) ∼ ∞∑
k=0
(σ − s)λ+k+ g(λ)k (σ, θ).
Proof. This follows from Theorem 5.5 and Lemma 6.5. Note that (σ −
Φ(x))λ+f ∈ L2(Rn) if λ > −1/2. 
In order to prove the converse of Theorem 6.6, we expand (σ−Φ(x))λ+f(x) into
an asymptotic series
∑∞
k=0(σ − Φ(x))λ+k+ fk(x) and study the relations between fk
and gk. We compute in the following way. For f(x) ∈ C∞0 (Rn), take χ(x) ∈
C∞0 (R
n) such that χ(x) = 1 on supp f . Then by Taylor expansion
(σ − Φ(x))λ+f(x) =
N∑
j=0
(σ − Φ(x))λ+j+ f (σ)j χ(x) + FN (x),
where f
(σ)
j is a smooth function on {σ = Φ(x)} and FN (x) is a compactly supported
Cµ(N)-function, where µ(N)→∞ as N →∞. This implies modulo Cµ(N)-function
(R+((σ − Φ(x))λ+f(x))) (s, θ) ≡ N∑
j=0
(
R+
(
(σ − Φ(x))λ+j+ f (σ)j χ(x)
))
(s, θ),
248 A. RADON TRANSFORM AND PROPAGATION OF SINGULARITIES IN Rn
and up to a smooth function the right-hand side is equal to∑
i,j
∫
(s− ϕ(x))−
n+1
2 +i− (σ − Φ(x))λ+j+ rif (σ)j dx
near s = σ, since χ(x) ≡ 1 near {σ = Φ(x)}. Omitting the cut-off function χ(x),
we express this computation as(R+((σ − Φ(x))λ+f(x))) (s, θ) ∼ ∞∑
j=0
(
R+
(
(σ − Φ(x))λ+j+ f (σ)j
))
(s, θ),
which will not give a confusion.
In order to write down the expansion it is convenient to use the diffeomorphism
X(s, θ) in Theorem 6.2 (6). We insert the asymptotic expansion(
(σ − Φ(x))λ+f ◦X
)
(s, θ) ∼
∞∑
k=0
(σ − s)λ+k+ fk(σ, θ)
into the formula in Theorem 6.6 and obtain(
R+
( ∞∑
k=0
(σ − Φ(x))λ+k+ f∗k
))
(τ, θ) ∼
∞∑
k=0
(σ − τ)λ+k+ gk(λ, σ, θ),
where f∗k = fk◦X−1. Note that we fix σ and regard f∗k as a function on {σ = Φ(x)}.
Let us look at gk(λ, σ, θ) more precisely. Using Theorem 5.5 and Lemma 6.5, we
have (
R+
( ∞∑
α=0
(σ − Φ)λ+α+ f∗α
))
(τ, θ)
∼
∞∑
k=0
(σ − τ)λ+k+
∑
α+β+γ=k
g
(−n+12 +β,λ+α)
γ (σ, θ),
g
(−n+12 +β,λ+α)
γ (σ, θ) =M
(−n+12 +β,λ+α)
γ rβf
∗
α ◦X.
Therefore we have
gk(λ, σ, θ) =
k∑
α=0
 ∑
β+γ=k−α
M
(−n+12 +β,λ+α)
γ rβ
 f∗α ◦X.
Hence we have the following formula
gk(λ, σ, θ) = P
(k)
0 (λ)fk(σ, θ) + P
(k−1)
2 (λ)fk−1(σ, θ)
+ · · ·+ P (0)2k (λ)f0(σ, θ),
(6.24)
where P
(j)
2(k−j)(λ) is a differential operator with respect to θ, and P
(k)
0 is the operator
of multiplication by
(6.25) P
(k)
0 (σ, θ) = (2π)
n−1
2 detA(σ, θ)−1/2JP (σ, 0, θ)r0(X(σ, θ), θ).
Using (6.25), one can solve (6.24) with respect to fj to have
fk(λ, σ, θ) = Q
(k)
0 (λ)gk(σ, θ) +Q
(k−1)
2 (λ)gk−1(σ, θ)
+ · · ·+Q(0)2k (λ)g0(σ, θ),
(6.26)
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where Q
(j)
2(k−j)(λ) is a differential operator with respect to θ, and
Q
(k)
0 (σ, θ) = 1/P
(k)
0 (σ, θ).
Theorem 6.7. Let σ > 0 be sufficiently large and λ > −1/2. Given any g(s, θ)
having the following asymptotic expansion around s = σ
g(s, θ) ∼
∞∑
k=0
(σ − s)λ+k+ gk(θ)
with gk(θ) ∈ C∞(Sn−1), there exists f(x) such that around s = σ
(R+f) (s, θ) ∼
∞∑
k=0
(σ − s)λ+k+ gk(θ),
and f(x) admits the asymptotic expansion
(6.27) f(x) ∼
∞∑
k=0
(σ − Φ(x))λ+k+ fk(θ)
around Σ(σ), θ being the local coordinates on Σ(σ). Furthermore
g0(θ) = N(σ, θ)f0(X(σ, θ)),
N(σ, θ) being given by (6.25). This f(x) is unique in the sense that if there exist
two such f (1)(x) and f (2)(x), f (1)(x) − f (2)(x) is smooth. In particular, f (1)(x)
and f (2)(x) have the asymptotic expansion as in (6.27) with the same fk(θ).
Proof. By (6.26), one can construct fk(θ). Using Borel’s procedure we then
construct f(x) having the asymptotic expansion f(x) ∼∑∞k=0(σ − Φ(x))λ+k+ fk(θ).
Suppose there exist two such f (1) and f (2). As is seen by the lemma below, f (1)−f (2)
is regular in non-scattering region, hence it is in H∞ by Theorem 5.11. 
Lemma 6.8. For σ > 0 large enough, let u(x) = (σ − Φ(x))µ+f(x), where
f(x) ∈ C∞(Rn) wwhose support is sufficiently close to {σ = Φ(x)}, and µ > −1/2.
Then u(x) is regular in non scattering region.
Proof. Let P be the ψDO with symbol p(x, ξ) ∈ S0 such that for some 0 <
δ < 1, supp p(x, ξ) ⊂ {|x̂ · ξ̂| < δ}. Then by using the polar coordinates (s, θ) in
Theorem 6.2 (6),
P̂ u(ξ) = (2π)−n/2
∫
Φ(x)<σ
e−ix·ξp(x, ξ)u(x)dx
=
∫ σ
0
∫
Sn−1
e−iX(s,θ)·ξ(σ − s)µp(X(x, θ), ξ)g(s, θ)dsdθ,
with suitable g(s, θ) ∈ C∞. We apply the stationary phase method (as |ξ| → ∞)
to the integral on Sn−1. Since X(s, θ) is close to sθ, the critical points are close to
±ξ̂, on which p(X(s, θ), ξ) vanishes. Therefore above integral is rapidly decreasing
in ξ. 
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6.3. Singular support theorem. The following Theorem 6.10 will elucidate
how the modified Radon transform describes the propagation of singularities for
the wave equation.
Definition 6.9. Assume Σ(t) ⊂ {|x| > r0}. A function f(x) ∈ L2(Rn) is said
to be piecewiseH∞(|x| > r0) with interface Σ(t) if there exist f1, f2 ∈ H∞(|x| > r0)
such that f =
(
t − Φ(x))0
+
f1 +
(
t − Φ(x))0−f2 on |x| > r0. Similarly a function
f(s) ∈ L2(R;L2(Sn−1)) is said to be piecewise Ĥ∞(s > s0) with interface s = t (>
s0) if there exist f1, f2 ∈ Ĥ∞(s > s0) such that f = (t − s)0+f1 + (t − s)0−f2 for
s > s0.
Theorem 6.10. Pick r0, s0 > 0 large enough, and let t > max {r0+1, s0+1}.
Assume that f ∈ L2(Rn) is regular in non-scattering region. Then f is piecewise
H∞(|x| > r0) with interface Σ(t) if and only if R+f is piecewise Ĥ∞(s > s0) with
interface s = t.
Proof. Suppose f is piecewise H∞(|x| > r0) with interface Σ(t). Up to an
H∞-function, f is equal to (t − Φ(x))0+f˜(x) with f˜ ∈ H∞(Rn). By Theorem 5.5,
(R+f)(s, θ) is smooth with respect to s if s 6= t. By Theorem 6.6, (R+f)(s, θ) ∼∑
k≥0(t − s)k+gk(θ) around s = t. Therefore R+f is piecewise Ĥ∞(s > s0) with
interface s = t.
Conversely, suppose R+f is piecewise Ĥ∞(s > s0) with interface s = t. Up to
an Ĥ∞-function, (R+f)(s, θ) ≡ (t− s)0+g(s, θ) with g ∈ Ĥ∞(s > s0). By Theorem
6.7, there exists f˜ such that (R+f˜)(s, θ) ∼ (t − s)0+g(s, θ) around s = t. Then
R+(f − f˜) ∈ Ĥ∞(s > s0). By Theorem 5.10, f − f˜ ∈ H∞(|x| > r0). This shows
that f is piecewise H∞(|x| > r0) with interface Σ(t). 
The meaning of Theorem 6.10 in propagation of singularities is as follows. We
put v(t, s) =
(R+∂tu(t))(s) for the solution u(t) to the wave equation ∂2t u = Hu
with initial data u(0) = 0, ∂tu(0) = f . Then v(t, s) solves the 1-dimensional wave
equation {
(∂2t − ∂2s )v(t, s) = 0,
v(0, s) =
(R+f)(s), ∂tv(0, s) = 0,
hence is written as
v(t, s) =
1
2
(
(R+f)(s+ t) + (R+f)(s− t)
)
.
If σ is sufficiently large, t ≥ 0 and f is regular in non-scattering region, we then see
that f is piecewise Hm(|x| > r0) with interface Σ(σ) if and only if (R+∂tu(t))(s)
is piecewise Ĥm(s > s0) with interface s = t+ σ, which is equivalent to that ∂tu(t)
is piecewise Hm(|x| > t+ r0) with interface Σ(t+ σ).
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