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Abstract
Constructed wetland (CW) systems are increasingly implemented as rustic water treatment facilities, the efficiency of which
varies with time due to possible malfunctions such as clogging related to excessive loads of suspended solids or inadequate
CW sizing. A numerical flow modeling can be used to evaluate filtering performance and to improve the design of CWs. Such
a modeling usually involves the so-called van Genuchten-Mualem (vGM) soil hydrodynamic parameters which are notoriously
difficult to measure. The meticulous attention brought to the sensitivity of the model to the vGM parameters reveals a predominant
influence of the shape parameters and the saturated conductivity of the filter on the piezometric heads, during feeding and drainage.
We then discuss a simple, robust and low-cost inverse modeling approach, deterministic and stochastic, for the identification of
the soil hydrodynamic properties from piezometric heads measured during successive storm events. The temporal variability of
hydrodynamic parameters is assessed and analyzed with regards to modeling efficiency. Principal component analysis shows that
the estimated hydrodynamic parameters from the feeding and drainage sub-periods are significantly different.
Keywords: Stormwater constructed wetland, van Genuchten-Mualem parameters, Sensitivity analysis, Inverse method,
Hysteresis effect, Modeling efficiency
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1. Introduction
Stormwater runoff is a leading threat to surface water qual-
ity, due to the large variety of pollutants involved (Zgheib et al.,
2012; Schmitt et al., 2015). Urban wet weather discharges are
episodic, but recurrent. They may have long term effects on5
the receiving media and pose serious risks to the quality of
the biotopes. The increase of impervious surfaces puts an even
larger pressure on stormwater managers to apply the most ef-
ficient practices regarding treatment systems for the removal of
both organic and heavy metal pollutants (Daly et al., 2012) for10
instance, so as to comply with the European Water Framework
Directive (Commision Directive, 2008). Thus, many studies
have been focused on the impact of urban discharges during
rainy episodes and on the best practices for stormwater man-
agement. Among these practices, nature-based solutions such15
as stormwater constructed wetlands (SCWs) are widely studied.
SCWs are engineered systems implemented to manage flood
peaks and to reproduce natural treatment processes by means
of wetland vegetation, sand and gravel, and their microbial
flora, within a monitored environment (Vymazal & Kropfelova,20
2008). They are considered as a sustainable and promis-
ing option, whose performance, cost and resources utilization
can complement or replace conventional water treatment (Tack
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et al., 2007; Arias & Brown, 2009). Stormwater is diverted
to the system and, by flowing through the soil media, is sub-25
jected to physical and chemical treatment processes such as
sedimentation, fine filtration, adsorption and biological uptake
(Davis et al., 2009). Their significant efficiency in reducing
the ecological impact of urban runoff has been proven in the
field (Schmitt et al., 2015). Among SCW systems, planted fil-30
ters with horizontal or vertical flow have long demonstrated
their effectiveness in the treatment of stormwater (Albalawneh
et al., 2016). The abilities of SCWs to improve water quality are
widely recognized, and their efficiency in reducing suspended
solids and micropollutants has been reported in several studies35
(Tang et al., 2009; Walaszek et al., 2018). Available guidelines
and rules for the design of SCW are based on empirical rules
of thumb (Brix & Arias, 2005) derived from experiments un-
der specific conditions. These raise issues about customized
design, implementation and operation of SCWs that are nec-40
essary to optimize potential treatment efficiency and to limit
malfunctions. These may be clogging due to excessive loads of
suspended solids, water stress of macrophytes and microorgan-
isms due to extended dry periods, or inadequate SCWs sizing.
The predictive ability of simulation tools is of great interest to45
evaluate the filtering characteristics of a SCW (Langergraber,
2011).
Langergraber (2008) provided a survey of existing simula-
tion tools for SCWs ensuring that measured data from SCWs
can be matched. Using the HYDRUS simulation tool when50
the hydraulic behavior of the system is well described, it was
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concluded that the influence of the hydraulic parameters of the
filter material is much higher than that of the biokinetic model
parameters. The van Genuchten-Mualem (vGM) model is still
one of the most frequently used models for the prediction of hy-55
draulic conductivities. However, the parameters of soil-water
retention curves, which are the key functions required in vari-
ably saturated porous media involved in environmental and
ecological modeling, are difficult to measure. The calibration
of hydrodynamic parameters for subsurface SCWs is a sensi-60
tive process and remains a challenging task since unsaturated
flow modeling involves highly non-linear equations. Several
studies investigated how to predict these parameters from basic
soil properties. Fournel et al. (2013) used HYDRUS to explore
specific features of SCWs. They added a conceptual layer at65
the bottom of the wetland to mimic the local head loss result-
ing from seepage boundary condition. Morvannou et al. (2013)
also described some characterization of the hydraulic proper-
ties of the system by means of direct laboratory methods and
inverse modeling from in situ measurements.70
An initial set of parameters can be produced by carrying
out a hydrodynamic characterization of porous media. This
set can be used in the inverse optimization module included in
HYDRUS-1D. Implemented by Morvannou et al. (2013), such
a calibration methodology reduces the risk of non-convergence75
of the model, since the values obtained are likely to be close to
optimal values. As a deterministic inverse approach, a gradient
method may be used, but its well-known disadvantage is that
it may fall in local minima. Maier et al. (2009) used a global
optimization based on a stochastic search strategy in which hy-80
draulic calibration was performed on the outflow rate measure-
ment. Thus, soil hydraulic functions based on vGM coefficients
and preferential flow characteristics in large pores at high sat-
uration were obtained. For many actual problems, data cannot
be known with certainty due to simple measurement errors.85
The variations of soils characteristics, including in particular
the behavior of unsaturated soils, may greatly be influenced by
hydrodynamic hystereses, defined as the dependency of capil-
lary pressure saturation curves on the history of the flow. This
phenomenon is generally due to several reasons cited by Fed-90
des et al. (1988) such as swelling and shrinkage for fine grained
clays which may result from wetting and drying or thermal ef-
fects (Nimmo, 2005). If after one of the two processes the other
follows, a sequence of cycles of wetting or drying inner curves,
called scanning curves, occurs, which is the case for SCWs95
receiving randomized stormwater. If the hysteresis phenom-
ena, physically caused by the presence of entrapped air, are not
accounted for in the analysis of the behavior of unsaturated
soils, this may result in significant errors in the prediction of so-
lute movement and contaminant concentrations (Kool & Parker,100
1987). Consequently, primary wetting and draining branches of
soil-water characteristics have to be considered in calibration
process for both empirical (Gillham et al., 1976) and theoreti-
cal models (Mualem, 1984). Figure 1 shows a typical example
of hysteretic water retention in a soil. The outer drying and105
wetting curves correspond to the drying from the highest repro-
ducible saturation degree to the residual water saturation and
the wetting from the residual water content to the highest satu-
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Figure 1: Hysteresis in the moisture characteristic
ration degree, respectively.
The present study focuses on the long-term hydrodynamic110
characterization by implementing a numerical model of a verti-
cal flow stormwater constructed wetland (VFSCW). The hydro-
dynamic modelling is carried out by implementing the Richards
model by means of a mixed hybrid finite element method
(MHFEM) adapted to the simulation of heterogeneous media115
(Younes et al., 1999), and the van Genuchten-Mualem (vGM)
parametrization. Particular attention is given to the top bound-
ary conditions – surface ponding or evaporation – for the pur-
poses of modeling the sequences of rain–runoff events. MH-
FEM results after parameter estimation are compared to those120
of HYDRUS (Simunek et al., 2009). The monitoring of the
VFSCW provides us information in terms of water exchanges,
filtering abilities during feeding and drainage sub-periods, and
ageing with time. Large datasets are needed to account for
significant spatial and temporal variability in the vGM soil pa-125
rameters hidden behind the hysteresis effect. As such datasets
are usually not available, in part due to the randomness of the
storm events, the paper presents a simple, robust and low-cost
numerical method for the identification of the soil hydrody-
namic properties. On the one hand, it relies on the automatic130
differentiation (AD) of the MHFEM code for sensitivity anal-
ysis and gradient-based data assimilation. On the other hand,
a stochastic method is implemented to, eventually, determine a
global optimum. The modeling efficiency, as defined by Mori-
asi et al. (2007), and a statistical analysis are then evaluated for135
the different parameter sets to demonstrate the hysteresis effect.
2. Methods
2.1. Hydrodynamic modeling
2.1.1. Governing equations
For unsaturated flow with an incompressible fluid through
porous media, the hydrodynamic equation is obtained by asso-
ciating the continuity equation with the Buckingham-Darcy’s
law in which the hydraulic conductivity depends on the pres-
2
sure head h [L] and the water content θ [-]:
∂θ
∂t
+ S sS w(θ)
∂h
∂t
+ ∇.~q = f , in Ω, (1)
where t is the time variable [T], Ω is the flow region here consid-
ered as a one dimensional unconfined aquifer, S s and S w are the
specific storage [L−1] and the degree of saturation [-], respec-
tively. Considering K as the unsaturated hydraulic conductivity
[L T−1], the velocity ~q is calculated by the Darcy’s law:
~q = −K(h)∇(h + z). (2)
where the elevation head z [L] is defined positive upward. The
hydraulic conductivity through isotropic porous media can be
estimated using:
K = KsKr, (3)
where Ks is the saturated hydraulic conductivity (L T−1). The
dimensionless relative hydraulic conductivity function Kr is
given by the modified vGM model (Ippisch et al., 2006):
Kr =
 S
τ
e
1 −
(
1 − (S eS c)1/mv
)mv
1 − (1 − S c1/mv)mv

2
, for S e < 1,
1, for S e ≥ 1,
(4)
where S e is the effective saturation [-] evaluated as:
S e =

1
S c
[
1 + |αvh|nv ]−mv , h < he,
1, h ≥ he,
and S c is the saturation at the cut-off point he in the classical
vGM model:
S c = (1 + |αvhe|nv )−mv ,
where αv [L−1], nv [-] and mv [-] are the van Genuchten form140
parameters and τ [-] is the tortuosity parameter of the matrix.
The parameter he is the air entry value [L].
The dimensionless variable S e, referred to as as effec-
tive saturation, is defined as a normalized water content (van
Genuchten, 1980):
S e =
θ − θr
θs − θr , (5)
where θr is the residual water content [L3L−3], defined as the
water content for which the gradient
dθ
dh
becomes zero and θs is
the saturated water content [L3L−3].145
The specific water capacity defined as the slope of the soil
moisture characteristic curve at given pressure head C(h) =
dθ
dh
may thus be computed as:
C(h) =
d (S e [θs − θr] + θr)
dh
,
=

αvmvnv (θs − θr) |αvh|nv−1
S c(1 + (αvh)nv )mv+1
, for h < he,
0, for h ≥ he.
(6)
As reported in Angelo et al. (2003), the variations of vGM
parameters may be significantly influenced by the hystere-
sis phenomenon between drying and wetting curves (see Fig.
1). As a consequence, soils parameters such as αv, nv, mv, θr,
θs, and Ksat may vary from the feeding to the drainage sub-150
periods. Moreover the suspended solid and died plant accumu-
lation through the filter along the ageing process may mod-
ify the soils’ characteristics. Parameter estimation for multi-
rainfall events from observed data is thus important to under-
stand long term hydrodynamic behavior of the SCW.155
2.1.2. Initial and boundary conditions in the SCW numerical
domain
Initial conditions. The initial pressure distribution in the field
is set as a hydrostatic distribution which is obtained from the
pressure head measured initially by the piezometer in the filter.160
Thus, the initial piezometric head at the lower and upper parts
are approximated.
Top boundary conditions. The drainage occurring after a feed-
ing event can improve the filter bed aeration and the aerobic
degradation during the dry period. Modeling issues arise when165
the soil reaches oven-dry conditions and a special attention
should be given to the switching boundary condition procedure,
which is important for situations with ponded water layers or
fluctuating groundwater near to the soil surface. This procedure
switches from head (Dirichlet) to flux (Neumann) controlled170
boundary condition, and vice versa, depending on the satura-
tion of the soil column at the top. The algorithm (Van Dam
& Feddes, 2000; Wanko et al., 2009) is adapted to the mixed
hybrid formulation and the 2D flow problem.
Lower boundary conditions. At the bottom of the drainage175
layer, a “seepage” face boundary condition is chosen. It cor-
responds to the effectiveness of a flux at the lower boundary
when the simulated piezometric head is greater than a threshold
limit value.
SCW numerical domain. Fig. 2 displays the conceptual nu-180
merical domain, the different layers that have been discretized
by triangle elements and boundary conditions. From top to
bottom, these layers are composed of 30 cm of sand layer, 34
cm of intermediate layer (gravel: 4-8 mm) and a drainage layer
(gravel and stone: 16-22.4 mm). As previously noted, extended185
dry periods can have an impact on macrophytes and on mi-
croorganisms, leading to a potential decrease in the treatment
efficiency. To avoid this, a 16 cm saturated zone has been laid
at the bottom of the filter (Schmitt et al., 2015). Observations
of the matrix pressure head at the elevation -64 cm are used190
for the inverse analysis of water flow experiments.
2.1.3. MHFEM numerical model
Using the MHFEM, a 2D computational domain is necessary
to properly define conditions on the edges of the mesh located
at the top and the bottom boundaries of the column. The com-195
putational domain Ω is here discretized using an unstructured
mesh containing 160 triangular elements with the same size.
The lumped MHFEM approximation applied to the resolu-
tion of the flow in unsaturated heterogeneous porous media
3
Figure 2: Numerical diagram of the SCW: rain (R), inflow (Qin), evapotranspi-
ration rate (ET) and the outflow from drainage pipe (Qout)
makes it possible to calculate the piezometric head and the ve-200
locity on each edge simultaneously (Wanko et al., 2015). Based
on the mixed hybrid formulation presented by Arnold & Brezzi
(1985) and Chavent & Jaffre (1986), the average piezometric
pressure for each edge is chosen as the unknown of the sys-
tem. It has to be noted that, for each element, the maximum205
value obtained from the three hydraulic conductivity values at
the edges is considered as the average hydraulic conductivity in
that element. This system of equations is solved efficiently by
the preconditioned conjugate gradient method.
2.2. Parameter estimation methodology210
The overall objectives are (1) to identify the vGM parameters
with regards to piezometric heads measured in the filter for suc-
cessive precipitation events and (2) to evaluate model efficiency
in its reproduction of the piezometric head data. Calibration
with respect to data is a key stage in the numerical modeling215
of actual events. Some error criteria are described in para-
graph 2.2.1, while inverse modelling approaches are described
in paragraph 2.2.2.
2.2.1. Modeling efficiency and statistical analysis
The agreement between a numerical model and a dataset may220
be evaluated through error computations.
The classical Mean Square Error (MSE) here measures the
difference between piezometric head values h computed by the
model and the observed head values ho,
MSE =
1
n
n∑
i=1
(hi − hoi )2 ∈ (0,+∞), (7)
at n observation times. MSE is the one of most widely used
criteria for calibration and evaluation of hydrological models
with observed data. MSE is positive. It can be expressed in
the units of the quantities it compares when a unique variable is
considered. However, this absolute “dimensional” criterion has
major drawbacks. First, it cannot fairly compare MSEs com-
puted for different variables (heads and velocities, for instance)
as units are different. Second, it does not fairly compare MSEs
for storm event datasets of different magnitude. Note that a rel-
ative dimensionless error such as
rMSE =
∑n
i=1(hi − hoi )2∑n
i=1(h
o
i )
2 ∈ (0,+∞), (8)
remedies the first drawback only.
The so-called Nash–Sutcliffe efficiency (NSE) is a dimen-
sionless error criterion,
NS E = 1 −
∑n
t=1(hi − hoi )2∑n
t=1(h
o
i − µo)2
= 1 − MS E
(σo)2
∈ (−∞, 1), (9)
that accounts for the mean µo and standard deviation σo of the
dataset. A value of 1 for NSE indicates a perfect agreement be-
tween the model and the dataset. Guidelines were established225
for model evaluation based on the review of results and project-
specific considerations, see review papers such as Harmel et al.
(2006) and Moriasi et al. (2007). Reported NSE values for
model calibration and model validation are synthetized in Mo-
riasi et al. (2015).230
In this paper, MSE is used for calibration while model effi-
ciency is evaluated from estimated vGM parameters through a
NSE computation. Model performance is rated as “very good”
if 0.75 <NSE < 1.00, as “good” if 0.65 <NSE < 0.75, as “satis-
factory” if 0.50 < NSE < 0.65, and “unsatisfactory” otherwise.235
Statistical analyses were performed using the open source R
software (R Core Team 2016). A Shapiro–Wilk test was per-
formed on the data set to verify the data were normally dis-
tributed (P-value>0.5). To highlight the hysteresis effect on the
parameter estimation, a Principal Component Analysis (PCA)240
was performed, followed by a hierarchical ascendant classifi-
cation.
2.2.2. Inverse modeling
The general inverse problem defined as
Find p∗ ∈ P such that min
p∈P
(J ◦M(p)) = (J ◦M)(p∗), (10)
is adapted to the paper’s objective. The unknown vGM param-
eters p are searched in the set of admissible values P. The set245
that minimizes (10) is denoted by p∗. The objective function
J ◦ M is a compound function that applies MSE to compare
simulation results of MHFEM computed by using the parame-
ter set p to piezometric data. Such a minimization problem can
be solved using either a gradient method or a stochastic one,250
depending on the abilities of the software and the availability
of its source code.
Prior to that, critical parameters may be determined from
a sensitivity analysis in order to downsize the number of un-
knowns for the inverse problem. From a computer point of255
view, a sensitivity analysis may be carried out by means of
automatic differentiation (AD). In a nutshell, AD is a set of
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parameter variability.
techniques designed to augment the source code of a software
with derivative computations (Griewank & Walther, 2008; Nau-
mann, 2011). It implements the chain rule in either a source to260
source AD tool like Tapenade (Hascoet & Pascual, 2013) or
an AD overloading library (Griewank et al., 1996; Charpentier,
2012) to be linked with the computer code. The AD tool (Has-
coet & Pascual, 2013) is here applied to our MHFEM code.
Nowadays, minimal human effort is needed to generate a dif-265
ferentiated code (Moezzibadi et al., 2017). Note that it cannot
be applied to a black-box software such as HYDRUS.
Under differentiability assumption, a gradient method can be
used to find a local minimum satisfying
Find p∗ ∈ P such that ∇(J ◦M)(p∗) = 0, (11)
where∇(J◦M) is the gradient ofJ◦M calculated with respect
to p.
A basic stochastic method is also implemented in an attempt270
to find out the global minimum.
2.2.3. Algorithmic parameter estimation chart
The proposed parameter estimation methodology is summa-
rized in Fig. 3. The top level red dash-dotted tree is concerned
with key modeling hypotheses set on the initial and boundary275
conditions, the mesh discretization, the soil hydrodynamic pa-
rameterization (the vGM model, for instance) and the computer
hydraulic model (the proposed MHFEM or HYDRUS, for in-
stance).
The green solid lined arrows of the chart are concerned with280
code differentiation and usages. Automatic differentiation with
respect to vGM parameters is applied to the MHFEM code. The
resulting code is used for sensitivity analysis in order to decide
on the most sensitive parameters, then for their identification
by a gradient method of the vGM parameter values with respect285
to a given piezometric head dataset.
The blue dashed loop organizes the temporal estimation of
vGM parameters along the storm event sequence. It imple-
ments a deterministic gradient method as well a stochastic one
to get rid of local minima. Attention is paid to the quality of the290
parameter estimation by evaluating the model efficiency crite-
rion (9).
2.3. A priori assumptions on vGM modeling parameters
Practically, in a deterministic calibration, the influence of the
initial guess on the final calibrated parameters cannot be ne-295
glected. Thus, choosing a suitable initial parameter set ensures
that the estimations converge quickly and lead to accurate pa-
rameters.
The hydraulic conductivity through isotropic porous media
may be approximated using the vGM parameters and the tortu-300
osity parameter of the matrix as described in subsection 2.1.1.
A set of seven parameters is used to model a layer of the filter.
On the one hand, some of the parameters – residual water con-
tent (θr), saturated water content (θs) and saturated hydraulic
conductivity (Ks), have a simplified physical meaning. They305
can be measured in laboratory. Orders of magnitude for θr and
θs are available in the literature for different kind of materials
that can be implemented in a VFSCW. Table 1 reports param-
eter values for the sand layer (Celia et al., 1990) and the fine
gravel layer (DanHan-Cheng et al., 2012). It also reports values310
for the third, virtual, layer (Fournel et al., 2013). On the other
hand, the shape parameters αv and nv are generally identified
from data (Ippisch et al., 2006). Parameters of Table 1 are used
as initial guesses in the identification process.
Assumptions are usually made to reduce the number of mod-315
eling parameters to be identified. Following Mualem (1976),
the tortuosity parameter of the matrix τ is set to 0.5 as an aver-
age value, while the air entry value he is set to 0. As the virtual
layer always remains saturated, only the calibration of its satu-
rated conductivity Ks and thus the sensitivity of the model with320
respect to it are required. Finally, the sensitivity analysis re-
sults presented in subsection 3.1 allow for downsizing the set
of parameters subject to identification and reducing the time in-
tervals dedicated to parameter estimation.
2.4. Experimental data325
The three-layered VFSCW under study, see Fig. 4, is lo-
cated in Strasbourg (Alsace, France) at the water edge of the
urban water stream Ostwaldergraben. Two aeration pipes are
installed between the upper part and the intermediate layer, and
at the bottom of the sedimentation pond, to improve the aerobic330
conditions.
Installed in an exclusively residential zone, the catchment
has an area of 18000 m2. Roofs and roads surfaces represent
13.8% and 15.6.% of the total area respectively. Datasets of pre-
cipitations and piezometric heads were measured during several335
months (from 16/04/2013 to 18/09/2013). Fig. 5 below shows
the characteristics of the rainfall events. Overall, 48 rainfall
events were simulated during this work. Remarkably, both the
average intensity and the dry period have the highest variabil-
ities (209% of variation coefficient) and the lowest variability340
is related to the water depth (150%). Regarding the monthly
rain characteristics analysis, the dry period during September
5
Table 1: Hydraulic properties reported in the literature.
Layer References
α
(cm−1)
n
(–)
θr
(–)
θs
(–)
Ks
(cm.min−1)
1 Celia et al. (1990) 0.0335 2.0 0.102 0.368 0.5532
2 DanHan-Cheng et al. (2012) 1.0 2.19 0.005 0.42 2.0
3 Fournel et al. (2013) 0.036 1.56 0.078 0.43 0.00823
Figure 4: Schematic diagram of a vertical flow filter (cross-section view)
presents the highest variability (275% of variation coefficient).
The variability of the return periods of the events accentuates
the hysteresis phenomenon (see Fig. 5) since the saturation345
condition of the porous media can be different before each rain-
fall event (see Fig. 1). The ability of the model to simulate a
wide range of event s is then assessed. Readers seeking more
detail about the SCW instrumentation are referred to Walaszek
et al. (2018).350
April May
July August September
Water depth (mm)
Duration (h)
gggggggggggggggAverage intensity
(mm/h)
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Figure 5: Characteristics of simulated rainfall events.
3. Results and discussion
3.1. Sensitivity analysis and temporal parameter estimation
The sensitivities of our MHFEM model to various vGM pa-
rameters of the first layer and the saturated hydraulic conductiv-
ity of the last layer were examined. To that end, a perturbation355
of 50% was applied to the vGM parameters related to the first
layer and to the hydraulic conductivity of the third layer.
Figure 6-a represents the sensitivity of water pressure to
vGM parameters for the 1st period of May. The parameters
identified as having the greatest influence are: the saturated wa-360
ter content θsat and the form parameterα for the first layer, the
hydraulic conductivity K sat for the last layer. The parameters n,
K sat and θres for the filter layer can modify the water pressure
profile, particularly during each rainfall event, thus their influ-
ence cannot be ignored. For the sake of simplicity, Fig. 6-b is365
presented as a zoom and simplified plot of a rainfall event. The
temporal intervals in which each parameter can be estimated
are highlighted with different patterns. The major influence
of the hydraulic conductivity of the virtual layer is revealed by
its higher sensitivity compared to those of the first layer. This370
corresponds, physically, to the role of the drainage pipe. Very
small sensitivity results (the sensitivity of water pressure with
respect to the hydraulic conductivity of the intermediate layer
is zero, for instance), are not presented here.
Considering that (1) the sensitivity analysis which highlights375
the most influential parameter (specifically the hydraulic con-
ductivity for the virtual layer), and (2) the variations of prop-
erties due to plant activity (decay, growth and death) and sus-
pended solid accumulation are expected for the first layer only,
the values for the parameters of the second layer are fixed380
throughout the calibration process.
3.2. Parameter estimation and model efficiency
Calibration of the sensitive parameters is carried out through
inverse modeling by implementing both a deterministic
method (gradient) and a stochastic method (simple random pro-385
cessing) and by using the data collected during 48 rainfall
events. The temporal estimation of the considered parameters
and the efficiency of the two methods are then discussed.
3.2.1. Parameter estimation for multi-rainfall events
Values of vGM parameters and related MSE and NSE esti-390
mated using the gradient method onto the MHFEM code are
reported in Table 2. At a first glance, unsatisfactory NSEs show
that the model run from estimated parameters partially fails
to reproduce the measured piezometer. In particular, the use of
data collected during rain events in May and September results395
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Figure 7: Piezometric heads computed from estimated parameters for multi-
rainfall events: (a) Unsatisfactory calibration (NSE=0.410) (b) Very good cali-
bration (NSE=0.878)
in unsatisfactory NSE values. Looking at the rain characteris-
tics during these periods, one can see that the highest average
rain event intensity occurred in September followed by May,
while the highest water depth occurred in May (see Fig. 5).
Hence the average rain event intensity may have a significant400
impact on the quality of the parameter estimation.
The calibration for the multi-rainfall event periods is per-
formed using the gradient method. Fig. 7-a illustrates that
some of the identified parameter sets are unable to properly
simulate the water head observed in the VFSCW and the results405
are not dominantly in accordance with observed data. Mean-
while, Fig. 7-b displays very well-fitted piezometric head data
series during August. One notices that HYDRUS-1D and MH-
FEM yield the same global trend: the two models failed to fit
the drainage sub-periods. The NSE values evaluated for multi-410
rainfall event periods (see Table 2) make it clear that ignoring
the hysteresis effect may be one of the causes of these mis-
matches. Thus, two other extra groups of calibrations depend-
ing on the precipitation occurrence are provided during feeding
sub-periods and drainage sub-periods.415
3.2.2. Parameter estimation during feeding sub-periods
In the paper, feeding periods are defined as temporal ranges
corresponding to piezometric head data series with increasing
Table 2: Multi-rainfall events. Optimized parameters (gradient method) and
NSE: very good (green), good (blue), satisfactory (orange), unsatisfactory (red).
α1 n1 θr1 θs1 K1 K3 MS E NSE
Month (cm−1) (–) (–) (–) (cm.min−1) (cm2) (–)
04 .981 2.52 .006 .17 .023 .0026 32.49 .862
05 (1) .081 2.13 .057 .12 .016 .0041 38.96 .410
05 (2) .082 4.22 .061 .33 .017 .0011 82.59 -.250
07 .957 2.55 .002 .17 .022 .0025 3.01 .968
08 .003 1.89 .022 .19 .007 .0005 2.11 .878
09 .043 2.95 .023 .40 .008 .0016 25.66 .433
value. Some examples are provided in Fig. 8 which plots ob-
served and piezometric heads computed from estimated param-420
eters reported in Table 3. Among the eleven simulated feed-
ing sub-periods, six optimized sets of parameters provide good
to very good NSEs. One observes in Fig. 8 that the model
predicts drainage sub-periods, mostly when runoff stops. This
disagreement is monitored by NSE computations, see Table 3.425
This indicates that the calibration process – modeling, inverse
modeling and gradient method – often fails at identifying the
parameters. A well-known issue is that a gradient method can
be trapped in a local minimum. However, the stochastic inverse
method involving 1000 parameter sets did not fare better, for430
any of these events. In the present case, the failure explana-
tion is mainly within the modeling hypotheses for ponding and
infiltration, which depend on the saturation of the soil on the
top of the filter. Other assumptions can also interfere. For in-
stance, the three-dimensional behavior of the water flow may435
be predominant during the feeding process since surface flow
may occur near to the top layer.
Obviously, no trend on the evolution of the parameter value
can be deduced from Table 3 since some of the NSE values are
less than 0.5. Crossing the NSE values from Table 3 with the440
rain event characteristics, the lowest NSE values are obtained
only during May. These events are remarkably identified by the
highest average water depth and the highest average intensity
(see Fig. 5). Comparing the results of Table 3 with those ob-
tained after the multi-rainfall events parameter estimation (see445
Table 2), meanwhile, there is an improvement of the calibration
highlighted by a global increase of the NSE values.
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Figure 8: Observed and computed piezometric heads for three feeding periods:
(a) NSE=0.35, (b) NSE=0.84, (c) NSE=0.99.
Table 3: Feeding periods. Optimized parameters (gradient method) and NSE.
Start α1 n1 θr1 θs1 K1 K3 MS E NSE
date (cm−1) (–) (–) (–) (cm.min−1) (cm2) (–)
16/04 .010 2.31 .013 .05 .009 .0008 .48 .97
25/04 .924 2.77 .007 .15 .028 .0034 33.86 .84
02/05 .151 2.63 .110 .48 .346 .0087 11.55 -.35
03/05 .877 4.94 .013 .81 .420 .0116 15.49 .35
04/05 .889 4.95 .028 .71 .422 .0071 8.72 -.03
26/05 .137 2.02 .005 .35 .028 .0038 27.72 .58
29/05 .026 1.73 .013 .90 .026 .0100 32.03 .34
02/07 .387 3.04 .092 .44 .027 .0005 .77 .98
24/08 .062 8.14 .012 .24 .019 .0011 1.50 .84
26/08 .045 8.49 .016 .23 .005 .0008 .03 .99
08/09 .035 3.81 .029 .29 .010 .0021 12.78 .72
3.2.3. Parameter estimation during drainage sub-periods
Here, drainage sub-periods are defined as temporal ranges
corresponding to piezometric head data series with decreasing450
value. Modeling parameters identified for a total of ten different
drainage sub-periods are reported in Tables 4 and 5. Some ex-
amples are provided in Fig. 9, which plots observed and piezo-
metric heads computed from estimated parameters reported in
Table 4 and 5. Their variations with time can be better observed455
in Fig. 10 for the gradient method (blue 5) and the stochastic
method (red H).
Hydraulic conductivities. In Fig. 10-f, the curves related to
virtual layer hydraulic conductivity (K3) at the bottom of the
filter display similar trends for both gradient and stochastic460
methods. From April to September, K3 decreases, suggesting
that the flowing capacity of water through the virtual layer di-
minishes with time. This phenomenon might be due to the mi-
gration of fine particles, suspended solid or root debris from the
top layer to the bottom, which houses the drainage pipe. The465
trend of the top layer hydraulic conductivity (K1) is completely
different to the third layer one (see Fig. 10-e). There is no evi-
dence of a reduction in the infiltration capacity of the top layer
which is likely to accumulate particles as well as the root sys-
tem. In fact some phenomena with opposite impact on the top470
layer hydraulic conductivity might occurred over the months.
The filtration process on the top layer might reduce the infiltra-
tion capacity but stalling due to shear stresses during water flow
Table 4: Drainage sub-periods. Optimized parameters (gradient method) and
NSE.
Start α1 n1 θr1 θs1 K1 K3 MS E NSE
date (cm−1) (–) (–) (–) (cm.min−1) (cm2) (–)
17/04 .005 1.68 .250 .30 0.557 .0044 3.642 .836
28/04 .500 2.80 .190 .48 0.148 .0025 0.119 998
01/05 .011 2.00 .080 .39 0.550 .0027 0.198 .934
05/05 .412 2.89 .024 .64 0.347 .0038 0.293 .990
27/05 .590 3.85 .068 .65 0.250 .0028 0.497 .981
30/05 .067 1.48 .010 .74 0.832 .0008 0.063 .993
03/07 .498 5.10 .010 .95 1.106 .0024 0.458 .996
21/08 .034 2.00 .102 .37 0.553 .0014 0.028 .989
26/08 .053 2.23 .089 .41 0.550 .0011 0.010 .999
01/09 .003 2.03 .020 .23 0.550 .0014 0.280 .945
Mean .217 2.61 .102 .52 0.544 .0023
Dev. .248 1.12 .084 .22 0.275 .0012
Min .003 1.48 .010 .23 0.148 .0008
Max .590 5.10 .250 .95 1.106 .0044
Table 5: Drainage sub-periods. Optimized parameters (stochastic method) and
NSE.
Start α1 n1 θr1 θs1 K1 K3 MS E NSE
date (cm−1) (–) (–) (–) (cm.min−1) (cm2) (–)
17/04 .005 1.01 .453 .76 0.648 .0038 3.897 .825
28/04 .416 2.40 .160 .58 0.223 .0035 0.308 .996
01/05 .052 1.61 .144 .27 1.080 .0033 0.235 .921
05/05 .446 2.59 .182 .69 0.893 .0034 0.253 .992
27/05 .110 5.21 .168 .93 0.814 .0029 1.177 .954
30/05 .061 2.82 .016 .70 0.678 .0012 0.203 .978
03/07 .402 4.09 .079 .92 0.206 .0021 1.054 .990
21/08 .049 5.17 .080 .68 0.139 .0014 0.025 .990
26/08 .060 3.07 .082 .39 0.550 .0011 0.016 .998
01/09 .004 2.28 .173 .40 0.970 .0014 0.288 .943
Mean .161 3.03 .154 .63 0.620 .0024
Dev. .183 1.40 .118 .22 0.336 .0010
Min .004 1.01 .016 .27 0.139 .0011
Max .446 5.21 .453 .93 1.080 .0038
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Figure 9: Observed and computed piezometric heads for drainage periods : (a)
NSE=0.921, (b) NSE=0.992, (c) NSE=0.998.
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through porous media for high rain event intensity as well as the
seasonal dynamic of vegetation could increase the permeability.475
Water content. Residual and saturated water content displayed
opposite trends (see Figs. 10-c and 10-d). Process dynamics
previously highlighted inside the planted porous media could
explain this result. While the residual water content is closely
associated with the capillary forces due to accumulated fine480
particles and the roots dynamic, the saturated water content
could be impacted by porous media reorganization due to plant
growth, settlement or swelling of sand or gravel layers.
vGM form parameters. Even if gradient and stochastic meth-
ods provide similar trends for top layer α and n parameters,485
there is no clear explanation. Physically, the drainage process
occurs through a vertical flow in porous media when gravita-
tional forces are higher than capillary ones. Hence the porous
media changed from near saturated condition characterized by
the lack of form parameters in Kr, see (4), toward unsaturated490
one that is sensitive to the form parameters. Furthermore, the
parameter α provides the highest variability of estimated pa-
rameters regardless the numerical method (see Tables 4 and 5).
Hence it will be clearly difficult to catch the meaning of this
parameter over multi-rainfall events.495
Several conclusions arise. First, model efficiencies (NSE) are
evaluated as very good for all these drainage events, whatever
the inverse method. Second, parameters identified by one or the
other inverse method are generally close, but some differences
may exist even for NSEs above 0.95. This assesses the tempo-500
ral variability of top layer vGM parameters from one drainage
period to another.
3.2.4. Hysteresis effect on parameter estimation
Results discussed in the previous paragraphs highlighted the
fact that the MHFEM model partly failed to properly esti-505
mate the vGM parameters for hydrodynamic characterization
through vertical flow stormwater constructed wetland when
considering the multi-rainfall events. After dividing the wa-
ter flow process with feeding and drainage sub-periods, better
fitting was obtained. In this paragraph, differences in estimated510
parameters are discussed in order to understand the hysteresis
effect.
For very good parameter identifications (NSE > 0.75), a PCA
for the optimized vGM parameters is provided in Fig. 11. The
individuals are the sub-periods (feeding and drainage) and the515
variables are the estimated parameters. The first principal com-
ponent axis (33,3%) is negatively well-correlated with the sat-
urated hydraulic conductivity of the first and third layers. The
second principal component axis (26.1%) is in a negative corre-
lation with the form parameters α and n (see Fig. 11). Indeed,520
the larger the residual water content value, the smaller the α
and n values. Sand material has clearly small n and α values,
knowing that the α value is related to the inverse of the air en-
try pressure value and the n value depends on the width of the
pore size distribution. The feeding sub-periods and the drainage525
ones are significantly separated (see Fig. 11): the PCA high-
lights that the estimated parameters of the feeding sub-periods
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are clearly different from those of the drainage sub-periods due
to hysteresis effect. The NSE values without considering feed-
ing and drainage sub-periods would be reduced enormously.530
In addition, the Shapiro–Wilk test proves that among all
the estimated parameters, the saturated hydraulic conductivity
of the first layer (w = 0.8837, p-value= 0.05384), the satu-
rated hydraulic conductivity of the third layer (w = 0.9077,
p-value= 0.1249) and the saturated water content (w = 0.9588,535
p-value= 0.6720) are normally distributed. The homogeneity of
variances are verified by the Levene’s test. Thus, the analysis of
variance explains the influence of the feeding and drainage sub-
periods on (i) the estimated value of the saturated water content
is significant (Pr(> F) = 0.0095); (ii) the first layer saturated540
hydraulic conductivity is considerable (Pr(> F) = 0.0010);
(iii) the last layer saturated conductivity is not significant be-
cause the outlet boundary condition governs the hydrodynamic
process in the third layer.
Moreover, a successful temporal estimation of parameters545
during feeding and drainage sub-periods can bring useful in-
formation about long term SCW hydrodynamic variations. Fig.
1-s in the supplementary material highlights the temporal vari-
ations of vGM parameters during these feeding (blue ) and
drainage (blue 5) sub-periods.550
4. Conclusions
This study discusses numerical approaches to investigate the
temporal variability of vGM parameters in a VFSCW during
multi-rainfall periods considering the hysteresis effect. The re-
sults show that the characteristics of the filter layer alter with555
time. This indicates that several issues such as water accumula-
tion due to biomass and plants growth, presence of organic mat-
ter, and the relying of total suspended solids in this layer have
to be considered or discussed within the modeling. The pres-
sure head curves provided by simulations using the calibrated560
parameter sets are not perfectly in accordance with observed
data as revealed by the NSE evaluations for some periods. In
particular, those with the high average rain event intensity were
not ranked as satisfactory. Thus, the study had to focus on the
impact of the hysteresis effect on the calibration process.565
The calibrated parameters during both drainage and feeding
sub-periods, which are provided by gradient and stochastic op-
timizations, demonstrate the same temporal variations. How-
ever, a few discordances between the parameters identified by
the two implemented methods may be strongly due to either570
the risk of trapping in local minima using a gradient method or
an insufficient number of random parameters processed by the
stochastic calibration. Furthermore, several optimizations dur-
ing feeding sub-periods are unsatisfactory, implying that MH-
FEM as well as HYDRUS cannot be able to properly reproduce575
the observed wetting periods. In addition, errors in observed
data may also produce these mismatches. The statistical anal-
ysis carried out on the different parameter sets showed that the
estimated parameters of the feeding sub-periods are clearly dif-
ferent from those of the drainage sub-periods, which evidences580
the hysteresis effect.
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