Abstract : This paper addresses a distributed function calculation in switching topology networks. In particular, a linear iterative strategy is used to perform a general function calculation of the node's initial values. This study shows that if the union graph of the switching networks is connected, the distributed function calculation can be performed. The distributed algorithm allows the nodes in the switching topology network to reach consensus in a finite number of time-steps, which is upper bounded by the size of network and switching period. The distributed function calculation is approached from the perspective of observability theory and treats the iterative strategy as linear dynamic systems. Finally, this work shows that if a jointly connected graph in the switching topology network is structurally observable, then each node obtains enough information to perform an arbitrary function calculation.
Introduction
Distributed consensus has attracted many researchers from control community due to its broad applications such as all agents communicate with each other to coordinate their speed and direction in the case of multi-agent systems and distributed sensor fusion in sensor networks. A comprehensive survey on the consensus issue and its application has been well presented by Olfati-saber et al. [1] and Ren et al. [2] . In general, the consensus means to reach an agreement regarding a certain quantity of interest that depends on the state of all agents. A special case of distributed consensus is the distributed function calculation, where all the nodes in the network calculate the same function of the initial values of the system. The distributed function calculation has contributed to a lot of applications in computer science, communication and control fields [3] - [5] .
Recently, the distributed function calculation over switching topology networks has received a considerable growth of attention from many researchers since the communication links connecting agents are often unreliable. This is due to disturbances and limited communication capacity. This paper focuses on the latter scenario by considering a periodic communication. This periodicity scenario can be seen in a line-of-sight sensors application where communication between agents need to occasionally split in order to gather individual objectives [6] . Hence a growing number of works have focused on the distributed function calculation over switching networks. These treat the average function [7] - [13] , the asymptotic function [14] - [16] and the average max-min function [17] . However, their distributed algorithms are restricted to a special class of functions. Meanwhile, the distributed algorithm for the general function calculation is very important nowadays for a lot of potential applications. For example, it is known to be useful in solving multi-sensor data fusion problems which involve statisti-cal analysis (e.g. harmonic mean, geometric mean, logarithmic mean and quadratic mean). Hence, the effort towards inventing a more general function calculation technique has been discussed in [5] , [18] , [19] . Their approaches require that each agent evolves according to the partial derivatives of a suitably defined function of their values, and can be treated as a nonlinear consensus protocol. However, the general function calculation can be applied only to a limited class of networks since the proposed distributed algorithm strongly depends on the choice of the function. Hence, they always need to reconstruct their algorithms for each function, which might be inconvenient.
In this paper, we address a distributed algorithm for the general function calculation over a switching topology network and provide a sufficient condition for the algorithm to solve the calculation problem. We show that, if the union graph of the switching topology network, i.e., a suitably defined union graph, is connected, then the nodes can perform the distributed function calculation for almost any time-varying networks. Then, the distributed function calculation converges in a finite number of time-steps, which is upper bounded by the size of the network and the switching period. Note that, by using the connectedness of the union graph as a sufficient condition, our condition provides a great advantage in examining the feasibility of the distributed function calculation with less computation burden especially for a large scale switching networks. This study is an extended version of the previous work proposed by Sundaram and Hadjicostis [20] where their distributed function calculation and consensus is limited to time-invariant topologies. We extend the function calculation in [20] to the case of switching topology networks and use techniques from observability theory pertaining to linear structured systems. As the main result of this study, we prove that, if the union graph of the switching topology network (consists of weakly connected graph) is structurally observable, then the nodes can obtain all information of the initial node values.
The rest of the paper is organized as follows. Section 2 provides a problem statement which describes the distributed system model for the switching topology network that will perform the function calculation. Section 3 presents some preliminary notions on the structural observability theory. The key result of the distributed function calculation over switching networks is discussed in Section 4. The upper and lower bounds of timesteps for the distributed function calculation are also explained in this section. In Section 5, an example is presented to illustrate the theoretical results. Finally, some concluding remarks are given in Section 6. 
Problem Statement
The network to be considered is given by the balanced directed graph G = {X, E} where X = {1, 2, ..., N} is the set of nodes and E ⊆ X × X is the set of directed edges. The all nodes that can disseminate information to node i are said to be the neighbors of node i, and are represented by the set N i . The number of neighbors of node i is called the in-degree of node i, and is denoted by deg i . The main task of this network is to get enough information to calculate certain functions that depend on the initial values of all the nodes in the network. To achieve this, the nodes can update and/or exchange their values over several time-steps based on some strategy that adheres to the constraints imposed by the network topology. The scheme that we study uses the linear iterations over a time-varying network; specifically, at each time-step (or iteration), each node updates its value as
where ω i j [k] is the weight. In other words, each node updates its value by the linear combination of its own value and the values of its neighbors in the switching topology network case.
For ease of analysis, the update strategy for the entire system can be represented as
. Then, the linear iteration can be viewed as the dynamical system
where y i [k] denotes the outputs (node values) that are seen by node i at the k-th time-step. This system is often expressed by
Note that E i is the (deg i +1) × N matrix with a single 1 in each row, denoting the components of vector x[k] that are available to node i. The matrix E i is assumed to be timeinvariant where the deg i is assumed to be constant for all k. In this type of network topology, the graphs G s (s = 0, 1, 2, ..., T − 1) with the node set X s (s = 0, 1, 2, ..., T − 1) and the edge set E s (s = 0, 1, 2, ..., T −1) are considered to represent the underlying graphs of the weight matrices W s (s = 0, 1, 2, ..., T − 1) for a switching period, T > 0. We assume each graph maintains the same number of nodes, N for all k. However, the connectivity of a certain node may change due to elimination or creation of new edges. Moreover, each graph and its corresponding weight matrix are switched periodically and hence we have the following relations
In this network, each node is assumed to send the same information to its entire neighbors for every time and is capable of identifying every single information that it receives from its neighbors. For the switching graph, we introduce the product graph as follows:
Definition 2.1 LetÂ s be the adjacency matrix of the graph G s .
The graph G p whose adjacency matrix isÂ
W s , which enables us to consider the linear system (W p , E i ). Next, we define the union graph of the switching network.
Definition 2.2 The union graph G
u is defined as
where the node set of G u is the same with the node set of every subgraph G s and the edge set of G u equals to the union of the edge sets of subgraphs. In the following section, our task is to investigate a sufficient condition of the switching topology network so that node i can perform an arbitrary function calculation via the linear iterative strategy.
Preliminary Developments
This section presents tools from the linear structured system theory [21] - [23] , which provide a useful relation between the weight matrices W u and W p .
Structurally Observable System
In this section, we first present a previous work on the relation between the structural observability and networked systems [20] . Then, we give a useful result to our time-varying case. In order to implement the function calculation, node i needs to obtain the maximum amount of information that can be recovered about the initial values after running the linear iteration. To characterize this, let us introduce a linear system of the form
with the state variable x[k] ∈ R N and the output y[k] ∈ R p . This system is said to be structured if each entry of the matrices A and C is either a fixed zero or free parameter. A structured pair (A, C) is said to be structurally observable if the corresponding observability matrix has full column rank for almost all choice of free parameters. Let us define the graph H associated with the structured pair (A, C). The node set of H is given by X ∪ Y where X = {1, 2, ..., N} is the set of the state nodes and Y = {1, 2, ..., p} is the set of the output nodes. The edge set of H is given by E x ∪E y , where E x is the set of the edges corresponding to the interconnections between the state nodes, and E y is the set of the edges corresponding to the connections between the state and output nodes. The terminology Y-topped path is used to denote a path with an end node in Y. The following theorem characterizes the structural observability of the system (A, C) by the graph H. Theorem 3.1 [21] The structured pair (A, C) is structurally observable if and only if the graph H satisfies both of the following properties: 1) Every state node i ∈ X is a start node of some Y-topped path in H.
2) H contains a subgraph that covers all state nodes, and that is a disjoint union of cycles and Y-topped paths.
It shows that for time-invariant networks, if the structured system is observable for some particular choice of free parameters, it will be observable for almost any choice of parameters (i.e., the set of parameters for which the system is not observable has Lebesgue measure zero). Motivated from this finding, we will show an extended version of this work by applying the structural properties to the time-varying case. 
Relation between
Consequently, the location of non-zero entries of the matrix in the left and right hand sides are identical for both equations (4) and (5). Then, using (4) and (5), one can derive the weight matrix:
and the weight matrix:
where R is a residue term which consists of a series of adjacency matrices multiplication (e.g. for T = 3, R =Â 1Â0 +Â 2Â0 + A 2Â1 +Â 2Â1Â0 ). In this case, for almost any choice of free parameters, the sum of the matrices R and (
s ) does not produce a zero value element in the weight matrix W p . Then, one can have the following equation:
It shows that the free parameter entries in the weight matrix W u are the same with some of the free parameter entries in the weight matrix W p . This concludes the proof.
Sufficient Condition for Distributed Function Calculation over Switching Networks
Now, we present a sufficient condition for the distributed function calculation over switching networks. Proof To prove Theorem 4.1, we need to show that if G u is connected, the pair (W u , E i ) is structurally observable by investigating the associated graph H. In this case, H is obtained as follows by exploiting Theorem 3.1:
1) Take the subgraph of G u induced by the nodes in S i . 2) In this subgraph, add self-loops to every node to correspond to the free parameters on the diagonal of the matrix W u .
3) Add deg i +1 output nodes (denoted by the set Y i ), and locate a single edge from node i and each of its neighbors to nodes in Y i , corresponding to the single nonzero entry in each row of the matrix E i .
From the definition of S i , every node in H has a path to node i and therefore to an output node in Y i . This satisfies the first condition of Theorem 3.1. Furthermore, the self-loops on the nodes form a set of disjoint cycles that covers every node in H. This satisfies the second condition in Theorem 3. (3), the values seen by node i for every T over M i + 1 time-steps is given by
. . .
. . (7) with the same full column rank observability matrix.
. .
Thus, we can say that the time-varying pair (W s , E i ) is a kind of structurally observable system. Since the matrix W p has |S i | columns, we conclude that the observability matrix for the pair (W s , E i ) will take at most T (|S i | − deg i −1) + 1 time-steps to become full column rank. Node i can therefore obtain necessary information of initial conditions from the outputs of the system over at most T (|S i | − deg i −1) + 1 time-steps to perform the function calculation.
Remark 4.1
The above theorem gives a conservative condition. If we use G p directly, it is possible to obtain a necessary and sufficient condition to perform the functional calculation. However, in this case, it is difficult to check the condition from the resultant product graph, hence we need much more computation burden. This is the reason why we use G u though it gives us a sufficient condition.
Note that, the design of the required distributed function calculation of the switching topology network consists of two steps. First, we can examine the possibility of a large scale network whether one can perform the function calculation or not through checking the graph connectedness. If the graph is connected, we proceed to the second step by calculating the observability matrix in order to obtain the initial node values. There is no doubt that the second step requires higher computational complexities for both G p and G u . It is much easier to check the connectivity through the graph topology of G u . Hence we can check the feasibility of distributed function calculation easily even for large scale network systems. This is an important advantage of Theorem 4.1.
On the other hand, the upper bound on the number of timesteps proposed in the Theorem 4.1 also depends on the sequence of the switched graphs in one switching period. In order to determine the sequence for the upper bound case, let σ i be a set of all nodes that are not a neighbor to node i which can be computed as |σ i | = N − deg i −1. Since it takes one timestep for a value to propagate along an edge, the upper bound time-steps can be achieved by allowing only the T -th sequence of graph (in G T −1 ) consists of at least one connected edge between x j ∈ σ i and x j ∈ N i in one switching period T . Then, we can guarantee that node i requires at most T |σ i | + 1 timesteps in order to obtain necessary information and performs the function calculation. While, a lower bound on the number of time-steps required by node i can be obtained as follows. For every switching period, let each node in σ i have at least an edge to any x j ∈ N i . Since every propagation of value along an edge takes one time-step, it will take at least |σ i | + 1 time-steps before node i is able to obtain node j s value, and thus a lower bound on the number of time-steps required for the function calculation by node i is |σ i | + 1. In particular, if every node j is a neighbor to node i, then node i will take exactly one timestep to calculate its desired function (since the lower bound and upper bound coincide in this case).
Next we focus on finding the linear functional that is calculable by node i. Redefine the previous lemma in [20] , we produce the next lemma for the case of switching topology network. 
Proof Consider the linear iteration in (1) and its dynamical system seen from the perspective of node i in (3). For every T , the set of all values seen by node i after M i + 1 can be generated using the linear iterative strategy. Then, we can obtain the row space of O i,M i which characterizes the set of all calculable linear functionals for node i up to time-step of M i . Suppose that the row space of the matrix Q is contained in the row space of O i,M i . Then, we can express it as
and one can find a matrix Γ i such that
Thus, node i can easily compute Qx[0] as a linear combination of the outputs of the switching network topology after running the linear iteration in (1) and can be represented as
This concludes the proof.
Example
In this section, we demonstrate the validity of the theorem through a numerical example. Consider the switching topology network in Fig. 1 with the switching period, T = 3. Each graph is switched periodically in the following sequence
... The chosen sequence which consists of weakly connected graph will cause the linear iteration to produce at most M i + 1 time-steps. Each node does not know the entire switching topology, but they know that there are N = 4 nodes in this system. In this example, edges and self weights are uniformly distributed in the interval [−4,4] . These weights are shown in Fig. 1 , and produce the sequence of weight matrix as follows:
As stated in Theorem 4.1, it is possible to perform a function calculation when the corresponding union graph of the switching networks is connected. The union graph in this example is given as Fig. 2 . Since there is a path from each node to the other nodes in the union graph, it turns out from Theorem 4.1 that using the linear iterative strategy, the nodes can obtain the values x j [0], 1 ≤ j ≤ 4 for almost any choice of weights. This can be verified from Lemma 4.2 where the matrix Q will be in the row space of the observability matrix. Then, the nodes can compute an arbitrary function calculation.
Next, we show a numerical example on how we obtain the initial values of all nodes using the linear iterative strategy. Consider node 1 to perform an arbitrary function calculation and we assume node 2 is always a neighbor of node 1 as shown in Fig. 1 for every k to produce a time-invariant matrix E 1 which is given by 
Then, the outputs of the system can be generated as y 1 [6] . Now that node 1 can reconstruct the initial values by multiplying the generated output with the matrix Γ 1 as shown below
Next, these values can be used to perform an arbitrary function calculation. All other nodes calculate the function in the same distributed fashion and the switching topology network reaches consensus in seven time-steps. This example has demonstrated that if the union graph of the switching network is connected, then the nodes can easily obtain all the initial values of other nodes to perform the function calculation. Notice that the chosen sequence of the weakly connected graph in Fig. 1 is purposely designed to produce the upper bound of finite-time convergence. Specifically, this can be easily achieved by allowing only the final sequence G 2 consists of a balanced directed edge between node 4 (which is a member of σ 1 ) and 2 (which is a neighbor of node 1). Then, we can guarantee that the proposed sequence in this example will produce at most T σ 1 + 1 = 7 time-steps to receive all information of the initial values before performing the function calculation.
Conclusion
In this paper, a sufficient condition for distributed general function calculation over switching topology networks has been presented. In our periodic setting, the nodes can perform any function calculation of the initial node values in a finite number of time-steps if the union graph is connected. One possible directions for future research would be to extend the obtained results to the case of robust distributed function calculation against malicious nodes, communications time-delays, system uncertainties and noisy measurements. 
