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Abstract
This paper introduces a novel framework for combin-
ing scientific knowledge of physics-based models with
neural networks to advance scientific discovery. This
framework, termed as physics-guided neural network
(PGNN), leverages the output of physics-based model
simulations along with observational features to gen-
erate predictions using a neural network architecture.
Further, this paper presents a novel framework for us-
ing physics-based loss functions in the learning objective
of neural networks, to ensure that the model predic-
tions not only show lower errors on the training set but
are also scientifically consistent with the known physics
on the unlabeled set. We illustrate the effectiveness of
PGNN for the problem of lake temperature modeling,
where physical relationships between the temperature,
density, and depth of water are used to design a physics-
based loss function. By using scientific knowledge to
guide the construction and learning of neural networks,
we are able to show that the proposed framework en-
sures better generalizability as well as scientific consis-
tency of results.
1 Introduction
Data science has become an indispensable tool for
knowledge discovery in the era of big data, as the
volume of data continues to explode in practically every
research domain. Recent advances in data science
such as deep learning have been immensely successful
in transforming the state-of-the-art in a number of
commercial and industrial applications such as natural
language translation and image classification, using
billions or even trillions of data samples. In light of these
advancements, there is a growing anticipation in the
scientific community to unlock the power of data science
methods for accelerating scientific discovery [1, 4, 8, 19].
However, a major limitation in using “black-box”
data science models, that are agnostic to the underly-
ing scientific principles driving real-world phenomena,
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Figure 1: A schematic representation of physics-guided
neural networks in the context of other knowledge
discovery approaches that either use physics or data.
The X-axis measures the use of data while the Y -axis
measures the use of scientific knowledge.
is their sole dependence on the available labeled data,
which is often limited in a number of scientific prob-
lems. In particular, a black-box data science model for
a supervised learning problem can only be as good as
the representative quality of the labeled data that it is
fed with. When the size of both the training and test
sets are small, it is easy to learn spurious relationships
that look deceptively good on both training and test
sets (even after using standard methods for model eval-
uation such as cross-validation), but do not generalize
well outside the available labeled data. A more seri-
ous concern with black-box applications of data science
models is the lack of scientific consistency of its predic-
tions with respect to the known laws of physics. Hence,
even if a black-box model achieves somewhat more ac-
curate performance but lacks the ability to adhere to
mechanistic understandings of the underlying physical
processes, it cannot be used as a basis for subsequent
scientific developments.
On the other end of the spectrum, physics-based
models, which are founded on core scientific princi-
ples, strive to advance our understanding of the physical
world by learning explainable relationships between in-
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put and output variables. These models have been the
cornerstone of knowledge discovery in a wide range of
scientific and engineering disciplines. There are two ba-
sic forms in which physical knowledge is generally avail-
able: (a) as physics-based rules or equations that dic-
tate relationships between physical variables, and (b) in
the form of numerical models of complex physical sys-
tems, e.g., simulations of dynamical systems that are
heavily used in computational chemistry, fluid dynam-
ics, climate science, and particle physics. While these
models have significantly advanced our understanding
of the physical universe, they are limited in their abil-
ity to extract knowledge directly from data and are
mostly reliant only on the available physics. For ex-
ample, many physics-based models use parameterized
forms of approximations for representing complex phys-
ical processes that are either not fully understood or
cannot be solved using computationally tractable meth-
ods. Calibrating the parameters in physics-based mod-
els is a challenging task because of the combinatorial
nature of the search space. In particular, this can re-
sult in the learning of over-complex models that lead to
incorrect insights even if they appear interpretable at
a first glance. For example, these and other challenges
in modeling hydrological processes using state-of-the-
art physics-based models were the subject of a series
of debate papers in Water Resources Research (WRR)
[5, 9, 12]. The dichotomy between physics-based mod-
els and black-box neural network models is schemati-
cally depicted in Figure 1, where they both occupy the
two extreme ends of knowledge discovery, either relying
only on the data (black-box neural networks) or only on
scientific knowledge (physics-based models).
In this paper, we introduce a novel framework of
knowledge discovery in scientific problems that com-
bines the power of neural networks with physics-
based models, termed as physics-guided neural networks
(PGNN). There are two primary contributions of this
work. First, we present an approach to create hybrid
combinations of physics-based models and neural net-
work architectures to make full use of both physics and
data. Second, we present a novel framework for training
neural network architectures using the knowledge con-
tained in physics-based equations, to ensure the learning
of physically consistent solutions. To demonstrate the
framework of PGNN, we consider the illustrative prob-
lem of modeling the temperature of water in a lake at
varying depths and times, using input drivers as well
as physics-based model simulations. For this problem,
we exploit a key physical relationship between the tem-
perature, density, and depth of water in the form of
physics-based loss function.
The remainder of this paper is organized as follows.
𝒇𝑯𝑷𝑫
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Figure 2: A schematic illustration of a hybrid-physics-
data (HPD) model, where the output of a physics-based
model, YPHY , is used as another feature in the data
science model, along with the drivers.
Section 2 presents the generic framework of physics-
guided neural networks that can be applied in any do-
main with some availability of scientific knowledge. Sec-
tion 3 presents the specific PGNN formulation for the
illustrative problem of lake temperature modeling. Sec-
tion 4 describes the evaluation procedure and presents
experimental results, while Section 5 provides conclud-
ing remarks.
2 Physics-guided Neural Networks
In this section, we describe the generic framework
of physics-guided neural networks (PGNN) that in-
volves two key steps: (a) creating hybrid combinations
of physics-based models and neural networks, termed
hybrid-physics-data (HPD) models, and (b) using sci-
entific knowledge as physics-based loss functions in the
learning objective of neural networks, as described in
the following.
2.1 Constructing Hybrid-Physics-Data Models
Consider a predictive learning problem where we are
given a set of input drivers, D, that are physically re-
lated to a target variable of interest, Y . A standard
approach is to train a data science model, e.g., a neu-
ral network, fNN : D → Y , over a set of training in-
stances, which can then be used to produce estimates of
the target variable, Yˆ . Alternatively, we can also use a
physics-based numerical model, fPHY : D→ Y , to sim-
ulate the value of the target variable, YPHY , given its
physical relationships with the input drivers. Analogous
to the process of training, physics-based models often
require “calibrating” their model parameters using ob-
servational data—a process that is both time-consuming
and label-expensive. Furthermore, YPHY may provide
an incomplete representation of the target variable due
to simplified or missing physics in fPHY , thus result-
ing in model discrepancies w.r.t. observations. Hence,
the basic goal of HPD modeling is to combine fPHY and
fNN so as to overcome their complementary deficiencies
and leverage information in both physics and data.
One simple way for combining fPHY and fNN is to
use the simulated outputs of the physics-based model,
YPHY , as another input in the data science model
(neural network) along with the drivers, D. This results
in the following HPD model:
fHPD : X = [D, YPHY ]→ Y,
which is schematically illustrated in Figure 2. In this
setup, notice that if the physics-based model is accurate
and YPHY perfectly matches with observations of Y ,
then the HPD model can learn to predict Yˆ = YPHY .
However, if there are systematic discrepancies (biases)
in YPHY , then fHPD can learn to complement them
by extracting complex features from the space of input
drivers and thus reducing our knowledge gaps.
2.2 Using Physics-based Loss Functions A stan-
dard approach for training the HPD model described in
Figure 2 is to minimize the empirical loss of its model
predictions, Yˆ , on the training set, while maintaining
low model complexity as follows:
(2.1) arg min
f
Loss(Yˆ , Y ) + λ R(f),
where R(.) measures the complexity of a model and λ is
a trade-off hyper-parameter. However, the effectiveness
of any such training procedure is limited by the size of
the labeled training set, which is often small in many
scientific problems. In particular, there is no guarantee
that model trained by minimizing Equation 2.1 will
produce results that are consistent with our knowledge
of physics. Hence, we introduce physics-based loss
functions to guide the learning of data science models
to physically consistent solutions as follows.
Let us denote the physical relationships between the
target variable, Y , and other physical variables, Z using
the following equations:
G(Y,Z) = 0,
H(Y,Z) ≤ 0.(2.2)
Note that G and H are generic forms of physics-based
equations that can either involve algebraic manipula-
tions of Y and Z (e.g., in the laws of kinematics), or their
partial differentials (e.g., in the Navier–Stokes equation
for studying fluid dynamics or in the Schro¨dinger equa-
tion for studying computational chemistry). One way
to measure if these physics-based equations are being
violated in the model predictions, Yˆ , is to evaluate the
following physics-based loss function:
(2.3) Loss.PHY (Yˆ ) = ||G(Yˆ ,Z)||2+ReLU (H(Yˆ ,Z)),
where ReLU(.) denotes the rectified linear unit function.
Since Loss.PHY does not require actual observations
of the target variable, Y , it can be evaluated even on
unlabeled data instances, in contrast to traditional loss
functions. The complete learning objective of PGNN
involving Loss.PHY can then be stated as:
(2.4) arg min
f
Loss(Yˆ , Y )︸ ︷︷ ︸
Empirical Error
+ λ R(f)︸ ︷︷ ︸
Structural Error
+
λPHY Loss.PHY (Yˆ )︸ ︷︷ ︸
Physical Inconsistency
,
where λPHY is the hyper-parameter that decides
the relative importance of minimizing physical incon-
sistency compared to the empirical loss and the model
complexity. Since the known laws of physics are as-
sumed to hold equally well for any unseen data instance,
ensuring physical consistency of model outputs as a
learning objective in PGNN can help in achieving better
generalization performance even when the training data
is small and not fully representative. Additionally, the
output of a PGNN model can also be interpreted by a
domain expert and ingested in scientific workflows, thus
leading to scientific advancements.
There are several optimization algorithms that can
be used for minimizing Equation 2.4, e.g., the stochastic
gradient descent (SGD) algorithm and its variants that
have found great success in training deep neural net-
works. In particular, the gradients of Loss.PHY w.r.t
model parameters can be easily computed using the au-
tomatic differentiation procedures available in standard
deep learning packages. This makes neural networks
a particularly suited choice for incorporating physics-
based loss functions in the learning objective of data
science models.
3 PGNN for Lake Temperature Modeling
In this section, we describe our PGNN formulation for
the illustrative problem of modeling the temperature of
water in lakes. In the following, we first provide some
background information motivating the problem of lake
temperature modeling, and then describe our PGNN
approach.
3.1 Background: Lake Temperature Modeling
The temperature of water in a lake is known to be an
ecological “master factor” [10] that controls the growth,
survival, and reproduction of fish (e.g., [17]). Warm-
ing water temperatures can increase the occurrence of
aquatic invasive species [15, 18], which may displace fish
and native aquatic organisms, and result in more harm-
ful algal blooms (HABs) [6, 13]. Understanding tem-
Figure 3: A pictorial description of the physical pro-
cesses governing the dynamics of temperature in a lake.
Figure courtesy: [7]. (Note: Figures in this paper are
best viewed in color.)
perature change and the resulting biotic “winners and
losers” is timely science that can also be directly applied
to inform priority action for natural resources. Accurate
water temperatures (observed or modeled) are critical to
understanding contemporary change, and for predicting
future thermal for economically valuable fish.
Since observational data of water temperature at
broad spatial scales is incomplete (or non-existent in
some regions) high-quality temperature modeling is
necessary. Of particular interest is the problem of
modeling the temperature of water at a given depth1,
d, and on a certain time, t. This problem is referred to
as 1D-modeling of temperature (depth being the single
dimension). A number of physics-based models have
been developed for studying lake temperature, e.g., the
state-of-the-art general lake model (GLM) [7]. This
model captures a variety of physical processes governing
the dynamics of temperature in a lake, e.g., the heating
of the water surface due to incoming shortwave radiation
from the sun, the attenuation of radiation beneath the
surface and the mixing of layers with varying energies
at different depths, and the dissipation of heat from
the surface of the lake via evaporation or longwave
radiation, shown pictorially in Figure 3. We use GLM
as our preferred choice of physics-based model for lake
temperature modeling.
The GLM has a number of parameters (e.g., param-
eters related to vertical mixing, wind energy inputs, and
water clarity) that needs to be custom-calibrated for
each lake if some training data is available. The basic
idea behind these calibration steps is to run the model
for each possible combination of parameter values and
select the one that has maximum agreement with the
1Depth is measured in the direction from the surface of the
water to the lake bottom.
observations. Because this step of custom-calibrating is
both labor- and computation-intensive, there is a trade-
off between increasing the accuracy of the model and
expanding the feasability of study to a large number of
lakes.
3.2 Proposed PGNN Formulation We consider
the physical variables governing the dynamics of lake
temperature at every depth and time-step as the set
of input drivers, D. This includes meteorological
recordings at the surface of water such as the amount
of solar radiation at different wavelengths, wind speed,
and air temperature, as well as the value of depth and
the day of the year. To construct an HPD model of
the type shown in Figure 2, we use simulations of lake
temperature from the GLM, YPHY , along with the input
drivers D at every depth and time-step to obtain the
augmented set of features,
X = [D, YPHY ].
We adopt a basic multi-layer perceptron architec-
ture to regress the temperature, Y , on any given depth
and time, using X. For a fully-connected network with
L hidden layers, this amounts to the following modeling
equations relating the input features, x, to its target
prediction, yˆ:
z1 = W
T
1 x + b1(3.5)
zi = W
T
i ai−1 + bi ∀ i = 2 to L(3.6)
ai = f(zi) ∀ i = 1 to L(3.7)
yˆ = wTL+1aL + bL+1(3.8)
where (W,b) = {(Wi,bi)}L+11 represents the set of
weight and bias parameters across all hidden and output
layers, and f is the activation function used at the
hidden layers. We use the mean squared error as our
choice of loss function and L1 and L2 norms of network
weights, W as regularization terms in Equation 2.1 as
follows:
Loss(Yˆ , Y ) =
1
n
n∑
i=1
(yi − yˆi)2,(3.9)
λ R(W) = λ1||W||1 + +λ2||W||2,(3.10)
where {x, y}n1 is the set of training instances.
To incorporate the knowledge of physics as a loss
function in the training of neural networks, we employ
a key physical relationship between the temperature,
density, and depth of water as our physics-based equa-
tion (Equation 2.2). In the following, we introduce the
two key components of this physical relationship and de-
scribe our approach for using it to ensure the learning
of physically consistent results.
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Figure 4: Plots of physical relationships between tem-
perature, density, and depth of water that serve as the
basis for introducing physical consistency in PGNN.
3.2.1 Temperature–Density Relationship: The
temperature, Y , and density, ρ, of water are non-linearly
related to each other according to the following known
physical equation [11]:
(3.11)
ρ = 1000×
(
1− (Y + 288.9414)× (Y − 3.9863)
2
508929.2× (Y + 68.12963)
)
Figure 4(a) shows a plot of this relationship between
temperature and density, where we can see that water
is maximally dense at 4◦Celsius (due to the hydrogen
bonding between water molecules)2. Given the temper-
ature predictions of a model, Yˆ [d, t], at depth, d, and
time-step, t, we can use Equation 3.11 to compute the
corresponding density prediction, ρˆ[d, t].
3.2.2 Density–Depth Relationship: The density
of water monotonically increases with depth as shown
2This simple fact is responsible for the sustenance of all forms
of aquatic life on our planet, as water at 4◦C moves down to the
bottom and stops the freezing of lakes and oceans.
in the example plot of Figure 4(b), since denser water
is heavier and goes down to the bottom of the lake.
Formally, the density of water at two different depths,
d1 and d2, on the same time-step, t, are related to each
other in the following manner:
(3.12) ρ[d1, t]− ρ[d2, t] ≤ 0 if d1 < d2.
To ensure that this physics-based equation is upheld
in the temperature predictions of a physics-based model,
Yˆ , we can construct a physics-based loss function as
follows. Let us consider an unlabeled data set of input
features on a regular grid of nd depth values and nt
time-steps. On any pair of consecutive depth values, di
and di+1 (di < di+1), we can compute the difference in
the density estimates of a model on time-step t as
(3.13) ∆[i, t] = ρˆ[di, t]− ρˆ[di+1, t]
A positive value of ∆[i, t] can be viewed as a violation
of the physics-based equation 3.12 on depth di and time
t. This can be evaluated as a non-zero occurrence of
ReLU(∆[di, t]). Hence, we can consider the mean of all
physical violations across every consecutive depth-pair
and time-step as our physics-based loss function:
(3.14)
PHY .Loss(Yˆ ) =
1
nt(nd − 1)
nt∑
t=1
nd−1∑
i=1
ReLU(∆[i, t]).
Using this physics-based loss along with the empirical
loss (Equation 3.9) and regularization terms (Equation
3.10) in the learning objective (Equation 2.4), we ob-
tain our complete PGNN formulation. Note that in our
particular problem of lake temperature modeling, even
though the neural network is being trained to improve
its accuracy on the task of predicting water tempera-
tures, the use of physics-based loss function ensures that
the temperature predictions also translate to consistent
relationships between other physical variables, namely
density and depth, thus resulting in a wholesome solu-
tion to the physical problem.
4 Evaluation
4.1 Data We consider two example lakes to demon-
strate the effectiveness of our PGNN framework for lake
temperature modeling, lake Mille Lacs in Minnesota,
USA, and lake Mendota in Wisconsin, USA. Both these
lakes are reasonably large (536 km2 and 40 km2 in area,
respectively) and show sufficient dynamics in the tem-
perature profiles across depth over time, making them
interesting test cases for analyses. Observations of lake
temperature were collated from a variety of sources in-
cluding Minnesota Department of Natural Resources
and a web resource that collates data from federal and
Input Drivers
1 Day of Year (1 – 366)
2 Depth (in m)
3 Short-wave Radiation (in W/m2)
4 Long-wave Radiation (in W/m2)
5 Air Temperature (in ◦C)
6 Relative Humidity (0 – 100 %)
7 Wind Speed (in m/s)
8 Rain (in cm)
9 Growing Degree Days [14]
10 Is Freezing (True or False)
11 Is Snowing (True or False)
Table 1: Input drivers for lake temperature modeling.
state agencies, academic monitoring campaigns, and cit-
izen data [16]. These temperature observations vary in
their distribution across depths and time, with some
years and seasons being heavily sampled, while other
time periods having little to no observations.
The overall data for lake Mille Lacs comprised of
7,072 temperature observations from 17 June 1981 to 01
Jan 2016, and the overall data for Mendota comprised
of 13,543 temperature observations from 30 April 1980
to 02 Nov 2015. For each observation, we used a set
of 11 meteorological drivers as input variables, listed
in Table 1. While many of these drivers were directly
measured, we also used some domain-recommended
ways of constructing derived features such as Growing
Degree Days [14]. We used the General Lake Model
(GLM) [7] as the physics-based approach for modeling
lake temperature in our experimental studies. The GLM
uses the drivers listed in Table 1 as input parameters
and balances the energy and water budget of lakes
or reservoirs on a daily or sub-daily timestep. It
performs a 1D modeling (along depth) of a variety of
lake variables (including water temperature) using a
vertical Lagrangian layer scheme.
Apart from the labeled set of data instances where
we have observations of temperature, we also considered
a large set of unlabeled instances (where we do not have
temperature observations) on a regular grid of depth
values at discrete steps of 0.5m, and on a daily time-
scale from 02 April 1980 to 01 Jan 2016 (amounting
to 13,058 dates). We ran the GLM model on the
unlabeled instances to produce YPHY along with the
input drivers D at every unlabeled instance. Ignoring
instances with missing values, this amounted to a total
of 299,796 unlabeled instances in lake Mille Lacs and
662,781 unlabeled instances in lake Mendota.
4.2 Experimental Design We considered contigu-
ous windows of time to partition the labeled data set
into training and test splits, to ensure that the test set
is indeed independent of the training set and the two
data sets are not temporally auto-correlated. In par-
ticular, we chose the center portion of the overall time
duration for testing, while the remainder time periods
on both ends were used for training. For example, to
construct a training set of n instances, we chose the me-
dian date in the overall data and kept on adding dates
on both sides of this date for testing, till the number
of observations in the remainder time periods became
less than or equal to n. Using this protocol, we con-
structed training sets of size n = 3000 for both lake
Mille Lacs and lake Mendota, which were used for cal-
ibrating the physics-based model, PHY, on both lakes.
We used the entire set of unlabeled instances for evalu-
ating the physics-based loss function on every lake.
All neural network models used in this paper were
implemented using the Keras package [2] using Tensor-
flow backend. We used the AdaDelta algorithm [20] for
performing stochastic gradient descent on the model pa-
rameters of the neural network. We used a batch size of
1000 with maximum number of epochs equal to 10,000.
To avoid over-fitting, we employed an early stopping
procedure using 10% of the training data for validation,
where the value of patience was kept equal to 500. We
also performed gradient clipping (for gradients with L2
norm greater than 1) to avoid the problem of explod-
ing gradients common in regression problems (since the
value of Y is unbounded). We standardized each di-
mension of the input attributes to have 0 mean and 1
standard deviation, and applied the same transforma-
tion on the test set. The fully-connected neural network
architecture comprised of 3 hidden layers, each with 12
hidden nodes. The value of hyper-parameters λ1 and
λ2 (corresponding to the L1 and L2 norms of network
weights, respectively) were kept equal to 1 in all exper-
iments conducted in the paper, to demonstrate that no
special tuning of hyper-parameters was performed for
any specific problem. The value of the hyper-parameter
λPHY corresponding to the physics-based loss function
was kept equal to std(Y 2)/std(ρ), to factor in the dif-
ferences in the scales of the physics-based loss function
and the mean squared error loss function. We used uni-
formly random initialization of neural network weights
from 0 to 1. Hence, in all our experiments, we report
the mean and standard deviation of evaluation metrics
of every neural network method over 50 runs, each run
involving a different random initialization.
4.3 Baseline Methods and Evaluation Metrics
We compared the results of PGNN with the following
baseline methods:
• PHY: The GLM models calibrated on the training
sets of size n = 3000 for both lakes were used as
the physics-based models, PHY.
• Black-box Models: In order to demonstrate the
value in incorporating the knoweldge of physics
with data science models, we consider three stan-
dard non-linear regression models: support vec-
tor machine (SVM) with radial basis function
(RBF) kernel, least squares boosted regression trees
(LSBoost), and the neural network (NN) model.
All of these models were trained to predict temper-
ature using the same set of input drivers as PGNN,
but without using any knowledge of physics (either
in the form of model simulations or as physics-based
loss functions).
• PGNN0: In order to understand the contribu-
tion of the physics-based loss function in PGNN,
we consider an intermediate product of our frame-
work, PGNN0, as another baseline, which uses the
hybrid-physics-data modeling setup described in
Figure 2, but does not use the physics-based loss
function in its learning objective (Equation 2.1).
Hence, PGNN0 differs from black-box models in
its use of physics-based model simulations as input
attributes, and differs from PGNN in its use of a
purely data-driven learning objective.
We considered the following evaluation metrics for
comparing the performance of different algorithms:
• RMSE: We use the root mean squared error
(RMSE) of a model on the test set as an estimate
of its generalization performance. The units of this
metric are in ◦C.
• Physical Inconsistency: Apart from ensuring
generalizability, a key contribution of PGNN is to
ensure the learning of physically consistent model
predictions. Hence, apart from computing the
RMSE of the model on the test set, we also
compute the fraction of time-steps where the model
makes physically inconsistent predictions (i.e., the
density-depth relationship stated in Equation 3.12
is violated). We report this fraction as the physical
inconsistency measure. Note that this measure
does not require actual observations, and hence,
we compute this measure over the plentifully large
unlabeled data set.
4.4 Results Figure 5 provides a summary of the
performance of different methods for modeling lake
temperature on the two example lakes, Mille Lacs
and Mendota. The X-axis in these plots represents
the physical inconsistency of a model, while the Y -
axis represents the RMSE of the model predictions
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(b) Results on Lake Mendota
Figure 5: Scatter plots showing test RMSE values (Y -
axis) and physical inconsistency (X-axis) of compara-
tive methods.
w.r.t. observations on the test set. We also show
the standard deviation around the evaluation metrics
of neural network-based methods (i.e., PGNN, PGNN0,
and NN), since we used random initialization of network
weights for every one of the 50 runs.
For lake Mille Lacs, we can see from Figure 5(a)
that the test RMSE of the physics-based model, PHY,
is 1.69. If we use black-box data science models
such as SVM and LSBoost, that try to learn non-
linear relationships between drivers and temperature
directly without using physics, we would end up with
a test RMSE that is even higher than that of PHY.
Further, they also show high physical inconsistency
in their model predictions (greater than 0.8). If we
instead use a black-box NN model that learns non-linear
compositions of features from the space of input drivers,
we can achieve a test RMSE of 1.18 that is significantly
lower than that of PHY. This provides evidence of the
information contained in the driver data, which if used
effectively, can help in closing the knowledge gaps of
PHY. However, this improvement in RMSE comes at
the cost of a large value of physical inconsistency in
the model predictions of NN (almost 73% of the time-
steps have inconsistent density-depth relationships in
its predictions). This makes NN unfit for use in the
process of scientific discovery, because although it is
able to somewhat improve the predictions of the target
variable (i.e. temperature), it is incurring large errors
in capturing the physical relationships of temperature
with other variables, leading to non-meaningful results.
If we use the output of the physics-based model
along with the drivers as inputs in the PGNN0 model,
we can achieve an even lower value of test RMSE than
that of NN. This is because the output of PHY (al-
though with a high RMSE) contains vital physical infor-
mation about the dynamics of lake temperature, which
when coupled with powerful data science frameworks
such as neural networks, can result in major improve-
ments in RMSE. However, the results of PGNN0 are still
physically inconsistent for roughly 72% of the time. In
contrast, it is only by the use of physics-based loss func-
tions in PGNN that we can not only achieve an RMSE
of 0.73, but also substantially lower value of physical in-
consistency (close to 0). To appreciate the significance
of a drop in RMSE of 0.96◦C, note that a lake-specific
calibration approach that produced a median RMSE of
1.47◦C over 28 lakes is considered to be the state-of-
the-art in the field [3]. By being accurate as well as
physically consistent, PGNN provides an opportunity to
produce physically meaningful analyses of lake temper-
ature dynamics that can be used in subsequent scientific
studies.
A similar summary of results can also be obtained
from Figure 5(b) for lake Mendota. We can see that
the test RMSE of the physics-based model in this
lake is 2.77, which is considerably higher than that
of Mille Lacs. This shows the complex nature of
temperature dynamics in Mendota which is ineffectively
being captured by PHY. The average test RMSE scores
of NN and PGNN0 on this lake are 2.07 and 1.93,
respectively. On the other hand, PGNN is able to
achieve an average RMSE of 1.79, while being physically
consistent. This is a demonstration of the added value
of using physical consistency in the learning objective
of data science models for improving generalization
performance.
4.4.1 Effect of Varying Training Size We next
demonstrate the effect of varying the size of the training
set on the performance of PGNN, in comparison with
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Figure 6: Effect of varying training size on the perfor-
mance of different methods on lake Mille Lacs.
other baseline methods. Figure 6 shows the variations
in the test RMSE and physical inconsistency of different
methods on lake Mille Lacs, as we vary the training size
from 3000 to 800. We can see from Figure 6(a) that the
test RMSE values of all data science methods increase as
we reduce the training size. For example, the test RMSE
of the black-box model, NN, can be seen to over-shoot
the test RMSE of the physics-based model for training
sizes smaller than 1500. On the other hand, both PGNN
and PGNN0 show a more gradual increase in their test
RMSE values on reducing training size. In fact, the
PGNN can be seen to provide smaller RMSE values
than all baseline methods, especially at training sizes
of 1250 and 1500. This is because the use of physics-
based loss function ensures that the learned PGNN
model is consistent with our knowledge of physics and
thus is not spurious. Such a model thus stands a
better chance at capturing generalizable patterns and
avoiding the phenomena of over-fitting, even after being
trained with limited number of training samples. If
we further reduce the training size to 800, the results
of PGNN and PGNN0 become similar because there is
not much information left in the data that can provide
improvements in RMSE.
While the lower RMSE values of PGNN is promis-
ing, the biggest gains in using PGNN arise from its
drastically lower values of physical inconsistency as com-
pared to other data science methods, as shown in Figure
6(b), even when the training sizes are small. Note that
the results of PGNN are physically consistent across all
time-steps, while PGNN0 and NN violate the density-
depth relationship more than 50% of time-steps on an
average. We can also see that PHY has an almost zero
value of physical inconsistency, since it is inherently de-
signed to be physically consistent.
4.4.2 Analysis of Results To provide a deeper in-
sight into the results produced by competing methods,
we analyze the predictions of lake temperature produced
by a model as follows. As described previously, any esti-
mate of temperature can be converted to its correspond-
ing density estimate using the physical relationship be-
tween temperature and density represented in Equation
3.11. Hence, on any given time-step, we can produce a
profile of density estimates at varying values of depth
for every model, and match it with the density estimates
of observed temperature on test instances. Visualizing
such density profiles can help us understand the varia-
tions in model predictions across depth, in relationship
to test observations. Some examples of density profiles
on different dates in lake Mille Lacs and Mendota are
provided in Figure 7, where the X-axis represents esti-
mated density, and the Y -axis represents depth.
In the density profiles of different algorithms on lake
Mille Lacs in Figure 7(a), we can see that the density
estimates of PHY are removed from the actual obser-
vations by a certain amount, indicating a bias in the
physics-based model. All three data science methods,
NN, PGNN0, and PGNN, attempt to compensate for
this bias by shifting their density profiles closer to the
actual observations. On the three depth values where
we have observations, we can see that both PGNN
and PGNN0 show lower discrepancy with observations
as compared to PHY. In fact, the density profile of
PGNN matches almost perfectly with the observations,
thus demonstrating the value in using physics-based loss
function for better generalizability. However, the most
striking insight from Figure 7(a) is that although the
density estimate of PGNN0 is reasonably close to the
three observations (thus indicating a low value of test
RMSE), the density estimates soon start showing phys-
ically inconsistent patterns as we move lower in depth
beyond the observations. In particular, the density es-
timates of PGNN0 start decreasing as we increase the
depth beyond 6m. This is a violation of the monotonic
relationship between density and depth as illustrated
in Figure 4(b). The presence of such physical inconsis-
tencies reduces the usefulness of a model’s predictions
in scientific analyses, even if the model shows low test
RMSE. In contrast, the predictions of PGNN, while be-
ing closer to the actual observations, are always consis-
tent with the monotonic relationship between density
and depth.
Figure 7(b) shows another example of density pro-
files on a different date in lake Mendota. We can see
that PGNN is again able to improve upon PHY and
produce density estimates that are closest to the ob-
servations. On the other hand, both PGNN0 and NN
shows large discrepancies with respect to the actual ob-
servations. This is because of the complex nature of
relationships between the drivers and the temperature
in lake Mendota that are difficult to be captured with-
out the use of physical relationships in the learning of
neural networks. Additionally, the model predictions
of PGNN0 can be seen to violate the physical relation-
ship between density and depth (density estimates of
PGNN0 decrease as we increase the depth from 10m to
12m), thus further reducing our confidence in PGNN0
representing physically meaningful results.
5 Conclusions and Future Work
This paper presented a novel framework for learning
physics-guided neural networks (PGNN), by using the
outputs of physics-based model simulations as well as
by leveraging physics-based loss functions to guide the
learning of neural networks to physically consistent solu-
tions. By anchoring neural network methods with scien-
tific knowledge, we are able to show that the proposed
framework not only shows better generalizability, but
also produces physically meaningful results in compari-
son to black-box data science methods.
We anticipate this paper to be a stepping stone in
the broader theme of research on using physics-based
learning objectives in the training of data science mod-
els. While the specific formulation of PGNN explored
in this paper was developed for the example problem of
modeling lake temperature, similar developments could
be explored in a number of other scientific and engineer-
ing disciplines where known forms of physical relation-
ships can be exploited as physics-based loss functions.
This paper paves the way towards learning neural net-
works by not only improving their ability to solve a
given task, but also being cognizant of the physical re-
lationships of the model outputs with other tasks, thus
producing a more holistic view of the physical problem.
There are a number of directions of future research
that can be explored as a continuation of this work.
First, for the specific problem of lake temperature mod-
eling, given the spatial and temporal nature of the prob-
lem domain, a natural extension would be to exploit the
spatial and temporal dependencies in the test instances,
e.g., by using recurrent neural network based architec-
tures. Second, the analysis of the physically consistent
model predictions produced by PGNN could be used
to investigate the modeling deficiencies of the baseline
physics-based model in detail. Third, while this paper
presented a simple way of constructing hybrid-physics-
data (HPD) models where YPHY was ingested as an
input in the data science model, more complex ways of
constructing HPD models where the physics-based and
data science components are tightly coupled need to be
explored. Fourth, theoretical analyses studying the im-
pact of introducing physics-based loss functions on the
sample complexity or convergence guarantees need to
be investigated. Fifth, the research direction of PGNN
can be complemented with other related efforts on pro-
ducing interpretable data science results. In particular,
the use of physics-based equations for interpreting the
results of data science methods needs to be explored.
Finally, while this paper explored the use of physical re-
lationships between temperature, density, and depth of
water in the learning of multi-layer perceptrons, other
forms of physical relationships in different neural net-
work models can be explored as future work. Of partic-
ular value would be to develop generative models that
are trained to not only capture the structure in the unla-
beled data, but are also guided by physics-based models
to discover and emulate the known laws of physics. The
paradigm of PGNN, if effectively utilized, could help
in combining the strengths of physics-based and data
science models, and opening a novel era of scientific dis-
covery based on both physics and data.
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Figure 7: Density profiles of varying algorithms on
different dates in lake Mille Lacs (Figure 7(a)) and
Mendota (Figure 7(b)).
