We improve the Gagliardo-Nirenberg inequality
Introduction
Being able to control the L p norm of some function for large p by an L q norm with smaller q can often be useful. If one can 'invest' some boundedness information on the gradient, this is indeed possible, as the Gagliardo-Nirenberg inequality ( [13, 14, 25] ) asserts:
for every function ϕ ∈ L q (R n ) ∩ W 1,r (R n ) and with θ = ( n q − n p )/(1 + n q − n r ) ∈ [0, 1]. This inequality is frequently used in the analysis of PDEs (see e.g. [5] , or, to pick some examples from Geneviève Raugel's work: [26, (2.21) ], [27, (6.14) , (8.15) ], [15, proof of (2.32)]). Various extensions of the classical GNI are available, for instance: It has been studied in Besov spaces ( [21, 22] ), on Riemannian manifolds ( [4, 6] ), with a BMO term ( [8, 28, 20, 29, 23] ), in Orlicz spaces ( [17, 18, 16] ), for noninteger derivatives ( [24] ), with weighted ( [10] ) and anisotropic ( [11] ) terms, and extremal functions and optimal constants have been determined ( [30, 9, 3, 1, 19] ). For a relation with mass transport theory see [7, 2] .
Recently, in [12] , an inequality of Gagliardo-Nirenberg type has been used to rather precisely identify temporal decay rates of solutions to the Cauchy problem for u t = u p ∆u, p ≥ 1, for initial data with a certain spatial decay. These rates are optimal up to sublogarithmic corrections. In order to recall the inequality from [12] , we introduce the following: Condition L. We assume that s 0 > 0, L ∈ C 0 ([0, ∞)) ∩ C 1 ((0, s 0 )) is positive, bounded, nondecreasing on (0, ∞), and satisfies the condition that there are a > 0, λ 0 > 0 such that L(s) ≤ (1 + aλ)L(s 1+λ ) for all s ∈ (0, s 0 ) and λ ∈ (0, λ 0 ).
Theorem 1.1 of [12] reads:
Herein, the function L is to be thought of as a generalization of the prototypical examples (cf. Examples 2.1, 2.2):
In these cases, R n L(ϕ) < ∞ if, with some positive constants c 0 , α, β, γ,
This theorem apparently leaves open the question how C in (2) depends on K. We will prove: Theorem 1.2. Let L satisfy Condition L. Let n ∈ N, r ≥ 1, q ∈ (0, rn (n−r) + ) and ν := 1 q − n−r rn . Then for every ε > 0 there is C = C(ε, n, q, r, L) > 0 such that
The proof is analogous to that in [12] with more careful tracking of constants and occasional modifications. Moreover, Theorem 1.2 generalizes Theorem 1.1 from the case r = 2 to more general values of r.
Consequences of Condition L
As already hinted at in (3), typical cases are given by the following examples. In the following lemmata, we collect some properties that follow from the above condition:
Lemma 2.1. Assume that s 0 ∈ (0, 1) and that L ∈ C 0 ([0, s 0 )) ∩ C 1 ((0, s 0 )) is positive and nondecreasing on (0, s 0 ) and such that (1) is valid with some a > 0 and λ 0 > 0. 
and
for each t ∈ {q, r}.
Proof. Lemma 2.1 guarantees the existence of
for all s ∈ (0, s 1 ), meaning that (5) holds according to
In particular, for every s ∈ (0, s 1 ),
which proves (4).
) be positive and nondecreasing on (0, s 0 ) and such that (1) holds. Then for any d ∈ (0, 1] with
holds for all s ∈ (0, s 0 ).
Proof. [12, Lemma 2.2]

An interpolation lemma in Lebesgue spaces
At the core of the proof of Theorem 1.2 lies the following interpolation result (see [12, Lemma 2.3] ). Note that for the moment we do not assume boundedness of L.
is nonnegative, nondecreasing and such that (1) holds. Then for any choice of n ≥ 1, q * > 0, q ∈ (0, q * ) and ε > 0 one can find C = C(L, n, q, q * , ε) > 0 with the property that the inequality
where K = R n L(ϕ), holds for every nonnegative ϕ ∈ L q * (R n ) \ {0}.
Proof. We choose δ ∈ (0, 1) such that (with a from conditon (1) on L)
and with ε 1 := εq * we define r :
To these choices, we apply Lemma 2.2 and obtain s 1 ∈ (0, δ) such that (5) holds for each t ∈ {q, r} and such that (by (7))
as well as
Let ϕ ∈ L q * (R n ) be nonnegative and such that ϕ ≡ 0. We abbreviate
Then, in both of these cases,
as follows from Lemma 2.3. Moreover, the definition of s 2 ensures that
We let
and treat the cases B
Since L was assumed monotone,
and thus by Hölder's inequality
We can therefore estimate the first summand on the right of (11) by
where
In dealing with the last term in (11) , ϕ L q (X) for X := {ϕ < s 2 }, we again separate different cases.
Here we will rely on the fact that by (5) we have
From Hölder's inequality and this estimate, namely, we can infer that
and taken together with (11) and (12), this means
Hence c
Similarly to the reasoning in case I a), the last summand in (11) can be estimated by taking into account the monotonicity property in (5) for q and that s 2 ≤ s 1 , as these entail ϕ q (x) L(ϕ(x)) ≤ s q 2 L(s 2 ) = c 6 for every x ∈ X and hence
In conclusion, (11) thus is turned into
i.e. due to (14) ,
Conclusion of Case I. Combining (13) and (15) we obtain
Case II. The proof for the case B
very closely follows that of [12, Lemma 2.3], which already led to an estimate without nonexplicit constants: Since
and s → sL 
for all x ∈ R n , and, accordingly,
In order to control the last term therein, we first observe that by (4)
according to the definitions of B and d. By the monotonicity of L, we therefore have
Taking the qth root and employing (9) we obtain
. If we insert the definition of c 2 , we see that either
(namely, if K < c 1 ) or (if K ≥ c 1 ), by (8),
with
Conclusion of Cases I and II. Finally, we summarize (16), (19) and (20):
, which for C := max 2 1 q , c 3 , c 5 , c 7 turns into (6).
Lemma 3.2. Assume that L satisfies Condition L. Then for any choice of n ≥ 1, q * > 0, q ∈ (0, q * ) and ε > 0 one can find C = C(L, n, q, q * , ε) > 0 with the property that the inequality
Proof. As L is bounded, there is c > 0 such that 1 ≤ cL −( 1 q − 1 q * ) (s) for all s > 0, and Lemma 6 immediately implies (21) .
Proof of the Gagliardo-Nirenberg type inequality
Proof of Theorem 1.2. Given q ∈ (0, rn (n−r) + ) we fix q * ≥ 1 such that q * > q and q * < rn (n−r) + . We let θ = n q − n q * 1+ n q − n r ∈ (0, 1] and γ = 1 q − 1 q * . We choose β ∈ (0, 1) and ε 1 > 0 such that γ θ
From Lemma 3.2 we therefore obtain c 0 > 0 such that
holds with γ = 1 q − 1 q * for every ϕ ∈ L q * (R n ) \ {0}. We choose s 3 ∈ (0, 1) so small that (in accordance with Lemma 2.1)
and that, due to (4), with a suitable c 1 > 0 and µ := 1−β 2γ > 0 we have
We let c 2 ≥ 1 be a constant from the classical Gagliardo-Nirenberg inequality
with θ = n q − n q * 1+ n q − n r ∈ (0, 1].
We moreover introduce
and note that ρ
≥ 0 for every σ ∈ (0, √ s 3 ) by (23) .
Case Ia:
If we again abbreviate K := R n L(ϕ) and write (22) in terms of ρ, we obtain
so that (25) and monotonicity of ρ on (0,
and thus after division by ϕ 1−θ L q (R n ) and taking the θth root
because L is monotone, c 2 ≥ 1 and ϕ L q (R n ) > ∇ϕ L r (R n ) .
Case Ib:
Here we let
and since ϕ L q (R n ) ≤ C * ρ( ϕ L q * (R n ) ) by (22) , this shows that
Thus due to (22) , the monotonicity of L, (26), (25) , (28),
For σ ≥ √ s 3 we have ρ(σ) = σL −γ (σ 2 ) ≤ σL −γ (s 3 ), whereas for σ < √ s 3 ≤ 1 using (24) we see that ρ(σ) = σL −γ (σ 2 ) ≤ c 1 σ 1−2µγ = c 3 σ β .
Therefore (and due to ρ(σ 1 ) = √ s 3 c 2 C * )
In particular,
where we set c 4 := max c
L ν L ∞ ((0,∞)) . Case II: ϕ L q (R n ) ≤ ∇ϕ L r (R n ) . We let L ∞ = L L ∞ ((0,∞)) and obtain the following obvious estimate:
The combination of (27), (32) and (33) yields the theorem.
