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CORE ISSUES IN GRAPH BASED PERCEPTUAL ORGANIZATION: SPECTRAL CUT
MEASURES, LEARNING
Padmanabhan Soundararajan
ABSTRACT
Grouping is a vital precursor to object recognition. The complexity of the object recognition
process can be reduced to a large extent by using a frontend grouping process. In this dissertation, a
grouping framework based on spectral methods for graphs is used. The objects are segmented from
the background by means of an associated learning process that decides on the relative importance
of the basic salient relationships such as proximity, parallelism, continuity, junctions and common
region. While much of the previous research has been focussed on using simple relationships like
similarity, proximity, continuity and junctions, this work differenciates itself by using all the rela-
tionships listed above. The parameters of the grouping process is cast as probabilistic specifications
of Bayesian networks that need to be learned: the learning is accomplished by a team of stochastic
learning automata.
One of the stages in the grouping process is graph partitioning. There are a variety of cut mea-
sures based on which partitioning can be obtained and different measures give different partitioning
results. This work looks at three popular cut measures, namely the minimum, average and normal-
ized. Theoretical and empirical insight into the nature of these partitioning measures in terms of the
underlying image statistics are provided. In particular, the questions addressed are as follows: For
what kinds of image statistics would optimizing a measure, irrespective of the particular algorithm
used, result in correct partitioning? Are the quality of the groups significantly different for each
cut measure? Are there classes of images for which grouping by partitioning is not suitable? Does
recursive bi-partitioning strategy separate out groups corresponding to K objects from each other?
vii
The major conclusion is that optimization of none of the above three measures is guaranteed
to result in the correct partitioning of K objects, in the strict stochastic order sense, for all image
statistics. Qualitatively speaking, under very restrictive conditions when the average inter-object
feature affinity is very weak when compared to the average intra-object feature affinity, the mini-
mum cut measure is optimal. The average cut measure is optimal for graphs whose partition width
is less than the mode of distribution of all possible partition widths. The normalized cut measure
is optimal for a more restrictive subclass of graphs whose partition width is less than the mode
of the partition width distributions and the strength of inter-object links is six times less than the
intra-object links. The learning framework described in the first part of the work is used to em-
pirically evaluate the cut measures. Rigorous empirical evaluation on 100 real images indicates
that in practice, the quality of the groups generated using minimum or average or normalized cuts
are statistically equivalent for object recognition, i.e. the best, the mean, and the variation of the
qualities are statistically equivalent. Another conclusion is that for certain image classes, such as
aerial and scenes with man-made objects in man-made surroundings, the performance of grouping
by partitioning is the worst, irrespective of the cut measure.
viii
CHAPTER 1
INTRODUCTION
1.1 What is Perceptual Organization?
Perceptual organization is the ability to perceive structures in a complex visual environment.
The process involves structuring small pieces of information into larger units and appears to be
highly ingrained in the human visual system to an extent that it is often taken for granted and is
grossly under–appreciated. The human visual system uses this process to such an extent that it
sometimes imposes structure in the sensory data even if none exists [9].
There is a sense of history with respect to perceptual organization and it traces back to the early
20th century. The Gestalt psychologists recognized that it is very important to organize the sensory
data and further identified that it is a hard problem. The Gestalt school of psychology, jointly
founded by Wertheimer [19], Koffka [39] and Kohler [40] demonstrated the role of organization
by numerous self-evident examples. Factors such as proximity, similarity, parallelism, symmetry,
continuity and closure [59] were offered by them to describe the grouping process. They were
initially arrived at by a series of experimental observations made by Wertheimer [19]. In Fig 1.1
the first set of dots appear independent of each other or in other words no two dots are associated
with each other. In the second instance, the dots closer to each other appear or seem to belong
to a single group. In the third instance, the role of similarity is shown. Instances of parallelism,
symmetry, continuity and closure are seen respectively in the next set of arrangement in Fig 1.1.
These principles in practice, act in conjunction to form the overall structure perception.
The use of these principles in computer vision is not new [43]. However, their usage has been
limited in two aspects. First, the ability to tune the relative importance of these relationships has
not been exploited. For example, in some domains the parallelism relation might be a better dis-
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Figure 1.1. Gestalt principles of grouping.
No Grouping
Proximity
Similarity
Parallelism
Symmetry
Continuity
Closure
criminant between object and background than continuity. In such cases we would like to weigh
parallelism more than continuity. In addition, the definition of the salient relationships themselves
entail uncertainty. In this dissertation, we offer a framework that casts the grouping parameters
as probabilities, which are learnt from a set of training images of objects in their natural contexts.
While the Gestalt psychologists were able to show the importance of organization and able to rec-
ognize what is being calculated, made their respective works popular, they however were not able
to explain why or how it is calculated. Some of the core ideas, which turn up in later works, are
2
that Gestalt psychology is not just a psychology based on perception but has also been looked at
aspects of productive thinking, memory and learning, and more. The importance of attention, atti-
tude, interest and organizational factors in the perceptual experience is not denied. One of the basic
principles of Gestalt psychology is that the organization extends toward Pra¨gnanz or the tendency
of a process to realize the most regular, ordered, balanced and stable state of a given situation. The
influence of past experience is not denied but the empiricist view that past experience is a universal
explanatory principle is denied. When Wertheimer, Kohler and Koffka independently proposed the
Gestalt laws, it was not clear as to which rule was to be applied under certain conditions. Koffka
attempted to integrate these laws, and this formulated law came to be known as Pra¨gnanz. The
driving force behind this work was in attempting to understand the human visual system. It was
not until Marr [44] addressed the issues in terms of his three levels of representation of an infor-
mation processing and emphasized by Witkin and Tenenbaum [95] and Lowe [43], that perceptual
organization was adopted in mainstream computer vision research.
Marr’s [44] in his seminal work proposed three levels at which an information processing can
be represented. The first is the computational theory, that outline the goal of the computation and
appropriateness. The second level (middle) is the representation and algorithm, where details of
how to accomplish the computational theory is explained. Particularly, representation for the input
& output and the algorithm are required. The third level proposed is the hardware implementation,
where physical realization of the representation and the algorithm is made. Most of the research in
computer vision and artificial intelligence can be represented by these levels.
Marr [44] proposed a computational theory of vision based on processing important informa-
tion regarding local intensity changes and their geometrical distribution and organization. The
tokens at this stage are then grouped together to form higher level tokens. Ultimately, Marr’s
paradigm combines the full primal sketch and various shape properties and comes up with a 2.5D
sketch (all combinations of intrinsic scene representations). The 3D model representation is essen-
tially to describe shapes and their spatial organization in an object-centered co-ordinate frame.
Thus grouping can be characterized as a process that groups low-level image features based on
emergent organization exhibited among them, without the use of specific object model knowledge.
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As a consequence of the generic nature of this process, it imparts flexibility to vision systems that
are built upon it. While grouping can be thought of as a process where the coherent or similar
features are grouped together, figure-ground on the other hand is the process where the set of fea-
tures are separated into a foreground (object of interest) and background. In a way, it distinguishes
the object from its surroundings. Grouping is a stage at which we can transcend from the level
of pixels to higher levels of representing image data. Given an image, there are obviously way
too many pixels to process and grouping can classify whether these pixel features belong to any
particular object or could just differentiate if the features belong to the foreground (as in object) or
background. Other than pixels, the features those are often used are edge chains or even regions
to name a few among the plethora of features which can be computed from any raw image. The
importance of the grouping process has been theoretically established by Clemens & Jacobs [13] in
the context of indexing based recognition and by Grimson [27] in the context of constrained search
based recognition, where the combinatorics reduce from an exponential to a low order polynomial
if we use an intermediate grouping process.
Fig 1.2 shows both the computational and the representational & algorithmic levels according
to Marr. The input and the output definitions form the computational level, while the rest of the
blocks in the Fig 1.2 represents the representation and algorithm (middle) level. At this middle
level, the strategy of how the accomplish the computational level is described. The low-level fea-
tures are extracted from the raw image pixels and the features considered here are straight line and
arcs edges. The strategy followed in this dissertation is to use these features along with the the
Gestalt relations which could be parallelism, continuity, junctions, symmetry, etc, between these
features, to a graph is constructed. This graph is then partitioned using one of the cut measures, ei-
ther average, normalized or minimum, which results in clusters. These clusters are large individual
groups which are essentially formed by corresponding objects or object parts exhibiting organi-
zation and structure. What is remarkable is that this grouping process need not be perfect. Even
groups with missing object features and some amount of background features drastically reduces
the combinatorics.
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Figure 1.2. Computational theory for Graph based Grouping.
Extract low−level
features
Construct Graph
(Gestalt relations)
Partition
(Minimum, Average, Normalized)
Groups
Edges (Straight lines, arcs)
Graphs
Image Pixels
1.2 Contributions of this Work
The novel contributions of this work consists of,
1. Analytical model of the graph spectra based grouping framework, to form large perceptual
groups from relations defined over small number of image primitives.
Our major conclusion is that optimization of none of the three measures is guaranteed to
result in the correct partitioning into K objects, in the strict stochastic order sense, for all
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image statistics. Qualitatively speaking, under very restrictive conditions when the average
inter-object feature affinity is very weak when compared to the average intra-object feature
affinity, the minimum cut measure is optimal. The average cut measure is optimal for graphs
whose partition width is less than the mode of distribution of all possible partition widths.
The normalized cut measure is optimal for a more restrictive subclass of graphs whose par-
tition width is less than the mode of the partition width distributions and the strength of
inter-object links is six less than the intra-object links.
2. A learning framework, based on game theory and learning automata, to adapt the perceptual
grouping process to an image domain. We present a flexible, learn-able, perceptual organi-
zation framework based on graph partitioning. The graph spectral techniques facilitate the
easy consideration of global context in the grouping process. And, an N-player automata
framework learns the grouping algorithms parameters. The performance of the grouping
algorithm is demonstrated on a variety of images and the power of the algorithm is further
enhanced when it is shown that the relative importance of the salient relations is dependent
on the object or domain of interest.
3. Empirical evaluation of three popular graph cut measures, namely, minimum, average and
normalized cuts, on overall group quality. We evaluate three measures, given the task of
grouping extended edge segments. Our findings in this regard suggest that the quality of the
groups with each of these measures is statistically equivalent, as far as object recognition
is concerned. We also find that the performance of the grouping-by-partitioning strategy
depends on the image class.
1.3 Layout of the Dissertation
In Chapter 2, we look at the state of the community in the field of perceptual organization and
prior works in learning and on graph modeling, as applied to perceptual organization. In Chapter 3,
we introduce the learning framework, where we use Gestalt based relations for graph construction,
spectral partitioning for graph clustering and the performance measures. The core of the learning
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algorithm based on the learning automata is described here. In Chapter 4, we present theoretical
analysis on the cut measures. In Chapter 5, we subject the cut measures to rigorous empirical
evaluation. We describe the ground truth protocol and present extensive statistical analyses. In
Chapter 6, we discuss the implications of the work on the research in perceptual organization and
also look at some of the potential directions in which more attention ought to be paid.
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CHAPTER 2
RELATED WORK
In computer vision, the term “perceptual organization” has been used by various researchers in
various contexts, at different levels of vision processing, and with respect to different feature types.
This practice has blurred the meaning of the term “perceptual organization.” To restore focus to
this domain, Sarkar and Boyer [67, 8] proposed a classificatory structure and a nomenclature, based
on the sensor signal dimensionality, level of abstraction, and module inputs and outputs. That is,
perceptual groupings differ from one another with respect to the types of constituent features being
organized and the dimensions over which the organizations are sought [95, page 521]. We used
these two factors as two axes in our classificatory structure as depicted in Table. 2.1. One axis
represents the dimensions over which organization is sought: 2D, 3D (or 2-1/2 D), 2D plus motion,
and 3D (2-1/2 D) plus motion. The other axis denotes the feature types to be organized, stratified
by layers of abstraction: signal level, primitive level, structural level, and assembly level.
The signal level pertains to organizing the raw signal. For example, gray level images in 2D,
range images in 2-1/2 D, motion sequences in 2D plus motion, and range sequences in 3D plus
motion. The next two levels (primitive, structural) are based on the “dimensionality” of the feature
with respect to the domain of organization. The criterion of dimensionality, although not strictly
defined here mathematically, refers to the number of parameters that are needed to define a feature.
For example, in a 2D static image a contour segment is a one dimensional manifold while a ribbon
is two dimensional.
The primitive level deals with organizing features extracted from the signal level into lower
dimensional manifestations in the organizing field. For example, constant curvature segments and
region boundaries built from edge maps are 1D manifolds embedded in 2D; surfaces are 2D man-
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ifolds in 3D. Hence, constant curvature segments and surfaces constitute primitive level organiza-
tions in their respective domains.
At the structural level the organized features have the same dimensionality as that of the space
in which they are being organized. Ribbons and closed regions are 2D manifestations in 2D and,
therefore, represent structural level features for 2D organization.
The assembly level is concerned with further organizing the structural level features. Organi-
zations such as parallel sets of ribbons or boxes constitute the assembly level for 2D grouping.
In Table 2.1 we summarize the current state of art. The information in each box of the matrix
shown in Table 2.1 is arranged as follows. The first row lists some of the typical features to
be organized at this level and sensor signal dimensionality. The second row lists some typical
output organizations from modules at this level and dimension. The third row lists some of the
representative work in this area. None of these lists are exhaustive; this is just a sampling to convey
a statistical impression.
9
Ta
bl
e
2.
1.
Cl
as
sifi
ca
to
ry
st
ru
ct
ur
e
fo
rp
er
ce
pt
ua
lo
rg
an
iz
at
io
n.
Ea
ch
bo
x
ha
st
hr
ee
ro
w
s.
Th
e
fir
st
ro
w
lis
ts
so
m
e
o
ft
he
ty
pi
ca
lf
ea
tu
re
st
o
be
o
rg
an
iz
ed
at
th
is
le
v
el
an
d
di
m
en
sio
n
se
t.
Th
e
se
co
n
d
ro
w
lis
ts
so
m
e
ty
pi
ca
lo
u
tp
ut
o
rg
an
iz
at
io
ns
fro
m
m
o
du
le
sa
tt
hi
sl
ev
el
an
d
di
m
en
sio
n.
Th
e
th
ird
ro
w
lis
ts
so
m
e
o
ft
he
re
pr
es
en
ta
tiv
e
w
o
rk
in
th
is
ar
ea
.
2D
3D
(2
1 2D
)
2D
+
tim
e
3D
+
tim
e
St
ru
ct
ur
es
fo
un
d
be
lo
w
St
ru
ct
ur
es
fo
un
d
be
lo
w
St
ru
ct
ur
es
fo
un
d
be
lo
w
St
ru
ct
ur
es
fo
un
d
be
lo
w
A
ss
em
bl
y
La
rg
e,
R
eg
ul
ar
La
rg
e,
R
eg
ul
ar
Co
he
re
nt
m
o
tio
n
gr
ou
pi
ng
,
Co
he
re
nt
m
o
tio
n
gr
ou
pi
ng
,
Le
v
el
ar
ra
n
ge
m
en
ts
ar
ra
n
ge
m
en
ts
A
rti
cu
la
te
d
m
o
tio
n
gr
ou
pi
ng
N
on
-ri
gi
d
m
o
tio
n
gr
ou
pi
ng
[5
8,
49
,
61
]
[3
2]
Ed
ge
&
Re
gi
on
pr
im
iti
v
es
Co
-p
ar
am
et
ric
su
rfa
ce
s,
B
ou
nd
ar
ie
s
Fl
ow
ty
pe
s&
Bo
un
da
rie
s
Fl
ow
st
re
am
s&
Bo
un
da
rie
s
St
ru
ct
ur
al
R
ib
bo
ns
,C
or
ne
rs
,M
er
ge
s
Pa
ra
lle
l,
Co
nt
in
uo
us
pa
tc
he
s
Fl
ow
ty
pe
gr
ou
pi
ng
G
ro
up
so
ffl
ow
st
re
am
s
Le
v
el
Po
ly
go
ns
,C
lo
se
d
re
gi
on
s
Te
tr
ah
ed
ra
lV
er
te
x
Co
m
bi
na
tio
ns
Co
rre
la
te
d
m
o
tio
n
gr
ou
pi
ng
Co
rre
la
te
d
m
o
tio
n
gr
ou
pi
ng
[4
3,
47
,
46
,
20
,
68
,
69
]
[2
3]
[7
7,
26
,7
2]
[4
2,
62
,1
2,
92
,3
7,
25
,
3]
[3
0,
84
,
49
,
50
,
74
,
18
,
83
,
66
]
R
eg
io
ns
,E
dg
e
ch
ai
ns
Su
rfa
ce
Pa
tc
he
s&
Cl
us
te
rs
O
pt
ic
flo
w
pa
tc
he
s
3D
Fl
ow
pa
tc
he
s
Pr
im
iti
v
e
Su
rfa
ce
fa
ce
s
Co
-p
ar
am
et
ric
su
rfa
ce
s
Sw
irl
s,
Vo
rt
ic
es
,
Vo
rt
ic
es
,S
w
irl
s
Le
v
el
Co
nt
ou
rs
eg
m
en
ts
O
cc
lu
sio
n
de
te
ct
io
n
Si
nk
s,
So
ur
ce
s
Si
nk
s,
So
ur
ce
s
[4
3,
2,
60
,
85
,
33
]
[7
,2
3]
[9
8,
88
,8
1,
51
]
D
ot
s,
Pi
xe
ls
3D
po
in
ts,
R
an
ge
M
ov
in
g
po
in
ts/
pi
xe
ls
M
ov
in
g
3D
Po
in
ts
Si
gn
al
D
ot
cl
us
te
rs
,E
dg
e
ch
ai
ns
Su
rfa
ce
Pa
tc
he
s,
D
isc
on
tin
ui
tie
s
Co
he
re
nt
Pi
xe
l
Co
he
re
nt
M
ot
io
n
Le
v
el
R
eg
io
ns
,T
ex
tu
re
pa
tc
he
s
Po
in
tc
lu
ste
rs
M
ot
io
n
G
ro
up
s
G
ro
up
s
[1
01
,
10
0,
10
2,
76
,
1,
31
]
R
an
ge
se
gm
en
ta
tio
n
w
o
rk
[7
9,
80
]
[1
7,
28
,7
9,
36
,2
,1
1,
93
]
[8
5]
10
Based on the review of the recent work listed in Table 2.1 and the pre-1993 work reviewed
in [67], we offer the following observations.
1. The work in the last ten years (1993-2003) continues to follow the pattern established prior
to 1993. Most of the work in perceptual organization has been at 2D at the signal, primitive,
and structural levels, with some increase in emphasis at the structural level. Perceptual orga-
nization work in 2D and motion has not yet seriously ventured past the signal and primitive
levels.
2. Most work in perceptual organization for 2D images has concentrated on extracting continu-
ous contours by grouping image pixels, using primarily the properties of proximity and conti-
nuity [28, 2, 76, 17, 92, 11]. Of the work in perceptual organization with extended primitives,
such as lines or arcs, the effort has been mostly to form simple, small groups of primitives
such as parallels [20], convex outlines [37], ellipses [62, 68], and rectangles [47, 68, 69].
We believe this is partly due to the rarity of fast computational frameworks in which to form
large assembly level groups.
3. The work in this dissertation is for 2D images and uses extended primitives to form large
groupings. A graph spectra based framework which has polynomial complexity is the heart
of the grouping engine. The advantages of working at the primitive level are:
(a) Lesser number of features to work with than at the signal level.
(b) Edges are better for model representations.
(c) Higher level relations like parallelism, symmetry, etc can be utilized.
(d) More tolerant to illumination changes and noise
4. Prior to 1993, Perceptual organization work in 2D and motion had not seriously ventured
past the signal and primitive levels. Presently, works have started appearing at all levels.
Mainly spatio-temporal grouping is performed in these images.
5. The work in 3D + time images have not been ventured at all. Presently, there are no known
works at all levels here.
11
2.1 Works on Learning in Perceptual Organization
We present a computational model that integrates a variety of salient relationships such as
parallelism, continuity, common region, and perpendicularity, among extended tokens to form large
groups.
Herault and Horaud [31] group edgels based on a quadratic cost function which is derived
specifically from the relations, co-circularity, smoothness and proximity. Further, they use simu-
lated annealing to solve the figure-ground problem. They consider the shape/noise discrimination
problem as a combinatorial optimization problem.
McCafferty [46] also uses simulated annealing to optimize an energy function which is formed
by different Gestalt principles. His energy formulation handles lines and regions within the same
framework. The energy function involves the Gestalt relations, particularly continuity, similarity,
proximity and closure. The relative contribution can be adjusted allowing for higher level interac-
tions.
Zhu [99] uses Markov Random Fields to learn shape models from images. The shape models
are learned from observed natural shapes based on a minimax entropy learning theory. The learned
shape models themselves are Gibbs distributions defined on MRFs. The neighborhood structures of
these MRFs naturally correspond to the Gestalt laws, namely collinearity, proximity, co-circularity,
parallelism and symmetry and as a result both contour and region based features are inherently
encoded.
Peng and Bhanu [54] worked on a closed loop recognition system using a Bernoulli quasilinear
unit for each parameter value and combine these to form a team. Instead of just relying on bottom-
up process, they also utilize the reinforcement learning environment in tuning the parameters of the
algorithm. Our work to this regard is different in that the proposed learning automata framework
can take care of parameter dependencies in the search process.
Hoogs, et al [33] provide a set of perceptual observables that provide a single image description
for grouping, figure-ground and texture analysis. The image is modeled as a partition of surfaces
bounded by intensity discontinuities and derive perceptual measures as relations between neighbor-
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ing surfaces. The figure-ground segmentation is based on an image graph where the graph nodes
are image regions and as a result the graph size is drastically reduced.
2.2 Graph Based Grouping Engine
One of the most common approaches to grouping is based on graph representations that capture
the structure amongst low-level primitives such as image pixels, edge pixels, straight lines, arcs,
and region patches. The links of the graph, which are typically weighted, capture the association or
affinity between the primitives. There are two different classes of approaches for forming groups
from this graph representation. First is the class of techniques that search for special graph struc-
tures such as cycles [57, 35, 37, 70, 38], cliques [70], spanning trees [97], or shortest paths [70, 11].
The second class of techniques seeks to find clusters of graph nodes based on some global coher-
ence criterion [71, 93, 55, 73, 79, 96, 24, 90, 15]. In particular, we look at techniques that seek to
form these node clusters by partitioning the graph.
Wu and Leahy [96] proposed the concept of using minimum cuts for image segmentation. They
constructed a graph whose nodes represent pixels and links indicate affinities which are derived
from proximal relations. A sparse graph was created by using a suitable threshold for the link
weights. Clusters were formed by recursively finding the minimum cuts of this graph using an
algorithm based on the Ford-Fulkerson theorem.
Gdalyahu, et al. [24] approach the graph partitioning problem by stochastic clustering. They
partition the graph into k parts by inducing a probability distribution over each cut that decreases
monotonically with its capacity.
Shi and Malik [79] suggested the novel normalized cut measure for grouping edge pixels. The
normalized cut measure is the ratio of the edges cut to the product of connectivity (valency) of the
nodes in each partition. Perona and Freeman [55] considered an asymmetric version of the Shi
and Malik normalized cut measure. The Perona and Freeman cut is the ratio of the edges cut to
the total edges cut in the foreground objects. There is an inherent approximation when computing
the pairwise relationships between all elements with a pointwise property of each element and this
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can be interpreted as a saliency measure, which when thresholded will provide the figure in the
figure-ground.
In this dissertation we use a graph partition based framework, but for grouping constant cur-
vature edge segment primitives. We use a partition metric that can be shown to be equivalent to
minimizing the cut weight, normalized by the product of the sizes of each partition, and hence can
be termed as the average cut. Both the normalized and the average cuts can be well approximated
by a solution constructed out of the graph spectra. A graph spectrum is the set of eigenvalues and
eigenvectors of the matrix representation (e.g. adjacency, Laplacian, normalized Laplacian, etc.)
of the graph.
2.3 Probabilistic Modeling of the Grouping Process
The works relevant to probabilistic analysis of grouping algorithm are the analyses performed
by Amir and Lindenbaum [2] and Berengolts and Lindenbaum [4]. Their analysis is based on a
binomial distributed cue. The number of background points falsely added to the group is used
to quantify the grouping quality. They provide an upper bound on the number of false additions
to the foreground. Their analysis is done on complete graphs as well as on locally dense graphs
(k-connected). Recently, Berengolts and Lindenbaum [4] analyzed the connected components al-
gorithm and used a probabilistic model to derive expressions for addition errors and the group
fragmentation rate, taking into account interfering or non-independent cues
Three studies that considered comparison of different graph clustering methods are those of
Weiss [91], who studied similarities of graph spectral methods for segmentation, Williams and
Thornber [94], who considered clustering methods based on the affinity matrix and Matula [45],
who considered clustering methods based on the proximity matrix. Weiss compared four different
spectral algorithms, namely, Perona and Freeman [55], Shi and Malik [79], Scott and Longuet-
Higgins [75], and Costeira and Kanade [14], and proposed one of his own combinations for seg-
mentation. In his analysis, Weiss considered an image with two clusters with different but con-
stant within cluster and between cluster affinities. He extended his analysis to the case when the
variation of the within and between cluster dissimilarities are small and to the case when between
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cluster affinities are zero. He found that Scott and Longuet-Higgins performs well for constant
blocks (clusters of the same size) and Shi-Malik performs well for non-constant blocks.
Williams and Thornber consider the association based saliency measures of Shashua and Ull-
man [76], Herault and Horaud [31], Sarkar and Boyer [71], Guy and Medioni [28], and Williams
and Jacobs [93]. They also propose a new saliency measure that defines salience of an edge to be
the relative number of closed random walks that visit that edge. They first compare these saliency
measures on simple test patterns consisting of (30, 20, and 10 uniformly spaced) edges from a cir-
cle in a background of 100 edges of random position and orientation. Performance was quantified
based on the computed saliencies of the object (circle) edges. In the second part of the study, they
used edge-detected 32x32, images of 9 different fruits and vegetables in front of a uniform back-
ground. To simulate realistic noisy backgrounds, they used 9 Canny edge detected textured images
as mask patterns. The test patterns were then constructed by ANDing the vegetable silhouettes into
the center 32x32 regions of the 64x64 sized edge detected textures. For their test setup, they use
a total of 405 patterns with different signal–to–noise ratios and discuss just the false positive rate
compared to the noisy edges. However, the strategy for choosing the parameters for each of the
saliency measures is not clear.
Matula [45] used the connectivity feature of the graph to induce subgraphs of the proximity
graph. He derives three measures for clustering methods namely, k–bond, k–component and k–
block. These metrics are based on a cohesiveness function, which was defined for all nodes and
edges of the graph, as the maximal edge–connectivity of any subgraph containing k elements. He
also mentions briefly about applying these measures on random proximity graphs.
The contributions of evaluation of the cut measures in this dissertation are two fold. First, we
analytically relate the nature of each partitioning measure to the underlying image statistics. This
lets us quantify under what conditions minimizing each measure would give us the correct parti-
tions. Our major conclusion is that optimization of none of the three measures is guaranteed to
result in the correct partitioning into K objects, in the strict stochastic order sense, for all image
statistics. Qualitatively speaking, under very restrictive conditions when the average inter-object
feature affinity is very weak when compared to the average intra-object feature affinity, the mini-
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mum cut measure is optimal. The average cut measure is optimal for graphs whose partition width
is less than the mode of distribution of all possible partition widths. The normalized cut measure is
optimal for a more restrictive subclass of graphs whose partition width is less than the mode of the
partition width distributions and the strength of inter-object links is six less than the intra-object
links.
Second, we empirically evaluate the groups produced by graph partitioning, based on the three
measures, viz. min-cut, average cut, and normalized cut, given the task of grouping extended edge
segments. Our findings in this regard suggest that the quality of the groups with each of these mea-
sures is statistically equivalent, as far as object recognition is concerned. We also examine whether
the performance of the grouping-by-partitioning strategy depends on the image class. Further, a
set of 100 real images are used which makes it quite thorough and uncommon in most aspects
in the field of computer vision. Borra and Sarkar [6] did an evaluation on grouping modules for
constrained search and indexing based object recognition, where they used 3 edge based modules
on a dataset of 50 real images. Williams and Thronber [93], as pointed out earlier use a total of 405
semi-synthetic image patterns on their dataset.
16
CHAPTER 3
SUPERVISED LEARNING OF LARGE GROUPING STRUCTURES
In this chapter, we introduce the proposed learning framework. Most of the previous works
have been to use one of the salient Gestalt relations instead of using combinations. We consider a
linear weighted combination of the saliencies of the relations expressed as posterior probabilities.
The parameters of the grouping process is cast as probabilistic specifications of Bayesian net-
works that need to be learned. The learning is accomplished by a team of stochastic learning
automata. The grouping process is able to form large groups from relationships defined over a
small set of primitives and is also fast. We first explain each module in the system is and then
dissemble the learning strategy, along with ground truth methodology and performance measures.
We also demonstrate the ability to learn to group features of a single object type, airplanes in this
case in the presence of different types of background clutter and demonstrate the ability to learn to
form groups that correspond to several object types in a particular domain, e.g. aerial.
Gestalt psychologists have offered a set of laws that are important in figure-ground segmenta-
tion as we have already seen in Chapter 1, such as the laws of parallelism, continuity, similarity,
symmetry, common region, and closure [59]. The use of these principles in computer vision is
not new [43]. However, their usage has been limited in two aspects. First, the ability to tune the
relative importance of these relationships has not been exploited. For example, in some domains
the parallelism relation might be a better discriminant between object and background than con-
tinuity. In such cases we would like to weigh parallelism more than continuity. In addition, the
definition of the salient relationships themselves entail uncertainty. We offer a framework that casts
the grouping parameters as probabilities, which are learnt from a set of training images of objects
in their natural contexts.
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Second, most past efforts have been to form simple, small groups of features such as paral-
lels [20], convex outlines [37], ellipses [62], and rectangles [47]. This is partly because of the
rarity of fast frameworks to form large feature groups. The computational difficulty arises from
the fact that the search space for large groups grows exponentially with the number of features in
a group. But, large feature groups are important. It is highly unlikely for large organized groups to
arise by chance. Hence, according to the law of accidentalness [43], the significance of a large or-
ganization is higher than a small organized form. We present a computational model that integrates
a variety of salient relationships such as parallelism, continuity, common region, and perpendicu-
larity, among extended tokens to form large groups.
Approach to the Solution: One possible strategy for deciding on the relative importance of
salient geometric relationships is to consider 2D or 3D object models. Statistical analysis of these
models could provide estimates of the various grouping parameters. For example, one could look
at the distribution of the angles between pairs of straight lines in the model and decide on the
grouping angle tolerance. However, isolated object models do not constitute a sufficient basis for
the grouping parameter decisions. It is job of the grouping algorithm to segregate an object from
not only the background clutter but also from other objects in the scene. Based on isolated object
models we might be able to decide on the associative parameter values between features within a
model, but these values will not guarantee segregation either from the background clutter or from
other objects. We have to also consider the statistics of the background clutter and the scene context
of the objects. However, the modeling of both these factors is an open and difficult problem. So we
suggest using training set of images of objects in context but with the objects of interest manually
outlined. Based on this training set of images, the importance of each relationship is learned using
a N-player stochastic automata game framework. Unlike the usual gradient descent algorithms,
which can guarantee only a local minimum, the learning automata based N-player game framework
converges to the global optimum with proper choice of its learning rate [86]. Observe that in this
framework the influence of the object models on the grouping process is only statistical in nature
and is implicit through the use of training images. We do not require explicit, detailed object
models.
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Figure 3.1. Schematic of the grouping strategy.
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We assemble the contributions of the individual salient relationships over small number of
primitives using a graph - the scene structure graph. This graph is partitioned to form large groups
of features using the graph spectrum. Graph spectrum refers to the ordered set of eigenvalues (along
with their eigenvectors) of the matrix representation of a graph. The overall grouping process is
fast. For a 512 by 512 image, it takes on an average 5 seconds (on a Sparc Ultra) to compute the
salient groups. As we shall see, the algorithm can cope with significant image clutter.
Fig. 3.1 depicts the overview of the strategy. The input to the grouping algorithm consists of
low level image features such as constant curvature edge segments (arcs and straight lines). The
output consists of salient groups of low level features. The feature grouping algorithm consists
of two parts: scene structure graph construction and spectral partitioning. A weighted relational
graph captures the salient relationships among the edge tokens. Probabilistic Bayesian networks
quantify these salient relationships. The uncertainty in the definition of the relationships and their
relative importance are captured using probability measures. Section 3.1 discusses in detail this
relational graph construction. Section 3.2 outlines the graph spectral algorithm used to partition
the relational graph into feature clusters. Because of the use of graph representations, the output
groups do not have a single global functional description such as elliptical, parallelogram, etc., but
are described by the strong pairwise interactions between the features. This definition of groups
tends to encompass a larger class of feature distributions than functional descriptions.
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Figure 3.2. The geometric attributes used to classify pairwise edge segment relationships are shown
in (a), (b) and (c). The length of the segment e1 is greater than the length of e2. The photometric
attributes of an edge pixel are shown in (d).
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The probabilities that underly the relational graph, along with the other algorithm parameters,
are learned using a N-player automata game framework. As we shall see, in addition to the 6
prior probabilities that capture the relative importance of the salient relations, we have 9 grouping
tolerance parameters and 6 feature detection parameters that need to be chosen. The learning
framework, which decides on all these parameters, is able to account for dependence amongst
parameters in the search process. We believe that the learning framework can also be used to
learn parameters of other vision algorithms. These learning automata need supervisory feedback.
This feedback is automatically generated by comparing the output of the grouping algorithm with
manually outlined training images. The learning algorithm is discussed in detail in Section 3.3.
3.1 Scene Structure Graph Specification
The structure among the constant curvature edge segments is captured using a graph repre-
sentation, whose nodes represents the segments and the links quantify the saliencies between the
segments. The Gestalt inspired relationships of parallelism, perpendicularity (T and L-junctions),
proximity, continuity, and common region form the basis for the formulation of the link weights
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between any two nodes representing the constant curvature segments. The links are quantified
based on the following attributes computed between any two edge segments as shown in Fig 3.2.
1. The maximum and the minimum distance of the end points of the smaller segments to the
larger segment, normalized by the length of the larger segment.
2. The overlap between the two segments.
3. The minimum distance between the end points of the two segments, normalized by the length
of the larger segment.
4. The difference in slope.
5. In addition to the above geometric attributes, we compute two photometric attributes, rmag
and rwidth , that are based on the response of the second derivative of the smoothed image
function near the edge. At the edge, this response is of course zero, however, away from
the edge the response peaks to a maximum on one side of the edge and to a minimum
on the other side. These peaks capture the behavior of the image function on either side
of the edge. For each edge segment we compute the averages along the segment of the
magnitudes (r     r  ) and the distances (w     w  ) of these extremum points from the edge lo-
cation. We quantify the photometric attributes between two edge segments e i and e j by
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Based on these photometric and geometric attributes, we classify and quantify the relationship
between each pair of edge segment as being parallel, T–junction, L–junction, continuous, or “none–
of–the–above”. This is achieved using the maximum aposteriori probability (MAP) strategy based
on the conditional probabilities of inferring the relationships based on the computed attributes. The
aposteriori probabilities are computed using Bayesian networks, which efficiently and succinctly
encode the relational priors and the apriori conditional probabilities. These priors and conditional
probabilities are expressed in parametric forms whose parameters, in turn, form the parameters of
the grouping system. We also use Bayesian networks to quantify the proximity and the common
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region factors between two edge segments in a MAP fashion. The sum of these three maximum
aposteriori probabilities form the weights of the scene structure graph.
3.1.1 Bayesian Networks
Based on the values of the photometric and geometric attributes we classify each pair of edge
segment into straight parallel, T-junction, L-junction, continuous, ribbon, proximal, sharing a com-
mon region, or none-of-the-above. This classification requires non-crisp representations of the re-
lationships, which are, typically, uncertain. We use probabilistic Bayesian network representations
to model these uncertainties. Bayesian networks are graphical representations of joint probability
specifications [52]. The nodes of a Bayesian network represent the individual random variables and
its directed links denote the direct dependencies between two variables. The links are quantified by
the respective conditional probabilities. Not only does the network representation encode explicitly
the dependencies between variables but it also facilitates efficient probabilistic updating upon the
arrival of new information.
Four Bayesian networks (see Fig. 3.3) classify the 2-ary relationships. One network classifies
pairs of straight lines into parallels(P), T-junctions(T), L-junctions(L), or continuous lines(C). The
second network classifies pairs of arcs into co-circular(C) and parallels (ribbons, R). The third net-
work computes the significance of the region similarity (Reg) between the edge segment. And, the
fourth network classifies proximity relations (Pr). The random variables of the Bayesian networks
are the relational attributes and the relations themselves, denoted by P, T, L, C, R, Reg, and Pr.
Note that there is a node in each net denoted by N. This node represents the none-of-the-above
choice and captures the probability that the line arrangement could have arisen just by chance.
Bayesian networks allow the consideration of the dependence of different relational types upon
each another. As a consequence, the quantification of a relationship, such as parallelism, between a
line pair takes into account not only the extent to which the line pair participates in the parallelism
relation but also the extent of its participation in other possible relationships such as continuity,
perpendicularity, etc.
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Figure 3.3. Bayesian networks used to classify pairs of edge segments into the Gestalt inspired
salient relationships. The networks in (a) and (b) classify pairs of straight lines and arcs, respec-
tively. The network in (c) computes the significance of the photometric similarity. And, the prox-
imity significance is computed using (d).
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Figure 3.4. Basic forms of the conditional probabilities of the Bayesian networks.
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The probabilities that need to be specified in the Bayesian network are the prior probabilities
of the various relations, (P, L, T, R, C, Pr, N, Reg), and the conditional probabilities of the rela-
tional attributes given the relations. The prior probabilities constitute an efficient mechanism for
incorporating the relative importance of the various relationships. A low prior value for a relation
would result in low final probabilities, thus weighing down the effect of that relation. A high prior
would indicate high importance of the relation. In the absence of evidence to the contrary, we as-
sume equal prior for none-of-the-above (N) relation. Since the ribbon (R) and parallel (P) relations
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denote essentially the same relation, namely, parallelism, we use the same prior for both of them.
Thus, we have six priors that can chosen (or learnt), namely the priors for P, L, T, C, Pr, and Reg.
For the conditional probabilities, we need to specify the probability of an attribute given the
state of its parents in the Bayesian network. For example, the relational attribute, dmax, has P,
C, and N as its parents. So, we need to specify: P

dmax   d
 
P   p   C   c   N   n  , where p   c  
and n denote the binary states of the parents. In the general case, this would require specifying
8 conditional probabilities for dmax   d, corresponding to various combinations of the states of
the parents. However, in our case we know that a pair of straight line can exhibit only one of the
three relations. Thus, we need to specify only P

dmax   d
 
P   1   C   0   N   0  , P

dmax   d
 
P  
0   C   1   N   0  , and P

dmax   d
 
P   0   C   0   N   1  ; the probabilities for other combinations
are zero. These three conditional probabilities represent the distribution of dmax for a parallel,
continuous, and none-of-the-above relationships, respectively. For a parallel relation, dmax should
neither be zero nor should it be very large. Recall that, dmax is a measure of the distance between
the two lines. Thus, the parallel lines should not be collinear, which is the case accounted for
by the continuity relation, nor should they be very far apart. So, we represent the density using
the triangular function, T

0   b  , shown in Fig. 3.4. However, dmax should be ideally zero for a
continuity relationship so, we choose P

dmax   d
 
P   0   C   1   N   0  to be of the form Tn

0   b 
as shown in Fig. 3.4. The node N represents the completely random scenario, thus P

dmax   d
 
P  
0   C   0   N   1  is an uniform density function over (0, 1).
Table 3.1 lists the forms of the conditional probability densities of the Bayesian networks. We
construct all the conditional probabilities out of the density functions shown in Fig. 3.4. The differ-
ences are in the parameters of the functions. All the conditional density functions are characterized
by 7 parameters, dtol , otol , θtol , ctol , dcont , ptol , and rtol . These parameters represent the effective
tolerances used in the grouping process. Thus, dtol is the distance tolerance, otol is the overlap
tolerance, θtol is the orientation tolerance, ctol is the tolerance between two arc centers, dcont is the
distance tolerance for continuity, ptol is the proximity tolerance, and rtol represents region toler-
ance.
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Table 3.1. Conditional probabilities used in the Bayesian networks. The functions T   Tn   T p   and
U are as defined in Fig. 3.4.
P
 
dmin P  1  L  0  T  0  N  0  T
 
0  2dtol 
P
 
dmin P  0  L  1  T  0  N  0  Tn
 
0  dtol 
P
 
dmin P  0  L  0  T  1  N  0  T
 
0  dtol 
P
 
dmin P  0  L  0  T  0  N  1  U
 
0  1 
P
 
dmax P  1  C  0  N  0  T
 
0  2dtol 
P
 
dmax

P  0  C  1  N  0  Tn
 
0  dtol 
P
 
dmax

P  1  C  0  N  0  U
 
0  1 
P
 
olap P  1  L  0  T  0  C  0  N  0  T p
 
1  otol  1 
P
 
olap P  0  L  1  T  0  C  0  N  0  T
 
 otol  2 	 otol  2 
P
 
olap P  0  L  0  T  1  C  0  N  0  Tn
 
0  otol  2 
P
 
olap P  0  L  0  T  0  C  1  N  0  T p
 
 dcont  0 
P
 
olap P  0  L  0  T  0  C  0  N  1  U
 
0  1 
P
 
θ

P  1  L  0  T  0  C  0  N  0  Tn
 
0  θtol 
P
 
θ

P  0  L  1  T  0  C  0  N  0  T p
 
1  θtol  1 
P
 
θ

P  0  L  0  T  1  C  0  N  0  T p
 
1  θtol  1 
P
 
θ

P  0  L  0  T  0  C  1  N  0  Tn
 
0  θtol 
P
 
θ

P  0  L  0  T  0  C  0  N  1  U
 
0  1 
P
 
edist  L  1  T  0  N  0  Tn
 
0  dtol 
P
 
edist  L  0  T  1  N  0  Tn
 
dtol  2  1 
P
 
edist  L  0  T  0  N  1  U
 
0  1 
P
 
dmin R  1  C  0  N  0  T
 
0  2dtol 
P
 
dmin R  0  C  1  N  0  Tn
 
0  dtol 
P
 
dmin R  0  C  0  N  1  U
 
0  1 
P
 
dmax R  1  C  0  N  0 
 T
 
0  2dtol 
P
 
dmax R  0  C  1  N  0 
 Tn
 
0  dtol 
P
 
dmax R  0  C  0  N  1 
 U
 
0  1 
P
 
olap R  1  C  0  N  0  T p
 
1  otol  1 
P
 
olap R  0  C  1  N  0  T p
 
 dcont  0 
P
 
olap R  0  C  0  N  1  U
 
0  1 
P
 
cdist R  1  C  0  N  0  T n
 
0  ctol 
P
 
cdist R  0  C  1  N  0  T n
 
0  ctol 
P
 
cdist R  0  C  0  N  1  U
 
0  1 
P
 
edist Pr  1  N  0  Tn
 
0  ptol 
P
 
edist Pr  0  N  1  U
 
0  1 
P
 
edist Pr  1  N  0  Tn
 
0  ptol 
P
 
edist Pr  0  N  1  U
 
0  1 
P
 
rmag

Reg  1  N  0  Tn
 
0  rtol 
P
 
rmag Reg  0  N  1  U
 
0  1 
P
 
rwidth Reg  1  N  0  Tn
 
0  rtol 
P
 
rwidth Reg  0  N  1  U
 
0  1 
3.1.2 Quantification of the Scene Structure Graph
The described Bayesian networks classify each edge segment pair into different salient Gestalt
inspired relations. Each pair of edge segments instantiates the respective attribute nodes in the
Bayesian networks. Messages propagate in the network according to the method of condition-
ing [52], updating the probabilities. The parent node with the highest probability determines the
type of the relation between the pair of segments. The value of the probability quantifies the quality
of the relation. Thus Prob

Pi j  denotes the confidence that the relationship between the i-th and
j-th features is parallelism. We combine the quantified relations to generate the link weights of the
scene structure graph (SSG), wi j, between two nodes as shown below.
wi j  



max

Prob

Pi j    Prob

Ri j    Prob

Li j    Prob

Ci j    Prob

Ti j  
 Prob

Pri j 
 Prob

Regi j 



  0 if Prob

Ni j  Prob

Pi j    Prob

Ri j    Prob

Li j    Prob

Ci j    Prob

Ti j 
(3.1)
This results in a single value for each edge as opposed to a vector weight.
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3.2 Graph Spectral Partitioning
We form large organized groups of primitives by searching for clusters of nodes that are loosely
connected to the rest of the nodes in the scene structure graph (SSG). To find these node clusters,
we cast the problem of grouping image primitives into a partitioning problem of the scene structure
graph, SSG

N   E  , where N is the set of nodes and E is the set of weighted edges. We compute
this partitioning recursively by first cutting the graph into two parts, N1 and N2, which are further
bisected. The process continues until we have partitions that are small enough.
We represent a graph bisection by a vector v whose sign of the i-th component (v i) represents
the membership of node i in one or the other set; positive components indicate the nodes for one
set and the negative components indicate membership in the other. Denoting the weight of an edge
between nodes i and j as wi j, we cast our graph bisection problem as
min∑
i j
wi j

vi  v j  2 (3.2)
subject to the constraints that (1) ∑i vi   0 and (2) ∑i v2i   1.
The minimization of above term will tend to assign similar weights (vi   v j) to nodes (i and j)
between which there is a large link weight (wi j). And, the difference between vi and v j for nodes
that are weakly connected will tend to be large. The two constraints prevent the trivial solution
of v   1 and v   0, respectively. The first constraint will force negative and positive values for v i
with the convenient consequence that the negative entries would correspond to one partition and
the positive values would constitute the other partition.
We can merge the second constraint with the minimized term in 3.2 to recast the problem as
min ∑i j wi j

vi  v j  2
∑i v2i
such that ∑vi   0   (3.3)
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The numerator of the minimized term can be rearranged as follows:
∑i j wi j

vi  v j  2   2∑Ni   1

∑Nj   1 wi j


v2i  2∑Ni   1 ∑Nj   1 wi jviv j
  2vT LGv
(3.4)
where LG (known as the Laplacian matrix) is an N  N sized array with the following entries
LG

i   j   



∑ j  j   i wi j if i   j
 wi j if i   j
(3.5)
for every i   j   1     N and where wi j is the weight of edge between nodes i and j. Thus the
minimization process can be compactly expressed using vector notation as
min2v
T LGv
vT v
such that vT 1   0 (3.6)
where 1 is vector with all entries equal to one. The solution of this minimization can be easily
constructed from the Courant Fischer Minimax Theorem [34, page 179]. The following corollary
of the Courant Fischer theorem gives a variational characterization of the eigenvalues of a matrix.
Corollary 1 (from Courant-Fisher). Let A be a real symmetric matrix with eigenvalues, λ1  λ2 


λn, and let the corresponding eigenvectors be, v1     vn. Then
λk   min
v  v   0  v  v1  	 	 	
 vk

1
vT Av
vT v
(3.7)
In particular, the first eigenvector, v1, minimizes the quadratic expression in Eq. 3.7 with the
minimum value being λ1. The second eigenvector provides a minimizing solution orthogonal to
the first eigenvector. The third eigenvector provides a solution that is orthogonal to both the first
and the second eigenvectors, and so on. Eq 3.7 with k   2 determines the solution for Eq. 3.6.
This follows from the fact that the first eigenvalue λ1 of LG is zero and v1   1   1     1  . Thus the
condition in Eq. 3.7 that the second eigenvector is orthogonal to v1 reduces to ∑i v2

i    0, which
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is the constraint of the minimization. Thus, the minimum value for the expression in Eq. 3.6 is 2λ2
and the solution is the second eigenvector of the Laplacian matrix. Given the second eigenvector of
the Laplacian, the partition is obtained by assigning the positive entries to one set and the negative
ones to the other. This spectral partitioning technique was first introduced by Fiedler [21], later on
reused by Pothen et al. [56], and are presently used to determine load assignment in parallel and
distributed computing scenarios.
The second eigenvalue (λ2) of the Laplacian matrix of a graph is also commonly used as a
measure of the connectivity of the graph. It can also be shown [22] that if G    N   E  be a graph,
and G1  

N   E1  a subgraph, i.e. with the same nodes and a subset of the edges, so that G1 is
”less connected” than G then λ2

LG1 
  λ2

LG  , i.e. the algebraic connectivity of G1 is also less
than or equal to the algebraic connectivity of G.
It is interesting to note that, using the derivation in [29] one can show that the above partitioning
technique offers us an approximate solution to the problem of minimizing the total link weight
between the two partitions, N1 and N2 normalized by the size of the two sets – Cut

N1   N2 
 1

N1


1

N2

 – and hence can be referred to as the average cut, also called ratio cuts solution. In [79] Shi and
Malik suggest spectral partitioning that approximate another cut measure, namely, the normalized
cut, for image region segmentation. The normalized cut minimizes the total link weight between
the two partitions, N1 and N2 normalized by the association of the nodes within the two sets:
Cut

N1   N2 
 1
Assoc  N1

 1
Assoc  N2

 and had been proposed earlier in the VLSI community [29].
In summary, the graph spectral partitioning solution operates by recursively partitioning each
part. The stopping condition of the recursion involves a threshold on the maximum partition
strength, which measures how strong a cluster one wants to break. The other stopping condition is
the minimum cluster size beyond which we do not partition. We learn these two parameters, along
with the 6 priors for the relations (see page 24) and the 7 tolerances that specify the conditional
probability specification of the Bayesian network (see page 24), using the automata based learning
algorithm discussed in the next section.
Complexity of the grouping process: The spectral partitioning technique involves the compu-
tation of eigenvectors at each stage. Standard routines for eigenvector computations are O

N 3  .
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At each stage of the recursion, the problem size reduces by two. Using the master theorem we
can show that the complexity of a size N partitioning problem is O

N 3  . However, in practice,
the scene structure graph is sparse and we can significantly improve the execution speed by using
sparse matrix eigenvalue computation routines. Besides, we do not need to compute all the eigen-
vectors of a matrix; we need to compute only the second eigenvector at each iteration. The second
eigenvector can be computed in O

N  using the Lanczos algorithm thus, resulting in an overall
partitioning complexity of O

N logN  . The scene structure graph construction is O

N 2  . So, the
overall complexity of grouping is O

N2  .
At this point, it must be noted that recursive graph bi-partitioning is not the only way in which
a graph partitioning can be achieved. Graph partitioning can also be achieved by using a one shot
k  way partitioning. One of the techniques is the Multidimensional Scaling (MDS). The similar-
ity matrix can be converted to a dissimilarity matrix and then subjected to a eigen decomposition.
Based on this eigen decomposition, the dissimilarity matrix is recentered with the new co-ordinates,
essentially making the dissimilarity matrix positive semidefinite. An eigen decomposition is per-
formed again on this new matrix to obtain and due to the nature of the matrix, at-least one of the
eigenvalues turns out to be equal to zero. The number of non-zero positive eigenvalues, say k is the
new dimensionality of the representation in the eigenspace. This corresponding eigenvectors of the
non-zero eigenvalues with proper normalization would give us the k clusters. Note that although
there is no wastage per se in-terms of the eigen computation, this method actually requires to per-
form the eigen computation twice for getting to correct number of clusters k. More details of this
approach can be found in this paper by Roth, et al [63] and the MDS book by Cox and Cox [16].
3.3 Learning Grouping Parameters
As with any perceptual organization strategy, the spectral grouping algorithm also has parame-
ters that need to be chosen. Specifically, we have 15 parameters: 7 tolerance parameters used in the
Bayesian network to construct the scene structure graph (see page 24), 6 prior probabilities for the
relations (see page 24), and 2 parameters (see page 28) used in spectral partitioning, namely, min-
imum cluster size and maximum partition strength. These parameters are in addition to the three
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edge detection parameters of edge scale, σ, edge strength threshold, and edge length threshold,
and the three parameters of the constant curvature contour segmentation algorithm. Thus, there
are 21 parameters that have to be chosen. The advantage of this large number of parameters is the
flexibility of the grouping algorithm. The down side is that we need an effective strategy to choose
these parameters. In this section we present a strategy to learn these parameter given a training set
of images.
This problem of automated parameter selection is also present in other computer vision con-
texts. The usual practice is to choose such parameters by trial and error or using heuristics. How-
ever, when we network a number of vision modules, the number of parameters grow and manual
choice becomes difficult. The parameter choice problem has three characteristics that make it com-
putationally expensive in practice. First, the search space is extremely large. Let Np be the number
of parameters to be chosen and r be the number of possible values for each parameter. Then the
total number of possible parameter combinations is rNp . Second, for a network of vision modules,
tuning of parameters on a per module basis does not guarantee overall optimal choice. In practice,
the choice of the parameters depend upon each other. This is true not only between parameters of
a particular module but also between parameters from different modules. Thus, not only can there
be dependence between the choice of the scale, σ, and the thresholds of the edge detector, but there
can also be dependence between the scale, σ, and, say, the distance tolerance factor (dtol ) used in
the grouping algorithm. With increase in edge scale, the contours move away from each other and
edges become sparse, which can affect the distance tolerance. Third, the optimal parameter choices
are typically dependent on the image domain.
The goal of the learning algorithm is to learn a set of parameter combinations that result in good
performance on a class of images characterized by the training set. The learnt set of parameter is
composed of combinations that result in good performance on each of the training images. For
the experiments presented in Section V, we chose the size of learnt set of parameter combinations
to be 100. Given a new image, all 100 parameter combinations would be tried, which of course
is far better than trying 1021 combinations. Note that, we implicitly encode the dependence of
parameter on images; there are good parameter combinations for each training image in the chosen
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set. Thus, if the new image has characteristics similar to one of the training images, a subset of
learnt parameter combinations will result in good performance.
There are various other possible strategies for selecting the set of parameter combinations that
result in good performance. Peng and Bhanu [54] employ a team of connectionist Bernoulli quasi-
linear units, with one unit associated with each value that each parameter can take. There are no
interactions between the units. Sometimes, the optimal parameter selection process is cast as an
optimization problem of an energy function [41, 53] and traditional optimization techniques for
parameter search such as hill climbing or gradient descent are employed. We attack the param-
eter estimation problem using a suite of learning automata (LA) in a N player stochastic game
framework. We use the learning automata primarily for three reasons:
1. It has been proven that a team of learning automata will converge to the global optimum [86]
with the right learning rate.
2. The N-player game model can easily accommodate in the search process interactions be-
tween different parameter choices. It accounts for the dependence of one parameter choice
on another parameters to guide the search process.
3. Although in this work we use the automata team as an off-line learning module, the team can
also be used on-line. The automata team can incorporate new training data as they arrive.
They are capable of incremental learning. It is possible to use such a team of automata to
continuously enhance the performance of a vision algorithm with each run. However, this
aspect is still a part of future work.
3.3.1 What is a Learning Automaton?
A learning automaton (LA) is an algorithm that adaptively chooses from a set of possible
actions on a random environment so as to maximize expected feedback. (The reader is referred
to [48] for an excellent introduction to learning automata.) A learning automaton is coupled the
environment, which in our case is the feature grouping algorithm along with the image set. In
response to the chosen action, the environment generates a stochastic output β, which is used by
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the learning automaton to decide on the next action. The goal is to ultimately choose the action
that results in the maximum expected β.
A learning automaton decides on the next action by random sampling based on an action prob-
ability vector, pk    pk1     pkr  , defined over the set of actions,  αk1     αkr  . In the beginning
pk1
 

  pkr   1
 
r, signifying that each action is equally likely. On receiving a feedback from
the environment, this probability vector is updated using a learning algorithm. The exact nature of
the updating algorithm vary. However, the common strategy is to increase the probability of the
action that generates a favorable β and decrease the probability of the action that generates an un-
favorable feedback. The change in the probabilities are such that, ∑ri   1 pki   1. With each iteration,
the entropy of the action probability vector decreases, until the probability of the optimal action
converges to one. It can be shown that the LA will converge if the statistics of the environment are
stationary and the updating functions satisfy some minimal conditions. For the grouping problem,
this environmental stationarity assumption implies that the statistics of the image set are stationary
or that the images are from one class.
In the present scenario, we associate one learning automaton with one algorithm parameter. The
actions correspond to the various values of the parameter. However, the learning automata do not
operate independently of each other but they work as a team to capture the dependence between the
parameters. The probabilistic updating of each automaton takes into account the actions of other
automata.
3.3.2 How Does a Team of Automata Operate?
We map the parameter estimation problem into an N-player game by associating with each
parameter a player, who has to choose from a range of parameter values (Fig. 3.3.2). We quantize
each parameter into r levels (r   10 in our experiments) so that each player has a finite set of
“moves” or “plays” to make or “actions” to choose from. Let us denote this choice set for the k-th
player by αk    αk1     αkr  . Each player randomly makes a move, which forms part of the chosen
parameter combination. This parameter combination extracts a reward from the environment, viz.,
from the grouping algorithm and the image set. To generate a reward, the environment applies the
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Figure 3.5. Team of learning automata for learning parameter combinations.
Choices: {v  ,..., v  }1 r
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Past Game
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Updating Algorithm
Learn Rate 
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µ
the team of automata at
each iteration
parameter set chosen by
of the output with the 
Evaluate the performance
Estimated
Game Matrix
grouping algorithm with the parameter combination on the training image set and computes the
average performance based on the measures discussed in Sec 3.3.6. This reward is returned to each
player as feedback. Based on this common feedback, β, each player chooses its next move. The
objective of each player is to choose an action so as to maximize this feedback over time.
The updating strategy maintains estimates of the expected feedback for every combination of
moves as a multidimensional matrix called the (estimated) game matrix ˆD    ˆDi1  	 	 	
 iN  , whose
dimension is r  r   r

Ntimes). Let the ik-th possible action of the k-th automaton be denoted
by αkik . Then, ˆDi1  	 	 	
 iN stores the average reward for the play  α
1
i1
    αNiN  . It might appear that
we would require a significant amount of memory to store this game matrix estimate. However,
in practice this estimated game matrix is sparse and can be efficiently stored. The number of non-
zero entries will be at most equal to the number of iterations, which is typically far less than the
maximum possible size of the matrix. Each player updates its action probability vector based on
this estimated game matrix.
This estimated game matrix ˆD is really an approximation of the underlying game matrix gov-
erning the game D    Di1  	 	 	
 iN  , which is composed of the expected feedbacks for every combina-
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tion of moves,  i1     iN  ,
Di1  	 	 	
 iN   E
 β   α1   α1i1     αN   αNiN  (3.8)
where αkik is the ik-th action of the k-th automaton
1
. We, of course, do not know the game matrix a
priori. However, if the statistics of this game matrix are stationary then we can design algorithms
based on its estimates so that the game converges to the global optimum. In our case, this environ-
mental stationarity assumption implies that the statistics of the image set are stationary or that the
images are from one class.
Let Ekj denote the maximum expected reward to the k-th player when it plays αkj . We denote
the vector composed of these rewards by Ek    Ekj  and term it, the individual game vector. This
individual game vector can be looked upon as a projection of the game matrix. Thus,
Ekj   max  is  s   k 
Di1  	 	 	
 ik
	
1  j  ik

1  	 	 	
 iN (3.9)
The term  is   s   k  denotes the set of possible combinations of moves of all the players except for
the k-th player. Let the globally optimal play for the the k-th player be αkmk , then
max
 
is 
Di1  	 	 	  iN   maxj E
k
j   E
k
mk for all k
  1     N (3.10)
The term  is  denotes the set of possible combinations of moves of all the players. So, each player
can reach the globally optimum point by choosing the plays according the individual game vector,
Ek    Ekj  . Of course, in practice we only have an estimate of this vector, ˆEk, which is computed
from the estimated game matrix ˆD

i1     iN  .
ˆEkj   max  is  s   k 
ˆD

i1     ik

1   j   ik   1     iN  (3.11)
Based on the environment feedback, β, and this individual game vector estimate, ˆEkj , each
automaton chooses its actions. Let us denote the iteration number by n. We will denote the value
1We use ˆX to denote estimate of the random variable X.
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of a variable at the n-th iteration by appending n as an argument to its symbol. Thus β  n  denotes
the environmental feedback at the n-th iteration and αk

n  denotes the play of the k-th automaton
at the n-th iteration. Let  α1i1     α
k
ik
    αNiN  be the play of the N automata at the n-th iteration.
Following Thathachar and Sastry [86], we update the action probability vectors and other estimates,
which essentially consists of two steps.
First is the update of the probability vector pk

n
 1  . We increase the probabilities of the plays
with estimates of the individual maximum feedback, ˆEkj

n  that are larger than the feedback for the
play chosen at the n-th iteration ˆEkik

n  . We decrease probabilities of the other plays so that the total
sum of probabilities remains one. Mathematically,
pkj

n
 1    pkj

n   µ

ˆEkik  ˆE
k
j


pkj

n  if
 j   ik  and

ˆEkik  ˆE
k
j 
  pkj

n 
 µ

ˆEkj  ˆEkik



1  pkj

n  
pkik  n 
r

1 if
 j   ik  and

ˆEkik
 
ˆEkj 
  1  ∑ j   ik pkj

n
 1  if
 j   ik 
(3.12)
Recall, at start pkj

0    1
r
, with all actions being equally likely. The extent of change in the action
probability vector at each iteration depends on (i) µ – the learning rate, (ii) the difference in the
maximum feedback for an action and the action chosen at the n-th iteration, and (iii) the probabil-
ity of each action. For cases where different actions result in drastically different feedbacks, the
learning would be faster than for a case where different actions result in almost similar feedbacks.
Also, in the beginning, when all the action probabilities are small, learning is slow, which allows
the process to explore new actions.
The second step consists of updating the individual game vector estimates, ˆEkj

n
 1  . We
use two intermediate variables R and Z to first compute the game matrix estimate, ˆD j1  	 	 	
 jN

n

1  , which, in turn, determines ˆEkj

n
 1  . At each step we need to update only one entry of the
game matrix, namely, the entry corresponding to the play at the n-th iteration, ˆDi1  	 	 	  iN

n
 1  .
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Mathematically,
Ri1  	 	 	  iN

n
 1    Ri1  	 	 	  iN

n 
 β  n 
Zi1  	 	 	  iN

n
 1    Zi1  	 	 	  iN

n 
 1
ˆD j1  	 	 	  jN

n
 1    R j1        jN  n
  1

Z j1        jN  n
  1

jk   1     r    1  k  N
ˆEkik

n
 1    max  ˆEkik

n    ˆDi1  	 	 	
 iN

n
 1 
(3.13)
At start, Ri1  	 	 	  iN

0    0   Zi1  	 	 	  iN

0    0 and ˆEkik

0    0 for all  i1     iN  and k.
3.3.3 Choice of the Learn Rate
The outlined learning algorithm is optimal and can be theoretically shown to converge to the
global optimum point with the right choice of learning parameter µ (see [48, 86] for details). The
rate of convergence is inversely related to µ. If one chooses a very small µ then the learning
algorithm is very slow, but the probability of finding the global optimum is high. A large µ implies
faster convergence but does not guarantee a global optimal point. In our experiments, we start with
µ   0 for the first 100 iterations, to let the algorithm form a starting estimate of the game matrix and
then for later iterations, µ is set to 0.1. Observe that the effect of this learning rate on the learning
process is somewhat different from that in other types of learning strategies. Fixing µ to a constant
does not imply a fixed effective learning rate. Recall from Eq. 3.12, the amount of change at each
iteration is dependent on two other factors: differences in feedback for different actions and the
action probabilities at that iteration. In fact, the amount of updating is small towards the beginning
iterations and gradually increases, even for constant µ.
3.3.4 Stopping Conditions
Traditionally, the stopping conditions is cast in terms of the maximum action probability over
all the players. Ideally, the final action probability vector of player should have a probability of one
corresponding to the optimal action and zero for the others. For the parameter selection case, we are
not interested in the optimal parameter combination but in a set of good parameter combinations.
So, we stop when the automata team does not find any new parameter combination that is better
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than the ones already found for a number (typically 200) of consecutive iterations. This condition
is easy to detect: If no ˆEkik

n
 1  , for 1

k

N, is updated at an iteration (Eq. 3.13) then it implies
that no new parameter combination that is better than the previous ones has been found at that
iteration. We keep track of the number of consecutive iterations for which this is true.
3.3.5 The Learnt Parameter Combinations
The set of good parameter combinations is selected from the sequence of actions, which we
term as the trace or the run, chosen by the team of learning automata. From this trace (or run), we
choose the k-best parameter combinations for each image. Remember that, at each iteration, we
have the individual performance of the grouping algorithm with the chosen parameter combination
on all training images. The k-best parameter combinations constitute the learnt set of parameters.
Note, this strategy for learning good parameter sets is faster than training on each image and then
choosing the k-best parameter combinations. We explore the parameter space guided by the average
performance performance of the grouping algorithm over the input images but the final selection
of parameters is done based on individual images.
3.3.6 How is the Performance Feedback, β, Computed?
The learning automata updates its action probability vector based on feedback from the envi-
ronment. The environment in the present case consists of an edge detector, a contour segmentor,
and a grouping algorithm, along with the training image set. At each iteration, the environment
applies the grouping algorithms on the training image set, with parameters determined as per the
LA actions. The average performance forms the feedback to the LA team.
The feedback measure, which captures the performance of the grouping algorithm on an image,
is a combination of three terms. The first term represents the expected speed of object recognition
from the groups generated. The second term represents the confidence in the recognition results.
And the third term is dependent on the false alarm rate. These measures have been proposed in [6]
as a part of a set of five performance measures for grouping modules. The rationale behind these
measures are reproduced here for completeness.
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We motivate the estimation of the speed of recognition from a constrained search point of view,
based on Grimson’s [27] complexity analysis of object recognition using imperfect groups in the
presence of clutter. Let NG denote the number of features in a detected group, NO denote the number
of model features, and NG   O denote the number of group features that lie on the model. Assuming
that all features are equally important, Grimson showed that the expected search, Wterm, is essen-
tially polynomial if we terminate when the number of matched features equal some predetermined
threshold, t. The exact expression is given by:
NONG
NG
NG   O

Wterm  tNONG
NG
NG   O

1 
κ2
NO 
2 
κ2
NG
NO 
 NG  NO

κ2

1 
(3.14)
The constant κ is small and is typically equal to 0   2 PD where P is the total perimeter of the object
and D is the image dimension. If NGNO  50
D2
P2 then the search is essentially quartic. In the worst case,
P  D and the requirement is NG  50NO, a very liberal requirement. The term in Eq. 3.14, which
depends on the quality of the group, is the ratio NGNG  O . This constitutes the first part of performance
measure.
Ptime

G   O    NG
  O
NG
(3.15)
This measure ranges from zero to one and should be as large as possible to minimize the amount
of search.
The quality of the terminated constrained search will be proportional to the threshold, t, which
is the number of model features explained by the group. Thus, tNO captures the model to group
match quality. Using this expression coupled with the fact that the termination threshold t is less
the number of common features, NG   O, between the model and the group, we suggest the second
part of the performance measure to be:
Pqual

G   O    NG
  O
NO
(3.16)
38
This measure ranges from zero to one and should be large to ensure high confidence recognition.
Large values of this measure will help discriminate between models, and thus boost the accuracy
of recognition.
The performance measures in Eqs. 3.15 and 3.16 need the availability of object models, or at
least, estimates of the numbers of features (NO) in the models. Since we are concerned with an
edge based recognition strategy, the features of interest are edge pixels. Manual construction of 3D
models is cumbersome and renders the performance analysis almost intractable for real domains.
We circumvent this problem using manual outlines of object boundaries in each image. Given
an edge image, the collection of edge pixels close to the manual outline represents the perfect
grouping of features in an image. For 2D model based recognition scenarios, such as those that
are view based, the number of edge points will provide a good estimate of the number of model
features. For 3D model based recognition scenarios, we expect the number of edge features in an
image to be proportional to the actual number of 3D model features (on average).
Let the grouping algorithm generate N groups, G1     GN for an image with M objects, O1     OM .
The false alarm groups are defined to be groups that do not overlap with any object of interest.
For each pair of group, Gi, and image object, O j, that overlap we compute Ptime

Gi   O j  and
Pqual

Gi   O j  . Let the total number of overlaps be Noverlaps, which can be anywhere between 0
and NM. We then combine these measures as follows to generate the performance measure, β:
β  
 ∑i j Ptime

Gi   O j 
Noverlaps 
 ∑i j Pqual

Gi   O j 
Noverlaps 

1 
N f alse
N

(3.17)
where N f alse is the number of groups that do not overlap with any object. Notice that the measure
β is inversely related to the number of false alarms and that it ranges from zero to one, with one
being the desired value. This product form of combination tends to assign equal importance to the
time and quality of recognition. In addition, the used normalized summation form for each of the
measures tends to,
1. penalize a group that is spread across two objects more than a group that overlaps with one
object and the background,
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2. prefer large groups over small groups, and item penalize groups of features that do not belong
to any object.
As an illustration of this measure consider Fig 3.6(a), where we have two objects, shown in
different colors. In Fig 3.6(b) there are two possible groups of straight line features, denoted by,
again, different colors. Observe that one of the features f4 is grouped along with features that
predominantly belong to object 2. There are also false alarms f7 and f8 which do not appear in
the ground truth but are grouped along with Object 2. The common number of features between
the objects and the groups are: NG1   O1   2, NG1   O2   0, NG2   O1   1 and NG2   O2   3. Let the
number of features in the model objects be 4 each. The number of feature in the two groups are
2 and 4, respectively. Using these values, the overall performance is β   0   5. On the other hand
if the f4 feature had been correctly grouped with object 1, then we have NG1   O1   3, NG1   O2   0,
NG2   O1   0 and NG2   O2   3. In this case we get β   0   539.
Figure 3.6. Example used to illustrate performance measure computation. (a) Ground truth models,
(b) Groups formed.
(a) (b)
1
2
f1
f2f4
f3f5
f6
f7 f8
We use the individual edge pixels, instead of the line segments as in Fig 3.6, are our primitive
features. In the case of model based recognition, particularly those that are view based, the number
of edge points will provide a good estimate of the number of model features as well as implicitly
attach more significance to longer segments than shorter ones. The manual construction of models
is cumbersome and not to say the least, time consuming, and this renders the performance analysis
almost intractable for real domains. We circumvent this problem by using manual outlines of
object features in each image. Given an edge image, the collection of edge pixels close to the
manual outline represents the perfect grouping of features in an image.
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Other combinations of the measures might be desirable based on the task at hand, however, this
combination suffices for the illustration of the essential ideas. In Chapter 5, we experiment with
a form without the false alarm term as shown in Eq 3.18; let us call it βalt . The false alarm term
will not be important if all objects that are in a scene are important, i.e, there are no organized false
alarm form. Fig 3.7 shows the correlation between β and βalt for such a case. Optimizing βalt will
tend to result in same answer as β for such case. If however, only a few objects in an image are of
interest and the background include significant organized form then the β form used in this chapter
would be appropriate.
βalt  
 ∑i j Ptime

Gi   O j 
Noverlaps 
 ∑i j Pqual

Gi   O j 
Noverlaps 
(3.18)
Figure 3.7. Line fit of the data points of β (x-axis) and βalt (y-axis).
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To give an idea of the effect of false alarm term, in the example considered in the previous case
in Fig 3.6, the values of the βalt would be 0.707 and 0.763 respectively as the false alarms F7 and
F8 have no effect on the expression.
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3.4 Results and Analyses
We present thorough analyses and evaluation of the performance of both the spectral grouping
and the learning strategies. First, we investigate the performance of the spectral grouping algo-
rithm on a variety of real images. Second, we compare the performance of the particular spectral
partitioning technique that we use for grouping with normalized cut based spectral graph partition-
ing suggested elsewhere [79]. Third, we demonstrate the ability to learn to group features of a
single object type, e.g. airplanes, in the presence of different types of background clutter. Fourth,
we demonstrate the ability to learn to form groups that correspond to several object types in a
particular domain, e.g. aerial.
3.4.1 General Performance of Spectral Grouping
Fig. 3.8 shows some sample results of the spectral grouping algorithm on a variety of real im-
ages, namely, oblique aerial views, top aerial views, and outdoor images of man made and natural
objects. The left column shows the gray level images with the ground truth objects (manually) out-
lined in different colors. The middle column shows the input edge features that are to be grouped.
And, the rightmost column shows the different detected groups. Each group is colored differently.
Note how the algorithm is able to pick out salient features in the scene even in the presence of
significant image clutter.
In the multi story building of Fig. 3.8(a), the grouping algorithm picked out the parallel struc-
tures corresponding to the windows. The image in Fig. 3.8(d) has significant clutter but the al-
gorithm is able to pick out the salient groups corresponding to the major objects in the scene.
The algorithm is also able to resolve the buildings (circular and rectangular) shown in Fig. 3.8(g).
Figs. 3.8(j)-(o) demonstrate the applicability of the grouping algorithm to different domains and to
images that are close views of man-made and natural objects. Inspite of the large image clutter in
the mailbox image of Fig. 3.8(j) the groups corresponding to the major structures in the scene are
found. In Fig. 3.8(m) the tiger is segmented out from the scene (red group). The algorithm is able
to handle curved edge segments.
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Figure 3.8. The performance of the spectral grouping algorithm. The images in the middle column
show the image edge features that are grouped. The right column shows the feature groupings
found using the spectral method. Each cluster is shown in a single color.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
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Figure 3.9. Normalized histogram of the parameter values that result in good performance over
images like that shown in Fig. 3.8. Each bar plot corresponds to a parameter, as labeled. The
horizontal axis of each plot corresponds to the 10 different values for each parameter. The highest
bar in each plot is shown darker than the rest.
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Parameter values for good grouping: The results attest to the flexible nature of the grouping
algorithm. It is capable of producing good results with complex images even in the presence of
significant image clutter. The various input parameters make the grouping algorithm very flexible.
We can tune the relative importance of different relations to suit a particular domain or object. To
study the effect of the choice of the grouping parameters on performance, we employed the team
of learning automata to learn a set of 100 parameter sets with the best performance, as measured
by β (Eq. 3.17), on images such as those shown in Fig. 3.8. We make the following observations
based on the distribution of these good parameter sets, which are plotted as normalized histograms
in Fig. 3.9 .
44
1. The priors that results in good performance for each of the salient 2-ary relationships differ
from image to image. Both, high and low prior choices result in good performance, depend-
ing on the image.
2. For most of the images, a prior of 0.5 or more for region similarity result in superior perfor-
mance. This suggests that photometric attributes play a significant role. This is in agreement
with the Gestalt psychologists recent suggestion of the importance of common region as a
grouping factor [59]. However so far, photometric attributes have not played a significant
part in extended feature grouping algorithms in computer vision.
3. Continuity between edge segments is not always important for figure ground segmentation.
For some of the images (e.g Fig. 3.8(b)), low priors for this relation result in good perfor-
mance. We should point out that we are referring to continuity at an extended edge segment
level and not at a pixel level. The learning process might choose low continuity prior even
for images with seemingly long continuous edge features. This can happen if long contin-
uous chains of edge pixels do not get fragmented as a result of the edge detection and the
contour segmentation processes and thus, the extracted edge segments are long and exhibit
low continuity between them.
4. For most of the images, low priors for proximity and T-junctions result in good performance,
which suggests that these relations might not be important for every image.
3.4.2 Adaption of the Grouping Algorithm to Object Types
Can the team of learning automata adapt the grouping process to segregate a particular object
type from its natural background contexts? To study this, we selected the class of airplanes as the
object type. The different types of airplanes could be in different background contexts such as a
tarmac or grass fields, and also at different orientations. We selected 40 such aerial images, with
different lighting conditions, viewpoints, and scales. The left column in Fig. 3.11 show samples
of these images. The images, which are of different sizes, are printed to occupy the same size on
paper.
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Figure 3.10. Typical iteration traces of the learning automata team. The plot in (a) corresponds to
learning on set S1 of airplane images, and that in (b) corresponds to the set S2. The vertical axis
correspond to the running average feedback (β) over last 10 iterations.
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We separated the 40 images into two sets, S1 and S2 so that we could train on one set and
test with the other. In the training phase, the team of learning automata sampled the parameter
space using, first the image set S1 and then S2, such that the average performance was maximized.
Fig. 3.10 shows two typical traces one for image set S1 and the other for set S2. Note how the
average feedback quickly converges in about 3000 iterations. Compare this with the size of the
search space, which is 1021; there are 21 parameters, including the edge detector and contour
segmentation parameters, and each parameter can take 10 possible values. From the sampling
trace, we composed a set of 100 good parameter sets using 5 best parameter combinations for each
image in S1 (or S2). The learnt 100 parameter combinations for S1 was applied on S2, and vice-
versa, to obtain the test performances. Thus for each image, we have the best performance that can
be achieved by training on the set containing it – the train performance – and the best performance
using the parameters learnt on the set not including the image – the test performance.
The images in the third column of Fig. 3.11 show the best train performance on the images
in the first column. And, the images in the fourth column show the best test performance. The
second column of images show the input edge features. Note the similarity of the train and test
groups. This attests to the good performance of the learning algorithm. It is also interesting to
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Figure 3.11. Representative images from the set of 40 airplane images. The images in the second
column show the edge features that are input of the grouping algorithm. Each image in the third
column shows the output groups with the best parameters combination obtained by training on the
set of 20 images that includes the corresponding image (on the left). Each image in the fourth
column image shows the groups with the best parameter combination obtained by training on the
set that does not include the corresponding grey level image.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
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Figure 3.12. (a) Variation of train and test performance for different airplane images. The solid bars
correspond to the best performance achieved on an image when it was included in the training set.
The shaded bars represent the best performance achieved on an image when it was not included
in the training set. (b) Variation of average training and testing performance with different runs.
The solid bars correspond to the best train performance, as averaged over the set of images for one
learning run. The shaded bars correspond to the best test performance, as averaged over the set of
images for one learning run.
(a) (b)
Table 3.2. ANOVA of the learning performance on the aerial images of planes.
Analysis of learning performance on the airplane images
Source DF SS F-Value P-value
Run 4 0.1798 14.43 0.0001 Significant
Train/Test 1 0.0226 7.26 0.0078 Significant
Image 39 2.8792 23.70 0.0001 Significant
Run  Train/Test 4 0.0078 0.63 0.6430 Not Significant
Run  Image 156 0.4780 0.98 0.5404 Not Significant
Train/Test  Image 39 0.1314 1.08 0.3586 Not Significant
note how the group corresponding to the airplane is separated from other features in an image.
The background feature statistics vary from image to image. In some images, the background is
more organized than the other. There are also strong and long edge features in the background that
cannot be eliminated by simple edge thresholding. In fact the edge images shown in the second
column are the best possible edges that can be obtained by changing the edge scale and thresholds,
and even, the contour segmentation parameters. Recall, that parameters of the edge detection and
contour segmentation are also part of the learning process.
Statistical Analysis: With regards to the performance of the learning algorithm, we consider
the following questions. (i) Does the observed train and test performance depend on the particular
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image? (ii) Does the observed train and test performance depend on different runs of the learning
automata team? Fig. 3.12 (a) plots the best train and best test performance for each of the 40 images.
The black bars correspond to the best train performances and the best test performances are denoted
by shaded bars. For each image the train and test performance are close to each other with a mean
difference of 4%, however, the maximum achievable performance do vary from image to image.
Fig. 3.12 (b) plots the train and test performance, as averaged over the 40 images, for 5 different
runs of the learning automata team. The solid bars correspond to average train performance and
the shaded bars correspond to average test performance, over the image set. As expected, due to
the stochastic nature of the learning algorithm, there is variation between different runs; the mean
difference between average training performance is 8%. However, the relative difference between
overall test and train performance from run to run is small at around 2%.
Although Fig. 3.12 gives us a visual feel for the robustness of the learning algorithm, it does not
quantify the statistical significances of the observations. For statistical analysis we employed the
Analysis of Variance (ANOVA) technique, which can assess the statistical significance of the effect
of different factors, and their interactions, on the overall performance variation. The main factors
that can effect the grouping performance in our case are three: (i) the different learning runs, (ii)
whether it is train or test performance, and (iii) the images. ANOVA can compute the significance
of the performance variations not only due to individual factors but also due to their interactions.
Thus, we can answer questions such as, does the train & test performance interact with images or
is the variation of train & test performance dependent on the images (Train/Test  Image)? Is the
interaction of train & test performance and different learning runs significant (Run  Train/Test)?
Is performance on an image dependent on the particular learning run (Run  Image)?
Table 3.2 lists the ANOVA results. From the results, we can see that the variations due to the
three main factors are significant, however, their interactions are not significant. Thus, the train
and test performance differences that we see in Fig. 3.12 are statistically significant. This is not
unusual. It is indeed rare that the train and test performance is the same for a learning algorithm.
Typically, the test performance is expected to be lower than train performance. What is of interest
is the extent of the difference, which in the present case is small – about 4% difference. Similarly,
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although the variation in performance with respect to the particular stochastic run is significant, it
is small – the mean difference is about 8%. On the contrary, the performance difference between
image is not only significant but is also not small – the mean difference is about 30%. This attests
to the variety of the image set – it is not homogeneous.
From Table 3.2, we also see that the interactions are not significant, which implies that we can
claim that (i) the observed train & test performance is not dependent on the images (Train/Test 
Image), (ii) the observed train & test performance is not dependent on the stochastic sampling
runs (Run  Train/Test), and (iii) the observed performance on an image is not dependent on the
particular stochastic run (Run  Image).
Figure 3.13. Normalized histogram of the parameter values that result in good performance for
segmenting planes from aerial views. Each bar plot corresponds to a parameter, as labeled. The
horizontal axis of each plot corresponds to the 10 different values for each parameter. The highest
bar in each plot is shown darker than the rest.
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The parameter choices: Fig. 3.13 shows the normalized histograms of the parameter choices
that compose the set of 100 learnt parameter sets. The plots with subscripted titles correspond to
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the grouping parameter tolerances and the other six plots correspond to the priors for the salient
relationships, i.e. parallel, proximity, L-junction, Continuity, T-junction, and Region. The modes of
the distributions are marked with dark bars. These distributions are less dispersed than the one for
the set of general images in Fig. 3.9, which can be attributed to the similar nature of the airplane
images. We can also see that L-junction, T-junction, and region similarity play a greater role in
segmenting out the plane from the background than do parallelism, proximity, or even continuity.
This is due to the fact that the later three relationships are sometimes present in the background to
a larger extent than in the object itself, hence, are bad indicators for figure-ground segmentation in
this context.
3.4.3 Adaptation of the Grouping Algorithm to a Domain
Is it possible to adapt the grouping algorithm to a domain and not just to a particular object
type, as we have seen in the last subsection? Specifically, we investigate if it is possible to achieve
good learning performance on a general class of images such as aerial images. We concentrate on
a set of 20 images, some samples of which are shown in the left column of Fig. 3.14. The ground
truth object (manual) outlines are shown overlaid on the gray level image. As before, we separated
these 20 images into two sets, S1 and S2. We trained on one set and tested with the other. In the
training phase, the team of learning automata sampled the parameter space using S1 (and S2) such
that the average performance was maximized. From the learning trace, we composed a set of 100
good parameter sets using 10 best parameter combinations for each of the 10 images in S1 (or S2).
The learnt 100 parameter combinations for S1 was applied on S2, and vice-versa, to obtain the best
test performances on each image. Thus, for each image we have the best performance that can be
achieved by training on the set containing it – the train performance – and the best performance
using the parameters learnt on the set not including the image – the test performance. The images
in the second column of Fig. 3.14 show train performance. And the images in the third column
show the test performance. Note the reasonable similarity of the train and test groups. This attests
to the good performance of the learning algorithm.
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Figure 3.14. Representative images from the set of 20 aerial images. Each image in the second col-
umn shows the output groups with the parameters obtained by training on the set of 20 images that
includes the corresponding image (on the left). Each image in the third column image shows the
groups with the parameter obtained by training on the set that does not include the corresponding
grey level image.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
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Figure 3.15. (a) Variation of train and test performance on the aerial images. The solid bars corre-
spond to the best performance achieved on an image when it was included in the training set. The
shaded bars to the best performance achieved on an image when it was not included in the training
set. (b) Variation of training and testing performance with different runs. The solid bars correspond
to the best train performance, as averaged over the set of images for one learning run. The shaded
bars correspond to the best test performance, as averaged over the set of images for one learning
run.
(a) (b)
Statistical Analysis: Fig. 3.15 (a) plots the best train and best test performance for each of the
20 images. The black bars correspond to train performances. And test performances are shown
using shaded bars. For each image, the test performance is lower than train performance. The
mean difference between train and test performance is 14%. This is larger than the differences
observed for learning a single object type, which is to be expected since we are trying to generalize
across a domain rather than across just a single object type. As before, the overall group quality
differs from image to image; there is 44% variation across images. Fig. 3.12 (b) plots the train and
test performance as averaged over the 20 images for 5 different runs of the learning automata team
sampling. As before, the solid bars correspond to train performance and shaded bars correspond to
test performance. The mean difference in train performance from run to run is about 3%. However,
the difference between train and test performance, which is about 14%, does not seem to vary with
runs.
To quantify the statistical significance of the observed differences, we employed the Analy-
sis of Variance (ANOVA) technique. The factors that can give rise to overall variations are the
same as before, namely, (i) learning runs, (ii) train or test case, (iii) images, and their interactions,
(Train/Test  Image), (Run  Train/Test), and (Run  Image). Table 3.3 lists the ANOVA results.
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Table 3.3. ANOVA of the learning performance on aerial images.
Analysis of learning performance on the aerial images
Source DF SS F-Value P-value
Run 4 0.0024 1.19 0.3220 Not Significant
Train/Test 1 0.2395 479.10 0.0001 Significant
Image 19 1.2790 134.66 0.0001 Significant
Run  Train/Test 4 0.0015 0.77 0.5492 Not Significant
Run  Image 76 0.0396 1.04 0.4299 Not Significant
Train/Test  Image 19 0.0490 5.16 0.0001 Significant
From the results, we can see that (i) The train and test performance difference (of about 14% mean)
that we see in Fig. 3.12 is statistically significant. (ii) Images are a significant source of variation,
which attests to the variety of the image set. (iii) The performance does not vary significantly
between different learning runs. This is desirable, but definitely not typical for learning based on
stochastic samplings. We believe this might be due to the underlying nature of the parameter space,
which might have low variations. (iv) The observed train & test performance is dependent on the
images (Train/Test  Image). Thus the relative train and test performance vary for image to image.
For some image, the difference between train and test is lower than others. This is due to the larger
variety of the images being considered. (v) The observed relative train & test performance is not
dependent on the learning runs (Run  Train/Test). (vi) The observed performance on an image is
not dependent on the particular learning run (Run  Image).
The parameter choices: Fig. 3.16 shows the normalized histograms of the parameter choices
that compose the set of 100 learnt parameter sets. The plots with subscripted labels correspond
to the grouping parameter tolerances and the other six correspond to the priors for the salient
relationships, i.e. parallel, proximity, L-junction, Continuity, T-junction, and Region. The modes
of the distributions are marked with dark bars. For aerial images we see that except for proximity,
all other relationships play an important role in segmenting objects from background. Unlike for
the plane images, where parallelism and continuity did not consistently play an important role,
here they do play a significant role. This dependence of grouping performance on the relative
importance of the relationships is precisely the reason why we need a framework that can adapt the
grouping process.
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Figure 3.16. Normalized histogram of the parameter values that result in good grouping perfor-
mance for aerial images. Each bar plot corresponds to a parameter, as labeled. The horizontal axis
of each plot corresponds to the 10 different values for each parameter. The highest bar in each plot
is shown darker than the rest.
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3.5 Summary
We presented a flexible, learn-able, perceptual organization framework based on graph parti-
tioning. The graph spectral techniques facilitate the easy consideration of global context in the
grouping process. And, a N-player automata framework learns the grouping algorithm parameters.
We demonstrated the performance of the grouping algorithm on a variety of images. Among the
interesting conclusions are:
1. It is possible to perform figure-ground segmentation from a set of local salient relations such
as parallelism, continuity, perpendicularity, proximity and region similarity, each defined
over a small number of primitives.
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2. The relative importance of the salient relations are dependent on the object or domain of
interest.
3. Just geometric relationships are not sufficient for groupings. Photometric attributes such as
region similarity play a significant role in grouping extended low-level features (see discus-
sion associated with Figs. 3.9, 3.13, and 3.16).
Extensive statistical analysis of the learning algorithm shows that it is possible to adapt group-
ing process to single object types (e.g. airplanes) with performances within 4% of the best possible
performance. We found that the observed learning performance on an image is not dependent on
the learning run (or trace). Also, the observed train and test performance differences are indepen-
dent of the particular image. Furthermore, we demonstrated that it is also possible to learn grouping
parameters for a specific image domain (e.g. aerial), with a mean train and test difference of 14%.
In this case too, we found that the performance of the learning algorithm is independent of the
learning run.
Although we motivated the grouping problem from an object recognition point of view, the
grouping output can also be used for other vision tasks such as to focus attention in a scene. Simi-
larly, the learning algorithm can be used for other vision tasks such as performance characterization.
To compare two vision algorithms we need to first decide on the best parameters on a per-image
basis or for a group of images. As the number of parameters increase, exhaustive search becomes
computationally very expensive. The learning framework in this paper offers an efficient alternative
strategy. It can be used to find the best parameter on a per-image basis or for a group of images, just
by controlling the images that are considered to be part of the environment. The parameter learning
framework can also be used to tune parameters of a network of vision modules, where the number
of parameters is usually large and there are strong interactions between different parameters.
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CHAPTER 4
THEORETICAL STUDIES ON GRAPH CUT MEASURES
Graph based algorithms are obviously popular in the vision community for obvious reasons,
most significant reason being in its simplicity. In particular partitioning schemes which involve
cut measures are becoming extremely popular. There are many cut measures which have been
proposed and used and it is not clear as to which of these measures are good, under what conditions
are their performances considered optimal and how much time it takes for the operations. In this
Chapter, we theoretically analyze the minimum, average and the normalized cut measure discussed
more in detail in Sections 4.2, 4.3, 4.4 respectively. In Chapter 5, we subject these measures to
rigorous empirical and statistical analysis. The core conclusions of this study are that there is at
best minimal difference between the cut measures applied to the graph partitioning problem from
an object recognition perspective. The finer details like the optimality conditions, drawbacks will
be revealed and is weaved in the discussions along the chapters.
There is a rich body of prior work on the analysis of graph cuts. Most works consider the classic
problem of minimum cut or the problem of graph bisection, which has origins in VLSI. The graph
bisection problem involves computing the minimum cut with constraints on the sizes of the parti-
tions such as the oft-used equal sized partitions requirement. The minimum cut problem is a well
studied one that has also been extended to partitioning into k-parts [65]. While the minimum cut
problem without any constraint on partition size has polynomial complexity, the problem of graph
bisection with equal sized partitions is NP-complete. In fact, Wagner and Wagner [89] showed that
the problem of graph bisection with unequal partition sized constraints, with minimum partition
size that is O

αNε  , is also NP-hard. Because of this computational challenge there is interest in
the design of approximate algorithms or optimal algorithms for restricted graph classes. One of
the earlier works toward this end is by Bui et al. [10], who described a polynomial time algorithm
57
that computes the minimum bisection, optimally for d-regular random graphs and bisection width
of b. Later, Boppana [5] showed that graph bisection could be computed, for almost all graphs,
by maximizing the largest eigenvalue of the transformation of adjacency matrix of the graph. The
analysis is based on a random graph model that involves n vertices with m edges, with a bisection
width of b. More recently, Yu and Cheng [87] showed that the Boppana bisection could also be
computed efficiently using semi-definite programming. For k-regular graphs, Saab and Rao [64]
showed that the greedy strategy for finding the graph bisection could find approximate solutions
that are close to the optimal one.
Our analysis is different in many respects from traditional analyses of graph cuts. One fun-
damental difference is that we are concerned with analyzing the cut measures themselves and not
concerned with the optimality of particular algorithmic strategies used to solve the problem. For
example, we would like to know if recursively minimizing the average cut would result in correct
groups. Would it result in correct groups for all image statistics? We are not interested, atleast in
this section, in designing algorithms that find the optimal average cut of a given graph instance.
Finding an optimal solution to, say, the average cut problem is not useful if minimizing it does not
result in groups that segregate objects from each other. The second difference is that, in addition to
the minimum cut measure, we consider the average and normalized cut measures, which are rela-
tively new. The graph bisection and even the generalized k-section version, that have been studied
quite a bit is not appropriate in the vision context since we do not apriori know the number of fea-
tures from each object. The third new aspect is the modeling of the partition space (f-space), that
we use; it is appropriate only in the context of the object recognition problem. This restricted con-
text helps in managing the exponential size of the partition space. Another direction in which we
push the state of art, atleast in the context of graph based grouping methods, is in that we consider
weighted graphs.
We provide theoretical insight into the nature of the three partitioning measures in terms of
the underlying image statistics. In particular, we consider for what kinds of image statistics would
optimizing a measure, irrespective of the particular algorithm used, result in correct partitioning?
Another question of interest is if the recursive bi-partitioning strategy can separate out groups
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Figure 4.1. Partitioning of a scene structure graph over features from multiple objects. (See text for
explanation of notations.)
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corresponding to K objects from each other. For the analysis, we draw from probability theory and
the rich body of work on stochastic ordering of random variables [78]. Our major conclusion is
that none of the three measures is guaranteed to result in the correct partitioning of K objects, in the
strict stochastic order sense, for all image statistics. Qualitatively speaking, under very restrictive
conditions when the average inter-object feature affinity is very weak when compared to the average
intra-object feature affinity, the minimum cut measure is optimal. The normalized cut measure is
partially optimal, i.e. optimal over a restricted range of cut values, when inter-object mean feature
affinity is somewhat weak than the mean intra-object affinity. And, the average cut measure is also
partially optimal, but with the least restrictive requirement that the mean inter-object affinity be just
less than the mean intra-object affinity.
In our analysis, we assume that we have a weighted scene structure graph, with positive valued
weights, which is true for most grouping strategies. Fig. 4.1 depicts the notations that we use in
this section and formally define below.
Definition 1. Let
1. the number of objects be denoted by K. And, the object themselves be denoted by O1     OK .
2. the number of features of the i-th object be denoted by Ni.
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3. the weights of a link, X ilm, between the lth and mth features (or nodes) from the same ith object
be a Gamma random variable with
P

X ilm   x    Gamma

Ω    1
Γ

Ω 
xΩ  1e  x
where Γ

x  is the standard gamma function. Recall that Gamma random variables take on
values between 0 and ∞. The mean and the variance are both Ω and the mode is Ω  1. The
parameter Ω is also known as the shape parameter.
4. the weights of a link, Y i jlm, between the lth feature from the i-th object and the mth feature
from the j-th object be a Gamma random variable with
P

Y i jlm
  y    Gamma

ω   
1
Γ

ω 
yω  1e  y
We can assume that the strength of the association between inter-object features will be lower
than that between intra-object features.
Assumption 1. Both the mean and the mode of the weight distribution for links between features
from different objects are lower than that for links between features from the same object, i.e.,
ω
  Ω. This, based on the theory presented in next section, would imply that Y i jlm
 
lt X ilm, i.e. Y
i j
lm
is stochastically less than X ilm.
In the 50 real images that we have experimented with, the estimated Ωω ratio is around 7. Fig. 4.2
shows the fit of the gamma model to distribution of link weights, both between inter- and intra-
object features.
We also use the oft assumed property that
Assumption 2. The link weights are independent random variables.
We need notations to characterize a bipartition of a multi-object association graph. Instead of
representing each possible partition individually, which is combinatorially explosive, we represent
the possible bipartition classes as follows.
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Figure 4.2. Empirical fit of the gamma probability density function to link weight distribution: Left
– for links between same object features, right – for links between features from different objects.
Definition 2. A bipartition result in two partitions (S1 and S2) such that fiNi features from the i-th
object are in one partition (S1) and the rest of the

1  fi  Ni features are in the other partition (S2).
A class of equivalent bipartitions is characterized by the column vector: f  
 f1     fK  T .
Note that fis are discrete numbers that range from 0 to 1 in increments of 1Ni . For recursive
bi-partitioning to eventually result in the correct K-way cut, f i should be 0 or 1, excluding the case
when all fi’s are 0 or all fi’s are 1. In the context of object recognition, all partitions in a bipartition
classes are considered to be equivalent in computational terms of how they would impact object
recognition. The underlying assumption in this context is that all features from the same object
are equally important. This assumption is not new and has been made by others when analyzing
object recognition systems, such as by Clemens & Jacobs [13] in the context of indexing based
recognition and by Grimson [27] for constrained search based recognition.
It is trivial to show that,
Lemma 1. The partition class
 f1     fK  is equivalent to the partition class

1  f1     1  fK  .
Definition 3. Let 0 and 1 denote vectors whose components are all 0 and 1 respectively.
61
Definition 4. Let ∆ denote the set of vectors δ, each of whose components, δ i is either 0 or 1,
excluding the vectors 0 and 1. The dimension of δ is the same as that of f.
Definition 5. Let Φ denote the set of vectors φ, whose i-th components is either 0 or 1Ni , excluding
the vector 0.
Definition 6. Let Ψ denote the set of vectors ψ, whose i-th components is either 1 or 1  1Ni ,
excluding the vector 1.
The corner points on the boundary of the domain of possible partitioning classes is given by the
set  ∆   Φ   Ψ  . That the elements of ∆ will be boundary corner points is obvious. The elements
in the sets Ψ and Φ arise because we exclude f   0 and f   1, which do not represent a “partition.”
We also make use of the fact that the possible values for f i are kNi for k   0   1     Ni. Partitions
represented by the elements in Ψ and Φ are undesirable partitions that separate just one feature of
some object(s) from the others. The elements of ∆ represent the set of desired partition classes,
where none of the individual objects are partitioned.
Using the above notations and assumptions, we next establish the probability models for cut
weight, association within each partition, and the number of features in each partition. Note that
the sizes of each partition class f will not appear in the analysis since we are interested in algorithm
independent characteristics. The use of partition class sizes would be relevant when analyzing a
particular partitioning strategy that makes choices about different partition classes in a selected
manner.
Lemma 2. The total link weights cut, Σc

f  , for partitions in the class f is a Gamma random variable,
Gamma

κ

f   , where κ

f    fT P

1  f  and P is a K  K matrix with
P

i   j   




ΩN2i for i   j
ωNiN j for i   j
(4.1)
Proof: The cut links are of two kinds, inter-object and intra-object links. The total weight of the
cut inter-object links is a sum of individual Gamma variables specified by ∑i   j ∑l ∑m Y i jlm. The num-
ber of the intra-object links is a random variable given by ∑i ∑l ∑m X ilm. These sums are also Gamma
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distributed, which follows from the property that if X1 is Gamma

κ1  and X2 is Gamma

κ2  then
X1
 X2 is Gamma

κ1

κ2  .
Thus, ∑i ∑l ∑m X ilm is Gamma

Ω∑i fi

1  fi  N2i  and ∑i   j ∑l ∑mY i jlm is Gamma

ω∑i   j fi

1 
f j  NiN j  . The sum of these two sums will again be a Gamma random variable, whose shape
parameter can be compactly expressed in the above specified matrix notation by using P, which is
a K X K matrix as specified in the lemma.
Lemma 3. The number of features in each partition can be expressed as
SizeS1

f    fT N
SizeS2

f   

1  f  T N
(4.2)
where N is a column vector whose i-th entry is Ni,
Proof: This follows trivially from SizeS1

f    ∑i fiNi and SizeS2

f    ∑i

1  fi  Ni.
Lemma 4. The sum of the link weights, Σ1 and Σ2, in the two partitions, S1 and S2 respectively,
from the partition class, f, are Gamma distributed random variable given by
Σ1

f  is Gamma

fT P
 
f  fT Q 
Σ2

f  is Gamma
 
1  f  T P
 

1  f  

1  f  T q 
(4.3)
where P
 
is a K X K matrix defined as,
P
 

i   j   





0   5ΩN2i for i   j
ωNiN j for i   j
(4.4)
and q is a column vector of size K with entries q

i    0   5ΩNi, where i
 1           K.
Proof: We use the fact that the sum of gamma random variables is also a gamma random
variable whose shape parameter is the sum of the shape parameters of the constituent random
variables. Within each part, separately counting the inter- and intra-object links we have
Σ1

f  is Gamma
 ∑Ki   1 0   5Ω
 f 2i N2i  fiNi   ∑i   j ω fi f jNiN j 
Σ2

f  is Gamma
 ∑Ki   1 0   5Ω
 
1  fi  2N2i 

1  fi  Ni   ∑i   j ω

1  fi 

1  f j  NiN j 
(4.5)
Using the matrix, P
 
we can compactly express the shape parameter as specified in this lemma.
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4.1 Comparing Random Variables: Stochastic Orders
In our analysis, we will derive expressions for the probability density functions describing the
distributions of the cut measures as a function of the partition classes, denoted by Σ

f  . We will
have to compare these random variables to establish optimality. Specifically, we will compare the
random variables representing cut values for partition classes in ∆ with those that are not ∆. We
would like to know if Σ

f  ∆    minf   ∆ Σ

f  . The simplest way is to compare the mean values
of two random variables, which has been our earlier strategy [83]. As an example of this type
of comparison, Figs. 4.3 and 4.4 show the nature of the variation of the expected values of the
three cut measures as a function of all possible partitions,
 f1   f2  , of an image with two object,
for two different image statistics. In each figure, the desired partition, namely
 f1   1   f2   0  ,
is represented by the corner of the space, indicated by an arrow. (In the following sections we
derive exact expressions for these mean values. We preview these means just for illustration of
the nature of the variation.) Notice that both the expected value of average cut and the normalized
cut measures seem to be well formed with a minimum at the right partition, while the expected
minimum cut does not always have a minimum at the correct partition. Thus, the expected value
of the average and normalized cut measure for partitions that do not split object features is lower
than those partitions that do split feature from the same object into two partitions. These visual
observations regarding the mean values of the cuts have been analytically proven in [83].
This comparison of means is somewhat informative, but does not establish strong results.
Hence, we turn to the body of work in stochastic orders that establishes definitions for compar-
ing random variables. In this section we present some of the key concepts and results that we will
use in our subsequent analyses. For an extensive exposition of stochastic orders, we refer the reader
to the excellent book by Shaked and Shanthikumar [78].
An extremely strong way to define ordering of random variables X and Y is to insist that every
realization of X be less than Y , i.e. Prob

X   Y    1. However, this is an overly restrictive
definition, applicable only for very few real world situations. There are other ways of defining
stochastic ordering that are less strong, but widely applicable. Interestingly, some of these orderings
can be related to the strong ordering sense through proper transformations. Among the many ways
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Figure 4.3. The expected values of the three measures, (a) minimum cut, (b) average cut, and (c)
normalized cut measures plotted as a function of f1 and f2 for a scene with similar sized objects
and with the strength of connection within objects being just twice the strength between objects,
i.e. N1   N2   Ω   2 and ω   1.
of defining stochastic ordering between random variables, we pick two that are of particular interest
to us.
Definition 7. A random variable X is stochastically less than Y , X
 st Y , if P

X   t   P

Y   t 
for every t.
In other words, one random variable is less than another one in the stochastic sense when it
is more likely for X than for Y to have values less than any given number. Intuitively, this sense
of stochastic order is appealing but is sometimes mathematically hard to establish, so we usually
consider the following sense.
Definition 8. A random variable X is less than Y in the likelihood order sense, X
 lr Y , if P  X
  t

P  Y   t

is
a decreasing in t over the union of the supports of X and Y .
In other words, lower values are more likely for X and for Y . Although this sense of stochastic
order seems to be unintuitive, it turns out that easier to establish this mathematically than the
stochastic sense and is the stronger of the two senses. The following properties are of particular
interest to us.
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Figure 4.4. The expected values of the three measures, (a) minimum cut, (b) average cut, and (c)
normalized cut measures plotted as a function of f1 and f2 for a scene with similar sized objects
and with the strength of connection within objects being 20 times the strength between objects, i.e.
N1   N2   Ω   20   and ω   1.
1. If X
 lr Y then X  st Y . In other words the likelihood ratio sense is a stronger sense of
stochastic order.
2. X
 st Y if and only if there exists two random variables ˆX and ˆY , defined on the same
probability space such that ˆX   st X and ˆYst   Y and P

ˆX

ˆY    1. Notice the connection to
the strongest sense of stochastic order.
3. If X
 lr Y then f

X 
 lr f

Y  where f is an increasing function.
4. If X
 lr Y then E  f

X  
 lr E  f

Y   where f is an increasing function. Thus, statistical
properties such as the mean and moments of X would be less than those for Y .
5. Let

Xi   Yi    i   1   2 be independent pairs of random variables such that Xi  lr Yi for i   1   2.
If Xi   Yi are log-concave densities, then X1
 X2
 
lr Y1
 Y2.
6. Let X be a random variable independent of Yi   i   1     N. If X  st Yi for i   1     N
then X
 st mini Yi. This property is important to establish optimality in the presence of
the minimizing operation involved in the graph partitioning operation.
66
7. Let X and Y are gamma random variables with parameters

κ1   b1  and

κ2   b2  , respectively.
If for every t, Λ

k1   b1   Λ

k2   b2  , where Λ

k   b    k  tb , then X  lr Y . This is easily
established by taking a derivative of the ratio of the two pdfs and requiring that it be less
than zero. In the analysis, the normalizing constants drop out and we are left with just
the terms involving the random variable values. We will refer to Λ as the likelihood ratio
ordering characteristic function. If the inequality between the Λ’s is true only for a range of
t, then the corresponding random variables are ordered only over that range. Note that for
the ordering to be valid over all t, k1 and b1 should be less than k2 and b2, respectively.
8. Let X and Y are beta random variables1 with parameters

a1   b1  and

a2   b2  , respectively.
The likelihood ratio ordering characteristic function for two beta variables is given by Λ

a   b   
a

t

b  a  . If for every t, Λ

a1   b1   Λ

a2   b2  then X  lr Y . Note that for the ordering to
be valid over all t, a1 and b1 should be less than a2 and b2, respectively.
In Sections 4.2, 4.3 and 4.4, we will discuss the individual cut measures, namely minimum cut,
average cut and normalized cut.
4.2 Minimum Cut
The minimum cut measure has been significantly useful in the field of communications and
computer architecture to name a few. In perceptual organization, however it’s use was not discov-
ered until Wu and Leahy [96] came up with a strategy for image segmentation. There have been
many variations of this cut measure mainly due to the fact that it has a tendency to split in such
a manner that one of the partitions is of really small size. The result of this that there are unbal-
anced graph partitions. We will discuss about the other cut measures which tries to correct this
unbalanced partitioning in sections 4.3 and 4.4
A minimum cut based graph bipartition will try to minimize the total weight of cut links (Σc),
whose distribution as a function of the partition class are specified in Lemma 2. Ideally, we would
like each recursive bi-partitioning not to split features from a single object into two groups. In other
1If X is a beta distribution then the probability density function is given by p
 
x   1B
 
a  b  x
a

1   1  u  b  1 for 0  x  1,
where B
 
a  b  is the beta function.
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words, the minimum value of the cut should happen for partitions of the type f  ∆ or f i   δi. In
particular, we are interested in the event Σc
 δ    minf   ∆ Σc

f  . Using, property 6 from the previous
section, it would suffice to establish the conditions under which Σc
 δ    Σc

f  ∆  . To answer this
question we first establish a few lemmas about the behavior of the shape parameter governing the
distribution of Σc, i.e. κ

f    fT P

1  f  .
Lemma 5. The function, κ

f    fT P

1  f  , is a concave function in the space of partition classes
f.
Proof: Let f1 and f2 be two partition classes. A linear combination of these two vectors is given
by αf1


1  α  f2 where α


0   1  . For a concave function the following relation must be true.

αf1


1  α  f2  T P

1  αf1 

1  α  f2 
 
αf1T P

1  f1 


1  α  f2T P

1  f2 

f2  f1  T P

f2  f1 
  0
(4.6)
In deriving the above we have used the facts that (i) f1T Pf2   f2T Pf1, since P is a symmetric matrix
and (ii) α  1  α    0. The above required condition can be rearranged into
FT pF   0
where F1

i    Ni

f1

i   f2

i   , and
p

i   j   



Ω for i   j
ω for i   j
(4.7)
This transformed condition would be true if p is a positive definite matrix, which it is. The matrix
p can be expressed as the sum of a diagonal matrix, with positive diagonal entries Ω  ω, and a
constant matrix, all of whose entries are ω. Since the diagonal matrix is positive definite and the
constant matrix is positive semi-definite, their sum is positive definite.
Lemma 6. The partition classes, f, that minimize the function κ

f    fT P

1  f  would also maxi-
mize
 
SizeS1

f   SizeS2

f 
 
.
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Proof: We prove this by contradiction. Let us assume that f minimizes κ  f  but the correspond-
ing
 
SizeS1

f  SizeS2

f 
 
is not the maximum possible. We show that we can derive a f
 
with a
lower value of κ

f
 
 but with larger difference in sizes than this assumed minimum partition.
Let us consider the k-th component of f, representing the partition of the features from the k-th
object. The function κ  f  can be expressed as the sum of two types of terms: the terms that include
fk and those that do not. We denote the aggregate of the terms that do not include k-th object by K.
We can then express κ

f  as:
κ

f    K  pkk fk

1  fk  N2k 
 
∑ j   k p

1  f j  N j  fkNk 
 
∑ j   k p f jN j 

1  fk  Nk
  K  pkk fk

1  fk  N2k
 ∑ j   k p f jN jNk 
 
∑ j   k p
 
1  f j  N j  f jN j   fkNk
  K  pkk fk

1  fk  N2k
 ∑ j   k p f jN jNk  p

N    N

 fkNk
(4.8)
where we used N   and N

to denote ∑ j   k

1  f j  N j, and ∑ j   k f jN j, respectively. Note that N  
and N

represent the size of the two partitions excluding object k.
If

N     N

 then choosing fk   0 will give us a lower value for κ

f  , which also results in a
partitioning vector whose

SizeS2

f  SizeS1

f   is larger than our starting vector. If

N     N


then choosing fk   1 will give us a lower value for κ

f  . In this case too, the resulting partitioning
vector would have
 
SizeS2

f   SizeS1

f 
 
that is larger than for our starting vector.
As a consequence of the above two lemmas, we have
Corollary 2. The possible candidates for the minimum value of κ

f  are those partitions in ∆   Φ,
and Ψ that have only one component that is different from all the others, i.e. the set 
 φ   ∑i φi  
1
Ni 
 
 ψ
  ∑i ψi   1  1Ni 
 
 δ   ∑i δi   1 
 .
This follows from the facts that (i) the κ  f  is a concave function, hence, the minimum will
be achieved by partitions represented by the boundary of the domain, and (ii) these candidates
represent the most disparate sized partitions on the boundary.
Theorem 1. The recursive partitioning strategy based on the minimization of the cut values will
result in correct groups, in the likelihood ratio based stochastic order sense, if ω   ΩN

N1 , where
N1   min  N1     NK  .
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Proof: The assertion would be true if Σc

f  ∆  , the cut value for correct partition classes, is less
than Σc

f  ∆  . Since these random variables are gamma distributed (Theorem 2), Σc

f  ∆ 
 lr
Σc

f  ∆  , if κ

f  ∆ 

κ

f  ∆  , where the κ’s are the shape parameters of the corresponding
densities. From Corollary 2 we know that the lowest value of κ will be for partition classes in Ψ,
Φ or ∆.
κ

f  Φ   

Ω  ω  Ni


ωN  Ω  (4.9)
and
κ

f  ∆    ωNi

N  Ni  (4.10)
The minimum value of the above two κ’s will be for the case when Ni is the minimum possible.
The required condition, i.e., κ

f  Φ    κ

f  ∆  can be transformed as follows

Ω  ω

N  Ni  

Ni  1 
  0 (4.11)
The above will be always true if ω   ΩN

N1 , where N1
  min  N1     NK  . Since the vectors in Ψ
represent the same partitions as the one in Φ, we do not need any other condition.
4.3 Average Cut
We first establish that the average cut values are general gamma distributed variables, whose
parameters are functions of the partition classes. This, we follow by an enunciation of the condi-
tions under which minimizing this measure will lead to correct partitioning in the stochastic sense.
We find that for graphs with partition widths, i.e. the minimum average cut value, is less than ωN,
minimizing the average cut makes sense.
Lemma 7. The average cut value Σavg

f  for partition in the partition class f is a gamma random
variable distributed according to Gamma

fT P

1  f    NfT NNT  1

f


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Proof: The average cut measure of a partition is the total cut link weight normalized by the
product of the sizes of the two partitions.
Σavg

f    N Σc

f 
SizeS1

f  SizeS2

f 
(4.12)
Thus, the average cut measure for partitions in f is a gamma random variable that is scaled
by product of the partition size. Recall that if X is Gamma

κ  then bX is general Gamma

κ   b 
distribution2 . The final expression follow from this observation and the expressions in Theorem 2
and Lemma 3.
Lemma 8. The mean value of the average-cut cost, µavg

f  , attains its minimum at f  ∆ and this
minimum is a constant ωN.
Proof: The matrix P can be expressed as sum of a diagonal and non-diagonal matrix: P  
P1
 P2 where
P1

i   j   






Ω  ω  N2i for i   j
0 for i   j
(4.13)
and
P2

i   j    ωNiN j (4.14)
It is easy to see that P2   ωNNT . Thus, the expression for the expected average cut is given by
µavg

f    N ∑i  Ω  ω  fi  1  fi  N
2
i
∑i ∑ j fi  1

f j

NiN j

ωN (4.15)
Using Assumption 1 we can easily see that the first term on the right hand side is always positive
and will attain a minimum value of 0 whenever all f i’s are 0 or 1, in other words f  ∆. The
denominator of the first term is never 0 for valid partitions f  ∆. Thus, the minimum value of ωN
is attained by partition vectors in ∆.
2The general Gamma distribution given by 1Γ   κ  b
 
x
b 
κ

1
e 
x
b for x  0, where b is the scaling factor
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Theorem 2. The average cut measure Σavg

f  will result in a minimum, in the stochastic order sense
over a restricted range

0   ωN  , for partitions in ∆. This restricted range always includes the mode
and the mean of the optimal cut values.
Proof: We would like to establish that Σavg

f  ∆ 
 st minf   ∆ Σavg

f  . Based on properties 1
and 6 from Section 4.1, we just need to show that Σavg

f  ∆ 
 lr Σavg

f  ∆  . For this to be true
the likelihood ratio ordering characteristic function, Λ, should attain a minimum for f  ∆. Using
property 7 from Section 4.1 and the expression derived earlier in this section, the function Λ for
average cut values can be expressed as
Λ

κ

f    b

f     κ

f   tb  f

  fT P

1  f   tN f
T NNT

1  f 
  fT

P  t NN
T
N



1  f 
(4.16)
Using a derivation similar to that in the proof for Lemma 5 we can show that the function Λ

κ

f    b

f  
is concave if p  tN 11
T is positive definite, where p is as defined in Lemma 5. This condition results
in the requirement that t   ωN.
Using this concavity property we can say that Λ

f   ∆   Ψ   Φ  

Λ

f   ∆   Ψ   Φ   for t   ωN.
We can also infer that Σavg

f   Ψ   Φ   
 lr Σavg

f  ∆  using the fact that the minimum of mean of
the Σavg is achieved for f
 ∆ (Lemma 8). Thus, we have Σavg

f  ∆ 
 lr Σavg

f  ∆  but only for
t   ωN. Note that ωN is also the mean value of cut value for optimal partitions, Σavg

f  ∆  (from
Lemma 8). And, since for gamma random variables the mode is less than or equal to the mean, the
assertion of the theorem follows.
This theorem suggests that minimizing the average cut is appropriate for graphs whose partition
width, or the minimum average cut value for the graph, is less than ωN. It can be easily established
that Pr

t   ωN    0   5 using the fact the median of a gamma random variable is always less than
the mean value, which in this case is ωN.
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4.4 Normalized Cut
We show that the normalized cut is a sum of two beta distributed random variables, whose
parameters are functions of the partition classes. Using this, we derive the condition that if Ω   3ω
and the partition width, i.e. the minimum value of the normalized cut value, is less than 0.5,
minimizing the normalized cut measure makes sense.
Lemma 9. The normalized cut value Σnrm

f  for partitions in the partition class f is a sum of two
beta random variables, Σ1nrm

f   Σ2nrm

f  . The random variable Σ1nrm

f  is Beta (κ  f    a  f  ) and
Σ2nrm

f  is Beta (κ  f    b  f  ), where the parameters are
κ

f    fT P

1  f 
a

f    fT P
 
f  fT q
b

f   

1  f  T P
 

1  f  

1  f  T q
Proof: The normalized cut measure of a partition is the total cut link weight normalized by
the sum of the inverses of the connectivities of the partitions. The connectivity of each partition is
the sum of the valencies of the nodes in that partition, which can be expressed as the sum of the
valencies within each partition and the cut value. Using the notations from Lemmas 2 and 4.3, the
normalized cut random variable can be expressed as
Σnrm

f    Σc

f 
Σc

f   Σ1

f 

Σc

f 
Σc

f   Σ2

f  (4.17)
We have also established in Lemmas 2 and 4.3 that Σc   Σ1, and Σ2 are all gamma random variables.
The claims of this lemma follow from this and the basic property that if X1 and X2 are indepen-
dent gamma distributed random variables with scale parameter b and shape parameters κ1 and κ2,
respectively then X1X1   X2 is a beta distributed random variable with parameters κ1 and κ2.
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Corollary 3. The mean and mode of the normalized cut value Σnrm

f  for partition in the partition
class f are given by
µnrm

f    κ

f 
κ

f   a

f 

κ

f 
κ

f   b

f 
Modenrm

f    κ

f   1
κ

f   a

f   2

κ

f   1
κ

f   b

f   2
Note that for f  ∆, when we expect κ   a or b, the mode will be less than the mean value.
Theorem 3. The normalized cut measure Σnrm

f  will result in a minimum, in the stochastic order
sense over a restricted range

0   0   5  , for partitions in ∆. This restricted range will include the
mode and the mean of the optimal cut values if the ω   Ω6
N1

1
N

N1 , where N1
  min  N1     NK  .
Proof: Property 5 from Section 4.1 establishes the conditions for sum of two beta random
variables to be stochastically less than sum of two other beta variables. Thus, we need to show
that Σinrm

f  ∆    st minf   ∆ Σ
i
nrm

f  , for i   1   2. We sketch the proof for Σ1 and the proof for Σ2 is
along similar lines.
The required condition is that the likelihood ratio ordering characteristic function, Λ, should
attain a minimum for f  ∆. Using property 8 from Section 4.1 and the expression derived earlier
in this section, the function Λ for normalized cut values can be expressed as
Λ

κ

f    a

f     κ

f   t

a

f   κ

f  
  fT P

1  f   t

fT P
 
f  fT q  fT P
 

1  f  
  fT P
   

1  f   tfT

P1  q 
(4.18)
where,
P
   

i   j   






1  t  ΩN2i for i   j

1  2t  ωNiN j for i   j
For the required condition, this function Λ

κ

f    a

f   should be concave, which is true only for
t   0   5
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Using this concavity property we can say that Λ

f   ∆   Ψ   Φ  
 st Λ

f   ∆   Ψ   Φ   for t   0   5.
We can also infer that Σ1nrm

f   Ψ   Φ   
 lr Σ1nrm

f  ∆  by comparing the corresponding means.
Thus, we have Σ1nrm

f  ∆ 
 lr Σ1nrm

f  ∆  but only for t   0   5. We can derive the same condition
for Σ2nrm.
For this range, t   0   5, to include the mean and the mode normalized cut values of correct
partitions,

f  ∆  , we can show using the expression for the mean that 3κ

f    min

a

f    b

f   . If
we assume that the smallest object size is N1, then for f  ∆, min

a

f    b

f     0   5ΩN1

N1  1  and
the corresponding κ

f    ω

f  N1

N  N1  . From these, we can derive the required condition to be
ω
  Ω
6
N1

1
N

N1 ; the strength (as measured by the mean values) of the connections inside the smallest
object should be more than 6 times larger than that between the objects.
Thus, we have results similar to, but somewhat more restrictive conditions than that for the
average cut measure. Minimizing the normalized cut is appropriate for graphs whose partition
width, or the minimum normalized cut value for the graph, is less than 0.5 and the within-object
connections are at least six times stronger than the between-object connections. Since the mean
and the mode of the cut values for f  ∆ are included in the range

0   0   5  , we conjecture that the
median is also included in this range, at least for f  ∆, and so Pr

t   0   5    0   5.
4.5 Summary
The theoretical analysis leads to the following conclusions,
1. The average cut measure Σavg

f  will result in a minimum, in the stochastic order sense over
a restricted range

0   ωN  , for partitions in ∆. This restricted range always includes the mode
and the mean of the optimal cut values.
2. The normalized cut measure Σnrm

f  will result in a minimum, in the stochastic order sense
over a restricted range

0   0   5  , for partitions in ∆. This restricted range will include the mode
and the mean of the optimal cut values if the ω   Ω6
N1

1
N

N1 , where N1
  min  N1     NK  .
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3. The recursive partitioning strategy based on the minimization of the cut values will result
in correct groups, in the likelihood ratio based stochastic order sense, if ω   ΩN

N1 , where
N1   min  N1     NK  .
Our major conclusion is that optimization of none of the three measures is guaranteed to result
in the correct partitioning of K objects, in the strict stochastic order sense, for all image statis-
tics. Qualitatively speaking, under very restrictive conditions when the average inter-object feature
affinity is very weak when compared to the average intra-object feature affinity, the minimum cut
measure is optimal. The average cut measure is optimal for graphs whose partition width is less
than the mode of distribution of all possible partition widths. The normalized cut measure is op-
timal for a more restrictive subclass of graphs whose partition width is less than the mode of the
partition width distributions and the strength of inter-object links is six times less than the intra-
object links.
The prediction is that the optimization of each of the partition masure should result in groups
of varying quality. While the minimization of average and normalized cut measures should, for
at least more than 50% of the time, be able to corretcly group features from multiple objects,
the optimization of the minimum cut measure will not be able to do so under all image statistics
conditions.
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CHAPTER 5
EMPIRICAL EVALUATION OF THE CUT MEASURES
As we have seen, partitioning of a graph representation, defined over low-level image features
based on Gestalt inspired relations, is an effective strategy for forming coherent large perceptual
groups in an image. The usual practice, mainly motivated by efficiency considerations, is to ap-
proximate the general K-way partitioning solution by recursive bi-partitioning, where at each step
the graph is broken into two parts based on a partitioning measure. We concentrate on three such
measures, namely, the minimum cut [96], average cut [73] and normalized cut [79]. The minimum
cut partition seeks to minimize the total link weight cut. The average cut measure is proportional
to the total link weight cut, normalized by the sizes of the partitions. The normalizing factor for
the normalized cut measure is the product of the total connectivity (valency) of the nodes in each
partition. The questions we ask in this section are: Do the nature of the cut measures really matter
if they are part of a grouping strategy whose performance can be optimized? Are the quality of
the groups significantly different for each cut measure? Are there image classes on which one cut
measure is better than the other? How do the cut measures perform if constrained to operate on the
same graph?
We empirically evaluate the groups produced by graph partitioning, based on the three mea-
sures, given the task of grouping extended edge segments. We also examine whether the perfor-
mance of the grouping-by-partitioning strategy depends on the image class. Our conclusions are:
1. When considering overall performances, the differences in performances of the three cut
measures are very minimal, at best.
2. When considering average performances within an image class statistically significant dif-
ferences show up, but are very small.
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3. Natural objects in indoor settings seems to be the hardest domain for grouping.
4. Average cut measure seems to offer the best compromise between performance, stability of
performance, and speed, over the other two measures.
The exposition here is organized as follows. In the next section, we review the relevant work,
mainly the graph based approaches to perceptual organization and other related performance com-
parison work. The following sections considers each important aspect of empirical evaluation, one
at a time.
1. The performance measure used for evaluation is sketched out in Section 3.2.
2. The image set along with the creation of ground truth data, which is used to compute perfor-
mances, is discussed in Section 5.1.
3. In Section 5.4, we present an analysis of the actual performance of the cut measures on real
images.
4. We touch on time issues in Section 5.5.
5. We discuss the implications of our findings in Section 5.6.
5.1 Image Set
We use a database of 100 images divided equally into 5 image classes: natural objects in indoor
backgrounds, natural objects in outdoor backgrounds, man-made objects in indoor backgrounds,
man-made object in outdoor backgrounds and aerial image class 1. Each of these images is asso-
ciated with manual ground truth outlines of the objects of interest. There are 20 images totally in
each class, out of which 10 are used for training and the other 10 for testing. The time taken to
ground truth each image is approximately 30–60 minutes per image, depending on their size and
also the complexity of the objects in the image. This protocol for ground truth generated which is
discussed next, was followed to the maximum extent possible.
1The University of California, Berkeley has a dataset of 12,000 manually segmented dataset from over a set of 1000
Corel dataset images. These are mostly suitable at the signal level grouping algorithm and are available at,
http://www.cs.berkeley.edu/projects/vision/grouping/segbench/
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5.2 Ground Truth Creation
For each object in the image, we create ground truth outlines based on the edges that are visible
as well as perceptual edges that should be there (small gaps, etc). The criterion for selecting the
edges is that one must be able to recognize the object from the ground truth outlines. In our previous
work [82], we only marked the edges that were visible in the image. Here, in addition to visible
edges, we also mark edges that were not strong/unseen but with prior knowledge of the object shape
we can infer that an edge exists. From an object recognition viewpoint, this is essential so that the
features in the ground truth is a good model of the object. In real images, we have the problem of
textures within the boundaries of an object and in the background. The texture within the object
is marked if it forms an important part for the object model. For example, the zebra stripes if not
marked, could have a similar model as that of a horse. Mostly structural textures edges are marked;
statistical textures are ignored.
Figs 5.1(a), (b), (c) and (d) show samples of the natural objects in indoor background. Figs 5.2(a),
(b), (c) and (d) show samples of the natural objects in outdoor background. Figs 5.3(a), (b), (c)
and (d) show samples of the man-made objects in indoor surroundings. Figs 5.4(a), (b), (c) and
(d) show samples of the man-made objects in outdoor surroundings. Samples of aerial objects are
shown in Figs 5.5(a), (b), (c) and (d).
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Figure 5.1. Sample ground truth-ed images from Natural indoor image set.
(a) (b)
(c) (d)
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Figure 5.2. Sample ground truth-ed images from Natural outdoor image set.
(a) (b)
(c) (d)
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Figure 5.3. Sample ground truth-ed images from Man-made indoor image set.
(a) (b)
(c) (d)
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Figure 5.4. Sample ground truth-ed images from Man-made outdoor image set.
(a) (b)
(c) (d)
Figure 5.5. Sample ground truth-ed images from Aerial image set.
(a) (b)
(c) (d)
83
5.3 Parameter Selection
We use the team of Learning Automata framework to statistically search for good parameters.
For each cut measure, we run the learning automata team on each class of image as a whole. For
each parameter combination chosen by the LA team at each iteration, the average performance over
the whole image set if the feedback. The parameters are changed in such a way that this average
performance over the image class is maximized. In other words, we have 10 images in each image
class and the parameters are changed such that the performance from each image is computed and
averaged and it is this average value that the team of learning automata maximizes.
From these learning traces, we select 100 best parameter combinations.
5.4 Analyses and Discussions
The analyzed data consists of the quantified performances (βalt ) of each of the three cut-based
grouping strategies on 50 test images, from 5 fives classes, using 100 parameter sets found by
training on a different set of 50 images. We can organize the performances in the matrix form
shown in Table 5.1. For each image k in image class c, there are 100 computed performances
corresponding to the 100 trained parameter sets (PS). We use βalt  Ick   i  to denote the performance
on image Ik from class c using the ith parameter combination PSi. For our image data set, k can
be an integer between 1 and 10, c can be one of the 5 image classes (NO-I, NO-O, MO-I, MO-O,
& Aerial) and i can be an integer between 1 and 100. Thus for each image class, we have 1000
performance numbers, giving us a total of 5000 performance numbers to be analyzed for each cut
measure.
5.4.1 Summary Statistics
We compute two kinds of summary statistics from the raw performance numbers, namely, per-
image statistics and per-class statistics. Referring to Table 5.1, the per-image statistics are the row-
wise summary of the performances, in terms of the maximum, second-maximum, third-maximum,
etc, values. The L-th best (maximum) performance on image I ck , denoted by βmaxLalt

Ick  , is computed
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Table 5.1. The organization of the raw performance indices, their summary statistics studied for
each image class, and the notations used to refer to them.
Train or Test Images Trained Parameter Sets Per Image Statistics (Row wise)
Class Image PS1 . . . PSi . . . PS100 Maximum L-th Max
Image 1 βalt   Ic1  1  . . . . . .
.
.
. . . .
Class c Image k βalt   Ick  1  . . . βalt
 
Ick  i  . . . βalt
 
Ick  100  βmax1alt
 
Ick  . . . βmaxLalt
 
Ick 
.
.
.
Image 10 βalt   Ick  1  . . . . . . . . .
Per Class Statistics βMeanalt
 
c

1  . . . βMeanalt
 
c

i  . . . βmax1alt
 
c  . . . βmaxLalt
 
c 
(Column wise) . . .
as
βmaxL  Ick    L-th 100maxi   1 β

Ick   i  (5.1)
The per-class statistics are the column-wise summary of the performances in the Table 5.1. Thus,
βMeanalt

c   i  , indicates the average of performance over the images in class c with the i-th parameter
set.
βMean  c   i    1
10
10
∑
k   1
β  Ick   i  (5.2)
We capture the overall class performances by the average, maximum, second-maximum, third-
maximum, etc, of these per-class statistics. Thus,
βMean  c    1
100
100
∑
i   1
βMean  c   i  (5.3)
and
βmaxL  c    L-th 100max
i   1
βMean  c   i  (5.4)
The questions below are addresses in the following subsections.
1. How do the train and test performances differ? How much is the expected drop?
2. What are the per-class performance differences of the three cut measures? Are there image
classes on which one cut measure is better than the other?
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3. How do the per-image performances of the three cut measures compare? Do the cut measures
differ in terms of the per-image variation in performances?
4. What happens if we use the trained parameters for one cut measure on another one? Note
that in this case the cut measures are forced to operate on the same underlying graph.
5.4.2 Overall Train and Test Performance
Fig 5.6 shows the spread of the per-class average performances with the different parameter
combinations – βMeanalt

c   i  s of Table 5.1 – over all the 5 image classes in the training set and the
testing sets. Each box plot encapsulates the 500 summary statistics; 100 summary performances for
each of the 5 classes. In this paper, we will use box plots such as these to visualize the distribution of
random quantities. The box stretches from the lower quartile to the upper quartile, with a line inside
it indicating the median value. The whiskers extending from the box show the extent of the rest
of the data and any outliers are shown with plus marks. As expected, there is some drop in testing
performance for all the three cut measures. However, the training and the testing performances for
all the three cut measures seem to be qualitatively similar: the differences, if any, are pretty small.
Although these performances capture gross class-wise performances, the overall character of the
observation regarding the three cut measures hold up on more detailed analysis, which follow in
the subsequent sections, i.e. the differences in performances of the three cut measures are very
minimal, at best.
5.4.3 Class-wise Performances
How the do the test performances of the three cut measures compare for each image class? Are
there image classes for which one cut measure performs better than another? Table 5.2 lists the
mean of the per-class performances, or using the notation of Table 5.1, βMeanalt

c  s, along with their
95% confidence intervals, for each cut type.
We observe that for the natural objects indoor and man-made objects outdoor classes, the mean
performance of the normalized cut is marginally better than the other two cuts. For aerial images,
average cut seems to be better. While for natural objects outdoor, min-cut seems to be better.
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Figure 5.6. Box plot of per-class average performances (βMeanalt

c   i  ) for each of trained parameter
combinations on the set of 50 images, in the training and testing sets, for each of the three cuts.
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For images of man-made objects indoors, all three cuts seem to have similar performances. That
these observations are statistically significant is supported by Analysis of Variance (ANOVA) of the
βMeanalt

c   i  ’s for each class, using the cut and the parameter sets as the sources of variation. Table 5.3
shows the ANOVA results for each of the five image classes along with P-values (from ANOVA of
data from pairs of cut types) to be used for inferring significances of pairwise comparisons of the
cuts. Lower P-values denote more significance. Generally, P-values of less than 0.05 is considered
significant for a 95% confidence level. For pairwise comparisons, of which there are three in each
case, we will have to consider a P-value threshold of 0.02 (   0  053 ) to establish an overall confidence
of 95%. We note that except for man-made objects in indoor settings, all the differences in the
mean overall performance values for each class noted in Table 5.2, however small, are statistically
significant.
We also observe from Table 5.2 that overall performance, irrespective the cut types, is the best
for natural objects in outdoor settings, followed by man-made outdoors, man-made indoors, aerial
images, and natural objects indoors, in that order.
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Table 5.2. Mean values with 95% confidence level of the class-mean performance indices, βMeanalt

c  ,
for each class of images considered for each cut type.
Image class Cut Lower CL Upper CL Mean
Average 0.310 0.316 0.313
1 Normalized 0.337 0.340 0.339
Natural Objects Indoors (NO-I) Minimum 0.331 0.337 0.334
Average 0.449 0.460 0.455
2 Normalized 0.445 0.455 0.450
Natural Objects Outdoors (NO-O) Minimum 0.454 0.465 0.459
Average 0.370 0.381 0.375
3 Normalized 0.373 0.380 0.376
Man-made Objects Indoors (MO-I) Minimum 0.373 0.380 0.376
Average 0.388 0.395 0.391
4 Normalized 0.395 0.403 0.399
Man-made Objects Outdoors (MO-O) Minimum 0.390 0.396 0.393
Average 0.345 0.357 0.351
5 Normalized 0.329 0.336 0.332
(Aerial) Minimum 0.318 0.329 0.324
5.4.4 Per-image Performance
In this section, we look at performance on a per image basis, instead of looking at average
performance over the whole image class. We first make visual assessments of the results and then
proceed to statistical analyses.
Visual Assessment: For each image, we pick the best performance out of the 100 trained pa-
rameter combinations, i.e βmax1alt

Ick  using the notations in Table 5.1. We caution the reader that
visual assessment of the groups might not agree with the computed performance measure, βalt . We
have to keep in mind that our performance measure (i) penalizes groups that straddles two objects
more than groups that include part of an object and the background, and (ii) penalizes small groups.
Fig 5.7 shows an image on which all cut measures perform equally well: all the cut algorithms are
able to separate out the zebra outline along with the strips.
Figs 5.8-5.10 show the performances on some images on which one cut measure differ the
most from the other two. In Fig 5.8 (a), the average cut performs the best. Observe that most of the
background clutter is removed and there are more feature groups detected in the case of average
measure compared to the other two. The normalized cut measure performs the best in Fig 5.9 (a)
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Table 5.3. ANOVA of the class-average performances (βMeanalt

c   i  ) for (a) natural objects indoors,
(c) natural objects outdoors, (e) man-made objects indoor, (g) man-made objects outdoor, and (i)
aerial images. The P-values for ANOVA of data from just pairs of cut are shown for the corre-
sponding classes in (b), (d), (f), (h), and (j).
(a) (b)
Source DF SS F-value P-value
Cut 2 0.0379 317.55 0.0001
Parameters 99 0.0432 7.32 0.0001
Cuts Compared P-value
Avg, Nrm 0.0001
Nrm, Min 0.0001
Avg, Min 0.0001
(c) (d)
Source DF SS F-value P-value
Cut 2 0.0043 105.98 0.0001
Parameters 99 0.2220 108.51 0.0001
Cuts Compared P-value
Avg, Nrm 0.0001
Nrm, Min 0.0001
Avg, Min 0.0001
(e) (f)
Source DF SS F-value P-value
Cut 2 5.78*10  5 0.37 0.6903
Parameters 99 0.1184 15.38 0.0001
Cuts Compared P-value
Avg, Nrm 0.4859
Nrm, Min 0.5791
Avg, Min 0.6061
(g) (h)
Source DF SS F-value P-value
Cut 2 0.0032 96.55 0.0001
Parameters 99 0.0803 48.02 0.0001
Cuts Compared P-value
Avg, Nrm 0.0001
Nrm, Min 0.0001
Avg, Min 0.0001
(i) (j)
Source DF SS F-value P-value
Cut 2 0.0385 399.57 0.0001
Parameters 99 0.1847 38.72 0.0001
Cuts Compared P-value
Avg, Nrm 0.0001
Nrm, Min 0.0001
Avg, Min 0.0001
and the minimum cut measure performs the best in Fig 5.10 (a). However, as we have seen earlier,
this dependence of performance of each cut type on the image is not as extreme as presented in
these sample images. The differences are marginal at best. This reinforces the argument against
the reliance on just visual assessment of results on a few images.
Are the best performances of the cut measures on a per-image basis statistically different?
Fig 5.11 shows the spread of the best performance, βmax1alt

Ick  , on the test set. We observe that the
minimum cut performances are marginally higher than the other two cut measures. Table 5.4(a)
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Figure 5.7. Images on which all three cuts perform the best.
(a) Ground Truth (b) Average (βalt   0   87)
(c) Normalized (βalt   0   87) (d) Minimum (βalt   0   88)
Figure 5.8. Image on which the performance of average cut is the most different from the other.
(a) Ground Truth (b) Average (βalt   0   58)
(c) Normalized (βalt   0   50) (d) Minimum (βalt   0   52)
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shows the ANOVA on the best performance on all 50 test images and for all cut measures, βmax1alt

Ick  s.
It shows that the cut type is a significant source of variation. The P-values from ANOVA for pair-
wise comparison of the cut types are shown in Table 5.4(b). We see that the average and normalized
cut performances are not statistically different, while the difference of min-cut performance from
the other two, albeit small, is statistically different. We also note here that we observed the same
pattern for the second-, third-, and fourth-best performances. From fifth-best performance onwards,
the differences between the cuts stopped being statistically significant.
Table 5.4. (a) ANOVA of the best per-image performance (βmax1alt

Ick  ) on all 50 test images, for the
cut types. (b) P-values for the ANOVA of the best per-image performances, considering two cuts
at a time, with images as the second factor.
(a) (b)
Source DF SS F-value P-value
Cut 2 0.0188 5.15 0.0074
Image 49 3.6305 40.43 0.0001
Cuts Compared P-value
Average, Normalized 0.5640
Normalized, Minimum 0.0091
Average, Minimum 0.0308
Is the variation of performance for each cut type significantly different from each other? How
sensitive is the performance of the cut measures on parameter choice? Is this sensitivity different
for the three cut types? Fig. 5.12 shows the plot of the spread of the difference between the best
and the worst performances,
 βmax1alt

Ick   βmax100alt

Ick   , for the three cut measures. These difference
should have low values to be considered good. We can clearly make out that the min-cut has the
largest difference between best and worst performance. The differences for the average cut and
the normalized cut are similarly spread. Table 5.5(a) shows the ANOVA results on the difference
between the best and worst performances. We see that the variation of difference among the cuts
are statistically significant. Pairwise ANOVA, whose P-values are listed in Table 5.5(b), show that
differences between the average cut and normalized cuts are not significant, while the differences
with the min-cut are significant. Thus, we can infer that the variation in performances of the min-
cut is more than that of the average and normalized cuts, both of which have similar range of
performance variation.
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Table 5.5. (a) ANOVA of the range of performances βmax1alt

Ick   βmax100alt

Ick  , for the three cut types.
(b) P-values for the ANOVA of the range of performances, considering two cuts at a time, with
images as the second factor.
(a) (b)
Source DF SS F-value P-value
Cut 2 0.118 13.68 0.0001
Image 49 2.431 11.5 0.0001
Cuts Compared P-value
Average, Normalized 0.4220
Normalized, Minimum 0.0001
Average, Minimum 0.0011
5.4.5 Cross Compatibility of the Parameter Sets
What happens if we use the trained parameters from one cut for the other two? As one will
recall, the structure of the grouping algorithm is exactly the same for all the three cuts: graphs are
constructed over same kinds of primitives and the links are quantified in the same manner. The
only difference is in the manner in which the constructed graph is partitioned. Thus, it is possible
to interchange parameters between the cut types. This exchange would actually offer a more direct
test of the cut measures by isolating just the cut type as the source of variation. All other program
parameters being the same, the cuts would be operating on the same graph.
Per-class performances: For each image class, we pick the 100 trained parameters from one cut
type and use them for the other two and we compute the class-average performances, βMeanalt

c   i  s.
Fig 5.13 shows the spread of the performances of the cut measures using the parameter trained
on the average cut measure. Fig 5.14 shows the performance spreads of the cut measures using
the parameters obtained by training using the normalized cut measure. And, Fig 5.15 shows the
performances of the cut measures using the min-cut trained parameters. Observe that the minimum
cut performance drops when it is applied with parameters learnt from either the average or the
normalized cut measures. On the other hand, both the average and the normalized cut measures
perform almost similar to each other, irrespective of the parameters. This further attests to the
similarity of the average and normalized cut measures. The min-cut seems to be most sensitive to
being trained. This is not surprising in some ways, since min-cut is well-known for splintering off
small groups, thus degrading partitioning performance. However, our analysis also suggests that
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this flaw can be remedied by training the algorithm parameters to build appropriate graphs where
this drawback would have less of a deleterious effect.
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Figure 5.9. Image on which the performance of normalized cut is the most different from the other.
(a) Ground Truth (b) Average (βalt   0   25)
(c) Normalized (βalt   0   30) (d) Minimum (βalt   0   23)
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Figure 5.10. Image on which the performance of min-cut is the most different from the other.
(a) Ground Truth (b) Average (βalt   0   35)
(c) Normalized (βalt   0   46) (d) Minimum (βalt   0   68)
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Figure 5.11. Box plot of best performances (βmax1alt

Ick  ) on 50 images in the test set for the three cut
measures.
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Figure 5.12. Box plot of difference between best and the worst performances (βmax1alt

Ick  βmax100  Ick  ) on a per image based for the 50 images in the test set for the three cut measures.
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Figure 5.13. Box plots of 100 mean performances on the three cut measures with average cut
trained parameters (500 samples/cut).
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Figure 5.14. Box plots of 100 mean performances on the three cut measures with normalized cut
trained parameters (500 samples/cut).
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Figure 5.15. Box plots of 100 mean performances on the three cut measures with minimum cut
trained parameters (500 samples/cut).
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Figure 5.16. Box plots of the best performance on the three cut measures with average cut trained
parameters (50 samples/cut).
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Per-image performances: We can also look at the best performance on a per image basis, in-
stead the class-wise average performances. For this, we use the 100 trained parameter combinations
for one cut measure with the other two cut measures. We pick the best performance, βmax1alt

Ick  , for
each image and plot the spreads. Each boxplot is composed of 50 performance measures, one for
each of the 50 test images. Here, we observe that the minimum cut performs on par with the other
two cut measures and outperforms them by a small amount, when min-cut trained parameters are
applied. Also, the average and the normalized cut measures, again seem to be pretty similar.
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Figure 5.17. Box plots of the best performance on the three cut measures with normalized cut
trained parameters (50 samples/cut).
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Figure 5.18. Box plots of performance on the three cut measures with minimum cut trained param-
eters (50 samples/cut).
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5.5 Time Issues
Figure 5.19. Box plot of the time (in seconds) taken by the average, normalized and the minimum
cut over a set of 20 images.
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Box plot of the time taken by the Average, Normalized and Minimum Cut over a set of 20 images
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Fig 5.19 shows the distribution of the time, in seconds, taken by each cut algorithms to finish
the grouping process, including low-level processing and graph construction, which are the same
for all the cut measures. The algorithms were run on a Sun Ultra-Enterprise with a clock speed of
247 MHz. We can clearly see that the time taken to compute the normalized cut vary more than the
other two cuts. This can be attributed to the normalized Laplacian matrix structure, all of whose
diagonal entries are one and the rest of the entries are negative but with absolute values less than
one. Whereas, for the average cut, the diagonal elements can have a value greater than 1. Hence
the relative variation between the matrix element is less for the normalized cut case, which effects
the rate of convergence of the eigenvalue/eigenvector computations.
5.6 Summary
We empirically analyzed the performance of graph partitioning based grouping strategies based
on three cut measures, average cut, normalized cut, and min-cut. We evaluated the performance of
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the grouping strategies with respect to how much the computed groups can aid constrained search
based object recognition. We used a fairly large data set of 100 images, of which 50 images were
used for training the parameters and performance analyses were conducted on the other set of
50 images. These images were from 5 classes, with 10 images in each category. We chose the
algorithm parameters using a fairly rigorous strategy. Statistical significances of the results were
established with Analysis of Variance. Among the conclusions of this study are the following:
1. When considering overall performances, the differences in performances of the three cut
measures are very minimal, at best.
2. When considering average performances within an image class some small, but statistically
significant differences show up. We observe that for the natural objects indoor and man-
made objects outdoor classes, the mean performance of the normalized cut is marginally
better than the other two cuts. For aerial images, average cut seems to be better. While for
natural objects outdoor, min-cut seems to be better. For images of man-made objects indoors,
all three cuts have similar performances.
3. We also observe that overall performance, irrespective of the cut types, is the best for nat-
ural objects in outdoor settings, followed by man-made outdoors, man-made indoors, aerial
images, and natural objects indoors, in that order.
4. When considering per-image best performances, minimum cut performances are very marginally
higher than the other two cut measures. The differences between average and normalized cut
performances are minimal.
5. When considering per-image best performances, we observe that the minimum cut is sensi-
tive to the parameter choice, while the average and the normalized cuts are not.
6. When constrained to operate on the same graph, the mean performances of the normalized
and the average cuts are statistically equivalent. The performance of min-cut varies depend-
ing on the whether right parameter set is used. If min-cut trained parameter sets are used, the
mean performance over an image class is better, otherwise the performance drops.
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7. Average cut seems to offer the best compromise between performance, stability of perfor-
mance, and speed, over the other two measures.
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CHAPTER 6
DISCUSSIONS AND CONCLUSIONS
In this dissertation, we developed, analytically modeled, and empirically evaluated a graph
spectra based framework, to form large perceptual groups from relations defined over small number
of image primitives. We formulated a learning framework, based on game theory and learning
automata, to adapt the perceptual grouping process to an image domain. Some of the interesting
conclusions are,
1. It is possible to perform figure-ground segmentation from a set of local salient relations such
as parallelism, continuity, perpendicularity, proximity and region similarity, each defined
over a small number of primitives.
2. The relative importance of the salient relations are dependent on the object or domain of
interest.
3. Just geometric relationships are not sufficient for groupings. Photometric attributes such as
region similarity play a significant role in grouping extended low-level features
4. Optimization of none of the three measures considered is guaranteed to result in the correct
partitioning of K objects, in the strict stochastic order sense, for all image statistics. Qual-
itatively speaking, under very restrictive conditions when the average inter-object feature
affinity is very weak when compared to the average intra-object feature affinity, the mini-
mum cut measure is optimal. The average cut measure is optimal for graphs whose partition
width is less than the mode of distribution of all possible partition widths. The normalized
cut measure is optimal for a more restrictive subclass of graphs whose partition width is less
than the mode of the partition width distributions and the strength of inter-object links is six
times less than the intra-object links.
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5. When considering overall performances, the differences in performances of the three cut
measures are very minimal, at best.
6. Average cut seems to offer the best compromise between performance, stability of perfor-
mance, and speed, over the other two measures.
The implications of the study in terms of research into grouping algorithms are two fold. First,
formulating another partitioning measure does not seems to offer the most productive line of re-
search, at-least from an empirical viewpoint. Infact some of the recent studies which have come
out after this work concur with our analysis [63]. Richer graphs, say with more than just 2-ary
relations, might offer the best possible next line of attack for performance improvement. Second,
the hardest image domain for grouping, at-least using graph partition based methods, seem to be
natural objects in indoor settings. Having identified the image domains which are easiest through
to the hardest, to perfect the process of segmentation, we could use the easiest image domain and
then move onto the harder ones.
We have clearly demonstrated the power of supervised learning to form large groupings. How-
ever, manual ground truth comes at a premium; it is hard to create databases of substantial sizes.
The next level of advancement would be to develop semi-supervised learning using partial ground
truths and then ultimately move onto unsupervised learning without ground truths. For future work,
the forms of affinity relations rather than just the parameters could be learnt based on image statis-
tics for better graph construction. We could extend grouping to video sequences and include depth
and motion vectors in the framework. We could also combine and perform grouping on stereo
images.
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