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INVARIANT GENERATORS FOR GENERALIZED DISTRIBUTIONS
M. JOTZ AND T.S. RATIU
Abstract. The existence of invariant generators for distributions satisfying a compatibility con-
dition with the symmetry algebra is proved.
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1. Introduction
If a smooth manifold M is acted upon in a proper way by a Lie group G, the space of orbitsM/G
has the structure of a stratified space. If the action is free or with conjugated isotropy subgroups,
the quotient M/G is known to be a smooth manifold and the quotient map π :M →M/G a smooth
surjective submersion. In the first case, a free and proper action is induced on the tangent space TM
and on the cotangent space T ∗M , but in the case of conjugated isotropies, the isotropy subgroups of
the induced action on the tangent space are not necessarily conjugated (see [RO06] for a complete
characterization of the isotropy lattice of the lifted action).
More generally, if a subdistribution of the Pontryagin bundle PM := TM ⊕ T
∗M is invariant
under an action by an involutive subbundle I of TM how can we decide if this distribution has
invariant sections? The existence of invariant generators would imply that the generalized distribu-
tion, assumed that its cotangent part annihilates the vertical space of the action, pushes forward to
a smooth generalized distribution on the space of leaves M/I. In this note, we present a theorem
giving sufficient conditions for a locally finitely generated generalized distribution to be spanned
by sections pushing forward to the quotient. This property has its origins in control theory and
the first results in this direction were obtained in [NvdS90] and [CT89]. Results about invariant
generators for a certain class of invariant subbundles of exact Courant algebroids are shown to hold
in [JRZ11], but the techniques used there can not be applied in a straightforward manner to the
present situation.
The paper is organized as follows. Background on smooth generalized distributions is rewieved in
Section 2. Special emphasis is given to the notion of pointwise and smooth annihilators since these
are essential tools for the rest of the paper. The main theorem of the paper, guaranteeing, under
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certain assumptions, the existence of generators of generalized distributions that push forward to
the quotient, is proved in Section 3.
Conventions and notations. If M is a smooth manifold, C∞(M) denotes the sheaf of local func-
tions on M , that is, an element f ∈ C∞(M) is, by definition, a smooth function f : U → R, where
the domain of definition U of f is an open subset ofM . Similarly, if E is a vector bundle overM , or a
generalized distribution on M , Γ(E) denotes the set of smooth local sections of E. In particular, the
sets of smooth local vector fields and one-forms onM are denoted by X(M) and Ω1(M), respectively.
The open domain of definition of the local section σ of E is denoted by Dom(σ).
2. Generalities on distributions and smooth annihilators
2.1. Smooth and pointwise annihilators. The Pontryagin bundle P := TM ⊕T ∗M of a smooth
manifold M is naturally endowed with a non-degenerate symmetric fiberwise bilinear form of signa-
ture (dimM, dimM) given by
(1) 〈(um, αm), (vm, βm)〉 := 〈βm, um〉+ 〈αm, vm〉
for all um, vm ∈ TmM and αm, βm ∈ T
∗
mM .
A generalized distribution is a subset ∆ ⊆ P = TM ⊕ T ∗M such that for each m ∈ M , the set
∆(m) := ∆ ∩ P(m) is a vector subspace of P(m) = TmM ⊕ T
∗
mM . The number dim∆(m) is called
the rank of ∆ at m ∈ M . A point m ∈ M is a regular point of the distribution ∆ if there exists a
neighborhood U of m such that the rank of ∆ is constant on U . Otherwise, m is a singular point of
the distribution.
A local differentiable section of ∆ is a smooth section σ ∈ Γ(P) = X(M) × Ω1(M) defined on
some open subset U ⊂ M such that σ(u) ∈ ∆(u) for each u ∈ U ; Γ(∆) denotes the space of local
differentiable sections of ∆. A generalized distribution is said to be differentiable or smooth if for
every point m ∈ M and every v ∈ ∆(m), there is a differentiable section σ ∈ Γ(∆) defined on an
open neighborhood U of m such that σ(m) = v.
If ∆ ⊂ P is a smooth distribution, its smooth orthogonal distribution (or simply its smooth
orthogonal) is the smooth generalized distribution ∆⊥ ⊆ P defined by
∆⊥(m) :=

(X(m), α(m))
∣∣∣∣∣∣∣∣∣∣∣∣
(X,α) ∈ X(M)× Ω1(M) with m ∈
Dom(X) ∩Dom(α) such that for all
(Y, β) ∈ X(M)× Ω1(M)
with m ∈ Dom(Y ) ∩Dom(β),
we have 〈(X,α), (Y, β)〉 = 0
on Dom(X) ∩Dom(Y ) ∩Dom(α) ∩Dom(β)

.
In general, the inclusion ∆ ⊂ ∆⊥⊥ is strict. The smooth orthogonal of a smooth generalized distri-
bution is smooth by construction. If the distribution ∆ is a vector subbundle of P, then its smooth
orthogonal distribution is also a vector subbundle of P. Note also that the smooth orthogonal of a
smooth generalized distribution ∆ is, in general, different from the pointwise orthogonal distribution
of ∆, defined by
∆⊥p(m) := {σm ∈ P(m) | 〈σm, τm〉 = 0 for all τm ∈ ∆(m)},
where the subscript p stands for “pointwise”. The pointwise orthogonal of a smooth generalized
distribution ∆ is not smooth, in general. The following statement is an immediate consequence of
the definitions.
Proposition 1. Let ∆ be a smooth generalized distribution. Then we have
∆⊥ ⊆ ∆⊥p , ∆ = ∆⊥p⊥p , and ∆ ⊆ ∆⊥⊥.
If ∆ is itself a vector bundle over M , the smooth orthogonal distribution ∆⊥ of ∆ is also a vector
subbundle of P, and we have ∆⊥ = ∆⊥p .
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This implies the following property of the smooth annihilator of a sum of vector subbundles of P;
its proof is easy and can be found in [JRS´11].
Proposition 2. Let ∆1 and ∆2 be vector subbundles of the vector bundle (P, 〈 , 〉). Since ∆1 and
∆2 have constant rank on M , their smooth orthogonals ∆
⊥
1 and ∆
⊥
2 are also vector subbundles of P
and equal to the pointwise orthogonals of ∆1 and ∆2. The intersection ∆
⊥
1 ∩∆
⊥
2 is smooth if and
only if it has locally constant rank.
A tangent (respectively cotangent) distribution T ⊆ TM (respectively C ⊆ T ∗M) can be identified
with the smooth generalized distribution T ⊕ {0} (respectively {0} ⊕ C). The smooth orthogonal
distribution of T ⊕ {0} in TM ⊕ T ∗M is easily computed to be (T ⊕ {0})⊥ = TM ⊕ T◦, where
T
◦(m) =
{
α(m)
∣∣∣∣ α ∈ Ω1(M),m ∈ Dom(α) and α(X) = 0on Dom(α) ∩Dom(X) for all X ∈ Γ(T)
}
for all m ∈ M . This smooth cotangent distribution is called the smooth annihilator of T. Anal-
ogously, we define the smooth annihilator C◦ of a cotangent distribution C. Then C◦ is a smooth
tangent distribution and we have ({0} ⊕ C)⊥ = C◦ ⊕ T ∗M .
2.2. Examples.
Example 1. If a Lie group G with Lie algebra g acts on the manifold M , the tangent distribution
V whose value at each point m ∈M is given by
V(m) = {ξM (m) | ξ ∈ g}
is called the vertical distribution. Let (ξ1, . . . , ξd) be a basis of the Lie algebra g. The smooth
distribution V is tangent and globally finitely generated by the fundamental vector fields ξ1M , . . . , ξ
d
M ,
but not of constant rank, in general, unless the action is free or with conjugated isotropy subgroups.
If the G-action has conjugated isotropy groups, the vertical distribution is a vector subbundle of
TM . The smooth annihilator V◦ of V is given by
(2) V◦(m) = {α(m) | α ∈ Ω1(M),m ∈ Dom(α), such that α(ξM ) = 0 for all ξ ∈ g}.
In the following, we will also need the smooth generalized distribution K := V⊕ {0} and its smooth
orthogonal K⊥ = TM ⊕ V◦.
Example 2. Consider the tangent distribution D ⊆ TR2 defined at every (x, y) ∈ R2 by
D(x, y) =
{
span(∂y, ∂x) x ≥ 0
span(∂y) x < 0
.
Assume thatX is a vector field on R2 such thatX(0, 0) = ∂x andX(x, y) ∈ D(x, y) for all (x, y) ∈ R
2.
Write X = a∂x+ b∂y with a, b ∈ C
∞(R2). Then a(0, 0) = 1 and b(0, 0) = 0. Since a is smooth, there
exists a neighborhood U of (0, 0) in R2 such that a doesn’t vanish on U . This implies that X does
not take values in D, a contradiction. Hence, D is not a smooth distribution.
Example 3. Consider the tangent distribution D ⊆ TR2 defined at every (x, y) ∈ R2 by
D(x, y) =
{
span(∂y, ∂x) x > 0
span(∂y) x ≤ 0
.
This distribution is smooth.
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3. Invariant generators for distributions
3.1. The theorem. We present here a theorem which can help to decide if a locally finitely generated
distribution is spanned by its descending sections. The proof is inspired by [CT89].
The space Γ(TM ⊕ T ∗M) of local sections of the Pontryagin bundle is endowed with a skew-
symmetric bracket given by
[(X,α), (Y, β)] : =
(
[X,Y ],£Xβ −£Y α+
1
2
d (α(Y )− β(X))
)
=
(
[X,Y ],£Xβ − iY dα−
1
2
d 〈(X,α), (Y, β)〉
)
(3)
(see [Cou90]). This bracket is R-bilinear (in the sense that [a1(X1, α1) + a2(X2, α2), (Y, β)] =
a1[(X1, α1), (Y, β)] + a2[(X2, α2), (Y, β)] for all a1, a2 ∈ R and (X1, α1), (X2, α2), (Y, β) ∈ Γ(TM ⊕
T ∗M) on the common domain of definition of the three sections) and does not satisfy the Jacobi
identity.
Let I ⊆ TM be a smooth tangent distribution. If (Y, 0) is a local section of I⊕{0} ⊆ TM ⊕T ∗M
and (X,α) a local section of TM ⊕ I◦, using α(Y ) = 0 we get
(4) [(Y, 0), (X,α)] =
(
[Y,X ],£Y α+
1
2
d (−α(Y ))
)
= (£YX,£Y α) .
Note also that
(5) [(Y, 0), f(X,α)] = (£Y f) (X,α) + f [(Y, 0), (X,α)]
for all f ∈ C∞(M).
Theorem 1. Let I ⊆ TM be an involutive vector subbundle of TM and D ⊆ TM ⊕ I◦ a generalized
distribution on M . Let Θ := I ⊕ {0} ⊆ TM ⊕ T ∗M . Assume that for each m ∈ M there exist an
open set U ⊆M with m ∈ U and smooth sections d1, . . . , dr ∈ Γ(D) such that
D(m′) = span
R
{d1(m
′), . . . , dr(m
′)}
for all m′ ∈ U and
(6) [di,Γ(Θ)] ⊆ spanC∞(U){d1, . . . , dr}+ Γ(Θ)
for i = 1, . . . , r. Let (X,α) be a local section of TM ⊕ I◦ satisfying
(7) [(X,α),Γ(Θ)] ⊆ spanC∞(U){d1, . . . , dr}+ Γ(Θ).
Then there exists smooth sections d, d′1, . . . , d
′
r in spanC∞(U){d1, . . . , dr} satisfying
(i) D(m′) = span{d′1(m
′), . . . , dr(m
′)} for all m′ ∈ U ,
(ii) [d′i,Γ(Θ)] ⊆ Γ(Θ) on U for all i = 1, . . . , r, and
(iii) [(X,α) + d,Γ(Θ)] ⊆ Γ(Θ) on U .
Remark 1. Note that if D has constant rank on U , then Γ(D) = spanC∞(U){d1, . . . , dr}. For a
generalized distribution this is not necessarily true.
3.2. The proof. This is a long proof and so it will be broken up in four steps. Since the statement
is local, we work in a foliated chart of I. We choose a set of local sections as in the hypothesis of the
theorem and write its elements as a sum of a component tangent to the leaves of I and the rest. The
main work is the analysis of this second component. The r local sections spanning pointwise D in
the theorem are constructed from an initially chosen set of local spanning sections of D using in an
essential way the information gathered about their second component. In the first step we construct a
family of linear systems for the derivatives (along the leaves of I) of these second components. Using
specific properties of this system, in the second step, we linearly transform the second components
in order to get pairs formed by a vector field and a one-form that are independent of the coordinates
of the leaves of I. In the third step, we extend this linear transformation to the set of local spanning
sections of D and, using the property found in the previous step, r sections of D are constructed
INVARIANT GENERATORS FOR GENERALIZED DISTRIBUTIONS 5
that satisfy the first two properties in the statement. In the fourth step an additional section of D
is constructed that satisfies the third property in the statement.
Step 1: Construction of the linear system. Let n := dimM and k := dim I(x), for x ∈M . Since the
vector subbundle I is involutive, it is integrable by the Frobenius Theorem and thus any m ∈ M
lies in a foliated chart domain U1 described by coordinates (x
1, . . . , xn) such that the first k among
them define the local integral submanifold containing m. Thus, for any m′ ∈ U1 the basis vector
fields ∂x1 , . . . , ∂xk evaluated at m
′ span I(m′).
Because D is locally finitely generated, we can find on a sufficiently small neighborhood U of m in
U1, smooth sections d1 = (X1, α
1), . . . , dr = (Xr, α
r) spanning ΓU (D) as a C
∞(U)-module. Write,
for i = 1, . . . , r,
di = (Xi, α
i) =
n∑
j=1
(Xji ∂xj , α
i
jdx
j),
with Xji and α
i
j smooth local functions defined on U for j = 1, . . . , n. Note that α
i
1 = . . . = α
i
k = 0
for i = 1, . . . , r, since αi ∈ Γ(I◦). By hypothesis (31) and with ∂xl ∈ Γ(I) for l = 1, . . . , k, we get for
all i = 1, . . . , r and l = 1, . . . , k:
∂xl(Xi, α
i) :=
[
(∂xl , 0) ,
(
Xi, α
i
)]
=
(
[∂xl , Xi] ,£∂xlα
i
)
=
n∑
j=1
(
∂xl(X
j
i )∂xj , ∂xl(α
i
j)dx
j
)
∈ spanC∞(U){d1, . . . , dr}+ Γ(Θ).
Hence we can write
∂xl(Xi, α
i) =
n∑
j=1
(
∂xl(X
j
i )∂xj , ∂xl(α
i
j)dx
j
)
=
k∑
j=1
Ajli(∂xj , 0) +
r∑
s=1
Bils (Xs, α
s)
with Ajli, B
i
ls ∈ C
∞(U) for i, s = 1, . . . , r and l, j = 1, . . . , k. Setting(
X˜i, α˜
i
)
:=
n∑
j=k+1
(
Xji ∂xj , α
i
jdx
j
)
for i = 1, . . . , r, we get
∂xl
(
X˜i, α˜
i
)
: =
[(
∂xl , 0
)
,
(
X˜i, α˜
i
)]
=
n∑
j=k+1
(
∂xl(X
j
i )∂xj , ∂xl(α
i
j)dx
j
)
(8)
=
r∑
s=1
Bils
(
X˜s, α˜
s
)
.
We verify the last equality. Since αsj = 0 for j = 1, . . . , k and s = 1, . . . , r, we have for any
i = 1, . . . , r, l = 1, . . . , k,
∂xl(Xi, α
i) =
k∑
m=1
(∂xl(X
m
i )∂xm , 0) +
n∑
j=k+1
(
∂xl(X
j
i )∂xj , ∂xl(α
i
j)dx
j
)
=
k∑
m=1
Amli (∂xm , 0) +
r∑
s=1
Bils (Xs, α
s)
=
k∑
m=1
Amli (∂xm , 0) +
r∑
s=1
Bils
n∑
j=1
(Xjs∂xj , α
s
jdx
j)
=
k∑
m=1
Amli (∂xm , 0) +
r∑
s=1
Bils
k∑
m=1
(Xms ∂xm , 0) +
r∑
s=1
Bils
n∑
j=k+1
(Xjs∂xj , α
s
jdx
j)
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=
k∑
m=1
(
Amli +
r∑
s=1
BilsX
m
s
)
(∂xm , 0) +
n∑
j=k+1
((
r∑
s=1
BilsX
j
s
)
∂xj ,
(
r∑
s=1
Bilsα
s
j
)
dxj
)
which is equivalent to
∂xl(X
m
i ) = A
m
li +
r∑
s=1
BilsX
m
s , for all l,m = 1, . . . , k, i = 1, . . . , r(9)
∂xl(X
j
i ) =
r∑
s=1
BilsX
j
s for all l = 1, . . . , k, i = 1, . . . , r, j = k + 1, . . . n(10)
∂xl(α
i
j) =
r∑
s=1
Bilsα
s
j for all l = 1, . . . , k, i = 1, . . . , r, j = k + 1, . . . n.(11)
Using (10) and (11) we get
∂xl
(
X˜i, α˜
i
)
=
n∑
j=k+1
(
∂xl(X
j
i )∂xj , ∂xl(α
i
j)dx
j
)
=
n∑
j=k+1
((
r∑
s=1
BilsX
j
s
)
∂xj ,
(
r∑
s=1
Bilsα
s
j
)
dxj
)
=
n∑
j=k+1
r∑
s=1
Bils
(
Xjs∂xj , α
s
jdx
j
)
=
r∑
s=1
Bils
n∑
j=k+1
(
Xjs∂xj , α
s
jdx
j
)
=
r∑
s=1
Bils
(
X˜s, α˜
s
)
which proves (8). Note that (9) gives a formula for ∂xl(X
m
i ) for all l,m = 1, . . . , k and i = 1, . . . , r.
Step2: Construction of an r × r-matrix B such that
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B does not depend on
x1, . . . , xk. We rewrite the system (8) in the form
(12)
(
∂xl
(
X˜1, α˜
1
)
, . . . , ∂xl
(
X˜r, α˜
r
))
=
((
X˜1, α˜
1
)
. . . ,
(
X˜r, α˜
r
))
Bl,
where Bl := [B
i
ls] is the r× r matrix whose entry B
i
ls ∈ C
∞(U) is the intersection of the i-th column
and the s-th row (i, j = 1, . . . , r). In view of (10), (11), this system can be explicitly written as
∂xl

Xk+11 . . . X
k+1
r
...
...
...
Xn1 . . . X
n
r
α1k+1 . . . α
r
k+1
...
...
...
α1n . . . α
r
n

=

Xk+11 . . . X
k+1
r
...
...
...
Xn1 . . . X
n
r
α1k+1 . . . α
r
k+1
...
...
...
α1n . . . α
r
n


B1l1 B
2
l1 . . . B
r
l1
B1l2 B
2
l2 . . . B
r
l2
...
...
...
...
B1lr B
2
lr . . . B
r
lr
 ,
where
(13)
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
=

Xk+11 . . . X
k+1
r
...
...
...
Xn1 . . . X
n
r
α1k+1 . . . α
r
k+1
...
...
...
α1n . . . α
r
n

.
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Equivalently, taking the transpose of this system, we get
∂xl

Xk+11 . . . X
n
1 α
1
k+1 . . . α
1
n
Xk+12 . . . X
n
2 α
2
k+1 . . . α
2
n
...
...
...
...
...
...
Xk+1r . . . X
n
r α
r
k+1 . . . α
r
n
 = B⊤l

Xk+11 . . . X
n
1 α
1
k+1 . . . α
1
n
Xk+12 . . . X
n
2 α
2
k+1 . . . α
2
n
...
...
...
...
...
...
Xk+1r . . . X
n
r α
r
k+1 . . . α
r
n
(14)
Now fix j ∈ {1, . . . , k}, think of xj as a time variable and all the other xi, i 6= j, as parameters.
Consider the following linear ordinary differential equation on Rr, where the solutions Y depend
smoothly on the parameters x1, . . . , xj−1, xj+1, . . . , xn:
(15) ∂xjY = B
⊤
j Y.
Let Y j1 , . . . , Y
j
r be r linearly independent solutions of (15). The r × r matrix Wj whose columns
are Y j1 , . . . , Y
j
r , that is, Wj := (Y
j
1 , . . . , Y
j
r ), is invertible. However, by (14) with l = j, the 2(n −
k) columns of the matrix in this system also satisfy (15) and therefore these columns are linear
combinations of Y j1 , . . . , Y
j
r , that is, there exists a matrix Lj having r rows and 2(n − k) columns
such that (
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)⊤
=WjLj , j = 1, . . . , k.
The entries of Lj are smooth functions of (x
1, . . . , xn) and are independent of the variable xj (the
“time” in the differential equation (15)).
Since this argument holds for any j = 1, . . . , k this implies
(16) W1L1 =W2L2 = · · · =WkLk.
Because W2 is nonsingular, we have
L2(x
1, . . . , xn) =
(
W−12 W1L1
)
(x1, . . . , xn).
Since L2 is independent of x
2 and L1 is independent of x
1, we get
L2(x
1, x2, . . . , xn) = L2(x
1, 0, x3, . . . , xn)(17)
=
(
W−12 W1
)
(x1, 0, x3, . . . , xn)L1(x
1, 0, x3 . . . , xn)
=
(
W−12 W1
)
(x1, 0, x3, . . . , xn)L1(0, 0, x
3 . . . , xn).
In the same manner, we have L3(x
1, . . . , xn) =
(
W−13 W2L2
)
(x1, . . . , xn), and hence
L3(x
1, . . . , xn) = L3(x
1, x2, 0, x4, . . . , xn)
=
(
W−13 W2
)
(x1, x2, 0, x4, . . . , xn)L2(x
1, x2, 0, x4, . . . , xn)
(17)
=
(
W−13 W2
)
(x1, x2, 0, x4, . . . , xn)
(
W−12 W1
)
(x1, 0, 0, x4, . . . , xn)
× L1(0, 0, 0, x
4 . . . , xn).
By induction, we get
Lk(x
1, . . . , xn) = Lk(x
1, . . . , xk−1, 0, xk+1, . . . , xn)(18)
=
(
W−1k Wk−1
)
(x1, . . . , xk−1, 0, xk+1, . . . , xn)
× Lk−1(x
1, . . . , xk−1, 0, xk+1, . . . , xn)
=
(
W−1k Wk−1
)
(x1, . . . , xk−1, 0, xk+1, . . . , xn)
×
(
W−1k−1Wk−2
)
(x1, . . . , xk−2, 0, 0, xk+1, . . . , xn)× · · ·
×
(
W−13 W2
)
(x1, x2, 0, . . . , 0, xk+1, . . . , xn)
×
(
W−12 W1
)
(x1, 0, . . . , 0, xk+1, . . . , xn)L1(0, . . . , 0, x
k+1 . . . , xn).
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Define the smooth r × r nonsingular matrix
H(x1, . . . , xn) :=Wk(x
1, . . . , xn)
(
W−1k Wk−1
)
(x1, . . . , xk−1, 0, xk+1, . . . , xn)(19)
× · · · ×
(
W−13 W2
)
(x1, x2, 0, . . . , 0, xk+1, . . . , xn)
×
(
W−12 W1
)
(x1, 0, . . . , 0, xk+1, . . . , xn)
and the smooth r × (2n− 2k) matrix
L(x1, . . . , xn) := L1(0, . . . , 0, x
k+1, . . . , xn).
Note that L does not depend on x1, . . . , xk. Using equations (18) and (19), we get
(HL)(x1, . . . , xn) = H(x1, . . . , xn)L1(0, . . . , 0, x
k+1, . . . , xn)
=Wk(x
1, . . . , xn)Lk(x
1, . . . , xn)
=
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)⊤
.
Define the r × r nonsingular matrix B depending smoothly on (x1, . . . , xn) by
(20) B(x1, . . . , xn) := (H(x1, . . . , xn)⊤)−1 = (H(x1, . . . , xn)−1)⊤.
Then
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B = L⊤ does not depend on x1, . . . , xk.
Step 3: Construction of the local sections (Z1, γ1), . . . , (Zr, γr). We want to better understand the
columns of this matrix. In view of (13), we can write
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B =
[
C˜
D˜
]
,
where
C˜ =
[
C˜jl
]
j=k+1,...,n
l=1,...,r
and D˜ =
[
D˜jl
]
j=k+1,...,n
l=1,...,r
are (n − k) × r-matrices whose entries are smooth functions of only xk+1, . . . , xn (that is, they do
not depend on x1, . . . , xk). Thus the i-th column of the matrix
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B equals
(21)
((
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B
)
i
:=
n∑
j=k+1
(C˜ji∂xj , D˜jidx
j)
and so, by (4), we get for any l = 1, . . . , k and i = 1, . . . , r,
(22)
[
(∂xl , 0),
((
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B
)
i
]
= 0.
Let d′1 = (Z1, γ1), . . . , d
′
r = (Zr, γr) be the sections of D ⊆ TM ⊕ I
◦ on U defined by
d′i = (Zi, γi) :=
((
(X1, α
1), . . . , (Xr, α
r)
)
B
)
i
for i = 1, . . . , r,
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where, as before, if we write
(
(X1, α
1), . . . , (Xr, α
r)
)
B =

X11 . . . X
1
r
...
...
...
Xk1 . . . X
k
r
Xk+11 . . . X
k+1
r
...
...
...
Xn1 . . . X
n
r
α11 . . . α
r
1
...
...
...
α1k . . . α
r
k
α1k+1 . . . α
r
k+1
...
...
...
α1n . . . α
r
n


B11 B12 . . . B1r
B21 B22 . . . B2r
...
...
...
...
Br1 Br2 . . . Brr
 =
[
C
D
]
,
with
C =
[
Cjl
]
j=1,...,n
l=1,...,r
and D =
[
Djl
]
j=1,...,n
l=1,...,r
n× r-matrices whose entries depend smoothly on all coordinates x1, . . . , xn, we have
((
(X1, α
1), . . . , (Xr, α
r)
)
B
)
i
=
n∑
j=1
(Cji∂xj , Djidx
j).
Note that since αij = 0 for i = 1, . . . , r and j = 1, . . . , k, we get Dji = 0 for all i = 1, . . . , r and
j = 1, . . . , k. Using (21), we conclude
Zi = ξi + PTM
(((
X˜1, . . . , X˜r
)
B
)
i
)
= ξi +
n∑
j=k+1
Cji∂xj ,
γi = PT∗M (((α˜1, . . . , α˜r)B)i) =
n∑
j=k+1
Djidx
j ,
where PTM and PT∗M are the projections on the vector field and one-form factors, respectively, and
ξi =
k∑
j=1
Cji∂xj ∈ Γ(I).
Thus, we have for all l = 1, . . . , k and i = 1, . . . , r,
[(∂xl , 0) , (Zi, γi)] = [(∂xl , 0) , (ξi, 0)] +
[
(∂xl , 0) ,
((
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
·B
)
i
]
(23)
(22)
= ([∂xl , ξi], 0) + 0 ∈ Γ(Θ)
since I ⊂ TM is an involutive vector subbundle, by hypothesis. Hence, if we write an arbitrary
section (η, 0) ∈ Γ(Θ) as
(η, 0) =
 k∑
j=1
ηj∂xj , 0
 ,
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where η1, . . . , ηk are smooth functions of x
1, . . . , xn, we get for i = 1, . . . , r
[(η, 0) , (Zi, γi)] =
 k∑
j=1
ηj∂xj , 0
 , (Zi, γi)

=
k∑
j=1
ηj [(∂xj , 0) , (Zi, γi)]−
k∑
j=1
Zi[ηj ](∂xj , 0) ∈ Γ(Θ).
Indeed, both terms are elements of Γ(Θ): the first summand by (23) and the second summand
because of its form.
Thus, since by construction, (Z1, γ1), . . . , (Zr, γr) span D on U (because B is an invertible r × r
matrix), these smooth sections of D ⊆ TM ⊕ I◦ satisfy the first two statements of the proposition.
Step4: Construction of the local section d. We use the sections d1 = (X1, α
1), . . . , dr = (Xr, α
r)
spanning D on the open subset U ⊆M . Since (X,α) ∈ Γ(TM ⊕ I◦), it can be written in the form
(X,α) =
n∑
j=1
aj(∂xj , 0) +
n∑
j=k+1
bj(0,dx
j),
where a1, . . . , an, bk+1, . . . , bn are C
∞-functions of x1, . . . , xn. By hypothesis (7),
[(∂xl , 0), (X,α)] =
n∑
j=1
∂xl(a
j)(∂xj , 0) +
n∑
j=k+1
∂xl(bj)(0,dx
j) ∈ spanC∞(U){d1, . . . , dr}+ Γ(Θ)
for all l = 1, . . . , k. Thus, for each l = 1, . . . , k, there exist functions β1l , . . . , β
r
l and σ
1
l , . . . , σ
k
l
depending smoothly on x1, . . . , xn such that
n∑
j=1
∂xl(a
j)(∂xj , 0) +
n∑
j=k+1
∂xl(bj)(0,dx
j) =
k∑
j=1
σjl (∂xj , 0) +
r∑
j=1
βjl (Xj , α
j).
Hence, if we define
(X˜, α˜) :=
n∑
j=k+1
(aj∂xj , bjdx
j),
then proceeding as in the proof of (8), we get for each l = 1, . . . , k,[
(∂xl , 0), (X˜, α˜)
]
=
n∑
j=k+1
(∂xl(a
j)∂xj , ∂xl(bj)dx
j)(24)
=
r∑
j=1
βjl (X˜j , α˜
j) =
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
βl
where βl is the r × 1 matrix with entries β
1
l , . . . , β
r
l .
Consider the r × 1 matrix of derivatives ∂xl(H
⊤βj) for fixed j, l = 1, . . . , k. We consider below
the product of the 2(n− k)× r matrix
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B with the r× 1 matrix ∂xl(H
⊤βj).
We need the conclusion of Step 2:
(
(X˜1, α˜
1), . . . , (X˜r, α˜
r)
)
B does not depend on x1, . . . , xk, that
is,
0 = ∂xl
((
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B
)
=
[
(∂xl , 0),
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B
]
.(25)
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Therefore, the definition (20) of the matrix B, (25), and the Leibniz rule yield(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B ∂xl
(
H⊤βj
)
(26)
=
[
(∂xl , 0),
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B
] (
H⊤βj
)
+
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B ∂xl
(
H⊤βj
)
=
[
(∂xl , 0),
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
BH⊤βj
]
=
[
(∂xl , 0),
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
βj
]
=
[
(∂xl , 0),
[
(∂xj , 0), (X˜, α˜)
]]
.
However, [
(∂xl , 0),
[
(∂xj , 0), (X˜, α˜)
]]
=
[
(∂xl , 0),
([
∂xj , X˜
]
,£∂
xj
α˜
)]
=
([
∂xl ,
[
∂xj , X˜
]]
,£∂
xl
£∂
xj
α˜
)
=
(
−
[
X˜, [∂xl , ∂xj ]
]
−
[
∂xj ,
[
X˜, ∂xl
]]
,£∂
xl
£∂
xj
α˜
)
by the Jacobi identity. Since [∂xl , ∂xj ] = 0 and £∂xj £∂xl α˜ = £∂xl£∂xj α˜, we conclude from (26),(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B ∂xl
(
H⊤βj
)
=
([
∂xj ,
[
∂xl , X˜
]]
,£∂
xj
£∂
xl
α˜
)
(27)
=
[
(∂xj , 0),
[
(∂xl , 0), (X˜, α˜)
]]
=
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B ∂xj
(
H⊤βl
)
.
Define the r × 1 matrix with C∞-entries in the variables x1, . . . , xn,
Π = (Π1, . . . ,Πr)
⊤ := −B
[∫ xk
0
(H⊤βk)(x
1, . . . , xk−1, τ, xk+1, . . . , xn)dτ
+
∫ xk−1
0
(H⊤βk−1)(x
1, . . . , xk−2, τ, 0, xk+1, . . . , xn)dτ
+ · · ·+
∫ x1
0
(H⊤β1)(τ, 0, . . . , 0, x
k+1, . . . , xn)dτ
]
=− (BR)(x1, . . . , xn),
where R(x1, . . . , xn) is the r × 1 matrix in the parenthesis. Then for l = 1, . . . , k, we get[
(∂xl , 0),
(
(X˜, α˜) +
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
Π
)]
(28)
=
[
(∂xl , 0), (X˜, α˜)
]
+
[
(∂xl , 0),
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
Π
]
=
[
(∂xl , 0), (X˜, α˜)
]
−
[
(∂xl , 0),
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
BR
]
=
[
(∂xl , 0), (X˜, α˜)
]
−
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B (∂xlR)
by (5) and using the fact that
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B is independent of x1, . . . , xk (see the con-
clusion of Step 2). For any l = 1, . . . , k, we prove the identity
(29)
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xlR =
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
βl
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Indeed, since we can move freely
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B (a matrix depending smoothly on
xk+1, . . . , xn) in and out of the integral signs in the computation below, we get(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xlR
=
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xl
[∫ xk
0
(H⊤βk)(x
1, . . . , xk−1, τ, xk+1, . . . , xn)dτ
+
∫ xk−1
0
(H⊤βk−1)(x
1, . . . , xk−2, τ, 0, xk+1, . . . , xn)dτ
+ · · ·+
∫ x1
0
(H⊤β1)(τ, 0, . . . , 0, x
k+1, . . . , xn)dτ
]
=
∫ xk
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xl(H
⊤βk)(x
1, . . . , xk−1, τ, xk+1, . . . , xn)dτ
+
∫ xk−1
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xl(H
⊤βk−1)(x
1, . . . , xk−2, τ, 0, xk+1, . . . , xn)dτ
+ · · ·+
∫ xl+1
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xl(H
⊤βl+1)(x
1, . . . , xl, τ, 0, . . . , 0, xk+1, . . . , xn)dτ
+ ∂xl
∫ xl
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B(H⊤βl)(x
1, . . . , xl−1, τ, 0, . . . , 0, xk+1, . . . , xn)dτ
+
∫ xl−1
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xl(H
⊤βl−1)(x
1, . . . , xl−2, τ, 0, . . . , 0, xk+1, . . . , xn)dτ
+ · · ·+
∫ x1
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xl(H
⊤β1)(τ, 0, . . . , 0, x
k+1, . . . , xn)dτ.
Since (H⊤βm+1)(x
1, . . . , xm, τ, 0, . . . , 0, xk+1, . . . , xn) doesn’t depend on xl for m < l − 1, the last
l − 1 integrals in this expression vanish. Using (27) in the first k − l integrals we get
∫ xk
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xk(H
⊤βl)(x
1, . . . , xk−1, τ, xk+1, . . . , xn)dτ
+
∫ xk−1
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xk−1(H
⊤βl)(x
1, . . . , xk−2, τ, 0, xk+1, . . . , xn)dτ
+ · · ·+
∫ xl+1
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B∂xl+1(H
⊤βl)(x
1, . . . , xl, τ, 0, . . . , 0, xk+1, . . . , xn)dτ
+ ∂xl
∫ xl
0
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B(H⊤βl)(x
1, . . . , xl−1, τ, 0, . . . , 0, xk+1, . . . , xn)dτ
=
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B
×
[(
(H⊤βl)(x
1, . . . , xk, . . . , xn)− (H⊤βl)(x
1, . . . , xk−1, 0, xk+1, . . . , xn)
)
+
(
(H⊤βl)(x
1, . . . , xk−1, 0, xk+1, . . . , xn)− (H⊤βl)(x
1, . . . , xk−2, 0, 0, xk+1, . . . , xn)
)
+ . . .+
(
(H⊤βl)(x
1, . . . , xl+1, 0, . . . , 0, xk+1, . . . , xn)− (H⊤βl)(x
1, . . . , xl, 0, . . . , 0, xk+1, . . . , xn)
)
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+ (H⊤βl)(x
1, . . . , xl, 0, . . . , 0, xk+1, . . . , xn)
]
=
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
B(x1, . . . , xn)H⊤(x1, . . . , xn)βl(x
1, . . . , xn)
=
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
βl(x
1, . . . , xn)
by (20). This proves (29).
From (29), (28), and (24) we conclude[
(∂xl , 0),
(
(X˜, α˜) +
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
Π
)]
(30)
=
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
βl −
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
βl = 0.
This identity suggests that the required section d = (Z, γ) ∈ Γ(D) satisfying the third condition
in the statement of the proposition is
d = (Z, γ) := ((X1, α1), . . . , (Xr, αr)) Π =
r∑
l=1
(Xl, αl)Πl ∈ Γ(D).
We have
(Z, γ) =
(
(X¯1, 0), . . . , (X¯r, 0)
)
Π+
(
(X˜1, α˜1), . . . , (X˜r, α˜r)
)
Π
=
r∑
l=1
(X¯l, 0)Πl +
r∑
l=1
(X˜l, α˜l)Πl,
where X¯ :=
∑k
j=1 a
j∂xj for i = 1, . . . , r. Set in the same manner X¯i =
∑k
j=1X
j
i ∂xj ∈ Γ(I) for
i = 1, . . . , r, and verify (iii) in the statement of the theorem. For any l = 1, . . . , k, since ∂x1 , . . . , ∂xk
is a basis of the space of sections of I over U , we get
[(X + Z, α+ γ), (∂xl , 0)] =
[
(X¯, 0) +
r∑
k=1
(X¯k, 0)Πk, (∂xl , 0)
]
+
[
(X˜, α˜) +
r∑
k=1
(X˜k, α˜k)Πk, (∂xl , 0)
]
(30)
=
[
(X¯, 0) +
r∑
k=1
(X¯k, 0)Πk, (∂xl , 0)
]
+ 0 ∈ Γ(Θ)
since, by construction, X¯, X¯i ∈ Γ(I), i = 1, . . . , r, so that X¯+
∑r
k=1 X¯kΠk ∈ Γ(I). Since (∂x1 , 0), . . . ,
(∂xk , 0) span the distribution Θ over U , we conclude that [(X + Z, α + γ),Γ(Θ)] ⊆ Γ(Θ) on U and
(iii) in the statement is proved.
3.3. Example. Let (G⇒M, t, s,m, ǫ) be a t-connected Lie groupoid with Lie algebroid A → M .
The Pontryagin bundle TG ⊕ T ∗G inherits the structure of a Lie groupoid over the vector bundle
TM ⊕A∗ (see for instance [Jot10]). The source and target maps of this groupoid are written Ts and
Tt. Consider a smooth subdistribution D of the kernel kerTs = T sG ⊕ (T tG)◦, where T sG is the
involutive subbundle tangent to the s-fibers and T tG ⊆ TG is the involutive subbundle tangent to
the t-fibers.
For any left-invariant section X l of T tG and for any right-invariant section (Y r, t∗α) of kerTs,
we find that
[(
X l, 0
)
, (Y r, t∗α)
]
= 0 (see for instance [Jot10]). Since these sections span T tG and
kerTs, respectively, we find that [Γ(kerTs),Γ(T tG⊕ {0})] ⊆ Γ(kerTs+ T tG⊕ {0}).
Choose g ∈ G and assume that there exist smooth sections d1, . . . , dr of D, defined on a neigh-
borhood U of g in G and such that
D(g′) = span
R
{d1(g
′), . . . , dr(g
′)}
for all g′ ∈ U and
(31) [di,Γ
(
T tG⊕ {0}
)
] ⊆ spanC∞(U){d1, . . . , dr}+ Γ
(
T tG⊕ {0}
)
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for i = 1, . . . , r.
Then, using Theorem 1, we conclude that, on U , D is spanned pointwise by sections of the type
(X, t∗α) ∈ Γ(kerTs) with X ∼t X¯ for some X¯ ∈ X(M) and α ∈ Ω
1(M), i.e., such that Tt ◦ (X, t∗α)
is constant on t-fibers.
Furthermore, if p ∈ Γ(P) is defined on U and such that [p,Γ(T tG⊕{0})] ⊆ spanC∞(U){d1, . . . , dr}+
Γ (T tG⊕ {0}), then there exists k ∈ Γ(D) such that p+ k is T tG-invariant and Ts ◦ (p+ k) = Ts ◦ p.
For another example from control theory, see [CT89].
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