Affinely-Adjustable Robust Counterparts provide tractable alternatives to (two-stage) robust programs with arbitrary recourse. We apply them to robust network design with polyhedral demand uncertainty, introducing the affine routing principle. We compare the affine routing to the well-studied static and dynamic routing schemes for robust network design. All three schemes are embedded into the general framework of two-stage network design with recourse. It is shown that affine routing can be seen as a generalization of the widely used static routing still being tractable and providing cheaper solutions. We investigate properties on the demand polytope under which affine routings reduce to static routings and also develop conditions on the uncertainty set leading to dynamic routings being affine. We show however that affine routings suffer from the drawback that (even totally) dominated demand vectors are not necessarily supported by affine solutions. Uncertainty sets have to be designed accordingly. Finally, we present computational results on networks from SNDlib. We conclude that for these instances the optimal solutions based on affine routings tend to be as cheap as optimal network designs for dynamic routings. In this respect the affine routing principle can be used to approximate the cost for two-stage solutions with free recourse which are hard to compute.
Introduction
In the classical deterministic network design problem, a set of point-to point commodities with known demand values is given, and capacities have to be installed on the network links at minimum cost such that the resulting capacitated network is able to accommodate all demands simultaneously by a multi-commodity flow. When demands are known with precision, this problem has been studied extensively in the literature, involving decompositions algorithms, extended formulations and strong cutting planes, see [5, 18, 22, 23, 25, 41] , among others.
In practice however, exact demand values are usually not known at the time the design decisions must be made. In telecommunications, demands are estimated which can be done for instance by using traffic measurements (see [45] , among others) or population statistics, see [19, 24] . These estimations allow the problem to be formulated and solved using classical tools of deterministic mathematical programming. However, the actual traffic forecast is strongly overestimated in order to yield robust networks capable of routing potential traffic peaks. Such overestimation results in overprovisioned networks wasting capital as well as operational expenditures such as energy resources.
Robust optimization overcomes this problem by explicitly taking into account the uncertainty of the data already in the modeling introducing so-called uncertainty sets. A solution is said to be feasible if it is feasible for all realizations of the data in a predetermined uncertainty set D, see [10, 11, 17, 44] . The original framework of Soyster [44] assumes that all decisions must be identical for all values of the uncertain parameters. Introducing more flexibility, two-stage robust optimization allows to adjust a subset of the problem variables only after observing the actual realization of the data, see [12] . In fact, it is natural to apply this two-stage approach to network design since very often first stage capacity design decisions are made in the long term while the actual routing is adjusted based on observed user demands. This second stage adjusting procedure is called recourse which in the context of (telecommunications) network design relates to what is known as traffic engineering. Unrestricted second stage recourse in robust network design is called dynamic routing, see [20, 28] , and [34] . Given a fixed design, the commodity routing can be changed arbitrarily for every realization of the demands. Chekuri et al. [20] and Gupta et al. [28] show that allowing for dynamic routing makes robust network design intractable. Already deciding whether or not a fixed capacity design allows for a dynamic routing of demands in a given polytope is N P-complete (on directed graphs).
Even more general, Ben-Tal et al. [12] observe that two-stage robust linear programming with free recourse is computationally intractable and suggest to limit the flexibility in the second stage by affine functions which makes the problem tractable. Chen and Zhang [21] extend this idea by using extended formulations of uncertainty sets and by applying affine recourse in the resulting higher-dimensional variable spaces.
Interestingly, this limitation in the flexibility of the second stage recourse has been used earlier in robust network design without relating it to two-stage optimization. Ben-Ameur and Kerivin [8, 9] introduce the concept of static routing (or oblivious routing).After fixing the design, the routing of a commodity is allowed to change but the actual flow has to be a linear function of the observed demand of the same commodity. Static routing results in a fixed set of paths for every commodity and also a fixed percental splitting of flow among these paths independent of the realization of the commodity demand. In this context we speak of a routing template used by all demand realizations. Robust network design with static routing can be handled as a single-stage problem introducing template variables, see the next section. Static routing has been used extensively since then. Ordóñez and Zhao [37] study structural properties of the robust network design problem when cost and demand values belong to conic uncertainty sets. Altin et al. [1] develop a compact integer linear programming model for virtual private network design with continuous capacities and single path routing using. Altin et al. [2, 3] and Koster et al. [32] study the network design problem assuming splittable flow and integer capacities. Polyhedral investigations and computational evaluations of the models are carried out.
The restriction of routing templates for every commodity makes the problem tractable but it is of course very conservative in terms of capacity cost compared to dynamic routing. Recently there 1 have been several attempts to handle less restrictive routing principles. These could be shown to be intractable just like the dynamic case. Ben-Ameur [7] partitions the demand uncertainty set into two (or more) subsets using hyperplanes and devises specific routings for each subset. The resulting optimization problem is N P-hard when no assumptions is made on the hyperplanes. Ben-Ameur thus discusses simplifications where either the entire hyperplane or its direction is given. Scutellà [42] allows for two (or more) routing templates to be used conjointly. These routing templates are devised iteratively, that is, given a routing template and a capacity allocation, Scutellà [42] allows some commodities to use a second routing template in order to reduce the overall capacity allocation. The procedure is proved to be N P-hard in [43] . Mattia [34] provides a branch-andcut algorithm for robust network design with dynamic routing together with a computational comparison to the static version.
As an alternative to these N P-hard approaches, Ouorou and Vial [40] and Babonneau et al. [6] only recently apply directly the affine recourse from [12] to network design problems using particular uncertainty sets. The resulting restrictive routing scheme is refereed to as affine routing in the following. We will introduce affine routing as a generalization of static routing. In this context affine routing provides an alternative in between static and dynamic routing yielding tractable robust counterparts in contrast to the schemes used in [7, 43] .
The contributions of this paper consists of a theoretical and empirical study of network design under the affine routing principle for general polyhedral demand uncertainty sets D. We embed affine routing into the context of two-stage network design with recourse and compare it to its natural counterparts, static and dynamic routings. Section 2 introduces the mathematical models and defines formally static, affine and dynamic routings. In Section 3 we show that, when D is fulldimensional, affine routings decompose into a combination of cycles and paths, that is, a routing template for every commodity can be affinely adjusted using a set of cycles, whenever a different commodity is perturbed within the feasible demand region. We describe then necessary and sufficient conditions on D under which affine routing is equivalent to static or dynamic routing. As a bi-product, we obtain that static and dynamic routings are equivalent under certain assumptions on D. We show that dominated demand vectors are not automatically supported by affine solutions in contrast to static and dynamic solutions. In particular very small demand scenarios have to be included in the uncertainty set. Finally, Section 4 presents numerical comparisons of dynamic, affine and static routings carried out on instances from SNDlib, see [39] . It turns out that for these instances the affine routing principle is numerically very close to the dynamic second stage recourse rule. In fact, it provides enough flexibility to approximate the cost for optimal two-stage solutions with full flexibility.
Robust network design with recourse
We are given a directed graph G = (V, A) and a set of commodities K. A commodity k ∈ K has source s(k) ∈ V , destination t(k) ∈ V , and demand value
where δ + (v) and δ − (v) denote the set of outgoing arcs and incoming arcs at node v, respectively. For node v ∈ V and commodity k ∈ K we set ψ vk := 1 if v = s(k), ψ vk := −1 if v = t(k), and ψ vk := 0 else. Flows are non-negative. A multi-commodity flow is a collection of flows, one for each commodity in K. A circulation (or cycle-flow) is a vector g ∈ R A satisfying
A circulation is not necessarily non-negative. A value g a < 0 can be seen as a flow from the head of arc a to its tail. We call a circulation g non-negative if g ≥ 0 and positive if additionally g = 0.
Notice that any two flowsf k , f k for k only differ by a circulation, that is, there always exists a circulation g such thatf k = f k + g. In many practical situations, the demand vector d ∈ R K + is uncertain. In the sequel we assume that d ∈ D ⊂ R K where D is a bounded convex set. We often call D the uncertainty set. Any d ∈ D is said to be a realization of the demand. A routing is a function f : D → R A×K + that assigns a multi-commodity flow to every realization of the demand. We say that f serves D and call f a dynamic routing if there is no further restriction on the routing. A capacity allocation x ∈ R A + is said to support the set D if there exists a routing f serving D such that for every d ∈ D the corresponding multi-commodity flow f (d) is not exceeding the arc-capacities given by x. Robust network design now aims at providing the cost minimal capacity allocation supporting D. In this respect, robust network design is a two-stage robust program with recourse, following the more general framework described by [12] . The capacity design has to be fixed in the first stage, and, observing a demand realization d ∈ D, we are allowed to adjust the routing f (d) in the second stage. The problem can be written as the following (infinite) linear program denoted by (RN D) in the following:
where κ a ∈ R + is the cost for installing one unit of capacity on arc a ∈ A. Ben-Tal et al. [12] point out that allowing for arbitrary recourse very often makes robust optimization problems intractable. In fact, this is true for two-stage robust network design with free recourse. It is known that already deciding whether a given capacity vector x supports D is N P-complete for general polytopes D, see [20, 28] . It follows from this N P-completeness result that it is impossible (unless P = N P) to derive a compact formulation for (RN D) given a general uncertainty polytope D if there is no restriction on the second stage routing decision, contrasting with the reformulation discussed in Section 3.1. Using a branch-and-cut approach to solve (RN D) based on Benders decomposition ( [14] ), Mattia [34] shows how to solve the N P-hard separation problem for robust metric inequalities ( [30, 36] ) using bilevel and mixed integer programs. Most authors ( [2, 4, 9, 32, 35, 37] , among others) use a simpler version of (RN D) introducing a restriction on the second stage recourse known as static routing (also called oblivious routing).
Notice that by (7) the flow for k is not changing if we perturb the demand for h = k. By combining (4) and (7) it follows that the multipliers y ∈ R A×K + define a multi-commodity (percentage) flow. For every k ∈ K, the vector y k ∈ R A + satisfies (1) setting d k = 1. The flow y is called a routing template since it decides, for every commodity, which paths are used to route the demand and what is the percental splitting among these paths. The routing template has to be used by all demand scenarios d ∈ D under the static routing scheme.
Ben-Tal et al. [12] introduce Affine Adjustable Robust Counterparts restricting the recourse to be an affine function of the uncertainties. Applying this framework to (RN D) means restricting f k to be an affine function of all components of d giving
3 where f 0k a , y kh a ∈ R for all a ∈ A, k, h ∈ K, see also [40] . In what follows, a routing f serving D and satisfying (8) for some vectors f 0 and y is called an affine routing. The following lemma formalizes the relation between optimal solutions of robust network design using dynamic, affine, or static routings. Affine routing generalizes static routing allowing for more flexibility in reacting to demand fluctuations, but it is not as flexible as dynamic routing. Lemma 1. Given an arbitrary demand uncertainty set D, let opt dyn , opt af f , and opt stat be the cost of the optimal solution to (RN D) where f is allowed to be dynamic, affine, or static, respectively. It holds that opt dyn ≤ opt af f ≤ opt stat .
Proof. Trivially any routing f is a dynamic routing. The number of possible routings serving D is restricted by imposing (8) hence opt dyn ≤ opt af f . Moreover, we see immediately that static routing can be obtained from (8) by setting f 0k a = 0 and y kh a = 0 for each a ∈ A and all k, h ∈ K with k = h yielding opt af f ≤ opt stat .
Note that there is a proven (tight) worst-case optimality gap of O(log|V |) between the dynamic and static routing principle, see [27] . For special graphs it can be shown that opt dyn ∈ O(|V |) while opt stat ∈ Ω(|V | log|V |). In this paper we do not establish optimality gaps between the three routing principles. We rather focus on studying properties of the demand scenarios D that either yield opt stat = opt af f or opt af f = opt dyn . These properties are independent of the actual graph. Our computational experiments in Section 4 suggest that for realistic networks and demand scenarios the static/dynamic optimality gap is small in practice (also see [34] ), and if there is a gap, the cost for affine solutions tends to be very close to the cost for dynamic solutions. In fact in most cases opt af f ≈ opt dyn .
Given a demand polytope D, a static routing f is completely described by the vector y ∈ R A×K + . Similarly, an affine routing is completely described by fixing the vectors f 0 ∈ R A×K and y ∈ R A×K×K . Extending the previous definitions, any routing template y ∈ R A×K + is said to serve D if it yields a (static) routing f serving D. Similarly, any pair of vectors f 0 ∈ R A×K and y ∈ R A×K×K that satisfies (4) and (8) are said to serve D. Given a capacity allocation x ∈ R A + , the pair (x, y) with y serving D, or the triplet (x, f 0 , y) with (f 0 , y) serving D are said to support D if the corresponding routings satisfy (5) .
When D is not finite, model (RN D) contains an infinite number of variables and inequalities. However, when D is convex, we can replace D by the set of its extreme points, which is finite whenever D is a polytope.
Lemma 2. Let D ⊂ R
K be a bounded set and x be a capacity allocation x ∈ R A .
(a) x supports D if and only if x supports conv(D). (4), (5) and (8) 
It is easy to see that f k a (d * ) defined above together with x satisfy (4) and (5). (a) and (b) can be proved similarly.
When D is a polytope, Lemma 2 implies that (RN D) can be discretized by restricting the model to the extreme demand scenarios that correspond to vertices of D. This yields a linear programming reformulation of (RN D) with potentially an exponential number of variables and constraints. However, not all extreme points must be considered. For instance, if 0 ∈ D, it is an extreme point of D that any capacity allocation supports. This intuitive idea can be formalized using the domination concepts introduced by Oriolo [38] . Given two demands vectors d 1 and d 2 , we say that
Thus, the optimal solution to (RN D) with dynamic routing (resp. static routing) for a polytope D = conv{d 1 , . . . , d n } stays unchanged if we solve the problem without considering the dominated (resp. totally dominated) extreme points of D. We refer to [38] for interesting characterizations of domination. We point out that the situation is different for affine routing, that is, it is impossible to define d 1 and d 2 such that any triplet (x, f 0 , y) supporting d 1 also supports d 2 , see Proposition 6. In what follows, we always consider that D is either a polytope or a finite set of demand vectors, which is equivalent in view of Lemma 2. The large linear program coming from the discretization of D can be sensibly simplified for affine and static routings. Namely, given a polytope D defined by a polynomial number of inequalities, Soyster [44] shows how to use the linear programming duality to obtain a formulation that contains the deterministic variables and constraints plus an additional polynomial number of variables and constraints, and that is equivalent to the robust infinite program. Altin et al. [4] extend this idea to (RN D) with static routing and we show in Proposition 4 how this can be done for (RN D) with affine routing.
We close this section by pointing out some very trivial cases for which opt stat = opt af f = opt dyn . First, if D is a singleton (or even more general if D contains a demand vector that totally dominates all d ∈ D) then opt stat = opt af f = opt dyn since given any dynamic solution, the routing for the single (dominating) demand vector defines a static routing template at the same cost. Moreover, in this case every routing corresponding to an optimal solution is a shortest path routing, that is, the flow for commodity k is sent on a shortest path between s(k) and t(k) with respect to the arc capacity cost κ a . To see this, observe that (RN D) decomposes into |K| shortest path problems, one for every commodity, if D is a singleton. In such a case we speak of a shortest path template for K.
Secondly, in the single commodity case, that is |K| = 1, we get that opt stat = opt dyn since in this case polytope D ⊂ R + is an interval, and we can solve the problem for the maximum single demand instead. Also observe that (8) reduces to (7) .
Finally, note that if there exists only one path from s(k) to t(k) for a commodity k ∈ K, then static, affine and dynamic routings coincide for that commodity. In the sequel we assume that for all k ∈ K there exist at least two distinct paths p 1 , p 2 in G from s(k) to t(k), that is, two paths that differ by one arc at least.
Affine Routings
In this section, we study properties and consequences of the affine routing principle. First, we remark that when D is full-dimensional, then affine routing can be expressed as a routing template (just like in the static case) plus a set of circulations.
Lemma 3. Let D be a demand polytope and let (f 0 , y) ∈ R A×K × R A×K×K be an affine routing serving D. If D is full-dimensional, then y kk ∈ R A is a routing template for k ∈ K and f 0k ∈ R A , y kh ∈ R A are circulations for every k, h ∈ K with k = h. Proof. Plugging (8) into (4) and grouping together coefficients of each d h , we obtain
for h = k and similarly
for h = k. Hence y kk ∈ R A is a routing template for k ∈ K and y kh ∈ R A is a circulation if k = h. Plugging (10) and (11) into (9) also shows that f 0k ∈ R A is a circulation for all k ∈ K.
Just like in the static case, the flow for commodity k changes linearly with d k on the paths described by the template y kk a . However, the flow for commodity k may change also if the demand for h = k changes which is described by circulations y kh . In addition there is a constant circulation shift described by variables f 0k . As already mentioned, a dynamic routing for commodity k could also be described by one (representative) routing and circulations depending on the demand fluctuations. In the dynamic case however, the circulations can be chosen arbitrarily while in the affine case the actual flow changes according to (8) . We illustrate this concept in Example 1 and Figure 1 which shows that affine routing can be as good as dynamic routing in terms of the cost for capacity allocation and that f 0 and y kh may not describe circulations when D is not full-dimensional 
A compact reformulation
Because of Lemma 2, a compact linear formulation for the robust network design problem with affine routing can be prescribed whenever the number vertices of D is polynomial in the number of nodes, arcs, and commodities. This is achieved by writing (RN D) with (8) for the vertices of D. In the following we provide a compact linear reformulation for the case that D has a compact inequality description, that is, the polytope D has a linear description in R K where the number of defining inequalities is polynomial in the number of node, arcs, and commodities. The reformulation extends the one from Altin et al. [4] for static routing. Let D be given by
where 
Proof. It has been shown in Lemma 3 that the flow balance constraints (4) reduce to (12)- (14) using (8) . The capacity constraint (5) can be rewritten as Dualizing this constraint for every a ∈ A using the inequality description of D gives (15) and (16), where µ 
Dualizing this constraint for every a ∈ A and every k ∈ K gives (17) and (18), where this time λ ik a corresponds to the dual variable of the i − th inequality in the description of D.
We note that reformulating by dualizing constraints is a standard technique in robust optimization, see for instance [11] . Formulation (AARN D) generalizes the formulation of Ouorou and Vial [40] which considers affine routing for a specific polyhedral demand polytope D. It also generalizes the model in [4] for general polytopes D but static routing. The model is obviously compact if m is a polynomial function of (|A|, |V |, |K|), that is, the description of D is compact. We remark that D being compact is not necessary to obtain a compact robust counterpart of (RN D). It suffices to provide a compact extended formulation of D as shown in Section 4.
Since static routing is a special case of affine routing, formulation (12)- (18) generalizes the reformulation for static routing given in [4] . The latter is obtained from (12)-(18) by withdrawing (13), (14) and (17) Corollary 5 implies that given a capacity allocation x, the existence of an affine routing can be answered in polynomial time for every demand polytopes with either polynomial many vertices or polynomial many facets contrasting with the N P-complete results using dynamic routing, see [20, 28] .
Domination of demand vectors
Next result shows that it is not possible to define an "affine domination" between two demands vectors, in opposition to the domination and total domination defined by Oriolo [38] for dynamic and static routings, respectively.
Proof. Any (x, y) that supports d 1 also supports d 2 if and only if d
Since static routings are special cases of affine routing we can assume that d
We describe next a capacity allocation and an affine routing that support d 1 but do not support d 2 . Let x a = M for each a ∈ A and M large enough; for each k ∈ K, let p k be a path between s(k) and t(k) and let y kk a = 1 for each a ∈ p k , 0 otherwise. Then, let y k1k2 = 0 for each k 1 , k 2 ∈ K and k 1 = k 2 , and f 0k = 0 for each k ∈ K\{h}. The construction for h is illustrated in Figure 2 . Let p h = p 1 and p 2 be a path from s(h) to t(h) different from p 1 , see Figure 2 (a). Finally, set f Given a demand polytope D for problem (RN D) with static (resp. dynamic) routing, domination (resp. total domination) among demands vectors enables to withdraw the dominated extreme points from D, obtaining a smaller uncertainty set possibly easier to describe. For instance, 0 never needs to be considered. Proposition 6 shows that such simplification is not possible with affine routings.
Remark 1.
Notice that it is possible to introduce an "affine domination" if G is such that some commodities can use only one path. Namely, if for each k ∈ Q ⊆ K, there exists only one path from s(k) to t(k), then any triplet (x, f 0 , y) that supports d 1 also supports d 2 if and only if d k 1 = d k 2 for k ∈ K\Q and d k 1 ≥ d k 2 otherwise.
Relation to static routing
Proposition 6 implies that all extreme points of D must be considered when using affine routing, in particular very small demand realization. Also 0 ∈ D, if required, cannot be removed from the uncertainty set. This comes from the non-negativity constraints (19) , which impose important restrictions on the circulation variables f 0k and y kh . Proposition 6 is a negative result since in the following we will show that whenever D contains very small demand realization affine routings reduce to static routings. In what follows let e k be the k-th unit vector in R
Proof. Writing (8) for 0 ∈ D gives f 0k a ≥ 0 for all a ∈ A and k ∈ K and hence by Lemma 3 f 0k is a non-negative circulation. Similarly, writing (8) for e h ∈ D we get f 0k a + y kh a ≥ 0 for all a ∈ A and k ∈ K. If f 0k = 0 for k = h we get that y kh a is a non-negative circulation by Lemma 3.
It is clear that the non-negative circulations mentioned in Lemmas 7 do not yield useful affine routings because they increase the capacity requirement without providing additional flexibility. If a flow f k for k contains a positive circulation, that is, there exists a positive circulation g such that f k − g is a flow for k then f k can be reduced to f k − g without changing the flow balance at s(k) and t(k). In this spirit we call any routing f cycle-free if for all d ∈ D and all commodities k ∈ K the commodity flows do not contain positive circulations. Of course every optimal capacity allocation has a cycle-free (static, affine, or dynamic) routing.
In the case of cycle-free affine routings, Lemma 7 provides conditions under which f 0k = 0 for k ∈ K and y kh = 0 for all k, h ∈ K, k = h and thus, the corresponding affine routing is static:
Proposition 8. Let D be a demand polytope. If 0 ∈ D and for each k ∈ K there is k > 0 such that k e k ∈ D, then all cycle-free affine routings serving D are static and hence opt af f = opt stat .
Proposition 8 also highlights that affine routing suffers from a drawback related to Proposition 6. Adding dominated or totally dominated vectors to D might restrict the set of feasible affine routings. The condition in Proposition 8 can be weakened yielding a necessary and sufficient condition for acyclic graphs and a necessary condition for general graphs. Sufficiency and Necessity are shown in Proposition 9 and Theorem 10, respectively. In the rest of this section, let D 
which is a system of |K| independent linear equations with |K| variables. Therefore, its unique solution is 0 and the affine routing must be static.
In the following we show that for general graphs the condition dim(D k 0 ) = |K| − 1 for all k ∈ K is also necessary for all cycle-free affine routing to be static. This means that in all other cases there exists cycle-free affine routings that are not static. But notice that from the latter does not follow opt af f < opt stat , see Example 3 in the next section. Proof. Let k ∈ K such that dim(D k 0 ) < |K| − 1. We construct an affine routing for commodity k (all other commodities are routed arbitrarily). Consider two distinct paths p 1 and p 2 in G from s(k) to t(k). Let y kk be the routing template that splits the flow equally between p 1 and p 2 , that is, y kk a is equal to 0.5 for a ∈ p 1 ∪ p 2 \(p 1 ∩ p 2 ), 1 for a ∈ p 1 ∩ p 2 , and 0 otherwise. We will construct an affine perturbation for k using the cycles formed by p 2 \p 1 and p 1 \p 2 where arcs in p 1 \p 2 are taken in the reverse direction. If D k 0 is non-empty, let p − 1 be its dimension, with 1 ≤ p ≤ |K| − 1, and let {d 1 , . . . , d p } be a set of affinely independent vectors spanning D k 0 . It follows that the system of equations
has a solution λ = 0. In case D k 0 is empty we chose the vector λ = 0 arbitrarily. We construct next an affine perturbation for the flow of commodity k based on λ.
Given > 0, let f 0k a = λ 0 for a ∈ p 2 \p 1 , f 0k a = − λ 0 for a ∈ p 1 \p 2 , and f 0k a = 0 otherwise. Similarly, given h = k, we set y kh a = λ h for all arcs a in p 2 \p 1 , y kh a = λ h for a ∈ p 2 \p 1 and y kh a = 0 otherwise. Combining these cycle variables with the routing template y kk defined above yields a cycle-free affine routing f k serving D. It remains to show that > 0 can be chosen such that the flow f k (d) is non-negative on all arcs for all d ∈ D. Because of Lemma 2 we can restrict ourselves to the finite set E of extreme points of
. Assume a ∈ p 2 \p 1 . The vector d can be written as an affine combination of the vectors in
where the last equation follows from (21) . Similarly, the flow can be shown to be zero for a ∈ p 1 \p 2 .
respectively, where Combining Proposition 9 with Theorem 10, we have complectly described polytopes for which cycle-free affine routings and static routings are equivalent, assuming that G is acyclic. However, Proposition 9 is wrong for general graphs because
0 is not necessarily equal to 0, it can also be a positive circulation. Then, one can check that, when G has the required structure, a positive circulation can be decomposed into circulations that are not positive, thus yielding a cycle-free affine routing and a counter-example to Proposition 9.
Relation to dynamic routing
Proposition 8 identifies demand polytopes for which affine routing is no better than static routing. However, we saw in Example 1 that affine routing may also perform as well as dynamic routing does, yielding strictly cheaper capacity allocations. For general robust optimization problems, [13] and [15] show that affine recourse is equivalent to dynamic recourse when D is a simplex. Here we show that in the context of robust network design this condition is also necessary. Sufficiency (see also [13, 15] ). Since D is a simplex, its vertices are affinely independent. It is enough to prove that for any routing f there exists f 0 ∈ R A×K and y ∈ R A×K×K such that f
, for each k ∈ K, a ∈ A and i = 1, . . . , n. This is done by showing that the following system of linear equations has a solution for each k = h 1 ∈ K and a ∈ A:
The solution set of system (22) is non-empty for any right-hand side if and only if the rows of the matrix are linearly independent. Furthermore, these rows are linearly independent if and only if vectors in {d i , i = 1, . . . , n} are affinely independent. Necessity. Consider k ∈ K. Assume first that D is full-dimensional. Let S be an arbitrary subset of |K|+1 affinely independent vectors in {d i , i = 1, . . . , n}. Choose arbitrary routingsf k (d i ) for i ∈ S. The system (22) for vectors in S and right-hand side given byf k has a unique solution, yielding an affine routing (f 0k , y k ). Notice that any affine routing for S can be constructed this way. Choose 1 ≤ j ≤ n such that d j / ∈ S. Since there exists at least two paths between s(k) and t(k) we may construct a dynamic routing such thatf
satisfies a set of K − m independent linear equations. We can use these equations to substitute K − m variables so that the affine recourse becomes an affine function of m variables. Therefore, let S be an arbitrary subset of m + 1 affinely independent vectors in {d i , i = 1, . . . , n} and the rest of the proof is similar.
Example 2 shows that when D is not a simplex and does not contain the origin, capacity allocation costs required by static, affine, and dynamic routings can be strictly different. in conv{d 1 , d 2 , d 3 , (1, 1) }, the affine and dynamic cots are the same. Propositions 8 and 11 relate theoretically affine routing to the well-known static and dynamic routings. Combining these results we obtain conditions on the demand set D which yield that dynamic routings are static and which establish that opt stat = opt dyn .
Corollary 12.
Let the demand polytope D be the convex hull of {0} ∪ { h e h , h ∈ K} with h > 0 for all h ∈ K. Then, all dynamic routings serving D are static routings.
Corollary 13. Let the demand polytope
h , h ∈ K} and be such that any d ∈ D is totally dominated by some vector in conv{ h e h , h ∈ K}. The following are equivalent:
• x supports D.
• there exists y ∈ R A×K + such that (x, y) supports D.
Corollary 13 generalizes Theorem 3 from [26] . Note that there exists other situations in which dynamic routing is not better than static routing, see Example 3. These situations depend on the topology of G and the design cost function κ. 1) . Although D does not satisfy the hypothesis from Corollary 13, we can see that the optimal solutions to this problem using static and dynamic routing have a cost of 9.
Computational experiments
In this section we investigate the objective gaps between optimal networks designs using static, affine, and dynamic routings, respectively, facing network topologies from the SNDlib ( [39] ). We start by defining the demand uncertainty polytope D our computations rely on.
Uncertainty sets and data
We use a variation of the well-known interval uncertainty set introduced by [16, 17] , which we refer to as the Γ-model, also see [2, 3, 32, 40] . We assume that the traffic d k for commodity k varies around a mean-demandd k > 0 with a maximal possible deviation of 0 ≤d k ≤d k , that is,
The Γ-model now limits the number of simultaneously deviations from the mean by the value Γ ∈ {0, . . . , |K|}, that is,
The corresponding uncertainty polytope D can be described in R K directly using exponential many linear inequalities or alternatively using a compact extended formulation. For the latter, we rewrite
The set D σ corresponds to all possible deviation scenarios from the nominal vectord. The number of simultaneous deviations is restricted independent of being downward or upward deviations.
For the static and the dynamic routing principle, by exploiting domination, respectively total domination (see Section 2 and [38] ), it is possible to withdraw all vertices from D σ that correspond to downward deviations and to consider uncertainty in the space σ + only, see [2, 32] . In this case will automatically support D σ . Moreover, static and dynamic routings might even cover demandscenarios outside the actual deviation polytope D σ as long as these are (totally) dominated, e.g., demand vectors with d k = for all k ∈ K and > 0 small enough. By Proposition 6, this is not true for the affine routing principle. It can not be said a priori whether or not affine solutions supporting D σ + will support deviations in D σ . All possible downward variations have to be included in the uncertainty definition since the feasibility of an affine routing can only be ensured if demand-deviations never leave the used uncertainty set. In the sequel we will use the set D σ + for static and dynamic scenarios. But in the case of affine recourse we will study optimal solutions for both the uncertainty set D σ + and D σ . Notice that for Γ ≥ 1 both D σ + and D σ are full-dimensional since they contain all unit-vectors and the origin.
Remark 2. A simple (also compact) alternative to the above Γ-uncertainty model is to use (23) plus a relaxation of (24):
In this case there might be more than Γ many upward deviations if compensated by an appropriate number of downward deviations and vice versa. Obviously, this results in a relaxed version of the Γ-model potentially giving more conservative solutions.
We selected the three instances janos-us, sun, and giul39 from SNDlib [39] which are feasible for a directed formulation as considered in this paper. These networks have 26/27/39 nodes and 84/102/172 arcs, respectively. More characteristics and statistics can be found on the SNDlib website [39] . All instances contain directed node-to-node demand values which we used as nominal demandsd k . To reduce the size of the formulations and to be able to do a series of runs we considered the largest 10 to 50 commodities k with respect to the valued k , that is, |K| takes values in {10, 20, 30, 50}. We fixed the maximum deviationd k := 0.4d k and considered all values Γ in {1, . . . , 7}.
Robust counterparts
The demand uncertainty polytope D σ described by (25) has 2|K| variables and |K| + 1 constraints (not counting nonnegativity constraints). For D σ + the number of variables reduces to |K|. Consequently, the corresponding static and affine robust counterparts are compact, as shown in [4] (static routing) and in Section 3.1 (affine routing).
For the static case a compact reformulation using the Γ-model can be found for instance in [2, 32] . It includes flow template conditions (12) and a dualization of the capacity constraints which results in 2|A||K| + 2|A| variables and |K|(|V | − 1) + (|K| + 1)|A| constraints. Notice that always one flow conservation constraint per commodity can be omitted.
To set up the affine robust counterpart we dualized the capacity constraints and the flow nonnegativity constraints following model (AARN D) described in Section 3. Notice that D σ is described in dimension 2|K| which increases the number of rows of the dualization and hence the number of rows of the model (AARN D). The resulting affinely adjustable robust network design formulation (AARN D) for the Γ-model with uncertainty set D σ has 2|A||K| 2 + 3|A||K| + 2|A| variables and (|K| 2 + |K|)(|V | − 1) + 2|A||K| 2 + 3|A||K| + |A| constraints. If the set D σ + is used instead, the number of constraints reduces to (|K| 2 +|K|)(|V |−1)+|A||K| 2 +2|A||K|+|A|. Again we can omit one flow conservation per commodity in the routing template (12) . Also one flow conservation constraint per commodity of the flow cycle conditions (13) and (14) is redundant.
To calculate dynamic optimal solutions we used (RN D) introduced in Section 2 restricted to those d ∈ D that correspond to the vertices of the demand uncertainty polytope. As explained above it suffices to consider non-dominated vertices corresponding to extreme upward deviations scenarios. These are the demand-vectors where Γ out of |K| commodities are at their peak values Notice that we can sensibly reduce the problem size for the dynamic case, by aggregating commodities with a common source (or a common destination) node [18, 33] . For our instances |K| could be reduced from 50 to 18 (resp. 10 and 6) for janos-us (resp. giul39 and sun). It is however easy to show that such aggregation is not compatible with static and affine routing principles.
For comparison purposes we summarize the size of the three different models in Table 1 .
Results
Our numerical results are summarized in Table 2 and Table 3 . For our computations we used the interior point (barrier) solver of Cplex 12.1 [29] on a 64bit 3.0GHz Quad-Core CPU with 8GB of memory allowing for 4 threads and 8 hours of CPU time for every individual run. Since we are only interested in the objective value of the optimal solution we switched off the crossover of Cplex. LP models have been set up using the modeling language Zimpl [31] . The first three columns of Table 2 state the instance name followed by the number of commodities |K| and the size of Γ. The value Φ in column 4 indicating the largest number of commodities using the same arc in the optimal static solution is discussed below, see Lemma 14. Column 5 gives the static optimal objective value opt stat (K, Γ). The last three columns state the percentage affine gap 100(1 − opt af f (K, Γ)/opt stat (K, Γ)), where opt af f (K, Γ) corresponds to the optimal solution using the uncertainty set D σ , the percentage upward affine gap 100(1−opt + af f (K, Γ)/opt stat (K, Γ)) using D σ + , and the percentage dynamic gap 100(1−opt dyn (K, Γ)/opt stat (K, Γ)), respectively. Time and memory hits are indicated by the letters T and M. Table 2 clearly shows the relation
In general we observe that the dynamic gap is relatively small. It is below 11% for all scenarios. It seems that for practical networks with a modest number of demands the cost of static solutions is fairly close to the optimal (dynamic) design cost. In particular for small |K| and larger Γ the dynamic gap is extremely small and is even 0% in many cases. Notice that it always holds that opt stat (K, |K|) = opt dyn (K, |K|) since for Γ = |K| there is only one non-dominated vertex of the uncertainty polytope D σ . In this case we solve the nominal problem for the single worstcase demand-matrix having all demands at their peak. However, it can also be clearly seen that the dynamic gap increases with the number of considered demands. Notice that Mattia [34] , studying robust network design with dynamic routings, shows that also for larger commodity sets the dynamic gap is extremely small if discrete capacities are considered. are (totally) dominated and then compute the cost-minimal affine solution. In the latter case the resulting affine routing is not necessarily feasible for D but there exists a dynamic routing for the computed capacity allocation, and this capacity allocation can be considered being almost optimal. In fact, if only the capacity allocation and its cost are of interest, affine recourse with such a reduced uncertainty set can be used to approximate the cost for free recourse. Notice that in our case, using the Γ-model, the affine robust counterpart (AARN D) for the reduced set D σ + was much easier to solve than (AARN D) for the original set D σ , see Table 3 . In the following we will prove special properties of the Γ-model which can be observed in Table 2 . For this we have to introduce some notation. We define the numbers Φ(K, Γ), Γ (K) ∈ Z + which depend on the structure of the network and commodities. For a scenario pair (K, Γ) and an optimal static solution S = (x, y) with objective value opt stat (K, Γ) let Φ(K, Γ, S) denote the largest number of commodities using the same arc in the solution S. We set Φ(K, Γ) := min{Φ(K, Γ, S) : S static optimal}, that is, Φ(K, Γ) gives the smallest value Φ(K, Γ, S) among all optimal static solutions S. With this definition the value Φ in column 5 of Table 2 is an upper bound on Φ(K, Γ). For commodity set K we define Γ (K) := min{Γ : Γ ≥ Φ(K, Γ)}. Obviously, Γ (K) ≤ |K| and also Γ (K) ≥ 1 as long as K is not empty. The value Φ(K, Γ) is non-decreasing if we fix Γ and increase the size of the commodity set (keeping the old commodities) since every solution for the smaller set of commodities can be extended to a solution of the larger set by keeping the old routing and arbitrarily route the new commodities. As a consequence Γ (K) is non-decreasing with K.
Lemma 14. For a given network G, a commodity set K = ∅ and Γ ≥ Γ (K) it holds
• every optimal static solution to scenario (K, Γ) admits a shortest path template.
Proof. Let S be an optimal static solution for scenario (K, Γ (K)) such that Φ(K, Γ (K), S) = Φ(K, Γ (K)). It follows that solution S is also optimal for scenario (K, Γ (K) + 1) with the same objective since at most Φ(K, Γ (K)) commodities can be at their peak simultaneously for every individual arc. Hence opt stat (K, Γ (K)) = opt stat (K, Γ (K) + 1) (otherwise S was not optimal for scenario (K, Γ (K))) and also Φ(K, Γ (K) + 1) = Φ(K, Γ (K)) (otherwise Φ(K, Γ (K), S) was not minimal for scenario (K, Γ (K))). By induction we get that opt stat (K, Γ) = opt stat (K, Γ (K)) and Γ ≥ Φ(K, Γ) = Φ(K, Γ (K)) for all Γ ≥ Γ (K). To prove the third claim observe that opt stat (K, |K|) = opt stat (K, Γ (K)). But every optimal static solution S = (x, y) to scenario (K, |K|) admits a shortest path template y. Hence every optimal static solution for scenario (K, Γ) with Γ ≥ Γ (K) is a shortest path solution.
Comparing the value Γ and the value Φ in columns 3 and 4 of Table 2 we get that Γ (K) = 2, 2, 4, 4, 5 for network janos-us and |K| = 10, 20, 30, 40, 50, respectively. For network sun and giul39 it holds that Γ (K) = 3, 5, 7 if |K| = 10, 20, 30, respectively. For all networks the values Γ (K) are very small but increasing with the number of commodities. Notice that since opt stat (K, Γ (K)) = opt stat (K, |K|) the worst-case objective for the Γ-model (together with a shortest path solution) is obtained already early (for small Γ) with static recourse. Affine and dynamic solutions tend to admit the worst case later (for larger Γ). Table 3 reports on the computational complexity of the solved models. The first three columns of Table 2 again indicate the instance followed by the number of commodities |K| and the size of Γ. Additionally, there are columns for every considered routing principle stating the number of nonzeroes (nonz) in the linear programming model and the time in seconds (time) to solve the problem. Since we were only interested in objective values we tried to solve all problems using the barrier method without crossover. It can be seen that all static models can be solved within 1 second of CPU time. The number of nonzeroes for the static and affine models is independent of the value Γ and increases polynomially with the number of considered commodities. The affine models however are very large already for small values of |K| with a huge number of nonzeroes 
Concluding Remarks
In this paper we study two-stage robust network design problems with affine recourse for flow. We show that the resulting affine routing provides a reasonable alternative to the well-studied static and dynamic routing schemes. Similar to the static case, the corresponding robust counterpart is tractable but it turns out to provide solutions as cheap as the dynamic models.
All three routing principles are investigated with respect to their flexibility depending on the structure of the given demand uncertainty set D. Fixing the demand polytope D, the cost of optimal affine solutions is between the cost for optimal static and optimal dynamic solutions. In this work we develop necessary and sufficient conditions on D under which affine routings reduce to static routings and also develop properties of uncertainty sets leading to dynamic routings being affine.
We also consider the well-known concept of domination between demand-vectors and show that in contrast to the static and dynamic case there is no affine domination, that is, given two demand-vectors there is always an affine solution feasible for one but not for the other. In this respect affine routings suffer from the drawback that even totally dominated demand vectors are not necessarily supported by affine solutions. Uncertainty sets have to be designed accordingly in practice.
Finally, we compute the cost gap between static, affine, and dynamic solutions based on networks from SNDlib and the Bertsimas and Sim Γ-uncertainty-model. We conclude that for these instances the solutions based on affine routings tend to be as cheap as two-stage solutions with dynamic recourse. In this respect the affine routing principle allows enough flexibility to almost capture dynamic routings. Since it is in general N P-hard to compute an optimal network design with dynamic routing, the affine principle can hence be used to approximate free recourse using tractable robust counterparts.
Affine models turn out to be attractive since polynomial reformulations are available. These formulations however tend to be very large such that they become hard to solve for large instances. For practical purposes one has to work on the formulations and methods to solve affine problems. In this context it might be wise to restrict the number of commodities in the affine recourse or apply decomposition methods (e.g. introducing cycle variables, see [6] ).
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