АСИМПТОТИЧЕСКИЕ РАЗЛОЖЕНИЯ ДЛЯ ФУНКЦИИ

РАСПРЕДЕЛЕНИЯ ВЫБОРОЧНОЙ МЕДИАНЫ В СЛУЧАЕ

ВЫБОРОК СЛУЧАЙНОГО ОБЪЕМА by Бенинг, В.Е. & Савушкин, В.А.
ТЕОРИЯ ВЕРОЯТНОСТЕЙ И МАТЕМАТИЧЕСКАЯ
СТАТИСТИКА
УДК 519.2
АСИМПТОТИЧЕСКИЕ РАЗЛОЖЕНИЯ ДЛЯ ФУНКЦИИ
РАСПРЕДЕЛЕНИЯ ВЫБОРОЧНОЙ МЕДИАНЫ В СЛУЧАЕ
ВЫБОРОК СЛУЧАЙНОГО ОБЪЕМА1
Бенинг В.Е.*,**, Савушкин В.А.***
*МГУ имени М.В. Ломоносова, г. Москва
**Институт проблем информатики РАН, г. Москва
***Международный университет природы,
общества и человека «Дубна», г. Дубна
Поступила в редакцию 11.11.2015, после переработки 15.11.2015.
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1. Введение
В данной работе получены асимптотические разложения (а.р.) для функций
распределения (ф.р.) выборочной медианы, построенной по выборкам случайно-
го объема. Рассмотрены случаи распределения Лапласа, Стьюдента и Коши. Эти
результаты продолжают исследования, начатые в работах [1, 5, 7, 9–14] и в даль-
нейшем будут использованы для нахождения асимптотического дефекта (см. [2,
5]) выборочной медианы, построенной по выборкам случайного объема.
В работе приняты следующие обозначения: R – множество вещественных чи-
сел, N – множество натуральных чисел, Φ(𝑥), 𝜙(𝑥) – соответственно ф.р. и плот-
ность стандартного нормального закона.
Пусть 𝑋1, 𝑋2, . . . 𝑋𝑛 – независимые одинаково распределенные наблюдения с
функцией распределения 𝐹 (𝑥 − 𝜃) и плотностью 𝑝(𝑥 − 𝜃), где 𝜃 – неизвестный
параметр сдвига, подлежащий оцениванию на основе выборки 𝑋1, 𝑋2, . . . 𝑋𝑛. Обо-
значим через 𝑋(1) ≤ 𝑋(2) ≤ . . . ≤ 𝑋(𝑛) – вариационный ряд, построенный
1Работа выполнена при финансовой поддержке РФФИ (проект № 15-07-02652).
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по исходным наблюдениям 𝑋1, 𝑋2, . . . 𝑋𝑛 и через 𝑀𝑛 – выборочную медину (см.,
например, [3], [4], [6], [7]), то есть оценку вида
𝑀𝑛 =
⎧⎨⎩
𝑋(𝑚+1), 𝑛 = 2𝑚 + 1,
𝑋(𝑚) + 𝑋(𝑚+1)
2
, 𝑛 = 2𝑚.
(1.1)
Асимптотические свойства первого порядка выборочной медианы 𝑀𝑛 хорошо из-
вестны (см., например, книгу [4], Теорема 5.3.2, стр. 313 или книгу [8], стр. 81)
√
𝑛
(︀
𝑀𝑛 − 𝜃
)︀
=⇒ 𝒩
(︁
0,
1
4𝑝2(0)
)︁
, (1.2)
E𝜃
(︀
𝑀𝑛 − 𝜃
)︀2
=
1
4𝑛𝑝2(0)
+ o
(︀
𝑛−1
)︀
, 𝐹 (0) = 1/2, 𝑝(0) > 0, 𝑛 → ∞. (1.3)
Асимптотические свойства выборочной медианы второго порядка изучались в ра-
боте [6]. Сформулируем основные результаты этой работы. С этой целью приведем
условия регулярности на плотность 𝑝(𝑥) из работы [6].
A1. Плотность 𝑝(𝑥) симметрична относительно нуля, то есть 𝑝(−𝑥) = 𝑝(𝑥), 𝑥 ∈
R и 𝑝(0) > 0.
A2. Плотность 𝑝(𝑥) имеет три непрерывные ограниченные производные в неко-
торой окрестности нуля вида (0, 𝛿), 𝛿 > 0.
A3. Существуют постоянные 𝐶 > 0 и 𝛼 > 0 такие, что функция распределе-
ния 𝐹 (𝑥) удовлетворяет неравенству
1 − 𝐹 (𝑥) ≤ 𝐶 𝑥−𝛼, 𝑥 > 0.
Заметим, что эти условия регулярности выполняются, например, для распределе-
ния Коши
𝑝(𝑥) =
1
𝜋(1 + 𝑥2)
, 𝑥 ∈ R (1.4)
и распределения Лапласа
𝑝(𝑥) =
1
2
𝑒−|𝑥|, 𝑥 ∈ R. (1.5)
В случае распредления Лапласа выборочная медиана 𝑀𝑛 совпадает с оценкой
максимального правдоподобия параметра 𝜃 (см., например, [6]).
Далее используем следующие обозначения
𝑘 =
[︀
𝑛/2
]︀
, 𝑝0 = 𝑝(0) > 0, 𝑝1 = 𝑝
′(0+), 𝑝2 = 𝑝′′(0+),
где [·] – целая часть числа.
Теорема 1.1.([6])
1. Пусть плотность 𝑝(𝑥) удовлетворяет условиям регулярности A1 и A2,
тогда равномерно по 𝑥 ∈ R справедливо равенство
P𝜃
(︀
2𝑝0
√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
=
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= Φ(𝑥) + 𝜑(𝑥)
𝑝1𝑥|𝑥|
√
2
8𝑝0
√
𝑘
+ 𝜑(𝑥)
𝑥
8𝑘
(︁
3 + 𝑥2 +
𝑥2𝑝2
6𝑝30
− 𝑥
4𝑝21
8𝑝40
)︁
+ O(𝑛−3/2).
2. Если выполнены условия регулярности A1 – A3, то для среднеквадратич-
ного отклонения выборочной медианы 𝑀𝑛 справедливо асимптотическое разло-
жение
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
8𝑝20𝑘
− 𝑝1
8𝑝40
√
𝜋𝑘3/2
−
− 1
16𝑝20𝑘
2
(︁
3 +
𝑝2
4𝑝30
− 15𝑝
2
1
16𝑝40
)︁
+ O(𝑛−5/2).
Следствие 1.1.
1. Для распределения Лапласа (1.5) справедливы асимптотические разложе-
ния
P𝜃
(︀√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
= Φ(𝑥) −
− 𝜑(𝑥) 𝑥|𝑥|
√
2
4
√
𝑘
+ 𝜑(𝑥)
𝑥
48𝑘
(︁
18 + 10𝑥2 − 3𝑥4
)︁
+ O(𝑛−3/2),
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
2𝑘
+
1√
𝜋𝑘3/2
− 1
16𝑘2
+ O(𝑛−5/2).
2. Для распределения Коши (1.4) справедливы асимптотические разложения
P𝜃
(︁2√2𝑘
𝜋
(𝑀𝑛 − 𝜃) < 𝑥
)︁
= Φ(𝑥) + 𝜑(𝑥)
𝑥
24𝑘
(︁
9 + 𝑥2(3 − 𝜋3)
)︁
+ O(𝑛−3/2),
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
𝜋2
8𝑘
+
𝜋2(𝜋2 − 6)
32𝑘2
+ O(𝑛−5/2).
Нетрудно видеть, что если 𝑘 = [𝑛/2] , то справедливы следующие асимптоти-
ческие формулы
1√
𝑘
=
√
2√
𝑛
+ O(𝑛−3/2),
1
𝑘
=
2√
𝑛
+
1 − (−1)𝑛
𝑛2
+ O(𝑛−3),
1
𝑘3/2
=
23/2
𝑛3/2
+ O(𝑛−5/2),
1
𝑘2
=
4
𝑛2
+ O(𝑛−3).
С учетом этих формул основные утверждения Теоремы 1.1 и ее Следствия можно
переписать в виде
P𝜃
(︀
2𝑝0
√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
= Φ(𝑥) +
+ 𝜑(𝑥)
𝑝1𝑥|𝑥|
√
2
4𝑝0
√
𝑛
+ 𝜑(𝑥)
𝑥
4𝑛
(︁
3 + 𝑥2 +
𝑥2𝑝2
6𝑝30
− 𝑥
4𝑝21
8𝑝40
)︁
+ O(𝑛−3/2), (1.6)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
4𝑝20𝑛
− 𝑝1
√
2
4𝑝40
√
𝜋𝑛3/2
+
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+
1
4𝑝20𝑛
2
(︁1 − (−1)𝑛
2
− 3 − 𝑝2
4𝑝30
+
15𝑝21
16𝑝40
)︁
+ O(𝑛−5/2). (1.7)
Для распределения Лапласа (1.5) справедливы равенства
P𝜃
(︀√
2𝑘(𝑀𝑛 − 𝜃) < 𝑥
)︀
= Φ(𝑥) −
− 𝜑(𝑥) 𝑥|𝑥|
2
√
𝑛
+ 𝜑(𝑥)
𝑥
24𝑛
(︁
18 + 10𝑥2 − 3𝑥4
)︁
+ O(𝑛−3/2), (1.8)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
1
𝑛
+
2
√
2√
𝜋𝑛3/2
+
1
2𝑛2
(︁
(1 − (−1)𝑛) − 1
2
)︁
+ O(𝑛−5/2), (1.9)
а для распределения Коши (1.4)
P𝜃
(︁2√2𝑘
𝜋
(𝑀𝑛 − 𝜃) < 𝑥
)︁
= Φ(𝑥) + 𝜑(𝑥)
𝑥
12𝑛
(︁
9 + 𝑥2(3 − 𝜋3)
)︁
+ O(𝑛−3/2), (1.10)
E𝜃
(︁
𝑀𝑛 − 𝜃
)︁2
=
𝜋2
4𝑛
+
𝜋2
(︀
(1 − (−1)𝑛) + 𝜋2 − 6)︀
8𝑛2
+ O(𝑛−5/2). (1.11)
2. Асимптотические разложения для функции распределения выбороч-
ной медианы, основанной на выборках случайного объема
Рассмотрим случайные величины (с.в.) 𝑁1, 𝑁2, ... и 𝑋1, 𝑋2, ..., заданные
на одном и том же вероятностном пространстве (Ω, 𝒜, P). В статистике с.в.
𝑋1, 𝑋2, ... 𝑋𝑛 имеют смысл наблюдений, 𝑛 – неслучайный объем выборки, а с.в.
𝑁𝑛 – случайный объем выборки, зависящий от натурального параметра 𝑛 ∈ N.
Например, если с.в. 𝑁𝑛 имеет геометрическое распределение вида
P(𝑁𝑛 = 𝑘) =
1
𝑛
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N,
то
E 𝑁𝑛 = 𝑛,
то есть среднее значение случайного объема выборки равно 𝑛.
Предположим, что при каждом 𝑛 ≥ 1 с.в. 𝑁𝑛 принимают только натуральные
значения (то есть 𝑁𝑛 ∈ N) и независимы от последовательности с.в. 𝑋1, 𝑋2, ....
Всюду далее считаем с.в.𝑋1, 𝑋2, ... независимыми и одинаково распределенными.
Обозначим через 𝑇𝑛 = 𝑇𝑛(𝑋1, ..., 𝑋𝑛) некоторую статистику, то есть действи-
тельную измеримую функцию от наблюдений 𝑋1, ..., 𝑋𝑛. Для каждого 𝑛 ≥ 1 опре-
делим с.в. 𝑇𝑁𝑛 , полагая
𝑇𝑁𝑛(𝜔) ≡ 𝑇𝑁𝑛(𝜔)(𝑋1(𝜔), ..., 𝑋𝑁𝑛(𝜔)(𝜔)), 𝜔 ∈ Ω.
Можно сказать, что 𝑇𝑁𝑛 – это статистика, построенная на основе статистики 𝑇𝑛
по выборке случайного объема 𝑁𝑛.
Сформулируем условие, определяющее а.р. для ф.р. статистики 𝑇𝑛 при неслу-
чайном объеме выборки.
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Условие 2.1. Существуют константы 𝑙 ∈ N, 𝜇 ∈ R, 𝜎 > 0, 𝛼 > 𝑙/2, 𝛾 ≥ 0,
𝐶1 > 0, дифференцируемая ф.р. 𝐹 (𝑥) и дифференцируемые ограниченные функ-
ции 𝑓𝑗(𝑥), 𝑗 = 1, ..., 𝑙 такие, что
sup
𝑥
⃒⃒⃒
P
(︀
𝜎𝑛𝛾(𝑇𝑛 − 𝜇) < 𝑥
)︀ − 𝐹 (𝑥) − 𝑙∑︁
𝑗=1
𝑛−𝑗/2 𝑓𝑗(𝑥)
⃒⃒⃒
≤ 𝐶1
𝑛𝛼
, 𝑛 ∈ N.
Следующее условие определяет а.р. ф.р. нормированного случайного индекса 𝑁𝑛.
Условие 2.2. Существуют константы 𝑚 ∈ N, 𝛽 > 𝑚/2, 𝐶2 > 0, функция
0 < 𝑔(𝑛) ↑ ∞, 𝑛 → ∞, ф.р. 𝐻(𝑥), 𝐻(0+) = 0 и функции ограниченной
вариации ℎ𝑖(𝑥), 𝑖 = 1, ...,𝑚 такие, что
sup
𝑥≥0
⃒⃒⃒
P
(︁ 𝑁𝑛
𝑔(𝑛)
< 𝑥
)︁
− 𝐻(𝑥) −
𝑚∑︁
𝑖=1
𝑛−𝑖/2 ℎ𝑖(𝑥)
⃒⃒⃒
≤ 𝐶2
𝑛𝛽
, 𝑛 ∈ N.
В работе [9] доказано следующее утверждение
Теорема 2.1. Пусть статистика 𝑇𝑛 = 𝑇𝑛(𝑋1, ..., 𝑋𝑛) удовлетворяет условию
2.1, а случайный объем выборки 𝑁𝑛 – условию 2.2. Тогда существует константа
𝐶3 > 0 такая, что справедливо неравенство
sup
𝑥
⃒⃒
P
(︀
𝜎 𝑔𝛾(𝑛)(𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀ − 𝐺𝑛(𝑥)⃒⃒ ≤ 𝐶1 E 𝑁−𝛼𝑛 + 𝐶3 + 𝐶2𝐷𝑛𝑛𝛽 ,
где
𝐷𝑛 = sup
𝑥
∞∫︁
1/𝑔(𝑛)
⃒⃒⃒ 𝜕
𝜕 𝑦
(︀
𝐹 (𝑥𝑦𝛾) +
𝑙∑︁
𝑗=1
(𝑦𝑔(𝑛))−𝑗/2 𝑓𝑗(𝑥𝑦𝛾)
)︀⃒⃒⃒
𝑑𝑦
и а.р. 𝐺𝑛(𝑥) определено по формуле
𝐺𝑛(𝑥) =
∞∫︁
1/𝑔(𝑛)
𝐹 (𝑥 𝑦𝛾) 𝑑𝐻(𝑦) +
𝑚∑︁
𝑖=1
𝑛−𝑖/2
∞∫︁
1/𝑔(𝑛)
𝐹 (𝑥𝑦𝛾) 𝑑ℎ𝑖(𝑦) +
+
𝑙∑︁
𝑗=1
𝑔−𝑗/2(𝑛)
∞∫︁
1/𝑔(𝑛)
𝑦−𝑗/2𝑓𝑗(𝑥𝑦𝛾) 𝑑𝐻(𝑦) +
+
𝑙∑︁
𝑗=1
𝑚∑︁
𝑖=1
𝑛−𝑖/2𝑔−𝑗/2(𝑛)
∞∫︁
1/𝑔(𝑛)
𝑦−𝑗/2𝑓𝑗(𝑥𝑦𝛾) 𝑑ℎ𝑖(𝑦).
Учитывая теорему 1.1, нетрудно видеть, что выборочная медиана 𝑀𝑛 удовлетво-
ряет условию 2.1 с
𝛾 =
1
2
, 𝛼 =
3
2
, 𝑙 = 2, 𝜇 = 𝜃, 𝜎 = 2𝑝0
√
2, 𝑔(𝑛) =
√
𝑘, (2.1)
𝐹 (𝑥) = Φ(𝑥), 𝑓1(𝑥) = 𝜑(𝑥)
𝑝1𝑥|𝑥|
√
2
4𝑝0
,
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𝑓2(𝑥) = 𝜑(𝑥)
𝑥
4
(︁
3 + 𝑥2 +
𝑥2𝑝2
6𝑝30
− 𝑥
4𝑝21
8𝑝40
)︁
. (2.2)
Аналогично доказательству леммы 5.1 [9] можно доказать, что существует кон-
станта 𝐷 > 0 такая, что
𝐷𝑛 ≤ 𝐷, 𝑛 ∈ N. (2.3)
В работе [10] получена подобная теорема, в которой отсутствует нормировка
статистики, и в которой используется следующее уловие регулярности.
Условие 2.3. Существуют константы 𝑙 ∈ N, 𝛼 > 𝑙/2, 𝐶1 > 0, дифферен-
цируемая ф.р. 𝐺(𝑥) и дифференцируемые ограниченные функции 𝑔𝑖(𝑥), 𝑖 = 1, . . . , 𝑙
такие, что
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑛 < 𝑥
)︀ − 𝐺(𝑥) − 𝑙∑︁
𝑖=1
𝑛−𝑖/2 𝑔𝑖(𝑥)
⃒⃒⃒
≤ 𝐶1
𝑛𝛼
, 𝑛 ∈ N.
Теорема 2.2. Пусть выполнены условия 2.2 и 2.3. Тогда справедливо неравенство
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑁𝑛 < 𝑥
)︀ − 𝐺𝑛(𝑥)⃒⃒⃒ ≤ 𝐶1 E 𝑁−𝛼𝑛 + 2 𝐶2𝑛𝛽 sup𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|,
где 𝐺𝑛(𝑥) есть
𝐺(𝑥) +
𝑙∑︁
𝑖=1
(︀
𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖(𝑥)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2 𝑑
(︁
𝐻(𝑦 − 𝑢(𝑛)) +
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁
=
= 𝐺(𝑥) +
𝑙∑︁
𝑖=1
𝑔𝑖(𝑥)
∞∫︁
1
𝑧−𝑖/2 𝑑
(︁
𝐻(𝑧/𝑣(𝑛) − 𝑢(𝑛)) +
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑧/𝑣(𝑛) − 𝑢(𝑛))
)︁
.
3. Распределение Стьюдента
В работе [11] показано, что если случайный объем выборки 𝑁𝑛 имеет отри-
цательно биномиальное распределение с параметрами 𝑝 = 1/𝑛 и 𝑟 > 0, то
есть
P(𝑁𝑛 = 𝑘) =
(𝑘 + 𝑟 − 2) · · · 𝑟
(𝑘 − 1)!
1
𝑛𝑟
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N
(при 𝑟 = 1 имеем геометрическое распределение), то для асимптотически нор-
мальной статистики 𝑇𝑛 справедливо предельное соотношение ([11], следствие 2.1,
стр. 426)
P(𝜎
√
𝑛 (𝑇𝑁𝑛 − 𝜇) < 𝑥) −→ 𝐺2𝑟(𝑥
√
𝑟), 𝑛 → ∞, (3.1)
где 𝐺𝑓 (𝑥) – функция распределения Стьюдента с параметром 𝑓 = 2𝑟, соответ-
ствующая плотности вида
𝑝𝑓 (𝑥) =
Γ(𝑓 + 1/2)√
𝜋𝑓 Γ(𝑓/2)
(︁
1 +
𝑥2
𝑓
)︁−(𝛾+1)/2
, 𝑥 ∈ R,
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где Γ(·) – эйлерова гамма-функция, а 𝑓 > 0 – параметр формы (если параметр
𝑓 натурален, то он называется числом степеней свободы). В нашей ситуации он
может быть произвольно мал, то есть мы имеем типичное распределение с тяже-
лыми хвостами. Если 𝑓 = 2, то есть 𝑟 = 1, то ф.р. 𝐺2(𝑥) выражается в явном
виде
𝐺2(𝑥) =
1
2
(︁
1 +
𝑥√
2 + 𝑥2
)︁
, 𝑥 ∈ R.
При 𝑟 = 1/2 имеем распределение Коши.
В книге [12] (формула (6.112), стр. 233) приведена следующая оценка скорости
сходимости:
sup
𝑥≥0
⃒⃒⃒
P
(︁ 𝑁𝑛
E 𝑁𝑛
< 𝑥
)︁
− 𝐻𝑟(𝑥)
⃒⃒⃒
≤
⎧⎪⎨⎪⎩
𝐶𝑟
𝑛
, 𝑟 ≥ 1,
𝐶𝑟
𝑛𝑟
, 𝑟 ∈ (0, 1),
𝐶𝑟 > 0, 𝑛 ∈ N, (3.2)
где 𝐻𝑟(𝑥) – функция гамма-распределения с параметром 𝑟 > 0:
𝐻𝑟(𝑥) =
𝑟𝑟
Γ(𝑟)
𝑥∫︁
0
𝑒−𝑟𝑦 𝑦𝑟−1 𝑑𝑦, 𝑥 ≥ 0. (3.3)
При этом
E 𝑁𝑛 = 𝑟(𝑛− 1) + 1. (3.4)
Таким образом, из соотношений (3.2) – (3.4) следует, что случайный индекс 𝑁𝑛
удовлетворяет условию 2.2 с
𝑔(𝑛) = 𝑟(𝑛 − 1) + 1, 𝐻(𝑥) = 𝐻𝑟(𝑥), 𝑚 = 1, (3.5)
ℎ1(𝑥) ≡ 0, 𝐶2 = 𝐶𝑟 > 0, (3.6)
𝛽 =
{︃
1, 𝑟 ≥ 1,
𝑟, 𝑟 ∈ (0, 1).
Далее, используя равенство
(1 + 𝑥)𝛾 =
∞∑︁
𝑘=0
𝛾(𝛾 − 1) · · · (𝛾 − 𝑘 + 1)
𝑘!
𝑥𝑘, |𝑥| < 1, 𝛾 ∈ R,
нетрудно получить, что
E𝑁−1𝑛 =
1
(𝑛− 1)(1− 𝑟)
(︁ 1
𝑛𝑟−1
− 1
)︁
= 𝒪(𝑛−𝑟), 𝑟 > 0, 𝑟 ̸= 1, 𝑛 ∈ N. (3.7)
Для случая 𝑟 = 1, имеем
E𝑁−1𝑛 =
1
𝑛 − 1 log 𝑛, 𝑛 > 1. (3.8)
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Таким образом, учитывая теорему 2.1, имеем
∞∫︁
(𝑟(𝑛−1)+1)−1
Φ(𝑥
√
𝑦)𝑑𝐻𝑟(𝑦) =
∞∫︁
0
Φ(𝑥
√
𝑦)𝑑𝐻𝑟(𝑦) +𝒪
(︁ 1
𝑛
)︁
= 𝐺2𝑟(𝑥) +𝒪
(︁ 1
𝑛
)︁
, (3.9)
𝑥|𝑥|
∞∫︁
(𝑟(𝑛−1)+1)−1
𝜙(𝑥
√
𝑦)
√
𝑦 𝑑𝐻𝑟(𝑦) = 𝑥|𝑥|
∞∫︁
0
𝜙(𝑥
√
𝑦)
√
𝑦 𝑑𝐻𝑟(𝑦) + 𝒪
(︁ 1
𝑛
)︁
≡
≡ 𝑥 |𝑥| 𝑟
𝑟 Γ(𝑟 + 1/2)√
2𝜋 (𝑟 + 𝑥2/2)𝑟+1/2 Γ(𝑟)
+ 𝒪
(︁ 1
𝑛
)︁
, (3.10)
получаем следующее утверждение.
Теорема 3.1. Пусть выполнены условия А1 и А2 и при некотором 𝑟 > 0 слу-
чайная величина 𝑁𝑛 имеет распределение вида
P(𝑁𝑛 = 𝑘) =
(𝑘 + 𝑟 − 2) · · · 𝑟
(𝑘 − 1)!
1
𝑛𝑟
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N.
Тогда при 𝑟 > 1/2 для ф.р. нормированной выборочной медианы при 𝑛 → ∞
справедливо а.р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︁
2𝑝0
√
2𝑚 (𝑀𝑁𝑛 − 𝜃) < 𝑥
)︁
− 𝐺2𝑟(𝑥)−
− 𝑝1 Γ(𝑟 + 1/2) 𝑥 |𝑥| 𝑟
𝑟
2𝑝0 (𝑟 + 𝑥2/2)𝑟+1/2 Γ(𝑟)
√
2𝜋
√︀
𝑟(𝑛− 1) + 1
⃒⃒⃒
=
=
⎧⎪⎪⎨⎪⎪⎩
𝑂
(︁ log 𝑛
𝑛
)︁
, 𝑟 = 1,
𝑂
(︁ 1
𝑛
)︁
, 𝑟 > 1/2,
где функция 𝐺2𝑟(𝑥) определена в соотношении (3.9) и 𝑚 = [(𝑟(𝑛− 1) + 1)/2].
Следствие 3.1.
1. В случае распределения Лапласа (1.3) для ф.р. выборочной медианы𝑀𝑛 спра-
ведливо асимптотическое разложение
sup
𝑥
⃒⃒⃒
P𝜃
(︁√
2𝑚 (𝑀𝑁𝑛 − 𝜃) < 𝑥
)︁
− 𝐺2𝑟(𝑥)−
− 𝐺2𝑟(𝑥) − Γ(𝑟 + 1/2) 𝑥 |𝑥| 𝑟
𝑟
2Γ(𝑟)
√
𝜋 (𝑟 + 𝑥2/2)𝑟+1/2
√︀
𝑟(𝑛− 1) + 1
⃒⃒⃒
=
=
⎧⎪⎪⎨⎪⎪⎩
𝑂
(︁ log 𝑛
𝑛
)︁
, 𝑟 = 1,
𝑂
(︁ 1
𝑛
)︁
, 𝑟 > 1/2,
где функция 𝐺2𝑟(𝑥) определена в соотношении (3.9).
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2. Для распределения Коши (1.4) справедливо а.р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︁2√2𝑚
𝜋
(𝑀𝑁𝑛 − 𝜃) < 𝑥
)︁
− 𝐺2𝑟(𝑥)
⃒⃒⃒
=
=
⎧⎪⎪⎨⎪⎪⎩
𝑂
(︁ log 𝑛
𝑛
)︁
, 𝑟 = 1,
𝑂
(︁ 1
𝑛
)︁
, 𝑟 > 1/2.
Применим теперь теорему 2.2. С этой целью определим нормированную выбо-
рочную медиану по формуле
?¯?𝑛 =
⎧⎨⎩
√
𝑛− 1 𝑋(𝑚+1), 𝑛 = 2𝑚 + 1,
√
𝑛
𝑋(𝑚) + 𝑋(𝑚+1)
2
, 𝑛 = 2𝑚.
(3.11)
Теперь учитывая формулу
∞∫︁
(𝑟(𝑛−1)+1)−1
√
2 𝑝1 𝑥 |𝑥|
4 𝑝0
√
𝑛
𝜙(𝑥)√︀
(𝑟(𝑛− 1) + 1)
1√
𝑦
𝑑𝐻𝑟(𝑦) ≡
≡ 𝜙(𝑥) 𝑝1 𝑥 |𝑥|
√
2 𝑟
4𝑝0
√︀
𝑟𝑛(𝑛− 1) + 𝑛
Γ(𝑟 − 1/2)
Γ(𝑟)
+ 𝒪
(︁ 1
𝑛
)︁
, (3.12)
и, применяя теорему 2.2, получаем следующее утверждение.
Теорема 3.2. Пусть выполнены условия А1 и А2 и при некотором 𝑟 > 0 слу-
чайная величина 𝑁𝑛 имеет распределение вида
P(𝑁𝑛 = 𝑘) =
(𝑘 + 𝑟 − 2) · · · 𝑟
(𝑘 − 1)!
1
𝑛𝑟
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N.
Тогда при 𝑟 > 12 для ф.р. нормированной выборочной медианы при 𝑛 → ∞
справедливо а.р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︁
2𝑝0
(︁
𝑀𝑁𝑛 −
√
2𝑚𝜃
)︁
< 𝑥
)︁
− Φ(𝑥) − 𝜙(𝑥) 𝑝1 𝑥 |𝑥|
√
2 𝑟
4𝑝0
√︀
𝑟𝑛(𝑛− 1) + 𝑛
Γ(𝑟 − 1/2)
Γ(𝑟)
+ 𝒪
(︁ 1
𝑛
)︁⃒⃒⃒
=
=
⎧⎪⎪⎨⎪⎪⎩
𝑂
(︁ log 𝑛
𝑛
)︁
, 𝑟 = 1,
𝑂
(︁ 1
𝑛
)︁
, 𝑟 > 1/2.
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Следствие 3.2.
1. В случае распределения Лапласа (1.5) для ф.р. нормированной выборочной
медианы ?¯?𝑛 справедливо асимптотическое разложение
sup
𝑥
⃒⃒⃒
P𝜃
(︁(︁
?¯?𝑁𝑛 −
√
2𝑚𝜃
)︁
< 𝑥
)︁
− Φ(𝑥) − 𝜙(𝑥) 𝑥 |𝑥|
√
𝑟
2
√︀
𝑟𝑛(𝑛− 1) + 𝑛
Γ(𝑟 − 1/2)
Γ(𝑟)
⃒⃒⃒
=
=
⎧⎪⎪⎨⎪⎪⎩
𝑂
(︁ log 𝑛
𝑛
)︁
, 𝑟 = 1,
𝑂
(︁ 1
𝑛
)︁
, 𝑟 > 1/2.
2. Для распределения Коши (1.4) справедливо а.р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︁ 2
𝜋
(︁
?¯?𝑁𝑛 −
√
2𝑚𝜃
)︁
< 𝑥
)︁
− Φ(𝑥)
⃒⃒⃒
=
=
⎧⎪⎪⎨⎪⎪⎩
𝑂
(︁ log 𝑛
𝑛
)︁
, 𝑟 = 1,
𝑂
(︁ 1
𝑛
)︁
, 𝑟 > 1/2.
4. Распределение Лапласа
Рассмотрим распределение Лапласа с ф.р. Λ𝜃(𝑥) и плотностью
𝜆𝜃(𝑥) =
1
𝜃
√
2
exp
{︁
−
√
2|𝑥|
𝜃
}︁
, 𝜃 > 0, 𝑥 ∈ R.
В работе [13] была построена последовательность с.в. 𝑁𝑛(𝑠), зависящая от пара-
метра 𝑠 ∈ N следующего вида. Пусть 𝑌1, 𝑌2, ... – независимые одинаково распре-
деленные с.в., имеющие непрерывную ф.р. Определим с.в.
𝑁(𝑠) = min{𝑖 ≥ 1 : max
1≤𝑗≤𝑠
𝑌𝑗 < max
𝑠+1≤𝑘≤𝑠+𝑖
𝑌𝑘}.
Хорошо известно, что так определенные с.в. имеют распределение вида
P(𝑁(𝑠) ≥ 𝑘) = 𝑠
𝑠 + 𝑘 − 1 , 𝑘 ≥ 1 (4.1)
(см., например, [16] и [17]). Пусть теперь 𝑁 (1)(𝑠), 𝑁 (2)(𝑠), ... – независимые одина-
ково распределенные с.в., имеющие распределение (4.1). Определим с.в.
𝑁𝑛(𝑠) = max
1≤𝑗≤𝑛
𝑁 (𝑗)(𝑠),
тогда, как показано в работе [13],
lim
𝑛→∞ P
(︁𝑁𝑛(𝑠)
𝑛
< 𝑥
)︁
= 𝑒−𝑠/𝑥, 𝑥 > 0, (4.2)
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и для асимптотически нормальной статистики 𝑇𝑛 справедливо соотношение
P
(︀
𝜎
√
𝑛(𝑇𝑁𝑛(𝑠) − 𝜇) < 𝑥
)︀ −→ Λ1/𝑠(𝑥), 𝑛 → ∞, 𝑥 ∈ R,
где Λ1/𝑠(𝑥) – функция распределения Лапласа с параметром 𝜃 = 1/𝑠.
В работе [14] была получена следующая оценка скорости сходимости в соотно-
шении (4.2):
sup
𝑥≥0
⃒⃒⃒
P
(︁𝑁𝑛(𝑠)
𝑛
< 𝑥
)︁
− 𝑒−𝑠/𝑥
⃒⃒⃒
≤ 𝐶𝑠
𝑛
, 𝐶𝑠 > 0, 𝑛 ∈ N. (4.3)
Таким образом, из соотношения (4.3) следует, что случайный индекс 𝑁𝑛(𝑠) удо-
влетворяет условию 2.2 с
𝑔(𝑛) = 𝑛, 𝐻(𝑥) = 𝑒−𝑠/𝑥, 𝑚 = 1, (4.4)
ℎ1(𝑥) ≡ 0, 𝐶2 = 𝐶𝑠 > 0, 𝛽 = 1. (4.5)
Рассмотрим более подробно величину E𝑁−1𝑛 (𝑠). Из определения с.в. 𝑁𝑛(𝑠) и ра-
венства (4.1) имеем
P(𝑁𝑛(𝑠) = 𝑘) =
(︁ 𝑘
𝑠 + 𝑘
)︁𝑛
−
(︁ 𝑘 − 1
𝑠 + 𝑘 − 1
)︁𝑛
= 𝑠𝑛
𝑘∫︁
𝑘−1
𝑥𝑛−1
(𝑠 + 𝑥)𝑛+1
𝑑𝑥,
поэтому
E 𝑁−1𝑛 (𝑠) =
∞∑︁
𝑘=1
1
𝑘
P(𝑁𝑛(𝑠) = 𝑘) = 𝑠𝑛
∞∑︁
𝑘=1
1
𝑘
𝑘∫︁
𝑘−1
𝑥𝑛−1
(𝑠 + 𝑥)𝑛+1
𝑑𝑥 ≤
≤ 𝑠𝑛
∞∑︁
𝑘=1
𝑘∫︁
𝑘−1
𝑥𝑛−2
(𝑠 + 𝑥)𝑛+1
𝑑𝑥 = 𝑠𝑛
∞∫︁
0
𝑥𝑛−2
(𝑠 + 𝑥)𝑛+1
𝑑𝑥.
Для вычисления последнего интеграла используем формулу (см. [15], формула
856.12, стр. 184)
∞∫︁
0
𝑥𝑠−1
(𝑎 + 𝑏𝑥)𝑠+𝑛
𝑑𝑥 =
Γ(𝑠)Γ(𝑛)
𝑎𝑛 𝑏𝑠Γ(𝑠 + 𝑛)
, 𝑎, 𝑏, 𝑠, 𝑛 > 0.
Получим
E 𝑁−1𝑛 (𝑠) ≤ 𝑠𝑛
Γ(𝑛− 1)Γ(2)
𝑠2Γ(𝑛 + 1)
=
1
𝑠(𝑛 − 1) = 𝒪(𝑛
−1).
Таким образом, учитывая теорему 1.1 и формулы
∞∫︁
𝑛−1
Φ(𝑥
√
𝑦) 𝑑𝑒−𝑠/𝑦 =
∞∫︁
0
Φ(𝑥
√
𝑦) 𝑑𝑒−𝑠/𝑦 + 𝒪
(︁ 1
𝑛
)︁
= Λ1/𝑠(𝑥) + 𝒪
(︁ 1
𝑛
)︁
, (4.5)
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𝑥|𝑥|
∞∫︁
𝑛−1
𝜙(𝑥
√
𝑦)
√
𝑦 𝑑𝑒−𝑠/𝑦 = 𝑥|𝑥|
∞∫︁
0
𝜙(𝑥
√
𝑦)
√
𝑦 𝑑𝑒−𝑠/𝑦 + 𝒪
(︁ 1
𝑛
)︁
≡
≡ 𝑙𝑠(𝑥) + 𝒪
(︁ 1
𝑛
)︁
, (4.6)
непосредственно получаем следующую теорему.
Теорема 4.1. Пусть выполнены условия А1 и А2 и предположим, что при неко-
тором 𝑠 ∈ N с.в. 𝑁𝑛(𝑠) имеет распределение вида
P(𝑁𝑛(𝑠) = 𝑘) =
(︁ 𝑘
𝑠 + 𝑘
)︁𝑛
−
(︁ 𝑘 − 1
𝑠 + 𝑘 − 1
)︁𝑛
, 𝑘 ∈ N.
Тогда для ф.р. нормированной статистики медианы𝑀𝑁𝑛(𝑠) справедливо а.р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︀
2𝑝0
√
2𝑘 (𝑀𝑁𝑛(𝑠) − 𝜃) < 𝑥
)︀ − Λ1/𝑠(𝑥) − 𝑝1𝑙𝑠(𝑥)
2𝑝0
√
𝑛
⃒⃒⃒
= 𝒪
(︁ 1
𝑛
)︁
, 𝑛 → ∞,
где функции Λ1/𝑠(𝑥) и 𝑙𝑠(𝑥) определены соответственно в соотношениях (4.5) и
(4.6).
Следствие 4.1.
1. Для распределения Лапласа (1.5) справедливо а. р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︀√
2𝑘 (𝑀𝑁𝑛(𝑠) − 𝜃) < 𝑥
)︀ − Λ1/𝑠(𝑥) − 𝑙𝑠(𝑥)√
2
√
𝑛
⃒⃒⃒
= 𝒪
(︁ 1
𝑛
)︁
, 𝑛 → ∞,
где функции Λ1/𝑠(𝑥) и 𝑙𝑠(𝑥) определены соответственно в соотношениях
(4.5) и (4.6).
2. В случае распределения Коши (1.4) справедливо равенство
sup
𝑥
⃒⃒⃒
P𝜃
(︁2√2𝑘
𝜋
(𝑀𝑁𝑛(𝑠) − 𝜃) < 𝑥
)︁
− Λ1/𝑠(𝑥)
⃒⃒⃒
= 𝒪
(︁ 1
𝑛
)︁
, 𝑛 → ∞.
Для нормированной выборочной медианы ?¯?𝑛 (см. (3.11)) с использованием
формулы
∞∫︁
𝑛−1
𝑥 |𝑥|√
𝑦
𝑑𝑒−𝑠/𝑦 ≡ 𝑙𝑠(𝑥), (4.7)
получаем следующую теорему.
Теорема 4.2. Пусть выполнены условия А1 и А2 и предположим, что при неко-
тором 𝑠 ∈ N с.в. 𝑁𝑛(𝑠) имеет распределение вида
P(𝑁𝑛(𝑠) = 𝑘) =
(︁ 𝑘
𝑠 + 𝑘
)︁𝑛
−
(︁ 𝑘 − 1
𝑠 + 𝑘 − 1
)︁𝑛
, 𝑘 ∈ N.
Тогда для ф.р. нормированной выборочной медианы ?¯?𝑁𝑛(𝑠) справедливо а.р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︀
2𝑝0 (?¯?𝑁𝑛(𝑠) −
√
2𝑚𝜃) < 𝑥
)︀ − Φ(𝑥) − √2𝑝1𝑙𝑠(𝑥)
4𝑝0
√
𝑛
⃒⃒⃒
= 𝒪
(︁ 1
𝑛
)︁
, 𝑛 → ∞,
где функция 𝑙𝑠(𝑥) определена в соотношении (4.7).
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Следствие 4.2.
1. Для распределения Лапласа (1.3) справедливо а. р. вида
sup
𝑥
⃒⃒⃒
P𝜃
(︀
(?¯?𝑁𝑛(𝑠) −
√
2𝑚𝜃) < 𝑥
)︀ − Φ(𝑥) − 𝑙𝑠(𝑥)√
2
√
𝑛
⃒⃒⃒
= 𝒪
(︁ 1
𝑛
)︁
, 𝑛 → ∞.
2. В случае распределения Коши (1.4) справедливо равенство
sup
𝑥
⃒⃒⃒
P𝜃
(︁ 2
𝜋
(?¯?𝑁𝑛(𝑠) −
√
2𝑚𝜃) < 𝑥
)︁
− Φ(𝑥)
⃒⃒⃒
= 𝒪
(︁ 1
𝑛
)︁
, 𝑛 → ∞.
Заключение
В работе рассмотрена выборочная медиана, построенная по выборкам случай-
ного объема. Получены асимптотические разложения для функции распределения
выборочной медианы в этом случае. Подробно рассмотрены случаи, когда предель-
ными распределениями для функции распределения выборочной медианы высту-
пают распределения Стьюдента (с произвольно малым числом степеней свободы)
и Лапласа. Рассмотрен случай нормированной выборочной медианы. Приведены
явные выражения для асимптотческих разложений в случаях, когда исходные на-
блюдения имеют «тяжелохвостые» распределения Коши и Лапласа.
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In the paper asymptotic expansions for the distribution function of
sample median based on the sample with random size are considered.
General theorem concerning the asymptotic expansion in this case is
proved. Examples concerning Cauchy, Student and Laplace distributions
are presented.
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expansion, Student distribution, Cauchy distribution, Laplace distribution.
Bibliographic citation
Bening V.E., Savushkin V.A. Asymptotic expansions for the distribution
function of sample median based on the sample with random size. Vestnik TvGU.
Seriya: Prikladnaya matematika [Herald of Tver State University. Series: Applied
Mathematics], 2015, no. 4, pp. 39–54. (in Russian)
54
