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SEQUENCES OF IRREDUCIBLE POLYNOMIALS WITHOUT
PRESCRIBED COEFFICIENTS OVER ODD PRIME FIELDS
S. UGOLINI
Abstract. In this paper we construct infinite sequences of monic irreducible
polynomials with coefficients in odd prime fields by means of a transformation
introduced by Cohen in 1992. We make no assumptions on the coefficients of
the first polynomial f0 of the sequence, which belongs to Fp[x], for some odd
prime p, and has positive degree n. If p2n − 1 = 2e1 ·m for some odd integer
m and non-negative integer e1, then, after an initial segment f0, . . . , fs with
s ≤ e1, the degree of the polynomial fi+1 is twice the degree of fi for any
i ≥ s.
1. Introduction
Constructing irreducible polynomials of arbitrary large degree over finite fields
is desirable for many applications. One way to do that is by means of infinite
sequences of irreducible polynomials. More precisely, one considers an irreducible
polynomial f0 ∈ F[x], where F is a finite field, and constructs inductively a sequence
of irreducible polynomials {fi}i≥0 via a transform that takes the i-th polynomial
fi to fi+1. Since the goal is getting irreducible polynomials of large degree, such
sequences are constructed with the aim that the degree of fi+1 is greater than the
degree of fi, possibly for any i ≥ 0. Many transformations have been used to
produce such sequences of irreducible polynomials. For example, Chu [2] used the
transformation which takes a polynomial f(x) to f(x3 − 3x), while more recently
Garefalakis [4] and Stichtenoth and Topuzog˘lu [11] employed the family of trans-
formations which take a polynomial f(x) of degree n to (bx+ d)n · f
(
ax+c
bx+d
)
, being
a, b, c and d elements of the field of coefficients of the polynomial f .
In [8] Meyn relied upon the Q-transform to produce sequences of irreducible
polynomials with coefficients in the field F2 with two elements. We remind that,
if f ∈ F2[x] and has degree n, then its Q-transform is the polynomial f
Q(x) =
xn · f(x+ x−1) of degree 2n. In [8] Meyn proved the following result.
Theorem 1.1. If f(x) = xn+an−1x
n−1+ · · ·+a1x+1 is an irreducible polynomial
of degree n over F2 such that an−1 = a1 = 1, then f
Q(x) = x2n + b2n−1x
2n−1 +
· · ·+ b1x+ 1 is a self-reciprocal irreducible polynomial of F2[x] of degree 2n.
In [12], inspired by the work of Meyn, we considered what happens if the coef-
ficients an−1 and a1 of the polynomial f are not as in the hypotheses of the just
cited theorem.
Later to Meyn’s work, Cohen [3] dealt with sequences of polynomials over finite
fields of odd characteristic. Moving from the consideration that Meyn had limited
success using the Q-transform in odd characteristic, Cohen introduced another
transform, which he called the operator R. Such an operator takes any monic
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polynomial f of degree n over a field of odd characteristic to the monic polynomial
fR(x) = (2x)n · f
(
1
2
(x + x−1)
)
of degree 2n. Cohen abbreviated the product f(1) · f(−1) to λ(f) and then proved
the following result.
Theorem 1.2. Let f0(x) be a monic irreducible polynomial of degree n ≥ 1 over
GF (q), q odd, where n is even if q ≡ 3 (mod 4). Suppose also that λ(f0) is a
non-square in GF (q). For each m ≥ 1 define fm by
fm(x) = f
R
m−1(x).
Then, for each m = 1, 2, 3, . . . , fm is an irreducible polynomial over GF (q) of degree
n · 2m and order a divisor of qn·2
m−1
+ 1.
The proof of Theorem 1.2 is based upon the following lemma due to Meyn [8].
Lemma 1.3. Let f be a monic irreducible polynomial over GF (q), q odd. Then
fQ is irreducible over GF (q) if and only if f(2)f(−2) is a non-square in G(q).
Some years later Kyuregyan ([5] and [6]) described possible quadratic transfor-
mations
(1.1) P (x)→ (dx2 + rx+ h)nP
(
ax2 + bx+ c
dx2 + rx + h
)
into the ring Fq[x], where q is an odd prime power, allowing to construct irreducible
polynomials of higher degree from the given polynomial P (x). In [5], Section 2, the
author focuses on the problem of finding conditions under which the quadratic
mapping
P (x)→ F (x) = (H(a, d))−1(dx2 + rx+ h)nP
(
ax2 + bx+ c
dx2 + rx+ h
)
produces an irreducible polynomial over Fq, being
H(a, d) =
{
an if d = 0,
dnP
(
a
d
)
if d 6= 0.
In Section 2, Corollaries 1-5 of the same paper many results are furnished on the
irreducibility of F (x), given the irreducibility of P (x). We cite here Corollary 5,
which is a generalization of Lemma 1.3.
Corollary 1.4. Let P (x) 6= x be an irreducible polynomial of degree n ≥ 1 over
Fq. Then, for any b ∈ Fq, the self-reciprocal polynomial
F (x) = xnP
(
x2 + bx+ 1
x
)
is irreducible over Fq if and only if the element P (b + 2)P (b − 2) is a non-square
in Fq.
In the subsequent Section of [5] different recurrent methods for constructing
irreducible polynomials over Fq are given. Among others, we would like to cite
Theorem 3 in [5], Section 3.
Theorem 1.5. Let P (x) 6= x be an irreducible polynomial of degree n ≥ 1 over
Fq, where n is even if q ≡ 3 (mod 4), r, h, δ ∈ Fq and r 6= 0, δ 6= 0. Suppose that
P
(
2δ−rh
r2
)
P
(
− 2δ+rhr2
)
is a non-square in Fq. Define
F0(x) = P (x),
3Fk(x) =
(
2x+
2h
r
)tk−1
Fk−1
((
x2 +
4δ2 − (hr)2
r4
)/(
2x+
2h
r
))
, k ≥ 1,
where tk = n2
k denotes the degree of Fk(x). Then Fk(x) is an irreducible polynomial
over Fq of degree n2
k for every k ≥ 1.
By Theorem 1.2 and Theorem 1.5 one can produce an infinite sequence of monic
irreducible polynomials starting from a monic irreducible polynomial f0 with coeffi-
cients in GF (q), provided that some hypotheses on the polynomial f0 are satisfied.
Nevertheless, one can still wonder what happens if any assumption on f0 is re-
moved. More precisely, in this paper we concentrate on the construction of infinite
sequences of monic irreducible polynomials over odd prime fields, starting from any
monic irreducible polynomial f0 ∈ Fp[x], where p is an odd prime. To do that, we
will rely upon the same operator R introduced by Cohen.
Firstly we introduce the following notation.
Definition 1.6. If m = 2e · k, for some odd integer k and non-negative integer e,
then we denote by ν2(m) the exponent of the greatest power of 2 which divides m,
namely ν2(m) = e.
Take now a monic irreducible polynomial f0 ∈ Fp[x] of degree n, making no
assumptions on its coefficients. For i ≥ 0, if fRi is irreducible, then we set fi+1 :=
fRi . In the case that f
R
i is not irreducible, then it factors as the product of two
monic irreducible polynomials of the same degree (Theorem 2.8) and we set fi+1
equal to one of these two factors. If ν2(p
2n− 1) = e1, then, after an initial segment
f0, . . . , fs of the sequence with s ≤ e1, the degree of fi+1 is twice the degree of fi
for i ≥ s. The procedure just described involves at most e0 + e1 + 1 polynomial
factorizations, even though in most cases not more than e1 + 1 factorizations are
required (see Remark 3.2). While factorization of polynomials is a burden one
would like to avoid, in our case any factorization of a polynomial of degree 2n into
two polynomials of the same degree n amounts to solving a linear system of at most
n linear equations (see Section 4).
2. Preliminaries
Let f be a monic polynomial of degree n defined over the field Fp with p elements,
for some odd prime p. Then,
fR(x) = (2x)n · f(ϑ 1
2
(x)),
where ϑ 1
2
is the map which can be defined over the projective line P1(Fq) = Fq ∪
{∞} of the finite field Fq with q = p
n element in such a way:
ϑ 1
2
(x) =
{
∞ if x = 0 or ∞,
1
2 (x+ x
−1) otherwise.
In [13] the dynamics of the map ϑ 1
2
was studied. At first we noticed that ϑ 1
2
is
conjugated to the square map. Indeed, if x is any element of P1(Fq), then
(2.1) ϑ 1
2
(x) = ψ ◦ s2 ◦ ψ(x),
where s2 and ψ are maps defined on P
1(Fq) as follows:
s2(x) =
{
x2 if x ∈ Fq,
∞ if x =∞,
ψ(x) =


x+ 1
x− 1
if x ∈ P1(Fq)\{1,∞},
1 if x =∞,
∞ if x = 1.
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We say that an element x ∈ P1(Fq) is ϑ 1
2
-periodic if and only if ϑk1
2
(x) = x for
some positive integer k. The smallest such k will be called the period of x with
respect to the map ϑ 1
2
. Nonetheless, if an element x ∈ P1(Fq) is not ϑ 1
2
-periodic,
then it is preperiodic, namely ϑl1
2
(x) is ϑ 1
2
-periodic for some positive integer l.
As explained in [13], we can associate a graphGqϑ 1
2
with the map ϑ 1
2
overP1(Fq).
To do that, we label the vertices of the graph by the elements of P1(Fq). Then, if
α, β ∈ P1(Fq) and β = ϑ 1
2
(α), we connect with an arrow α to β.
We notice in passing that, being ϑ 1
2
conjugated with the square map, the graph
Gqϑ 1
2
is isomorphic to the graph associated with the square map in P1(Fq). Indeed,
the dynamics of the square map (and more in general of power maps xk) and the
structure of the associated graphs over finite fields have been extensively studied
(see for example [1], [9], [10], [15] ).
The reader can find more details about the length and the number of the cycles
of Gqϑ 1
2
in [13]. In the present paper we are just interested in the structure of the
reversed binary tree attached to any vertex of a cycle. For that reason we state here
a reduced version of Theorem 2.6 [13] just adopting the notation given in Definition
1.6.
Theorem 2.1. Let α ∈ P1(Fq) be a ϑ 1
2
-periodic element. If α ∈ {−1, 1}, then α
is not root of a tree in Gqϑ 1
2
. If α 6∈ {−1, 1}, then α is the root of a reversed binary
tree of depth ν2(q − 1) in G
q
ϑ 1
2
. Moreover, the root has one child and all the other
vertices, except for the leaves, have two children.
We fix once for the remaining part of the section an odd prime p and introduce
some notation.
Definition 2.2. If f ∈ Fp[x]\{x} is a monic irreducible polynomial and α is a
non-zero root of f in an appropriate extension of Fp, then we denote by f˜ the
minimal polynomial of ϑ 1
2
(α) over Fp.
Definition 2.3. We denote by Irrp the set of all monic irreducible polynomials of
Fp[x] different from x+1 and x− 1. If n is a positive integer, then Irrp(n) denotes
the set of all polynomials of Irrp of degree n.
Consider the following lemma.
Lemma 2.4. Let n be a positive integer and suppose that ν2(p
n − 1) ≥ 2. Then,
ν2(p
2n − 1) = ν2(p
n − 1) + 1.
Proof. Since ν2(p
n− 1) ≥ 2, we have that pn ≡ 1 (mod 4) and pn+1 ≡ 2 (mod 4),
namely ν2(p
n + 1) = 1. Summing all up,
ν2(p
2n − 1) = ν2((p
n − 1) · (pn + 1)) = ν2(p
n − 1) + 1.

Remark 2.5. Notice that we cannot remove the hypothesis ν2(p
n−1) ≥ 2 in Lemma
2.4. In fact, if ν2(p
n − 1) = 1, then anything can happen. Consider for example
the primes 23 and 31 with n = 1. We have that ν2(22) = 1 and ν2(30) = 1.
Nevertheless, ν2(23
2 − 1) = 4, while ν2(31
2 − 1) = 6.
We will make use of the following technical lemma in the forthcoming theorem.
Lemma 2.6. Let f be a polynomial of positive degree n of Fp[x]. Suppose that β
is a root of f and that β = ϑ 1
2
(α) for some α, β in suitable extensions of Fp. Then,
α and α−1 are roots of fR.
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fR(α) = (2α)n · f(ϑ 1
2
(α)),
fR(α−1) = (2α−1)n · f(ϑ 1
2
(α))
and f(ϑ 1
2
(α)) = f(β) = 0. 
Theorem 2.7. Let f be a polynomial of Irrp(n)\{x} for some positive integer n.
The following hold.
• If the set of roots of f is not inverse-closed, then f˜ ∈ Irrp(n).
• If the set of roots of f is inverse-closed, then n is even and f˜ ∈ Irrp(n/2).
Proof. Suppose that the set of roots of f is not inverse-closed. If β = ϑ 1
2
(α) for
some root α of f , then β is root of f˜ . Since α is root of the polynomial x2−2βx+1
and the degree of α over Fp is n, the degree of β over Fp is either n or n/2. Suppose
that f˜ has degree n/2 (and n is even) and consider the polynomial g = f˜R. The
polynomial g has degree n and α, α−1 are among its roots. We deduce that g is the
minimal polynomial of α, namely g = f . This implies that the set of roots of f is
inverse-closed in contradiction with the initial assumption. Therefore, f˜ ∈ Irrp(n).
Suppose now that the set of roots of f is inverse-closed and consider any root
α of f . Since α = α−1 if and only if α2 = 1, namely α = ±1, and f is different
from x+ 1 and x − 1, we conclude that α 6= α−1 and the degree of f is even. Let
β = ϑ 1
2
(α). By definition f˜ is the minimal polynomial of β. We notice in passing
that any root of f is of the form αp
i
, while any root of f˜ is of the form βp
i
for some
non-negative integer i. Moreover,
βp
i
= ϑ 1
2
(α)p
i
=
1
2pi
·
(
α+ α−1
)pi
=
1
2
·
(
αp
i
+ α−p
i
)
= ϑ 1
2
(αp
i
).
Therefore, the map ϑ 1
2
defines a surjective 2-1 correspondence between the set of
roots of f and the set of roots of f˜ , implying that the degree of f˜ is n/2. 
Theorem 2.8. Let f(x) = xn + an−1x
n−1 + · · · + a1x + a0 ∈ Irrp(n) for some
positive integer n. The following hold.
• 0 is not root of fR.
• The set of roots of fR is closed under inversion.
• Either fR ∈ Irrp(2n) or f
R splits into the product of two polynomials
mα,mα−1 in Irrp(n), which are respectively the minimal polynomial of α
and α−1, for some α ∈ Fpn . Moreover, in the latter case at least one
among α and α−1 is not ϑ 1
2
-periodic.
Proof. Since f is irreducible, a0 = 0 only if f(x) = x. If this is the case, then
fR(x) = x2 + 1 and fR(0) 6= 0. If a0 6= 0, then the constant term of f
R is equal to
1. In fact, since
fR(x) = (2x)n ·
(
2−n(x+ x−1)n + an−1 · 2
−n+1(x+ x−1)n−1 + · · ·+ a0
)
,
we have that the constant term of fR is determined by the expansion of (x+x−1)n
only. Therefore, the constant term of fR is equal to 1 and we deduce that 0 cannot
be a root of fR.
If α is a root of fR, then α is invertible. Being fR(α) = 0 and α 6= 0, we get that
f(ϑ 1
2
(α)) = 0. Since fR(α−1) = (2α−1)n · f(ϑ 1
2
(α)), we get that also fR(α−1) = 0.
We conclude that the set of roots of fR is inverse-closed.
Consider now a root α of fR. Since α 6= 0, we have that f(ϑ 1
2
(α)) = 0, namely
γ = ϑ 1
2
(α) is a root of f . Moreover, α is root of the polynomial x2 − 2γx + 1.
Summing all up, we conclude that the degree of α over Fp is either n or 2n. In the
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latter case the minimal polynomial of α has degree 2n and must be equal to fR.
In the former case the minimal polynomial mα of α has degree n and by Theorem
2.7 the set of roots of mα is not inverse-closed (on the contrary, f , which is the
minimal polynomial of ϑ 1
2
(α), should have degree n/2). Hence, using the notation
of the claim, fR(x) = mα(x) ·mα−1(x). Moreover, we observe that ϑ 1
2
(x) = γ if
and only if x = α or α−1. If γ is not ϑ 1
2
-periodic, then both α and α−1 cannot be
ϑ 1
2
-periodic too. On the converse, one among α and α−1 is ϑ 1
2
-periodic, while the
other element belongs to the level 1 of the tree rooted in γ. 
3. Constructing sequences of irreducible polynomials
We fix once for all current section an odd prime p and a positive integer n. The
following theorem furnishes a procedure for constructing an infinite sequence of
irreducible polynomials, starting from any polynomial of Irrp(n).
Theorem 3.1. Let f0 ∈ Irrp(n), with ν2(p
n − 1) = e0 and ν2(p
2n − 1) = e1 for
positive integers e0, e1 with e0 < e1.
If fR0 is irreducible, define f1 := f
R
0 . Otherwise, set f1 equal to one of the two
monic irreducible factors of degree n of fR0 having a root which is not ϑ 1
2
-periodic,
as stated in Theorem 2.8.
For i ≥ 2 define inductively a sequence of polynomials {fi}i≥2 in such a way:
if fRi−1 is irreducible, then fi := f
R
i−1; otherwise, set fi equal to one of the two
irreducible factors of degree n of fRi−1 as stated in Theorem 2.8.
Then, there exist two positive integers s1, s2 such that:
• f0, . . . , fs1−1 ∈ Irrp(n);
• fs1 , . . . , fs1+s2−1 ∈ Irrp(2n);
• fs1+s2+j ∈ Irrp(2
2+jn) for any j ≥ 0;
• s1 ≤ e0 + 1 and s2 = e1 − e0.
Proof. Let β0 ∈ Fpn be a root of f0. In G
pn
ϑ 1
2
the vertex β0 lies on the level k ≥ 0 of
some binary tree of depth e0 rooted in an element γ ∈ Fpn . In particular, if k = 0,
then β0 = γ.
If fR0 is irreducible of degree 2n, then we set f1 := f
R
0 . The equation ϑ 1
2
(x) = β0
has exactly two solutions β1 and β
−1
1 in Fp2n . By Lemma 2.6, β1 and β
−1
1 are roots
of f1 ∈ Irrp(2n). All considered we can say that β0 is a leaf of G
pn
ϑ 1
2
. Therefore, in
this case k = e0 and s1 = 1.
If fR0 is not irreducible, then we define f1 as one of the two monic irreducible
factors of degree n of fR0 having a root β1, which is not ϑ 1
2
-periodic. We prove
that, for any integer i such that 0 ≤ i ≤ e0 − k, there exists an element βi ∈ Fpn
such that ϑk+i1
2
(βi) = γ and βi is a root of fi. Indeed, this is trivially true if
i = 0. Suppose that, for some i < e0 − k, there exists an element βi such that
ϑk+i1
2
(βi) = γ and βi ∈ Fpn is a root of fi. Since k + i < e0 and the tree rooted
in γ has depth e0, there exists an element β
′ ∈ Fpn such that ϑ 1
2
(β′) = βi. By
Lemma 2.6 the element β′ is a root of fRi . Since β
′ ∈ Fpn , the polynomial f
R
i
splits into the product of two polynomials g1, g2 ∈ Irrp(n). One among g1 and g2
is equal to fi+1. Moreover, either β
′ or (β′)−1 is root of fi+1. We can say, without
loss of generality, that β′ is root of fi+1. Therefore, setting βi+1 := β
′, we get that
βi+1 is a root of fi+1 and ϑ
k+i+1
1
2
(βi+1) = γ. Now, consider the polynomial fe0−k.
By construction βe0−k ∈ Fpn is a root of fe0−k. Moreover, βe0−k is a leaf of the
tree of Gp
n
ϑ 1
2
rooted in γ. Consider now an element β such that ϑ 1
2
(β) = βe0−k.
7Since β cannot belong to the same tree of Gp
n
ϑ 1
2
, we have that β ∈ Fp2n\Fpn .
Therefore, fs1 := fe0−k+1 = f
R
e0−k
is irreducible of degree 2n. Since k ≥ 0, the
index s1 = e0 − k + 1 ≤ e0 + 1.
Now we prove by induction on i that, for any integer i such that e0−k+1 ≤ i ≤
e1− k, there exists an element βi ∈ Fp2n such that ϑ
k+i
1
2
(βi) = γ and βi is a root of
fi. In virtue of what we have just proved, this is true if i = e0 − k + 1. Take now
an integer e0− k+1 ≤ i < e1− k. By inductive hypothesis there exists an element
βi ∈ Fp2n such that ϑ
k+i
1
2
(βi) = γ and βi is a root of fi. Since βi belongs to the
level i + k < e1 of the tree of G
p2n
ϑ 1
2
rooted in γ, there exists an element β′ ∈ Fp2n
such that ϑ 1
2
(β′) = βi. Then, one among β
′ and (β′)−1, say β′, is root of fi+1. We
set βi+1 := β
′ and complete the inductive proof. Since βe1−k is a leaf of the tree of
Gp
2n
ϑ 1
2
rooted in γ, any element β such that ϑ 1
2
(β) = βe1−k cannot belong to Fp2n .
Then, fs1+s2 := fe1−k+1 has degree 4n. Since s1 = e0 − k + 1 we conclude that
s2 = e1 − e0.
Finally we prove by induction on j that, for any integer j ≥ 0, there exists an
element γs1+s2+j ∈ Fp22+jn such that:
• γs1+s2+j has degree 2
2+jn over Fp;
• γs1+s2+j is a leaf of the tree of G
p2
2+jn
ϑ 1
2
rooted in γ;
• fs1+s2+j(γs1+s2+j) = 0 and consequently fs1+s2+j ∈ Irrp(2
2+jn).
Consider firstly the base step. We denote by γs1+s2 one of the roots of fs1+s2
in Fp4n . Then, γs1+s2 has degree 2
2n over Fp and f(γs1+s2) = 0. We know that
ϑ 1
2
(γs1+s2) = βe1−k and βe1−k belongs to the level ν2(p
2n − 1) of the tree of Gp
2n
ϑ 1
2
rooted in γ. Therefore, γs1+s2 belongs to the level e1+1 of the tree of G
p4n
ϑ 1
2
rooted
in γ. In addition, γs1+s2 is a leaf of the same tree, since the depth of such tree in
Gp
4n
ϑ 1
2
is
ν2(p
4n − 1) = ν2(p
2n − 1) + 1,
in accordance with Theorem 2.1 and Lemma 2.4.
As regards the inductive step, let j be a non-negative integer and consider an ele-
ment γs1+s2+j+1 ∈ Fp22+j+1n such that ϑ 12 (γs1+s2+j+1) = γs1+s2+j . Since γs1+s2+j
is a leaf of the tree of Gp
22+jn
ϑ 1
2
rooted in γ by inductive hypothesis, γs1+s2+j+1
has degree 22+j+1n over Fp. Moreover, being f
R
s1+s2+j
(γs1+s2+j+1) = 0, it follows
that fs1+s2+j+1 = f
R
s1+s2+j
, namely fs1+s2+j+1 ∈ Irrp(2
2+j+1n). To end with,
γs1+s2+j+1 is a leaf of the tree of G
p2
2+j+1n
ϑ 1
2
rooted in γ, since such a tree has depth
ν2(p
22+j+1n − 1) = ν2(p
22+jn − 1) + 1,
being ν2(p
22+jn − 1) the depth of the tree of Gp
22+jn
ϑ 1
2
rooted in γ. 
Remark 3.2. Using the notation of Theorem 3.1, if fR0 is not irreducible, then it
splits into the product of two irreducible polynomials g1, g2 of equal degree. By
Theorem 2.8 one of them must have a root which is not ϑ 1
2
-periodic. In principle
we do not know which of the two polynomials has this property. Therefore, we just
set f1 equal to either g1 or g2. Then we proceed constructing the sequence as stated
in the theorem’s claim. If none of the polynomials fi, for i ≤ e0+1, has degree 2n,
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then we break the procedure and set f1 := g2, which will have a non-ϑ 1
2
-periodic
root, as stated by Theorem 2.8 (see also Example 3.4).
Summing all up, we must test the irreducibility of a polynomial of degree at
most 4n over Fp, and eventually factor it, not more than e0+ e1+1 times. Indeed,
if f0 has no ϑ 1
2
-periodic root or all its roots are ϑ 1
2
-periodic but we pick up the
factor of fR0 which has no ϑ 1
2
-periodic root, then the number of factorization is at
most e1 + 1.
We conclude this section with two examples of sequences with initial polynomial
f0 belonging to Irr7(1).
Example 3.3. Let f0(x) := x ∈ Irr7(1). In accordance with the notation of
Theorem 3.1 we have that e0 = ν2(6) = 1 and e1 = ν2(48) = 4. The polynomial
f1(x) := f
R
0 (x) = x
2 + 1 is irreducible. Since e1 = 4 and e0 = 1 we expect that f2
and f3 belong to Irr7(2), while f4 belongs to Irr7(4).
The polynomial fR1 (x) = x
4 − x2 + 1 splits into the product of two irreducible
factors, namely fR1 (x) = (x
2 + 2) · (x2 + 4). We set f2(x) := x
2 + 2. Now,
fR2 (x) = x
4 + 3x2 + 1 splits into the product of two irreducible factors as fR2 (x) =
(x2 + 3x− 1) · (x2 + 4x− 1). We set f3(x) := x
2 + 3x− 1.
The polynomial fR3 (x) = x
4 − x3 − 2x2 − x + 1 is irreducible. Hence we set
f4 := f
R
3 . Now, for i ≥ 3, any polynomial fi+1 := f
R
i is irreducible, namely we can
construct an infinite sequence of irreducible polynomials whose degree doubles at
each step.
Example 3.4. Let f0(x) := x − 3 ∈ Irr7(1). Since ν2(6) = 1, using the notation
of Theorem 3.1 we have that s1 ≤ 2. Therefore, in the sequence we are going
to construct, at most the polynomials f0 and f1 have degree 1. The polynomial
fR0 (x) = x
2+x+1 is not irreducible. Indeed, fR0 (x) = (x−4)(x−2). We set f1 equal
to one among the two factors of degree 1 of fR0 . For example, set f1(x) := x − 4.
The polynomial fR1 (x) = x
2 − x+ 1 factors as fR1 (x) = (x− 3)(x− 5). If we set f2
equal to any of the factors of degree 1 of fR1 we get that f2 is a polynomial of degree
1 too. Hence, we break the procedure and change the polynomial f1 as suggested
in Remark 3.2.
Set f1(x) := x− 2. Now, f
R
1 (x) = x
2 + 3x+ 1 is irreducible in F7[x]. Therefore
we set f2(x) := x
2 + 3x + 1. Now, fR2 (x) = x
4 − x3 − x2 − x + 1. We notice that
fR2 (x) = (x
2+ x+3) · (x2− 2x− 2), where both the factors of degree two belong to
Irr7(2). Set f3(x) := x
2+x+3. Now, fR3 (x) = x
4+2x3+2x+1 splits into the product
of two irreducible polynomials of Irr7(2), namely f
R
3 (x) = (x
2−3x−2)·(x2−2x+3).
Set f4(x) := x
2 − 3x − 2. We have that fR4 (x) = x
4 + x3 + x2 + 1 ∈ Irr7(4).
Therefore we set f5 := f
R
4 and, in virtue of Theorem 3.1, we are guaranteed that
any polynomial fi+1 := f
R
i will be irreducible for i ≥ 4.
4. A note about Theorem 3.1
In a generic step of the iterative procedure described in Theorem 3.1 we have
to decide whether the polynomial fRi is irreducible or not and, in the latter case,
factoring it. Dropping the indices off, the problem we are dealing with consists in
deciding if, taken an irreducible polynomial f of degree n of Fp[x] where p is an
odd prime and n a positive integer, the polynomial fR is irreducible or not. In the
latter case we have to find two irreducible monic polynomials, say g1 and g2, of
degree n such that fR(x) = g1(x) · g2(x).
If β ∈ Fpn is a root of f , then any element of Fpn is expressible as
(4.1) cn−1β
n−1 + · · ·+ c1β + c0,
where cn−1, . . . , c1, c0 ∈ Fp.
9If α is a solution of the equation ϑ 1
2
(x) = β, then α is a root of fR. The fact
that ϑ 1
2
(α) = β is equivalent to saying that α is root of x2 − 2βx+ 1, namely
α = β +
√
β2 − 1
for some square root
√
β2 − 1 of β2 − 1. Therefore, either α ∈ Fpn or α ∈ Fp2n .
In particular, α ∈ Fpn if and only if β
2 − 1 is a square in Fpn , namely if and
only if (β2 − 1)
pn−1
2 = 1 in Fpn ∼= Fp[x]/(f). If this latter test fails, then we can
conclude that fR is irreducible. On the contrary, we can find a square root of
β2−1 as explained for example in the proof of Lemma 7.7 of [14], which relies upon
Theorem VI.6.1 of [7]. To do that, set a = β2 − 1. Following the steps of the proof
we define A = a(p−1)/2 and look for a non-zero element c ∈ Fpn such that
(4.2) cp = Ac.
Since any c ∈ Fpn can be expressed as in (4.1), solving the last equation amounts
to finding the coefficients ci ∈ Fp which satisfy the equation
(4.3) cn−1β
p·(n−1) + · · ·+ c1β
p + c0 = A · (cn−1β
n−1 + · · ·+ c1β + c0).
Any exponent in the powers of β can be reduced to a positive integer smaller than
n, since f(β) = 0 and f has degree n. Therefore, solving (4.3) amounts to finding
a solution
(c0, . . . , cn−1) ∈ F
n
p
of a linear system of at most n linear equations. Once we have found such a c, we
notice that c2/a is a quadratic residue in Fp. Finally, we find a square root d of
c2/a in Fp and notice that c/d is a square root of a.
Summing all up, c/d ∈ Fpn can be expressed as a linear combination of 1,
β, β2, . . . , βn−1 with coefficients in Fp. Substituting c/d in place of
√
β2 − 1 we
express α as linear combination of the powers βi with 0 ≤ i ≤ n− 1.
To end with, we can factor fR as the product of two irreducible factors g1(x),
g2(x) in Fp[x] of degree n, namely
g1(x) =
n−1∏
i=0
(
x− αp
i
)
g2(x) =
n−1∏
i=0
(
x− (α−1)p
i
)
.
Example 4.1. Let f(x) = x3 + 3x2 + 2 ∈ F5[x]. Then,
fR(x) = x6 + x5 + 3x4 + 3x3 + 3x2 + x+ 1.
Following the steps explained above we want to decide if fR is irreducible or not
and, in the latter case, factor it. Let β be a root of f . We know that fR is
irreducible if and only if β2 − 1 is not a square in F53 ∼= F5[x]/(f). Since
(x2 − 1)62 = 1 in F5[x]/(f),
we conclude that a = β2 − 1 is a quadratic residue in F53 . Therefore, f
R(x) =
g1(x)·g2(x), where g1, g2 are two monic irreducible polynomials of degree 3 of F5[x].
Aiming to find the polynomials g1, g2, we look for an element
c = c2β
2 + c1β + c0 ∈ F
∗
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such that c5 = A ·c, where A = a2 and a = β2−1. Expanding the last equation our
problem is equivalent to finding three coefficients c0, c1, c2 ∈ F5, not simultaneously
equal to zero, such that
c2 · β
10 + c1β
5 + c0 = A · (c2β
2 + c1β + c0).
Expanding the left hand side of the last equation we get
c2 · (3β
2 + 2β + 1) + c1 · (β
2 + β + 2) + c0,
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while expanding the right hand side we get
c2 · (β
2 + β + 1) + c1 · (2β
2 + 2β + 1) + c0 · (2β
2 + 3β + 2).
Therefore, solving c5 = A · c amounts to solving the following linear system over
F5: 

2c2 − c1 − 2c0 = 0
c2 − c1 − 3c0 = 0
c1 − c0 = 0
It is easily seen that such a system has infinitely many solutions. More precisely, for
a free choice of c0 ∈ F5, the other coefficients are uniquely determined as c1 = c0
and c2 = −c0. For example, choosing c0 = 1 we get c1 = 1 and c2 = −1. Hence,
c = −β2 + β + 1 and
c2
a
= 4.
A square root of 4 in F5 is d = 2. Therefore,
c
d
= 2β2 − 2β − 2
is a square root of β2 − 1. We conclude that
α = 2β2 − β − 2
is a solution of ϑ 1
2
(x) = β. Therefore, the polynomial
g1(x) = (x− α) · (x − α
5) · (x− α25) = x3 + 3x+ 3
is a monic irreducible factor of fR. Now we can easily find the other factor and
conclude that
fR(x) = g1(x) · g2(x) = (x
3 + 3x+ 3) · (x3 + x2 + 2).
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