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R. Basili, M.T. Pazienza and R Velardi, An empirical symbolic approach to natural 
language processing 
Empirical methods in the field of natural language processing (NLP) are usually based on a probabilistic 
model of language. These methods recently gained popularity because of the claim that they provide a 
better coverage of language phenomena. Though this claim is not entirely proved, empirical methods certainly 
outperform in this regard rationalist, or symbolic, methods. However, empirical methods provide a probabilistic, 
not conceptual, explanation of the analyzed linguistic phenomena. Probabilistic systems do “work” in real 
applications, and this is meritorious. but in our view they are intrinsically unable to provide insight into the 
mechanisms of human communication, because the output is represented by plain words, or word clusters, 
with attached probabilities. Eventually, a human analyst must make sense of these data. In the past few years, 
we explored the possibility of combining the advantages of empirical and rationalist approaches in NLP. Our 
objective was to define methods for lexical knowledge acquisition, that are both scalable und linguistically 
“appealing”, that is, amenable to a theoretically founded analysis of language. In this paper we describe 
and evaluate the results of a large-scale lexical learning system, ARIOSTO_LEX, that uses a combination 
of probabilistic and knowledge-based methods for the acquisition of selectional restrictions of words in 
sublanguages. We present many experimental data obtained from different corpora in different domains and 
languages, and show that the acquired lexical data not only have practical applications in NLP, but they are 
indeed useful for a comparative analysis of sublanguages. Importantly, ARIOSTO.LEX shed light on recurrent 
linguistic phenomena that have a problematic impact on the large-scale applicability of commonly used NLP 
techniques. 
E. Riloff, An empirical study of automated dictionary construction for information 
extraction in three domains 
A primary goal of natural language processing researchers is to develop a knowledge-based natural language 
processing (NLP) system that is portable across domains. However, most knowledge-based NLP systems rely 
on a domain-specific dictionary of concepts, which represents a substantial knowledge-engineering bottleneck. 
We have developed a system called AutoSlog that addresses the knowledge-engineering bottleneck for a 
task called infr,rmation extmcrion. AutoSlog automatically creates domain-specific dictionaries for information 
extraction, given an appropriate training corpus. We have used AutoSlog to create a dictionary of extraction 
patterns for terrorism, which achieved 98% of the performance of a hand-crafted dictionary that required 
approximately 1500 person-hours to build. In this paper, we describe experiments with AutoSlog in two 
additional domains: joint ventures and microelectronics. We compare the performance of AutoSlog across the 
three domains, discuss the lessons learned about the generality of this approach, and present results from two 
experiments which demonstrate that novice users can generate effective dictionaries using AutoSlog. 
J. Robin and K. McKeown, Empirically designing and evaluating a new revision- 
based model for summary generation 
We present a system for summarizing quantitative data m natural language, focusing on the use of a corpus of 
basketball game summaries, drawn from online news services, to empirically shape the system design and to 
evaluate our approach. Our initial corpus analysis revealed characteristics of textual summaries that challenge 
the capabilities of current language generation systems. In order to meet these challenges, we developed a 
revision-based model for summary generation and implemented it in our prototype system STREAK. A second, 
detailed corpus analysis was used to identify and encode the revision rules of the system. Finally, we carried 
out a quantitative evaluation, using several test corpora, to measure the robustness of the new revision-based 
model. Our results show that our new model improves both coverage and extensibility of the traditional 
language generation model. 
