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Kapitel 1
Einleitung
Die Arbeit zur Schwarzko¨rperstrahlung von Max Planck im Jahr 1900 wird gemeinhin
als
”
Geburtsstunde“ der Quantenmechanik angesehen, und so konnte am Ende des
Jahres 2000 ihr 100. Geburtstag gefeiert werden.
In diesen 100 Jahren wurde ein ho¨chst beeindruckender Weg zuru¨ckgelegt, und
eine Entwicklung genommen, die an Geschwindigkeit und Facettenreichtum in den Wis-
senschaften einzigartig ist. Keine Theorie hat jemals nicht nur das naturwissenschaftli-
che Denken, sondern auch das ta¨gliche Leben so tiefgreifend und umfassend vera¨ndert
wie die Quantentheorie. Unter den zahllosen Beispielen dafu¨r seien als offensichtlichste
hier die (wie auch immer geartete) Verwendung der Kernenergie, der Transistor (und
damit die gesamte Halbleitertechnologie), der Laser oder die Kernspintomographie ge-
nannt. Das Attribut
”
naturwissenschaftliche Revolution“ ist also sicher nicht zu hoch
gegriffen.
In der Natur der Sache liegt es wohl, wenn eine neue Theorie – eine neue Sicht
der Dinge – nicht nur Antworten auf bislang ungekla¨rte Fragen gibt, sondern selbst
auch neue Fragen aufwirft.
So war nicht nur eine spezielle Interpretation dessen, womit man sich eigentlich
bescha¨ftigt wenn man Quantenphysik treibt, notwendig; die neue Physik fu¨hrte auch
zu – nicht nur fu¨r die damalige Zeit – offenbar bizarren Vorhersagen, die in keiner Wei-
se mit der klassischen Denkweise, oder dem
”
gesunden Menschenverstand“, vereinbar
sind; aber spa¨testens seit der Relativita¨tstheorie war zu vermuten, daß dieser
”
gesunde
Menschenverstand“ diesbezu¨glich kein gutes Kriterium darstellt. Tatsa¨chlich wurden
mittlerweile viele dieser Vorhersagen experimentell besta¨tigt.
Eines dieser typischen und schwer zu verdauenden Quantenpha¨nomene ist die
Superposition von Zusta¨nden, die klassisch unvereinbar sind.
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Wohl der Erste, der diesen Sachverhalt als offensichtlichen Widerspruch zur realen
Welt – als ein Paradoxon also – erkannte, war Friedrich Hund. Bereits 1927, nur ein Jahr
nach der Kopenhagener Interpretation und der Formulierung der Schro¨dingergleichung
(z.B. [1]), wies er auf das Problem hin, daß Moleku¨le mit Ha¨ndigkeit offensichtlich
keine quantenmechanischen Eigenzusta¨nde darstellen und damit auch nicht stabil sein
du¨rften. Gerade solche Moleku¨le sind aber nicht nur zweifelsfrei existent, sie sind auch
bezu¨glich organischen Lebens eher die Regel als die Ausnahme: Z.B. weisen von den 20
natu¨rlich vorkommenden Aminosa¨uren 19 eine Ha¨ndigkeit auf. Der enge Zusammen-
hang zwischen Ha¨ndigkeit von Moleku¨len und belebter Materie wurde bereits 1848 von
Luis Pasteur anhand der Stereoselektivita¨t erkannt.
Eben dieses
”
Hund’sche Paradoxon“, als das es nun bekannt ist, ist Thema dieser
Arbeit.
Um mit diesem Themenkreis vertraut zu machen, gehen wir in Kapitel 2 auf
das Pha¨nomen der Ha¨ndigkeit ein und betrachten diese Erscheinung kurz unter dem
biologischen und dem physikalisch–chemischen Aspekt.
Die Standard–Vorgehensweise in der Physik ist die Bildung von maximal einfa-
chen Modellen, die gerade noch das grundlegende Verhalten des fraglichen Systems
zeigen. Ein Doppelmuldenpotential ist hier ein solches Modell; in Kapitel 3 werden
deshalb seine Eigenschaften ausfu¨hrlich diskutiert.
In Kapitel 4 werden zwei entscheidende, aber voneinander unabha¨ngige Voraus-
setzung fu¨r das Auftreten des Hund’schen Paradoxons in der Quantenmechanik auf-
gehoben: Der Verzicht auf die Forderung nach Parita¨tserhaltung der Wellenfunktion
durch Modifikation der Schro¨dingergleichung mildert tatsa¨chlich das Paradoxon. Glei-
ches gilt ferner fu¨r einen Ansatz, der nicht der Born–Oppenheimer–Approximation
der Moleku¨lwellenfunktion entspricht. Nun hat sich aber bekanntermaßen die Born–
Oppenheimer–Na¨herung und u¨berhaupt die Standard–Quantenmechanik im Bereich
der Moleku¨lphysik experimentell bestens bewa¨hrt. Eben diese Tatsache legt dringend
die Suche nach einer befriedigenden Lo¨sung im Rahmen der Standard–Quantenmechanik
nahe – ohne Einbeziehung der Quantenfeldtheorie (wie z.B. in [2]).
Mo¨gliche Lo¨sungsansa¨tze werden dazu in drei Gruppen eingeteilt:
Zuerst betrachten wir in Kapitel 5 ein isoliertes System im Kontext der Standard–
Quantenmechanik. Hier folgen wir zuna¨chst der historischen Lo¨sungsidee von F. Hund
selbst. Ferner wird dieser Ansatz unter Hinzunahme
”
leichter“ Asymmetrie untersucht.
In Kapitel 6 verlassen wir unser isoliertes einzelnes Testsystem: Ein Doppelmul-
denpotential mit hoher Energiebarriere kann als reines Zwei–Niveau–System aufgefaßt
3werden; damit ist nun ein einfacher Formalismus mo¨glich, der es erlaubt ein Ensemble
solcher gleichartigen Systeme mit gegenseitiger Wechselwirkung zu studieren.
In Kapitel 7 schließlich – wir o¨ffnen unser System noch weiter – wird versucht in
mo¨glichst allgemeiner Weise den Einfluß der Umwelt mit einzubeziehen. Dies geschieht
einerseits mit Hilfe einer zeitabha¨ngigen Sto¨rungsrechnung, andererseits wird mit ei-
nem ad–hoc–Ansatz der mo¨gliche Einfluß von wa¨ssriger Umgebung auf solche Systeme
untersucht und numerische Berechnungen dazu angestellt.
Kapitel 2
Das Paradoxon der Chiralita¨t
In diesem Kapitel soll nun einleitend diskutiert werden, was die Begriffe
”
Ha¨ndigkeit“
oder
”
Chiralita¨t“ bedeuten, und worin das Problem des Hund’sch Paradoxons konkret
besteht. Außerdem wird kurz skizziert, wie sich diese Fragestellung in ihren u¨bergeord-
neten Kontext einordnet.
2.1 Der Begriff der Chiralita¨t
Die verschiedenen Variationen organischer Moleku¨le mit derselben Strukturformel be-
zeichnet man als Isomere. Um welches Isomer es sich konkret handelt, ist fu¨r dessen
biologische Wirksamkeit von ganz entscheidender Bedeutung (z.B. [3]).
Man unterteilt Isomere in drei Arten:
Konstitutionsisomere oder Strukturisomere unterscheiden sich durch die verschie-
denen mo¨glichen kovalenten Anordnungen der Atome im Moleku¨l (siehe Abb. 2.1).
cis–trans–Isomere zeigen eine feste Anordnung der Atome bezu¨glich ihrer Bindungs-
partner, besitzen allerdings unterschiedliche ra¨umliche Konfiguration; dies liegt
am Vorhandensein von Mehrfachbindungen zwischen einzelnen Atomen, die eine
Drehung um die Bindungsachse nicht zulassen (siehe Abb.2.2).
Enantiomere (chirale Moleku¨le) stehen zueinander wie Bild und Spiegelbild, konkre-
ter:
Ein Moleku¨l wird als chiral bezeichnet, wenn es in einer Konfiguration dergestalt
vorliegt, daß es in sein Spiegelbild nur durch Spiegelung an einer Ebene, sonst
4
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Abbildung 2.1: Beispiel fu¨r ein Konstitutionsisomer (n–Butan und Isobutan).
C C
H H
R R
C C
H
RH
R
Abbildung 2.2: Beispiel fu¨r ein cis–trans–Isomer.
durch keine andere Symmetrieoperation u¨berfu¨hrt werden kann. Diese beiden
spiegelsymmetrischen Varianten nennt man Enantiomere (siehe Abb. 2.3).
Beispielhaft ist dies bei einem Paar menschlicher Ha¨nde der Fall, weshalb man die-
se Eigenschaft auch als Ha¨ndigkeit (altgriechisch χι´ρ, sprich:
”
cheir“ fu¨r
”
Hand“)
bezeichnet. Um chiral sein zu ko¨nnen, muß ein Moleku¨l aus mindestens 4 Atomen
bestehen; soviel sind no¨tig, um einen dreidimensionalen Raumbereich aufzuspan-
nen.
Bereits hier sto¨ßt man auf eine ganze Reihe von tiefgehenden und grundsa¨tzlichen
Fragen (auf die im Folgenden na¨her eingegangen wird):
• Zuna¨chst physikalisch:
– eine Moleku¨lkonfiguration setzt natu¨rlich voraus, daß Moleku¨le u¨berhaupt
eine Form haben; nach rigoroser Anwendung der Quantenmechanik ist dies
aber keineswegs klar (siehe Kap. 2.3);
– auch unter der pragmatischen Annahme, daß es konkrete Moleku¨lkonfigura-
tionen gibt, sollten solche mit einer chiralen Konfiguration nicht stabil sein
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Abbildung 2.3: Beispiel fu¨r ein Enantiomer (Alanin: In der Natur kommt nur die sog. L–
Form (linke Abbildung) vor).
– eben jene Problematik, die als
”
Hund’sches Paradoxon“ bezeichnet wird
(speziell [4]).
• Natu¨rlich auch biologisch:
– warum hat sich die belebte Natur bei chiralen Moleku¨len – und das ist die
Mehrzahl aller organischen Moleku¨le – fu¨r ausschließlich eine Variante, ein
Enantiomer entschieden? Bezu¨glich der biologischen Wirksamkeit ist gerade
konkrete Ha¨ndigkeit entscheidend, man spicht von Stereoselektivita¨t – ei-
ne Erscheinung, die erstmals um 1848 von Louis Pasteur am Beispiel der
Weinsa¨ure bemerkt wurde (z.B. [5]). Prominente Beispiele hierfu¨r aus neue-
rer Zeit sind Aspirin, Kokain, oder vor allem Thalidomid, das unter der
Bezeichnung
”
Contergan©R “ gewisse Bekanntheit erlangt hat.
2.2 Der biologische Aspekt
Warum sich die belebte Natur bei chiralen Moleku¨len offenbar immer fu¨r eine Form
der Ha¨ndigkeit und nicht fu¨r die andere entschieden hat, ist nach wie vor eine nicht
befriedigend beantwortete Frage. Und wenn die Entscheidung schon zu Gunsten des
einen und zu Ungunsten des anderen Enantiomers gefallen ist, was gab dann fu¨r diesen
Symmetriebruch den Ausschlag?
Eine mo¨gliche und wohl weithin akzeptierte (Teil-)Erkla¨rung wird durch den Pro-
zeß der Autokatalyse geliefert. Auch Experimente (z.B. [6]) legen dies nahe. Allgemein
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liegt ein katalytischer Prozeß vor, wenn fu¨r sein Zustandekommen eine bestimmte Kom-
ponente vorhanden sein muß, ohne daß diese selbst dabei vera¨ndert oder aufgebraucht
wird. Entsprechend wird als autokatalytischer Prozeß bezeichnet, wenn diese notwen-
dige Komponente selbst wieder das Ergebnis des Prozesses ist.
Im Folgenden soll fu¨r die Erkla¨rung der Festlegung auf ein bestimmtes Enantiomer
durch einen autokatalytischen Prozeß ein sehr einfaches Modell skizziert werden, um
die Grundidee, die in der Literatur (z.B. [7], [8]) sehr viel detaillierter diskutiert ist, zu
demonstrieren.
Unser einfaches autokatalytisches Modell entha¨lt die beiden unabha¨ngigen Varia-
blen R und L, die die Dichten der Rechts-, bzw. Linksform darstellen. Außerdem gebe
es noch einen neutralen Grundstoff, eine
”
Ursuppe“ gewissermaßen, deren Dichte mit
X bezeichnet werden soll.
Das Reservoir sei dabei endlich: R + L+X
!
= 1 (= 100%);
es sollen darin folgende elementare Prozesse stattfinden:
R +X −→ 2R,
L+X −→ 2L,
R + L −→ 2X.
Da die Zunahme von z.B. R proportional zu RX und zu −RL ist, la¨ßt sich die Dynamik
(nach Art einer Mastergleichung) schreiben:
R˙ = αRX − βRL,
L˙ = αLX − βRL;
wird nun vereinfachend α = β angenommen, folgt schließlich:
R˙ ∼ R · (1−R− 2L), (2.1)
L˙ ∼ L · (1− L− 2R); (2.2)
In Abb. 2.2 ist das normierte Phasenportrait (d.h. das Richtungsfeld) dieses Glei-
chungssystems dargestellt. Ohne hier diese Phasenportrait na¨her zu untersuchen, la¨ßt
sich sofort ersehen, daß sich eine Dynamik ergibt, die immer einem Extrem–Zustand,
also 100% R oder 100% L als stabilen Fixpunkt zustrebt (in der Mitte liegt noch ein
weiterer, aber sattelpunktartiger, instabiler Fixpunkt). Startet das System an einem
Zustand, bei dem R und L gleichberechtigt nebeneinander vorliegen, d.h. irgendwo
auf der Grenzlinie zwischen den beiden Attraktionsgebieten, also in Abb. 2.2 auf der
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Winkelhalbierenden, dann genu¨gt das allerkleinste Ungleichgewicht – statistischer oder
systematischer Natur – zu Gunsten einer Varianten, um den Endzustand zu entschei-
den.
0
0.2
0.4
0.6
0.8
1
R
0 0.2 0.4 0.6 0.8 1
L
Abbildung 2.4: Richtungsfeld beim Prozeß der Autokatalyse gema¨ß Gleichungen (2.1)
und (2.2).
Generell sollte es keine großen Schwierigkeiten bereiten, sich Symmetriebru¨che
dieser Art als Folge von Selbstorganisationsprozessen vorzustellen, ganz so, wie es in
einigen Staaten Links-, in anderen Rechtsverkehr gibt. Relevant ist da eben nur, daß
man sich auf einen
”
Standard“ einigt, ganz gleichgu¨ltig auf welchen.
Akzeptiert man diese
”
Erkla¨rung“ in dieser ihrer allereinfachsten Form, hat sich
die Fragestellung auf eine rein physikalische reduziert, na¨mlich: Wieso gibt es Enan-
tiomere, die eine zumindest hinreichende Stabilita¨t aufweisen? Außerdem ist natu¨rlich
die Frage interessant, ob diese Enantiomere als solche von Natur aus jeweils gleichbe-
rechtigt sind.
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2.3 Der physikalisch–chemische Aspekt
Wie eingangs bereits erwa¨hnt, bereitet in quantenmechanischer Betrachtung bereits die
Annahme, daß Moleku¨le im Grundzustand u¨berhaupt eine bestimmte Gestalt haben,
erhebliche Schwierigkeiten (siehe z.B. [9]); dies hat zu tun mit der Symmetrie des
isotropen Raumes und kann, wie auch in der Standardliteratur (z.B. [10]) ausfu¨hrlich
beschrieben, leicht gezeigt werden:
Es sei r eine orthogonale Koordinatentransformation und R der zugeho¨rige Ope-
rator, dergestalt, daß gelte: ψ(x) = Rψ(rx); die Anwendung auf die Energieeigenwert-
gleichung
Eψ(x) = H(x)ψ(x)
!
= R (H(rx)ψ(rx)) = RH(rx)R−1ψ(x)
fu¨hrt sofort auf
H(x) = RH(rx)R−1.
Ist nun r eine Symmetrietransformation des Hamiltonian, was gleichbedeutend ist mit
H(rx) ≡ H(x),
dann gilt also [H,R] = 0; die Operatoren R bilden dann eine Gruppe, die sog. Symme-
triegruppe des Hamilton–Operators.
Dann gilt aber HRψ = ERψ, d.h. wenn ψ Eigenfunktion von H ist, dann ist
es auch Rψ, und zwar zum gleichen Eigenwert. Rψ muß also Linearkombination sein
aus Eigenfunktionen zu diesem Eigenwert, insbesondere bei einer nichtentarteten Ei-
genfunktion folgt dann Rψ = eıϕψ.
Demzufolge besitzt ein reiner Moleku¨lhamiltonian in einem isotropen Raum stets
die Symmetrie der Kugeldrehspiegelungsgruppe (Symbol R3i); Symmetrieoperationen
aus dieser Gruppe sollten deshalb immer mit diesem Hamiltonian kommutieren und
damit ein gemeinsames Set von Eigenfunktionen haben. Insbesondere sollte ein nicht-
entarteter Grundzustand die Symmetrie der Kugeldrehspiegelung besitzen, d.h. einen
s–Zustand (l = 0) darstellen (Abb. 2.5).
Im krassen Wiederspruch dazu stehen die klassisch–anschaulichen Modelle mit
den
”
Kugeln“ und
”
Sta¨bchen“, oder – was a¨quivalent ist – mit dem
”
Kalottenmodell“1,
mit denen die Chemie aber so erfolgreich ist. Dies gilt nicht nur bei einfachen Moleku¨len
mit wenigen Atomen; selbst bei a¨ußerst komplexen Moleku¨len kann die
”
Form“ als
1Genauer: Das CPK–Modell (benannt nach Corey, Pauling, Koltun). Jedes Atom im Moleku¨l wird
dargestellt als Kugel mit Van–der–Waals–Radius (typischerweise 0.4nm); das Moleku¨l stellt sich dann
dar als System u¨berlappender Spha¨ren.
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genau bekannt angesehen werden, mit allen daraus folgenden Implikationen bzgl. deren
physikalischer und chemischer Eigenschaften (als Beispiel siehe Abb. 2.6).
Abbildung 2.5: Ein Moleku¨l im Grundzustand – theoretische Sichtweise.
Abbildung 2.6: Ein Moleku¨l in realistisch–pragmatischer Sichtweise. (Crambin, ein
Pflanzensamen–Protein, bestehend aus 46 Gruppen, 327 Atome, 334
Bindungen, dargestellt im Kalottenmodell).
Das Problem der Existenz chiraler Moleku¨le, die Stereochemie also, ist davon
gewissermaßen ein Spezialfall.
Kapitel 3
Die quantenmechanische
Formulierung
3.1 Die Modellbildung
3.1.1 Voraussetzungen
Wie oben erwa¨hnt, verhalten sich Enantiomere zueinander wie Bild und Spiegelbild;
sie du¨rfen nur durch Spiegelung, nicht durch Drehung ineinander u¨berfu¨hrt werden
ko¨nnen. Das bedeutet natu¨rlich auch, daß die Eigenschaft der Chiralita¨t von der Dimen-
sionalita¨t des Raumes abha¨ngt, in dem die fragliche Systemkonfiguration eingebettet
ist.
Eine notwendige Voraussetzung fu¨r Chiralita¨t in einem n–dimensionalen Raum
ist also, daß die Moleku¨lkonfiguration ebenfalls n–dimensional ist. Die einfachste Struk-
tur, die diese Forderung erfu¨llt, ist ein n–dimensionaler Simplex. Ein n–dimensionaler
Simplex ist festgelegt durch n+ 1 Eckpunkte, wobei die Differenzvektoren alle vonein-
ander linear unabha¨ngig sind [11]. Eine chirale
”
Minimalkonfiguration“ hat also vom
Prinzip her die Form eines Simplex, an dessen Ecken unterscheidbare Atome sitzen.
Das einfachste 2–dim. chirale Moleku¨l hat also die Form eines Dreiecks, das ein-
fachste 3–dim. die Form eines Tetraeders.
3.1.2 Ein zweidimensionales Modell
Beschra¨nkt man den Raum aus Gru¨nden der Darstellbarkeit auf zwei Dimensionen, so
sind also fu¨r die Bildung eines chiralen Moleku¨ls mindestens drei Atome notwendig.
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Ein solches System besitzt dann einen 6–dimensionalen Konfigurationsraum.
Fu¨r die Moleku¨lkonfiguration sind jedoch Drehung (1–dim.) und Translation (2–
dim.) irrelevant, so daß nach deren Abzug noch drei Koordinaten verbleiben. Eine
naheliegende Wahl dieser Koordinaten besteht z.B. darin, ein Atom festzuhalten, den
Abstand zu einem zweiten als z–Koordinate aufzufassen und die Position des dritten
als x– und y–Koordinaten. Diese drei Koordinaten beschreiben so die Konfiguration
vollsta¨ndig; das Vorzeichen der x–Koordinate legt die Ha¨ndigkeit fest (siehe Abb. 3.1).
r3
A1
A2
r1
r2
3Az
x
y
Abbildung 3.1: Mo¨gliche Wahl der Konfigurationskoordinaten in einem dreiatomigen
Moleku¨l. Die Position von Atom A1 wird festgehalten (keine Transla-
tion), ebenso die Richtung der Verbindungslinie zum Atom A2 (keine
Rotation); es bleiben als Koordinaten nur noch die Position von A3 und
die La¨nge r3 = z.
Die gesamte potentielle Energie ergibt sich dann einfach aus der Summe der
potentiellen Energien zwischen jeweils zwei Atomen:
U(x, y, z) = u(r1) + u(r2) + u(r3).
Als Paarpotential zwischen den Atomen kann realistischerweise z.B. ein Morsepotential
UM (siehe auch Kap. 5.2.4) gewa¨hlt werden:
UM = U0 ·
(
e−2a(r−r0) − 2e−a(r−r0)) ;
bei r = r0 besitzt dieses Potential sein Minimum.
In dem verbleibenden 3–dim. Raum der Moleku¨lkonfiguration mit
r1 =
√
x2 + y2, r2 =
√
(x− z)2 + y2, r3 = z
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z
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Abbildung 3.2: Fla¨che konstanter Energie im Raum der Konfigurationskoordinaten
eines dreiatomigen Moleku¨ls (mit Morsepotential als angenommener
Paarwechselwirkung). Die Energie liegt wenig oberhalb des Wertes der
Energiebarriere (bei x = 0), die die enantiomeren Ausformungen trennt.
Entscheidend ist die generell symmetrische Gestalt der Energiefunktion.
lassen sich nun die Fla¨chen konstanter Energie anschaulich darstellen; dies ist in Abb. 3.2
gezeigt.
Wie man sich leicht klar machen kann, bestehen die sich ergebenden Potential-
formen immer aus zwei zueinander spiegelsymmetrischen Anteilen, die so eine Inversi-
onskoordinate (in Abb. 3.2 die x–Koordinate) festlegen. Dies offenbart aber genau das
Kernproblem:
Ein symmetrisches Potential (unabha¨ngig von der Dimensionalita¨t) fu¨hrt – nach
genau der Argumentation von Kap. 2.3 – immer zu symmetrischen bzw. antisymmetri-
schen Wellenfunktionen, die aber in keinem Fall einen Zustand bestimmter Ha¨ndigkeit
repra¨sentieren.
Auch wenn sich diese Problematik nur im quantenmechanischem Kontext ergibt,
soll abschließend zu diesem Punkt noch angemerkt werden, daß solche Modelle chiraler
Moleku¨le nichtlineare Systeme darstellen, und sie deshalb durchaus auch Gegenstand
klassischer Untersuchungen sind (z.B. [12], [13]).
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3.1.3 Das Doppelmuldenpotential
Das allereinfachste Modell, das die beschriebene Problematik zeigt, ist ein eindimen-
sionales Doppelmuldenpotential. Dieses Modell la¨ßt sich – ausgehend von
”
echten“
dreidimensionalen chiralen Moleku¨len – auch intuitiv erhalten:
Fu¨hrt man na¨mlich fu¨r ein chirales Moleku¨l einen Satz von Konfigurationsvaria-
blen ein, dann erha¨lt man beim Durchstimmen derjenigen Variablen, die diese Konfi-
gurationen ineinander u¨berfu¨hrt (Abb. 3.3), fu¨r die Energieabha¨ngigkeit die bekannte
Form eines eindimensionalen symmetrischen Doppelmuldenpotentials (z.B. Abb. 3.4).
Oder konkreter: Das Doppelmuldenpotential ergibt sich aus der Projektion der Energie
(aus der Born–Oppenheimer–Na¨herung) in einem – i.A. hochdimensionalen – Konfigu-
rationsraum auf eine solche Inversionskoordinate. Die genaue Form dieses Potentials
P R2
x
R3
R1
Abbildung 3.3: Ein
”
minimales“ chirales Moleku¨l in der Konfiguration von Ammoni-
ak (NH3) hat notwendigerweise mindestens vier verschiedene Atome.
Ein solches Moleku¨l ist tatsa¨chlich chiral, wenn Phosphor anstelle von
Stickstoff als
”
Zentralatom“ vorliegt (also z.B. PHDT) [14]. Der vorzei-
chenbehaftete Abstand des Zentralatoms von der Ebene der restlichen
Atome kann als Variable verwendet werden, die die Konfigurationen
ineinander u¨berfu¨hren.
ist dabei fu¨r die generellen Eigenschaften nicht bedeutend, so wird auch in dieser Ar-
beit je nach Zweck dessen Form modifiziert. Grundlage dieses Ansatzes ist die Born–
Oppenheimer–Na¨herung (siehe auch Kap. 4.2); in einer nicht unumstrittenen Mischung
aus quantenmechanischer und klassischer Modellbildung wird von der Vorstellung aus-
gegangen, daß sich fu¨r jede Kernkonfiguration die Elektronenkonfiguration in adiabati-
scher Weise ausrichtet. Die Elektronenkonfiguration bleibt dabei im Grundzustand und
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erzeugen ein Potential (von der Ho¨he der Grundzustandsenergie), in dem die Kerne sich
bewegen.
x
V(x)
Abbildung 3.4: Typisches Doppelmuldenpotential.
3.1.4 Das Hund’sche Paradoxon
In der klassischen Betrachtungsweise fu¨hrt das Modell des Doppelmuldenpotentials zu
keinerlei konzeptionellen Schwierigkeiten; die beiden Energieminima beschreiben plau-
siblerweise die tatsa¨chlich angenommenen Konfigurationen bei hinreichend niedriger
Energie des Systems.
Wie bereits dargestellt, sto¨ßt man in der quantenmechanischen Betrachtung da-
gegen unmittelbar auf das Problem, daß diejenigen Konfigurationen, die den Enan-
tiomeren entsprechen (d.h. bei denen sich die gesamte Aufenthaltswahrscheinlichkeit
in genau einer Potentialmulde befindet), keine Parita¨tseigenzusta¨nde sind und somit
auch keine Eigenzusta¨nde des symmetrischen Doppelmuldenpotentials sein ko¨nnen.
Als pra¨parierte Zusta¨nde wa¨ren sie nicht stabil. Synonym ausgedru¨ckt sorgt natu¨rlich
schon der Tunneleffekt dafu¨r, daß eine solchermaßen einseitig gesetzte Startwellenfunk-
tion mit der Zeit u¨ber den gesamten zula¨ssigen Ortsraum zerfließt. Dieser Umstand
also, daß chirale Moleku¨le niemals in Energieeigenzusta¨nden zu sein scheinen, wird als
Hund’sches Paradoxon bezeichnet [4]; dieses besteht seit nunmehr u¨ber 70 Jahren.
3.2 Eigenschaften des Doppelmuldenpotentials
Da das Doppelmuldenpotential fu¨r das Hund’sche Paradoxon das zentrale Modellsy-
stem darstellt, soll im Folgenden zuna¨chst auf seine typischen quantenmechanischen
Eigenschaften eingegangen werden.
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3.2.1 Quantenmechanische Behandlung
Betrachtet man das Doppelmuldensystem als Zweiniveausystem mit der (anti-)symme-
trisierten Linearkombination aus den beiden a¨quivalenten Enantiomerzusta¨nden |L〉,
|R〉, so ergeben sich als Na¨herung fu¨r die ersten quantenmechanischen Zusta¨nde:
Grundzustand: |ψ0
〉
= 1√
2
(|L〉+ |R〉);
1. angeregter Zustand: |ψ1
〉
= 1√
2
(|L〉− |R〉); (3.1)
|L〉 und |R〉 entsprechen hier den gena¨herten Grundzusta¨nden in den Einzelmulden
(Abb. 3.5). Obige Na¨herung wird dadurch gerechtfertigt, daß bei hinreichend hoher
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Abbildung 3.5: Gena¨herte Lo¨sungen des Doppelmuldenpotentials als Linearkombina-
tionen der Lo¨sungen der Einzelmulden (schematisch).
Energiebarriere – und um genau solche Systeme geht es in dieser Arbeit – die Ener-
gieaufspaltung extrem klein ist, was wiederum bedeutet, daß in Sto¨rungsrechnung die
Beimischung ho¨herer Zusta¨nde unbedeutend wird. Außerdem besitzen diese Zusta¨nde
die korrekte Parita¨t. Mit dem allgemeinen Ansatz fu¨r die Zeitentwicklung
|ψ(t)〉 = a(t)|ψ0〉+ b(t)|ψ1〉 (3.2)
la¨ßt sich die Wahrscheinlichkeit des U¨bergangs von einem Enantiomer auf das andere
angeben:
Sei der Anfangszustand
|ψ(t=0)〉 != |L〉 = 1√
2
(|ψ0
〉
+ |ψ1
〉
) ⇒ a(0) = b(0) = 1√
2
,
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dann ergibt sich fu¨r die Amplitude des U¨bergangs auf |R〉:
〈
R|ψ(t)〉 = 〈R|U(t)|ψ(0)〉 = 〈R|e− ıh¯Ht|ψ0 + ψ1〉 · 1√
2
=
1
2
e−
ı
h¯
E0+E1
2
t ·
[
e−
ı
h¯
E0−E1
2
t − e+ ıh¯ E0−E12 t
]
= ıe−
ı
h¯
E0+E1
2
t · sin
(
E1 − E0
2h¯
t
)
.
Also gilt fu¨r die U¨bergangswahrscheinlichkeit von beispielsweise |L〉→ |R〉 :
PL→R = |
〈
R|ψ(t)〉|2 = sin2(E1 − E0
2h¯
t
)
=
1
2
(
1− cos
(
E1 − E0
h¯
t
))
; (3.3)
Damit ergibt sich bekanntermaßen ein periodisches Hin- und Hertunneln mit der Tun-
nelfrequenz
ω =
∆E
h¯
(mit ∆E := E1 − E0). (3.4)
Tatsa¨chlich wird aber ein solches periodisches Tunneln bei den typischen chiralen Mo-
leku¨len (z.B. Dextrose) nicht beobachtet; andererseits gibt es natu¨rlich Moleku¨le, bei
denen dieses Tunneln wohlbekannt ist. Ein bekanntes Beispiel hierfu¨r ist das Am-
moniakmoleku¨l (NH3), dessen Inversionsschwingung von 23,87GHz zum Betrieb eines
Masers verwendet werden kann (z.B. [15]). Ammoniak kann nun zwar schon von seiner
Konfiguration her nicht chiral sein, aber eine chirale, ammoniak-a¨hnliche Konfiguration
(z.B. NHDT) ist denkbar.
3.2.2 Das Doppelmuldenpotential in der Bohm’schen Inter-
pretation
Der tiefere Ursprung der in dieser Arbeit behandelten Problematik ist im Grunde
der Tunneleffekt; ohne den Tunneleffekt gibt es kein Hund’sches Paradoxon. Der Tun-
neleffekt als typisch quantenmechanisches Pha¨nomen scheint mit der Vorstellung von
klassischen Trajektorien unvereinbar zu sein; dennoch gibt es eine faszinierende quan-
tenmechanische Interpretation, die beides vereint: Die Bohm’sche Interpretation fußt
zwar auf der Schro¨dinger–Gleichung, und ihre Ergebnisse sind grundsa¨tzlich die selben;
u¨beraus interessant ist aber deren unterschiedliche Sichtweise der
”
Quantenwelt“.
In diesem Kapitel soll deshalb ein kurzer Blick auf diese Facette der Quantenme-
chanik geworfen werden, die auch viele weitere interessante Aspekte wie
”
Quantencha-
os“ und
”
quantenmechanischer Meßprozeß“ (z.B. [16]) bereitha¨lt.
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Wie in Anhang A.2 gezeigt, ist in der Bohm’schen Interpretation ein System
vollsta¨ndig determiniert durch seinen Anfangs–Ort und seine Anfangs–Wellenfunktion
(die hier die Rolle einer
”
Fu¨hrungswelle“ spielt). Aus der sich zeitlich entwickelnden
Wellenfunktion ergibt sich additiv zum klassischen Potential ein zusa¨tzliches orts- und
zeitabha¨ngiges Quantenpotential; in diesem Gesamtpotential bewegt sich dann die Sy-
stemtrajektorie klassisch.
Beispiel: Koha¨rente Zusta¨nde beim harmonischen Oszillator
Um einen ersten Eindruck davon zu erhalten, kann man einen eindimensionalen har-
monischen Oszillator betrachten, in dem ein koha¨renter Zustand (ein Gauß’sches Wel-
lenpaket) hin- und her oszilliert. Wird die Wellenfunktion in der Form ψ = R(x)eıS(x)
formuliert, dann gilt beim harmonischen Oszillator fu¨r einen koha¨renten Zustand (siehe
z.B. [17]):
R = e
−(x− < x >
2σ
)2
; mit σ2 =
h¯
2mω
.
Damit ergibt sich fu¨r das Quantenpotential Q:
Q = − h¯
2
2m
R′′
R
=
h¯ω
2
− 1
2
mω2(x− 〈x〉)2.
Das Gesamtpotential lautet also:
V +Q =
h¯ω
2
+mω2x
〈
x
〉− 1
2
mω2
〈
x
〉2
.
Schließlich soll das Gauß–Packet oszillieren:
〈
x
〉
(t) =
√
2h¯
mω
cos(ωt);
damit wird das Gesamtpotential zeitabha¨ngig:
V +Q =
√
h¯ω
√
2mω2 · x cos(ωt)− h¯ω
2
cos(2ωt).
Es handelt sich also um eine Gerade mit periodisch vera¨nderlicher Steigung und Ho¨he
(Abb. 3.6). Wa¨hrend fu¨r einen Eigenzustand das Gesamtpotential stets konstant ver-
la¨uft (siehe Anhang A.2), balanciert – sozusagen – in diesem Fall ein
”
Bohm’scher
Da¨mon“ den Systempunkt auf einer Geraden hin und her, wobei deren Ho¨he stets so
gewa¨hlt ist, daß die Gesamtenergie konstant bleibt.
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Abbildung 3.6: Gesamtpotential aus Summe von klassischem und Quantenpotential bei
einem oszillierenden Gauß–Packet in einem harmonischen Oszillator.
(Mit ω = 1, h¯ = 1, 2m = 1)
Das Doppelmuldenpotential in Bohm’scher Sichtweise
Nun kann man sich daran machen, einen analogen Fall fu¨r ein Doppelmuldenpotential
zu berechnen.
Dies wurde numerisch durchgefu¨hrt unter Verwendung des von Goldberg, Schey
und Schwartz [18] beschriebenen Algorithmus, mit dem beliebige Startwellenfunktionen
in beliebigen Potentialen zeitlich entwickelt werden ko¨nnen.
Im folgenden Beispiel wurde als Startzustand in der linken Mulde ein na¨herungs-
weise koha¨rentes Wellenpaket, das (fast) nicht oszilliert und rechts ein ebensolches,
aber oszillierendes, eingesetzt und die zeitliche Entwicklung berechnet (siehe Abb. 3.7).
Konkret wurde als Doppelmuldenpotential ein Potential der Form
V (x) = V0 · 32(8x4 − x2)
gewa¨hlt; es besitzt seine Minima bei (±1/4,−V0). V0 entspricht also auch der Ho¨he des
Potentialwalls.
20 KAPITEL 3. DIE QUANTENMECHANISCHE FORMULIERUNG
0
12
0.5
1
0
0
t 1
x
Abbildung 3.7: Die zeitliche Entwicklung einer Wellenfunktion im Doppelmuldenpoten-
tial. Als Startwellenfunktion wurde in der linken und rechten Mulde je
ein na¨herungsweise koha¨renter Zustand eingesetzt, in der rechten Mulde
allerdings vom Muldenminimum versetzt, um eine Oszillation zu errei-
chen. Die Zeit ist in Einheiten der klassischen Oszillationsdauer ange-
geben.
1
0
0
2
t
0
1
x
1−
Abbildung 3.8: Das zu der Wellenfunktion in Abb. 3.7 korrespondierende Gesamtpo-
tential aus Summe von klassischem und Quantenpotential. (An Stellen,
an denen die fu¨r die Berechnung no¨tige Wellenfunktion zu kleine Werte
annimmt, wurde im Plot der Funktionswert auf Null gesetzt.) Die Zeit
ist in Einheiten der klassischen Oszillationsdauer angegeben.
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In der numerischen Berechnung wurde h¯ = 1,m = 1/2 gesetzt und V0 = 2000
verwendet; in Einheiten der Grundzustandsenergie E0 in einer Mulde ausgedru¨ckt,
bedeutet das bei diesem Potential V0 ≈ 5.59E0 (generell gilt hier: V0/E0 =
√
V0/8).
Der trennende Potentialwall ist also hier relativ hoch; die Tunneldauer τ in Einheiten
der Oszillationsdauer in einer Mulde T betra¨gt hier τ ≈ 3 · 105T .
Abb. 3.8 zeigt das zugeho¨rige Quantenpotential. Wie man sieht, ist von dem
hohen Wall des klassischen Potentials, der die Wellenpakete trennt, nicht mehr viel
u¨brig, so daß Trajektorien ohne Verletzung des Energiesatzes von einer Mulde in die
andere laufen ko¨nnen, was letztlich dem Tunneln entspricht.
3.2.3 Exakte Lo¨sung eines Doppelmuldenpotentials
Abschließend zu diesem Kapitel soll noch ein Beispiel fu¨r ein Doppelmuldenpotential
mit seiner exakten Lo¨sung fu¨r die ersten beiden Zusta¨nde angegeben werden.
Die hier vorgestellten Ergebnisse erha¨lt man durch eine interessante Methode von
A. Caticha, die im Anhang A.1 dargestellt ist.
Angewandt auf ein Doppelmuldenpotential lassen sich interessanterweise die Ener-
gieaufspaltung  und ein
”
Asymmetrieparameter“ b frei wa¨hlen.
Dazu schreibt man die stationa¨re Schro¨dingergleichung als
ψ′′n + (n − u(x))ψn = 0,
mit n als umnormierte Energieeigenwerte und u(x) als umnormniertes Potential, und
definiert
φ(x) := arctan(ax) + b;  := 1 − 0. (3.5)
Mit dem Potential
u(x) =
a2
(1 + a2x2)2
+
2
4a2
(1 + a2x2)φ2(x)− 2axφ(x)− 
2
+ 0, (3.6)
das ein Doppelmuldenpotential darstellt, lauten die ersten beiden (nicht normierten)
exakten Wellenfunktionen:
ψ0(x) ∼ (1 + a2x2)

6a2
+ 1
2 exp
{

[
− x
2a
φ(x)
(
1 +
a2
3
x2
)
+
1
12
x2
]}
(3.7)
ψ1(x) ∼ φ(x)ψ0(x). (3.8)
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Abbildung 3.9: Das Potential gema¨ß Gleichung (3.6).
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Abbildung 3.10: Die Wellenfunktionen gema¨ß Gleichungen (3.7), (3.8): Grundzustand
schwarz dargestellt, erster angeregter grau.
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Dabei ist φ die wesentliche Funktion, die bei der hier zugrundeliegenden Methode
”
erraten“ werden muß ; alles andere ergibt sich dann daraus. Mit Blick auf Gleichung
(3.8) wird damit auch die (schon vorweggenommene) Bedeutung des Parameters b
klar: bei einem symmetrischen Potential verha¨lt sich ψ0 symmetrisch und ψ1 antisym-
metrisch; dazu muß die Funktion φ antisymmetrisch sein. Jede Abweichung davon –
mittels des Parameters b – fu¨hrt zu einer Aufhebung der Symmetrie im System.
In Abb. 3.9 und 3.10 sind das Potential und die ersten beiden Wellenfunktionen
fu¨r die Parameter a = 1000, b = 0.3, 0 = 0,  = 0.005; es wurde hier also bereits ein
asymmetrisches Potential gewa¨hlt.
Mit diesem nu¨tzlichen und eleganten Verfahren werden in Kap. 5.2.4 exemplarisch
weitere interessante Eigenschaften des Doppelmuldenpotentials untersucht.
Es scheint schließlich noch der Bemerkung wert, daß auf diese Weise analytisch
exakte Wellenfunktionen erhalten werden ko¨nnen zu einem System, das klassisch wohl
nicht exakt gelo¨st werden kann – zuna¨chst eine erstaunliche Tatsache! Die Antwort
liegt sicherlich in der banalen Feststellung, daß nur zwei Eigenzusta¨nde eben nicht die
vollsta¨ndige Lo¨sung eines quantenmechanischen Problems darstellen.
Kapitel 4
Nichtstandard–Ansa¨tze als
Kontrast
Eine Reihe von Faktoren haben zum Auftreten des Hund’schen Paradoxons gefu¨hrt;
an erster Stelle ist hier natu¨rlich die Forderung nach Parita¨tserhaltung zu nennen.
Außerdem za¨hlt sicherlich auch die Born–Oppenheimer–Na¨herung hierzu, da sie ja
letztendlich zum Doppelmuldenpotential gefu¨hrt hat (und natu¨rlich auch in gewisser
Weise eine klassische Vorstellung von Moleku¨len suggeriert).
Um diese Punkte etwas herauszuarbeiten sollen in diesem Kapitel zwei unter-
schiedliche Lo¨sungsansa¨tze diskutiert werden: Im ersten Ansatz (Kap. 4.1) wird eine
nichtlineare Schro¨dingergleichung vorgestellt, bei der grundsa¨tzlich die Parita¨t keine
Erhaltungsgro¨ße ist, im zweiten (Kap. 4.2) wird die Born–Oppenheimer–Na¨herung
nicht angewandt, sondern ein anderer Wellenfunktionsansatz gewa¨hlt. Wie sich zeigt,
tritt in beiden Fa¨llen das Hund’sche Paradoxon nicht auf.
4.1 Schro¨dingergleichung mit logarithmischer
Nichtlinearita¨t
Die Quantenmechanik in ihrer Standardform birgt gewisse konzeptionelle Schwierig-
keiten: Das Problem des Meßprozesses, das Zerlaufen von Wellenpaketen, das Problem
der U¨bertragung nichtlinearer Dynamik aus der klassischen Mechanik in die Quanten-
mechanik [19][20], etc. Deshalb haben u.a. bereits in den 70er Jahren die polnischen
Physiker I. Bialynicki–Birula und J. Mycielski nach Zusatztermen in der Schro¨dinger–
Gleichung [21] gesucht.
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An eine solchermaßen modifizierte Schro¨dingergleichung mu¨ssen zentrale Forde-
rungen gestellt werden:
• prima¨r muß die lineare Schro¨dingergleichung fu¨r mikroskopische Systeme als
Grenzfall enthalten sein;
• ebenso soll im makroskopischen Grenzfall die klassische Dynamik reproduziert
werden;
• vor allem aber mu¨ssen nicht–wechselwirkende Teilsysteme nach wie vor separabel
sein, um nicht die Wellenfunktion des Universums lo¨sen zu mu¨ssen.
Diese Forderungen schra¨nken die mo¨gliche Form eines nichtlinearen Zusatzterms
bereits maßgeblich ein; schon allein die Forderung nach Separabilita¨t legt einen Lo-
garithmusterm ln |ψ|2 nahe, sodaß eine nichtlineare Schro¨dingergleichung formuliert
werden kann als:
ıh¯
∂
∂t
ψ(~r, t) =
{
− h¯
2
2m
∇2 + V (~r, t)− b · ln(|ψ|2)
}
ψ, (4.1)
mit b > 0 als Steuerparameter fu¨r die Nichtlinearita¨t.
Diese Gleichung hat u.a. die folgenden wichtigen Eigenschaften:
• Lo¨sungen ko¨nnen normiert werden und es gilt Normerhaltung mit der gewohnten
Wahrscheinlichkeitsinterpretation; eine Norma¨nderung der Wellenfunktion um
einen Faktor a kann durch einen zeitabha¨ngigen Phasenfaktor
eı
b
h¯
ln a2t
kompensiert werden:
ıh¯
∂
∂t
(
ψaeıαt
)
=
[
H − b ln |ψ|2 − b ln a2]ψaeıαt; =⇒ α = b
h¯
ln a2;
insbesondere unterscheidet sich die normierte Wellenfunktion nur durch eine glo-
bale Phase
e
ı
h¯
b ln(||ψ||2)t;
generell stellt Multiplikation einer Lo¨sung mit einem globalen Phasenfaktor wie-
der eine Lo¨sung dar;
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• das Energiefunktional 〈
ψ
∣∣H − b ln |ψ|2∣∣ψ〉
stellt eine Erhaltungsgro¨ße dar; fu¨r einen nicht explizit zeitabha¨ngigen Hamilto-
nian la¨ßt sich in gewohnter Weise die Zeit in (4.1) abseparieren, wodurch dann
fu¨r stationa¨re Zusta¨nde
ψ(x, t) = ψ(x, 0)e−ıωt,
mit in gewohnter Weise h¯ω = E) gilt;
• mit Ausnahme der Energie (siehe oben) werden Meßgro¨ßen als Erwartungswerte
der zugeho¨rigen hermiteschen Operatoren repra¨sentiert;
• wie schon erwa¨hnt, fu¨hrt die logarithmische Nichtlinearita¨t nicht zur Korrelation
unabha¨ngiger Teilsysteme; ein Produktansatz ψ = ψ1ψ2 fu¨hrt wegen ln(ψ1ψ2) =
ln(ψ1) + ln(ψ2) zu Separation des Problems;
• Linearkombination von Lo¨sungen stellen allerdings im allgemeinen nur dann noch
Lo¨sungen dar, wenn deren U¨berlapp verschwindet (bzw. Na¨herungslo¨sungen,
wenn der U¨berlapp klein ist);
• wie sich zeigt, sind stabile Solitonenlo¨sungen (von den Autoren
”
Gaußonen“ ge-
nannt) mo¨glich:
fu¨r ein freies Teilchen (V = 0) erha¨lt man nach Abseparation der Zeit die Eigen-
wertgleichung [
H − b ln |ψ|2]ψ = Eψ;
setzt man hier als Wellenfunktion besagtes
”
Gaußon“,
d.h. ψ = e−
x2
2σ2 ,
ein, erha¨lt man genau die Situation des harmonischen Oszillators aus der linearen
Quantenmechanik;1 man kann sich unschwer davon u¨berzeugen, daß diese Lo¨sung
stabil ist;2
• Lo¨sungen dieser nichtlinearen Schro¨dinger–Gleichung sind i.A. keine Eigenfunk-
tionen des Parita¨tsoperators.
1Allerdings muß noch eine selbstkonsistente Wahl der Parameter getroffen werden:
b =
1
2
h¯ω.
2 Um die Stabilita¨t zu zeigen, betrachtet man einfach die Wirkung eines um die Breite ∆σ vera¨nder-
ten Gaußons; der dem Potential entsprechende Term lautet dann bx2/(σ+ ∆σ), zu dem wiederum die
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4.1.1 Nichtlineare Schro¨dingergleichung und Chiralita¨t
Speziell die eben erwa¨hnte Tatsache, daß die Parita¨t nicht erhalten ist, la¨ßt bereits
vermuten, daß in dieser nichtlinearen Theorie auch das Hund’sche Paradoxon nicht
existiert.
Wie z.B. in [20], [19], [22] hinla¨nglich beschrieben, entwickelt sich der Grundzu-
stand des Systems ab einem gewissen Wert dieses Parameters tatsa¨chlich zunehmend
hin zu einem einseitig lokalisierten Zustand. In Abb. 4.1 (aus [19]) ist dieses Verhal-
ten gezeigt. Dieses Ergebnis wurde erhalten mittels (numerischer) Minimierung des
Energiefunktionals
E = − h¯
2
2m
∫
ψ∗∆ψdx+
∫
V |ψ|2dx− b
∫
|ψ|2 ln |ψ|2dx. (4.2)
Das beschriebene Verhalten des Systems wird versta¨ndlich, wenn man sich die
entgegengesetzte Wirkung der Terme in Gleichung (4.2) klarmacht:
• Der Laplace–Operator im Term der kinetischen Energie beschreibt die Kru¨m-
mung der Wellenfunktion; dessen Minimierung fu¨hrt also zu einem Auseinander-
laufen, bzw. Gla¨ttung der Wellenfunktion.
• Ganz anders dagegen der Logarithmusterm: Formal entspricht der Ausdruck
−
∫
ρ ln ρ dx
(
mit ρ := |ψ|2, und damit
∫
ρ dx = 1
)
einer mittleren Information oder einer Entropie, die dann – wie aus der Statistik
bekannt – maximal ist, wenn ρ eine konstante Funktion darstellt; eine Minimie-
rung dieses Ausdrucks wird umgekehrt ein Zusammenziehen von ρ, d.h. Lokali-
sation, zur Folge haben.
Welcher Term in seiner Wirkung u¨berwiegt, ha¨ngt ganz offensichtlich von der Gro¨ße
des Nichtlinearita¨tsparameters b ab.
In [19] ist eine elegante Abscha¨tzung des kritischen Wertes von b angegeben: Ange-
nommen wird dabei wieder der Grenzfall einer hohen Barriere, d.h. mit der Mo¨glichkeit
Eigenfunktion
e
−x2
2σ(σ+∆σ) =ˆ e
−x2
2(σ+∆′σ)2
geho¨rt. Man findet so na¨herungsweise ∆′σ = ∆σ/2, d.h. das durch den Logarithmus–Term induzierte
Potential vera¨ndert seine Breite nie in dem Maß wie die Wellenfunktion, was dazu fu¨hrt, daß bei
Abweichungen die Breite um einen Mittelwert schwankt.
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Abbildung 4.1: Betragsquadrat der Grundzustandswellenfunktion eines Doppelmulden-
potentials fu¨r verschiedene Werte des Nichtlinearita¨tsparameters (aus
[19]): a) b = 0.18δkrit, b) b = 0.71δkrit, c) b = 1.0δkrit, d) b = 2.0δkrit
(mit δkrit := δ/(2 ln 2), siehe Text).
einer Linearkombination der chiralen Zusta¨nde ψr und ψl aus Grundzustand ψ0 und er-
stem angeregten ψ1 nach Art von Gleichung (3.1). Man betrachtet dazu na¨herungsweise
die Differenz der Energie von Grundzustand und z.B. einem rechtslokalisierten Zustand
E(ψr)−E(ψ0) gema¨ß Gleichung (4.2) und berechnet dann den kritischen Wert bkrit, bei
dem dieser Ausdruck negativ wird, da dann der U¨bergang zu den chiralen Zusta¨nden
erfolgt. Die Energie fu¨r den rechtslokalisierten Zustand lautet:
E(ψr) = Elin(ψr) − b
∫
|ψr|2 ln |ψr|2dx.
Mit obiger Annahme gilt
|ψr|2 = 1
2
[|ψ0|2 + |ψ1|2 − 2<ψ∗0ψ1]
und fu¨r die Potentialha¨lften ([−L, 0], [0,+L]) einzeln:
links: ψ0 = +ψ1, rechts: ψ0 = −ψ1.
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Damit erha¨lt man fu¨r den Logarithmus–Term:
0∫
−L
|ψr|2 ln |ψr|2dx =
0∫
−L
0 dx+
+L∫
0
2|ψ0|2 ln(2|ψ0|2)dx =
+L∫
−L
|ψ0|2 ln(2|ψ0|2)dx,
wobei im letzten Schritt verwendet wurde, daß ψ0 eine gerade Funktion ist. Fu¨r die
gesuchte Differenz findet man also:
E(ψr)− E(ψ0) = Elin(ψr)− Elin(ψ0)− b ln 2.
Mit der Definition δ := Elin(ψ1) − Elin(ψ0) und unter Verwendung von Elin(ψr) =
(Elin(ψ0) + Elin(ψ1))/2 erha¨lt man schließlich
E(ψr)− E(ψ0) = 1
2
δ − b ln 2 ( !< 0).
Als Abscha¨tzung fu¨r den kritischen Wert von b (in Relation zu Energie) findet man so:
bkrit >
δ
2 ln 2
.
Es muß betont werden, daß der Parameter b die Rolle einer Konstanten spielt,
statt die eines Kontrollparameters, auch wenn er in der obigen Behandlung als sol-
cher verwendet wurde. Welchen Wert diese Konstante besitzen ko¨nnte, ist noch vo¨llig
offen; bislang gibt es nur Abscha¨tzungen nach oben: Bialynicki–Birula und Mycielski
versuchten dessen Gro¨ßenordnung abzuscha¨tzen u¨ber Gaußonen–Radien in Relation
zur typischen Gro¨ßenordnung an der Grenze zwischen mikroskopischen und makro-
skopischen Objekten; sie erhielten so den Wert b ≈ 10−12eV. Gema¨ß experimenteller
Befunde [23] liegt dieser Wert jedoch um mindestens drei Gro¨ßenordnungen darunter:
b ≤ 3.3 · 10−15eV.
4.2 Ein parametrisches Modell fu¨r Chiralita¨t
Unter dieser Bezeichnung soll nun ein Ansatz (siehe auch [24]) vorgestellt werden, der
die Moleku¨lwellenfunktion anders als die Born–Oppenheimer–Na¨herung approximiert.
Um den Unterschied deutlich zu machen soll hier kurz das Wesentliche der Born–
Oppenheimer–Na¨herung, wie es auch in der Standard–Literatur (z.B. [25]) zu finden
ist, wiederholt werden (es gibt dazu in neuerer Zeit auch Erweiterungen, z.B. [26]):
Voraussetzung ist, daß der Hamiltonian des Gesamtsystems sich schreiben la¨ßt
als
H = Tn + Vn(xn) + Te + Ve(xe) + U(xe, xn); (4.3)
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(xn, xe bezeichnen die Koordinaten, Tn, Te die kinetische, Vn(xn), Ve(xe) die potenti-
elle Energie der Kerne bzw. der Elektronen, U(xe, xn) die Wechselwirkung zwischen
Elektronen und Kernen). Die synonym gebrauchte sog. adiabatische Na¨herung besteht
darin, die Kernkonfigurationen xn zur Berechnung der Elektronenwellenfunktion als
feste Parameter zu betrachten (dies rechtfertigt sich aus der Beobachtung, daß die
Geschwindigkeiten der Elektronen drei Gro¨ßenordnungen u¨ber denen der Atomru¨mpfe
liegen). Fu¨r die Elektronen–Zusta¨nde φ gilt mit dieser Na¨herung
{Te + Ve(xe) + U(xe, xn)}φ(xe, xn) = Ee(xn)φ(xe, xn). (4.4)
Wird als Schro¨dingergleichung fu¨r die Zusta¨nde ψ der Kerne
{Tn + Vn(xn) + Ee(xn)}ψ(xn) = Eψ(xn) (4.5)
gewa¨hlt, dann lo¨st der Produktansatz Ψ(xe, xn) := ψ(xn)φ(xe, xn) die Schro¨dingerglei-
chung des Gesamtsystems
HΨ(xe, xn) = EΨ(xe, xn). (4.6)
Die Kerne spu¨ren also von den Elektronen nur ein effektives Potential Ee(xn).
In der Na¨herung, die dagegen hier dargestellt werden soll, wird die Wellenfunktion
angesetzt als |Ψ〉 = |N〉|e〉, wobei |N〉 der Anteil der Wellenfunktion fu¨r die Kerne, |e〉
der fu¨r die Elektronenkonfiguration ist. Dementsprechend seien die beiden Enantiomere
repra¨sentiert durch |Ψi
〉
= |Ni
〉|ei〉, i = 1, 2. Die gesamte Wellenfunktion wird daraus
kombiniert in der Weise:
|Ψ〉 != (cos(α)|N1〉+ eıφ sin(α)|N2〉)× (cos(α)|e1〉+ eıφ sin(α)|e2〉) , (4.7)
mit dem
”
Formparameter“ α und einem Phasenparameter φ. Zur Vereinfachung fu¨r das
Folgende werden Terme verschiedener Konfigurationen vernachla¨ssigt, also
〈
N1|N2
〉
=
0 =
〈
N1|H|N2
〉
; diese Vereinfachung wird dadurch gerechtfertigt, daß sich die ver-
schiedenen Enantiomere in mindestens einer Konfigurationsdimension um die Gro¨ßen-
ordnung der Moleku¨labmessung unterscheiden, was zu verschwindendem U¨berlapp der
Wellenfunktionen fu¨hrt.
Fu¨r die Gesamtenergie ergibt sich dann:〈
Ψ|H|Ψ〉 = (cos(α)〈e1|+ e−ıφ sin(α)〈e2|)Heff (cos(α)|e1〉+ eıφ sin(α)|e2〉) (4.8)
mit dem effektiven Hamiltonian aus der Kernkonfiguration fu¨r die Elektronen:
Heff := cos
2 α
〈
N1|H|N1
〉
+ sin2 α
〈
N2|H|N2
〉
. (4.9)
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Bemerkenswert ist hier, daß der Formparameter α sowohl in den elektronischen Zusta¨n-
den, als auch in Heff auftritt.
Nun soll dafu¨r die Grundzustandsenergie berechnet werden; hierfu¨r werden die
folgenden Definitionen und Feststellungen getroffen:
E :=
〈
e1|
〈
N1|H|N1
〉|e1〉 = 〈e2|〈N2|H|N2〉|e2〉;〈
e2|
〈
N1|H|N1
〉|e2〉 = 〈e1|〈N2|H|N2〉|e1〉;
λeıφ0 :=
〈
e1|
〈
N1|H|N1
〉|e2〉 = 〈e1|〈N2|H|N2〉|e2〉; (λ !∈ IR)
µ :=
〈
e2|
〈
N1|H|N1
〉|e2〉− E;
σ :=
〈
e1|e1
〉
=
〈
e2|e2
〉
;
Diese so definierten Gro¨ßen stellen Parameter dar, die durch das jeweilige Moleku¨l
vorgegeben sind. Der Grundzustand ergibt sich dann durch Minimierung der Energie
E(α, φ) =
〈
Ψ|H|Ψ〉〈
Ψ|Ψ〉 = E +
1
2
µ sin2(2α) + λ sin(2α) cos(φ+ φ0)
1 + σ sin(2α) cos(φ+ φ0)
(4.10)
nach den noch freien Parametern α, φ.
Die Lage dieser Energieminima (in der α-φ-Ebene) ha¨ngt nun sehr stark von den
anderen Moleku¨lparametern ab; insbesondere lassen sich zwei Fa¨lle qualitativ unter-
scheiden:
• Minimum bei α = 0,±pi/2; dies entspricht nach (4.7) einem chiralen Zustand
(Bild 4.2);
• Minimum bei α = ±pi/4,±3pi/4 (in Abha¨ngigkeit von φ, Bild 4.3), was nach (4.7)
einen achiralen Zustand charakterisiert.
Dieser Ansatz ko¨nnte also in diesem Kontext Antwort geben auf die Frage nach
chiraler Stabilita¨t; der offenkundige Unterschied zwischen tunnelnden und stabilen chi-
ralen Systemen kommt hier nicht in quantitativer, sondern tatsa¨chlich in qualitativer
Weise zum Ausdruck.
32 KAPITEL 4. NICHTSTANDARD–ANSA¨TZE ALS KONTRAST
0 0.5 1
1.5 2 2.5
0
1
2
3
4
5
1
1.1
1.2
1.3
1.4
1.5
α
φ
Abbildung 4.2: Energiefla¨che fu¨r die Parameter: µ = 0.9, λ = 0.1, σ = 0.1.
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Abbildung 4.3: Energiefla¨che fu¨r die Parameter: µ = 0.4, λ = 0.6, σ = 0.1.
Kapitel 5
Ein einzelnes System
Es ist sicherlich naheliegend zuna¨chst Lo¨sungsansa¨tze fu¨r ein isoliertes Einzelsystem
zu pru¨fen, bevor mo¨gliche externe Einflu¨sse mit in Betracht gezogen werden.
5.1 Lo¨sungsvorschlag von F. Hund
Friedrich Hund selbst ging von der Vorstellung eines Doppelmuldenpotentials aus und
versuchte den sich ergebenden Widerspruch mit einem sicherlich plausiblen Ansatz, der
auch in neuerer Zeit in erweiterter Form diskutiert wurde [27], aufzulo¨sen: er nahm an,
daß bei den real vorkommenden chiralen Moleku¨len die Tunnelzeiten so lange sind, daß
sie jenseits beobachtbarer Zeitra¨ume liegen, und sie damit als solche zumindest stabil
scheinen. Daß dies durchaus begru¨ndet ist, zeigt die folgende einfache Abscha¨tzung:
Betrachtet man dazu im einfachsten Fall ein Doppelmuldenpotential in Form
eines unendlich tiefen Potentialtopfes mit einer stufenfo¨rmigen Barriere in der Mitte
(Bild 5.1), dann la¨ßt sich die Tunnelfrequenz leicht angeben.
Allgemein kann nach der WKB–Methode (z.B. [28]) die Energieaufspaltung gena¨-
hert werden als
∆E =
2h¯
T
e−
1
h¯
∫
D |p|dx, (5.1)
wobei T die (klassische) Umlaufzeit in einem der beiden Einzelto¨pfe bezeichnet, und
das Integral im Exponenten u¨ber die Barrierenbreite D zu nehmen ist, mit:
T = 2m ·
∫
L
dx
|p| ; |p| =
√
2m(E − V (x)) = const.
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Abbildung 5.1: Das Doppelmuldenpotential im Potentialtopfmodell.
Fu¨r die Energie kann na¨herungsweise das Spektrum eines einfachen unendlich tiefen
Potentialtopfes genommen werden:
En ≈ h¯
2
2m
pi2n2
L2
; ⇒ T ≈ 2mL
2
h¯pin
;
weiterhin ergibt sich sofort: ∫
D
|p|dx =
√
2m(W − En)D.
Damit wird (mit E = E1) die Tunnelzeit zu
τ =
2pi
Ω
= 2pi
h¯
∆E
= piT e+
1
h¯
√
2m(W−E)D (5.2)
und die Energieaufspaltung
∆E =
2h¯
T
e−
1
h¯
√
2m(W−E)D. (5.3)
Die Abha¨ngigkeit der Tunnelzeit τ (bzw. der invertierten Energieaufspaltung) von den
hauptsa¨chlichen Parametern
”
Ho¨he“ W und
”
Dicke“ D der Barriere stellt sich zusam-
menfassend also dar wie folgt:
τ ∼ e
√
W
W0 , τ ∼ e DD0 . (5.4)
Mit zunehmender Barrierenho¨he und -dicke wird damit die Tunnelzeit in extremer
Weise immer la¨nger. In diesem Sinne erkla¨rte auch Hund dieses Pha¨nomen, indem
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er annahm, daß bei chiralen Moleku¨len diese Tunnelzeiten eben beliebig lang sind,
wodurch gewissermaßen ein stabiles System vorgeta¨uscht wird.
Gegen diese Erkla¨rung ko¨nnen aber Einwa¨nde erhoben werden:
• Bei scheinbarer Stabilita¨t durch lange Tunnelzeiten mu¨ssen zumindest chirale
Anfangszusta¨nde vorgelegen haben; (was allerdings durchaus der Fall sein kann,
wenn davon ausgegangen wird, daß in biologischen Systemen Moleku¨le einer be-
stimmten Chiralita¨t synthetisiert werden.)1
• Diese Systeme sollten dann aber auch in weiteren gemischten Zusta¨nden oder im
Grundzustand vorkommen. Oder anders ausgedru¨ckt: Warum kann man durch-
aus ein kg rechtsdrehenden Zucker (Dextrose) kaufen, aber keine Mischung aus
Dextrose und Laevulose oder ein kg von 1/
√
2(|Dextrose〉 ± |Laevulose〉) (frei
nach H. Primas [29])?
• Ferner stellt sich die Frage nach dem
”
Spektrum“ von Systemen, die von ih-
rer Konfiguration chiral sein ko¨nnten: Im Sinne der Hund’schen Erkla¨rung sind
nur solche Moleku¨le bekannt, die sehr schnell, und solche, die unbeobachtbar
langsam tunneln. Aber scheinbar existieren keine, die eine
”
mittlere“, endliche
Tunnelzeit (s, h, d, y) besitzen. (Natu¨rlich ko¨nnte eine mo¨gliche Antwort dar-
auf sein, daß etwaige endliche Tunnelzeiten zumindest
”
unwahrscheinlich“ sind;
wegen der beschriebenen krassen Abha¨ngigkeit der Tunneldauer von den Para-
metern Barrierenho¨he und -Breite ist der
”
passende“ Bereich im Raum dieser
Parameter klein.)
• Schließlich bleibt in jedem Fall der Einwand, daß unter realen Bedingungen diese
Moleku¨le immer einer Sto¨rung durch ihre Umgebung ausgesetzt sind. Es ist also
zu fragen, wie stabil energetisch niedrige Zusta¨nde eines Doppelmuldenpotentials
gegenu¨ber a¨ußeren zeitabha¨ngigen Sto¨rungen sind (dieser Punkt wird in Kapitel
7 behandelt).
1In [27] wird eine mo¨gliche Erkla¨rung fu¨r chirale Anfangspra¨paration gegeben: Moleku¨le haben
unabha¨ngig von der Frage ihrer Form eine gewisse Ausdehnung im Raum. Wird nun zu einem achiralen
Moleku¨l ein weiteres Atom hinzugefu¨gt, das dieses Moleku¨l chiral machen kann, dann liegt ein chiraler
Zustand zumindest solange vor, bis dieses von außen kommende Atom nicht durch die Barriere des
Moleku¨ls getunnelt ist. Jedenfalls erga¨ben sich so durch die Bildung von Moleku¨len immer chirale
Anfangszusta¨nde.
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5.2
”
Fast symmetrische“ Doppelmuldenpotentiale
Bei der Modellbildung zum Problem chiraler Moleku¨le werden zwar meist unterschied-
liche Formen eines Doppelmuldenpotentials verwendet; allen ist jedoch gemeinsam, daß
es sich hierbei um ein exakt symmetrisches Potential handelt.
Es la¨ßt sich nun mit einigem Recht daru¨ber spekulieren, ob dies tatsa¨chlich so
sein muß; so ko¨nnte ganz konkret die parita¨tsverletzende elektroschwache Wechselwir-
kung dazu fu¨hren, daß die beiden Enantiomere eben nicht a¨quivalent sind. Ohne hier
na¨her darauf einzugehen, sei als Stichwort die Existenz der sog. neutralen schwachen
Stro¨me als Prozesse der schwachen Wechselwirkung genannt (siehe z.B. [14]). (Um ein
grobes Modell fu¨r diesen Mechanismus vor Augen zu haben, kann man sich ein chira-
les Moleku¨l als ein System vorstellen, das seine Elektronen auf eine schraubenartige
Bahn zwingt; wegen der Spin–Bahn–Kopplung ist der Elektronenspin bei einer Rechts-
schraube vorzugsweise entgegen der Bewegungsrichtung orientiert, d.h. es handelt sich
vor allem um linksha¨ndige Elektronen; umgekehrt finden sich bei einer Linksschrau-
be vorzugsweise rechtsha¨ndige Elektronen. Die Z–Kraft der schwachen Wechselwirkung
macht aber gerade hier einen Unterschied, da das Vorzeichen der Wechselwirkung durch
die Helizita¨t der Teilchen bestimmt wird.)
Es liegt damit der Gedanke nahe, das Modell des Doppelmuldenpotentials dahin-
gehend zu modifizieren, daß man von den beiden Mulden eine
”
leicht“ anhebt und die
andere um den gleichen Betrag absenkt. Zum symmetrischen Potential wird also ein
zeitlich konstanter Term ungerader Parita¨t als Sto¨rung hinzugefu¨gt.
Es muß allerdings gesagt werden, daß es bislang noch keinen experimentellen
Hinweis fu¨r diese Annahme gibt, obwohl schon verschiedene Versuche unternommen
wurden (z.B. [30]), eine Energiedifferenz zwischen den Enantiomeren mittels Laser-
spektroskopie aufzulo¨sen.
5.2.1 Grundlegende Eigenschaften
Eine einfache Sto¨rungsrechnung kann bereits die grundlegenden Eigenschaften eines
leicht unsymmetrischen Potentials aufzeigen:
A¨nderung der Energieaufspaltung
Sind die einzelnen Mulden weit voneinander entfernt und/oder durch einen ma¨chti-
gen Potentialwall getrennt, dann liegt quasi ein zwei–Niveau–System vor, und in die
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Sto¨rungsrechnung gehen nur die ersten beiden Zusta¨nde ein. Die Energieaufspaltung
zwischen diesen Zusta¨nden wird extrem klein, so daß von Quasi–Entartung zwischen
dem Grundzustand |ψ0
〉
und dem ersten angeregten Zustand |ψ1
〉
gesprochen werden
kann. Dies wurde bereits im Kap. 5.1 gezeigt.
Die asymmetrische Komponente des Potentials soll klein sein und im Folgenden
als Sto¨rung V aufgefaßt werden, mitH0 als Hamiltonian des ungesto¨rten symmetrischen
Systems.
Wegen der Quasi–Entartung genu¨gt der Ansatz fu¨r die Wellenfunktion:
|ψ〉 := c0|ψ0〉+ c1|ψ1〉; und (H0 + V )|ψ〉 = E|ψ〉;
Multiplikation von links mit
〈
ψ0| bzw.
〈
ψ1| fu¨hrt zu (siehe auch [28])
c0E0 + c1V01 = c0E;
c1E1 + c0V10 = c1E;
(mit Vij :=
〈
ψi|V |ψj
〉
)
Da nach Voraussetzung die Sto¨rung V ungerade Parita¨t hat, folgt sofort:
V00 = 0 = V11; V10 = V
∗
01 6= 0.
Fu¨r nichttriviale Lo¨sbarkeit obigen Gleichungssystems muß gelten:∣∣∣∣∣ E0 − E V01V10 E1 − E
∣∣∣∣∣ = 0; =⇒ E = E1 + E02 ±
√(
E1 − E0
2
)2
+ |V01|2;
Die Energieaufspaltung verha¨lt sich also wie (mit ∆0E := E1 − E0)
∆0E
√
1 +
(
2V
∆0E
)2
(5.5)
(Abb. 5.2). Ist die Sto¨rung V klein gegenu¨ber der Energieaufspaltung ohne Sto¨rung
∆0E, dann gilt na¨herungsweise:
∆E = ∆0E
(
1 + 2
(
V
∆0E
)2)
; (5.6)
die Aufspaltung bleibt dann also im Wesentlichen konstant, da die Sto¨rung sich erst in
zweiter Ordnung bemerkbar macht.
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Abbildung 5.2: Generelle Abha¨ngigkeit der Energieniveaus von der Gro¨ße der Sto¨rung
V.
Verschiebung der Aufenthaltswahrscheinlichkeit
Es soll nun in dieser Na¨herung abgescha¨tzt werden, was geschieht, wenn die beiden
(ansonsten symmetrischen) Potentialha¨lften auf minimal unterschiedliches Niveau ge-
bracht werden.
Fu¨r den gesto¨rten Grundzustand gilt dann wieder bekanntermaßen:
ψ′0 = ψ0 + c · ψ1; mit c := −
〈
ψ1|V |ψ0
〉

.
Die Sto¨rung V des Hamiltonians sei nun konkret repra¨sentiert durch eine konstante
A¨nderung des Potentials auf den beiden Ha¨lften:
V :=
{
−∆U
2
: links;
+∆U
2
: rechts.
In dieser zwei–Niveau–Na¨herung gilt aber (siehe Abb. 3.5)
+ ψ1 ≈ +ψ0 : auf der linken Seite, (5.7)
+ψ1 ≈ −ψ0 : auf der rechten. (5.8)
Deshalb erha¨lt man fu¨r den Faktor c der Beimischung des ersten angeregten zum
Grundzustand:
c = +
∆U
2
, und damit also ψ′0 ∼ ψ0 +
∆U
2
· ψ1.
Bereits hier wird ersichtlich, daß sich eine dramatische Systema¨nderung einstellen
muß, sobald ∆U in die Gro¨ßenordnung von  kommt; bei ∆U = 2 liegt bereits die
komplette Aufenthaltswahrscheinlichkeit in der linken (tieferen) Ha¨lfte.
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Fu¨r die Differenz der Aufenthaltswahrscheinlichkeiten in beiden Ha¨lften ergibt
sich deshalb auf einfache Weise (siehe auch Abb. 5.3):
Pl − Pr =
∆U

1 + 1
4
(
∆U

)2 ; (5.9)
Bemerkenswert scheint, daß diese Funktion linear (exakt mit der Steigung 1, da sich –
wie oben gezeigt – die Energieaufspaltung  erst in zweiter Ordnung a¨ndert) in den Ur-
sprung mu¨ndet, d.h. jede noch so kleine Sto¨rung macht sich linear in der Verschiebung
der Wahrscheinlichkeit bemerkbar.
21.510.5
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Abbildung 5.3: Die Differenz der Aufenthaltswahrscheinlichkeiten ∆P := Pl−Pr gema¨ß
Gleichung (5.9).
5.2.2 Ein konkretes Modell
Mit einem sehr einfachen Modell eines Doppelmuldenpotentials la¨ßt sich diese Frage
der Verschiebung der Aufenhaltswahrscheinlichkeiten qualitativ leicht beantworten:
Dieses einfache Modell bestehe wieder aus einem unendlich tiefen Potentialtopf,
dessen Ha¨lften leicht unterschiedliches Niveau besitzen und voneinander durch eine
δ–Funktions–fo¨rmige Barriere getrennt sind (Abb. 5.4).
Die Schro¨dingergleichung hierfu¨r lautet also:
ψ′′ = (E − V (x))ψ; mit V (x) =

−∆U ; −L < x < 0;
λ · δ(x); x = 0;
+∆U ; 0 < x < +L;
+∞; sonst.
(5.10)
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Abbildung 5.4: Das asymmetrische Doppelmuldenpotential im Potentialtopfmodell mit
δ-Funktions-Barriere.
Aus der Integration der Schro¨dingergleichung folgt dann wegen der δ–Funktion ein
Knick in der Wellenfunktion, bzw. ein Sprung in der ersten Ableitung:
ψ′r(0)− ψ′l(0) = λψ(0), (5.11)
wobei ψl/r die Wellenfunktion in der linken/rechten Potentialha¨lfte bezeichnet. Außer-
dem muß natu¨rlich gelten
ψl(0) = ψr(0). (5.12)
Als genereller Ansatz kann verwendet werden:
ψl = Al sin(kl(x+ L));
ψr = Ar sin(kr(x− L)).
Die hierin vorkommenden Wellenvektoren kl, kr lassen sich leicht bestimmen; mit den
Gleichungen (5.11) und (5.12) ergeben sich die Bestimmungsgleichungen:
k2l = k
2
r + 2∆U ; (5.13)
kl · cot(klL) +
√
k2l − 2∆U · cot
(√
(k2l − 2∆U)L
)
= −λ. (5.14)
Mit diesem Ergebnis ko¨nnen die folgenden Grenzfallbetrachtungen angestellt werden.
5.2.3 Grenzfallbetrachtungen
Die Frage, die also behandelt werden soll, lautet: Fu¨hrt eine zunehmende Sta¨rke des
trennenden Potentialwalls – und damit verbunden einer verschwindenden Energieauf-
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Abbildung 5.5: Die Bestimmungsgleichung gema¨ß Gleichung (5.14).
spaltung – dazu, daß das System immer empfindlicher auf einen Niveauunterschied
zwischen beiden Seiten reagiert? Deshalb soll im Folgenden der Grenzfall
• einer sehr starken Barriere und
• eines winzigen Niveauunterschiedes zwischen beiden Seiten,
oder anders ausgedru¨ckt:
λ 1[m−1], ∆U  1[m−2] (5.15)
untersucht werden.
Fu¨r den Grundzustand, d.h. fu¨r den kleinsten Wert der Lo¨sungen aus Gleichung
(5.14), na¨hert sich kl dann asymptotisch an den Wert pi/L an, so daß man schreiben
kann:
kl
!
=
pi
L
(1− κ); =⇒ kr =
√
k2l − 2∆U ≈
pi
L
(
1− κ−∆U L
2
pi2
)
. (5.16)
Der Parameter κ beschreibt hier also eine kleine Abweichung des k-Vektors von dem
des unendlich tiefen (einfachen) Potentialtopfs.
Aus Gleichung (5.12) ergibt sich dann na¨herungsweise das Verha¨ltnis fu¨r die Am-
plituden der Wellenfunktionsanteile auf den beiden Seiten:
Al
Ar
≈ −
(
1 +
∆U
κ
L2
pi2
)
, (5.17)
was besagt, daß das Ergebnis im Wesentlichen von ∆U/κ bestimmt werden wird. Nun
ha¨ngt aber κ nicht nur von λ, sondern auch von ∆U ab; setzt man Gleichung (5.16)
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und (5.17) in (5.11) ein, erha¨lt man in erster Na¨herung:
κ =
1
2(Lλ+ 2)
2−∆U L2pi2 (Lλ+ 2) +
√
4 +
(
∆U
L2
pi2
(Lλ+ 2)
)2 (5.18)
' 1
Lλ
− ∆UL
2
2pi2
+
√(
1
Lλ
)2
+
(
∆UL2
2pi2
)2
. (5.19)
Man findet so also fu¨r den interessierenden Ausdruck in Gleichung (5.17):
∆U
κ
L2
pi2
'
 pi2L3λ∆U − 12 +
√(
pi2
L3λ∆U
)2
+
1
4

−1
=
2
a− 1 +√a2 + 1
(
mit a :=
2pi2
L3λ∆U
)
.
Fu¨r λ  1/∆U divergiert dieser Ausdruck. Das bedeutet, daß sich im Grundzustand
die Aufenthaltswahrscheinlichkeit auch bei sehr kleiner Niveaudifferenz ∆U zwischen
den beiden Seiten durchaus krass nach einer Seite verschieben kann, wenn nur der
trennende Potentialwall (d.h. λ) groß genug ist.
Damit dies, also
∆UL2
κpi2
 1,
eintritt, muß folglich gelten:
a =
2pi2
L3λ∆U
 1.
Man erha¨lt so als Bedingung fu¨r λ:
λ  2pi
2
L3
1
∆U
,
oder, ausgedru¨ckt nicht in atomaren Einheiten:
λ  pi
2h¯4
2L3m2
1
∆U
. (5.20)
Um sich nun darunter etwas vorstellen zu ko¨nnen, kann man berechnen, wel-
che Tunnelzeit sich bei einem a¨quivalenten symmetrischen Doppelmuldenpotential bei
diesem Wert von λ erga¨be.
Bei einem solchen symmetrischen Doppelmuldenpotential gilt fu¨r die Energieauf-
spaltung  der untersten beiden Zusta¨nde:
 =
h¯2pi2
mL2
2(
2 + λ2m
h¯2
L
) .
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Damit wird die Tunnelzeit T zu
T =
2pih¯

=
mL2
(
2 + λ2m
h¯2
L
)
h¯pi
≈ mL
3 λ2m
h¯2
h¯pi
.
Mit der Bedingung fu¨r große Werte von λ aus Gleichung (5.20) findet man schließlich
die einfache Relation
T  h¯
∆U
.
Aus dem in der Literatur (z.B. H. Latal in [14]) angegebenen Ratenungleichge-
wicht von 10−14Z3Kr (mit Z:Kernladungszahl, Kr:Korrekturfaktor (∼ 3− 10)) fu¨r die
unterschiedlichen Enantiomere la¨ßt sich die Gro¨ßenordnung von ∆U abscha¨tzen:
∆U ≈ 10−37J =⇒ T  103s
Die Tunnelzeiten liegen also weit jenseits der Gro¨ßenordnung von Stunden.
Dieses Ergebnis ist nun insofern bemerkenswert, als es einen Hinweis liefert, wie
ein so winziger unsymmetrischer Einfluß wie ihn die schwache Wechselwirkung darstellt,
einen doch entscheidenden Beitrag liefern kann.
Ein (stabiler) chiraler Zustand tritt demnach zwar nur bei Systemen mit sehr ho-
her Barriere ein, mit dem qualitativen Unterschied aber, daß dann der chirale Zustand
zunehmend den tatsa¨chlichen Grundzustand darstellt.
Daß sich dennoch Moleku¨le der jeweils anderen Ha¨ndigkeit herstellen lassen, ist
dazu natu¨rlich kein Widerspruch; es handelt sich dann lediglich um den ersten ange-
regten Zustand mit minimal ho¨herer Energie.
Bemerkenswert ist jedenfalls, daß offenbar zumindest alle untersuchten Ami-
nosa¨uren in genau der Ha¨ndigkeit vorkommen, die durch die schwache Wechselwirkung
mittels eines energetisch tiefer liegenden Zustandes bevorzugt ist [31].
5.2.4 Ein analytisch exaktes Beispiel
Das elegante Verfahren, das bereits in Kap. 3.2.3 angewendet wurde, kann fu¨r die et-
was abstrakte Abscha¨tzung oben (Kap. 5.2.3) ein beeindruckendes Beispiel liefern. So
lassen sich mit dieser Methode exakte analytische Ausdru¨cke fu¨r Potential und Wel-
lenfunktionen gewinnen, an denen man die behaupteten Eigenschaften demonstrieren
kann.
Grundlegend ist wieder eine geeignete Wahl einer Funktion φ, die eine Relation
der ersten beiden Wellenfunktionen darstellt (siehe Anhang A.1):
ψ1 = φψ0.
44 KAPITEL 5. EIN EINZELNES SYSTEM
Schon daraus ist – mit Blick auf das grundsa¨tzliche Aussehen von ψ0 und ψ1 – offen-
sichtlich, daß die Funktion φ z.B. die Form des arctan (wie in Gleichung 3.5 verwendet),
oder des tanh (wie in [32]) haben kann. Hier wird im folgenden die Verwendung des
tanh zitiert, da man durch die darin implizit enthaltenen Exponentialfunktionen zu
Ausdru¨cken kommt, die analytisch handlicher sind.
Es soll also im nun folgenden gelten:
φ = tanh(ax) + b.
Wie bereits in Kap. 3.2.3 erla¨utert, kann mit dem Parameter b eine Asymmetrie des
zu erhaltenden Potentials eingestellt werden.
Fu¨r die Hilfsfunktion χ, die diese Methode beno¨tigt, ergibt sich so:
χ :=
1
2φ′
(φ′′ + φ) =
= −a tanh(ax) + 
4a
[
sinh(2ax) + 2b cosh2(ax)
]
,
woraus man gleich die Grundzustandswellenfunktion erha¨lt:
ψ0 ∼ exp
(
−
∫ x
0
χ(ζ)dζ
)
= (5.21)
= cosh(ax) exp
[
− 
4a2
(
sinh2(ax) +
b
2
sinh(2ax) + abx
)]
. (5.22)
Interessant ist zuna¨chst das sich ergebende Potential:
u = χ2 − χ′ + 0 =
=
2
16a2
[
sinh(2ax) + 2b cosh2(ax)
]2 −
− 
2
[
3 sinh2(ax) + cosh2(ax) + 2b sinh(2ax)
]
+ a2 + 0.
Die angenehmen Eigenschaften dieses Potentials werden in seiner Darstellung in
Exponentialfunktionen sichtbar:
u = U+ · (e+4ax − 2γ+e+2ax) + (5.23)
U− · (e−4ax − 2γ−e−2ax) + (5.24)
+
2
32a2
(3b2 − 1) + a2 + 0 + 
2
, (5.25)
mit U± :=
( 
8a
(1± b)
)2
; γ± := 2
8a2 ∓ b
(1± b) ; (5.26)
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Abbildung 5.6: Morse–Potential.
Der additive Term (5.25) kann im folgenden vernachla¨ssigt werden, bzw. kann wegen
der freien Wa¨hlbarkeit von 0 definiert werden:
0 := − 
2
32a2
(3b2 − 1)− a2 − 
2
.
Das Gesamtpotential besteht also aus den beiden a¨quivalenten Termen (5.23) und
(5.24), die im Wesentlichen zueinander gespiegelte Funktionen darstellen. Terme dieser
Art lassen sich immer auf die Form eines Morse–Potentials2 bringen:
U± · (e±4ax − 2γ± · e±2ax) = U± · (γ±)2 · (e±4a(x−x0) − 2e±2a(x−x0)) (5.27)
mit x±0 = ±
1
2a
ln γ±. (5.28)
Ein Morse–Potential in der Standard–Form
UM(x) = D ·
(
e−4ax − 2e−2ax)
ist in Abb. 5.6 gezeigt; es besitzt sein Minimum bei x˜ = 0 mit UM(x˜) = −D. Dement-
sprechend liegt das Minimum der verschobenen Funktionen bei (x±0 ,−(γ±)2U±).
Allgemein ist von Potentialen der Form U(x) = u1e
−2x/x0 + u2e−x/x0 bekannt,
daß sie zu quantenmechanisch lo¨sbaren Systemen fu¨hren (siehe z.B. [25], das Morse–
Potential ist davon ein Spezialfall), so daß die Lo¨sbarkeit hier nicht u¨berrascht.
Mit der Summe der Terme (5.23), und (5.24) ergibt sich also ein Doppelmulden-
potential (Abb. 5.7) aus zueinander verschobenen/gespiegelten Morse–Potentialen.
2Das Morse–Potential wird auch gelegentlich definiert als UM := D · (1− e−a(r−r0)2 [25] und stellt
eine empirische Funktion dar, um die potentielle Energie zweier Atome in Abha¨ngigkeit von deren
Abstand auszudru¨cken.
46 KAPITEL 5. EIN EINZELNES SYSTEM
x
U
Abbildung 5.7: Doppelmuldenpotential als Summe zweier Morse–Potentiale.
Im Limes hinreichend großer Muldenabsta¨nde la¨ßt sich der U¨berlapp der Morse–
Potentiale vernachla¨ssigen, und so erha¨lt man fu¨r die Differenz der Muldentiefen:
∆U = U+ · (γ+)2 − U− · (γ−)2 = 2b; (5.29)
wie erwartet ist fu¨r b = 0 das Potential symmetrisch und also die Muldendifferenz
verschwunden. Der gegenseitige Muldenabstand ergibt sich zu
∆x = x+0 − x−0 =
1
2a
ln(γ+γ−). (5.30)
Aus Gl. 5.30 la¨ßt sich sofort die Energieaufspaltung in Abha¨ngigkeit von b und ∆x
angeben:
 =
16a2√
4b2 + (1− b2)e2a∆x (5.31)
Fu¨r b = 0 findet man mit  = 16a2e−a∆x wieder die bekannte exponentielle Abha¨ngig-
keit von der Dicke des Potentialwalls gema¨ß Gleichung (5.4).
Bemerkenswert ist, daß fu¨r kleine Niveauunterschiede ∆U der Parameter b nicht
notwendigerweise klein sein muß, gilt doch nach Gl. (5.29)
b =
∆U
2
, (5.32)
d.h. bei einer Niveauaufspaltung  in der Gro¨ßenordnung der Muldendifferenz ∆U wird
b durchaus endlich.
Es macht deshalb Sinn, die Energieaufspaltung in Abha¨ngigkeit von ∆U anstelle
von b auszudru¨cken, und man findet:
 =
√
∆U2
4
+ ((4a)4 −∆U2) e−2a∆x. (5.33)
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∆X
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Abbildung 5.8: Das Potential in Abha¨ngigkeit vom Ort (x) und dem gegenseitigen Ab-
stand der Potentialmulden (DeltaX min) bei konstantem ∆U . Es erfolgt
keine Verformung der Einzelmulden.
Damit ist schließlich die Wellenfunktion im Grundzustand aus Gl. (5.22) in Abha¨ngig-
keit von den eigentlich interessanten Gro¨ßen ∆U und ∆x bekannt.
Es lassen sich nun in bequemer Weise diese maßgeblichen Parameter ∆U und
∆x einstellen. Speziell kann direkt das Systemverhalten beobachtet werden, das sich
ergibt, wenn die Tiefendifferenz der Mulden ∆U
”
klein“, aber konstant gehalten, und
der Muldenabstand ∆x vergro¨ßert wird.
Man beachte, daß ∆U nicht nur die Differenz der Muldentiefen darstellt, son-
dern auch die Differenz der Amplituden der Morse–Potentiale (gema¨ß Gln. (5.27) und
(5.29)); bei alleiniger Vera¨nderung des Muldenabstands ∆x erfolgt tatsa¨chlich also nur
eine gegenseitige Verschiebung der Morse–Potentiale, aber keine Verformung.
In Abb. 5.8 ist das Potential gezeigt, das sich ergibt bei
”
kleiner“, aber konstant
gehaltener Differenz ∆U der Muldentiefen in Abha¨ngigkeit vom Ort und vom Mulden-
abstand ∆x. Abb. 5.9 zeigt das Betragsquadrat der Wellenfunktion im Grundzustand
bei den identischen Parametereinstellung wie in Abb. 5.8; hier kann nun der wesent-
liche Effekt beobachtet werden: Ab einem gewissen Muldenabstand ∆x, d.h. ab einer
gewissen
”
Kleinheit“ der Energieaufspaltung  sammelt sich die gesamte Aufenthalts-
wahrscheinlichkeit auf der Seite der minimal tieferen Mulde – ein Ergebnis, das die
allgemeinen Abscha¨tzungen aus Kap. 5.2.3 in beeindruckender Weise demonstriert.
Schließlich kann noch ein Blick auf die Verschiebung der Wahrscheinlichkeiten
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Abbildung 5.9: Das Betragsquadrat der Grundzustandswellenfunktion in Abha¨ngigkeit
vom Ort (x) und dem gegenseitigen Abstand der Potentialmulden (Del-
taX min) bei konstant gehaltenem ∆U .
∆P in Abha¨ngigkeit von ∆U/ (d.h. vom Niveauunterschied in Einheiten der Energie-
aufspaltung) geworfen werden.
Das Betragsquadrat der Grundzustandswellenfunktion (Gleichung (5.22)) konn-
te nicht analytisch integriert werden; so wurde lediglich eine numerische Integration
durchgefu¨hrt. Das Ergebnis ist in Abb. 5.10 gezeigt. Der Parameter, der hier variiert
und mittels dem der Wert von ∆U/ eingestellt wird, ist der Muldenabstand (bei kon-
stant gehaltenem ∆U). Der Randwert ∆U/ = 2 wird nur im Limes eines unendlichen
Muldenabstandes erreicht (na¨herungsweise aber schon weit fru¨her). Dieser Wert stimmt
mit dem Ergebnis aus Gleichung (5.9), vgl. Abb. 5.3, u¨berein.
Aber scheinbar ist hier der Zusammenhang strikt linear, d.h. konkret scheint hier
zu gelten (mit Blick auf Gl. (5.32)) ∆P = b. Analytisch konnte dies aber nicht gezeigt
werden.
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Abbildung 5.10: Die Differenz der Aufenthaltswahrscheinlichkeiten ∆P := Pl − Pr (nu-
merisch).
Kapitel 6
Kopplungen gleichartiger Systeme
Da reale Moleku¨le meist im Kollektiv vorkommen, macht es Sinn nach mo¨glichen Aus-
wirkungen von gegenseitiger Wechselwirkung gleichartiger Doppelmuldensysteme zu
fragen.
6.1 Das Doppelmuldenpotential als Spinor
Wie hinla¨nglich bekannt, kann ein Doppelmuldenpotential mit hinreichend hoher Po-
tentialbarriere als Zweiniveausystem aufgefasst werden. In diesem Fall kann vorteilhaf-
terweise von einem Formalismus Gebrauch gemacht werden, wie man ihn von Spin–
1/2–Teilchen kennt (z.B. [22]).
Die Darstellung ist also identisch mit der eines Spins in einem a¨ußeren Feld,
und dementsprechend la¨ßt sich der Hamiltonian eines isolierten Doppelmuldensystems
schreiben als
H = −σz,
wobei σz eine Pauli–Spinmatrix bezeichnet. Die Eigenzusta¨nde und Eigenwerte sind
dann bekanntermaßen:
−σz
(
1
0
)
= −
(
1
0
)
= E0
(
1
0
)
; (entspricht dem Grundzustand)
−σz
(
0
1
)
= +
(
0
1
)
= E1
(
0
1
)
; (entspricht dem 1. angeregten Zustand)
Ferner stellen offensichtlich die Eigenzusta¨nde des σx–Operators die chiralen Zusta¨nde
dar:
1√
2
σx
(
1
1
)
= +
1√
2
(
1
1
)
=
1√
2
[(
1
0
)
+
(
0
1
)]
=ˆ |L〉,
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1√
2
σx
(
1
−1
)
= − 1√
2
(
1
−1
)
= − 1√
2
[(
1
0
)
−
(
0
1
)]
=ˆ |R〉.
Als Erwartungswerte der Spinoperatoren findet man fu¨r den Spinvektor
(
s1
s2
)
:〈
σx
〉
= s∗1s2 + s1s
∗
2 = 2<(s∗1s2),〈
σz
〉
= |s1|2 − |s2|2.
O.B.d.A ko¨nnen s1, s2 hier als reel angenommen und in normierter Weise mit einem
Winkel parametrisiert werden: (
s1
s2
)
!
=
(
cosα
sinα
)
,
woraus dann sofort fu¨r die quantenmechanischen Erwartungswerte folgt:〈
σx
〉
= sin 2α,
〈
σz
〉
= cos 2α. (6.1)
6.2 Die Kopplung zweier gleichartiger Systeme
Mit obigem Formalismus kann nun leicht untersucht werden, wie sich eine Kopplung
zweier Doppelmuldensysteme (1) und (2) bezu¨glich ihrer chiralen Zusta¨nde auswirkt. In
der einfachsten Weise kann diese Wechselwirkung als Produkt der Spinvektoren formu-
liert werden, was formal einer Spin–Spin–Wechselwirkung entspricht. Der Hamiltonian
des Gesamtsystems lautet dann:
H = −σz(1)− σz(2) + gσx(1)σx(2),
g ist dabei der Parameter der Kopplungssta¨rke.
Der Erwartungswert der Energie ha¨ngt entsprechend (6.1) von zwei Winkeln, α
fu¨r System (1) und β fu¨r System (2), ab:〈
E
〉
= −
(〈
σz(1)
〉
+
〈
σz(2)
〉)
+ g
〈
σx(1)
〉〈
σx(2)
〉
= − (cos 2α + cos 2β) + g sin 2α sin 2β.
Dieser Ausdruck ist nun nach den beiden Winkeln zu minimieren. Da dieser offensicht-
lich pi–periodisch ist, genu¨gt es, lediglich das Intervall [0, pi] zu betrachten, alle weiteren
Lo¨sungen sind davon um ganzzahlige Vielfache von pi verschoben.
Es zeigt sich, daß drei Fa¨lle zu unterscheiden sind:
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1. |g/| ≤ 1: Es gibt nur die Lo¨sung α = β = 0; der energetisch gu¨nstigste Zustand
ist also der rein achirale, wie im Fall des isolierten Systems;
2. g/ > +1: Es gibt nun zwei Energieminima bei
α = ±1
2
arccos

g
und β = pi ∓ 1
2
arccos

g
,
woraus schließlich folgt:
〈
σx(1)
〉
= sin
(
± arccos 
g
)
= ±
√
1− 
2
g2
,
〈
σx(2)
〉
= sin
(
2pi ∓ arccos 
g
)
= ∓
√
1− 
2
g2
.
Der rein achirale Zustand ist nun nicht la¨nger der energetisch gu¨nstigste, sondern
die Energieminima bewegen sich in Richtung der chiralen Zusta¨nde, wobei die
beiden Einzelsysteme entgegengesetzt eingestellt sind (d.h. {|L(1)〉, |R(2)〉} oder
{|R(1)〉, |L(2)〉});
3. g/ < −1: In analoger Weise ergeben sich hier die Winkel
α = β = ±1
2
arccos
(
− 
g
)
,
und somit
〈
σx(1)
〉
=
〈
σx(2)
〉
= sin
(
± arccos
(
− 
g
))
= ±
√
1− 
2
g2
.
Die Einstellungen der beiden Einzelsysteme sind hier also identisch.
Insgesamt ergibt sich also das bekannte Bild eines Phasenu¨bergangs (Abb. 6.1). Fu¨r den
Kopplungsparameter existiert nach beiden Richtungen ein kritischer Wert, an dem eine
Bifurkation stattfindet; der Grundzustand spaltet auf in zwei a¨quivalente Zusta¨nde, die
sich mit zunehmender Kopplungssta¨rke immer weiter den chiralen Zusta¨nden anna¨hern.
Der Unterschied zwischen chiralen und achiralen Zusta¨nden ist hier in jedem Fall qua-
litativer Natur.
6.3 Zwei–Niveau–Systeme im Ensemble
Die bisherige Betrachtung gekoppelter Systeme beschra¨nkte sich auf die gegenseitige
Wechselwirkung zweier Systeme. Um nun zu einem realistischeren Modell zu gelangen,
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Abbildung 6.1: Mittelwert von σx fu¨r den Grundzustand (in Abha¨ngigkeit von der
Kopplungssta¨rke) als
”
Maß fu¨r Chiralita¨t“.
kann man das Verhalten eines ganzen Ensembles von Zwei–Niveau–Systemen betrach-
ten, die miteinander in Wechselwirkung stehen.
Die Idee, Systeme mit Ha¨ndigkeit unter dem Aspekt molekularer Wechselwirkun-
gen im Ensemble zu betrachten, ist nicht vo¨llig neu. Z.B. in [33] wird mit dynamischen
Gleichungen nach Art des Gleichungssystems (7.2) gearbeitet und die Wechselwirkung
durch einen nichtlinearen Zusatzterm beru¨cksichtigt. Im Ergebnis fu¨hrt dies zu einer ge-
gebenenfalls stark einseitigen Besetzung einer Potentialmulde. In [34] wird ein Gas aus
pyramidalen Moleku¨len hoher Dichte als Gitter von wechselwirkenden Zwei–Niveau–
Systemen aufgefasst, wobei sich ebenfalls eine Lokalisation in einer Potentialmulde
ergibt.
Im Folgenden soll nun ein statistischer Ansatz verwendet und also die Temperatur
miteinbezogen werden.
Als Methode der Wahl bietet sich ein Vorgehen an, wie es ganz a¨hnlich aus der
Theorie der Ferromagnetika bekannt ist: Es wird sozusagen in einer mean–field–Na¨he-
rung die Wechselwirkung eines Ensemble–Mitglieds mit dem (zu bestimmenden) Mit-
telwert des restlichen Ensembles betrachtet. Mit einem selbstkonsistenen Ansatz kann
dann dieser gesuchte Mittelwert (a¨hnlich einem Hartree–Fock–Verfahren) berechnet
werden.
Der Hamiltonian, der die Kopplung eines Einzelsystems mit dem gemittelten Rest
des Ensembles beschreibt, lautet dann analog zu Gleichung (6.2):
H = −〈σz〉+ g〈σx〉〈σx〉;
dabei bezeichnet
〈
σx
〉
den statistischen Mittelwert des Ensembles. In der Kopplungs-
konstanten g sind hier auch gewisse Eigenschaften der Umgebung enthalten, z.B. die
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mittlere Zahl der na¨chsten Nachbarn.
Dieser Ansatz ist natu¨rlich interpretrationsbedu¨rftig. Da es sich hier um ein ge-
samtes Ensemble (sozusagen um eine ganze Packung Zucker) handelt, entspricht g < 0
einer Tendenz durch die Kopplung hin zu einer einheitlichen Ha¨ndigkeit, wa¨hrend g > 0
eher zur Ausbildung eines Razemats fu¨hrt. Aus technischen Gru¨nden wurde fu¨r das
Folgende g < 0 gewa¨hlt.
Wie gezeigt, ko¨nnen die quantenmechanischen Mittelwerte in diesem Formalismus
vorteilhaft mit Hilfe eines Parameters angegeben werden (vgl. Gleichung (6.1)):〈
σx
〉
= sin 2α,
〈
σz
〉
= cos 2α.
Die Ein–Teilchen–Zustandssumme fu¨r ein unbekanntes aber festes
〈
σx
〉
lautet dann:
Z =
∫
e−β(−<σz>+g<σx><σx>)dΓ =
2pi∫
0
e−β(− cos(2α)+g sin(2α)<σx>)dα =
=
2pi∫
0
ea cos(2α)+b sin(2α)dα =
2pi∫
0
ea cos(α)+b sin(α)dα;
mit a := β, b := −gβ〈σx〉
Dieses Integral ist bekannt (z.B. aus [35]):
Z = 2piI0(
√
a2 + b2); mit Iν : modifizierte Besselfunktionen.
Der gesuchte Mittelwert (sozusagen die
”
mittlere Chiralita¨t“) ergibt sich dann aus:
〈
σx
〉
= sin 2α =
∂
∂b
lnZ =
b√
a2 + b2
I1(
√
a2 + b2)
I0(
√
a2 + b2)
. (6.2)
Gleichung (6.2) stellt natu¨rlich noch keine Lo¨sung dar, da b selbst wieder von < σx >
abha¨ngt, sondern nur einen selbstkonsistenten Ansatz dafu¨r. Die Lo¨sungen ko¨nnen
durch einen gedachten iterativen Prozeß gefunden werden: Ein (gewissermaßen beliebi-
ger) Wert fu¨r < σx > wird in die rechte Seite von Gleichung (6.2) eingesetzt und daraus
ein neuer Mittelwert berechnet, der dann im jeweils na¨chsten Schritt wieder auf der
rechten Seite eingesetzt wird. Die Grenzwerte, die sich nach einem solchen Iterations-
prozeß – also einer Iteration der Form f(f(f(· · ·))) – einstellen, lassen sich unschwer
finden: Wie auch in Kap. 7.3 ausgefu¨hrt, sind die Fixpunkte einer solchen Iteration im-
mer die Schnittpunkte der iterierten Funktion mit der Winkelhalbierenden. In diesem
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Fall lautet die iterierte Funktion also (siehe auch Abb. 6.2):
f(x) =
b(x)√
a2 + b2(x)
I1(
√
a2 + b2(x))
I0(
√
a2 + b2(x))
= (6.3)
=
γx√
1 + γ2x2
· I1(β
√
1 + γ2x2)
I0(β
√
1 + γ2x2)
; mit γ :=
|g|

. (6.4)
Fu¨r das Folgende sollen hier einige Eigenschaften der modifizierten Besselfunktionen
erwa¨hnt werden, und da speziell die des Quotienten I1/I0, der fu¨r das Folgende relevant
ist (nach [36]):
1. I′0(z) = I1(z); I
′
1(z) = I0(z)− 1z I1(z);
speziell fu¨r reellwertige Argumente z = x ∈ IR und positiv ganzzahlige Ordnung
ν = n ∈ IN0 gilt:
2. In(x) =
(
1
2
x
)n ∞∑
k=0
x2k
4kk!(k + n!)
; ⇒ In(x) ≥ 0 (fu¨r x ≥ 0);
3. In(x) =
1
pi
pi∫
0
ex cos θ · cos(nθ)dθ; ⇒ I0(x) > I1(x); ⇒ I1(x)I0(x) < 1;
4. fu¨r große Argumente gilt:
I0(x) =
ex√
2pix
(
1 +
1
8x
+
9
2!(8x)2
+
9 · 25
3!(8x)3
+ · · ·
)
; (6.5)
I1(x) =
ex√
2pix
(
1− 3
8x
− 3 · 5
2!(8x)2
− 3 · 5 · 21
3!(8x)3
+ · · ·
)
; (6.6)
⇒ lim
x→∞
I1
I0
= 1; (6.7)
bzw.:
I1(x)
I0(x)
≈ 8x− 3
8x+ 1
; (fu¨r x 1) (6.8)
5. Der Ausdruck I1/I0 kann als Kettenbruch dargestellt werden:
I1(x)
I0(x)
=
1
2
x +
1
4
x
+
1
6
x
+
1
. . .
; (6.9)
hieraus folgt, daß fu¨r kleine Argumente I1(x)/I0(x) ≈ x/2 gilt.
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Abbildung 6.2: Die zu iterierenden Funktion gema¨ß Gleichung (6.4). Der Plot zeigt das
prinzipielle Aussehen, konkret wurde γ = 1 und  = 1 gewa¨hlt. Mit
zunehmendem Wert von β (d.h. mit abnehmender Temperatur) nimmt
die Steigung bei x = 0 zu, was schließlich zu stabilen Fixpunkten bei
x 6= 0 fu¨hren kann, da dort die Funktion im Wesentlichen waagerecht
verla¨uft, siehe Text.
Sofort offensichtlich ist der Fixpunkt bei
〈
σx
〉
= 0 wegen f(x = 0) = 0 (Gleichung
(6.4)). Ob es sich hierbei um einen stabilen oder instabilen Fixpunkt handelt, ha¨ngt
von der Steigung der Funktion in diesem Punkt ab:
∂
∂x
f
∣∣∣∣
x=0
= γ
I1(β)
I0(β)
.
Eine wesentliche Systema¨nderung – ein Phasenu¨bergang sozusagen – ist also zu erwar-
ten, wenn gilt:
∂
∂x
f
∣∣∣∣
x=0
= 1. (6.10)
Da, wie oben gezeigt, die Funktion I1/I0 im Intervall [0, 1[ lebt, lassen sich Lo¨sungen
dafu¨r nur mit γ > 1 finden.
Die numerische Lo¨sung von Gleichung (6.10) und deren Approximationen sind
in Abb. 6.3 dargestellt. Erwartungsgema¨ß gibt es fu¨r γ ≤ 1 keine Lo¨sungen mit
< σx > 6= 0; dies erinnert auch an das Ergebnis aus Kapitel 6.2.
Mit Hilfe der oben angegehenen Eigenschaften la¨ßt sich leicht das Grenzwertver-
halten dieser Lo¨sung angeben:
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• Fu¨r große Werte von β wird wegen Gleichung (6.8) die Bestimmungsgleichung
(6.10) zu
γ
8β− 3
8β+ 1
= 1; ⇒ β = 1
2(γ − 1) . (6.11)
• Fu¨r kleine Werte von β (oder konkret im Grenzfall sehr kleiner Energieaufspal-
tungen ) la¨ßt sich mit Gleichung (6.9) die Bestimmungsgleichung approximieren
zu
γ
β
2
= 1 ⇒ β = 2
γ
. (6.12)
Die in Abb. 6.3 dargestellte Kurve na¨hert sich also nach beiden Seiten einer
Hyperbel an.
Zur Verdeutlichung kann die Lo¨sung aus Abb. 6.3 invertiert dargestellt, und direkt
die Temperatur in Relation zur Kopplungssta¨rke angetragen werden (Abb. 6.4):  dient
dann sozusagen lediglich der Skalierung der aufgetragenen Gro¨ßen.
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Abbildung 6.3: Die numerische Lo¨sung der Abha¨ngigkeit des U¨bergangs von einem achi-
ralen zu einem chiralen System von der Kopplungskonstanten (in Ein-
heiten der Energieaufspaltung). Zusa¨tzlich eingezeichnet sind die Ap-
proximationen fu¨r große und kleine Werte von β gema¨ß den Gleichun-
gen (6.11) und (6.12).
Wie man sieht, liefert also bereits dieses sehr einfache Modell ein
”
Chiralita¨ts–
Szenario“: Es tritt ein qualitativer Unterschied zwischen chiralen und achiralen Mo-
leku¨len auf, abha¨ngig im Wesentlichen vom Parameter der zwischenmolekularen Kopp-
lungssta¨rke.
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Abbildung 6.4: Zustandsdiagramm: Die inverse Darstellung von Abb. 6.3. Zusa¨tzlich
eingezeichnet sind die Approximationen fu¨r große und kleine Werte von
β gema¨ß den Gleichungen (6.11) und (6.12).
Eine wesentliche Schwa¨che dieses einfachen Ansatzes muß natu¨rlich erwa¨hnt wer-
den: Ensembles mit g > 0 (also entsprechend eine Razemat) ließen sich sicher analog
durchrechnen; in jedem Fall wu¨rden sich aber die Komponenten eines solchen Razema-
tes wegen ihrer Umgebungsabha¨ngigkeit nie trennen lassen.
Kapitel 7
Kopplung mit der Umgebung
Chirale Moleku¨le, bzw. deren vereinfachte Modelle als vollsta¨ndig isoliert im Raum zu
betrachten birgt wohl immer die Gefahr der U¨bersimplifizierung. Deshalb sollen nun
mo¨gliche Einflu¨sse der Umgebung diskutiert werden.
7.1 Der Quanten–Zenon–Effekt
Einleitend zu diesem Kapitel soll eine interessante allgemeine Tatsache zitiert wer-
den: Der Quanten–Zenon–Effekt1 bezeichnet den Umstand, daß ein beliebiger Quan-
tenzustand eines Systems (bei geringen Zustandsdichten) dauerhaft festgehalten wer-
den kann, wenn ha¨ufig Zustandsmessungen an diesem System vorgenommen werden.
Ein Kontakt eines Systems mit seiner Umgebung kann als ein solcher
”
permanenter
Meßprozeß“ angesehen werden.
Der Effekt la¨ßt sich ebenso einfach, wie allgemein abscha¨tzen (z.B. [25]):
Sei ein System zu einer Zeit in einem beliebigen Zustand |u〉; die Wahrschein-
lichkeit, daß es sich nach einer kurzen Zeitspanne t noch immer im gleichen Zustand
befindet, ist dann:
P (t) =
∣∣〈u|e− ıh¯Ht|u〉∣∣2 = 1− t2K + O(t4);
mit K :=
1
h¯
(〈
u|H2|u〉− 〈u|H|u〉2) .
1Dieser Begriff leitet sich ab vom bekannten Zenon–Paradoxon: Der antike griechische Held Achil-
les kann im Wettlauf mit einer Schildkro¨te, die einen Vorsprung hat, diese niemals einholen, denn
jedesmal, wenn er den Ort erreicht, an dem die Schildkro¨te sich gerade befindet, ist diese bereits ein
Stu¨ckchen weiter.
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Werden nun im Zeitintervall [0, t] N Messungen vorgenommen, dann folgt na¨herungs-
weise fu¨r die Wahrscheinlichkeit des Verharrens im Zustand |u〉:
PN(t) ≈
(
1− t
2
N2
K
)N
−→N1 e− t
2
N
K −→ 1.
Das System bleibt also bei sehr ha¨ufiger Messung immer im gleichen Zustand und kann
auf diese Weise sozusagen
”
festgemessen“ werden. Dieser Effekt ist auch als
”
watchdog
effect“ bekannt.
7.2 Chirale Pra¨paration und Sto¨rung
Hier soll nun die Auswirkung von zeitabha¨ngiger Sto¨rung auf ein Doppelmuldensystem
diskutiert werden. Betrachtet werden dabei wieder nur die ersten beiden Zusta¨nde;
dies ist vor allem durch die Frage motiviert, wie sich die Sto¨rungen auf einen chiralen
Anfangszustand auswirken ko¨nnten.
7.2.1 Gerade Sto¨rung als Spezialfall
Zuna¨chst soll dieses Problems mittels Sto¨rungsrechnung in der Art, wie sie auch in [27]
durchgefu¨hrt wurde, hier gezeigt werden: Mittels eines Vorgehens (vgl. [27]2), wie es
standardma¨ßig fu¨r zeitunabha¨ngige Sto¨rung verwendet wird, la¨ßt sich der Einfluß einer
rein geraden Sto¨rung (d.h. H ′(x, t) = H ′(−x, t)) besonders leicht untersuchen.
Wie u¨blich wird die Dynamik durch eine Schro¨dingergleichung beschrieben:
ıh¯
d
dt
|ψ〉 = H0|ψ〉+H ′|ψ〉, (7.1)
dabei bezeichnet H0 den Hamiltonian des Doppelmuldenpotentials und H
′ eine belie-
bige zeitabha¨ngige Sto¨rung. Fu¨r Energien hinreichend weit unterhalb der Potentialbar-
riere gilt wieder der Ansatz
|ψ〉 = a(t)|ψ0〉+ b(t)|ψ1〉.
Dies eingesetzt in (7.1) ergibt ein Differentialgleichungssystem fu¨r die zeitabha¨ngigen
Koeffizienten a und b, und so folgt nach kurzer Rechnung:
d
dt
(
a
b
)
=
1
ıh¯
(
E0 +
〈
ψ0|H ′|ψ0
〉 〈
ψ0|H ′|ψ1
〉〈
ψ1|H ′|ψ0
〉
E1 +
〈
ψ1|H ′|ψ1
〉 )( a
b
)
. (7.2)
2In [27] wollen die Autoren eigentlich das explizit zeitabha¨ngige Problem behandeln. Allerdings ist
diese Art des Vorgehens im zeitabha¨ngigen Fall nicht zula¨ssig.
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Die allgemeine Form hiervon ist ~˙x = A(t)~x und wu¨rde fu¨r ein zeitunabha¨ngiges H ′
gelo¨st durch
~x(t) = eA(t−t0)~x0.
Ist allerdings – wie nach Voraussetzung – die Sto¨rung gerade, dann gilt〈
ψ0|H ′|ψ1
〉
= 0 =
〈
ψ1|H ′|ψ0
〉
die Matrix A ist also diagonal, und dann la¨ßt sich Gleichung (7.2) einfach integrieren.
Mit der Definition
i := Ei +
1
t− t0
t∫
t0
〈
ψi|H ′|ψi
〉
dt; (i = 0, 1); (7.3)
lautet die Lo¨sung
(
a
b
)
=
 e
−ı0
h¯
(t− t0)
0
0 e
−ı1
h¯
(t− t0)

(
a0
b0
)
. (7.4)
Fu¨r die U¨bergangswahrscheinlichkeit auf einen Rechtszustand unter einer geraden Sto¨-
rung mit einem Linkszustand als Anfangszustand, ergibt sich
∣∣〈R|ψ(t)〉∣∣2 = 1
4
∣∣∣∣∣e−ı
0
h¯
(t− t0) − e−ı
1
h¯
(t− t0)
∣∣∣∣∣
2
= sin2
(
1 − 0
2h¯
(t− t0)
)
.
(7.5)
Wegen
〈
ψ1|H ′|ψ1
〉
=
〈
ψ0|H ′|ψ0
〉
zeigt sich
1 − 0 = E1 − E0 + 1
t− t0
∫ t
t0
(
〈
ψ1|H ′|ψ1
〉− 〈ψ0|H ′|ψ0〉)dt = E1 − E0.
Man erha¨lt also genau das gleiche Verhalten, wie ohne Sto¨rung; Sto¨rungen gerader
Parita¨t wirken sich hier folglich generell nicht aus.
7.2.2 Allgemeine Behandlung der zeitabha¨ngigen Sto¨rung
Es soll nun allgemeiner der Einfluß einer explizit zeitabha¨ngigen Sto¨rung auf die un-
tersten beiden Zusta¨nde eines Doppelmuldenpotentials untersucht werden. Wie schon
oben, erfolgt dies in einer Behandlung als Zwei–Niveau–System.
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Konkret wird dazu in Sto¨rungsrechnung das Matrixelement
〈
ψα|U |ψ(t0)
〉
des
U¨bergangs eines Startzustandes |ψ(t0)
〉
auf einen Misch–Zustand
|ψα
〉
:= cosα · |ψ0
〉
+ sinα · |ψ1
〉
berechnet; U stellt den Zeitentwicklungsoperator gema¨ß H = H0 +H
′ dar, beinhaltet
also bereits die Sto¨rung. Der Parameter α kann dann durchgestimmt und das Maxi-
mum gesucht werden. Vorteilhaft la¨ßt sich hier eine Entwicklung der Sto¨rung in einer
Dyson–Reihe vornehmen – ein Verfahren, wie es in der Standard–Literatur (z.B. [37])
beschrieben ist; der Vollsta¨ndigkeit halber wird diese Technik hier skizziert:
Fu¨r einen Operator
V (t, t0) := U
†
0(t)U(t, t0)U0(t0) (U0: Zeitentwicklungsoperator gema¨ß H0)
gilt die Bewegungsgleichung
ıh¯
d
dt
V (t, t0) = H˜
′V (t, t0), wobei H˜ ′ := U
†
0(t)H
′(t)U0(t); (7.6)
dies wird gelo¨st mit
V (t, t0) = T e
− ı
h¯
∫ t
t0
H˜ ′(τ)dτ
, (T : Zeitordnungsoperator),
oder ausgeschrieben (Dyson–Reihe):
V (t, t0) = 1I− ı
h¯
t∫
t0
H˜ ′(t1)dt1 +
(
− ı
h¯
)2 t∫
t0
dt1
t1∫
t0
dt2H˜
′(t1)H˜ ′(t2) + · · · . (7.7)
Nimmt man als Startzustand |ψ(t0)
〉
= 1/
√
2 · (|ψ0
〉
+ |ψ1
〉
) = |L〉, dann lautet das
U¨bergangsmatrixelement
〈
ψα|U |ψ(t0)
〉
=
〈
ψα|U0(t)V (t, t0)U †0(t0)|ψ(t0)
〉
=
=
(
e
− ı
h¯
E0t
cosα
〈
ψ0|+ e
− ı
h¯
E1t
sinα
〈
ψ1|
)
V (t, t0)|ψ0
〉e+ ıh¯E0t0√
2
+
+
(
e
− ı
h¯
E0t
cosα
〈
ψ0|+ e
− ı
h¯
E1t
sinα
〈
ψ1|
)
V (t, t0)|ψ1
〉e+ ıh¯E1t0√
2
.
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Bis zur zweiten Ordnung entwickelt und ausgeschrieben lauten dann die Matrixelemen-
te einzeln:〈
ψα|U |ψ0
〉 ≈
cosα · e− ıh¯E0(t−t0) −
− ı
h¯
cosα · e− ıh¯E0(t−t0) t∫
t0
H ′00(t1)dt1 + sinα · e−
ı
h¯E1te+
ı
h¯E0t0
t∫
t0
e+
ı
h¯ (E1−E0)t1H ′10(t1)dt1
−
1
h¯2
cosα · e− ıh¯E0(t−t0) t∫
t0
dt1
t1∫
t0
dt2
(
H ′00(t1)H
′
00(t2) + e
− ıh¯ (E1−E0)(t1−t2)H ′01(t1)H
′
10(t2)
)
+
+ sinα · e− ıh¯E1te+ ıh¯E0t0
t∫
t0
dt1
t1∫
t0
dt2
(
e+
ı
h¯ (E1−E0)t1H ′10(t1)H
′
00(t2) + e
+ ıh¯ (E1−E0)t2H ′11(t1)H
′
10(t2)
)
〈
ψα|U |ψ1
〉 ≈
sinα · e− ıh¯E1(t−t0) −
− ı
h¯
cosα · e+ ıh¯E1t0e− ıh¯E0t t∫
t0
e−
ı
h¯ (E1−E0)t1H ′01(t1)dt1 + sinα · e−
ı
h¯E1(t−t0)
t∫
t0
H ′11(t1)dt1
−
1
h¯2
cosα · e+ ıh¯E1t0e− ıh¯E0t t∫
t0
dt1
t1∫
t0
dt2
(
e−
ı
h¯ (E1−E0)t2H ′00(t1)H
′
01(t2) + e
− ıh¯ (E1−E0)t1H ′01(t1)H
′
11(t2)
)
+
+ sinα · e− ıh¯E1(t−t0)
t∫
t0
dt1
t1∫
t0
dt2
(
e+
ı
h¯ (E1−E0)t1e−
ı
h¯ (E1−E0)t2H ′10(t1)H
′
01(t2) +H
′
11(t1)H
′
11(t2)
)
In diesen Ausdru¨cken wurde die Abku¨rzung H ′i,j :=
〈
ψi|H ′(x, t)|ψj
〉
verwendet.
Nun muß man sich fu¨r eine konkrete Form des Sto¨roperators entscheiden. Es wurde
hier verwendet:
H ′(x, t) = w(x) cos(Ωt); (7.8)
damit lassen sich alle Zeitintegrale in der Dyson–Entwicklung analytisch lo¨sen; zuge-
gebenermaßen ist hier die Verwendung einer harmonischen Funktion unter Umsta¨nden
problematisch.
In dem sich ergebenden Ausdruck sind nun noch die OrtsintegraleWij :=
〈
ψi|w(x)|ψj
〉
enthalten. Mit dem allgemeinen linearen Ansatz
w(x) = a · x+ b (7.9)
ko¨nnen diese Ortsintegrale gena¨hert werden:
W00 = W11 = b; W10 = W01 ≈ −L
4
a; (L : mittlere Ausdehnung)
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Damit ist im Grunde das gesuchte U¨bergangs–Matrixelement (bis in zweiter Ordnung)
bekannt und kann nun fu¨r den Grenzfall verschwindender Energiedifferenzen E1 − E0
untersucht werden.
Der Ausdruck, der sich dafu¨r ergibt ist ziemlich unhandlich und soll hier auch
gar nicht wiedergegeben werden. Um zu einer Vereinfachung zu gelangen wurden den
Konstanten
”
bequeme“ Werte zugewiesen:
t0 = 0, E0 = 0, Ω = 1; L = 1, h¯ = 1,
so daß die U¨bergangswahrscheinlichkeit nur noch von den Variablen t und α und den
Parametern a und b abha¨ngt. Die U¨bergangswahrscheinlichkeit kann nun graphisch
dargestellt werden. Es zeigt sich (durch Ableiten nach α), daß fu¨r rein gerade Sto¨rung
(a = 0) oder fu¨r rein ungerade Sto¨rung (b = 0) die Extrema bei ±pi/4 bleiben, d.h. die
Sto¨rung ist ohne Effekt; Fu¨r den geraden Fall ist dies natu¨rlich in U¨bereinstimmung
mit dem Ergebnis aus Kapitel 7.2.1. Erst wenn a 6= 0 und b 6= 0 gewa¨hlt werden stellt
sich ein zeitliches Oszillieren des
”
Mischwinkels“ α mit der Frequenz Ω der Sto¨rung
ein, siehe Abb. 7.1.
pi/2pi/2
ψ  α|U(t,t 0 )|L 
0
−
10
0
5
1
2
t
α
Abbildung 7.1: Das Betragsquadrat des Matrixelements
〈
ψα|U(t, t0)|L
〉
. Da der Graph
nicht normiert ist, ist lediglich die Form, speziell die Lage der Extre-
ma in Abha¨ngigkeit von dem Mischungswinkel α entscheidend. Fu¨r die
Graphik wurde a = 1, b = 1 verwendet.
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7.3 Das Doppelmuldenpotential in
”
wa¨ssriger Um-
gebung“
Ist – wie in dieser Arbeit – von chiralen Moleku¨len die Rede, hat man in erster Linie
Biomoleku¨le im Blick. Biomoleku¨le sind aber nie isoliert in einem isotropen Raum – die
Modellvorstellung, die wesentlich fu¨r das Paradoxon chiraler Moleku¨le sein ko¨nnte, son-
dern sie sind stets in einer Umgebung eingebettet. Diese Umgebung ist typischerweise
Wasser. Es macht deshalb Sinn, zuna¨chst den Blick auf den grundsa¨tzlichen Einfluß
wa¨sseriger Umgebung zu richten.
Die maßgebliche Besonderheit der wa¨sserigen Umgebung ist wohl die Wasserstoff-
bru¨ckenbindung3. Wasserstoffbru¨ckenbindungen sind erheblich schwa¨cher als kovalente
Bindungen, sie zerfallen sta¨ndig und werden sta¨ndig neu gebildet. Dennoch ist ihr Ein-
fluß so bedeutend, daß es beispielsweise keinen Sinn macht, Biomoleku¨le und deren
Dynamik ohne den Einfluss ihrer wa¨sserigen Umgebung zu simulieren (z.B. [38]).
Wasser ist in diesem Sinne also ho¨chstens im Mittel eine isotrope Umgebung.
Es soll nun der Versuch unternommen werden, den oben beschriebenen Einfluß
von Wasser auf ein chirales Moleku¨l zu untersuchen. Da es in dieser Arbeit um eine
ganz allgemeine Fragestellung und nicht um ein konkretes Moleku¨l geht, kann auch das
hierfu¨r verwendete Modell nur sehr grob sein:
Im hier zu betrachtenden Modellsystem handelt es sich wieder um das in Kapitel
5.2 verwendete Doppelmuldenpotential mit δ–Funktions–fo¨rmiger Barriere. Um nun
den Einfluss der am Moleku¨l gewissermaßen zerrenden Wasserstoffbru¨ckenbindungen
einzubeziehen, soll noch angenommen werden, daß die Potentialniveaus auf den beiden
Seiten sich sozusagen
”
federnd“ heben oder senken ko¨nnen, je nachdem wieviel Aufent-
haltswahrscheinlichkeit u¨ber ihnen lastet (Abb. 7.2). In diesem Fall bleibt die Energie
3 Das Wassermoleku¨l besteht bekanntermaßen aus einem Sauerstoff- und zwei Wasserstoffatomen.
Aufgrund der wesentlich ho¨heren Elektronegativita¨t des Sauerstoffs gegenu¨ber dem Wasserstoff wer-
den die Elektronen der Wasserstoffatome tendenziell in Richtung des Sauerstoffatoms gezogen, was
dazu fu¨hrt, daß die Ladungsschwerpunkte des Wassermoleku¨ls sich nicht mehr decken. Das Sauerstoff-
atom erha¨lt in der Folge eine negative, die Wasserstoffatome eine positive Partialladung, was zu der
bekannten Polarita¨t des Wassermoleku¨ls fu¨hrt. In guter Na¨herung la¨ßt sich die Form des Wassermo-
leku¨ls als Tetraeder beschreiben, bei dem in zwei Ecken die Wasserstoffatome sitzen, in den anderen
beiden die Wolken negativer Ladung der freien Elektronenpaare und in der Mitte das Sauerstoffatom.
Aufgrund der Polarita¨t ist nun elektrostatische Wechselwirkung zwischen den Wassermoleku¨len un-
tereinander oder mit hydrophilen, funktionellen Gruppen anderer Moleku¨le mo¨glich. Dieses Pha¨nomen
bezeichnet man als Wasserstoffbru¨ckenbindung.
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natu¨rlich nicht erhalten, was aber bei der Vorstellung eines
”
dissipativen“ Einflusses
der Umgebung durchaus Sinn macht.
Der Ansatz fu¨r dieses Modell ist demnach der gleiche wie in Kapitel 5.2, nur
eben ohne Betrachtung des Grenzfalls (5.15), insbesondere aber mit einem durchaus
endlichen Niveauunterschied beider Mulden. Formal und vom Prinzip her besteht hier
natu¨rlich auch eine große A¨hnlichkeit zur Schro¨dingergleichung mit logarithmischem
Korrekturterm, wie sie in Kap. 4.1 vorgestellt wurde; dort bewirkte der Term− ln(|ψ|2),
aufgefaßt als Zusatzterm zum Potential, eine entsprechende wellenfunktionsabha¨ngige
Potentialabsenkung. Außerdem ist natu¨rlich ganz offensichtlich, daß in diesem Ansatz
ebenfalls die Parita¨t nicht erhalten bleibt.
6
6
6
-
−V
∞ λ · δ(x) ∞
x
+V
0 L
Abbildung 7.2: Modellvorstellung: Das asymmetrische Doppelmuldenpotential im Po-
tentialtopfmodell mit δ-Funktions-Barriere und endlich großen Niveau-
unterschieden je nach Aufenthaltswahrscheinlichkeit.
Entsprechend erha¨lt man 4 Gleichungen (fu¨r die 4 Unbekannten, na¨mlich die
Amplituden Al, Ar und Wellenvektoren kl, kr auf beiden Seiten):
k2l = k
2
r +
2m
h¯2
(Vr − Vl); (7.10)
Al sin(Lkl)− Ar sin(Lkr) = 0; (7.11)
Alkl cos(Lkl) + Arkr cos(Lkr) +
2m
h¯2
Ar sin(Lkl) = 0; (7.12)
A2l
2kl
(Lkl − sin(Lkl) cos(Lkl))︸ ︷︷ ︸
ml
+
A2r
2kr
(Lkr − sin(Lkr) cos(Lkr))︸ ︷︷ ︸
mr
= 1; (7.13)
ml und mr bezeichnet dabei gewissermaßen die mittlere Masse in der linken bzw.
rechten Ha¨lfte.
Nimmt man vereinfachend an, daß sich die Potentialniveaus auf beiden Seiten
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zueinander antisymmetrisch verschieben, also Vr
!
= −Vl =: V, ergibt sich
k2l + k
2
r =
2m
h¯2
(E − Vl + E − Vr) = 2m
h¯2
2E;
Damit erha¨lt man fu¨r die k-Vektoren:
k2l =
2m
h¯2
(E + V ); k2r =
2m
h¯2
(E − V );
Auch die Amplituden lassen sich aus (7.11) und (7.13) sofort berechnen:
A2l =
{
1
2kl
(Lkl − sin(Lkl) cos(Lkl)) + sin
2(Lkl)
sin2(Lkr)
1
2kr
(Lkr − sin(Lkr) cos(Lkr))
}−1
,
woraus sich auch gleich der Ausdruck fu¨r Ar ergibt.
Fu¨r die mittlere Massenverteilung kann man dies umschreiben zu
ml =
1
1 +W
, mr =
W
1 +W
,
mit
W :=
sin2(Lkl)
sin2(Lkr)
kl
kr
(Lkr − sin(Lkr) cos(Lkr))
(Lkl − sin(Lkl) cos(Lkl)) .
Schließlich la¨ßt sich als Massenungleichgewicht definieren:
µ := ml −mr = 1−W
1 +W
.
Fu¨r die wichtigsten Ausdru¨cke und deren Abha¨ngigkeiten bis hierher kann also
zusammengefaßt werden:
µ = µ(W ),
W = W (kl, kr),
kl,r = kl,r(V ).
Wie nicht anders zu erwarten, bestimmt letztendlich allein die Potentialanhebung/-
absenkung das Massenungleichgewicht µ.
Die Rechnung bislang gilt fu¨r ein statisches Potentialtopfmodell. Um die oben be-
schriebene Dynamik der massenabha¨ngigen Niveaua¨nderung zu beru¨cksichtigen, bietet
sich ein iterativer Weg an: Zuerst wird die Massenverteilung berechnet, daraus dann
die Niveauho¨hen ±V , woraus dann wieder eine neue Massenverteilung folgt, usw..
In der einfachsten Weise la¨ßt sich dies realisieren in der Form:
Vn+1 = f · µ(Vn), (7.14)
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wobei n die Iterationsschritte bezeichnet. Wichtig ist hier der neue Parameter f , u¨ber
den die
”
Nachgibigkeit“ des Potentials eingestellt wird.
Die interessierenden Fixpunkte bei solchen Iterationen sind stets die Schnittpunk-
te der zu iterierenden Funktion mit der Winkelhalbierenden. Ist der Betrag der Steigung
der Funktion an diesen Schnittpunkten kleiner als 1, handelt es sich um anziehende,
stabile Fixpunkte, andernfalls um abstoßende, instabile. Damit wird nun die Form der
Funktion µ(V ) wichtig (Abb. 7.3).
(V)µ
V
Abbildung 7.3: Prinzipielle Form der zu iterierenden Funktion µ(V ).
Wie sich zeigt, beginnt die Funktion µ(V ) am Ursprung mit einer Rechtskru¨m-
mung, der Parameter f wirkt dabei skalierend. Die Fixpunkte (bei kleinen Startwerten
von V ) lassen sich dann aber sofort ersehen:
• Bei kleinen Werten von f ist die Steigung der Funktion am Ursprung klein und
es gibt somit nur einen stabilen Fixpunkt bei V = 0;
• bei Vergro¨sserung von f wird irgendwann ein kritischer Wert fkrit erreicht, ab
dem V = 0 instabil wird und es einen neuen stabilen Fixpunkt bei V 6= 0 gibt.
Insgesamt zeigt sich also ein Verhalten, das typisch ist fu¨r Phasenu¨berga¨nge (Abb. 7.4).
Es ergeben sich so also tatsa¨chlich zwei qualitativ unterschiedliche Szenarien:
Tunnelnde achirale (f < fkrit) und stabile chirale (f > fkrit) Systeme.
7.3.1 Numerische Behandlung
Um die obigen skizzenhaften U¨berlegungen etwas zu untermauern, wird nun ein solches
System numerisch behandelt.
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f krit
µgrenz
f
Abbildung 7.4: Schematische Darstellung des Grenzwertverhaltens.
Betrachtet wird fu¨r diesen Zweck nun ein Doppelmuldensystem der Form
V (x) = V0(8x
4 − x2 + bx). (7.15)
Der Parameter b bestimmt die Asymmetrie und soll von der Aufenthaltswahrscheinlich-
keitsdifferenz bzw. Massendifferenz µ = ml−mr beider Seiten des Potentials abha¨ngen.
In der Berechnung wurde er gewa¨hlt als
b = fµ, (7.16)
wobei f analog zu (7.14) der Parameter der
”
Nachgibigkeit“ bzw. der Response des
Potentials ist. Dieser lineare Ansatz wird auch durch die Ergebnisse von Kap. 5.2
nahegelegt.
Als Startwellenfunktion wurde der gena¨herte Grundzustand gewa¨hlt. Dazu wur-
den die Einzelmulden jeweils durch einen harmonischen Oszillator gena¨hert und die
Summe der dafu¨r koha¨renten Funktionen
ψ = e−
√
V0
2
(x± 1
4
)2
verwendet (natu¨rlich wieder mit h¯ = 1, 2m = 1).
Kritisch ist der Faktor V0 in (7.15); er bestimmt das Verha¨ltnis von Barrierenho¨he
W zur Grundzustandsenergie E0 in einer Mulde:
W
E0
=
√
V0
32
√
2
.
Zur Durchfu¨hrung der Simulation ist es außerdem wichtig, eine Vorstellung von
den auftretenden Zeitskalen zu bekommen. Es macht deshalb Sinn, die Tunnelzeit fu¨r
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dieses Potential (mit b = 0) abzuscha¨tzen; dies gelingt unschwer mit der schon in
Kap. 5.1 erwa¨hnten WKB–Na¨herung (Gleichungen (5.1)ff):
Die Ho¨he des Grundzustands liegt bei
V (x1,2) = −V0
32
+
√
2V0,
daraus ergeben sich die Umkehrpunkte in der positiven Mulde:
x1,2 =
√
1
16
∓ 1
4
(
4
V0
)1/4
,
und der (klass.) Impuls
p =
√∣∣∣∣√2V0 − V032 − V0(8x4 − x2)
∣∣∣∣,
sodaß sich die (klass.) Umlaufzeit T
T =
∫ x1
x0
1
p(x)
dx
und schließlich die Tunnelzeit τ
τ = piT e+
∫+x0
−x0 |p(x)|dx
angeben la¨ßt.
In der Simulation wurde eine Barrierenho¨he W = 3E0 gewa¨hlt, was zugegebe-
nermaßen nicht sehr hoch liegt; beschra¨nkt wurde sie jedoch durch die Bedingung,
daß die Tunnelzeit fu¨r die Simulation natu¨rlich absehbar und endlich bleiben muß. Die
verwendete Simulationsdauer lag noch eine Gro¨ßenordnung u¨ber der Tunnelzeit.
Gestartet wurde mit einer winzigen Asymmetrie im Potential (d.h. mit einem
Wert von b ≈ 0) und dann fu¨r einen jeweils festen Wert von f die Zeitentwicklung
der Wellenfunktion berechnet und der Wert von b gema¨ß Gleichung (7.16) aktualisiert.
Nach einer gewissen Einschwingzeit wurde schließlich das mittlere zeitliche Massenun-
gleichgewicht beider Potentialha¨lften berechnet.
Vorteilhaft la¨ßt sich hier wieder der von Goldberg, Schey und Schwartz [18] be-
schriebene Algorithmus anwenden, allerdings in fu¨r unser Problem modifizierter Form,
um das zeitlich nicht konstante Potential mit zu beru¨cksichtigen.
Es muß hier betont werden, daß das beschriebene System in einem Zustand si-
muliert wurde, der natu¨rlich nicht dem Grundzustand entspricht. Entsprechend
”
dy-
namisch“ stellt sich auch das Verhalten dar: Fu¨r kleine Werte von f zeigt sich lediglich
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eine Tendenz des Schwerpunkts zu einer der beiden Seiten des Potentials; zu welcher
Seite diese Tendenz zeigt, scheint stochastisch, d.h. sensitiv von den Systemparametern,
der Startsituation, den numerischen Gegebenheiten, etc. abzuha¨ngen (Abb. 7.5).
f 0.40.30.20.1
µ
1
0.5
0
-0.5
-1
f 0.240.220.20.180.160.14
µ
1
0.5
0
-0.5
-1
Abbildung 7.5: Typischer Verlauf der mittleren zeitlichen Massendifferenz µ in
Abha¨ngigkeit von f . Die beiden du¨nnen Linien kennzeichnen die mitt-
lere Fluktuation.
Tra¨gt man jedoch den Betrag dieser Richtungstendenz gegen den Parameter f
auf, zeichnet sich das Verhalten deutlich ab: Es zeigt sich von Anfang an (d.h. bei bereits
sehr kleinen Werten von f) eine Richtungstendenz ab, die bemerkenswerterweise mit
zunehmenden f abnimmt. Es scheint sich dann eine
”
instabile“ Zone anzuschliessen,
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die schließlich in einen Bereich mu¨ndet, in dem sich das System wohl vollkommen fu¨r
eine Seite entschieden hat (Abb. 7.6) – ein Verhalten, wie es im Grunde typisch fu¨r
einen Phasenu¨bergang ist.
Daß bereits fu¨r kleine Werte von f eine solche Tendenz besteht, ist natu¨rlich ein
wesentlicher Unterschied zu einem Phasenu¨bergang nach Art wie er in Abb. 7.4 gezeigt
ist; dies kann aber auch als Indiz dafu¨r gewertet werden, daß die Potentialresponse
tatsa¨chlich komplizierter ist, als in Gleichung (7.16) angesetzt wurde.
f 0.40.30.20.1
|µ|
1
0.8
0.6
0.4
0.2
0
f 0.240.220.20.180.160.14
|µ|
1
0.8
0.6
0.4
0.2
0
Abbildung 7.6: Entsprechender Verlauf des Betrags der mittleren zeitlichen Massendif-
ferenz µ in Abha¨ngigkeit von f . Die beiden du¨nnen Linien kennzeichnen
die mittlere Fluktuation.
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Zusammenfassend zeigt sich also, daß es tatsa¨chlich einen kritischen Wert von f
zu geben scheint, oberhalb dessen sich das System nahezu vollsta¨ndig fu¨r eine Seite
entschieden hat, wa¨hrend unterhalb dieses kritischen Wertes nur eine Tendenz zu einer
Seite zu erkennen ist.
Schließlich kann man auch noch die Aufenthaltswahrscheinlichkeit selbst darstel-
len und ein solches
”
Umkippen“ des Systems direkt beobachten. In Abb. 7.7 ist dies
exemplarisch dargestellt.
|ψ| 2
x Zeit
Startzustand
Abbildung 7.7: Beispiel fu¨r einen in der beschriebenen Weise instabilen Systemverlauf.
Angefangen von einem (fast–)symmetrischen Startzustand vergro¨ssert
sich das Ungleichgewicht auf beiden Seiten bis zum vo¨lligen Umkippen.
Kapitel 8
Zusammenfassung und
Schlußbetrachtung
In dieser Arbeit wurde zuna¨chst das Pha¨nomen der Chiralita¨t von Moleku¨len vorge-
stellt und auf die Frage eingegangen, die durch die offensichtlich reale Existenz solcher
chiralen Moleku¨le aufgeworfen wird.
Es war im Wesentlichen Ziel dieser Arbeit mo¨gliche Lo¨sungsansa¨tze zu untersu-
chen, und zwar konkret im Rahmen der Standard–Quantenmechanik. Dies war mo-
tiviert durch die Tatsache, daß im Bereich der Moleku¨lphysik diese Standard–Quan-
tenmechanik sich außerordentlich bewa¨hrt hat, und sich konsequenterweise deshalb
auch Auflo¨sungsmo¨glichkeiten des Hund’schen Paradoxons innerhalb dieses Kontextes
finden lassen sollten.
Dennoch – oder gerade deshalb – erscheint es sinnvoll, einen kurzen Blick auf
Ansa¨tze zu werfen (Kapitel 4), die von den bekannten Pfaden der Standard–Quan-
tenmechanik etwas abweichen; wie sich zeigt, ergeben sich dort Lo¨sungen auf relativ
natu¨rliche Weise.
Nach der Darstellung des zugrundeliegenden Problems wurden die mo¨glichen
Lo¨sungsansa¨tze – ohne Anspruch auf Vollsta¨ndigkeit – in drei Gruppen unterteilt (wo-
bei diese Einteilung freillich so nicht zwingend ist):
Die erste Gruppe umfaßt die
”
konventionelle“ Herangehensweise an das Problem:
Eine Reduktion auf ein eindimensionales Doppelmuldenpotential. Ausgehend vom er-
sten Lo¨sungsansatz durch F. Hund selbst und dessen Diskussion wurden Variationen
am reinen Modell des Doppelmuldenpotentials vorgenommen: Das Doppelmuldenpo-
tential erweist sich bei hoher Potentialbarriere – der Grenzfall, der fu¨r die betrachteten
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Systeme in Frage kommt – als u¨beraus sensitiv bezu¨glich kleinster systematischer Un-
symmetrien. Deren etwaiger Ursprung ist freillich gesondert zu diskutieren, unter dieser
Voraussetzung ko¨nnte dieser Umstand aber eine mo¨gliche Antwort liefern, da sich dann
die Eigenzusta¨nde in der minimal tieferen Mulde lokalisiert zeigen.
Die zweite Gruppe beinhaltet Kopplungen gleichartiger Systeme: Unter der Vor-
aussetzung einer hohen Energiebarriere kann man das Doppelmuldensystem als reines
Zwei–Niveau–System betrachten, was einen einfachen Formalismus zula¨ßt, wie er von
Spinsystemen her bekannt ist. Dieser wurde dann verwendet, um den thermodynami-
schen Gleichgewichtszustand eines ganzen Ensembles von wechselwirkenden Systemen
solcher Art zu bestimmen. So konnte gezeigt werden, daß tatsa¨chlich eine
”
kollektive
Chiralita¨t“ auftreten kann; dies ist im Wesentlichen abha¨ngig von der Relation zwi-
schen Kopplungssta¨rke und Energieaufspaltung.
In der dritten Gruppe der Lo¨sungsansa¨tze wurde das chirale System sozusagen
als offen aufgefaßt und der Einfluss der Umgebung betrachtet; hier deutet sich an, daß
die Zusta¨nde in einem Doppelmuldenpotential erstaunlich stabil gegenu¨ber Sto¨rungen
von außen sind. Schließlich wurde noch in einem ad–hoc–Ansatz ein
”
starker“ Einfluß
der Umgebung in Betracht gezogen; dies geschah mittels Einfu¨hrung einer angenom-
menen Selbstversta¨rkung von Ungleichgewichten der Wellenfunktion zwischen
”
rechts“
und
”
links“. Die dazu angestellten numerischen Untersuchungen zeigten ein Szenario
auf, in dem tatsa¨chlich parameterabha¨ngig zwischen Chiralita¨t und Nicht–Chiralita¨t
unterschieden werden kann.
Wirklich abschließend erledig konnte das Hund’sche Paradoxon in dieser Arbeit
nicht werden, denn es wurde nicht die u¨berzeugende Lo¨sung angegeben, die das Problem
in der einen und einzigen Weise aus der Welt schafft, wie man das so gerne ha¨tte.
Dennoch la¨ßt sich sicherlich festhalten: So verschieden die einzelnen Lo¨sungsansa¨tze
auch immer sind, sie haben im Grunde doch alle eines gemeinsam: Sobald man na¨mlich
von dem idealisierten Bild des reinen Doppelmuldenpotentials auch nur in irgendeiner
Form abweicht, tun sich plo¨tzlich Lo¨sungen auf. Dies ko¨nnte ein Hinweis darauf sein,
daß das Doppelmuldenpotential – unser zentrals Modellsystem – in gewisser Weise eine
U¨ber–Idealisierung darstellt.
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Ein weiterer vielversprechender Ansatz, der in dieser Arbeit (bis auf quasi–klas-
sische Ansa¨tze) nicht na¨her verfolgt wurde, ist sicherlich die Betrachtung des U¨ber-
gangs von Quanten- zu klassischer Mechanik, und da wohl konkret die Theorie der
Dekoha¨renz1.
1Die Aussage, die die Theorie der Dekoha¨renz macht, lautet grobgesprochen, daß selbst kleinste
Wechselwirkungen aus der Umgebung, die realistischerweise nie vo¨llig ausgeschlossen werden ko¨nnen,
zum Zerfall – zur Dekoha¨renz – genau derjenigen Superpositionen von Zusta¨nden fu¨hren, die klassisch
unvereinbar sind.
Anhang A
A.1 Konstruktion analytischer Lo¨sungen
Der
”
Normalfall“ in der Quantenmechanik ist, daß ein Hamiltonian, und da insbeson-
dere ein ortsabha¨ngiges Potential, vorgegeben ist, und dazu Eigenwerte und Eigenfunk-
tionen gesucht sind. Ha¨ufig kommt es aber auf die genaue Form des Potentials gar nicht
an; typischerweise ist nur deren genereller Charakter relevant. So wurden beispielswei-
se auch in dieser Arbeit die verschiedensten Variationen eines Doppelmuldenpotentials
verwendet.
Dieser Umstand la¨ßt sich nutzen, um den umgekehrten Weg zu gehen: Ausge-
hend von
”
geschickt geratenen“ Wellenfunktionen kann das zugeho¨rige Potential exakt
gefunden werden (nach [32]).
Hierbei wird von der allgemeinen Form der Schro¨dinger–Gleichung ausgegangen:
ψ′′n(x) + (n − u(x))ψn(x) = 0; (A.1)
zusa¨tzlich sei eine Funktion φ(x) bekannt, fu¨r die gelten soll:
ψ1
!
= φψ0. (A.2)
Die ersten beiden Wellenfunktionen ψ0 und ψ1 (in der Form von Gleichung (A.2)) in
die Schro¨dinger–Gleichung (A.1) eingesetzt ergeben:
φψ′′0 + (0 − u(x))φψ0 = 0, (A.3)
φ′′ψ0 + 2φ′ψ′0 + φψ
′′
0 + (1 − u(x))φψ0 = 0. (A.4)
Die Differenz der Gleichungen (A.3) und (A.4) stellt bezu¨glich ψ0 eine Differentialglei-
chung erster Ordnung dar:
φ′′ψ0 + 2φ′ψ′0 + φψ
′′
0 + (1 − 0)φψ0 = 0,
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oder anders ausgedru¨ckt:
ψ′0 + χψ0 = 0, mit χ :=
1
2φ′
(φ′′ + φ); (wobei  := 1 − 0) (A.5)
Gleichung (A.5) kann trivial gelo¨st werden:
ψ0(x) = ψ0(0) exp
(
−
∫ x
0
χdx
)
. (A.6)
Um auf die Potentialfunktion u zu kommen, wird diese Lo¨sung wieder in Gleichung
(A.1) eingesetzt; mit Hilfe von Gleichung (A.5) findet man schließlich
u = χ2 − χ′ + 0. (A.7)
Damit hat man nun alle Bestandteile, um das
”
Kochrezept“ fu¨r analytisch exakte
Lo¨sungen der Schro¨dinger–Gleichung angeben zu ko¨nnen:
1. φ und  vorgeben; aus der groben Vorstellung der Form der ersten beiden Wel-
lenfunktionen la¨ßt sich oft φ unschwer erraten, die Energiedifferenz  ist ohnehin
frei wa¨hlbar;
2. daraus la¨ßt sich χ berechnen mit:
χ =
1
2φ′
(φ′′ + φ);
3. dann ergibt sich sofort das Potential u:
u = χ2 − χ′ + 0
4. und die Wellenfunktionen:
ψ0 ∼ exp
(
−
∫ x
0
χdx
)
; ψ1 = φψ0.
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A.2 Bohm’sche Interpretation der Quantenmecha-
nik
Hier soll nun eine Kurzfassung der Herleitung der Bohm’schen Mechanik dargelegt
werden; es ist offensichtlich, daß diese Thematik in diesem Rahmen nur oberfla¨chlich
gestreift werden kann.
Die Grundlage dieses Ansatzes ist die Schro¨dinger–Gleichung
ıh¯
∂
∂t
ψ = − h¯
2
2m
∇2ψ + V (x)ψ, (A.8)
weshalb die Ergebnisse der Bohm’schen Theorie stets identisch mit denen der
”
Stan-
dard“–Quantenmechanik sind.
Um nun zu der signifikant verschiedenen Interpretation zu gelangen folgen wir
hier der Herleitung von Bohm selbst (speziell [39]).
Ganz allgemein kann fu¨r eine komplexwertige Wellenfunktion ψ ohne Einschra¨n-
kung angesetzt werden:
ψ(x, t) = R(x, t)e
ı
h¯
S(x,t), mit R ∈ IR+0 , S ∈ IR. (A.9)
Wird dies in die Schro¨dinger–Gleichung (A.8) eingesetzt und nach Real- und Ima-
gina¨rteil aufgespalten, erha¨lt man zwei Gleichungen fu¨r die Funktionen R und S:
• Aus dem Realteil wird:
∂S
∂t
+
1
2m
(∇S)2 + V − h¯
2
2m
∇2R
R
= 0;
betrachtet man diese Gleichung im klassischen Limes, d.h. h¯→ 0, dann wird ihre
Interpretation sehr einfach: Es handelt sich um die aus der klassischen Mecha-
nik bekannte Hamilton–Jakobi–Gleichung fu¨r eine Wirkungsfunktion S. Der hier
vernachla¨ssigte Term
− h¯
2
2m
∇2R
R
=: Q (A.10)
muß dann interpretiert werden als quantenmechanischer Zusatzterm Q zum Po-
tential.
• Aus dem Imagina¨rteil erha¨lt man die Gleichung
∂R
∂t
+
1
m
∇R · ∇S + 1
2m
R · ∇2S = 0. (A.11)
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Mit der gewohnten Wahrscheinlichkeitsinterpretation des Betragsquadrats der
Wellenfunktion
P := |ψ|2 = R2
wird Gleichung (A.11) zu
∂
∂t
P +∇
(
1
m
∇S · P
)
= 0;
dies ist aber gerade eine Kontinuita¨tsgleichung fu¨r die Wahrscheinlichkeitsfluß-
dichte
J := − ıh¯
2m
(ψ∗∇ψ − ψ∇ψ∗),
wie sie aus der Standard–Quantenmechanik bekannt ist (unter Verwendung des
Ansatzes (A.9)). Noch deutlicher zeigt sich dieser Zusammenhang in der obi-
gen Interpretation der Funktion S als klassische Wirkung: Dann gilt ∇S = p
bzw. 1/m∇S = v und Gleichung (A.11) lautet damit schießlich
∂
∂t
P +∇(vP ) = 0,
was ganz offensichtlich eine Kontinuita¨tsgleichung fu¨r P darstellt.
Kurzgefaßt kann aus diesen einfachen Rechnungen der u¨berraschende Schluß ge-
zogen werden, daß auch mikroskopische Systeme noch nach klassischen Gesetzen (Ha-
milton–Jakobi–Gleichung) berechnet werden ko¨nnen, wenn ein quantenmechanischer
Zusatzterm zum klassischen Potential beru¨cksichtigt wird. Ein quantenmechanisches
System ist demnach vollsta¨ndig determiniert durch eine Startwellenfunktion, die sich
zeitlich gema¨ß der Schro¨dinger–Gleichung entwickelt, und einen Startpunkt im Orts-
raum, ab dem der zeitliche Verlauf la¨ngs einer Trajektorie verla¨uft (unter Einbeziehung
des Gesamtpotentials V +Q).
Von der physikalischen Beschreibung her ist damit die Situation eines quantenme-
chanischen Teilchens in einem klassischen Potential und einem
”
ψ–Feld“ ganz a¨hnlich
der eines elektrisch geladenen Teilchens in einem klassischem Potential und unter dem
Einfluß eines elektromagnetischen Feldes, das sich gema¨ß der Maxwell–Gleichungen
entwickelt.
Zusammengefaßt besteht die Bohm’sche Interpretation also aus folgenden drei
Annahmen, die gegenseitig konsistent sind, und wegen deren Signifikanz soll hier aus
dem Original [39] zitiert werden: Die Annahmen bestehen darin,
1. That the ψ–field satisfies Schroedinger’s equation.
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2. That the particle momentum is restricted to p = ∇S(x)
3. That we do not predict or control the precise location of the particle, but we have,
in practice, a statistical ensemble with probability density P (x) = |ψ(x)|2. The
use of statistics is, however, not inherent in the conceptual structure, but merely
a consequence of our ignorance of the precise initial conditions of the particle.
Interessant ist schließlich zu betrachten, wie sich unter diesem Aspekt die Situa-
tion fu¨r stationa¨re Zusta¨nde darstellt:
Im stationa¨ren Fall gilt R = R(x) und S = S(t); dies eingesetzt in die stationa¨re
Schro¨dinger–Gleichung ergibt
− h¯
2
2m
∇2R = (E − V (x))R,
woraus folgt
− h¯
2
2m
∇2R
R
= Q = E − V (x).
Das Gesamtpotential V+Q = E ist damit also konstant, und es gilt v = 1/m∇S(t) = 0.
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