We formulate a well-posedness and approximation theory for a class of generalised saddle point problems with a specific form of constraints. In this way we develop an approach to a class of fourth order elliptic partial differential equations with point constraints using the idea of splitting into coupled second order equations. An approach is formulated using a penalty method to impose the constraints. Our main motivation is to treat certain fourth order equations involving the biharmonic operator and point Dirichlet constraints for example arising in the modelling of biomembranes on curved and flat surfaces but the approach may be applied more generally. The theory for well-posedness and approximation is presented in an abstract setting. Several examples are described together with some numerical experiments.
Introduction
We study the well-posedness and approximation of a saddle point problem posed in reflexive Banach spaces with a constraint in a Hilbert space. Let X, Y be reflexive Banach spaces, X 0 ⊂ X be a linear subspace and S a Hilbert space with T : X → S being a given linear map. The problem we are interested in is:-
(T u, z) S = (s, z) S ∀z ∈ S,
where c(·, ·), b(·, ·) and m(·, ·) are bilinear forms and precise assumptions will be given in Section 2. We approximate (1.1) by penalising the condition (T u − s, z) S = 0, rather than imposing it. This results in the problem:-Given (f, g, s) ∈ X * × Y * × S and ǫ > 0, find (u ǫ , w ǫ ) ∈ X × Y such that
Our abstract formulation is motivated by applications of this theory to fourth order boundary value problems arising in the modelling of biomembranes posed on a flat domain, sphere or torus, with a specific example focusing on the sphere for ease of exposition. The problems are derived in [12, 14, 15, 18] as approximations of minimisers of the Helfrich energy [19] with point constraints. In this context these arise as Dirichlet constraints on the membrane deformation modelling the attachment of point particles to the membrane at fixed locations. In the work of [6] , the authors consider an optimisation problem associated with bilaplace equation with point Dirichlet conditions on a flat domain, Ω.
We have in mind the following setting. Let Γ be a curved or flat C 2 two dimensional hypersurface with or without a boundary, for ∞ > q > 2 > p > 1, set 1 ǫ 0 (T u, T u) S + m(w, w). Theorem 2.1. Given Assumptions 2.1 and 2.2 hold, there a is unique solution to Problem 2.1. Furthermore, it holds that there is C > 0 such that,
Proof. The existence and uniqueness of Problem 2.1 is a simple consequence of Assumption 2.2 and surjectivity of T , using a standard theorem on saddle point problems, see [16] for example.
2.3.
Well posedness of penalty approximation. We make the following assumptions on b, c and m, as in [13] .
Assumption 2.3. There exist γ, β > 0 such that
In addition to the above, we also require there to be sufficiently well behaved approximating spaces. This allows for a Galerkin approximation. We will see that we may pick finite element spaces satisfying the conditions. Assumption 2.4. There are finite dimensional approximating spaces X n ⊂ X and Y n ⊂ Y , that is, ∀(η, ξ) ∈ X × Y there are (η n , ξ n ) ∈ X n × Y n with η − η n X + ξ − ξ n Y → 0. We additionally assume discrete inf-sup conditions. That is there areβ,γ > 0, independent of n, such that (2.4)β η n X ≤ sup ξn∈Yn b(η n , ξ n ) ξ n Y ∀η n ∈ X n andγ ξ n Y ≤ sup ηn∈Xn b(η n , ξ n ) η n X ∀ξ n ∈ Y n .
We also assume that there is an interpolation map I n : Y → Y n for each n such that b(η n , I n ξ) = b(η n , ξ) ∀(η n , ξ) ∈ X n × Y,
We now quote two results which will be useful to refer to throughout the work, they may be found in [13, Lemma 2.1 and 2.2]. Lemma 2.1. Let Assumptions 2.1 and 2.4 hold. There is a linear map G n : Y * → X n such that for any θ ∈ Y * b(G n θ, ξ n ) = θ, ξ h ∀ξ n ∈ Y n .
Lemma 2.2. Let Assumptions 2.1 and 2.4 hold. There is C, N > 0 such that for all n ≥ N and any v n ∈ Y n , (2.5) C v n 2 L ≤ c(G n (m(v n , ·)), G n (m(v n , ·))) + 1 ǫ 0 (T (G n (m(v n , ·))), T (G n (m(v n , ·)))) S + m(v n , v n ). 
The existence and uniqueness follows from [13, Theorem 2.2], with the estimate following from carrying through the ǫ terms.
Recall that we are interested in the case ǫ → 0, clearly in the above estimate, the bound diverges. For numerics, one might like to take ǫ to be a function of the grid size, as such, the bounds diverging in ǫ means one must be restrictive in the relationship between grid size and ǫ. To show uniform bounds, we make use of the solution to Problem 2.1.
2.4.
Convergence of penalty approximation. In this subsection we assume Assumptions 2.1, 2.2, 2.3, and 2.4 to hold.
where we have used the second equations of the systems. Now by taking differences of the first equations of the systems,
By letting η = u ǫ − u in the above and from (2.1), one has,
which shows the result for the u − u ǫ X . Due to Assumption 2.2, one has,
One then calculates
this proves the result for w − w ǫ Y when making use of (2.6). Finally, from surjectivity of T , one has
where again one calculates
Indeed it is possible to use an Aubin-Nitsche type argument to give a higher rate of convergence for u − u ǫ X and w − w ǫ L .
This exists and is unique by Theorem 2.1 and it holds that there is some C > 0 with
) and sum the first two equations,
Hence from the estimates for T (u − u ǫ ) S shown in Proposition 2.1 with u − u ǫ X ≤ C w − w ǫ L and χ S ≤ C w − w ǫ L , the result.
We may now use Proposition 2.1 to give uniform bounds on u ǫ and w ǫ .
Abstract finite element method
We now formulate and analyse an abstract finite element method to approximate the solutions to Problems 2.2 and Problem 2.1. We formulate the method in the sense of an external approximation, this is motivated by our wish to apply the formulation to surface finite elements. 
with m h symmetric and let (·, ·) S h be an inner product on S h . We assume the following approximation properties, that there is C > 0 and k ∈ N such that
The finite element approximations can now be formulated.
3.1. Finite element method for the Lagrange multiplier problem. For this subsection, we suppose Assumptions 2.1, 2.2, 2.4 and the following Assumption 3.1 hold true.
Theorem 3.1. For sufficiently small h, there exists a solution to Problem 3.1. Furthermore there is C > 0 independent of h such that
Proof. The argument follows along the lines of [13, Theorem 3.1]. For existence and uniqueness, it is sufficient to show uniqueness for the homogeneous case, f h = g h = s h = 0, as the system is linear and finite dimensional. In this case, we see that
as considered in Lemma 2.1. Now notice that in this homogeneous case,
where the final line follows from the assumptions made in Definition 3.1 and that in the homogeneous case, u l h X ≤ C w l h L which follows from the second equation of the system with the discrete inf-sup (2.4). It follows from (2.5),
where we have made use of the above bound, u l h −G l h m(w l h , ·) X ≤ Ch k w l h L , along with the approximation assumptions on the discrete bilinear forms, Definition 3.1. Thus for sufficiently small h, w l h = 0, it follows that λ h = w h = u h = 0, where u h = 0 comes from the second equation and λ h = 0 follows from the first equation and Assumption 3.1.
We have for any η h ∈ X h and ξ h ∈ Y h ,
In a similar fashion, for any χ h ∈ S h , one obtains from Assumption 3.1,
and also
Combining these two inequalities gives
All that is remaining, is to bound the L-norm which appears on the right hand side. We again use Lemma 2.2 to obtain,
3)
The first and third terms are dealt with in [13] (the first term is dealt with in their (3.5) and the third term immediately following), giving
this is a consequence of the assumptions made in Definition 3.1, and
which follows from the discrete inf-sup, Assumption 2.4 and the definition of G l h . Where
The fourth term of (3.3) may be dealt with in the same way as the third and first part of the same equation.
For the remaining term of (3.3), we calculate,
4)
We now split up the calculation of (3.4). For the second term of (3.4),
. Finally, from the third term of (3.4), one has
. Thus for sufficiently small h, we have
, which after an application of Young's inequality, gives us the desired control on w l h − ξ l h L . When putting this into (3.2) gives,
, which for sufficiently small h, and the estimates shown in Theorem 2.1, gives
. Using this and the triangle inequality gives
We are left to remove the isolated η l h , ξ l h and χ l h terms on the right hand side, this can be done by
Taking the infimum over
In applications one may have interpolation operators which allow an error bound of the form of Ch α for some 0 ≤ α ≤ k. The magnitude of α will depend on the regularity of the solution.
Corollary 3.1. Suppose there are Banach spacesX,Ȳ ,S continuously embedded in X, Y , S respectively with (u, w, λ) ∈X ×Ȳ ×S. Additionally assume there isC, α > 0 independent of h such that
Then for sufficiently small h, there is C > 0 such that
Proposition 3.1. Under the assumptions of the above, further suppose there are Hilbert spaces H, J, K
of Problem 2.1 with right hand side Assume there are Banach spacesX,Ŷ ,Ŝ continuously embedded in X, Y , S respectively, with (ψ, φ, ω) ∈X ×Ŷ ×Ŝ and there isĈ, β > 0 such that
Finally assume the regularity result of
Proof. Let (ψ, φ, ω) be as above, then by testing the system with (u−u l h , w−w l h , λ−λ l h ) and adding together, one has,
we see that the first two lines may be bounded by
, and the final four lines may be bounded by the approximation properties of the discrete operators. One then obtains
one has the result by use of Young's inequality.
3.2.
Finite element method for the penalty problem.
We now prove well-posedness of this problem and give error estimates. For the error estimate, there are two obvious ways to proceed, first of all, one might wish to consider proceeding as though this is a problem independent of the hard constraint problem. An alternate approach is to use that the hard constraint problem is well approximated by the penalty problem and show a similar bound for the discrete problems, then use the error estimates for the hard constraint problem. We start by showing the existence of a solution to Problem 3.2. We suppose that Assumptions 2.1, 2.2, 2.3, 2.4 and 3.1 hold true for the remainder of this subsection. Proof. Existence and uniqueness follows from the homogeneous case f h = g h = s h = 0 as the system is linear and finite dimensional. In this homogenous case we have that, by testing the first equation of the system with u ǫ h and the second equation of the system with w ǫ h and taking differences,
It follows from Lemma 2.2 that
, as in the proof of Theorem 3.1, where we have inequality, rather than equality for
Hence for sufficiently small h, it holds that w l h = u l h = 0. Thus there is a unique solution.
We now wish to show a discrete version of Proposition 2.1 so that we may use the approximation theory from Theorem 3.1 to obtain uniform estimates on the solution to Problem 3.2. 
Proof. As previously shown in the proof of Theorem 3.1,
where we also know for h sufficiently small,
, to the statement of Lemma 2.2, with the above, yields,
L . For sufficiently small h, we may smuggle the h k terms into the left hand side, giving,
S , which follows from the approximations in Definition 3.1. Thus for h sufficiently small, one has
where the equality follows from the discrete equations and the final line is Young's inequality. Thus choosing ρ sufficiently big (independent of ǫ) gives
S . We now make use of Assumption 3.1,
It is clear in the above that the m term is bounded as we would like. We then have
This results in the following Theorem. 
Proof. We start by considering
and similarly for w terms. From Proposition 2.1 and Lemma 3.1, it holds
combined with Theorem 3.1 gives the result.
If (u ǫ , w ǫ ) were to be sufficiently more regular than (u, w, λ), one may wish to use this extra regularity to pay for the ǫ cost and obtain higher order convergence than would be attained from Proposition 3.1.
Surface calclus and finite elements
We recall some definitions and results from surface PDE and surface finite element methods, for full details, the reader is referred to [10] . 4.1. Surface calculus. Let Γ be a closed C k hypersurface in R 3 where k is as large as needed but at most 4 and at least 2. There is a bounded domain U ⊂ R 3 such that ∂U = Γ. The unit normal ν to Γ that points out of this domain U is called the outwards unit normal. We write P Γ := I − ν ⊗ ν on Γ to be, at each point on Γ, the projection onto the tangent space of Γ at that particular point, where we are writing I to be the 3 × 3 identity matrix. For a differentiable function f on Γ we define the surface gradient by 
For convenience we use the following inner product
Note that this is not the standard inner product on H 2 (Γ) which contains mixed derivatives. On closed surfaces however, this is seen to be an equivalent norm, see [10] for details.
4.2.
Surface finite elements. We assume that the surface Γ is approximated by a polyhedral hypersurface
where T h is a set of two-dimensional simplices in R 3 which form an admissible triangulation. For K ∈ T h the diameter of K is h(K) and the radius of the largest (2-dimensional) ball contained in T is ρ(K). Set h := max K∈T h h(T ) and assume the ratio between h and ρ(K) is bounded independently of h. We assume that Γ h is contained within a narrow strip N δ of width δ > 0 around Γ on which the decomposition
is unique for all x ∈ N δ . Here, d(x) denotes the oriented distance function to Γ, see [10, Section 2.3] . This defines a map x → p(x) from N δ to Γ. We assume that the restriction p| Γ h of this map on the polyhedral surface is a bijection between Γ h and Γ. In addition the vertices of K ∈ T h should lie on Γ.
The piecewise affine Lagrange finite element space on Γ h is 13 where P 1 (K) is the set of polynomials of degree 1 or less on K. The Lagrange basis functions φ i of this space are uniquely determined by their values at the so-called Lagrange nodes q j , that is φ i (q j ) = δ ij . The associated Lagrange interpolation for a continuous function f on Γ h is defined by
We now introduce the lifted discrete spaces. We use the standard lift operator as constructed in [10, Section 4.1] . The lift f l of a continuous function f :
for all x ∈ Γ. The inverse map g −l for a continuous function g : Γ → R onto Γ h is given by g −l := g • p. The lifted finite element space is
The lifted discrete spaces satisfy the conditions in Assumption 2.4 when X l h = Y l h := S l h , or specifically, for a sequence of triangulated surfaces (Γ h h ) n∈N with h n → 0 as n → ∞ we have X n := X l hn = S l h and Y n := Y l hn = S l h .
PDE examples

5.1.
A near-spherical biomembrane. We now discusss the second order splitting associated to a fourth order linear PDE which arises in the modelling of biomembranes on near spherical domains, in particular, we now set Γ = S 2 (0, R) for some fixed R > 0. The model is based on the deformations of the membrane due to small external forcing. S full derivation may be found in [12] , see also [15] . Here we are considering that the only contributing deformation is due to N point constraints or point penalties. We now fix N ∈ N and distinct X i ∈ Γ for i = 1, ..., N , with S := R N . We set κ > 0 and σ ≥ 0. First we define the energies and then give the hard constraint (Lagrange) problem and a soft constraint (penalty) problem.
Fourth order formulation.
Definition 5.1. We define a :
, and for any ǫ > 0, a ǫ :
We notice that over H 2 (Γ) that neither a ǫ nor a are necessarily coercive, however, in [12] it is seen that they are coercive over {1, ν 1 , ν 2 , ν 3 } ⊥ , where ν = x R is the unit normal to Γ and ⊥ is meant in the sense of H 2 (Γ). This is a consequence of the fact that 1, ν 1 , ν 2 , ν 3 are eigenfunction of −∆ Γ . Furthermore, under suitable conditions on the location of the points {X i } N i=1 we show in the following proposition that both a and a ǫ are coercive over {1} ⊥ . We use the following notation, U := {v ∈ H 2 (Γ) : Γ v = 0} and U 0 := {v ∈ U : T v = 0}. Proof. We notice that for u ∈ U 0 , it holds that a ǫ (u, u) = a(u, u), thus we need only show the first result.
In [20, Proposition 4.4.2] , it is shown that a ǫ is coercive over Sp{1,
By making note that ν j (x) = xj R we see that v is an affine function. The condition v ∈ Ker(T ) gives that the X i are in the zero level set of the affine function v. Thus the points must lie in the same plane or v ≡ 0.
From now on, we assume that {X i } N i=1 do not lie in the same plane. Notice that for f = 0, the following problems are the membrane problems in [12, 15] .
Problem 5.1. Given f ∈ (H 2 (Γ)) * , find u ∈ U minimising 1 2 a(u, u) − f, u subject to u(X i ) = Z i for i = 1, ..., N . This has the variational formulation of finding u ∈ U such that u(X i ) = Z i for i = 1, ..., N and a(u, η) = f, η ∀η ∈ U 0 .
This has the variational formulation of finding u ǫ ∈ U such that Proof. This is an application of Lax-Milgram with the coercivity of the bilinear forms shown in Proposition 5.1.
In order to write down the PDE associated to these problems we need to extend the variational formulation to be posed over the whole of Thus by considering smooth test functions, this gives the distributional PDE
It is useful to to note the following.
Proposition 5.2. The unique solution of Problem 5.1, u, satisfies u ∈ W 3,p (Γ), p ∈ (1, 2) and is given by • For each k = 1, ..., N ,
where φ 0 uniquely satisfies φ 0 (X j ) = 0 for j = 1, ..., N ,
Proof. The formulae for the solution are easily verified. Sincep, λ are bounded in terms of the data, regularity for this fourth order equation on the sphere yields u ∈ W 3,p (Γ), p ∈ (1, 2), following the arguments for fourth order equations in the flat case [8, 20] .
Remark 5.1. For the variational problem with penalty, the variational formulation over the whole domain follows similarly, yielding the distributional PDE,
Second order splitting. 
given by
and the linear operator T : X → S by T η := (η(X 1 ), η(X 2 ), ...η(X N )), η ∈ X.
For certain boundary value problems, splitting a fourth order equation into two second order equations is a natural approach, c.f. [11] . Here it is convenient to use an auxiliary variable w = −∆ Γ u + u leading to the following coupled system holding on Γ
Proof. It is sufficient [16] to show for any (α, β, Z, f, g) ∈ R × R × R N × W 1,q (Γ) * × W 1,p (Γ) * , the following system has a unique solution
We are able to find unique u ∈ H 2 (Γ) with T u = Z, Γ u = α and a(u, v) = f, v for all v ∈ H 2 (Γ) with Γ v = 0 and T v = 0. In particular, as discussed in Subsection 5.1,
From this formulation, it then follows that −∆ Γ u ∈ W 1,p (Γ) as in Proposition 5.2. Defining w :
, we see that we have a solution to the problem We are now able to prove well-posedness of the following problems. 
Proof. Well-posedness of Problem 5.4 gives that for any (u, w, λ) ∈ X × Y × R N , there is C > 0 such that
By applying this with (0,
Where P h is the L 2 (Γ) projection, the log term appears from η − Π h η 0,∞ ≤ C| log(h)| η − I l h η 0,∞ [22] , the h 1−2/q follows from interpolation inequalities and P h is a bounded operator from W 1,p (Γ) to itself [5] . Thus for sufficiently small h, this completes the proof. 
5.2.
A near flat biomembrane. We give a flavour of how this same theory may be applied to the case of the Monge-Gauge. The Monge-Gauge is studied in [14] and it is noted that it is a geometric linearisation of the Canham-Helfrich energy or indeed, formally, the limit as R → ∞ in the a given in Definition 5.1. Let Ω be a smooth bounded domain in R 2 , and fix κ > 0 and σ ≥ 0. Fix N ∈ N and distinct X i ∈ Ω for i = 1, ..., N so that S = R N and T is the evaluation map at these N points.
For this flat problem, we consider the Monge-Gauge energy [14] . The numerical analysis for this has been considered in [18] for finite size particles with constraints on closed curves using a penalty method. The authors make use of higher order H 2 conforming finite elements so do not need to split the equation. 
It may be seen [14] that a is coercive over V := H 2 (Ω) ∩ H 1 0 (Ω), which corresponds to so called Navier boundary conditions, which we consider here.
Problem 5.5. Given f ∈ (H 2 (Ω)) * , find u ∈ V minimising 1 2 a(u, u) − f, u subject to u(X i ) = Z i for i = 1, ..., N . This has variational formulation to find u ∈ V such that u(X i ) = Z i for i = 1, ..., N and a(u, η) = f, η ∀η ∈ V : T η = 0.
Theorem 5.4. There are unique solutions to both Problems 5.5 and 5.6.
Proof. This is shown in [14] by making use of the Lax-Milgram theorem with the coercivity of a over V .
For f = 0, these are the membrane problem studied in [14, 18] . In very much the same way as the preceding subsection, one may see that the point constraint problem can be written as the following PDE in distribution
With the penalty problem having the distributional PDE,
5.2.2.
Second order splitting applied to this fourth order problem.
Definition 5.4. Let ∞ > q > 2 > p > 1, then we define X = W 1,q 0 (Ω), Y = W 1,p 0 (Ω), L = L 2 (Ω) and S = R N , with the operators This definition allows us to pose the problems for this flat case.
Checking the required assumptions, Asssumptions 2.1, 2.3, 2.4 and 2.2 hold almost identically as in Subsection 5.1 and gives the following theorem and corollary. 
6. Finite element approximation of the membrane problems with point constraints 6.1. A near spherical biomembrane. Definition 6.1. Define the following bilinear forms on the discrete function space
Theorem 6.1. There is unique solution to Problem 6.1. Moreover, for g ∈ L 2 (Γ) it holds that u − u l h 1,2 + w − w l h 0,2 ≤ Ch 2/q ( f −1,p + g 0,2 + Z R N ). One might hope that estimate follows from Theorem 3.1, Corollary 3.1 and Proposition 3.1. However, it is possible to see that due to our choice of T the maximum regularity one might expect isX = H 2 (Γ), X = W 3,p (Γ),Ȳ =Ŷ = W 1,p (Γ), andS =Ŝ = S, which would give α = β = 0 in the context of Proposition 3.1. As such we require a different method, the idea is to, in the proof of Proposition 3.1, pick ξ h to be Π h w which gives that the term which would depend on φ − ξ l h Y vanishes. We also address the fact that the typical lift map from the discrete surface to the continuous surface will not, in general, preserve the integral of functions.
Proof. The existence follows from Theorem 3.1. For the estimate, consider (ψ, φ, χ) ∈ X × W 1,p (Γ) × R N such that
7.1.
Flat case experiment. The first example is for a flat domain. Let Ω be the unit disc in R 2 centred at the origin and P := {(0, 0), (0.5, 0), (−0.5, 0), (0, 0.5), (0, −0.5)} be 5 distinct points X j ∈ Ω.. The PDE boundary value problem is ∆ 2 u = 0 in Ω \ P such that u(X j ) = g(X j ) ∀X j ∈ P, u| ∂Ω = ∆u| ∂Ω = 0, where g(x) := 1 − |x| 2 + |x| 2 2 log(|x| 2 ). It has the solution
This can be viewed as a flat biomembrane problem with κ = 1 and σ = 0. The coupled second order system is
As in Subsection 5.2, we see that for the first equation, this is not posed on the domain Ω, but away from the points being constrained. The bilinear forms become
Since the problem is posed with homogeneous Navier boundary conditions on the unit disc, we may pose the discrete roblem on a polygonal domain Ω h which approximates the unit disc from within and extend the finite element spaces to be 0 in the skin Ω \ Ω h . We only calculate the error on the discrete domain, it is clear that the error due to the skin will be sufficently small that it should not interfere with the calculated interior error. Errors are displayed in the Tables 1 and 2 . The errors of w − w h 0,2 and u − u h 1,2 behave as expected from the theory provided in Section 5 whereas the errors u − u h 0,2 and w − w h 1,p converge at a higher rate. Table 2 . Errors and experimental orders of convergence for w − w h in the flat case experiment, Subsection 7.1.
7.2.
Surface numerical experiment. The second numerical example is for the surface of the unit sphere, Γ := S(0, 1). The point constraints are fixed at the six distinct points P := {(±1, 0, 0), (0, ±1, 0), (0, 0, ±1)}. We consider the problem of κ = σ = R = 1 in the forms defined in Definition 6.1 corresponding to, is to the PDE boundary value problem, find (u,p) such that ∆ 2 Γ u + ∆ Γ u − 2u +p = f − ∆ Γ g + g in Γ \ P, u(X j ) = Z j ∀X j ∈ P, We recall thatp arises as the Lagrange multiplier associated to the constraint Γ u = 0, as in Subsection 5.1. The solution to this problem is u = U ,p = 0. The second order splitting system is taken to be
u(X j ) = Z j ∀X j ∈ P, The well-posedness of the problem follows from Section 5 and has solution u = U , w = log(1 − x 3 ). In these numerical computations, implementation of the point constraints is achieved via penalty with ǫ = 10 −8 , a value chosen sufficiently small as to play no role in the investigation of the order of convergence with respect to h. The errors are displayed in Tables 3 and 4 . They behave similarly to that of the flat case experiment and are consistent with the theory provided in Section 5.
h E L 2 E H 1 EOC L 2 EOC H 1 0.311152 0.012565 0.0841661 --0.156914 0.00356525 0.042819 1.84007 0.987187 0.0786276 0.000990194 0.0215476 1.85403 0.993838 0.0393352 0.000276744 0.0107968 1.84061 0.997706 0.0196703 7.88541e-05 0.00540193 1.81165 0.999252 Table 3 . Errors and experimental orders of convergence for u − u l h in the surface numerical experiment, Subsection 7.2. 7.3. Penalty experiment. We now fix h to be sufficiently small that it should contribute little error and take a sequence of ǫ which will tend to 0. For simplicity, we consider the same experiment as in Subsection 7.2. Where previously the quantities E and EOC have been functions of h, they will now be functions of ǫ in the expected way. The grid is fixed to be the smallest grid used in the previous experiment with h = 0.0196703. In Tables 5 and 6 we see that the errors are consistent with the results of Corollary 5. Table 6 . Errors and experimental orders of convergence for w − (w ǫ h ) l in the numerical experiment, Subsection 7.3.
