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1. INTRODUCTION 
Since the introduction of the Huffman algorithm (Huffman, 1952) for optimum 
coding of discrete noiseless ources with specific symbol probabilities, certain 
combinatorial problems have naturally suggested themselves. One of these is the 
problem of enumerating the distinct binary trees which correspond to the 
different available codes. The number of topologically distinct trees has been 
investigated (cf. Franklin and Golomb, 1975) but this is not a good formulation 
of the problem. The number of coding-distinct trees for n source symbols is more 
properly defined as the number of solutions of the Kraft-McMillan Equality, 
in the form 
~ ai • 2 -~ = 1 ,  
i=1 
where a~ is the number of codewords of length i. From this viewpoint, two codes 
are not regarded as essentially distinct if they both ave the same number of 
codewords of each length i, 1 <~ i <~ n. (We do not care if all ai are 0 for i > m 
for some m < n. In fact, this is always the case, with m ~< n --  1.) This enumera- 
tion has also been extensively treated in the literature (see Boyd, 1975), wherein 
it is shown that if the number of coding-distinct trees for n source symbols is 
denoted by t~, then 
lim t~+l = h = 1.79414718 ~.
n -*co t n 
It has also been noted by many authors (cf. McEliece, 1978) that for certain 
sets of source probabilities, two (or even more) coding-distinct trees may be tied 
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for the honor of being "the" Huffman code for the given source. In this paper, 
we will show explicitly that there is a continuous range of source probabilities for 
n source symbols, for which f~-i coding-distinct trees are tied for being "the" 
Huffman coding tree, where f l  = f2 = 1, f~ = f~-i - / f~-2 for n >/2,  the 
famous Fibonacci sequence, for which it is well known that lim~o~f~+l/f~ = 
(51/2-/1)/2 = 1.618034 .... The range of probabilities, as a function of n, 
will be specified, and it will be shown why this set cannot be further enlarged. 
(For n >/7, fn-1 ~ t~, and not all possible trees can simultaneously be "best." 
For n ~ 6 there is a range of source probabilities uch that all possible coding 
trees are equally good--or more suggestively, equally bad.) The case of the 
infinite discrete source, which involves more than taking the limit as n goes to 
infinity, is also investigated. 
2. THE TREES OF CLASS F 
We assume that a discrete source S~ consists of n source 
~/1, -//2 ..... d n , with respectively probabilities P l ,  P2 .... , p~,, where 
~p~= 1, 
i=l 
and 
symbols, 
(1) 
P l>~P2~>'"  >~P-~>O" (2) 
We further assume that the Huffman coding algorithm (Huffman, 1952) is 
familiar to the reader. 
The source S~ will be said to be of type F (for Fibonacci), for n /> 4, if the 
probabilities pi satisfy the following additional conditions: 
Pi = P~+I + Pi+2, 1 ~ i ~ n --  4, 
(3) 
Pn-z = Pn-1 - /pn .  
Note that P~-2 is unconstrained except by the inequality 
P,,-z ~ Pn-z >~ Pn-1 >/P, ,  (4) 
a special case of (2). 
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The system determined by (1), (2), and (3), or equivalently by (1), (3), and (4), 
contains only two degrees of freedom, and one of these is merely the allocation of 
n--2 
q=l - -~. ,P i  
/=1  
between P**-I and p~. The other degree of freedom is pinned down by specifying 
the value of any one of Pa, P2 .... , P~-2, which fixes all the values. Initially, it is 
easiest o regard P~-2 as the independent variable; but we will see how the per- 
mitted range for p~_~ leads to the corresponding permitted ranges for each of 
P l ,  Pz ,..-, P,z-3 • Since this is the "interesting" degree of freedom, we will hence- 
forth assume 
P~ = P~- I  = q /2  = -~ 1 - -  p~ , (5) 
which leads to the largest possible ranges for P l ,  P2 ..... P.-2 - 
Before doing the case of general n, it is instructive to look at the special cases 
n=4,  n= 5, andn=6.  
Case n = 4.  
I 
Pl = 2 ~  
-_ I,¢ -~L 
P~ --g P4 -5 
l 
E 
Pt - "~ 
=~ 
I I p~ =g ~- 
I p3='G p4=~ 
I 
_ I 
Pl = 
FIG. I. For n = 4, the max imum range for p~_, = p= is 1/5 <p~ < 1/3. The  
corresponding max imum range for Pl  is 1/3 < Pl  ~ 2/5. For this range of probabil it ies, 
the two inequivalent coding trees for n = 4 are both equally valid as Huffrnan codes. 
266 SOLOMON W. GOLOMB 
3 5 3 5 
p~ o~,' ~ 3 ,_ 
Pz -7  P3 :8  P4=~ P5=~ 
-I I 
P4:B PS :~ 
I 
_3 _1 _ l  T 
I I 
P4 :e  P5 :8  
Pl :'~ ~ Pl : Z 3 3 z 
P2 :~ ~ ~ I 
_1 I 
p~:~'  A~ _z, ~, i, " ,  -, , 
P~ =i~ Ps=T8 
FIC. 2. For n = 5, the maximum range for P,-2 = Pz is 1/8 < pz < 1/5. The 
corresponding maximum range for Pl is 3/8 < pl < 2/5. For this range of probabilities, 
the three inequivalent coding trees for n = 5 are all equally valid as Huffman codes. 
Case  ~ : 6.  
5 8 5 8 " 5 8 K '-~.5 8 
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FIC. 3. For n : 6, the maximum range for P~-2 =P4 is 1/13 <p4 < 1/8. The 
corresponding maximum range for Pl is 3/8 < P1 < 2/5. For this range of probabilities, 
the five inequivalent coding trees for n = 6 are all equally valid as Huffman codes. 
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These three cases are illustrated in detail in Figs. 1, 2, and 3, respectively. With 
the definition of the Fibonacci sequence {fi} as f l  = ]'2 = 1, f i  = fi-1 q- fi-~ for 
i > 2, we observe that for the general case n, the maximum range for p~_~ is 
1 1 
f~+~- ~< P.-2 ~< ~,  (6) 
which in turn corresponds to the maximum range for Pl  of 
min ( f~-e  f,~-a max (.fn--2 f~--I .). (7) 
f,~ ' f .+ l )  ~<pl ~< ~-~ ' f .+l  
The apparent complexity of (7) results from the fact thatf~_2/f~ < fn-1/fn+l for 
n even, butf~_2/fn > f~-l/f~+l for n odd. 
Since l im~f~+l/ f  ~= • = (51/2 Jr 1)/2 = 1.618034 ..., we see that 
3 -- 51/2 
lim Pl = z-2 - -  - -  0.381966..., (8) 
~ 2 
and similarly, 
lira p~ = ~--I~+~, (9) 
for all i = 1, 2, 3,.... 
The number of distinct coding trees which are all equally valid as the choice of 
Huffman code for this set/7 of source probabilities i readily verified to be the 
Fibonacci number f~-l, based on the options available from the Huffman 
algorithm as we go up from the bottom of the tree. (Thus, P~-2 can be paired 
either with q = P~-I q- P~ or with p~_~, and at each higher stage there is a 
similiar choice.) 
For n ~< 6, the total number t.~ of distinct coding trees is the same as f~-l, 
and all choices are equally valid as "the" Huffman code for sources of Class F. 
However, for n /> 7, we havef~_ 1 < t~, and not all trees belong to ClassF. It is 
easy to show that for n >/7,  there is no set of source probabilities for which 
all possible trees are Huffman codes. Specifically, with n = 7, we see two trees in 
Fig. 4 which cannot both be Huffman codes for any given set of source pro- 
babilifies. (The proof is contained in the caption of Fig. 4.) For all n > 7, we may 
form "descendents" of these two trees for n = 7, by adding additional nodes 
below those of the trees in Fig. 4. If  a set T of probabilities could be found 
making the two descendent trees equally valid Huffman codes for T, then this 
would induce probabilities T' (in the natural way, where each node bears the 
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P5 + P6 + P7 
P2 P3 P4 PS P6 P7 
P2 
+ P6 + P7 
P4 - p~~ 
136 P7 
FIG. 4. Two trees which cannot be Huf fman codes for the same source. If tree 
structure A is the correct Huf fman code for the given source probabilities, then p~ + 
Pa ~< P~ + P5 + P~ + P7 , because node u is paired with node v before either of them 
is paired with node w. However, in tree structure B, p ,  >/P4 + P5 + P6 + Pr ,  because 
node y is paired with node z before either of them is paired with node x. These two 
inequalities could only be consistent if p~ = 0, which contradicts Px >/P~ >/P3 > P~/> 
Ps>P6>PT>0.  
probability which is the sum of the probabilities on all the terminal nodes 
hanging below it) on the trees of Fig. 4 which would make them equally valid as 
Huffman codes for n z 7, contradicting the earlier esult. 
There is another way to see why the Class F of equally valid Huffman coding 
trees for sources of type F contains exactly f~- i  members. We construct class F 
inductively, starting with one tree for n = 2 and one tree for n = 3 (see Fig. 5). 
Let F~ denote the subclass o f f  containing trees with n terminal nodes, and let 
]F~ [ be the size of f  n . Thus [F~ [ = IF  a [ = 1. For each new n,  F n is allowed 
to contain trees with either one pair or two pair of nodes at the lowest level, 
but not more than two pair. For n >/4,  the members of F~ with one pair of nodes 
at the lowest level are obtained by adjoining a pair of nodes below a node at the 
lowest level for each tree in subclass F,~_ 1 . Similarly, the members of F~ with 
two pair of nodes at the lowest level are obtained by adjoining a pair of nodes to 
each of two nodes at the lowest level of every tree in class F~_2 • (For n ~ 2, every 
coding tree contains at least two nodes at the lowest level.) By this corre- 
Pl P2 
P2 P3 
FIG. 5. The  unique coding trees for n = 2 and n = 3. 
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n 
t. 
1 2 3 4 5 6 7 8 9 I0 11 12 13 14 15 16 17 18 19 20 
• 1 1 2 3 5 8 13 21 34 55 89 144 233 377 610 987 1597 2584 4181 
• 1 1 2 3 5 9 16 28 50 89 159 285 510 914 1639 2938 5269 9451 16952 
Fro. 6• A comparison off~-i and tn for 1 < n < 20• 
spondence, we see that ]F~ I = I F~-I  i q- ]F~-2 ] for all n >/4,  which, together, 
with the initial condition IF21 = IF31 = 1, gives us levi =/n-I as asserted• 
A comparative table off ,_1 and t~ is shown in Fig. 6. Since l im~®f~/t~ =
limned(r/A) ~ = 0, it is conceivable, but rather unlikely, that an entirely different 
strategy would identify a totally different subset of the trees on n nodes, larger 
than F~ for large values of n, which are all equally valid Huffman trees for some 
set of source probabilities quite different from F. We leave this as an open 
question for the reader• 
The evaluation of tn is accomplished by letting t~.e denote the number of 
coding trees with n terminal nodes (i.e., corresponding to n source symbols), 
of which k pairs of nodes are at the lowest level• Then it is easily seen that 
j~>[(k+l)/2] 
3. INFINITE DISCRETE SOURCES 
An infinite discrete source may be regarded as one which has source symbols 
_/11 , -/12 , Aa ,..•, A n ,... in one-to-one correspondence with the positive integers, 
with corresponding source probabilities P i ,  with all Pi > 0 and ~2i~1 Pi = 1. We 
will further assume that the Ai 's have been so ordered that Pi >/P~+I for all 
i >/ 1. Obviously the Huffman algorithm does not work for such sources, since 
we cannot begin by picking the two symbols of lowest probability• Nevertheless, 
as shown in Golomb (1966b), it is possible by other methods to determine the 
opt imum tree code for many such sources, including certain geometric distribu- 
tions on the source alphabet• 
The results of Golomb (1966b) are generalized in Gallager and van Vorhis 
(1975), to cover all geometric distributions on the positive integers• In Fig. 2b 
of Gallager and van Vorhis (1975), the difference between minimum average 
word length and entropy is plotted for the optimum binary source code for the 
geometric distribution P(n) =- (1 - -p )pn-1 ,  n >~ 1, as a function of p, and the 
greatest difference is seen to occur near p ~- 0.62. As we shall see, this is the 
critical value p ~- ~.-1 = (51/2 _ 1)/2 = 0.618034 .... 
Before asking how many distinct coding trees can be tied for best in the case 
of the infinite discrete source, it is appropriate to ask how large the entire set of 
distinct coding trees is in this case. In particular, do we expect a countable 
infinite number (~0) or an uncountable infinite number (~) of such trees? Some 
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of the members of this set of trees are illustrated in Fig. 7. In Fig. 8, we indicate 
a small subclass of the set of all possible infinite coding trees which is already 
provably uncountable in size. In particular, at each level down, we are free to 
make an independent binary choice which permanently affects the tree structure 
(including the number of nodes it will have at each level down). A countable 
sequence of binary choices is in one-to-one correspondence with the infinite 
binary expansions for the real numbers on [0, 1], and hence this set is 
uncountably infinite (cardinality G). We further observe that trees of this set 
never involve more than three nodes. (interior or terminal) at any one level, and 
therefore are all contained in the Zorn's Lemma (or K6nig's Lemma) "limit" of 
the finite sets of trees of the successive classes F~. It is therefore not difficult 
to verify that all of the trees of Fig. 8 are in fact equally valid optimum tree 
structures for the encoding of the infinite discrete source with probabilities given 
by the limiting probabilities (9) from the finite case, namely 
51/2 + 1 
Pi = "r - ( l+i ) ,  i = 1, 2, 3,..., r = 2 (11) 
This source is so badly mismatched to the binary channel that an uncountably 
infinite number of essentially different codes are all equally efficient (in fact, 
equally inefficient) for it. The degree of inefficiency is easy to calculate. The 
entropy of a geometric distribution (see Golomb, 1966a) is 
1 
H = ~ ( - -p log p --  q log q), (12) 
where, for the source specified by (11), p - -~. -2  and q = 1 -  ~.-2= ~.-1. 
Evaluating (12) using logarithms to the base 2, we obtain 
H = 1.5523721 "'" bits/symbol. (13) 
On the other hand, using a tree structure from Fig. 8 (for convenience, the one 
with one terminal node at each level), we find that the actual number of bits 
required per symbol is 
R = ~ n • 2 -~ = 2 bits/symbol (14) 
~=1 
It is interesting that the limiting value Pl, for the greatest mismatch to the 
binary channel, is not 3/8 (the arithmetic mean between 1/4 and 1/2) nor 21/2/4 
(the geometric mean), but ~--2 = (3 --  51/2)/2, which is thus in a new sense a 
"golden mean" between l/4 and 1/2. 
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Case n = ~o 
21"3 4 5 ~  7
3 4 
5 6 
• . 
1 
5 6 7 8 
9 10 1) 12 
13 14 
1 
2 3 
4 5 6 7 
FIa. 7. A few examples of coding trees for the infinite discrete source. 
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Case n ---- No 
d ~b 
FIc. 8. Since at each level down the tree there is the independent binary choice of 
whether or not to adjoin the pair of nodes indicated by the dotted lines, the number of 
trees which can result is uncountably infinite. Moreover, all of these trees are equally 
good codes for the "infinite Fibonacci source." 
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