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A B S T R A C T
Many problems in computer vision are ill-posed in the sense thatthere is no unique solution without imposing additional regu-
larization or prior knowledge about the desired result. In this disserta-
tion, we are particularly interested in the restoration of natural images,
which aims at recovering a clean image from a corrupted observation,
such as an image afflicted by noise or blur.
In a generative approach, it is common to separate modeling of the
image prior (regularization term) and the likelihood (data term), where
the latter describes the mathematical relationship between the true
image and its corrupted observation. By using Bayes’ rule, prior and
likelihood give rise to the posterior distribution of the restored image,
which can then be used to infer the restored image. Alternatively,
since prior and likelihood themselves are not actually needed to infer
the restored image, the posterior can also be directly modeled in a
discriminative approach.
The problem of inference is then to predict a restored image based
on the posterior, where it is most common to seek the image with
highest posterior probability. Inference typically involves solving an
optimization problem of some kind, which can be difficult or slow,
especially for non-convex optimization problems which often arise
when trying to accurately model image restoration problems. To alle-
viate this issue, a particular optimization strategy known as half-qua-
dratic (HQ) inference by Geman et al. [Geman and Reynolds, 1992; Ge-
man and Yang, 1995] has proven to be very useful, where the model is
first augmented with auxiliary variables. Inference then alternates be-
tween updating the restored image and the auxiliary variables, where
both of these steps are relatively simple. Half-quadratic inference is a
key component for all of the contributions put forward in this disser-
tation. Therefore, the first contribution is to provide a comprehensive
review of HQ inference.
Our second contribution pertains to the issue that the likelihood
often hinges on a few parameters (e. g., the strength of assumed image
noise), which are specific to the images at hand in a given application.
Since these parameters are important but mostly unknown in practice,
we address this (often ignored) issue by proposing a sampling-based
inference method that allows to estimate such parameters besides the
restored image. Half-quadratic inference plays an important role to
make our approach practical.
Devising good image priors is often difficult, especially because
natural images (and related scene types) have a complex structure.
We address this throughout this thesis by using flexible images mod-
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els based on Markov random fields (MRFs) and (parameter) learning
based on example data. However, instead of hoping to learn a model
that (approximately) adheres to some known regularities of the data,
sometimes it is desirable to explicitly incorporate domain knowledge
into the model. As our third contribution, we address this issue by
enforcing invariance to linear transformations in a commonly-used
class of models. With a focus on rotations, we propose transformation-
aware feature learning and demonstrate our learned models in two
applications. First, we learn an image prior that enables translation-
and rotation-equivariant image denoising. Second, we devise rotation-
equi-/invariant image descriptors based on learned rotation-aware
features that perform well for rotation-invariant object recognition
and detection.
In the following, we revisit and analyze HQ inference and propose
an effective discriminative generalization based on a cascade of Gaus-
sian conditional random fields (CRFs). By learning the model and its as-
sociated inference algorithm in a single unit, we show that using only
few cascade stages yields excellent results in image denoising and de-
blurring. In particular, we propose the first discriminative non-blind
deblurring approach that works for arbitrary images and blurs.
Finally, we address the issue that many low-level vision algorithms
cannot be applied to megapixel-sized images. Based on our discrimi-
native generalization of HQ inference, our final contribution is to learn
a particularly efficient model and inference combination that can be
applied to large images in a very reasonable amount of time, without
compromising on the quality of the restored images.
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Z U S A M M E N FA S S U N G
Viele Probleme in Computer Vision sind im mathematischen Sin-ne schlecht gestellt, d.h. es gibt keine eindeutige Lösung oh-
ne das Problem zusätzlich zu regularisieren oder Vorwissen über
die gewünschte Lösung einzubringen. Diese Dissertation beschäftigt
sich hauptsächlich mit der Restauration von natürlichen Bildern, welche
zum Ziel hat, ein fehlerloses Bild von einer fehlerhaften Beobachtung
zu gewinnen, zum Beispiel von einem Bild das von Rauschen oder
Unschärfe behaftet ist.
In einem generativen Ansatz ist es üblich, die Modellierung der
A-priori-Wahrscheinlichkeit des Bildes (Regularisierungs-Term) und
der Likelihood (Daten-Term) zu trennen, wobei die letztere den mathe-
matischen Zusammenhang zwischen dem korrekten Bild und seiner
fehlerhaften Beobachtung beschreibt. Aufgrund von A-priori-Wahr-
scheinlichkeit and Likelihood kann mit Hilfe des Satzes von Bayes
die A-posteriori-Wahrscheinlichkeit gewonnen werden, aus welcher
anschließend das restaurierte Bild geschätzt werden kann. Da A-priori-
Wahrscheinlichkeit and Likelihood eigentlich nicht direkt zur Gewin-
nung des restaurierten Bildes benötigt werden, kann alternativ bei ei-
nem diskriminativen Ansatz die A-posteriori-Wahrscheinlichkeit auch
direkt modelliert werden.
Das Problem der Inferenz ist nun ein restauriertes Bild mittels der A-
posteriori-Wahrscheinlichkeit zu schätzen, wobei es meist üblich ist,
das Bild mit der höchsten A-posteriori-Wahrscheinlichkeit zu ermit-
teln. Inferenz ist typischerweise mit dem Lösen eines Optimierungs-
problems verbunden, was sich als schwierig oder langsam herausstel-
len kann, vor allem für nicht-konvexe Optimierungsprobleme, wel-
che oft bei der sorgfältigen Modellierung von Bildrestaurierungspro-
blemen auftreten. Um dieses Problem zu mindern hat sich eine ge-
wisse Optimierungsstrategie von Geman et al. [Geman and Reynolds,
1992; Geman and Yang, 1995], bekannt als halb-quadratische (HQ) Infe-
renz, als besonders nützlich herausgestellt, wobei das Modell zu Be-
ginn mit zusätzlichen Hilfsvariablen ausgestattet wird. Inferenz wird
nun durch das alternierende Anpassen des Bildes und der Hilfsvaria-
blen durchgeführt, wobei jeder dieser beiden Schritte relativ einfach
durchzuführen ist. Halb-quadratische Inferenz ist eine Kernkompo-
nente für alle in dieser Dissertation vorgestellten wissenschaftlichen
Beiträge. Daher ist der erste Beitrag eine umfassende Übersicht zur
HQ Inferenz.
Unser zweiter Beitrag betrifft die Tatsache dass die Likelihood oft
von einigen Parametern abhängt, welche jedoch spezifisch für die
konkreten Bilder in einer gegebenen Anwendung sind. Da diese Pa-
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rameter wichtig, aber praktisch meist unbekannt sind, adressieren
wir dieses (oft ignorierte) Problem durch eine Stichproben-basierte
Inferenz-Methode, die es erlaubt, solche Parameter neben dem restau-
rierten Bild zu schätzen. Halb-quadratische Inferenz spielt dabei eine
wichtige Rolle, um unseren Ansatz zweckmäßig zu machen.
Gute A-priori-Wahrscheinlichkeiten für Bilder zu entwickeln ist oft
nicht einfach, insbesondere da natürliche Bilder (und ähnliche Arten
von Szenen) eine komplexe Struktur besitzen. Wir befassen uns in
dieser Arbeit durchgehend mit dieser Problematik, indem wir flexi-
ble Bild-Modelle basierend auf Markov random fields (MRFs) und das
Lernen von Parametern mittels Beispiel-Daten, verwenden. Anstatt je-
doch zu hoffen, dass ein gelerntes Modell gewisse Regularitäten der
Daten (approximativ) festhält, ist es manchmal wünschenswert, Do-
mänenwissen explizit in das Modell einfließen zu lassen. Als unse-
ren dritten Beitrag behandeln wir diese Thematik, indem wir Inva-
rianz bezüglich linearen Transformationen in einer oft verwendeten
Klasse von Modellen erzwingen. Mit einem Schwerpunkt auf Rotatio-
nen, schlagen wir transformations-bewusstes Lernen von Merkmalen
vor und demonstrieren unsere gelernten Modelle in zwei Anwendun-
gen. Zuerst lernen wir eine A-priori-Wahrscheinlichkeit von Bildern,
welche translations- und rotations-equivariantes Bildentrauschen er-
möglicht. Als zweites entwickeln wir rotations-equi-/invariante Bild-
deskriptoren basierend auf rotations-bewusst gelernten Merkmalen,
welche gute Ergebnisse für rotations-invariante Objekterkennung und
-detektion liefern.
Anschließend greifen wir HQ Inferenz wieder auf, durch dessen
Analyse wir zu einer effektiven diskriminativen Generalisierung ge-
langen, die durch eine Kaskade von Gaussian conditional random fields
(CRFs) realisiert wird. Indem wir das Modell und den zugehörigen
Inferenz-Algorithmus vereinen und gemeinsam lernen, zeigen wir
dass nur wenige Stufen einer Kaskade ausreichen, um exzellente Er-
gebnisse im Entfernen von Bildrauschen und -unschärfe zu erzielen.
Konkret entwerfen wir den ersten diskriminativen Ansatz für das
nicht-blinde Entfernen von Bildunschärfe, welcher für beliebige Bil-
der und Unschärfen geeignet ist.
Letztlich widmen wir uns dem Thema, dass viele Algorithmen in
“low-level” Computer Vision nicht auf Bilder in Megapixel-Größe an-
wendbar sind. Basierend auf unserer diskriminativen Generalisierung
von HQ Inferenz, ist unserer letzter Beitrag das Lernen einer beson-
ders effizienten Kombination aus Modell und Inferenz, welche auf
große Bilder in sehr annehmbarer Zeit angewendet werden kann, oh-
ne dabei die Qualität der restaurierten Bilder zu beeinträchtigen.
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Electronic circuits are pervasive in our daily lives, especially asthey have become ever smaller and cheaper to manufacture. As
a result, digital sensors of all kinds – including cameras – are now
ubiquitous. For example, many people carry cell phones with them
every day, which are equipped with digital cameras. Cameras are
also indispensable for experimental and exploratory research, where
visual data is often crucial to making sense of observed phenomena
or experiments. Images and videos also play a major role in business,
with applications ranging from surveillance to quality control.
However, the raw image data is just a means to an end, namely to
find and explain patterns in the data, often with the ultimate goal of
taking action based on understanding gained from it. Interpretation
of visual data (in real time) is an essential skill for many animals as
well as humans to act in the three-dimensional (3D) world around
them, often ultimately necessary for survival. As a result, people are
very good at explaining images and videos.
However, since the rate is accelerating at which data is acquired
and recorded, automated or computer-assisted understanding of data
– including images and videos – is more relevant than ever. As a
result, computer vision, whose goal is to devise algorithms that enable
computers to interpret and act upon visual information, is a growing
field of research. Computer vision is concerned with a diverse range
of applications. This includes tasks that often seem easy to people
but are difficult for computers, such as recognizing [Lazebnik et al.,
2006; Krizhevsky et al., 2012] and localizing [Viola and Jones, 2001;
Felzenszwalb et al., 2010] many different kinds of objects, or tracking
[Reid, 1979; Okuma et al., 2004] them over time. Applications of this
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kind are typically called high-level vision. In contrast, the focus of this
dissertation is low-level vision, which is concerned with assigning aNote that we do not
restrict labels to be
discrete.
respective output or label to every pixel (or voxel) of the image (or
video), something that humans are (consciously) not familiar with.
low-level vision Although low-level vision is an important area
of research in itself, the outputs of such methods can additionally
serve as inputs to algorithms that are concerned with high-level vi-
sion problems (cf. Chapter 5). For example, given two images of a
scene taken from slightly different viewpoints, stereo matching [Lucas
and Kanade, 1981; Sun et al., 2003] aims to estimate the depth from
a reference viewpoint for every pixel in the scene, which can be an
important feature in other applications (e. g., for grouping of pixels
that belong to the same object). A related problem is that of optical
flow [Horn and Schunck, 1981; Sun et al., 2010], which tries to es-
timate the (apparent) 2D motion of every pixel between successive
frames of a video. Another application is image segmentation [Rother
et al., 2004; Felzenszwalb and Huttenlocher, 2004], which can be used
for separating background from foreground (objects), which is often
a prerequisite for other tasks, such as an intrinsic image decomposi-
tion [Land and McCann, 1971; Gehler et al., 2011] into reflectance
(material-dependent, including color) and shading layers. In turn,
the shading component of an image can be used to estimate surface
normals and thus 3D shape, which is known as shape from shading
[cf. Zhang et al., 1999]. Finally, although image sensors continue to
improve in quality and resolution, they will never be perfect. Addi-
tionally, image quality is constrained by the fact that only a limited
number of photons can be captured by the sensor. Hence, some image
corruption is inevitable while an image or video is acquired. Addi-
tionally, unwanted image artifacts can be caused by a multitude of
other (sometimes unavoidable) reasons, such as storage or transmis-
sion. In this thesis, we will focus on applications that aim to remove
such corruption, which are grouped under the umbrella term of image
restoration [cf. Katsaggelos, 2012]; we will discuss these in more detail
in Section 1.2. However, our proposed methods are often not limited
to a particular application, i. e. they can conceivably be generalized to
other low-level vision tasks.
1.1 challenges
Unfortunately, many problems in low-level vision are severely under-
constrained, i. e. there are more unknown labels to estimate than con-
straints provided by the given images. Additionally, the observed
images are often contaminated by (random) noise. As a result, it
is hopeless to choose among all possible solutions without imposing
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some form of regularization based on prior knowledge about the result
we expect.
To that end, a common approach is to first devise a mathematical
model of the observed images (called data term or likelihood), based
on our assumptions of how they arose. For example, in image de-
convolution, it is assumed that the observed image was produced by
convolving the original image with a blurring filter. Note that the
data term often hinges on a few parameters (e. g., the strength of as-
sumed image noise), which are specific to the images at hand in a
given application. Since these parameters are important but mostly
unknown in practice, we address this (often ignored) issue in Chap-
ter 4. When the data model is not sufficient to guarantee a unique
and sensible solution, a regularization or prior term is additionally
used to help choose among possible solutions. For example, in case
of image restoration, we need to (mathematically) encode our prior
knowledge about “good” images.
learning Devising good regularization terms is often difficult, es-
pecially because natural images (and related scene types) have a com-
plex structure. We address this throughout this thesis by using flex-
ible image models and (parameter) learning based on example data.
However, instead of hoping to learn a model that (approximately) ad-
heres to some known regularities of the data, sometimes we want to
explicitly incorporate domain knowledge into the model. We address
this issue in Chapter 5, where we describe how to enforce invariance
to linear transformations in a commonly-used class of models.
inference After data and regularization terms are fully speci-
fied, we need to carry out inference to find a solution that reflects
both terms. Similarly, inference is also necessary for model learn-
ing. Unfortunately, inference can be difficult since suitable regulariza-
tion terms often lead to demanding optimization problems. We ad-
dress this by recasting a complicated inference problem as a sequence
of easier ones, specifically involving well-understood quadratic opti-
mization. To that end, we adopt and extend the half-quadratic infer-
ence approach by Geman et al. [Geman and Reynolds, 1992; Geman
and Yang, 1995] throughout this dissertation. We provide an exten-
sive review of half-quadratic inference and related topics in Chapter 3
and propose effective generalizations in Chapters 6 and 7.
large-scale problems Many low-level vision algorithms can-
not be applied to megapixel-sized images, which are common nowa-
days. This is because the involved optimization problems for infer-
ence do not scale to millions of variables (i. e., pixels). To address this,
we propose an efficient model and inference combination in Chap-
3
ter 7 that we jointly learn from example data and that can be applied
to such large-scale images in a reasonable amount of time.
Although we propose probabilistic and deterministic approaches
in this dissertation, we typically discuss all models from a probabilis-
tic point of view. However, an entirely non-probabilistic exposition
would often be possible in case we were to seek only the single most
probable solution for a given application.
1.2 image restoration
Since we focus on applications of half-quadratic models in image
restoration, we will now review the principal challenges and founda-
tions of many restoration approaches. Image restoration is important,
since removing corruption and artifacts from images reduces undesir-
able visual appearance variations and thus may help to improve the
results of computer vision algorithms at higher levels. Likewise, it
is also desirable to improve the quality of images for further human
visual inspection, or simply to enhance consumer photographs.
Even though many of the techniques developed here could be gen-
eralized to videos or three-dimensional (voxel) images, this disserta-
tion considers only two-dimensional still images. Most (consumer)For some of our
proposed methods, it
is straightforward to
extend them to color
images. Most of
them can also be
applied separately
for each color
channel with
reasonable results.
cameras record color images with three different channels for the col-
ors red, green, and blue (RGB color model). Here, we mostly work
with grayscale images, which contain only one channel that represents
the intensity (brightness) of the scene, since the key challenges for
color and grayscale images are typically the same. Furthermore, we
assume that we are working with – what are often called – natural
images, i. e. images depicting scenes of nature or human-made envi-
ronments; loosely speaking, these are images that are typically taken
with consumer cameras.
Image restoration is an umbrella term for a wide variety of applica-
tions that aim to remove image corruption. Common forms of image
corruption include:
noise Analogously to acoustic noise, image noise generally refers
to random visually disturbing artifacts that were not present in
the scene when the image was recorded.
blur Image blur denotes the condition that a single pixel of the im-
age is a combination of several distinct points of a recorded
scene.
optical aberrations Cameras typically include several optical
elements (lenses) to record a sharp image of a scene. Optical
aberrations are related to image blur and can be caused by a
multitude of issues that arise in reproducing a sharp image of
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the scene due to (mis-)alignment or suboptimal quality of opti-
cal elements.
compression (lossy) Images are often compressed, e. g. for stor-
age or transmission purposes. This ranges from simply reduc-
ing the spatial resolution of the image to applying more so-
phisticated lossy compression schemes, such as the widely used
JPEG compression [cf. Wallace, 1991].
In this thesis, we focus on removing noise and blur from natural
images. However, many of the proposed methods can conceivably be
adapted to other image domains or restoration applications.
1.2.1 Image denoising
Image noise denotes a random deviation of the image signal (e. g.,
brightness, color) from its ideal value. Image denoising is thus con-
cerned with recovering the true image signal from the observed noisy
image. There are several sources of noise in modern digital cameras.
Some noise arises due to the various electronic circuits that are used
to record the image signal. Since the image sensor essentially counts
photons, the random arrival of photons at the sensor causes what
is called shot noise. Furthermore, consumer cameras mostly use sen-
sors with color filter arrays (often a Bayer filter [Bayer, 1976]), which
require a reconstruction step (called demosaicing) to obtain color val-
ues for every image pixel; demosaicing can cause image artifacts [e. g.,
Chatterjee et al., 2011]. Additionally, there is quantization noise due to
each pixel of the image being quantized to a discrete value for stor-
age and transmission (commonly 256 values per pixel and channel in
standard image formats).
While shot noise can be modeled with a Poisson distribution, quan-
tization noise adheres to a uniform distribution. Noise due to other
electronic circuits is often assumed to follow a Gaussian (normal) dis-
tribution. However, most common in the literature [e. g., Portilla et al., We typically denote
two-dimensional
images as vectors to
simplify notation.
Throughout this
dissertation, y
always denotes the
observed corrupted
image, and x the
desired restored
image.
2003; Dabov et al., 2007b; Roth and Black, 2009; Jain and Seung, 2009]
is to model image noise overall with a single Gaussian distribution,
independently for each pixel
yi = xi + r, r ∼ N (0, σ2) (1.1)
of an observed noisy image y ∈ Rn where σ2 denotes the noise vari-
ance (larger value denotes stronger noise). Hence, y is assumed to
be a combination of the true unknown image x ∈ Rn with additive
white Gaussian noise. Given the true image, this gives rise to express-
ing the probability of the observed image via a multivariate Gaussian
distribution Note that p(x) is
shorthand notation
for p(X = x), i. e.
the probability of
random variable X
having value x.
p(y|x) =
n
∏
i=1
N (yi; xi, σ2) = N (y; x, σ2I), (1.2)
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(a) Clean image (b) Real noisy image (c) Synthetic noisy image
Figure 1.1: Noise comparison. (a) Virtually noise-free image. (b) Image with
real noise. (c) Synthetic noisy image based on (a) by adding white
Gaussian noise of similar strength as in (b). Best viewed on screen.
where I denotes the identity matrix. We choose to model pixels of
an image with real numbers instead of enforcing discrete values (e. g.,
0, . . . , 255), since this generally makes modeling and inference easier.The likelihood is a
mathematical
specification of the
image corruption
and thus application-
dependent.
The distribution in Eq. (1.2) is called the likelihood function of the
observed noisy image y, given the noise-free image x. We also make
a Gaussian noise assumption for most of the methods in this disser-
tation.
There is some justification from the (Liapunov) central limit theorem
for modeling the observed image with a Gaussian distribution, since
the observed noise in an image is assumed to be accumulated from
various independent sources (e. g., shot noise and quantization noise).A Gaussian noise
assumption is also
important for the
half-quadratic
models that we
consider in this
thesis (Chapter 3).
However, making a Gaussian noise assumption is also mathemati-
cally very convenient, which can be argued to at least partly account
for its widespread use. Furthermore, the literature on image denois-
ing rarely addresses the removal of noise from real photographs [a
recent exception: Anaya and Barbu, 2014]. Instead, it is common to
denoise artificially created images to facilitate quantitative compar-
isons to other denoising methods. Since those artificial test images
are typically randomly simulated according to Eq. (1.2), the Gaussian
noise assumption obviously holds. Figure 1.1 shows a comparison
between real and synthetic noise for an example image.
It can be argued that image denoising (under the assumption of
Gaussian noise) has become a benchmark to compare various generic
image models, which are also applicable to other tasks. This might
be the case due to image denoising being one of the easiest image
restoration tasks.
1.2.2 Image deblurring
Although image blur can be used for artistic effect (e. g., bokeh), it
is often unpleasant and severely reduces the sharpness of an image.
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(a) Camera shake (b) Object motion blur (c) Defocus blur
Figure 1.2: Examples of common types of image blur.
There are various common causes of image blur with different mani-
festations, especially:
camera motion The whole image is blurred if the camera is moved
during exposure. This very common cause of blur is also called
camera shake (Fig. 1.2(a)), since it is often due to shaking the
camera while holding it, in particular with slower shutter speeds.
object motion Only parts of the image become blurred if objects
move while the shutter is open during exposure (Fig. 1.2(b)).
defocus Defocus blur refers to the recorded image being out-of-
focus (Fig. 1.2(c)), which can be caused by an unsuitable ar-
rangement of the camera (lenses) or if the objects of interest
changed their distance to the camera.
In image deblurring, it is common to model a pixel
yi =
( m
∑
j=1
Kijxj
)
+ r (1.3)
of the observed blurred image y ∈ Rn by means of a blur matrix Note that x and y
can have different
sizes.
K ∈ Rn×m as a linear combination of the pixels of the underlying
true image x ∈ Rm plus some pixel-independent noise r. Again, we
assume here r ∼ N (0, σ2) to follow a Gaussian distribution, which,
given the true image, also allows us to express the probability of the
whole observed image as a multivariate Gaussian:
p(y|x) =
n
∏
i=1
N
(
yi;
m
∑
j=1
Kijxj, σ2
)
= N (y; Kx, σ2I). (1.4)
From the above definition of the deblurring likelihood in Eq. (1.4), it
also becomes apparent that the denoising likelihood (Eq. 1.2) is re-
tained as a special case when K is the identity matrix. However, in
contrast to denoising we typically assume less noise (i. e., smaller vari-
ance σ2). Furthermore, image deblurring methods in the literature are
frequently evaluated on real images to demonstrate their merits [e. g.,
Fergus et al., 2006; Cho and Lee, 2009; Joshi et al., 2010].
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(a) Uniform blur (b) Non-uniform blur
Figure 1.3: Comparison of uniform and non-uniform blur. The images on
the right in both cases depict the blur kernel at selected locations.
The blur matrix K is typically very sparse since we assume that
only relatively few pixels of the true unobserved image contribute to
a single pixel of the observed blurred image. Furthermore, the blur
is called uniform if it is the same at all locations of the image. In this
case, the blur matrix K has special repetitive structure that allows toThe blur kernel is
also called point
spread function.
express multiplication as convolution with a blur kernel k that is much
smaller than the image, i. e. Kx ≡ k⊗ x with k ∈ Rp, p  m. Hence,
deblurring is also called deconvolution when assuming uniform blur.
Note that uniform blur is a somewhat strong assumption to make,In addition, uniform
blur can only be
fully accurate when
all pixels have the
same depth.
since translation along the image plane is the only camera motion that
can result in uniform blur. However, uniform blur is still the dom-
inant assumption in the literature to simplify the deblurring prob-
lem [e. g., Levin et al., 2009; Schuler et al., 2013]. Only recent work
has started to make different assumptions (e. g., 3D camera rotation
[Whyte et al., 2010]), which result in non-uniform blur. Figure 1.3
shows a comparison between uniform and non-uniform blur for an
example image. Note that results obtained with a uniform blur as-
sumption can be quite reasonable in practice, and have been found to
outperform some non-uniform blur methods even if the true blur is
not (quite) uniform [Köhler et al., 2012]. While some of the proposed
methods in this dissertation are compatible with both uniform and
non-uniform blur assumptions, all our experiments are carried out in
the context of uniform blur.
The deblurring problem is typically called non-blind under the as-Similarly, blind
denoising refers to
the case where the
noise strength is
unknown.
sumption that the blur matrix (or kernel) is known. In contrast, blind
deblurring refers to the problem of estimating the blur and deblurring
the image, although these two parts are often carried out separately
[cf. Levin et al., 2009].
1.3 bayesian image restoration
Our discussion has so far been confined to why and how images get
corrupted. Concretely, for image noise and blur, we used a likelihood
8
function to model how we assume the corrupted image to be related
to the original clean image. This is also called the forward model, since
it encodes how we get from the original image to the corrupted one.
Image restoration is consequently called an inverse problem, since it
essentially amounts to “inverting” the forward model. Unfortunately,
this is mathematically ill-posed [Hadamard, 1923] since not sufficiently
constrained or because the forward model is non-deterministic (due
to the presence of noise). To remedy this, we can impose regularization
[Tikhonov, 1963] to express our preference for certain manifestations
of x. To that end, we specify p(x), called the prior distribution, since
it encodes our prior knowledge of good images, independent of the
particular application and before observing any corrupted image.
Separately modeling prior and likelihood, which also defines the
joint distribution p(x, y) = p(y|x) · p(x), is called a generative ap-
proach. By using Bayes’ rule, we obtain the posterior distribution
p(x|y) ∝ p(y|x) · p(x) (1.5)
of the restored image x, given the observed corrupted image y. As-
suming a sensible prior distribution, the posterior is now well-posed
and can be used to predict the restored image. To that end, the most
common choice is xˆ = arg maxx p(x|y), i. e. the image with the high-
est posterior probability (density), which is called the maximum a-
posteriori (MAP) estimate.
In a generative approach, we model the joint distribution p(x, y)
but only require the posterior p(x|y) to predict the restored image.
The idea in a discriminative approach is to directly model the posterior,
without separately specifying prior and likelihood. Generative and
discriminative approaches both have their advantages and disadvan-
tages, some of which will be discussed in the subsequent Chapter 2.
We propose approaches of both kinds in this dissertation, which are
discussed in detail in their respective chapters.
energy minimization The posterior is often alternatively de-
fined via an energy (i. e., cost) function E(x|y) as p(x|y) ∝ exp(−E(x|y)).
Hence, MAP estimation corresponds to energy minimization:
xˆ = arg max
x
p(x|y) = arg min
x
E(x|y). (1.6)
Note that no probabilistic interpretation is necessary for energy mini-
mization, where the energy is composed of a data term (corresponding
to the likelihood) and a regularization term (akin to the prior).
1.4 learning
We briefly discussed the necessity of a prior distribution p(x) in a
generative image restoration approach. Devising priors that favor
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“good” images over “poor” ones is a challenging task. Instead of
directly operating on the raw pixel values, image priors typically use
derived image representations, called features, that are more relevant
for the task and lead to better models. To devise good features, it
has proven useful to study the (statistical) properties of the images
of interest, here natural images. For example, one of the most salient
features of natural images is smoothness, i. e. neighboring pixels mostly
have similar brightness (or color) values [e. g., Ruderman, 1994].
Exploiting smoothness (and other features) has been very success-
ful, but also has its limitations. It has been shown [e. g., Roth and
Black, 2009] that image priors can be substantially improved by using
features that, although inspired by image statistics, have many addi-
tional degrees of freedom (i. e., parameters). Hence, we can define a
prior p(x;Θ) based on parameters Θ that also determine the feature
representation of the model. Since manually choosing such parame-
ters is difficult and cumbersome, learning has become very attractive,
i. e. using techniques from machine learning to automatically choose
good parameters based on exemplary data. Furthermore, learned fea-
tures (e. g., patterns) that are generally suitable to model images can
also be useful for other tasks, such as object classification or detection
(Chapter 5).
Although we motivated parameter learning for image priors in a
generative context, the general idea is also applicable to learning pa-
rameters of a posterior distribution p(x|y;Θ) in a discriminative ap-
proach.
random fields In particular, all our models are posed within
the framework of Markov random fields (MRFs) [cf. Li, 2001], which are
used here to specify a (probabilistic) model of whole images by mod-
eling only local image neighborhoods. Note that these local neigh-
borhoods overlap and are modeled based on the statistics of natural
images (e. g., smoothness). MRFs assume that a single pixel, given its
local neighborhood of pixels, is independent of all other pixels in the
image (Markov property). When such models are adapted to directly
model the posterior in a discriminative context, they are typically
called conditional random fields (CRFs) [Lafferty et al., 2001]. Chapter 2
will introduce MRFs and CRFs in more detail.
1.5 half-quadratic inference
Once prior and likelihood in a generative setting have been specified,
we need to carry out posterior inference (e. g., MAP estimation) to
predict the restored image, which can be difficult depending on the
particular properties of the posterior distribution.
Recall that we assume a Gaussian distribution for the likelihood
(for image denoising and deblurring). If we are able to also model
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the prior with a Gaussian, then the posterior could also be derived as
a Gaussian distribution of the restored image (due to self-conjugacy
[Raiffa and Schlaifer, 1961]). A good reason to use Gaussian distri-
butions is that they are well-understood, and inference is relatively
easy (cf. Section 3.5). This is partly due to the availability of efficient
methods for inference with quadratic functions, since N (x; µ,Σ) ∝
exp(−EN (x; µ,Σ)) is defined via a quadratic (energy) function
EN (x; µ,Σ) =
1
2
(x− µ)TΣ−1(x− µ). (1.7)
However, the statistics of commonly-used natural image features
preclude the use of Gaussian image priors [cf. Ruderman, 1994]. For
example, although images are mostly smooth, this does not hold
at object boundaries (e. g., at the outline of a person in front of a
background). Modeling such smoothness “outliers” requires more
complex, non-Gaussian, distributions. Unfortunately, posterior infer-
ence (especially probabilistic inference) can be very difficult and in-
efficient for such distributions. Although general-purpose gradient-
based techniques can be used for MAP estimation, they can be slow to
converge. Furthermore, they can get stuck in local optima in case of
non-convex energy functions. Inference is also
important for
learning.
An alternative inference approach, which we adopt throughout this
dissertation, is to define an augmented prior p(x, z) with auxiliary vari-
ables z, such that inference with the augmented prior is easier, but
in principle yields the same result as if we were using the original
prior. In particular, inference with the augmented prior makes use
of the conditional distributions p(x|z) and p(z|x), which are easier
to work with by construction. Furthermore, such an augmentation
is called half-quadratic (HQ) [Geman and Reynolds, 1992; Geman and
Yang, 1995] if p(x|z) is a Gaussian distribution (or equivalently E(x|z)
quadratic in x). This will be discussed in detail in Chapter 3.
Based on the augmented prior, an augmented (also half-quadratic)
posterior p(x, z|y) ∝ p(y|x) · p(x, z) is used for inference, albeit (theo-
retically) guaranteeing identical results to using the original posterior.
Inference alternates between updating x and z according to the con-
ditional distributions Note that HQ
inference hinges on a
Gaussian likelihood
p(y|x), which we
assume here
(Eqs. 1.2 and 1.4).
p(x|z, y) ∝ p(y|x) · p(x|z) ∝ N (x; . . .) (1.8)
p(z|x, y) ∝ p(y|x) · p(z|x) ∝∏k p(zk|x), (1.9)
which are both relatively easy to work with, since p(x|z, y) is a Gaus-
sian distribution and p(z|x, y) is a product of univariate distributions
if auxiliary variables z are chosen to be independent (as is common).
MAP estimation with such an augmented posterior can be shown
to correspond to a second-order optimization method applied to the
original posterior (Chapter 3). However, in contrast to standard sec-
ond-order methods, HQ augmentation can also be used for proba-
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bilistic inference beyond MAP estimation since it also allows to draw
samples from the augmented posterior (Chapter 4).HQ inference can
also be used for
drawing samples
from an image prior. 1.6 thesis overview
Chapter 2 introduces probabilistic graphical models, and Markov ran-
dom fields (MRFs) in particular, since all our proposed models are
based on this framework. We continue with a discussion of infer-
ence and parameter learning in probabilistic and non-probabilistic
contexts. We conclude the first part of the chapter by comparing gen-
erative and discriminative random field models, since approaches of
both kinds are put forward in this thesis. We then turn to image
restoration and discuss common evaluation criteria for the quality of
restored images, before we briefly survey related work with a focus
on methods that are based on other paradigms.
Chapter 3 provides a detailed overview of half-quadratic (HQ) in-
ference for MRF models, which is used throughout this dissertation.
To better understand our proposed models in Chapters 4–7, we study
the advantages and disadvantages of different variants of HQ infer-
ence and their connections to other optimization methods. Our dis-
cussion ends with strategies for solving systems of linear equations,
which forms the backbone of HQ inference (for both MAP estimation
and sampling).
Our main contributions, which are outlined in more detail in the
following section, pertain to both to generative (Chapters 4 and 5)
and discriminative (Chapters 6 and 7) approaches: Chapter 4 is partly
based on [Schmidt et al., 2011]1 and presents a probabilistic approach
to image restoration that is especially suited to the case when param-
eters of the corruption model are unknown. Chapter 5 has been pub-
lished as [Schmidt and Roth, 2012] and proposes a generic modeling
framework that allows feature learning with invariances to given lin-
ear image transformations, such as translations and rotations. Based
on [Schmidt et al., 2013, 2016], Chapter 6 presents our discrimina-
tive generalization of HQ inference, which performs image restoration
with a cascade of Gaussian conditional random fields. Chapter 7 has
been published as [Schmidt and Roth, 2014] and generalizes a specific
very efficient variant of HQ inference and thus enables large-scale im-
age restoration.
In Chapter 8, we conclude the dissertation and discuss promising
avenues for future work. Finally, Appendix A provides further details
regarding Chapters 5 and 7.
1 note on contribution: Kevin Schelten and myself contributed equally to the pub-
lication [Schmidt, Schelten, and Roth, 2011]. My contribution to the paper was
primarily to integrate noise estimation for image denoising and deblurring, as well
as to conduct the experiments. Chapter 4 is partly based on this contribution, which
is further extended to parametric blur estimation.
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1.6.1 Contributions
review of half-quadratic inference Half-quadratic infer-
ence is an important approach to convert challenging optimization
problems into a sequence of quadratic problems, which are then eas-
ier to solve. Due to its widespread use, there is a substantial body
of literature spanning multiple research communities. Based on a
unified notation, we provide a comprehensive review of half-qua-
dratic (HQ) inference for MRF models in Chapter 3. Furthermore, we
discuss connections to related optimization approaches to better un-
derstand HQ inference.
image restoration with unknown parameters Even if the
image corruption process is assumed to be known, the resulting likeli-
hood model frequently depends on parameters, such as the variance
of the assumed Gaussian noise (cf. Eqs. 1.2 and 1.4). Although the
quality of the restored image often crucially hinges on an appropri-
ate choice of such likelihood parameters, they are typically assumed
to be known and it is often not addressed how they can be estimated
from the corrupted image. In Chapter 4, we propose a Bayesian im-
age restoration approach with integrated estimation of unknown pa-
rameters, which are treated as unobserved random variables. Based
on good generative image priors, we use probabilistic inference via
sampling with HQ representations, which allows for joint inference
of the restored image and likelihood parameters. With a focus on
noise estimation, we demonstrate the efficacy of our approach in the
context of image deblurring and denoising with integrated parameter
estimation of the noise and blur models.
rotation-aware feature learning Identifying suitable im-
age features is a central challenge for many applications in computer
vision. Due to the difficulty of this task, techniques for learning
features directly from example data have recently received attention.
Despite significant benefits, these learned features often have many
fewer of the desired invariances or equivariances than their hand-
crafted counterparts. While translation in-/equivariance has been ad-
dressed, the issue of learning rotation-invariant or equivariant repre-
sentations has hardly been explored. In Chapter 5, we describe a gen-
eral framework for incorporating invariance to linear image transfor-
mations in product models for feature learning. A particular benefit
is that our approach induces transformation-aware feature learning,
i. e. it yields features that have a notion with which specific image
transformation they are used. We focus our study on rotation in-
/equivariance and show the advantages of our approach in learning
rotation-invariant image priors and in building rotation-equivariant
and invariant descriptors of learned features, which result in excel-
lent performance for rotation-invariant object detection.
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cascades of gaussian crfs Conditional random fields (CRFs)
are popular discriminative models for computer vision and have been
successfully applied also in the domain of image restoration, espe-
cially to image denoising. For image deblurring, however, discrimi-
native approaches have been mostly lacking. We posit two reasons
for this: First, the blur kernel is often known only at test time, requir-
ing any discriminative approach to cope with considerable variability.
Second, given this variability it is quite difficult to construct suitable
features for discriminative prediction. We address these challenges
in Chapter 6 by first showing a connection between half-quadratic
inference for generative image priors and Gaussian CRFs. Based on
this analysis, we then propose a generalization in form of a cascade
model for image restoration that consists of a Gaussian CRF at each
stage. Each stage of our cascade is semi-parametric, i. e. it depends
on the instance-specific parameters of the restoration problem, such
as the blur kernel. We train our model discriminatively with syn-
thetically generated training data. Our experiments show that when
applied to image deblurring, the proposed approach is efficient and
yields state-of-the-art restoration quality on images corrupted with
synthetic and real blur. Moreover, we demonstrate its suitability for
image denoising, where we achieve competitive results for grayscale
and color images.
deep shrinkage fields Many state-of-the-art image restoration
approaches do not scale well to larger images, such as megapixel im-
ages common in the consumer segment. Computationally expensive
optimization is often the culprit. While efficient alternatives exist,
they have not reached the same level of image quality. Based on
insights from Chapter 6, in Chapter 7 we develop an effective ap-
proach to image restoration that offers both computational efficiency
and high restoration quality. To that end we propose shrinkage fields,
a discriminative generalization of an efficient variant of HQ inference,
which can be thought of as a random field-based architecture that
combines the image model and the optimization algorithm in a sin-
gle unit. The underlying shrinkage operation bears connections to
wavelet approaches, but is used here in a random field context. Com-
putational efficiency is achieved by construction through the use of
convolutions and discrete Fourier transforms as the core components;
high restoration quality is attained through discriminative training of
all model parameters and the use of a deep model (cascade architec-
ture). Unlike heavily engineered solutions, our learning approach can
be adapted easily to different trade-offs between efficiency and image
quality. We demonstrate state-of-the-art restoration results with high
levels of computational efficiency, and significant speedup potential
through inherent parallelism.
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This chapter first reviews basic mathematical foundations of mod-eling probability distributions over many variables, which mo-
tivate all models in this dissertation. After introducing MRF image
models, we present probabilistic and deterministic variants of infer-
ence and parameter learning. We conclude this first part with a dis-
cussion of the advantages and disadvantages of different modeling
approaches. The second part of this chapter is devoted to image
restoration. Concretely, we discuss common evaluation methodolo-
gies and criteria, before we briefly survey related work with a focus
on other modeling paradigms that differ from ours.
2.1 probabilistic graphical models
Most image models proposed in this dissertation are essentially prob-
ability distributions over the domain of all images (of a given size).
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Since this domain and thus the associated space of probability dis-
tributions is vast, we need to make some simplifying assumptions
in the form of (conditional) independences between random variables
(i. e., pixels). Two (sets of) random variables x1, x2 are independent if
p(x1, x2) = p(x1)p(x2), which implies p(x1|x2) = p(x1) and p(x2|x1) =
p(x2). Likewise, two (sets of) variables x1, x2 are conditionally inde-
pendent if p(x1, x2|x3) = p(x1|x3)p(x2|x3) given variable (set) x3.
Probabilistic graphical models (GMs) [cf. Koller and Friedman, 2009]
are very useful for defining probability distributions over many vari-
ables because they allow for encoding (conditional) dependencies and
independences between variables in a principled way by means of a
graph structure. In a GM, each random variable is represented by a
node (vertex) in the graph. By convention, an observed random vari-Note that we will
interchangeably
refer to a random
variable or its
associated node in
the graph.
able with known value is depicted with a shaded (i. e., gray) node.
Non-shaded (i. e., white) nodes correspond to unobserved (called la-
tent) random variables. The edges in the graph indicate the dependen-
cies between the variables that are represented by the nodes. Since
the semantics of the graph are agreed upon in the community, algo-
rithms for inference and learning in GMs can directly make use of
them.
Regarding the kinds of graphs and edges, there are two main fami-
lies of GMs: directed and undirected ones. We will introduce both in the
following; let x = [x1, . . . , xD]T denote a random vector of D variables
with {x} = {x1, . . . , xD} representing the set of all variables.
2.1.1 Bayesian networks
Every probability distribution of a random vector x = [x1, . . . , xD]T
can be decomposed as a product of D conditional distributions as
p(x) = p(x1)p(x2|x1) · · · p(xD|x1, x2, . . . , xD−1). (2.1)
Since these conditionals depend on up to D− 1 other variables, one
approach to simplify this is to drop many of these dependencies. This
idea is at the heart of directed GMs, which are also called Bayesian net-
works. Bayesian networks are represented by directed acyclic graphs
(DAGs), i. e. all edges have a direction and there are no (directed) cy-
cles in the graph. Given a directed edge from node u to v, u is calledSince our discussion
applies to both, note
that we do not
formally distinguish
between probability
mass and density
functions.
a parent of v, and v is consequently a child of u. The probability (den-
sity) of a random vector x is defined as the product of the conditional
distributions of all variables, given their parents:
p(x) =
D
∏
i=1
p(xi|parents(xi)). (2.2)
Note that p(x) is a properly normalized distribution, since we assume
that all conditionals are normalized.
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(a) Directed GM (Bayesian network)
x1 x2 x3
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x4 x5 x6
x7 x8 x9
(b) Undirected GM (Markov random field)
Figure 2.1: Examples of graphical models. The graph structure is shown on
the left, whereas the right part in both cases depicts the Markov
blanket (shaded gray) for node x5 (shaded red).
An important concept is the Markov blanket M(xi) of a node xi,
since it denotes the minimal set of nodes that makes xi condition-
ally independent of all other nodes in the GM, i. e. p(xi|{x}\{xi}) =
p(xi|M(xi)). Markov blankets also generalize to subsets of nodes
and can always be inferred from the graph structure. In a directed
GM, it can be shown [cf. Koller and Friedman, 2009, § 4.5] that the
Markov blanket
M(xi) = parents(xi) ∪ children(xi) ∪ parents(children(xi)) (2.3)
of node xi consists of its parents, children, and the parents of its
children. Markov blankets are important to interpret the (simplifying)
independence assumptions of the model and are also often exploited
for inference in GMs.
example Assume a random vector x = [x1, . . . , x9]T with D = 9
variables, which may be thought of as representing the pixels of an
image of height and width 3.
Making the simplifying assumption that a pixel is conditionally
independent of all others given a small neighborhood, the left part
of Fig. 2.1(a) depicts a sensible directed GM [cf. Domke et al., 2008],
which corresponds to the distribution
p(x) = p(x1)p(x2|x1)p(x3|x2)p(x4|x1)p(x5|x2, x4)·
p(x6|x3, x5)p(x7|x4)p(x8|x5, x7)p(x9|x6, x8). (2.4)
17
In particular, given the concept of the Markov blanket, it can easily
be verified that the “central” node x5 is conditionally independent of
all others, given 6 observed neighboring nodes (shaded gray in the
right part of Fig. 2.1(a)):
p(x5|{x}\{x5}) = p(x5|x2, x3, x4, x5, x6, x7, x8). (2.5)
Note that this holds true even when modeling images of larger sizes.
2.1.2 Markov random fields
Undirected GMs are also called Markov random fields (MRFs) [Besag,
1974; Geman and Geman, 1984] or Markov networks; they are repre-
sented with graphs that contain only undirected edges. Nodes in
the graph are called neighbors if they are directly connected via an
(undirected) edge. We denote by C the set of all cliques of the graph,A clique can consist
of a single node. which are subsets of nodes such that there is an edge between all
pairs of distinct nodes in a clique; x(c) indicates the subset of nodes
that belong to a given clique c ∈ C. Furthermore, we define a factorNote that in the
literature, log ϕc is
often referred to as
“potential” instead.
or (clique) potential ϕc as a non-negative function that assigns a real
number to a particular configuration of nodes x(c), i. e. ϕc(x(c)) ≥ 0;
this value can be thought of as a compatibility score or unnormalized
probability (density).
The Markov blanket of a node xi in an undirected GM is simply the
set of its neighbors, i. e. p(xi|{x}\{xi}) = p(xi|M(xi)) with
M(xi) = neighbors(xi). (2.6)
The Hammersley-Clifford theorem [Hammersley and Clifford, 1971] now
states that all distributions that satisfy these conditional indepen-
dences (as implied by the graph structure) can be represented only
as products of positive clique potentials, i. e.
p(x) =
1
Z ∏c∈C
ϕc(x(c)). (2.7)
A normalization constant Z =
∫
∏c∈C ϕc(x(c)) dx is necessary to en-Integration is
replaced by
summation for
discrete x.
sure that Eq. (2.7) is a valid probability distribution. Such MRFs with
positive clique potentials (ϕc(x(c)) > 0) are also called Gibbs distribu-
tions. All models put forward in this thesis are Gibbs distributions,
which are often equivalently defined as p(x) = 1Z exp(−E(x)) via an
associated energy functionNote that we always
denote by log the
natural logarithm. E(x) = −∑
c∈C
log ϕc(x(c)). (2.8)
An MRF is called pairwise if all cliques c ∈ C contain at most two
nodes, whereas cliques of three and more nodes give rise to high-order
MRFs.
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Figure 2.2: Factor graphs with factors of different sizes (b,c) that both repre-
sent the same undirected graphical model (a).
example Let x = [x1, . . . , x9]T again denote a random vector which
may represent the pixels of a 3× 3 image. The assumption that a pixel
is conditionally independent of all others given its direct horizontal
and vertical neighbors directly gives rise to the MRF shown in the left
part of Fig. 2.1(b). By the Hammersley-Clifford theorem, a distribu-
tion with these conditional independence assumptions can be written
as
p(x) =
1
Z
ϕ1(x1, x2)ϕ2(x2, x3)ϕ3(x1, x4)ϕ4(x2, x5)ϕ5(x3, x6)ϕ6(x4, x5)·
ϕ7(x5, x6)ϕ8(x4, x7)ϕ9(x5, x8)ϕ10(x6, x9)ϕ11(x7, x8)ϕ12(x8, x9) (2.9)
By design, the “central” node x5 is conditionally independent of all
others given its 4 observed directly neighboring nodes (shaded gray
in the right part of Fig. 2.1(b)):
p(x5|{x}\{x5}) = p(x5|x2, x4, x6, x8). (2.10)
Again, this applies regardless of the size of the image to be modeled.
2.1.2.1 Factor graphs
So far, we have glossed over the fact that an undirected GM can have
cliques of several sizes. If this is the case, we can choose potentials to
model either smaller or larger cliques, or a mixture thereof. In other
words, we can choose between different factorizations of the probabil-
ity distribution. We can make this explicit by defining
p(x) =
1
Z ∏f∈F
ϕ f (x( f )), (2.11)
where f ∈ F indicates the subset of nodes that correspond to factor
ϕ f (x( f )). We can visualize this with a factor graph, where factors are
depicted with black squares (cf. Fig. 2.2). A factor graph is a bipartite
graph, since there are only edges between nodes and factors, which
indicate their relationships. The advantage of a factor graph over
19
an MRF is that it makes the factorization explicit. For example, the
GM shown in Fig. 2.2(a) contains cliques of up to four nodes and
both factor graphs in Fig. 2.2(b,c) are equivalent to it (with respect
to their conditional independences); however, Fig. 2.2(b) only uses
factors (cliques) of size 2, whereas Fig. 2.2(c) is based on factors of
size 4.
While the chosen size of the factors (cliques) does not change the
conditional independences of the resulting distribution, it does affect
its “modeling power”. More complex dependencies between vari-
ables can be modeled if we use maximal cliques, i. e. cliques where no
other node can be added.
2.2 mrf image models
While there are MRFs that are equivalent to Bayesian networks (and
vice versa), directed and undirected GMs can encode different inde-
pendence assumptions and are thus not equivalent in general [cf.
Koller and Friedman, 2009, § 4.5]. However, both kinds of GMs can
be used to model images (cf. Fig. 2.1), e. g. for regularization in image
restoration. Although there are some notable exceptions [e. g., Domke
et al., 2008; Theis et al., 2012], it is much less common to use directed
GMs for this purpose. One reason may be that it seems unnatural to
model parent-child relationships between pixels, although the direc-
tion of edges in the GM does not necessarily imply a (causal) order of
pixels. Furthermore, the Markov blanket of a pixel will not be “sym-
metric” with respect to its local neighborhood (cf. Fig. 2.1(a)). MRFs do
not suffer from these problems, as the Markov blanket of a pixel can
directly be chosen through undirected connections to other (neigh-
boring) pixels. Additionally, MRFs do not impose an artificial order
on pixels, since all connections between pixels are undirected. These
may be reasons why MRFs are vastly more popular image models, as
compared to Bayesian networks. All image models in this disserta-
tion are undirected GMs, whose fundamentals we discuss next.
2.2.1 Pairwise MRFs and image statistics
Pairwise MRFs are arguably some of the simplest sensible image mod-
els, especially when a pixel is only connected to its direct horizontal
and vertical neighbors; these are most widely used in practice. The
example discussed in Section 2.1.2 is actually such a pairwise MRF,
where Fig. 2.1(b) shows the GM for an image of height and width 3 (9
pixels); Fig. 2.4(a) depicts the corresponding factor graph, although
in this case there is actually no ambiguity w.r.t. the factorization as
there are only cliques (factors) of size 2.
In natural images, we typically assume that the dependencies be-
tween neighboring pixels do not depend on their location. Hence,
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we are going to use the same potential function for all cliques c ∈ C,
i. e. ϕc = ϕ, implying no dependence on c. We define the probability
distribution as
p(x) =
1
Z ∏c∈C
ϕ(x(c)), (2.12)
where C denotes all pairs of neighboring pixels (horizontal and ver- We do not
distinguish between
horizontal and
vertical potentials to
ease exposition.
Furthermore,
statistics of
horizontal and
vertical cliques are
often very similar in
natural images.
tical). Imposing such domain knowledge gives rise to a translation-
invariant image model, since the probability (density) of an image
under the model would not change if the image contents are shifted
(at least for images of infinite size). Furthermore, the overall number
of model parameters will be greatly reduced since all potentials share
parameters.
As mentioned in Chapter 1, we model (the brightness of) each pixel
with a real number, hence x ∈ RD for an image with D pixels. Next,
we need to specify the potential function ϕ to model the dependencies
between neighboring pixels. To that end, we exploit the smoothness
properties of natural images [Ruderman, 1994], i. e. that the difference
of neighboring pixels is mostly very small (cf. Fig. 2.3(a)). Hence,
we want ϕ(x(c)) to return a larger value if the pixels in clique c are
similar, as compared to the value that is returned when the pixels are
dissimilar. Let us first define
ϕ(x(c)) = exp(−ρ(fTx(c))), (2.13)
where fTx(c) denotes the (brightness) difference of the two pixels
belonging to clique c; hence, f = [−1, 1]T is a derivative filter and
x(c) ∈ R2 a vector of the two pixels. To encourage smooth images,
we need to choose a penalty function ρ : R → R that returns its min-
imum when neighboring pixels are identical, i. e. minu ρ(u) = ρ(0).
We also want ρ to be an even function that returns the same value
regardless of the sign of u = fTx(c), i. e. ρ(u) = ρ(−u); this is because
we deem transitions in images from brighter to darker areas and vice
versa equally likely.
An obvious choice that satisfies these criteria is the quadratic penal-
ty ρ(u) = αu2 with parameter α, which gives rise to a Gaussian poten-
tial function, since exp(−ρ(u)) ∝ N (u; 0, (2α)−1). However, we will
explain below why this is not a good choice.
While natural images are mostly very smooth, this does not hold at
edges due to object discontinuities, strong textures, etc.; these “smooth-
ness outliers” are clearly visible as heavy tails in the empirical distri- Heavy tails and
“peakedness” of a
distribution can be
quantified with the
concept of (excess)
kurtosis. We do not
attempt this here.
bution of neighboring pixel differences in natural images (Fig. 2.3(a),
also called marginal derivative statistics). Roughly speaking, the prob-
ability (density) of larger (outlier) values decreases much slower as
compared to a Gaussian distribution (shown in red in Fig. 2.3(a)). Us-
ing a Gaussian potential (quadratic penalty), large pixel differences
will be penalized too strongly, such that images with (strong) edges
will be assigned (very) low probability (density) from the MRF distri-
bution.
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Laplacian (α−1=10, γ=1)
Hyper−Laplacian (α−1=1.5, γ=0.5)
Student−t (α−1=2)
(b) Comparison of potential functions
Figure 2.3: (a) Empirical distribution of (horizontal and vertical) derivative
filters applied to a database of natural images (black, solid); a
Gaussian distribution with the same moments is shown for com-
parison (red, dashed). (b) Comparison of a Gaussian potential
with other commonly-used robust potential functions.
As a result, many alternative potential functions with differentMRFs that use
heavy-tailed
potential functions
are also called
sparse image priors.
(heavy-tailed) shapes have been proposed in the literature, which
are also called robust or edge-preserving potentials; see Black and Ran-
garajan [1996, Appendix A] for an overview. Examples include the
Student-t (Lorentzian) potential with ρ(u) = α log(1+ u2), which has
often been used in MRFs where parameter α (among others) is learned
from example data [Roth and Black, 2009; Samuel and Tappen, 2009;
Chen et al., 2013]. The family of (hyper-)Laplacian potentials with
ρ(u) = α|u|γ, 0 < γ ≤ 1 has been also been popular [e. g., Levin et al.,
2007; Wang et al., 2008; Krishnan and Fergus, 2009]. A comparison of
potentials is shown in Fig. 2.3(b).
Schmidt et al. [2010] have investigated the question what the “cor-
rect” potential function for a pairwise MRF image prior should be.
They did this by simulating synthetic images (i. e. drawing random
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vectors) from the MRF probability distribution, which then are com-
pared to real natural images. With this approach, they could show
which potential function has to be used such that the marginal deriva-
tive statistics of simulated images from the MRF match those of natu-
ral images.
While a pairwise MRF as presented here is quite an effective image
model, it is limited in the pixel dependencies that can be modeled.
Recall that we connect a pixel only to its direct horizontal and ver-
tical neighbors in the GM, which directly corresponds to its Markov
blanket. To model more complex pixel dependencies, we have to
enlarge a pixel’s Markov blanket by introducing more edges in the
GM (cf. Fig. 2.2(a)). Furthermore, we can define the MRF based on
its maximal cliques and define potential functions to directly model
larger groups of neighboring pixels (cf. Fig. 2.2(c)). This is what we
are going to explore next.
2.2.2 Fields of experts
As mentioned above, to design a more powerful MRF image model,
we connect a pixel to more of its neighbors. Let us assume for
now that we connect a pixel to its 8 closest neighbors, as shown in
Fig. 2.2(a). Furthermore, we want to model the maximal cliques of
the MRF, which are now of size 4, as depicted in the factor graph of
Fig. 2.2(c). As a result, we need to define a potential on 4 variables,
which is more difficult as compared to the pairwise MRF. Roth and
Black [2009] proposed to define the value of the potential function via
a product of experts [Hinton, 2002], which combines the scores from
several so-called experts through multiplication. Each expert typically
models only a lower-dimensional subspace of the data. By taking the
product of these experts, a low score from even one of them will re-
sult in an overall low value of the potential function. The resulting
MRF is called Field of Experts (FoE), since the potentials are specified
through products of experts.
In particular, Roth and Black [2009] defined the potentials as
ϕ(x(c)) =
N
∏
i=1
exp(−ρi(fTi x(c))), (2.14)
where each of N experts exp(−ρi(fTi x(c))) models a filter response Each fi denotes the
vector representation
of a 2D filter.
fTi x(c) (i. e., linear combination of clique pixels) via penalty function
ρi. The entries of each filter fi are constrained to sum to zero, i. e.
∑j fij = 0, which can be motivated by the fact that empirical distri- In a slight abuse of
terminology, note
that we will in later
chapters refer to
each expert as a
potential function.
butions of (even random) zero-sum filter responses are also mostly
smooth [cf. Huang, 2000], similar to that obtained with a derivative
filter (Fig. 2.3(a)). Hence, the penalty functions ρi are also similar to
those used in a pairwise MRF (Roth and Black [2009] used Student-t
experts).
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Figure 2.4: (a) Pairwise MRF from Fig. 2.1(b) shown as factor graph. (b) Fac-
tor graph of a posterior distribution obtained from a pairwise
MRF image prior (a) and an image denoising likelihood (Eq. 1.2).
FoEs are typically used with “square” cliques (and thus filters) of
odd sizes m, i. e. in all overlapping image patches of size m×m, the
central pixel is connected via an edge in the GM to all other pixels of
that patch. In the literature [e. g., Roth and Black, 2009; Schmidt et al.,
2010; Chen et al., 2013; Schmidt and Roth, 2014], the most common
FoE configurations are: 8 experts with 3×3 filters, 24 experts with 5×5
filters, and 48 experts with 7×7 filters.
Obviously, the FoE can model more complex pixel dependencies
as the filter/clique sizes grow and the number of experts increases.
However, the number of model parameters also goes up. Although
FoEs have proven to be much better image models compared to pair-
wise MRFs [Roth and Black, 2009; Schmidt et al., 2010], they have at
least dozens of parameters which are difficult to choose manually.
Therefore, parameter learning from example data is necessary to ob-
tain good models (cf. Sections 2.3.2 and 2.4.1).
Overall, the FoE probability distribution is defined as
p(x) =
1
Z ∏c∈C
N
∏
i=1
exp(−ρi(fTi x(c))), (2.15)
which subsumes many MRF models that have been proposed in the
literature [e. g., Geman and Reynolds, 1992; Tappen, 2007; Krishnan
and Fergus, 2009]. In particular, the pairwise MRF from the previous
section can be retained as a special case of the FoE.
2.2.3 Posterior distribution
So far, we used GMs to encode prior knowledge about images, inde-
pendent of a particular application. As briefly discussed in Chapter 1,
such an image prior p(x) is used for regularization by combining it
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with an application-specific likelihood p(y|x) to obtain a posterior
distribution p(x|y) ∝ p(y|x) · p(x) via Bayes’ rule.
The likelihood and posterior can also be understood as GMs. In
particular, the deblurring likelihood from Eq. (1.4) can be written as
p(y|x) =
D′
∏
i=1
ϕ′(yi, x) with ϕ′(yi, x) = N
(
yi;
D
∑
j=1
Kijxj, σ2
)
, (2.16)
where cliques contain nodes from the latent image x ∈ RD and the
observed image y ∈ RD′ . Also recall that the image denoising likeli-
hood from Eq. (1.2) is retained as a special case where Kij = 0 for all
i 6= j and Kii = 1. The posterior can thus be written as
p(x|y) ∝ p(y|x) · p(x) ∝
D′
∏
i=1
ϕ′(yi, x) ·∏
c∈C
ϕ(x(c)). (2.17)
Note that if the matrix K contains many non-zero entries, the likeli-
hood cliques introduce many edges between the pixels xi of the pos-
terior GM. This is not the case for image denoising, however, where
no additional edges between the pixels of the latent image are intro-
duced, as shown in Fig. 2.4(b) for a pairwise MRF prior; the factors
introduced by the likelihood that connect xi and yi are also called
unary potentials.
2.2.3.1 Conditional random fields
Since only the posterior distribution is required in a particular appli-
cation, for instance to predict a deblurred image, a conditional random
field (CRF) [Lafferty et al., 2001] directly models the posterior as
p(x|y) = 1
Z ∏c∈C ′′
ϕ′′(x(c), y) (2.18)
without separately specifying likelihood and prior, as in a generative
approach. This has the advantage that clique potentials ϕ′′ can be
used that have access to the entire observed image y, which is always
assumed to be known. Furthermore, the posterior distribution might
be easier to model than prior and likelihood. However, such a dis-
criminative approach is no longer application-independent. Hence,
the specific form of clique potentials ϕ′′ is different depending on the
particular application.
2.3 probabilistic inference and learning
Whether we follow a generative approach and model prior and like-
lihood separately, or use a discriminative approach, we end up with
a posterior distribution over the restored image. However, we typ-
ically need to predict a single restored image, hence have to make
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a decision based on the posterior distribution. Although the follow-
ing discussion is in the context of image restoration, most principles
apply in general.
2.3.1 Bayesian point estimation
Under the assumption that the posterior is accurate, Bayesian decisionThis assumption can
be problematic, cf.
Section 2.5.
theory [e. g., Berger, 1985] tells us that the optimal prediction is ob-
tained by choosing the image xˆ that minimizes the expected value of
a loss function ∆ (the Bayesian expected loss) over the posterior distribu-
tion:
xˆ = arg min
x˜
E
[
∆(x˜, x)|y] = arg min
x˜
∫
∆(x˜, x)p(x|y) dx. (2.19)
Making a prediction like this is also called the Bayes estimator for
the chosen loss function ∆(x˜, x), which assigns a loss (i. e., cost) to
prediction x˜ if the correct value was x. This loss function should be
based on the criterion that is used to evaluate the prediction for the
particular application.
Let us assume that we have chosen the 0-1 loss functionI denotes an
indicator function.
∆(x˜, x) = I[x˜ 6= x] =
1 if x˜ 6∈ {x}0 if x˜ ∈ {x} (2.20)
that assigns no cost to the correct prediction, and returns a cost of
1 otherwise. The Bayes estimator for the 0-1 loss is the well-known
maximum a-posteriori (MAP) estimate, which corresponds to the most
probable state of the posterior:
xˆ = arg min
x˜
∫
I[x˜ 6= x]p(x|y) dx
= arg min
x˜
1− p(x˜|y)
= arg max
x˜
p(x˜|y).
(2.21)
Although the 0-1 loss is not particularly suitable in the context of
image restoration (and many other applications), MAP estimation is
commonly done since it can be carried out via a (comparatively) sim-
ple optimization problem that does not even require the posterior
distribution to be normalized.
However, it is often intractable to minimize the expected loss in
Eq. (2.19) for general posterior distributions and loss functions. The
problem typically lies in computing the integral over all possible
states x ∈ RD, which in our case are all images with D pixels. Even
if every pixel was modeled as a binary variable, integration would
correspond to summation over 2D possible discrete states. Unfortu-
nately, such integrations (or summations) over an exponential state
space can often not be simplified and thus are impractical.
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Since it is often the case that a loss function ∆(x˜, x) = ∑Di=1 ∆i(x˜i, xi)
decomposes as a sum over individual variables, one approach to
make Eq. (2.19) tractable is to make a mean field approximation [e. g.,
Geiger and Girosi, 1991; Chantas et al., 2008; Schelten and Roth, 2012]
of the posterior with a distribution q that factorizes over individual
(or a small number of) variables, e. g.:
p(x|y) ≈ q(x|y) =
D
∏
i=1
q(xi|y). (2.22)
Using q instead of p and a decomposable loss ∆, we can approximate
xˆ in Eq. (2.19) as
xˆ ≈ arg min
x˜
∫ D
∑
i=1
∆i(x˜i, xi)q(x|y) dx
= arg min
x˜
D
∑
i=1
∫
· · ·
∫
∆i(x˜i, xi)
D
∏
j=1
q(xj|y) dx1 . . . dxD
= arg min
x˜
D
∑
i=1
∫
∆i(x˜i, xi)q(xi|y) dxi.
(2.23)
This is much easier to compute, since the D-dimensional integral has
been replaced with a sum of D 1-dimensional integrals.
In this dissertation, though, we make Eq. (2.19) accessible by di-
rectly approximating the D-dimensional integral. Since the expected
value of a function f
E[ f (x)|y] =
∫
f (x)p(x|y) dx ≈ 1
T
T
∑
t=1
f
(
x(t)
)
(2.24)
can always be approximated with a set of samples {x(t)}Tt=1 ∼ p(x|y)
from the posterior [cf. Bishop, 2006, § 11], Eq. (2.19) is approximated
as:
xˆ ≈ arg min
x˜
1
T
T
∑
t=1
∆(x˜, x(t)). (2.25)
The quality of the approximation depends on the number of (inde-
pendent) samples.
It is relatively easy to draw samples from some distributions, such
as a (multivariate) Gaussian (cf. Section 3.5.3)
N (x; µ,Σ) = 1
Z
exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
(2.26)
with tractable normalization constant
Z =
∫
exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
dx = (2pi)−D/2|Σ|−1/2. (2.27)
Unfortunately, it is generally difficult to draw samples from MRFs, in
part due to normalization constants Z (cf. Eq. 2.7) that often do not
admit tractable integration. Hence, we will now discuss the Gibbs sam-
pler [Geman and Geman, 1984], which can be used to draw samples
from MRFs and other, unnormalized distributions.
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2.3.1.1 Gibbs sampling
Gibbs sampling is an iterative sampling procedure, where we first
initialize x(0) with an arbitrary value (from the domain of x). At
every step t = 1, . . . , T of the algorithm, we derive from the previous
state x(t−1) an updated state x(t) by sampling a new value for each
variable xi (i = 1, . . . , D) via its conditional distribution
x(t)i ∼ p(xi|x(t)1 , . . . , x(t)i−1, x(t−1)i+1 , . . . , x(t−1)D , y) (2.28)
while holding all other variables fixed at their most recent value. The
update order of variables can be freely chosen (also random).
While directly sampling from the D-dimensional posterior p(x|y)
is generally difficult, sampling from the 1-dimensional conditionals
is often much simpler, especially because they depend only on the
variables of their Markov blanket (Eq. 2.6) in an MRF.
The obtained sequence x(0), . . . , x(T) forms a Markov chain, where
every state x(t) was produced only from the preceding x(t−1). If we
assume that all conditionals p(xi|{x}\{xi}) > 0 everywhere, then it
can be shown [e. g., Bishop, 2006, § 11.2] that such a Markov chain
obtained via Gibbs sampling convergences to the desired distribu-
tion p(x|y). This means after a number of B steps (called the burn-in
phase), the Markov chain will have “forgotten” its initial state x(0) and
converged to the desired distribution; the sequence x(B+1), . . . , x(T)
then denotes (dependent) samples from p(x|y). Gibbs sampling be-
longs to the class of Markov chain Monte Carlo (MCMC) methods [cf.
Andrieu et al., 2003], and can in particular be shown to be a special
case of the Metropolis-Hastings [Metropolis et al., 1953; Hastings, 1970]
algorithm.
The Markov chain is said to suffer from poor mixing if neighboring
states of the chain are strongly dependent. Unfortunately, this can
frequently happen in MRF image models when neighboring pixels are
strongly dependent due to the particular choice of potential functions;
hence, updating a single pixel by re-sampling from its conditional dis-
tribution will often result in little change. A way to improve on that
is to use block Gibbs sampling by updating multiple variables (pix-
els) jointly by re-sampling from their (joint) conditional distribution.
However, jointly re-sampling several pixels typically does not scale
beyond a few variables.
For the MRF image models in this dissertation, block Gibbs sam-
pling can be made much more practical by first introducing auxil-
iary variables z to define an augmented distribution p(x, z|y), such
that the desired distribution p(x|y) = ∫ p(x, z|y) dz is retained via
marginalization [cf. Gelman et al., 2004, § 11.8]. The auxiliary vec-
tor z is introduced in such a way that the conditional distributions
p(x|z, y) and p(z|x, y) facilitate good mixing and are both easy to
sample from. Hence, block Gibbs sampling in this case alternates be-
tween sampling from these two conditionals to produce the sequence
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x(0), z(1), x(1), z(2), . . . , x(T), which eventually yields samples from the
augmented distribution p(x, z|y). In the end, we can discard the sam-
ples for z and simply keep those for x, which are distributed accord-
ing to p(x|y). The specific form of our auxiliary variable block Gibbs
sampler will be explained in Chapter 3.
Although we discussed Gibbs sampling in the context of poste-
rior inference, it can equally be applied to draw samples from the
MRF prior distribution p(x), which will be relevant for (unsupervised)
learning in the next section.
2.3.2 Maximum likelihood learning
We have discussed probabilistic posterior inference with MRF-based
image models. However, although we explained the general architec-
ture of these models, we have not yet explained how to specify them
exactly. Whether we directly want to model the posterior p(x|y) with
a CRF or use a generative MRF prior p(x), the respective random field
models actually denote a family of distributions, which are only fully
specified given a set of model parameters Θ. To make the depen-
dence on model parameters explicit, we will write p(x) ≡ p(x;Θ)
and p(x|y) ≡ p(x|y;Θ) in the remainder of this chapter.
Let us consider the FoE image prior from Eq. (2.15) as a specific
example, which we can write without loss of generality as
p(x;Θ) =
1
Z(Θ)
exp(−E(x;Θ)) with energy (2.29)
E(x;Θ) = ∑
c∈C
N
∑
i=1
ρ(fTi x(c); αi), (2.30)
assuming that all penalty functions can be specified as ρi(u) = ρ(u; αi).
The FoE is fully specified given all linear filters and their associated
penalty functions, hence the model parameters are Θ = {fi, αi}Ni=1.
Note that the intractable normalization constant
Z(Θ) =
∫
exp(−E(x;Θ)) dx (2.31)
depends on all model parameters, which will make learning com-
plicated as we shall see shortly. We could similarly consider a CRF
model
p(x|y;Θ) = 1
Z(Θ, y)
exp(−E(x|y;Θ)) (2.32)
whose normalization constant also depends on observed image y.
We will now discuss how the model parameters Θ of a generic
image prior p(x;Θ) = 1Z(Θ) exp(−E(x;Θ)) can (approximately) be
learned from a given set of M training examples D = {x(i)}Mi=1 with
the well-known method of maximum likelihood. However, our exposi-
tion will equally apply to learning the parameters of a CRF posterior
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p(x|y;Θ), with the difference that in this case the training data must
consist of input-output pairs D = {(x(i), y(i))}Mi=1. Note that learning
a prior is also called unsupervised learning, whereas posterior training
is called supervised learning.
Let us assume that the training data D consists of i.i.d. samples
from the distribution that we want to approximate with our model
distribution p(x;Θ) from Eq. (2.29). To that end, in maximum like-
lihood learning we want to find a single set of parameters Θˆ that
maximizes the probability of the training data under the model dis-
tribution. Mathematically, we can formalize this is as the argument
Θˆ = arg maxΘ L(Θ;D) that maximizes the log-likelihood function
L(Θ;D) = log
M
∏
i=1
p(x(i);Θ) = −M log Z(Θ)−
M
∑
i=1
E(x(i);Θ). (2.33)
Unfortunately, we cannot even evaluate the log-likelihood due to the
intractable normalization constant Z(Θ).
Before we address this, let use first define
〈 f (x)〉B =
1
|B| ∑x∈B
f (x) (2.34)
to denote the expected value of a function f over the empirical distri-
bution q(u;B) = 1|B| ∑x∈B I[x = u] defined by dataset B. Using this
definition, we can write Eq. (2.33) as
L(Θ;D) = −M log Z(Θ)−M 〈E(x;Θ)〉D . (2.35)
Let us assume that the model energy is differentiable w.r.t. the
model parameters Θ. Then, although we cannot evaluate the log-
likelihood, we are able to approximate its derivative w.r.t. Θ as
∂L(Θ;D)
∂Θ
= −M∂ log Z(Θ)
∂Θ
−
M
∑
i=1
∂E(x(i);Θ)
∂Θ
= −M 1
Z(Θ)
∂
∫
exp(−E(x;Θ)) dx
∂Θ
−M
〈
∂E(x;Θ)
∂Θ
〉
D
= M
∫
∂E(x;Θ)
∂Θ
p(x;Θ) dx−M
〈
∂E(x;Θ)
∂Θ
〉
D
≈ M
〈
∂E(x;Θ)
∂Θ
〉
S
−M
〈
∂E(x;Θ)
∂Θ
〉
D
, (2.36)
where S = {x(i)}Ki=1 ∼ p(x;Θ) denotes a set of samples drawn from
the model distribution. As a consequence, we can use gradient as-
cent to find the parameters Θˆ that (approximately) maximize the
log-likelihood. Unfortunately, this is computationally rather expen-
sive because after every step of gradient ascent the model parameters
change and we have to again draw samples from the model distribu-
tion.
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We assume that the model samples are obtained via an iterative
Markov chain Monte Carlo method, such as the Gibbs sampler ex-
plained in the previous section. If we initialize a separate Markov
chain for each element of a dataset B, then we can denote by Bt
the state of all chains after t steps. This definition allows us to write
Eq. (2.36) as
∂L(Θ;D)
∂Θ
≈ M
〈
∂E(x;Θ)
∂Θ
〉
D∞
−M
〈
∂E(x;Θ)
∂Θ
〉
D0
, (2.37)
since each Markov chain will have forgotten its initialization if run for
long enough, i. e. S ≡ D∞. To speed this up, Hinton [2002] proposed
an approximation by running each Markov chain only for a small
number of t steps:
∂L(Θ;D)
∂Θ
≈ M
〈
∂E(x;Θ)
∂Θ
〉
Dt
−M
〈
∂E(x;Θ)
∂Θ
〉
D0
. (2.38)
Learning with this approach is known as contrastive divergence (CD)
and typically gives reasonable results even for t = 1. It can be ar-
gued that CD has revived learning of unnormalized models, such as
MRFs. Carreira-Perpiñán and Hinton [2005] show that although CD is
a biased estimator, it often yields estimates quite similar to maximum
likelihood.
Instead of always initializing the Markov chains with the training
data D at every step of gradient ascent, we can for each chain also
remember its state after advancing it. When doing this, after many
iterations of gradient ascent, the states of the Markov chains will in-
tuitively be quite close to unbiased samples from the current model
distribution, because the model parameters Θ change only slightly af-
ter each step of gradient ascent. This approach has been popularized
by Tieleman [2008] under the name persistent contrastive divergence
(PCD), although it has been proposed much earlier by Younes [1989].
In practice, PCD can work even better than CD [e. g., Tieleman, 2008;
Gao and Roth, 2012].
Due to the intractable normalization constant, maximum likelihood
learning of MRFs is unfortunately quite involved. Not only is it nec-
essary to approximate expectations via sampling (Eq. 2.36), but even
sampling itself needs to be approximated (CD, PCD) to carry out
learning in a reasonable amount of time. Furthermore, we cannot
directly monitor progress during learning, since the log-likelihood
function itself cannot be evaluated. These are reasons why alter-
natives to maximum likelihood have recently been proposed, such
as score matching [Hyvärinen, 2005], noise contrastive estimation [Gut-
mann and Hyvärinen, 2012], and minimum probability flow learning
[Sohl-Dickstein et al., 2011].
Also note that parameter learning in Bayesian network (image)
models is typically much simpler [Domke et al., 2008] because di-
rected GMs are normalized by definition (cf. Eq. 2.2).
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2.4 deterministic inference and learning
We have so far presented a probabilistic approach, where we first
learn a model distribution (for prior or posterior) of samples from the
real – but unknown – data distribution. Then, given an observation
and a suitable loss function, we use our learned model distribution
to make a prediction by minimizing the expected loss.
Concretely, whether we directly model the posterior p(x|y;Θ) or
obtain p(x|y;Θ) ∝ p(y|x)p(x;Θ) via a likelihood and prior model,
probabilistic inference obtains xˆ = h(y;Θ,∆) by minimizing the ex-
pected loss via prediction function
h(y;Θ,∆) = arg min
x˜
∫
∆(x˜, x)p(x|y;Θ) dx, (2.39)
which is parameterized by model (distribution) parameters Θ and
loss function ∆; note that Θ and ∆ are chosen independently of each
other. Unfortunately, estimating Θ for a model distribution and sub-
sequently computing h(y;Θ,∆) is hard, because probabilistic mod-
eling necessitates computing expectations over model distributions,
which we have seen is generally difficult for suitable MRF-based im-
age priors and posteriors (including CRFs).
However, viewed as a black box from the outside, the prediction
function in Eq. (2.39) looks like a regression function that takes y as
input and returns xˆ. Hence, an alternative non-probabilistic approach
is to directly learn a prediction function h∆(y;Θ) via Θ by treating
this as a regression problem of multiple input and output variables
[e. g., Samuel and Tappen, 2009; Chen et al., 2013]. Note that h∆(y;Θ)
is a discriminative model, which is specific to a particular application
and loss function.
Most commonly [e. g., Samuel and Tappen, 2009; Pletscher et al.,
2011] – and also assumed here – such a prediction functionNote that h∆(y;Θ)
does not have to be
defined as in
Eq. (2.40).
h∆(y;Θ) = arg min
x
E(x|y;Θ) (2.40)
is defined via minimization of an energy E(x|y;Θ) associated to CRF
p(x|y;Θ) ∝ exp(−E(x|y;Θ)) (Section 2.2.3.1). Although energy min-
imization via Eq. (2.40) corresponds to MAP estimation of p(x|y;Θ),
this analogy is only valid when p(x|y;Θ) aims to model the posterior
distribution (e. g., with Θ learned via maximum likelihood as in Sec-
tion 2.3.2). Hence, it is technically not correct to refer to Eq. (2.40) as
MAP estimation, since the parameters Θ will be chosen in a different
way (as discussed below).
2.4.1 Loss-based training
To learn the prediction function (Eq. 2.40) via parameters Θ, we as-
sume access to i.i.d. training data (from the unknown data distribu-
tion) in the form of input-output pairs D = {(x(i), y(i))}Mi=1. While
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the data assumption is the same as for training CRFs in Section 2.3.2,
instead of maximizing the log-likelihood function (Eq. 2.33), we will
choose Θˆ = arg minΘR(Θ;D) as the minimizer of the empirical risk
R(Θ;D) =
M
∑
i=1
∆
(
x(i), h∆(y(i);Θ)
)
(2.41)
for the given loss function ∆ and training data D. In contrast to
the log-likelihood function, we can evaluate the empirical risk in
Eq. (2.41) for a particular value of Θ in a reasonable amount of time,
hence can directly monitor progress during learning. However, this
hinges on Eq. (2.40) (and loss ∆) being relatively easy to compute;
often they are chosen for ease of computation.
Learning refers to solving the nested optimization problem
arg min
Θ
R(Θ;D) = arg min
Θ
M
∑
i=1
∆
(
x(i), arg minx E(x|y(i);Θ)
)
, (2.42)
which typically cannot be computed analytically, but can be approx-
imated with gradient-based optimization. To that end, we need to
compute the derivative of Eq. (2.41) w.r.t. Θ, which is obtained as
∂R(Θ;D)
∂Θ
=
M
∑
i=1
∂∆
(
x(i), h∆(y(i);Θ)
)
∂h∆(y(i);Θ)
· ∂h∆(y
(i);Θ)
∂Θ
. (2.43)
While differentiating the loss w.r.t. the prediction is typically very
easy, the gradient
∂h∆(y;Θ)
∂Θ
=
∂ arg minx E(x|y;Θ)
∂Θ
(2.44)
of the prediction function w.r.t. the parameters is more challenging to
obtain when h∆(y;Θ) does not have a closed-form expression. While
we will choose prediction functions with closed-form expressions
(Chapters 6 and 7), this is often not the case. However, Samuel and
Tappen [2009] have shown how Eq. (2.44) can then be computed for
CRFs by using the method of implicit differentiation. Furthermore, Chen
et al. [2013] have generalized this based on connections to techniques
from bi-level optimization [cf. Colson et al., 2007]. Additionally, one
can employ truncated optimization of Eq. (2.40) to make this problem
easier [Barbu, 2009; Domke, 2012].
While loss-specific training via empirical risk minimization can be
somewhat challenging due to the need for solving nested optimiza-
tion problems, it is still simpler than maximum likelihood learning.
Furthermore, the form of the prediction function h∆(y;Θ) can be
freely chosen. Overall, deterministic learning and inference has the
big computational advantage over its probabilistic alternative that it
does not require computation of expectations over model distribu-
tions (as discussed previously). However, this does not mean that it
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is superior to probabilistic modeling. All variants discussed in this
chapter (probabilistic vs. deterministic, generative vs. discriminative)
have their advantages and disadvantages, which we will briefly dis-
cuss next.
2.5 comparison of modeling approaches
In order to better understand their differences and commonalities
(in the context of image restoration), we will now summarize and
compare the modeling approaches introduced in this chapter.
2.5.1 Generative
A (probabilistic) generative approach models the joint distribution
p(x, y;Θ, β) of the observed image y and latent image x, here via a
likelihood model p(y|x; β) of the known application-specific observa-
tion process and a prior distribution p(x;Θ) of “good” images, spec-
ified by model parameters Θ. Note that we have made explicit that
the likelihood p(y|x) ≡ p(y|x; β) is determined by a few parameters
β (e. g., the noise variance in Eq. (1.2)), which are often unknown in
practice. The prior distribution is independent of a particular appli-
cation (such as image denoising), thus Θ can be learned solely from a
database of good example images (typically via maximum likelihood,
which can be difficult, cf. Section 2.3.2). Employing Bayes’ rule, the
posterior distribution p(x|y;Θ, β) is used to predict a single (restored)
output image xˆ for the given observation y, concretely by minimiz-
ing the expected value of a loss function over the posterior (cf. Sec-
tion 2.3.1). If we assume the 0-1 loss, then MAP estimation is the cor-
rect decision. However, the quality metrics used in image restoration
are quite different (see upcoming Section 2.6.2), such as based on the
squared loss of the prediction. Unfortunately, probabilistic prediction
for these suitable loss functions is computationally more difficult com-
pared to MAP estimation. Furthermore, probabilistic inference hinges
on the assumption that the model distribution is an accurate represen-
tation of the data in the real world. Hence, probabilistic approaches
– generative ones in particular – are sensitive to misspecification [cf.
White, 1982; Liang and Jordan, 2008; Pletscher et al., 2011], here es-
pecially by making use of simplistic model distributions. However,
if the models are accurate, probabilistic approaches offer excellent re-
sults and many additional benefits, such as uncertainty estimates for
predictions, and the ability to handle unobserved random variables
(such as the likelihood parameters β, cf. Chapter 4) in a principled
way.
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summary
+ Probabilities: can provide uncertainty estimates, allows handling
of unobserved variables
+ Versatility (Application): prior is application-independent, can be
combined with different likelihoods
+ Versatility (Loss): model is independent of loss function used for
making predictions
+ Data requirements: prior can be trained from good example im-
ages alone
− Misspecification: sensitive to modeling errors, model distribu-
tions often only simplistic representation of real data
− Modeling: prior (or joint distribution) can be more difficult to
model than posterior
− Learning: learning is difficult due to the intractable normaliza-
tion constant
− Prediction: prediction for suitable losses is computationally de-
manding
2.5.2 Discriminative
In a (probabilistic) discriminative approach, only the posterior dis-
tribution p(x|y;Θ) is modeled, which is required for predicting the
restored image. Hence, this is now application-dependent, which
also means that the posterior might be easier to model than the prior
(or joint distribution) in a generative approach. This may also allevi-
ate the problem of misspecification, since less of the data needs to be
modeled [cf. Liang and Jordan, 2008]. Learning the posterior distri-
bution requires training data of input-output pairs (also called labeled
data), which should be representative of all input-output combina-
tions. To enable accurate modeling, the number of required training
examples is typically higher than in a generative approach. Further-
more, it might be difficult to acquire labeled data. Otherwise, learn-
ing and inference in a probabilistic discriminative approach proceeds
in the same way as in the generative approach described above, thus
has the same advantages and disadvantages.
summary
+ Probabilities: can provide uncertainty estimates, allows handling
of unobserved variables
− Versatility (Application): posterior is application-specific
+ Versatility (Loss): model is independent of loss function used for
making predictions
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− Data requirements: posterior needs input-output pairs for train-
ing, more data required as in generative approach
± Misspecification: less sensitive to modeling errors than genera-
tive model, but posterior distribution often still simplistic
+ Modeling: posterior can be simpler to model than prior (or joint
distribution)
− Learning: learning is difficult due to the intractable normaliza-
tion constant
− Prediction: prediction for suitable losses is computationally de-
manding
2.5.2.1 Deterministic
In a deterministic discriminative approach, only a prediction function
h∆(y;Θ) is modeled that returns a restored image for a given obser-
vation y, typically via energy minimization (cf. Section 2.4), which
is much simpler compared to probabilistic inference. In further con-
trast to probabilistic modeling, the loss function ∆ is already used to
learn the model. Training with input-output pairs minimizes the loss
of the prediction function w.r.t. the training examples, which is typ-
ically simpler than learning a probability distribution, but can also
by challenging (cf. Section 2.4.1). The results of such a determinis-
tic prediction function can often be better compared to probabilistic
approaches, because misspecification is less of an issue [cf. Pletscher
et al., 2011]. Given enough labeled training data, even a simplistic
prediction function often generalizes well to unseen data. However,
note that a deterministic prediction function is tailored to a specific
application and loss function, hence is less versatile.
summary
− Probabilities: no probabilities, cannot handle unobserved vari-
ables or provide uncertainty estimates in a principled way
− Versatility (Application): prediction function is application-specific
− Versatility (Loss): prediction function is loss-specific
− Data requirements: prediction function needs input-output pairs
for training, more data required as in generative approach
+ Misspecification: less sensitive to modeling errors than proba-
bilistic approach
+ Modeling: prediction function can be simpler to model than
probability distribution
± Learning: simpler due to absence of intractable normalization
constant, but often involves nested optimization problems
+ Prediction: prediction much easier by design, typically via en-
ergy minimization
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2.5.3 Discussion
As is evident from the exposition above, there is no best modeling
approach to be used in all situations. Hence, which one to choose
depends on the specific situation. For example, probabilistic gener-
ative approaches are very versatile, but are often problematic w.r.t.
learning and inference. In contrast, deterministic discriminative ap-
proaches are very specialized, but benefit from easier learning and
inference. In this dissertation, we propose novel methods in the con-
text of (probabilistic) generative approaches (Chapters 4 and 5) and
(deterministic) discriminative approaches (Chapters 6 and 7).
Given enough labeled training data, discriminative methods typi-
cally yield the best results in benchmarks for a specific (image restora-
tion) application, such as image denoising. We will discuss next how
image restoration methods are typically compared and evaluated, be-
fore we briefly survey other related work for image restoration.
2.6 image restoration
2.6.1 Denoising and deblurring
Since we mainly address the image restoration tasks of removing
noise and blur from natural images in this dissertation, we give an
overview of solution approaches to these problems.
Regarding the use of graphical models, recall that only the image
prior is modeled in a generative approach, which (in principle) is
application-neutral and can thus be applied to many problems when
combined with a suitable likelihood model. Hence, the same image
prior can be used for both image deblurring and image denoising (cf.
Chapter 4). Also note that denoising is a special case of non-blind
deblurring if we assume additive white Gaussian noise in both cases
(cf. Section 1.2).
denoising Compared to image deblurring (see below), image de-
noising is typically an easier problem since there is no additional cor-
ruption besides the noise. Furthermore, noise is typically assumed
to be independent at each pixel of the image. While other noise as-
sumptions can be made (e. g., Poisson noise in low-light photography
[Chatterjee et al., 2011] or medical imaging [Rodrigues et al., 2008]),
we focus on additive Gaussian noise in this dissertation, which is the
dominant noise assumption in the literature.
Optimization-based approaches have been very successful, such as
the influential Rudin-Osher-Fatemi [Rudin et al., 1992] approach based
on regularization via total variation. Also well-known are nonlinear
diffusion methods [cf. Weickert, 1997], starting with the Perona-Malik
model [Perona and Malik, 1990]. Another approach is to use wavelet
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denoising [e. g., Portilla et al., 2003] by changing (e. g., thresholding)
the wavelets coefficients that represent higher frequencies of an im-
age. An entirely different strategy is to exploit self-similarity within
an image [Buades et al., 2005; Dabov et al., 2007b]. We will discuss
some of these approaches in more detail in Section 2.6.3.3.
In the context of graphical models, Roth and Black [2009] propose
the influential high-order FoE prior and apply it to image denoising
by performing MAP estimation; further improved results are obtained
by making use of discriminative training [Samuel and Tappen, 2009;
Chen et al., 2013]. Schmidt et al. [2010] and Gao and Roth [2012]
improve generative training to obtain FoE image priors that yield im-
proved denoising results via minimum mean squared error (MMSE)
estimation.
deblurring Image blur (e. g., camera shake) is one of the main
sources of image corruption in digital photography and hard to undo.
Image deblurring has thus been an active area of research, going
back to the pioneering works of Wiener [1949], Richardson [1972],
and Lucy [1974]. Recent work has predominantly focused on blind
deblurring [e. g., Fergus et al., 2006; Yuan et al., 2007; Joshi et al., 2008;
Shan et al., 2008; Cho and Lee, 2009; Xu and Jia, 2010; Levin et al.,
2011], particularly on estimating the blur from images (stationary
and non-stationary [Whyte et al., 2010]). However, the problem of
non-blind deblurring is an important component of many blind deblur-
ring methods. While some approaches jointly predict the blur and
the restored image [e. g., Shan et al., 2008], it is sensible and common
to separate the deblurring problem into first estimating the blur from
the observed image, and then performing non-blind deblurring to
obtain the restored image [cf. Levin et al., 2009]. Furthermore, non-
blind deblurring is also applied when the blur is known [e. g., Levin
et al., 2007] or estimated by other means, such as special hardware
[Ben-Ezra and Nayar, 2004; Joshi et al., 2010; Tai et al., 2008].
The Lucy-Richardson method [Lucy, 1974; Richardson, 1972] for
non-blind deblurring is a classic and well-known approach. Although
its performance is sub-par for natural images [cf. Levin et al., 2009],
it is frequently used as a baseline [Krishnan and Fergus, 2009; Shan
et al., 2008] and also for images with different properties (e. g., in mi-
croscopy [Temerinac-Ott et al., 2012] or for low-light images [Whyte
et al., 2014; Hu et al., 2014]). Also very common is to use manually-
defined image priors formulated as MRFs with sparse, i. e. non-Gaus-
sian, potential functions [Levin et al., 2007; Krishnan and Fergus,
2009; Xu and Jia, 2010]. Learning-based approaches had been re-
stricted to generatively trained models [Schmidt et al., 2011]; dis-
criminative deblurring methods have only recently been introduced
(Chapter 6).
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2.6.2 Evaluation
While image restoration methods can differ in various ways, the qual-
ity of the restored image is often of utmost importance. Hence, evalu-
ation focuses on comparing restored images in qualitative (i. e., subjec-
tive) and quantitative (i. e., objective) ways. Qualitative comparisons
typically highlight certain regions in the image that one method was
able to (subjectively) better restore than others. Quantitative compar-
isons are based on image quality measures (explained below), which
assign an objective score to the restored image; however, this typ-
ically requires access to the true uncorrupted image, called ground
truth (GT), which is unavailable in practice. Hence, quantitative eval-
uation is mostly based on artificially corrupted images, where the
observed image is synthetically created from a clean image according
to the assumed corruption process. In contrast, qualitative compar-
isons can also be carried out on real images encountered in practical
applications. Also, quantitative comparisons are typically averaged
over a set of test images, which have not been used during model
training. Reporting of average results is done to ensure that methods
generalize well to a wider range of images, not only few (possibly
cherry-picked) images.
2.6.2.1 Datasets
There are 5 standard test images called Lena, Barbara, Boats, House,
and Peppers, which are still often used (mostly for qualitative com-
parisons) in the image processing and computer vision literature [cf.
Portilla et al., 2003, Appendix B].
Clean images from the Berkeley segmentation dataset (BSDS) are fre-
quently used to create artificially corrupted versions that are em-
ployed for model training and quantitative evaluation. This started
with Roth and Black [2009], who used a subset of 68 images to quan-
titatively compare the denoising results from their FoE model to other
image denoising methods. This test dataset has since then been
adopted by many authors [e. g., Samuel and Tappen, 2009; Barbu,
2009; Schmidt et al., 2010; Zoran and Weiss, 2011; Chen et al., 2013]
and has become a benchmark for comparing various image models.
In contrast to image denoising, where images with real noise are
rarely used, image deblurring methods are frequently evaluated with
real blurred images. While the comparisons are mostly qualitative
[e. g., Fergus et al., 2006], quantitative evaluation has recently become
more popular with the advent of new benchmarks [Levin et al., 2009;
Köhler et al., 2012].
synthetic data Although there are some standard artificially
created datasets, such as the 68 images from [Roth and Black, 2009],
care must be taken to ensure fair comparisons. Since each synthetic
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image is created randomly according to the assumed corruption pro-
cess, the use of different random numbers will result in a different im-
age. Unfortunately, the synthetic images (or random numbers used
for synthesis) are sometimes not available. Furthermore, although the
clean GT images are typically quantized, i. e. each pixel can only take
one of several discrete values, the created synthetic images are often
not quantized (cf. experiments in Chapters 6 and 7).
2.6.2.2 Image quality measures
We now discuss image quality measures that are commonly used for
quantitative comparisons in the context of image restoration. We al-
ready mentioned in passing (Section 2.3.1) that the 0-1 loss is not
suitable, since all images that do not exactly correspond to the cor-
rect solution are considered equally bad, i. e. are assigned the same
loss. It makes more sense to use a “softer” loss functions that assigns
a cost based on a distance to the correct solution. Coming up with
a simple, but sensible distance between the correct image x and a
prediction x˜ is not difficult here, since we assume x, x˜ ∈ RD to be
part of Euclidean D-space. Hence, based on the Euclidean distance
d(x˜, x) = ‖x˜− x‖, the mean squared error (MSE)
MSE(x˜, x) =
1
D
‖x˜− x‖2 = 1
D
D
∑
i=1
(x˜i − xi)2 (2.45)
is often used to denote the distance between two images; note that
using the average squared error makes it easy to compare errors for
images of different sizes.
Additionally, dividing the images by scalar R will allow us to nor-
malize the value range of each pixel to lie between 0 and 1; this
accounts for different maximum values that images may have (e. g.,
R = 255 for typical 8-bit quantized images). Furthermore, to mea-
sure image quality – where larger values denote higher restoration
quality – we invert the distance (error) between two images. Lastly,
we use a logarithmic scale to make the quality measure useful from
very small up to very large errors. Overall, this yields the widely-
used peak signal-to-noise ratio (PSNR)log10 u =
log u
log 10
PSNR(x˜, x) = 10 · log10
(
MSE(x˜/R, x/R)−1
)
= 10 · log10
(
R2
MSE(x˜, x)
)
= 20 · log10
(
R√
MSE(x˜, x)
)
,
(2.46)
which is measured in decibels (dB). We can expect MSE(x˜, x) ∈ [0, R2]
under intended usage, hence PSNR values range from 0 for maximally
dissimilar images up to infinity for identical images. Although quite
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simple in its definition, PSNR often provides a reasonable approxima-
tion to human perception of image restoration quality.
Sometimes [e. g., Portilla et al., 2003; Roth and Black, 2009], PSNR is
alternatively defined as
PSNRSD(x˜, x) = 20 · log10
(
R
SD(x˜− x)
)
(2.47)
based on the (sample) standard deviation For better
comparison, we do
not use Bessel’s
correction for
estimating the
standard deviation.
SD(x˜− x) =
√√√√ 1
D
D
∑
i=1
((x˜i − xi)− µ)2 =
√
MSE(x˜− µ, x) (2.48)
with (sample) mean
µ =
1
D
D
∑
i=1
x˜i − xi. (2.49)
Note that the two different PSNR definitions (i. e., Eqs. 2.46 and 2.47)
are identical if µ = 0. Otherwise, they are related as:
PSNRSD(x˜, x) = max
b
PSNR(x˜− b, x) = PSNR(x˜− µ, x). (2.50)
Hence, the PSNR definition in Eq. (2.47) is invariant to a constant ad-
ditive prediction bias, such as general tendency to over- or underesti-
mate the values of all pixels. Invariances to other properties are also
sometimes used, such as arg maxc PSNR(c · x˜, x) for a constant multi-
plicative prediction bias [Köhler et al., 2012]. Since PSNR is pervasive in
the image restoration literature, it is often not even explicitly defined;
hence, one has to be careful to guarantee fully accurate comparisons.
We are typically interested in improving the human perception of
restored images. In practice, we use approximations in the form of
image quality measures, such as PSNR, since human perception is
difficult to measure. Compared to PSNR, more sophisticated quality
measures have been proposed in the literature [e. g., Wang et al., 2004;
Sheikh and Bovik, 2006; Chandler and Hemami, 2007]. Of these, fairly
widely used in the context of image restoration is the structural similar-
ity (SSIM) index [Wang et al., 2004], which assigns the restored image
a score from 0 up to 1. Still, image quality measures are very sim-
ple compared to the human visual system. For example, the method
by [Cho et al., 2012] preserves strong texture in appropriate regions
(e. g., bushes or fur), which led to lower PSNR and SSIM scores, but was
generally preferred by users.
Note that PSNR and SSIM are instances of so-called full-reference im-
age quality measures, i. e. they assume that the clean GT image is
available. However, this is typically not the case in practice, hence
there are also no-reference (or blind) quality measures that do not need
access to the clean reference image [e. g., Wang et al., 2002; Brandão
and Queluz, 2008].
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2.6.3 Other related work
We already discussed in some detail how MRFs and CRFs can be ap-
plied to image restoration problems. In this section, we briefly survey
some related work on image restoration and highlight similarities and
differences to our MRF-based modeling approach.
2.6.3.1 Global methods
With an MRF we obtain a global image model (for images of arbitrary
size) by specifying only local interactions via clique potentials. Due
to our assumption of translation-invariance, the potentials are the
same regardless of their location in the image. The potentials (or ex-
perts) typically model filter responses (cf. Section 2.2.2), which can
be obtained by computing the convolution of the image and the re-
spective filters. As a result, such models are also called convolutional.
A widely-used model class are convolutional neural networks (CNNs)
[cf. LeCun et al., 2010], which essentially perform regression. Hence,
they can be used as prediction function (instead of Eq. 2.40) in the
context of deterministic inference and learning (cf. Section 2.4). Al-
though CNNs are arguably most often used for classification [e. g.,
Krizhevsky et al., 2012], they have also been applied to image restora-
tion [e. g., Jain and Seung, 2009].
We presented MRFs as models for spatially-discrete images with a
fixed number of pixels. On the other hand, there is the distinct class
of variational approaches [Rudin et al., 1992; Schnörr et al., 1996] that
model images as spatially-continuous functions. However, variational
approaches require discretization in order to be used in practice on
a computer with finite resources. It has been shown [Szeliski, 1990;
Schelten and Roth, 2011] that in some cases these seemingly disparate
model classes can be quite similar or even equivalent.
2.6.3.2 Local methods
Let us assume an MRF that models maximal cliques of size m×m
pixels, such as the FoE model in Section 2.2.2. If we restrict the
MRF to images of m×m pixels only, then we are not making any
conditional independence assumptions (the associated GM is fully-
connected). Hence, calling the model “MRF” is actually inappropri-
ate, since we are not making any Markov assumption. Instead, such
models are typically called (image) patch models, since they can only
reasonably be used to model image patches of small sizes (typically
m < 20).
Products of experts [Hinton, 2002], that we use as clique potentials
in the FoE (Eq. 2.14), have originally been proposed as patch models.
Another possibility to model image patches of a fixed size is to use
a Gaussian mixture model (GMM), which has been pursued by Zoran
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and Weiss [2011]. In a discriminative context, deep neural networks
in the form of multilayer perceptrons (MLPs) have been used as regres-
sors to restore corrupted image patches [Burger et al., 2012; Schuler
et al., 2013].
In practice, we have to apply a local patch model of fixed size to
large images of arbitrary sizes. To that end, simpler problems like
image denoising can directly be handled by using the patch model
to restore all overlapping regions of the large observed image; after-
wards, for a given pixel of the large image, the results from all over-
lapping restored regions are simply averaged. This strategy has been
used by Burger et al. [2012] for image denoising with an MLP-based
patch regressor. Schuler et al. [2013] extended this approach to im-
age deconvolution by first recasting the deconvolution problem to a
denoising problem. After training a generative patch model, another
possibility is to use it like a clique potential in an MRF, which has been
proposed under the name expected patch log likelihood (EPLL) by Zoran
and Weiss [2011], who applied it to image denoising, deblurring, and
inpainting.
2.6.3.3 Self-similarity
Another interesting property of natural images is self-similarity [cf.
Zontak and Irani, 2011], i. e. structures in a particular image are likely
to repeat itself in similar form (e. g., at different locations, scales, or
orientations). Examples include continuous edges at the contours of
objects, textured regions with repetitive patterns, or similar objects at
different scales (e. g., due to different distances to the camera).
Self-similarity can be useful for many applications. For example,
Barnes et al. [2009] proposed the PatchMatch algorithm for interac-
tive image editing, which is based on quickly finding approximate
nearest-neighbor matches for a given image patch. PatchMatch has
been further generalized to find arbitrary correspondences [Barnes
et al., 2010], which has been exploited for applications like stereo
matching [e. g., Bleyer et al., 2011] or optical flow [e. g., Hornácˇek et al.,
2014].
In the context of image restoration, Buades et al. [2005] proposed
the non-local means image denoising method, which effectively re-
stores each pixel of the image by weighted averaging of other similar
pixels; given the image patch around a reference pixel, the weights for
all other pixels are determined by the distances of their surrounding
image patches to the reference patch. Arguably, the most well-known
image denoising approach based on self-similarity is block-matching
and 3D filtering (BM3D) [Dabov et al., 2007b], which first gathers simi-
lar image regions into 3D groups, which are then processed (via collab-
orative filtering) to remove noise while preserving salient image struc-
tures. Applying BM3D and other methods based on self-similarity
to image deblurring is more difficult, though. A typical strategy [cf.
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Schuler et al., 2013] is to first apply a regularized inversion of the blur
matrix, which however causes unwanted artifacts since image noise is
amplified and correlated; removing these artifacts in a second step is
then addressed as a (structured) denoising problem [e. g., Danielyan
et al., 2012].
Properties of a particular image (such as self-similarity) are some-
times referred to as internal statistics, whereas properties of a large
dataset of images are called external statistics. Our MRF-based image
priors thus model external statistics that apply to images in general,
whereas non-local means and BM3D make use of internal statistics
that only apply to a given single image. Sun and Tappen [2011] have
made an attempt at combining internal an external statistics with a
non-local range MRF, where each potential is not only based on pix-
els belonging to a local image patch (clique), but also pixels from
other similar patches. Another approach is to use internal and ex-
ternal methods separately and then (learn to) combine the resulting
outputs [e. g., Jancsary et al., 2012a; Mosseri et al., 2013; Burger et al.,
2013] to obtain an improved restored image that ideally retains the
benefits of both approaches.
2.6.3.4 Dictionary methods with sparse coding
In Section 2.2, we defined the clique potentials of MRF image priors
based on the assumption of sparse filter responses, i. e. response values
are very small most of the time. The general concept of sparsity can
be attributed to many approaches in the literature, where an image
(or general signal) is first transformed into a different representation
where most values are (close to) zero; the second step consists of
choosing an appropriate model for the sparse representation.
In the context of natural images, wavelet decompositions [cf. Mallat,
2009] are well-known to yield sparse representations. For example,
Portilla et al. [2003] model multi-scale wavelet representations of im-
ages locally with Gaussian scale mixtures (GSMs) and demonstrate
the merits of the resulting BLS-GSM model in the context of image
denoising. In general, decomposing an image (patch) as a linear com-
bination of (only a few) elements from a dictionary is called sparse
coding. One may think of this as representing the image vector in
a new (overcomplete) basis, such that there are only few non-zero
coefficients w.r.t. the new basis elements.
While sparse coding has been used with a-priori fixed dictionaries
(e. g., using wavelets), more recent works, e. g. the K-SVD approach
[Elad and Aharon, 2006], have shown that it is beneficial to learn the
dictionary from the images at hand in a given application. The col-
laborative filtering step to denoise groups of similar patches in BM3D
is based on sparse coding with a fixed dictionary; the LSSC method
[Mairal et al., 2009] extends this by learning the dictionary and enforc-
ing that similar patches also admit similar sparse representations.
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This chapter provides a unifying review of half-quadratic (HQ) in-ference with MRF-based image models, specifically the Field of
Experts (FoE) model that subsumes many MRFs from the literature
(Section 2.2.2). We focus on probabilistic posterior prediction in a gen-
erative context, concretely MAP estimation and approximating poste-
rior expectations via samples. However, our exposition also applies
to CRFs and further includes drawing samples from the MRF prior as
a special case (which is needed for approximate maximum likelihood
learning, Section 2.3.2). Note that our discussion of MAP estimation
carries over to energy minimization (Eq. 2.40) in a deterministic set-
ting (Section 2.4).
For the remainder of this chapter, we assume the generic Gaussian
likelihood
p(y|x) = N (y; Kx, σ2I), (3.1)
which can model several image restoration problems including de-
noising (Eq. 1.2) and deblurring (Eq. 1.4). Furthermore, we use the
FoE image prior
p(x) ∝∏
c∈C
N
∏
i=1
exp
(−ρi(fTi x(c))) (3.2)
with N linear filters fi and their associated penalty functions ρi.
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3.1 gaussian mrfs
As mentioned in Section 1.5, inference is comparatively simple under
the assumption of a Gaussian image prior. To explain this in more
detail, let us assume quadratic penalty functions ρi(u) =
αi
2 u
2, which
lead to a Gaussian MRF image priorNote that we omit
the limits and write
∏i instead of ∏
N
i=1
(∑i instead of ∑
N
i=1)
for the remainder of
this chapter.
p(x) ∝∏
c∈C
N
∏
i=1
N
(
fTi x(c); 0, α
−1
i
)
= N (x; 0,Σx), (3.3)
where Σx = Ω−1x with easily accessible precision matrix Ωx. Before
going into detailed derivations later, we first give an intuition why
Gaussian models are desirable for computational reasons. For now, it
is only important to note that Ωx is a sparse matrix whose non-zero
entries are determined by the connections in the underlying graphical
model (GM). The posterior distribution (via Bayes’ theorem)
p(x|y) ∝ N (y; Kx, σ2I) · N (x; 0,Σx)
∝ N (x; µx|y,Σx|y)
∝ N (x;Ω−1x|yηx|y,Ω−1x|y)
(3.4)
can be written as a multivariate Gaussian distribution with vector ηx|y
and sparse precision matrix Ωx|y, which both are easy to compute.
Computing the MAP estimate xˆ = arg maxx p(x|y) then consists of
finding the mode of the Gaussian distribution as
arg max
x
p(x|y) = arg max
x
N (x; µx|y,Σx|y) (3.5)
= arg min
x
xTΣ−1x|yx− 2xTΣ−1x|yµx|y (3.6)
= µx|y, (3.7)
which corresponds to a quadratic optimization problem whose solu-
tion is well-known to be the Gaussian mean. In practice, the MAP
estimate xˆ = µx|y = Ω
−1
x|yηx|y can be obtained by solving a (sparse)
system of linear equations (cf. Section 3.5), which is computationally
much cheaper than inverting the precision matrix. Note that drawing
samples from p(x|y) can be done similarly, which will be explained
in Section 3.5.3.
Gaussian distributions have appealing properties, but are unfortu-
nately unsuitable as image priors. Recall from Section 2.2.1 that the
statistics of natural images are distinctly heavy-tailed (and thus non-
Gaussian). As a result, using image priors with Gaussian potentials
(i. e., quadratic penalties for filter responses as in Eq. 3.3) will favor im-
ages without sharp edges (large intensity jumps). Hence, we cannot
restore images that exhibit sharp transitions at object discontinuities.
However, we can use Gaussians as building blocks of more expressive
models, such as commonly-used Gaussian mixture models (GMMs)
p(x) =∑
i
piiN (x, µi,Σi) (3.8)
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with mixture weights pii. It is useful to interpret Gaussian mixtures
as latent variable models with p(x) = ∑z p(x, z), where the conditional
distribution p(x|z) is Gaussian given a fixed value for latent variable
z (indicating or selecting a particular mixture component). Recasting
non-Gaussian MRFs as latent Gaussian models can be seen as a core
concept behind half-quadratic inference.
3.2 half-quadratic augmentation
We will assume from now on (heavy-tailed) non-Gaussian potentials
exp(−ρi(u)) with even penalty functions ρi that are continuous ev- Strictly speaking, all
exp(−ρi(u)) are
expert functions (cf.
Section 2.2.2).
erywhere and at least once differentiable (except at 0); however, we
do not require them to be convex functions. Hence, this includes
commonly-used potentials, such as Student-t or hyper-Laplacian (cf.
Section 2.2.1 and Fig. 2.3(b)). In an attempt to retain the benefits of A function
ρ : R→ R is even
if ∀x ∈ R : ρ(x) =
ρ(−x).
Gaussian inference, we can locally approximate each penalty ρi for
every filter response u with a quadratic function. Specifically, we can
choose φi(u, z) to be a quadratic approximation of ρi(u), with fixed
z determined by the current value of u. By carrying out such an ap-
proximation for all penalties, we obtain a globally quadratic energy
and thus Gaussian posterior distribution.
Such an approximation is at the core of half-quadratic regularization
[Geman and Yang, 1995; Geman and Reynolds, 1992; Charbonnier
et al., 1994], which aims to ease inference (e. g., MAP estimation) by in-
troducing (independent) auxiliary/latent variables zic for each filter
and image clique, such that the prior is retained by performing an op-
eration
⊕ ∈ {max, sup,∑, ∫ } that eliminates the auxiliary variables:
p(x) ∝∏
c∈C
∏
i
⊕
zic
exp
(−φi(fTi x(c), zic)). (3.9)
Since multiplication is distributive over the operation
⊕
, we can de-
fine an augmented prior as
p(x, z) ∝∏
c∈C
∏
i
exp
(−φi(fTi x(c), zic)) (3.10)
with
p(x) ∝
⊕
z
p(x, z). (3.11)
The name “half-quadratic” stems from the fact that φi(u, z) is qua- Specific choices for
φi(u, z) are
discussed in
Section 3.4.
dratic in u when z is held fixed. This further implies that for a fixed
setting of z the distribution p(x|z) = N (x; µx|z,Σx|z) is jointly Gaus-
sian. The augmented model p(x, z) can be thought of as a hierarchical
graphical model (Fig. 3.1), where all factors of the MRF are Gaussian
when the auxiliary variables z are known. When combined with a
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Figure 3.1: Factor graph for augmented HQ image prior p(x, z). The GM is
shown for an image of 3×3 pixels with filters fi of size 2×2.
Gaussian likelihood, we obtain a Gaussian posterior for a fixed set-
ting of z:
p(x|y, z) ∝ N (y; Kx, σ2I) · N (x; µx|z,Σx|z)
∝ N (x; µx|y,z,Σx|y,z).
(3.12)
The benefit is that inference can now be carried out on the aug-
mented posterior p(x, z|y) by alternating between updating x via
p(x|y, z) and using p(z|x, y) to update the auxiliary variables based
on the operation
⊕
. While it may by counter-intuitive that we have
made the problem easier by introducing additional variables, each
of these two steps is relatively easy, as compared to directly using
p(x|y). Specifically, the main advantage is that p(x|y, z) is jointly
Gaussian, which means that updating x (e. g., x ← arg maxx p(x|y, z)
in case of MAP estimation) amounts to solving sparse systems of lin-
ear equations. Updating z based on p(z|y, x) is also easy, since all zic
are independent:
p(z|x, y) ∝∏
c∈C
∏
i
p(zic|x, y) (3.13)
p(zic|x, y) ∝ exp
(−φi(fTi x(c), zic)). (3.14)
Furthermore, even if updating zic is rather complicated, it is still just
a one-dimensional problem and can thus be pre-computed for all sen-
sible values and then quickly retrieved via a lookup table [Krishnan
and Fergus, 2009].
likelihood assumption Note that p(x|y, z) in Eq. (3.12) is only
Gaussian under the assumption of a (commonly-used) Gaussian like-
lihood (Eq. 3.1). However, if this assumption was violated, one may
still be able to obtain a Gaussian posterior p(x|y, z, u) by applying
the same HQ technique to also obtain a HQ likelihood model p(y, u|x)
with additional latent variables u [cf. Black and Rangarajan, 1996].
However, we do not address this here.
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Algorithm 3.1 HQ envelope type – MAP estimation
1: xˆ(0) ← y
2: for t← 1 to T do . Terminate after T steps
3: for i← 1 to N, c ∈ C do . zˆ(t) ← arg maxz p(z|xˆ(t−1), y)
4: zˆ(t)ic ← arg maxzic p(zic|xˆ(t−1), y)
5: xˆ(t) ← arg maxx p(x|zˆ(t), y) . System of linear equations
6: return
{
xˆ(T), zˆ(T)
}
interacting latent variables The augmented image prior
p(x, z) may by thought of as a hierarchical graphical model (Fig. 3.1).
Hence, one could go a step further and also connect the latent vari-
ables to obtain an even richer model, which would be reminiscent
of a line process as proposed by Geman and Geman [1984] (cf. Sec-
tion 3.4.1). Unfortunately, when the latent variables are connected
in the graphical model, inference becomes more difficult and it is
also not possible to retain a typical MRF prior through elimination of
the latent variables. Although not being popular (presumably) for
the above reasons, HQ models with interacting latent variables have
been explored in the literature [e. g., Black and Rangarajan, 1996; Idier,
2001]. While we think that it would be interesting to revisit such mod-
els, we do not consider them here.
3.3 envelope and integral type
We now go into details on why it is even valid to use p(x, z|y) to
do inference on p(x|y) and explore two HQ types based on different
possibilities for the operation
⊕
. Section 3.4 will discuss the two
dominant modeling choices for auxiliary function φ, which lead to
two HQ forms. Note that we distinguish between form and type on
purpose, since the combination of two HQ types and two HQ forms
will yield four HQ variants (cf. Table 3.1).
3.3.1 Envelope type
Most commonly, the penalty function ρ(u) = minz φ(u, z) is expressed
as the minimum (or infimum) over function φ(u, z) w.r.t. z, which re-
sults in the operation
⊕
= max being the maximum (or supremum)
function:
p(x) ∝ max
z
p(x, z)
∝∏
c∈C
∏
i
max
zic
exp
(−φi(fTi x(c), zic)). (3.15)
We call this half-quadratic variant the envelope type (as do Polson and
Scott [2016]), because the non-quadratic penalty is expressed as the
envelope of quadratic functions (see Fig. 3.2(a) for an example).
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To the best of our knowledge, only MAP estimation to find (xˆ, zˆ) =
arg maxx,z p(x, z|y) has been carried out with this particular type.
MAP estimation [Charbonnier et al., 1994] alternates between com-
puting the maximizer of p(x|z, y) and p(z|x, y), as shown in Alg. 3.1.
This is appealing, because both steps are typically easy to carry out,
as mentioned above; we will go into more detail when we discuss the
specific HQ forms in Section 3.4. It is easy to see that at the end of
the iterative optimization procedure the found (local) maximum of
p(x, z|y) is also a (local) maximum of the posterior p(x|y) that we are
actually interested in:
p(xˆ, zˆ|y) = max
x,z
p(x, z|y)
= max
x
max
z
p(y|x)p(x, z)
= max
x
p(y|x)max
z
p(x, z)
= max
x
p(y|x)p(x)
= max
x
p(x|y).
(3.16)
3.3.1.1 Simulated annealing
MAP estimation does coordinate ascent on the posterior p(x, z|y) and
can get stuck in local optima. To alleviate this, we can instead ap-
ply the stochastic variant of MAP estimation called simulated anneal-
ing [Cˇerný, 1985; Kirkpatrick et al., 1983; Geman and Geman, 1984],
where the name and analogy come from the annealing process which
is used to make metals and other solid materials. Instead of always
greedily moving to a state with higher (augmented) posterior proba-
bility as in Alg. 3.1, simulated annealing will also allow moving to a
less probable state, since it may help to find an even better solution
in the end. Here, this can be achieved by deriving a so-called tem-
pered distribution from the augmented posterior via exponentiation
with a temperature parameter, and then doing stochastic updates via
sampling using the tempered distribution (Alg. 3.2). Initially, a high
temperature H1  1 is chosen such that the tempered distribution
is more “flat” compared to the posterior p(x, z|y), thus it is more
likely to also move to less probable posterior states. The tempera-
ture is (slowly) decreased after each iteration, such that moves to less
probable posterior states occur less frequently. Eventually, a low tem-
perature 0 ≤ Ht  1 leads to a tempered distribution that is more
“peaked” than the posterior, where it is rare to move to less proba-
ble posterior states. Hence, the algorithm converges to a local opti-
mum that hopefully has higher posterior probability as compared to
the one achieved via MAP estimation as in Alg. 3.1. This comes at
the expense of higher computational cost, since simulated annealing
typically requires many more iterations to be effective (i. e., slow tem-
50
Algorithm 3.2 HQ – MAP estimation (simulated annealing)
Require: “annealing schedule” H1, . . . , HT with Ht > Ht+1
1: xˆ(0) ← y
2: for t← 1 to T do . Budget of T steps
3: q(x, z|y)← p(x, z|y)(1/Ht) . Tempered distribution
4: for i← 1 to N, c ∈ C do . zˆ(t) ∼ q(z|xˆ(t−1), y)
5: zˆ(t)ic ∼ q(zic|xˆ(t−1), y)
6: xˆ(t) ∼ q(x|zˆ(t), y) . Sampling from Gaussian MRF
7: return
{
xˆ(T), zˆ(T)
}
perature decrease) and the updates via sampling (cf. Sections 3.3.2.2
and 3.5.3) are also somewhat more complicated.
These might be reasons why simulated annealing is rarely used
nowadays for the problems that we consider in this thesis. However,
it was the inference method of choice for Geman et al. [Geman and
Reynolds, 1992; Geman and Yang, 1995] when they introduced the
HQ approach. Charbonnier et al. [1994] first proposed to use MAP
estimation as in Alg. 3.1, which they named ARTUR and LEGEND,
respectively, for the two HQ forms (cf. Section 3.4).
3.3.2 Integral type
In the literature, MAP estimation with the envelope type of the previ-
ous section is typically discussed in a non-probabilistic context as an
energy minimization approach. In contrast, we now explain a half-
quadratic variant that is predicated on a probabilistic interpretation.
We briefly mentioned Gaussian mixture models (GMMs) before as
one popular way to build more complicated distributions by using
Gaussians as building blocks. We follow this here and express
exp(−ρ(u)) =
∫
exp(−φ(u, z)) dz with (3.17)
φ(u, z) = − log(p(z) · N (u, µz, β−1z )) (3.18)
as a GMM, where we integrate (
⊕
=
∫
) over the latent variable z
that indicates the mixture component. That is why we call this half-
quadratic variant the integral type (as do Palmer et al. [2006]). Note
that we consider arbitrary Gaussian mixtures for now; we will look at
specific variants and their properties in Section 3.4. When z is chosen
as a random variable with a continuous domain, we also consider infi-
nite Gaussian mixture models. When z is a discrete random variable,
we use summation (
⊕
= ∑) instead of integration.
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We can write the prior as a marginal distribution with this repre-
sentation:
p(x) ∝
∫
p(x, z) dz
∝∏
c∈C
∏
i
∫
exp
(−φi(fTi x(c), zic)) dzic. (3.19)
As an aside, note that Eq. (3.19) is a product of GMMs and as such also
one large GMM. Unfortunately, even when each zic was a discrete ran-
dom variable with only two possible states, we cannot work directly
with the resulting large GMM because it has exponentially many mix-
ture components, which makes computing the mixture weights p(z)
intractable [cf. Ihler et al., 2004].
3.3.2.1 Expectation maximization
To maximize the posterior p(x|y) = ∫ p(x, z|y) dz, we can resort to
the well-known expectation maximization (EM) algorithm [Dempster
et al., 1977], where the latent variables z are treated as missing or
unobserved data. We will give a brief summary of EM in this context,
which closely follows [Minka, 1998] and [Dellaert, 2002].
Expectation maximization is an iterative algorithm that can be used
to estimate xˆ = arg maxx p(x|y) by maximizing the log-posterior inNote that EM is a
local optimization
method and may
only find a local
optimum.
our setting. Since directly maximizing log p(x|y) is difficult, EM first
constructs a lower bound b(x(t), q) ≤ log p(x(t)|y) around x(t) (the
current estimate of xˆ), where q(z) can be any proper probability dis-
tribution, i. e.
∫
q(z) dz = 1 and q(z) ≥ 0 for all z. The basic idea is to
maximize such a lower bound of the log-posterior at each step of EM.
In particular, the bound is derived by using Jensen’s inequality [Jensen,
1906] as follows:
log p(x(t)|y) = log
∫
q(z)
p(x(t), z|y)
q(z)
dz ≥
∫
q(z) log
p(x(t), z|y)
q(z)
dz = b(x(t), q) (3.20)
Although the bound holds for any q(z), we want to find the tightest
possible bound by choosing q(z) such that the bound is as large as
possible at our current estimate x(t). To find such a density q, one
way is to rewrite the bound as follows:
b(x(t), q) =
∫
q(z) log
p(z|x(t), y)p(x(t)|y)
q(z)
dz (3.21)
=
∫
q(z) log
p(z|x(t), y)
q(z)
+ q(z) log p(x(t)|y) dz (3.22)
= −
∫
q(z) log
q(z)
p(z|x(t), y) dz + log p(x
(t)|y) (3.23)
= −DKL
(
q(z) ‖ p(z|x(t), y)
)
+ log p(x(t)|y) (3.24)
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Algorithm 3.3 HQ integral type – MAP estimation (EM)
1: xˆ(0) ← y
2: for t← 1 to T do . Terminate after T steps
3: for i← 1 to N, c ∈ C do . zˆ(t) ← E[z|xˆ(t−1), y]
4: zˆ(t)ic ← E[zic|xˆ(t−1), y]
5: xˆ(t) ← arg maxx p(x|zˆ(t), y) . System of linear equations
6: return
{
xˆ(T), zˆ(T)
}
where DKL(q‖p) denotes the non-negative Kullback-Leibler divergence DKL(a‖b) =∫
a(x) log a(x)b(x) dx.[Kullback and Leibler, 1951] that is 0 if and only if the densities p
and q are identical. Hence, the lower bound b(x(t), q) = log p(x(t)|y)
touches the log-posterior at x(t) when we choose q(z) = p(z|x(t), y).
Specifically, we will show that this corresponds to each potential of
the image prior being tightly lower-bounded at x(t) by a Gaussian dis-
tribution (cf. Figs. 3.4(a) and 3.7(a)). Computing p(z|x(t), y) to obtain
a good lower bound is called the “E-step”. The subsequent “M-step”
then consists of maximizing the bound w.r.t. x:
x(t+1) = arg max
x
b
(
x, p(z|x(t), y))
= arg max
x
∫
p(z|x(t), y) log(p(y|x)p(x, z)) dz
= arg max
x
log p(y|x)−
∫
p(z|x(t), y)∑
c∈C
∑
i
φi(fTi x(c), zic) dz
= arg max
x
log p(y|x)−∑
c∈C
∑
i
Ezic
[
φi(fTi x(c), zic)|x(t), y
]
(3.25)
Since all terms are quadratic, we can find the value that maximizes
the bound by solving a system of linear equations.
Furthermore, if we assume that the latent variables either deter-
mine only the variance or the mean of the Gaussian mixture (but not
both), we can further simplify this. These two cases correspond to
the half-quadratic forms that we will discuss in detail in Section 3.4.
In the first case, we have φ(u, z) = z2 (u− µ)2 + const(z), from which
follows that
E[φ(u, z)] =
E[z]
2
(u− µ)2 + const = φ(u,E[z]) + const. (3.26)
Here, const(z) denotes an arbitrary term that depends on z, but not
u. In the second case, we have φ(u, z) = β2 (u− z)2 + const(z), from
which follows that
E[φ(u, z)] =
β
2
(
u2 − 2uE[z] + (E[z])2)+ const
= φ(u,E[z]) + const,
(3.27)
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where we simply added the term (E[z])2 and absorbed others in the
constant term. In both cases, we can now rewrite Eq. (3.25) as
x(t+1) = arg max
x
log p(y|x)−∑
c∈C
∑
i
φi(fTi x(c),E[zic|x(t), y])
= arg max
x
p(x|z¯, y)
(3.28)
where z¯ = E[z|x(t), y]. Hence, we can do EM-based MAP estimation
by alternating between computing the expected value of the latent
variables and maximizing the augmented posterior conditioned on
the latent variables. The whole procedure is summarized in Alg. 3.3,
which shows the similarity to MAP estimation in case of the envelope
type (Alg. 3.1); the two algorithms only differ in the update of the
latent variables (line 4). It can be shown that the two algorithms are
indeed identical [Champagnat and Idier, 2004; Palmer et al., 2006],
which we will illustrate in more detail in Section 3.4.
3.3.2.2 Gibbs sampling
Using an EM algorithm to compute the MAP estimate arg maxx p(x|y)
is analogous to energy minimization used in deterministic modeling
(Section 2.4). However, we often want to compute (more complicated)
posterior expectations in the context of probabilistic inference (Sec-
tion 2.3.1), which are made tractable through sampling-based approx-
imations. To that end, we introduced the general concept of an aux-Sampling from the
prior p(x) can be
done similarly.
iliary variable block Gibbs sampler (Section 2.3.1.1), which we now
make more concrete for the augmented HQ posterior p(x, z|y) with
auxiliary variables z.
The Gibbs sampler will alternate between sampling from the condi-
tional distributions p(x|z, y) and p(z|x, y) (Alg. 3.4). This way, we can
draw a set of samples from the joint distribution {{x(t), z(t)}}Tt=1 ∼
p(x, z|y). Since we are typically not interested in the latent variables
z, we can simply discard all z(t) samples; the remaining samples
{x(t)}Tt=1 ∼ p(x|y) are representative of the original posterior. Sam-
pling from both of the conditional distributions is relatively easy. The
latent variables are independent and can thus be sampled individu-
ally via univariate distributions:When p(zic|x, y)
does not have a
closed-form
expression, it can
typically be
discretized into a
multinomial
distribution.
p(zic|x, y) =
exp
(−φi(fTi x(c), zic))∫
exp
(−φi(fTi x(c), zic)) dzic . (3.29)
Sampling from p(x|z, y) is somewhat more difficult than just finding
its maximum w.r.t. x, as we have done in the EM algorithm. How-
ever, since p(x|z, y) = N (x;Ω−1x|z,yηx|z,y,Ω−1x|z,y) is a Gaussian distri-
bution, we can still sample by solving equation systems that involve
the sparse system matrix Ωx|z,y (and a factorization), which will be
explained in detail in Section 3.5.
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Algorithm 3.4 HQ – Gibbs sampling
Require: “burn-in” threshold 0 ≤ B < T
1: Initialize x(0),
2: for t← 1 to T do . Markov chain of length T
3: for i← 1 to N, c ∈ C do . z(t) ∼ p(z|x(t−1), y)
4: z(t)ic ∼ p(zic|x(t−1), y)
5: x(t) ∼ p(x|z(t), y) . Sampling from Gaussian MRF
6: return
{
x(t), z(t)
}T
t=B
envelope type Note that Gibbs sampling can also be applied in
the envelope type, but the resulting samples drawn from p(x, z|y)
cannot be used to approximate distributional properties of the poste-
rior p(x|y) (that we are interested in), since
p(x|y) = max
z
p(x, z|y) 6=
∫
p(x, z|y) dz (3.30)
is not the marginal distribution of p(x, z|y). However, sampling from
p(x, z|y) can be used for MAP estimation via simulated annealing
(Alg. 3.2).
3.3.3 Summary
We have introduced the two main types of half-quadratic augmenta-
tions, namely the envelope and integral type. Both types lead to very
similar MAP estimation algorithms (Algs. 3.1 and 3.3), which can ac-
tually shown to be identical [Champagnat and Idier, 2004; Palmer
et al., 2006]. Intuitively, MAP estimation in both cases consists of first
locally bounding each robust penalty with a quadratic function, then
maximizing the bound. This is repeated until convergence or a de-
sired accuracy. Hence, MAP estimation can be seen as a local varia-
tional method [cf. Bishop, 2006, § 10.5.]. We will show the equivalence
for MAP estimation between the two types in more detail and with
concrete examples after we introduce the two forms of half-quadratic
representations in Section 3.4. Table 3.1 provides a brief overview of
the HQ variants in this chapter.
If MAP estimation is our only goal, it is favorable to use the en-
velope type for several reasons, as we will show in the next section.
However, if we are interested in probabilistic inference beyond the
MAP estimate, it is essential to use the integral type, as it allows us to
draw samples from the posterior distribution with an efficient (block)
Gibbs sampler.
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HQ type HQ form HQ representation of potential function
Envelope Multiplicative exp(−ρ(u)) = maxz exp(− 12 u2z− ψ(z))
Envelope Additive exp(−ρ(u)) = maxz exp(− β2 (u− z)2 − ψ(z))
Integral Multiplicative exp(−ρ(u)) = ∫ exp(− 12 u2z− ψ(z)) dz
Integral Additive exp(−ρ(u)) = ∫ exp(− β2 (u− z)2 − ψ(z)) dz
Table 3.1: Overview of the four HQ variants.
3.4 additive and multiplicative form
Thus far, we have not talked about specific penalty functions ρ(u)
and how (when possible) to obtain their half-quadratic counterparts
φ(u, z), such that the relationship
exp(−ρ(u)) =⊕
z
exp(−φ(u, z)) (3.31)
holds. We have only assumed that φ(u, z) is a quadratic function in u
when z is held fixed. However, whether z has an effect on the scale or
location (or both) of the quadratic function does make a difference in
the type of potentials that can be used, the rate of convergence of HQ
inference, and the computational cost of each step of HQ inference.
To make this clearer, it may be easier to talk about this in proba-
bilistic terms when considering the GMM
exp(−ρ(u)) =
∫
exp(−φ(u, z)) dz =
∫
p(z) · N (u, µz, β−1z ) dz
(3.32)
of the integral type from Section 3.3.2. An arbitrary GMM can ap-
proximate any positive (multimodal) probability distribution arbitrar-
ily well (in the limit of an infinite number of mixture components).
However, the potential functions used in practice are not multimodal,
they are even functions centered at 0. Hence, GMMs are typically
used to model potential functions by using mixture components that
all have the same mean, i. e. µz = µ = 0, where the latent variable z af-
fects the scale (variance) of a mixture component, but not its location
(mean); this is called a Gaussian scale mixture (GSM) (see example in
Fig. 3.2(b)). Alternatively, we may define the GMM through mixture
components that differ by their locations (selected through z), but all
share the same scale, i. e. βz = β; this is called a Gaussian location
mixture (GLM) (see example in Fig. 3.5(b)). The latter variant is less
common, but appealing under some circumstances as shown later.
GSMs and GLMs are representative of the two choices for the form
of φ that have been discussed in the literature: the multiplicative form
[Geman and Reynolds, 1992]
φ(u, z) =
1
2
u2z + ψ(z) (3.33)
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and the additive form [Geman and Yang, 1995] Geman and Yang
[1995] only used
β = 1 when they
introduced the
additive form. Idier
[2001] considered a
similar scaling
approach to ours.
φ(u, z) =
β
2
(u− z)2 + ψ(z). (3.34)
In either case, ψ(z) must be chosen such that Eq. (3.31) is satisfied;
an additional scaling parameter β is often used in the additive form.
The names stem from the fact that the latent variable z either has a
multiplicative or additive effect on the quadratic variable u, affecting
scale or location of the quadratic approximation, respectively. In the
literature, the additive form is sometimes abbreviated as GY (for Ge- Polson and Scott
[2016] studied more
general HQ forms
that affect both scale
and location, which
are useful for
asymmetric
functions, e. g. for
likelihoods.
man and Yang), and the multiplicative form as GR (for Geman and
Reynolds).
Overall, we consider four HQ variants due to the combination of
two HQ types and two HQ forms (Table 3.1). In the following, we will
discuss these in more detail.
3.4.0.1 Convex duality
Before doing so, however, we will introduce the concept of convex
duality [cf. Rockafellar, 1970, §12], which is the backbone of HQ forms
of the envelope type. In particular, any concave function f (v) can be
uniquely represented as
f (v) = min
z
{vz− f ∗(z)} (3.35)
via its conjugate (or dual) function f ∗, which itself can be expressed as
f ∗(z) = min
v
{vz− f (v)} . (3.36)
The function f ∗ is thus called the concave conjugate of f . (The convex The dual function is
also known as
Legendre-Fenchel
transformation.
conjugate is defined analogously where f is a convex function and
minimization is replaced by maximization.)
Intuitively, Eq. (3.35) describes the concave function f as being lin-
early upper bounded by all its tangents (with slope z). However, we
will be interested in using the dual function to obtain not linear but
quadratic bounds. To that end, we apply variable transformations,
such as v = u2, to obtain a quadratic upper bound on f (v) via
f (u2) = min
z
{
u2z− f¯ ∗(z)} , (3.37)
where f¯ ∗(z) corresponds to the conjugate of f (u2) [cf. Jordan et al.,
1999]. For this to apply, f must be a concave function of u2. As we Although the sign is
lost through variable
transformation
v = u2, this is not
important since we
assume all penalty
functions to be even,
i. e. ρ(u) = ρ(−u).
will show, by means of variable transformations, convex duality can
be applied in both HQ forms to obtain quadratic bounds on penalty
functions ρ.
Furthermore, the minimizer of Eq. (3.35) is well-known [e. g., Boyd
and Vandenberghe, 2004, § 3.3.2] to be the derivative f ′(v) = ddv f (v),
i. e.
f ′(v) = arg min
z
{vz− f ∗(z)} , (3.38)
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which of course assumes that f is differentiable. This will be very use-
ful to update the latent variables during MAP estimation (cf. Alg. 3.1).
3.4.1 Multiplicative form
Compared to the additive form, the multiplicative form is arguably
more widespread and has received more attention in the literature.
One possible reason is that it is more natural or intuitive to express
a unimodal (potential) function as a combination of quadratic func-
tions that are all centered around the mode of the target function.
Furthermore, the multiplicative form is applicable to a wider variety
of robust potentials used in practice [cf. Black and Rangarajan, 1996],
as compared to the additive form.
3.4.1.1 Envelope type
We will first talk about the envelope type, where we choose
⊕
= max,
hence
ρ(u) = min
z
φ(u, z) = min
z
{
1
2
u2z + ψ(z)
}
. (3.39)
In order to find a function ψ to satisfy Eq. (3.39) and to know which
conditions ρ has to satisfy for this to be applicable, we use convex
duality properties as defined above. We first transform the equation
ρ(u) = min
z
{
1
2
u2z + ψ(z)
}
(3.40)
⇔ ρ(ζ−1(ζ(u))) = min
z
{ζ(u)z + ψ(z)} (3.41)
⇔ ρ(
√
2v) = min
z
{vz + ψ(z)} (3.42)
with the substitution ζ(u) = v = 12 u
2 (and thus ζ−1(v) = u =
√
2v).
If ρ(
√
2v) is concave for all v ≥ 0, convex duality applies and we can
obtain ψ to satisfy Eq. (3.39) via its concave conjugate as
ψ(z) = −min
v≥0
{
vz− ρ(
√
2v)
}
= −min
u
{
1
2
u2z− ρ(u)
}
, (3.43)
where we undid the variable substitution.
The above existence conditions of the (envelope type) multiplica-
tive form of Eq. (3.33) have already been discussed by Geman and
Reynolds [1992] when they introduced the HQ method. A generic
recipe to convert between robust potential and half-quadratic repre-
sentations has been given by Black and Rangarajan [1996]. Further
details are discussed by many other authors [e. g., Idier, 2001; Cham-
pagnat and Idier, 2004; Nikolova and Ng, 2005; Palmer et al., 2006;
Nikolova and Chan, 2007; Polson and Scott, 2016].
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Figure 3.2: Multiplicative form (example). HQ representation of a Student-t
potential exp(−ρ(u)) (thick black) with ρ(u) = log(1+ 12 u2) and
the associated exp(−φ(u, z)) for a few values of z (red). Integral
type representation in (b) scaled for better comparison.
map estimation Furthermore, we can obtain the minimizer of
Eq. (3.39) easily via computing the derivative of ρ, which has already
been exploited by Charbonnier et al. [1994]. Let f (v) = ρ(
√
2v) and
f ∗(z) = −ψ(z) be its dual, then we can use Eq. (3.38) to determine
arg min
z
{
1
2
u2z + ψ(z)
}
= f ′(v) =
dρ(v)
dv
· 1√
2v
=
ρ′(u)
u
, (3.44)
where we have substituted back v = 12 u
2. The value of Eq. (3.44) at
u = 0 can be implicitly computed by continuity of ρ as limu→0 ρ′(u)/u
[cf. Charbonnier et al., 1997; Idier, 2001; Champagnat and Idier, 2004].
Note that this result is important in practice, since Eq. (3.44) is
actually the only equation we need for updating the latent variables
zic during half-quadratic MAP estimation, i. e. line 4 of Alg. 3.1 can be
carried out as follows (cf. Fig. 3.3):
arg max
zic
p(zic|x, y) = arg min
zic
φi(fTi x(c), zic)
= arg min
zic
{
1
2
(fTi x(c))
2zic + ψi(zic)
}
=
ρ′i(f
T
i x(c))
fTi x(c)
.
(3.45)
3.4.1.2 Integral type
In the integral type, we choose
⊕
=
∫
, hence
exp(−ρ(u)) =
∫
exp(−φ(u, z)) dz
=
∫
exp(−ψ(z)) · exp
(
− z
2
u2
)
dz
∝
∫
pψ(z) · N
(
u; 0, z−1
)
dz,
(3.46)
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where pψ(z) is the so-called mixing distribution of the latent variable
z, which determines the precision (inverse variance) of the Gaus-
sian mixture distribution. Eq. (3.46) corresponds to the well-known
model class of Gaussian scale mixtures (GSMs) [Andrews and Mal-
lows, 1974], to which several robust potentials, such as Student-t or
(hyper-)Laplacian, belong [cf. Gneiting, 1997].
In the context of HQ models, the conditions when a distribution
can be expressed as a GSM are for example discussed by Palmer
et al. [2006] and Polson and Scott [2016]. Concretely, the poten-
tial ϕ(u) = exp(−ρ(u)) can be represented as a GSM if and only if
ϕ(
√
u) is completely monotonic on (0,∞) [Palmer et al., 2006, Thm. 3].
An infinitely-differentiable function f (u) is completely monotonic on
(a, b) iff (n)(u) = dndun f (u)
(−1)n f (n)(u) ≥ 0, n = 0, 1, . . . (3.47)
for every u ∈ (a, b). This characterization of GSMs hinges on the work
of Bernstein and Widder [Widder, 1946, Chapter IV, § 12]. Further-
more, it can be shown that when a potential can be represented in
the integral type, then it can also be represented in the envelope type
[Palmer et al., 2006; Polson and Scott, 2016]. In other words, the set of
potentials representable in the integral type is a subset of potentials
representable in the envelope type.
Unfortunately, besides the known existence conditions as stated
above, to the best of our knowledge there is no simple recipe to con-
vert a suitable potential to a GSM. This is contrast to the envelope
type, where properties of convex duality can be used to easily derive
the half-quadratic representation. However, we can go the opposite
way and choose a mixing distribution and then obtain the associated
GSM potential, which does not need to have a closed-form expression.
Specifically, it is always possible to simply define a discrete (multino-
mial) mixing distribution over a fixed number of Gaussian mixture
components. We will make use of this in Chapter 4.
map estimation However, if we only want to do MAP estimation,
there is no need to actually find a GSM representation for the poten-
tial, since updating the latent variables during half-quadratic infer-
ence only depends on the penalty ρ. To show this, recall that pψ(z) ∝
exp(−ψ(z)) is the mixing distribution and p(u|z) ∝ exp(− z2 u2) ∝
N (u; 0, z−1) the mixture component distribution. Hence, the marginal
distribution p(u) ∝ exp(−ρ(u)) is related to ρ as follows:
ρ′(u) = − d
du
log p(u) = − p
′(u)
p(u)
(3.48)
p(u) =
∫
pψ(z)N (u; 0, z−1) dz (3.49)
p′(u) = −u
∫
zpψ(z)N (u; 0, z−1) dz. (3.50)
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For MAP estimation, only the conditional distribution
p(z|u) = pψ(z)N (u; 0, z
−1)∫
pψ(z′)N (u; 0, z−1) dz′ =
pψ(z)N (u; 0, z−1)
p(u)
(3.51)
is important, since updating the latent variables depends on its ex-
pected value, which can be derived as:
E[z|u] =
∫
zpψ(z)N (u; 0, z−1) dz
p(u)
=
1
p(u)
1
−u
(
−u
∫
zpψ(z)N (u; 0, z−1) dz
)
= − 1
u
p′(u)
p(u)
=
ρ′(u)
u
.
(3.52)
As a result, updating the latent variables zic line 4 of Alg. 3.3 is ac-
complished as
E[zic|x, y] =
ρ′i(f
T
i x(c))
fTi x(c)
, (3.53)
which means that MAP estimation with the envelope and integral
types are identical, since the update of the latent variables in line
4 of their respective algorithms is the same, and the algorithms do
not differ otherwise (Fig. 3.3).
3.4.1.3 Latent Gaussian MRF
Whether we use the integral or envelope type, aim to do MAP estima-
tion or sampling, in all cases we need to work with the distribution
p(x|z, y), which given fixed latent variables z can be derived as the
following multivariate Gaussian:
p(x|z, y) ∝ p(y|x)p(x|z)
∝ exp
(
− 1
2σ2
‖y−Kx‖2 −∑
c∈C
∑
i
zic
2
(fTi x(c))
2
)
∝ exp
(
− 1
2σ2
‖y−Kx‖2 − 1
2∑i
(Fix)TZi(Fix)
)
∝ exp
(
xT
KTy
σ2
− 1
2
xT
KTK
σ2
x− 1
2
xT
(
∑
i
FTi ZiFi
)
x
)
∝ exp
(
xTKTy/σ2 − 1
2
xT
(
KTK/σ2 +∑
i
FTi ZiFi
)
x
)
∝ N (x;Ω−1x|z,yηx|z,y,Ω−1x|z,y)
(3.54)
with
Ωx|z,y = KTK/σ2 +∑
i
FTi ZiFi (3.55)
ηx|z,y = K
Ty/σ2, (3.56)
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zˆ(t)ic ← ρ′i(fTi xˆ(t−1)(c) )/(fTi xˆ
(t−1)
(c) )
xˆ(t) ←
(
KTK/σ2 +∑
i
FTi DC{zˆ(t)ic }Fi
)−1(
KTy/σ2
)
Figure 3.3: Updates functions for MAP estimation (algorithms 3.1 and 3.3)
with the multiplicative HQ form (envelope and integral type).
where Fix ≡ fi⊗ x ≡ [fTi x(C1), . . . , fTi x(C|C|)]T denotes convolution with
filter fi and Zi = DC{zic} is a diagonal matrix comprised of the ele-
ments zic for c ∈ C.
Since p(x|z, y) is Gaussian, it is conceptually easy to compute its
maximizer (used in line 5 of algorithms 3.1 and 3.3, cf. Fig. 3.3) or
draw a sample from it (used in algorithms 3.2 and 3.4). Both can be
accomplished by solving systems of linear equations based on the pre-
cision matrix Ωx|z,y. However, since the precision matrix depends on
the value of the latent variables z, there are two computational disad-
vantages: 1) Depending on the values of z, the matrix might be poorly
conditioned, which can lead to numerical instabilities or require a large
number of iterations when using iterative equation system solvers (cf.
Section 3.5). 2) Direct equation system solvers use a factorization of
the equation system matrix, which can be demanding in terms of
computation and memory. Unfortunately, since updating the latent
variables changes the system matrix, we have to re-compute such a
factorization at every step of HQ inference. We will discuss these
issues in more detail in Section 3.5.
3.4.1.4 Example: Student-t potential
We consider as a running example in this chapter the Student-t po-
tential with (Lorentzian) penalty function
ρ(u) = α · log
(
1+
1
2
u2
)
, (3.57)
for which we will derive half-quadratic representations to do MAP
estimation.
envelope type We start with the envelope type representation,
where it is easy to show that ρ(
√
u) is a concave function. Thus, we
can obtain ψ(z) via Eq. (3.43) as
ψ(z) = −min
u
{
1
2
u2z− α log
(
1+
1
2
u2
)}
=
α log(α/z) + z− α z ≤ α0 z > α
(3.58)
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by finding the argument(s) where the derivative w.r.t. u is zero and
then substituting back. Since there are multiple roots, we use the
second derivative test to find the appropriate minima. Figure 3.2(a)
visualizes the envelope type representation of the potential.
Next, we will compute Eq. (3.44) for our example, which provides
us with the update function for the latent variables:
arg min
z
{
1
2
u2z + ψ(z)
}
=
ρ′(u)
u
=
α
1+ 12 u
2
. (3.59)
When a latent variable is chosen in this way, it induces a tight qua-
dratic upper bound on the penalty function, which is shown in Fig. 3.4.
integral type For the integral type representation, we will de-
rive the Student-t distribution as an infinite GSM, where it is known
that the latent variable z is Gamma distributed: Γ denotes the
gamma function.
pψ(z) = g(z; a, b) with (3.60)
g(z; a, b) =
1
baΓ(a)
za−1e−z/b. (3.61)
The latent variable determines the precision of the Gaussian mixture
component p(u|z) = N (u; 0, z−1). Hence, we obtain the joint distri-
bution as
p(u, z) = pψ(z)p(u|z)
=
1
baΓ(a)
za−1e−z/b
√
z
2pi
exp
(
− z
2
u2
)
=
1
baΓ(a)
√
2pi
za−1/2 exp
(
−z
(
1
2
u2 +
1
b
))
.
(3.62)
We can verify that the marginal distribution
p(u) =
∫
p(u, z) dz
=
1
baΓ(a)
√
2pi
∫
za−1/2 exp
(
−z
(
1
2
u2 +
1
b
))
dz
=
1
baΓ(a)
√
2pi
Γ
(
a +
1
2
)(
1
2
u2 +
1
b
)−a−1/2
=
Γ(α)
Γ(α− 12 )
√
2pi
(
1+
1
2
u2
)−α
∝ exp(−ρ(u))
(3.63)
does indeed yield the (normalized) Student-t potential for b = 1 and
a = α− 1/2. Here, we have used our knowledge about the integral∫
za−1e−z/b dz = baΓ(a) from Eq. (3.61). Figure 3.2(b) visualizes the
integral type representation of the potential.
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Figure 3.4: Lower bound for both types in multiplicative form (example).
(a) Student-t potential exp(−ρ(u)) (thick black) with ρ(u) =
log(1 + 12 u
2) is tightly bounded for two selected values of u∗
(blue circles) via exp(−φ(u, z∗)) with z∗ = ρ′(u∗)/u∗ as shown
in (b).
The conditional distribution of the latent variables
p(z|u) ∝ p(u, z)
∝ za−1/2 exp
(
−z
(
1
2
u2 +
1
b
))
∝ g
(
z; α,
(
1+
1
2
u2
)−1) (3.64)
is also Gamma distributed, where we have also substituted b = 1
and a = α− 1/2 to match our setting. Updating the latent variables
for EM (Alg. 3.3) requires computing the expected value of p(z|u).
The expected value of a Gamma distribution g(z; a, b) is simply a·b.
Hence,
E[z|u] = α ·
(
1+
1
2
u2
)−1
=
α
1+ 12 u
2
, (3.65)
which equals ρ′(u)/u as shown earlier. Since the latent variables are
chosen in the same way as in the envelope type (Eq. 3.59), they induce
the same lower bound on the potential (Fig. 3.4).
3.4.1.5 Connection with line processes and robust statistics
Quadratic regularization has been used to impose smoothness be-
tween neighboring pixels (and other scene properties) in the early
days of computer vision [e. g., Horn and Schunck, 1981]. However,
this started to change with the introduction of line processes [Geman
and Geman, 1984] and also when ideas from robust statistics were ap-
plied to vision problems [Förstner, 1987].
robust statistics Modeling smoothness with quadratic penalty
functions ρ assigns a high cost to outliers. However, as discussed ear-
64
lier, such outliers can frequently occur at object boundaries in natural
images. The idea of robust statistics is to deal with outliers that vi-
olate the model assumptions by replacing quadratic penalties with
robust functions that assign a more moderate cost to outliers.
line process A line process [Geman and Geman, 1984] is a hi-
erarchical graphical model, where unobserved variables z are intro-
duced to denote the edges between all pairs of neighboring pixels,
in addition to variables x that correspond to the pixels of the image.
The idea is to explicitly model discontinuities in the images, apart
from encouraging smoothness between neighboring pixels. This al-
lows to model piece-wise smooth image regions, without enforcing
global smoothness over the whole image. Mathematically, this may
be formalized as adding an energy term
(xi − xj)2zij + ψ(zij) =
(xi − xj)2 + ψ(1) if zij = 1
ψ(0) if zij = 0
(3.66)
with binary edge variables zij ∈ {0, 1} for each pair of neighboring
pixels xi and xj. This is called a binary line process since the edge
variables zij only indicate the presence (zij = 1) or absence (zij = 0)
of an edge between pixels xi and xj. The function ψ(zij) is basically
chosen to specify a fixed cost C > 0 for not having an edge between
two pixels, e. g. ψ(0) = C and ψ(1) = 0. Additionally, Geman and Ge-
man [1984] already proposed to also connect the variables z to model
further properties, such as encouraging continuous edge segments.
This corresponds to the notion of interacting auxiliary variables that
we mentioned earlier.
Blake and Zisserman [1987] already showed that a (non-interacting)
binary line process can be eliminated by minimizing over the edge
variables for inference via energy minimization. Furthermore, the bi-
nary line process can be generalized into an analog line process by
allowing each zij ∈ R+ to take on positive real values and extending
the domain of ψ to R+. Hence, the multiplicative HQ form is an in-
stance of an analog line process. Geman and Reynolds [1992] showed
how an analog line process can be eliminated to yield a robust penalty
function. A thorough treatment of the general equivalence between
(analog) line processes and regularization with robust penalty func-
tions is given by Black and Rangarajan [1996]. They provide a generic
recipe to easily convert between robust penalties and their equivalent
line process (i. e., half-quadratic) representation.
3.4.1.6 Connection with other optimization techniques
least squares Idier [2001] discusses the connection between HQ
inference and reweighted least squares approaches, which had been
developed earlier in the signal processing community. Specifically,
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the multiplicative HQ form corresponds to the well-known method of
iteratively reweighted least squares (IRLS) [cf. Rubin, 1983].
linear gradient approximation Maximizing the posterior
distribution p(x|y) ∝ exp(−E(x|y)) is equivalent to minimizing the
associated energy E(x|y), whose gradient w.r.t. x can be written as
∇xE(x|y) = ∇x
[
1
2σ2
‖y−Kx‖2 +∑
c∈C
∑
i
ρi(fTicx)
]
=
1
σ2
(
KTKx−KTy
)
+∑
c∈C
∑
i
ρ′i(f
T
icx)fic ·
fTicx
fTicx
=
(
1
σ2
KTK
)
x +
(
∑
c∈C
∑
i
fic
ρ′i(f
T
icx)
fTicx
fTic
)
x− 1
σ2
KTy
= A(x)x− b,
(3.67)
with
A(x) = KTK/σ2 +∑
i
FTi DC
{
ρ′i(f
T
icx)/(f
T
icx)
}
Fi (3.68)
b = KTy/σ2 (3.69)
and Fix ≡ fi ⊗ x denoting convolution as before; DC{.} is a diagonal
matrix with entries for c ∈ C.
A (local) optimum of the energy function can be characterized by
∇xE(x|y) = A(x)x − b = 0, but directly solving for x is generally
intractable. However, we can devise an iterative algorithm that uses
a gradient approximation around the current solution, where we can
solve this. When we linearly approximate the gradient around xˆ(t−1)
as ∇xE(x|y) ≈ A
(
xˆ(t−1)
)
x− b, we can iteratively update the solution
as follows:
xˆ(t) ← A(xˆ(t−1))−1b
=
(
KTK/σ2 +∑
i
FTi DC
{
ρ′i(f
T
icxˆ
(t−1))
fTicxˆ
(t−1)
}
Fi
)−1(
KTy/σ2
)
.
(3.70)
Note that this corresponds exactly to the update step in the multi-
plicative HQ form, as summarized in Fig. 3.3. The general equivalence
between MAP estimation in the multiplicative HQ form and this itera-
tive gradient linearization approach (as shown above) has first been
shown by Nikolova and Chan [2007]. They further demonstrate the
correspondence to a quasi-Newton approach [cf. Nocedal and Wright,
1999, § 8]
xˆ(t) ← A(xˆ(t−1))−1b
= A
(
xˆ(t−1)
)−1(A(xˆ(t−1))xˆ(t−1) −A(xˆ(t−1))xˆ(t−1) + b)
= xˆ(t−1) −A(xˆ(t−1))−1∇xˆ(t−1)E(xˆ(t−1)|y),
(3.71)
66
where the Hessian matrix of E(x|y) is approximated by A(xˆ(t−1)); this
had previously been discussed for convex penalty functions [Nikolova
and Ng, 2005; Allain et al., 2006]. Furthermore, Nikolova and Chan Weiszfeld’s
algorithm for
finding the point
with the closest
Euclidean distance
to a set of other
points dates back to
Weiszfeld [1937].
[2007] show that this iterative algorithm can be seen as an instance of
the generalized Weiszfeld’s algorithm, which has also been discussed by
Chan and Mulet [1999] and Allain et al. [2006].
It may seem surprising that the HQ approach is equivalent to a
simple linearization of the energy’s gradient. However, since the HQ
approximation of the energy is quadratic, it directly follows that this
must correspond to a particular linear approximation of the energy’s
gradient. Also note that we basically did not make any assumptions
when deriving the gradient linearization, which yields an approxima-
tion of the energy. In contrast, the HQ formulation guarantees an
upper bound on the energy. As a consequence, we do not need to
worry about step-sizes in the iterative HQ energy minimization algo-
rithm, since we minimize a quadratic upper bound at each step. On
the other hand, we can still apply the iterative gradient linearization
approach even when the penalty functions ρi do not have a HQ rep-
resentation; however, we should find an appropriate step-size in this
case, since the quadratic approximation is not a lower bound of the
energy.
3.4.2 Additive form
The additive half-quadratic form has arguably received less atten-
tion in the literature, presumably because it is less intuitive and can-
not directly be applied to popular non-smooth potentials, such as
(hyper-)Laplacians, as we will show later.
3.4.2.1 Envelope type
We will again first address the envelope type, where (with
⊕
= max)
we need to satisfy the equation
ρ(u) = min
z
φ(u, z) = min
z
{
β
2
(u− z)2 + ψ(z)
}
(3.72)
by choosing a suitable function ψ and scaling factor β > 0. We start by
transforming the equation in order to use convex duality properties:
ρ(u) = min
z
{
β
2
(u− z)2 + ψ(z)
}
(3.73)
⇔ ρ(u)− β
2
u2 = min
z
{
−β · uz + ψ(z) + β
2
z2
}
(3.74)
⇔ ρ(−v/β)− 1
2β
v2 = min
z
{
vz−
(
−ψ(z)− β
2
z2
)}
(3.75)
⇔ f (v) = min
z
{vz− f ∗(z)} . (3.76)
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Figure 3.5: Additive form (example). HQ representation of a Student-t po-
tential exp(−ρ(u)) (thick black) with ρ(u) = log(1 + 12 u2) and
the associated exp(−φ(u, z)) for a few values of z (red). Enve-
lope type representation in (a) is exact with β = α = 1, whereas
integral type representation in (b) is an approximation (finite GLM
using scaling β = 2); (b) is also scaled by for better comparison.
We have used the variable transformation u = −v/β and obtained
f (v) = ρ(−v/β) − 12βv2 and its dual f ∗(z) = −ψ(z) − β2 z2. Hence,
we can use the additive form for a given ρ if there exists a value
β > 0 such that f (v) is a concave function. For instance, if ρ is twice
differentiable, we can show concavity of f by verifying that there is
a β > 0 such that f ′′(v) ≤ 0 for all v ∈ R. Note that in practice, we
want to find the smallest such β, since it intuitively will lead to the
broadest possible quadratic function and as such a better bound on
the potential (cf. Fig. 3.7(a)). If the additive form is applicable to ρ,
we can obtain ψ as
ψ(z) = −
(
f ∗(z) +
β
2
z2
)
(3.77)
= −min
v
{
vz− ρ(−v/β) + 1
2β
v2 +
β
2
z2
}
(3.78)
= −min
−uβ
{
−β · uz− ρ(u) + β
2
u2 +
β
2
z2
}
(3.79)
= −min
u
{
β
2
(u− z)2 − ρ(u)
}
(3.80)
where we have substituted back v = −uβ.
map estimation Unfortunately, especially in the additive form,
an analytical expression for ψ is often difficult. Luckily, updating the
latent variables for a given value of u for MAP estimation is also easy
in the additive form, where we again use the properties of convex
duality. First, it is easy to convince ourselves that the minimizer of the
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right-hand side (RHS) of Eq. (3.76) also minimizes the RHS of Eq. (3.73).
Thus,
arg min
z
{
β
2
(u− z)2 + ψ(z)
}
= − dρ(v)
dv
· 1
β
− v
β
= u− ρ
′(u)
β
(3.81)
where we have substituted back v = −uβ and used that f ′(v) =
arg minz {vz− f ∗(z)}. Hence, updating the latent variables zic during
half-quadratic MAP estimation, i. e. line 4 of Alg. 3.1 can be carried out
as follows (cf. Fig. 3.6):
arg max
zic
p(zic|x, y) = fTi x(c) −
ρ′i(f
T
i x(c))
β
. (3.82)
3.4.2.2 Integral type
In the integral type, we again choose
⊕
=
∫
, hence
exp(−ρ(u)) =
∫
exp(−φ(u, z)) dz
=
∫
exp(−ψ(z)) · exp
(
−β
2
(u− z)2
)
dz
∝
∫
pψ(z) · N
(
u; z, β−1
)
dz,
(3.83)
where pψ(z) is the mixing distribution of the latent variable z that
now determines the mean of the Gaussian mixture component with
fixed variance β−1. Equation (3.83) is also known as the model class
of Gaussian location mixtures (GLMs) or Gaussian convolutions [e. g.,
DasGupta, 1994].
Polson and Scott [2016] study the conditions under which a poten-
tial function has both an envelope and integral type representation in
the additive form. While we do not re-state the existence conditions
for the integral type here, they are rather restrictive (compared to the
multiplicative form) and only partially overlap with the necessary
conditions for the envelope type (as stated earlier). DasGupta [1994]
characterizes all GSMs that can also be represented as GLMs, and Pol-
son and Scott [2016] remark that this rules out a GLM representation
for many commonly used distributions, such as the Student-t, which
are well-known to be GSMs.
As in the multiplicative form, we are not aware of a simple recipe
to convert a suitable potential into a GLM, which is again in contrast
to the envelope type where convex duality properties can be used
to derive the HQ representation. However, as in the multiplicative
form, choosing a mixing distribution pψ(z) and then obtaining the
associated GLM potential can also be applied here.
map estimation Fortunately, MAP estimation is also not pred-
icated on finding a GLM representation for the potential, since the
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zˆ(t)ic ← fTi xˆ(t−1)(c) − ρ′i(fTi xˆ
(t−1)
(c) )/β
xˆ(t) ←
(
KTK/σ2 + β∑
i
FTi Fi
)−1(
KTy/σ2 + β∑
i
FTi vecC{zˆ(t)ic }
)
Figure 3.6: Updates functions for MAP estimation (algorithms 3.1 and 3.3)
with the additive HQ form (envelope and integral type).
update of the latent variables only depends on the penalty ρ. Let us
first relate the marginal distribution p(u) to the penalty function ρ as
follows:
ρ′(u) = − d
du
log p(u) = − p
′(u)
p(u)
(3.84)
p(u) =
∫
pψ(z)N (u; z, β−1) dz (3.85)
p′(u) = −β
∫
(u− z)pψ(z)N (u; z, β−1) dz. (3.86)
Again, only the conditional distribution
p(z|u) = pψ(z)N (u; z, β
−1)∫
pψ(z′)N (u; z′, β−1) dz′ =
pψ(z)N (u; z, β−1)
p(u)
(3.87)
is necessary for updating the latent variables. The update equation is
based on the expected value (Alg. 3.3), which is obtained as
E[z|u] =
∫
zpψ(z)N (u; z, β−1) dz
p(u)
(3.88)
=
−β ∫ (u− z)pψ(z)N (u; z, β−1) dz + βup(u)
βp(u)
(3.89)
=
p′(u) + βup(u)
βp(u)
(3.90)
= u− ρ
′(u)
β
. (3.91)
Hence, during MAP estimation each latent variable zic (line 4 of Alg. 3.3)
is updated as
E[zic|x, y] = fTi x(c) −
ρ′i(f
T
i x(c))
β
. (3.92)
As a result, MAP estimation with the envelope and integral types are
also identical for the additive form, since the update of the latent
variables in line 4 of their respective algorithms is the same, and the
algorithms do not differ otherwise (Fig. 3.6).
3.4.2.3 Latent Gaussian MRF
As in the multiplicative form, the latent variables determine a Gaus-
sian MRF p(x|z, y) that is used to update the image for HQ inference
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for both integral or envelope type. The form of the multivariate Gaus-
sian is given as
p(x|z, y) ∝ p(y|x)p(x|z)
∝ exp
(
− 1
2σ2
‖y−Kx‖2 −∑
c∈C
∑
i
β
2
(fTi x(c) − zic)2
)
∝ exp
(
− 1
2σ2
‖y−Kx‖2 − β
2 ∑i
(Fix− zi)T(Fix− zi)
)
∝ exp
(
− 1
2σ2
‖y−Kx‖2 + xTβ∑
i
FTi zi −
1
2
xT
(
β∑
i
FTi Fi
)
x
)
∝ exp
(
xT
(
KTy
σ2
+ β∑
i
FTi zi
)
− 1
2
xT
(
KTK
σ2
+ β∑
i
FTi Fi
)
x
)
∝ N (x;Ω−1x|z,yηx|z,y,Ω−1x|z,y) (3.93)
with
Ωx|z,y = KTK/σ2 + β∑
i
FTi Fi (3.94)
ηx|z,y = K
Ty/σ2 + β∑
i
FTi zi (3.95)
where Fix ≡ fi ⊗ x ≡ [fTi x(C1), . . . , fTi x(C|C|)]T as usual denotes convo-
lution with filter fi and zi = vecC{zic} is a vector of all zic for c ∈ C.
Again, since p(x|z, y) is Gaussian, finding its mode (Fig. 3.6, line 5
of algorithms 3.1 and 3.3) or drawing a sample (algorithms 3.2 and
3.4) is conceptually easy based on solving systems of linear equations
with precision matrix Ωx|z,y. In contrast to the multiplicative form,
the precision matrix does not depend on the value of the latent vari-
ables z, which has computational advantages. The matrix has homo-
geneous structure, which may allow to apply special decomposition
techniques; furthermore, the matrix might also be better conditioned.
In addition, we can re-use a matrix factorization for all iterations of
HQ inference, which can save a lot of computation time. Again, fur-
ther details will be discussed in Section 3.5.
3.4.2.4 Example: Student-t potential
We return to our example of the Student-t distribution, which we will
now represent in the additive half-quadratic form.
envelope type In the envelope type, we first need to check if
ρ(u) = α log(1 + 12 u
2) is actually representable in the additive form.
To that end, as stated earlier, we need to find β > 0 such that
f (v) = ρ(−v/β)− 1
2β
v2 = α log
(
1+
1
2β2
v2
)
− 1
2β
v2 (3.96)
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Figure 3.7: Lower bound for both types in additive form (example). (a)
Student-t potential exp(−ρ(u)) (thick black) with ρ(u) = log(1+
1
2 u
2) is tightly bounded for two selected values of u∗ (blue circles)
via exp(−φ(u, z∗)) with z∗ = u∗ − ρ′(u∗)/α as shown in (b).
is a concave function of v, which is the case if
f ′′(v) =
α(4β3 − 2βv2)
β(2β2 + v2)2
− 1
β
≤ 0 (3.97)
for v ∈ R. Assuming α > 0, the above inequality is only satisfied
when β ≥ α. As mentioned earlier, we want to find the smallest β
that fulfills the conditions, hence we choose β = α.
We could go on and compute ψ(z) = −( f ∗(z) + α2 z2), but it does
not have a simple analytical expression. Hence, we will only compute
it numerically for illustration purposes in Figs. 3.5 and 3.7. However,
computing the update of the latent variables is easy as
arg min
z
{α
2
(u− z)2 + ψ(z)
}
= u− ρ
′(u)
α
= u− u
1+ 12 u
2
, (3.98)
which is shown in Fig. 3.7(b).
integral type Since an exact HQ representation for the integral
type via an infinite GLM seems not possible, we have approximated
the potential function with a finite GLM, which is shown in Fig. 3.5(b).
In particular, we fit the mixture weights piz of a multinomial distribu-
tion with pψ(z) = piz, such that ∑z pizN (u; z, β−1) closely matches the
Student-t distribution. If an exact HQ representation were possible,
half-quadratic MAP estimation would be exactly the same as in the
envelope type.
3.4.2.5 Connection with proximal and constrained optimization methods
The additive HQ form can be interpreted in the context of proximal
algorithms [cf. Parikh and Boyd, 2013], which are typically used to
solve convex, but often non-smooth or large-scale, optimization prob-
lems. A connection between half-quadratic inference and proximal
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methods has been made by Polson and Scott [2016], who specifically
show a link to the proximal gradient algorithm [cf. Parikh and Boyd,
2013, § 4.2].
proximal interpretation Given a function f , its Moreau enve-
lope with parameter λ > 0 is typically defined as
Mλ f (u) = minz
{
1
2λ
(u− z)2 + f (z)
}
, (3.99)
which can be interpreted as a smoothed or regularized approximation
of f . Furthermore, the unique minimizer of Eq. (3.99) is called the
proximal operator
proxλ f (u) = arg min
z
{
1
2λ
(u− z)2 + f (z)
}
(3.100)
of function f with parameter λ > 0. Intuitively, proxλ f (u) strikes a
balance (weighted by λ) between minimizing f , but at the same time
staying close to u. Depending on the context and the particular func-
tion f , Eq. (3.100) is also known as shrinkage function [e. g., Donoho,
1995; Beck and Teboulle, 2009].
Given these definitions, we can interpret the (envelope type) addi-
tive HQ representation of Eq. (3.72) as follows. Applying Eq. (3.99)
with λ = 1/β, the penalty function ρ is the Moreau envelope of the
auxiliary function ψ. This intuitively explains why the additive HQ
form does not exist for non-smooth ρ (such as ρ(u) = |u|, see below),
since ρ itself is a smoothed variant of ψ. Furthermore, the update
equation for the latent variables in Eq. (3.81) is the proximal operator
of auxiliary function ψ.
laplacian example While the Moreau envelope interpretation
intuitively explains why the additive HQ form is not applicable to the
popular, but non-smooth, Laplacian potential with L1 penalty func-
tion ρ(u) = |u|, we can also show this formally, using the criteria
introduced earlier. Specifically, if the additive form can be applied,
then a value β > 0 must exist such that
f (v) = ρ(−v/β)− v2/(2β) = |v| − v
2/2
β
(3.101)
is a concave function (cf. Eq. 3.76). However, we can verify that the
definition of concavity
f
(
(1− t)a + (t)b) ≥ (1− t) f (a) + (t) f (b), (3.102)
which must hold for all a, b ∈ R and t ∈ [0, 1], is violated for a =
−1, b = 1, t = 1/2:
0 = f (0) 6≥ f (−1) + f (1)
2
=
1
2β
. (3.103)
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Hence, a HQ representation of ρ(u) = |u| in the additive form (Eq. 3.72)
is only applicable in the limit β → ∞ if concavity is satisfied other-
wise (which can be shown). When β goes to infinity, the quadratic
upper bound on ρ induced by the additive form visually looks more
and more peaked and eventually degenerates to a Dirac delta function,
which can obviously bound any function perfectly. However, bound-
ing the penalty function locally with a Dirac delta is not useful for
optimization, since the alternating inference algorithm would simply
“get stuck”.
penalty method Nevertheless, considering what happens when
β → ∞ has its merits. Recall that ρ can be seen as a smoothed ver-
sion of ψ, where β in fact controls the amount of smoothness. Since
smoothing decreases as β gets larger, ρ and ψ in fact become the same
function in the limit of β → ∞. Hence, we do not need ψ anymore,
because we can replace it by ρ and relate the penalty function to itself
via
ρ(u) ≡ lim
β→∞
min
z
{
β
2
(u− z)2 + ρ(u)
}
, (3.104)
since the minimum on the RHS is achieved at z = u, since all other
values of z lead to an infinite cost. While this may look trivial, it is
part of the well-known penalty method [cf. Nocedal and Wright, 1999,
§ 17] for constrained optimization problems, here with an equality
constraint between u and z.
To see why this is useful and how it applies to our setting, let us
start from the beginning and consider the original posterior distribu-
tion that we want to maximize:
p(x|y) ∝ N (y; Kx, σ2I) ·∏
c∈C
N
∏
i=1
exp
(−ρi(fTi x(c))). (3.105)
By using variable splitting, i. e. introducing auxiliary variables zic and
imposing equality constraints, we can formulate the MAP solution as
the following equivalent constrained optimization problem:
max
x
p(x|y) = max
x,z
N (y; Kx, σ2I) ·∏
c∈C
N
∏
i=1
exp
(−ρi(zic))
subject to zic = fTi x(c), c ∈ C, i = 1, . . . , N. (3.106)
Applying a (quadratic) penalty method, we can transform the above
constrained problem into an easier to solve unconstrained one by
adding terms that penalize violations of the equality constraints:
max
x,z
N (y; Kx, σ2I) ·∏
c∈C
N
∏
i=1
exp
(
−β
2
(fTi x(c) − zic)2 − ρi(zic)
)
. (3.107)
The optimization then alternates between solving the unconstrained
problem w.r.t. x and z, while the penalty parameter β must be in-
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creased after every step, such that β → ∞ to eventually ensure solu-
tion of the original problem in Eq. (3.106). Of course, such a contin-
uation scheme is in practice only applied until a desired accuracy is
reached. The alternating optimization of Eq. (3.107) closely resembles
MAP estimation in the additive form, with the difference that ρ is used
instead of ψ and that β is gradually increased. Such a penalty-based
approach has been taken by Wang et al. [2008], who also put their
method in context of the additive HQ approach. Building upon the
work of Wang et al. [2008], Krishnan and Fergus [2009] popularized
this approach for the application of non-blind deconvolution with
hyper-Laplacian potential functions.
further generalization Assuming ρi = ρ, we can write the
MAP solution of Eq. (3.105) and thus Eq. (3.106) after splitting vari-
ables more compactly as
min
x
f (x) + g(Ax) = min
x,z
f (x) + g(z) s.t. z = Ax, (3.108)
with f (x) = 12σ2 ‖y − Kx‖2, g(z) = ∑j ρ(zj), and A = [FT1 , . . . , FTN ]T,
where Fi denotes convolution with fi as before. The quadratic penalty
formulation of Eq. (3.107) can now concisely be expressed as
min
x,z
f (x) + g(z) +
β
2
‖Ax− z‖2, (3.109)
which necessitates to increase β → ∞ to ensure solution of the origi-
nal problem, which is sub-optimal numerically and w.r.t. convergence
[Nocedal and Wright, 1999, § 17.1].
To avoid this issue, an alternative approach is known as augmented
Lagrangian method [cf. Nocedal and Wright, 1999, § 17.4], which ap-
plied to our setting optimizes
min
x,z
f (x) + g(z) +
β
2
‖Ax− z‖2 −wT(Ax− z), (3.110)
with an estimate of Lagrange multipliers w to make up for the error
in the approximation when β < ∞. Hence, it may no longer be
necessary to increase β to large values, and thus avoid numerical
problems. Minimization is carried out w.r.t. x and z in each iteration
as before, but additionally includes the update step w← w− β(Ax−
z) to improve the estimate of the Lagrange multipliers.
The augmented Lagrangian method is also known as method of
multipliers. The variant used here is typically called alternating di-
rection method of multipliers (ADMM), since we do not jointly optimize
Eq. (3.110) w.r.t. {x, z}, but instead alternate between minimizing w.r.t.
x and z in each iteration. ADMM is an instance of Douglas-Rachford
splitting and can be seen as a proximal algorithm [cf. Parikh and Boyd,
2013, § 4.4]. A widely-applicable proximal method for convex prob-
lems in the context of imaging is due to Chambolle and Pock [2011],
which can be understood as a preconditioned version of ADMM.
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convex optimization In general, Eq. (3.108) and similar opti-
mization problems are typically only addressed in the optimization
literature under the assumption of convexity (here, functions f and
g); a comprehensive overview of many proximal splitting methods for
signal and image processing applications is given by Combettes and
Pesquet [2011]. Note that L1 regularization, i. e. ρ = |.| ⇒ g(z) = ‖z‖1,
is commonly used, since it favors the most sparse solution while
still leading to a convex optimization problem. For image process-
ing problems, total variation (TV) regularization [Rudin et al., 1992]
is particularly popular, which can roughly be seen as a special case
of our setting with g(z) = ‖z‖1 and first-order derivative filters
f1 = [1,−1]T, f2 = [1,−1] (anisotropic TV). For instance, using TV
regularization with the data term f (x) = 12σ2 ‖y− x‖2 is well-known
in the literature as Rudin-Osher-Fatemi denoising [Rudin et al., 1992].
Many algorithms have specifically been introduced to address TV/L1
regularization; for instance, an effective variant of ADMM tailored to
L1 regularization has been proposed by Goldstein and Osher [2009]
under the name Split Bregman method.
3.4.2.6 Connection with other optimization techniques
linear gradient approximation For the multiplicative HQ
form, Nikolova and Chan [2007] have shown the equivalence to an
iterative gradient linearization algorithm (cf. Section 3.4.1). However,
they have not explicitly discussed an analog result for the additive
form, although it is strongly implied by earlier work [Nikolova and
Ng, 2005; Allain et al., 2006]. Nevertheless, to remedy this we again
start by bringing the gradient of energy E(x|y) into a particular form,
here as
∇xE(x|y) = ∇x
[
1
2σ2
‖y−Kx‖2 +∑
c∈C
∑
i
ρi(fTicx)
]
=
1
σ2
(
KTKx−KTy
)
+∑
c∈C
∑
i
ρ′i(f
T
icx)fic + (1− 1)βficfTicx
=
(
KTK
σ2
+ β∑
c∈C
∑
i
ficfTic
)
x
−
(
KTy
σ2
+ β∑
c∈C
∑
i
fic
(
fTicx−
ρ′i(f
T
icx)
β
))
= Ax− b(x), (3.111)
with
A = KTK/σ2 + β∑
i
FTi Fi (3.112)
b(x) = KTy/σ2 + β∑
i
FTi vecC
{
fTicx− ρ′i(fTicx)/β
}
(3.113)
and Fix denoting convolution as usual, where vecC{.} is a column
vector with entries for c ∈ C.
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As in the multiplicative form, we cannot directly solve ∇xE(x|y) =
Ax − b(x) = 0 for x to find a (local) optimum. However, we can
similarly approximate the gradient around the current solution to
devise an iterative algorithm. Concretely, we linearly approximate
the gradient around xˆ(t−1) as ∇xE(x|y) ≈ Ax− b
(
xˆ(t−1)
)
, and iterate
as follows:
xˆ(t) ← A−1b(xˆ(t−1))
=
(
KTK
σ2
+ β∑
i
FTi Fi
)−1
(
KTy
σ2
+ β∑
i
FTi vecC
{
fTicxˆ
(t−1) − ρ
′
i(f
T
icxˆ
(t−1))
β
})
.
(3.114)
This corresponds exactly to the update step in the additive HQ form,
as summarized in Fig. 3.6. We can further rewrite this as a gradient
descent step
xˆ(t) ← A−1b(xˆ(t−1))
= A−1
(
Axˆ(t−1) −Axˆ(t−1) + b(xˆ(t−1)))
= xˆ(t−1) −A−1∇xˆ(t−1)E(xˆ(t−1)|y),
(3.115)
where A is a fixed preconditioner that does not change during itera-
tive minimization. Nikolova and Ng [2005] have discussed this and
further details under the assumption of convex penalties ρ.
Our previous discussion of the linear gradient approximation in
the multiplicative form also applies here, i. e. this yields an approxi-
mation of the energy function and not a bound as guaranteed with a
HQ formulation.
3.4.3 Summary
After having introduced the two HQ forms with specific examples, it
is evident that using the envelope type is more convenient for MAP es-
timation, since we can use tools from convex duality to easily obtain
update equations for the latent variables. However, as mentioned be-
fore, the integral type is necessary if we are interested in probabilistic
inference beyond MAP estimation (cf. Chapter 4).
The multiplicative form can be used for a larger class of potentials
[Palmer et al., 2006] and intuitively seems to provide a better local
bound for potential functions that are typically used in practice (cf.
Fig. 3.4 vs. Fig. 3.7). Hence, it might not be surprising that Nikolova Nikolova and Ng
[2005] and Allain
et al. [2006] studied
convergence under
the assumption of
convex penalty
functions.
and Ng [2005] have shown (theoretically and empirically) that MAP
estimation with the multiplicative form convergences in fewer itera-
tions to a good solution as compared with the additive form. How-
ever, the additive form typically has much lower computational cost
per iteration, and is thus recommended when applicable (Allain et al.
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[2006] also observe this). Hence, the additive form may overall be
much faster than the multiplicative form.
Furthermore, we have shown that half-quadratic MAP estimation
is related to several other optimization methods. In particular, es-
pecially useful might be the interpretation as an EM algorithm or a
specific quasi-Newton (i. e., second-order) optimization method.
3.5 solving equation systems
We have seen in the previous sections that half-quadratic inference
can be carried out by alternating between two steps: 1) updating in-
dependent latent variables zic, one for each potential e−ρi and clique
c ∈ C of the GM and 2) updating the image x via a multivariate
Gaussian distribution N (x;Ω−1η,Ω−1), where η and the precision
matrix Ω are easy to compute. The first step is typically simple, since
it just consists of solving many one-dimensional optimization prob-
lems, which often have a simple analytical solution or just can be
precomputed. The second step is more difficult, since the pixels are
not independent, but linked via a Gaussian random field. However,
its structure is still much simpler than the original random field.
Concretely, the mode of the Gaussian distribution can be obtained
by solving the quadratic optimization problem
arg max
x
N (x;Ω−1η,Ω−1) = arg min
x
1
2
xTΩx− xTη, (3.116)
where the solution can be characterized by a system of linear equa-
tions:
∇x
(
1
2
xTΩx− xTη
)
= 0 ⇒ Ωx = η. (3.117)
Obviously, the solution x = Ω−1η of this equation system is just the
mean of the Gaussian distribution, which can be obtained by invert-
ing the precision matrix Ω. However, matrix inversion is a computa-
tionally costly operation, which we would like to avoid. Furthermore,
while Ω is a sparse matrix with relatively few non-zero elements as
determined by the connectivity of the underlying GM, the inverse
Ω−1 is typically a dense matrix with n2 entries, when x ∈ Rn is
an image with n pixels, thus incurring a prohibitive memory cost
for large images. Drawing samples from N (x;Ω−1η,Ω−1) can be ac-
complished by solving similar equation systems (Section 3.5.3), and
may be interpreted as finding the mode of a Gaussian random field
with “perturbed” potentials [Papandreou and Yuille, 2010]. Hence,
the following discussion will equally apply to finding the mode of a
Gaussian in the context of MAP estimation and to drawing samples.
positive-definite matrices So far, we have implicitly assumed
that Ω−1 is a symmetric positive-definite (SPD) matrix, otherwise the
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Gaussian density N (Ω−1η,Ω−1) is said to be degenerate. A symmet-
ric and real-valued matrix M ∈ Rn×n is defined to be positive-definite
if ∀x 6= 0 : xTMx > 0. It can further be shown [cf. Boyd and Vanden-
berghe, 2004, § 3.1.4] that the quadratic function
f (x) = xTMx + xTb + c (3.118)
is strictly convex ∀x, b ∈ Rn, c ∈ R if M is SPD. Additionally, every
SPD matrix M is invertible, and its inverse M−1 is also SPD. Hence, if
Ω−1 is SPD then so is Ω, and the quadratic problem in Eq. (3.116) is
strictly convex, which in turn guarantees a unique solution [cf. Boyd
and Vandenberghe, 2004, § 4.2.3], which can be found by solving the
system of linear equations in Eq. (3.117).
To investigate the conditions under which our precision matrices
are SPD, let us consider the matrix
Ω = KTΛK +
N
∑
i=1
FTi ZiF (3.119)
where Λ and Zi are diagonal matrices with all positive entries (here,
typically Λ = I/σ2). This matrix is representative of the precision
matrices that we encountered so far and will encounter throughout
the remainder of this thesis (with the exception of Chapter 6). In the
multiplicative form, Zi = DC{zic} is a diagonal matrix with elements
zic > 0. In the additive form, Zi = βI with β > 0. If we define
W =
[
FT1 , . . . , F
T
N , K
T
] ∈ Rn×m (3.120)
D = D{Z1, . . . , ZN ,Λ} ∈ Rm×m (3.121)
with x ∈ Rn and m > n, then we can express the precision matrix as
Ω = WDWT =

F1
...
FN
K

T 
Z1 · · · 0
. . .
...
... ZN
0 · · · Λ


F1
...
FN
K
 . (3.122)
Note that D is a large diagonal matrix with only positive elements,
and as such an SPD matrix. Furthermore, WDWT ∈ Rn×n is SPD if
W ∈ Rn×m has rank n [cf. Golub and van Loan, 1996, § 4.2.1]. Con-
sequently, W has rank n if only one of the matrices F1, . . . , FN , K is
square and of rank n, which for instance is the case in image denois-
ing with K = I being an identity matrix. Since W could have less
than rank n and Ω would thus not be SPD, in practice we often in-
stead use W˜ = [W, I] and block diagonal matrix D˜ = D{D, eI} with
e > 0 being a very small constant, which results in a modified matrix
Ω˜ = W˜D˜W˜T = Ω + eI that is guaranteed to be SPD (since W˜ has
rank n). When employing this regularization, it implies that we use a
slightly modified prior p˜(x) ∝ exp(−e‖x‖2/2) · p(x).
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Such an approach is actually necessary for drawing samples from
the image prior, due to the matrices Fi being convolution matrices
defined by linear zero-sum filters fi, i. e. fTi 1 = 0. As a result, we
locally have fTi x(c) = f
T
i (x(c)+ c) for any constant c ∈ R and the prior
thus globally has the property p(x) = p(x + c). After augmenting
the prior with latent variables z, the conditional p(x|z) is actually a
degenerate Gaussian distribution since the integral over x does not
exist. This implies that the precision matrix of p(x|z) is not SPD since
the rank of the matrix [F1, . . . , FN ] is less than n. However, using p˜(x)
instead of p(x) addresses this since it holds that p˜(x) 6= p˜(x + c).
iterative and direct solvers Having established that Ω is
an SPD matrix, we can either solve the equation system Ωx = η by
using an iterative or a direct method. Direct methods first factorize
the equation system matrix Ω as the product of simpler matrices,
e. g. triangular and diagonal ones, which can then be used to quickly
and easily solve the equation system. Iterative methods, on the other
hand, start with an initial solution provided by the user and then
iteratively improve it such that the residual error is reduced in every
step.
Especially for smaller problems, direct methods are typically faster
and have a predictable runtime that does not depend on the entries
of the matrix Ω. However, they often cannot be applied to large
problems (images), where computing and/or storing a matrix factor-
ization is impractical. For these large problems, iterative methods can
still be applied and typically do not even need access to the matrix Ω,
but only require as input a function f (x) = Ωx that computes matrix-
vector products. Philosophically, one may think of direct methods as
solving the equation system of Eq. (3.117) and iterative methods as
solving the quadratic optimization problem of Eq. (3.116).
3.5.1 Matrix factorizations
3.5.1.1 Cholesky decomposition
Given an SPD matrix Ω ∈ Rn×n, the Cholesky decomposition produces
the factorization
Ω = LLT (3.123)
where L ∈ Rn×n is a unique and invertible lower triangular matrix, i. e.
all elements above the main diagonal are zero. Consequently, LT is
an upper triangular matrix. Solving equation systems with lower (up-
per) triangular matrices can easily be accomplished by forward (back-
ward) substitution. Concretely, we can address the equation system
Ωx = LLTx = η by first solving Lu = η via forward substitution to
obtain a temporary result u, and then obtain the solution x by solving
LTx = u via backward substitution, i. e.
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x = Ω−1η = L−TL−1η = L−Tu, (3.124)
where L−T = (L−1)T = (LT)−1. Note that in the additive form, we
only need to compute the Cholesky decomposition once and can then
use it in all iterations of half-quadratic inference, since the matrix
does not depend on the changing latent variables. This is in contrast
to the multiplicative form, where we have to compute the decompo-
sition in every iteration.
For general (dense) matrices, a Cholesky decomposition has com-
putational complexity O(n3), whereas forward and backward substi-
tution both require O(n2) operations. Since n denotes the number of
image pixels in our targeted applications, this seems prohibitive. For-
tunately, there are variants of the Cholesky decomposition for sparse
(banded) matrices [cf. Rue and Held, 2005], which produce factoriza-
tions with sparse L and reduced runtime that depends on the num-
ber and structure of non-zero matrix elements. The runtime of for-
ward/backward substitution is also decreased for sparse Cholesky
factors L.
Hence, we can directly use this approach in the context of MAP es-
timation to find the mode of the Gaussian distribution. Additionally,
a Cholesky decomposition will also be useful for sampling.
3.5.1.2 Other decompositions
Disadvantages of the Cholesky decomposition are that the sparse
equation system matrix Ω must be explicitly constructed and that the
obtained matrix L is often less sparse compared to Ω. A Cholesky
decomposition is thus often impractical for large problems due to
computational and memory demands.
In the previous section, we have already encountered a factoriza-
tion of the precision matrix in Eq. (3.122) as Ω = WDWT with diago-
nal matrix D ∈ Rm×m and sparse matrix W ∈ Rn×m. Hence, we can
define H = W
√
D ∈ Rn×m with Ω = HHT. However, note that H
neither has favorable structure nor is a square matrix, thus we can-
not use the same approach to solve the equation system as we have
done with the Cholesky decomposition. However, the factorization
Ω = WDWT will be useful in the context of sampling.
block-circulant decomposition In the additive half-quadrat-
ic form only, we can additionally use another very effective decom-
position, when Fix ≡ fi ⊗ x and Kx ≡ k ⊗ x, where ⊗ denotes
two-dimensional convolution with periodic (circular, wrap-around)
boundary conditions. If this is the case, then the matrices K, Fi have a
special structure that is called block circulant with circulant blocks (BCCB)
[cf. Gray, 2006]. A BCCB matrix B can be decomposed as
B = F−1BˇF , (3.125)
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where Bˇ is a diagonal matrix that contains the eigenvalues of B and F
denotes (the matrix that corresponds to) the two-dimensional unitary
discrete Fourier transform (DFT). Note that F−1 = F ∗ where F ∗ =
FT denotes the conjugate transpose with F being the matrix F with
complex conjugated entries. The matrix Bˇ ≡ F (b) is also known
as the optical transfer function of the point spread function (i. e., linear
filter) b. We can easily verify that multiplication by B corresponds to
periodic convolution with b by using Eq. (3.125) and the well-known
convolution theorem:
Bx = F−1BˇFx ≡ F−1(Fb · Fx) = b⊗ x. (3.126)
Assuming that all matrices K, Fi are BCCB, the precision matrix in
the additive form can be factorized as
Ω = K∗K/σ2 + β
N
∑
i=1
F∗i F
=
1
σ2
(F ∗KˇF )∗(F ∗KˇF ) + β
N
∑
i=1
(F ∗FˇiF )∗(F ∗FˇiF )
= F ∗
(
1
σ2
|Kˇ|2 + β
N
∑
i=1
|Fˇi|2
)
F
= F ∗DˇF
(3.127)
and is thus also BCCB, where we have defined the diagonal matrix
Dˇ = |Kˇ|2/σ2 + β∑Ni=1|Fˇi|2 and we initially replaced the normal trans-
pose operator with the conjugate transpose, which is equivalent for
real-valued matrices. The obtained decomposition can also be inter-
preted as a basis transform, such that the matrix Ω is diagonal w.r.t.
the new basis. Here, the basis transform is easy to compute via DFTs.
This decomposition is well suited for solving the system of linear
equations that arises in the context of MAP estimation as
x = Ω−1η = (F ∗DˇF )−1η = F ∗Dˇ−1Fη, (3.128)
which can be done with a complexity of O(n log n), since comput-
ing the DFTs is the most expensive operation. Furthermore, the ma-
trix Dˇ can be pre-computed once and then be used throughout half-
quadratic inference, since it implicitly only depends on the size of the
image x, but not the image itself nor the latent variables z. Only the
RHS η ≡ ηz of the equation system depends on z and thus varies dur-
ing half-quadratic inference. In practice, solving the equation system
in this way can be orders of magnitude faster than using a Cholesky
decomposition or an iterative method, especially for large problems.
Furthermore, DFTs are well-suited to parallel execution on graphics
processing units (GPUs) for additional speedups.
In case the precision matrix is almost BCCB, but not exactly, which
for instance is the case when convolution is not carried out with pe-
riodic boundary conditions, one may exploit the above (or similar)
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factorization as a preconditioner for an iterative solver (cf. Section 3.5.2;
Chan and Ng [1996] discuss the case of (block) Toeplitz matrices and
applications to image restoration). Alternatively, one can split the
non-BCCB precision matrix
Ω = F ∗DˇF + UUT (3.129)
into a BCCB matrix as above plus a low-rank matrix UUT and then
use the Woodbury matrix identity [cf. Hager, 1989] to efficiently solve
the resulting equation system [cf. Jain, 1978]. Another possibility may
be to alter the HQ construction by applying an explicit correction to
make the precision matrix BCCB; such an approach has been taken by
Husse et al. [2004].
3.5.2 Iterative solvers and preconditioners
Although general-purpose matrix factorizations, such as the Cholesky
decomposition, are very effective at solving equation systems to high
accuracy, they are unfortunately often not applicable to large prob-
lems due to prohibitive computation and memory requirements. More
efficient matrix-specific factorizations are not always applicable (here
especially in the multiplicative HQ form). Hence, in contrast to di-
rectly solving the equation system Eq. (3.117) by factorizing the sys-
tem matrix, we can alternatively minimize the quadratic function
f (x) =
1
2
xTΩx− xTη, (3.130)
of Eq. (3.116). Since f is differentiable and strictly convex, we can
use gradient-based descent algorithms that via a sequence of approx-
imate solutions x0, . . . , xk, . . . , xK are guaranteed to iteratively con-
verge to the global minimum xK = arg minx f (x) after some K steps.
To that end, we improve the solution in each iteration as
xk+1 = xk − αkdk (3.131)
with descent direction dk and step length αk, such that f (xk+1) <
f (xk) for all non-optimal xk. When choosing the function’s gradient
gk = ∇xk f (xk) = Ωxk − η (3.132)
as the descent direction with dk = gk, we obtain the well-known
method of (steepest) gradient descent. The associated step size can be
analytically determined via an exact line search as
αk = arg min
α
f (xk − αdk) =
gTk dk
dTk Ωdk
. (3.133)
Unfortunately, gradient descent can have a very slow rate of conver-
gence [cf. Nocedal and Wright, 1999, § 3.3].
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It turns out that a better choice is
dk = gk −
gTk Ωdk−1
dTk−1Ωdk−1
dk−1, (3.134)
which is obtained as a linear combination of the gradient gk and only
the previous descent direction dk−1; the step size αk is again deter-
mined as in Eq. (3.133). It can be shown [e. g., Nocedal and Wright,
1999, § 5.1] that this sequence of directions d1, . . . , dk is conjugate w.r.t.
the matrix Ω, i. e. ∀i 6= j : dTi Ωdj = 0, which implies that all descent
directions are linearly independent. This in turn means that there
can be at most n descent directions, since the vectors dk ∈ Rn define
a basis that spans Rn. Hence, using a descent algorithm with these
directions will converge to the solution in at most K = n steps. This
algorithm was proposed by Hestenes and Stiefel [1952] and is known
as the (linear) conjugate gradient (CG) method.
Before we analyze the convergence properties of CG, note that Ω is
only used to compute matrix-vector products. Hence, there is actually
no need to explicitly construct the matrix since multiplication can be
carried out efficiently using convolutions and pixel-wise operations
(cf. Eq. 3.119).
Although CG has guaranteed convergence in at most n iterations,
convergence is typically much faster in practice, which is fortunate
since n is large in our case. To get a better estimate of the rate of con-
vergence, it is useful to define the condition number of an SPD matrix
A as
κ(A) = ‖A‖2‖A−1‖2 = emax(A)emin(A) , (3.135)
where emax(A) and emin(A) denote the largest and smallest eigenval-
ues of A. With this, we can upper bound the error of the current
solution xk at step k as
‖xk − xˆ‖Ω ≤
(√
κ(Ω)− 1√
κ(Ω) + 1
)2k
‖x0 − xˆ‖Ω (3.136)
where ‖v‖A =
√
vTAv and xˆ = arg minx f (x) denotes the true solu-
tion [cf. Nocedal and Wright, 1999, § 5.1]. Equation (3.136) nicely illus-
trates which aspects of the problem will have an effect on the number
CG iterations: (1) Initialization is important, i. e. when x0 is already
close to the solution xˆ, the RHS of Eq. (3.136) will be smaller. In our
case, we may choose the solution from the previous half-quadratic
iteration to initialize CG. (2) Although the algorithm can stop after n
steps or when the gradient gk = 0, in practice we choose a threshold
τ and stop when ‖gk‖ < τ. Hence, choosing τ relatively large will
accept a solution with larger left-hand side (LHS) of Eq. (3.136) and
thus reduces the number of iterations. This may be a viable approach
for MAP estimation, where each HQ step does coordinate ascent on
the augmented posterior, hence we do not necessarily have to find
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the global optimum in each ascent step. In the context of Gibbs sam-
pling, however, even small approximation errors might accumulate
over time [cf. Gilavert et al., 2015]. (3) Finally, we can expect fast con-
vergence when the condition number κ(Ω) is small, thus reducing
the RHS of Eq. (3.136).
In general, matrices with a small condition number are called well-
conditioned, whereas ill-conditioned matrices have high condition num-
ber. Even a small change of η can substantially alter the solution to
an equation system Ωx = η with ill-conditioned Ω. Unfortunately, ill-
conditioned matrices frequently occur in practice, hence transforming
the problem to an equation system with a well-conditioned matrix
would be advantageous. This is exactly what preconditioners aim to
do, which we will review below.
3.5.2.1 Preconditioning
Assuming that Ω is not well-conditioned, we want to solve a related,
well-conditioned, problem from which we can easily recover the so-
lution to the original problem of Eq. (3.130). To that end, we define a
dependent variable
u = Ax (3.137)
where A is an invertible matrix so that x = A−1u exists, i. e. we can
recover x from u by solving the equation system Ax = u. Now we
can express our quadratic objective function in terms of u as
f (x) =
1
2
uT(A−TΩA−1)u− uT(A−Tη), (3.138)
which is minimized by the solution to the equation system
(A−TΩA−1)u = A−Tη. (3.139)
Hence, we can solve the transformed problem of Eq. (3.138) with
the CG algorithm and then recover x = A−1u. For this to be a viable
strategy, we need to choose A such that the matrix A−TΩA−1 is better
conditioned than Ω, and it must be easy to solve equation systems
with A. Thus, we will overall need fewer CG iterations to convergence,
but each iteration will be more expensive. The matrix A is called a
preconditioner and is often also used via M = ATA:
⇔ M−1Ωx = M−1η (3.140)
⇔ (ATA)−1Ω(A−1u) = (ATA)−1η (3.141)
⇔ (A−TΩA−1)u = A−Tη. (3.142)
In either case, note that M or A do not need to be explicitly rep-
resented as matrices, since they are only needed to solve equation
systems. When using such a preconditioner with CG, the resulting
algorithm is called the preconditioned conjugate gradient (PCG) method
[cf. Nocedal and Wright, 1999, § 5.1].
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Ideally, M (or A) is a “nice” matrix, i. e. we can easily use it to solve
an equation system, but M ≈ Ω is similar to the actual equation
system matrix. Of course, a Cholesky decomposition would make
an ideal preconditioner with its lower triangular matrix L and thus
Ω = M = LLT. In this case, preconditioned CG would converge
after 1 iteration and is thus not really necessary. However, the rea-
son we are considering iterative methods is that matrix factorizations
like Cholesky are too expensive for large problems. We can gener-
ally obtain a preconditioner for SPD matrices by doing an incomplete
Cholesky decomposition [cf. Saad, 2003], where L˜ ≈ L is a sparse ap-
proximation of L, which can be obtained with reduced computation
and storage requirements.
However, the best preconditioners are typically tailored to a spe-
cific problem (matrix). For instance, an interesting line of research
has been pursued by Krishnan et al. [Krishnan and Szeliski, 2011; Kr-
ishnan et al., 2013], who devise preconditioner for applications in
graphics and computer vision that can be applied to inhomogeneous
matrices, as they arise in the multiplicative HQ form, which in our
experience can suffer from badly conditioned precision matrices. Un-
fortunately, their approach can thus far only be applied to image pri-
ors that impose smoothness by penalizing differences of pixels in a
(small) neighborhood. This includes the popular class of pairwise
MRFs but does not generalize to using arbitrary linear filters fi of ex-
tended size that give rise to high-order FoE priors as considered here.
3.5.3 Sampling
In the context of Gibbs sampling (Alg. 3.4) or simulated annealing
for MAP estimation (Alg. 3.2), we need to draw a sample from the
multivariate Gaussian distribution N (Ω−1η,Ω−1) with Ω as defined
in Eq. (3.119). This can be accomplished in one of two ways: 1) As
for MAP estimation, we first compute the mean (mode) µ = Ω−1η,
then draw a sample from N (µ,Ω−1), or 2) we directly draw a sample
from N (Ω−1η,Ω−1) without computing the mean. The first strategy
is beneficial when using a more efficient Rao-Blackwellized estimator
(cf. Chapter 4). However, computing the mean in addition to drawing
a sample has additional computation cost, hence the second strategy
is generally preferable if we are not interested in the Gaussian mean.
Since we can easily sample from a Gaussian distribution with zero
mean and diagonal covariance matrix C, we can make use of a well-
known property of Gaussian distributions to yield a sample from a
different Gaussian by transforming the random vector:
r ∼ N (0, C) ⇒ (Ar + µ) ∼ N (µ, ACAT). (3.143)
Hence, we need µ = Ω−1η, which can be obtained in the same way
as explained in the previous section in the context of MAP estimation.
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Furthermore, we need to find matrices A and C, such that Ω−1 =
ACAT. Given such matrices, we can obtain a sample
x = u + µ ∼ N (Ω−1η,Ω−1) (3.144)
with r ∼ N (0, C) and the temporary result u = Ar. This approach is
similarly known as sampling via optimization with perturbation [Pa-
pandreou and Yuille, 2010; Orieux et al., 2012].
cholesky decomposition Given the Cholesky decomposition
Ω = LLT, we can use A = L−T and C = I to obtain
ACAT = L−TL−1 = (LLT)−1 = Ω−1. (3.145)
The temporary vector u can be obtained by solving the system LTu =
r, which can then be added to µ to obtain the sample from the distri-
bution. Note that we had to solve three triangular equation systems to
obtain the sample, assuming that we also used the Cholesky decom-
position to compute µ = L−TL−1η. This has already been proposed
by Rue [2001]. However, if we do not need to compute µ in a separate
step, we can obtain a sample
x = u + µ = (L−Tr) + (L−TL−1η) = L−T(r + L−1η) (3.146)
by solving only two equation systems, namely Lv = η for temporary
vector v and then LTx = r + v for x.
large problems We mentioned before that a (Cholesky) decom-
position is deemed intractable for large problems, hence we need to
resort to iterative methods (e. g., preconditioned CG) to solve the equa-
tion system directly with the matrix Ω. However, we need a decom-
position ACAT = Ω−1 for sampling, which may seem unattainable.
Fortunately, we can make use of the decomposition Ω = WDWT
from Eq. (3.122), because A does not have to be an invertible matrix
here. Concretely, we can use A = Ω−1W and C = D to obtain
ACAT = (Ω−1W)D(Ω−1W)T = Ω−1WDWTΩ−1 = Ω−1. (3.147)
This has already been suggested by Levi [2009] and was used by
Schmidt et al. [2010]. Similar to above, we can first solve Ωµ = η
for µ and then Ωu = Wr for u to obtain x = u + µ. Alternatively, we
directly solve Ωx = Wr + η for x if we do not need µ, since
x = u + µ = (Ω−1Wr) + (Ω−1η) = Ω−1(Wr + η). (3.148)
In contrast to direct methods, iterative equation solvers require the
user to choose a threshold for the residual error, which greatly in-
fluences the number of necessary iterations to achieve the desired
solution accuracy. Accepting a relatively high residual error may not
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be an issue in the context of MAP estimation, but it can be problem-
atic for sampling due to the propagation of errors in the context of
MCMC methods, such as the Gibbs sampler in Alg. 3.4. Hence, solv-
ing the equation systems with low accuracy may lead to samples that
are not representative of the desired target distribution. On the other
hand, allowing solutions with low accuracy can drastically reduce the
number of required iterations, which amounts to big computational
savings for large problems. Gilavert et al. [2015] address this issue by
proposing to solve the equation systems with lower accuracy, but to
correct for this with a subsequent acceptance/rejection step; the solu-
tion accuracy can be tuned to obtain a desired acceptance probability
or to minimize the computational cost.
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Image restoration problems are often addressed by first modelingthe corruption process, i. e. expressing mathematically how an ob-
served corrupted image y is related to an unobserved original image
x that should be recovered. In a probabilistic generative setting, this
relationship is formalized with a likelihood distribution p(y|x) that
specifies the probability density of observing y under the assump-
tion that x is the original image (cf. Chapter 1). Although likelihood
models are mostly determined by the image formation process (as-
sumed to be known), they often depend on a few instance-specific
parameters β that can vary for each observed image y, but are typ-
ically assumed to be either known or obtained by some preceding
estimation step. In this chapter, we treat those parameters as random
variables and make the dependence explicit by denoting the likeli-
hood as p(y|x, β) ≡ p(y|x). Moreover, although the quality of the
restored images often crucially hinges on an appropriate choice for
β (cf. Fig. 4.1), this topic is rarely discussed. We will address this
issue in the context of image deblurring and image denoising, where
we obtain the restored image by marginalizing over the unknown pa-
rameters β. Moreover, we can additionally compute an estimate of β
by marginalizing over the restored image.
As mentioned above, most restoration approaches assume that the
instance-specific parameters β of the likelihood are known or esti-
mated beforehand. However, this can be challenging, such as estimat-
ing the Gaussian noise strength from an observed blurred image. Fur-
thermore, generative restoration approaches have for the most part re-
lied on MAP estimation for inference [Roth and Black, 2009; Krishnan
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Figure 4.1: Deblurring results for various assumed Gaussian noise levels.
Average results (based on 8 images) for several deblurring meth-
ods under the assumption of various noise levels (correct value
σ = 2.55, depicted as dashed vertical line). The results show that
all methods are sensitive to an incorrect value of σ.
and Fergus, 2009; Levin et al., 2007]. As discussed in Chapter 2, this
is problematic since the MAP estimate does not reflect a suitable loss
for image restoration problems. To alleviate this issue, a regulariza-
tion weight is typically employed to calibrate the influence between
prior and likelihood (cf. Section 4.3). Not only does this regularization
weight have to be tuned to yield good restoration results, but it can
also depend on the instance-specific likelihood parameters (e. g., the
Gaussian noise level). In this case, a separate regularization weight
has to be specified for each value of the instance-specific likelihood
parameters, which can necessarily not be done exhaustively.
In this chapter, we propose an image restoration method that ex-
tends the conventional Bayesian approach with an integrated estima-
tion of instance-specific likelihood parameters. In particular, we focus
on image denoising and non-blind deblurring with integrated noise
estimation, where we treat the noise level as an unobserved random
variable that can be integrated out using a sampling-based algorithm.
As a consequence of combining noise estimation and image restora-
tion, manual noise selection or a separate pre-processing step are no
longer needed. However, our approach is not limited to estimating
the noise level. We demonstrate this by extending our approach to
the case of parametric blur, where we assume the kind of blur to
be known (e. g., Gaussian blur), but which still depends on a few
instance-specific parameters.
Concretely, we employ the learned pairwise and high-order MRF
priors of Schmidt et al. [2010], which are based on the Field of Ex-
perts (FoE) model [Roth and Black, 2009]. We also adopt and extend
inference based on half-quadratic Gibbs sampling (Section 3.3.2.2),
which had previously been used for image denoising [Schmidt et al.,
2010] and deblurring [Schmidt et al., 2011]. Since we use suitable
image priors, we follow Schmidt et al. [2010, 2011] and employ an
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(approximate) Bayes estimator for the MMSE to obtain the restored
images (cf. Section 4.3). As a result, we do not need to employ a
regularization parameter [cf. Schmidt et al., 2010].
We quantitatively compare our blind denoising and non-blind de-
blurring results with integrated noise estimation to the case where the
noise level is known [Schmidt et al., 2010, 2011]; we find in both cases
that almost the same performance can be obtained without relying
on a known noise level. In addition, we evaluate the noise estimation
component itself since we can also obtain a noise estimate with our
approach. Finally, we show qualitative blind deblurring results under
the assumption of parametric blur for two examples: Gaussian blur
and linear (camera) motion. In both cases, we estimate the restored
image, the noise level, and the blur parameters.
4.1 estimating unknown parameters
Image priors are typically used in the context of MAP estimation,
which is problematic in the generative case as we discussed in Chap-
ter 2. Hence, we use the image priors of Schmidt et al. [2010] and
adopt their inference approach based on sampling with a half-qua-
dratic block Gibbs sampler, which has previously been used for de-
noising [Schmidt et al., 2010] and non-blind deblurring [Schmidt et al.,
2011]. This allows us to go beyond MAP estimation and use more suit-
able estimates, such as the MMSE. Importantly, the Gibbs sampler
can rather naturally be extended to also estimate several unknown
parameters (such as the noise level).
In contrast, MAP approaches with inference via energy minimiza-
tion require the noise level and/or regularization parameter to be
known or estimated separately. This has been addressed using vari-
ational Bayesian techniques that approximate the posterior by a sim-
pler, analytically tractable density. One can thus compute marginal
expectations of the hidden variables, including the noise level, under
the approximative distribution. Miskin and MacKay [2000] propose
a variational Bayesian framework for blind deconvolution with inte-
grated noise estimation, but assume that pixels are i.i.d., which leads
to sub-par deblurring results. Fergus et al. [2006] incorporate a sim-
ilar automatic noise estimate into kernel estimation, but do so for
noise on the image gradients instead of image noise. In contrast, our
non-blind deblurring algorithm based on sampling allows to formu-
late and estimate sensor noise in the spatial domain.
The issue of estimating regularization parameters extends well be-
yond deblurring. In stereo, Zhang and Seitz [2007] address this by
performing joint MAP estimation of the disparity and the MRF param-
eters. In optical flow, Krajsek and Mester [2006] marginalize over
the flow field based on a Laplace approximation in order to obtain a
maximum marginal likelihood estimate for the model parameters.
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Since many image restoration approaches involve noise-dependent
tuning parameters, some effort has gone into automatic noise estima-
tion. For a single color image, Liu et al. [2006] infer the noise level in
RGB channels using a piecewise smooth image model. For gray-level
images, Zoran and Weiss [2009] estimate the noise standard devia-
tion by modeling a link between kurtosis values and image noise.
The wavelet-based approach of De Stefano et al. [2004] follows simi-
lar ideas. The widely used MAD framework [Donoho and Johnstone,
1994; Zlokolica et al., 2006] infers a noise estimate from the wavelet co-
efficients of the highest-frequency sub-band. We note that most noise
estimation procedures do not explicitly consider the special case of
noise inference on blurred (or otherwise corrupted) images. One ex-
ception is [Zoran and Weiss, 2009], which at least report experimental
results for this case. The advantage of our integrated noise estimation
approach is that it is directly applicable to the given application (here,
deblurring and denoising).
4.2 image restoration
As in Chapter 3, we consider image restoration problems that can be
modeled with a likelihood of the form
p(y|x, K, σ) = N (y; Kx, σ2I), (4.1)
but here focus on image denoising and deblurring. As usual, y ∈ Rn
is the observed, corrupted image and x ∈ Rm denotes the restored
image that we want to recover. For image denoising, K = I is an
identity matrix, i. e. the clean image is only contaminated with addi-
tive white Gaussian noise of variance σ2. The deblurring problem is
more difficult, where K ∈ Rn×m is a blur matrix. Although our ap-
proach can be applied to arbitrary (including non-uniform) blurs K,
note that we conduct our experiments (Section 4.7) in the context of
uniform blur, where Kx ≡ k ⊗ x corresponds to a convolution of x
with the blur kernel k.
In order to compute the restored image, the typical Bayesian ap-
proach is to obtain the posterior as
p(x|y, K, σ) ∝ p(y|x, K, σ) · p(x), (4.2)
where p(x) denotes a natural image prior that we discuss below in
more detail. While Equation (4.2) is the foundation for image de-
noising and non-blind deblurring in this chapter, we will drop the
reliance on σ and extend the posterior to p(x, σ|y, K), which we use
to estimate both the restored image and the Gaussian noise level. In
addition, we will go one step further and use p(x, σ,ω|y) for infer-
ence in case of parametric blur, i. e. when K is fully specified by a few
parameters ω.
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4.2.1 Half-quadratic MRF prior
As discussed in Chapter 1, regularization is crucial to address ill-
posed image restoration problems. To that end, sparse image pri-
ors are often used (cf. Section 2.2). Instead of commonly-used hand-
defined image priors [e. g., Krishnan and Fergus, 2009; Levin et al.,
2007], we here rely on learned (high-order) FoE priors [Roth and Black,
2009]. In particular, we make use of the learned priors from Schmidt
et al. [2010], which have already been used for denoising [Schmidt
et al., 2010] and non-blind deblurring [Schmidt et al., 2011] under the
assumption that the Gaussian noise level is known.
Similar to Section 2.2.2, the FoE prior is defined as
p(x) =
1
Z ∏c∈C
N
∏
i=1
exp
(−ρ(fTi x(c); αi)), (4.3)
but we assume here that each potential/expert function associated to
filter fi belongs to the same family specified by learned parameters αi.
Concretely, we use Gaussian scale mixtures (GSMs) [Wainwright and
Simoncelli, 2000]
exp
(−ρ(fTi x(c); αi)) =∑Jj=1 αijN (fTi x(c); 0, η2ij) (4.4)
with a fixed number of mixture components, as have been used by
Schmidt et al. [2010]; they showed that their learned image priors
with GSM experts exhibit good generative properties. Importantly,
GSM experts trivially admit the construction of a half-quadratic aug-
mented image prior via the multiplicative form (Section 3.4.1) of the
integral type (Section 3.3.2). In particular, the augmented FoE prior
can be obtained as
p(x, z) ∝∏
c∈C
N
∏
i=1
αizicN (fTi x(c); 0, η2izic) (4.5)
with discrete latent variables z (one for each expert and clique) that
act as indicator variables for the Gaussian mixture components. It is
easy to verify that the FoE prior from Eq. (4.3) is retained by marginal-
izing over z in Eq. (4.5).
Recall that the benefit of augmented prior p(x, z) is that the condi-
tional distributions are comparatively easy to work with: p(x|z) is a
multivariate Gaussian and p(z|x) is a product of univariate discrete
distribution [cf. Schmidt et al., 2010]. This benefit is also retained
for the augmented posterior p(x, z|y, K, σ) ∝ p(y|x, K, σ)p(x, z). As a
result, we can make use of efficient Gibbs sampling-based inference
(Section 3.3.2.2), which we later also extend for our integrated noise
(and blur) estimation approach.
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4.3 posterior prediction
Before we discuss our concrete inference approach based on the aug-
mented posterior in Section 4.4, we take a step back and discuss
which estimation approach to take. In general, after forming the pos-
terior distribution p(x|y, K, σ), we typically want to predict a single
restored image given the observed image y and blur matrix K; for
now, we also assume that the noise level σ is given. Since the fol-
lowing discussion is not limited to image deblurring, we drop the
dependence on K and σ and simply use p(x|y) to denote the poste-
rior distribution, which also declutters the notation and makes the
exposition more readable.
If we assume that the posterior distribution is accurate, recall from
Section 2.3.1 that the optimal prediction
xˆ = arg min
x˜
E
[
∆(x˜, x)|y] = arg min
x˜
∫
∆(x˜, x)p(x|y) dx (4.6)
is obtained by minimizing the expected loss, where ∆(x˜, x) is a suitable
loss function for the given application.
map estimation However, most approaches based on MRF im-
age priors [e. g., Levin et al., 2007; Krishnan and Fergus, 2009] predict
the restored image via MAP estimation as xˆ = arg maxx p(x|y), which
implicitly assumes the 0-1 loss function ∆(x˜, x) = I[x˜ 6= x]. Fur-
thermore, most (manually defined) image priors do not possess good
generative properties [Schmidt et al., 2010]. Hence, they do not ac-
curately model the prior, which leads to a misspecified posterior dis-
tribution [cf. Pletscher et al., 2011]. To compensate for both of these
issues, a (noise-dependent) regularization weight λ is typically used,
which leads to a posterior that is modified in the following way:
pλ(x|y) ∝ p(y|x) · p(x)λ. (4.7)
Based on a set of input-output examples, λ is then chosen to improve
the MAP estimate of pλ(x|y) w.r.t. the image quality measure of in-
terest [e. g., Roth, 2007], typically the PSNR. Note that this essentially
corresponds to (discriminative) training of a loss-specific regression
function via a single parameter λ (cf. Section 2.4.1). Hence, choosing
the parameter λ can be interpreted as (admittedly weak) discrimina-
tive tuning of an apparently generative approach.
mmse estimation In contrast to the 0-1 loss, recall from Sec-
tion 2.6.2 that a more appropriate loss function for image restoration
is the mean squared error (MSE)
∆(x˜, x) =
1
m
‖x˜− x‖2 = 1
m
(x˜− x)T(x˜− x), (4.8)
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where m denotes the number of image pixels. This quadratic loss
function leads to the Bayes estimator
xˆ = arg min
x˜
∫ 1
m
‖x˜− x‖2 p(x|y) dx (4.9)
= arg min
x˜
x˜Tx˜− 2x˜TE[x|y] (4.10)
= E[x|y] (4.11)
being the posterior mean, which is also known as the minimum mean
squared error (MMSE) estimator. Unfortunately, computing the MMSE
estimate and other distributional properties is typically more difficult
as compared to MAP estimation.
We discussed in Section 2.6.2 that the PSNR is most commonly used
to assess the quality of the predicted image, which we define as
PSNR(x˜, x) = 10 log10
(
R2
1
m‖x˜− x‖2
)
= 20 log10
(
R
√
m
‖x˜− x‖
)
, (4.12)
where R denotes the maximum intensity level of a pixel. Using the
(negative) PSNR as the loss function, i. e. ∆(x˜, x) = −PSNR(x˜, x), the
associated Bayes estimator
xˆ = arg min
x˜
∫
−PSNR(x˜, x)p(x|y) dx (4.13)
= arg min
x˜
∫
log
(‖x˜− x‖2)p(x|y) dx (4.14)
≈ arg min
x˜
log
∫
‖x˜− x‖2 p(x|y) dx (4.15)
= E[x|y] (4.16)
can be approximated with the MMSE estimator by upper-bounding
the integral in Eq. (4.14) via Jensen’s inequality [Jensen, 1906].
sample-based approximation Since trying to exactly compute
Bayes estimators is intractable here (except for MAP estimation), we
approximate the expectations with samples drawn from the posterior
distribution. Recall from Section 2.3.1 that the expected value of a
function f
E[ f (x)|y] =
∫
f (x)p(x|y) dx ≈ 1
T
T
∑
t=1
f
(
x(t)
)
(4.17)
can be approximated with a set of samples {x(t)}Tt=1 ∼ p(x|y). In
particular, the MMSE estimate thus simply corresponds to the sample
average with f (x) = x. For HQ models as used here, we can obtain
such a set of samples with the Gibbs sampler in Alg. 3.4, which yields
{(x(t), z(t))}Tt=1 ∼ p(x, z|y) from the augmented posterior by making
use of the conditional distributions p(x|z, y) and p(z|x, y).
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rao-blackwellization Additionally, we may be able to use a
more efficient Rao-Blackwellized (RB) estimator. Using the augmented
HQ posterior p(x, z|y), the Bayes estimatorGelfand and Smith
[1990] have already
advocated to use a
Rao-Blackwellized
estimator in a
similar scenario to
ours.
xˆ = arg min
x˜
∫∫
∆(x˜, x)p(x, z|y) dx dz (4.18)
= arg min
x˜
∫
p(z|y)
∫
∆(x˜, x)p(x|z, y) dx dz (4.19)
= arg min
x˜
∫
p(z|y)E[∆(x˜, x)|z, y] dz (4.20)
≈ arg min
x˜
1
T
T
∑
t=1
E
[
∆(x˜, x)|z(t), y] (4.21)
can be better approximated with lower variance if the expected loss
w.r.t. p(x|z, y) can be computed analytically. Furthermore, assuming
the loss function to be the (mean) squared error, this simplifies to
averaging of conditional expectations of p(x|z, y):
xˆ ≈ arg min
x˜
1
T
T
∑
t=1
E
[‖x˜− x‖2|z(t), y] (4.22)
= arg min
x˜
1
T
T
∑
t=1
x˜Tx˜− 2x˜TE[x|z(t), y] (4.23)
=
1
T
T
∑
t=1
E[x|z(t), y]. (4.24)
Fortunately, p(x|z, y) here is a Gaussian distribution and its condi-
tional expectation is thus tractable and can be computed by solving a
system of linear equations (Section 3.5).
4.4 bayesian restoration using sampling
As is common, we are mainly interested in evaluating restored images
in terms of PSNR, hence we choose to use MMSE estimation as a conve-
nient approximation of the Bayes estimator for a PSNR-based loss. Im-
portantly, employing a Bayes estimator requires an accurate posterior
distribution, which here especially hinges on a good image prior. To
that end, we adopt the learned high-order MRF priors from Schmidt
et al. [2010], which have been shown to exhibit good generative prop-
erties. In particular, Schmidt et al. [2010] found that MMSE estimation
with their learned priors leads to superior image denoising results as
compared to MAP estimation. In agreement with Bayesian decisionSchmidt et al.
[2010] also used
PSNR to evaluate the
quality of restored
images.
theory, they demonstrated that MMSE estimates yield a high correla-
tion between the image restoration performance and the generative
quality of the model. Another advantage of using an accurate poste-
rior and a suitable estimator is that we do not have to use a corrective
regularization parameter (cf. Eq. 4.7) to balance prior and likelihood;
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this is especially advantageous when the noise level is not known. Fi-
nally, Schmidt et al. [2011] have already shown that MMSE estimation
with the priors of Schmidt et al. [2010] leads to excellent non-blind de-
blurring results. We adopt and extend the sampling-based inference
approach of Schmidt et al. [2011], which we describe in the following
before we discuss our extensions in Sections 4.5 and 4.6.
half-quadratic inference Combining likelihood (Eq. 4.1) and
augmented prior (Eq. 4.5), we obtain the augmented posterior
p(x, z|y, K, σ) ∝ p(y|x, K, σ) · p(x, z) (4.25)
for the image restoration problem. To employ the Gibbs sampler
from Alg. 3.4 for sampling-based inference, we first need to specify
the necessary conditional distributions. First,
p(z|x, y, K, σ) ∝ p(z|x) ∝∏
c∈C
N
∏
i=1
αizicN (fTi x(c); 0, η2izic) (4.26)
is generally not affected by the likelihood term and decomposes since
the latent variables do not interact (cf. Section 3.3.2.2). As a result,
each zic adheres to a univariate discrete distribution and can be sam-
pled very easily. Since we use a multiplicative HQ form, the condi-
tional distribution
p(x|z, y, K, σ) ∝ N
(
y; Kx, σ2I
)
· N
(
x; 0,
(
∑Ni=1 FTi ZiFi
)−1)
∝ N
(
x;Ω−1z KT
y
σ2
,Ω−1z
) (4.27)
is jointly Gaussian in x with precision matrix
Ωz =
N
∑
i=1
FTi ZiFi +
1
σ2
KTK, (4.28)
which depends on latent variables z in a similar way to Eq. (3.54). The matrices Fi are
defined in the same
way as used in
Eq. (3.54).
The only difference here is that each zic indicates one of the Gaussian
mixture components (Eq. 4.4), resulting in the diagonal matrices Zi =
DC{η−2izic} [cf. Schmidt et al., 2010]. Since Eq. (4.27) is Gaussian, we
can sample from it by solving a sparse system of linear equations
(Section 3.5.3).
We perform posterior sampling according to the Gibbs sampler
of Alg. 3.4, which alternates between sampling from Eqs. (4.26) and
(4.27). After a suitable amount of burn-in iterations, we obtain a se-
quence of samples {{z(1), x(1)}, . . . , {z(T), x(T)}}. As explained earlier,
the MMSE estimate of x can now be approximated by simply aver-
aging the samples x(t). However, we also discussed the alternative
possibility of using a Rao-Blackwellized (RB) MMSE estimator
xˆRB ≈ 1T ∑
T
t=1Ω
−1
z(t)
KT
y
σ2
, (4.29)
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which averages the conditional expectations from Eq. (4.27). We make
use of Rao-Blackwellization for the experiments in Section 4.7, since
Schmidt et al. [2011] found that it enabled them to draw fewer sam-
ples to satisfy their convergence criteria (which we also adopt). How-
ever, we remark that using an RB-MMSE estimator requires to solve
one additional system of linear equations per Gibbs iterations (cf. Sec-
tion 3.5.3). Hence, while overall fewer Gibbs iterations are necessary,
each iteration is computationally more expensive.
4.5 noise estimation
Most MAP-based approaches in low-level vision rely on the choice of
a regularization parameter λ that calibrates the influence of prior and
likelihood on the posterior (cf. Eq. 4.7). This parameter is dependent
on the noise level and must in practice be determined in an off-line
training step. Nonetheless, even after training the regularization pa-
rameter, the user must still provide a noise level estimate, which can
significantly affect the application performance when selected incor-
rectly. Fig. 4.1 shows how the image deblurring performance depends
on the chosen noise level for a selection of deblurring methods, and il-
lustrates that a reliable noise estimate is crucial for optimal deblurring
performance. One of the properties of the MMSE-based restoration ap-
proach [Schmidt et al., 2010, 2011] from Section 4.4 is that it does not
require off-line training of a regularization parameter. In contrast, all
other approaches shown in Fig. 4.1 require such a procedure.
In the following, we further extend the framework of Section 4.4
with integrating noise estimation. Specifically, we adopt a Bayesian
approach and treat σ as an unobserved random variable, which we
(approximately) integrate out:
p(x|y, K) =
∫
p(x, σ|y, K) dσ. (4.30)
To that end we incorporate the noise σ as a new variable in an ex-
tended joint distribution p(x, z, σ|y, K). Since the input image and
the blur kernel provide sufficient constraints in practice, we assume
a uniform prior on σ, i. e. p(σ) = const. To estimate the integral from
Eq. (4.30), we extend the Gibbs sampler from Section 4.4 by another
step for sampling the conditional distribution p(σ|x, z, y, K), which
is a Gamma distribution G(x; a, b) = xa−1e−x/bba Γ(a) on the inverse noise
variance [Fergus et al., 2006]:
p(σ|x, z, y, K) ∝ N (y; Kx, σ2I) (4.31)
∝ σ−n exp
(
−‖y−Kx‖
2
2σ2
)
(4.32)
∝ G
(
1
σ2
;
n
2
+ 1,
2
‖y−Kx‖2
)
. (4.33)
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Gibbs sampling proceeds by sampling σ, z and x alternatingly, yield-
ing a sequence of samples {{z(t), x(t), σ(t)}}Tt=1. Hence, we can obtain
an MMSE estimate of the deblurred image x without knowledge of the
noise level as
xˆ = arg min
x˜
∫∫
‖x˜− x‖2 p(x, σ|y, K) dx dσ = E[x|y, K], (4.34)
again by simply averaging samples x(t) from the posterior. The Rao-
Blackwellized MMSE estimator of Eq. (4.29) only needs to be slightly
adjusted by replacing σ with the current sample σ(t).
noise estimator Besides the deblurred image, we may also be
interested in an estimate of the noise level σ itself. Following Zoran
and Weiss [2009], we will evaluate the quality of a noise level estimate
σˆ based on the relative absolute error
∆(σˆ, σGT) =
|σˆ− σGT|
σGT
= |σˆ/σGT − 1|, (4.35)
where σGT > 0 denotes the correct noise standard deviation. Given
this error (loss) function, the corresponding Bayes estimator
σˆ = arg min
σ˜
∫∫
∆(σ˜, σ)p(x, σ|y, K) dx dσ ≈ arg min
σ˜
1
T
T
∑
t=1
|σ˜/σ(t) − 1|
(4.36)
does not have a closed-form solution, but can easily be approximated
by solving a convex one-dimensional optimization problem based on
the obtained set of samples. This is how we estimate the noise stan-
dard deviation in our experiments (Section 4.7).
In contrast to the estimation framework of Fergus et al. [2006], our
sampling-based method allows to model sensor noise in the spatial
domain. Moreover, the fundamental difference to standard MAP ap-
proaches is that our noise estimation process is a fully automatic,
built-in procedure of the deblurring algorithm, which arises naturally
by treating the noise standard deviation as a variable of the posterior.
This has the advantage that the noise estimation procedure is special-
ized to the image restoration problem at hand, here deblurring.
We would also like to point out the degenerate case of identity
blur K = I, in which case samples drawn from p(x, z, σ|y, K) can
effectively be used for blind denoising with simultaneous noise esti-
mation.
4.6 parametric blur estimation
Assuming spatially uniform blur, i. e. Kx ≡ k⊗ x corresponds to con-
volution, we can in principle treat the blur kernel k as an additional
unobserved random vector and proceed in a similar way as we have
done for the unobserved noise level. Unfortunately, we empirically
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find this not to work well, in part possibly due to the larger state
space that the Gibbs sampler has to explore. However, this might
be successful when we have strong prior knowledge about the blur.
Taking this idea a step further, we can restrict the blur estimation
to specific kinds of (parametric) blur that only depend on very few
parameters.
gaussian blur As a first example, we will address the removalThe blur kernel is
assumed to be
odd-sized, i. e. w is
an odd number.
of Gaussian blur, which we parameterize with a single bandwidth pa-
rameter ν. Concretely, we assume a blur kernel of size w× w, which
we denote by the vector k ∈ Rw2 , whose normalized entries are de-
fined as
kij =
1
S
exp
(
− 1
2ν2
(
(i− c)2 + (j− c)2
))
(4.37)
where the indices i, j correspond to the (2D) location of the respective
entry, c = (w− 1)/2 denotes the location of the central pixel, and S
is a normalization constant such that ∑i,j kij = 1.
Assuming a uniform prior on ν and denoting convolution as k⊗
x ≡ Kx = Cxk with matrix Cx derived from all overlapping w × w-
sized patches of x, we can write the conditional distribution of ν as
p(ν|x, z, y, σ) ∝ N (y; Kx, σ2I)
∝ exp
(
1
σ2
(
−1
2
kTCTx Cxk + kTCTx y
))
.
(4.38)
Although p(ν|x, z, y, σ) does not seem to correspond to a well-known
univariate distribution, we can efficiently evaluate it (in unnormal-
ized form) based on matrix-vector products whose size only depends
on that of the blur kernel, but not the image. Hence, we can simply
discretize the distribution over the domain of ν. Note that CTx Cx and
CTx y can be cached, since they do not depend on ν.
Replacing K with the new unobserved random variable ν (since
K is fully defined by ν), we now work with the joint distribution
p(x, z, σ, ν|y) and therefore extend the Gibbs sampler from Section 4.5
with an additional step to also sample from Eq. (4.38). Hence, we
obtain the extended sequence of samples {{z(t), x(t), σ(t), ν(t)}}Tt=1.
Estimation of the deblurred image x is adjusted in the same way
as we have done when integrating noise estimation (Section 4.5). As
for predicting the bandwidth parameter ν of the Gaussian blur, we
use MMSE estimation, thus assuming a squared loss. However, we
find that using the (relative) absolute error as loss function leads to
virtually the same estimates in our experiments (Section 4.7).
linear motion blur As a second example, we consider linear
motion deconvolution, where the blur kernel k = line1(l, θ) corre-
sponds to a straight line given by length l (in pixels) and angle θ (in
1 We use the MATLAB function fspecial(’motion’,l,θ).
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degrees). Convolving an image with such a kernel (approximately)
corresponds to a linear motion of the camera along the image plane
(cf. Fig. 1.3(a)).
Our deconvolution approach is essentially the same as for removal
of Gaussian blur as explained above. In particular, we use uniform
priors on blur parameters l and θ and obtain and evaluate the con-
ditional distributions p(l|x, z, y, σ, θ) and p(θ|x, z, y, σ, l) in analogy
to Eq. (4.38). We end up with the joint distribution p(x, z, σ, l, θ|y)
and extend the Gibbs sampler from Section 4.5 with two additional
steps to sample from p(l|x, z, y, σ, θ) and p(θ|x, z, y, σ, l), eventually
yielding a sequence of samples {{z(t), x(t), σ(t), l(t), θ(t)}}Tt=1. As be-
fore, estimation of the deblurred image x is adjusted in analogy to
Section 4.5, where blur parameters l, θ are obtained via the MMSE.
The qualitative results in Section 4.7 demonstrate the feasibility of
our approach to estimate Gaussian and linear motion blur, and thus
show that other quantities besides the noise level can be estimated.
4.7 experiments
We demonstrate the benefits of our approach with several tasks. Most MATLAB code is
available (in part)
on our webpage.
importantly, we show that the quality of the restored images dete-
riorates only slightly when not relying on a known noise level; to
that end, we compare our results in the context of image denoising
[Schmidt et al., 2010] and non-blind deblurring [Schmidt et al., 2011].
Furthermore, since we also obtain a noise estimate with our approach,
we compare this against the dedicated noise estimation approach of
Zoran and Weiss [2009]. Finally, we demonstrate promising results
for blind deconvolution with noise and blur estimation for two kinds
of parametric blur: Gaussian blur and linear camera motion.
We use the learned image priors from Schmidt et al. [2010]; in par-
ticular, we carry out all experiments with a pairwise MRF and a high-
order 3× 3 FoE prior. Besides the good quality of these priors, this
also allows us to directly compare with previous results for the case
when the noise level is known [Schmidt et al., 2010, 2011].
blind denoising with noise estimation We begin with im-
age denoising, i. e. the matrix K equals the identity matrix in Eq. (4.1).
In this case, our method enables us to perform blind denoising (un-
known σ) with integrated noise estimation. Based on the approach
described in Sections 4.4 and 4.5 (with K = I), we perform a series of
experiments on 68 images used in [Roth and Black, 2009]. The results Although our
estimator is chosen
for PSNR, it also
works well for SSIM.
are summarized in Tab. 4.1 using PSNR2 and also structural similar-
2 To facilitate comparisons to the results from Schmidt et al. [2010], the PSNR val-
ues in Table 4.1 are obtained using the slightly different definition PSNRSD(x˜, x) =
20 log10
(
(R
√
m− 1)/‖d − 1m 1Td‖
)
with d = x˜ − x (cf. Eq. 2.47). This yields very
similar results compared to our definition in Eq. (4.12) if 1m 1
Td ≈ 0, which is mostly
the case (cf. Section 2.6.2.2). In practice, (average) results may differ at most 0.05dB.
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Approach Estimate σˆ PSNR SSIM
avg. 〈e〉 avg. dB avg.
5× 5 FoE (MAP) [Roth and Black, 2009] GT — 27.44 0.746
5× 5 FoE (MAP) [Samuel and Tappen, 2009] GT — 27.86 0.776
Pairwise MRF (MMSE) [Schmidt et al., 2010] GT — 27.54 0.758
3× 3 FoE (MMSE) [Schmidt et al., 2010] GT — 27.95 0.788
Zoran and Weiss [2009] 23.16 8.8% — —
Ours, pairwise MRF (MMSE) 22.81 10.1% 27.16 0.733
Ours, 3× 3 FoE (MMSE) 24.21 5.8% 27.88 0.783
Table 4.1: Average denoising results and noise estimates σˆ for 68 test im-
ages and σ= 25 (partly reproduced from Schmidt et al. [2010]).
The average relative error is shown as 〈e〉 = 168 ∑68k=1|σˆk − σ|/σ;
GT denotes that the true value for σ was used.
ity (SSIM) [Wang et al., 2004]. Most importantly, we find that despite
unknown noise level our average results are only slightly worse than
the non-blind denoising results with a 3× 3 FoE reported by Schmidt
et al. [2010] (27.88dB vs. 27.95dB). Nonetheless, the performance on
individual images can significantly differ. Moreover, if we use our
approach to perform noise estimation, we obtain results that are su-
perior to those of Zoran and Weiss [2009]. This is an interesting result
due to the conceptual simplicity of our approach: It is solely guided
by a noise model and a natural image prior.
The performance in case of a pairwise MRF drops behind the non-
blind setting more significantly (∼0.4dB worse). Moreover, noise esti-
mates are also slightly inferior to Zoran and Weiss [2009] in this case.
It is interesting to note that we observe neither effect in case of deblur-
ring (see below). Finally, Tab. 4.1 also shows that our MMSE-based ap-
proach with integrated noise estimation outperforms the MAP-based
approaches with 5× 5 FoEs of Roth and Black [2009] and Samuel and
Tappen [2009] despite the fact that they rely on knowledge of the
noise parameter σ.
non-blind deblurring with noise estimation We exactly
followed the experimental approach of Schmidt et al. [2011] to facil-
itate a direct comparison with our method for the task of non-blind
deblurring. To that end, we tested our method on 64 synthetically
blurred test images of size 128× 128 pixels, which are corrupted with
Gaussian noise of three different noise levels (σ = 2.55, 7.65, 12.75),
yielding three test sets overall. Note that to mimic a somewhat more
realistic scenario, the test images are 8-bit quantized and a slightly
perturbed version of the true blur kernel is used for deblurring [cf.
Schmidt et al., 2011].
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Model Performance loss in PSNR (dB) / SSIM
σ = 2.55 σ = 7.65 σ = 12.75
Pairwise MRF (MMSE) 0.07 0.003 0.05 0.004 0.03 0.004
3× 3 FoE (MMSE) 0.04 0.004 0.04 0.004 0.03 0.003
Table 4.2: Comparison of average deblurring results for 64 test images and
three noise levels between the approach of Schmidt et al. [2011]
and ours. While Schmidt et al. [2011] used the GT noise level σ,
we did not assume knowledge of the true noise level and instead
employed our integrated noise estimation approach (Section 4.5).
Note that the average loss in image quality is minor for all tested
noise levels.
As for image denoising, we also find for non-blind deblurring that
integrated noise estimation performs almost identically to deblur-
ring with the (usually unknown) ground truth noise level (Table 4.2).
Figs. 4.3 and 4.4 show qualitative comparisons of deblurred images
between our method and some common competing approaches that
had also been considered in [Schmidt et al., 2011]. In particular, this
includes the popular non-blind deblurring approaches of Levin et al.
[2007] and Krishnan and Fergus [2009], and the learned FoE prior of
Roth and Black [2009]; inference for all of these methods is carried out
via half-quadratic MAP estimation. The well-known Lucy-Richardson
method [Lucy, 1974; Richardson, 1972] is also included as a baseline.
We also evaluated the noise estimation performance itself by com-
paring with the approach of Zoran and Weiss [2009], which is one
of the most competitive techniques in this area. We report results
for the 64 blurred images and three noise levels in Tab. 4.3; a visual
comparison is given in Fig. 4.2. We find that our estimates are sub-
stantially better than those of Zoran and Weiss [2009] in terms of the
average relative estimation error. This holds for the pairwise MRF and
high-order FoE model as well as all noise levels, particularly the large
ones, and demonstrates the advantage of having a noise estimation
procedure that is specifically adapted to the problem at hand (here,
image deblurring).
blind deconvolution with noise estimation Finally, we
show some qualitative results for blind deconvolution with paramet-
ric blur estimation (concretely Gaussian and linear motion blur) to
demonstrate the applicability of our approach to other quantities be-
sides the noise level. Additionally, we also do not assume the noise
level to be known. Overall, this makes our method very appealing,
since there are no parameters to tune and the restoration process is
solely based on a learned natural image prior and the modeling as-
sumptions for noise and blur.
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Approach σ = 2.55 σ = 7.65 σ = 12.75
avg. std. 〈e〉 avg. std. 〈e〉 avg. std. 〈e〉
Zoran and Weiss [2009] 2.52 0.27 8.21% 7.44 0.50 5.34% 12.41 0.80 5.18%
Ours (pairwise MRF) 2.53 0.12 3.95% 7.67 0.23 2.25% 12.81 0.38 2.02%
Ours (3× 3 FoE) 2.64 0.14 4.19% 7.78 0.24 2.52% 12.86 0.35 1.95%
Table 4.3: Noise estimation results for the 64 blurred test images and three
noise levels, comparing our method with [Zoran and Weiss, 2009].
The average relative error is denoted by 〈e〉 = 164 ∑64k=1|σˆk − σ|/σ.
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Figure 4.2: Relative noise estimation errors |σˆ − σ|/σ for the 64 blurred
test images and three noise levels, comparing our method with
[Zoran and Weiss, 2009]. Each curve is sorted separately and does
not indicate a performance comparison between the methods for
a given image.
At the end of the restoration process, we obtain estimates for the
restored image xˆ, the Gaussian noise strength σˆ, and the blur param-
eters (νˆ for Gaussian blur; lˆ, θˆ for linear motion blur; cf. Section 4.6).
Figs. 4.5 and 4.6 each show results for two synthetically corrupted ex-
ample images, one with relatively little blur and some noise, the other
with stronger blur and little noise. A first observation is that for both
types of blur and MRF models, the noise level estimates σˆ are generally
quite good. The blur strength seems to be somewhat underestimated
in case of Gaussian deconvolution (Fig. 4.5), i. e. νˆ is below the true
value; nevertheless, the restored images look reasonable, especially
the pairwise MRF yields sharp images. Although the estimates for lin-
ear motion blur are generally good (Fig. 4.5), the restored images can
exhibit ringing artifacts in case of strong blur (Fig. 4.5(e-f)); overall,
the restored images are much sharper and improve on the observed
blurred ones in terms of PSNR and SSIM.
As a technical detail, we remark that the conditional distributions
of the blur parameters can be very peaked when the noise parame-
ter σ is small. Hence, at the beginning of the sampling process, we
first gradually decrease σ starting from a large value, before we be-
gin updating it normally by sampling from its respective distribution
(Eq. 4.33). Note that employing an annealing schedule for the noise
level is actually quite common in the context of blind deblurring [cf.
Levin et al., 2011; Wipf and Zhang, 2014].
104
4.8 summary
We proposed a Bayesian framework for image restoration that can ef-
fectively handle unobserved variables of the likelihood model. A key
component that made our approach practical is half-quadratic infer-
ence via block Gibbs sampling. In particular, it is necessary to use
HQ augmentation of the integral type since we need to draw samples
from the posterior distribution. Furthermore, using the multiplicative
form affords fast mixing of the sampler, such that a few hundred it-
erations are sufficient to yield good results for approximate Bayesian
inference. Note that our proposed additional sampling steps for the
latent likelihood variables are negligible in terms of overall runtime.
Our experiments in the context of image denoising and deblurring
show that even without relying on a known noise level the restora-
tion quality differs negligibly on average to the case where the noise
level is known. Furthermore, the quality of the obtained noise esti-
mates is competitive to dedicated noise estimation methods. We also
showed promising results for blind deconvolution with Gaussian and
linear motion blur, where we estimated the noise and blur besides the
restored image.
Moreover, our approach of integrated estimation of nuisance pa-
rameters readily extends to other problems. Since the publication of
[Schmidt et al., 2011], our sampling-based inference framework with
integrated noise estimation has been extended to super-resolution
[Zhang et al., 2012], image separation [Zhang and Zhang, 2012], and
depth estimation with spatially-varying noise [Wang et al., 2014]. Also,
Zhao et al. [2013] extended our non-blind deblurring approach by
combining our inference framework with the non-local range MRF of
Sun and Tappen [2011]; they perform noise estimation based on the
model of Shan et al. [2008].
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(a) Original (b) Blurred
PSNR = 23.89dB, SSIM = 0.588
(c) Ours (3× 3 FoE)
PSNR = 29.05dB, SSIM = 0.864
(d) Ours (pairwise MRF)
PSNR = 28.84dB, SSIM = 0.842
(e) 5× 5 FoE (MAP)
[Roth and Black, 2009]
PSNR = 28.81dB, SSIM = 0.844
(f) 2× 2 MRF (MAP)
[Levin et al., 2007]
PSNR = 28.54dB, SSIM = 0.826
(g) pairwise MRF (MAP)
[Krishnan and Fergus, 2009]
PSNR = 28.36dB, SSIM = 0.825
(h) Lucy-Richardson [Lucy,
1974; Richardson, 1972]
PSNR = 27.01dB, SSIM = 0.693
Figure 4.3: Deblurring example (cropped). Comparison of methods from
Table 4.2, where all methods except ours used the ground truth
noise level; we employ noise estimation (Section 4.5). The blur
(kernel of size 15× 15) is shown in the upper right corner of (b)
(resized and scaled for better visualization). Best viewed on screen.
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(a) Original (b) Blurred
PSNR = 19.24dB, SSIM = 0.480
(c) Ours (3× 3 FoE)
PSNR = 32.09dB, SSIM = 0.920
(d) Ours (pairwise MRF)
PSNR = 30.31dB, SSIM = 0.878
(e) 5× 5 FoE (MAP)
[Roth and Black, 2009]
PSNR = 31.71dB, SSIM = 0.914
(f) 2× 2 MRF (MAP)
[Levin et al., 2007]
PSNR = 31.33dB, SSIM = 0.898
(g) pairwise MRF (MAP)
[Krishnan and Fergus, 2009]
PSNR = 28.30dB, SSIM = 0.873
(h) Lucy-Richardson
[Lucy, 1974; Richardson, 1972]
PSNR = 26.23dB, SSIM = 0.708
Figure 4.4: Deblurring example (cropped). Comparison of methods from
Table 4.2, where all methods except ours used the ground truth
noise level; we employ noise estimation (Section 4.5). The blur
(kernel of size 23 × 23) resembles typical camera shake; it is
shown in the upper right corner of (b) (resized and scaled for
better visualization). Best viewed on screen.
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(a) Original (b) Blurred (σ = 5, ν = 1.5)
PSNR = 23.52dB, SSIM = 0.637
(c) 3× 3 FoE (σˆ = 4.96, νˆ = 1.30)
PSNR = 25.43dB, SSIM = 0.807
(d) pw. MRF (σˆ = 4.94, νˆ = 1.35)
PSNR = 25.63dB, SSIM = 0.802
(e) Original (f) Blurred (σ = 0.5, ν = 2.5)
PSNR = 19.76dB, SSIM = 0.548
(g) 3× 3 FoE (σˆ = 0.57, νˆ = 2.25)
PSNR = 23.47dB, SSIM = 0.752
(h) pw. MRF (σˆ = 0.57, νˆ = 2.25)
PSNR = 23.80dB, SSIM = 0.756
Figure 4.5: Blind deconvolution examples (cropped) with Gaussian blur
and noise estimation using our pairwise MRF (d,h) and 3× 3 FoE
(c,g) for two synthetically corrupted input images (b,f). Ground
truth and estimated blur kernels in lower right corners are re-
sized and scaled for visualization. Best viewed on screen.
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(a) Original (b) Blurred (σ=5, l=9, θ=23◦)
PSNR = 22.53dB, SSIM = 0.588
(c) 3× 3 FoE (σˆ=5.0, lˆ=8.8, θˆ=23◦)
PSNR = 26.08dB, SSIM = 0.820
(d) pw. MRF (σˆ=4.9, lˆ=8.9, θˆ=23◦)
PSNR = 25.98dB, SSIM = 0.806
(e) Original (f) Blurred (σ=0.5, l=13, θ=135◦)
PSNR = 18.77dB, SSIM = 0.486
(g) 3×3 FoE (σˆ=0.7, lˆ=12.7, θˆ=138◦)
PSNR = 20.91dB, SSIM = 0.703
(h) pw.MRF (σˆ=0.7, lˆ=12.8, θˆ=138◦)
PSNR = 21.74dB, SSIM = 0.745
Figure 4.6: Blind deconvolution examples (cropped) with linear motion
blur and noise estimation using our pairwise MRF (d,h) and
3× 3 FoE (c,g) for two synthetically corrupted input images (b,f).
Ground truth and estimated blur kernels in lower right corners
are resized and scaled for visualization. Best viewed on screen.
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Despite having been extensively studied, the problem of identify-ing suitable feature representations for images remains a key
challenge in computer vision today. This is true in a diverse set
of areas ranging from high-level tasks, such as object classification
and detection [Lowe, 2004; Lazebnik et al., 2004; Dalal and Triggs,
2005; Ahonen et al., 2009; Krizhevsky et al., 2012] all the way down to
problems as low-level as image restoration [Zhu and Mumford, 1997;
Welling et al., 2003; Roth and Black, 2009]. Due to the diversity of
areas in which feature representations are crucial, the characteristics
of what makes a good feature representation also differ quite widely.
One common thread in the recent literature is the increase in meth-
ods that learn suitable feature representations for specific tasks from
example data [e. g., Kavukcuoglu et al., 2009; Norouzi et al., 2009].
One motivation for this is that devising well-performing feature rep-
resentations manually is a complex process, since it may not be very
intuitive which aspects of a feature representation make it perform
well in practice [Lowe, 2004; Dalal and Triggs, 2005]. Another is that
customizing the feature representation to the task at hand may have
significant benefits in practice.
An important shortcoming of many feature learning approaches
is that they do not have the same desirable invariances or equivari-
ances with respect to transformations of the input as do traditional
hand-crafted representations. In various use cases of object detection
it is, for example, reasonable to expect that an object can be detected
no matter its orientation in the image. Hand-crafted feature repre-
sentations [e. g., Takacs et al., 2010] facilitate this by using a rotation-
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Figure 5.1: Rotation invariance and equivariance. (b,c) Current learned im-
age priors (here [Schmidt et al., 2010]) are not rotation invariant
and assign different energies E depending on the image orien-
tation. We address this issue by learning image models with
built-in invariance to certain linear transformations, such as rota-
tions. Furthermore, our approach induces transformation-aware
features that allow to derive equivariant feature representations
(a,d), i. e. it is possible to predict how a transformation of the in-
put transforms the feature activations: The feature response (a)
for 8 orientations of a learned feature for the image patch marked
in red already tells us the transformed feature response (d) when
the input is rotated (c).
equivariant1 feature representation (see Fig. 5.1(a,d) for an illustra-
tion). Feature learning techniques for recognition, on the other hand,
have mainly focused on addressing translation in-/equivariance by
using convolutional learning architectures [Norouzi et al., 2009; Lee
et al., 2009], or on local rotation invariance [Kavukcuoglu et al., 2009].
Similarly, it is desirable that an image restoration algorithm is equi-
variant to certain input transformations: If the input image was shifted
or rotated, one would expect that the restored image is shifted or ro-
tated the same way, but otherwise unchanged. Yet while traditional
regularizers, such as total variation, are rotation invariant leading to
equivariant denoising, image models based on learned features are
typically not (see Fig. 5.1(b,c)).
Here we aim to address invariance and equivariance to linear image
transformations beyond translation. Although not limited to this setting,
we particularly focus on rotations, since for many applications this is
the most important transformation in-/equivariance beyond transla-
tion. We first propose a general framework for incorporating transfor-
mation invariances into product models for feature learning. We then
demonstrate its application by extending Field of Experts (FoE) image
priors [Roth and Black, 2009; Schmidt et al., 2010] to R-FoEs, which
are invariant to 90◦ rotations (or multiples thereof) in addition to be-
ing translation invariant. Moreover, we show how the methodology
can be used to extend convolutional Restricted Boltzmann Machines
1 Formally, a function f is equivariant to a class of transformations T , if for all trans-
formations T ∈ T of the input x, we can predict a corresponding transformation T′
of its output, i. e. f (Tx) = T′ f (x). Moreover, f is invariant to transformations T if
f (Tx) = f (x) for all T ∈ T .
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(C-RBMs) [Norouzi et al., 2009; Lee et al., 2009] to RC-RBMs, which
are translation and rotation invariant.
While invariances can be learned directly from training data, this
may require inordinate amounts of data. But even if the training
data was sufficient to learn invariances without any model provisions,
then some of the learned features would be transformed versions
of others to account for this invariance [Welling et al., 2003]. One
important shortcoming of this approach is that it is unclear how the
different features are related in terms of the image transformations
between them. This makes it difficult to build in-/equivariant feature A descriptor is a
representation of an
image (region) as
typically used for
classification or
retrieval.
descriptors for invariant object recognition or detection from them. A
key property of our approach is that it allows to induce transformation-
aware features, i. e. we can predict how the feature activations change
as the input image is being transformed, which we further exploit to
define a rotation-equivariant feature descriptor, called EHOF, based on
features learned with an RC-RBM. We also extend EHOF to a fully
rotation-invariant descriptor, IHOF.
We demonstrate the benefits of our approach in two applications.
First, we show how learning a rotation-invariant image prior benefits
equivariant image restoration. Second, we apply the learned features
as well as the proposed rotation in-/equivariant descriptors in the
context of object recognition and detection. We test our approach
on two challenging data sets for rotation-invariant classification and
detection, and in each case outperform state-of-the-art methods from
the recent literature.
5.1 product models & linear transformations
Many probabilistic models of images and other dense scene represen-
tations, such as depth and motion, can be seen as product models in
which each factor models a specific property of the data that is ex-
tracted using a linear feature transform. If we denote the vectorized
image as x ∈ Rn and F = {F(i) ∈ Rmi×n|i = 1, . . .} as a set of linear
feature transformations, we can write an abstract product model as
p(x) =
1
Z
|F |
∏
i=1
ϕi
(
F(i)x; θi
)
. (5.1)
Here, the ϕi are the individual factors (potentials) that model the
result of each linear feature transform F(i) based on parameters θi,
and Z is a normalization constant making p(x) a proper density (from
now on omitted for brevity).
Markov random fields (MRFs) can be interpreted as one instance of
such a product model (cf. Section 2.2) by defining “cropping” matri-
ces: C(i) crops out a single pixel i from x such that C(i)x = xi, and
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C(k,l) crops out two neighboring pixels k and l such that C(k,l)x =
(xk, xl)T. Then
pMRF(x) ∝
n
∏
i=1
ϕi
(
C(i)x; θi
)
∏
(k,l)∈E
ϕkl
(
C(k,l)x; θkl
)
(5.2)
denotes a standard pairwise MRF, where ϕi are the unaries, and ϕkl
the pairwise terms for each edge (k, l) ∈ E .
If the feature transformation matrices F(i) are filters (row vectors),
i. e. F(i) = JTi ∈ R1×n, that project into a 1D subspace, then we also
notice that Eq. (5.1) is a Product of Experts (PoE) with linear feature
transforms [Hinton, 2002]:
pPoE(x) ∝
|F |
∏
i=1
ϕi
(
JTi x; θi
)
. (5.3)
We note that such PoEs with linear experts directly generalize princi-
pal component analysis (PCA) [cf. Jolliffe, 2002], independent component
analysis (ICA) [cf. Hyvärinen and Oja, 2000], as well as Restricted Boltz-
mann Machines (RBMs) [Hinton, 2002] (see also Section 5.3).
Despite the notational similarity, there are two key differences be-
tween the pairwise MRF in Eq. (5.2) and linear PoEs or RBMs as in
Eq. (5.3). Pairwise MRFs have fixed feature transformations, whereas
they are learned from data in case of linear PoEs and RBMs. More-
over, the primary goal of MRFs is usually modeling the prior distri-
bution p(x) itself, e. g., for regularization, but linear PoE models and
RBMs often use the probabilistic model only as a tool for learning the
features F(i) for use in other tasks such as recognition.
5.1.1 Integrating transformation invariance
To see how product models can be made transformation invariant, it
is useful to study the MRF model from Eq. (5.2) in more detail. MRFs
in vision are typically made translation invariant by ensuring that the
unary terms and the pairwise terms are the same everywhere in the
image (i. e. ϕi and θi do not depend on i, and ϕkl and θkl only depend
on the relative position of pixels k and l). In other words, transla-
tion invariance is achieved by taking a product of the same unary
and pairwise terms over all possible pixel locations. High-order MRFs
[Zhu and Mumford, 1997; Roth and Black, 2009] and convolutional
RBMs [Norouzi et al., 2009; Lee et al., 2009] do so analogously (cf.
Sections 5.2 and 5.3).
We here generalize this concept to arbitrary linear image transforma-
tions. Given a finite set of linear image transformations T = {T(j)|j =
1, . . .} of one or more types, we define a transformation-invariant
product model w.r.t. T as
pT (x) ∝
|T |
∏
j=1
|F |
∏
i=1
ϕi
(
F(i)T(j)x; θi
)
. (5.4)
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To achieve invariance, it is important that both the factor ϕi and its
parameters θi do not depend on T(j). However, due to the necessarily
finite representation of images and the finite transformation class T ,
such invariances in most cases only hold approximately.
While Eq. (5.4) may seem like an innocuous change over Eq. (5.1),
it has several important properties: (1) the framework generalizes
a known mechanism for translation invariance [Zhu and Mumford,
1997; Norouzi et al., 2009] to arbitrary finite sets of linear transfor-
mations T , including rotations; (2) unlike other attempts to achieve
simultaneous invariance to several transformations, e. g., translation
and rotation [Kivinen and Williams, 2011], we treat all transforma-
tions equally, and do not introduce additional latent variables [Frey
and Jojic, 1999]; (3) the formulation is a special case of the generic
product model in Eq. (5.1), in which the factors model the responses
to the compound linear transformation F(i)T(j), and the type and pa-
rameters of the factors are shared between all possible transforma-
tions in T ; (4) transformation invariance can be added to a wide
range of product models without substantial modifications to their
algorithmic backbone for learning and inference; (5) since the fac-
tors and their parameters are shared between all transformations, this
leads to parsimonious representations with comparatively few param-
eters that may also be easier to interpret; and finally, (6) this will later
allow us to construct equivariant descriptors with learned features,
which in turn facilitate rotation-invariant object detection.
5.2 learning rotation-invariant image priors
Many problems in low-level vision require prior knowledge. In image
restoration tasks, such as denoising, deblurring, or inpainting, image
priors are crucial for recovering a plausible image from noisy, blurred,
or incomplete inputs. While traditionally pairwise MRFs (Eq. 5.2) have
been the prevalent probabilistic prior model of images [Li, 2001], re-
cent years have seen an increased adoption of learned high-order
priors [Zhu and Mumford, 1997; Roth and Black, 2009]. They not
only benefit from modeling complex image structure in large patches
(cliques), but also from learning the model parameters from training
data.
It is important to note that several popular image priors can be seen
as special cases of our transformation-invariant learning framework.
To that end we define a set of “convolutional” transformations as
TC =
{
C · S(k,l)
∣∣k = 1, . . . , r, l = 1, . . . , c}, (5.5)
where the linear transformation S(k,l) translates the image such that
pixel (k, l) is at the origin, and C crops a fixed size image patch (e. g.,
3× 3 pixels) around the origin. Here, S(k,l) achieves translation in-
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Figure 5.2: Learned R-FoE model with 2 experts and 4 rotations. The fea-
tures and corresponding expert shapes are color-matched.
variance, while C ensures that the model complexity is independent
of the image size.
It is now quite straightforward to see that the FRAME model [Zhu
and Mumford, 1997] and the FoE [Roth and Black, 2009] are special
cases of Eq. (5.4) with T = TC. In FRAME, the feature transforma-
tions F(i) are hand-chosen filters and the factors ϕi are learned from
data. The FoE additionally learns the linear features F(i) = JTi from
data.
However, the FoE is not explicitly designed to incorporate any in-
variances beyond image translations. Since the features are uncon-
strained during learning, it is for example not guaranteed that hori-
zontal and vertical image structure is modeled equally, which can be
argued is a desirable property of an image prior: The quality of a
restored image should be the same, regardless of whether the image
was restored in portrait or landscape orientation. As Fig. 5.1 shows,
rotating an image by 90◦ may already substantially change the energy
of the image under the non-invariant prior.
We propose to additionally impose the desired invariance to rota-
tions into the model, and define the transformation set as
TRC =
{
R(ω) · C · S(k,l)
∣∣∣ω∈Ω,k=1,...,r, l=1,...,c}. (5.6)
Here R(ω) performs an image rotation of the cropped patch by angle
ω, and S(k,l) and C are defined as before. Using the transformation set
TRC – here with 90◦ rotation increments, i. e. Ω = {0◦, 90◦, 180◦, 270◦}
– we train a rotation-invariant FoE image prior (R-FoE)
pR-FoE(x) ∝ ∏
ω∈Ω
∏
(k,l)
|F |
∏
i=1
ϕi
(
JTi · R(ω) · C · S(k,l)x; θi
)
(5.7)
with |F | = 2 features (filters) Ji defined on 3× 3 patches. The factors
(experts) ϕi are modeled as Gaussian scale mixtures (as in Chapter 4),
and learning is done using contrastive divergence and Gibbs sam-
pling (cf. Chapter 2), exploiting the half-quadratic representation of
the R-FoE model. Fig. 5.2 shows the 2 learned features with their 4
implicitly induced rotations (as an effect of the R(ω)), and the corre-
sponding experts. Note that the 4 different rotations share the same
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expert (and parameters), which ensures that the learned model is
fully invariant to image rotations in 90◦ increments. While finer-
grained invariance with smaller angular increments is in principle
possible, this necessitates larger filters, which remains challenging
due to filters and experts being learned simultaneously.
5.3 learning rotation-aware image features
Besides transformation-invariant image models, our second main goal
is to learn transformation-aware image features that will later allow
us to derive transformation in-/equivariant feature descriptors for
object detection2. A widely used model for feature learning is the
Restricted Boltzmann Machine (RBM) [Hinton, 2002]. For a binary
image x and a set of binary hidden variables h ∈ {0, 1}K it is defined
as
pRBM(x, h) ∝ exp
(
cTx
) K
∏
i=1
exp
(
hi
(
wTi x + bi
))
. (5.8)
If the image x is real-valued, a Gaussian RBM is typically used instead
and defined as
pGRBM(x, h) ∝ exp(−‖x‖2/2) · pRBM(x, h), (5.9)
after the visible units (i. e., pixels) are scaled to unit variance in a pre-
processing step. Note that the Gaussian RBM admits HQ inference
(of the integral type) in the sense that pGRBM(x|h) = N (x; µh, I) is a
Gaussian distribution with identity covariance matrix and mean µh
determined by the hidden variables h. However, it does not corre-
spond to one of the HQ forms that we discussed in Chapter 3.
By marginalizing out the hidden variables h it is possible to rewrite
an RBM as a generic product model as in Eq. (5.1):
pRBM(x) =
∫
pRBM(x, h) dh ∝ exp
(
cTx
) |F |
∏
i=1
ϕi
(
F(i)x; bi
)
, (5.10)
where the feature transformations F(i) = wTi ∈ R1×n are single image
features (filters) written as a row vector, and
ϕi(y; bi) = 1+ exp(y + bi) (5.11)
is a logistic function with biases bi of the hidden variables. We keep
the biases c of the visible variables separate and do not make them
part of the feature transform.
Standard RBMs are not transformation invariant, but aim to learn
pertinent invariances out of the training data, which requires large
amounts of data. Moreover, the learned features are not transfor-
mation-aware, i. e. it is unclear if and how different features relate
2 While it is conceivable to also use the model from Section 5.2 for feature learning
itself, the feature size limitations make that currently not practical.
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(b) Natural images (whitened)
Figure 5.3: Translation- and rotation-aware 11× 11 image features. Each
row shows one of 4 features, each column one of 8 implicitly
induced feature rotations.
in terms of image transformations, which makes it difficult to build
in-/equivariant feature descriptors from them. Our goal here is to
learn transformation-aware features. The most straightforward in-
variance/awareness to integrate is w.r.t. image translations. For this
we apply our framework from Section 5.1.1 with T = TC (see Eq. 5.5)
to the RBM as given in Eq. (5.10) and obtain the known convolutional
RBM (C-RBM), which has recently been introduced by several au-
thors [Lee et al., 2009; Norouzi et al., 2009]. C-RBMs naturally extend
RBMs to arbitrarily-sized images.
Our contribution is now to generalize C-RBMs to be also invari-
ant to image rotations, which in turn allows to learn features that are
both translation- and rotation-aware. To that end we apply our frame-
work to the basic RBM, and use the transformation set T = TRC from
Eq. (5.6):
pRC-RBM(x) ∝ exp
(
cTx
)
∏
ω∈Ω
∏
(k,l)
|F |
∏
i=1
ϕi
(
wTi · R(ω) · C · S(k,l)x; bi
)
.
(5.12)
This RC-RBM can also be generalized to continuous-valued images
following Eq. (5.9), hence admits HQ inference. Note that the bias
terms bi are shared across all image locations and orientations. If the
biases c of the visible variables differ across the image, Eq. (5.12) will
not be invariant to global image rotations. This is not an issue if the
goal is to extract locally equivariant features. If global invariance is
desired, we can define c = c · 1.
Note that the R-FoE from Eq. (5.7) and the RC-RBM from Eq. (5.12)
are actually very similar. The major difference are the factors ϕi, that
in case of the R-FoE penalize large filter responses, whereas the RC-
RBM encourages large filter responses.
To train the RC-RBM model, we adapt the contrastive divergence-
based learning algorithm for C-RBMs of Norouzi et al. [2009]. No
tiling is used; each visible unit corresponds to one pixel. In the ex-
amples shown in Fig. 5.3, we learn 4 features of 11 × 11 pixels on
MNIST binary handwritten digit images [LeCun and Cortes] (a) and
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on whitened natural images (b). We use 8 equidistant rotation an- Whitening refers to
decorrelation of the
image pixels [cf.
Hyvärinen et al.,
2009, § 5].
gles Ω = {0◦, 45◦, 90◦, . . . , 315◦} for a more fine-grained rotation in-
variance. The matrices R(ω) rotate each image patch using bilinear
interpolation. To avoid interpolation artifacts in the corners, we only
define the feature inside a circular area (visible in Fig. 5.3(a)).
The RC-RBM has several advantages: It yields transformation-aware
features, which allow to predict how the feature activations change
when the input is shifted or rotated. It also encourages separate fea-
tures not to be translations and rotations of one another, since these
are already implicitly induced. In this way it leads to a parsimonious
and statistically efficient representation [cf. Bergstra et al., 2011]. Note
that feature extraction with RC-RBMs also does not lead to a higher
computational cost than with C-RBMs, since a comparable number
of effective features are used in practice.
other related work Kivinen and Williams [2011] generalize C-
RBMs toward rotation-equivariant feature learning, but treat transla-
tions and rotations differently – translations in a product framework
and rotations using a mixture model. In contrast, our approach is
generic and treats all transformations consistently, which for example
allows us to rely on existing learning and inference algorithms. More-
over, we apply our method to rotation-equivariant image restoration
and object detection. Concurrent to our publication of [Schmidt and
Roth, 2012] and related to our approach, Sohn and Lee [2012] pro-
posed a transformation-invariant RBM w.r.t. linear transformations.
However, they enforce that only one hidden unit is active among
the transformations of a particular feature. Welling et al. [2003] and
Kavukcuoglu et al. [2009] learn topographic representations, which
allow to assess when two features correspond to similar transforma-
tions (e. g., similar rotation angles). By combining feature learning
with pooling functions [Kavukcuoglu et al., 2009], one can obtain lo-
cally invariant features. It is not straightforward to extend this to
global transformation-equivariance, as is achieved here. With a focus
on theoretical understanding, Lenc and Vedaldi [2015] recently stud-
ied popular image representations w.r.t. equivariance, invariance, and
equivalence.
5.4 rotation in-/equivariant image descriptor
A simple approach for rotation-invariant object recognition or detec-
tion is to model the object class at a canonical orientation and then
search over all possible orientations of/in the given image. In prac-
tice this is generally not feasible, since at least a traditional feature
descriptor would have to be computed at every rotation that is being
searched over. At the other end of the spectrum are rotation-invariant
image features, which avoid costly computation at many orientations.
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Unfortunately, these features are usually less powerful at describing
the image content, since the class of features that can be considered is
restricted. A trivial example is simply using the image intensities or
color values. Another approach are annular histogram bins defined
by the area between two concentric circles, which allow for rotation-
invariant spatial pooling of image features, a strategy for example
used by RIFT [Lazebnik et al., 2004], but known to limit expressive-
ness [Takacs et al., 2010].
equivariant features A tradeoff between the two extremes is
offered by rotation-equivariant image features, where a rotation of
the input image results in a predictable transformation of the fea-
ture activation, which can usually be carried out with little compu-
tational effort (e. g., circular shift operations, see Fig. 5.1). Hence, a
rotation-invariant comparison between two image descriptors can be
performed quite efficiently (e. g., used by RIFF-Polar [Takacs et al.,
2010]).
Standard image gradient features, as used by many image descrip-
tors [e. g., Lowe, 2004; Dalal and Triggs, 2005], have this desirable
rotation-equivariance property, which is often exploited. One can, for
example, describe the orientations of gradients relative to the domi-
nant orientation at the center of the image patch, thus making the de-
scriptor rotation invariant (e. g., used by RIFT [Lazebnik et al., 2004]).
However, this relies on the assumption that there is a dominant gra-
dient orientation at the patch center, which is true for interest points,
but not necessarily for dense feature computation, which is common
in sliding-window object detection.
Conventional learned features are difficult to use in this way, since
it is not known if and which learned features are rotations of each
other, and thus difficult to predict the feature activations given a par-
ticular rotation of the image. We now describe a powerful rotation-Note that additional
details are available
in Appendix A.1.4.
equivariant descriptor that leverages our rotation-aware RC-RBM fea-
tures.
equivariant descriptor (ehof) After extracting features us-
ing the RC-RBM from Section 5.3 densely at all locations and ori-
entations (45◦ increments), we perform non-maximum suppression
(NMS) over all orientations for each feature and location. This is
akin to standard oriented gradient computation (e. g., in HOG [Dalal
and Triggs, 2005]) and significantly increases performance. We then
spatially pool (histogram) the NMS results on a polar grid covering
the whole image or bounding box, with the intention of converting
image rotations to spatial translations of the descriptor. Similar to
Takacs et al. [2010], we use equidistant cell centers (in angle and ra-
dius) in polar coordinates (Fig. 5.4, top left); please note that we allow
for an arbitrary number of rings R, cells C, and feature orientations O.
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Figure 5.4: Simplified descriptor example. The spatial polar grid (red, left)
is divided into R = 2 rings with C = 4 cells each, besides the
central cell, which is treated differently (see text); local image
features are computed at O = 12 orientations (blue, right). After
feature extraction and spatial pooling, the histogram values from
all rings can be arranged in a single table (bottom, only one ring
shown). The rotation of the image and thus the polar grid (here
90◦) results in a cyclical 2D translation of the values in the table,
as indicated by the colors and regions denoted A–D.
The orientation histogram bins in each cell correspond to the rotation
angles of the image features; it is important to arrange the histogram
bins in order and with equidistant rotation angles apart (Fig. 5.4, top
right).
We then unroll the 3-dimensional histogram H3 ∈ RR×C×O (2 spa-
tial and 1 feature orientation dimension) into the 2-dimensional his-
togram H2 ∈ RR·C×O: All spatial cells are assigned a unique ordering
by arranging cells from different rings but with neighboring radii to-
gether in the rows of the feature matrix H2 (i. e., first cell 1 from all
rings, then all 2nd cells, etc.). The columns of H2 correspond to the
histogram orientation bins.
This descriptor layout now has the desired property that a rotation
of the image corresponds to a 2-dimensional cyclical translation of
the matrix contents (Fig. 5.4, bottom). If the image is rotated by a
multiple of the angular distance between neighboring cell centers in
the polar grid, this property holds exactly, and approximately in case
of all other rotations. To reduce aliasing artifacts in case of rotations
that are not aligned with the polar grid, we use bilinear interpolation
in polar coordinates for the spatial pooling. Also, the number of cells
per ring should be a multiple of the number of histogram orientation
bins (or the other way around), otherwise the translations of rows and
columns do not match. An important property of this construction is
that a rotation of the input image – and thus translation of the matrix
H2 – does not destroy the relative distribution of spatial locations
and different orientations. Note that the central cell is a special case,
since it does not change its spatial location when the input is rotated;
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only its histogram orientation bins undergo a 1-dimensional cyclical
translation.
We term this descriptor an equivariant histogram of oriented features
(EHOF) to emphasize that it can be built from any locally rotation-
equivariant feature, including image gradients and steerable filters
[Freeman and Adelson, 1991], to yield a globally rotation-equivariant
representation.3
invariant descriptor (ihof) To perform rotation-invariant rec-
ognition or detection with this rotation-equivariant descriptor, we
could compare two descriptors by defining a custom distance metric
as the minimum over all cyclical, 2-dimensional translations between
two descriptors (where one of the two is held fixed) that are consistent
with an image rotation. A similar strategy is pursued by Takacs et al.
[2010], but since rotation-invariant features are used there, the search
reduces to 1-dimensional cyclical shifts of their descriptor vector. An
obvious disadvantage is the computational cost for this search (for
EHOF over several cyclical, 2-dimensional shifts of the feature ma-
trix). Another issue of embedding rotation invariance in the distance
computation is that classification algorithms need to be adapted to
this case. A preferable solution is thus to make the descriptor it-
self invariant. To that end, we compute the 2-dimensional discrete
Fourier transform (DFT) of the descriptor matrix and only retain its
magnitude, which is well-known to be invariant to cyclical shifts; the
same can be done in 1D for the central cell. We term the resulting
descriptor an invariant histogram of oriented features (IHOF). Exploiting
the translation invariance of the DFT magnitude has the desired ad-
vantage of reducing the computational effort, since it only has to be
computed once. Moreover, the IHOF descriptor can be directly used
in existing classification frameworks.3
While the IHOF descriptor is invariant to rotated inputs, we note
that it also remains unchanged for other input transformations, which
are presumably unlikely for real images as our experimental findings
indicate (Section 5.5).
other related work Using the magnitude of the 1-dimensional
DFT to build rotation-invariant descriptors is used by Ahonen et al.
[2009] for local binary pattern histograms with applications to classi-
fication and recognition. Employing a log-polar transform to convert
rotation and scale changes of an image patch to 2D descriptor trans-
lations is commonplace in image registration [cf. Zokai and Wolberg,
2005]; this includes using the 2D-DFT to retain invariance to rotation
and scale variations. Kokkinos and Yuille [2008] use the 2D-DFT of the
log-polar transform to obtain rotation and scale-invariant image de-
scriptors. One difference of such previous approaches to ours is that
3 MATLAB code is available on the author’s webpage.
122
(a) Noisy, 18.67dB
(σ=30)
(b) FoE, 25.81dB (c) FoE, 26.18dB
(90◦ rot.)
(d)
〈
∆(b,c)2
〉
=11.63
(e) R-FoE, 26.19dB (f) R-FoE, 26.19dB
(90◦ rot.)
(g)
〈
∆(e,f)2
〉
=1.24
Figure 5.5: Denoising example (cropped). (b,e) show the results of denois-
ing (a). The results in (c,f) are obtained by rotating (a) by 90◦,
denoising the rotated version, and rotating the result back. The
results of the non-invariant FoE [Schmidt et al., 2010] in (b,c) are
sensitive to orientation, both visibly and quantitatively (PSNR
difference 0.37dB). The difference between the orientations is
shown in (d). The proposed rotation-invariant R-FoE (e,f) does
not suffer from these problems; any difference in (g) is due to
sampling-based approximate inference. Best viewed on screen.
they work around sparse (interest) points in the image, where the log-
polar region only describes the local structure. In contrast, we obtain
a globally rotation-invariant image descriptor with fine-grained spa-
tial binning. We use the 2D-DFT to achieve simultaneous invariance to
changes of the spatial and feature dimensions, caused by an in-plane
rotation of the whole image. Based on a 2D Fourier representation of
the gradient histogram, Liu et al. [2014] more recently extend the pop-
ular HOG descriptor [Dalal and Triggs, 2005] to be rotation-invariant;
using spherical harmonics, they further extend this to 3D invariance.
5.5 experiments
We show the benefits of our framework for (1) learning rotation- See Appendix A.1.5
for additional
experimental details.
invariant image priors, and (2) for learning equivariant features for
recognition and detection, both with and without explicit rotation
invariance.
invariant image denoising In order to demonstrate the ad-
vantage of building explicit invariance to (multiples of) 90◦ image ro-
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tations into learned image priors, we denoise 10 images (from Schmidt
et al. [2010]) both in their original orientation, as well as after rotating
them by 90◦. We compare the FoE implementation of Schmidt et al.
[2010] (8 unconstrained features with 3× 3 pixels), which does not
explicitly enforce rotation invariance, to the R-FoE model proposed
in Section 5.2 (8 effective features obtained from 2 learned filters with
3× 3 pixels in 4 rotations); denoising is performed using sampling-
based MMSE estimation in both cases (cf. Section 4.3).
We find that the average performance (PSNR) of an FoE without
built-in rotation invariance deteriorates on the rotated images from
32.88dB to 32.77dB (σ=10) and from 28.91dB to 28.75dB (σ=20). In
contrast, our rotation-invariant R-FoE achieves exactly the same de-
noising results of 32.80dB (σ=10) and 28.89dB (σ=20) on original and
rotated images, as expected. Furthermore, both models achieve com-
parable results on non-rotated images, despite the R-FoE having only
2
8 as many parameters. Fig. 5.5 visualizes the difference between both
models.
handwritten digit recognition To establish a performance
baseline for the rotation-aware features learned using the proposed
RC-RBM, as well as for the rotation in-/equivariant descriptors, we
compare against other feature learning approaches, and also use ori-
ented image derivatives (“gradients”) with our descriptors. We al-
ways use our descriptor with 1 ring and 8 cells (plus central cell) and
extract features at 8 orientation angles. The corresponding EHOF
descriptors for each of the 4 learned features (Fig. 5.3(a)) have 72 di-
mensions, which we concatenate to represent each digit. We train
the RC-RBM on the MNIST handwritten digit dataset [LeCun and
Cortes], which contains 60000 binary training and 10000 test images,
and use an rbf-SVM (Support Vector Machine [Cortes and Vapnik,
1995] with a radial basis function kernel [cf. Vert et al., 2004]) for clas-
sification. Tab. 5.1 gives the recognition results for our method and
various competing approaches from the literature. Despite having a
parsimonious representation and only using a single model “layer”,
our approach (EHOF) is competitive with multilayer feature learning
approaches, including deep belief networks; somewhat surprisingly,
this even holds for simple image derivatives as the sole image feature
(akin to HOG [Dalal and Triggs, 2005]). Combining learned features
with gradients results in an additional improvement, showing that
different properties of the data are captured by each of them. For ref-
erence, we also report results with IHOF for MNIST and observe re-
duced performance, as expected, since MNIST digits do not appear at
arbitrary orientations. Otherwise, we see similar behavior, although
the RC-RBM features give much better results in this scenario as com-
pared to gradients.
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Model / Features MNIST MNIST-rot
Multilayer C-RBM, SVM [Lee et al., 2009] 0.82% —
Multilayer C-RBM, rbf-SVM [Norouzi et al., 2009] 0.67% —
Deep belief network [Hinton and Salakhutdinov, 2006] 1.20% —
Deep belief network (best from [Larochelle et al., 2007]) — 10.30%
SDAIC [Larochelle et al., 2009] — 8.07%
Sparse TIRBM [Sohn and Lee, 2012] — 4.20%
EHOF (Gradients) 0.97% 5.20%
EHOF (RC-RBM) 0.85% 6.36%
EHOF (RC-RBM + Gradients) 0.62% 4.75%
IHOF (Gradients) 5.82% 8.13%
IHOF (RC-RBM) 2.66% 5.47%
IHOF (RC-RBM + Gradients) 2.26% 3.98%
Table 5.1: Test error on MNIST [LeCun and Cortes] and MNIST-rot
[Larochelle et al., 2007].
In order to show the benefits of making the rotation-equivariant
EHOF descriptor rotation-invariant by using its DFT magnitude, we
evaluate the performance on the MNIST-rot dataset [Larochelle et al.,
2007], containing 12000 images for training and validation, and 50000
test images, in which digits appear at all orientations. Tab. 5.1 gives
the results (following the protocol of Larochelle et al. [2007]) and com-
pares to state-of-the-art techniques from the literature. Even with the
EHOF descriptor, we achieve superior results than most competing
approaches since the rbf-SVM is able to learn necessary invariances
from the data. Gradients yield better results than RC-RBM features
with EHOF, although the situation is reversed when comparing IHOF
performance. Either way, in both cases we gain a substantial improve-
ment when combining image gradients with our learned features. It
is important to note that the learned features (alone and combined
with gradients) always yield superior results with IHOF. Combining
the IHOF descriptors computed from RC-RBM features and image
derivatives results in a competitive test error of 3.98%, which is about
50% lower than the previous best result [Larochelle et al., 2009] that
we were aware of when [Schmidt and Roth, 2012] was published, and
comparable to the related approach of Sohn and Lee [2012], which
was proposed concurrently to ours.
aerial car detection Most feature learning approaches from
the literature, [Norouzi et al., 2009] being a notable exception, only
report results for object classification. In contrast, we demonstrate
the use of our RC-RBM features and the IHOF image descriptor
for rotation-invariant object detection, specifically for finding cars in
satellite imagery. We use the dataset introduced by Heitz and Koller
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[2008], which consists of 30 images, containing a total of 1319 cars
that occur at arbitrary orientations and are only annotated with axis-
aligned bounding boxes. We perform 5-fold cross validation and re-
port average results across all folds.
Based on a simple and efficient linear SVM classifier, we train a
sliding-window detector [Dalal and Triggs, 2005] with fixed window
size of 40× 40 pixels. We use an RC-RBM trained on natural images
to extract 4 translation- and rotation-aware features (Fig. 5.3(b)), each
pooled in the EHOF descriptor on a polar grid with 3 rings and 16
cells per ring (plus central cell), and a histogram over 8 feature ori-
entations for each cell. The combined EHOF descriptors have 1568
dimensions in this case. The rotation-invariant IHOF descriptor is
obtained using the 2D-DFT magnitude.
As Fig. 5.6 shows, our IHOF descriptor substantially increases the
detection performance over a standard HOG descriptor (also with a
linear SVM) from 54.5% average precision (AP) to 72.7%. For refer-
ence, we also report the results of using the EHOF descriptor, which
underline the benefits of using the rotation-invariant IHOF descrip-
tor for this task. Since the learned RC-RBM features are not as local-
ized as the gradient features used in the successful HOG descriptor,
we also evaluated the use of simple gradient features in the rotation-
invariant IHOF descriptor. This leads to an improved performance of
74.7% AP, which is close to the recent approach of Vedaldi et al. [2011].
Their approach is much more complex and uses structured output
SVM regressors and non-linear kernels to achieve 75.7% AP. Note
that we also clearly outperform the context-based approach of Heitz
and Koller [2008]. More importantly, the RC-RBM features again con-
tain information that is complementary to gradient features. Combin-
ing both boosts the performance to 77.6%, which is a clear improve-
ment over the best performance reported in the literature (75.7% AP
[Vedaldi et al., 2011]) at the time when [Schmidt and Roth, 2012] was
published. Since then, Liu et al. [2014] obtained improved results of
82.6% (84.2%) AP with a linear SVM (Random Forest [Breiman, 2001])
classifier and their rotation-invariant Fourier HOG features.
Still, we expect to obtain better results with more advanced variants
of RBMs [e. g., Courville et al., 2011], or through stacking to obtain
deep models. Furthermore, adapting descriptors to features plays an
important role for recognition/detection performance, which so far
has mostly been explored for gradient features. Hence, an interesting
avenue for further research is descriptor learning [e. g., Brown et al.,
2011].
5.6 summary
We proposed a framework for transformation-invariant feature learn-
ing using product models, demonstrated how popular translation-
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invariant models are special cases, and studied its application to in-
ducing rotation invariance. We extended a learned image prior to
be (90◦) rotation-invariant, and showed its advantages over a conven-
tional prior. We also applied our framework to make convolutional
RBMs rotation-invariant, and used this RC-RBM for translation- and
rotation-aware feature learning. In both cases, we exploited half-qua-
dratic representations of the respective product models to make learn-
ing and inference practical.
Finally, we employed the learned features, or other oriented fea-
tures, to build a globally rotation-equivariant image descriptor (EHOF),
which can be made rotation-invariant (IHOF) using the 2D-DFT mag-
nitude. We demonstrated state-of-the-art results on two challenging
datasets for rotation-invariant recognition and detection.
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Figure 5.6: Aerial car detection. (a) Example of detections with the IHOF
descriptor encoding RC-RBM+Gradients features, where green
boxes indicate correct detections and red boxes incorrect ones.
(b,c) Common performance measures (FPPI stands for false posi-
tives per image).
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Image restoration is an important and long-studied field, manifest-ing itself in numerous applications, such as image denoising, de-
blurring, or super-resolution. Recall that image restoration can be
seen as an inverse problem, where an image corruption process – mod-
eled by a data (or likelihood) term – is to be inverted. Such an inver-
sion is typically mathematically ill-posed, which necessitates the use
of regularization (or prior knowledge).
Prior knowledge can be imposed in a variety of ways. Discrimi-
native approaches have received increasing attention in recent years,
particularly for image denoising [Tappen et al., 2007; Barbu, 2009;
Jancsary et al., 2012a; Burger et al., 2012], where they often yield
state-of-the-art restoration performance combined with low compu-
tational effort. In other image restoration applications, such as non-
blind image deblurring [Levin et al., 2007; Krishnan and Fergus, 2009;
Schmidt et al., 2011] on the other hand, generative approaches have
been standard. We argue that the lack of discriminative methods for
these applications stems from their more challenging data term with
additional instance-specific parameters, which are necessary to cap-
ture the image corruption process properly. In non-blind deblurring1,
1 A more precise term would be deconvolution instead of deblurring when a stationary
blur assumption is made. We use the more general terminology as our discussion is
not limited to deconvolution.
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for example, not only the noise level, but also the blur kernel has to
be given to the algorithm, which is often only known at test time and
may vary from (image) instance to instance (cf. Chapter 4). For de-
blurring the instance-specific parameters thus correspond to the blur
kernel. In a discriminative approach it is, however, quite difficult to
cope with such instance-specific parameters.
In this chapter we introduce a discriminative image restoration ap-
proach for applications that can be expressed via arbitrary quadratic
data terms (Gaussian likelihoods). The first major challenge we ad-
dress is that the number of possible inputs to such a model increases
exponentially with the number of (input) parameters. Because of that,
training a conditional model for every possible instance-specific pa-
rameter, e. g. for every possible blur kernel [Schuler et al., 2013], is
very costly or even infeasible. We thus argue that it is important to
be able to train a single model that outputs a restored image given
an arbitrary input image and instance parameter, such as the blur ker-
nel. We address the challenge of capturing the input distribution vari-
ability by using a semi-parametric approach: We specify part of the
model explicitly by means of instance-specific parameters and cap-
ture the remaining variability using non-parametric regression trees.
As a consequence, we assume access to these instance-specific pa-
rameters during training and testing, for example by means of an
estimate. More specifically, our approach is based on regression tree
fields (RTFs) [Jancsary et al., 2012b], a Gaussian conditional random
field (CRF) in which the parameters of the Gaussian field are deter-
mined through regression trees. However, we could alternatively
make use of other Gaussian CRFs [e. g., Tappen et al., 2007].
When considering image deblurring in contrast to image denoising,
a second major challenge arises: The great variability of the image cor-
ruption due to blur that is only known at test time makes it also rather
difficult to derive suitable features from the input image, which are
then used as inputs for the regression trees. To address this we take
inspiration from common half-quadratic approaches to image restora-
tion (Chapter 3). In particular, we observe that while half-quadratic
MAP estimation makes its final prediction also based on a Gaussian
random field, the parameters of this random field are iteratively re-
fined during the inference procedure. This is in contrast to typical
Gaussian CRF approaches, where the parameters are estimated in a
one-shot fashion. Motivated by that, we introduce a model cascade
based on regression tree fields. The first stage predicts a relatively
crude estimate that removes dominant image blur, which is however
very useful to define better input features for later stages. In this way
the deblurred image is incrementally refined in each stage. We apply
our discriminative prediction cascade also to the problem of image
denoising, where we find that the cascade architecture benefits image
quality as well, albeit somewhat less than for deblurring.
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Our model cascade is trained discriminatively by minimizing an
application-specific loss function (here, PSNR) on a training set (cf.
Section 2.4). To make this feasible, we synthesize training data ac-
cording to the given application-specific data term. One challenge in
case of deblurring is that sufficient training data must be available
for discriminative training, but realistic image blurs are quite scarce
[Levin et al., 2009; Köhler et al., 2012]. To overcome this limitation,
we use synthetically generated blur kernels based on a simple motion
model, which we show to generalize well to kernels encountered in
practice.
contributions We make the following contributions: (1) We
analyze commonly used half-quadratic regularization [Geman and
Yang, 1995; Geman and Reynolds, 1992] with sparse image priors,
and draw connections to discriminative prediction with a CRF; (2) we
introduce a discriminative prediction cascade for image restoration
based on regression tree fields, which naturally arises as a generaliza-
tion of half-quadratic inference; (3) we employ a semi-parametric ap-
proach at each prediction stage, which allows a single trained model
to cope with parameters that vary from instance to instance, such as
the blur kernel in image deblurring; (4) we train our model with data
that was obtained by using realistic, but synthetically generated blur
kernels and experimentally demonstrate that the trained model gener-
alizes to unseen real blur kernels; (5) we demonstrate state-of-the-art
performance on a synthetically blurred test set [Schmidt et al., 2011]
and on two realistic data sets for camera shake [Köhler et al., 2012;
Levin et al., 2011]. While previous non-blind deblurring approaches
have for the most part either been very fast but with inferior per-
formance, or slow but with high-quality results [e. g., Schmidt et al.,
2011], our approach delivers state-of-the-art deblurring performance
with an efficient inference method that allows deblurring images of
moderate resolution in a reasonable amount of time; (6) we demon-
strate state-of-the-art performance for a (grayscale) image denoising
benchmark. We also train our model for color denoising and show
its superiority over applying our grayscale denoising model indepen-
dently to each color channel.
non-blind deblurring To this date, most approaches rely on
the classical Lucy-Richardson algorithm as non-blind deblurring com-
ponent [e. g., Fergus et al., 2006], or use manually-defined MRF image
priors [Levin et al., 2007; Krishnan and Fergus, 2009; Xu and Jia, 2010].
Generatively-trained MRF priors applied to non-deblurring [Schmidt
et al., 2011] have found limited adoption due to computational chal-
lenges from inference. In this chapter we assume stationary image
blur, i. e. the observed image is the result of convolving the unknown
original image with a blur kernel (+ noise), but our approach is not
limited to this setup and can be extended to non-uniform image blurs.
131
6.1 generalizing half-quadratic regularization
To motivate our discriminative approach and understand its connec-
tions to the existing literature, it is beneficial to recall half-quadrat-
ic (HQ) inference (Chapter 3) and its relation to recent image restora-
tion approaches. In image deblurring, denoising and other restora-
tion applications, sparse image priors are frequently used for reg-
ularization [e. g., Levin et al., 2007; Roth and Black, 2009; Krishnan
and Fergus, 2009]. Typically, they can be seen as specific instances of
the Field of Experts (FoE) prior (Section 2.2.2) and model an image x
through the response of linear filters fj (e. g., horizontal and vertical
image derivatives), which induce overlapping cliques c ∈ Cj in the
corresponding MRF prior (cf. Eq. (3.2)):
p(x) ∝∏
j
∏
c∈Cj
exp
(−ρj(fTj x(c))). (6.1)
A sparse (non-Gaussian) potential function e−ρj models the filter re-
sponse of fj to the clique pixels x(c).
As before, we make the typical assumption that the image corrup-
tion process is modeled by specifying a Gaussian likelihood p(y|x) =
N (y; Kx, σ2I) for the observed, corrupted image y. In the case of non-
blind deconvolution, we have Kx ≡ k⊗ x, where K is the blur matrix
that corresponds to convolving the image with a blur kernel k. The
image noise is assumed to be additive white Gaussian noise with vari-
ance σ2. The problem of image denoising arises as a special case with
K = I being the identity matrix. If multiplication with K reduces the
spatial resolution of the image, the likelihood models the problem
of super-resolution. Using Bayes’ theorem, one obtains the posterior
distribution over the restored image as p(x|y) ∝ p(y|x) · p(x).
We discussed at length in Chapter 3 that HQ inference aims to make
posterior inference easier by first augmenting the image prior with
auxiliary/latent variables zjc, such that the prior is retained via an
operation
⊕ ∈ {max, sup,∑, ∫ } that eliminates the additional vari-
ables:
p(x) ∝∏
j
∏
c∈Cj
⊕
zjc
exp
(−φj(fTj x(c), zjc)). (6.2)
Since
⊕
is distributive w.r.t. the product operation, the augmented
image prior is obtained as
p(x, z) ∝∏
j
∏
c∈Cj
exp
(−φj(fTj x(c), zjc)) (6.3)
with p(x) ∝
⊕
z p(x, z). Recall that for a fixed setting of z the distri-
bution p(x|z) = N (x; µx|z,Σx|z) is jointly Gaussian and further yields
a Gaussian posterior when combined with a Gaussian likelihood:
p(x|y, z) ∝ N (y; Kx, σ2I) · N (x; µx|z,Σx|z)
∝ N (x; µx|y,z,Σx|y,z).
(6.4)
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MAP estimation (Algs. 3.1 and 3.3) can now be carried out on the
augmented posterior p(x, z|y) by alternating between maximizing
p(x|y, z) and using p(z|x, y) to update the auxiliary variables; the
type of update depends on the choice of the operation
⊕
. Maxi-
mizing p(x|y, z) w.r.t. x amounts to computing µx|y,z, which requires
solving a sparse system of linear equations based on the precision
matrix Σ−1x|y,z (cf. Section 3.5). Updating z based on p(z|y, x) is easy,
because it can be done for each scalar variable zjc individually (e. g.,
with a table lookup), since all zjc are independent:
p(z|x, y) ∝∏
j
∏
c∈Cj
p(zjc|x, y) (6.5)
p(zjc|x, y) ∝ exp
(−φj(fTj x(c), zjc)). (6.6)
By using the fact that a wide variety of robust (sparse) potentials
ρj can be expressed (or approximated) as the envelope of auxiliary
functions (Section 3.3.1), one can re-formulate the majority of sparse
image priors in this way. Levin et al. [2007] and Krishnan and Fergus
[2009] have employed this principle for efficient image deblurring.
In Chapter 4, we have used MRF image priors based on GSMs [Wain-
wright and Simoncelli, 2000], which give rise to a half-quadratic rep-
resentation of the integral type (Section 3.3.2) with
⊕
= ∑ (or
⊕
=
∫
for infinite GSMs). This has been used by Schmidt et al. [2010] for
image denoising and deblurring [Schmidt et al., 2011] with sampling-
based inference, which alternates between sampling from p(x|y, z)
and p(z|x, y). Babacan et al. [2012] have exploited half-quadratic rep-
resentations in the context of blind deconvolution.
6.1.1 Discriminative alternative
To see how classical half-quadratic regularization can be connected to
a discriminative approach, it is instructive to consider what happens
during the last inference iteration of MAP estimation. Once the final
set of latent variables z∗ has been determined from Eq. (6.6), the out-
put image x∗ is inferred by maximizing p(x|y, z∗) from Eq. (6.4). This
distribution is nothing but an anisotropic (or inhomogeneous) Gaus-
sian random field, whose mean and covariance depend on y and z∗
(and also K and σ).
Therefore µx|y,z∗ and Σx|y,z∗ are the mean and covariance parame-
ters of a multivariate normal distribution defined on the whole image,
chosen through z∗ so as to hopefully lead to good restoration results.
The value of z∗ depends on the specific choice of potential functions
via ρj and their half-quadratic representations φj (Eq. 6.6).
It is now natural to ask whether we can instead directly regress
the Gaussian random field parameters from the input image. More
specifically, we can regress a precision matrix Θ(y) and a vector θ(y),
leading to µ def= [Θ(y)]−1θ(y) and Σ def= [Θ(y)]−1. Then the mean µ
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and the covariance Σ are learned functions of the observed image y.
There are three potential advantages: First, we avoid the expensive
iterative computation of the half-quadratic optimization. Second, we
can regress the parameters discriminatively in order to optimize a
given performance measure, such as PSNR. Third, we are no longer
constrained to the form of Eq. (6.6) so that we can now use an ex-
pressive regression model on the input image. That is, we are not
restricting2 the resulting model compared to Eq. (6.4); in fact, we can
potentially learn a more expressive model.
We arrived at this model from a novel analysis of the half-quadratic
approximation, but predicting the means and covariances of a Gaus-
sian model has been done before: Gaussian conditional random fields,
first proposed by Tappen et al. [2007], have led to competitive results
in image denoising. We build on the more recent regression tree fields
(RTFs) by Jancsary et al. [2012a,b].
going beyond denoising While such Gaussian CRFs have been
successful for image denoising, we argue that applying them to other
image restoration applications, such as non-blind image deblurring,
is more challenging, since it is difficult to directly regress suitable
model parameters. To illustrate this difficulty, let us assume that fj
are first-order derivative filters. Then, in the generative approach one
can think of zjc as modulating pairwise potentials: reducing smooth-
ness constraints in case of large image derivatives of the output image
x, and imposing smoothness otherwise. In other words, in the gener-
ative approach z determines the local model of the restored image x.
Both x and z are iteratively refined via half-quadratic inference. In a
discriminative model we have access only to the corrupted image y
in order to determine suitable local models.
But in the case of deblurring, the image content in y is shifted and
combined with other parts of the image, depending on an instance-
specific blur kernel. This makes the choice of local models difficult.
We believe this is one of the reasons why discriminative non-blind
deblurring approaches had not been attempted before.
The situation is much easier for image denoising, since it is typ-
ically assumed that noise is additive and pixel-independent; hence,
one can regress model parameters quite well by averaging values in
a neighborhood around a pixel, or more generally by applying a set
of filters whose responses provide discriminative features to regress
model parameters [cf. Tappen et al., 2007; Jancsary et al., 2012a].
2 Note that any multivariate Gaussian distribution can always be expressed as a prod-
uct of unary and pairwise terms [cf. Wainwright and Jordan, 2008], because its ex-
ponent is the sum of a linear and quadratic form (i. e., homogeneous polynomials
of degrees 1 and 2, respectively). Hence, the final MAP estimate in half-quadratic
regularization comes from a pairwise MRF even if the corresponding sparse image prior
models high-order interactions. This does not mean, however, that high-order depen-
dencies are ignored. They are only hidden in the estimate z∗.
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Figure 6.1: Standard half-quadratic vs. discriminative cascade. In a stan-
dard half-quadratic approach (top), each zjc can only be updated
via Eq. (6.6) based on the filter response fTj x(c) of the pixels in
the local clique (small white circles, only one filtered image x⊗ fj
shown). In the proposed discriminative cascade (bottom), one can
use arbitrary features of the image over larger areas (large white
circles) to find model parameters Θ(i) and θ(i) via regression. At
each stage, the functions Θ(i) and θ(i) depend on y through fea-
tures, such as filter bank responses, image intensities, as well as
x(i) from previous iterations (not shown).
6.1.2 Discriminative model cascade
To build a discriminative model for deblurring, we draw inspiration
from the iterative refinement of z in half-quadratic inference. We start
with an educated guess of the Gaussian model parameters, regressed
from the input image, to obtain a restored image x(1), which is less
corrupted than the original input image. We can then use this as an in-
termediate result to help regress refined Gaussian model parameters,
in order to obtain a better restored image x(2), etc., effectively obtain-
ing a cascade of refined models. Note that this is a general approach
that is not only applicable to image deblurring; other restoration tasks
may also benefit from such a model cascade and repeated refinement
of the auxiliary variables. As mentioned above, for the special case of
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image denoising, we can already obtain good parameters at the first
model stage and thus obtain a high-quality initial result x(1) whose
restoration quality cannot be improved further as much as for more
difficult problems, such as deblurring (cf. Section 6.3).
A key advantage of a discriminative approach for predicting model
parameters Θ(i), θ(i) at the ith stage is its flexibility. As discussed
above, a standard generative half-quadratic approach updates each
zjc only based on the local clique of the current estimate of the re-
stored image (cf. Eq. 6.6). In a discriminative approach, we can regress
the parameters based on arbitrary local and global properties of the
input image as well as the current estimate of the restored image
(see Fig. 6.1 for an illustration). Furthermore, we can use a special-
ized model (i. e., regression function) for each stage, whereas an im-
age prior in a generative approach does not change during inference.
Consequently, we can expect to obtain better estimates in fewer itera-
tions.
other related work This iterative procedure can also be linked
with earlier ideas about iterative refinement. The idea of auto-context
[Tu, 2008] is to use the same probabilistic model multiple times in se-
quence, where each model receives as input the observed image and
the output of the previous model in the sequence. Munoz et al. train
a sequence of (relatively simple) predictors for structured prediction
problems, which they call inference machines [e. g., Ross et al., 2011].
Loss-specific training of a cascade of discriminative predictors is also
related to truncated bi-level optimization (Section 2.4.1, cf. [Domke,
2012]). Furthermore, our proposed discriminative cascade is related
to the active random field of Barbu [2009], which is a multi-stage ap-
proach for image denoising that is trained discriminatively. The key
difference is that each stage in Barbu [2009] corresponds to a gradient
descent iteration of the model energy; moreover, the parameters are
shared between all stages.
6.2 gaussian crf for restoration
As we have seen, a discriminative alternative to half-quadratic MAP
estimation is conceptually attractive, but can be challenging due to
the need of regressing local image models from the corrupted input
image y. To address this challenge we propose a novel Gaussian CRF
p(x|y; K) for image restoration with more challenging Gaussian im-
age corruption models. Let us first consider non-blind image deblur-
ring as a specific example. One challenge in devising such a model
is that we cannot train a different model for every blur matrix K; this
difficulty may in fact be the reason why previous approaches require
separate training for each specific blur kernel [Schuler et al., 2013].
To see how this can be circumvented, we can take inspiration from
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generative approaches to deblurring and see how the Gaussian blur
likelihood p(y|x; K) contributes to the posterior distribution when as-
suming a Gaussian prior:
p(x|y; K) ∝ p(y|x; K) · p(x)
∝ N (y; Kx, I/α) · N (x;Θ−1θ,Θ−1)
∝ N (x; (αKTK)−1αKTy, (αKTK)−1) · N (x;Θ−1θ,Θ−1)
∝ N (x; (Θ+ αKTK)−1(θ+ αKTy), (Θ+ αKTK)−1), (6.7)
where α = 1/σ2 relates to the noise level, Θ is the precision of the
Gaussian prior, and θ relates to its mean. We can now define a Gaus-
sian CRF in which the model parameters Θ and θ are not fixed, but
regressed from the input image, i. e. Θ ≡ Θ(y) and θ ≡ θ(y) are func-
tions of y. Note that the CRF is parameterized by an instance-specific
blur K as in Eq. (6.7); the blur is not used as an input feature to the
regressor (although it could be).
Even though motivated through image deblurring, the proposed
Gaussian CRF in Eq. (6.7) is not limited to this. Depending on the
choice of the matrix K, it can be used to model other applications,
such as image super-resolution when K relates to a downsampling
operation. A limitation of this construction is the assumption of Gaus-
sian additive noise, which enables the combination of prior and like-
lihood terms in closed form.
For the problem of image denoising, i. e. K = I is an identity ma-
trix, it is worth noting that explicitly incorporating a component re-
lated to the likelihood as in Eq. (6.7) may not be necessary, since
its contribution could be learned by the regression function. This
approach has been pursued by previous work [Tappen et al., 2007;
Jancsary et al., 2012b,a] and is also adopted here for the denoising
experiments in Section 6.3. It also has the advantage of making no
assumption about the type of noise corruption, which allows the re-
moval of non-Gaussian noise, as shown by Jancsary et al. [2012b,a].
In case of deblurring, however, our formulation in Eq. (6.7) does need
to make a noise assumption, as a likelihood term is required to adapt
the model to arbitrary blurs. But since the regression functions in our
discriminative approach do not rely on a particular noise character-
istic, our model can still cope with noise that violates the Gaussian
assumption to some extent (see Section 6.3).
Once we have determined the parameters via regression, we can
obtain a deblurred image as the MAP estimate, which can be derived
in closed form as the mean of the Gaussian CRF,
arg max
x
p(x|y; K) = (Θ(y) + αKTK)−1(θ(y) + αKTy), (6.8)
and can be computed by solving a sparse linear system.
other related work In recent, independent work, Chen et al.
[2013] also combined a discriminatively-trained regularization term
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with an instance-specific data term for image deblurring and super-
resolution. In contrast to our work, they do not provide a formal
motivation and do not train the model specifically for these applica-
tions. Instead, they train their model for image denoising and then
augment it with an instance-specific data term at test time. Further-
more, they cannot combine regularization and data terms in closed
form, as they do not use Gaussian random fields. From a different
point of view, Cho et al. [2010] propose an adaptive prior for image
restoration, which can be seen as a discriminative model whose pa-
rameters depend on the observed corrupted image. However, they
do not attempt application-specific loss-based training, as we employ
here.
6.2.1 Regression tree field
To make our approach concrete, we need to specify the regression
functions Θ(y) and θ(y). To that end, we draw on the recently pro-
posed regression tree field (RTF) model by Jancsary et al. [2012a,b].
RTFs have shown state-of-the-art results in image restoration appli-
cations, such as image denoising, inpainting, and colorization.
In general, RTFs take the form of a Gaussian CRF in which a non-
linear regressor is used to specify the local model parameters. Specif-
ically, regression trees are used, where each leaf stores an individual
linear regressor that determines a local potential. Since any Gaussian
CRF can be decomposed into factors relating no more than two pixels,
our posterior density attains the following form:
p(x|y; K) ∝ N (y; Kx, I/α) ·
J+1
∏
j=1
∏
c∈Cj
ϕj(x(c), y) (6.9)
ϕj(x(c), y) ∝ exp
(
−1
2
xT(c)Θ
j
c(y)x(c) + x
T
(c)θ
j
c(y)
)
,
where Cj denotes all pairs of neighboring pixels in the jth of J possible
spatial configurations. Concretely, we use 8- and 24-neighborhoods
depending on the application and stage in our prediction cascade, i. e.
J = 4 and J = 12, respectively (due to spatial symmetries). Ad-
ditionally, at each stage, we employ a single unary potential via
ϕJ+1(x(c), y), where CJ+1 is simply the set of all individual pixels. See
Fig. 6.9(a) for an illustration of the neighborhood structure.
We extend previous RTF-based approaches to our setting by (a)
incorporating the more general Gaussian likelihood if needed, e. g. for
non-blind image deblurring, as outlined in Eqs. (6.7) and (6.8), and
(b) by assembling multiple RTFs into a model cascade that iteratively
refines the prediction. The cascade will be detailed in Section 6.2.3.
Note that the RTF generalizes the Gaussian CRF of Tappen et al.
[2007] in two ways: First, the potentials of an RTF are non-linearly
dependent on the input image via non-parametric regression trees.
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Figure 6.2: Examples of artificially generated blur kernels.
Second, the model parameters of arbitrary pairwise Gaussian poten-
tials (with full mean and covariance) are regressed from the input
image, whereas Tappen et al. [2007] restrict their parameterization to
diagonal weighting of filter responses.
6.2.2 Training
While probabilistic training is possible [Jancsary et al., 2012b], we
here follow Jancsary et al. [2012a] and learn the regressors using loss-
based training, in particular, such that the average peak signal-to-noise
ratio (PSNR) over all N training images,
psnr(xˆ; xgt) =
1
N
N
∑
i=1
20 log10
 R√Di
‖xˆ(i) − x(i)gt ‖
 (6.10)
is maximized, where Di denotes the number of pixels in the ground
truth image x(i)gt and the predicted image xˆ
(i) (obtained via Eq. 6.8),
and R is the maximum intensity level of a pixel (e. g., R = 255). All
parameters of the model, including the split functions in the tree and
the linear regressors in the leaves, are chosen to maximize PSNR [cf.
Jancsary et al., 2012a].
Discriminative training necessitates a sufficient amount of training
data to ensure generalization. For image denoising, it is easy to syn-
thesize noisy versions of clean ground truth images by adding pixel-
independent Gaussian noise (here using standard deviation σ = 25).
We use crops of 256× 256 pixels from the BSDS [Arbelaez et al., 2011]
as ground truth images. Most image denoising benchmarks (includ-
ing the one used in our experiments) also consist of synthesized noisy
images, hence the training data matches the setting. For image deblur-
ring, supplying appropriate training data is more challenging. Since
capturing image pairs of blurred and clean images is difficult, one
possible avenue is to also synthesize training data by blurring clean
images with realistic blurs. Unfortunately, existing databases [Levin
et al., 2009; Köhler et al., 2012] only supply a relatively limited num-
ber of blur kernels, and moreover serve also for testing. Hence the
model should not be trained on these. We address this problem by
generating realistic-looking blur kernels via sampling random 3D tra-
jectories using a simple linear motion model; the obtained trajecto-
ries are projected and rasterized to random square kernel sizes in the
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(y,K)
RTF1 x(1) RTF2 x(2) RTF3 x(3)Filter bank Filter bank
Figure 6.3: RTF prediction cascade (deblurring). Only three stages are
shown. Cascade similar for denoising, see text for details.
range from 5× 5 up to 27× 27 pixels (see Fig. 6.2). While it would
of course be possible to create even more realistic kernels through
more accurate models of camera shake motion3, we find that these
synthetic kernels already allow to generalize well to unseen real blur
(cf. Section 6.3). We synthetically generate blurred images by convolv-
ing each clean image with an artificially generated blur kernel, and
subsequently add pixel-independent Gaussian noise (using standard
deviations σ = 2.55 or 0.5, see experiments in Section 6.3). We use
crops of 128 × 128 pixels from the training portion of the BSDS as
ground truth images.
6.2.3 RTF prediction cascade
image deblurring As argued in Section 6.1, it is difficult to di-
rectly regress good local image models from the blurred input image.
Therefore, we employ a cascade of RTF models, where each subse-
quent model stage uses the output of all previous models as features
for the regression (see Fig. 6.3 for an illustration).
We train the first stage of the cascade with minimal conditioning
on the input image to avoid overfitting. Concretely, this means the
parameters of the unary and pairwise potentials are only linearly
regressed from the pixels in the respective cliques (plus a constant
pseudo-input, cf. [Jancsary et al., 2012a]); we do not use a regression
tree. We further use an 8-connected graph structure, resulting in one
unary and four pairwise types of potentials (horizontal, vertical, and
two diagonals, cf. Fig. 6.9(a)). We train this model with 200 pairs of
blurred and clean images, which is ample since there are only few
model parameters. This model will be referred to as RTF1.
While we do not expect competitive results from RTF1, it is able
to remove the dominant blur from the input image (cf. Section 6.3
and Fig. 6.8) and makes it much easier for subsequent RTF stages
to regress good CRF potentials. Besides the blurred input image, the
second stage, RTF2, thus uses the output of RTF1 as an input feature.
We additionally evaluate a filter bank on the output of RTF1 to obtain
more expressive features. We therein follow [Jancsary et al., 2012a],
3 We think that on average our synthetic blur kernels may in fact be more challenging
than typical real ones.
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which obtained improved denoising results using the output of a filter
bank as input to the regressor. However, we use a different filter
bank here, the 16 generatively trained 5× 5 filters from the recent FoE
model of Gao and Roth [2012]; we found these to outperform other
filter banks we have tried, including those used in [Jancsary et al.,
2012a].
We use all these features for the split tests in the regression tree
(non-linear regression), as well as for the linear potential parameter
regressor that is stored in each leaf of the tree. We choose regression
trees of depth 7. All subsequent model stages, i. e. RTF3, RTF4, etc.,
take as features the outputs from all previous stages, where the filter
bank is always only evaluated on the directly preceding model out-
put; see Fig. 6.3 for a schematic. Starting with RTF2, the Gaussian CRF
at each layer uses a 24-connected graph, i. e. each pixel is connected
to all others in a 5× 5 neighborhood. Due to the increased number of
model parameters, we train RTF2 and each subsequent stage with 500
training images, randomly cropped from the training portion of the
BSDS and blurred with randomly chosen artificial blur kernels (differ-
ent at each stage).
image denoising Although it is much easier to directly regress
good local image models from a noisy input image, image denoising
can also benefit from using a model cascade, as demonstrated in our
experimental evaluation (Section 6.3). However, in contrast to our
deblurring cascade, we use the same RTF model architecture at each
stage, in particular a 24-connected graph structure (5× 5 neighbor-
hood), filter bank responses on the output of the directly preceding
model stage (or the input image for RTF1), and regression trees of
depth 10. We train each stage with the same 400 training images,
cropped from the BSDS. A minor technical difference to our deblur-
ring cascade is that in addition to the original noisy input image, each
model stage only uses the output of the directly preceding model
stage (cf. Fig. 6.3) as feature for the regression (including filter bank
responses thereon).
discussion An interesting property of our model cascade in gen-
eral is that it yields a restored image after every stage, not only at the
end. Even if a deep cascade was trained, at test time we can trade
off computational resources versus quality of the restored image by
stopping after a certain stage (cf. Fig. 6.8; see [Fröhlich et al., 2012]
for a segmentation approach that can also be stopped at intermediate
stages).
The cascade architecture has another advantage: because each stage
in the cascade has access to both the original input image as well as
the output of the previous cascade stage, each stage of the cascade
enlarges the learning capacity of the overall system. Our cascade ar-
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Method PSNR Stage PSNR
KSVD [Elad and Aharon, 2006] 28.28 RTF1 28.24
5×5 FoE [Gao and Roth, 2012] 28.40 RTF2 28.62
BM3D [Dabov et al., 2007b] 28.56 RTF3 28.70
LSSC [Mairal et al., 2009] 28.70 RTF4 28.74
EPLL [Zoran and Weiss, 2011] 28.68 RTF5 28.75
opt-MRF [Chen et al., 2013] 28.66
MLP [Burger et al., 2012] 28.85
Table 6.1: Average PSNR (dB) on 68 images from [Roth and Black, 2009] for
image denoising with σ = 25 (not quantized); except result of
[Burger et al., 2012], left part reproduced from [Chen et al., 2013].
On the right, each row shows the results from the respective stage
of our model.
Method PSNR Stage PSNR
3×3 FoE [Schmidt et al., 2010] 27.90 RTF1 28.25
BLS-GSM [Portilla et al., 2003] 27.98 RTF2 28.61
5×5 FoE [Gao and Roth, 2012] 28.22 RTF3 28.69
LSSC [Mairal et al., 2009] 28.23 RTF4 28.73
BM3D [Dabov et al., 2007b] 28.31 RTF5 28.74
Table 6.2: Average PSNR (dB) on 68 images from [Roth and Black, 2009] for
image denoising with σ = 25 (8-bit quantized). On the right, each
row shows the results from the respective stage of our model.
chitecture therefore provides nested model classes, as used in structural
risk minimization [Vapnik and Chervonenkis, 1974].
6.3 experiments4
6.3.1 Image denoising
We first evaluate our approach for image denoising, with a model
architecture at each stage that is comparable to that of Jancsary et al.
[2012a]. In contrast to [Jancsary et al., 2012a], however, we (a) use a
model cascade, and (b) choose the established denoising benchmark
of 68 grayscale images from Roth and Black [2009] (which do not
contain images used for training our models). The main aim of these
experiments is to demonstrate that a model cascade is beneficial, even
for the (comparatively) simpler task of image denoising.
While the denoising results of Jancsary et al. [2012a] could not
reach state-of-the-art performance without incorporating the results
4 Code for inference and learning is available on the author’s webpage.
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Model PSNR
CBM3D [Dabov et al., 2007a] 30.18
Ours: RTF1 RTF2 RTF3 RTF4 RTF5
Channel-independent 28.20 28.55 28.64 28.67 28.68
Channels jointly 30.01 30.57
Table 6.3: Average PSNR (dB) on 68 images (color versions of those used by
[Roth and Black, 2009]) for color image denoising with σ = 25
(added channel-independently, 8-bit quantized).
of other denoising methods such as BM3D [Dabov et al., 2007b] as
features for the regression trees, our RTF prediction cascade achieves
state-of-the-art performance using only the input image (and derived
features via the given filter bank). Tab. 6.1 shows that the third model
stage RTF3 is already on par with the second-best competitor LSSC
[Mairal et al., 2009], while additional stages further improve perfor-
mance marginally; the biggest performance improvement is achieved
at the second stage. Our model is only outperformed by the neural
network of Burger et al. [2012], who trained a multilayer perceptron
(MLP) with millions of parameters to denoise image patches. In con-
trast to our model cascade, their MLP was trained on a huge database
of 362 million training examples, which required about a month of
training time on a GPU.
While Jancsary et al. [2012a] trained and tested their model without
quantizing the images after adding synthetic noise, we additionally
considered 8-bit quantized noisy images, i. e. image intensity values
are rounded and range-limited, i. e. in [0, . . . , 255], as they would be
in commonly-used image formats. Repeating the same experiment
for 8-bit quantized images shows that we achieve virtually identical
results (Tab. 6.2), while the performance of all competing methods de-
teriorates (often substantially, up to 0.47dB for LSSC). This highlights
a strength of the RTF model, which does not make any noise assump-
tions5 and can therefore easily deal with the additional quantization
noise. A denoising example is shown in Fig. 6.4, which also compares
the results of the first and last stage of our prediction cascade.
color image denoising As an additional test, we trained a two-
stage RTF cascade for color image denoising. To that end, we use the
same basic model architecture as for grayscale denoising, but with
color triples as input and output of each stage and using the origi-
nal RGB color images from the Berkeley segmentation dataset. We
do not make an attempt to use a realistic color noise model, but in-
stead add Gaussian noise to each color channel independently (fol-
5 This only applies to our image denoising experiments, where we do not incorporate
a likelihood component as we do for image deblurring (cf. Section 6.2).
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(a) Ground truth (b) Noisy, 20.36dB
(c) RTF1, 27.04dB (d) RTF2, 27.26dB
(e) RTF5, 27.33dB (f) BM3D [Dabov et al., 2007b], 26.80dB
Figure 6.4: Image denoising example (cropped). While the result of the first
stage RTF1 (c) is already quite good, it can further be improved
by additional stages of our model cascade (d,e), both in terms of
PSNR and also visually, where noise in smooth regions is further
reduced (such as the firefighter’s clothes), while at the same time
not oversmoothing textured regions, e. g. the rubble at the bottom
of the image (which happens for BM3D (f)). Best viewed on screen.
lowed by 8-bit quantization). This experiment aims to show that the
RTF can easily exploit correlations between the color channels, and
that a model cascade is also beneficial in this case. We employ the
same 68 benchmark images, but use the original color images and
versions with synthetic noise, generated as described above. Com-
paring the performance of our dedicated color-denoising RTF cas-
cade to using our grayscale-denoising RTF cascade independently for
each channel (for R, G, and B color channels) reveals its superior-
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(a) Ground truth (b) Noisy, 20.55dB
(c) Grayscale RTF5, 25.60dB (d) CBM3D [Dabov et al., 2007a], 27.48dB
(e) Color RTF1, 27.57dB (f) Color RTF2, 27.79dB
Figure 6.5: Color denoising example (cropped). The trained RTF cascade
for color denoising (e,f) leads to better quantitative (PSNR) and
qualitative results, as compared to applying a model cascade
(trained for grayscale image denoising) independently for R, G,
and B color channels (c). Correlations between the color channels
are exploited to avoid oversmoothing and color artifacts (cf. (c)).
Our results (e,f) are competitive with the color denoising method
CBM3D (d). Best viewed on screen.
ity (Tab. 6.3). It outperforms the baseline grayscale model strongly by
about 1.9dB PSNR, even after only two model stages. Furthermore, we
outperform the dedicated color denoising approach CBM3D [Dabov
et al., 2007a]. Without 8-bit quantization, CBM3D achieves a PSNR of
30.68dB, whereas we might expect a similar performance level of our
model as in the case of quantized values (cf. Tabs. 6.1 and 6.2). Fig. 6.5
145
σ σ
Method 2.55 7.65 Stage 2.55 7.65
Lucy-Richardson [Lucy, 1974; Richardson, 1972] 25.38 21.85 RTF1 26.33 24.23
pairw. MRF (MAP) [Krishnan and Fergus, 2009] 26.97 24.91 RTF2 28.21 25.54
2× 2 MRF (MAP) [Levin et al., 2007] 28.03 25.36 RTF3 28.50 25.75
5× 5 FoE (MAP) [Roth and Black, 2009] 28.44 25.66 RTF4 28.58 25.81
pairw. MRF (MMSE) [Schmidt et al., 2011] 28.24 25.63 RTF5 28.65 25.87
3× 3 FoE (MMSE) [Schmidt et al., 2011] 28.66 25.68 RTF6 28.67 25.89
Table 6.4: Average PSNR (dB) on 64 images from [Schmidt et al., 2011] for
image deblurring with two noise levels. Left half reproduced from
[Schmidt et al., 2011] for ease of comparison.
shows results of our two model cascades applied to color denoising
and also compares with CBM3D.
6.3.2 Image deblurring
To demonstrate the performance of our approach for the more diffi-
cult problem of image deblurring, we apply it to three challenging
datasets, specifically to highlight individual benefits. First, we ana-
lyze the performance in the typical evaluation scenario for non-blind
deblurring, i. e. when training and testing is carried out with (nearly)
perfect blur kernels. Second, we evaluate the generalization ability
of our approach by training the model to deal with imperfect blur
kernels. This is important for blind deblurring, where the estimated
blur kernels generally contain some errors. Third, we demonstrate
the applicability to realistic images of somewhat higher resolution.
Please note that images and kernels are always kept strictly separate
for training and testing in all experiments.
standard evaluation We trained a six-stage RTF prediction
cascade as described in Section 6.2 and evaluate all stages individu-
ally on 64 test images taken from [Schmidt et al., 2011], which have
also been used in Chapter 4. Training images have been blurred syn-
thetically with 1% additive white Gaussian noise (σ = 2.55); test im-
ages with both σ = 2.55 and a higher noise level of σ = 7.65. While
we used artificial blur kernels to generate our training data, the test
images from [Schmidt et al., 2011] have been created with the realistic
kernels from [Levin et al., 2009]. The blur kernels used for deblurring
in the benchmark are slightly perturbed from the ground truth to
mimic kernel estimation errors (following e. g. [Krishnan and Fergus,
2009]), but the perturbation is somewhat minor and does not neces-
sarily reflect typical kernel estimation errors; hence we test a more
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(a) [Schmidt et al., 2011], PSNR = 29.05dB (b) RTF6, PSNR = 29.23dB
Figure 6.6: Deblurring example (cropped). Qualitative comparison with
the high-quality approach of Schmidt et al. [2011] (3 × 3 FoE,
MMSE estimation, cf. Chapter 4). Our approach (b) reconstructs
smooth and textured areas well, exhibits fewer artifacts, and is
many times faster. Best viewed zoomed in on screen.
realistic scenario later on (see below). We compare our average PSNR
performance to all methods that were evaluated in [Schmidt et al.,
2011]. The results in Tab. 6.4 show that we achieve state-of-the-art
performance that is on par with the high-quality sampling-based ap-
proach of Schmidt et al. [2011] at σ = 2.55, and even outperforms
it at σ = 7.65 despite not being trained for this noise level (only α
was adapted, see Eq. 6.7). As we shall discuss below, our approach is
many times faster, however. At the noise level our model is trained
for (σ = 2.55), we strongly outperform the efficient half-quadratic
regularization approach of Krishnan and Fergus [2009] by over 1.5dB,
and the popular method of Levin et al. [2007] by 0.6dB. The clear
performance gains at the higher noise level demonstrate our model’s
noise generalization. We further notice that the weakly conditional
first stage (RTF1) leads only to modest performance levels here; RTF2
and RTF3 boost the performance substantially further. Later stages
lead to additional gains, but less so. Aside from the raw numbers, it
is noteworthy that our model is able to preserve small details, while
at the same time reconstructing smooth areas well (see Fig. 6.6 for an
example). Note that this is not the case for the approaches tested in
[Schmidt et al., 2011].
This demonstrates that when testing (and training) is done with
the correct (i. e. ground truth) blur kernels, our approach achieves
very good results. Even though we train our model on artificially
generated blur kernels (Fig. 6.2), it apparently generalizes well to real
blurs.
adaptation to kernel estimation errors Blind deblurring
approaches often produce kernel estimates with substantial errors,
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Figure 6.7: Deblurring example from the benchmark of [Köhler et al., 2012]
(cf. Tab. 6.6), showing the result of our RTF2 model (right) given
the blurred image (left) and kernel estimate by [Xu and Jia, 2010].
which can cause ringing artifacts in the restored image [cf. Yuan et al.,
2008]. Hence, it is important to evaluate and adapt our model to
this realistic scenario. To train our model for this task, we experi-
mented with adding noise to the ground truth kernels and also used
estimated kernels for training.
We consider the data of [Levin et al., 2011] as a benchmark, which
provides several kernel estimates besides blurred and ground truth
images for 32 test instances, as well as deblurring results with the
various kernel estimates. Since the amount of noise in these blurred
images is significantly lower than in the benchmark of [Schmidt et al.,
2011], we only added Gaussian noise with σ = 0.5 to our training
images. We evaluate average PSNR performance over all 32 images
(using code by [Levin et al., 2011] to account for translations in kernel
estimates) instead of error ratios as in [Levin et al., 2011], since we are
not interested in the quality of the estimated kernels itself, but rather
the final restoration performance given the estimated kernels.
The results in Tab. 6.5 show that training with ground truth kernels
leads to subpar performance when kernel estimates are used at test
time. Adding noise to the ground truth kernels for training leads to
improved results of RTF1 with estimated kernels at test time, but per-
formance of our second stage model RTF2 already deteriorates; hence
those noisy kernels are not an ideal proxy for real kernel estimates.
However, we achieve superior results by training our model with a
mix of perfect and estimated kernels (obtained with the method of
Xu and Jia [2010]), i. e. for half of the synthetically blurred training
images we use an estimated kernel instead of the ground truth ker-
nel6. Compared to the deblurred images from [Levin et al., 2011]
(which used the non-blind approach of Levin et al. [2007]), we achieve
6 Here, we trained RTF1 and RTF2 with the same 200 images as it was time-consuming
to obtain good enough kernel estimates for training.
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substantial performance improvements for deblurring with estimated
kernels of up to 0.72dB (for kernels from [Fergus et al., 2006]). Fur-
thermore, it is interesting to note that the first stage of our model
already achieves good performance; this is presumably due to the
much reduced amount of noise in this benchmark7.
Since the publication of [Schmidt et al., 2013], Schelten et al. [2015]
extended our approach to blind deconvolution, specifically address-
ing the issue of kernel estimation errors. Concretely, they start with
the blurred image and a blur estimate as we do here, but then alter-
nate between updating the restored image via RTFs and refinement
of the blur kernel estimate.
realistic higher-resolution images We consider the recent
benchmark for camera shake by Köhler et al. [2012] to demonstrate
results on realistic images of increased spatial resolution; these im-
ages may substantially violate our model’s stationary blur and Gaus-
sian noise assumptions (which can deteriorate performance [cf. Cho
et al., 2011; Tai and Lin, 2012]). The benchmark consists of 4 color
images of size 800× 800 pixels blurred by 12 different real camera
motions, yielding 48 images in total. The overall best performing
blind deblurring approach in this benchmark is the one by Xu and
Jia [2010] despite making a stationary blur assumption, i. e. the same
blur kernel is used in all parts of the image. We use the provided
kernel estimates by [Xu and Jia, 2010] from the benchmark dataset,
but with our non-blind method to obtain the deblurred image (treat-
ing color channels R, G, and B independently). Tab. 6.6 shows that
performance (evaluated using the provided code) can substantially
be improved by using our RTF2 model instead of their non-blind step
(which is related to [Krishnan and Fergus, 2009]). While Xu and Jia’s
non-blind step is inherently faster, it does lead to substantially worse
results, here on average 0.41dB. Fig. 6.7 shows an example of a de-
blurred image. Note that the RTF2 model used here is the same as in
Tab. 6.5, i. e. trained with a mix of ground truth and estimated kernels
(using [Xu and Jia, 2010]), and additive Gaussian noise with σ = 0.5.
runtime The computational demand of our method is compara-
ble to the half-quadratic approach of Levin et al. [2007], but uses
this computational budget more effectively due to its discriminative
nature (cf. Section 6.1 and Fig. 6.1). Also note that the tree-based
regressor is very efficient. As a result, we achieve state-of-the-art per-
formance on par with the best result of [Schmidt et al., 2011], but
much faster: about 2 seconds per image in Tab. 6.4 (all six model
stages combined) compared to 4 minutes for [Schmidt et al., 2011].
7 Theoretically, in the absence of noise, non-blind deblurring can be solved exactly
without any regularization by inverting the blur matrix.
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Method
Kernels
(estimated)
for testing
Ours with different kernels for training
Levin
et al.
[2007]
GT GT + Noise GT & Est.
RTF1 RTF2 RTF1 RTF2 RTF1 RTF2
Ground truth (GT) 32.73 32.76 33.81 32.08 30.51 32.90 33.97
Levin et al. [2011] 30.05 29.41 29.52 29.73 29.03 29.90 30.40
Cho and Lee [2009] 29.718 28.29 27.76 29.36 28.75 29.33 29.73
Fergus et al. [2006] 28.38 27.86 27.84 28.49 27.58 28.63 29.10
GT + Noise — 26.67 26.52 28.69 30.34 28.10 28.07
Xu and Jia [2010] — 29.04 28.29 30.25 29.56 30.30 30.84
Table 6.5: Deblurring results (PSNR in dB, average over 32 images from
[Levin et al., 2011]) that analyze the ability to cope with kernel
estimation errors. The kernel estimates of [Levin et al., 2011; Cho
and Lee, 2009; Fergus et al., 2006] are provided by [Levin et al.,
2011]; the kernel estimates of [Xu and Jia, 2010] are obtained us-
ing the authors’ code. In the last two columns, “GT & Est.” refers
to using a mix of ground truth and estimated kernels (via [Xu
and Jia, 2010]) for training. The second column shows the aver-
age performance of the non-blind method of Levin et al. [2007]
for various kernels, as provided by [Levin et al., 2011]. For the
kernel estimates of [Levin et al., 2011] (6th row), we used the “free
energy with diagonal covariance approximation” algorithm in the
filter domain.
For the benchmark in Tab. 6.5 with larger images, we require around
3 seconds for each model stage.
6.4 discussion
6.4.1 Training dataset
For image denoising (Tabs. 6.1 and 6.2) and image deblurring in typ-
ical evaluation scenarios (i. e. true blur kernel and noise level known
at test time, Tab. 6.4), we have trained RTF model cascades for up to
six stages, with each additional stage improving restoration perfor-
mance (although with diminishing improvements in the later stages).
However, this does not apply to deblurring in the context of blind de-
blurring, i. e. where erroneous estimated blur kernels are used at test
time. Especially under realistic conditions (Tab. 6.6), the blur might
be spatially varying and the noise may not be Gaussian. Under these
conditions, it is much more difficult to find a suitable training set in
8 This result taken from [Levin et al., 2011] may have employed the non-blind method
from [Cho and Lee, 2009].
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Kernel Image 1 Image 2 Image 3 Image 4
1 +0.44 +0.54 +1.05 +0.76
2 +0.44 +0.27 +0.38 +0.46
3 +0.02 +0.03 +0.39 −0.26
4 +0.31 +0.30 +0.61 +0.27
5 +0.61 +0.44 +0.64 +0.05
6 +0.40 +0.41 +1.03 +0.48
7 +0.24 +0.55 +0.45 +0.31
8 +0.76 +0.56 +2.17 +1.73
9 +0.35 −0.09 +0.02 +0.23
10 +0.19 −0.55 +0.25 +0.29
11 −0.19 −0.43 +0.46 +0.09
12 +0.76 +0.04 +0.66 +0.64
Table 6.6: Performance gain (PSNR in dB) over the results of [Xu and Jia,
2010] in the benchmark of [Köhler et al., 2012] for each combina-
tion of 4 test images and 12 blur kernels. We use the provided
blur kernel estimates of [Xu and Jia, 2010] with our RTF2 model
for non-blind deblurring. We can improve the performance in 43
of 48 test instances, on average about 0.41dB.
a discriminative setting such as ours. We initially tried using noisy
blur kernels as a proxy for estimated kernels at test time, but only
achieved performance improvements at the first model stage (cf. Tab.
6.5); in fact it was challenging to learn a second model stage that
would improve upon the first. While we showed it to be possible to
outperform existing approaches by training our model with a mix of
ground truth and estimated kernels (cf. Section 6.3.2), we believe sub-
stantially improved results could be achieved with training datasets
that more closely match the conditions encountered at test time. Fu-
ture work should thus aim to provide realistic data with ground truth
also for training discriminative approaches [e. g., Schelten et al., 2015],
not only for benchmarking.
6.4.2 Model connectivity and comparison
Random field models for image restoration typically use (manually
defined) pairwise connectivity (4-connected neighborhood, i. e. hori-
zontal and vertical direct neighbor), or alternatively follow the Field
of Experts (FoE) framework [Roth and Black, 2009], which models re-
sponses of a (learned) filter bank of extended size (5×5 often used,
see Fig. 6.9(b) for an example). In contrast, the regression tree field,
as introduced by Jancsary et al. [2012b] and also used here, employs
learned (and possibly long-range) pairwise connections; see Fig. 6.9(a)
for an illustration. In a Gaussian random field, such as the RTF, all
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(a) Ground truth (b) Blurred, 15.68dB
(c) RTF1, 25.39dB (d) RTF2, 27.71dB (e) RTF6, 28.20dB
Figure 6.8: Deblurring example at different model stages. The first stage
RTF1 removes dominant blur from the image (c), but artifacts
remain. The second stage RTF2 (d) substantially improves upon
this result quantitatively (PSNR in dB) and qualitatively. Further
model stages continue to suppress noise and refine image details
(e). The left sides of (c–e) show a closeup view of image details
on the respective right sides. The blur kernel is shown at the
upper left of (b), scaled and resized for better visualization. Best
viewed on screen.
high-order factors can always be expressed through pairwise ones
[Wainwright and Jordan, 2008]. Hence, no modeling power is lost by
restricting factors to pairwise (and unary) connectivity.
In Fig. 6.9, both RTF and FoE are shown with 8-connected neigh-
borhoods, i. e. the central pixel is connected to its nearest 8 neighbors
(depicted in dark gray). We have used a 24-connected neighborhood
in most RTF model stages. An identical connectivity is achieved via
a Field of Experts model with 3×3 filters. In general, an FoE model
with filters of size m×m yields a 2m2 − 1 neighborhood connectivity.
In an RTF, denser connectivity can be achieved by adding more long-
range pairwise connections, but this becomes prohibitively expensive
to train in the current setting, where training complexity is linear in
the number of factor types. Of course, one could modify the RTF to
also model filter responses, which may be the subject of future work.
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(a) Regression tree field
12
(b) Field of experts
Figure 6.9: Factor types for 8-connected random fields (shown anchored at
central pixel). (a) RTF with four pairwise (red) and one unary
(blue) factor type, and (b) filter-based random field model (FoE
[Roth and Black, 2009]) with two filters of size 2×2 (red).
6.5 summary
From a novel analysis of common half-quadratic inference, we in-
troduced a discriminative image restoration approach, applicable to
image restoration problems that can be expressed through (arbitrary)
quadratic data terms. While inspired by half-quadratic regularization,
our approach offers a generalization that does not separate between
model and inference anymore, as in traditional HQ methods.
We enable discriminative prediction in the context of challenging
Gaussian image corruption models by separating the instance-specific
parameters of the data model from the discriminative parameter re-
gression, which for deblurring allows coping with arbitrary blur ker-
nels at test time without needing to retrain the model. Moreover, a
discriminative prediction cascade helps to overcome the problem of
regressing suitable parameters directly from the input image. Our
proposed cascade model is based on regression tree fields at each
stage, which are trained by loss minimization on training data gener-
ated according to the given data term.
We demonstrated its merit for image denoising and especially for
the problem of non-blind deblurring. For deblurring, we employed
synthesized blur kernels to generate training data. We demonstrated
state-of-the art performance on several challenging benchmarks, in-
cluding robustness to kernel estimation errors in the context of blind
deblurring. Our approach is not limited to image denoising and de-
blurring, and can be extended to other image restoration applications,
especially when their data term takes a quadratic form.
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Image restoration methods for removing imaging artifacts, such asnoise, blur, moiré etc. have received significant attention in both
academic research, as well as in practical applications of digital imag-
ing [e. g., DxO Image Science, 2013]. In academic research, the focus
has been predominantly on achieving utmost image quality, largely
disregarding the computational effort of the restoration process [Roth
and Black, 2009; Zoran and Weiss, 2011; Mairal et al., 2009]. In prac-
tical digital imaging, the computational resources are often severely
constrained, however, since the processing capacity of on-camera hard-
ware is many times lower than that of a conventional desktop PC. But
even on a desktop PC state-of-the-art techniques often take minutes
to denoise a small VGA-sized image (equivalent to 0.3 megapixels).
Modern digital cameras take images of 16 and more megapixels, on
the other hand, to which existing techniques by and large do not scale.
The main notable exception is BM3D [Dabov et al., 2007b], which offers
high efficiency and image quality, but is a heavily engineered method
with years of refinement. Moreover, its use of block matching as the
key computational component makes an implementation on parallel
architectures, such as GPUs and DSPs, challenging. One may hope that
advances in embedded hardware will make the direct on-camera us-
age of existing advanced restoration techniques possible in the future,
but it is not unlikely that the image resolution will increase as well.
Consequently, to bridge the existing gap in computational efficiency
of image restoration techniques and at the same time achieve high
image quality, a different image restoration approach is needed.
In this chapter we introduce shrinkage fields, a principled image
restoration architecture that is derived from existing optimization al-
gorithms for common random field models. In particular, shrinkage
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fields owe their computational efficiency to a specific kind of qua-
dratic relaxation technique that is derived from the additive form of
half-quadratic (HQ) optimization (Section 3.4.2) – the only operations
not applied at a per-pixel level are convolutions and discrete Fourier
transforms (DFTs). But unlike existing additive HQ approaches [Krish-
nan and Fergus, 2009; Wang et al., 2008], we make full use of learn-
ing through loss-based training with application-specific loss func-
tions [cf. Jancsary et al., 2012a], which allows us to achieve higher
levels of restoration quality. Moreover and in contrast to standard ran-
dom fields, which are specified through potential functions, shrink-
age fields model the “shrinkage functions” associated with the po-
tential directly. This increases the flexibility over half-quadratic ap-
proaches of the additive form, since we can show that potential func-
tions always lead to monotonic shrinkage functions. In contrast, we
can – and do – learn non-monotonic shrinkage functions, similar
to those that have been discriminatively learned in the context of
wavelet image denoising [Hel-Or and Shaked, 2008]. More impor-
tantly, using shrinkage functions directly admits efficient learning,
because the model prediction and its gradient w.r.t. the model param-
eters can be computed in closed form. Finally, our approach employs
a prediction cascade (Chapter 6), using multiple model stages for it-
erative refinement. Loosely speaking, we learn the random field and
the iterative optimization algorithm at the same time [cf. Barbu, 2009].
The proposed approach has several key benefits: (1) It is concep-
tually simple and derived from standard inference procedures for
random field models; (2) it achieves very high levels of image quality
on par with, or surpassing, the current state of the art; (3) it is com-
putationally very efficient with a complexity of O(D log D) (where D
is the number of pixels); (4) it offers high levels of parallelism mak-
ing it well suited for GPU or DSP implementations; (5) unlike heavily
engineered techniques, such as BM3D, all parameters can be directly
learned from example data using simple gradient-based optimization,
making it easy to apply and adapt to new settings, such as different
trade-offs between efficiency and restoration quality.
7.1 related work
The connection between regularization or priors and shrinkage func-
tions has been widely studied in wavelet image restoration [e. g., Si-
moncelli, 1999; Antoniadis and Fan, 2001]. We mentioned the connec-
tion between the additive form of half-quadratic optimization and
shrinkage functions (as proximal operators) in Section 3.4.2.5, which
has also been noted by Wang et al. [2008]. Based on the approach of
Wang et al. [2008], Krishnan and Fergus [2009] popularized additive
half-quadratic optimization for the task of non-blind deconvolution
[e. g., Xu and Jia, 2010]. We start from this connection here, but in con-
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trast do not use fixed potential functions, but employ more general,
learned shrinkage functions.
Discriminative training of continuous conditional random fields
(CRFs) for image restoration has been proposed by Samuel and Tap-
pen [2009], which has recently been revisited by Chen et al. [2013].
Gaussian CRFs and their associated loss-based training have first been
introduced by Tappen et al. [2007]. Recently, Jancsary et al. [2012a] im-
proved upon this by introducing regression tree fields (RTFs), a more
flexible Gaussian CRF that is also trained by loss minimization. In con-
trast to these previous approaches, the proposed shrinkage fields ad-
mit more efficient inference and can be trained very easily by means
of standard gradient-based optimization. Discriminatively learning
a random field model and its associated optimization algorithm has
been proposed by Barbu [2009]. In the same vein, we trained a cas-
cade of RTFs in Chapter 6 [cf. Schmidt et al., 2016]. While [Barbu,
2009] is very efficient, it yields lower image quality given the same
model complexity, and relies on a complicated and time-consuming
learning procedure. Our approach is conceptually most similar to
Chapter 6, which is generally motivated as an extension of half-qua-
dratic inference. However, here we additionally derive the model
parameterization (shrinkage functions for filter responses) specifically
as an extension of the additive half-quadratic form. By doing so,
we trade-off modeling flexibility (compared to Chapter 6) against far
more efficient inference and ease of training.
7.2 half-quadratic baseline
As a starting point we consider restoring an image x from its cor-
rupted observation y by combining an observation likelihood and an
image prior invoking Bayes’ rule:
p(x|y) ∝ p(y|x) · p(x) (7.1)
∝ N (y; Kx, I/λ) ·
N
∏
i=1
∏
c∈C
exp
(−ρi(fTi x(c))). (7.2)
The corruption process is as usual modeled with a Gaussian likeli-
hood (or data term), where Kx ≡ k⊗ x denotes convolution of x with
a kernel (point spread function) k, and λ is related to the strength
of the assumed additive Gaussian noise. Regularization is provided
through a Field of Experts (FoE) [Roth and Black, 2009] with robust
potential functions e−ρi that model the responses fTi x(c) of filters fi
over all cliques c ∈ C of the image x.
The posterior distribution p(x|y) ∝ exp (−E(x|y)) can be expressed
by its associated Gibbs energy
E(x|y) = λ
2
‖y−Kx‖2 +
N
∑
i=1
∑
c∈C
ρi(fTi x(c)), (7.3)
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(c) Stage 1 of csfpw.
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(f) Stage 2 of csfpw.
Figure 7.1: (a,d) Penalty ρ(v) = |v|2/3 (dashed, black) and its quadratic relax-
ation ρ(z) + β2 (v− z)2 for some values of z (solid, red). (b,e) As-
sociated shrinkage function fβ(v) = arg minz
(
ρ(z) + β2 (v− z)2
)
for ρ(z) = |z|2/3 and given β. (c,f) Learned shrinkage functions
fpi(v) = ∑Mj=1 pij exp
(− γ2 (v− µj)2) (solid, blue) of csfpw. (cf. Sec-
tion 7.4) as combination of Gaussian RBF kernels (solid, green).
which allows to predict the restored image in case of MAP estimation
by finding xˆ = arg minx E(x|y) = arg maxx p(x|y).
One way to minimize Eq. (7.3) is to directly employ gradient-de-
scent algorithms. Another popular approach is HQ inference (Chap-
ter 3), which we analyze and extend here. Recall that for half-qua-
dratic MAP estimation (of the envelope type), we first introduce inde-
pendent auxiliary variables zic for all filter responses fTi x(c) to obtain
an augmented energy E(x, z|y) in such a way that arg minx E(x|y) =
arg minx,z E(x, z|y). A block coordinate descent strategy (Alg. 3.1),
which alternates between minimizing w.r.t. x and z, is then used to
minimize E(x, z|y). Each iteration of the algorithm uses a different
quadratic bound E(x|z, y) of the original objective function E(x|y),
determined by auxiliary variables z. This approach typically has
faster convergence than minimizing E(x|y) directly, and each descent
step is often relatively simple to carry out. That is because auxil-
iary variables are introduced in such a way that E(x|z, y)1 becomes a
quadratic function; minimizing E(z|x, y) simply amounts to solving
many independent univariate optimization problems.
Recall that we further categorized HQ approaches into additive (Sec-
tion 3.4.2, [Geman and Yang, 1995]) and multiplicative (Section 3.4.1,
[Geman and Reynolds, 1992]) forms. A main computational differ-
1 p(x|z, y) ∝ exp (−E(x|z, y)), other energies defined accordingly.
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Algorithm 7.1 Half-quadratic minimization with continuation
Require: β-schedule β1, . . . , βT with βt+1 > βt
xˆ0 ← y
for t← 1 to T do
zˆic ← arg minzic Eβt(z|xˆt−1, y) = fi,βt(fTi xˆt−1(c))
xˆt ← arg minx Eβt(x|zˆ, y) = gβt(zˆ)
ence in practice is that arg minx E(x|z, y) = Ω(z, y)−1η(y) in the mul-
tiplicative form, and arg minx E(x|z, y) = Ω(y)−1η(z, y) in the addi-
tive form. Here, Ω ∈ RD×D is a sparse matrix with D being the num-
ber of pixels, and η ∈ RD is a vector. That implies that the quadratic
function can be minimized by solving a system of linear equations,
where in the multiplicative form, z only influences the equation sys-
tem matrix Ω, and in the additive form only the right-hand side η of
the equation system. Hence, the additive form is in general compu-
tationally more attractive since the equation system matrix stays con-
stant during iterative optimization (e. g., a factorization of Ω could be
re-used, or Ω might be diagonalized with a change of basis).
However, a challenge is that the additive form is not directly ap-
plicable to many heavy-tailed potential functions of practical rele-
vance, since the associated penalty functions ρ are often not smooth
enough (cf. Section 3.4.2.5). To remedy this and to speed up conver-
gence, Wang et al. [2008] proposed a continuation scheme, where a
parameter β is increased during the half-quadratic optimization (cf.
Alg. 7.1). Concretely, as discussed in Section 3.4.2.5, the problem is
cast as xˆ = arg minx E(x|y) = arg min x,z
β→∞
Eβ(x, z|y) with
Eβ(x, z|y) = λ2 ‖y−Kx‖
2 +
N
∑
i=1
∑
c∈C
(
β
2
(
fTi x(c) − zic
)2
+ ρi(zic)
)
.
(7.4)
Intuitively, when β → ∞, the auxiliary variables zic → fTi x(c) ap-
proach their corresponding filter responses, and Eq. (7.4) converges
to the original Eq. (7.3). This approach has been popularized for non-
blind image deconvolution by Krishnan and Fergus [2009] in recent
years. However, note that this continuation scheme only provides ap-
proximate HQ inference, since each assignment of the latent variables
only provides a quadratic approximation, not a bound to the original
penalty function (cf. Fig. 7.1(a,d)).
To see why this approach is so appealing, it is instructive to take a
closer look at the alternating optimization procedure, which is sum-
marized in Alg. 7.1. Specifically, the two update steps are compu-
tationally very inexpensive when – what we assume from now on –
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2D convolution is carried out with circular (periodic) boundary con-
ditions. Then we can write the two algorithmic steps as:
fi,β(v) = arg min
z
(
ρi(z) +
β
2
(v− z)2
)
(7.5)
gβ(z) =
[
λ
β
KTK +
N
∑
i=1
FTi Fi
]−1 [
λ
β
KTy +
N
∑
i=1
FTi zi
]
= F−1
F
(
λ
βK
Ty +∑Ni=1 F
T
i zi
)
λ
β |Kˇ|2 +∑Ni=1|Fˇi|2
 . (7.6)
Fx = [fTx(C1), . . . , f
Tx(C|C|)]
T ≡ f⊗ x denotes 2D convolution with fil-
ter f. The optical transfer function Fˇ ≡ F (f) is derived from filter
(point spread function) f, where F denotes the discrete Fourier trans-
form (DFT). Note that division is applied element-wise in Eq. (7.6).
Eq. (7.5) is very cheap to compute because fi,β(v) is a univariate
function that can be precomputed for all possible values of v and
then stored in a lookup-table for fast retrieval [Krishnan and Fergus,
2009]. Crucially, only the additive half-quadratic form allows updat-
ing the image x via Eq. (7.6) very quickly in closed form, because
all convolution matrices (and thus the whole equation system matrix)
can be diagonalized by DFTs (cf. Section 3.5.1.2), which means that
solving the system of linear equations amounts to element-wise divi-
sion in the transformed domain followed by an inverse DFT to retain
the solution in the spatial domain [e. g., Krishnan and Fergus, 2009;
Wang et al., 2008]. Note that this only takes N + 1 convolutions2 and
N + 3 DFTs with an overall complexity of O(D log D), where D is the
number of pixels. Note that if the size of the image is known in ad-
vance, only 2 DFTs and N convolutions are required at each iteration
of Alg. 7.1, since all other major computations can be pre-computed.
However, we do not make such an assumption here.
7.2.1 Shrinkage function
The role of fi,β (Eq. 7.5) is known as a shrinkage (or mapping) function
in the wavelet image restoration literature [cf. Hel-Or and Shaked,
2008]. It is also known as the proximal operator [cf. Parikh and Boyd,
2013, § 1.1] of the penalty function ρi (with parameter β−1). Intu-
itively, its purpose is to shrink small filter/wavelet coefficients, i. e.
pull them towards zero, because they are assumed to be caused by
noise instead of signal.
For now, the shape of the shrinkage function is determined solely
by β and its associated penalty function ρi (Eq. 7.5, see Fig. 7.1(a–d)
for an illustration). However, we make the observation that all fi,β
2 Each convolution can be expressed through DFTs, but typically is computationally
more expensive for the small filters fi used in practice.
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according to Eq. (7.5) are monotonically increasing functions, regard-
less of the penalty ρi. In order to prove this Proposition 1, it is useful
to first have the following Lemma:
Lemma 1. For any function f : R → R and all e ≥ 0, arg minz f (z) ≤
arg minz ( f (z)− ez).
Proof. If e = 0, Lemma 1 is trivially true; hence assume e > 0 from We thank
StackExchange
(Mathematics) user
JiK for their advice.
now on. Let us define the auxiliary function g(z) = f (z)− ez, and
denote as zˆ f = arg minz f (z) and zˆg = arg minz g(z) the arguments
that minimize f and g, respectively. Using these definitions, it is
evident that the inequalities
f (zˆg) ≥ f (zˆ f ) = minz f (z) (7.7)
g(zˆ f ) ≥ g(zˆg) = minz g(z) (7.8)
hold. With these two inequalities, we can prove the Lemma:
g(zˆ f ) ≥ g(zˆg) (7.9)
⇒ f (zˆ f )− ezˆ f ≥ f (zˆg)− ezˆg (7.10)
⇒ f (zˆ f )− ezˆ f ≥ f (zˆ f )− ezˆg (7.11)
⇒ zˆ f ≤ zˆg (7.12)
⇒ arg min
z
f (z) ≤ arg min
z
( f (z)− ez) (7.13)
Proposition 1. For all e, β ≥ 0, v ∈ R and any ρ(z), the shrinkage func-
tion fβ(v) = arg minz
(
ρ(z) + β2 (v− z)2
)
is monotonically increasing, i. e.
fβ(v) ≤ fβ(v + e).
Proof.
fβ(v + e) = arg minz
(
ρ(z) +
β
2
(v + e− z)2
)
(7.14)
= arg minz
(
ρ(z) +
β
2
(v− z)2 − eβz
)
(7.15)
It follows from Lemma 1 that fβ(v) ≤ fβ(v + e).
Although shrinkage functions and proximal operators have been
studied extensively in the literature, we are not aware of previous
work that has observed Proposition 1 before. More importantly, it im-
plies that one can gain additional flexibility in additive half-quadratic
optimization by directly modeling the shrinkage function instead of
the potential function.
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7.3 cascade of shrinkage fields
As we just motivated and will further justify below, directly modeling
the shrinkage function is appealing. To that end, we remove the po-
tential function and the associated optimization problem in Eq. (7.5)
altogether, and replace fi,β with a flexible shrinkage function modeled
as a linear combination of Gaussian RBF kernels:
fpii(v) =
M
∑
j=1
piij exp
(
−γ
2
(v− µj)2
)
. (7.16)
We assume shared precision γ and place the kernels at fixed, equidis-
tant positions µj. We use up to M = 53 Gaussian kernels and make no
further assumptions about the shape of the function (two examples
are shown in Fig. 7.1(e–f)).
Shrinkage functions are widely studied in the wavelet restoration
literature. However, instead of manually choosing shrinkage func-
tions, we learn them from data3 through setting the weights piij of
the parametric form of Eq. (7.16). This is in clear contrast to previ-
ous work. Attempts at discriminatively learning shrinkage functions
for wavelet restoration exist [e. g., Hel-Or and Shaked, 2008], but are
not common. Furthermore, wavelet image restoration is quite differ-
ent because the pixels of the restored image are not connected via a
random field, as here.
We are not aware of any previous work that has used learning
in the context of this particular form of half-quadratic optimization.
Consequently, the full potential of this fast optimization approach
has not been unlocked, because model parameters have always been
chosen by hand. Furthermore, the β-continuation schedule for the
number of iterations of Alg. 7.1 is typically manually chosen.
In the following, we show how to overcome all of these limitations
while retaining the computational benefits of this approach. To that
end, we learn all model parameters (other than the size and number
of filters, and the number of optimization iterations) from training
data.
The most important benefit of directly modeling the shrinkage func-
tions is that it allows us to reduce the optimization procedure to a
single quadratic minimization in each iteration, which we denote as
the prediction of a shrinkage field (SF):
gΘ(x) = F−1
F
(
λKTy +∑Ni=1 F
T
i fpii(Fix)
)
λ|Kˇ|2 +∑Ni=1|Fˇi|2
 (7.17)
= Ω−1η. (7.18)
3 A possibly more suitable name would be mapping instead of shrinkage function, since
our learned functions do not necessarily shrink the associated filter responses. We
keep the widely known name despite this.
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Algorithm 7.2 Inference with a cascade of shrinkage fields
xˆ0 ← y
for t← 1 to T do
xˆt ← gΘt(xˆt−1)
A shrinkage field N (Ω−1η,Ω−1) is thus a particular Gaussian condi-
tional random field, whose moments η andΩ are determined through
learned model parameters Θ, the observed image y, and the point
spread function k. A key benefit is that the shrinkage field prediction
gΘ(x) and its gradient
∂gΘ(x)
∂Θ w.r.t. the model parameters Θ can be
computed in closed form, which allows for efficient parameter learn-
ing (Section 7.3.1). This is in contrast to more complicated learning
procedures in other formulations, which need to solve nested min-
imization problems using bi-level optimization (Section 2.4.1, [e. g.,
Samuel and Tappen, 2009; Chen et al., 2013]). Note that we com-
pletely eliminate the continuation parameter β, which is absorbed
into the weights pii of Eq. (7.16) and fused with λ (which will be
learned) in Eq. (7.17).
Since half-quadratic optimization typically involves several (many)
iterations of Eqs. (7.5) and (7.6), we can similarly chain multiple
predictions into a cascade of shrinkage fields (CSF), as summarized in
Alg. 7.2. A CSF is thus a cascade of Gaussian CRFs (Chapter 6). Note
that the concept of a shrinkage function does not exist in previous
CRF cascades. RTF cascades (Chapter 6), for example, use regression
trees to specify unary and pairwise factors; since the resulting equa-
tion system matrix cannot be diagonalized by DFTs, they do not admit
fast closed-form inference as in Eq. (7.17).
7.3.1 Learning
We learn the model parameters Θt = {λt,piti, fti}Ni=1 through loss-
minimization for every stage (iteration) t of Alg. 7.2. By learning
different model parameters for every stage of our cascade, we es-
sentially learn tailored random field models for each iteration of the
associated optimization algorithm4. For non-blind deconvolution, we
follow Chapter 6 and parameterize the prediction with the blur ker-
nel, such that the instance-specific blur (K in Eq. 7.17) is provided at
test time; models are not trained for specific blurs.
To greedily learn the model stage-by-stage from t = 1, . . . , T, at
stage t we minimize the cost function
J(Θt) =
S
∑
s=1
`(xˆ(s)t ; x
(s)
gt ) (7.19)
4 However, if we used the same filters at each model stage, we could re-use all optical
transfer functions and save a lot of runtime after stage 1.
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with training data {x(s)gt , y(s), k(s)}Ss=1 , where xˆ(s)t is obtained with
Alg. 7.2. We can, in principle, employ any continuously differentiable
loss function, and concretely choose the (negative) peak signal-to-noise
ratio (PSNR)
`(xˆ; xgt) = −20 log10
(
R
√
D
‖xˆ− xgt‖
)
, (7.20)
where D denotes the number of pixels of xˆ and R the maximum
intensity level of a pixel (i. e., R = 255).
We minimize Eq. (7.19) with the gradient-based L-BFGS method
(using an implementation by Schmidt [2005]). To that end, we, akin to
Jancsary et al. [2012a], differentiate the loss of the predicted restored
image xˆt (at stage t) w.r.t. model parameters Θt as
∂`(xˆt; xgt)
∂Θt
=
∂`(xˆt; xgt)
∂xˆt
· ∂Ω
−1
t ηt
∂Θt
(7.21)
= cˆTt
[
∂ηt
∂Θt
− ∂Ωt
∂Θt
xˆt
]
(7.22)
with cˆt = Ω−1t
[∂`(xˆt; xgt)
∂xˆt
]T
.
Similar to xˆt, we can efficiently compute cˆt by solving a system of lin-
ear equations via element-wise division in the transformed domain.
The derivatives for specific model parameters as well as further de-
tails, such as boundary handling due to periodic convolutions and
parameter constraints, are omitted here for brevity and to make the
equations more readable; however, all details can be found in Ap-
pendix A.2.
In Eq. (7.19), each stage is trained greedily such that the loss is as
small as possible after each stage, regardless of how many stages T
are actually intended to be used in the cascade; this also applies to
the cascade model of Chapter 6. However, in contrast to the cascade
of Chapter 6, which uses non-differentiable regression trees to deter-
mine the parameters of a Gaussian CRF and requires custom training,
our shrinkage functions are smooth and differentiable. Hence, we do
not need to alternate between gradient-based and combinatorial opti-
mization (growing regression trees). Moreover, we can use standard
gradient-based methods to jointly train all T stages of the model by
minimizing
J(Θ1,...,T) =
S
∑
s=1
`(xˆ(s)T ; x
(s)
gt ), (7.23)
where only the loss of the final prediction xˆT is relevant. The deriva-
tives w.r.t. model parameters of all stages can be computed efficiently
and take the same basic form as Eq. (7.22), which allows for an easy
implementation. This bears similarities to deep (convolutional) neu-
ral networks, with the difference that in our case all nodes of a layer
are fully-connected due to the DFT-based inference step. Note that
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Figure 7.2: First two stages of learned csf3×3 model. The shrinkage func-
tions are color-matched with their corresponding filters.
all stages can be learned jointly even while applying boundary oper-
ations, such as padding and truncation. All details and derivations
are in Appendix A.2.
7.4 experiments
training Although the class of Gaussian CRFs that can be learned
at one stage of our approach is restricted (compared to Jancsary et al.
[2012a]), this limitation comes at the substantial benefit of fast predic-
tion and learning. That means we can train our model on relatively
large datasets – even with a simple MATLAB implementation5. To gen-
erate the training data for our denoising experiments, we cropped a
256×256 pixel region from each of 400 images of the Berkeley segmen-
tation dataset [Martin et al., 2001]6, i. e. our training set thus roughly
contains 25 million pixels.
We have greedily trained 5 stages of four different configurations
of our model with increasing capacity:
csf5pw. Pairwise model with fixed f =
{
[1,−1], [1,−1]T}.
csf53×3 Fully trained model with 8 filters of size 3×3.
csf55×5 Fully trained model with 24 filters of size 5×5.
csf57×7 Fully trained model with 48 filters of size 7×7.
Hence, csfTm×m denotes a cascade of T stages with m2 − 1 filters of
size m×m (if T < 5, only T stages have been evaluated at test time;
prediction can be stopped at any stage). Note that many more config-
urations are possible and will lead to different performance vs. speed
5 Code for learning and inference is available on the author’s webpage.
6 These are strictly separate from all test images in Tabs. 7.2 and 7.1.
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Method PSNR St. csfpw. csf3×3 csf5×5 csf7×7
BLS-GSM [Portilla et al., 2003] 27.98 1 26.60 27.54 27.46 27.70
5×5 FoE [Gao and Roth, 2012] 28.22 2 27.26 27.93 28.26 28.38
LSSC [Mairal et al., 2009] 28.23 3 27.31 28.02 28.34 28.45
BM3D [Dabov et al., 2007b] 28.31 4 27.36 28.05 28.37 28.52
RTF5 [Schmidt et al., 2016] 28.74 5 27.36 28.08 28.39 28.53
Table 7.1: Average PSNR (dB) on 68 images from [Roth and Black, 2009] for
image denoising with σ = 25. On the right, each row shows the
results from the respective stage of our models.
tradeoffs, which can be chosen to suit the particular application. The
first two stages of the learned csf3×3 and csfpw. models are shown in
Figs. 7.2 and 7.1(e–f), respectively, which are good examples of our
observation that almost all learned shrinkage functions are not mono-
tonically increasing, which means they could not have been obtained
by learning a potential function (cf. Section 7.2).
denoising We first evaluated the task of image denoising (i. e.,
k = 1), for which we trained our models to remove Gaussian noise
with standard deviation σ = 25. The noisy training images were
obtained by adding simulated Gaussian noise to the clean images. We
subsequently quantized the intensity values of the noisy images to 8-
bit to make the training data somewhat more realistic. In practice,
noisy images are always integer-valued and range-limited, such as
intensity values being in {0, . . . , 255}.
After training the models, we evaluate them on 68 (8-bit quantized
noisy) test images originally introduced by Roth and Black [2009],
which have since become a reference set for image denoising; Fig. 7.4
shows a denoising example. We compare against a varied selection
of recent state-of-the-art techniques. The results in Tab. 7.1 show that
the (5-stage) cascade of regression tree fields (RTFs) from Chapter 6
achieves the best performance (trained with the same data as our CSF
models here). This is not surprising, since the more flexible RTFs do
not make any noise assumption (in contrast to all other approaches in
Tab. 7.1) and can thus effectively handle the additional quantization
noise. Concerning the other methods, we outperform the strongest
competitor BM3D by 0.22dB with our most powerful csf57×7 model. Fur-
thermore, our csf45×5 model slightly outperforms BM3D and also has a
faster runtime (cf. Fig. 7.3), even when only the CPU is used. Addition-
ally, our model’s inference procedure (convolutions and DFTs being
the most expensive operations) is presumably much more amenable
to GPU or DSP parallelization than the block-matching procedure of
BM3D. It can also be observed that results of our models saturate after
only 3–4 stages, hence “converge” very quickly.
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Method σ=15 σ=25
KSVD [Elad and Aharon, 2006] 30.87 28.28
FoE [Gao and Roth, 2012] 30.99 28.40
BM3D [Dabov et al., 2007b] 31.08 28.56
opt-MRF [Chen et al., 2013] 31.18 28.66
EPLL [Zoran and Weiss, 2011] 31.19 28.68
LSSC [Mairal et al., 2009] 31.27 28.70
ARF-4 [Barbu, 2009] 30.70 28.20
RTF5 [Schmidt et al., 2016] — 28.75
csf5pw. 29.99 27.47
csf43×3 30.78 28.29
csf45×5 31.12 28.58
csf57×7 31.24 28.72
Table 7.2: Average PSNR (dB) on 68 images from [Roth and Black, 2009]
for image denoising with σ = 15, 25; top part quoted from [Chen
et al., 2013]. Training of our CSF models and denoising carried out
without 8-bit quantization of noisy images to allow comparison
with [Barbu, 2009] and [Chen et al., 2013].
We also compare against the recently introduced opt-MRF by Chen
et al. [2013] for two reasons: First, it currently is one of the best-
performing CRFs for image restoration, achieved by using better op-
timization techniques with a model architecture originally proposed
by Samuel and Tappen [2009]. Secondly, it uses a model configura-
tion very similar to ours, that is 48 filters of size 7×7, which are fully
learned from data (including associated potential functions). More-
over, we compare against the fast active random field (ARF) model of
Barbu [2009], which uses 24 filters of size 5×5. Since both of them
were neither trained nor evaluated with 8-bit quantized noisy images,
we use their setting to not give our model an unfair advantage. Hence,
we additionally trained and evaluated our models without quantiza-
tion. The results in Tab. 7.2 show7 that we outperform [Barbu, 2009;
Chen et al., 2013], and can also compete with the RTF-based cascade
model (trained with non-quantized images, cf. Chapter 6), whose ad-
ditional flexibility does not seem pay off here since the image noise
is truly Gaussian. The results further show that we can also compete
for noise level σ = 15, for which we trained additional models.
7 Comparing Tabs. 7.2 and 7.1 also shows how much results improve when they are
obtained in a more artificial (non-quantized) setting.
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runtime The runtime comparison8 for image denoising in Fig. 7.3
shows that our model scales to image sizes of more than 16 megapix-
els at reasonable runtimes (at most 10 minutes for our best model
with a simple single-threaded MATLAB implementation, and only 23
seconds on a GPU).
While a cascade of RTFs (Chapter 6) is very flexible and yields state-
of-the-art restoration results, its relatively complex and highly opti-
mized C++ implementation hinges on multi-threading to boost run-
time performance. Comparing single-threaded performance (Fig. 7.3),
it is about an order of magnitude slower compared to our csf7×7
(which exhibits competitive performance, cf. Tab. 7.2). We outperform
BM3D at a faster runtime with our csf45×5 model (cf. Tab. 7.1).
Additionally, our model’s inference procedure is well suited for
GPU or DSP parallelization. In order to gauge the potential speedup,
we used the same code with MATLAB’s built-in GPU capabilities and
were able to obtain significantly improved runtimes (Tab. 7.3). How-
ever, we should expect additional speedups by using a more pow-
erful recent GPU with an optimized implementation using CUDA or
OpenCL (Chen et al. [2013] quote a 40× GPU speedup over presum-
ably multi-threaded CPU code).
While the ARF model [Barbu, 2009] (designed for real-time denois-
ing) is more efficient (CPU only) than our CSF with the same number
of stages, filters, and filter size, it exhibits inferior results: It performs
0.38dB worse than csf45×5 (Tab. 7.2), and even our csf
4
3×3 model with
only 8 3×3 filters surpasses the ARF in terms of restoration quality.
While the ARF is twice as fast as csf43×3, we can speed CSF up by
re-using filters (cf. Section 7.3.1). Furthermore, our standard gradient-
based learning procedure is much easier and faster, and enables learn-
ing more powerful models such as csf57×7.
Computing the learning objective function J(Θ) (Eq. 7.19) and its
gradient ∂J(Θ)/∂Θ for S = 400 images of 256×256 pixels takes in
total only around 7s (csfpw.), 24s (csf3×3), 73s (csf5×5), or 161s (csf7×7)
with our simple MATLAB implementation (Intel Core i7-3930K hexa-
core at 3.20GHz, six parallel threads). This allows us to thoroughly
train our models by using 200 L-BFGS iterations. Another important
property of our method is its predictable runtime, which is in contrast
to methods (such as opt-MRF and RTF) that require iterative inference
whose convergence depends on the input data. In our experience,
runtime varies even more for deconvolution, mostly due to the blur
kernel.
joint training While jointly training all stages of the model has
the potential to yield superior results, we only partly confirm this in
our denoising experiments. Since our learning objective function is
8 MATLAB/C++ implementations from the respective authors, single-threading strictly
enforced (including -singleCompThread option for MATLAB).
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Method 1282 2562 5122 10242 20482 40962
csf4pw. 0.02 0.05 0.17 (0.03) 0.7 (0.05) 3.4 (0.18) 15 (0.8)
csf43×3 0.10 0.22 0.76 (0.15) 3.0 (0.27) 14.6 (0.78) 65 (3.7)
csf45×5 0.34 0.80 2.78 (0.44) 11.5 (0.80) 52.0 (2.42) 223 (10.8)
csf47×7 0.86 2.23 8.00 (0.92) 32.3 (1.72) 143 (5.27) 603 (23.2)
ARF-4 [Barbu, 2009] 0.03 0.09 0.37 1.5 7.5 29
BM3D [Dabov et al., 2007b] 0.18 0.92 4.09 18.0 78.9 330
opt-MRF [Chen et al., 2013] 4.73 21.7 108 538 – –
RTF4 [Schmidt et al., 2016] 6.71 27.7 113 469 – –
EPLL [Zoran and Weiss, 2011] 9.76 41.9 229 930 – –
Figure 7.3: Runtime comparison for image denoising. Single-threaded run-
times (in seconds) with an Intel Core i7-3930K CPU at 3.20GHz;
small numbers in parentheses from simple MATLAB-based GPU ex-
ecution on a NVIDIA GeForce GTX 480. Runtimes of our models
shown after 4 stages where performance saturates; using fewer
stages takes proportionally less time, e. g. 2 stages take half the
time. Note the logarithmic scales on both axes (top). The table
columns show runtimes for image sizes up to 4096×4096 pixels
(about 16.78 megapixels).
not convex, the optimization often gets stuck in worse local optima
than when using greedy training. Hence we tried first training each
stage greedily (pre-training), and then “tuned” the model by starting
joint training with the parameters obtained from pre-training. While
this is guaranteed to not decrease (training set) performance, it does
not always improve results considerably, especially with increasing
model capacity. Jointly tuning all 5 stages of csf5pw. does pay off, by
increasing PSNR performance about 0.31dB from 27.36dB to 27.67dB
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Blur kernel Levin et al. Schmidt et al. csf1pw. csf2pw. csf3pw.
Ground truth 32.73 33.97 32.48 33.50 33.48
Levin et al. [2011] 30.05 30.40 29.63 30.34 30.42
Cho and Lee [2009] 29.71 29.73 29.10 29.86 29.99
Fergus et al. [2006] 28.38 29.10 28.36 29.02 29.01
Table 7.3: Average PSNR (dB) on 32 images from [Levin et al., 2011] for
image deconvolution. Rows correspond to different blur kernel
(estimates) provided by [Levin et al., 2011], while columns cor-
respond to non-blind deconvolution methods. Left part of table
reproduced from Chapter 6, showing results from [Levin et al.,
2007] and [Schmidt et al., 2016].
(cf. Tab. 7.1). However, tuning all 5 stages of our other models hardly
makes a difference. Even for 3-stage tuning we observe only mi-
nor improvements, e. g. from 28.02dB to 28.09dB for csf33×3, and from
28.34dB to 28.36dB for csf35×5.
non-blind deconvolution As the results in Tab. 7.3 show, our
approach can also successfully be applied to image deconvolution in
the context of blind deblurring, where kernel estimates are used to
deblur the image. For the task of deconvolution, we trained a csfpw.
model with 288 synthetically blurred images of size 320×320 pixels.
For half of the blurred training images, we used an estimate instead
of the correct blur kernel k to cope with using erroneous kernel esti-
mates at test time (as we did in Chapter 6). Our csf3pw. model outper-
forms the non-blind deconvolution approach by Levin et al. [2007]
and can compete with the results from Chapter 6 [Schmidt et al.,
2016] for all estimated kernels (Tab. 7.3); see Fig. 7.5 for a qualita-
tive comparison. We additionally applied the same learned csf3pw.
model to the recent benchmark for camera shake of Köhler et al.
[2012], where we are able to improve upon the results of the best
performing method by Xu and Jia [2010] about 0.56dB on average,
being also 0.15dB better than the best result of Chapter 6. Restoring
each of the 800×800-sized color images of the benchmark only takes
around a second with our model.
7.5 summary
We presented shrinkage fields, a novel random field model applica-
ble to the restoration of high-resolution images. As in Chapter 6, our
approach is based on a generalization of half-quadratic optimization.
However, in contrast to the previous chapter we specifically extended
the additive HQ form, which admits very fast inference with pre-
dictable runtime. By replacing potentials with shrinkage functions,
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we increased model flexibility and enabled efficient end-to-end learn-
ing of all model parameters with standard gradient-based methods.
Experiments on image denoising and deconvolution with cascaded
shrinkage fields demonstrated that fast runtime and high restoration
quality can go hand-in-hand.
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(a) Original image (b) Noisy, 20.30dB
(c) csf5pw., 28.81dB (d) csf53×3, 29.89dB
(e) csf55×5, 30.27dB (f) csf
5
7×7, 30.38dB
(g) ARF-4, 29.76dB (h) BM3D, 30.05dB
Figure 7.4: Denoising example (σ = 25, cropped): Comparison of our
trained models with BM3D [Dabov et al., 2007b] and ARF [Barbu,
2009]. Best viewed magnified on screen.
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(a) Original image (b) Blurred, 23.78dB
(c) Levin et al. [2007], 37.03dB (d) Levin et al. [2007], 33.79dB
(e) RTF (Chapter 6), 38.04dB (f) RTF (Chapter 6), 33.90dB
(g) csf3pw., 38.02dB (h) csf3pw., 34.16dB
Figure 7.5: Deconvolution example (cropped): Comparison for image de-
convolution (cf. Table 7.3) with different blur kernels (ground
truth: (c,e,g); estimate via [Levin et al., 2011]: (d,f,h)). Best viewed
magnified on screen.
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Suitable random field models for natural images necessitate theuse of edge-preserving potential functions, which in turn lead to
challenging inference and learning problems, especially in a gener-
ative context (cf. Chapter 2). To alleviate these issues, we have em-
ployed and extended half-quadratic (HQ) techniques throughout this
dissertation, because they are effective at converting challenging opti-
mization problems into a sequence of easier ones (cf. Chapter 3).
We considered applications in generative and discriminative con-
texts, because both strategies have their advantages and disadvan-
tages (cf. Section 2.5). In this final chapter, we not only summarize
our contributions but also discuss limitations, which often indicate
promising avenues for future work.
8.1 contributions
8.1.1 Generative models
likelihood model with unknown parameters In a gener-
ative approach, we specify the forward (or observation) model with
a likelihood, which encodes our assumption how the observed image
relates to the unknown image that we want to estimate. However,
the likelihood often hinges on a few crucial instance-specific param-
eters to be accurate (e. g., the variance of assumed Gaussian noise).
In Chapter 4, we addressed the issue that some of these parameters
are often unknown in practice. To that end, we extended a sampling-
based inference approach based on a HQ construction, which had pre-
viously been used for denoising [Schmidt et al., 2010] and deblurring
[Schmidt et al., 2011]. We proposed to jointly estimate the restored
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image and the unknown likelihood parameters by treating the latter
as additional latent variables, which we included in a Gibbs sampling
framework. To that end, we obtained samples from the joint distribu-
tion of the restored image and all latent variables.
In particular, this allowed us to perform image denoising and de-
blurring with integrated (Gaussian) noise estimation. Furthermore,
we additionally considered parametric blur estimation besides esti-
mating the noise. Concretely, we demonstrated promising blind de-
convolution results in two cases, namely under the assumptions of
Gaussian blur and linear (camera) motion blur. Our approach is
conceptually very appealing, since it only relies on a likelihood as-
sumption and an accurate image prior. There is no need for separate
parameter tuning or estimation steps.
prior model with explicit invariances While Chapter 4
was concerned with handling unknown parameters of the likelihood
model, Chapter 5 focused on incorporating domain knowledge into
the prior model. To that end, we proposed a framework for transfor-
mation-invariant product models, which distinguishes between (typ-
ically learned) linear features of the data and a set of (known) linear
transformations. An important property of our approach is that it al-
lows transformation-aware feature learning, where learned features
have to be “useful” at all specified transformations; this is because
this may also be thought of as implicitly adding transformed copies
of each feature to the model. As a consequence, many fewer features
need to be learned since implicitly added features share parameters.
Commonly-used convolutional models (e. g., filter-based MRFs such
as the FoE model) can be expressed in our framework when con-
sidering translation-invariance. We went beyond translations and
additionally imposed (approximate) invariance to image rotations,
which is often desirable but rarely modeled explicitly. Concretely,
we learned a translation- and (90◦) rotation-invariant FoE image prior
and demonstrated its merits for rotation-equivariant image denois-
ing. Furthermore, we extended convolutional Restricted Boltzmann
Machines (RBMs) to also be invariant to rotations in 45◦ increments.
However, we were mainly not interested in learning a translation- and
rotation-invariant RBM model, but rather used the obtained features
for (rotation-invariant) object recognition and detection. In particu-
lar, we exploited the known relationship between features to devise
a rotation-equivariant image descriptor, which we further extended
to be rotation-invariant. We showed the efficacy of our descriptor for
handwritten digit recognition and car detection in satellite images.
half-quadratic inference It is important to note that auxil-
iary-variable block Gibbs sampling (cf. Section 2.3.1.1) was an impor-
tant inference component in Chapter 4 and formed the backbone for
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inference and learning in Chapter 5; this especially includes HQ tech-
niques for the FoE and RBM models of natural images. While our
employed half-quadratic Gibbs sampler is typically quite computa-
tionally expensive (see Section 8.2.2 below), it is a key component to
enable accurate learning and inference with FoE-like image priors.
While HQ inference played an important role in enabling our con-
tributions in a generative setting, we did not extend previous HQ
methods. In contrast, our contributions in a discriminative context
(see below) are directly based on HQ ideas and extensions of previ-
ous HQ approaches. Hence, we provided an extensive and unifying
review of HQ inference in Chapter 3.
8.1.2 Discriminative models
generalization of half-quadratic inference Beginning
with Chapter 3, we characterized HQ inference for MAP estimation as
a sequence of predictions from Gaussian MRFs, each specified through
the auxiliary variables from the HQ augmentation, which are updated
during the iterative inference procedure.
Based on the realization that the final prediction in half-quadratic
MAP estimation comes from a Gaussian MRF (adapted to the observed
image via the auxiliary variables), we discussed in Chapter 6 that one
could in principle achieve the same or a similar result with a Gaus-
sian CRF that has access to the observed image and thus may directly
adapt to it. However, since it can be difficult to devise such a CRF
based on (features from) the observed image, we proposed a discrim-
inative generalization of half-quadratic MAP estimation in form of a
cascade of Gaussian CRFs. While common HQ inference is retained as
a special case, we can use arbitrary regression functions to determine
the parameters of the Gaussian CRF at each stage of the cascade; this
is in contrast to standard HQ inference which relies on fixed update
equations for the auxiliary variables.
discriminative non-blind deblurring While Gaussian CRFs
had previously been used for image denoising, they had not been ap-
plied in a cascade. However, we argued and demonstrated that a
cascade is crucial for more difficult problems, such as image deblur-
ring. In particular, we proposed the first discriminative approach to
non-blind image deblurring that could be applied to arbitrary (natu-
ral) images and blurs. While the cascade played an important role in
obtaining state-of-the-art results, the other important component was
to adapt to instance-specific blurs by integrating the blur formation
assumption into the Gaussian CRF. Without this latter part, it is much
more difficult to train a discriminative model that is able to work well
for arbitrary blurs at test time.
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cascade of gaussian crfs Specifically, we chose flexible Gaus-
sian CRFs in the form of regression tree fields (RTFs) [Jancsary et al.,
2012b,a]. We discriminatively trained a cascade of RTFs through loss
minimization, which achieved excellent results for non-blind decon-
volution in the context of artificially blurred and real images with blur.
We also demonstrated that a cascade model can improve restoration
performance for the simpler problems of grayscale and color image
denoising, where we also achieve state-of-the-art performance.
deep shrinkage fields Although the cascade of RTFs admits
relatively efficient (iterative) inference via a CG-based equation sys-
tem solver, it does not scale very well to large mega-pixel sized im-
ages, especially for image deblurring, which often requires many it-
erations of CG to converge. We addressed this issue in Chapter 7 and
proposed an image restoration method that scales to large images and
additionally admits simplified learning of model parameters. Our ap-
proach is also motivated as an extension of half-quadratic MAP esti-
mation. However, in contrast to Chapter 6, we extend a very specific
efficient HQ variant of the additive form, which gains its efficiency
by allowing to quickly solve the necessary equation systems via DFTs.
Furthermore, we replace the update step of the latent variables with a
parametric (shrinkage) function, which allows us to obtain the predic-
tion of the restored image and its gradient w.r.t. all model parameters
in closed form. This in turn enables discriminative learning via loss
minimization with standard gradient-based methods. Although our
proposed shrinkage field model, which is also a Gaussian CRF, is re-
stricted compared to a regression tree field, we show that we can
achieve similar results (for image denoising and deconvolution) with
a cascade of shrinkage fields as compared to a cascade of RTFs. Addi-
tionally, shrinkage fields admit much simpler learning and inference
algorithms, which can scale to large mega-pixel images as produced
by modern consumer cameras.
8.2 discussion and outlook
8.2.1 Generative and discriminative approaches
Generative approaches are very versatile and offer important benefits,
such as a principled way to handle unobserved random variables, or
assessing the “uncertainty” of estimates. We have not talked about
the latter, but such estimates can be useful if one needs to know how
much a prediction can be trusted, especially if it is an intermediate
result in a bigger system. For example, the sampling-based infer-
ence employed in Chapter 4 also gives us an approximation of the
marginal distributions of all variables, including the pixels of the re-
178
stored images. The uncertainty of the estimated image could then be
quantified via the entropy or variance of these marginals.
On the other hand, inference and learning with generative mod-
els are often very difficult as compared to discriminative and espe-
cially non-probabilistic approaches (cf. Section 2.5). In the future,
it would be interesting to further combine the benefits of both ap-
proaches. For example, we did such a combination by integrating
the blur likelihood into a Gaussian CRF (Chapters 6 and 7) to make
it more versatile by being able to cope with varying blurs after the
model has been trained. An example of a more intricate combination
of generative and discriminative models has recently been proposed
by Sohl-Dickstein et al. [2015], who define a flexible probability distri-
bution through a sequence of transformations starting from a known
and tractable distribution; each transformation step is carried out via
discriminatively-trained models.
8.2.2 Half-quadratic sampling
We already mentioned several times that inference and learning of
MRFs in a generative context is often computationally expensive. While
HQ inference alleviates this to some degree, computation still is a
problem, especially in the multiplicative form (cf. Chapter 3). While
MAP estimation can often be carried out with only relatively few HQ
iterations, this issue is more severe for sampling-based inference as
we have used in Chapter 4, which often requires on the order of hun-
dreds of Gibbs sampling iterations to yield high-quality estimates.
In Chapter 4, the culprit is repeatedly solving the equation sys-
tems that arise in the multiplicative HQ form. As discussed in Sec-
tion 3.5, using a Cholesky decomposition does not scale to larger
images. Furthermore, the equation system matrix is typically not
well-conditioned, which means that iterative solvers, such as CG, re-
quire many iterations to converge (in our experience on the order of
several thousands to obtain a small error). Although each iteration
of CG only requires multiplication with the equation system matrix,
which can be carried out via 2D convolutions and element-wise op-
erations, it is overall too expensive, even with GPU acceleration. One
approach to reduce the number of iterations for CG is to use a precon-
ditioner (cf. Section 3.5.2.1). Hence, it would be interesting to devise
preconditioners that work well for the multiplicative HQ form.
Another strategy is to solve the system of equations with reduced
accuracy, thus needing fewer iterations of CG. This has been under-
taken by Gilavert et al. [2015], who added an acceptance step to guar-
antee that the sampling approach still yields samples from the target
distribution.
Finally, one may use the additive HQ form instead, which leads to
equation systems that are easier to solve. As far as we are aware, the
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additive form has not been used for sampling-based HQ inference.
One reason may be that the resulting Gibbs sampler will likely ex-
hibit poor mixing due to the specific representation in the additive
HQ form. Using a pairwise MRF prior from [Schmidt, 2010] (similar to
that of [Schmidt et al., 2010]) with an additive HQ representation, we
found in preliminary experiments (not discussed in this thesis) that
mixing is indeed much slower. Concretely, while we performed a
few hundred iterations of Gibbs sampling with the multiplicative HQ
form (as in Chapter 4), we instead required several thousand – but
much faster – iterations of the Gibbs sampler to obtain similar results
when using the same potential represented in the additive form. Nev-
ertheless, in both cases we were able to reach similar results w.r.t. the
quality of the restored images. Overall, we found in our preliminary
experiments with a pairwise MRF prior that a representation in the
additive form enables faster sampling-based inference as compared
to the multiplicative form (i. e., we obtain the same image quality in
less time), especially for larger images. Furthermore, it is conceivable
that mixing could be improved through tempering schemes [e. g., Neal,
1996; Earl and Deem, 2005], such as exchanging the states of several
Markov chains that run in parallel at different temperatures.
8.2.3 Jointly learning model and inference
It is common to separate a model from the optimization algorithm
that is employed for inference. For example, we can use a variety
of different algorithms to solve energy minimization problems. As a
consequence, models for particular problems, such as image restora-
tion, and optimization / inference algorithms are typically developed
independently of each other. For some representative models, the lat-
ter are often analyzed in terms of convergence speed to a solution
with a particular numerical accuracy.
In Chapters 6 and 7, we took a different approach by combining
a model and a particular (iterative) inference algorithm in a single
unit. While this has the disadvantage of yielding a highly-specialized
method that will not work well for different scenarios, it has two key
advantages: First, we can adapt model and inference algorithm to
each other, such as removing unnecessary parts or using more advan-
tageous parameterizations. For example, we replaced potentials with
shrinkage functions in Chapter 7, which yielded more flexibility and
simpler parameter learning. Second, we can learn custom model and
optimization parameters for every step of inference, which allows us
to achieve good results with only a few iterations. Instead of conver-
gence speed to an energy minimum, we care about achieving a good
solution w.r.t. an application-specific loss function (e. g., PSNR) in as
few iterations as possible.
180
More concretely, we proposed a generic discriminative generaliza-
tion of half-quadratic MAP estimation with a generative model in
Chapter 6. In Chapter 7, we took the same general approach, but fo-
cused on MAP estimation with a particular additive HQ form, which
allows for very fast inference. However, the idea of jointly learning a
model and its associated inference algorithm applies much more gen-
erally. Therefore, in the future we should investigate other interesting
combinations of models and inference methods.
One such model and inference combination was recently proposed
by Chen et al. [2015], which can be seen as a combination of our
approach from Chapter 7 with that of Barbu [2009]. Concretely, Chen
et al. [2015] learn gradient-descent steps similar to [Barbu, 2009], but
explain them mostly in the context of reaction-diffusion approaches.
In contrast to [Barbu, 2009], they essentially adopt our learning and
parameterization approach to learn a tailored model for each gradient
step.
8.2.3.1 Connection with deep neural networks
Essentially, (supervised) neural networks [e. g., Jain and Seung, 2009;
Burger et al., 2012] can also be interpreted as a combination of model
and inference. Furthermore, we can relate our approaches from Chap-
ters 6 and 7 to deep neural networks.
In Chapter 6, we proposed a cascade of Gaussian CRFs, where
regression trees determined the potentials of the Gaussian CRF at
each model stage. Alternatively, we could have used (convolutional)
neural networks to regress the parameters of the potentials func-
tions. This would have led to a deep neural network (NN) with
the main difference that we carry out Gaussian CRF inference after
each layer (stage of the cascade). Nevertheless, such a deep neu-
ral network would be differentiable and thus amenable to standard
gradient-based training.
Our cascade of shrinkage fields (CSF) model from Chapter 7 is ac-
tually a particular deep neural network, where the structure of the
deep network is fully determined by the combination of the model
and the specific inference algorithm. The interpretation as a NN may
be helpful to devise future extensions of our approach. In particular,
each stage (or layer) of a CSF first requires the computation of sev-
eral convolutions, point-wise non-linearities (via shrinkage functions)
and additions, as are common in convolutional NNs. However, note
that our non-linearities are learned, which is not typical for NNs. Ad-
ditionally, we need to solve a system of linear equations for Gaussian
CRF inference. In case of a CSF, this can be done by element-wise
multiplication in Fourier space before transforming the solution back
to the spatial domain. As result of the well-known convolution theo-
rem (cf. Section 3.5.1.2), this is equivalent to convolution (with a filter
as large as the input image). Hence, the inference step of a CSF can
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equivalently be performed by a NN with dense connectivity. Overall,
a cascade of shrinkage fields is a deep neural network, where most
layers (feature maps) are sparsely-connected via additions or convolu-
tions with filters of small support, but some layers are fully-connected
as they correspond to Gaussian inference as described above. A pos-
sible future extension is to replace the fully-connected layers (which
correspond to solving the system of equations with via DFTs) by using
convolutions with filters of smaller support, which has similarly been
done by Badri et al. [2015].
In general, there seems to be a recent trend [e. g., Zheng et al., 2015]
to combine and fully integrate two types of approaches: 1) powerful
– but unstructured – prediction functions for regression and classifi-
cation, such as random forests and especially deep neural networks,
and 2) structured prediction via CRF inference, which allow to model
constraints between the output labels.
8.2.4 Towards richer and more accurate models
beyond gaussian noise Recall that we applied HQ augmenta-
tion only to the image prior, which allowed us to obtain a posterior
distribution that is Gaussian when conditioned on the added auxil-
iary variables. This was only possible due to our assumption of a
Gaussian likelihood. However, if this were not the case, we may also
apply HQ augmentation to the likelihood to obtain a conditionally
Gaussian posterior distribution (cf. Section 3.2). This immediately al-
lows to address the removal of other types of noise beyond additive
Gaussian noise, and could open up HQ inference to other applica-
tions.
other prior knowledge Currently, MRFs and CRFs for natural
images typically model filter responses via heavy-tailed potentials.
However, images also contain other statistical regularities. We briefly
discussed self-similarity in Section 2.6.3, which Sun and Tappen [2011]
attempted to integrate with a random field architecture. Neverthe-
less, there is much more prior knowledge that could be integrated
into a model. However, one must strike a balance between expres-
sive models and still being able to carry out inference in a somewhat
efficient manner. For example, Mei et al. [2015] recently proposed a
method to integrate marginal histogram constraints in a way that still
allows efficient inference using HQ techniques.
Another approach that we briefly mentioned in Section 3.2 is to
connect the latent variables after HQ augmentation. Given that the la-
tent variables approximately indicate edges in the images, this could
model hysteresis or non-maximum suppression of edges [cf. Black
and Rangarajan, 1996]. However, updating the latent variables be-
comes more complicated when they are no longer independent. Con-
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sequently, one has to devise constructions that still allow for efficient
optimization.
joint models If we consider the visual complexity of the real
world, it becomes clear that our image models are still very crude
as they do not even try to accurately describe the image formation
process. For example, an image could be modeled as a projection
of a three-dimensional scene, which is composed of many kinds of
objects at different locations that each reflect light from a variety of
sources in different ways. Although this is still a simplistic model
of a real image, it currently is too complex to allow for efficient in-
ference. Nevertheless, we have to devise better (generative) models
of the image formation process in the future. Additionally, discrim-
inative methods can help to improve inference in such models [e. g.,
Jampani et al., 2015].
There has been some work towards that end, in particular by jointly
addressing two (or more) problems that have previously been han-
dled separately. For example, Le Roux et al. [2011] jointly address
the appearance and shape of image patches with a masked restricted
Boltzmann machine that models occlusion boundaries. Zhang et al.
[2011] show that both image restoration and (face) recognition can
benefit from each other when performed jointly. Sun et al. [2014] con-
sider the issue that image priors are typically trained with a diverse
set of images from a variety of scenes, which means that they can be
suboptimal for a specific image; to that end, the adapt the prior based
on images of the same scene type.
Although these are promising examples, they are just a start to-
wards richer and more accurate models of visual scenes. There is
much work to be done.
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a.1 supplemental material for chapter 5
We provide additional details that are not necessary to understand
Chapter 5, but are especially helpful to reproduce the results.
a.1.1 Parameter learning in transformation-invariant product models
We briefly demonstrate that parameter learning in product models
with integrated transformation invariance (cf. Section 5.1.1) involves
only minor modifications to existing gradient-based learning algo-
rithms. We begin by considering a generic product model
p(x;Θ) =
1
Z(Θ)
|F |
∏
i=1
ϕi
(
F(i)x; θi
)
(A.1)
as defined in Eq. (5.1). Now the task is to learn all parameters
Θ = {F(i), θi|i = 1, . . .} by using gradients of the log-probability (den-
sity) log p(x;Θ). It is quite straightforward to see that the partial
derivatives of the log-probability (density) w.r.t. the factor parame-
ters θi and the feature transformations F(i) are given as
∂ log p(x;Θ)
∂θi
=
∂ log ϕi
(
F(i)x; θi
)
∂θi
− ∂ log Z(Θ)
∂θi
(A.2)
∂ log p(x;Θ)
∂F(i)
=
∂ log ϕi
(
F(i)x; θi
)
∂F(i)
− ∂ log Z(Θ)
∂F(i)
. (A.3)
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The gradient of the log-partition function log Z(Θ) (second term of
Eqs. (A.2) and (A.3)) is usually approximated by evaluating the first
term of the respective equation on a set of samples from the product
model (cf. Section 2.3.2).
According to Eq. (5.4), we define a transformation-invariant prod-
uct model w.r.t. a set of linear image transformations T = {T(j)|j =
1, . . .} as
pT (x;Θ) =
1
Z(Θ)
|T |
∏
j=1
|F |
∏
i=1
ϕi
(
F(i)T(j)x; θi
)
. (A.4)
In analogy to Eq. (A.1) the partial derivatives of the log-probability
(density) thus follow as
∂ log pT (x;Θ)
∂θi
=
[ |T |
∑
j=1
∂ log ϕi
(
F(i)T(j)x; θi
)
∂θi
]
− ∂ log Z(Θ)
∂θi
(A.5)
∂ log pT (x;Θ)
∂F(i)
=
[ |T |
∑
j=1
∂ log ϕi
(
F(i)T(j)x; θi
)
∂F(i)
]
− ∂ log Z(Θ)
∂F(i)
. (A.6)
Please note that Eqs. (A.5) and (A.6) involve quite similar derivative
calculations as Eqs. (A.2) and (A.3). In essence, the derivatives of the
log-factors log ϕi need to be summed over |T | transformed inputs.
Hence, integrating transformation-invariance into existing product
model implementations generally requires little implementation ef-
fort.
a.1.2 Details of parameter learning
a.1.2.1 R-FoE
The R-FoE model of Section 5.2 was trained on a database of 5000
natural images (of size 50 × 50 pixels) using persistent contrastive
divergence [Tieleman, 2008]. Learning was done with stochastic gra-
dient descent using mini-batches of 100 images (and model samples)
for a total of 10000 (exponentially smoothed) gradient steps with an
annealed learning rate. We trained the model using conditional sam-
pling to avoid boundary issues [Norouzi et al., 2009]. Both learned
filters were initialized randomly from a standard normal distribution,
and constrained to have mean 0 and norm 1 throughout learning. We
initialized the shapes of the potential functions to be very broad (cf.
[Gao and Roth, 2012]).
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a.1.2.2 RC-RBM
We trained our RC-RBM from Section 5.3 akin to the algorithm of
[Norouzi et al., 2009], in particular using contrastive divergence [Hin-
ton, 2002] with one step of Gibbs sampling, although applying Rao-
Blackwellization [cf. Swersky et al., 2010] to minimize sample vari-
ance. We used two datasets for unsupervised training (always using
one visible unit per image pixel): a random subset of 10000 binary im-
ages from the training set of the MNIST handwritten digits [LeCun
and Cortes], and the same dataset of natural images as used for the R-
FoE, but here ZCA-whitened [cf. Hyvärinen et al., 2009, § 5]. In both
cases, we performed stochastic gradient descent with mini-batches
of 20 images (100 for MNIST), an annealed learning rate, and expo-
nential gradient smoothing. For training on natural images, we also
relied on conditional sampling to avoid boundary issues [Norouzi
et al., 2009].
We initialized all hidden biases to b = −3 and all visible biases
to c = 0; note that training on MNIST relied on individual biases
c, and training on natural images used a shared (scalar) bias c for
all visible units. Instead of fixing the hidden biases b to a small
value to encourage sparsity [Norouzi et al., 2009], we learned them
together with the features, which we constrained to have the same
norm, updated slowly over time through exponential smoothing. We
did not use any additional regularization terms to encourage learning
of sparse features (such as [Lee et al., 2008]).
We only define the filters wi inside a circular area by actually using
Rˆ(ω) = B · R(ω) instead of R(ω) in Eq. (5.12), where multiplication
with B extracts the circular interior of the image patch as a vector.
a.1.3 Details of feature extraction
We extract RC-RBM features by computing the hidden activation prob-
abilities pRC-RBM(h = 1|x) for each feature i convolutionally at all im-
age locations (k, l) and all specified rotation angles ω. Computation
is straightforward since pRC-RBM(h = 1|x) decomposes into a product
of univariate distributions
pRC-RBM(h(ω),(k,l),i = 1|x) = sig(wTi R(ω)CS(k,l)x + bi) (A.7)
with the logistic function sig(x) = 1/(1 + e−x). We note that we
set all hidden biases b = 0 for feature extraction after learning, as
this significantly increased performance in recognition and detection
tasks. Furthermore, non-maximum suppression (over rotations ω)
is used to only retain activations with maximum probability at each
location (k, l). The EHOF/IHOF descriptor is computed separately
for each (of the four) learned features; the final descriptor is then
obtained by concatenation of the individual descriptor vectors.
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Oriented gradient features are extracted the same way as in the
popular HOG descriptor [Dalal and Triggs, 2005]: Centered image
derivatives ([1, 0,−1] and [1, 0,−1]T) are first computed at all image
locations to obtain horizontal and vertical derivative images. Each
pixel is then assigned to one of B orientation angles (using linear
interpolation) according to its gradient angle and represented by its
gradient magnitude.
a.1.4 Additional descriptor details
a.1.4.1 Local cell normalization
When using oriented gradient features, we also perform two different
normalizations of all cells (except the central one), akin to the block
normalization procedure in HOG. We do this because it significantly
increases performance.
Here, each block consists of two neighboring cells on a ring, i. e.
each cell is normalized with its predecessor and successor cell. We
use L2-normalization g(v, z) = v/
√‖z‖2 + e for cell histogram vec-
tor v with block vector z and e = 10−4; we do not “clip” values after
normalization. The layout in the descriptor matrix is adjusted in or-
der to retain the equivariance property: Different normalizations of
the same cell are (deterministically) grouped together in the columns
of the matrix, i. e. first come all (both) normalizations of the normal-
ized entry for orientation angle 1, then all normalizations for angle 2,
etc.
Unfortunately, this local cell normalization procedure does not im-
prove results when applied to our learned RC-RBM features, hence
we do not use it; however, we can assume that a suitable normal-
ization scheme would also enhance the performance for our learned
features, but we have not explored this yet. In this sense, gradient
features are at an advantage due to previous research on suitable nor-
malizations, which we leverage here.
a.1.4.2 Descriptor dimensionality and scaling
For an EHOF descriptor with R rings, C cells per ring, and features ex-
tracted at O orientations, we obtain a 3-dimensional histogram H3 ∈
RR×C×O, which is reshaped into the 2-dimensional H2 ∈ RR·C×n·O.
For gradient features, n = 2 due to the two normalizations of each
cell, and n = 1 for our learned RC-RBM features. Hence, we ob-
tain the descriptor dimensionality D = R·C·n·O +O, where the last
term comes from the histogram vector of central cell c ∈ RO. For
IHOF, we additionally compute the 2D-DFT of H2 and the 1D-DFT of
c and only retain the magnitude in both cases. The DFT magnitude
of real inputs exhibits redundancies, which we have only removed
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in case of 1D-DFT, resulting in the IHOF descriptor dimensionality
D = R·C·n·O + dO2 e.
The resulting descriptor vectors are scaled to unit infinity norm in
case of IHOF (and EHOF for car detection).
a.1.5 Experimental details
a.1.5.1 Denoising
For the denoising results in Section 5.5, we used a fixed sampling
scheme similar to [Schmidt et al., 2010] with four independent sam-
plers, each running for 60 iterations to yield 120 samples overall after
discarding 30 burn-in iterations each. We employed the same proce-
dure for the denoising example in Fig. 5.5, but used 240 samples in
total to further reduce to variability induced by the sampling process.
a.1.5.2 Car detection
RC-RBM features were extracted from whitened grayscale versions of
the RGB color input images, whereas gradient features were obtained
by taking the maximum gradient response (in terms of magnitude)
over the three channels of the color images. For the HOG baseline
performance, we use the implementation of [Dollár] with 5× 5 pixel-
sized cells and 9 (unsigned) orientation angles.
We trained the linear SVM initially by performing cross-validation
to find the best regularization parameter C, then used two rounds of
bootstrapping to obtain the final model. Detection was carried out
with a search stride of 5 pixels over five image scales
[1.0−1, 1.1−1, 1.2−1, 1.3−1, 1.4−1], (A.8)
where 1.0 refers to the original image size. We evaluated the per-
formance according to the PASCAL VOC 2010 criteria [Everingham
et al., 2010], i. e. requiring 50% overlap with a ground-truth annota-
tion and not allowing multiple detections of the same car. Calculation
of the average precision also followed [Everingham et al., 2010].
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a.2 supplemental material for chapter 7
The following derivations require only standard (multivariate) calcu-
lus, where we use the numerator layout notation1. Please note that all
derived formulae can be computed efficiently and implemented com-
pactly (MATLAB code for learning and inference is available online).
We derive the iterative update equation for the image variables x
in Eq. (7.6) as:
gβ(z) = arg min
x
Eβ(x|z, y)
= arg min
x
λ
2
‖y−Kx‖2 +
N
∑
i=1
∑
c∈C
(
β
2
(
fTi x(c) − zic
)2
+ ρi(zic)
)
= arg min
x
λ
2
‖y−Kx‖2 + β
2
N
∑
i=1
‖Fix− zi‖2
= arg min
x
1
2
xT
[
λKTK + β
N
∑
i=1
FTi Fi
]
x− xT
[
λKTy + β
N
∑
i=1
FTi zi
]
=
[
λKTK + β
N
∑
i=1
FTi Fi
]−1 [
λKTy + β
N
∑
i=1
FTi zi
]
=
[
λ
β
KTK +
N
∑
i=1
FTi Fi
]−1 [
λ
β
KTy +
N
∑
i=1
FTi zi
]
= F−1
F
(
λ
βK
Ty +∑Ni=1 F
T
i zi
)
λ
β |Kˇ|2 +∑Ni=1|Fˇi|2
 . (A.9)
Convolution is again denoted by Fx = [fTx(C1), . . . , f
Tx(C|C|)]
T ≡ f⊗
x ≡ F−1(Fˇ ◦ F (x)). The optical transfer function Fˇ ≡ F (f) is derived
from filter (point spread function) f, where F denotes the discrete
Fourier transform (DFT). Note that division is applied element-wise
in Eq. (A.9). The last step is possible since K and the matrices Fi
are BCCB as they correspond to convolutions with circular boundary
conditions. Consequently, they are diagonalized by DFTs, allowing
element-wise operations.
a.2.1 Boundary handling
To reduce boundary artifacts, which may arise due to using convolu-
tions with circular boundary conditions, we use padding of the input
image. Specifically, we first take the input image x ∈ RD (of width w
and height h with D = h ·w) and replicate b pixels of its boundary on
all sides by multiplication with the sparse “padding” matrix Pb2. In
1 cf. http://en.wikipedia.org/w/index.php?title=Matrix_calculus&oldid=
576691987#Numerator-layout_notation.
2 In MATLAB, Pbx ≡ reshape(padarray(reshape(x,h,w),[b,b],'replicate','both'),D,1).
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image denoising, b can be freely chosen (we use b = 10); for decon-
volution b = (r − 1)/2 with square blur kernel k ∈ Rr2 of size r×r
pixels3.
For deconvolution we additionally apply “edge-tapering” to the
padded input image Pbx so that it better matches the assumptions of
applying convolution with circular boundary handling. In particular,
we applied u iterations of MATLAB’s edgetaper function (where αk is
a weighting vector based on k), which can be formalized as
edgetaper(x, k) = αk ◦ x + (1− αk) ◦ (k⊗ x) (A.10)
= D{αk}x +D{1− αk}(Kx) (A.11)
=
(D{αk}+D{1− αk}K)x (A.12)
= Ekx. (A.13)
Performing u iterations of edge-tapering can thus be expressed by
multiplication with the matrix Ek = D{αk}+D{1− αk}K raised to
the uth power. (For denoising, Euk = I is set to the identity matrix.)
We denote the boundary-padded and possibly edge-tapered input
image as xP = EukPbx, and as xˆ
B the output image where the padded
boundary region has not been removed yet. Consequently, we use the
following minor variation of gΘ(x) (Eqs. 7.17 and 7.18) in practice:
gΘ(x) = Tb F−1
F
(
λKTy +∑Ni=1 F
T
i fpii(Fix
P)
)
λ|Kˇ|2 +∑Ni=1|Fˇi|2
 (A.14)
= Tb
[
λKTK +
N
∑
i=1
FTi Fi
]−1
︸ ︷︷ ︸
Ω−1
[
λKTy +
N
∑
i=1
FTi fpii(Fix
P)
]
︸ ︷︷ ︸
η
(A.15)
= TbxˆB. (A.16)
The uncropped output image is given as xˆB = Ω−1η. To obtain an
output image xˆ = gΘ(x) with the same size as the input image x,
we remove the padded boundary region by multiplication with the
sparse (“cropping”) matrix Tb.
It is important to note that padding, edge-tapering, and cropping
can all be expressed as linear transformations, which allows us to
easily compute gradients of the transformed images. Furthermore,
please note that for inference and learning (Section A.2.2), the convo-
lution matrices K and Fi are never explicitly constructed (also applies
to KT and FTi ), since all matrix-vector products can be efficiently com-
puted through convolutions.
3 Square kernel only assumed for simplicity here.
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a.2.2 Learning
In the following we use gΘ(x) with boundary handling as defined in
Eq. (A.16). Recall from Chapter 7 that given training data {x(s)gt , y(s), k(s)}Ss=1,
we learn all model parameters Θt = {λt,piti, fti}Ni=1 greedily stage-by-
stage for t = 1, . . . , T via
J(Θt) =
S
∑
s=1
`(xˆ(s)t ; x
(s)
gt ), (A.17)
or jointly for all T stages via
J(Θ1,...,T) =
S
∑
s=1
`(xˆ(s)T ; x
(s)
gt ). (A.18)
To that end, at each stage of greedy learning J(Θt) we need to com-
pute Eq. (A.17) and its gradient ∂J(Θt)∂Θt ; for joint training J(Θ1,...,T) we
need to compute Eq. (A.18) and its gradient
[
∂J(Θ1,...,T)
∂Θ1
, . . . , ∂J(Θ1,...,T)∂ΘT
]
.
a.2.2.1 Gradient of loss function
We can address one training example at a time since the gradients of
Eqs. (A.17) and (A.18) decompose into sums over training examples.
The gradient w.r.t. the model parameters of the last/current stage can
be computed as follows:
∂`(xˆt; xgt)
∂Θt
=
∂`(xˆt; xgt)
∂xˆt
· ∂TbΩ
−1
t ηt
∂Θt
(A.19)
=
∂`(xˆt; xgt)
∂xˆt
TbΩ−1t
[
−∂Ωt
∂Θt
Ω−1t ηt +
∂ηt
∂Θt
]
(A.20)
= cˆTt
[
∂ηt
∂Θt
− ∂Ωt
∂Θt
xˆBt
]
with cˆt = Ω−1t T
T
b
[∂`(xˆt; xgt)
∂xˆt
]T
.
(A.21)
The gradient of the chosen loss function (negative PSNR)
`(xˆ; xgt) = −20 log10
(
R
√
D
‖xˆ− xgt‖
)
, (A.22)
where D denotes the number of pixels of xˆ and R the maximum
intensity level of a pixel (i. e., R = 255), is derived as
∂`(xˆ; xgt)
∂xˆ
= − 20
log 10
∂
∂xˆ
log
(
R
√
D
‖xˆ− xgt‖
)
(A.23)
=
20
log 10
∂ log‖xˆ− xgt‖
∂xˆ
(A.24)
=
20
log 10
1
‖xˆ− xgt‖
∂‖xˆ− xgt‖
∂xˆ
(A.25)
=
20
log 10
(xˆ− xgt)T
‖xˆ− xgt‖2 . (A.26)
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For joint training we additionally require gradients w.r.t. the model
parameters of previous stages. The gradient w.r.t. the second-to-last
stage is obtained as (t ≥ 2)
∂`(xˆt; xgt)
∂Θt−1
= cˆTt
[
∂ηt
∂Θt−1
]
= cˆTt
∂
∂Θt−1
( N
∑
i=1
FTti fpiti(Ftixˆ
P
t−1)
)
= cˆTt
N
∑
i=1
FTti f
′
piti
(FtixˆPt−1)FtiE
u
kPb
∂xˆt−1
∂Θt−1
=
[ N
∑
i=1
(Fti cˆt)T f
′
piti
(FtixˆPt−1)Fti
]
EukPb
∂TbΩ−1t−1ηt−1
∂Θt−1
=
[
TTb P
T
b E
u
k
T
N
∑
i=1
FTti f
′
piti
(FtixˆPt−1)Fti cˆt
]T
Ω−1t−1
[
∂ηt−1
∂Θt−1
− ∂Ωt−1
∂Θt−1
xˆBt−1
]
= cˆTt−1
[
∂ηt−1
∂Θt−1
− ∂Ωt−1
∂Θt−1
xˆBt−1
]
(A.27)
with cˆt−1 = Ω−1t−1T
T
b P
T
b E
u
k
T
N
∑
i=1
FTti f
′
piti
(FtixˆPt−1)Fti cˆt,
where f
′
piti
(FtixˆPt−1) =
∂ fpiti (Fti xˆ
P
t−1)
∂Fti xˆPt−1
(cf. Section A.2.2.2). Note that the
form is the same as of Eq. (A.21), which means we can apply this re-
cursively to compute gradients for earlier stages (t ≥ 2, s = 1, . . . , t−
1):
∂`(xˆt; xgt)
∂Θt−s
= cˆTt−s
[
∂ηt−s
∂Θt−s
− ∂Ωt−s
∂Θt−s
xˆBt−s
]
with (A.28)
cˆt−s = Ω−1t−sT
T
b P
T
b E
u
k
T
N
∑
i=1
FTt−s+1,i f
′
pit−s+1,i(Ft−s+1,ixˆ
P
t−s)Ft−s+1,i cˆt−s+1.
Note that jointly training T stages only takes approximately T times
as long as training a single stage.
a.2.2.2 Gradients for specific model parameters
Now that we have derived the generic gradients for the given loss
function, we need to derive the specific gradients w.r.t. the actual
model parameters Θt = {λt,piti, fti}Ni=1 at all stages t.
regularization weight λ We define λt = exp(λ˜t) to ensure
positive values of λt and learn λ˜t via its partial derivative
∂`(xˆt; xgt)
∂λ˜t
=
∂`(xˆt; xgt)
∂λt
· ∂ exp(λ˜t)
∂λ˜t
(A.29)
= cˆTt
(
KTy−KTKxˆBt
)
· λt (A.30)
= λt(Kcˆt)T(y−KxˆBt ). (A.31)
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shrinkage function Recall that the shrinkage function is mod-
eled as a linear combination of Gaussian RBF kernels:
fpi(v) =
M
∑
j=1
pij exp
(
−γ
2
(v− µj)2
)
. (A.32)
Its derivatives w.r.t. the input and weights can be computed as
∂ fpi(v)
∂pij
= exp
(
−γ
2
(v− µj)2
)
(A.33)
∂ fpi(v)
∂v
= −
M
∑
j=1
pij exp
(
−γ
2
(v− µj)2
)
· γ(v− µj). (A.34)
Concerning vector-valued inputs v = [v1, . . . , vL]T to the univariate
shrinkage function, please note that
fpi(v) = [ fpi(v1), . . . , fpi(vL)]
T (A.35)
∂ fpi(v)
∂v
= D
{
∂ fpi(v1)
∂v1
, . . . ,
∂ fpi(vL)
∂vL
}
def
= f
′
pi(v) ∈ RL×L. (A.36)
For practical purposes, we not only precompute and store in a lookup-
table (LUT) the shrinkage function fpi(v) for all (sensible) v, but all
its derivatives that are required for learning the model, which are
quickly retrieved from the LUT via linear interpolation.
Concretely, the relevant gradient of the shrinkage function weights
is computed as
∂`(xˆt; xgt)
∂piti
= cˆTt
(
FTti
∂ fpiti(Ftixˆ
P
t−1)
∂piti
)
(A.37)
= (Fti cˆt)T
∂ fpiti(Ftixˆ
P
t−1)
∂piti
, (A.38)
where
∂ fpiti (Fti xˆ
P
t−1)
∂piti
∈ RD×M is a matrix, which contains in each row the
derivatives w.r.t. all M entries of vector piti for all D filter responses
FtixˆPt−1.
filter We define each filter of size m×n w.r.t. a basis B ∈ Rmn×V
as f = Bf˜ and learn the entries of f˜ ∈ RV . We follow Chen et al.
[2013] and choose DCT filters for B, omitting the DC-component to
guarantee zero-mean filters.
First, it is useful to denote f⊗ x ≡ Fx = (fT[x]C)T = [x]TC f, where
[x]C ∈ Rmn×D is a matrix of all cliques C of x ∈ RD that filter f is
applied to. Then, we can differentiate the convolved image w.r.t. the
filter coefficients f˜ as follows
∂Fx
∂f˜
=
∂[x]TCBf˜
∂f˜
= [x]TCB ∈ RD×V (A.39)
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The gradient of the loss w.r.t. the filter coefficients is derived as
∂`(xˆt; xgt)
∂f˜ti
= cˆTt
[
∂FTti fpiti(Ftixˆ
P
t−1)
∂f˜ti
− ∂F
T
ti Fti
∂f˜ti
xˆBt
]
= fpiti(Ftixˆ
P
t−1)
T ∂Fti cˆt
∂f˜ti
+ (Fti cˆt)T
(
∂ fpiti(Ftixˆ
P
t−1)
∂FtixˆPt−1
· ∂Ftixˆ
P
t−1
∂f˜ti
)
− ∂(Fti cˆt)
TFtixˆBt
∂f˜ti
= fpiti(Ftixˆ
P
t−1)
T[cˆt]TCB + (Fti cˆt)
T f
′
piti
(FtixˆPt−1)[xˆ
P
t−1]
T
CB
− (Fti cˆt)T[xˆBt ]TCB− (FtixˆBt )T[cˆt]TCB
=
[
[cˆt]C
(
fpiti(Ftixˆ
P
t−1)− FtixˆBt
)
(A.40)
+[xˆPt−1]C f
′
piti
(FtixˆPt−1)Fti cˆt − [xˆBt ]CFti cˆt
]T
B.
To avoid duplicating degrees of freedom, in practice we learn filters
with fixed unit norm f = Bf˜‖Bf˜‖ = Bf˜ ·
(
f˜T(BTB)f˜
)−1/2. To perform
learning for these normalized filters, it is again useful to first derive
∂Fx
∂f˜
=
∂
∂f˜
[x]TCBf˜ ·
(
f˜T(BTB)f˜
)−1/2
= [x]TCB ·
((
f˜T(BTB)f˜
)−1/2 · I− f˜ · 1
2
(
f˜T(BTB)f˜
)−3/2 · 2f˜TBTB)
= ‖Bf˜‖−1 ·
(
[x]TCB− [x]TCBf˜ · ‖Bf˜‖−1‖Bf˜‖−1 · f˜TBTB
)
= ‖Bf˜‖−1 ·
(
[x]TCB− [x]TC f · fTB
)
=
(
[x]TC − Fx · fT
) B
‖Bf˜‖ (A.41)
to then derive the gradient of the loss w.r.t. the filter coefficients
∂`(xˆt; xgt)
∂f˜ti
=
[
[cˆt]C
(
fpiti(Ftixˆ
P
t−1)− FtixˆBt
)
+[xˆPt−1]C f
′
piti
(FtixˆPt−1)Fti cˆt − [xˆBt ]CFti cˆt
]T B
‖Bf˜ti‖
−
[
(Fti cˆt)T
(
fpiti(Ftixˆ
P
t−1)− FtixˆBt
)
+(FtixˆPt−1)
T f
′
piti
(FtixˆPt−1)Fti cˆt − (FtixˆBt )TFti cˆt
] fTB
‖Bf˜ti‖
=
[
[cˆt]C
(
fpiti(Ftixˆ
P
t−1)− FtixˆBt
)
+[xˆPt−1]C f
′
piti
(FtixˆPt−1)Fti cˆt − [xˆBt ]CFti cˆt
]T B
‖Bf˜ti‖
− (Fti cˆt)T
[
fpiti(Ftixˆ
P
t−1)− 2FtixˆBt
+ f
′
piti
(FtixˆPt−1)Ftixˆ
P
t−1
] fTB
‖Bf˜ti‖
, (A.42)
where we can re-use most of our previous derivation (Eq. A.40).
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