Abstract: Agent-based modeling is a promising method to investigate market dynamics, as it allows modeling the behavior of all market participants individually. Integrating empirical data in the agents' decision model can improve the validity of agent-based models (ABMs). We present an approach of using discrete choice experiments (DCEs) to enhance the empirical foundation of ABMs. The DCE method is based on random utility theory and therefore has the potential to enhance the ABM approach with a well-established economic theory. Our combined approach is applied to a case study of a roundwood market in Switzerland. We conducted DCEs with roundwood suppliers to quantitatively characterize the agents' decision model. We evaluate our approach using a fitness measure and compare two DCE evaluation methods, latent class analysis and hierarchical Bayes. Additionally, we analyze the influence of the error term of the utility function on the simulation results and present a way to estimate its probability distribution.
Introduction
. An inherent advantage of agent-based modeling is the possibility to model each agent individually, which makes it a promising method to investigate market dynamics. Simulating the modeled individuals permits emerging behavior to be explored (Kelly et al. ) . Crucial to developing an agent-based model (ABM) is creating agents that are valid representations of their real-world counterparts. Until a few years ago, not many models in the ABM literature had a strong empirical foundation (cf. Janssen & Ostrom ; Wunder et al. ) . Even when there was empirical foundation, the empirical data was o en collected and integrated ad hoc, i.e., without reference to a defined methodology. However, in recent years great e orts have been made to increase the empirical foundation of ABMs, including step-wise descriptions of methods guiding from semi-structured stakeholder-interviews to implemented ABMs (Elsawah et al. ) .
. To further improve this situation, we present an approach where we have applied discrete choice experiments (DCEs) to elicit preferences of actors that are later represented as agents in our model. The term DCE is used according to the nomenclature for stated preference methods proposed by Carson & Louviere ( ). We demonstrate the potential of this approach with a case study of the Swiss wood market. The DCE was conducted with roundwood suppliers to quantify the decision model of the supplying agents. We present two approaches, latent class analysis and hierarchical Bayes, to evaluate the DCE data and show advantages and disadvantages of each approach to parameterize the model. The decision model is based on random utility theory and therefore contains a deterministic component, namely utility obtained through the DCE, and a random component accounting for non-measurable factors of an individual's decision. We present a method to estimate the probability distribution of this random component and analyze its influence on the simulation results.
. The Swiss wood market is a suitable market to explore the approach because importance of personal relationships between traders is above average for trading within the market (Kostadinov et al. ) . DCEs are particularly useful for identifying the personal preferences that form and a ect such relationships. If the approach proves to be suitable, we will extend our model to simulate scenarios that have been defined together with policy-makers and other stakeholders. It will then be applied to explore the e ect of changes such as the market entrance of bulk consumers or subsidies that are introduced to increase wood availability. The project is embedded in a national research program which aims to increase availability of wood and expand its use (SNF ).
Related Work
. In the literature, many ABMs are described that use some kind of discrete choice model in the agents' decision process. The data for the choice models stem from a wide range of sources, in some cases from estimations. However, only a few researchers used DCEs to improve the empirical foundation of their model.
.

Dia (
) conducted a DCE with road users to study how they make route choice decisions in tra ic jam situations. With his DCE, he looked for socio-economic variables that have significant influence on route choice decisions. A er eliminating the non-significant variables, significant variables were applied to characterize agents giving them a corresponding utility function to evaluate route choice options.
.
Garcia et al. (
) used a choice-based conjoint analysis (CBC) to calibrate an ABM of the di usion of an innovation in the New Zealand wine industry. They recruited wine consumers to evaluate their decision making behavior and used the results from the CBC to instantiate, calibrate, and verify their ABM.
Hunt et al. (
) linked ABMs and DCEs to study outdoor recreation behaviors. They compared the concepts of agent-based modeling and choice models and combined them in a case study. They used choice modeling to derive behavior rules, and used the simulated world of an ABM to illustrate and communicate the results.
Zhang et al. (
) investigated the di usion of alternative-fuel vehicles using an ABM approach. They conducted a CBC in conjunction with hierarchical Bayes to elicit the preferences of the consumer agents in the model. They used two utility functions in their model, where one is obtained by the CBC and the other by separate questions in the survey. While the utility function obtained by the separate questions includes an error term, the utility function obtained by CBC does not, which would be required in random utility theory.
.
Gao & Hailu ( ) used an empirically based random utility model to represent the behavior of angler agents in a recreational fishing model. The behavioral data is based on multiple surveys from di erent sources. Angler agents choose angling sites based on individual characteristics and attributes of the alternative sites.
. Arentze et al. ( ) implemented a social network as an ABM where the probability of a person being a friend with another person depends on a personal utility function. The utility function accounts for social homophily, geographic distance, and presence of common friends. It is based on the random utility model and therefore includes an error term. The authors use a revealed preference method to gather the model data by asking survey participants about characteristics of their existing friendships.
Lee et al. (
) used an ABM to simulate energy reduction scenarios of owner-occupied dwellings in the UK. The agents in the model were home-owners which had to decide, triggered by certain events, if they want to carry out any energy e iciency improvement in their house. The decision-making algorithm originates in DCE data from two separate studies, where the population was divided into seven clusters with similar preferences. The preferences of the agents in each cluster were distributed around the center point of the cluster to provide a heterogeneous population. The utility function of the agents are deterministic, i.e. without error component.
.
It is striking that where combinations of ABMs and DCEs are applied in the literature, the role of the error component and how it is modeled are o en neglected or at least not explicitly mentioned. However, the error component is central to random utility theory, which is the theoretical foundation of DCEs. This paper contributes to this field by rigorously adhering to random utility theory that underlies the DCE method to improve the empirical foundation of ABMs. Figure : Conceptual model of the Swiss wood market with the three assortments wood fuel, roundwood, and industrial wood, and the corresponding sellers, buyers, and intermediaries. To reduce complexity, this paper considers only public forest managers and sawmills.
The focus of this paper is more on the method than on the model; however, as especially the design of the DCE is not separable from its application area, a rough understanding of the model is needed before the method can be described in detail. This is another reason why the following description aims at giving su icient information to understand the model, not to enable exact replication.
Overview
Purpose .
The model represents the wood market in Switzerland and is used to simulate scenarios such as the market entrance of bulk consumers or a fluctuating exchange rate. The goal of these simulations is to identify factors influencing the wood availability on the market. The model is used by the authors, while the simulation results are reported to the appropriate stakeholders.
Entities, state variables, and scales . Entities: Entities in the model are di erent types of agents which act within one or more markets (Figure ) . However, to reduce complexity for the reader, we present our approach eliminating all but two agent types from the market. This is possible because the main assortment on the Swiss wood market is roundwood, and there is only one type of consumer on the market for it: sawmills. Two supply agent types exist in the roundwood market, namely private forest owners and public forest managers. Since the majority of roundwood is harvested and sold by public forest managers (herea er referred to as foresters), the private forest owners are also omitted in this paper. The wood fuel market and the industrial wood market are dependent on the roundwood market, because wood fuel and industrial wood are by-products that accumulate during the roundwood harvesting and production process. These two by-products can be omitted in this paper because they do not have a direct impact on the main product roundwood.
.
State variables:
• Each agent has a location (x-/y-coordinate) and a portfolio of goods he buys or sells.
• Every agent has a confidence value for each and every contractual partner between which negotiations have taken place. The confidence increases a er successful negotiations leading to a contract and decreases if negotiations fail.
• Foresters have a certain monthly harvesting capacity, sawmills have a monthly processing capacity.
. Scales: One time step represents one month, simulations were run for years.
Process overview and scheduling .
A forest year starts in September and ends in August of the following year. Each month proceeds in three steps: in the first step, all agents are shu led and then one a er the other negotiates new contracts with other agents. In the second step, foresters prepare their deliveries, i.e. they harvest wood and deliver to their contractual partners. In the third step, sawmills process the wood received from the foresters. This process is also described as pseudocode in the appendix.
Design concepts
Theoretical and empirical background . The conceptual model of agents and interactions was created and continuously refined based on semi-structured interviews and workshops with di erent wood market actors and stakeholders.
. The decision model of the agents is based on random utility theory, which is the basis of several models and theories of decision-making in psychology and economics (Adamowicz et al. ) . Random utility theory is based on the work of (McFadden ), who extended the concepts of pairwise comparisons introduced by (Thurstone ). According to random utility theory, a person choosing between multiple alternatives chooses the one with the highest utility, where the utility function is defined as U = V + , with U being the total unobservable utility, V the deterministic observable component of the consumer's behavior, and a random component representing the non-measurable factors of an individual's decision. This error term has a probability distribution that is specific to the product and the consumer. In our model, such a utility function is used by each agent to negotiate new contracts. Agents evaluate incoming and outgoing potential transactions by considering five decision criteria. This leads to the following form of the utility function:
where U is the total utility of a potential transaction, β 1 − β 5 are the part-worth utilities of the five decision criteria, and c 1 − c 5 are the numerical values of the corresponding decision criteria. A potential transaction is acceptable for an agent if its total utility is greater than β N one , the part-worth utility of not accepting a transaction, i.e., ∆U must be positive:
The part-worth utilities of the decision criteria can be assigned to each agent individually, per group of agents, or they can be equal for all agents. Our approach to obtain the part-worth utilities will be explained in the Method section.
Individual decision-making . Agents of di erent types pursue di erent objectives:
• Forester agents try to harvest a certain amount of wood during each forest year. The target amount of wood is determined by the annual allowable cut. However, the target amount per month di ers greatly between the seasons because of various restrictions such as snowfall in winter and increased risk of logging damages in summer. This is implemented in the model by assigning each forester agent with a minimum, optimal, and maximal monthly harvesting amount that takes seasonal variability into account. The minimum and maximum amounts are attributed to the manpower available to each forester; employees must be kept busy, but also have a maximum working capacity. Therefore, to reach the targeted yearly amount, the foresters harvest an amount of wood each month close to the optimum, while balancing monthly variations. To achieve their objective they continuously plan the coming months in the current forest year and negotiate suitable contracts.
• Sawmill agents always try to maintain su icient wood stocks for continuous processing. They negotiate new contracts based on their demand, which is almost constant throughout the year, with only minor reductions during periods when less wood can be harvested. They have warehouses to balance the reduced wood availability during certain periods and include the warehouse capacity utilization in their planning processes.
. When agents negotiate with potential contractual partners, they have to evaluate the potential transaction to see if it is acceptable or not. For this purpose, each agent considers several decision criteria, which are defined for each agent type.
. Forester agents consider the following five decision criteria to evaluate a potential transaction. The criteria were identified in semi-structured interviews and workshops with foresters and other domain experts:
• Amount of wood available. Foresters generally try to harvest approximately the amount of wood each year that regrows in a year, but never more. Employees have to be kept busy. Therefore, there is pressure to sell enough wood during the year.
• Amount of wood demanded. Larger order sizes reduce transaction costs, but also increase concentration risks.
• Trust in demander. On the Swiss wood market, wood is usually traded without written contracts. Furthermore, the exact price paid for the logs is determined based on the measurements at the sawmill.
• Margin. The net amount of money a forester receives (= price + subsidies -harvesting costs -transportation costs).
• Expected price development. Foresters have some tolerance in the annually harvested amount of wood, i.e., they can adapt the amount based on the expected price development. For example, if they expect rising prices, they can postpone the sale of wood to a later date.
. Sawmill agents consider five di erent decision criteria to evaluate potential transactions. However, they are conceptually similar to those of the foresters:
• Urgency. The sawmills must have a constant degree of capacity utilization. Supply bottlenecks can usually be absorbed by the warehouse stock, but stock may not be su icient especially in the seasons when only little wood is harvested. This can place a high urgency on obtaining additional supplies.
• Size of order. Larger order sizes reduce transaction costs.
• Trust in supplier. Supplies have to be on time and complete.
• Price. Higher prices reduce the margin of the sawmill.
• Expected price development. If prices are expected to drop and the warehouse stock is not empty, a sawmill can wait for lower prices until making new purchases.
Learning .
Learning is not included in the model.
Individual sensing
• Agents know the average market prices of previous months and use this information in their decision process.
• If an agent contacts another agent between whom no previous negotiation has taken place, there exists no confidence value for this agent. In such cases the confidence value is calculated by averaging the confidence other agents have with the respective contractual partner. This, in e ect, can be considered the reputation of the contractual partner. 
Individual prediction .
The expected price development in the coming months is calculated using the information about past months' market prices, and is a criterion in agents' decision process.
Interaction .
Figure depicts how agents interact with one another, i.e. how they negotiate a new contract. The interaction is initiated by the requestor, who can be either a buyer or a seller. He sends a request including the assortment, the amount, and the price to a potential contracting party. The contracting party can then either decline the request or respond with an o er. The price and the amount in the o er can be di erent than in the request. Finally, the requestor has the opportunity to either accept or decline the o er. There are no further rounds of negotiation in a single interaction, as bargaining is unusual on the roundwood market in Switzerland. Therefore, this interaction pattern induces three situations where a decision has to be made. These decisions are made according to the approach presented in Design concepts (see . ).
Collectives .
Each agent has a personal address book with potential contractual partners in his nearby area. Aside this, there are no collectives in the model.
Heterogeneity .
All forester agents have a forest with equal size and have equal harvesting capacity. All sawmill agents have the same processing capacity. Their aggregate capacity corresponds to the amount of wood that forester agents are able to harvest; respectively supply and demand are balanced. In the reduced model presented here, import and export within the modeled region are ignored. The two agent types di er in the criteria they consider in their decisions. The considered criteria are always the same per agent type, but the weighting of the criteria may di er from agent to agent.
Stochasticity
• The location of all agents is randomly determined during initialization.
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• Agents negotiate new contracts in a random order in each simulated month.
• At the beginning of the simulation, agents select potential contractual partners randomly, later they prefer to negotiate with agents they already know from previous contracts.
• As long as agents do not have a contract history, prices are randomly set (Gaussian distribution).
• The utility value calculated in the decision process contains a random component reflected in the error term (see Theoretical and empirical background).
Observation .
Several approaches were used to test, analyze, evaluate, and finally validate the model:
• Evaluation of aggregated results. A multitude of variables are calculated over all agents for each simulated month. These variables include average, minimum, and maximum values for prices, traded amounts, monetary situation of agents, etc. The values are stored in a CSV file and are then predominantly evaluated graphically.
• Evaluation of individual variables for each agent. Some variables are examined in more detail, i.e., not just minimum/average/maximum values over all agents are recorded, but the specific value for each agent. This is done for variables such as degree of capacity utilization in the warehouse or of production, and also allows the recognition of interesting patterns in the simulation results. This approach uses CSV files as well and was also applied to track a fitness variable which will be presented in the method section.
• Individual agent evaluation. This approach traces some randomly selected agents in detail over the whole simulation period. Almost all important data about an agent is stored in an XML file for each simulated point in time, and thus permits further evaluation with a separate evaluation program. For example, this data enables an understanding of the reasons why each and every incoming or outgoing request was accepted or rejected. This approach is especially valuable if bugs are to be traced back to their source.
• Visual evaluation. It is possible to run the simulation program with a GUI that includes a map containing all agents. Arrows depict interactions of buyers and sellers live during the simulation. This approach permits a monitoring of agents in their geographical contexts, which would otherwise be di icult using the methods mentioned above.
Details Implementation details .
The model was implemented in Java, a simplified UML class diagram is depicted in the appendix. The model was tested and validated on the one hand with the approaches mentioned in the above section, which are based on face validity (Sargent ) and mainly require the interpretation of graphs. On the other hand, Java assertions were used in many methods to enable continuous testing during the development process. They make it possible to insert preconditions, postconditions, and invariants within the code, making the code easier to read and maintain.
Initialization .
A random seed can be set to initialize the simulation permitting the results to be reproducible (cf. Stochasticity), which is an important prerequisite for the validation of a model (Amblard et al. ) . At the beginning of a simulation run, agents have to conclude contracts with other agents without an available contractual history. Therefore, initially the contract properties such as the contracting party and the price are selected randomly. With a growing contract history from several simulation rounds, agents will attempt to build contracts that are similar to previous successful contracts. It follows that a er an initial phase business relationships become relatively stable (Figure ) . This substantiates the observation that over time most business relationships tend towards stability on the Swiss wood market. Colored lines represent the final state of an interaction, black lines represent the corresponding -month moving averages. It can be seen that a er an initial phase of about three years business relationships become relatively stable. In the first three years, there are many requests that do not lead to an o er or a contract. The striking yearly drop of contracts can be explained by the reduction of harvesting activities in summer months.
Methods
Discrete Choice Experiments
. To know how individuals make decisions, their preferences need to be elicited. In our case, this implies that the attributes of a potential transaction considered in a decision situation must be known (cf. sections on Individual Decision-Making and Interaction). These attributes and their importance can be identified by means of preference elicitation methods, of which a multitude exist. We concluded that DCEs are most suitable for our case, since they are based on random utility theory (RUT), like the decision model of the agents in our model (cf. section Theoretical and Empirical Background). DCEs are stated preference methods; while these have a slightly lower accuracy than revealed preference methods, they have the advantage that an arbitrary number of choice situations can be presented to an individual.
. A central point in RUT is the error term. Using the standard choice-based conjoint analysis (CBC) approach that is not based on RUT, evaluating utility functions results in choice probabilities for di erent alternatives. However, these choice probabilities are purely based on mathematical theories and not on theories of human behavior or their preferences as in RUT (Louviere et al. ) . CBC and DCEs both lead to coe icients (also known as "betas") that describe the part-worths of individual attributes for a given target group.
.
As described in the section Theoretical and Empirical Background, the error term of a utility function has a probability distribution that is specific to the product and the individual consumer. This is represented in the model by drawing the error term from a normal distribution that was initialized with a random seed. This seed is based on a combination of (i) the agent's ID, (ii) the ID of the current negotiation with the contract partner, and (iii) the random seed that was used to initialize the simulation. This procedure guarantees that if the same o er has to be evaluated multiple times by an agent, the error term is always the same.
Experimental setup .
In our DCE, only the selling side of the roundwood market was considered. We conducted the experiments with foresters in two Swiss cantons, Canton of Aargau (AG) and Canton of Grisons (GR). We chose these two regions since they show some fundamental di erences. First, AG is flat, while GR is mountainous. The mountainous terrain in GR increases harvesting costs, which reduces the profitability of harvesting. There is also a lot of protection forest where harvesting is prohibited entirely. Second, although AG and GR are both border cantons, GR is much more a ected by the wood market of the adjacent countries. For this paper we decided to demonstrate our approach only on AG, as this enables us to eliminate the aforementioned peculiarities of GR, which are interesting for the overall study, but would introduce too much noise in the results for the specific purpose of this paper. .
To avoid the problems of ranking larger choice-sets, we used best-worst choice questions where each question has three options. Best-worst choice questions with three options are similar to ranking experiments. Having exactly three options leads to a complete ordering of the options and thereby increases the number of implied binary comparisons (Carson & Louviere ) . Additionally, even though that in a best-worst DCE a respondent is asked for more information than in a DCE where only the preferred option has to be chosen, the cognitive e ort is not much higher, as the respondent already evaluated all alternatives in the set to choose the best (Lancsar et al. ) .
. One of the three options presented in our experiment is a "status quo alternative". Having a status quo alternative has the advantage of always o ering a feasible choice to the respondent (Carson & Louviere ) .
. Figure shows an example of a decision situation used in our experiment. In each decision situation, the subject had to select the best and the worst options out of three. Two of them were options to sell wood, and one was a "don't sell" option, which was to be chosen if the subject would rather wait for other o ers before selling wood. The two selling options each had five attributes, corresponding to the decision criteria explained in the section Individual Decision-Making and Interaction, and each attribute could take on three di erent levels . All attributes were quantitative, which later facilitates the integration of the DCE results into the ABM. Twelve decision situations were presented to each subject. The influence of such design dimensions -number of attributes, number of levels, number of decision situations -on DCE results have been studied by Caussade et al. ( ). They found that particularly a large number of attributes, but also a large number of levels, have a negative influence on the respondents ability to choose. We considered this point by reducing the attributes and levels to an acceptable minimum. A subsequent study by Rose et al. ( ) showed that the influence of the design dimensions also di ers between countries, in particular for the number of decision situations to assess. When Bech et al. ( ) investigated the influence of the number of decision situations on DCE results, they found that even presenting decision situations to each respondent does not lead to problems. However, their results also indicated that the cognitive burden may increase with more decision situations presented. Since we had a relatively low number of potential respondents, we needed to ask as many decision situations per subject as possible, while being careful to not fatigue or even completely discourage the subjects from responding. Therefore we decided that for our study presenting decision situations to each respondent is a reasonable compromise between these two subgoals.
.
The experimental design (combinations of attribute-levels presented to the subjects) is a controlled random design where all subjects are given di erent versions of the questionnaire. In this case controlled random design means that the levels are balanced, i.e. each level is presented approximately an equal number of times. Level overlap is allowed to occur, i.e. in a single decision situation an attribute can have the same level in both options presented. Table : Attributes and levels in the DCE. The selected levels represent typical situations a forester is faced with during a forest year.
DCE evaluation and agent parameterization .
There are several methods for evaluating DCEs. We used the following three, because each of them is useful for a specific purpose that we consider valuable for ABMs:
• Logit. This evaluation method measures the average preferences of the population by regarding all actors as having equal preferences. This method provides a good starting point to evaluate DCEs, as it gives an overview of the whole population. However, since logit assumes that all agents have equal preferences, much of agent individuality, which is one of the major strengths of ABMs, is lost. The method is described in more detail by So ware ( ) and Hosmer Jr & Lemeshow ( ).
• Latent Class Analysis (LCA). This method divides the sample into several classes of subjects with similar preferences. Using LCA in combination with choice-based conjoint analysis was first proposed by DeSarbo et al. ( ).
• Hierarchical Bayes (HB). The individual preferences of each subject in the sample are estimated. This method became popular at the end of the nineties, as it requires much more computational e ort as the other two methods mentioned above. . The DCE was designed and evaluated using the Sawtooth . so ware. A comparison of this so ware with other DCE design approaches can be found in Johnson et al. ( ). The evaluation of the DCE leads to a partworth utility value for each attribute level and one for the "don't sell"-option, the none-option. Therefore three values for the part-worth utilities are obtained per attribute, one for each level. A linear regression leads to the coe icients of V, the deterministic observable part of the utility function (cf. Equation ). While the betas are obtained from the DCE, the error term is randomly generated during simulation. It has a mean of zero and a variable standard deviation. An approach to calculate the standard deviation is presented in the next section.
.
For privacy reasons, the forester agents have random locations that do not conform to the real locations of the corresponding DCE subjects. We assume that this is acceptable, since we do not see any considerable regional distinctions in our study region where this procedure might introduce errors. Additionally, we repeated our simulations multiple times mapping the DCE data di erently each time, which should further reduce potential errors.
Estimating the standard deviation of the error term .
In order to evaluate if a request can be accepted or not, one has to compare its utility against the utility of the none-option (Equation ). This is achieved by calculating the observable deterministic part of utility (V) of the request with the part-worth utilities obtained by evaluating the DCE (Figure , step ) . If this value V plus the error term is greater than the utility of the none-option (β N one ), the request is accepted, as random utility theory states that always the option with the highest utility is chosen.
. The evaluation of the DCE is based on the Multinomial Logit model (MNL), which states that when these two utility values are exponentiated, the ratio of the resulting values corresponds to the probability that the request can be accepted (Figure , step ).
. Our model should comply with random utility theory, therefore the utility functions must have the form of U = V + . The option with the highest utility is selected and thus a request is accepted if:
Example of the calculation of the standard deviation σ of the error term to obtain a probability distribution that accounts for the uncertainty in the MNL model. The resulting σ is specific to the given agent for the given request.
. Therefore it is possible to select the standard deviation of in such a way that the resulting probability distribution leads to an equal choice probability as the one obtained in the MNL model (Figure , step ) .
. However, the distribution of calculated in this way only accounts for the uncertainty in the MNL model. According to random utility theory, the error term also accounts for unobserved product attributes or characteristics of the deciding individual (Manski ) . Therefore it might be possible that the standard deviation σ of the error term needs to be higher than calculated above. This can be solved by increasing the standard deviation for each agent individually with a factor that is based on the accuracy of the subject's answers. However, since the error term is not measurable, we cannot know its exact probability distribution. The general influence of the magnitude of σ on the model is discussed in the Results and Discussion section.
Enhancing ABMs with DCEs .
Our goal is to enhance ABMs with DCEs by improving the empirical foundation of the model and benefitting from the well-established random utility theory. Empirical information can be used either as input data or to test a model (Janssen & Ostrom ). Our approach uses the DCE data as input data for the decision model of each forester agent.
.
As (empirical) validity is not measurable, but rather a subjective human judgment (Amblard et al. ) , it is di icult to quantify to what extent the ABM is enhanced by the empirical data and thus to assess the success of our approach. Additionally, the extent to which the ABM is enhanced would depend on the accuracy of the estimated decision behavior without having empirical data from the DCE. Hilty et al. ( ) describe this as the problem of defining the baseline. We therefore assess our approach by performing a parameter variabilitysensitivity analysis (Sargent ) . With this validation method, we check the plausibility of the simulation output when agents are parameterized with the results from the DCE. We focus on control variables of which their evolution in reality and under normal market conditions is known. By using the validation methods described in the section Observation, we ensure that these observed variables always stay within a realistic range over the entire simulation period. This is, the behavior of the market participants in our simulation is compared with the expected behavior in reality. To illustrate this process, we identified one variable as a fitness measure. This variable is explained in the following section.
The reasons explained above prevent a real proof that our approach does in fact enhance ABMs; however, we are convinced that including empirical data in a model is in most cases an improvement of a model. By including empirical data on the micro level we also aim at a higher structural validity (Zeigler et al. ) of the model, as we try to generate the macro behavior with a similar mechanism as in the real system. It may be possible that a model with "invented" (non-empirical) decision parameters would perform better regarding the model validity on the macro-level, but this would prevent from understanding the causal mechanisms inside the ABM. This is discussed in detail by (Boero & Squazzoni ) , where they state ( . ): "[..] what else, if not empirical data and knowledge about the micro level, is indispensable to understand which causal mechanism is behind the phenomenon of interest?".
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Observed fitness variable .
In our study region (cf. section Experimental Setup), foresters try to equate yearly wood sales to the level of yearly wood growth, as long as no storm damages occur. This means that the amount of wood sold annually per forester can be assumed to be nearly constant, as it depends mainly on the size of the forest. We define our fitness variable as the ratio of roundwood sold in one year to the amount of wood that is regrown in the same period and usable as roundwood. Harvesting more wood in one year than the amount that regrows is not allowed, which is regulated by the determination of the annual allowable cut. Therefore the defined fitness variable should always have a value very close to one, but not greater.
. Because we know which value this variable should normally have, it is ideally suited for checking the plausibility of the DCE results. In our DCE, the foresters had to imagine themselves being involved in the presented situation and decide how they would react in it. Therefore, the decision situations presented to each subject only represent arbitrary situations in a year. A problem of such stated preference methods is the possibility that a subject indicates decision behavior that does not conform to reality. In our case, this would mean that if we equip each forester agent with the indicated decision behavior obtained from the DCE, it could lead to too few or too many transactions in the model. This would imply that the decision behavior parameters are not plausible.
Simulation procedure .
The current version of the simulation program is intended to verify the suitability of using DCEs to parameterize an ABM and to evaluate di erent approaches to integrating the DCE data. Therefore only a standard market situation without any special market events (e.g., entry of new market participants) is simulated. In the simulated market situation, the margins of the foresters are rather low, but still within the range that was covered by the DCE. This procedure is necessary because if the margins were very high, the foresters would almost always sell, and there would be little to observe.
. In each simulation run, a period of years is simulated. The first three years of the simulation are ignored in the analysis to avoid bias due to the initialization phase (cf. Figure ) . Because the model is stochastic, each simulation run is repeated times using di erent random seeds.
Results and Discussion
Comparison of Hierarchical Bayes and Latent Class Analysis
. Latent class analysis (LCA) can divide a sample into an arbitrary number of classes; for simplicity's sake, we used an example with three and later one with two classes. To illustrate the consequences of using either hierarchical Bayes (HB) or LCA to parameterize the decision behavior of the agents, a comparison of the two approaches is presented in Figure . In order to check the plausibility of the decision behavior parameters, we observe the fitness variable defined above, which should always have a value very close to one. The error term is set to zero in this example permitting a better comparison of the results.
. Each approach has its specific advantages and disadvantages. Since HB estimates an individual utility function for each DCE respondent, it is very sensitive to the answers the respondents give. This also implies that respondents who do not respond with reasonable care (reasons may be, e.g., reluctance or fatigue) provoke utility functions and therefore decision behavior parameters that make it impossible to survive on the market. One such possible case occurs if a forester agent never sells, although he should. This can be observed in the le diagram of Figure ; there are three forester agents who sell less than half of the available roundwood, and one who does not sell anything at all. This leads to an average of the observed variable of around %. It should be noted that the first three years of the simulation are omitted from the calculation of the averages, cf. section Simulation procedure.
. Figure shows the simulation results when the agents are initialized with LCA parameters using three classes of agents. The overall average is slightly higher with %. However, if per-class averages are examined, a similar phenomenon can be observed. There are two classes with an observed value of about %, and one class with an average value of about %. The latter class contains nine of the foresters modeled. 
The right diagram in
.
Whether HB or LCA is the more appropriate approach firstly depends on the quality of the DCE survey data and secondly on the scenarios to be simulated. Low data quality, for example caused by subjects reluctantly participating in the DCE, might lead to implausible results when using HB. This e ect might be reduced by manually sorting out the data of some respondents. However, this poses a risk for a selection bias, and it might be di icult to di erentiate between low data quality and unusual but existing decision behavior. LCA is more robust to such outliers, but also reduces the diversity of decision behaviors. Whereby it is this diversity in which each market participant can be modeled with an individual way of deciding that is one of the key benefits that agent-based simulations provide.
A closer look at Latent Class Analysis .
Figure shows the per-class average price foresters receive for roundwood when they are divided into two classes using LCA. Two interesting phenomena can be observed. First, the class that gives more weight to the margin criterion (class ) also achieves higher prices. Second, in class the prices rise towards the end of the forest year, while in the class they fall. This can be explained by looking at the coe icients for the criterion "amount of wood available": class has a positive coe icient, while class has a negative one. A positive coefficient means that a forester is more likely to sell wood whilst still having a large amount of available wood, i.e., at the beginning of the forest year. Therefore, there is a tendency to negotiate higher prices towards the end of the year. The class with the negative coe icient behaves conversely. Note that the average simulated market price a er several rounds is largely independent on the initial price level given at the start of the simulation.
As we simulate a business-as-usual scenario without external influences such as import/export or scenarios of over-or undersupply, the price solely emerges from the utility functions of the agents.
. With LCA, the subjects in the sample can be divided into an arbitrary number of classes. The model builder must choose the appropriate number of classes. When consulting experts operating in the Swiss wood market with the two-and three-class parameter set, they clearly favored the two-class approach. They could not imagine that there are foresters that rate all attributes more or less the same, as a class with about % of the subjects indicated in the three-class approach. The simulation which applied three classes confirmed their expectation that the behavior of the agents in this % class is rather implausible. Because such an e ect can only Figure : Influence of the standard deviation σ of the error term on the simulation result with utility functions based on hierarchical Bayes. The selected ratios of σ ∆V correspond to choice probabilities of . %, . %, . %, and . % for the option with the highest V (cf. Figure ) . The development of the same variable with σ = 0 can be seen in Figure . be verified in a simulation, simulating results obtained by DCEs also increases the transparency of these results. However, an explanation for such behavior, while seemingly implausible, might be that product attributes that are important in the decision of an individual were not included in the DCE. This shows the importance of the error term of the utility function, which accounts for such cases.
Influence of the error term
. Figure illustrates how the magnitude of the error term influences the simulation results. The standard deviation of the error term is set in relation to the average ∆V (see Figure ) and is varied between % and % of the average ∆V . The observed variable is again the fitness variable described above, the ratio between roundwood sold and the annual allowable cut, which should always be close to one. It can be observed that the variance of the curves decreases with an increasing standard deviation of the error term. The reason for this e ect is in the error term whereby increasing its standard deviation respectively increases the randomization of the entire utility function. This means that utility functions which previously resulted in very low market activity now have a higher probability of allowing normal market participation. However, this leads to the e ect that more negotiation rounds are necessary when the standard deviation increases. The additional negotiation rounds compensate for the increased randomness in the utility function; if the randomness is high, the probability that lucrative o ers are rejected and unprofitable ones accepted increases. Therefore, a high standard deviation of the error term also leads to lower cost-e ectiveness of the market. However, including the error term in the utility functions is important, as otherwise they are no longer consistent with random utility theory (cf. section Discrete Choice Experiments; Louviere et al. ( )).
Challenges of the approach .
Several challenges emerge when using DCEs to parameterize an ABM. The first challenge is data collection. The number of attributes and levels in the DCE must be in accordance with the number of subjects in the survey, the sample size. A rule of thumb for DCEs with aggregated analysis is defined by Johnson & Orme ( ) and Orme ( ). They recommend calculating the minimum sample size with
where n is the number of respondents, t the number of tasks, a the number of alternatives per task (without the none-option), and c the number of levels per attribute when only main e ects are considered. For our experimental setup, this would require at least respondents.
. A more general statement was made by Lancsar & Louviere ( ): "one rarely requires more than respondents per version to estimate reliable models". We were able to conduct almost a full population survey (n = , N = ca. ), though the absolute number of subjects was still not very high. The problem was also exacerbated in that some respondents felt the survey method overly theoretical, which may have reduced the data quality. However, we suppose that a population data coverage of % is su icient for the given purpose.
.
Another problem is "how to derive observations of a social system over time" (Janssen & Ostrom ) or, in other words, "using cross-sectional data to estimate parameters of function forms of agents' decisions" (Villamor et al.
). This problem also occurs when conducting DCEs. Even when multiple hypothetical decision situations are presented to each subject; we might face the problem that the subject has the current market situation in mind, which might influence his decision. It is therefore possible that we would obtain di erent data if the real market situation changed. If it is not possible to repeat the experiment at di erent points in time, this problem could be reduced by considering in the DCE more attributes per option that also take the market situation into account. However, adding more attributes complicates data collection, because more respondents or more questions per respondent are necessary.
Finally, we only collected data from the selling side of the market, which directly influences the interaction with the forester agents. This is the case because forester agents might be faced with nonsensical requests or o ers from sawmill agents that can for instance lead to an unrealistic shi of market power. This can only be avoided by estimating and calibrating the sawmills' decision behavior parameters with reasonable care.
. One way to address some of the problems mentioned could be to automatically adapt the utility function of each agent during simulation. This could be achieved through learning algorithms that adapt the utility functions in small steps to the changed simulated market conditions. However, this would weaken the empirical foundation on which the original DCE was created.
Conclusion and Outlook
. We presented an approach combining DCEs with ABMs and conclude that DCEs are a suitable method to enhance the empirical foundation of ABMs. We demonstrated this approach within a case study of a Swiss roundwood market. By observing a fitness variable, we were able to state that the decision behavior parameters of the agents obtained through the DCE are plausible for most agents. For the small share of seemingly unusual decision behavior, the standard deviation of the error term can be increased, which is in accordance with random utility theory. We presented a method to calculate this standard deviation and demonstrated how increasing it leads to increased randomness of decisions and hence lower cost-e ectiveness of the market.
. The comparison of latent class analysis (LCA) and hierarchical Bayes (HB) as DCEs evaluation methods prove in both cases to be useful for evaluating DCEs and integrating the results into an ABM. While LCA is more robust to outliers (which may originate from low data quality), HB is better suited to the agent paradigm as each individual agent can have his own empirically based decision behavior.
. As the approach of enhancing ABMs with DCEs looks promising for our application, our next step will be to conduct the DCE with the buying side of the wood market. Our goal is to implement a model of the Swiss wood market containing all three major wood assortments and corresponding agent types (cf. Figure ) . This will enable us to simulate scenarios that can provide decision support for policy-makers and other interested parties. 
Appendix A . DCE data
