A large class of quantum algorithms can be represented by placing a reversible classical circuit, or diagonal gates, between a pair of quantum Fourier transformations. Notable examples include the circuit from Shor's factoring algorithm and IQP circuits. Here we study quantum circuits with a similar structure, where the QFT has been replaced by a sequentially coupled quantum Schur transform. We extend the Kushilevitz-Mansour algorithm for sampling from Fourier-sparse output distributions to these circuits. It is shown that samples from a classical distribution close to the output of a sparse Schur circuit can be efficiently generated by this classical method. In particular, it implies that circuits as found in a computationally interesting regime of Permutational Quantum Computing can be sampled from efficiently classically, assuming they give rise to sparse output distributions. Numerical simulations indicate that a significant fraction of Permutational circuits on a small number of qubits have this property, allowing for efficient sampling of their output.
I. INTRODUCTION
Understanding the true extent of the power of quantum computers is the major open question in quantum computation. One approach to answering it is to study under which conditions quantum algorithms become classically simulatable. A number of important quantum algorithms can be concisely defined in the circuit model in the form of gates representing classical reversible computation or diagonal gates between quantum Fourier transform blocks. Examples include the circuit used in Shor's factoring algorithm and algorithms for properties of Boolean functions expressed in terms of IQP circuits. Both are unlikely to admit efficient classical simulation algorithms [1] [2] [3] [4] [5] .
Here we study quantum circuits with a similar structure, where instead of a quantum Fourier transform, we make use of the quantum Schur transform (QST). This transform can be seen as a mapping from the computational basis to a basis defined by a set of spin (or angular momentum) measurements [6] [7] [8] . This can be contrasted to the quantum Fourier transforms which is at its core a map to the linear momentum basis. A quantum circuit that efficiently implements the QST was given in [6] [7] [8] and was recently improved by Kirby and Strauch [9, 10] . The QST also underpins a diverse class of applications in quantum information processing, including spectrum estimation [11, 12] , hypothesis testing [13] [14] [15] [16] , decoherence-free subspaces [17] , communication without a shared reference frame [18, 19] and quantum color cod- * vojtech.havlicek@keble.ox.ac.uk ing [20] .
The transform was recently used in the analysis of Permutational Quantum Computing (PQC) in the circuit model [21, 22] . PQC was originally conjectured to be hard to simulate classically (see [21, 23] ), but an efficient 'strong' simulation method was recently found [24] . This method computes the transition amplitudes of the model up to an additive error in a time that scales polynomialy in the system size and the precision. To our knowledge, the extent to which circuits using the quantum Schur basis can be simulated classically beyond this result is largely unknown. In particular, we want to understand under what conditions a probability distribution arising from measurement in the Schur basis is efficiently approximable? The answer would have immediate consequences not only for PQC, but also for other applications that rely on QST.
In this work, we develop a classical technique for sampling from classical circuits lodged between quantum Schur transform blocks. Our approach builds on the simulation technique of Schwarz and van den Nest in [25] , where the authors studied a similar problem in the context of the QFT. At the heart of their algorithm lies a variant of the Kushilevitz-Mansour algorithm [26, 27] used in classical learning theory for approximating Boolean functions from their Fourier spectrum. We show that a generalisation of this approach can be adapted to distributions arising from quantum Schur sampling. The algorithm becomes efficient if the output distributions are approximately sparse in the Schur basis.
We single out one of the computationally interesting regimes of PQC, where the spin basis is coupled sequentially (PQC-SEQ), and furthermore extend the 'strong' simulation technique introduced in [24] to a broader class of circuits that have the structure of placing a reversible classical computation between two Quantum Schur Transforms. The algorithm shows that such circuits become 'weakly' simulatable when they are sparse. Our proofs make extensive use of the correspondence between sequentially coupled basis states and paths through the angular momentum branching (Bratteli) diagrams. Related techniques have been previously used in different contexts under the name path-model representation [21, [28] [29] [30] [31] [32] .
The work is structured as follows: In Section II, we introduce the necessary background and definitions. In particular, we define spin bases, show their relation to branching path diagrams and outline QST. In Section III we discuss quantum Schur sampling circuits introduced in [24] and present their extensions. In Section IV we provide a technique for approximating sparse probability distributions that arise from Quantum Schur Sampling circuits and show how to sample from the output distribution of PQC-SEQ. Finally, we conclude with a summary and further discussion in Section VII.
II. BACKGROUND AND NOTATION

A. Spin measurement bases
Consider n distinguishable spin-1 2 particles (qubits) labeled with elements of:
[n] := {1, 2 . . . n}.
With the convention that = 1, the spin of the k-th particle is defined by a triple of Pauli operators:
where X k , Y k , Z k denote the Pauli X, Y, Z operators applied to the k-th qubit. The total spin operator on a subset A ⊆ [n] of particles is given by:
We will write S 2 := S commute if and only if A and B are disjoint or one is 
denote the azimuthal spin operator on a qubit subset A.
We again denote
, the operators Z A and S
2
A commute (see Appendix B) and share an eigenspace labeled by quantum numbers j A and m A . The quantum number j A is the total spin of qubits in A and m A is the azimuthal spin.
The azimuthal spin m A takes values in integer steps between −j A and j A , while the total spin numbers are either integer or half-integer and combine according to the angular momentum addition rules [33, 34] :
Since the spin operators are Hermitian, their joint eigenstates define an orthogonal bases. These can be made to span the entire Hilbert space by choosing a suitable set of commuting spin operators [21] . For example for n = 3, joint eigenstates of the commuting operators
{2,3} } define two distinct complete bases for three qubits.
The bases can be represented diagrammatically by the coupling diagrams introduced in [21, 22] , as in Fig. 1 .
The diagrams are to be read from top to bottom. The numbers at the leaf nodes are particle indices. Every branching vertex • then carries a total spin operator S 2 A , that forces qubits in set A to one of its eigenstates, for example by measurement. Similar diagrams with edges labeled by measurement outcomes label the basis states. For example, for the basis S L , there are 2 3 = 8 basis states consistent with Eq. 1 -the diagrams can be found in Appendix D or [21] .
A specific way of defining a spin basis on n qubits is by coupling a subsequent qubit at a time. The basis states are then the joint eigenstates of the operators:
We will call this the sequentially coupled basis (see Fig. 2 for the coupling diagram). From Eq. 1, the values of the total spin at each vertex • follow the branching rule:
With the first qubit spin j [1] = 1 2 , this recurrence can be expressed diagrammatically in terms of a diagram as given in Fig. 3 . Such diagrams are called branching (or Bratteli ) diagrams. We will make extensive use of the diagram in the rest of the manuscript.
The diagrammatic representation of states makes the analogy between the spin bases and fusion trees used in topological quantum computing apparent. The defining spin measurements are in rough analogy to measurements of anyonic flavor. The key difference being that the spin measurements allow for up to n 2 different values of angular momenta, while the number of distinct charges in an anyonic theory will be upper bounded by some universal constant c. For example c = 2 for the Fibonacci anyons, while c = 3 for the Ising anyons. See the discussion in [30] or [35] Sec. 1 for additional details.
B. Spin basis states as branching diagram paths
Up to the azimuthal spin number M , the sequentially coupled basis states are defined by paths in the branching diagram.
Let A k be the set of paths of length k that start at
Use J to denote a path in A n with S 2 spin J. The i-th step of a path is denoted by J (i). Let J ∈ A k and J ∈ A n for some k ≤ n. We say that J is contained in J , written as:
if the paths coincide on the first k steps:
For example:
An extension of a path j ∈ A k to a path J ∈ A k+1 is given by taking a step in the branching diagram to angular momentum J ∈ |j ± 1 2 | and is denoted by:
For example,
is an extension of:
. Any sequentially coupled basis state on n qubits for J ∈ A n can be then written as |J , M .
The path J ∈ A n can be additionally identified with a (n − 1)-bit string such that any prefix of length m ≤ n contains at most m 2 zeroes, where · stands for 'rounded up'. This can be seen as follows:
Draw the path J ∈ A n in the branching diagram in Fig. 3 and read the diagram from left to right. Write 1 for any edge of the path and 0 for an edge. There are k − 1 such sections, so the path will be represented by k − 1 bits.
This gives for example:
This argument can also be run in reverse, showing that the correspondence of paths and bitstrings is both one to one and onto. These bitstrings are called the Yamanouchi symbols [28, 36] . The Hamming weight (the number of ones in the string) Ham(x) of the Yamanouchi symbol x gives the total angular momentum J by:
This can be understood from Fig. 3 -it gives twice the 'height' the path reaches in the diagram at its last step, determining the total spin. Yamanouchi symbols were introduced in the context of representation theory of the symmetric group and the sets of symbols with the same Hamming weight are in correspondence to Young diagrams on two rows. This becomes apparent by comparing Figs. 3 and 4. The paths themselves are one-to one with standard Young tableaux with two rows [28, 37] . This can be seen as follows:
Lemma 1 (Paths and standard Young tableaux). Paths are one to one with the standard Young tableaux on two rows.
Proof. Let J ∈ A n be a path and let:
be its Yamanouchi symbol. The shape of the corresponding standard Young tableau is determined by J and n -it will have n 2 + J boxes in the first row and (2) branching diagram [28, 38] . The highlighted path can be also represented as 01111.
columns). The elements in each row are increasing by construction. The elements in each column also increase, which can be seen from the property that any prefix of length m ≤ n − 1 of the Yamanouchi bitstring contains at most m 2 zeroes -in other words, the upper row will be always filled faster than the lower one.
Paths are also onto the standard two-row Young tableaux, which can be proved by converting the tableaux to bitstrings by reversing the above algorithm and checking the defining property of the Yamanouchi symbol. We skip this part of the proof for brevity.
As an example, take the sequentially coupled basis state on n = 3 qubits:
2 determines the Hamming weight of the corresponding Yamanouchi symbol and hence the shape of the corresponding Young diagram:
The path for this state is so that the quantum state can be equivalently labeled as:
We remark that there is also a one-to-one correspondence between the semi-standard Young tableaux of the same shape filled with ↑, ↓ and M -see [10] for discussion of this. Since M and n completely determine the filling in this case however, there is no need to use this here.
The above state correspondence is formally underpinned by the Schur-Weyl duality, which states that the n-qubit Hilbert space decomposes into modules of symmetric group S n of order n and unitary group SU(2) under their joint action:
The modules are labeled by the Young diagrams with two rows. In the above treatment of branching diagram paths, we showed precisely this decomposition for a fixed basis -the sequentially coupled basis, which is sometimes referred to as Young-Yamanouchi basis in this context. A similar strategy has been used by Jordan and in earlier works of Pauncz [21, 28] . Kirby's and Harrow's theses [6, 10] provide excellent reviews of the underlying representation theoretic concepts.
C. The quantum Schur transform
The Schur-Weyl decomposition in Eq. 6 can be explicitly given by a unitary transformation called the quantum Schur transform [6, 7, 9, 10] . We study this as a transformation between the computational and sequentially coupled spin basis. Other spin bases can also be used in principle. The subgroup-adapted bases described in [21] are especially relevant. We emphasize that our simulation techniques do not straightforwardly extend to other spin bases.
The quantum Schur transformation can be seen as a cascade of Clebsch-Gordan transformations. ClebschGordan transforms couple j and j eigenspaces into a |J, M, j, j state by:
The C J,M j,m;j ,m are the Clebsch-Gordan coefficients. Omitting the j = 1 2 numbers for qubits for clarity, the transform from the computational to the sequentially coupled basis is achieved by cascading the ClebschGordan transformations [6, 9] . For example on 3 qubits: [2] ;m3 C j [2] ,m [2] m1;m2 |m 1 m 2 m 3
The orthogonal matrix U Sch is the quantum Schur transform [6] [7] [8] [9] [10] 39] . For qubits, the transformation can be decomposed into O(n 4 log n ) Clifford+T operators, which is shown in [9, 10] .
III. QUANTUM SCHUR SAMPLING CIRCUITS
We now study quantum circuits with a structure of QST-classical reversible computation-QST. The study of these circuits is motivated by the analysis of permutational quantum computing in the computational basis done in [24] . There it was realized that a subclass circuits used in PQC -permutational quantum computing with a sequentially coupled basis (PQC-SEQ) -has the form of quantum Schur sampling circuits.
PQC-SEQ computes the transition amplitudes between basis states |J , M and |J , M with permuted indices (discussed in [21] , sec. 4). A permutation gate U π acts on a computational basis state |x 1 . . . x n as:
and can be given as a composition of O(n 2 ) SWAP gates. The transition amplitude of the circuit is then given by:
which can be also schematically described with tree diagrams as in Fig. 5 . Both Z and S 2 operators commute with U π and in consequence, M = M and J = J . Following the discussion in Sec. II B, PQC-SEQ therefore only works in the eigenspace spanned by paths that end at J = J . It follows for two such paths J , J that:
Since Eq. 9 is a homomorphism from S n to the Hilbert space, the map π → U π gives a representation of the symmetric group in U (2 n ). By Eq. 10, the matrix blockdiagonalizes to J, M blocks in the sequentially coupled basis. Representation theoretically, the computation
j [3] j [4] J, M 1 3 4 5 2 j [2] j [3] j [4] J , M hence happens within the module labelled by a Young diagram on two rows with n 2 +J boxes in the first and n 2 −J boxes in the second row. Since such Young diagram also labels an irreducible representation of S n , it is possible to reinterpret the transition amplitudes as matrix elements of the irreps of the symmetric group S n , which was realized in [21, 23] . Thanks to the choice of sequentially coupled basis, the matrices can be in fact identified with the Young orthogonal basis matrices, which was proved in [28] -see also [21] for discussion of this.
Approximating the S n irrep matrix elements to additive polynomial precision was originally conjectured hard classically in [21, 23] , but a classical algorithm was provided in [24] . The algorithm in fact works for a much broader family of quantum circuits, which we refer to as the quantum Schur sampling circuits. A subset of this class of circuits we focus on here has transition amplitudes:
where W is an efficiently computable classical reversible circuit. A classical circuit W on n qubits is defined by the action on a computational basis state |x , x ∈ {0, 1} n as follows:
where W is orthogonal:
n is an efficiently computable and invertible function. A general W can be given by a sequence of Toffoli gates -we will implicitly consider only such W where this sequence is polynomially long in n. Since W does not commute with Z unless it is a permutation gate (that is, unless it conserves the Hamming weight of x) and it may not commute with S 2 , the numbers J and M do not have to be conserved. The simulation technique nonetheless works again by exploiting symmetries of the quantum Schur transform. Importantly note that the generalization above extends the notion of quantum Schur sampling circuits introduced in [24] , where we considered circuits of the form J , M |Λ|J , M with Λ being a Z-diagonal gate with efficiently computable elements. This was largely inspired by the structure of IQP circuits [3] .
Notably, the proof techniques we present here extend to both Λ or W gates, as they only rely on the fact that the circuits don't create interference in the computational basis. This lends itself to a generalization to a broader class of quantum gates with a polynomially bounded amount of interference in the computational basis -for example circuits where the amplitudes can be written in the form:
for polynomially-many k and efficiently computable a k ∈ C. Lastly, classical computation in the context of quantum Schur becomes especially interesting if we allow for ancilla qubits. The simulation methods straightforwardly extend to this case, which is discussed in Section VI.
IV. CLASSICAL SIMULATION
A. Computational Tractability
We now shift our focus to the classical simulation of quantum Schur circuits. Our simulation methods build largely on the concept of computational tractability, introduced by van den Nest in [40] :
Definition 1 (Computational tractability [40] ). An nqubit state |ψ is called computationally tractable (CT) if it is possible to classically efficiently sample from:
and the overlaps x|ψ can be computed classically up to m significant bits in time poly(n, m) for any computational basis state |x .
We previously proved in [24] that the sequentially coupled spin basis states are computationally tractable by using angular momentum conservation on the ClebschGordan coefficients in Eq. 8. As a straightforward corollary of the above:
Lemma 2. The state |φ = W |J , M for an efficiently computable classical reversible gate W is computationally tractable.
Proof. Since x|J , M can be efficiently computed because |J , M is CT, so can be x|W |J , M = w(x)|J , M , because w(x) is efficiently computable. The distribution:
can be efficiently sampled by applying the inverse of w(x) to the samples drawn from p(x):
Note that as we constrained the corresponding circuit W to be composed of polynomially-many Toffoli gates, the inverse is obtained by running the circuit backwards and can be hence computed efficiently classically.
We will also need Lemma 3 from [40] :
Lemma 3 (Efficient estimation of CT state overlaps.). An overlap φ|ψ between two CT states can be estimated to inaccuracy with probability 1 − δ in poly( 1 , n, log(δ)) many steps.
See [40] for the proof. As a corollary of this, we have that:
Theorem 1. Transition amplitudes of quantum Schur sampling circuits:
can be computed by classical methods up to error in time poly( 1 , n) with exponentially small failure probability.
Proof. |J , M is CT by [24] and so is W |J , M by Lemma. 2. It follows from Lemma. 3 that:
can be approximated with probability at least 1 − δ to error in poly( 1 , n, log( 1 δ )) time. Setting δ = o(e −poly(n) ) leads to poly( 1 , n) runtime.
B. Approximating marginals of the quantum Schur sampling distributions
Building on the previous results, we now develop a classical method for sampling the output of quantum Schur circuit with sparse output distributions, which extends the analysis of Schwarz and van den Nest [25] to the context of quantum Schur sampling circuits.
A classical algorithm is said to simulate the quantum circuit weakly to additive error if it efficiently samples from a probability distributionp, for which:
where:
is the total variational distance. A key technical result needed to derive the sampling algorithm is that a specific class of output marginals of the quantum Schur sampling circuits can be approximated up to polynomially small additive error, which we prove now. Consider a path j ∈ A k for 1 ≤ k ≤ n and define an output marginal p(j):
where the summation J⊇j runs over all paths J ∈ A n that contain j. The marginal projector :
can be simplified using orthogonality of the ClebschGordan coefficients to:
where the sum m runs over m ∈ {−j, −j +1, . . . j}. We give details of the calculation in Appendix E. The simplified form of the projector is useful for the approximation of the output marginals:
Lemma 4. For j ∈ A k , the marginal p(j) can be classically approximated in time poly 1 , n, log 1 δ with probability at least (1 − δ) byp(j), such that:
Proof. The marginal p(j) is given by:
This can be rewritten as:
where U SWAPS is a permutation on k + n qubits. To see this, write symbolically |j, m = |ψ 1 ψ 2 . . . ψ k and |φ = |φ 1 φ 2 . . . φ n , so that:
Let U SWAPS act by transposing n + i-th and n − k + i-th qubits for all 1 ≤ i ≤ k:
This gives:
as desired. To prove that p(j) can be classically approximated to polynomially small additive error, it suffices to show that:
( j, m| φ|) U SWAPS (|φ |j, m ) , can be. Since both |j, m and |φ states are CT and any permutation on n objects is computable in O(n 2 ) steps, it follows from Theorem 1 that this can be approximated to in poly(n, 1 ) steps. Since m runs over at most n + 1 terms, this implies that:
can be also approximated to the desired precision in poly(n, 1 ) time. We hence have for the marginal approximationp(j) that:
C. Sampling from the sparse quantum Schur circuits
Following [25] , we will call a probability distribution p(x) : Ω → [0, 1] t-sparse, if there exist at most t elements x ∈ Ω, such that p(x) > 0. A probability distributioñ p(x) : Ω → [0, 1] is -approximately t-sparse if for a fixed > 0, there exists a t-sparse distribution p(x), such that:
We prove that quantum Schur sampling circuits withapproximate t-sparse output can be simulated and sampled from classically up to an error 6 in total variational distance.
Theorem 2 (Kushilevitz-Mansour algorithm for distributions on branching paths [25] ). Let p : A n → [0, 1] be the probability distribution on the paths. Then there exists a classical algorithm that outputs a set of paths L ⊆ A n , such that for some θ > 0:
The algorithm produces such a list with probability at least 1 − γ and runs in poly n,
Proof. The algorithm takes n steps through the branching diagram in Fig. 3 . In the k-th step, a subset L k ⊆ A k of the paths is chosen in a way that the conditions in Eq. 13 are satisfied with high probability. This is ensured by using the marginal approximation from Lemma 4 with precision set to 
The computation runs in poly n, θ.
This ensures that for all j2 ∈ L2, p(j2) ≥ θ 2 and that all j2 such that p(j2) ≥ θ are in L2.
Continue for
has been computed. Take a j k−1 ∈ L k−1 and consider its extension
|. Use Lemma 4 to compute the approximationp(j k ) such that:
This succeeds with probability 1 − δ. If
3. In every step k of the computation, check if |L k | > As the Algorithm 1 runs for at most n steps and we have that |L k | ≤ 2 θ it follows that the algorithm succeeds with probability at least:
Note also that since δ < θ 2n , it follows that 1 − γ > 0. Since the k-th step of the algorithm takes poly k, 1 θ , log 1 δ time and gives a good approximation with probability 1 − δ, the overall runtime is at most poly n, Using this, we now show that it is possible to classically approximately sample from the quantum Schur circuits with sparse output. To show this, we need a variation on a technical lemma that appeared in [25, 26] .
Lemma 5 ( -approximate t-sparse distributions carry low weight on small elements. See also sec 4.2 in [25] ). Let p be an -approximate t-sparse distribution and define:
Then:
Proof. Let p t be a t-sparse distribution that is -close to p. Such distribution can be always found because p is -approximately t-sparse. Define:
i.e. the support of p t and notice that |T | = t by t-sparsity. Trivially, S ∩ T ⊆ S, which implies that:
Define the indicator function I A : A → {0, 1} on a set A as follows:
0 otherwise, and observe that:
By triangle inequality:
Since p is -approximate t-sparse and:
it follows from sparsity that:
It remains to bound pI S∩T − pI T in Eq. 16. We have that:
Combining this with Eqs. 15 and 16 gives:
We also show that -approximately t-sparse distributions give rise to -approximately t-sparse distributions when marginalized over M numbers -this will allow us to extend the approximation algorithm to the case when M is not conserved.
where M runs over M ∈ {−J, −J + 1, . . . J}.
Proof. Let p(J , M ) be -approximately t-sparse. By definition, there exists a t-sparse distribution p t (J , M ), so that:
Similarly to p(J ), define p t (J ) := M p t (J , M ) and note that it is at most t-sparse, because p t (J , M ) is. We have that:
and therefore:
Theorem 2 and Lemmas 5 and 6 are now combined to show that there exist sparse probability distributions close to the quantum output that can be sampled efficiently classically.
Theorem 3. Let:
be -approximately t-sparse. Then there exist a distributionp that can be sampled efficiently classically, for which:
Proof. Let L ⊆ A n be the set of paths generated by the Kushilevitz-Mansour algorithm of Theorem 2. of all J ∈ A n for θ = t . It follows from the definition of L that p(J ) ≥ θ 2 ∀ J ∈ L and that |L| ≤ 2t . This immediately implies that the algorithm will only be efficient for t = poly(n) and = 1/poly(n). Choose:
and compute approximationsp(J , M ) for J ∈ L and all M ∈ {−J, −J + 1, . . . J} by the strong simulation method of Theorem 1 so that for all J ∈ L and all M :
This can be done in poly(n, 1 ) time, since there are at most n + 1 distinct values of M for any J. Define a normalization factor α as:
which explicitly gives:
.
Use the -approximationsp(J , M ) from Eq. 18 to define:
so thatp becomes uniform on the values of J and M outside of L. The constant p • can be computed in time O(|L|n) = O( 2nt ) from the precomputed values of p(J , M ) and it is chosen so thatp is normalized. Then:
which follows from J ≤ n 2 that implies that there are at most n + 1 values of M for any J. It remains to bound
and notice that:
which also follows from Eq. 18. By the triangle inequality:
This results in:
. We finally show how to efficiently sample the output distributionp generated in Theorem 3.
Theorem 4 (Sampling quantum Schur circuits with sparse output). The distributionp generated by Theorem 3 can be sampled efficiently classically.
Proof. To draw a sample from the distributionp, flip a coin with bias α = J ∈L;Mp (J , M ) = J ∈Lp (J ).
• With probability α, sample uniformly from p(J , M ) for J ∈ L. This can be done by sampling uniformly a string on {0, 1} n−1+ log(n+1) bits until the the first n − 1 bits give a Yamanouchi symbol. This can be verified by checking the defining condition of the symbols -that is that any prefix of m ≤ n − 1 bits has at most m 2 zeroes. A valid Yamanouchi symbol will be found in poly(n) trials on average by a dimensionality argument (see Appendix C). Once found, J of the candidate sample is determined. We then check if the remaining {0, 1} log(n+1) bits encode an integer M in {0, 1 . . . 2J}. If this is the case, define M = (M −J) and output (J , M ).
• With probability 1−α, output a sample drawn from p(J , M )/(1 − α) for J ∈ L and corresponding M .
V. HOW SPARSE ARE THE OUTPUT DISTRIBUTIONS OF PQC CIRCUITS?
We now discuss the range of applicability of the outlined algorithm. Since the set of classical gates W is large, we limit the sparsity analysis to PQC-SEQ and numerically investigate the sparsity of the output distributions for a small number of qubits.
For n ≤ 10 we uniformly generated 5 Young diagrams on n boxes and considered 10 uniformly random permutations for each diagram. This produces 50 sets of output distributions with dimension d determined by the dimension of the J-block. Computing the matrices for significantly larger qubit numbers becomes prohibitively expensive due to the exponential scaling of some of the J-blocks.
We found that all distributions that entered the statistics contained at least 1 large element greater than 1 2n . We then studied if the sum of all elements less than 1 2n 2 is less than 1 2n , which is a sufficient condition for 1 napproximate 2n 2 -sparsity. All distributions for permutations on 4 to 9 qubits have this property, while the fraction of the permutations that do not have it for n = 10 qubits was estimated to be less than 0.1%. Being a sufficient condition, some of these distributions are nevertheless sparse. A specific example is one of the distributions for (1, 9, 2, 10, 3)(4, 6, 8, 5)(7) permutation in the J = 2 case, shown in Fig. 7 . This test is in fact a mere proxy as the 2n 2 sparsity bound becomes vacuous for all showing that there is an overwhelmingly more small elements compared to the large ones in the output distributions.
distributions we considered here. We hence refined the analysis by imposing a stricter sufficient condition: for all J-blocks with dimension larger than n, we computed the fraction of output distributions for which the sum of all elements except for the largest C ( log 2 d ) D ones is less than 1/ log 2 d for some constants C and D. Any distributions with dimension smaller than n satisfy the tested condition trivially and can be also efficiently computed explicitly. We also rejected blocks with dimension less than C ( log 2 d ) D . Since d < 2 n , this condition is sufficient for 2n-approximate (Cn D )-sparsity of the distribution. The results are shown in Fig. 8 . Specifically, all of the distributions (with the exception of less than 0.4% of those for n = 9) that entered the statistics were 2 log(d) -approximate log(d) 2 -sparse. 'fools' the proxy criteria by having a single overwhelmingly large element. Note that the p-axis is logarithmic.
While we were not able to prove that a significant fraction of the output distributions are -approximate t-sparse for some t = poly(n) and = 1/poly(n), the numerical results give some indication that at least for a small number of qubits, sparse output distributions may be common for PQC-SEQ.
VI. QUANTUM SCHUR CIRCUITS WITH ANCILLAS
We remark that the simulation technique straightforwardly extends to quantum Schur sampling circuits with ancilla qubits, with transition amplitudes given by:
for J ∈ A n and J ∈ A n , such that k + n = k + n. First note that W |J , M |0 k is computationally tractable by a simple extension of Lemma 2. Since the marginal approximation Lemma 4 relies only on approximating overlaps of the form:
where |φ is a computationally tractable state, this also extends to marginals:
which can be therefore be additively approximated. Theorem 3 then extends straightforwardly to this case. We give some evidence that circuits can give rise to computationally interesting structures, largely inspired by [23] . Prepare:
and consider a classical circuit W that computes the Yamanouchi symbol x of J to an ancilla register of n − 1 qubits. This should be in fact done on the bitstrings before the Schur transform as the W gate is generally controlled in the computational basis. A way to implement this is to use the form of quantum Schur transform which encodes the information about irreps explicitly into the computational basis input at the expense of logarithmic overhead in number of qubits [6, 10] -this is a technical, but important detail. Additionally, compute the value of J to another ancilla register of log( n 2 ) qubits, giving the state:
Apply the permutation gate U π to the first register. After applying the gate sequence H ⊗n U † Sch and measuring the first n qubits and the J register, we have that:
where J runs over all paths that end at J. Here T (π) = J J | U π |J is the trace of U π over the J-block, which is (up to a sign) the square of the character of the conjugacy class of π for the irrep. defined by J. This quantity is known to be #P-complete by [41] , so we know that there exist π ∈ S n for which exact computation of T (π) becomes intractable under the standard complexity theoretical conjectures. Despite the fact that an efficient classical method for computing additive approximations to this quantity was given by [23] , it is still possible that its multiplicative approximation retains hardness. This could lead to another class of probability distributions unlikely to be sampled from classically, akin to [4, 5, 42] .
It is also an intriguing possibility that some variation on the quantum Schur sampling circuits could encode other hard-to-compute combinatorial quantities for which an efficient classical poly-small additive approximation is unknown. On the discouraging side, arguments against usefulness of the quantum 'Fourier-Schur' sampling for addressing the hidden subgroup problem were given in [43] .
VII. DISCUSSION
Circuits using the quantum Schur transform underpin a diverse range of protocols in quantum information processing, ranging from protocols for state transformations to computational models such as PQC. Here we singled out a class of circuits with QST blocks, the quantum Schur sampling circuits, that extended a computationally interesting regime of PQC (PQC-SEQ). We then investigated the scope and the efficiency of classical simulation techniques for a class of circuits using the transformation.
The key result that enabled this analysis was the efficient approximation of quantum Schur sampling circuits studied in [24] as means to characterize the computational power of PQC-SEQ. We extended this to include circuits of the form of QST-classical reversible computation-QST. Building on the work on computational tractability of Schwarz and Van den Nest [25, 40] , we proved that these circuits can be classically efficiently approximately sampled from if their output distribution are sparse.
The sampling algorithm can be viewed as a random walk on the set of the angular momentum branching diagrams associated with the computation. One distinctive feature of the algorithm is that it is not limited to the angular momentum branching diagram and can be straightforwardly extended to any kind of branching diagrams. It will remain efficient as long as the counterparts of the Clebsch-Gordan coefficients remain efficiently computable to within high precision and the out-degree of any vertex of the branching diagram is bounded by a constant (see also the discussion in [24] ). One of the interesting cases where our techniques could apply with little adaptation is the case of q-deformations of the SU (2) branching diagrams, applied in the study of topological phases of matter [30, 32] .
The existence of the efficient classical sampling algorithm implies that quantum Schur sampling circuits may give rise to quantum computational advantage only if the support of the output probability distribution contains super-polynomially many significant probabilities. This for example closes the possibility that a quantum computational advantage of PQC-SEQ could arise from identifying a sparsity pattern of the sampled matrices.
We remark that circuits using the structure of QST-U ⊗n -QST for U ∈ SU(2) were recently applied in study of boson sampling in first quantization [44] . From the Schur-Weyl duality, such circuits act purely on the 'multiplicity' spaces of the spin basis states. We expect that our techniques are of limited use in this case as the single qubit circuit creates too much interference in general (c.f. the discussion in Sec. III). A detailed study of our methods in this context however remains an open problem.
