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Correlation Properties of Sets of Sequences 
Derived from Irreducible Cyclic Codes* 
ROBERT J. 1V[cELIECE 
Department ofMathematics and Coordinated Science Laboratory, 
University of Illinois at Urbana-Champaign, Urbana, Illinois 61801 
We demonstrate hat certain sets of binary sequences derived from irreducible 
cyclic codes have good correlation properties. We give explicit numerical 
examples, and theoretical bounds. Both even (periodic) and odd (aperiodic) 
correlation properties are treated. 
1. INTRODUCTION 
This is a paper concerned with the correlation properties of certain sets of 
binary sequences which are derived from irreducible cyclic codes. Sets of sequences 
with good correlation properties have many applications, and much is already 
known about this subject. (See, for example, Sarwate and Pursley (1980).) The 
noteworthy features of the sets of sequences to be studied below include these: 
the lengths are not always of the form 2"* --  1, and there is analytic machinery 
available which allows a study of the aperiodic correlation properties. 
This topic permits several points of view; the one we shall take is that of 
N[assey and Uhran (1975), who defined the even and odd correlation properties 
of sets of sequences. One could, however, easily translate our results into the 
language of periodic and aperiodic correlations, signal-to-noise ratio, etc. 
Sections 2, 3, and 4 are devoted to certain preliminary material; in Section 5, 
we give some numerical results for specific sets of binary sequences; in Section 6, 
we give a constructive asymptotic result; and in Section 7, we describe a family 
of sequence sets which are curiously similar to the well-known Gold sequences. 
\ 
2. PRELIMINARIES 
Let x = (x 1 ,..., x~) and y = (Yl ,...,Yn) be two binary sequences. The 
correlation C(x, y) between x and y is defined as the number of agreements 
between x and y minus the number of disagreements, i.e., 
C(x, y) = T{i: x~ ---- Y~}I - -  I{i: x~ =# y,}[. (2.1) 
* This research was supported by the Joint Services Electronics Program under 
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We note for later reference the simple fact that if the Hamming distance (i.e., 
the number of disagreements) between x and y is denoted by D(x, y), then 
C(x, y) = n --  2D(x, y). (2.2) 
We denote by T the cyclic shift operator, which acts on any sequence x = 
(x l  .... , x . ) :  
Tx = (xn, X 1 , . . . ,  Xn--1), (2.3) 
and by N the "compcyclic shift" operation, which acts on any binary sequence: 
Nx  = (£~, xl ,..., x,~_l), (2.4) 
the overbar denoting binary complementation. 
If {x 1 , x 2 ,..., x/c} is a set of K binary sequences of length n which are to be 
used as signature sequences in a K user spread spectrum communication 
system, then as Massey and Uhram (1975) showed, the following two quantities 
ought to be as small as possible: 
0max = max j C(xi, Tkx~)] 
i,j~k 
(2.5) 
0max = max [ C(x~, Nkxj)l. 
i , j ,k  
~ (2.6) 
(In (2.5) and (2.6) the maxima are to be taken for 1 ~< i ~< K, 1 ~<]" ~< K, 
0 ~ k ~< n --  1.) The quantities C(xi, Tkxj) in (2.5) are called the even correla- 
tions of the set {xl,.-., x/c}, and the quantities C(x~, N~x) are called the odd 
correlations. 
3. RELATIONSHIP WITH WEIGHT STRUCTURE OF CYCLIC CODES 
In  this section we will show, that given a binary cyclic code of length n whose 
weights are known, one can construct a set of signature sequences, of length n 
for which Omax is known, or at least tightly bounded from above. 
Let C be a fixed binary cyclic code of length n. The period of a codeword x
is defined to be the least positive integer d such that Tax = x. Clearly every 
codeword x satisfies T*~x = x, so that the period cannot exceed n; but some 
codewords, e.g., the all-zero codeword, may have smaller period. 
Suppose that the codewords of period n divide themselves into K cyclic 
equivalence classes, and let {x 1 ,..., x/c} be a set of representatives for these 
classes. We can get a good estimate for the even correlation parameter Omax of 
this set, if we know the set of weights W ~ {w(x): x E C} of the code C, as 
follows. 
20 ROBERT J.  MCELIECE 
The even correlation C(x~, TT~xj) that appears in (2.5) is, as we noted in (2.2), 
equal to n -- 2D(xi, TT~xj). But D(x~, T~x3.) is equal to the weight of the vector 
y = xi if- Tkxj, and since C is a cyclic code and xi,  x3 are cyclically distinct 
codewords of period n, y is a nonzero codeword in C. Thus D(xi, Tkx~) is a 
nonzero element of the weight set W, and so if 0 < w 1 < w 2 < "'" < w.~ is 
the ordered list of weight in C, we have the estimate 
0max ~< max{[ n - -  2wl [, In - -  2w, [}. (3.1) 
4. SUMMARY OF THE THEORY OF BINARY IRREDUCIBLE CYCLIC CODES 
In this section we summarize some known results about irreducible cyclic 
codes that will be used later. Proofs may be found in Baumert and McEliece 
(1972), or McEliece and Rumsey (1972). 
Let n be any odd positive integer. Given n, let k be the least positive integer 
such that 2 J~ -- 1 is divisible by n. Then there exists an (n, k) binary irreducible 
cyclic code. (Irreducible means that the code's parity-check polynomial is 
irreducible over GF(2).) There are 2 k - -  1 nonzero codewords in the code, they 
all have period n, and they divide themselves into K = (2 I~-  1)In cyclic 
equivalence classes. 
Conversely, for any fixed odd positive integer K, there exist infinitely many 
binary irreducible cyclic codes {Cj} with exactly K cyclic equivalence classes of 
codewords. In fact, the code C~. has parameters (n~., k~) 1 for j = 1, 2 , . ,  where 
n~. = (2~ " - -  1)/K, 
k~ =jk l ,  
k 1 = least positive integer such that 21:1 ~ 1 (rood K). 
(4.1) 
The main result of McEliece and Rumsey (1972) was that, with proper 
indexing, the weight wi,j of the ith cyclic equivalence class of codewords in 
Cj is given by 
ny -- 2wi,, = coeff, of xi[( - 1)J+lH(x)~'(mod x K --  1)], (4.2) 
where the polynomial H(x) is defined by 
H(x) =- ~ E(~b i) xi(mod X K - -  1). (4.3) 
i=O 
1 Forj = 1, the corresponding code may be degenerate in a sense xplained by McEliece 
and Rumsey (1972). 
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In (4.3) ¢ is a primitive root in the field GF(2h), and for x ~ GF(2h), E(x) ~- 471 
i fx has trace 0, E(x) = --1 i fx has trace 1. 
Baumert and McEliece (1972) used this result to find explicitly the weights in 
all binary irreducible cyclic codes with K ~ 99 and n ~ 106. 
5. SOME NUMERICAL RESULTS 
Using the technique described in Section 3, we can use the numerical results 
of Baumert and McEliece (1972) to obtain exact values of 0max for many sets of 
sequences. In  Table I, we present a list of certain such sets which have reasonably 
small values of Omax/n. We have also given an upper bound for ~max for each 
of these sets. (The true value of ~max is sensitive to phase shifts of the individual 
sequences. The bound given in Table I is in fact the exact value of ~max when 
these shifts are chosen in the worst possible way. Within going into details, let 
us just say that it usually proves to be easier to evaluate this worst ease than to 
find/~max for any particular choice of the phase shifts. It  may well be that if 
these shifts are chosen carefully, a somewhat lower value of/~max would result.) 
TABLE I 
ParametersofSomeSetsofSignamreSequencesDerived~omlrreducible CyclicCodes 
n K 0max 8max/n /~m~x (upper bound) 
17 15 7 .412 13 
21 3 5 .238 13 
23 89 9 .391 17 
33 31 11 .333 23 
51 5 13 .255 23 
65 63 15 .231 31 
73 7 17 .233 27 
85 3 11 .129 25 
89 23 23 .258 37 
91 45 19 .209 41 
93 11 29 .312 35 
105 39 41 .390 47 
117 35 27 .231 47 
195 21 19 .097 49 
6. A CONSTRUCTIVE ASYMPTOTIC RESULT 
Let us ask the question, "For a fixed value of K, how good are the best sets of 
K sequences, for large n ?" That is, we define 
¢(n, K)  ~ min{max(0max, omaX): all sets of K sequences of length n}, (6.1) 
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and ask about the asymptotic behavior of ~b(n, K) for fixed K and large n. In 
this section we will show that for any fixed odd integer K, the parameters 
0max, 0max for the K-sequence sets derived from irreducible yelie codes are 
bounded by a constant times nl/~ log n, as n--~ oo. Thus 
¢(n, K) = O(nl/~ log n) (Fixed K, n ~ oo). (6.2) 
The bound (6.2) is better than the estimate ¢(n, K) = 0(nl/2+ 0 which can 
be obtained by specializing the nonconstructive r sults of Schneider and Orr 
(1975) to this case, and also better than the bound O(n(log n)-l/2) obtained 
constructively by Massey and Uhran (1975). Furthermore, Welch's (1974) 
result that 0max ~> na/2(1- K)  1/2 shows that this result is nearly the best 
possible. 
The proof of (6.2) follows. As will be seen, it depends critically on certain 
results of Niederreiter (1976). 
If x = (x 1 .... , Xn) and y = (Yl ,..., Yn) are two binary sequences, consider 
the calculation of C(x, Ney) (cf. (2.6)). Schematically the sequences x and NV3r 
appear as follows: 
x=(x l  .... , x~,x~+~ .... ,x . )  
N~Y = (3vn-~+l ,'", 3v~, Yl .... , Y,-e)" 
Thus if for a sequence z = (zl ,..., z~) and integers 1 ~< a ~< b ~< n we denote 
the subsequence (z~, Za+l ,..., z~) by z[a, b], it follows that 
C(x, N~y) = --C(x[1, k], y[n --  k + 1, n] + C(x[k + 1, hi, y[1, n -- k]), (6.3) 
and hence that 
I C(x, N~y)I ~< I C(x[1, k], y[~ --  k + 1, n])I + I C(x[k + 1, hi, y[1, ~ --  k])l. 
(6.4) 
If now x and y are codewords from an (n, k) cyclic code, the sum z = x + T73r 
will belong to the same code, and the correlations in (6.4) can be written as 
/o 
C(x[1, k], y[n -- k + 1, n]) = E X(z~) (6.5) 
i=1 
C(x[k + 1, n], y[1, n --  k]) = ~ X(zl), (6.6) 
i=/c+l 
wherex(z) = -}-1 i f z=0andx(z )  =- - l i f z= 1. 
Niederreiter (1976) gave, among many other deep and important results, an 
upper bound for sums of the kind appearing in (6.5) and (6.6). Specifically, he 
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showed that if (zl ,  z 2 .... ) is a sequence over GF(2) that satisfies a kth-order 
linear recurrence, and has period n, then for any integers 1 ~ a ~ b ~ n, 
b 
l i~ X(zi)]<~ 2k/2(1 + log n). (6.7) 
(This is a special case of Niederreiter's Theorem 3.) 
Since a nonzero codeword from an irreducible (n, k) cyclic code is a sequence 
that satisfies a hth-order ecurrence and has period n, it follows from (6.4)-(6.7) 
that for any two codewords x, y such that x + N~r @ 0, 
I C(X, Nky)] ~ 2k/2+1(1 "-~ log n). (6.8) 
Hence if {x 1 .... , xK} is a set of representatives of the cyclic equivalence classes of 
nonzero codewords in an (n, k) irreducible cyclic code with K = (2 ~ --  1)In, it 
follows that 
0m~x ~< 2~/2+1(1 + log n). (6.9) 
A similar, but easier, argument shows that 0max ~< 2~/~(1 + log n), and in fact 
using results in Baumert and MeEliece (1972) one can prove that 0rex ~< 2 ~/2. 
In any case, it follows that 
0max, 0max ~< 2e/~+1(1 + log n). (6.10) 
Combining (6.10) with the fact that n = (2 k --  1)/K for every irreducible 
cyclic code with K cyclic equivalence classes, we obtain (6.2). 
7. IRREDUCIBLE "GoLD-LIKE" SEQUENCES 
In  this section we will point out the existence of a family of sets of signature 
sequences derived from irreducible cyclic codes whose parameters (n, K, 0max) 
are curiously similar to those of the well-known Gold sequences (Gold (1967)). 
The appropriate irreducible cyclic codes have parameters (n, k) with n = 
2 ~ + 1, k = 2m, K = 2 ~ --  1. Using results of McEliece and Rumsey (1972) 
one can show that any set {x I .... , x~} of cyclically inequivalent codewords from 
such a code has 0max ~ 2[2 ~/2 --  ½J + 1. (See the end of this section for a 
sketch of a proof Of this fact.) On the other hand, the Gold sequences have 
parameters n = 2 m --  1, K = 2 ~ @ 1, 0raax = 2L~/2J+l. As is seen in Table I I ,  
the Gold sequences' even correlation parameters Üma x are better than those 
derived from irreducible cyclic codes if m is odd, but worse if m is even. 
(Here is a sketch of the proof of the bound given above on 0max. The n = 
2 "~ + !, k = 2m irreducible cyclic code is, in the notation of Section 4, the 
code C 2 in the family of all irreducible cyclic codes with K = 2 ~ --  1. Thus 
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TABLE II 
Parameters for the Gold and Gold-Like 
Irreducible Signature Sequences, 1 < m < 8 
n K Omax Type 
m = 3 9 7 5 Irreducible 
7 9 5 Gold 
m = 4 17 15 7 I 
15 17 9 G 
m= 5 33 31 11 I 
31 33 9 G 
m = 6 65 63 15 I 
63 65 17 G 
m=7 129 127 21 I 
127 129 17 G 
m = 8 257 255 31 I 
255 257 33 G 
according to (4.2) and (4.3), the possible values of the even correlations between 
codewords are the coefficients of the polynomial 
/K--1 \2 
F(x) = --[i~= ° E(%b¢)x i) (modx x¢-  1), (7.1) 
where K = 2 "~ - -  1. The coefficient of x i in (7.1) is 
~, = Z E(x + ~b'x-1). (7.2) 
~0 
Sums of the form (4.2) are known as Kloosterman sums, and according to a 
deep result of Carlitz and Uchiyama (1957), ] ~7i [ ~ 2k/~+l- Since n is odd, each 
~7i = n - -  2w~ must  also be odd, and it follows that the maximum even correla- 
t ion between distinct codewords cannot exceed the largest odd integer which 
is less than or equal to 2k/~+1. This  number  is 212~/~ - -  ½] + 1, and our proof 
is complete.) 
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