Recently, there has been increasing interest in forecasting methods that utilise large datasets. We explore the possibility of forecasting with model averaging using the out-of-sample forecasting performance of various models in a frequentist setting, using the predictive likelihood. We apply our method to forecasting UK inflation and find that the new method performs well; in some respects it outperforms other averaging methods.
1 factor summaries of the dataset are used for forecasting; and forecast combination or averaging, where information in the form of forecasts from many forecasting models, typically simple and incomplete, are combined in some manner.
We focus on forecast combining. This idea grew out of the observation that for whatever reasons, combining forecasts produced a forecast superior to any element in the combined set. Of course, if it were possible to identify the correctly specified model and the data generating process (DGP) is unchanging, then the forecast from the correct model should be used. But the weight of evidence dating back to Bates and Granger (1969) and Newbold and Granger (1974) reveals that combinations of forecasts often outperform individual forecasts. Models may be incomplete, in different ways; they employ different information sets. Forecasts might be biased, and biases can offset each other.
Even if forecasts are unbiased, there will be covariances between forecasts which should be taken into account. Thus combining misspecified models may, and often will, improve the forecast.
In this context forecast combining is viewed as a stop-gap measure that works in practice but would be surpassed by an appropriate model that addressed the underlying misspecification. A further practical problem is that with standard combining methods, based on regressions, the forecast weights can only be reliably constructed for a relatively small number of models. Nevertheless, given that the true DGP may involve a vast number of variables, it is clear that forecast combination is a route into the combining of information: and this is how it is interpreted in the literature relating to large data sets.
There is an alternative way of looking at this problem, most clearly seen from a Bayesian perspective. Here, it is assumed that there is a distribution of models, thus delineating the concept of model uncertainty more rigorously. There is also a frequentist information theoretic approach in an analogous vein. Model weights within this framework have been suggested by Akaike in a series of papers (see, e.g., Akaike (1978 Akaike ( , 1979 ) and expounded further by Burnham and Anderson (1998) . Kapetanios, Labhard, and Price (2005) have shown that this approach might be useful for forecasting. This paper extends the above approach in a significant way. Standard information criteria are usually constructed by combining a measure of fit with a penalty term for model complexity. The measure of fit is usually an in-sample measure. However, given the use of such criteria for constructing forecasting weights, it is reasonable to substitute the measure of fit by some measure of predictive ability such as the predictive likelihood
We pursue this idea in the paper.
1 A similar approach but adopting a Bayesian perspective is presented in Eklund and Karlsson (2005) .
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Bayesian model averaging is widely used in the literature and so we refer to work by, among others, Koop and Potter (2003) , Draper (1995) and Wright (2003) for details.
However, model averaging is not confined to the Bayesian approach. In the context of forecasting the idea of model averaging (i.e., forecast combination) has a long tradition starting with Bates and Granger (1969) . The main suggestion of this line of work is to use forecasts obtained during some forecast evaluation period to determine optimal weights, via, usually, a regression approach, from which a forecast can be constructed. A problem with this class of methods arises if the number of models, N , is large.
An alternative can be based on the analogue of Bayesian model probabilities for frequentist statistics. Such a weight scheme has been implied in a series of papers by Akaike and others (see, e.g., Akaike (1978 Akaike ( , 1979 and Bozdogan (1987) ) and expounded further by Burnham and Anderson (1998) . Akaike's suggestion derives from the Akaike information criterion (AIC). AIC is an asymptotically unbiased measure of minus twice the log likelihood of a given model. It contains a term in the number of parameters in the model, which may be viewed as a penalty for over-parameterization. From an information theoretic point of view, AIC is an unbiased estimator of the Kullback and Leibler (1951) (KL) distance of a given model where the KL distance is given by
f (x) is the unknown true model generating the data, g(x|.) is the entertained model and θ is the estimate of the parameter vector for g(x|.). The KL distance is an influential concept in the model selection literature and forms the basis of the development of AIC.
Within a given set of models, the difference of the AIC for two different models can be given a precise meaning. It is an estimate of the difference between the KL distance for the two models. Further, exp (−1/2Ψ i ) is the relative likelihood of model i where
can be thought of as the odds for the i model to be the best KL distance model in M. In other words, this quantity can be viewed as the weight of evidence for model i to be the KL best model given that there is some model in M that is KL best as a representation of the available data. It is natural to normalise exp (−1/2Ψ i ) so that
where i w i = 1. We refer to these as AIC weights.
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More generally any information criterion can be used as a basis for constructing weights. Criteria, in general, have the following structure
where L i is the estimated loglikelihood and C T,i is a penalty term for model complexity.
Usually, the estimated loglikelihood is calculated in-sample from observed data. However, given the aim of constructing weights for forecasting, it is reasonable to consider likelihood measures that are directly related to forecasting such as predictive likelihood (see, e.g, Bjornstad (1990) , Davison (1986) and Butler (1986) for the motivation of this likelihood concept in a forecasting framework). Given the observed data y, the set of random variables to be forecast z and a vector of parameters θ, predictive likelihood can be generally defined as
where f θ (y, z) is the joint pdf of y and z. This general concept has been operationalised in a number of ways such as, e.g., the profile predictive likelihood given by L p (z|y) = sup θ f θ (y, z). Theoretically, our suggestion abstracts from the principles underlying the derivations of criteria such as AIC 2 and basically considers alternative likelihood concepts for L i . This can be justified by noting that many asymptotic properties of the criteria such as model selection consistency (see, e.g., Sin and White (1996) ) are retained when predictive likelihood measures are used. This will be clear from the practical implementation we suggest below.
In practical terms, we suggest that forecast errors from regression models are used in the construction of L i rather than in-sample residuals. To fix ideas consider the regression model
The concentrated log-likelihood of this model is given by −T /2ln(σ
denotes the estimate of α using data from t = 1 to t = T .
The predictive likelihood measure we suggest replacesˆ t with˜ t for t = t 0 , . . . , T , wherẽ
In other words we use out-of-sample forecast errors rather than residuals. Interestingly, this implies that the predictive likelihood measure will change depending on the forecast horizon. Clearly, due to the recursive nature of the scheme there are fewer out-of-sample errors than residuals since one has to have an original sample for the first estimate of α,α 1,t 0 , where t 0 has to be chosen a priori. Note that if we set t 0 = bT , where 0 < b < 1, the model selection consistency properties of the various information criteria are retained.
Empirical Application
We focus on inflation forecasting using the new model averaging scheme. The regressions we consider are k lags autoregressive processes augmented with a single predictor variable (ARX(k)) (see also Stock and Watson (2004) ). The number of lags is either set to 1 or 4. Different models are specified for each forecasting horizon. Model i for forecasting horizon h is given by
where π t is either UK year-on-year CPI or RPIX inflation, x it is the i-th predictor variable at time t and t is the error term, with variance σ 2 . We consider 58 predictor variables, where the data span 1980Q2-2004Q1.
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Where we average models, we consider predictive likelihood (PLMA), Bayesian (BMA), where
and Y is the T × 1 regressand vector. We also consider two factor model forecasts. As discussed in the introduction, these are widely used alternatives to forecast combination in large data sets. In this case we specify models of the form given by (2) where the exogenous variables are replaced by either the first or the first five principal components of the dataset as estimated in the full sample. For the recursive calculation of the out-of-sample forecast errors we set t 0 = 10 which we think is a reasonable compromise between data availability and the length of the forecast evaluation period. The Diebold-Mariano test is not valid for comparisons of nested models. However, all comparisons we carry out are not nested apart from those involving both the benchmark AR model and the factor models. To see this note that with positive probability, asymptotically, all model averaging methods will give a non-zero weight to a model other than the AR model even under the null hypothesis of equal predictive ability and therefore validity of the AR model since the information criterion used is the inconsistent AIC. In the case of BMA a cursory examination of the BMA weights indicates that this is the case for BMA too. We include the Diebold-Mariano tests for the factor-AR comparisons for completeness. 
Conclusion
Recently, there has been rapid growth of interest in forecasting methods that utilise large datasets, driven partly by the recognition that policymaking institutions process large quantities of information, which might be helpful in the construction of forecasts.
This paper focuses on model averaging. It suggests a new model averaging scheme that utilises the out-of-sample forecasting performance of the competing models to determine the weights used in model averaging. An empirical application suggests that the new averaging method is of significant potential interest.
