Abstract. The Verlinde formula computes the dimension of conformal blocks associated to simple Lie algebras and stable pointed curves. If a simply-laced simple Lie algebra admits a nontrivial diagram automorphism, then this automorphism acts on the space of conformal blocks naturally. We prove an analogue of Verlinde formula for the trace of the diagram automorphism on the space of conformal blocks. A closely related non simply-laced Lie algebra appears in the formula.
Introduction
The Verlinde formula computes the dimension of conformal blocks. It is fundamentally important in conformal field theory and algebraic geometry. The formula was originally conjectured by Verlinde [V] in conformal field theory. It was mathematically derived by combining the efforts of mathematicians including Tsuchiya-Ueno-Yamada [TUY] , Faltings [Fa] and Teleman [Te] , etc. It was proved by Beauville-Laszlo [BL] , Kumar-Narasimhan-Ramanathan [KNR] , Faltings [Fa] that conformal blocks can be identified with the spaces of generalized theta functions on the moduli stack of parabolic G-bundles on projective curves where G is a simplyconnected simple algebraic group. Therefore Verlinde formula also computes the dimension of the spaces of generalized theta functions. For a survey on Verlinde formula, see Sorger's Bourbaki talk [So] .
Let (C, p) be a stable k-pointed curve. Let g be a simple Lie algebra over C. Let ℓ be a positive integer. Given a tuple of dominant weights λ = (λ 1 , λ 2 , · · · , λ k ) such that λ i ,θ ≤ ℓ for each i, where θ is the highest root of g andθ is the coroot of θ. We can attach the space V g,ℓ, λ (C, p) of conformal blocks of level ℓ to (C, p) and λ. The space V g,ℓ, λ (C, p) does not depend on the choice of points, and in fact it even does not depend on the complex structure on C. We will recall the definition of conformal blocks in Section 3.4.
Let σ be a diagram automorphism on a simple Lie algebra g. One can associate another simple Lie algebra g σ as the orbit Lie algebra of g (see Secion 2 for details). If σ is trivial, then g = g σ . If σ is non-trivial, then g must be simply-laced and g σ is non simply-laced. Let Φ (resp. Φ σ ) be the set of roots of G (resp. G σ ). We put There is a natural correspondence between σ-invariant weights (resp. dominant weights) of g and weights (resp. dominant weights) of g σ . For any dominant weight λ of g (resp. g σ ), we denote V λ (resp. W λ ) the irreducible representation of g (resp. g σ ) of highest weight λ. Letȟ (resp.ȟ σ ) be the dual Coxeter number of g (resp. g σ ).
Let G (resp. G σ ) be the associated simply-connected simple algebraic group of g (resp. g σ ). Let T (resp. T σ ) be a maximal torus of G (resp. G σ ). Let W (resp. W σ ) denote the Weyl group of G (resp. G σ ).
Throughout this paper, we denote by tr(A|V ) the trace of an operator A on a finite dimensional vector space V .
The following is the celebrated Verlinde formula.
Theorem 1.1 (Verlinde formula). Let (C, p) be a stable k-pointed curve of genus g. Given any tuple λ = (λ 1 , λ 2 , · · · , λ k ) of dominant weights of g such that λ i ,θ ≤ ℓ for each i, we have
where V λ denotes the tensor product V λ 1 ⊗ · · · ⊗ V λ k of representations of g and T ℓ = {t ∈ T | e α (t) = 1, α ∈ (ℓ +ȟ)Q l } is a finite abelian subgroup in the maximal torus T , T reg ℓ denotes the regular elements in T ℓ and T reg ℓ /W is the set of W -orbits in T reg ℓ . Here Q l denotes the lattice spanned by long roots of g, and for any α ∈ Q l , e α is the corresponding character of T .
From now on we always assume σ is nontrivial. When the tuple λ of dominant weights of g is σ-invariant, one can define a natural operator on the conformal block V g,ℓ, λ (C, p) which we still denote by σ, see Section 3.4. A natural question is how to compute the trace of σ as operators on the conformal blocks. In this paper, we derive a formula for the trace of σ, which is very similar to Verlinde formula for the dimension of conformal blocks. Very surprisingly, in the formula the role of g is replaced by g σ .
The following is the main theorem of this paper.
Theorem 1.2. Let (C, p) be a stable k-pointed curve of genus g. Given a tuple λ = (λ 1 , λ 2 , · · · , λ k ) of σ-invariant dominant weights of g such that for each i, λ i ,θ ≤ ℓ, we have the following formula where W λ denotes the tensor product W λ := W λ 1 ⊗ · · · ⊗ W λ k of representations of g σ and T σ,ℓ = {t ∈ T σ | e α (t) = 1, α ∈ (ℓ +ȟ)Q σ }.
Here T reg σ,ℓ denotes the set of regular elements in T σ,ℓ , and T reg σ,ℓ /W σ denotes the the set of W -orbits in T reg σ,ℓ and Q σ = root lattice of g σ if g = A 2n weight lattice of g σ if g = A 2n .
Since the space of conformal blocks can be identified with the space of generalized theta functions, Theorem 1.2 implies the same formula for the trace of diagram automorphisms on the space of generalized theta functions. Remark 1.3. We have the following formula dim V g,ℓ, λ (C, p) σ = 1 2 (dim V g,ℓ, λ (C, p) + tr(σ|V g,ℓ, λ (C, p))), where V g,ℓ, λ (C, p) σ denotes the space of σ-invariants in V g,ℓ, λ (C, p). Combining Theorem 1.1 and Theorem 1.2, we immediately get a formula for the dimension of V g,ℓ, λ (C, p)
σ .
The proof of Theorem 1.2 will be completed in Section 5.5. Our proof closely follows [Fa, Be, Ku2] for the derivation of usual Verlinde formula, where the fusion ring plays essential role. In the standard approach on Verlinde formula for weight λ of g where σ is the diagram automorphism as above. There is a unique operator σ on V λ such that σ preserves the highest weight vector v λ ∈ V λ and for any u ∈ g and v ∈ V λ , σ(u · v) = σ(u) · σ(v). Theorem 1.4 (Jantzen) . For any σ-invariant weight µ, we have tr(σ|V λ (µ)) = dim W λ (µ).
Given a tuple λ of σ-invariant dominant weights of g. Let V g λ (resp. W gσ λ ) be the tensor invariant space of g (resp. g σ ). Induced from the action of σ on each V λ i , σ acts on V g λ diagonally. Shen and the author obtained the following twining formula in the setting of tensor invariant spaces in [HS] , (4) tr(σ|V
We use geometric Satake correspondence (cf. [MV] ) and tropical parametrization of Satake cycles as basis in the space of tensor invariants to obtain the above formula (cf. [GS] ). In the same paper and by the same method, we reduce the saturation problems for non-simply laced groups to simply laced groups. In particular we show that the saturation factor of the spin group Spin 2n+1 is 2. Formula (4) will be crucially used in the proof of Theorem 1.2. A consequence of Formula 4 is that the σ-twisted representation ring R(g, σ) of g is isomorphic to the representation ring R(g σ ) of g σ . This is the reason why we are able to express the trace of σ on the space of conformal blocks by the data associated to g σ . In Section 5.1, we give a simple proof of Formula (4) directly using Theorem 1.4. It is well-known that given a tuple λ of dominant weights of g, the space V g,ℓ, λ (P 1 , p) of conformal blocks on (P 1 , p) stabilizes to the tensor co-invariant space (V λ ) g when the level ℓ increases. From Formula (4), it is natural to hope that the conformal blocks associated to g and the conformal blocks associated to g σ are related and have a twining formula with a fixed level. Unfortunately it is not the case. We found the following counter-example using [Sw] (joint with P. Belkale).
Example 1.5. We have dim V sl 6 ,4,λ,µ,ν (P 1 , 0, 1, ∞) = 4, where λ = ω 2 +ω 3 +ω 4 , µ = ω 1 +ω 3 +ω 5 and ν = ω 1 +2ω 3 +ω 5 . Here ω 1 , ω 2 , ω 3 , ω 4 , ω 5 denote the fundamental weights of sl 6 . Since the order of σ on sl 6 is 2, it forces that the trace tr(σ|V sl 6 ,4,λ,µ,ν (P 1 , 0, 1, ∞)) can not be equal to 3. On the other hand, we have dim V so 7 ,4,λ,µ,ν (P 1 , 0, 1, ∞) = 3, where λ = ω σ,2 + ω σ,3 , µ = ω σ,1 + ω σ,3 and ν = ω σ,1 + 2ω σ,3 . Here ω σ,1 , ω σ,2 , ω σ,3 denotes the fundamental weights of so 7 .
Actually from the formula (3) in Theorem 1.2, it is quite clear that tr(σ|V g,ℓ, λ (C, p)) should not be the same as dim V gσ,ℓ, λ (C, p). Nevertheless for the special pair (sl 2n+1 , sp 2n ) we do have a twining formula where we need to take different levels on both sides. Theorem 1.6. If ℓ is an odd positive integer, we have the following formula
, λ (C, p). This theorem is a corollary of Theorem 1.2, and the proof will be given in Section 5.6. It has following interesting numerical consequences where ℓ is assumed to be odd.
• The trace tr(σ|V sl 2n+1 ,ℓ, λ (C, p)) is non-negative.
•
, λ (C, p) is nonempty, then V sl 2n+1 ,ℓ, λ (C, p) is nonempty. Theorem 1.6 establishes a bridge between the conformal blocks for sl 2n+1 and sp 2n . It would be interesting to understand the quantum saturation problems for sp 2n via the quantum saturation theorem for sl 2n+1 which is due to Belkale [Bel] .
The failure of the formula (5) in general is not really the end of the story. The combinatorial data appearing in the formula in Theorem 1.2 actually suggests a close connection with twisted affine Lie algebras. It is very natural from the point of view of the twining formula for affine Lie algebras by Fuchs-SchellekensSchweigert [FSS] . Moreover the σ-twisted fusion ring R ℓ (g, σ) defined in this paper is closely related to Kac-Peterson formula for S-matrices of twisted affine Lie algebras (cf. [Ka] ). The analogue of Kac-Watson formula obtained in this paper is also a strong hint. In fact the connection on the trace of diagram automorphism on the space of conformal blocks and certain conformal field theory related to twisted affine Lie algebra has been predicted by Fuchs-Schweigert [FS] . It is therefore getting emergent and demanding to develop a mathematical theory of twisted conformal blocks. The work [FSz] by Frenkel-Szcsesny is a first step toward this direction. A further theory is being developed by S. Kumar and the author [HK] .
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The root systems and affine Weyl group of orbit Lie algebrs
In Section 2.1 we discuss the root systems of a simply-laced simple Lie algebra g with a diagram automorphism σ and its orbit Lie algebra g σ . In Section 2.2 we discuss the relationships between the affine Weyl gorups of g and g σ , and also their alcoves.
2.1. Root systems. Let g be a simple Le algebra over C. Let I be the set of the vertices of the Dynkin diagram of g. For each i ∈ I, let α i (resp. ω i ) be the corresponding simple root ( resp. fundamental weight). Let P be the weight lattice of g and let P + be the set of dominant weights of g. Let Φ (resp.Φ) be the set of roots (resp. coroots) of g, and let Q (resp.Q) be the root lattice (resp. coroot lattice) of g. For each root α ∈ Φ, letα ∈Φ be the associated coroot of α. Let , : P ×Q → Z be the perfect pairing between weight lattice and coroot lattices. Note that the matrix ( α i ,α j ) is the Cartan matrix of g. We denote by e i , f i , h i the corresponding Chevalley generators in g for each i ∈ I. Let σ be a nontrivial diagram automorphism of the Dynkin diagram of g. Note that g can only be of types A n , D n , E 6 when σ is nontrivial. The automorphism σ acts on P , such that σ(α i ) = α σ(i) and σ(ω i ) = ω σ(i) for each i ∈ I. Clearly σ maps each dominant weight to another dominant weight.
The diagram automorphism σ defines an automorphism σ of the Lie algebra g such that σ(e i ) = e σ(i) , σ(f i ) = f σ(i) , σ(h i ) = h σ(i) for each i ∈ I. Here we use the same notation σ to denote these automorphisms if no confusion accurs.
Let I σ be the set of orbits of σ on I. There exists a unique simple Lie algebra g σ over C whose vertices of Dynkin diagram is indexed by I σ (cf. [HS, Section 2.2] ), and the Cartan matrix is given as follows,
a ij , g is of type A 2n and ı is disconnected |ı|a ij , otherwise for any ı =  ∈ I σ , where i ∈ ı, j ∈  and |ı| is the cardinality of the ı. The Lie algebra is called the orbit Lie algebra of (g, σ) in literature.
Let α ı (resp.α ı ) be the corresponding simple root (resp. simple coroot) for ı ∈ I σ . Let P σ be the weight lattice of g σ . There exists a bijection of lattices ι : P σ ≃ P σ such that ι −1 (ω ı ) = i∈ı ω i for each ı ∈ I σ , where P σ is the fixed point lattice of σ on P . Let ρ (resp. ρ σ ) be the summation of fundamental weights of g (resp. g σ ). Note that ρ ∈ P σ , and ι(ρ) = ρ σ . Moreover
Let Q σ (resp.Q σ ) be the root lattice (resp. coroot lattice) of g σ . There is a projection mapι :Q →Q σ . Under this projection, we havě
For any λ ∈ P σ and x ∈Q σ , we have the following compatibility
where , σ : P σ ×Q σ → Z is the perfect pairing between the weight lattice and dual root lattice for g σ .
Here is a table of g and g σ for nontrivial σ ( [HS, Section 2.2] or [Lus, 6.4] ):
(1) If g = A 2n−1 and σ is of order 2, then g σ = B n , n ≥ 2.
(2) If g = A 2n and σ is of order 2, then g σ = C n , n ≥ 1.
and σ is of order 3, then g σ = G 2 .
(5) If g = E 6 and σ is of order 2, then g σ = F 4 . Let θ be the highest root of g. It is clear that σ(θ) = θ.
Lemma 2.1. We have
where θ σ is the highest root of g σ and θ σ,s is the highest short root of g σ , moreover
whereθ σ (resp.θ σ,s ) is the highest coroot (highest short coroot) of g σ .
Proof. We first determineι(θ). Letǧ be the Lie algebra with root system dual to the root system of g. We still denote by σ the diagram automorphism onǧ which is compatible with the diagram automorphism σ on g. It is well-known that the root system of g σ is dual to the root system of the fixed Lie algebraǧ σ (cf. [Ho, HS] ). By [Ho, Lemma 4.3] , σ acts on highest root subspaceǧθ by 1 if g is not of type A 2n ; otherwise σ acts onǧθ by −1. It implies that if g is not A 2n , thenǧθ is the highest root subspace of the fixed point Lie subalgebraǧ σ . Hence in this casě ι(θ) =θ σ . When g is of type A 2n , by [Ka, Prop. 8.3 ]ι(θ) = 2θ σ,s .
Finally we can determine ι(θ) from (6) and [Hu2,  Note thatθ σ is the coroot of θ σ,s andθ σ,s is the coroot of θ σ .
Lemma 2.2. Let I k be the Dynkin diagram of type C k where I k consists of vertices i 1 , i 2 , · · · , i k such that the simple root α i 1 is a long root. Then the long root lattice
Proof. For any k ≥ 1, let I k be the Dynkin diagram of C k (where C 1 = A 1 ), there exists natural embedding I k ֒→ I k+1 . Assume I k consists of vertices i 1 , i 2 , · · · , i k , where the simple root α i 1 is the long root. Let θ k be the highest long root of C k . Then θ k+1 − θ k = 2α k+1 . Therefore the lattice of long roots of C k for k ≥ 2, is spanned by
Let Q σ denote the group of σ-invariant elements in the root lattice Q of g.
Lemma 2.3. With respect to the isomorphism ι : P σ ≃ P σ , we have
where Q σ,l is the lattice spanned by the long roots of g σ .
Proof. It is clear that Q σ has a basis { i∈ı α i | ı ∈ I σ }. In view of (6), it is easy to see when g is not of type A 2n , ι(Q σ ) is the root lattice Q σ of g σ . Otherwise if g = A 2n , then ι(Q σ ) = ı∈Iσ a ı Zα ı , where
if ı is connected .
Let ı 0 be the connected σ-orbit in I. Note that ı 0 corresponds to the long root of C n . By Lemma 2.2, our lemma follows.
Throughout this paper, we denote by G (resp. G σ ) the simply-connected and connected simple algebraic group associated to g (resp. g σ ). The diagram automorphism σ also defines automorphisms on the algebraic group G and its Langlands dualǦ. We denote by T (resp. T σ ) the maximal torus of G (resp. G σ ) with Lie algebra t (resp. t σ ).
Remark 2.4. The algebraic group G σ is isomorphic to the Langlands dual of the connected component of the fixed point group (Ǧ) σ of the diagram automorphism σ onǦ, whereǦ is the Langlands dual of G (cf. [Ho, HS] Let W be the Weyl group of g. The group W acts on the weight lattice P . Let P R be the space P Z ⊗R. For each root α ∈ Φ, let s α be the corresponding reflection in W , i.e. for any λ ∈ P R , s α (λ) = λ − λ,α α.
Let W ℓ be the affine Weyl group W ⋉ ℓQ for any ℓ ∈ Q. Since g is simply-laced, the Coxeter number is equal to the dual Coxeter number, moreover all roots have the same length. For any ℓ ∈ N, W ℓ is the affine Weyl group corresponding to the affine Lie algebraĝ of level ℓ. Let s 0 be the affine reflection s θ,1 , i.e (10)
where θ is the highest root of g. The affine Weyl group W ℓ is a Coxeter group generated by {s i | i ∈Î}. For any α ∈ Φ and n ∈ Z, the hyperplane
is an affine wall. Every component of the complements of affine walls in P R is an alcove. The affine Weyl group W ℓ acts on the set of alcoves simply and transitively. Let A 0 be the fundamental alcove, and it can be described as follows, {λ ∈ P R | λ,α i > 0, for any i ∈ I, and λ,θ < ℓ}.
The diagram automorphism σ acts on W . Let W σ be the fixed point group of σ on W . Let W σ be the Weyl group of g σ with simple reflections {s ı | ı ∈ I σ }. There exists an isomorphism ι :
The following lemma is obvious.
Lemma 2.5. The W σ acton on P σ and W σ action on P σ is compatible with respect to the isomorphisms ι : P σ ≃ P σ and ι :
The diagram automorphism σ also acts naturally on W ℓ . Let W σ ℓ denote the fixed point group of σ on W ℓ . It is easy to see
LetÎ σ be the set I σ ⊔ {0}.
Lemma 2.6. W σ ℓ is a Coxeter group generated by {ι
Proof. cf. [FSS, Section 5.2] .
The group W σ ℓ naturally acts on P σ R . Let A be the set of alcoves of W ℓ in P R . Let A σ be the set of σ-stable alcoves.
Lemma 2.7.
(1) For any A ∈ A σ , A σ is not empty. Proof. We first prove (1). For any λ ∈ A, λ, σ(λ), · · · σ r−1 (λ) ∈ A, where r is the order of σ. By the convexity of A,
which is σ-invariant. Now we prove (2). The affine Weyl group W ℓ acts simply and transitively on A (cf. [Hu1, §4.5] ). Hence given any two elements A, A ′ ∈ A σ , there exists a unique w ∈ W ℓ such that w(A) = A ′ . In particular, we have
By the uniqueness of w, we have σ(w) = w.
Let P σ,R be the space P σ ⊗ Z R. We still denote by ι : W σ ℓ ≃ W σ ⋉ ι(ℓQ σ ) the natural isomorphism of groups. By Lemma 2.3, W σ ⋉ ι(ℓQ σ ) is an affine Weyl group. In view of Lemma 2.1 and Lemma 2.3, A 0,σ = {λ ∈ P σ,R | λ,α ı σ > 0 for any ı ∈ I σ , and λ,ι(θ) σ < ℓ} is the fundamental alcove of W σ ⋉ ι(ℓQ σ ). Let A σ be the set of alcoves of W σ ⋉ ι(ℓQ σ ) on P σ,R .
Proposition 2.8.
(1) The isomorphism ι :
There exists a bijection A σ ≃ A σ with the map given by
(3) For any λ ∈ P σ R , λ is in an affine wall of W ℓ if and only if ι(λ) ∈ P σ,R is in an affine wall of W σ ⋉ ι(ℓQ σ ).
Proof. We first prove (1). For any
,α ı σ > 0, for any ı ∈ I σ and i ∈ ı, and
The second part (2) of proposition follows from Lemm 2.7 and the first part of the proposition. The third part (3) of the proposition follows from the first and second part of proposition.
Let ℓ σ : W σ ℓ → N denote the length function on the Coxeter group W σ ℓ . For any λ ∈ ℓQ σ , let τ λ be the translation on P σ R by λ. The following lemma will be used in the proof of Proposition 5.15 in Section 5.3.
Lemma 2.9. The length ℓ σ (τ λ ) is even.
The problem is reduced to that for any λ ∈ Q σ , τ λ has even length in W σ ⋉ Q σ .
For any dominant weight λ, we have (cf. [IM] )
whereρ σ is the sum of all fundamental coweights of g σ . For any λ ∈ Q σ , λ can be expressed as λ
) .
Then λ
Note that the fundamental group P σ /Q σ of g σ is either trivial or isomorphic to Z/2Z (cf.[Hu2, §13.1]), since g σ is non simply-laced. It follows that 2λ 
Then by the same argument as above, the length ℓ σ (τ λ ) is also even.
Conformal blocks
In Section 3.1 we introduce the affine Lie algebraĝ of g. In Section 3.3 we define the intertwining operators of representations of g amdĝ from the diagram automorphism σ. In Section 3.4 we define operators on conformal blocks from σ, and we prove that these operators compatible well with propogation of vacua, factorization properties of conformal blocks, and the trace takes constant values on conformal blocks along a family of stable pointed curves. In Section 3.5 we show that the trace of σ on conformal blocks on P 1 gives a non-degenerate fusion rule, hence it defines a fusion ring, which we call a σ-twisted fusion ring.
3.1. Affine Lie algebra. Let g be a semisimple Lie algebra. Let C((t)) be the field of Laurent series. Letg be the associated affine Kac-Moddy algebra g((t))⊕Cc⊕Cd, where g((t)) denotes the loop Lie algebra g ⊗ C C((t)). The Lie bracket [, ] ong is given by
and
for any u, v ∈ g and f, g ∈ C((t)), where [u, v] is the Lie bracket on g and (·|·) is the normalized invariant bilinear form on g. For convenience, we identify u ⊗ 1 with u for any u ∈ g, and hence g is naturally a Lie subalgebra ofg. Putĝ = g((t)) ⊕ Cc. Clearlyĝ is a Lie subalgebra ofg. The Lie algebraĝ the affine Lie algebra associated to g.
The affine Kac-Moody algebrag corresponds to the extended Dynkin diagram I = I ⊔ {0} of g. The Cartan subalgebrat associated tog is t ⊕ Cc ⊕ Cd. For any λ ∈ P we view it as a weight ofg in the following way, λ extends tot such that λ(d) = λ(c) = 0. Let δ be the linear functional ont such that
Let α 0 = −θ + δ, where θ is the highest root of g. Then {α i | i ∈Î} is the set of simple roots ofg. The set of roots is given bŷ
Among these roots, the setΦ + of positive roots consists of
Similarly the setΦ − of negative roots consists of
We denote by {Λ i | i ∈Î} the set of fundamental weights ofg. In particular Λ 0 is given by the linear functional ont such that
Affine Weyl groups and Weyl groups of affine Kac-Moody algebras.
In the following we describe the relationship between the affine Weyl groups of simple Lie algebras and the Weyl groups of affine Kac-Moody algebras. For more details, one can refer to [Ka, §6] . These two different point of views are both crucial in this paper.
LetŴ be the Weyl group of the affine Kac-Moody algebrag (cf. [Ka, §3.7] ). Set t * R := P R + RΛ 0 + Rδ. The Weyl groupŴ acts ont * R . Note thatŴ keep δ invariant (cf. [Ka, §6.5] ). Hence the Weyl groupŴ acts onP R,ℓ for any ℓ ∈ R, wherê P R,ℓ := {x ∈t * R | x, c = ℓ}/Rδ. With respect to the isomorphism P R ≃P R,ℓ given by λ → λ + ℓΛ 0 , we have the following lemma.
Lemma 3.1. There exists an isomorphism af :Ŵ ≃ W ℓ of groups such that for any Λ = λ + ℓΛ 0 ∈P R,ℓ and w ∈Ŵ , the following formula holds,
Proof. The isomorphism af :Ŵ ≃ W ℓ follows from [Ka, §6.5, §6.6] .
Note that w · Λ, c = Λ, w · c = Λ, c = ℓ. In view of the formula [Ka, §6.2 .7], we have
Hence the lemma follows.
Letρ be the summation i∈Î Λ i of all fundamental weights ofg. By [Ka, 6.2.8] , ρ = ρ +ȟΛ 0 where ρ is the sum i∈I ω i of all fundamental weights of g, andȟ is the dual Coxeter number of g.
We define ⋆ action ofŴ onP R,ℓ as follows,
Similarly without confusion of notations we also denote by ⋆ the following action of
Lemma 3.2. Given Λ = λ + ℓΛ 0 ∈P R,ℓ and w ∈Ŵ , we have
where af(w) ∈ W ℓ+ȟ .
Proof. It follows from Lemma 3.1 and the formulaρ = ρ +ȟΛ 0 .
3.3. Diagram automorphisms as intertwining operators of representations. We denote by V λ the irreducible representation of g of highest weight λ for each λ ∈ P + . From now on we always fix a highest weight vector v λ ∈ V λ for each λ. There exists a unique operator σ :
for any u ∈ g and v ∈ V λ . In particular when σ(λ) = λ, σ acts on V λ . Given any σ-invariant dominant weight of g and any r-th root of unity ξ ∈ C where r is the order of σ, we denote by V λ,ξ the representation of g ⋊ σ , i.e. it consists of V λ as representation of g and an operator σ :
The following lemma is well-known (cf. [Ka, §12.4 
]).
Lemma 3.3. For any λ ∈ P and ℓ ∈ N, λ + ℓΛ 0 is a dominant weight ofg if and only if λ is a dominant weight of g and λ,θ ≤ ℓ.
] ⊕ C · c acts on V λ by evaluating t = 0 and c acts by ℓ. Then the unique maximal irreducible quotient H λ is an irreducible integrable representation ofĝ of level ℓ. The representation H λ ofĝ extends uniquely to the irreducible integrable representation ofg of highest weight λ + ℓΛ 0 by declaring d acting trivially on the highest weight vectors.
From the construction of H λ , there exists a natural inclusion V λ → H λ . We denote byv λ the image of v λ ∈ V λ in H λ , which is again a highest weight vector in H λ .
The diagram automorphism σ : g → g extends to an automorphism onĝ (by abuse of notation we still denote by σ) such that σ(u ⊗ f ) = σ(u) ⊗ f for any u ∈ g and f ∈ C((t)), and σ(c) = c.
As in the case of V λ , there exists a unique operator σ :
In particular σ acts on H λ when σ(λ) = λ. As in the case of V λ , for any σ-invariant dominant weight λ of g and for any r-th root of unity ξ, we denote by H λ,ξ the representation of H λ,ξ which satisfies similar conditions as V λ,ξ . Given a tuple λ of dominant weights, denote by H λ the tensor product
The inclusion V λ ֒→ H λ is compatible with the diagram automorphism, i.e.
. Letĝ − denote the Lie subalgebra t −1 g[t −1 ]. We denote by (H λ )ĝ− the coinvariant space of H λ with respect to the action ofĝ − . The Lie algebra g acts naturally on (H λ )ĝ−. The following lemma is well-known. Lemma 3.4. As representations of g, we have a natural isomorphism V λ ≃ (H λ )ĝ−. Moreover the following diagram commutes
, where e i , f i , h i , i ∈ I, are Chevalley generators of g. Then τ is an automorphism on g. For any finite dimensional representation V of g. By composing τ , we can redefine a new representation structure on V ,
for any X ∈ g and v ∈ V . We denote by V τ this τ -twisted representation. For any dominant weight λ, let λ * be another dominant weight −ω 0 (λ) where ω 0 is the longest element in the Weyl group W . The space V τ λ is isomorphic to V λ * as representation of g.
The Cartan involution τ on g extends to an automorphism onĝ (by abuse of notation we still denote by τ ) such that τ (u ⊗ f ) = τ (u) ⊗ f and τ (c) = c for any u ∈ g, f ∈ C((t)). Denote by H τ λ the representation ofĝ by composing the automorphism τ :ĝ →ĝ. Then H τ λ ≃ H λ * . Summarize the above discussions, we have the following lemma.
Lemma 3.5.
(1) There exists a unique C-linear isomorphism τ λ :
for any u ∈ g and v ∈ V λ . (2) There exists a unique C-linear isomorphism τ λ :
for any X ∈ĝ and v ∈ H λ .
for any tuple of dominant weights λ. Since for any weight λ, we have σ(λ * ) = σ(λ) * , and σ • τ = τ • σ. We have the following lemma.
Lemma 3.6. The following diagram commutes:
3.4. Conformal blocks and diagram automorphisms. A k-pointed projective curve consists a projective curve C and k-distinct smooth points p = (p 1 , · · · , p k ) in C. Given a k-pointed projective curve (C, p), on each point p i we associate a dominant weight λ i ∈ P ℓ . Let g(C\ p) be the space of g-valued regular functions on C\ p. The space g(C\ p) is naturally a Lie algebra induced from g. By Residue formula, there exists a Lie algebra action of g(C\ p) on H λ defined as follows: for any X ∈ g(C\ p) and
where X i is the Laurent expansion of X at p i , and hence an element in g((t i )) ⊂ g((t i )) + Cc. Here t i is a formal parameter of C at p i . We define the space of conformal block V g,ℓ, λ (C, p) associated to p and λ as follows:
The map τ λ descends to an isomorphism on the space of conformal blocks
Lemma 3.7. We have the following commutative diagram:
Proof. The automorphism σ commutes with the automorphism τ on g, i.e. τ • σ = σ • τ . Then commutativity easily follows.
Proposition 3.8. Let p = {p 1 , p 2 , · · · , p s }, q = {q 1 , q 2 , · · · , q t } be two finite nonempty subsets smooth points of C, without common points; let
and this isomorphism is compatible with the diagram automorphism σ, i.e. the following diagram commutes
Proof. The isomorphism (15) is a well-known theorem (cf. [Be, Proposition 2.3] ). The commutativity (16) follows from the commutativity (14).
When q = q and µ = 0. The isomorphism (15) is the so-called "propogation of vacua". Proposition 3.8 shows that the propagation of vacua is compatible with the action of the diagram automorphism.
Lemma 3.9.
(1) For any p ∈ P 1 , one has V g,ℓ (P 1 ) ≃ V g,ℓ,0 (P 1 , p) ≃ C by 1, and the automorphism σ acts on V g,ℓ (P 1 ) and
Proof. By Proposition 3.8, there exists a map C → V P 1 (p; 0) compatible with the action of σ where C is viewed as a trivial representation of g and σ acts on C trivially. By [Be, Corollary 4.4] , this map is an isomorphism. By Proposition 3.8 again, V g,ℓ (P 1 ) ≃ V g,ℓ,0 (P 1 , p) ≃ C and this isomorphism is also compatible with the action of σ. Hence σ acts on V g,ℓ (P 1 ) and V g,ℓ,0 (P 1 , p) by 1. This proves (1). Similarly by Proposition 3.8 there exists a map (V λ 
which is compatible with the action of σ. This map is an isomorphism in view of [Be, Corollary 4.4] . On the other hand it is easy to see that σ acts on (V λ ⊗ V λ * ) g by 1. Hence it also acts on V g,ℓ,λ,λ * (P 1 , p, q) by 1. Definition 3.10. A stable k-pointed curve consists of a pair (C, p) where C is a reduced projective curve with at worst only nodal singularity and p = (p 1 , · · · , p k ) are k distinct non-singular points on C, moreover the following conditions are satisfied,
• each irreducible component of C contains at least one point p i ;
• the automorphism group of C keeping p invariant is finite.
Recall that g C := dim H 1 (C, O C ) is the genus of C, where O C is the structure sheaf of C.
Given a stable k-pointed curve (C, p). Assume that q ∈ C is a nodal point in C. Let π :C → C be the normalization of C at q. Denote by {q + , q − } the preimage of q via π. Without confusion we will still denote by p 1 , · · · , p k the preimages of
We choose a system of g-equivariant maps C → V µ ⊗ V µ * for µ ∈ P + such that the following diagram commutes
, for any dominant weight µ. Note that the map κ µ induces the following map
Moreover it is easy to see that the following diagram commutes
Theorem 3.11. The map
is an isomorphism, moreover the following diagram commutes,
Proof. The isomorphism (18) is the well-known factorization theorem of conformal blocks (cf. [Ue, Theorem 3.19] ), and the commutativity (19) follows from the commutativity (17).
Corollary 3.12. With the same setup as above. If σ( λ) = λ, then the following equality holds
Proof. It is an immediate consequence of Theorem 3.11.
Given a family (π : C → X, p) of stable k-pointed curves where π is a family of projective curves with at most nodal singularities over a smooth variety X and p = (p 1 , · · · , p k ) is a collection of sections p i : X → C with disjoint images such that p i (x) is a smooth point in C x := π −1 (x) for each i and x ∈ X, one can associate a sheaf of conformal blocks V g,ℓ, λ (C, p) over X which is locally free and of finite rank, see [Loo, Ts] for the coordinate-free approach on the sheaf of conformal blocks. For each x ∈ X, the fiber V g,ℓ, λ (C, p)| x is the space of conformal blocks V g,ℓ, λ (C x , p(x)), where p(x) = (p 1 (x), · · · , p k (x)) are the k-distinct smooth points in C x as the image of x via p.
From the construction the sheaf of conformal blocks in [Loo, Ts] , one can see the diagram automorphism σ acts algebraically on V g,ℓ, λ (C, p). Denote by σ the cyclic group generated by σ. Then the group σ is isomorphic to Z/rZ, where r is the order of σ.
Lemma 3.13. For any family (π : C → X, p) of stable pointed curves, the function x ∈ X → tr(σ|V g,ℓ, λ (C x , p(x))) is constant.
Proof. Given any irreducible representation ρ of σ , we denote by ch(ρ) and ch(V g,ℓ, λ (C x , p(x))) the characters of ρ and V g,ℓ, λ (C x , p(x)) as representations of σ . For any two functions φ, ψ on σ , we define the bilinear form
where r is the order of σ.
For any x ∈ X, let m ρ (x) be the multiplicity of ρ appearing in V g,ℓ, λ (C x , p(x)). By representation theory of finite groups, we have
It is a continuous function on X and it is an integer. It is forced to be constant. Hence
is constant along x ∈ X.
The following theorem shows that the trace of the diagram automorphism on the space of conformal blocks satisfies factorization properties.
Theorem 3.14.
(1) For any stable k-pointed curve (C, p), the number V g,ℓ, λ (C, p) only depends on λ and the genus of C.
(2) Given a stable k-pointed curve (C, p) of genus g ≥ 1 and a stable (k + 2)-pointed curve (C ′ , q) of genus g − 1, we have the following formula
(3) Given any tuples of dominant weights λ = (λ 1 , λ 2 , · · · , λ s ) and µ = (µ 1 , · · · , µ t ) in P ℓ where s, t ≥ 2, we have the following equality
where p 1 is any tuple of s + t distinct points, p 2 is any tuple of s + 1 distinct points and p 3 is any tuple of t + 1 distinct points in P 1 .
Proof. We first prove (1). By standard theory of moduli of curves (cf. [HM] ),there exists a chain of families of stable k-pointed curves over smooth bases connecting any two stable k-pointed curves with the same genus. In view of Lemma 3.13, (1) follows.
From the theory of moduli of curves (cf. [HM] ), we know that any smooth pointed stable curve can be degenerated to an irreducible stable pointed curve with only one nodal point. Then (2) follows from (1) and Corollary 3.12.
We now proceed to prove (3). Let C be the union of two projective lines C = C 1 ∪ C 2 where C 1 and C 2 intersect at one point z. Let p = (p 1 , · · · , p s ) be a set of s distinct points in C 1 \{z} and q = {q 1 , · · · , q t } be another set of t distinct points in C 2 \{z} where s, t ≥ 2. Clearly (C, p ∪ q) is a stable (s + t)-pointed curve of genus zero. Again by the theory of moduli of curves, there exists a family π : C → X of stable (s + t)-pointed curves over a smooth variety X such that C x 0 = C with p ∪ q and any other fiber is a projective line with s + t points p 1 . By Lemma 3.13, tr(σ|V g,ℓ, λ, µ (C, p, q)) = tr(σ|V g,ℓ, λ, µ (P 1 , p 1 ).
Let π :C → C be the normalization of C at z with the preimage (z + , z − ) of z.
The pointed curve (C, p, q, z + , z − ) = (P 1 , p, z + ) ⊔ (P 1 , q, z − ) is a disjoint union of a (s + 1)-points projective line and a (t + 1)-pointed projective line. Then (3) follows from Corollary 3.12 and Lemma 3.13.
Remark 3.15. By Theorem 3.14, the computation of the trace of the diagram automorphism on the space of conformal blocks can be reduced to the trace of the diagram automorphism on the the space of conformal blocks on the pointed curve (P 1 , (0, 1, ∞)).
3.5. σ-twisted fusion ring. Let J be a finite set with an involution λ → λ * . We denote by N J the free commutative monoid generated by J, that is , the set of sums λ∈J n λ λ with n α ∈ N. The involution of J extends by linearity to an involution (1) One has N(0) = 1, and N(λ) > 0 for for some λ ∈ J;
The kernel of a fusion rule N by definition is the set of elements λ ∈ J such that N(λ + x) = 0 for all x ∈ N I . A fusion rule on J is called non-degenerate if the kernel is empty.
Lemma 3.17. If σ( λ) = λ, then the trace tr(σ|V g,ℓ, λ (C, p)) is an integer.
Proof. When the order of σ is 2, it is obvious. In general it follows from Theorem 5.11, Formula (4) in the introduction and part (3) of Theorem 3.14.
Theorem 3.18. The map tr σ :
where λ = (λ 1 , · · · , λ k ) and p = (p 1 , · · · , p k ) is the set of any k-distinct points in P 1 , is a non-degenerate fusion rule. Here the set P σ ℓ is equipped with the involution λ → λ * := −w 0 (λ), where w 0 is the longest element in the Weyl group W .
Proof. By Lemma 3.17, the trace map tr σ indeed always takes integer values. Condition (1) of Definition 3.16 follows from part (1) of Lemma 3.9. Condition (2) follows from Lemma 3.7. Condition (3) follows from the part (3) of Theorem 3.14.
The non-degeneracy follows from the part (2) of Lemma 3.9.
Let R ℓ (g, σ) be a free abelian group with the set P σ ℓ as a basis. As a consequence of Theorem 3.18 and [Be, Proposition 5 .3], we can define a ring structure on R ℓ (g, σ) by putting
for any λ, µ ∈ P σ ℓ . Let S σ be the set of characters (i.e. ring homomorphisms) of R ℓ (g, σ) into C. The following proposition is a consequence of general fact on fusion ring by Beauville [Be, Corollary 6 .2].
Proposition 3.19.
(1) R ℓ (g, σ) ⊗ C is a reduced commutative ring.
where χ(x) denotes the complex conjugation of χ(x) for any χ ∈ S σ and x ∈ R ℓ (g, σ).
Let ω σ be the Casimir element in R ℓ (g, σ) defined as follows
Proposition 3.20. For any k-pointed stable curve (C, p) and for any σ-invariant tuple λ of dominant weights in P ℓ , we have the following formula
where g is the genus of C and χ(ω σ ) = λ∈P σ ℓ |χ(λ)| 2 .
Proof. It is a consequence of the part (2) of Theorem 3.14 and [Be, Proposition 6.3] .
From this proposition, if we can determine the set S σ and the value χ(ω σ ) for each χ ∈ S σ , then the trace tr(σ|V g,ℓ, λ (C, p)) is known.
Sign problems
By Borel-Bott-Weil theorem for affine Kac-Moody groups, the dual of certain higher cohomology of vector bundles on affine Grassmannian or affine flag variety realize irreducible integral representations of affine Lie algebras. The action of the diagram automorphism on this space is determined in Section 4.1 and 4.2. A similar sign problem on affine BGG resolution and affine Kostant homology is determined in Section 4.3.
4.1. Borel-Weil-Bott theorem on the affine flag variety. Let G be a connected and simply-connected simple algebraic group associated to a simple Lie algebra g. Let G((t)) be the loop group of G. LetĜ be the nontrivial central extension of G((t)) by the center C × . Then the Lie algebra ofĜ is the affine Lie algebraĝ. LetG be the groupG =Ĝ ⋊ C × whose Lie alegbra is the affine Kac-Moody algebrag.
Let I be the Iwahori subgroup of G((t)), i.e. I = ev
, where B is the Borel subgroup of G. Let Fl G be the affine flag variety G((t))/I of G. LetÎ be the group I × C × , where C × is the center ofĜ. LetĨ be the productÎ ⋊ C × as subgroup of G. Then we have Fl G ≃Ĝ/Î ≃G/Ĩ.
Given any representation V ofĨ, we can attach aG-equivariant vector bundle
where V * is the dual representation ofĨ. Let Λ be a character ofĨ and let C Λ be the associated 1-dimensional representation ofĨ. We denote by L(Λ) theGequivariant line bundle L(C Λ ) on Fl G .
For any ind-scheme X and any vector bundle F on X, the cohomology groups H * (X, F ) carry a topology. We put H * (X, F ) ∨ the restricted dual of H * (X, F ), i.e. H * (X, F ) ∨ consists of continuous functional on H * (X, F ) where we take discrete topology on C. The affine flag variety Fl G is an ind-scheme of ind-finite type. We refer the reader to [Ku1] for the foundation of flag varieties of Kac-Moody groups.
Recall the following affine analogue of Borel-Weil-Bott theorem (cf. [Ku1, Theorem 8.3.11]).
Theorem 4.1. Given any dominant weight Λ ofG and any w ∈Ŵ , the space
∨ is naturally the integral irreducible representation H Λ ofg of highest weight Λ, where w ⋆ Λ = w · (Λ +ρ) −ρ and
Let σ be a diagram automorphism on G. Note that σ preservesĨ. For any σ-invariant character Λ ofĨ, we have a natural σ-equivariant structure on L(Λ),
where we declare the action of σ on C Λ by 1. Let ξ be an r-th root of unity, where r is the order of σ. We denote by L(Λ, ξ) theG ⋊ σ -equivariant line bundle,
whereÎ acts on C Λ,ξ by Λ and σ acts on C Λ,ξ by ξ. Hence by this convention the naturalG ⋊ σ -equivariant structure on L(Λ) is isomorphic to L(Λ, 1). For any σ-orbit ı in the affine Dynkin diagramÎ, let G ı be the the simplyconnected algebraic group associated to the the sub-diagram ı and let B ı be the Borel subgroup of G ı . We have the following all possibilities
ı = {i} SL 2 × SL 2 ı = {i, j} and i, j are not connected SL 2 × SL 2 × SL 2 ı = {i, j, k} and i, j, k are not connected SL 3 ı = {i, j} and i, j are connected .
We still denote by σ the diagram automorphism on G ı which preserves B ı . For any σ-invariant weight λ of G ı , it can be written as nρ ı for some integer n ∈ Z, where ρ ı is the sum of all fundamental weights of G ı . Let B ı := G ı /B ı be the flag variety of
As in the affine case for any r-th root of unity and any σ-invariant character λ of B ı , we set
Let Ω ı be the canonical bundle of B ı . Note that the canonical bundle Ω ı is naturally a G ı ⋊ σ -equivariant line bundle.
Lemma 4.2. We have the following isomorphism of
Proof. The canonical bundle Ω ı is naturally isomorphic to
* , where g ı (resp. b ı ) is the Lie algebra of G ı (resp B ı ). Hence it suffices to determine the action of T ı and σ on ∧ dı (g ı /b ı ), where T ı is the maximal torus of G ı contained in B ı . Note that
is the nilpotent radical of the negative Borel subalgebra of g ı . Hence as 1-dimensional representation of T ı it isomorphic to −2ρ ı , and by case-by-case analysis it is easy to check σ acts on it exactly by ǫ ı . It finishes the proof of the lemma.
Only when ı consists of two vertices and ı = {i, j} is not connected, ǫ ı = −1; otherwise ǫ ı = 1. Lemma 4.3. Given any n ∈ Z and any r-th root of unity ξ, there exists a unique isomorphism up to a scalar
Proof. By Borel-Weil-Bott theorem we have the following isomorphism of representations of G ı ⋊ σ
for any n ∈ Z and r-th root of unity ξ, where V nρı,ξ is the irreducible representation of G ı of highest weight nρ ı with the compatible action of σ which acts on the highest weight vectors by ξ. By Serre duality we have the following canonical isomorphism
In view of (22), by Schur lemma there exists a unique isomorphism up to a scalar
as representations of G ı ⋊ σ . Therefore we have an isomorphism
as representations of G ı ⋊ σ . Now we prove the second part of the Lemma. When n ≥ 0, nρ ı is dominant, then Borel-Weil-Bott theorem implies that H i (B ı , L(nρ ı , ξ)) = 0 unless i = 0. In view of the isomorphism (24), when n ≤ −2,
LetP ı be the parabolic subgroup ofG containingĨ and G ı . We have an isomorphism of varietiesP ı /Ĩ ≃ B ı . Let π ı : Fl G →G/P ı be the projection map. The fiber is isomorphic to B ı . There exists the following natural isomorphism as G ⋊ σ -equivariant ind-schemes
Let R i (π ı ) * be the i-th derived functor of the pushforward functor (π ı ) * . From the G ı ⋊ σ -equivariant line bundle L(nρ ı , ξ) on B ı , by descent theory one can attach aG ⋊ σ -equivariant line bundle L πı (nρ ı , ξ) on Fl G , i.e.
where the action ofP ı ⋊ σ on L(nρ ı , ξ) factors through G ı ⋊ σ . Let Ω πı be the relative canonical line bundle of Fl G overG/P ı . By Lemma 4.2 it is clear that as aG ⋊ σ -equivariant bundle, we have
Lemma 4.4. There exits a natural isomorphism ofG ⋊ σ -equivariant vector bundles
Proof. This lemma follows from relative Serre duality on the morphism π ı : Fl G → G/P ı , descent theory and Lemma 4.3.
By Lemma 2.6, the affine Weyl group (Ŵ ) σ consists of simple reflections {s ı | ı ∈ I σ }.
Lemma 4.5. For any σ-invariant weight Λ ofg and for any σ-orbit inÎ, we have
Proof. For any σ-orbit ı in I, it is routine to check, in particular we use the formula (6). When ı = {0}, it is simply the definition of s 0 .
Proposition 4.6. For any σ-invariant weight Λ, and for any σ-orbit in the affine Dynkin diagramÎ and any r-th root of unity ξ, we have the following isomorphism
line bundle for any i ∈ ı . Note that for any i, j ∈ ı, Λ,α i = Λ,α j . In view of Lemma 4.5, we have
Hence for any σ-orbit ı inÎ and i ∈ ı, we have
It follows that
By Lemma 4.4, we have the following natural isomorphism ofG⋊ σ -equivariant vector bundles
By Lemma 4.3, we have
In view of (25) and (26), Leray's spectral sequence implies that
as representations ofG ⋊ σ .
For any w ∈ (Ŵ ) σ , put ǫ w = (−1) ℓ(w)−ℓσ(w) . For any reduced expression w = s ı k s ı k−1 · · · s ı 1 of w in the Coxeter group (Ŵ ) σ where ı 1 , · · · , ı k are σ-orbits inÎ and each s ı is defined in (11) for any ı ∈ I σ and s {0} = s 0 , we have
where ǫ ı is introduced in Lemma 4.2.
Finally we are now ready to prove the following theorem.
Theorem 4.7. For any w ∈ (Ŵ ) σ and for any σ-invariant dominant weight Λ of G. We have the following isomorphism
Proof. We can write w = s ı k s ı k−1 · · · s ı 1 as a reduced expression in the Coxeter group (Ŵ ) σ , where ı 1 , · · · , ı k are σ-orbits inÎ. Then
are all σ-invariant weights ofG. Note that as an element inŴ , the length ℓ(w) of w is equal to
In vew of Proposition 4.6, we get a chain of isomorphisms ofG⋊ σ -representations
It finishes the proof of the theorem.
For any dominant weight Λ ofg and an r-th root of unity, as always we denote by H Λ,ξ the irreducible integral representation ofg of highest weight Λ together with a compatible action of σ which acts on the highest weight vectors of H Λ,ξ by ξ.
Corollary 4.8. In the same setting as in Theorem 4.7, we have the following isomorphism
Proof. It is an immediate consequence of Theorem 4.1 and Theorem 4.7.
Remark 4.9. For any σ-invariant weight λ of G, let L(λ) be the associated line bundle on G/B. By Borel-Weil-Bott theorem, H i (G/B, L(λ)) carries the action of the diagram automorphism. The action was determined by Naito. Theorem 4.7 and Theorem 4.13 are the affine analogues of the results of Naito [N1] .
4.2. Borel-Weil-Bott theorem on affine Grassmannian. For any weight λ of G, let L ℓ (λ) be theĜ-equivariant line bundle on Fl G defined as follows,
where I ℓ (C λ ) is the 1-dimensional representation ofÎ such that I factors through the character λ : B → C × and the center C × acts by t → t ℓ , and I ℓ (λ) * is the dual of I ℓ (λ) as the representation of I.
For any character Λ ofĨ, if Λ = λ + ℓΛ 0 where Λ is a weight ofG and λ is a weight of G, then asĜ-equivariant line bundles L(Λ) = L ℓ (λ).
If λ is σ-invariant, then L ℓ (λ) has a natural σ-equivariant structure as in the case of L(Λ). Similarly for a r-th root of unity where r is the order of σ, we can associate aĜ
Recall from Lemma 3.3, the weight Λ = λ + ℓΛ 0 is dominant forG if and only if λ is dominant for G and λ,θ ≤ ℓ. Recall the affine Weyl group W ℓ+ȟ discussed in Section 2.2, the action of W ℓ+ȟ on the weight lattice P of G is compatible with the action ofŴ on the space of weights ofG of level ℓ, see Lemma 3.1 and Lemma 3.2. Therefore we can translate Theorem 4.7 into the following equivalent theorem.
Theorem 4.10. For any w ∈ W ℓ+ȟ such that σ(w) = w and for any σ-invariant dominant weight λ ∈ P ℓ , we have the following isomorphism
as representations ofĜ ⋊ σ . 
* , where I ℓ (V ) * is the dual of I ℓ (V ) as the representation ofP.
The diagram automorphism σ on G induces an automorphism onĜ and it preservesP. For any λ ∈ (P + ) σ , the vector bundle L ℓ (V λ ) is naturally equipped with a σ-equivariant structure, sincê
Similarly for any r-th root of unity ξ, we have theĜ⋊ σ -equivariant vector bundle
The following lemma is well-known.
Lemma 4.11. Let H 1 be a linear algebraic group and H 2 be a subgroup of H 1 . Let V 1 be a finite dimensional representation of H 1 and let V 2 be a finite dimensional representation of H 2 . Then we have an isomorphism of H 1 -equivariant vector bundles
Lemma 4.12. Let λ be a σ-invariant dominant weight of G, and let V be a finite dimensional representation of G ⋊ σ . There is an isomorphism ofĜ ⋊ σ -representations
for any i ≥ 0 and ξ an r-th root of unity.
Proof. We have the following isomorphisms ofĜ ⋊ σ -equivariant vector bundles
The last isomorphism follows from Lemma 4.11. It is aĜ ⋊ σ -equivariant vector bundle on Fl G . By Borel-Weil-Bott theorem for finite type algebraic group, we have
By Leray's spectral sequence, our lemma follows.
Let W † ℓ+ȟ denote the set of the minimal representatives of the left cosets of W in W ℓ+ȟ , then for any w 1 ∈ W and w 2 ∈ W † ℓ+ȟ , we have
Moreover for any w ∈ W ℓ+ȟ and λ ∈ P ℓ (27) w ⋆ λ ∈ P + if and only if w ∈ W † ℓ+ȟ , see [Ko, Remark 1.3] . Since P ℓ is the set of integral points in the fundamental alcove of the affine Weyl group W ℓ+ȟ , for any dominant weight λ ∈ P + , there exists a unique w ∈ W † ℓ+ȟ such that w −1 ⋆ λ ∈ P ℓ . By Lemma 2.7, for any σ-invariant dominant weight λ ∈ P + , there exists a unique w ∈ (W † ℓ+ȟ ) σ such that w −1 ⋆ λ ∈ P σ ℓ . Recall that we defined in Section 3.3 the representation V λ,ξ of g ⋊ σ as the representation V λ of g together with an operator σ such that σ acts on the highest weight vectors by ξ, where λ ∈ (P + ) σ and ξ is an r-th root of unity. Similarly the representation H λ,ξ is the representation H λ ofĝ ⋊ σ of level ℓ together with an operator σ such that σ acts on the highest weight vectors by ξ. We have the following theorem Theorem 4.13. For any w ∈ W † ℓ+ȟ such that σ(w) = w and for any λ ∈ P σ ℓ , we have the following isomorphism
as representations ofĜ ⋊ σ .
Proof. It follows from Theorem 4.10 and Lemma 4.12.
Corollary 4.14. With the same assumption as in Theorem 4.13.
(1) There exists an isomorphsm
as representations of g ⋊ σ , whereĝ
Proof. It follows from Theorem 4.13, combining with Corollary 4.8, Lemma 4.12 and Lemma 3.4.
4.3. Affine analogues of BBG resolution and Kostant homology. We frist recall the construction of BGG resolution in the setting of affine Lie algebra, we refer the reader to [Ku1, Section 9.1] for more details, in particular Theorem 9.1.3 therein. There exists a Koszul resolution of the trivial representation C ofĝ,
where
By the construction, this complex isĝ
whereM (V w⋆λ ) is the generalized Verma module introduced in Section 3.3. In fact F λ,• is a σ-stable subcomplex of X λ,• , and moreover X λ,• is quasi-isomorphic to
Proposition 4.15. The complex F λ,• is a resolution of H λ as representations of g ⋊ σ , where σ mapsM (V w⋆λ ) toM (V σ(w)⋆λ ). In particular when σ(w) = w, σ acts on the highest weight vectors ofM (V w⋆λ ) by ǫ w .
Proof. First of all, we note that σ mapsM (V w⋆λ ) toM (V σ(w)⋆λ ) for any w ∈ W † ℓ+ĥ .
In particular if σ(w) = w, σ acts onM (w ⋆ λ). We need to determine the action of σ on the highest weight vector m w⋆λ ofM (w ⋆ λ). Assume it acts by the scalar ǫ ′ w . The resolution F λ,• can be employed to compute theĝ − -homologies. We have the following isomorphism
for each p, where σ acts on the highest weight vector v w⋆λ of V w⋆λ by ǫ
In particular if σ(w) = w, then σ acts on the highest weight vectors of V w⋆λ by ǫ w = (−1) ℓ(w)−ℓσ(w) .
σ-twisted representation ring and fusion ring
In Section 5.1 we define the σ-twisted representation ring R(g, σ) for the pair (g, σ), and we show that R(g, σ) is isomorphic to the representation ring R(g σ ) of g σ . In Section 5.2 we give a new definition of the σ-twisted fusion ring R ℓ (g, σ) of g by Borel-Weil-Bott theory ofĝ, and we show that two products on R ℓ (g, σ) coincide. In Section 5.3 we construct and prove a ring homomorphism from R(g, σ) to R ℓ (g, σ). In Section 5.4 we determine all characters of R ℓ (g, σ) , and the proof of Theorem 1.2 is completed in Section 5.5. A corollary of Theorem 1.2 will be given in Section 5.6. 5.1. σ-twisted representation ring. Let V be a finite dimensional representation of g. For any irreducible representation V λ of g of highest weight λ, we denote by Hom g (V λ , V ) the multiplicity space of V λ in V . In particular we have the natural decomposition
Let R(g, σ) be the free abelian group with the symbols [V λ ] σ as a basis, where λ ∈ (P + ) σ . Given any finite dimensional representation V of g ⋊ σ , V can be decomposed as follows
Let X be a finite dimensional representation of the cyclic group σ , and for any representation V of g ⋊ σ , X ⊗ V is naturally a representation of g ⋊ σ , which is defined as follows
for any u ∈ g, x ∈ X, v ∈ V and i ∈ Z. Similarly V ⊗ X is also naturally a representation of g ⋊ σ . The following lemma is clear.
Lemma 5.1. We have
We define a multiplication ⊗ on R(g, σ),
is a commutative ring with [V 0 ] σ as the unit.
Proof. The commutativity is clear. We first show that the product ⊗ on R(g, σ) satisfies the associativity, i.e. for any λ, µ, ν
It suffices to show that for any λ ∈ (P + ) σ and any representation V of g ⋊ σ ,
We have the following equalities
where the third isomorphism follows from Lemma 5.1, and others follows from definition of the multiplication ⊗. The equality [V ] 
In the end [V 0 ] σ is the unit since for any λ
Theorem 5.3 (Jantzen). Let λ ∈ (P + ) σ and µ ∈ P σ . The following formula holds
For any finite dimensional representation V of g ⋊ σ , we define the σ-twisted character ch σ (V ) of V as follows
where V (µ) denotes the µ-weight space of V . The following lemma is obvious.
Lemma 5.4. For any two finite dimensional g⋊ σ -representations V, V ′ , we have
Lemma 5.5. Let λ be a tuple of σ-invariant dominant weights of g and let ν be another σ-invariant dominant weight of g. The following equality holds
Proof. Let w 0 be the longest element in the Weyl group W of g. There exists a representativew 0 of w 0 in G such that σ(w 0 ) =w 0 (see [HS, Section 2.3] ). Hence σ(w 0 · v ν ) = w 0 · v ν , where v ν ∈ V ν is the highest weight vecotr. The vector w 0 · v ν is of the lowest weight w 0 (ν). Let V * ν be the dual representation of V ν . Denote by σ * the action on V * ν induced by the action σ on V ν . Then σ * keeps the highest weight vectors in V * ν invariant. As representations of g, there is an isomorphism V * ν ≃ V −w 0 (ν) = V ν * unique up to a scalar. It intertwines the action of σ * on V * ν and σ on V ν * . Note that there is a natural isomorphism Hom g (V ν 
g , which is σ-equivariant. It finishes the proof.
The following theorem was proved in [HS] . We give a simple proof here using Jantzen formula directly.
Theorem 5.6 ( [HS] ). Let λ ∈ (P + ) σ and µ ∈ P σ . The following formula holds
Proof. On one hand from the decomposition
On the other hand, we have the following equalities
where the first equality follows from Lemma 5.4 and the second equality follows from Theorem 5.3. In view of Lemma 5.5, the theorem follows.
Let R(g σ ) be the representation ring of g σ .
Proposition 5.7. There is a natural ring isomorphism
Proof. For any λ, µ ∈ (P + ) σ , consider the following two decompositions
In view of Theorem 5.6 and Lemma 5.5, we have
Hence the proposition follows.
5.2.
A new definition of σ-twisted fusion ring via Borel-Weil-Bott theory.
Lemma 5.8. The operation [·] σ satisfies Euler-Poincaré property, i.e. for any complex of finite dimensional g ⋊ σ -representations
is the i-th cohomology of this complex.
Proof. First of all, we have Euler-Poincaré property in the representation ring
Secondly we can define a linear map
It is well-defined and additive, since any finite dimensional representation of g ⋊ σ is completely reducible. Hence the lemma follows.
Recall the σ-twisted fusion ring R ℓ (g, σ) defined in Section 3.5. We embed R ℓ (g, σ) into R(g, σ) as free abelian groups by simply sending λ to [V λ ] σ for any λ ∈ P σ ℓ . From now on we view R ℓ (g, σ) as a free abelian group with basis {[V λ ] σ | λ ∈ P σ ℓ }. The fusion product λ · µ in R ℓ (g, σ) will be written as [V λ 
Given any integral representation H ofĝ, we denote by Hĝ− the coinvariant space ofĝ − on H. If H is a representation ofĝ ⋊ σ , then the space Hĝ− is naturally a representation of g ⋊ σ . For any λ, µ ∈ P σ ℓ , we define (30) [V λ 
Note that all representations ofĝ appearing in
∨ are of level ℓ, and only finite many cohomology groups are nonzero. Hence the above definition makes sense.
Recall the representation H ν ⊗ V z µ defined in Section 4.3. The following is a vanishing theorem of Lie algebra cohomology due to Teleman [Te] .
Theorem 5.9 (Teleman) . For any λ, µ, ν ∈ P ℓ and for any i ≥ 1, V λ does not occur in
as a G-module. We now show that the product defined in (30) is exactly the fusion product.
Theorem 5.10. Two products on R ℓ (g, σ) coincide, i.e. for any λ, µ ∈ P σ ℓ we have
Proof. Consider the following decomposition
In further we write
We have the following chain of equalities
where the third isomorphism follows from Corollary 4.14, the fourth isomorphism follows from Lemma 5.1. By Lemma 3.7 and Proposition 3.8, we have the following σ-equivariant isomorphisms:
The following formula follows immediately from Theorem 5.9
By Lemma 5.8 and Theorem 4.16, we have
In the end we need to check that
In view of Lemma 5.5, it reduces to show that the trace of σ on V g w⋆ν * ,λ,µ and V g λ * ,w⋆ν,µ * are equal. It is a consequence of Lemma 3.6.
From the proof of Theorem 5.10, we get the following analogue of Kac-Watson formula.
Theorem 5.11. For any λ, µ, ν ∈ P σ ℓ , we have
Remark 5.12. The proof of Theorem 5.10 and Theorem 5.11 does not rely on the fact that the trace on conformal blocks is a fusion rule. In fact Theorem 5.11 is used to show that the trace on conformal blocks gives a fusion rule, see Lemma 3.17.
5.3.
Ring homomorphism from σ-twisted representation ring to σ-twisted fusion ring. We first construct a Z-linear map
For any finite dimensional g ⋊ σ -representation V , we define
Lemma 5.13. For any w ∈ (W † ℓ+ȟ ) σ and λ ∈ (P + ) σ , we have
Proof. We can write λ = y ⋆ λ 0 where y ∈ (W † ℓ+ȟ ) σ and λ 0 ∈ (P ℓ ) σ . Then w ⋆ λ = (wy) ⋆ λ 0 . In view of Theorem 4.1 and Theorem 4.10, we have
Proposition 5.14. Given a finite dimensional representation V of g ⋊ σ . For any λ ∈ P σ ℓ and w ∈ (W + ℓ+ȟ ) σ , we have
Proof. In view of Lemma 4.12, it suffices to show that
Note that there exists a filtration of B ⋊ σ -representations
where V (µ) denotes the µ-weight space of V . By Lemma 5.1, it is easy to check that
Hence we get the following isomorphisms
Similarly we have
We can write w as w = τ β y −1 , where y ∈ W σ and τ β is the translation for β ∈ (ℓ +ȟ)Q σ . It is easy to check that w ⋆ λ + µ = w ⋆ (λ + y · µ) . Since V is a representation of g ⋊ σ , we have tr(σ|V (µ)) = tr(σ|V (y · µ)), for any y ∈ W σ , where V (µ) and V (y · µ) denote the weight spaces of V as representation of g.
Therefore we have the following chain of equalities
where the second isomorphism follows from Lemma 5.13. It finishes the proof.
Proposition 5.15. If λ ∈ (P + ) σ and λ + ρ is in an affine wall of W ℓ+ȟ , then
Proof. By the part (3) of Proposition 2.8, λ + ρ is in an affine wall of W σ ℓ+ȟ
. We can assume λ + ρ is in the following affine wall of W σ ℓ+ȟ
where α σ is a root of g σ andα σ is the coroot of α σ , moreover a ∈ 1 2 Z and aα σ ∈ (ℓ +ȟ)Q σ . Then
where s ασ is the reflection with respect to α σ in W σ ℓ+ȟ and τ aασ is the translation by aα σ . Moreover
since by Lemma 2.9, ℓ σ (τ aασ ) is an even integer. By Proposition 5.14 we have
is a ring homomorphism.
Proof. By Theorem 5.10, we can use the product ⊗ ℓ for R ℓ (g, σ). We need to check that for any λ, µ
If λ + ρ or µ + ρ is in an affine Wall, then by Proposition 5.15, both sides of (32) are zero. Hence (32) holds.
If λ + ρ and µ + ρ are not in any affine Wall, let λ 0 ∈ P σ ℓ such that w λ ⋆ λ 0 = λ and let µ 0 ∈ P σ ℓ such that w µ ⋆ µ 0 = µ where w λ , w µ ∈ (W † ℓ+ȟ
where the second, the third and the fifth equalities follows from Proposition 5.14, and the forth equality is the definition (30). It finishes the proof of the theorem.
We can explicitly describe the map π σ .
Corollary 5.17. The map π σ : R(g, σ) → R ℓ (g, σ) can be described as follows, for any λ ∈ (P + ) σ we have
Proof. The corollary is an immediate consequence of Corollary 4.14, Proposition 5.14 and Proposition 5.15.
5.4.
Characters of the σ-twisted fusion ring. Section 5.4 and Section 5.5 basically follow the arguments in [Be, Section 9] . However our the arguments of Lemma 5.21 and Proposition 5.23 are substantially different, since in our setting there is no natural identification between P σ /(ℓ +ȟ)ι(Q σ ) and T σ,ℓ . Recall that P σ (resp. Q σ ) is the weight lattice (resp. root lattice) of g σ , and the bijection map ι : P σ ≃ P σ defined in Section 2.1. Let Z[P σ ] be the group ring of P σ ; we denote by (e λ ) λ∈Pσ its basis so that the multiplication in Z[P σ ] obeys the rule e λ e µ = e λ+µ . Lemma 5.18. The kernel ker(p) is spanned by e λ+α − e λ for λ ∈ P σ and α ∈ (ℓ +ȟ)ι(Q σ ), and 2e λ for λ ∈ P σ and λ + ρ σ is in an affine wall.
Proof. We can write any element w ∈ W σ ℓ+ȟ as w = yτ β where β ∈ (ℓ +ȟ)Q σ and y ∈ W σ . Then the lemma follows from Lemma 2.9.
By Proposition 5.7 and Theorem 5.16 we get a ring homomorphismπ σ : R(g σ ) ≃ R(g, σ) → R ℓ (g, σ). Let φ σ be the map R(g σ ) → Z[P σ ] Wσ sending [W λ ] to the class of e λ . Similarly let φ σ,ℓ be the map R ℓ (g, σ) → Z[P σ ] W σ ℓ+ȟ sending [V λ ] σ to the class e λ for any λ ∈ P σ ℓ . By the same arguments as in [Be, Section 8] , φ σ and φ σ,ℓ are bijections. As a consequence of Corollary 5.17, the following diagram commutes
For any λ ∈ P σ , put J(e λ+ρ ) = w∈Wσ (−1) ℓσ(w) e w(λ+ρσ) , where ρ σ is the sum of all fundamental weights of g σ . Recall that ι(ρ) = ρ σ via the bijection ι : P σ ≃ P σ . By Weyl character formula, for any λ ∈ P + σ and t ∈ T σ , tr(t|W λ ) = J(e λ+ρσ )(t) J(e ρσ )(t) .
Let T σ,ℓ be the finite subgroup of T σ given by T σ,ℓ := {t ∈ T σ | e α (t) = 1, α ∈ (ℓ +ȟ)ι(Q σ )}.
Proposition 5.19. For any t ∈ T σ,ℓ , the character tr(t|·) factors throughπ σ : R(g σ ) → R ℓ (g, σ).
Proof. Let j t : Z[P σ ] W σ → C be the additive map such that for any λ ∈ P σ j t (e λ ) = J(e λ+ρσ )(t) J(e ρσ )(t)
.
By Weyl character formula, the following diagram commutes:
By the commutativity of the diagram (33) and Lemma 5.18, to show tr(t|·) factors throughπ σ , we need to check that j t takes zero on e λ+α − e λ for any λ ∈ P σ and α ∈ (ℓ +ȟ)ι(Q σ ), and 2e λ for any λ ∈ P σ such that λ + ρ is in an affine wall. Since t satisfies that e α (t) = 0 for any α ∈ (ℓ +ȟ)ι(Q σ ), it is clear that j t takes zero on the first type elements. For the second type elements 2e λ where λ + ρ σ is in an affine Wall, by the formula (31) we have 2e λ = e λ + e (τaα·sα)⋆λ = e λ + e sα⋆λ − e sα⋆λ + e (τaα·sα)⋆λ , for some root α of g σ which satisfies λ + ρ σ ,α = a and aα ∈ (ℓ +ȟ)ι(Q σ ). Note that e sα⋆λ − e (τaα·sα)⋆(λ) = e sα·λ − e sα(λ)+aα is a first type element. Hence j t (2e λ ) = 0. It finishes the proof.
An element t ∈ T σ is called regular if the stabilizer of W σ at t is trivial. We denote by T reg σ,ℓ the set of regular elements in T σ,ℓ . Letρ σ denotes the summation of all fundamental coweights of g σ . Consider the short exact sequence 0 → 2πiQ σ → t σ → T σ → 1, whereQ σ denote the dual root lattice of g σ and t σ is the Cartan subalgebra of g σ . LetĽ σ be the dual lattice of ι(Q σ ) in t σ . We have the following natural isomorphism (34) T σ,ℓ ≃ ( 1 ℓ +ȟĽ σ )/Q σ ≃Ľ σ /(ℓ +ȟ)Q σ .
For anyμ ∈Ľ σ , we denote by tμ the associated element ofμ +ρ σ in T σ,ℓ . We putP Q σ,ℓ where Q σ,ℓ is the lattice spanned by long roots of G σ . The proof of this lemma is exactly the same as the proof of [Be, Lemma 9.3] . We omit the detail. Now we assume g = A 2n . Put P σ,ℓ := {λ ∈ P + σ | λ,θ σ σ ≤ ℓ}, whereθ σ denotes the highest coroot of g σ . In view of (7) and Lemma 2.1, the map ι induces a natural bijection ι : P σ ℓ ≃ P σ,ℓ . In view of Lemma 5.20, we are reduced to show thatP σ,ℓ and P σ,ℓ have the same cardinality. If g σ is not of type B n or C n , it is obviously true, because in this case weight lattice and coweight lattice, root lattice and coroot lattice can be identified. Otherwise if g σ is of type B n or C n , by comparing the highest roots of B n and C n (see [Hu2,  Table 2 ,p.66]), we conclude thatP σ,ℓ and P σ,ℓ indeed have the same cardinality.
The following proposition completely describes all characters of R ℓ (g, σ). For any λ ∈ P σ , we denote byť λ the associated element of λ + ρ σ inŤ σ,ℓ .
In the following lemma we determine χ(ω σ ) for each χ = tr(t|·), where ω σ is the Casimir element defined in (21).
Proposition 5.23. For any t ∈ T reg σ,ℓ , we have
where ∆ σ is defined in (1) in the introduction.
Proof. When g = A 2n , the proof of this lemma is exactly the same as the proof of [Be, Lemma 9.7] . We omit the detail. Now we assume g = A 2n . In this case,
T σ,ℓ = P σ /(ℓ +ȟ)Q σ , and T σ,ℓ ≃P σ /(ℓ +ȟ)Q σ .
For any λ ∈ P σ andμ ∈Ľ σ =P σ , J(e λ+ρσ )(tμ) = We now introduce an inner product (·, ·) on the space L 2 (Ť σ,ℓ ) of functions on the finite abelian groupŤ σ,ℓ , (φ, ψ) := 1 |Ť ℓ | ť ∈Ť σ,ℓ φ(ť)ψ(ť), for any functions φ, ψ onŤ σ,ℓ . The function J(eμ +ρσ ) onŤ σ,ℓ is W σ -antisymmetric, i.e.
J(e w·(μ+ρσ) ) = (−1) ℓσ(w) J(eμ +ρσ ).
