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a b s t r a c t
A differential-algebraic model system which considers a prey–predator system with stage
structure for prey and harvest effort on predator is proposed. By using the differential-
algebraic system theory and bifurcation theory, dynamic behavior of the proposed model
system with and without discrete time delay is investigated. Local stability analysis of
the model system without discrete time delay reveals that there is a phenomenon of
singularity induced bifurcation due to variation of the economic interest of harvesting,
and a state feedback controller is designed to stabilize the proposed model system at the
interior equilibrium; Furthermore, local stability of the model system with discrete time
delay is studied. It reveals that the discrete time delay has a destabilizing effect in the
population dynamics, and a phenomenon of Hopf bifurcation occurs as the discrete time
delay increases through a certain threshold. Finally, numerical simulations are carried out
to show the consistency with theoretical analysis obtained in this paper.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the natural world, there are many species whose individuals have a life history that takes them through two stages,
juvenile stage and adult stage. Individuals in each stage are identical in biological characteristics, and some vital rates
(rates of survival, development, and reproduction) of individuals in a population almost always depend on stage structure.
Recently, the dynamics of a class of stage-structured prey–predator models with discrete time delay have been studied by
several authors [1–5] and the references therein. Arino et al. [1] suggested that the time delay to adulthood should be state
dependent and careful formulation of such state dependent time delays can lead to models that produce periodic solutions.
Xu et al. [2] studied the persistence and stability of a delayed prey–predatormodelwith stage-structure for predator. Gourley
et al. [3] formulated a general and robust prey–predator model with stage-structure with constant maturation time delay
and performed a systematic mathematical and computational study. They have shown that there is a window inmaturation
time delay parameter that generates sustainable oscillatory dynamics. Zhang et al. [4] established a prey–predator model
with stage structure for prey species to obtain the necessary and sufficient condition for the permanence of prey–predator
and the extinction of one species or two species. By assuming that the reproduction of predator after predating the prey
is not instantaneous but mediates by some discrete time lag required for gestation of predator, Bandyopadhyay et al. [5]
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extended the work done by Zhang et al. [4] by incorporating a delay in the model proposed in [4], which made the model
more realistic. The model proposed in [5] can be expressed as follows:
x˙1(t) = r1x2(t)− d1x1(t)− αx1(t)− s1x21(t)− βx1(t)y(t),
x˙2(t) = αx1(t)− d2x2(t),
y˙(t) = βx1(t − τ)y(t − τ)− d3y(t)− s2y2(t)
(1)
where x1(t) and x2(t) represent the densities of the juveniles and adults of the prey population, respectively. y(t) represents
the density of the predator population. All these populations are growing in closed homogeneous environments. At any time
(t > 0), the birth rate of the juvenile prey is proportional to the density of existing adultwith proportionality constant r1, the
rate of transformation of the adult prey is proportional to the density of existing juvenile with proportionality constant α.
The death rates of the juvenile prey, adult prey and predator are proportional to the density of existing juvenile prey, adult
prey and predator with respective proportionality constants d1, d2 and d3. The juvenile preys are density restricted and
the predators compete among themselves for food, s1 and s2 are the intra-specific competition coefficients of the juvenile
prey and predator population, respectively. The predator consumes the juvenile prey at the rate β , and the reproduction
of predator after predating the prey is not instantaneous but will be mediated by some discrete time lag required for the
gestation of the predator. Let τ represent the discrete time delay, which is the time interval between the moments when an
individual prey is killed andwhen the corresponding biomass is added to the predator population. The constants mentioned
above are all positive.
It is well known that harvesting has a strong impact on the dynamic evolution of a population. In recent years, there
has been growing interest in the study of stage-structured prey–predator system with harvesting. Several prey–predator
models with stage structure and the harvest effort on predator have been investigated in [6–10] and the references therein.
Nowadays, biological resources in the prey–predator system are mostly harvested and sold with the purpose of achieving
the economic interest, which motivates the introduction of harvesting in the prey–predator models. In this paper, we will
incorporate the harvest effort on the predator into the model proposed in [5], which investigates the effects of harvesting
on the prey–predator ecosystem and extends the work done by [5]. We aim to obtain some results which are theoretically
beneficial to maintaining the sustainable development of the stage-structured prey–predator system as well as keeping the
economic interest of harvesting at an ideal level.
The rest of this paper is organized as follows: a stage-structured differential-algebraic prey–predatormodelwith discrete
time delay and harvesting is established in the second section. The local stability analysis of the model system, especially
the phenomena of singularity induced bifurcation and Hopf bifurcation are investigated in the third section. Numerical
simulations are provided to support the analytical findings in the fourth section. Finally, this paper ends with a discussion.
2. Model formulation
In 1954, Gordon [11] proposed the economic theory of a common-property resource, which studies the effect of the
harvest effort on the ecosystem from an economic perspective. In that reference, an equation is proposed to investigate the
economic interest of the yield of the harvest effort, which takes form as follows:
Net Economic Revenue (NER) = Total Revenue (TR)− Total Cost (TC), (2)
let E(t) and Y (t) represent the harvest effort and the density of harvested population, respectively. TR = wE(t)Y (t) and
TC = cY (t), where w represents unit price of harvested population, c represents the cost of harvest effort. Associated with
the model system (1), an algebraic equation, which considers the economic interest v of the harvest effort on the predator,
is established as follows:
E(t)(wy(t)− c) = v. (3)
Recently, Zhang et al. [12–14] have established a class of differential-algebraic biological economic models, which
are established by several differential equations and an algebraic equation. The differential-algebraic biological economic
models proposed in [12–14] are used to investigate the dynamical behavior of the ecosystem. Especially, based on the
economic theory proposed by Gordon [11], an algebraic equation is established to investigate the effect of harvest effort
on some population in the ecosystem. Compared with the models proposed in the references [6–10], the advantages of the
models proposed in [12–14] are that these models not only investigate the interaction mechanism of the prey–predator
with stage structure for predator, but also offer a simpler way to study the effect of harvest effort on ecosystem from an
economic perspective.
Remark I. Differential-algebraic systems (singular systems, descriptor systems, degenerate systems, constrained systems,
etc.), which have been investigated over the last decades, are rather general kind of equations. They are established according
to relationships among the variables. Naturally, it is usually differential or algebraic equations that form the mathematical
model of the system, or the descriptor equation. The general form of differential-algebraic system is as follows:{
A(t)x˙(t) = G(x(t), u(t), t),
y(t) = K(x(t), u(t), t) (4)
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where x(t) the state of the system composed of state variables; u(t) is the control input; y(t) is the measure output; G(·),
K(·) are appropriate dimensional vector functions in x(t), u(t) and t . The matrix A(t)may be singular. Differential-algebraic
systems are suitable for describing systemswhich evolve over time. Especially, nonlinear differential-algebraic equations are
the natural outcome of component-based modeling of complex dynamic systems. Compared with the ordinary differential
systems, the advantage they offer over the more often used ordinary differential equations is that they are generally easier
to formulate. The price paid is that they are more difficult to deal with (see reference [15] and references cited therein).
In general, differential-algebraic model systems exhibit more complicated dynamics than ordinary differential models. The
differential-algebraic systems have been appliedwidely in power systems, aerospace engineering, chemical processes, social
economic systems, biological systems, network analysis, etc. With the help of the differential-algebraic model for the power
systems and bifurcation theory, complex dynamical behaviors of the power systems, especially the bifurcation phenomena
which can reveal the instability mechanism of power systems have been extensively studied (see references [16–18] and
the references therein). However, as far as the biological systems are concerned, the related research results are few.
As mentioned above, [12–14] have investigated some biological-economic systems by using the differential-algebraic
model. However, they only investigate the dynamical behavior of themodel systemof a single population and prey–predator
model without stage structure. To authors’ best knowledge, the differential-algebraic model system describing two more
species with stage structure has not been investigated. In this paper, we will establish a differential-algebraic model of two
species (prey–predator) to study a harvested prey–predator system with stage structure for prey. Based on (1) and (3), a
differential-algebraic model which consists of three differential equations and an algebraic equation can be established as
follows:
x˙1(t) = r1x2(t)− d1x1(t)− αx1(t)− s1x21(t)− βx1(t)y(t),
x˙2(t) = αx1(t)− d2x2(t),
y˙(t) = βx1(t − τ)y(t − τ)− d3y(t)− s2y2(t)− E(t)y(t),
0 = E(t)(wy(t)− c)− v
(5)
where x1(t), x2(t), y(t), r1, d1, d2, d3, s1, s2, α, β ,w, c and v have the same interpretations as mentioned in (1) and (3).
The differential-algebraic model system (5) can be expressed in the following form,
A(t)X˙(t) = G(x1(t), x2(t), y(t), E(t)), (6)
where
X(t) = (x1(t), x2(t), y(t), E(t))T, A(t) =
1 0 0 00 1 0 00 0 1 0
0 0 0 0
 ,
G(x1(t), x2(t), y(t), E(t)) =
r1x2(t)− d1x1(t)− αx1(t)− s1x
2
1(t)− βx1(t)y(t)
αx1(t)− d2x2(t)
βx1(t − τ)y(t − τ)− d3y(t)− s2y2(t)− E(t)y(t)
E(t)(wy(t)− c)− v
 .
Remark II. The algebraic equation in the differential-algebraic model system (6) contains no differentiated variables, hence
the leading matrix A(t) in model system (6) has a corresponding zero row.
3. Local stability analysis
Considering the effects of harvest effort on predator and discrete time delay for the gestation of predator, the dynamical
behavior of the proposed model system is investigated by using the differential-algebraic system theory and bifurcation
theory. By performing the local stability analysis of the model system, the bifurcation phenomena which can reveal the
instability mechanism of model system are investigated, and the biological interpretations of bifurcation phenomena are
also discussed. It is of inspiration for people tomaintain the sustainable development of the prey–predator ecosystemaswell
as keep the economic interest of harvesting at an ideal level. In this paper, we only concentrate on the interior equilibrium of
the model system (5), since the biological interpretation of the interior equilibrium implies that juvenile preys, adult preys,
predators and harvest effort on predators all exist, which are relevant to our study.
3.1. Case I: The discrete time delay τ = 0
In this subsection, the local stability of the differential-algebraic model system (5) without discrete time delay at the
interior equilibrium will be investigated. A stability switch caused by the variation of economic interest of harvest effort on
predator is also studied. Furthermore, a state feedback controller is designed to stabilize the model system at the interior
equilibrium.
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3.1.1. Singularity induced bifurcation
Theorem 1. The differential-algebraic model system (5) without discrete time delay has a singularity induced bifurcation at the
interior equilibrium, and v = 0 is a bifurcation value. Furthermore, a stability switch occurs as v increases through 0.
Proof. According to the economic theory of a common-property resource [11], there is a phenomenon of bio-economic
equilibrium when the economic interest of harvesting is zero, i.e. v = 0. For the model system (5) without discrete time
delay, an interior equilibrium P∗(x∗1, x
∗
2, y
∗, E∗) can be obtained in the case of phenomenon of bio-economic equilibrium,
where x∗1 = wαr1−(d1+α)d2w−cβd2s1d2w , x∗2 = αd2 x∗1 , y∗ = cw , E∗ = βx∗1 − d3 −
cs2
w
. According to the biological interpretation of
the interior equilibrium, it follows that x∗1 > 0, x
∗
2 > 0, y
∗ > 0 and E∗ > 0. In order to guarantee the existence of interior
equilibrium, some inequalities are satisfied,{
wαr1 − (d1 + α)d2w − cβd2 > 0,
(βx∗1 − d3)w − cs2 > 0. (7)
Let v be a bifurcation parameter, D be a differential operator, H(t) = (x1(t), x2(t), y(t))T,
h(H(t), E(t), v) =
r1x2(t)− d1x1(t)− αx1(t)− s1x21(t)− βx1(t)y(t)αx1(t)− d2x2(t)
βx1(t)y(t)− d3y(t)− s2y2(t)− E(t)y(t)
 and
g(H(t), E(t), v) = E(t)(wy(t)− c)− v.
By simple computing, g(H(t), E(t), v)|P∗ =
{
0, v = 0;
nonzero, v 6= 0. , which implies that
dimker(DEg(H(t), E(t), v)|P∗) = 1. (8)
It can be calculated that
trace(DEhadj(DEg)(DHg,DEg))|P∗ = y∗[cs2 − w(βx∗1 − d3)],
it follows from (7) that
trace(DEhadj(DEg)(DHg,DEg))|P∗ 6= 0. (9)
Furthermore, it can be also calculated that∣∣∣∣DHh DEhDHg DEg
∣∣∣∣
P∗
= cd2s1x
∗
1[(βx∗1 − d3)w − cs2]
w
,
by virtue of (7), it is easy to show that∣∣∣∣DHh DEhDHg DEg
∣∣∣∣
P∗
6= 0, (10)
according to the Part A of Section IV in the reference [19],∆(H(t), E(t), v) can be defined as follow:
∆(H(t), E(t), v) = det(DEg) = wy(t)− c.
By simple computing,∣∣∣∣∣DHh DEh DvhDHg DEg DvgDH∆ DE∆ Dv∆
∣∣∣∣∣
P∗
= cs1d2x∗1,
it follows from (7) that∣∣∣∣∣DHh DEh DvhDHg DEg DvgDH∆ DE∆ Dv∆
∣∣∣∣∣
P∗
6= 0. (11)
Based on the above analysis, five items (i-iv) can be obtained as follows:
(i) According to (9), trace(DEhadj(DEg)(DHg,DEg))|P∗ 6= 0;
(ii) It follows from (10) that
[
DHh DEh
DHg DEg
]
is nonsingular at P∗;
(iii) By virtue of (11), it can be shown that
[
DHh DEh Dvh
DHg DEg Dvg
DH∆ DE∆ Dv∆
]
is nonsingular at P∗, hence rank
[
DHh DEh Dvh
DHg DEg Dvg
DH∆ DE∆ Dv∆
]
= 5;
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(iv) It is easy to show that rank(h(H(t), E(t), v)) = 3 and rank(g(H(t), E(t), v)) = 1. Hence,
rank
[DHh DEh Dvh
DHg DEg Dvg
DH∆ DE∆ Dv∆
]
= rank(h(H(t), E(t), v))+ rank(g(H(t), E(t), v))+ 1. 
The conditions for singularity induced bifurcation, which is introduced in Section III (A) of the reference [19], consists
of three conditions i.e., SI1, SI2 and SI3. According to the above items (i–iv), SI1, SI2 and SI3 are all satisfied, hence the
differential-algebraic model system (5) without discrete time delay has a singularity induced bifurcation at the interior
equilibrium P∗ and the bifurcation value is v = 0.
Remark III. Some preliminaries of singularity induced bifurcation are introduced below. Parameter dependent differential-
algebraic system of the form{
x˙(t) = h(x(t), y(t), λ), h : Rn × Rm × Rp → Rn,
0 = g(x(t), y(t), λ), g : Rn × Rm × Rp → Rm (12)
iswidely used tomodel the dynamics of differential-algebraic system,where assuming that x(t), y(t) andλ have appropriate
dimensions. It has been shown recently that there are generically three types of codimension one local bifurcation associated
with the differential-algebraic system (12), namely saddle-node bifurcation, Hopf bifurcation, and singularity induced
bifurcation (see reference [19]). The singularity induced bifurcation is firstly introduced and analyzed in references [19,
20]. It is a new type of bifurcation and does not occur in usual ordinary differential equation system, which has been
characterized for differential-algebraic system, and later improved in [21,22]. Roughly speaking, the singularity induced
bifurcation refers to a stability change of the differential-algebraic system (12) owing to some eigenvalues of a related
linearization hx − hyg−1y gx diverging to infinity when the Jacobian gy is singular. One of the important consequences of the
singularity induced bifurcation is that it leads to an impulse phenomenon of the differential-algebraic system, which may
result in the collapse of the differential-algebraic system (see reference [21]). More detailed introductions of the singularity
induced bifurcation can be found in the references [19–22].
Along with the line of the above proof, for the differential-algebraic model system (5) without discrete time delay, by
simple computing,
M = −trace(DEhadj(DEg)(DHg,DEg))|P∗ = y∗[w(βx∗1 − d3)− cs2],
N =
[
Dv∆− [DH∆,DE∆]
[
DHh DEh
DHg DEg
]−1 [
Dvh
Dvg
]]∣∣∣∣∣
P∗
= wy
∗
c
,
it follows from (7) that
M
N
= c(βx
∗
1 − d3)w − c2s2
w
> 0. (13)
The inequality (13) satisfies the Theorem 3 of reference [19]. According to the Theorem 3 of [19], when v increases through
0, one eigenvalue (denoted by λ1) of the differential-algebraic model system (5) without discrete time delaymoves from C−
to C+ along the real axis by diverging through infinity, the movement behavior of this eigenvalue influences the stability of
the differential-algebraic model system (5) without discrete time delay.
Since the Jacobian of the differential-algebraic model system (5) without discrete time delay evaluated at P∗ takes the
form as follows:
JP∗ =
−d1 − α − 2s1x
∗
1 − βy∗ r1 −βx∗1 0
α −d2 0 0
βy∗ 0 βx∗1 − d3 − 2s2y∗ − E∗ −y∗
0 0 w∗E∗ 0
 , (14)
according to the leading matrix A(t) in the model system (6) and JP∗ , the characteristic equation of the differential-algebraic
model system (5) without discrete time delay at P∗ is det(λA− JP∗) = 0. By virtue of simple computation, the characteristic
equation can be expressed as follows:
λ2 +
(
d2 + r1αd2 + s1x
∗
1
)
λ+ s1d2x∗1 = 0,
since (d2 + r1αd2 + s1x∗1) > 0 and s1d2x∗1 > 0, it can be concluded that the rest eigenvalues of (denoted by λ2 and λ3) have
negative real parts by using the Routh–Hurwitz criteria [23].
Furthermore, the expressions (8)–(11) satisfy the Theorem 1.1 of reference [22]. It follows from the Theorem 1.1 in the
reference [22] that there is only one eigenvalue diverging to infinity as v increases through 0, and the rest eigenvalues are
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Table 1
Signs of real parts of eigenvalues of model system (5) without time delay at P∗ .
Reλ1 Reλ2 Reλ3
v < 0 − − −
v > 0 + − −
continuous, nonzero and cannot jump from on half open complex plane to another one as v increases through 0. It has been
shown that λ1 moves from C− to C+ along the real axis by diverging through infinity. Therefore, λ2 and λ3 are continuous
and bounded in the C− half plane as v increases through 0 and their movement behaviors have no influence on the stability
of differential-algebraic model system (5) without discrete time delay at the interior equilibrium P∗.
The Table 1 shows the change in the signs of the real parts of eigenvalues (λ1, λ2 and λ3) due to the variation of economic
interest of harvest effort.
According to the Table 1 and the stability theory, it can be concluded that the differential-algebraic model system (5)
without discrete time delay is stable at P∗ as v < 0 and the differential-algebraic model system (5) without discrete time
delay is unstable at P∗ as v > 0. Consequently, a stability switch occurs as v increases through 0.
Remark IV. The research results obtained above show that when the economic interest becomes positive, there is a
phenomenon of singularity induced bifurcation at the interior equilibrium, which can cause a stability switch of the
differential-algebraic model system. From the biological and economic perspective, the prey–predator ecosystem can be
influenced in the following two aspects.
• As stated in Remark III, the singularity induced bifurcation can result in impulse phenomenon, which may lead to the
collapse of the proposed model system. In the prey–predator ecosystem, the impulse phenomenon of the ecosystem
is usually connected with the rapid growth of species population. If this phenomenon lasts period of time, the species
population will be beyond the carrying capacity of environment and the prey–predator ecosystemwill be out of balance,
which is disastrous for the prey–predator ecosystem;
• People always try tomakeprofit fromharvesting, so they are usually interested in the case of positive economic interest of
harvesting. However, the Theorem1 of this paper shows that the differential-algebraicmodel system (5)without discrete
time delay becomes unstable when the economic interest is positive, which hampers the sustainable development of
harvesting on ecosystem.
With the purpose of maintaining the sustainable development of the biological resource as well as economic interest of
harvest effort at an ideal level, some related measures should be taken to eliminate the impulse phenomenon caused by
singularity induced bifurcation and stabilize the differential-algebraic model system (5) without discrete time delay when
the economic interest of harvesting is positive.
3.1.2. State feedback control for singularity induced bifurcation
A state feedback controller is designed to stabilize the differential-algebraicmodel system (5)without discrete time delay
at the interior equilibrium P∗.
According to the leading matrix A(t) in the model system (6) and JP∗ in (14) (the Jacobian of the differential-
algebraic model system (5) without discrete time delay at the interior equilibrium P∗), it can be calculated that
rank(JP∗ , AJP∗ , A2JP∗ , A3JP∗) = 4. By using the Theorem2–2.1 in the reference [15], it is easy to show the differential-algebraic
model system (5) without discrete time delay is locally controllable at P∗. Consequently, a state feedback controller can be
applied to stabilize the differential-algebraicmodel system (5)without discrete time delay at P∗. By using the Theorem3-1.2
in reference [15], a state feedback controller u(t) = k(E(t)−E∗) (k is a feedback gain and E∗ is the component of the interior
equilibrium P∗) can be applied to stabilize the differential-algebraic model system (5) without discrete time delay at P∗, and
a controlled differential-algebraic model system is as follows:
x˙1(t) = r1x2(t)− d1x1(t)− αx1(t)− s1x21(t)− βx1(t)y(t),
x˙2(t) = αx1(t)− d2x2(t),
y˙(t) = βx1(t)y(t)− d3y(t)− s2y2(t)− E(t)y(t),
0 = E(t)(wy(t)− c)+ k(E(t)− E∗)− v
(15)
where x1(t), x2(t), y(t), r1, d1, d2, d3, s1, s2, α, β , w, c and v have the same interpretations as mentioned in differential-
algebraic model system (5). The feedback controller u(t) = k(E(t)− E∗) is designed in the following Theorem 2.
Theorem 2. If the feedback gain k satisfies the following inequality
k > max
{
s1[(βx∗1 − d3)w − cs2]
s1s2 + β2 ,
c[(βx∗1 − d3)w − cs2]
w[d2 + s2y∗ + r1αd2 + s1x∗1]
,
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c
(
r1α
d2
+ s1x∗1 + d2
)
[(βx∗1 − d3)w − cs2]
w
[
s2d2y∗ + s1d2x∗1 + r1αs2y
∗
d2
+ s1s2x∗1y∗ + β2x∗1y∗
]},
then differential-algebraic model system (15) is stable at P∗.
Proof. The Jacobian of the differential-algebraic model system (15) evaluated at the interior equilibrium P∗ takes the form,
J˜P∗ =
−d1 − α − 2s1x
∗
1 − βy∗ r1 −βx∗1 0
α −d2 0 0
βy∗ 0 βx∗1 − d3 − 2s2y∗ − E∗ −y∗
0 0 wE∗ k
 ,
according to the leading matrix A(t) in the model system (6) and J˜P∗ in (14), the characteristic equation of the differential-
algebraic model system (15) at P∗ is det(λ˜A− J˜P∗) = 0, which can be expressed as follows:
λ˜3 + ∆˜1λ˜2 + ∆˜2λ˜+ ∆˜3 = 0,
where
∆˜1 = d2 + s2y∗ + r1αd2 + s1x
∗
1 −
c[(βx∗1 − d3)w − cs2]
wk
,
∆˜2 = s2d2y∗ + s1d2x∗1 +
r1αs2y∗
d2
+ s1s2x∗1y∗ + β2x∗1y∗ −
c
(
r1α
d2
+ s1x∗1 + d2
)
[(βx∗1 − d3)w − cs2]
wk
,
∆˜3 = s1s2d2x∗1y∗ + β2d2x∗1y∗ −
cs1d2x∗1[(βx∗1 − d3)w − cs2]
wk
.
By using the Routh–Hurwitz criteria [23], the sufficient and necessary condition for the stability of the differential-algebraic
model system (15) at P∗ is that the feedback gain k satisfies
k > max
{
cs1[(βx∗1 − d3)w − cs2]
wy∗(s1s2 + β2) ,
c[(βx∗1 − d3)w − cs2]
w[d2 + s2y∗ + r1αd2 + s1x∗1]
,
c
(
r1α
d2
+ s1x∗1 + d2
)
[(βx∗1 − d3)w − cs2]
w
[
s2d2y∗ + s1d2x∗1 + r1αs2y
∗
d2
+ s1s2x∗1y∗ + β2x∗1y∗
]}.
Consequently, if the feedback gain satisfies the above inequality, the differential-algebraic model system (15) is stable at P∗.

Remark V. After applying the feedback controller into the model system (5) without discrete time delay, the model system
can be stabilized at the interior equilibrium. The elimination of the singularity induced bifurcationmeans the prey–predator
ecosystem restores ecological balance. Furthermore, according to the design of the feedback controller, the biological
interpretation of the feedback controller is also obvious. It means that by enhancing the harvest effort on the predator, both
sustainable development of the prey–predator ecosystem and the ideal economic interest of harvesting can be obtained, as
is in line with intuition.
3.2. Case II: The discrete time delay τ > 0
In this subsection, a stability switch in the model system (5) due to variation of the discrete time delay τ will be
investigated in the case of positive economic interest of harvesting. Furthermore, a phenomenon of Hopf bifurcation is also
studied.
Let P˜∗(x˜∗1, x˜
∗
2, y˜
∗, E˜∗) denote the interior equilibrium of the model system (5) in the case of discrete time delay (τ > 0)
and positive economic interest of harvesting (v > 0), where x˜∗1 = 1s1 (
r1α
d2
− d1 − α − β y˜∗), x˜∗2 = αd2 x˜∗1 , E˜∗ = vwy˜∗−c and y˜∗
satisfies the following equation:
B1y˜∗2 + B2y˜∗ + B3 = 0, (16)
where
B1 = d2w(β2 + s1s2),
B2 = β[(d1 + α)d2 − αr1 − cβd2] + s1d2(d3w − cs2),
B3 = vs1d2 − cβ[(d1 + α)d2 − αr1] − cs1d2d3.
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It can be concluded that if
c
w
<
wβ(αr1 − d1d2 − αd2)− ws1d2d3 + cd2(β2 + s1s2)
2wd2(β2 + s1s2) <
1
βd2
(αr1 − d1d2 − α),
then there are three cases of equilibrium of model system (5), which are given as follows,
(1) there are two interior equilibria when 0 < v < v˜1;
(2) there is only one interior equilibrium when v = v˜1;
(3) there isn’t an interior equilibrium when v > v˜1.
where v˜1 = [wd2d3s1−wβ(αr1−d1d2−αd2)+cd2(β2+s1s2)]24wβd22(β2+s1s2) .
As mentioned above, there are two interior equilibria (denoted by P˜∗1 and P˜
∗
2 ) when 0 < v < v˜1. In the following part,
we only investigate the dynamical behavior of the model system (5) with discrete time delay at the interior equilibrium P˜∗1 .
Some symmetric results about the interior equilibrium P˜∗2 can be also obtained.
In the case of positive discrete time delay and 0 < v < v˜1, according to the Jacobian evaluated at the interior equilibrium
P˜∗1 and the leadingmatrix A(t) in themodel system (6), we can obtain the characteristic equation of the differential-algebraic
model system (5) at P˜∗1 , which can be expressed as follows:∣∣∣∣∣∣∣∣∣
λ+ d1 + α + 2s1x˜∗1 + β y˜∗ −r1 β x˜∗1 0−α λ+ d2 0 0
−β y˜∗e−λτ 0 λ− β x˜∗1e−λτ + d3 + 2s2y˜∗ + E∗ y˜∗
0 0 −wE˜∗ − v
E˜∗
∣∣∣∣∣∣∣∣∣ = 0.
⇒ P(λ)+ Q (λ)e−λτ = 0 (17)
where
P(λ) = λ3 + p1λ2 + p2λ+ p3,
Q (λ) = q1λ2 + q2λ+ q3,
p1 = d2 + r1αd1 + (s1 + β)x˜
∗
1 + s2y˜∗ + E˜∗
(
1+ cE˜
∗
v
)
,
p2 = d2s1x˜∗1 + (β x˜∗1 + s2y˜∗)
(
d2 + s1x˜∗1 +
r1α
d2
)
+ E˜∗
(
1+ cE˜
∗
v
)(
s1x˜∗1 + d2 +
αr1
d2
)
,
p3 = d2s1x˜∗1(β x˜∗1 + s2y˜∗)+ E˜∗
(
1+ cE˜
∗
v
)
s1d2x˜∗1,
q1 = −β x˜∗1,
q2 = −β x˜∗1
(
d2 + s1x˜∗1 − β y˜∗ +
r1α
d2
)
,
q3 = −βd2x˜∗1(s1x˜∗1 − β y˜∗).
Now substituting λ = iσ (σ is a positive real number) into Eq. (17) and separating the real and imaginary parts, two
transcendental equations can be obtained as follows:
σ 3 − p2σ = q2σ cos(στ)− (q3 − q1σ 2) sin(στ), (18)
p1σ 2 − p3 = (q3 − q1σ 2) cos(στ)+ q2σ sin(στ). (19)
By squaring and adding (18) and (19), it can be calculated that,
(q3 − q1σ 2)2 + q22σ 2 = (p1σ 2 − p3)2 + (σ 3 − p2σ)2, (20)
⇒ σ 6 + C1σ 4 + C2σ 2 + C3 = 0, (21)
where Ci(i = 1, 2, 3) can be expressed as follows,
C1 = d22 + (s1x˜∗1)2 +
(
r1α
d2
)2
+ 2 r1α
d2
(d2 + s1x˜∗1)+
(
E∗
(
1+ cE˜
∗
v
))2
+ (s2y˜∗)2 + 2s2β x˜∗1y˜∗ + 2E˜∗(β x˜∗1 + s2y˜∗)
(
1+ cE˜
∗
v
)
> 0
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C2 = (d2s1x˜∗1)2 +
[
d22 + (s1x˜∗1)2 +
(
αr1
d2
)2
+ 2αr1 + 2αr1s1x˜
∗
1
d2
][
β x˜∗1 + s2y˜∗ + E˜∗
(
1+ cE˜
∗
v
)]
− (β x˜∗1)2
[
d22 +
(
αr1
d2
)2
+ (s1x˜∗1 − β y˜∗)2 + 2αr1 +
2αr1(s1x˜∗1 − β y˜∗)
d2
]
,
C3 = d22(x˜∗1)2
(
2βs1x˜∗1 + (s1s2 − β2)y˜∗ + s1E˜∗
(
1+ cE˜
∗
v
))[
(β2 + s1s2)y˜∗ + s1E˜∗
(
1+ cE˜
∗
v
)]
.
According to the values of Ci, (i = 1, 2, 3) and the Routh–Hurwitz criteria [23], a simple assumption that Eq. (21) has a
positive real root σ0 is C3 < 0. Hence, under this assumption, the characteristic Eq. (21) will have a pair of purely imaginary
roots of the form ±iσ0, eliminating sin(στ) from (18) and (19), it can be calculated that the τ ∗n corresponding to σ0 is as
follows:
τ ∗n =
1
σ0
arccos
[
(p1σ 20 − p3)(q3 − q1σ 20 )+ q2σ0(σ 30 − p2σ0)
(q3 − q1σ 20 )2 + (q2σ0)2
]
+ 2npi
σ0
, (22)
where n = 0, 1, 2, . . .. By using Butler’s lemma [24], the interior equilibrium P˜∗1 remains stable for τ < τ0, where τ0 = τ ∗0
as n = 0.
Subsequently, the conditions for Hopf bifurcation in the reference [25] is utilized to investigate whether there is a
phenomenon of Hopf bifurcation as τ increases through τ0.
As mentioned above, let λ = iσ represent the purely imaginary root of Eq. (20). It follows from Eq. (17) that |P(iσ0)| =
|Q (iσ0)|, which determines a set of possible values of σ0. In the following part, we determine the direction of motion of
λ = iσ as τ is varied, namely, we determine
Θ = sign
[
d(Reλ)
dτ
]
λ=iσ0
= sign
[
Re
(
dλ
dτ
)−1]
λ=iσ0
.
By differentiating (17) with respect to τ , it can be obtained that(
dλ
dτ
)−1
= 3λ
2 + 2p1λ+ p2
λe−λτ (q1λ2 + q2λ+ q3) +
2q1λ+ q2
λ(q1λ2 + q2λ+ q3) −
τ
λ
= 2λ
3 + p1λ2 − p3
−λ2(λ3 + p1λ2 + p2λ+ p3) +
q1λ2 − q3
λ2(q1λ2 + q2λ+ q3) −
τ
λ
.
By virtue of (20) and the above equation, it can be obtained that
Θ = sign
[
Re
(
dλ
dτ
)−1]
λ=iσ0
= 1
σ 20
sign
[
2σ 60 + C1σ 40 − C3
(q3 − q1σ 20 )2 + (q2σ0)2
]
.
According to the values of Ci, (i = 1, 2, 3) given in the previous part of this paper, it can be computed that C1 > 0.
Furthermore, based on the assumption that Eq. (21) has a positive real root, it follows that C3 < 0. Hence, it can be concluded
that 2σ 60 + C1σ 40 − C3 > 0, and then sign[ d(Reλ)dτ ]τ=τ0,σ=σ0 > 0. Therefore, the transversality condition holds and Hopf-
bifurcation occurs at σ = σ0, τ = τ0.
Remark VI. sign[ d(Reλ)dτ ]τ=τ0 > 0 signifies that there exists at least one eigenvalue with positive real part for τ > τ0, and
the conditions for Hopf bifurcation in the reference [25] are also satisfied yielding the required periodic solution.
4. Numerical simulations
With the help of MATLAB, numerical simulations are provided to substantiate the theoretical results which have been
established in the previous sections of this paper. The values of parameters are taken from [5,26] with a slight modification,
which are set in appropriate units. r1 = 7.889, d1 = 1.225, α = 2.657, s1 = 0.7, β = 1.5, d2 = 0.9, d3 = 0.7, s2 = 0.8,
w = 0.2 and c = 1.
4.1. Numerical simulation of control for singularity induced bifurcation
Anumerical simulation is provided to illustrate the effectiveness of the state feedback controller designed in Section 3.1.2.
In the absence of discrete time delay, the differential-algebraic model system (5) with the given values of parameters takes
the following form,
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Fig. 1. Dynamical responses of the differential-algebraic model system (24).
x˙1(t) = 7.889x2(t)− 1.225x1(t)− 2.657x1(t)− 0.7x21(t)− 1.5x1(t)y(t),
x˙2(t) = 2.657x1(t)− 0.9x2(t),
y˙(t) = 1.5x1(t)y(t)− 0.7y(t)− 0.8y2(t)− E(t)y(t),
0 = E(t)(0.2y(t)− 1)− v.
(23)
By using the Theorem 1 of this paper, it can be shown that the differential-algebraic model system (23) has a singularity
induced bifurcation at the interior equilibrium P∗(17.0116, 50.222, 5, 20.8174), and a stability switch occurs as v increases
through 0. Based on the analysis in Section 3.1.2 of this paper, a state feedback controller u(t) can be applied to stabilize the
differential-algebraic model system (23) at P∗, where u(t) = k(E(t) − 20.8174), and then the model system (23) with the
state feedback controller takes the form as follows:
x˙1(t) = 7.889x2(t)− 1.225x1(t)− 2.657x1(t)− 0.7x21(t)− 1.5x1(t)y(t),
x˙2(t) = 2.657x1(t)− 0.9x2(t),
y˙(t) = 1.5x1(t)y(t)− 0.7y(t)− 0.8y2(t)− E(t)y(t),
0 = E(t)(0.2y(t)− 1)− v + k(E(t)− 20.8174).
(24)
By using Theorem 2 of this paper, if the feedback gain k satisfies k > 0.2729, then the differential-algebraic model system
(24) is stable at P∗ and the singularity induced bifurcation of the differential-algebraic model system (23) is also eliminated.
The dynamical responses of the differential-algebraic model system (24) can be shown in the following Fig. 1.
4.2. Numerical simulation of Hopf bifurcation
According to the given values of parameters, it can be shown that the following inequality is satisfied
c
w
<
wβ(αr1 − d1d2 − αd2)− ws1d2d3 + cd2(β2 + s1s2)
2wd2(β2 + s1s2) <
1
βd2
(αr1 − d1d2 − α).
It follows from further calculation that v˜1 = 2.5189. Based on the analysis in Section 3.2, there are two interior equilibria
(denoted by P˜∗1 and P˜
∗
2 ) when 0 < v < v˜1, there is only one interior equilibrium when v = v˜1 and there isn’t an interior
equilibrium when v > v˜1. In the following part we fucus on the case of 0 < v < v˜1, and the economic interest is set
as v = 2 < v˜1 in appropriate unit. By virtue of the given values of parameters, two interior equilibria can be obtained
as follows, P˜∗1 = (5.3497, 15.7935, 10.3571, 1.8667) and P˜∗2 = (11.6714, 34.4566, 5.1578, 12.6809). Only the dynamical
responses and corresponding phase portrait of model system (5) at P˜∗1 are plotted, some symmetric results about P˜
∗
2 can
be also obtained. Furthermore, it can be computed that C3 = −6.4076 × 103 < 0. Based on the analysis in Section 3.2, it
satisfies the assumption that Eq. (21) has a positive root, and then the corresponding τ0 = 12.37 can be calculated by solving
Eq. (22). By using Butler’s lemmas [24], the interior equilibrium P˜∗1 remains stable for τ < τ0, which can be shown in Fig. 2.
It should be noted that τ = 6.8 in Fig. 2 is randomly selected in the interval (0, 12.37), which is enough to merit the above
mathematical study. As τ increases through τ0, a periodic solution caused by the phenomenon of Hopf-bifurcation occurs,
which can be shown in the Fig. 3. The Fig. 4 shows a limit cycle corresponding to the periodic solution in Fig. 3, which forms
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Fig. 2. The population density of the model system (5) with τ = 6.8 and initial values x1(0) = 17, x2(0) = 29, y(0) = 30, E(0) = 5.
Fig. 3. The population density of the model system (5) with τ = 12.37 and initial values x1(0) = 17, x2(0) = 29, y(0) = 30, E(0) = 5.
around the fixed point. Furthermore, Figs. 5 and 6 show that the model system (5) remains unstable for sufficiently large τ ,
but show complex structures with increasing oscillations.
5. Discussion
It is well known that harvesting has a strong impact on the dynamic evolution of a population. Nowadays, the
biological resources in the prey–predator system are mostly harvested with the aim of achieving economic interest, which
motivates the introduction of harvesting in the prey–predator models. In this paper, a differential-algebraic model system
is established to investigate the effects of harvesting and gestation delay on the dynamic behavior of a stage-structured
prey–predator system. The theoretical analysis shows that the harvest effort on predator influences the stability of the
model system, which extends the work done in [5]. As analyzed in Theorem 1 of this paper, a singularity induced bifurcation
occurs and a stability switch occurs in the case of positive economic interest of harvesting. A direct damage done by the
singularity induced bifurcation to the model system is impulse phenomenon, which hampers the sustainable development
and harvesting of the prey–predator ecosystem. With the purpose of maintaining the economic interest at an ideal level
and stabilizing the model system, a feedback controller is designed. Compared with the related work done in [6–10], the
theoretical results and numerical simulations obtained in this paper suggest that incorporating harvest effort on predators
into the prey–predator ecosystem can not only prevent the switching of stability of the prey–predator ecosystem, but also
drive the ecosystem to stable equilibrium, which will contribute to the persistence and sustainable development of the
prey–predator ecosystem. The theoretical analysis in Theorem 2 of this paper provides us a bio-economic way to maintain
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Fig. 4. A limit cycle for the model system (5) with τ = 12.37 corresponding to the periodic solution in Fig. 3.
Fig. 5. The population density of the model system (5) with τ = 21.63 and initial values x1(0) = 17, x2(0) = 29, y(0) = 30, E(0) = 5.
Fig. 6. The population density of the model system (5) with τ = 29.87 and initial values x1(0) = 17, x2(0) = 29, y(0) = 30, E(0) = 5.
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the sustainable development of the prey–predator ecosystem in the case of positive economic interest of harvesting. Here
we take two practical examples from real world, fur seals and cod, baleen whales and krill ecosystem. When there is less
trade and economic interest than usual, the bio-economic measures based on the theoretical analysis in this paper can be
taken to deal with the impact of the current recession on fishery, s.t., harvesting on economic marine population (cod and
krill). From a long view of maintaining the ecological balance and the sustainable development for the fishery, it is desirable
for the government to provide subsidies and formulate special policies for fishermen to encourage them to maintain the
amount of capture effort on fishery. Under these measures, the above mentioned economic marine population resource
(cod and krill) used to face up with extinction have significantly recovered.
Further attempts aremade to understand the effect of gestation delay on the stability of themodel system. Local stability
analysis reveals that the discrete time delay is responsible for the stability switch of the model system, and a phenomenon
of Hopf bifurcation occurs as the discrete time delay increases through a certain threshold.
Themodel systemproposed in [5] does not consider the harvest effort on predators. For themodel systemproposed in [5],
by using the values of parameters given in this paper, the threshold value of discrete time delay where Hopf bifurcation
occurs can be calculated, which is τ˜0 = 13.92. However, the harvest effort on predator is considered in the model system
(5) of this paper. As calculated in Section 4.2 of this paper, in the case of positive economic interest, the Hopf bifurcation
occurs at τ0 = 12.37. It is obvious that τ0 < τ˜0, which implies that the harvesting has an impact on the dynamical behavior
of a model system and the length of time delay to preserve stability of the model system is shorten with the introduction
of harvest effort on the predator. Based on the above analysis, since there is world-wide trend of commercial harvesting on
biological resources, it is more challenging for the population with relatively long gestation delay to survive because their
population may more easily fluctuate in a harvested prey–predator ecosystem.
It should be noted that the differential-algebraic models presented in [12,13] only investigate some biological-economic
systems with a single population, and the stage structure in prey–predator ecosystem is not discussed in [14]. Compared
with these work, the model proposed in this paper investigates dynamical behavior of two species (prey–predator) as well
as stage structure for prey, which makes the work studied in this paper have some new and positive features.
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