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a b s t r a c t
In this paper, we assess two kinds of subgrid finite element methods for the two-
dimensional (2D) incompressibleNaver-Stokes equations (NSEs). Thesemethods introduce
subgrid-scale (SGS) eddy viscosity terms which do not act on the large flow structures.
The eddy viscous terms consist of the fluid flow fluctuation strain rate stress tensors.
The fluctuation tensor can be calculated by a elliptic projection or a simple L2 projection
(projective filter) in finite element spaces. The finite element pair P2/P1 is adopted to
numerically implement analysis and computation.We give a complete error analysis based
on the assumptions of some regularity conditions. On the part of numerical tests, the
numerical computations for the stationary flows show that the numerical results agree
with some benchmark solutions and theoretical analysis very well. Furthermore, the given
SGS models are applied to the non-stationary fluid flows.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we focus on formulating two kinds of subgrid eddy viscosity models for the incompressible Navier–Stokes
equations. For subgrid models, it is admitted that there exists a scale separation between large and small scales. These
models can be viewed as a viscous correction for large scale fluid flows. For the laminal fluid flows, the added SGS viscous
terms should not affect the large scale structures of fluid flow fields and should tend to vanish. These SGSmodels are flexible
and effective for high Reynolds number fluid flows and can suppress the spurious fluctuations of flow fields.
It is well-known that, for most problems of fluid flows, the numerical algorithms capturing all scales of fluid flows are
impossible and there exist several scales that span from the large scales to the small Kolmogorov scales which can hardly be
resolved by state-of-the-art computers for most engineering problems very efficiently. For most low viscosity flows (high
Reynolds number flows), the nonlinear transport term dominates the fluid flows and the coercivity constant of the second-
order dissipative term in NSEs goes to zero. Then, the spurious oscillations will spread throughout the entire computational
domain. It will become very difficult for the generally used pure Galerkinmethods to solve these problems. In the numerical
simulations of scientific and engineering applications, the eddy viscosity models are often utilized to solve the convection-
dominated NSE by researchers and engineers, which have been achieved many successes in engineering practice [1]. These
kinds of models are firstly proposed in [2], developed in [3], and introduced a dissipativemechanism in [4]. At present, these
models have been further improved by various numerical methods [5–7]. In their models, the scale separation is based on
L2 and elliptic projection from two-level finite element spaces. For the convection term, the stabilization term is mainly
from subscale velocity deformation tensor. Recently, Hughes et al. have proposed a variational multi-scale method (VMM)
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in which the diffusion acts only on the finest resolved scales. There are different ways of how to define coarse and small
scales according to VMM framework [8]. It must be mentioned that the referred SGS methods can be regarded as VMM.
In this paper, wewill give two SGSmodels to stabilize the flow fields and suppress the spurious oscillations from resolved
small scales by virtue of an elliptic projection and a L2 projection. The SGS terms are easily implemented, and do not need
complex computational methods. Meanwhile, these models are easily extended to engineering applications.
The P2/P1 finite element pair is adopted to approach velocity–pressure fields. Then we show its well-posedness and
derive optimal error estimates. For lowReynolds number fluid flows, the results indicate that thismethod has a convergence
rate of the same order as the standard Garlerkin method. For high Reynolds number (Re) fluid flows, we give some
comparisonswith the classical benchmark solutions. By the numerical tests, it is shown that the proposed subgrid correction
models can simulate the high Reynolds fluid flows very effectively and can numerically correct computational results.
The outline of this paper is organized as follows. In Section 2, we give the NSEs and the corresponding functional settings.
In Section 3, the SGS viscous terms are introduced into NSEs and the standard Galerkin discretization of the Navier–Stokes
problemare given. In Section 4,we show the results of the error estimates. Somenumerical results are presented in Section 5,
which show the correctness and efficiency of the methods. Finally, we give some conclusions.
2. Navier–Stokes equations and functional settings
Let Ω ⊂ R2 be a polygonal domain with Lipschitz continuous boundary Γ = ∂Ω . We consider the stationary
Navier–Stokes equations{−ν∆u+∇p+ (u · ∇)u = f , inΩ
div u = 0, inΩ
u = 0, on Γ
(1)
where u = (u1, u2) represents the velocity vector, p is the pressure, f is the body force and ν > 0 stands for the viscosity.
We introduce the following functional settings
X := H10 (Ω)2, V := {v ∈ X, div v = 0}, Y = (L2(Ω))2,
Q := L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
qdx = 0
}
.
We denote by (·, ·) and ‖ · ‖0 the inner product and norm in L2(Ω) or L2(Ω)2. The space Hk(Ω) or Hk(Ω)2 denotes the
standard Sobolev spaces with norm ‖ · ‖k and semi-norm | · |k. The space H10 (Ω) or H10 (Ω)2 is equipped with the following
product and norm
((u, v)) = (∇u,∇v), |u|1 = ((u, u))1/2.
The space H−1(Ω) is the dual space of H10 (Ω) equipped with the norm
‖z‖−1 = sup
v∈H10 (Ω)
|(z, v)|
‖∇v‖0 .
For convenience, we introduce the following bilinear form a(·, ·) on X ×X which is coercive in X: There exists a constant
0 < C0 ≤ 1 such that
a(u, u) = ((u, u)) ≥ C0‖∇u‖20, ∀ u ∈ X, (2)
and d(·, ·) on X × Q defined by
d(v, q) = (q, div v), ∀ v ∈ X, q ∈ Q .
The trilinear term is defined by
b(u; v,w) = ((u · ∇)v,w)+ 1
2
((div u)v,w)
= 1
2
((u · ∇)v,w)− 1
2
((u · ∇)w, v), ∀ u, v, w ∈ X,
which is the skew-symmetric form of the convective term. It is easy to gain
b(u; v,w) = −b(u;w, v). (3)
Also, we have the following estimates [9]
|b(u; v,w)| ≤ N‖∇u‖0‖∇v‖0‖∇w‖0, ∀ u, v, w ∈ X, (4)
where N is a positive constant depending only on the domain Ω . For a given f ∈ (H−1(Ω))2, the weak form of
Eq. (1) reads as:
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Find (u, p) ∈ (X,Q ) such that
νa(u, v)+ b(u; u, v)− d(v, p) = (f , v), ∀ v ∈ X,
d(u, q) = 0, ∀ q ∈ Q . (5)
The Lax–Milgram theorem and the inf–sup condition [10]
sup
v∈X
d(v, q)
‖∇v‖0 ≥ β1‖q‖0, (6)
where β1 is positive constant, guarantee that there is a unique solution of (5).
For the finite element analysis, we need some existence, uniqueness and regularity properties of the solution for the
Navier–Stokes equations.
Theorem 2.1. Given a function f ∈ (H−1(Ω))2, there exists at least one solution (u, p) satisfying the Navier–Stokes problem (5)
and
u ∈ X, p ∈ Q , (7)
(see [10,11]). In addition, if f and ν satisfy the following uniqueness condition:
N‖f ‖−1 ≤ C0ν2, (8)
then the Navier–Stokes problem (5) has a unique solution (u, p) ∈ X × Q (see [10,11]).
Finally, if f ∈ H1(Ω)2 and (8) hold, then the solution (u, p) satisfies that
ν‖u‖3 + ‖p‖2 ≤ c‖f ‖1, (9)
(see [9]), where c is a general positive constant depending on the domain Ω , which stands for different values at different
occurrences.
If we restrict the domain Ω to be a convex, polygonal domain in a 2-dimensional plane, Theorem 2.1 is invalid. So, for
the current polygonal domain, we make the following regularity assumption of the solution (u, p) of Eq. (1):
Assumption 2.1. When the domain Ω is a convex, polygonal domain in a 2-dimensional plane, we assume that (u, p)
satisfies
u ∈ X ∩ H3(Ω)2, p ∈ Q ∩ H2(Ω). (10)
If f ∈ H1(Ω)2 and (8) hold, then the solution (u, p) satisfies that
ν‖u‖3 + ‖p‖2 ≤ c‖f ‖1, (11)
where c is a positive constant depending on the domainΩ , which stands for different values at different occurrences.
If we implement the finite element discretization for the Navier–Stokes equation (1), the computational domain will
become a polygonal domain. Under this case,wewill use regularity results of Assumption 2.1 to carry out the related analysis
in the rest sections.
3. Discretization of Navier–Stokes equations and Subgrid model
We give a family τh, which is a triangle or quadrilateral partition ofΩ , assumed to be regular in the usual sense [11]. The
diameter of the cell K is denoted by hK . The mesh parameter h describes the maximum diameter of the cells K ∈ τh.
We introduce the finite-dimensional subspace Xh and Qh,
Xh := {vh ∈ (C0(Ω))2 ∩ X : vh|K ∈ P2(K)2,∀ K ∈ τh},
Qh := {qh ∈ Q : qh|K ∈ P1(K),∀ K ∈ τh}, (12)
where Pl(K) denotes the set of polynomials of R2 of degree ≤ l on the cell K . We define the discrete analogue of the space
V denoted by Vh
Vh := {vh ∈ Xh : d(vh, qh) = 0,∀ qh ∈ Qh}. (13)
Then we assume that, for the finite element space (Xh,Qh), the following approximation properties hold: For (u, p) ∈
(H3(Ω)2 ∩ X,H2(Ω) ∩ Q ),
inf
vh∈Xh
{‖u− vh‖0 + h‖∇(u− vh)‖0} ≤ ch3|u|3,
inf
qh∈Qh
‖p− qh‖0 ≤ ch2|p|2. (14)
Meanwhile, the velocity–pressure pair in (Xh,Qh) satisfies the following discrete inf–sup condition [12]
inf
qh∈Qh
sup
vh∈Xh
d(vh, qh)
‖qh‖0‖∇vh‖0 ≥ β > 0. (15)
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Remark 3.1 ([12]). We define a projection operator for all elements in X . For all u ∈ X , we define P1,hu ∈ R1 so that
((P1,hu, v)) = ((u, v)), ∀ v ∈ R1, (16)
which has the following properties
‖P1,hv‖1 ≤ c‖v‖1, ∀ v ∈ X, (17)
‖∇(I − P1,h)v‖0 < c‖∇v‖0, ∀ v ∈ X, (18)
‖v − P1,hv‖1 ≤ ch‖v‖2, ∀ v ∈ H2(Ω)2 ∩ X, (19)
‖v − P1,hv‖1 ≤ chl‖v‖1+l, 1 ≤ l ≤ k, ∀ v ∈ H2(Ω)2 ∩ X, (20)
where R1 = {v ∈ (C0(Ω))2 ∩ X : vh|K ∈ P1(K)2,∀ K ∈ τh}. The projection operator P1,h is called as the elliptic projection
operator.
We know that, for high Reynolds number fluid flows, when the fluid convection dominates fluid flow fields, under
the non-adequate resolution of meshes, the flow field will become very unstable. When the mesh scales cannot resolve
the smallest scale in fluid flows, we must add some term into Navier–Stokes equations to smear out the effect from the
unresolved scales. Here, we chose the following subgrid stabilization term to control the effect from the unresolved scales
M(u, v) = α(∇(I − P1,h)u,∇(I − P1,h)v), ∀ u, v ∈ X, (21)
whereα is the user-selected stabilization parameter and typically,α = hs (s is a real number). This subgrid stabilization term
is based on the elliptic projection. An analogous SGS model is used to solve the convection-dominated convection diffusion
problems in [13]. But, the proposed SGS model in this paper is different from the SGS model in [13]. The SGS model in [13]
is based on two-grid finite element spaces and our model is constructed from.
The above SGS termM(·, ·) is defined according to the elliptic projection. Now, we give another definition based on the
L2 projection. Let Q1,h : X → R1 be a L2 projection. For all u ∈ X , Q1,h is defined such that for all v ∈ R1,
(Q1,hu, v) = (u, v). (22)
So, we can define another simple SGS term as follows
Ml(u, v) = αl(∇(I − Q1,h)u,∇(I − Q1,h)v), ∀ u, v ∈ X, (23)
where αl = hs (s is a real number).
Lemma 3.1 ([13]). P1,h and Q1,h are the orthogonal projections with respect to the H1 and L2 inner product. The, for anyw ∈ X
∇P1.hw = Q1,h∇w. (24)
Using the stabilization term Eq. (21), we give the following stabilization finite element discretization form of the
variational form (5): find (uh, qh) ∈ (Xh,Qh) satisfying
νa(uh, vh)+ b(uh; uh, vh)− d(vh, ph)+M(uh, vh) = (f , vh), ∀ vh ∈ Xh,
d(uh, qh) = 0, ∀ qh ∈ Qh. (25)
Under the inf–sup condition (15), the formulation (25) is equivalent to the following problem [11]: find uh ∈ Vh such
that
νa(uh, vh)+ b(uh; uh, vh)+M(uh, vh) = (f , vh), ∀ vh ∈ Vh. (26)
Theorem 3.1 ([11]). Suppose the uniqueness condition (8) holds. Under the condition (15), then the variational form (25) has a
unique solution (uh, ph) ∈ (Xh,Qh).
4. Error analysis
The basic principle of subgrid method focuses on enhancing the numerical stability of solving discrete Navier–Stokes
equations. For this purpose, wewill analyze the numerical scheme (25) byH1 and L2 estimates of velocity and L2 estimate of
pressure. The following given analysis is classical [9,13,14]. To derive error estimates of the finite element solution (uh, ph),
we first give the following lemma.
Lemma 4.1. The finite element approximation of velocity for (25) is stable
ν‖∇uh‖20 + 2α‖∇(I − P1,h)uh‖20 ≤
1
ν
√
C0
‖f ‖2−1, (27)
where C0 is the constant of (2).
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Proof. The result is easily obtained by setting vh = uh, ph = qh in (25) and Cauchy Schwarz, Young’s inequalities. 
Theorem 4.1. Assuming the uniqueness condition (8) holds, then we have
ν‖∇(u− uh)‖20 + 2α‖∇(I − P1,h)(u− uh)‖20 ≤ C inf
wh∈Vh
{
ν‖∇(u− wh)‖20 +
N2
ν
(‖∇u‖0 + ‖∇uh‖0)2‖∇(u− wh)‖20
+α‖∇(I − P1,h)u‖20 + α‖∇(I − P1,h)(u− wh)‖20
}
+ C inf
qh∈Qh
1
ν
‖p− qh‖20, (28)
where C is independent of ν , α and h.
Proof. First, we know that the true solution satisfies the following equation
νa(u, vh)+ b(u; u, vh)− d(vh, p)− d(u, qh)+M(u, vh) = (f , vh)+M(u, vh), ∀ vh ∈ Xh, qh ∈ Qh. (29)
By subtracting Eq. (25) from Eq. (29):
νa(u− uh, vh)+ b(u; u, vh)− b(uh; uh, vh)− d(vh, p− ph)− d(u− uh, qh)+M(u− uh, vh) = M(u, vh),
∀ vh ∈ Xh, qh ∈ Qh. (30)
Now, let u− uh = η − φh, with η = u− wh and φh = uh − wh, wherewh is the any function in Vh. Taking vh = φh ∈ Vh in
Eq. (30), we obtain:
νa(φh, φh)+M(φh, φh) = νa(η, φh)+ b(u; u, φh)− b(uh; uh, φh)
+M(η, φh)− d(φh, p− qh)−M(u, φh), ∀ qh ∈ Qh. (31)
To bound the nonlinear terms, we rewrite these terms as follows:
b(u; u, φh)− b(uh; uh, φh) = b(u; η, φh)+ b(η; uh, φh)− b(φh; uh, φh). (32)
By using Eq. (4), Young’s inequality, Eqs. (27) and (8), we have:
|b(u; u, φh)− b(uh; uh, φh)| ≤ N(‖∇u‖0 + ‖∇uh‖0)‖∇η‖0‖∇φh‖0 + N‖∇uh‖0‖∇φh‖20
≤ CN
2
ν
(‖∇u‖0 + ‖∇uh‖0)2‖∇η‖20 +
1
4
ν‖∇φh‖20. (33)
To bound the linear terms in the right-hand side of Eq. (31), by the Cauchy Schwarz inequality and Young’s inequality, we
get
|νa(η, φh)| ≤ ν‖∇η‖0‖∇φ‖0 ≤ ν‖∇η‖20 +
1
4
ν‖∇φh‖20, (34)
|d(φh, p− qh)| ≤ ν‖p− qh‖20 +
1
4
ν‖∇φh‖20, (35)
|M(η, φh)| ≤ α‖∇(I − P1,h)η‖0‖∇(I − P1,h)φh‖0
≤ α
4
‖∇(I − P1,h)φh‖20 + α‖∇(I − P1,h)η‖20, (36)
and
|M(u, φh)| ≤ α‖∇(I − P1,h)u‖20 +
α
4
‖∇(I − P1,h)φh‖20. (37)
Combining Eqs. (33)–(37) with Eq. (31) gives
ν‖∇φh‖20 + 2α‖∇(I − P1,h)φh‖20 ≤ C
{
ν‖∇η‖20 +
N2
ν
(‖∇u‖0 + ‖∇uh‖0)2‖∇η‖20 + α‖∇(I − P1,h)η‖20
+α‖∇(I − P1,h)u‖20 +
1
ν
‖p− qh‖20
}
. (38)
The final result is easily obtained by using the triangle inequality
ν‖∇(u− uh)‖20 + 2α‖∇(I − P1,h)(u− uh)‖20 ≤ C{ν‖∇(u− wh)‖20 + 2α‖∇(I − P1,h)(u− wh)‖20
+ ν‖∇φh‖20 + 2α‖∇(I − P1,h)φh‖20}.  (39)
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By choosing the proper parameters α and h, and using Eq. (14) and Remark 3.1, we can obtain the following corollary:
Corollary 4.1. Under the assumption of Theorem 3.1, Remark 3.1 and the regularity assumption of (u, p) ∈ (H3(Ω)2 ∩ X,H2
(Ω) ∩ Q ) in Theorem 2.1, there exists a constant C independent of α and h such that:
ν‖∇(u− uh)‖20 + 2α‖∇(I − P1,h)(u− uh)‖20 ≤ Ch4|u|23
(
ν + 1
ν
(
1+ 1
ν
)2
+ α
)
+ C
ν
h4|p|22 + Cαh2|u|23. (40)
In particular,
‖∇(u− uh)‖0 ≤ Ch2, if α = h2. (41)
Now, we give the estimation of the discrete pressure in the following theorem:
Theorem 4.2. Supposing the uniqueness condition (8) holds, then the error estimate of pressure field satisfies
‖p− ph‖0 ≤ C((ν + 1)‖∇(u− uh)‖0 + ‖∇(u− uh)‖20 + α‖∇(I − P1,h)(u− uh)‖0
+α‖∇(I − P1,h)u‖0)+ C inf
qh∈Qh
‖p− qh‖0, (42)
where C is independent of ν , α and h.
Proof. Setting the error of the velocity e = u− uh and introducing an approximation of the pressure p˜h ∈ Qh in Eq. (30), we
have:
d(vh, ph − p˜h) = d(vh, p− p˜h)− νa(e, vh)− (b(u; u, vh)− b(uh; uh, vh))−M(e, vh)+M(u, vh), ∀ vh ∈ Xh. (43)
From Eq. (4), the nonlinear terms are bounded as:
|b(u; u, vh)− b(uh; uh, vh)| = |b(u; e, vh)+ b(e; u, vh)− b(e; e, vh)|
≤ C(‖∇e‖0 + ‖∇u‖0)‖∇e‖0‖∇vh‖0. (44)
To bound the linear terms in the right-hand side of Eq. (43), we apply Cauchy Schwarz inequality and Remark 3.1, the term
M(u, vh) is bounded as in the inequality (36). From Eq. (44), we have
|d(vh, ph − p˜h)| ≤ C{‖p− p˜h‖0 + ν‖∇e‖0 + (‖∇e‖0 + ‖∇u‖0)‖∇e‖0
+α‖∇(I − P1,h)e‖0 + α‖∇(I − P1,h)u‖0}‖∇vh‖0. (45)
Meanwhile, the inf–sup condition (15) implies that there exists a velocity vh ∈ Xh such that
d(vh, ph − p˜h) ≥ β‖∇vh‖0‖ph − p˜h‖0. (46)
In view of (46), we get
‖p− ph‖0 ≤ ‖p− p˜h‖0 + β−1 |d(vh, ph − p˜h)|‖∇vh‖0 . (47)
By Eqs. (45) and (47), we obtain the conclusion
‖p− ph‖0 ≤ C‖p− p˜h‖0 + C(ν‖∇e‖0 + ‖∇e‖20 + ‖∇e‖0‖∇u‖0 + α‖∇(I − P1,h)e‖0 + α‖∇(I − P1,h)u‖0). (48)
Namely
‖p− ph‖0 ≤ C((ν + 1)‖∇(u− uh)‖0 + α‖∇(I − P1,h)(u− uh)‖0 + α‖∇(I − P1,h)u‖0
+‖∇(u− uh)‖20)+ C infqh∈Qh ‖p− qh‖0.  (49)
Corollary 4.2. Form Theorem 4.1, the approximation result (14), and Corollary 4.1, we have
‖p− ph‖0 ≤ C(h2 + α 12 h). (50)
In particular,
‖p− ph‖0 ≤ Ch2, if α = h2, (51)
where C is independent of α, h.
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In order to derive the L2 estimate for the velocity, we consider the linearized dual problem of the Navier–Stoles Eq. (1): given
ξ ∈ L2(Ω), find (φ, ϕ) such that
νa(φ, v)+ b(u; v, φ)+ b(v; u, φ)+M(φ, v)− d(v, ϕ)+ d(φ, q) = (ξ , v), ∀ (v, q) ∈ (X,Q ). (52)
Assuming that, for any ξ ∈ L2(Ω)2, there exists a unique pair (φ, ϕ) ∈ (H2(Ω)2 ∩ X,H1(Ω) ∩ Q ) satisfying
‖φ‖2 + ‖ϕ‖1 ≤ C‖ξ‖0. (53)
Now we give the L2 error estimate in the following theorem.
Theorem 4.3. Supposing that the assumption of Theorems 4.1 and 4.2 hold, the dual problem (52) satisfies Eq. (53). We have
‖u− uh‖0 ≤ Ch(1+ α)‖∇e‖0 + C‖∇e‖20 + Cαh2 + Ch‖p− ph‖0, (54)
where C is independent of α and h.
Proof. Setting e = u− uh, and subtracting Eq. (29) from Eq. (25), we can get:
νa(e, vh)+ b(u; u, vh)− b(uh; uh, vh)− d(vh, p− ph)
− d(e, qh)+M(e, vh)−M(u, vh) = 0, ∀ vh ∈ Xh, ∀ qh ∈ Qh. (55)
Taking ξ = e, v = e, q = ph − p in Eq. (52) and subtracting Eq. (55), then we gain:
‖e‖20 ≤ |νa(φ − vh, e)| + |b(e; u, φ)+ b(u; e, φ)− b(u; u, vh)+ b(uh; uh, vh)| + |d(e, ϕ − qh)|
+ |d(φ − vh, p− ph)| + |M(φ − vh, e)+M(u, vh)|
≤ C(ν‖∇e‖0 + ‖p− ph‖0 + α‖∇(I − P1,h)e‖0)‖∇(φ − vh)‖0 + C‖ϕ − qh‖0‖∇e‖0
+α‖∇(I − P1,h)u‖0‖∇(I − P1,h)vh‖0 + |b(e; u, φ)+ b(u; e, φ)− b(u; u, vh)+ b(uh; uh, vh)|. (56)
Let (˜φ, ϕ˜) ∈ (Xh,Qh) be the best approximation of (φ, ϕ) ∈ (H2(Ω)2∩X,H1(Ω)∩Q ), we have the following approximation
properties:
‖φ − φ˜‖1 ≤ Ch‖φ‖2,
‖ϕ − ϕ˜‖0 ≤ Ch‖ϕ‖1. (57)
Setting (vh, qh) = (˜φ, ϕ˜) and using the Cauchy–Schwarz inequality and the above approximation properties, Eq. (56)
becomes:
‖e‖20 ≤ Ch(‖∇e‖0 + ‖p− ph‖0 + α‖∇(I − P1,h)e‖0)‖φ‖2 + Ch‖ϕ‖1‖∇e‖0
+α‖∇(I − P1,h)u‖0‖∇(I − P1,h)˜φ‖0 + |b(u; e, φ)+ b(e; u, φ)− b(u; u, φ˜)+ b(uh; uh, φ˜)|. (58)
Using Remark 3.1 and (57), the consistent error term in the right-hand side of (58) gives
α‖∇(I − P1,h)u‖0‖∇(I − P1,h)˜φ‖0 = α‖∇(I − P1,h)u‖0‖∇ (˜φ − φ)+∇(φ − P1,hφ˜)‖0
≤ α‖∇(I − P1,h)u‖0(‖φ˜ − φ‖1 + ‖φ − P1,hφ‖1 + ‖P1,hφ − P1,hφ˜‖1)
≤ Cαh‖u‖2(‖φ˜ − φ‖1 + ‖φ − P1,hφ‖1 + c‖φ − φ˜‖1)
≤ Cαh2‖u‖2‖φ‖2 ≤ Cαh2‖u‖3‖φ‖2. (59)
To bound the nonlinear terms in (58), we rewrite these terms as follows:
b(u; e, φ)+ b(e; u, φ)− b(u; u, φ˜)+ b(uh; uh, φ˜)
= b(e; e, φ)+ b(u; e, φ − φ˜)+ b(e; u, φ − φ˜)+ b(e; e, φ − φ˜). (60)
Using Eqs. (4) and (57), we gain
|b(u; e, φ)+ b(e; u, φ)− b(u; u, φ˜)+ b(uh; uh, φ˜)| ≤ C‖∇e‖20‖φ‖1 + C‖∇u‖0‖∇e‖0‖φ − φ˜‖1 + C‖∇e‖20‖φ − φ˜‖1
≤ C(‖∇e‖0 + h)‖∇e‖0‖φ‖2. (61)
Combining all the bounds and Eq. (53) gives the final result
‖e‖0 ≤ Ch(ν + α)‖∇e‖0 + Ch‖p− ph‖0 + Cαh2|u|3 + C(‖∇e‖0 + h)‖∇e‖0
≤ Ch(1+ α)‖∇e‖0 + C‖∇e‖20 + Cαh2 + Ch‖p− ph‖0.  (62)
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Corollary 4.3. The statement of Theorem 4.3, the results of Corollaries 4.1 and 4.2 imply that
‖u− uh‖0 ≤ C(h3 + α 12 h2). (63)
In particular,
‖u− uh‖0 ≤ Ch3, if α = h2, (64)
where C is independent of α and h.
Theorem 4.4. If the subgrid term Eq. (23) is adopted, we have the following error estimates
‖u− uh‖0 + h(‖∇(u− uh)‖0 + ‖p− ph‖0) ≤ Clh3, (65)
where αl = h2 in Eq. (23) and Cl is independent of αl and h.
Proof. The proof is analogous to proofs about the subgrid term Eq. (21). 
5. Numerical tests
In this section, we assess the given two kinds of SGS model by several tests and validate the error analysis results.
Meanwhile, we apply the given SGMmodel to the nonstationary NSEs and implement the simulations of the High Reynolds
number flows.
Firstly, we give the algorithm used to deal with the nonlinear term and the SGS eddy viscosity term for the stationary
NSEs. For the nonlinear term, the Newtonian iterative method is adopted [9]. Given (un−1h , p
n−1
h ) ∈ (Xh,Qh), we find
(unh, p
n
h) ∈ (Xh,Qh) (∀ (vh, qh) ∈ (Xh,Qh)) satisfying
νa(unh, vh)− d(vh, pnh)+ d(unh, qh)+M(unh, vh)+ b(unh; un−1h , vh)+ b(un−1h ; unh, vh)
= (f , vh)+ b(un−1h ; un−1h , vh). (66)
In order to calculate the SGS term (21) based on the elliptic projection, we can rewrite the SGS term as follows
M(unh, vh) = α(∇(I − P1,h)unh,∇(I − P1,h)vh)
= α(∇(I − P1,h)unh,∇vh)− α(∇(I − P1,h)unh,∇P1,hvh)
= α(∇unh,∇vh)− α(∇P1,hunh,∇vh). (67)
In the framework of the Newtonian iteration, this elliptic SGS term is described by
M(unh, vh) = α(∇unh,∇vh)− α(∇P1,hun−1h ,∇vh). (68)
The term P1,hun−1h is obtained by the solution of the Laplace equation approximated by piecewise linear functions, although
a transformation relation between L2 projection and elliptical projection is offered.
If the subgrid termM(unh, vh) in Eq. (66) is substituted byMl(u
n
h, vh), the subgrid term can be rewritten by
Ml(unh, vh) = α(∇(unh − Q1,hunh),∇(v − Q1,hvh)). (69)
In the framework of Newtonian iteration, the L2 SGS term is calculated by
Ml(unh, v) = α(∇(unh − Q1,hun−1h ),∇(v − Q1,hvh)). (70)
Since Q1,h is the L2 projection, Q1,hun−1h and Q1,hvh can be denoted directly in the R1 finite element space [14].
5.1. Example of a exact solution
It is essential to investigate the SGS model (21) and (23) for low viscosity fluid flow and validate the flexibility and
convergence rates of thismodel. So, we need to choose a true solution.We consider Eq. (1) on the domainΩ = [0, 1]×[0, 1],
with a body force obtained such that the following true solution is given by u = (u1, u2),u1 = 2x
2(x− 1)2y(y− 1)(2y− 1),
u2 = −2y2(y− 1)2x(x− 1)(2x− 1),
p = y2 − x2.
(71)
The viscosity ν = 0.01. The mesh scales h ∈ {1/20, 1/30, 1/40, 1/50}. The iterative tolerance is 10−8. In Figs. 1 and
2, we show the convergence orders by log–log plots. It is shown that the convergence orders of the elliptic projection SGS
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Fig. 1. L2 convergence order of velocity field by a log–log plot.
Fig. 2. H1 convergence order of velocity field by a log–log plot.
method are up to 2.88761 and 1.8844 for L2 and H1 norms of velocity fields, respectively. The convergence orders of the
L2 projection SGS method are up to 2.89829 and 1.89358 for L2 and H1 norms of velocity fields, respectively. From Figs. 1
and 2, it is exhibited that the numerical results agree with the exact solution very well. According to these results, we know
that the SGS terms for low Reynolds number fluid flows do not act on the large scale structures. Meanwhile, the obtained
results support the theoretical analysis. On the other hand, the computational results by L2 SGS model are better than those
by elliptic SGS model.
5.2. Lid-driven cavity fluid flows
The drawbacks of usual Galerkin methods for convection dominated problems are well known andwell documented [6].
In this part, the proposed models are applied to simulate the benchmark lid-driven cavity fluid flows of high Reynolds fluid
flows and try out the correctness of themodels. The investigations are to show that the SGSmodels give high quality, coarse
mesh solutions comparedwith the benchmark, finemesh results of Ghia [15]. The computational domainΩ = [0, 1]×[0, 1]
and the top boundary velocity (u, v) = (1, 0), and the other three boundaries are non-slip boundary conditions. The iterative
tolerance is 10−6. TheReynolds numbersRe = LU/ν = 1000 and themesh scaleh = 1/40. It is known that ifwedonot adopt
the subgrid models, it is impossible to implement simulation successfully on this kind of coarse mesh [6]. The comparisons
of the numerical solutions (the SGS numerical solutions and Ghia benchmark solutions [15]) are shown in Fig. 3. From the
results, it is clear that the given SGS methods perform very well and are comparable to the results obtained by Ghia on a
more refinedmesh. Another important result is that the CPU cost of L2 SGSmodel accounts for about 70% CPU cost of elliptic
SGS model. From this point of view, the L2 SGS model is superior to the elliptic SGS model.
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(a) Horizontal velocity profiles. (b) Vertical velocity profiles.
Fig. 3. The numerical solutions and the benchmark solution.
5.3. Fluid flows around a cylinder by high Reynolds numbers
In this part, we investigate the two-dimensional under-resolved fluid flow around a cylinder by the proposed SGSmodels.
In this kind of fluid flows, the flow patterns are affected by the interaction of the fluid flows with two parallel planes and
the surface of the cylinder. This problem is very useful to validate the SGS models by vortex street patterns. The success and
failure of the SGS models simulations are useful for real fluid flows and engineering applications.
The height of the channel H = 1 and the widthW are equal to 6 or 8 for Re = 103 and Re = 106, respectively. The origin
of the cylinder is at (x, y) = (1, 0.5) and the radius R is equal to 0.15. The time-dependent inlet flow velocity profiles are
given by{
u1(0, y, t) = −6y(y− H)/H3,
u2(0, y, t) = 0,
and the boundary condition of the outlet is set as
∂u
∂n
= 0.
The boundary conditions of the two parallel planes and the cylinder surface are set as the non-slip boundary conditions. If
the diameter D of the cylinder is chosen as the characteristic length and themean velocity Umean of inlet as the characteristic
velocity, the Reynolds number is defined by Re = UmeanD/ν.
The comparisons among three kinds of SGS models (Current model, Guermond–Marra–Quartapelle (GMQ) model [5]
and by Kaya–Layton–Riviere (KLR) model [6,7]) are investigated for fluid flows around a cylinder. These investigations will
address the actions of SGS models on large scale flow structures. Now, we introduce the GMQ model and KLR model. The
GMQmodel is based on the two-level Lagrange finite element setting, which is defined by [5]
SGMQ (uHh , v
H
h ) = cb
∑
K∈τk
√|K | ∫
K
∇uHh · ∇vHh ,
where |K | is the measure of K , uHh = (1− PH)uh and vHh = (1− PH)vh (Refer to [5] for the details of the functional settings
and the definition of the operator PH ). The KLR model is also based on two-level finite element space, which is defined
by [6,7]
SKLR(gH , vh) = α((∇uh,∇vh)− (gH ,∇vh)),
where gH is the L2 projection of ∇uh
(gH −∇uh, lH) = 0.
α is a user-selected stabilization parameter and typically, α = O(h) (Refer to [6,7] for the details of the functional settings).
In the numerical computations, the iterative scheme is adopted to implement these two subgrid models [6].
In order to implement the Galerkin method (finite element direct numerical simulation (FEDNS)) under the current
computer capability and limited hardware resources, the Reynolds number is set to equal 103. By this Reynolds number,
we give the comparison results among referred four different methods. The time interval ∆t = 0.001. The mesh scale
h = 1/50 for Galerkin method and h = 1/16 for these two kinds of SGS models. The mesh scale of Galerkin method
is enough to resolve the small scale of current flow structures (h ∝ Re−1/2) [2]. From Figs. 4 and 5, it is very clear that the
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(a) Galerkin method (GM). (b) Current model by elliptical SGS model. (c) Current model by L2 SGS model.
(d) GMQ model. (e) KLR model.
Fig. 4. The contour patterns of pressure fields (t = 1): (a) Galerkin method (GM); (b) Current model by elliptical projection; (c) Current model by L2
projection; (d) GMQ model; (e) KLR model.
(a) Galerkin method (GM). (b) Current model by elliptical projection. (c) Current model by L2 projection.
(d) GMQ model. (e) KLR model.
Fig. 5. The contour patterns of horizontal velocity fields (t = 1): (a) Galerkin method (GM); (b) Current model by elliptical projection; (c) Current model
by L2 projection; (d) GMQ model; (e) KLR model.
(a) t = 8. (b) t = 9.
Fig. 6. The vortex shedding patterns by L2 SGS model: (a) t = 8; (b) t = 9;.
(a) t = 8. (b) t = 9.
Fig. 7. The vortex shedding patterns by elliptic SGS model: (a) t = 8; (b) t = 9;.
proposed subgridmodels in this paper predicts the flow structures best, comparedwith the other two subgridmodels based
on the Galerkin benchmark solutions. From these results, it is proved that the GMQ and KLR subgrid models introduce an
overly strong local dissipation into the flow structures, but the current subgrid model presents a suitable local dissipation
behavior. The analogous results are addressed by the investigations in our recent paper [16].
In order to assess performance of the current SGS models, the very high Reynolds number (Re = 106) are chosen to
implement the computations of complex flow phenomena. In Figs. 6 and 7, the snapshots of vortex shedding are given.
It is obvious that under these very high Reynolds numbers, the flow structures are complex and develop into the two-
dimensional turbulence. The vortex filaments are clearly visible. These results demonstrate that the proposed SGS models
are effective and flexible.
6. Conclusion
In this paper, we investigate two kinds of subgridmodels to simulate high order Reynolds number fluid flows by a P2/P1
finite element pair. The theoretical analysis of this method is based on some regular assumptions. The analysis guarantees
that the proposed SGS terms do not act on the large scale structures of fluid flows. In fact, these methods can be regarded as
a kind of large eddy simulation method. The stability and the error estimates are established.The proposed SGS models
are simple and easily implemented. According to computational results, the SGS models provide some creditability to
engineering applications. The current numerical tests are based on P2/P1 polynomial interpolations. From a computational
view, it is clear that the L2 SGSmodel is superior to the elliptic SGSmodel for numerical aspects. In future, these SGSmodels
will attempt to implement some simulations and research for transient 3D high Reynolds fluid flows.
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