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RESUM  
Aquest projecte té com objectiu el disseny i muntatge d’un sistema compost per 
tres robots mòbils i una unitat central. Aquest sistema pretén servir com a 
plataforma de desenvolupament per a tècniques SLAM. 
Cada robot és capaç de desplaçar-se, mesurar el seu entorn y comunicar-se amb 
la unitat central. La placa de control del robot és una Raspberry Pi. 
Aquest robot conté una unitat sensorial dissenyada específicament, composta per 
una càmera, un làser lineal, un motor pas a pas y un suport elaborat amb 
impressió 3D. 
Per al processament de imatges s’ha usat la llibreria OpenCV. També s’ha 
dissenyat i fabricat una placa auxiliar utilitzant el software CadSoft Eagle. 
La unitat central és un ordinador portàtil que executa una aplicació encarregada 
d’enviar instruccions als robots, de mostrar gràficament els resultats de la 
exploració i usada com interfície entre l’usuari i el sistema. Una de les parts 
importants d’aquesta aplicació és la elaboració d’un mètode d’exploració que 
actua com intel·ligència artificial. La implementació de l’aplicació s’ha realitzat 
amb QtCreator. 
També, s’ha dissenyat i configurat una xarxa Ad Hoc específica per al sistema 
utilitzant tecnologia Wi-Fi. A nivell de programació, s’han utilitzat sockets. 
RESUMEN  
Este proyecto tiene como objetivo el diseño y montaje de un sistema compuesto 
por tres robots móviles y una unidad central. Este sistema pretende servir como 
plataforma de desarrollo para técnicas SLAM. 
Cada robot es capaz de desplazarse, medir su entorno y comunicarse con la 
unidad central. La placa de control del robot es una Raspberry Pi.  
Este robot contiene una unidad sensorial diseñada específicamente, compuesta 
por una cámara, un láser lineal, un motor paso a paso y un soporte elaborado 
con impresión 3D. 
Para el procesamiento de imágenes se ha usado la librería OpenCV. También se 
ha diseñado y fabricado una placa auxiliar utilizando el software CadSoft Eagle. 
La unidad central es un ordenador portátil que ejecuta una aplicación encargada 
de enviar instrucciones a los robots, de mostrar gráficamente los resultados de la 
exploración y usada como interfaz entre el usuario y el sistema. Una de las 
partes importantes de esta aplicación es la elaboración de un método de 
exploración que actúa como inteligencia artificial. La implementación de la 
aplicación se ha realizado en QtCreator. 
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También, se ha diseñado y configurado una red Ad Hoc específica para el sistema 
utilizando tecnología Wi-Fi. A nivel de programación, se han utilizado sockets. 
ABSTRACT 
The goal of this project is the design and assembly of system integrated by three 
mobile robots and one central unit. The intent of this system is to be used as 
platform in SLAM techniques developments. 
Each robot is able to move around, take environment measurements and 
communicate with central unit. The robot control board is a Raspberry Pi. 
This robot has a sensorial block specifically designed, integrated by a camera, 
one lineal laser, one stepper motor and a holder elaborated by 3D printing. 
About the image processing, the OpenCV library has been used. An auxiliary 
board has been designed and made using CadSoft Eagle software. 
The central unit is a laptop that runs an application responsible for send 
instructions to robots, display of the exploration results graphically and used as 
interface between user and system. One of the important parts of this application 
is the elaboration of an exploration method that plays as artificial intelligence. 
The implementation of this application has been done in QtCreator. 
Also, network has been designed and configured specifically to this system using 
Wi-Fi technology. In the programming way, sockets have been used. 
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CAPÍTULO 1: 
INTRODUCCIÓN 
La documentación expuesta en la presente memoria recopila el conjunto de 
información técnica e histórica del desarrollo del Trabajo Final de Grado (de 
ahora en adelante TFG) “Flota de robots móviles para el reconocimiento 
automático del entorno” realizado por los alumnos Ferran Parés Pont y Bruno 
Lionel Caro Huamaní, ambos bajo la dirección del profesor Sebastián Tornil Sin, 
alumnos y profesor de la “Escola Universitària de Enginyeria Tècnica Industrial de 
Barcelona”, específicamente del Grado en “Enginyeria Electrònica Industrial i 
Automàtica”. 
1.1. Finalidad del proyecto 
Este proyecto tiene como objetivo elaborar un sistema, formado por un grupo de 
robots móviles y una unidad de control, que sirva como plataforma para el 
desarrollo de un método para el reconocimiento de un entorno y mostrar el 
resultado de este reconocimiento al usuario. 
Con el fin de probar el correcto funcionamiento del sistema, se plantea también 
como objetivo, la elaboración de un método básico de reconocimiento. 
Este entorno o área de trabajo ha de ser cerrado y estar ubicado en el interior de 
un edificio, por lo tanto, estará delimitado por barreras físicas tales como 
paredes, columnas, puertas y elementos similares.  
Se entiende por reconocimiento la obtención de información sobre las 
dimensiones y forma física del área de trabajo. 
La unidad central será la interfaz de comunicación entre el usuario y el sistema. 
Esta interfaz ha de proporcionar la información obtenida por el sistema de forma 
ordenada, coherente e intuitiva al usuario, mientras que este puede interactuar 
con el sistema. 
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Los robots móviles deben de recabar información del entorno, realizar un pre-
procesamiento de la misma y enviarla a la unidad central. 
1.2. Reparto de tareas 
El reparto de tareas entre los proyectistas ha sido, aproximadamente, como 
detalla la siguiente tabla. 
 
Tabla 1. 1. Reparto de tareas entre los proyectistas. 
 Ferran Parés Bruno Caro 
Búsqueda y pruebas de componentes   
Análisis de métodos de medidas   
Desarrollo del método de medida   
Diseño de la estructura del medidor 
  
Desarrollo del algoritmo de identificación 
de los robots   
Implementación del componente 
identificador   
Diseño del esquemático y PCB de la placa 
auxiliar   
Montaje y comprobación de la placa 
auxiliar   
Montaje de los robots   
Comprobación del movimiento   
Desarrollo del sistema de control de las 
ruedas   
Diseño y fabricación de los encoders 
  
Desarrollo de las comunicaciones   
Desarrollo del entorno gráfico 
  
Desarrollo del software de los robots   
Desarrollo de la inteligencia artificial de 
pruebas   
Redacción de la memoria   
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1.3. Organización de la memoria 
Esta memoria está estructurada en cuatro grandes bloques. Inicialmente hay el 
capítulo “El sistema y su comportamiento” donde se presenta y  explica el 
funcionamiento general del sistema diseñado. 
A continuación, se encuentra el capítulo “Comunicaciones”, donde se detalla el 
tipo de comunicaciones empleado, sus características y el motivo de su elección. 
Así mismo, en este apartado se explica todo lo concerniente a las 
comunicaciones tanto de la unidad central como de los robots. 
El tercer bloque es el que corresponde al capítulo “El robot”, donde se hace un 
desglose de sus diferentes partes físicas y el software implementado. En cada 
subapartado se especifica su concepción, componentes, características y demás 
temas que se presten según la parte del robot mencionada. 
Por último se encuentra el capítulo “Unidad central”, donde se detallan las 
especificaciones técnicas del hardware y del software que componen esta unidad. 
En esta memoria también se incluyen los capítulos de “Conclusiones” y 
“Bibliografía”.
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CAPÍTULO 2:     
EL SISTEMA Y SU 
COMPORTAMIENTO 
Este capítulo está orientado a la presentación y explicación del sistema y, 
posteriormente, el comportamiento del mismo como método básico de 
reconocimiento. En este capítulo solo aparecen justificaciones del método de 
reconocimiento básico, las justificaciones del sistema aparecen en capítulos 
posteriores. 
El sistema está formado por tres robots y una unidad central, la cual es un 
ordenador de procesado. 
 
 
 
 
 
 
 
El ordenador de procesado es una unidad portátil que se encarga de dirigir el 
sistema enviando órdenes genéricas a cada robot, interpretar los datos 
resultantes que los robots envían de vuelta, representar el entorno captado por 
los robots y permitir la entrada de órdenes procedentes del usuario. 
Por otro lado cada uno de los tres robots está formado por las siguientes partes: 
 Chasis: La estructura que sostiene todas las distintas partes y las fija 
en su posición requerida. Está formada de plástico color rojo y contiene 
3 Robots Unidad central 
Figura 2. 1. Componentes que forman el sistema. 
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dos ruedas con sus respectivos motores y reductores y una rueda de 
rotación libre como tercer punto de apoyo. 
 Unidad sensorial: Esta unidad es la encargada de medir las distancias 
que tiene a su alrededor con la finalidad de recoger la información 
necesaria para la futura reconstrucción del entorno. Está formada por 
una cámara (el sensor que recoge la información del entorno), un 
emisor láser de línea enfocada (el encargado de proyectar una 
referencia para la cámara en el entorno), un motor paso a paso (el 
encargado de permitir orientar la cámara y el emisor láser en el ángulo 
requerido) y el soporte que une las tres partes especificadas. 
 Identificador: Se trata de una columna formada por tres diodos LEDs, 
con la finalidad de ayudar a calcular la ubicación de cada robot y un 
método de reconocimiento sencillo de los robots entre ellos mismos. Se 
sitúa encima de la unidad sensorial alineado con el eje de rotación. 
 Encoder: El módulo encargado de medir las vueltas que realizan cada 
una de las dos ruedas. Está formado por un par de ruedas dentadas 
fijadas a los ejes de cada rueda motriz y un optorruptor para cada 
rueda. 
 Placa de control: El módulo encargado de la lógica de control del robot 
y la comunicación con la unidad central. Está formado por una 
Raspberry Pi y contiene, adicionalmente, un módulo Wireless USB. 
 Placa Auxiliar: El módulo encargado de comunicar la placa de control 
con los distintos elementos que componen el robot como el láser, los 
motores, los LEDs, y demás componentes. 
 Módulo de Alimentación: El módulo encargado de proveer la energía 
necesaria a la placa de control y placa auxiliar. Está formado por una 
batería 3S LiPo (3 baterías del tipo Litio–Polímero en serie) y un 
convertidor de tensión por conmutación. También contiene un detector 
de batería baja. 
Los robots tienen la finalidad de seguir las órdenes de la unidad central, así 
movilizándose y recogiendo datos del entorno en el que se encuentran cuando se 
lo pida la misma para después poder realizar la reconstrucción en dos 
dimensiones de este entorno.  
El desplazamiento de los robots se separa en dos tipos de movimientos, el 
rotatorio y el lineal. Cada vez que un robot se le ordene el desplazamiento hacia 
un nuevo destino, este ejecuta previamente la rotación necesaria para orientar el 
robot hacia el destino y después se desplaza rectilíneamente hasta llegar al 
destino. 
Para conseguir realizar las rotaciones y desplazamientos correctamente, cada 
robot se realimenta con la información procedente de los encoders a medida que 
realiza la acción para autocorregirse y/o saber cuándo parar. 
Para recoger datos del entorno los robots realizan lo que se llamará de ahora en 
adelante barridos, haciendo uso de la unidad sensorial. Existen dos tipos de 
barridos, el barrido usual y el barrido referencia.  
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Cada barrido usual mide las distancias a las que se encuentran los obstáculos 
alrededor del robot, de modo que se realiza un número determinado de 
mediciones a distintas angulaciones. El resultado de un barrido usual es la 
obtención de un mapa de puntos bidimensional. 
Los barridos referencia, usando la unidad sensorial y los identificadores, miden la 
distancia y angulación a la que se encuentran los dos robots restantes respecto 
al que realiza el barrido referencia. El resultado de un barrido referencia es la 
obtención del posicionamiento relativo entre los robots. 
  
2.1. Comportamiento 
Para explicar el comportamiento del sistema concebido por los proyectistas se 
abordará el asunto desde el punto de vista de los robots y de la unidad central 
por separado. 
Desde el punto de vista de los robots el comportamiento es dependiente. El robot 
solo se encarga de realizar una orden (conjunto de instrucciones) cada vez que la 
unidad central se la envíe. Obviamente, tiene varias instrucciones que puede 
realizar: 
 Instrucción de desplazamiento. 
 Instrucción de identificación, encendiendo o apagando los LEDs del 
identificador. 
 Instrucción de realización de un barrido usual. 
 Instrucción de realización de un barrido referencia. 
 Orden de calibración de la unidad sensorial. 
Robot 
Robot 1 
Robot 2 
Robot 3 
Figura 2. 2. 
Representación de 
un barrido usual. 
Figura 2. 3. 
Representación de un 
barrido referencia. 
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El comportamiento de la unidad central es dirigente. Se encarga de dirigir los 
tres robots ordenándoles cuando se han de desplazar y hacia donde, cuando han 
de realizar un barrido usual y cuando han de realizar un barrido referencia. 
También se encarga de retransmitir la información, como cuando un robot 
solicita enviar la instrucción de encender o apagar los LEDs del identificador a 
otro robot, o cuando el usuario desea realizar una calibración de la unidad 
sensorial de un robot en concreto. 
Además de las funciones activas para dirigir el comportamiento de los robots, la 
unidad central analiza la información que recibe de estos para ir formando un 
mapa de puntos representativo del entorno y registra las posiciones de los 
robots. 
Llegando al tema de la obtención del mapa que representa el entorno objeto de 
estudio por el sistema, entramos en la necesidad de diferenciar dos conceptos: el 
mapa local y mapa global. 
Un mapa local es un mapa de puntos representativo de la región que rodea un 
robot. La información para obtener este mapa de puntos se recoge 
concretamente con el barrido usual ya explicado. 
 
Un mapa global es la unión correcta de varios mapas locales. El mapa global es 
el que representará finalmente el área de trabajo. Una de las problemáticas más 
importantes en sistemas SLAM y en este proyecto, es realizar esta correcta unión 
de mapas locales. Una de las ventajas que presenta este sistema respecto los 
sistemas SLAM básicos es la disposición de más de un robot, y se aprovecha esta 
ventaja para ayudar al posicionamiento de cada mapa local en el mapa global. 
El posicionamiento de un mapa local dentro el mapa global está directamente 
relacionado con la posición del robot que ha realizado este mapa local. Si 
conocemos la posición del robot en el mapa global sabemos la posición del mapa 
local.  
 
 
 
Robot 1 
Figura 2. 4. 
Representación de un 
mapa local de puntos. 
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La posición inicial de los robots es conocida porque se colocan en una posición 
predeterminada, pero el problema aparece cuando estos se empiezan a 
desplazar. Cuando un robot se desplaza se requiere conocer su posición final y 
para conseguir esta ubicación se recurre al encoder de los robots, que saben 
cuántas vueltas realizan las ruedas del robot en un desplazamiento.  
Aunque este método es válido (y bastante exacto para los objetivos de este 
proyecto), tiende a acumular el error a medida que se realizan varios 
desplazamientos. Aprovechándose de la ventaja que supone tener más de un 
robot, este sistema reconoce la ubicación de un robot después de un 
desplazamiento con la información procedente del encoder y con la información 
procedente de un barrido referencia realizado por otro robot que haya 
permanecido inmóvil durante el proceso de desplazamiento. Si se conoce la 
ubicación relativa antes desplazamiento y añadimos una combinación de 
información procedente del encoder y del barrido referencia realizado por el 
robot que no se ha desplazado, podemos saber la ubicación final del que ha 
realizado el movimiento. Se usa la información de distancia real recorrida por el 
robot procedente del encoder y el ángulo relativo del barrido referencia. 
 
 
 
 
 
Figura 2. 5. Representación de un 
mapa global por unión de mapas locales. 
Robot 1 
Robot 2 
Robot 3 
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2.2. Dinámica de exploración 
La dinámica de exploración es la táctica usada en el método de reconocimiento 
básico del entorno a estudiar. Existen muchas tácticas de exploración con tres 
unidades móviles de las mismas características. A continuación se presentan 
varios ejemplos posibles: 
 Se puede seguir una táctica de dispersión en la que cada uno de los 
robots explore una zona distinta, dividiéndose el entorno y así 
reduciendo el tiempo de exploración.  
 También se puede realizar una táctica de exploración conjunta, donde 
los tres robots irían en conjunto y así obteniendo una mayor correlación 
de las regiones exploradas, lo que aportaría precisión al mapa global.  
 Por otro lado, existe la posibilidad de mantener dos robots en conjunto 
y otro adelantado con la intención de que el primero haga un rápido 
reconocimiento y los otros dos se encargasen de reconocer las partes 
más complicadas que el primero no ha podido reconocer con claridad.  
 O por ejemplo usar igualmente un robot en avanzado para reconocer 
rápidamente el entorno y asignar los desvíos a alguno de los otros dos 
robots que van por detrás. 
Aunque existen muchas tácticas de exploración, en el presente proyecto se 
pretende aprovechar al máximo la disposición de varios robots, y por eso se opta 
por la exploración conjunta (el ejemplo b).  
Al usar la exploración conjunta se obtiene la posición de cada robot por los dos 
métodos explicados al final del punto anterior. Es cierto que los dos métodos 
Figura 2. 6. Obtención de la ubicación de un 
robot después de su desplazamiento. 
Robot 1 
Robot 1 
Robot 2 
M
o
v
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ie
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acarrean error, pero al usar los dos como combinación se consigue reducirlo, 
aportando una mayor exactitud a la ubicación del robot. Esto mejora la 
correlación entre mapas locales así consiguiendo una mayor coherencia en el 
mapa global. 
2.3. Preparativos para el inicio de la exploración 
Para empezar con la exploración se han de realizar unos preparativos previos: 
1. Lo primero es el encendido de la unidad central (el ordenador de procesado). 
2. Encender los robots y esperar a que envíen al ordenador de procesado que 
están listos y operativos. El usuario sabrá que los robots están listos gracias a 
la interfaz gráfica en el ordenador de procesado. 
3. Posicionar los tres robots en fila orientados hacia el entorno a explorar tal y 
como se indica en la siguiente imagen. 
 
2.4. Ciclo de exploración 
Como ya se ha comentado anteriormente (véase el apartado 2.2 Dinámica de 
exploración), los tres robots seguirán una tendencia de exploración conjunta 
para aprovechar al máximo el uso de más de un robot. Teniendo esto en mente 
se procede a explicar los ciclos de exploración. 
Un ciclo de exploración es una lista ordenada y detallada de instrucciones que se 
ejecutan continuamente durante una exploración por el módulo de inteligencia 
artificial de la unidad central. 
El módulo de inteligencia artificial es el que define el método de reconocimiento 
que usa el sistema. Este módulo tiene acceso al mapa global como 
realimentación de información. 
El ciclo de instrucciones se especifica a continuación: 
50             50
Figura 2. 7. Posicionamiento de los tres 
robots al inicio de una nueva exploración. 
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1. Avance de los dos robots más atrasados a puntos avanzados sin dispersarse 
demasiado. 
 
2. Barrido referencia del robot que no se ha desplazado. 
 
 
 
 
Robot1 
Robot1 
Robot2 
Robot2 
Robot3 
Figura 2. 8. Representación del avance de 
los dos robots más atrasados. 
Robot1 Robot2 
Robot3 
Figura 2. 9. Representación del barrido referencia 
realizado por el robot que no se ha desplazado. 
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3. Barrido usual de los dos robots que han avanzado. 
 
Con estas tres instrucciones repetidas cíclicamente se explora continuamente el 
entorno objeto de estudio por el sistema. 
 
 
Robot1 Robot2 
Robot3 
Figura 2. 11. Representación del ciclo de la dinámica de 
exploración. 
Figura 2. 10. Representación de los barridos usuales 
realizados por los robots que se han desplazado. 
Avance de los dos 
robots más 
atrasados a puntos 
avanzados sin 
dispersarse 
demasiado.
Barrido referencia del robot 
que no se ha desplazado.
Barrido usual de los 
dos robots que han 
avanzado.
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CAPÍTULO 3:  
COMUNICACIONES 
El proyecto presente requiere de una red de comunicaciones inalámbrica que 
permita la transmisión de datos entre cada uno de los robots existentes y la 
unidad central (a cada dispositivo independiente se llamará nodo).  
Dentro de todas las tecnologías existentes para crear redes inalámbricas, como 
el Bluetooth o ZigBee, se ha decidido utilizar la tecnología Wi-Fi por las 
facilidades que presenta el hecho de tener una tarjeta de red compatible en el 
ordenador que desempeña las funcionalidades de la unidad central y la 
disposición de un puerto USB en cada placa de control de cada robot. Aparte, la 
tecnología Wi-Fi presenta una gran estabilidad y potencia. 
Usando tecnología Wi-Fi se usa el estándar 802.11, en concreto, el estándar que 
usa este proyecto es el IEEE 802.11n por ser uno de los más generalizados y 
tener una velocidad de hasta 300 Mbps. El estándar IEEE 802.11n trabaja en la 
banda de 2,4 GHz. 
El Hardware usado es un adaptador inalámbrico USB (Universal Serial Bus), 
modelo TL-WN725N de la marca TP-Link®. Este es de tamaño reducido y usa el 
estándar IEEE 802.11n. Su relación calidad-precio destacaba en el mercado y su 
resultado después de la compra fue satisfactorio, así que se consideró el 
dispositivo físico definitivo para las comunicaciones. 
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El modo de red que se usa en el proyecto es Ad Hoc. En una red Ad Hoc cada 
nodo participa dinámicamente en la transmisión y recepción de datos sin la 
necesidad de un módulo físico que se encargue de la gestión de las 
comunicaciones. Este modo de red implica tener todos los nodos a un mismo 
nivel de importancia. 
El protocolo de transporte de datos usado es TCP (Transmission Control 
Protocol). Los dos protocolos de transporte más conocidos y usados son el TCP y 
UDP, y la principal razón de usar TCP es la garantía que presenta el protocolo 
TCP en la llegada de los paquetes a su destinatario en perfecto estado y mismo 
orden gracias a la conexión orientada con enlaces entre los nodos que desean 
comunicarse. 
Se enlaza cada robot con la unidad central siguiendo una topología en estrella. 
Cada anclaje de conexión se llama técnicamente socket. 
 
 
Figura 3. 1. Adaptador inalámbrico 
USB modelo TL-WN725N. 
Figura 3. 2. Esquema de la topología de la red. 
Ordenador 
de 
Procesado
Robot 
1
Robot 
2
Robot 
3
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Con esta topología los robots no pueden transmitir datos directamente a otro 
robot, lo deben hacer a través de la unidad central. Este diseño está realizado 
con la intención de centralizar el flujo de información por la unidad central y no 
tener que soportar tres enlaces más entre robots. 
Las IP asignadas a cada nodo es de clase C, ya que solo se deben conexionar 4 
nodos y con el último byte de la IP ya podemos asignarlos todos. Cada IP está 
asignada siguiendo el orden numérico del último byte: 
 
Tabla 3. 1. Asignación de la IP a cada nodo. 
Nodo IP asignada 
Unidad central 192.168.0.1 
Robot 1 192.168.0.2 
Robot 2 192.168.0.3 
Robot 3 192.168.0.4 
 
Por último, la organización funcional de las comunicaciones es del tipo servidor-
cliente, teniendo como servidor el ordenador de procesado y como clientes los 
tres robots. Con esta organización funcional lo normal es que el cliente haga 
solicitudes al servidor y este responda, aunque no se pretende que el sistema 
tenga este comportamiento, el tipo de arquitectura se adapta muy bien a la 
arquitectura personalizada que requiere el sistema. 
Los robots siempre esperan instrucciones de la unidad central (excepto en la 
inicialización de cada robot, donde es el propio robot el que envía el primer 
mensaje de comunicaciones) y estos responden al finalizar la tarea que se les 
pedía realizar. Esta organización funcional, como podemos ver, se adapta 
perfectamente a la del servidor-cliente. 
3.1. Bloque de comunicaciones de la unidad 
central 
La unidad central alberga un programa de control encargado de su 
comportamiento en el sistema. Este programa se divide en bloques, y uno de 
estos es el encargado del envío y recibo de paquetes de información con los 
robots a través de la red. 
Este bloque también se encarga de la creación y vinculación de cada socket con 
cada uno de los otros tres robots. Para mantener la comunicación en todo 
momento activa con cada uno de los tres robots, este bloque contiene tres 
bloques en su interior dedicados a esta tarea. 
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Como se observa en la figura 3.3, estos tres bloques dedicados continuamente al 
envío y recibo de paquetes de datos con otro nodo se llama socket. Cada socket 
está vinculado exclusivamente a un nodo y, una vez vinculado, solo puede enviar 
información a ese nodo y toda la información que recibe proviene de ese nodo, 
por este motivo se dispone de tres sockets. 
Cada vez que un socket recibe un paquete de información lo transmite a su 
bloque superior, el bloque de comunicaciones y, por el otro lado, siempre que 
tiene que enviar un paquete de información es porque el bloque de 
comunicaciones le ha transmitido un paquete de información a enviar. 
Figura 3. 3. Diagrama del bloque de comunicaciones del programa 
Servidor de la Unidad Central. 
Bloque de Comunicaciones 
Paquete de información Nº Robot 
Robot X Robot X Robot X 
Socket 
con 
Robot 
Socket 
con 
Robot 
Socket 
con 
Robot 
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El bloque de comunicaciones gestiona todo el envío y recibo de paquetes con 
otros bloques del programa de control y, además, inicializa y cierra los sockets al 
inicio y final del programa de control. 
En la inicialización, el bloque de comunicaciones espera la petición de vinculación 
por parte de algún robot. Cuando un robot realiza esta petición, el bloque de 
comunicaciones habilita el primer socket y lo conecta a este. Este robot envía su 
identificación y el socket la envía al bloque de comunicaciones para que archive 
la vinculación entre el primer socket y el robot X. 
Así pues, cuando se han vinculado los tres sockets, el bloque de comunicaciones 
sabe siempre a que socket le debe ordenar que envíe un paquete de información 
que tiene como destinatario un robot en concreto y, por el contrario, cuando 
recibe información de un socket en concreto sabe de qué robot procede la 
información. 
Entonces, toda la gestión de envío y recibo de paquetes de información entre el 
bloque de comunicaciones y otros bloques pertenecientes al programa de control 
se realiza en dos argumentos, donde el primer argumento es el paquete de 
información y el segundo argumento el número del robot vinculado a la 
información. 
3.2. Bloque transmisor de los robots 
El bloque transmisor de datos del programa del robot es el encargado de enviar y 
recibir todos los paquetes relacionados con el robot correspondiente. Además de 
enviar y recibir datos, también debe realizar la petición de vinculación con el 
bloque de comunicaciones de la unidad central. 
Una vez vinculado con un socket, el bloque funciona de forma distinta a los 
explicados en el programa de control de la unidad central. Este bloque siempre 
que su bloque superior se lo pida envía un paquete de datos y mantiene en 
espera todo el programa del robot hasta que reciba una respuesta. 
Una vez recibe el paquete de información perteneciente a la respuesta, archiva 
esta información y deja proseguir el programa del robot. 
Cuando el bloque superior necesita acceder a la información de la respuesta, este 
se lo pide y el bloque le proporciona la información archivada previamente. 
Entonces, este bloque solo trabaja cuando se le pide enviar un paquete de datos 
bloqueando todo el programa del robot hasta recibir respuesta y cuando se le 
pide la información archivada de la respuesta, a diferencia de los 3 bloques por 
parte de la unidad central que trabajan continuamente. 
3.3. Paquetes de información del sistema 
En este capítulo se ha hablado de paquetes de información que se envían a 
través de la red de comunicaciones entre cada robot y la unidad central, pero no 
de la información específica que contiene, es decir, los mensajes. 
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En este apartado se presentan los posibles mensajes y sus respectivos formatos 
técnicos. Existen 14 mensajes distintos, pero se dividen en dos grupos según si 
son mensajes enviados por la unidad central o por uno de los robots. Los 7 
mensajes enviados por la unidad central son instrucciones, mientras que los 7 
mensajes enviados por el robot son 2 solicitudes y 5 respuestas. 
Seguidamente se presentará un listado de los 14 distintos mensajes que pueden 
ser enviados como paquete de información separado en dos tablas, pero antes se 
debe informar de las representaciones técnicas de dichos mensajes. 
 “Texto”: Cuando se representa una serie de caracteres entre comillas 
hace referencia a la propia serie de caracteres conservando las 
mayúsculas y minúsculas en el mismo formato. 
 S: Cuando se representa una ‘S’ en mayúscula hace referencia al carácter 
de un signo más (+) o al carácter de un signo menos (-). 
 [xxx…]: Cuando se representa una serie de ‘x’ en minúscula entre 
corchetes hace referencia a una serie de caracteres, tantos como ‘x’ 
representadas, y cada carácter de la serie será el representativo a un 
dígito numérico.  Por ejemplo, [xx] podría equivaler a “74”. 
 R: Cuando se representa una ‘R’ en mayúscula  hace referencia al 
carácter representativo de un dígito, el cual hace referencia al número 
del robot, “1” para el robot 1, “2” para el robot 2, “3” para el robot 3 y un 
par más, “4” para el último robot que haya enviado un mensaje (aunque 
solo se ha usado para pruebas de desarrollo) y “5” para el robot que ha 
realizado el barrido referencia en el ciclo actual. 
 Instrucción (A o B): Solo se usa en la instrucción I y hace referencia al 
conjunto de caracteres de la instrucción A o de la instrucción B. 
En primer término se presenta una tabla de las 7 posibles instrucciones que 
puede enviar la unidad central al robot: 
Tabla 3. 2. Mensajes que puede enviar la unidad central a un robot. 
- Formato Descripción 
A “LedsOpening” Instrucción para encender los tres LEDs del identificador 
del robot. 
B “LedsClosing” Instrucción para apagar los tres LEDs del identificador 
del robot. 
C “Done” Instrucción para avisar que se ha encendido o apagado 
con éxito los LEDs identificadores del robot al que se le 
había solicitado tal acción. 
D “MoveTo”+S+[xxx]+S
+[xxx] 
Instrucción para el desplazamiento del robot a un nuevo 
punto. Esta instrucción contiene una primera parte de 
texto (“MoveTo”) que informa de la acción que debe 
realizar el robot. La instrucción sigue con un par de 
conjuntos de signo más tres dígitos, el primero haciendo 
referencia a una distancia X y el segundo a una 
distancia Y que representan un punto según 
coordenadas cartesianas centradas y orientadas en la 
posición y orientación del robot. 
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E “Calibration”+[xxx] Instrucción para la calibración del sensor de distancias. 
Esta instrucción está formada por un texto inicial 
(“Calibration”) informador de la acción a realizar seguido 
de 3 dígitos referentes a la distancia a la que se 
encuentra el obstáculo del sensor en el momento de la 
calibración. 
F “SweepRef”+[xxx]+[x
xx] 
Instrucción para la realización de un barrido referencia. 
Esta instrucción contiene una primera parte de texto 
(“SweepRef”) que informa de la acción a realizar 
seguido de un par de conjuntos de tres dígitos. Cada 
uno representa el ángulo en que se deberían encontrar 
los otros dos robots respecto a la orientación del propio. 
G “SweepUsu” Instrucción para la realización de un barrido usual. 
 
En segundo término se presenta una tabla de 5 posibles respuestas y 2 posibles 
solicitudes que puede enviar el robot a la unidad central: 
 
Tabla 3. 3. Mensajes que puede enviar el robot a la unidad central. 
- Formato Descripción 
H “Ready”+R Solicitud de instrucción a la unidad central ya que el 
robot R está listo y operativo. 
I “SendToRPI”+R+Instr
ucción (A o B) 
Solicitud de renvío de un mensaje concreto a otro robot. 
Esta solicitud está formada por un texto inicial 
(“SendToRPI”) que informa de la petición de renvío de 
un mensaje, seguido del número del robot R al que se 
ha de enviar el mensaje y el texto de la instrucción A o 
la instrucción B, que son los dos únicos mensajes que 
hay que reenviar en este sistema. 
J “Dist”+[xxx] Respuesta informativa de la distancia que contabiliza 
que se ha desplazado. Esta respuesta está formada por 
un texto inicial (“Dist”) que informa del tipo de 
información que se proporciona, seguido de tres dígitos 
representativos de la distancia contabilizada en 
centímetros. 
K “CalibrationDone”+S+
[xxxxx] 
Respuesta informativa de la realización de la calibración 
y con qué valor de error. Esta respuesta contiene una 
primera parte de texto (“CalibrationDone”) que informa 
de que la acción de calibración se ha realizado, seguida 
de un signo con 5 dígitos representativos del error 
técnico que ha encontrado. 
L “0”,R,[xxxxx],[xxx],R,
[xxxxx],[xxx] 
Respuesta informativa de los resultados del barrido 
referencia. Cada parte diferenciada de este mensaje va 
separada por comas. El “0” inicial nos indica el tipo de 
información que se envía, seguido de un par de 
conjuntos de información precedidos por el robot R del 
cual se relaciona la información. Los 5 primeros dígitos 
son el ángulo relativo al que ha encontrado el robot R 
(los dos últimos dígitos son decimales) y los 3 dígitos 
siguientes son la distancia a la que calcula que se 
encuentra. 
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M “1”,[xxx],[xxx]…[xxx] Respuesta informativa de los resultados del barrido 
usual. Cada parte diferenciada de este mensaje va 
separada por comas. El “1” inicial nos indica el tipo de 
información que se envía, seguido de 64 grupos de 3 
dígitos cada uno representativos de la distancia en 
centímetros a la que se encuentra un obstáculo en cada 
angulación. 
N “NotRecognized” Respuesta informativa de que no reconoce la instrucción 
recibida por parte de la unidad central. 
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CAPÍTULO 4: 
ROBOTS 
En este capítulo se desarrollara el tema de la concepción y fabricación de los 
robots. Aunque en capítulos anteriores ya se han hecho referencias a las 
distintas características de los robots, en los próximos apartados se ira 
detallando cada una de las partes de estos. 
En todos los apartados se hará una descripción del elemento en cuestión y la 
justificación de su elección, sin embargo, donde sea posible, se harán referencias 
a otros componentes o métodos probados.  
4.1. Mecanizado 
Físicamente los robots han de poder albergar todos los módulos necesarios para 
cumplir con el requerimiento de robots móviles y su función de exploración. Esto 
implica que se ha de elegir un chasis y una configuración adecuada. 
Para cumplir con los requerimientos comentados se debatió entre las distintas 
opciones: 
 Chasis con ruedas tipo oruga 
 Chasis de cuatro ruedas motrices 
 Chasis de dos ruedas motrices con una rueda omnidireccional 
4.1.1. Características de las posibles opciones 
Todos los chasis cumplen con la necesidad de albergar los módulos físicos que 
requiere el robot para su funcionamiento, así que el debate entre los tres tipos 
de chasis se centró en su capacidad de movimiento, precio y costes energéticos. 
La capacidad de movimiento en los tres tipos de chasis es decente, pero según 
las características del sistema de robots presente, el chasis con ruedas tipo oruga 
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es el que presenta mayores ventajas por la gran área de fricción con la superficie 
en la que se desplaza, lo que le aporta una gran adherencia al medio. 
 
 
Figura 4. 1. 
Chasis de 
cuatro ruedas. 
 
Figura 4. 2. Chasis 
de dos ruedas con 
rueda omnidireccional. 
 
 
Figura 4. 3. 
Chasis con 
ruedas tipo 
oruga. 
Por otro lado, el chasis de dos ruedas motrices es la mejor opción hablando en 
términos de consumo energéticos, ya que solo hay que alimentar dos ruedas 
motrices a diferencia de los otros modelos. 
Por lo que hace el precio, el chasis más caro es el chasis con ruedas tipo oruga, 
seguido del chasis de cuatro ruedas motrices y, por último, el chasis de dos 
ruedas motrices con una rueda omnidireccional, que es la opción más barata. 
4.1.2. Chasis de dos ruedas 
Finalmente el chasis elegido fue el modelo de dos ruedas, este modelo es un kit 
que incorpora todas las piezas necesarias para su montaje: 
 Estructura de soporte (dos láminas de plástico). 
 Dos ruedas de plástico. 
 Dos motores con reductor. 
 Una rueda omnidireccional. 
 Portapilas. 
 Dos ruedas dentadas (para utilizarlas como encoders) 
 Tornillería y sujeciones. 
El chasis elegido cumplía con todos los requerimientos básicos solicitados, pero 
se tuvieron que hacer algunas modificaciones para albergar componentes que no 
encajaban.  
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Se realizaron dos perforaciones en la zona trasera de la lámina inferior para la 
colocación de un interruptor general. También se redujo el grosor de las ruedas 
dentadas para poder utilizarlas junto con el optorruptor del que se disponía. 
Sin embargo una vez montado el chasis y probados los motores, se observó la 
baja calidad de estos. Durante las pruebas, se comprobó que los motores no 
arrancaban a la vez, creando así un problema de dirección; si se controlan los 
motores por igual, el robot no avanza en línea recta, porque los motores no 
tienen el mismo comportamiento. 
 
Figura 4. 4. Detalle del interruptor fijado mediante 
bridas. 
Figura 4. 5. Componentes que incluye el kit de montaje del 
chasis elegido. 
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Para solucionar estos problemas, se han tenido que hacer modificaciones tanto 
en el programa de control del robot como en la placa auxiliar encargada de los 
drivers de los motores. Estas modificaciones se resumen en un control de 
velocidad por separado para cada rueda, dicho control es realimentado por la 
información obtenida mediante los enconders colocados en las ruedas. 
El control comentado, busca regular las velocidades de las ruedas con el fin de 
compensar las diferencias propias de cada motor y rueda. 
4.2. Dispositivo de control 
Como se ha mencionado anteriormente, la electrónica de control es básicamente 
una Raspberry Pi modelo A. Esta placa es una SBC (Small Board Computer) u 
ordenador de placa reducida desarrollado por la fundación Raspberry Pi. 
La elección de la Raspberry Pi como plataforma de desarrollo, responde a dos 
puntos importantes, el precio y el soporte de la comunidad, siendo el segundo un 
factor decisivo, ya que muchas de las placas similares a esta se han originado 
dentro del movimiento open hardware, donde el soporte oficial del fabricante es 
limitado, siendo la misma comunidad de usuarios la que genera los recursos 
necesarios para su uso. 
Actualmente existen dos modelos de esta placa: el modelo B, que presenta todas 
las características disponibles, y el modelo A, que cuenta con menos 
características. En la siguiente tabla se puede observar un resumen de las 
características de ambos modelos. 
Tabla 4. 1. Comparativa entre modelos A y B de Raspberry Pi. 
 Modelo A Modelo B 
Chip Principal Broadcom BCM2835 (CPU + GPU + DSP + SDRAM + puerto 
USB) 
CPU ARM 1176JZF-S a 700 MHz 
GPU Broadcom VideoCore IV, con soporte para OpenGL ES 2.0, 
MPEG-2 y VC-1 (con licencia), 1080p30 H.264/MPEG-4 AVC3 
Memoria (SDRAM) 256 MB 512 MB 
Puertos USB 2.0 1 2 
Entrada de video Conector MIPI CSI que permite instalar un módulo de cámara 
desarrollado por la RPF 
Salida de video Conector RCA (PAL y NTSC)  
HDMI (rev1.3 y 1.4) 
Interfaz DSI para panel LCD 
Salida de audio Conector de 3.5 mm 
HDMI 
Almacenamiento 
integrado 
SD / MMC / ranura para SDIO 
Conectividad de red ninguna 10/100 Ethernet (RJ-45) via 
hub USB 
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Periféricos de bajo nivel 8 x GPIO, SPI, I²C, UART 
Reloj en tiempo real ninguno 
Consumo energético 500 mA, (2.5 W) aprox. 700 mA, (3.5 W) aprox. 
Fuente de alimentación 5 V vía Micro USB o GPIO header 
Dimensiones 85.60mm × 53.98mm 
 
La elección del modelo de Raspberry Pi a utilizar vino determinada por las 
características mínimas necesarias requeridas y el precio. Se consideraron como 
características mínimas necesarias, las siguientes: 
 Conector para cámara 
 Conector USB para un adaptador Wi-Fi 
 Pines GPIO 
Estas tres características son cubiertas por el modelo A, por otra parte, el modelo 
B aporta más rapidez de cálculo debido a su mayor memoria SDRAM, pero con la 
memoria de la que dispone el modelo A, es suficiente para esta aplicación. 
  
Inicialmente la puesta a punto y las primeras pruebas se realizaron conectando 
una pantalla mediante el puerto HDMI y un set de teclado y ratón inalámbricos 
mediante el único puerto USB.  
4.2.1. Sistema operativo 
Como se ha podido ver en la tabla 4.1 la Raspberry Pi puede soportar varios 
sistemas operativos, algunos basados en Linux. Desde la web oficial de la 
Raspberry Pi Foundation se pueden descargar los siguientes sistemas operativos: 
 Raspbian, basado en debian wheezy. 
 Pidora, basado en fedora. 
 ARCHLINUX ARM, sistema operativo basado en ArchLinux. 
Figura 4. 6. 
Raspberry Pi modelo A. 
Figura 4. 7. 
Raspberry Pi modelo B. 
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 OpenElec, media center basado en XBMC. 
 RASPBMC, media center basado en XBMC. 
 RISC OS, sistema operativo específico para plataformas ARM. 
El hecho de que estos sistemas operativos sean recomendados por la Raspberry 
Pi Foundation da a entender que son sistemas con cierta madurez, por lo que son 
seguros.  
El sistema operativo elegido fue Raspbian, por ser un sistema sencillo, estable y 
con un gran soporte por parte de la comunidad de usuarios, gracias a estas 
características, la Raspberry Pi Foundation lo recomienda como sistema operativo 
para principiantes. 
El proceso de instalación se realizó mediante la herramienta New Out Of the Box 
Software (NOOBS), la cual es una imagen que ha de ser cargada en la tarjeta 
SD. Una vez cargada la imagen, esta te permite elegir entre distintos sistemas 
operativos y se encarga de la instalación del mismo. 
Raspbian puede ejecutar un escritorio LXDE (Lightweight X11 Desktop 
Environment) el cual se puede activar desde el menú de configuración que se 
abre en el primer inicio del sistema operativo. El escritorio fue utilizado en los 
primeros días cuando se probaba el procesamiento de las imágenes capturadas 
por la cámara, una vez configurada la red y acabado el bloque de procesamiento 
de imágenes, se desactivo el escritorio, trabajando así con la consola del sistema 
operativo mediante una conexión de tipo SSH (Secure Shell). 
4.3. Módulo sensorial de distancias 
Por los objetivos del robot, es necesaria la incorporación de un módulo capaz de 
medir distancias. En la actualidad existen varios tipos de sensores que cumplen 
con esta función. 
Los más utilizados en aplicaciones de este estilo son: 
 Sensores de ultrasonidos. 
 Sensores de infrarrojos. 
 Sensores LIDAR. 
Sin embargo, la utilización de estos sensores, obligaba a la incorporación de un 
módulo específico para la detección de los otros robots. Para salvar la dificultad 
del reconocimiento de otros robots, se decidió por el uso de una cámara (véase 
en el apartado 4.5 Modulo identificador). 
Puesto que el robot ya incorporaría una cámara, se buscaron métodos que nos 
permitiesen hacer uso de ella para medir también las distancias. 
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La cámara elegida fue el Raspberry Pi camera module, esta cámara ha sido 
diseñada y fabricada por la Raspberry Pi Foundation para su uso con la 
Raspberry Pi. El principal motivo por el cual se eligió esta cámara fue el hecho de 
que disponía de un conector específico para su conexión; en cambio, el resto de 
cámaras normalmente dispone de un conector USB, lo cual implicaría un total de 
dos dispositivos USB, siendo necesario cambiar a la Raspberry Pi modelo B o 
utilizar un HUB USB. 
 
Figura 4. 11. Raspberry Pi camera module con su cable plano. 
 
Esta cámara se conecta mediante un cable plano flexible de 15 hilos al conector 
del puerto CSI (Camera Serial Interface) de la Raspberry Pi. Las principales 
características de esta cámara son las siguientes: 
Tabla 4. 2. Características Raspberry Pi camera module. 
Tipo de sensor OmniVision OV5647 Color CMOS QSXGA 
(5-megapixel) 
Tamaño del sensor 3.67 mm x 2.74 mm 
  
 
Figura 4. 8. 
Sensor de 
distancia por 
infrarrojos 
Figura 4. 9. 
Sensor de 
distancia por 
ultrasonido. 
Figura 4. 10. 
Sensor LIDAR. 
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Resolución 2592 x 1944 
Angulo de visión 54º x 41º 
Video 1080p a 30 fps con el codec H.264 (AVC) 
Tamaño de la placa 25 mm x 24 mm 
 
4.3.1. Método de medida 
Para medir las distancias, se usa un método que necesita un emisor laser el cual 
ha de apuntar hacia el objeto a medir. Para explicar el método, primero se hace 
una aproximación al modelo geométrico de una cámara. 
 
Como se puede observar en la figura 4.12, un objeto tridimensional se 
representa bidimensionalmente en una imagen. Además, la posición del objeto 
en la imagen es proporcional a la posición del objeto real en el campo de visión 
de la imagen. 
Según el fabricante, esta cámara tiene un ángulo de visión de 54º x 41º, sin 
embargo, durante el desarrollo del proyecto, se comprobó que esto solo se daba 
cuando se trabajaba con un tamaño de imagen máximo (2592px x 1944px). 
 
Plano de  
imagen 
Centro óptico 
Distancia focal 
Proyección del 
objeto sobre 
la imagen 
Figura 4. 12. Modelo geométrico de una cámara 
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Con el fin de reducir el tiempo de cálculo, se optó por trabajar con imágenes más 
pequeñas, pero esto repercutió en una disminución del ángulo de visión de la 
cámara. El ángulo final con el que se trabaja es de 31º x 23,25º. 
Aplicando este modelo geométrico de la cámara, se puede ver como la distancia 
de los objetos influye en como son representados en la imagen. 
La finalidad del sensor es medir en una angulación concreta a que distancia se 
encuentra el primer objeto, con lo que se usa un emisor láser apuntando en la 
misma angulación como referencia. Este láser emite en el medio, así 
representándose en la imagen que se realiza con la cámara. 
 
 
 
 
El láser es de tipo línea, aunque inicialmente se hicieron pruebas con un láser de 
tipo puntero. La decisión de utilizar este tipo de laser vino dada por la ventaja 
que nos otorga al permitir la elección de la altura a medir. 
Cuando se utiliza un láser de tipo puntero, es necesario que se adecue el código 
de búsqueda del punto, a la posición en que se ha colocado el láser. Esto es 
debido a que la búsqueda del puntero láser en toda la imagen a través de código 
es demasiado pesada, lo que se traduce en lentitud a la hora de ejecutarlo. Esto 
obliga a una colocación bastante precisa en los tres robots del puntero láser, ya 
que el código que se encarga de realizar las mediciones es el mismo para los 
tres. 
Figura 4. 13. Variación de la representación del láser en una 
foto en función de la distancia del objeto al que apunta el láser. 
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Por otra parte, cuando se utiliza un láser de tipo línea, y este es colocado de 
forma que la línea quede verticalmente en la imagen, la búsqueda de esta es 
más sencilla, ya que tan solo hay que buscar en una sola línea horizontal a la 
altura central. 
 
 
El modelo matemático para calcular la distancia al objeto que está apuntando el 
emisor láser se basa principalmente en la trigonometría. La cámara, el emisor 
láser y la representación del láser en el objeto forman los tres vértices de un 
triángulo rectángulo. Este es el modelo ideal usado para calcular 
xl 
D
is
ta
n
c
ia
 
θ 
θ 
Área de búsqueda del 
puntero láser 
Línea de búsqueda del 
láser 
Figura 4. 14. Área de 
búsqueda del puntero. 
Figura 4. 15. Línea de 
búsqueda de una línea 
laser. 
Figura 4. 16. Triángulo rectángulo usado para el 
modelo matemático. 
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Como se ve representado en la figura 4.16 la angulación con que percibe el láser 
la cámara es directamente proporcional a la columna donde se encuentra 
representado de la imagen. La imagen que proporciona la cámara tiene una 
resolución de 960px x 720px, lo que significa que hay 960 columnas discreteadas 
en la imagen referentes a 31º. Como el emisor laser no puede aparecer en la 
mitad izquierda de la imagen, solo se opera en la mitad derecha de la imagen, 
que son 480 columnas referentes a la mitad de angulación, es decir, 15,5º. 
Se busca un factor de relación entre las columnas y la angulación: 
 
 
480 𝑐𝑜𝑙𝑢𝑚𝑛𝑎𝑠
15,5ᵒ
= 30,97 𝑐𝑜𝑙𝑢𝑚𝑛𝑎𝑠/𝑔𝑟𝑎𝑑𝑜 (1) 
 
Este valor significa que 31 columnas desde el centro de la imagen son 
equivalentes a 1º del ángulo θ. Así pues, el cálculo para obtener el ángulo θ a 
partir de la columna donde se identifica representado el láser es el siguiente: 
 
 𝜃 =
Nº 𝑐𝑜𝑙𝑢𝑚𝑛𝑎𝑠−480 𝑐𝑜𝑙𝑢𝑚𝑛𝑎𝑠
30,97 columnas/grados
  (2) 
 
Se restan la mitad de columnas porque siempre que se identifica el láser en la 
imagen se contabiliza protocolariamente las columnas desde la izquierda de la 
imagen. 
El valor xl es la distancia entre el emisor láser y el sensor de la cámara en 
centímetros. Esta medida se puede escoger arbitrariamente, aunque más 
adelante se explica en que implica usar un valor u otro, que es en lo que 
realmente los proyectistas se han basado para escoger un valor adecuado. 
Si se conoce el valor de xl representativo de uno de los catetos del triángulo 
rectángulo y el ángulo θ, se puede averiguar el valor del otro cateto referente a 
la distancia entre la unidad sensorial y el objeto con el siguiente cálculo: 
 
 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎 =
xl
𝑡𝑔(𝜃)
  (3) 
 
La distancia calculada con este cálculo es en centímetros ya que la tangente es 
adimensional y xl en centímetros. 
El rango de distancias positivas que se pueden medir con este método es infinito, 
pero la precisión disminuye a medida que se pretenden medir distancias más 
lejanas. Además, existe un rango entre la distancia nula y lo que se llamará 
distancia umbral, en que no se puede medir la distancia por demasiada 
proximidad a la unidad sensorial. 
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La razón por la que no se puede medir dentro este rango se puede observar en 
la figura X. El hecho de que el láser no aparezca representado en la imagen de la 
cámara porque el obstáculo se encuentra demasiado cerca, imposibilita el cálculo 
del ángulo y, en consecuencia, de la distancia. 
Para calcular la distancia umbral se realiza el siguiente cálculo: 
 
 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎 𝑢𝑚𝑏𝑟𝑎𝑙 =
xl
𝑡𝑔(15.5ᵒ)
 (4) 
 
Los proyectistas consideran que los robots no deberán medir obstáculos a menos 
de 20 centímetros, por lo tanto: 
 
 𝑥𝑙 = 𝑡𝑔(15.5ᵒ) ∗ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎 𝑢𝑚𝑏𝑟𝑎𝑙 = 𝑡𝑔(15.5ᵒ) ∗ 20 𝑐𝑚 =  5,54 𝑐𝑚  (5) 
 
Para usar una medida exacta se decide utilizar una separación entre cámara y 
emisor láser de 5 centímetros, así obteniendo una distancia umbral de 18 
centímetros. 
Distancia 
umbral 
Figura 4. 17 Representación de la distancia umbral. 
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La metodología explicada hasta el momento considera un contexto ideal. En la 
realidad, el láser no queda perfectamente orientado como se ha explicado hasta 
el momento y la necesidad de corregirlo obligó a los proyectistas a desarrollar 
más el método añadiendo un factor corrector a este problema. 
 
Usando la razón trigonométrica de la tangente como en el método ideal: 
 
 tg(θ) =
𝑥𝑙−𝑥𝑒
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎
=
𝑥𝑙
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎
− tg(Φ) (6) 
 
Si aislamos la distancia: 
 
 distancia =
𝑥𝑙
tg(θ)+ tg(Φ)
 (7) 
 
La única diferencia que presenta esta ecuación en comparación con la calculada 
en el método ideal es la tangente de Φ. Esta tangente se usará como factor de 
calibración en el método avanzado. Para darle valor cada vez que se desee 
calibrar solo hay que seguir la siguiente ecuación: 
 
xl 
xe 
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θ 
θ 
Φ 
Φ 
Figura 4. 18. Método avanzado de 
medición de la distancia 
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 tg(Φ) =
𝑥𝑙
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎
 −  tg(θ) (8) 
En el caso de conseguir la idealidad en el método, este factor de error tiene valor 
nulo. 
4.3.2. Componente rotatorio 
Entre los requisitos de la unidad sensorial, estaba el que pudiese girar sobre su 
eje para poder captar un número mayor de medidas, sin necesidad de que el 
robot se mueva. Actualmente existen dispositivos capaces de realizar este 
movimiento, como son los servos o los motores paso a paso. 
Durante la concepción de la unidad sensorial se probaron y analizaron los 
siguientes dispositivos: 
Servomotor, se trata de un componente que nos permite hacer un giro de 180º 
grados (los hay de 90º también), se alimenta mediante dos pines (tensión y 
masa) y se controla a través de un tercer pin, al cual se le ha de aplicar un señal 
PWM, donde el tiempo en estado alto de esta marca el ángulo al que se orienta el 
servomotor. Desde un principio parecía buena opción debido a la facilidad de 
uso, sin embargo se descubrió la dificultad de control y conexión con la 
Raspberry Pi.  
 
Para conectar el servomotor con la Raspberry Pi, es necesaria la utilización del 
pin 1, el único capaz de proporcionar una salida PWM. En caso de no querer 
utilizar dicho pin, es necesaria la utilización de un chip que genere una señal 
PWM a partir de un bus de comunicación como el I2C. Por otra parte, los servos 
tiene la limitación de tener un ángulo máximo de giro inferior a los 360º. 
Servomotor de rotación continua, en este tipo de servomotor en, en lugar de 
controlar el ángulo, se controla la velocidad de giro. Tal como su nombre lo 
indica, es capaz de girar continuamente, saltándose así la limitación de ángulo 
máximo, sin embargo, al no poseer un control de posición, es de difícil 
implementación en proyectos que requieran posicionarlo a un ángulo concreto. 
 
Figura 4. 19. Servomotor de tamaño reducido. 
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Finalmente tenemos el motor paso a paso, estos dispositivos son capaces de 
ofrecer rotación continua, pero controlado paso a paso. Por lo general están 
compuestos de dos bobinados que se controlan de forma independiente, según si 
estos disponen de toma central y del tipo de control, se pueden configurar 
distintos pasos. A diferencia de los servomotores, estos motores no son 
controlados por PWM, sino por pulsos cuadrados alternados entre sus pines 
(aunque también existe un control mediante señales senoidales). 
 
De entre los dispositivos estudiados, se eligió el motor paso a paso, 
principalmente porque nos permite realizar giros de ángulos superiores a 360º y 
además podemos controlar en todo momento el ángulo que se desea girar.  
El modelo elegido fue el 28BYJ-48, este motor dispone de 5 hilos diferenciados 
por su color, estos 5 hilos corresponden a los bobinados y sus tomas centrales, 
los cuales están unidos. 
 
Figura 4. 21. Motor paso a 
paso con reductor. 
Figura 4. 20. Servomotor de 
rotación continua o 360º. 
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Tabla 4. 3. Cableado motor paso a paso 28BYJ-48. 
 Función 
Cable naranja Extremo  A del Bobinado 1  
Cable rosa Extremo  B del Bobinado 1 
Cable azul Extremo  A del Bobinado 2 
Cable amarillo Extremo  B del Bobinado 2 
Cable rojo Toma central de ambos 
bobinados 
 
Este motor paso a paso contiene integrado un reductor 1/64 que aporta más 
precisión por cada paso. 
4.3.3. Soporte del medidor 
Puesto a que todo el componente encargado de realizar las mediciones, ha sido 
creado ensamblando otros componentes, es necesaria la fabricación de un 
soporte donde se alojen estos. El soporte ha de ir solidario al eje del motor paso 
a paso, y sujetar el láser y la cámara, manteniendo en todo momento las 
dimensiones establecidas previamente. 
Por las características del soporte, se decidió fabricarlo en tres partes; el eje del 
soporte, el cual va unido al motor paso a paso; la base del soporte, la cual se 
apoya sobre el eje y brinda la superficie sobre la que reposara el tercera pieza; y 
la sujeción vertical, que es donde van fijados el láser, la cámara y dispositivo 
identificador. 
El diseño de todas las piezas se realizó con el software SolidWorks®. 
Inicialmente se intentó fabricar el eje del soporte con un tubo de PVC de 5mm de 
diámetro, mientras que las otras dos piezas fueron fabricadas a partir de láminas 
de metacrilato de 2 mm de grosor. El resultado final fue un soporte que no 
cumplía con los requisitos de precisión necesarios por el dispositivo.  
Puesto que no se disponía de la maquinaria necesaria para la fabricación del 
soporte en metacrilato con precisión necesaria, se optó por buscar una 
alternativa. La alternativa encontrada fue el uso de una impresora 3D, de la cual 
podíamos disponer gratuitamente en la universidad donde se realizó el proyecto. 
El resultado final, fue satisfactorio aunque no perfecto, puesto que la impresora 
tiene un error de 0,2 mm, pero utilizando una lima, se consiguió llegar a las 
precisiones necesarias. 
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Figura 4. 23. Sujeción vertical 
(arriba) i base del soporte (abajo). 
Figura 4. 22. Eje del soporte colocado 
sobre el motor paso a paso. 
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4.4. Encoders 
Durante la concepción de los robots, se pretendía utilizar el procesamiento de 
imágenes y los encoders para calcular la ubicación de los robots. Sin embargo, 
durante las primeras pruebas de los motores, se comprobó que ambos motores 
reaccionaban de forma distinta al mismo control. Este hecho obligo al 
replanteamiento del control de los motores DC, los cuales pasaron a controlarse 
cada uno de forma independiente (hasta ese entonces el control de encendido 
era único, pero la dirección se controlaba por separado), lo que planteo la 
segunda utilidad de los encoders como realimentación de la información que 
proporcionaban para el control de cada motor DC. 
Cada enconder fue construido utilizando un par de ruedas dentadas (incluida en 
el kit de montaje del chasis), solidaria al eje del motorreductor, y un optorruptor. 
Los optorruptores utilizados son los TCST2103 fabricados por VISHAY®, este 
modelo tiene como receptor un fototransistor. En el diseño se ha considerado 
que el emisor siempre está activo y que la señal en el receptor será interrumpida 
por la rueda dentada. La placa auxiliar solo dispone del conector con los pines 
necesarios para dos optorruptores (uno por cada motor DC), los cuales son: 
 Pin de alimentación a 5V, compartido por los dos optorruptores. 
 Pin de masa, compartido por los dos optorruptores. 
 Pin de señal de la salida del optorruptor 1. 
 Pin de señal de la salida del optorruptor 2. 
Sin embargo, para utilizar este componente se requiere además de una 
resistencia limitadora en el lado del emisor y una resistencia de Pull-Up en el 
Figura 4. 24. 
Modulo medidor. 
Figura 4. 25. 
Modulo medidor 
con el dispositivo 
identificador. 
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lado del fototransistor, estas dos resistencias se encuentran en la placa de sirve 
de soporte para los optorruptores. Para la correcta colocación de los 
optorruptores se han modificado los dos salientes que tienen a lado y lado cada 
uno. 
 
 
Para calcular las resistencias necesarias, se ha tenido en cuenta los valores y 
graficas dadas por el fabricante en el datasheet del componente, estos valores 
son los mismos utilizados en el test del fabricante: 
 Corriente en directa del diodo, IF: 20 mA. 
 Corriente de colector, IC: 1mA. 
 Tensión colector-emisor en saturación VCEsat: 0.4V max. 
 
Figura 4. 27. Tabla de características básicas proporcionada 
por el fabricante. 
Figura 4. 26. Encapsulado original del TCST2103 
(izquierda) y encapsulado modificado del TCST2103 
(derecha). 
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Según la gráfica anterior, para una corriente en directa del diodo de 20 mA, este 
presenta una caída de tensión de aproximadamente 1.15 V, por lo que la 
resistencia necesaria se calcularía de la siguiente forma: 
 𝑅𝑑𝑖𝑜𝑑𝑜 =
𝑉𝑐𝑐−𝑉𝑓
𝐼𝑓
 (9) 
Con los valores substituidos, el valor es: 
 
 𝑅𝑑𝑖𝑜𝑑𝑜 =
5𝑉−1.15𝑉
20 𝑚𝐴
= 192.3 Ω (10) 
En este caso, se elige una resistencia normalizada de 200 Ω. 
Para el cálculo de la resistencia de carga del fototransistor 
 
 𝑅𝑙𝑜𝑎𝑑 =
𝑉𝑐𝑐−𝑉𝑐𝑒
𝐼𝑐
=
5𝑉−0.4𝑉
1𝑚𝐴
= 4.6𝑘Ω (11) 
 
 𝑉𝑙𝑜𝑎𝑑 = 1𝑚𝐴 · 4.6𝑘Ω = 4.6V (12) 
Figura 4. 28. Grafica proporcionada por el fabricante 
donde se relaciona la corriente en el diodo y su caída de 
tensión. 
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Por lo tanto, para la resistencia se carga se elige un valor normalizado de 4.7 kΩ. 
 
Por otra parte, debido a la posición donde se han de colocar los optorruptores, es 
necesario la utilización de un soporte. Este soporte ha sido creado mediante un 
corte de PCB, diseñado para tal efecto junto a la placa auxiliar. 
 
Figura 4. 30. La placa auxiliar separada 
del soporte de los optorruptores. 
Figura 4. 29. Esquema electrónico de un 
TCST2103 con sus resistencias. 
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Es en este trozo de PCB donde se montan los optorrupotes junto a las 
resistencias necesarias. La placa auxiliar y el soporte de los optorruptes se 
comunican mediante un cable de cuatro hilos. 
 
Por último, el soporte de los optorruptores va montado debajo del robot cerca de 
las ruedas dentadas que se usaran de enconder. 
 
 
4.5. Placa Auxiliar 
Para poder controlar los diferentes componentes de los que dispone el robot, ha 
sido necesaria la elaboración de una placa auxiliar que sirva de interface entre la 
Raspberry Pi y ellos. Esta placa también se encarga de gestionar la potencia 
necesaria para trabajar con estos componentes. 
La lista de componentes que interactúan con la Raspberry Pi mediante esta placa 
es la siguiente: 
Figura 4. 31. Montaje final de 
los optorruptores en su soporte. 
Figura 4. 32. Soporte de los 
optorruptores montados en su posición final 
en el chasis. 
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• Motores de DC 
• Motor paso a paso 
• Laser 
• Encoder 
• LEDs identificativos 
La conexión entre la Raspberry Pi y esta placa se realiza mediante un cable plano 
de 26 hilos, el cual va conectado al conector de acceso a los pines GPIO de que 
dispone la Raspberry Pi. A través de este cable se puede acceder no solo a los 
pines GPIO sino que también se puede acceder a pines de 5V, 3.3V y masa. 
En la placa se pueden encontrar 3 niveles de tensión diferente, lógica a 3.3V, 
lógica a 5V y la tensión para los motores que es de 11.2V. Las tensiones para la 
lógica son proporcionadas por la Raspberry Pi, mientras que la tensión de 
alimentación de los motores proviene de las baterías que se comentarán en el 
apartado Alimentación (punto 5.6). 
 
Una de las principales características de esta placa es que ha de servir de 
aislamiento entre los pines de control y el circuito de potencia necesitado por los 
drivers de los motores DC y el motor paso a paso. Esto se consigue utilizando un 
circuito integrado de tipo “Shift level” el cual realiza esta función a la vez que 
convierte la lógica de nivel 3.3V a 5V y viceversa. 
Por otra parte, en la placa se encuentran los drivers de todos los motores de los 
que dispone el robot. Estos drivers son el DRV8825 para el motor paso a paso, y 
el DRV8802 para los motores de DC.  
El encendido del láser también es controlador por la placa de control, este control 
se hace mediante un transistor MOSFET de canal N (véase en el apartado 4.5.4 
Control de encendido del láser). 
 
Figura 4. 33. Cable plano de 26 hilos con 
conectores hembra en cada extremo 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 70 - 
 
En cuanto a los LEDs identificadores, puesto que se hicieron modificaciones en su 
uso después de haber sido fabricada la placa, de esta solo se coge la 
alimentación para dichos LEDs (véase en el apartado 4.6 Módulo 
identificador). 
El esquema del circuito al igual que el diseño de la PCB, fueron hechos mediante 
el software Cadsoft Eagle y pueden ser encontrados en los capítulos 3 y 4 de los 
anexos. 
  
Figura 4. 35. PCB vista frontal (izquierda) y PCB vista 
posterior (derecha). 
Figura 4. 34. Detalle del pinout del conector de la placa auxiliar. 
La numeración de los pines corresponde a los de la librería WiringPi. 
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4.5.1. Conversor de nivel SN74LVCH16T245. 
Este integrado es un  transceptor fabricado por Texas Instruments y dispone de 
un bus de datos compuesto por dos puertos de 8 bits. La particularidad de este 
integrado es que mediante dos pines de control se puede configurar la tensión de 
funcionamiento en las entradas y las salidas, permitiendo esto que se pueda 
utilizar como conversor de nivel entre dos buses de datos. Cada puerto además 
dispone de un pin para seleccionar el sentido de la transmisión de datos. 
 
En este diseño, se ha configurado el integrado, de forma que un puerto siempre 
sea de salida y el otro puerto siempre de entrada, permitiendo así que la 
Raspberry Pi pueda actuar sobre los drivers de los motores y además, leer 
información de los optorruptores.  
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Pines de control 
Lógica a 5V Lógica a 3.3V 
Figura 4. 36. Diagrama de flujo del 
integrado SN74LVCH16T245. 
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4.5.2. Driver de motores DC DRV8802 
Este driver es el encargado de alimentar los motores principales del robot. El 
integrado DRV8802 cuenta con dos puentes H completos y con control 
independiente, además de necesitar pocos componentes externos. Por otra 
parte, son necesarios 13 pines de control para gestionar este integrado, sin 
embargo, es posible controlar el dispositivo con unos poco pines de la Raspberry 
Pi, el control del resto de pines se ha realizado mediante jumpers. 
La siguiente tabla muestra la distribución de pines de control. 
 
Tabla 4. 4. Listado de pines de control del DRV8802. 
Nombre Pin Controlado 
por 
Descripción 
AENBL 21 Raspberry Pi Habilita el funcionamiento del puente A 
APHASE 20 Raspberry Pi Controla la dirección de la corriente del 
puente A 
AI0 24 Jumper Estos dos bits seleccionan el porcentaje 
de corriente permitida en el puente A AI1 25 Jumper 
BENBL 22 Raspberry Pi Habilita el funcionamiento del puente B 
BPHASE 23 Raspberry Pi Controla la dirección de la corriente del 
puente B 
BI0 26 Jumper Estos dos bits seleccionan el porcentaje 
de corriente permitida en el puente B BI1 27 Jumper 
DECAY 19 Jumper Selecciona el tipo de frenado 
nRESET 16 NC Hace un reset de la lógica interna y 
deshabilita los puentes H 
Figura 4. 37. Pinout del  SN74LVCH16T245. 
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nSLEEP 17 NC Pone el integrado en modo de bajo 
consumo 
AVREF 12 Salida propia Tensión de referencia del puente A 
BVREF 13 Salida propia Tensión de referencia del puente B 
 
Con la distribución mencionada se consigue disminuir drásticamente la cantidad 
de pines necesarios para su control. Esto se ha conseguido en parte gracias a 
que varios parámetros para los que se usan estos pines no han de ser 
modificados durante la ejecución del proceso, en su lugar, se han probado las 
distintas configuraciones y se ha fijado el valor del pin mediante el jumper 
instalado. 
Se ha de tener en cuenta que los pines AENBL y BENBL, están cortocircuitados 
en el esquema de la placa auxiliar, por lo que la cantidad de pines totales 
necesarios de la Raspberry Pi es de 3 pines. 
La configuración final es la mostrada en la tabla 4.5. 
 
Tabla 4. 5. Valores de los pines establecidos por los jumpers. 
Nombre Valor final Estado resultante 
AI0 0V Con ambos pines en estado bajo, el integrado 
da el 100% de la corriente posible al motor A. 
AI1 0V 
BI0 0V Con ambos pines en estado bajo, el integrado 
da el 100% de la corriente posible al motor B. 
BI1 0V 
DECAY 5V Con este pin en estado alto, el integrado no 
bloquea el motor cuando el puente H es 
deshabilitado, permitiendo una frenada suave.  
 
Un aspecto a tener en cuenta es que este integrado regula la corriente en el 
motor mediante un control PWM de los puentes H. Para este control el integrado 
incorpora dos pines llamados Vref que sirven para calcular la máxima corriente 
que pasara por cada puente. 
Para calcular la máxima corriente que habrá en cada puente se utiliza la ecuación 
numero 13 proporcionada por el fabricante. 
 𝐼𝐶𝐻𝑂𝑃 =
𝑉𝑅𝐸𝐹𝑋
5· 𝑅𝑆𝐸𝑁𝑆𝐸
 (13) 
Dónde: 
𝑉𝑅𝐸𝐹𝑋 = 3.3𝑉 
𝑅𝑆𝐸𝑁𝑆𝐸 = 1 Ω 
 
Por lo que la corriente máxima es la siguiente: 
 𝐼𝐶𝐻𝑂𝑃 =
3.3 V
5· 1 Ω
= 0.66 𝐴 (14) 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 74 - 
Esta corriente es suficiente para poder mover los controles de los que dispone el 
robot. 
El diseño del circuito de este driver, solo contempla la posibilidad de activar los 
dos motores a la vez, por lo que los pines AENBL y BENBL están controlados por 
un único pin de la Raspberry Pi. Este diseño responde a que en ningún momento 
del funcionamiento de los robots, una rueda se moverá mientras la otra esta 
parada. 
Sin embargo, durante las pruebas de movimiento del robot, se descubrieron 
problemas en el arranque de los motores y diferencias en las características de 
cada uno, lo que implicaba un funcionamiento distinto en cada motor usando la 
misma consigna. Para solucionar este problema se optó por hacer un control 
independiente de cada motor, lo cual ayudaría a crear un lazo de regulación por 
software.  
Para hacer el control independiente, se tuvieron que hacer modificaciones en la 
placa una vez fabricada, debido a que por cuestiones de tiempo no era viable la 
fabricación de una segunda placa. Las modificaciones incluyen la separación de 
los pines  AENBL y BENBL, mantener el control del pin AENBL mediante el pin 
establecido y trasladar el control del pin AENBL al último pin libre del puerto de 
salida del Shift Level. 
Otro inconveniente encontrado al realizar las comprobaciones de las placas fue la 
necesidad de forzar los pines nRESET y nSLEEP a estado alto, ya que el integrado 
entiende como un estado lógico bajo si el pin es dejado al aire, como lo 
teníamos. Para solucionar esto se utilizó un cable que cortocircuitaba ambos 
pines y los conectaba a 5V. 
4.5.3. Driver de motor paso a paso DRV8825 
Este driver es de la misma familia que el DRV8802, por lo cual también cuenta 
con dos puentes H completos, pero la lógica interna de control es diferente, por 
ello resulta más adecuado para el control de motores paso a paso. 
Para el control de este driver, se necesitan 9 pines. Pero solo se usan 3 desde la 
Raspberry Pi. 
Tabla 4. 6. Listado de pines de control del DRV8825. 
Nombre Pin Controlado 
por 
Descripción 
nENBL 21 NC Habilita el funcionamiento del integrado, 
funciona con lógica negada. 
nSLEEP 17 Raspberry Pi Pone el integrado en modo de bajo 
consumo, funciona con lógica negada. 
STEP 
 
22 Raspberry Pi Un flanco de subida en este pin provoca 
que el integrado haga un paso en el 
motor. 
DIR 20 Raspberry Pi Controla la dirección de giro del motor. 
MODE 0 24 Jumper 
Estos tres pines configuran el tipo de paso 
que hace el motor. 
MODE 1 25 Jumper 
MODE 2 26 Jumper 
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DECAY 19 NC Este pin configura el Decay del integrado. 
Puede estar conectado a estado alto, 
estado bajo o dejado al aire. 
nRESET 16 NC Este pin inicializa el indexador interno y 
deshabilita los puentes H, funciona con 
lógica negada. 
AVREF 12 Salida propia Tensión de referencia del puente A 
BVREF 13 Salida propia Tensión de referencia del puente B 
 
El DRV8825 permite distintos tipos de control, los cuales viene establecidos por 
los pines MODE 0, MODE 1 y MODE 2. Los tipos de control vienen especificados 
en el datasheet del integrado. En el diseño de la placa se colocó tres pines para 
poder configurar el modo de paso del dispositivo, sin embargo, durante las 
pruebas se decidió que el modo más adecuado era el full step. En el modo full 
step, solo son necesarios cuatro pasos para realizar una vuelta completa del 
motor. Usar un número mayor de pasos, debido a que el motor incorpora un 
reductor, ralentizaría en exceso los movimientos. 
 
 
Para seleccionar el modo full step, se dejaron los pines MODE 0, MODE 1 y MODE 
2 al aire, ya que incorporan una resistencia de pull down que hace que estos 
pines ya estén a 0V. 
4.5.4. Control de encendido del láser 
Para controlar el encendido del láser se hizo uso del transistor 2N7002, el cual es 
un MOSFET de canal N. Para poder diseñar el circuito de encendido, se buscaron 
los  datos del láser, el fabricante solo proporciona la tensión de alimentación, por 
lo que fue necesario medir la corriente que consume. 
Según el fabricante, la tensión de alimentación del láser va de 3.5 V a 4.5 V. Con 
la ayuda de un multímetro se midió la corriente que exige el láser a una tensión 
de 4.5 V y el resultado fue de 17 mA. 
Figura 4. 38. Cuadro extraído del datasheet del DRV8825, donde se 
muestran los modos de paso disponibles. 
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Como se puede observar en la figura 4.39, para una tensión puerta-surtidor 
(VGS) de 5 V y una corriente drenador-surtidor (ID) de aproximadamente 17 mA, 
la tensión drenador-surtidor (VDS) es de aproximadamente 0.25 V. Para la 
tensión del láser se ha considerado un valor de 4.25 V, ligeramente inferior del 
valor máximo recomendado por el fabricante. Para poder reducir la tensión a la 
que es alimentado el láser, se coloca una resistencia en serie cuyo valor se 
puede determinar con la siguiente ecuación. 
 𝑅𝑙𝑎𝑠𝑒𝑟 =
𝑉𝑐𝑐−𝑉𝑙𝑎𝑠𝑒𝑟−𝑉𝐷𝑆
𝐼𝑙𝑎𝑠𝑒𝑟
 (15) 
Substituyendo los valores por los encontrados, se obtiene lo siguiente: 
 𝑅𝑙𝑎𝑠𝑒𝑟 =
5 𝑉−4.25 𝑉−0.25 𝑉
17 𝑚𝐴
= 29.41 Ω (16) 
Para esta resistencia se decidió usar el valor más próximo que es 30 Ω. 
Además de la resistencia que acompaña el láser, se ha colocado una resistencia 
en la puerta del transistor, el objetivo de esta resistencia es que sirva para 
descargar el condensador interno que tiene los transistores MOSFET. El valor de 
esta resistencia depende de lo rápido que se pretenda descargar el condensador, 
como en nuestra aplicación no requerimos de tiempos de conmutación elevados, 
una resistencia de 1k Ω es adecuada. 
Figura 4. 39. Grafica extraída del datasheet del 
2N7002, Corriente por el drenador-surtidor respecto 
a la tensión drenador-surtidor. 
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4.6. Módulo identificador 
Como se ha comentado anteriormente, el robot necesita de un mecanismo para 
identificarse frente a los otros robots. Naturalmente la forma más simple de 
identificar a los robots entre ellos es de manera visual, dando a cada uno de ellos 
una particularidad que sea reconocible. Para el reconocimiento de esta 
particularidad lo más práctico es el uso de la cámara.  
La opción de una cámara que diferencie entre objetos es una práctica muy 
utilizada en robótica,  debido a su flexibilidad y potencia, por lo que se decidió el 
uso de esta opción para esta labor 
La marca identificadora ha de cumplir tres requisitos: 
1. Se ha de poder ver desde cualquier ángulo (no se consideran validad las vista 
superiores e inferiores de la misma). 
2. Ha de estar alineada con el eje del módulo medidor. 
3. Ha de presentar una característica diferente en cada robot. 
Para cumplir el requisito 1, se considera que la forma geométrica más adecuada 
para esto es el cilindro, puesto que no altera su proyección sobre una imagen (es 
decir, la foto que hacemos de él) sea cual sea el ángulo desde el que se lo ve. 
Para que el cilindro sea visto desde cualquier ángulo, es necesario que este 
ubicado en una zona del robot que sea siempre visible, el lugar más idóneo para 
esto, sea la parte superior de este. 
Una vez elegido el cilindro como forma geométrica, es fácil cumplir el requisito 2, 
simplemente con alinear el eje del cilindro con el eje de giro del módulo medidor. 
Figura 4. 40. Esquema del transistor 
de encendido del láser y sus resistencias. 
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Esto hace que la posición final de la marca sea encima del módulo sensor y 
alineado con el eje del mismo. 
Finalmente para cumplir el requisito 3, se aprovecha las ventajas de la utilización 
de una cámara a color. Asignando un color único a cada marca, es fácil 
identificar cada robot por el color de su marca. 
 
 
Aunque en la teoría este método resulte sencillo, en la práctica presenta algunos 
problemas. El tamaño de la marca y su altura dentro de la foto varía en función 
de la distancia a la que se encuentre, lo cual complica su identificación dentro de 
la misma. 
Para solucionar este inconveniente, se utiliza el método de diferencia de 
imágenes y se aprovecha el tamaño y su altura para calcular la distancia a la que 
se encuentran los robots. Este método, también es utilizado por el modulo sensor 
con resultados satisfactorios, por lo que también se implementó en este módulo. 
Sin embargo, el método de diferencia de imágenes implica que en una foto 
podamos ver la marca mientras que en la otra no. 
La forma más sencilla de conseguir esto, es utilizando un elemento luminoso 
como marca, cuyo  encendido y apagado pueda ser controlado. La opción más 
simple para este cometido es la utilización de LEDs, estos presentar 
encapsulados de forma cilíndrica y pueden ser encontrados en varios colores. 
Para formar el cilindro, se utilizan tres LEDs alineados en forma de columna, los 
cuales visto desde cierta distancia y en ciertas condiciones de luminosidad 
adquieren la forma de un cilindro alargado. 
Figura 4. 41. Modulo identificador 
montado sobre el soporte de la cámara. 
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Para controlar el encendido y apagado de los LEDs se utiliza un transistor 
2N7000 y algunas resistencias. Estos componentes electrónicos se montaron 
sobre una placa de topos puesto que la elaboración de una PCB específica para 
un circuito tan pequeño era una medida desproporcionada.  
 
 
4.7. Alimentación 
El hecho de tratar con robots móviles repercute directamente en la gestión que 
se hace de la energía y el origen de esta. En estos robots se hace la 
diferenciación de dos fuentes de energía diferentes: 
• Tensión para circuitos lógicos o de control, y componentes con tensión 
baja de funcionamiento (laser y LEDs por ejemplo). 
• Tensión de alimentación para motores DC y motor paso a paso. 
En un proyecto de estas características resulta necesario e imprescindible el uso 
de baterías. La elección de estas tiene una repercusión directa en aspectos como 
la autonomía del robot o el peso total. 
Después de considerar los diferentes elementos mencionados se optó por la 
siguiente configuración: 
 
 
Figura 4. 42. Esquema electrónico del 
circuito de control del módulo identificador 
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4.7.1. Configuración con baterías independientes. 
Esta primera configuración ideada está formada por: 
• Batería LIPO 3.7V con un elevador de tensión a 5V. 
• 3 pilas AA en serie para la alimentación de los motores. 
La batería junto con el regulador son los encargados de alimentar la lógica de 
control mediante un cable con conector micro-USB, el cual va a conectado a la 
Raspberry Pi. Estos 5V llegan a la placa auxiliar mediante el conector que la une 
con la Raspberry Pi. 
 
 
Las baterías de tipo LiPo son una buena elección para esta aplicación, pues 
presentan un reducido tamaño y una densidad de carga elevada (más capacidad 
en el mismo volumen que otras baterías). Pero, por otra parte, requieren de una 
supervisión constante ya que pueden llegar a incendiarse o explotar si se 
trabajan fuera de los parámetros recomendados, los cuales son:  
 Tensión mínima de 3V; por debajo de este valor, la batería se daña 
permanentemente. 
 Tensión máxima de 4.2V; si se carga por encima de este valor, se 
puede recalentar e incendiarse. 
También se ha de tener cuidado al manipularlas, puesto que son frágiles y 
cualquier golpe fuerte puede repercutir en el daño permanente de esta.  
Las 3 pilas AA que alimentan los motores, van conectadas directamente a la 
placa auxiliar mediante el conector circular que incorpora el portapilas. 
La elección de estas pilas viene dada por la tensión de alimentación 
recomendada para los motores. En el caso de los motores DC, esta es de 6V y en 
el caso del motor paso a paso, de 5V.  
Teniendo en cuenta que cada pila de tipo AA, presenta una tensión de 1.5V, el 
modulo formado por las 3 pilas en serie, proporcionaría una tensión de 4.5V. 
Esta tensión es inferior a la recomendada para ambos tipos de motores, pero se 
Figura 4. 43. Celda LiPo y su 
circuito elevador. 
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consideró adecuado debido a los problemas de temperatura que presentaban los 
motores paso a paso (véase en el apartado 4.3.2 Componente rotatorio). 
Sin embargo, se encontraron diversos problemas con esta configuración. 
Inicialmente la batería LiPo había sido extraída de un módulo cargador de 
dispositivos móviles e incorporaba un convertidor Boost para elevar la tensión 
hasta los 5V, pero al hacer la pruebas, se comprobó que el convertidor no era 
capaz de suministrar una corriente adecuada con una carga media (Raspberry Pi 
+ cámara encendida). 
Antes de descartar del todo la configuración se procedió a comprobar los 
resultados con un convertidor de otro fabricante. En este caso se obtuvieron los 
mismos resultados.  
 
 
Por otra parte, como se ha comentado en el apartado 4.5.2 sobre Driver de 
motores DC DRV8802, la configuración de 3 pilas AA en serie no genera la 
tensión de 8V suficiente para que el driver pueda funcionar, descartando así toda 
la configuración. 
Antes de continuar con la siguiente configuración, es preciso comentar que 
aunque en este proyecto no se probó, una posible configuración, similar a esta, 
podría haber sido la de 2 baterías LiPo en paralelo con un convertidor elevador 
diseñado a medida para esta aplicación. Las dos celdas LiPo en paralelo 
asegurarían la autonomía mientras la convertidor diseñado a medida solucionaría 
los problemas de corriente insuficiente, sin embargo, el diseño de convertidores 
de tensión no está entre los objetivos del presente proyecto y por otra parte 
añadiría más tiempo al proceso de concepción, por lo que no se prosiguió en este 
sentido. 
4.7.2. Configuración con una única batería 
En el proceso de elección de la batería adecuada y después de la experiencia de 
la configuración anterior se optó por probar una donde, en lugar de elevar la 
tensión, se redujese. Esto sumado a la necesidad de una alimentación para 
motores superior a 8V hizo que la elección fuese la siguiente: 
 Pila de 9V más regulador lineal a 5V. 
Una vez hechas las pruebas necesarias, se confirmó que esta configuración 
cumplía los requisitos en cuanto a tensiones necesarias, pero presentaba grandes 
problemas en cuanto a autonomía. 
Figura 4. 44. Convertidor 
Boost con salida USB. 
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Una única pila de 9V no tiene capacidad de alimentar todo a la vez, reduciendo 
así la autonomía del robot. Una posible solución a este problema es trabajar con 
dos pilas de 9V en paralelo, pero, esto a su vez aumenta el precio del sistema, 
puesto que estas baterías han de ser necesariamente recargables, las cuales 
tienen un precio moderado si sumamos el coste del cargador. 
Por otra parte, un problema añadido a esta configuración es el poco margen del 
que dispone la alimentación, como se ha comentado en el apartado del driver de 
motores, estos incorporan una protección por bajo voltaje, el cual se activa por 
debajo de los 8V; esto nos deja con un margen de 1V, el cual por la experiencia 
de las pruebas realizadas, es muy poco. 
Según los datos del fabricante Duracell® que se pueden observar en la gráfica de 
la figura 4.45, las características de las pilas de 9V varían en función de la carga 
a alimentar. Para una carga como la del robot en cuestión, la tensión de la pila 
baja hasta los 8V en cuestión de pocos minutos, este tiempo varía en función de 
si se tiene activos los motores o no, pero el cualquier caso, es un tiempo 
inadmisible. 
 
 
4.7.3. Configuración con una única batería LiPo y regulador por 
conmutación 
En esta configuración se intenta extraer lo mejor de las dos configuraciones 
previas. En el caso de la segunda configuración, se recicla el concepto de batería 
única con una tensión superior a las necesarias y el uso de reguladores. 
De la configuración inicial se extrae la experiencia obtenida con baterías de tipo 
LIPO, pero teniendo en cuenta que, puesto a necesitar una tensión superior a 8V, 
la batería escogida es del tipo 3S, es decir, 3 celdas en serie. 
Los reguladores elegidos son los uBEC (universal battery eliminator circuit) y son 
del tipo Buck, diseñado específicamente para aplicaciones relacionadas con el 
mundo del radiocontrol. Este regulador es capaz de proporcionar una tensión de 
Figura 4. 45. Características típicas de descargas 
de una pila de 9V modelo Duracell Ultra Power 
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5 V o 6 V (seleccionable a través de un jumper) a partir de una batería 3S o 
superior, hasta un máximo de 6S, además de proporcionar una corriente estable 
de 3 A y picos de hasta 5 A. 
 
 
 
4.7.4. Detector de batería baja 
El uso de baterías de tipo LiPo hace imprescindible un control de la carga de las 
mismas, esto es debido a que estas baterías pueden dañarse si son descargadas 
por completo pudiendo ser inutilizadas del todo. 
Cada celda tipo LiPo tiene una tensión nominal de 3,7 V y una carga máxima de 
4,2 V. Una celda que se descarga por debajo de los 3,6 V puede resultar dañada 
mientras más baja sea su tensión, siendo casi imposible una recuperación por 
debajo de los 3 V. 
Para evitar esto, se ha incluido dentro del módulo de la alimentación un 
dispositivo que alerta cuando la tensión de la batería baja del valor 
Figura 4. 46. Bateria LiPo 3S de 2650 mAh, 
fabricada por TURNIGY 
Figura 4. 47. Regulador uBEC, 
fabricado por TURNIGY. 
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recomendado. Este dispositivo dispone de un LED para hacer señales luminosas y 
de un zumbador para las señales acústicas. 
 
 
 
 
4.8. Software de control 
El encargado de gestionar la lógica de control en el robot es un programa que se 
llamará “programa del robot”. Este programa se limita a realizar las acciones que 
se envían desde la unidad central y responder con información de comprobación, 
información obtenida a causa de esta acción realizada o incluso responder que no 
ha entendido que acción debe realizar con la información que ha recibido. 
Cada vez que se lee la información recibida, se realiza una acción 
correspondiente a dicha información y se envía una respuesta según la acción 
Figura 4. 48. Curva característica de tensión en una celda LI-PO. 
Figura 4. 49. Detector 
de batería baja, vista 
frontal. 
Figura 4. 50. Detector 
de batería baja, vista 
posterior. 
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realizada realizando lo que se llama un ciclo de gestión de órdenes. Este ciclo lo 
controla el bloque superior a todos los demás, que en este caso es el intérprete 
que traduce la información recibida en una acción a realizar. 
4.8.1. Herramientas utilizadas 
Una vez que se decidieron las partes básicas del robot, el requisito más 
importante a nivel de software era la necesidad de una herramienta que nos 
permitiese el procesamiento de imágenes. 
El único software de procesamiento de imágenes con el cual los proyectistas 
habían trabajado era el Matlab. Aunque existe la posibilidad de utilizar un API 
para realizar llamadas a funciones de MATLAB desde un programa escrito en 
C/C++, esta api solo proporciona funcionalidades básicas. 
Entre las alternativas más reconocidas al Matlab se encuentra la librería 
OpenCv. Esta librería ha sido escrita en C/C++ y está enfocada en el 
procesamiento de imágenes en tiempo real, además se distribuye mediante una 
licencia Open Source.  
El hecho de que el OpenCv sea de código abierto y este escrito en C/C++, fueron 
motivos suficientes para empezar a realizar pruebas con esta librería. Los 
resultados fueron satisfactorios, por lo que finalmente se adoptó esta librería 
para todo el proyecto. 
 
Figura 4. 51. Detector de personas que usa la librería OpenCV. 
 
Otro punto importante a tener en cuenta a la hora de programar era el método 
de acceso a la cámara. Puesto que el Raspberry Pi Camera Module, no tiene una 
API oficial para trabajar con ella, se tuvo que hacer un estudio de las librerías 
disponibles. 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 86 - 
Entre las librerías encontradas, RaspiCam era la única que ofrecia 
compatibilidad con el sistemas de archivos usado por el OpenCv, por lo que se 
decidió adoptar esta librería. 
En cuanto al uso de los pines GPIO, aunque es posible hacer uso de ellos 
haciendo llamadas al sistema desde nuestro programa, actualmente hay 
disponibles librerías que realiizan esta labor de forma más comoda para el 
programador. La librería de este tipo más usada dentro de la comunidad es la 
WiringPi. Esta libreria ademas incorpora funciones para utilzar los pines GPIO 
como interrupciones. 
Para la realización del código se utilizó el editor de texto Geany. Para la edición 
del código era necesario un editor ligero y con muy pocas dependencias, pero 
con las herramientas básicas de la edición de código de programación. Geany 
cumple todos estos requisitos, por lo que se realizaron pruebas trabajando 
directamente sobre la Raspberry Pi y a través de SSH, en ambos casos, los 
resultados fueron satisfactorios. 
 
 
Figura 4. 52. Editor Geany 
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4.8.2. Partes del programa 
El diagrama de la figura 4.53 nos representa la estructura por bloques del 
programa del robot. El intérprete, como se ha comentado, es el bloque superior. 
Uno de los bloques que contiene es el bloque transmisor explicado en el apartado 
3.2 Bloque transmisor de los robots. Este bloque gestiona el envío y recibo 
de la información procedente de la unidad central. El intérprete le otorga la 
información a enviar y el transmisor archiva la respuesta para que el intérprete 
acceda a ella al inicio de cada ciclo de gestión de órdenes.  
 
 
Dentro del intérprete se encuentran un par de bloques más, el bloque de 
motores y el bloque del sensor. El bloque de motores es el encargado de 
gestionar los desplazamientos del robot. El sensor es el encargado de realizar 
barridos usuales, barridos referencia, calibraciones del sensor y encender o 
apagar los LEDs identificadores.  
El bloque del sensor contiene un par de bloques más en su interior, el bloque de 
la cámara y el bloque del motor paso a paso. Cada uno de los dos bloques se 
encarga de gestionar todo lo relacionado con realizar fotografías con la cámara y 
los giros del motor paso a paso. El bloque del sensor gestiona los datos 
procedentes de las imágenes recibidas, activa y desactiva el emisor lineal láser, 
realiza los cálculos pertinentes para obtener la distancia que mide el sensor en 
conjunto, etc. 
4.8.3. Ordinograma 
Para una comprensión fácil del programa se presenta el siguiente ordinograma 
principal referente al comportamiento del robot definido por el programa.  
Intérprete
Transmisor Motores
Sensor
• Cámara
• Motor paso a 
paso
Figura 4. 53. Diagrama de bloques del 
programa del robot. 
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Figura 4. 54. Ordinograma del Intérprete. 
 
A continuación se presentan los ordinogramas representativos de las 
subfunciones usadas en el ordinograma principal. Estas subfunciones son 
Transmisor, Motores, Calibración, Barrido Usual y Barrido Referencia. Se 
presentan en el mismo orden. 
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Figura 4. 55. 
Ordinograma de la 
subfunción Tranmisor. 
 
Figura 4. 56. 
Ordinograma de la 
subfunción Motores. 
 
 
 
 
Figura 4. 57. Ordinograma 
de la subfunción Calibración. 
 
Figura 4. 58. 
Ordinograma de la 
subfunción Barrido Usual. 
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Figura 4. 59. Ordinograma de la subfunción Barrido Referencia. 
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CAPÍTULO 5: 
UNIDAD 
CENTRAL 
La unidad central, tal como se ha comentado en apartados anteriores, no es más 
que un ordenador portátil, que se encarga de ejecutar el software de control de 
la unidad central, así como la creación de la red mediante la cual se comunican 
robots y ordenador. 
Durante el desarrollo del proyecto se utilizaron dos ordenadores portátiles para la 
creación del software de la unidad central, sin embargo las pruebas finales de 
todo el sistema solo se realizaron en uno.  
5.1. Especificaciones técnicas del ordenador 
Por las características del sistema y el software necesario, se considera que el 
ordenador ha de presentar unos requerimientos técnicos mínimos, los cuales son 
básicamente: 
1. Disponer de un adaptador de red inalámbrico. 
2. Disponer de un sistema operativo basado en Linux.  
No se han considerado requerimientos técnicos en cuanto a potencia de 
procesamiento, ya que el software utilizado no es exigente en ese aspecto. 
A continuación se presenta una tabla con las características técnicas básicas del 
ordenador utilizado durante las pruebas finales del proyecto. 
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Tabla 5. 1. Características del ordenador de pruebas. 
Fabricante Asus 
Modelo X5DIN 
CPU Duo P7450 
RAM 4 GB 
Wireless 802.11n 
Pantalla 15,6’’ HD/LED 
Sistema operativo Ubuntu 13.10 
 
5.2. Elección herramientas para el programa de 
la unidad central 
Para elegir el lenguaje de programación adecuado, previamente es necesaria la 
elaboración de una lista de requerimientos del programa, esta lista es la 
siguiente: 
a) La sintaxis del lenguaje ha de ser fácil de aprender o ya conocida. 
a) Debe de disponer de frameworks gratuitas para la elaboración de 
interfaces graficas de usuarios. 
b) Debe disponer de librerías o funciones nativas de comunicación a través de 
sockets. 
c) A ser posible, multiplataforma. 
A continuación se presenta una comparativa, de cuatro lenguajes, en función de 
los requerimientos establecidos. 
 
 
Tabla 5. 2. Comparativa de lenguajes de programación. 
Lenguaje Java C C++ Python 
Facilidad de 
aprendizaje 
Baja, la 
experiencia de 
los proyectistas 
con este 
lenguaje es 
mínima. 
 
Alta, los 
proyectistas 
tienen 
conocimientos 
amplios de este 
lenguaje. 
 
Alta, los 
proyectistas 
tienen 
conocimientos 
amplios de este 
lenguaje. 
 
Media, los 
proyectistas 
tienen ciertos 
conocimientos 
previos de este 
lenguaje. 
 
Frameworks 
para GUI 
 
AWT 
Swing 
SWT 
GTK+ 
Tk  
Qt  
wxWidgets  
FLTK+ 
PyQt  
Tkinter  
PyGTK 
wxPython 
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Programación 
con sockets 
Disponible, fácil 
implementación. 
Disponible, 
dificultad 
media. 
Disponible, 
dificultad 
media. 
Disponible, fácil 
implementación 
Multiplataforma Multiplataforma, 
se ejecuta en 
una “Máquina 
Virtual Java” por 
lo que no 
depende de la 
plataforma. 
Multiplataforma, 
existen 
compiladores 
para todos los 
sistemas 
operativos. 
Multiplataforma, 
existen 
compiladores 
para todos los 
sistemas 
operativos. 
Multiplataforma, 
Existen 
intérpretes de 
este lenguaje 
para los 
sistemas 
operativos más 
importantes. 
 
Analizando la tabla 5.2, se descartó el uso de lenguaje Java por la poca 
familiaridad con este. Los tres leguajes restantes, en cuanto a ventajas e 
inconvenientes, parecían bastante equilibrados. Por una parte los proyectistas  
tenían más experiencia con C y C++, pero Python dispone de una gran cantidad 
de librerías para el desarrollo de GUIs, sin embargo, muchas de las librerías para 
el desarrollo de entornos gráficos que encontramos para Python son bindings 
(adaptaciones de un lenguaje a otro) de librerías nativas para otros lenguajes.  
Entre las librerías examinadas, la que más llamo la atención fue Qt. Qt no solo es 
una librería de desarrollo de entornos gráficos, sino un completo framework con 
tipos de datos personalizados y de alto nivel, además posee su propio IDE 
(Integrated Development Evironment) llamado QtCreator.  
Como se puede ver en la tabla 5.2, Qt está disponible para C++ y Python, pero 
este conjunto de librerías fueron desarrolladas en C++, por lo que los 
proyectistas decidieron finalmente el uso de este lenguaje. 
Las librerías Qt se pueden incluir en cualquier proyecto escrito en C++ mediante 
cualquier herramienta. Pero se ha decidido usar un IDE llamado QtCreator 
pensado para trabajar con las librerías Qt. Este IDE nos permite gestionar los 
archivos de nuestro proyecto, editar el código y diseñar gráficamente la interfaz 
de usuario de nuestra aplicación. Además incorpora funciones como la gestión de 
versiones o el modo Debug. 
Figura 5. 1. Edición de código en QtCreator. 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 94 - 
 
5.3. Descripción técnica del programa de la 
unidad central 
El software de la unidad central es la parte más importante de esta, puesto que 
el hardware es genérico. El software de control desempeña las siguientes 
funciones: 
 Comunicación entre todos los nodos de la red. 
 Interpretación de la información enviada por los robots. 
 Representación visual de la información. 
 Permitir la entrada de órdenes concretas por parte del usuario. 
 Capacidad de decidir qué acciones deben realizar los robots. 
 Almacenamiento de la información referente al entorno. 
Se ha elaborado un programa, capaz de realizar las funciones especificadas, 
organizado en bloques distintos: 
 Interfaz Gráfica 
 Mapa 
 Inteligencia Artificial 
 Interprete 
 Bloque de Comunicaciones 
 Generador de Mapa 
Figura 5. 2. Diseño de un formulario en QtCreator. 
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Cada bloque es una clase de la cual se crea una instancia en el programa 
principal. Los diferentes bloques se interconectan mediante el gestor de eventos 
propio de Qt. Todos los bloques pertenecen al programa principal, excepto el 
mapa, el cual es pasado por referencia al resto de bloques para que todos 
puedan tener acceso a él. 
La distribución de bloques que se ha realizado queda representada en el 
siguiente diagrama: 
 
 
Interfaz Gráfica
Mapa
Inteligencia 
Artificial
Interprete
Bloque de Comunicaciones
Generador 
de Mapa
Figura 5. 3. Diagrama de bloques del programa de la unidad central 
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5.3.1. Interconexión de eventos 
El Qt es capaz de gestionar eventos creados por el programador, para esto el 
programador debe definir primero un evento mediante el comando signal y una 
función que ha de ser catalogada como slot.  
A continuación se han de conectar el signal con el slot, esta conexión implica que 
cada vez que se emita un signal se ejecutara el slot. Para realizar esta conexión 
se emplea la función connect. 
Este gestor de eventos permite que elementos que no tienen acceso entre ellos 
puedan realizar llamadas a subfunciones del otro. 
En la tabla 5.4 podemos ver una relación de los signal y slots que están 
conectados entre ellos, en esta tabla se ve claramente que un signal puede 
alertar a más de un slot, esto se debe a que un signal solo emite un evento, pero 
muchos slots pueden reaccionar al mismo evento. 
 
Tabla 5. 3. Tabla de relaciones entre signals y slots. 
Bloque del signal Nombre del signal Nombre del slot Bloque del slot 
Analizador FlagReadyLabels ReadyLabels pantalla 
Analizador AddMessage Writetext pantalla 
Analizador CalibrationFinished SendCaliDone pantalla 
pantalla FlagPantalla InputsPantalla Analizador 
pantalla SendCalibration Writting Analizador 
Analizador FlagSocket SocketONOFF comunicador 
Analizador FlagWrite WriteInside comunicador 
comunicador GlobalFlagMessage MessageFromSocket Analizador 
Analizador FlagRunIA Start ia 
Analizador FlagSweepUsu SweepUsuRecieved ia 
Analizador FlagSweepRef SweepRefRecieved ia 
Analizador FlagArrived Arrived ia 
ia FlagSend Writting Analizador 
Analizador SendRefer AddRefer mg 
Analizador SendSweep AddScanning mg 
Analizador SendDist AddMoveData mg 
mg goUpdate updateMapGraph pantalla 
ia goUpdate updateMapGraph pantalla 
 
5.3.2. Interfaz Gráfica 
La interfaz gráfica es el bloque encargado de la interacción con el usuario y 
mostrar los resultados de la exploración. 
 Flota de robots móviles para el reconocimiento automático del entorno 
 - 97 - 
 
Como se observa en la figura 5.4, se divide fácilmente en tres regiones. La 
región de arriba a la izquierda para la interacción con el usuario, el cuadro de 
arriba a la derecha encargada de mostrar los resultados de la exploración 
realizada hasta el momento y una ventana de mensajes abajo encargada de 
mostrar información interna, paquetes de información que se envían a través de 
las comunicaciones y alertas propias del programa de control. 
Los ordinogramas representativos de la interfaz gráfica son los siguientes: 
 
Figura 5. 5. Función ejecutada al hacer click sobre el botón 
Comunicaciones. 
Figura 5. 4. Apariencia de la interfaz gráfica. 
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Figura 5. 6. Función ejecutada al hacer click sobre el botón Mapping. 
 
 
Figura 5. 7. Función ejecutada al hacer click sobre el botón 
Calibraciones. 
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Figura 5. 8. Función ejecutada al hacer click sobre el botón Clear. 
 
 
Figura 5. 9. Función ejecutada al hacer click sobre el checbox Axis. 
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Figura 5. 10. SLOT 
ReadyLabels. 
 
Figura 5.11. SLOT 
Writetext. 
 
Figura 5.12. SLOT 
SendCaliDone. 
 
Figura 5. 11. SLOT 
CalibrationClicked. 
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Figura 5. 12. SLOT UpdateMapGraph. 
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5.3.3. Intérprete 
Cuando el bloque de comunicaciones recibe un nuevo mensaje, este alerta al 
intérprete, el cual analiza el mensaje y decide a que modulo va dirigido o a quien 
corresponde hacerse cargo de él. 
 
Figura 5. 13. SLOT ImputsPantalla. 
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Figura 5. 14. SLOT MessageFromSocket. 
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Figura 5. 15. SLOT Writting. 
 
5.3.4. Generador de mapa 
El bloque generador de mapas recibe a través del intérprete los mensajes de los 
robots, estos mensajes contienen información sobre un barrido usual, un barrido 
referencia o cuanto se ha desplazado un robot. Toda esta información es 
convertida en el formato adecuado para poder ser almacenada en el mapa. Las 
conversiones no son solo de formato, también se han de hacer conversiones 
geométricas para pasar de las referencias polares de los robots, a las referencias 
cartesianas del mapa. 
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Figura 5. 16. SLOT 
AddRefer. 
 
Figura 5. 17. SLOT 
AddScanning. 
 
5.3.5. Mapa 
Este bloque no es más que un contener de información. Almacena información 
sobre los obstáculos encontrados por los robots y las posiciones de los robots, 
esta información es añadida y recuperada por los otros módulos mediante sus 
respectivas funciones. 
5.3.6. Inteligencia artificial 
El bloque de la inteligencia artificial es el “cerebro” del programa. Este 
interacciona con el bloque intérprete para comunicarse con los robots y recibir la 
información que le envía cada uno, con el mapa para tener acceso a los datos 
referentes al mismo y tomar decisiones al respecto y con la interfaz gráfica para 
poder acceder a información de colisionado entre objetos. 
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Este bloque es donde cualquier desarrollador de métodos de exploración bajo la 
técnica SLAM podría implementar su código. En el caso de este proyecto, se ha 
elaborado un método de exploración para la comprobación del funcionamiento 
del sistema. Este se puede sintetizar en un ciclo de órdenes que se repiten 
continuamente. 
1. Detección de una nueva área que se requiere explorar: 
La unidad central revisa el mapa global y realiza una rápida búsqueda de la 
mejor zona para ser explorada en esta nueva iteración. Se aplica la repulsión 
de puntos para encontrar esta una nueva zona. 
2. Cálculo y envío de la ruta que deberán realizar los dos robots más alejados a 
la nueva área de exploración: 
Desde la unidad central se envía la información de la ubicación a la que tienen 
de movilizarse los dos robots escogidos por la unidad central. Esta 
información es una coordenada cartesiana relativa a la posición y orientación 
actual del robot. 
3. Realización de la ruta calculada para los otros dos robots: 
Los robots calculan con las coordenadas cartesianas que se les han enviado la 
rotación que han de realizar y la distancia que han de avanzar. Primero 
realizan la rotación y después avanzarán hasta llegar al destino. Cada robot 
envía a la unidad central la distancia que calcula que ha recorrido. 
4. Comprobación de la ruta realizada con el tercer robot: 
El robot que no se ha movilizado realiza un barrido referencia para enviar a la 
unidad central la posición a la que detecta que se encuentran los robots que 
se han movilizado. 
5. Reubicación de los robots en el mapa global según las informaciones de 
movimiento 
Se reúne la información enviada por los robots que se han movilizado sobre la 
distancia que han recorrido calculada por los encoders y la enviada por el 
robot que no se moviliza sobre la ubicación relativa al mismo de los otros dos 
robots después de moverse. 
Se usan ambas informaciones para obtener la posición actual en el mapa 
global de los robots actualizada. 
6. Realización del barrido usual por los dos robots más cercanos a la nueva zona 
a estudiar: 
Los robots que se han adelantado hasta la nueva zona inexplorada, realizan 
un barrido usual cada uno para recaudar información de esta área y enviarla 
a la unidad central. 
7. Localización e inserción correcta de los mapas locales en el mapa global: 
Con la información recaudada por los barridos usuales, la unidad central 
posiciona los dos mapas locales en el mapa global según la ubicación de los 
robots que han enviado esta información. 
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Cuando se empieza una exploración existe un problema con este ciclo de 
órdenes, no se puede empezar por ningún punto. Por eso es necesario realizar 
una seria de órdenes introductorias que finalice en la primera orden del bucle 
para, después, poder seguir con el bucle de órdenes hasta que finalice la 
exploración. 
A continuación se especifican las órdenes introductorias: 
1. Posicionamiento inicial de los robots realizado de forma manual. 
2. Realización de un barrido usual por los otros dos robots situados en los 
extremos. 
3. Envío e inserción de los mapas locales en el mapa global como origen de la 
exploración. 
4. Ubicación de los robots en el mapa global. 
Con estas 4 órdenes introductorias se consigue la suficiente información para 
crear el inicio del mapa global e introducirse en el ciclo de órdenes. 
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Posicionamiento inicial de 
los robots realizado de 
forma manual
Realización de un barrido 
usual por los otros dos 
robots situados en los 
extremos
Envío e inserción de los 
mapas locales en el mapa 
global como origen de la 
exploración
Ubicación de los robots 
en el mapa global
-
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Detección de una nueva área 
que se requiere explorar
Cálculo y envío de la ruta 
que deberán realizar los dos 
robots más alejados a la 
nueva área de exploración
Realización de la ruta 
calculada para los otros dos 
robots 
Comprobación de la ruta 
realizada con el tercer robot
Reubicación de los robots en 
el mapa global según las 
informaciones de 
movimiento
Realización del barrido usual 
por los dos robots más 
cercanos a la nueva zona a 
estudiar
Localización e inserción 
correcta de los mapas 
locales en el mapa global
Figura 5. 18. Diagrama representativo del método de exploración. 
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Para interpretar el código de forma senzilla se presentan un conjunto de 
ordinogramas representativos del código: 
 
 
Figura 5. 19. SLOT Start. 
 
 
Figura 5. 20. SLOT SweepRefRecieved. 
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Figura 5. 21. SLOT SweepUsuRecieved. 
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Figura 5. 22. SLOT Arrived. 
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Figura 5. 23. Función FindSpaceDirection. 
 
 
Figura 5. 24. Función ChooseRobots.  
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CAPÍTULO 6: 
CONCLUSIONES 
Tras finalizar el proyecto los proyectistas han conseguido completar los objetivos 
marcados en el apartado 1.1 Finalidad del proyecto. En primera instancia, se 
han diseñado y construido el conjunto de tres robots que cumplen con las 
características establecidas. Cada robot es capaz de realizar mediciones de su 
entorno, detectar la ubicación de los demás robots, desplazarse a un punto 
concreto, comunicarse con la unidad central a través de la red creada y 
calibrarse con la ayuda del usuario. 
 
Figura 6.1. Los tres robots finalizados 
 
También se ha elaborado el software de la unidad central que contiene los 
elementos que se requerían, como la interfaz gráfica para el usuario, las 
comunicaciones y un método básico de exploración. 
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Figura 6.2. Software de la unidad central en funcionamiento. 
 
Los proyectistas han aprendido aspectos relacionados con el proyecto como: 
 Aspectos varios sobre el SLAM. 
 La teoría y elaboración de una red con su configuración y 
programación. 
 La programación en QtCreator, especialmente en la elaboración de 
gráficos. 
 La programación básica en inteligencias artificiales. 
 El tratamiento y familiarización del módulo Raspberry Pi. 
 La elaboración de una PCB de tamaño reducido con componentes SMD. 
 Tratamiento de imágenes a través de la librería OpenCV. 
 Teoría y tratamiento de baterías, en especial las de tipo LiPo. 
 Familiarización con la impresión 3D. 
El principal problema que se han encontrado los proyectistas sin resolver es la 
aparición de retrasos en los envíos de algunos paquetes de información a través 
de la red. Estos retrasos aparecen si un socket que une un robot con la unidad 
central no es usado durante un período de tiempo. 
Por otra parte, existe una falta de precisión en la unión de mapas locales. 
Las posibles mejoras a aplicar al proyecto son varias. Referente al problema de 
comunicaciones explicado en el párrafo superior, cambiar la configuración de la 
red y la programación de las comunicaciones para adaptarlas a un protocolo de 
transporte tipo UDP. 
Referente a la unidad sensorial, se podría fijar la cámara inclinada 15,5º hacia el 
emisor laser para aprovechar la imagen al completo, así obteniendo la primera 
columna de la imagen orientada paralelamente al emisor láser. 
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Además, con esta nueva colocación de la cámara se conseguiría una menor 
distancia umbral, así pudiendo medir a distancias menores. 
Por otro lado, si se aumentara la capacidad de procesamiento de la placa de 
control (Raspberry Pi) se podría incluir la programación necesaria para que los 
robots midieran en 3D. Solo se debería calcular, por cada ángulo, la distancia en 
varias líneas de la imagen captada por la cámara, para obtener una serie de 
puntos a distintas alturas. 
Por último, haciendo referencia al desplazamiento del robot, se podrían 
remplazar los motores DC por motores paso a paso o motores de rotación 
continúa. Estos motores aportarían precisión en los desplazamientos. 
Figura 6. 3. Unidad sensorial con la cámara inclinada. 
 - 117 - 
CAPÍTULO 7: 
BIBLIOGRAFÍA 
7.1. Referéncias bibliográficas 
Elinux.org. Raspberry Pi camera module. http://elinux.org/Rpi_Camera_Module (accedido el 10 de 
Noviembre, 2013) 
Elinux.org. Rpi hub. http://elinux.org/RPi_Hub (accedido el 25 de Octubre, 2013) 
Raspberry Pi Foundation. Frequently Ask Questions. http://www.raspberrypi.org/help/faqs/ 
(accedido el 22 de Octubre, 2013) 
Texas Instruments. DRV8802 datasheet. http://www.ti.com/lit/ds/symlink/drv8802.pdf (accedido el 
22 de Febrero, 2014) 
Texas Instruments. DRV8825 datasheet. http://www.ti.com/lit/ds/symlink/drv8825.pdf (accedido el 
22 de Febrero, 2014) 
Texas Instruments. SN74LVCH16T245 datasheet. 
http://www.ti.com/lit/ds/symlink/sn74lvch16t245.pdf (accedido el 22 de Febrero, 2014) 
 
7.2. Bibliografía de Consulta 
Alvarez, Sara. Ordinogramas. http://www.desarrolloweb.com/articulos/ordinogramas.html 
(accedido el 15 de Mayo, 2014) 
Arora, Himanshu. C Socket Programming for Linux with a Server and Client Example Code. 
http://www.thegeekstuff.com/2011/12/c-socket-programming/ (accedido el 28 de Noviembre, 
2013) 
Cplusplus.com. Standart C++ Library Reference. http://www.cplusplus.com/reference/ (accedido el 
30 de Octubre) 
Digia Plc. Qt reference Pages. http://qt-project.org/doc/qt-5/reference-overview.html (accedido el 
20 de Febrero, 2014) 
Gordon. WiringPi functions (API) documentation. https://projects.drogon.net/raspberry-
pi/wiringpi/functions/ (accedido el 15 de Enero, 2014) 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 118 - 
Ingalls, Robert. Sockets Tutorial. http://www.cs.rpi.edu/~moorthy/Courses/os98/Pgms/socket.html 
(accedido el 28 de Noviembre, 2013) 
Internet Engineering Task Force, Braden, R. ed. Requeriments for internet host-communication 
layers. 1989. http://tools.ietf.org/html/rfc1122 (accedido el 3 de Noviembre, 2013) 
Jhonson, Nick. Damn Cool Algorithms: Spatial indexing with Quadtrees and Hilbert Curves. 
http://blog.notdot.net/2009/11/Damn-Cool-Algorithms-Spatial-indexing-with-Quadtrees-and-
Hilbert-Curves (accedido el 23 de abril, 2014) 
Muñoz Salinas, Rafael. RaspiCam: C++ API for using Raspberry camera with/without OpenCV. 
http://www.uco.es/investiga/grupos/ava/node/40 (accedido el 11 de Enero, 2014) 
OpenCV dev team . OpenCV API Reference. http://docs.opencv.org/modules/refman.html (accedido 
el 7 de Diciembre, 2013) 
OpenCV dev team . OpenCV Tutorials. http://docs.opencv.org/doc/tutorials/tutorials.html (accedido 
el 4 de Diciembre, 2013) 
Pierre. OpenCV and Pi Camera Board. http://thinkrpi.wordpress.com/opencv-and-pi-camera-board/ 
(accedido el 3 de Diciembre, 2013) 
Schaenzle, Jordan. Wireless Communication Between Raspberry Pi and Your Computer. 
http://spin.atomicobject.com/2013/04/22/raspberry-pi-wireless-communication/ (accedido el 
29 de Noviembre, 2013) 
Sheldon, Thomas. Encyclopedia of Networking and Telecommunications. Osborne/McGraw-Hill 
2001. 
Sinha, Shweta, Andy Ogielski, ed. A TCP tutorial. 
http://www.ssfnet.org/Exchange/tcp/tcpTutorialNotes.html (accedido el 5 de Noviembre, 2013) 
Tanenbaum, Andrew S. Computer Networks (4th ed.), Prentice Hall, 2002. 
The University of Chicago. Chicago-Style Citation Quick Guide. 
http://www.chicagomanualofstyle.org/tools_citationguide.html (accedido el 2 de Junio, 2014) 
Thiebaut, Dominique. Tutorial: Client/Server on the Raspberry Pi. 
http://cs.smith.edu/dftwiki/index.php/Tutorial:_Client/Server_on_the_Raspberry_Pi (accedido 
el 24 de Noviembre, 2013) 
Tovar, Benjamín, Lourdes Muñoz-Gómez,Rafael Murrieta-Cid,Moisés Alencastre-Miranda,Raúl 
Monroy, y Seth Hutchinson. Planning exploration strategies for simultaneous localization and 
mapping. Robotics and Autonomous Systems, Elsevier, 28 April 2006. 
  
  
 
 
 
Memoria Económica 
 
 
 
“FLOTA DE ROBOTS 
MÓVILES PARA EL 
RECONOMIENTO 
AUTOMÁTICO DEL 
ENTORNO” 
 
TFG presentado para optar al título de GRADO en 
INGENIERÍA ELECTRÓNICA INDUSTRIAL Y 
AUTOMÁTICA 
por Ferran Parés Pont y Bruno Lionel Caro 
Huamaní 
 
 
Barcelona, 11 de Junio de 2014 
 
 
 
Director: Sebastián Tornil Sin 
Departamento de Ingeniería de Sistemas, Automática e Informática 
Industrial (ESAII) 
Universitat Politècnica de Catalunya (UPC) 
 - 121 - 
ÍNDICE MEMORIA ECONÓMICA 
Índice memoria económica ...................................................................... 121 
Índice de tablas ...................................................................................... 123 
Capítulo 1: Costes de desarrollo y prototipado ................................. 125 
1.1. Coste de ingeniería ................................................................... 125 
1.2. Coste de materiales .................................................................. 126 
Capítulo 2: Coste de venta al público ................................................ 129 
2.1. Coste de materiales .................................................................. 129 
2.2. Coste de montaje ..................................................................... 130 
2.3. Coste de amortización ............................................................... 130 
2.4. Precio final de venta al público ................................................... 131 
 
 - 123 - 
ÍNDICE DE TABLAS 
Tabla 1.1. Coste de ingeniería desglosado en tareas .................................. 125 
Tabla 1.2. Coste de materiales para el desarrollo del prototipo .................... 126 
Tabla 2.1. Coste de materiales de una producción de 100 kits en serie ......... 129 
 
 - 125 - 
CAPÍTULO 1: 
COSTES DE 
DESARROLLO Y 
PROTOTIPADO 
Los costes de este capítulo son los relacionados con el coste de ingeniería y 
materiales para el desarrollo del prototipo. El coste de ingeniería es el dinero 
invertido en personal para la investigación del prototipo y el coste de materiales 
son todo los materiales físicos que se han requerido para el desarrollo. 
 
1.1. Coste de ingeniería 
Tabla 1.1. Coste de ingeniería desglosado en tareas 
 Horas dedicadas Precio por hora Precio área 
Búsqueda y pruebas de 
componentes 
225 h 15 €/h 3375 € 
Análisis de métodos de medidas 80 h 15 €/h 1200 € 
Desarrollo del método de medida 40 h 15 €/h 600 € 
Diseño de la estructura del 
medidor 
40 h 15 €/h 600 € 
Desarrollo del algoritmo de 
identificación de los robots 
80 h 15 €/h 1200 € 
Implementación del componente 
identificador 
40 h 15 €/h 600 € 
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Diseño del esquemático y PCB de 
la placa auxiliar 
100 h 15 €/h 1500 € 
Montaje y comprobación de la 
placa auxiliar 
175 h 10 €/h 1750 € 
Montaje de los robots 110 h 10 €/h 1100 € 
Comprobación del movimiento 80 h 15 €/h 1200 € 
Desarrollo del sistema de control 
de las ruedas 
30 h 15 €/h 450 € 
Diseño y fabricación de los 
encoders 
50 h 15 €/h 750 € 
Desarrollo de las comunicaciones 50 h 15 €/h 750 € 
Desarrollo del entorno gráfico 70 h 15 €/h 1050 € 
Desarrollo del software de los 
robots 
100 h 15 €/h 1500 € 
Desarrollo de la inteligencia 
artificial de pruebas 
150 h 15 €/h 2250 € 
Redacción de la memoria 150 h 10 €/h 1500 € 
TOTAL 21375 € 
 
1.2. Coste de materiales 
En este apartado se han tenido en cuenta los gastos de envío de los 
componentes presentados. 
 
Tabla 1.2. Coste de materiales para el desarrollo del prototipo 
 Precio unitario Nº unidades Precio 
Pack Raspberry Pi modelo A + 
Rasberry Pi Camera Module 
52,66 € 3 157,98 € 
Rasberry Pi Camera Module 29,04 € 1 29,04 € 
Tarjeta SDHC de 8GB 7,99 € 3 23,97 € 
Laser de línea enfocada 3,67 € 3 11,01 € 
Motor de rotación continua 15, 61€ 1 15,61 € 
Puntero laser 2,4 € 1 2,4 € 
Placa virgen para PCB 2,19 € 1 2,19 € 
Servomotor 10,9 € 1 10,9 € 
Motor paso a paso 28BYJ-48 6,32 € 3 18,96 € 
Wireless USB TL-WN725N v.2 9,68 € 3 29,04 € 
Kit chasis 23,52 € 3 70,56 € 
Step-Up a 5V 10,88 € 1 10,88 € 
Pack 10xPCB 14,57 € 1 14,57 € 
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UBEC 6,22 € 3 18,66 € 
Batería 3S LiPo 15,92 € 4 63,68 € 
Cargador baterías LiPo 29,81 € 1 29,81 € 
Adaptador de corriente 30,42 € 1 30,42 € 
Conector batería 1,8 € 4 7,2 € 
Componentes mecánicos varios - - 15,76 € 
Componentes electrónicos varios - - 76.14 € 
Estación de trabajo 1000 € - 1000 € 
Ordenadores de trabajo 800 € 2 1600 € 
Impresora 3D 740 € 1 740 € 
TOTAL 3978,78 € 
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CAPÍTULO 2:             
COSTE DE VENTA AL 
PÚBLICO 
En este capítulo se realiza un estudio de precio de venta al público del prototipo. 
Se ha de especificar que un kit de los que se vende al público consta de los 3 
robots más el software de control. 
Para realizar el estudio se divide en los siguientes subapartados: 
 Coste de materiales. 
 Coste de montaje. 
 Coste de amortización. 
 Ganancias. 
 Precio final de venta. 
Para realizar los cálculos se considera la fabricación inicial de 100 kits. 
2.1. Coste de materiales 
Para el cálculo de coste de materiales se ha tenido en cuenta la reducción de 
precio para compras de este volumen.  
Tabla 2.1. Coste de materiales de una producción de 100 kits en serie 
 Precio unitario Nº unidades Precio 
Pack Raspberry Pi modelo A + 
Rasberry Pi Camera Module 
33,64 € 300 10092 € 
Tarjeta SDHC de 8GB 2,8 € 300 840 € 
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Laser de línea enfocada 3,67 € 300 1101 € 
Motor paso a paso 28BYJ-48 1,86 € 300 558 € 
Wireless USB TL-WN725N v.2 9,68 € 300 2904 € 
Kit chasis 13.3 € 300 3990 € 
Pack 10xPCB 14,57 € 30 437,1 € 
UBEC 6,22 € 300 1866 € 
Batería 3S LiPo 10,24 300 3072 € 
Material soporte del medidor 18,95 € 15 284,25 € 
SN74LVCH16T245 1,15 € 300 345 € 
DRV8802 2,09 € 300 627 € 
DRV8825 3,04 € 300 912 € 
Componentes mecánicos varios 3,5 € 300 1050 € 
Componentes electrónicos varios 11 € 300 3300 € 
CD virgen 1,5 € 100 150 € 
TOTAL 31528,35 € 
 
Si se divide el coste de materiales por el número de kits: 
 
 
31528,35 €
100 𝑘𝑖𝑡𝑠
= 315,28 € 𝑘𝑖𝑡⁄  (1) 
El coste de materiales por un kit es de 315,28 €. 
 
2.2. Coste de montaje 
Este es el coste de mano de obra dedicada al montaje de partes mecánicas de 
los robots, ensamblaje de los componentes electrónicos y cableados de los 
robots. 
Se considera una persona hábil, capaz de realizar el montaje de un robot en 4 
horas. Esta persona cobra 10 €/h con lo que: 
 
 3 robots 𝑘𝑖𝑡⁄ ∗ 4
ℎ
𝑟𝑜𝑏𝑜𝑡⁄ ∗ 10 
€
ℎ𝑜𝑟𝑎⁄ = 120 
€
𝑘𝑖𝑡⁄  (2) 
 
El coste de montaje por un kit es de 120 €. 
2.3. Coste de amortización 
En este apartado se pretende valorar el coste de amortización de los costes de 
desarrollo y prototipado (véase capítulo 1) entre los 100 kits que se pretenden 
vender. 
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21375 €+3978,78 € 
100 𝑘𝑖𝑡𝑠
= 253,54 € 𝑘𝑖𝑡⁄  (3) 
 
El coste de amortización por un kit es de 253,54 €. 
 
 
2.4. Precio final de venta al público 
Sumando los tres costes anteriores se obtiene el precio de coste del kit: 
 
 315,28 € + 120 € + 253,54 € = 688,82 € (4) 
 
A este precio de coste se le aplica un margen de beneficios del 20 %: 
 
 688,82 € · 1,20 = 826,58 € (5) 
 
Así la empresa recibe unos beneficios de 137,76 € por kit vendido. Finalmente se 
aplica el I.V.A del 21% para obtener el precio final de venta al público: 
 
 826,58 € ∗ 1,21 = 1000,16 € ≃ 1000 € (6) 
Un kit constituyente de 3 robots y el programa de control se vendería al precio 
de 1000 €. 
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CAPÍTULO 1: 
CODIGO DEL 
SOFTWARE DE 
LA UNIDAD 
CENTRAL 
1.1. Main.c 
#include "mainwindow.h" 
#include <QApplication> 
#include <socket_server.h> 
#include <interprete.h> 
#include <cintart.h> 
#include <cmap.h> 
#include <QVector2D> 
#include <mapgenerator.h> 
 
using namespace std; 
 
int main(int argc, char *argv[]) 
{ 
    QApplication a(argc, argv); 
    MainWindow pantalla; 
    pantalla.show(); 
 
    Socket_Server comunicador; 
    Interprete analizador; 
    CIntArt ia; 
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    //Create variable of class map generator 
    //Create variable of class map 
    CMap m; 
    MapGenerator mg; 
    pantalla.SetMap(&m); 
    mg.SetMap(&m); 
    ia.SetMap(&m); 
 
 
    QObject::connect(&analizador, SIGNAL(FlagReadyLabels (bool,bool,bool)), 
&pantalla, SLOT(ReadyLabels(bool,bool,bool))); 
    QObject::connect(&analizador, SIGNAL(AddMessage(QString)), &pantalla, 
SLOT(Writetext(QString))); 
    QObject::connect(&analizador, SIGNAL(CalibrationFinished()), &pantalla, 
SLOT(SendCaliDone())); 
    QObject::connect(&pantalla, SIGNAL(FlagPantalla(int,bool)), 
&analizador, SLOT(InputsPantalla(int,bool))); 
    QObject::connect(&pantalla, SIGNAL(SendCalibration(QString, int)), 
&analizador, SLOT(Writting(QString, int))); 
 
    QObject::connect(&analizador, SIGNAL(FlagSocket(bool)), &comunicador, 
SLOT(SocketONOFF(bool))); 
    QObject::connect(&analizador, SIGNAL(FlagWrite(QString,int)), 
&comunicador, SLOT(WriteInside(QString,int))); 
    QObject::connect(&comunicador, 
SIGNAL(GlobalFlagMessage(QString,int,bool)), &analizador, 
SLOT(MessageFromSocket(QString,int,bool))); 
 
    QObject::connect(&analizador, SIGNAL(FlagRunIA()), &ia, SLOT(Start())); 
    QObject::connect(&analizador, SIGNAL(FlagSweepUsu(int)), &ia, 
SLOT(SweepUsuRecieved(int))); 
    QObject::connect(&analizador, SIGNAL(FlagSweepRef(int)), &ia, 
SLOT(SweepRefRecieved(int))); 
    QObject::connect(&analizador, SIGNAL(FlagArrived(int)), &ia, 
SLOT(Arrived(int))); 
    QObject::connect(&ia, SIGNAL(FlagSend(QString, int)), &analizador, 
SLOT(Writting(QString, int))); 
 
    QObject::connect(&analizador, SIGNAL(SendRefer(QString,int)), &mg, 
SLOT(AddRefer(QString,int))); 
    QObject::connect(&analizador, SIGNAL(SendSweep(QString,int)), &mg, 
SLOT(AddScanning(QString,int))); 
    QObject::connect(&analizador, SIGNAL(SendDist(int,int)), &mg, 
SLOT(AddMoveData(int,int))); 
    QObject::connect(&mg, SIGNAL(goUpdate()), &pantalla, 
SLOT(updateMapGraph())); 
 
    QObject::connect(&ia, SIGNAL(goUpdate()), &pantalla, 
SLOT(updateMapGraph()));//PARA PRUEBAS 
    mg.ResetMap(); 
    return a.exec(); 
} 
 
1.2. Mainwindow.h 
 
#ifndef MAINWINDOW_H 
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#define MAINWINDOW_H 
 
#include <QMainWindow> 
#include "calibracion.h" 
#include <QGraphicsScene> 
#include <cmap.h> 
#include "graphics.h" 
#include <QDateTime> 
 
#include <QDebug> 
 
namespace Ui { 
class MainWindow; 
} 
 
class MainWindow : public QMainWindow 
{ 
    Q_OBJECT 
     
public: 
    explicit MainWindow(QWidget *parent = 0); 
    ~MainWindow(); 
    Calibracion calib; 
 
    QGraphicsScene *scene; 
    QList<Robot*> RobotsDisplay; 
    Robot *rbt; 
    Axis *axis; 
    Circulo *circ; 
    Obstacle *obtcl; 
    Path *path; 
    QGraphicsRectItem *rectangle; 
    void SetMap(CMap* newmap); 
     
public slots: 
    void Writetext (QString m); 
    void ReadyLabels(bool Ready1, bool Ready2, bool Ready3); 
    void SendCaliDone(); 
    void updateMapGraph(); 
    void CalibrationClicked(int rpi,QString distance); 
 
private slots: 
    void on_pushButton_clicked(); 
    void on_pushButton_2_clicked(); 
 
    void on_pushButton_3_clicked(); 
 
    void on_pushButton_4_clicked(); 
 
    void on_checkBox_stateChanged(int arg1); 
 
private: 
    Ui::MainWindow *ui; 
 
    bool FlagButtonMapping, FlagButtonComunications; 
    CMap* map; 
    QBrush greenBrush; 
    QBrush blueBrush; 
    QPen outlinePen; 
    bool DrawAxis; 
 
 
signals: 
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    void FlagPantalla(int,bool); 
    void SendCalibration(QString,int); 
    void CalibrationArrived(); 
 
}; 
 
#endif // MAINWINDOW_H 
1.3. Mapgenerator.h 
 
#ifndef MAPGENERATOR_H 
#define MAPGENERATOR_H 
 
#include <QObject> 
#include <QList> 
#include <QVector2D> 
#include <cmap.h> 
#include <cpunto.h> 
#include <qmath.h> 
#include <QStringList> 
 
const double PI  =3.141592653589793238463; 
 
class MapGenerator : public QObject 
{ 
    Q_OBJECT 
 
private: 
    QList<qreal> angles1; 
    QList<qreal> d1; 
    QList<qreal> d2; 
    QList<qreal> d3; 
    QList<QList<qreal> > distance; 
    CMap* mapa; 
 
 
public: 
    explicit MapGenerator(QObject *parent = 0); 
    qreal Degrees(qreal radian); 
    qreal Radians(qreal degrees); 
    void SetMap(CMap* newmap); 
    void ResetMap(); 
 
     
signals: 
    void goUpdate(); 
     
public slots: 
    void AddRefer(QString scan, int robot); 
    void AddScanning(QString scan, int robot); 
    void AddMoveData(int dist, int robot); 
     
}; 
 
#endif // MAPGENERATOR_H 
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1.4. Rpi_comunications.h 
#ifndef RPI_COMUNICATIONS_H 
#define RPI_COMUNICATIONS_H 
 
#include <unistd.h> 
#include <stdio.h> 
#include <QObject> 
#include <QThread> 
#include <sys/socket.h> 
#include <netinet/in.h> 
 
#include <QDebug> 
 
class RPI_comunications : public QThread 
{ 
    Q_OBJECT 
 
private: 
    char buffer[256]; 
    int newsockfd; 
    bool CloseThisFlag, FlagReadytoWrite; 
    QString message; 
 
public: 
    RPI_comunications(); 
    void run(); 
    void Set_newsockfd (int num); 
    void Close_newsockfd (); 
    void Write (QString m); 
 
signals: 
    void FlagMessage(QString m); 
}; 
 
#endif // RPI_COMUNICATIONS_H 
 
1.5. Socket_server.h 
#ifndef SOCKET_SERVER_H 
#define SOCKET_SERVER_H 
 
#include <stdio.h> 
#include <unistd.h> 
#include <sys/types.h> 
#include <sys/socket.h> 
#include <netinet/in.h> 
#include <fcntl.h> 
#include <QObject> 
#include <QThread> 
#include <rpi_comunications.h> 
 
#include <QDebug> 
 
#define portno 8893 
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class Socket_Server: public QThread{ 
    Q_OBJECT 
private: 
    int sockfd, newsockfd, clilen; 
    int Link[3]; 
    struct sockaddr_in serv_addr, cli_addr; 
    int n, LastSender; 
    bool CloseforFull; 
 
public slots: 
 
    void RecieveMessage(QString m); 
    void SocketONOFF(bool ONOFF); 
    void WriteInside(QString m,int rpi); 
 
public: 
    Socket_Server(); 
    RPI_comunications connection1; 
    RPI_comunications connection2; 
    RPI_comunications connection3; 
    void Configurar(int port); 
    void run(); 
 
signals: 
    void GlobalFlagMessage(QString,int,bool); 
 
}; 
 
#endif // SOCKET_SERVER_H 
  
1.6. Interprete.h 
#ifndef INTERPRETE_H 
#define INTERPRETE_H 
 
#include <QObject> 
 
#include <QDebug> 
 
class Interprete : public QObject 
{ 
    Q_OBJECT 
public: 
    explicit Interprete(QObject *parent = 0); 
 
private: 
    bool FlagMapping, FlagComunications; 
    bool Ready1, Ready2, Ready3; 
    int RPIRef; 
 
signals: 
    void AddMessage (QString); 
    void SendRefer(QString, int); 
    void SendSweep(QString, int); 
    void FlagSocket (bool); 
    void FlagCloseComunications(); 
    void FlagReadyLabels (bool,bool,bool); 
    void FlagWrite(QString,int); 
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    void FlagRunIA(); 
    void FlagSweepUsu(int); 
    void FlagSweepRef(int); 
    void FlagArrived(int); 
    void CalibrationFinished(); 
    void SendDist(int,int); 
 
     
public slots: 
    void MessageFromSocket(QString m, int rpi, bool internal); 
    void InputsPantalla(int selector, bool run); 
    void Writting(QString m, int i); 
 
}; 
 
#endif // INTERPRETE_H 
 
1.7. Cintart.h 
#ifndef CINTART_H 
#define CINTART_H 
 
#include <QObject> 
#include <cmap.h> 
#include <math.h> 
#include <QThread> 
 
#include <QDebug> 
 
#define pi 3.141592654 
 
class CIntArt : public QObject 
{ 
    Q_OBJECT 
public: 
    explicit CIntArt(QObject *parent = 0); 
    void SetMap(CMap* newmap); 
 
private: 
    struct movement { 
        QVector2D dir; 
        int r; 
    }; 
    QList<movement> MoveList; 
    bool State[2][3]; 
    int Ref, NextSweep; 
    CMap* mapa; 
    QVector2D Distance(QVector2D p1,QVector2D p2); 
    QVector2D FindSpaceDirection(int reference); 
    int ChooseRobots(QVector2D Space); 
     
signals: 
    void FlagSend(QString, int); 
    void goUpdate(); 
     
public slots: 
    void Start(); 
    void SweepUsuRecieved(int i); 
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    void SweepRefRecieved(int i); 
    void Arrived(int i); 
     
}; 
 
#endif // CINTART_H 
 
1.8. Graphics.h 
#ifndef GRAPHICS_H 
#define GRAPHICS_H 
 
#include <QPainter> 
#include <QGraphicsItem> 
#include <QDebug> 
#include <QVector2D> 
#include <math.h> 
 
 
enum IDtypes{ 
    IDObstacle = 1, 
    IDRobotL , 
    IDRobot 
 
}; 
 
class Axis :public QGraphicsItem { 
 
public: 
    Axis(); 
    QRectF boundingRect() const; 
    void paint (QPainter *painter, 
                const QStyleOptionGraphicsItem *option, 
                QWidget *widget); 
 
protected: 
 
 
}; 
 
class Robot :public QGraphicsItem 
{ 
public: 
    int ID; 
    Robot(int n, bool e); 
 
    QRectF boundingRect() const; 
 
    void SetColor(QColor color); 
 
    // overriding paint() 
    void paint(QPainter *painter, 
               const QStyleOptionGraphicsItem * option, 
               QWidget * widget); 
 
 
    bool Pressed; 
protected: 
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    QColor Color; 
    int number; 
    bool last; 
    // overriding mouse events 
    void mousePressEvent(QGraphicsSceneMouseEvent *event); 
    void mouseReleaseEvent(QGraphicsSceneMouseEvent *event); 
}; 
 
class Circulo :public QGraphicsItem 
{ 
public: 
    Circulo(); 
    QRectF boundingRect() const; 
    void paint(QPainter *painter, 
               const QStyleOptionGraphicsItem * option, 
               QWidget * widget); 
 
protected: 
 
 
}; 
 
class Obstacle :public QGraphicsItem{ 
 
public: 
    int ID; 
    Obstacle(); 
    QRectF boundingRect() const; 
    void paint (QPainter *painter, 
                const QStyleOptionGraphicsItem *option, 
                QWidget *widget); 
 
 
}; 
 
class Path :public QGraphicsItem{ 
public: 
    QVector2D Start; 
    QVector2D End; 
    QPolygon rectangle; 
    Path(QVector2D start, QVector2D end); 
    QRectF boundingRect() const; 
    QPainterPath shape() const; 
    void paint (QPainter *painter, 
                const QStyleOptionGraphicsItem *option, 
                QWidget *widget); 
 
    int id; 
 
protected: 
    int xis; 
    int xia; 
    int xfs; 
    int xfa; 
    int yis; 
    int yia; 
    int yfs; 
    int yfa; 
 
}; 
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#endif // GRAPHICS_H 
 
1.9. Cmap.h 
#ifndef CMAP_H 
#define CMAP_H 
 
#include <QObject> 
#include <QList> 
#include <QVector2D> 
#include <cpunto.h> 
#include <qmath.h> 
 
 
class CMap : public QObject 
{ 
    Q_OBJECT 
 
public: 
 
    class Robot { 
    public: 
        QVector2D Position; 
        qreal Direction; 
    }; 
 
    QList<QVector2D> obstaculos; 
    QList<QList<Robot> > Robots; 
    QList<QVector2D> getPoints(); 
    QList<QVector2D> getRbtPos(); 
    QList<QVector2D> listpath; 
    QList<QList<QVector2D> > colisiones; 
    qreal getLastAngle(int robot); 
    bool makecolisions; 
 
    explicit CMap(QObject *parent = 0); 
    void AddObstacle(QVector2D cp); 
    int Clear(void); 
    void AddRobotPos(int robot, QVector2D pos); 
    void ResetPaths(); 
 
private: 
 
 
    QList<QVector2D> col1; 
    QList<QVector2D> col2; 
    QList<QVector2D> col3; 
    QList<Robot> robotA; 
    QList<Robot> robotB; 
    QList<Robot> robotC; 
 
 
    qreal convertDirection(QVector2D posA, QVector2D posB); 
 
signals: 
     
public slots: 
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}; 
 
#endif // CMAP_H 
 
1.10. Calibracion.h 
#ifndef CALIBRACION_H 
#define CALIBRACION_H 
 
#include <QDialog> 
#include <unistd.h> 
 
#include <QDebug> 
 
namespace Ui { 
class Calibracion; 
} 
 
class Calibracion : public QDialog 
{ 
    Q_OBJECT 
     
public: 
    explicit Calibracion(QWidget *parent = 0); 
 
    Ui::Calibracion *ui; 
    ~Calibracion(); 
     
private slots: 
    void on_pushButton_clicked(); 
    void CalibrationDone(); 
 
signals: 
    void goCalibration(int,QString); 
 
private: 
 
}; 
 
#endif // CALIBRACION_H 
 
1.11. Calibracion.cpp 
#include "calibracion.h" 
#include "ui_calibracion.h" 
 
Calibracion::Calibracion(QWidget *parent) : 
    QDialog(parent), 
    ui(new Ui::Calibracion) 
{ 
    ui->setupUi(this); 
} 
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Calibracion::~Calibracion() 
{ 
    delete ui; 
} 
 
 
void Calibracion::on_pushButton_clicked() 
{ 
    ui->label_3->setEnabled(false); 
    QString dist; 
    if(ui->spinBox_2->text().toInt()<10){ 
        dist = "00"+ui->spinBox_2->text(); 
    } 
    else if(ui->spinBox_2->text().toInt()<100){ 
        dist = "0"+ui->spinBox_2->text(); 
    } 
    else{ 
        dist = ui->spinBox_2->text(); 
    } 
    emit goCalibration(ui->spinBox->text().toInt(),dist); 
} 
 
void Calibracion::CalibrationDone(){ 
    ui->label_3->setEnabled(true); 
} 
 
1.12. Cmap.cpp 
#include "cmap.h" 
#include <QDebug> 
 
CMap::CMap(QObject *parent) : 
    QObject(parent) 
{ 
    Robots.append(robotA); 
    Robots.append(robotB); 
    Robots.append(robotC); 
    colisiones.append(col1); 
    colisiones.append(col2); 
    colisiones.append(col3); 
    makecolisions=false; 
} 
 
 
void CMap::ResetPaths(){ 
    listpath.clear(); 
    listpath.append(Robots[0].last().Position); 
    listpath.append(Robots[1].last().Position); 
    listpath.append(Robots[2].last().Position); 
} 
 
int CMap::Clear(void){ 
    obstaculos.clear(); 
 
    for(int i=0;i<3;i++){ 
        Robots[i].clear(); 
    } 
    Robot rbt; 
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    rbt.Position=QVector2D(0,0); 
    rbt.Direction=90; 
    Robots[0].append(rbt); 
    rbt.Position=QVector2D(-50,0); 
    Robots[1].append(rbt); 
    rbt.Position=QVector2D(50,0); 
    Robots[2].append(rbt); 
    return 0; 
} 
 
 
 
qreal CMap::convertDirection(QVector2D posA, QVector2D posB){ 
    int x=posB.x()-posA.x(); 
    int y=posB.y()-posA.y(); 
    if (x==0){ 
        return qAtan(0); 
    } 
    return qAtan(y/x); 
} 
 
void CMap::AddRobotPos(int robot, QVector2D pos){ 
    CMap::Robot rbt; 
    rbt.Position=pos; 
 
    if (Robots[robot-1].isEmpty()==false){ 
        rbt.Direction=convertDirection(Robots[robot-
1].last().Position,rbt.Position); 
    } else { 
        rbt.Direction=90; 
    } 
    Robots[robot-1].append(rbt); 
    qDebug()<<"robot added"; 
} 
 
QList<QVector2D> CMap::getPoints(){ 
    return obstaculos; 
} 
 
void CMap::AddObstacle(QVector2D cp){ 
 
    obstaculos.append(cp); 
 
} 
 
qreal CMap::getLastAngle(int robot){ 
    return Robots[robot-1].last().Direction; 
} 
 
1.13. Graphics.cpp 
#include "graphics.h" 
 
Axis::Axis(){ 
    //setFlag(Item); 
} 
 
QRectF Axis::boundingRect() const 
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{ 
    // outer most edges 
    return QRectF(-4,-4,16,16); 
} 
 
 
void Axis::paint(QPainter *painter, const QStyleOptionGraphicsItem *option, 
QWidget *widget){ 
    painter->setBrush(Qt::black); 
    painter->drawLine(0,0,0,10); 
    painter->drawLine(0,0,10,0); 
    QPolygon triangle; 
    triangle << QPoint(-3,10) << QPoint(3,10) << QPoint(0,13); 
    painter->drawPolygon(triangle); 
    triangle.clear(); 
    triangle << QPoint(10,3) << QPoint(13,0) << QPoint(10,-3); 
    painter->drawPolygon(triangle); 
} 
 
Robot::Robot(int n, bool e) 
{ 
 
    if (e){ 
        ID=IDRobotL; 
    }else 
        ID = IDRobot; 
    number=n; 
    last=e; 
    Pressed = false; 
 
} 
 
QRectF Robot::boundingRect() const 
{ 
    // outer most edges 
    return QRectF(-8,-8,16,16); 
} 
 
void Robot::SetColor(QColor color){ 
    Color=color; 
 
} 
 
void Robot::paint(QPainter *painter, const QStyleOptionGraphicsItem 
*option, QWidget *widget) 
{ 
    QPen pen; 
    QColor Color; 
    int alpha; 
    QPen penB(Qt::black, 0); 
 
    if (last==true){ 
        alpha=255; 
    } else { 
        alpha=100; 
    } 
 
    switch(number){ 
    case 1: 
        Color=QColor(255,0,0,alpha); 
        break; 
    case 2: 
        Color=QColor(0,255,0,alpha); 
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        break; 
    case 3: 
        Color=QColor(0,0,255,alpha); 
        break; 
    } 
 
    pen= QPen(Color,1); 
 
    //Drawing circle 
    painter->setPen(penB); 
    painter->setBrush(Qt::NoBrush); 
    painter->drawRect(-8,-13,16,26); 
    //setting for drawing triangle 
    painter->setPen(pen); 
    painter->setBrush(Color); 
 
    QPolygon triangle; 
    triangle << QPoint(-5,-5) << QPoint(0,8) << QPoint(5,-5); 
    painter->drawPolygon(triangle); 
} 
 
void Robot::mousePressEvent(QGraphicsSceneMouseEvent *event) 
{ 
    Pressed = true; 
} 
 
void Robot::mouseReleaseEvent(QGraphicsSceneMouseEvent *event) 
{ 
    Pressed = false; 
 
} 
 
Circulo::Circulo(){ 
 
} 
 
QRectF Circulo::boundingRect() const 
{ 
    // outer most edges 
    return QRectF(-150,-150,300,300); 
} 
void Circulo::paint(QPainter *painter, const QStyleOptionGraphicsItem 
*option, QWidget *widget){ 
    painter->setBrush(Qt::NoBrush); 
    painter->setPen(QPen(Qt::yellow,3)); 
    painter->drawEllipse(-150,-150,300,300); 
} 
 
 
Obstacle::Obstacle(){ 
    ID = IDObstacle; 
} 
 
QRectF Obstacle::boundingRect() const{ 
    return QRectF(-1,-1,2,2); 
} 
void Obstacle::paint(QPainter *painter, const QStyleOptionGraphicsItem 
*option, QWidget *widget){ 
     painter->setBrush(Qt::black); 
     painter->drawRect(-1,-1,2,2); 
} 
 
Path::Path(QVector2D start, QVector2D end){ 
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    id=5;//path 
    Start=start; 
    End=end; 
    qreal m = (End.y()-Start.y())/(End.x()-Start.x()); 
    qreal d = 7.5/(cos(atan(m))); 
    qreal bs = Start.y()-m*Start.x()+d; 
    qreal ba = Start.y()-m*Start.x()-d; 
    qreal bi = Start.y()+(1/m)*Start.x(); 
    qreal bf = End.y()+(1/m)*End.x(); 
    xis = (int)(bi-bs)/(m+(1/m)); 
    xia = (int)(bi-ba)/(m+(1/m)); 
    xfs = (int)(bf-bs)/(m+(1/m)); 
    xfa = (int)(bf-ba)/(m+(1/m)); 
    yis = m*xis+bs; 
    yia = m*xia+ba; 
    yfs = m*xfs+bs; 
    yfa = m*xfa+ba; 
 
    rectangle << QPoint(xis,yis) << QPoint(xia,yia)<< QPoint(xfa,yfa) << 
QPoint(xfs,yfs) ; 
 
} 
 
QRectF Path::boundingRect() const{ 
    int ymax = yis; 
    int ymin = yis; 
    int xmax = xis; 
    int xmin = xis; 
 
    if(yia>ymax){ 
        ymax=yia; 
    } 
    if(yfs>ymax){ 
        ymax=yfs; 
    } 
    if(yfa>ymax){ 
        ymax=yfa; 
    } 
    if(yia<ymin){ 
        ymin=yia; 
    } 
    if(yfs<ymin){ 
        ymin=yfs; 
    } 
    if(yfa<ymin){ 
        ymin=yfa; 
    } 
 
    if(xia>xmax){ 
        xmax=xia; 
    } 
    if(xfs>xmax){ 
        xmax=xfs; 
    } 
    if(xfa>xmax){ 
        xmax=xfa; 
    } 
    if(xia<xmin){ 
        xmin=xia; 
    } 
    if(xfs<xmin){ 
        xmin=xfs; 
    } 
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    if(xfa<xmin){ 
        xmin=xfa; 
    } 
    return QRectF(xmin,ymin,xmax-xmin,ymax-ymin); 
 
 
} 
 
QPainterPath Path::shape() const{ 
    QPainterPath p; 
    p.addPolygon(rectangle); 
    return p; 
} 
void Path::paint(QPainter *painter, const QStyleOptionGraphicsItem *option, 
QWidget *widget){ 
 
    painter->drawPolygon(rectangle); 
} 
 
1.14. Interprete.cpp 
#include "interprete.h" 
 
 
Interprete::Interprete(QObject *parent) : 
    QObject(parent) 
{ 
    Ready1 = Ready2 = Ready3 = false; 
} 
 
void Interprete::MessageFromSocket(QString m, int rpi, bool internal){ 
    emit AddMessage (m); 
    qDebug()<<"Rasp ke envia: "<<rpi; 
    qDebug()<<m; 
    if(!internal){ 
        if (m[0].isDigit()){ 
            if (m[0].digitValue() == 0){ 
                //emit SendRefer(m, rpi); //MOMENTANEAMENTE 
                emit FlagSweepRef(rpi); 
            } 
            else if(m[0].digitValue() == 1){ 
                emit SendSweep(m, rpi); 
                //emit FlagSweepUsu(rpi); //MOMENTANEAMENTE 
            } 
            else{ 
                goto NRI; 
            } 
        } 
        else if (m.left(9) == "SendToRPI"){ 
            if (m[9].isDigit()){ 
                qDebug() << "missage to RPI " << m[9].digitValue() << endl; 
                if (m[9].digitValue() == 5){ 
                    Writting( m.right(m.size()-10), RPIRef ); 
                } 
                else{ 
                    Writting( m.right(m.size()-10), m[9].digitValue() ); 
                } 
            } 
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            else{ 
               goto NRI; 
            } 
        } 
        else if (m.left(4) == "Dist"){ 
            emit FlagArrived(rpi); 
            emit SendDist(m.right(3).toInt(),rpi); 
        } 
        else if (m.left(15) == "CalibrationDone"){ 
            emit CalibrationFinished(); 
            qDebug() << "Calibration done by Robot number " << rpi << "and 
is calibrated to " << m[16] << m[17] << "." << m.right(4); 
        } 
        else if (m.left(5) == "Ready"){ 
            if (m[5].isDigit()){ 
                switch (m[5].digitValue()) { 
                case 1: 
                    Ready1 = true; 
                    qDebug()<<"Ready1 to true"; 
                    break; 
                case 2: 
                    Ready2 = true; 
                    qDebug()<<"Ready2 to true"; 
                    break; 
                case 3: 
                    Ready3 = true; 
                    qDebug()<<"Ready3 to true"; 
                    break; 
                default: 
                    break; 
                } 
                emit FlagReadyLabels (Ready1, Ready2, Ready3); 
                qDebug()<<Ready1<<"  "<<Ready2<<"  "<<Ready3<<"  from input 
message";; 
            } 
            else{ 
                goto NRI; 
            } 
        } 
        else{ 
            NRI: 
            emit AddMessage ("ALERT: Communication Failed!"); 
        } 
    } 
} 
 
void Interprete::InputsPantalla(int selector, bool run){ 
 
    if (selector == 1){ 
        FlagComunications = run; 
        emit FlagSocket(run); 
        if (!run){ 
            Ready1 = Ready2 = Ready3 = false; 
            emit FlagReadyLabels(Ready1, Ready2, Ready3); 
        } 
    } 
    else if(selector == 2) { 
        FlagMapping = run; 
        if (run){ 
            emit FlagRunIA(); 
        } 
    } 
} 
 Flota de robots móviles para el reconocimiento automático del entorno 
 - 155 - 
 
void Interprete::Writting(QString m, int i){ 
    emit FlagWrite(m, i); //(mensaje, para RPI num) 
    if (m.left(8)== "SweepRef"){ 
        RPIRef = i; 
    } 
} 
 
1.15. Mainwindow.cpp 
#include "mainwindow.h" 
#include "ui_mainwindow.h" 
 
MainWindow::MainWindow(QWidget *parent) : 
    QMainWindow(parent), 
    ui(new Ui::MainWindow) 
{ 
    ui->setupUi(this); 
    FlagButtonComunications = false; 
    FlagButtonMapping = false; 
 
    DrawAxis=false; 
 
    scene = new QGraphicsScene(this); 
 
    ui->graphicsView->scale(1, -1); 
    ui->graphicsView->setScene(scene); 
    //ui->graphicsView-> 
    ui->graphicsView->setDragMode(QGraphicsView::ScrollHandDrag); 
    greenBrush=QBrush(Qt::green); 
    blueBrush= QBrush(Qt::blue); 
    outlinePen= QPen(Qt::black); 
    outlinePen.setWidth(1); 
 
    QObject::connect(&calib, SIGNAL(goCalibration(int,QString)), this, 
SLOT(CalibrationClicked(int,QString))); 
    QObject::connect(this, SIGNAL(CalibrationArrived()), &calib, 
SLOT(CalibrationDone())); 
} 
 
MainWindow::~MainWindow() 
{ 
    delete ui; 
} 
void MainWindow::SetMap(CMap* newmap){ 
    map=newmap; 
} 
 
void MainWindow::updateMapGraph(){ 
    scene->clear(); 
 
    for (int i = 0; i < map->getPoints().size(); ++i) { 
                obtcl= new Obstacle(); 
                obtcl->moveBy(map->getPoints()[i].x(),map-
>getPoints()[i].y()); 
                scene->addItem(obtcl); 
            } 
        //bucle for drawing all robot position 
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        for (int j = 0; j < map->Robots.size(); ++j){ //bucle for 3 robots 
            for (int i = 0; i < map->Robots[j].size(); ++i){ //bucle for 
all positions of each robot 
 
                if (i==(map->Robots[j].size()-1)){ 
                    rbt = new Robot(j+1,true); //if last position 
                } 
                else { 
                    rbt = new Robot(j+1,false); //if its a previous 
                } 
 
                // move the robot to his position 
                rbt->moveBy(map->Robots[j][i].Position.x(),map-
>Robots[j][i].Position.y()); 
 
                scene->addItem(rbt); 
            } 
 
        } 
 
        rbt=new Robot(1,false); 
        rbt->moveBy(30,-50); 
        scene->addItem(rbt); 
 
        for (int j = 0; j < map->Robots.size(); ++j){ //bucle for 3 robots 
            for (int i = 1; i < map->Robots[j].size(); ++i){ //bucle for 
all positions of each robot 
                scene->addLine(map->Robots[j][i-1].Position.x(),map-
>Robots[j][i-1].Position.y(), 
                               map->Robots[j][i].Position.x(),map-
>Robots[j][i].Position.y(), 
                               QPen(Qt::black)); 
            } 
        } 
 
        //Draw axis if required 
        if (DrawAxis==true) { 
            axis = new Axis(); 
            scene->addItem(axis); 
        } 
        if(map->makecolisions){ 
            for(int i=0; i<3;i++){ 
                if(map->listpath[i]!=map->Robots[i].last().Position){ 
                    qDebug()<<"drawing path"; 
 
                    path= new Path(map->Robots[i].last().Position,map-
>listpath[i]); 
                    scene->addItem(path); 
 
                    QList<QGraphicsItem*> colisions=scene-
>collidingItems(path,Qt::IntersectsItemShape); 
                    qDebug()<<colisions.size(); 
                    foreach(QGraphicsItem* it , colisions) 
                    { 
                        Obstacle * item= dynamic_cast<Obstacle *>(it); 
                        if (item) 
                        { 
                            map->colisiones[i].append(QVector2D(item-
>pos())); 
                        } 
                    } 
 
                    foreach(QGraphicsItem* it , colisions) 
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                    { 
                        Robot * item= dynamic_cast<Robot *>(it); 
                        if (item && (QVector2D(item->pos())!=map-
>Robots[i].last().Position)) 
                        { 
 
                            if(item->ID==2){ 
                                map->colisiones[i].append(QVector2D(item-
>pos())); 
                            } 
                        } 
                    } 
                } 
            } 
            map->makecolisions=false; 
        } 
} 
 
void MainWindow::on_pushButton_clicked() 
{ 
    if (ui->pushButton->text()=="Stop Comunications"){ 
        ui->pushButton->setText("Start Comunications"); 
        ui->pushButton_2->setText("Start\nMapping"); 
        FlagButtonComunications = false; 
    } 
    else{ 
        ui->pushButton->setText("Stop Comunications"); 
        FlagButtonComunications = true; 
    } 
    emit FlagPantalla(1, FlagButtonComunications); 
} 
 
void MainWindow::Writetext(QString m){ 
    if(m.left(5)=="ALERT"){ 
        ui->textBrowser->setTextColor(QColor(255,0,0)); 
    } 
    else{ 
        ui->textBrowser->setTextColor(QColor(0,0,0)); 
    } 
    QTime mytime = QTime::currentTime(); 
    ui->textBrowser->append("["+mytime.toString("hh:mm:ss:zzz")+"]-> "+m); 
} 
 
void MainWindow::ReadyLabels(bool Ready1, bool Ready2, bool Ready3){ 
    ui->label_5->setEnabled(Ready1); 
    ui->label_6->setEnabled(Ready2); 
    ui->label_7->setEnabled(Ready3); 
    ui->pushButton_2->setEnabled(Ready1 && Ready2 && Ready3);//puesto para 
3 rpi 
    ui->pushButton_3->setEnabled(Ready1 && Ready2 && Ready3);//puesto para 
3 rpi 
} 
 
void MainWindow::CalibrationClicked(int rpi, QString distance){ 
    emit SendCalibration("Calibration"+distance, rpi); 
} 
 
void MainWindow::on_pushButton_2_clicked() 
{ 
    if (ui->pushButton_2->text()=="Stop\nMapping"){ 
        ui->pushButton_2->setText("Resume\nMapping"); 
        FlagButtonMapping = false; 
        ui->pushButton->setEnabled(true); 
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        ui->pushButton_3->setEnabled(true); 
        ui->pushButton_4->setEnabled(true); 
    } 
    else { 
        ui->pushButton_2->setText("Stop\nMapping"); 
        FlagButtonMapping = true; 
        ui->pushButton->setEnabled(false); 
        ui->pushButton_3->setEnabled(false); 
        ui->pushButton_4->setEnabled(false); 
    } 
    emit FlagPantalla(2, FlagButtonMapping); 
} 
 
void MainWindow::on_pushButton_3_clicked() 
{ 
    calib.setModal(true); 
    calib.show(); 
} 
 
void MainWindow::on_pushButton_4_clicked() 
{ 
    map->Clear(); 
    scene->clear(); 
 
} 
 
 
void MainWindow::on_checkBox_stateChanged(int arg1) 
{ 
    if (arg1==2){ 
        DrawAxis=true; 
        updateMapGraph(); 
    } 
    else { 
       DrawAxis=false; 
       scene->clear(); 
       updateMapGraph(); 
    } 
} 
 
void MainWindow::SendCaliDone(){ 
    emit CalibrationArrived(); 
} 
 
1.16. Mapgenerator.cpp 
#include "mapgenerator.h" 
#include <stdio.h> 
#include <QDebug> 
 
MapGenerator::MapGenerator(QObject *parent) : 
    QObject(parent) 
{ 
    distance.append(d1); 
    distance.append(d2); 
    distance.append(d3); 
    qreal a = 0; 
    for (int i = 0; i<= 64; ++i){ 
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        angles1 << a; 
        a+=5.625; 
    } 
 
} 
qreal FormatAngle(QString angle){ 
    qreal a; 
    QString l=angle.left(3); 
    QString r=angle.right(2); 
    a= (l.toInt())+(r.toFloat()*0.01); 
    return a; 
} 
qreal Degrees(qreal radian ){ 
    return ( 180*radian ) / PI; 
} 
 
qreal Radians(qreal degrees ){ 
    return ( PI*degrees ) / 180; 
} 
QVector2D StrToPoint(QString angle,QString dist){ 
    qreal a=FormatAngle(angle); 
    qreal x = dist.toInt()*qSin(a); 
    qreal y = dist.toInt()*qCos(a); 
 
    return QVector2D(x,y); 
} 
 
QVector2D StrToPointLocal(qreal angle,QString dist){ 
 
    qreal x = dist.toInt()*qCos(Radians(angle)); 
    qreal y = dist.toInt()*qSin(Radians(angle)); 
 
    return QVector2D(x,y); 
} 
 
void MapGenerator::AddRefer(QString scan, int robot){ 
 
    QStringList list_string; 
    QVector2D finalpos; 
    qreal ResultingAngle; 
    qreal a,b,c; 
    qreal alfa,beta,theta; 
    qreal xx,yy; 
    int x,y, it; 
 
    //Separamos el string largo en una lista de strings pequeños 
    list_string = scan.split(",",QString::SkipEmptyParts); 
 
    //obtenemos la direccion del robot 
    int thisRobotangle=mapa->getLastAngle(robot); 
    //qDebug()<<"this robot angle: " << thisRobotangle; 
 
    //pasamos el angulo local recibido a valores globales 
    ResultingAngle= thisRobotangle-FormatAngle(list_string.at(2)); 
 
    //buscamos la ultima distancia añadida 
    it=distance[list_string.at(1).toInt()-1].size(); 
    b=distance[list_string.at(1).toInt()].at(it-1);//last()????? 
 
    //calculamos la distancia entre el observador y la anterior posicion 
    xx=mapa->Robots[list_string.at(1).toInt()-1].last().Position.x()-mapa-
>Robots[robot-1].last().Position.x(); 
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    yy=mapa->Robots[list_string.at(1).toInt()-1].last().Position.y()-mapa-
>Robots[robot-1].last().Position.y(); 
    a=sqrt((xx*xx)+(yy*yy)); 
 
    //calculamos los angulos del triangulo formado 
    alfa=asin((a/b)*sin(ResultingAngle)); 
    theta=180-(alfa+ResultingAngle); 
    beta=ResultingAngle-tan(yy/xx); 
 
    //calculamos la distancia del obervador a la nueva posicion 
    c=b*(sin(theta)/sin(beta)); 
 
    //buscamos los componentes de esa nueva distancia 
    x=c*cos(beta); 
    y=c*sin(beta); 
 
    //guardamos los componentes en una variable de tipo vector 
    finalpos.setX(mapa->Robots[robot-1].last().Position.x()+x); 
    finalpos.setY(mapa->Robots[robot-1].last().Position.y()+y); 
 
    //cargamos los datos en el mapa 
    mapa->AddRobotPos(robot,finalpos); 
 
    /*///////////////////////////////////////////////////*/ 
 
    //pasamos el angulo local recibido a valores globales 
    ResultingAngle= thisRobotangle-FormatAngle(list_string.at(5)); 
 
    //buscamos la ultima distancia añadida 
    it=distance[list_string.at(4).toInt()].size(); 
    b=distance[list_string.at(4).toInt()].at(it-1); 
 
    //calculamos la distancia entre el observador y la anterior posicion 
    xx=mapa->Robots[list_string.at(4).toInt()-1].last().Position.x()-mapa-
>Robots[robot-1].last().Position.x(); 
    yy=mapa->Robots[list_string.at(4).toInt()-1].last().Position.y()-mapa-
>Robots[robot-1].last().Position.y(); 
    a=sqrt((xx*xx)+(yy*yy)); 
 
    //calculamos los angulos del triangulo formado 
    alfa=asin((a/b)*sin(ResultingAngle)); 
    theta=180-(alfa+ResultingAngle); 
    beta=ResultingAngle-tan(yy/xx); 
 
    //calculamos la distancia del obervador a la nueva posicion 
    c=b*(sin(theta)/sin(beta)); 
 
    //buscamos los componentes de esa nueva distancia 
    x=c*cos(beta); 
    y=c*sin(beta); 
 
    //guardamos los componentes en una variable de tipo vector 
    finalpos.setX(mapa->Robots[robot-1].last().Position.x()+x); 
    finalpos.setY(mapa->Robots[robot-1].last().Position.y()+y); 
 
    //cargamos los datos en el mapa 
    mapa->AddRobotPos(list_string.at(4).toInt(),finalpos); 
 
    //pasamos de string a qvector2d (con referencia local) 
    emit goUpdate(); 
} 
 
void MapGenerator::AddScanning(QString scan, int robot){ 
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    QStringList list_string; 
    QList<QVector2D> list_vectors; 
 
    //Separamos el string largo en una lista de strings pequeños 
    list_string = scan.split(",",QString::SkipEmptyParts); 
 
    //obtenemos la direccion del robot 
    int thisRobotangle=mapa->getLastAngle(robot); 
    qDebug()<<"this robot angle: " << thisRobotangle; 
    qreal ResultingAngle; 
 
    for (int i = 1; i < list_string.size(); ++i){ 
        ResultingAngle= thisRobotangle-angles1.at(i-1); 
        if(list_string.at(i).toInt()!=0) 
            
list_vectors.append(StrToPointLocal(ResultingAngle,list_string.at(i))); 
    } 
 
    //pasamos los puntos a referencias globales 
    QVector2D pr; 
 
    pr=mapa->Robots[robot-1].last().Position; 
    for (int i = 0; i < list_vectors.size(); ++i){ 
        QVector2D vv; 
        vv=list_vectors.at(i)+pr; 
        mapa->AddObstacle(vv); 
 
    } 
    emit goUpdate(); 
} 
 
void MapGenerator::AddMoveData(int dist, int robot){ 
    distance[robot-1].append(dist); 
} 
 
void MapGenerator::ResetMap(){ 
    mapa->Clear(); 
    distance.clear(); 
    distance.append(d1); 
    distance.append(d2); 
    distance.append(d3); 
} 
 
void MapGenerator::SetMap(CMap* newmap){ 
    mapa=newmap; 
} 
 
1.17. Cintart.cpp 
#include "cintart.h" 
 
CIntArt::CIntArt(QObject *parent) : 
    QObject(parent) 
{ 
    for (int i=0; i<2; i++){ 
        for (int j=0; j<3; j++){ 
            State[i][j] = false; 
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        } 
    } 
    Ref = 0; 
    NextSweep = 0; 
} 
 
void CIntArt::SetMap(CMap* newmap){ 
    mapa=newmap; 
} 
 
void CIntArt::Start(){ 
    emit FlagSend("SweepUsu",2); 
    NextSweep = 3; 
} 
 
void CIntArt::SweepUsuRecieved(int i){ 
    if(NextSweep != 0){ 
        emit FlagSend("SweepUsu",NextSweep); 
        NextSweep = 0; 
    } 
    else{ 
        //Deteccion nueva zona a explorar 
        QVector2D dir, dirRobot1, dirRobot2, destino1, destino2, diff1, 
diff2; 
        int movRobot1, movRobot2; 
        float separation; 
        bool found1=false; 
        bool found2=false; 
        INIDET: 
        dir = FindSpaceDirection(0); 
        Ref = ChooseRobots(dir); 
        movRobot1 = (Ref%3)+1; 
        movRobot2 = ((Ref+1)%3)+1; 
        dirRobot1 = FindSpaceDirection(movRobot1); 
        dirRobot2 = FindSpaceDirection(movRobot2); 
 
        dirRobot1 *= 150.0 / dirRobot1.length(); 
        dirRobot2 *= 150.0 / dirRobot2.length(); 
 
        RANGE1: 
        dirRobot1 *=  ( 1.0 + ( 1.0 / dirRobot1.length() ) ); 
        destino1 = dirRobot1 + mapa->Robots[movRobot1-1].last().Position; 
        while(!found1){ 
            for(int i=0;i<3;i++){ 
                for(int j=0;j<mapa->Robots[i].length();j++){ 
                    QVector2D range = destino1 - mapa-
>Robots[i][j].Position; 
                    if (range.length() <= 150){ 
                        goto RANGE1; 
                    } 
                } 
            } 
            found1 = true; 
        } 
        //destino1 
 
        RANGE2: 
        dirRobot2 *=  ( 1.0 + ( 1.0 / dirRobot2.length() ) ); 
        destino2 = dirRobot2 + mapa->Robots[movRobot2-1].last().Position; 
        while(!found2){ 
            for(int i=0;i<3;i++){ 
                for(int j=0;j<mapa->Robots[i].length();j++){ 
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                    QVector2D range = destino2 - mapa-
>Robots[i][j].Position; 
                    if (range.length() <= 150){ 
                        goto RANGE2; 
                    } 
                } 
            } 
            found2 = true; 
        } 
        //destino2 
 
        //Aplicacion separacion de puntos 
        diff1 = destino1 - destino2; 
        diff2 = destino2 - destino1; 
        separation = diff1.length(); 
        qDebug()<<"diff total:"<<separation; 
 
        if (separation < 50.0){// Robots con minimo de distancia de 
separacion 
            dirRobot1 += diff1*(25.0/separation-0.5); 
            dirRobot2 += diff2*(25.0/separation-0.5); 
            dirRobot1 *= 150.0 / dirRobot1.length() ; 
            dirRobot2 *= 150.0 / dirRobot2.length() ; 
            goto RANGE1; 
        } 
        else if(separation > 150.0){//Robots juntos 
            dirRobot1 += diff1*(75.0/separation-0.5); 
            dirRobot2 += diff2*(75.0/separation-0.5); 
            dirRobot1 *= 150.0 / dirRobot1.length() ; 
            dirRobot2 *= 150.0 / dirRobot2.length() ; 
            goto RANGE1; 
        } 
 
        mapa->ResetPaths(); 
        mapa->listpath[movRobot1-1]=destino1; 
        mapa->listpath[movRobot2-1]=destino2; 
        mapa->makecolisions=true; 
        emit goUpdate(); 
 
        if( (mapa->colisiones[0].length()!=0) || (mapa-
>colisiones[1].length()!=0) || (mapa->colisiones[2].length()!=0) ){ 
            if(mapa->colisiones[0].length()!=0){ 
                for(int i=0;i<mapa->colisiones[0].length();i++){ 
                    for(int x=0;x<10;x++){ 
                        mapa->AddObstacle(mapa->colisiones[0][i]); 
                    } 
                } 
            } 
            if(mapa->colisiones[1].length()!=0){ 
                for(int i=0;i<mapa->colisiones[0].length();i++){ 
                    for(int x=0;x<10;x++){ 
                        mapa->AddObstacle(mapa->colisiones[0][i]); 
                    } 
                } 
            } 
            if(mapa->colisiones[2].length()!=0){ 
                for(int i=0;i<mapa->colisiones[0].length();i++){ 
                    for(int x=0;x<10;x++){ 
                        mapa->AddObstacle(mapa->colisiones[0][i]); 
                    } 
                } 
            } 
            goto  INIDET; 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 164 - 
        } 
        //destino1 y destino2 son las rutas 
 
        //Archivar robots ke se mueven 
        movement movi; 
        movi.dir = dirRobot2; 
        movi.r = movRobot2; 
        MoveList.append(movi); 
 
        //MoveTo de primera ruta 
        QString xRoute, yRoute, msg; 
 
        xRoute = QString("%1").arg((int)dirRobot1.x(), 3, 10, QChar('0')); 
        yRoute = QString("%1").arg((int)dirRobot1.y(), 3, 10, QChar('0')); 
 
        if(xRoute[0].isDigit()){ 
            msg = "+"; 
            xRoute = msg.append(xRoute); 
        } 
 
        if(yRoute[0].isDigit()){ 
            msg = "+"; 
            yRoute = msg.append(yRoute); 
        } 
 
        msg = "MoveTo"; 
        msg.append(xRoute); 
        msg.append(yRoute); 
 
        emit FlagSend(msg,movRobot1); //ENVIO 
    } 
} 
 
void CIntArt::SweepRefRecieved(int i){ 
    emit FlagSend("SweepUsu",(Ref%3));  //ENVIO 
    NextSweep = ((Ref+1)%3); 
} 
 
void CIntArt::Arrived(int i){//Operativo 
    if(!MoveList.isEmpty()){ 
        QString xRoute, yRoute, msg; 
 
        xRoute = QString("%3").arg((int)MoveList.last().dir.x(), 3, 10, 
QChar('0')); 
        yRoute = QString("%3").arg((int)MoveList.last().dir.y(), 3, 10, 
QChar('0')); 
 
        if(xRoute[0].isDigit()){ 
            msg = "+"; 
            xRoute = msg.append(xRoute); 
        } 
 
        if(yRoute[0].isDigit()){ 
            msg = "+"; 
            yRoute = msg.append(yRoute); 
        } 
 
        msg = "MoveTo"; 
        msg.append(xRoute); 
        msg.append(yRoute); 
 
        emit FlagSend(msg, MoveList.last().r); 
        MoveList.removeLast(); 
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    } 
    else{ 
        QVector2D destino1, destino2; 
        float ang1, ang2; 
        QString msg; 
 
        destino1 = mapa->Robots[(Ref%3)].last().Position - mapa-
>Robots[Ref-1].last().Position; 
        destino2 = mapa->Robots[((Ref+1)%3)].last().Position - mapa-
>Robots[Ref-1].last().Position; 
 
        ang1 = atan(destino1.y()/destino1.x()); 
        if(destino1.x()<0){ 
            ang1 += pi; 
        } 
        ang2 = atan(destino2.y()/destino2.x()); 
        if(destino2.x()<0){ 
            ang2 += pi; 
        } 
 
        msg = "SweepRef"; 
        msg.append(QString("%1").arg((int)(ang1*180.0/pi), 3, 10, 
QChar('0'))); 
        msg.append(QString("%1").arg((int)(ang2*180.0/pi), 3, 10, 
QChar('0'))); 
 
        qDebug()<<msg; 
 
        emit FlagSend(msg,Ref);  //ENVIO 
    } 
} 
 
QVector2D CIntArt::Distance(QVector2D p1, QVector2D p2){ 
    QVector2D r; 
    r.setX(p2.x()-p1.x()); 
    r.setY(p2.y()-p1.y()); 
    return r; 
} 
 
QVector2D CIntArt::FindSpaceDirection(int reference){ 
    int xx=0; 
    int yy=0; 
    QVector2D cp; 
 
    switch (reference){ 
        case 0: 
            //buscamos el punto central 
            for (int i=0; i<3; i++){ 
                xx+=mapa->Robots[i].last().Position.x(); 
                yy+=mapa->Robots[i].last().Position.y(); 
            } 
            cp.setX(xx/3); 
            cp.setY(yy/3); 
            break; 
        case 1: 
            cp.setX(mapa->Robots[0].last().Position.x()); 
            cp.setY(mapa->Robots[0].last().Position.y()); 
            break; 
        case 2: 
            cp.setX(mapa->Robots[1].last().Position.x()); 
            cp.setY(mapa->Robots[1].last().Position.y()); 
            break; 
        case 3: 
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            cp.setX(mapa->Robots[2].last().Position.x()); 
            cp.setY(mapa->Robots[2].last().Position.y()); 
            break; 
    } 
 
    QVector2D vector, Rvec; 
    qreal dist, F; 
    xx=0; 
    yy=0; 
    for(int i=0; i<mapa->obstaculos.size();i++){ 
        vector=cp-mapa->obstaculos[i]; 
        dist = vector.length(); 
        F = 1/(dist*dist); 
        Rvec += F * vector; 
    } 
 
    return Rvec; 
} 
 
int CIntArt::ChooseRobots(QVector2D Space){ 
    float angleR, angleS, xx, yy, xp[3], xmax; 
    int rmax; 
 
    angleS = atan(Space.y()/Space.x()); 
    if(Space.x()<0){ 
        angleS += pi; 
    } 
 
    for(int i=0;i<3;i++){ 
        xx=mapa->Robots[i].last().Position.x(); 
        yy=mapa->Robots[i].last().Position.y(); 
 
        if(xx!=0){ 
            angleR = atan(yy/xx); 
            if(xx<0){ 
                angleR += pi; 
            } 
 
            xp[i] = sqrt(xx*xx+yy*yy)*cos(angleR-angleS); 
        } 
        else if(yy==0){ 
            xp[i]=0; 
        } 
        else{ 
            if(yy<0){ 
                angleR = 3.0*pi/2.0; 
            } 
            else{ 
                angleR = pi/2.0; 
            } 
 
            xp[i] = sqrt(xx*xx+yy*yy)*cos(angleR-angleS); 
        } 
    } 
 
    xmax = xp[0]; 
    rmax = 1; 
 
    if (xp[1]>xmax){ 
        xmax = xp[1]; 
        rmax = 2; 
    } 
    if (xp[2]>xmax){ 
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        xmax = xp[2]; 
        rmax = 3; 
    } 
    return rmax; 
} 
 
 
1.18. Rpi_communications.cpp 
#include "rpi_comunications.h" 
 
RPI_comunications::RPI_comunications(){ 
 
} 
 
void RPI_comunications::Set_newsockfd (int num){ 
    newsockfd = num; 
} 
 
void RPI_comunications::Close_newsockfd (){ 
    CloseThisFlag = true; 
} 
 
void RPI_comunications::Write (QString m){ 
    message = m; 
    FlagReadytoWrite = true; 
} 
 
void RPI_comunications::run(){ 
    message=""; 
    CloseThisFlag = false; 
    FlagReadytoWrite = false; 
    int n; 
    bzero(buffer,256); 
    while(!CloseThisFlag){ //aviso de cierre comunication Server-Client 
        n = read(newsockfd,buffer,255); 
        if (n < 0){ 
            continue; 
            } 
        message = buffer; 
        bzero(buffer,256); 
        emit FlagMessage(message); 
        while (!FlagReadytoWrite){msleep(100);} 
        FlagReadytoWrite = false; 
        strcpy(buffer, message.toStdString().c_str()); 
        n = write(newsockfd,buffer,strlen(buffer)); 
        if (n < 0){ 
            fprintf(stderr,"ERROR writing to socket"); 
            CloseThisFlag = true; 
            } 
        qDebug()<<"Wrote"; 
        bzero(buffer,256); 
    } 
    close(newsockfd); 
} 
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1.19. Socket_server.cpp 
#include "socket_server.h" 
 
 
Socket_Server::Socket_Server(){ 
 
    Link[0] = Link[1] = Link[2] = 0; 
 
    QObject::connect(&connection1, SIGNAL(FlagMessage(QString)), this, 
SLOT(RecieveMessage(QString))); 
    QObject::connect(&connection2, SIGNAL(FlagMessage(QString)), this, 
SLOT(RecieveMessage(QString))); 
    QObject::connect(&connection3, SIGNAL(FlagMessage(QString)), this, 
SLOT(RecieveMessage(QString))); 
} 
 
void Socket_Server::SocketONOFF(bool ONOFF){ 
 
    if (ONOFF){ 
        sockfd = socket(AF_INET, SOCK_STREAM, 0);//Creacion Socket 
        if (sockfd < 0){ 
            qDebug()<<"ERROR opening socket"; 
        } 
        fcntl(sockfd, F_SETFL, O_NONBLOCK); 
        int yes = 1; 
        if (setsockopt(sockfd, SOL_SOCKET, SO_REUSEADDR, &yes, sizeof(yes)) 
< 0){ 
            qDebug()<<"ERROR Port Reusing Settings"; 
        } 
        bzero((char *) &serv_addr, sizeof(serv_addr)); 
        serv_addr.sin_family = AF_INET; 
        serv_addr.sin_addr.s_addr = INADDR_ANY; 
        serv_addr.sin_port = htons(portno); 
        if (bind(sockfd, (struct sockaddr *) &serv_addr,sizeof(serv_addr)) 
< 0){//Bind Socket 
            qDebug()<<"ERROR on binding"; 
            close(sockfd); 
        } 
        listen(sockfd,5);//Listening forever 
        clilen = sizeof(cli_addr); 
        CloseforFull = false; 
        //return(sockfd); 
        this->start(); 
    } 
    else{ 
        if (connection1.isRunning()){ 
            emit GlobalFlagMessage("Cerrando conexion 1...", 0, true); 
            connection1.Close_newsockfd(); 
            connection1.Write("Closing"); 
            //connection1.exit(); 
        } 
        if (connection2.isRunning()){ 
            emit GlobalFlagMessage("Cerrando conexion 2...", 0, true); 
            connection2.Close_newsockfd(); 
            connection2.Write("Closing"); 
            //connection2.exit(); 
        } 
        if (connection3.isRunning()){ 
            emit GlobalFlagMessage("Cerrando conexion 3...", 0, true); 
            connection3.Close_newsockfd(); 
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            connection3.Write("Closing"); 
            //connection3.exit(); 
        } 
        CloseforFull = true; 
        close(sockfd); 
        emit GlobalFlagMessage("Fin de comunicaciones... Puerto 
liberado...", 0, true); 
    } 
} 
 
void Socket_Server::run(){ 
    while (!CloseforFull){ //sequencia de cierre de todas las 
comunicaciones 
        newsockfd = accept(sockfd, (struct sockaddr *) &cli_addr,  
(socklen_t*)&clilen);//Accept comunication Server-Client 
        if (newsockfd < 0){ 
            //fprintf(stderr,"ERROR on accept"); 
            continue; 
            } 
        fcntl(newsockfd, F_SETFL, O_NONBLOCK); 
 
        if (!connection1.isRunning()){ 
            connection1.setObjectName("connection1"); 
            connection1.Set_newsockfd (newsockfd);  //Comunication Server-
RPI1 
            connection1.start(); 
            //CloseforFull = true;// Solo para 1 Rasp 
        } 
        else if (!connection2.isRunning()){ 
            connection2.setObjectName("connection2"); 
            connection2.Set_newsockfd (newsockfd);  //Comunication Server-
RPI1 
            connection2.start(); 
            //CloseforFull = true;// Solo para 2 Rasp 
        } 
        else if (!connection3.isRunning()){ 
            connection3.setObjectName("connection3"); 
            connection3.Set_newsockfd (newsockfd);  //Comunication Server-
RPI1 
            connection3.start(); 
            CloseforFull = true; //Para 3 Rpi 
        } 
        else { 
            CloseforFull = true; 
        } 
    } 
    //Close thread 
} 
 
void Socket_Server::RecieveMessage(QString m){ 
    LastSender = QObject::sender()->objectName().right(1).toInt(); 
    if (m.left(5) == "Ready"){ 
        Link[m.right(1).toInt()-1] = QObject::sender()-
>objectName().right(1).toInt(); 
    } 
    int rpi; 
    for(int i=0;i<3;i++){ 
        if(Link[i]==LastSender){ 
            rpi = i+1; 
        } 
    } 
 
    emit GlobalFlagMessage(m, rpi, false); 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 170 - 
} 
 
void Socket_Server::WriteInside(QString m,int rpi){ 
    qDebug()<<rpi<<"  from WriteInside"; 
    if (rpi<4){ 
        switch (Link[rpi-1]){ 
        case 1: 
            connection1.Write(m); 
            break; 
        case 2: 
            connection2.Write(m); 
            break; 
        case 3: 
            connection3.Write(m); 
            break; 
        default: 
            emit GlobalFlagMessage("Not existing link between socket and 
rpi "+QString::number(rpi), 0, true); 
            qDebug()<<rpi<<" not linked"; 
            break; 
        } 
    } 
    else if (rpi == 4){ 
        switch (LastSender) { 
        case 1: 
            connection1.Write(m); 
            break; 
        case 2: 
            connection2.Write(m); 
            break; 
        case 3: 
            connection3.Write(m); 
            break; 
        default: 
            emit GlobalFlagMessage("Not existing link between socket and 
rpi "+QString::number(rpi), 0, true); 
            qDebug()<<rpi<<" not linked"; 
            break; 
        } 
    } 
} 
1.20. Programa_server.pro 
 
#------------------------------------------------- 
# 
# Project created by QtCreator 2014-01-16T13:18:24 
# 
#------------------------------------------------- 
 
QT       += core gui 
 
greaterThan(QT_MAJOR_VERSION, 4): QT += widgets 
 
TARGET = Programa_server 
TEMPLATE = app 
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SOURCES += main.cpp\ 
        mainwindow.cpp \ 
    #Server.cpp \ 
    socket_server.cpp \ 
    rpi_comunications.cpp \ 
    interprete.cpp \ 
    cintart.cpp\ 
        mapgenerator.cpp \ 
        cmap.cpp \ 
        cpunto.cpp \ 
    calibracion.cpp \ 
    graphics.cpp 
 
HEADERS  += mainwindow.h \ 
    socket_server.h \ 
    rpi_comunications.h \ 
    interprete.h \ 
    cintart.h \ 
         mapgenerator.h \ 
         cmap.h \ 
         cpunto.h \ 
    calibracion.h \ 
    graphics.h 
 
FORMS    += mainwindow.ui \ 
    calibracion.ui 
 
1.21. calibracion.ui 
<?xml version="1.0" encoding="UTF-8"?> 
<ui version="4.0"> 
 <class>Calibracion</class> 
 <widget class="QDialog" name="Calibracion"> 
  <property name="geometry"> 
   <rect> 
    <x>0</x> 
    <y>0</y> 
    <width>323</width> 
    <height>204</height> 
   </rect> 
  </property> 
  <property name="windowTitle"> 
   <string>Dialog</string> 
  </property> 
  <widget class="QLabel" name="label"> 
   <property name="geometry"> 
    <rect> 
     <x>20</x> 
     <y>80</y> 
     <width>191</width> 
     <height>17</height> 
    </rect> 
   </property> 
   <property name="text"> 
    <string>Distancia de calibrado (cm):</string> 
   </property> 
  </widget> 
  <widget class="QSpinBox" name="spinBox"> 
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   <property name="geometry"> 
    <rect> 
     <x>20</x> 
     <y>40</y> 
     <width>61</width> 
     <height>27</height> 
    </rect> 
   </property> 
   <property name="minimum"> 
    <number>1</number> 
   </property> 
   <property name="maximum"> 
    <number>3</number> 
   </property> 
  </widget> 
  <widget class="QSpinBox" name="spinBox_2"> 
   <property name="geometry"> 
    <rect> 
     <x>20</x> 
     <y>100</y> 
     <width>101</width> 
     <height>27</height> 
    </rect> 
   </property> 
   <property name="minimum"> 
    <number>20</number> 
   </property> 
   <property name="maximum"> 
    <number>150</number> 
   </property> 
  </widget> 
  <widget class="QLabel" name="label_2"> 
   <property name="geometry"> 
    <rect> 
     <x>20</x> 
     <y>20</y> 
     <width>121</width> 
     <height>17</height> 
    </rect> 
   </property> 
   <property name="text"> 
    <string>Robot a calibrar:</string> 
   </property> 
  </widget> 
  <widget class="QPushButton" name="pushButton"> 
   <property name="geometry"> 
    <rect> 
     <x>220</x> 
     <y>20</y> 
     <width>81</width> 
     <height>31</height> 
    </rect> 
   </property> 
   <property name="text"> 
    <string>Calibrar</string> 
   </property> 
  </widget> 
  <widget class="QLabel" name="label_3"> 
   <property name="enabled"> 
    <bool>false</bool> 
   </property> 
   <property name="geometry"> 
    <rect> 
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     <x>60</x> 
     <y>150</y> 
     <width>181</width> 
     <height>31</height> 
    </rect> 
   </property> 
   <property name="font"> 
    <font> 
     <pointsize>15</pointsize> 
    </font> 
   </property> 
   <property name="text"> 
    <string>Calibration Done</string> 
   </property> 
   <property name="alignment"> 
    <set>Qt::AlignCenter</set> 
   </property> 
  </widget> 
 </widget> 
 <resources/> 
 <connections/> 
</ui> 
 
1.22. Mainwindow.ui 
<?xml version="1.0" encoding="UTF-8"?> 
<ui version="4.0"> 
 <class>MainWindow</class> 
 <widget class="QMainWindow" name="MainWindow"> 
  <property name="geometry"> 
   <rect> 
    <x>0</x> 
    <y>0</y> 
    <width>739</width> 
    <height>530</height> 
   </rect> 
  </property> 
  <property name="windowTitle"> 
   <string>MainWindow</string> 
  </property> 
  <property name="layoutDirection"> 
   <enum>Qt::LeftToRight</enum> 
  </property> 
  <property name="autoFillBackground"> 
   <bool>false</bool> 
  </property> 
  <widget class="QWidget" name="centralWidget"> 
   <property name="sizePolicy"> 
    <sizepolicy hsizetype="Preferred" vsizetype="Preferred"> 
     <horstretch>0</horstretch> 
     <verstretch>0</verstretch> 
    </sizepolicy> 
   </property> 
   <layout class="QVBoxLayout" name="verticalLayout_10"> 
    <item> 
     <widget class="QSplitter" name="splitter"> 
      <property name="orientation"> 
       <enum>Qt::Vertical</enum> 
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      </property> 
      <widget class="QWidget" name="layoutWidget"> 
       <layout class="QHBoxLayout" name="horizontalLayout_3"> 
        <item alignment="Qt::AlignTop"> 
         <widget class="QGroupBox" name="groupBox_4"> 
          <property name="sizePolicy"> 
           <sizepolicy hsizetype="Fixed" vsizetype="Fixed"> 
            <horstretch>0</horstretch> 
            <verstretch>0</verstretch> 
           </sizepolicy> 
          </property> 
          <property name="minimumSize"> 
           <size> 
            <width>210</width> 
            <height>0</height> 
           </size> 
          </property> 
          <property name="maximumSize"> 
           <size> 
            <width>220</width> 
            <height>16777215</height> 
           </size> 
          </property> 
          <property name="title"> 
           <string>Controls</string> 
          </property> 
          <layout class="QVBoxLayout" name="verticalLayout_7"> 
           <item> 
            <layout class="QVBoxLayout" name="verticalLayout_5"> 
             <item> 
              <widget class="QGroupBox" name="groupBox_2"> 
               <property name="sizePolicy"> 
                <sizepolicy hsizetype="Fixed" vsizetype="Fixed"> 
                 <horstretch>0</horstretch> 
                 <verstretch>0</verstretch> 
                </sizepolicy> 
               </property> 
               <property name="minimumSize"> 
                <size> 
                 <width>200</width> 
                 <height>80</height> 
                </size> 
               </property> 
               <property name="title"> 
                <string>State</string> 
               </property> 
               <widget class="QWidget" name="layoutWidget"> 
                <property name="geometry"> 
                 <rect> 
                  <x>17</x> 
                  <y>25</y> 
                  <width>167</width> 
                  <height>51</height> 
                 </rect> 
                </property> 
                <layout class="QHBoxLayout" name="horizontalLayout"> 
                 <item> 
                  <layout class="QVBoxLayout" name="verticalLayout"> 
                   <item> 
                    <widget class="QLabel" name="label"> 
                     <property name="font"> 
                      <font> 
                       <pointsize>16</pointsize> 
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                       <weight>50</weight> 
                       <italic>false</italic> 
                       <bold>false</bold> 
                      </font> 
                     </property> 
                     <property name="text"> 
                      <string>RPI 1</string> 
                     </property> 
                     <property name="alignment"> 
                      <set>Qt::AlignCenter</set> 
                     </property> 
                    </widget> 
                   </item> 
                   <item> 
                    <widget class="QLabel" name="label_5"> 
                     <property name="enabled"> 
                      <bool>false</bool> 
                     </property> 
                     <property name="font"> 
                      <font> 
                       <pointsize>11</pointsize> 
                       <weight>75</weight> 
                       <italic>true</italic> 
                       <bold>true</bold> 
                      </font> 
                     </property> 
                     <property name="text"> 
                      <string>Ready</string> 
                     </property> 
                     <property name="alignment"> 
                      <set>Qt::AlignCenter</set> 
                     </property> 
                    </widget> 
                   </item> 
                  </layout> 
                 </item> 
                 <item> 
                  <layout class="QVBoxLayout" name="verticalLayout_2"> 
                   <item> 
                    <widget class="QLabel" name="label_3"> 
                     <property name="font"> 
                      <font> 
                       <pointsize>16</pointsize> 
                       <weight>50</weight> 
                       <italic>false</italic> 
                       <bold>false</bold> 
                      </font> 
                     </property> 
                     <property name="text"> 
                      <string>RPI 2</string> 
                     </property> 
                     <property name="alignment"> 
                      <set>Qt::AlignCenter</set> 
                     </property> 
                    </widget> 
                   </item> 
                   <item> 
                    <widget class="QLabel" name="label_6"> 
                     <property name="enabled"> 
                      <bool>false</bool> 
                     </property> 
                     <property name="font"> 
                      <font> 
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                       <pointsize>11</pointsize> 
                       <weight>75</weight> 
                       <italic>true</italic> 
                       <bold>true</bold> 
                      </font> 
                     </property> 
                     <property name="text"> 
                      <string>Ready</string> 
                     </property> 
                     <property name="alignment"> 
                      <set>Qt::AlignCenter</set> 
                     </property> 
                    </widget> 
                   </item> 
                  </layout> 
                 </item> 
                 <item> 
                  <layout class="QVBoxLayout" name="verticalLayout_3"> 
                   <item> 
                    <widget class="QLabel" name="label_4"> 
                     <property name="font"> 
                      <font> 
                       <pointsize>16</pointsize> 
                       <weight>50</weight> 
                       <italic>false</italic> 
                       <bold>false</bold> 
                      </font> 
                     </property> 
                     <property name="text"> 
                      <string>RPI 3</string> 
                     </property> 
                     <property name="alignment"> 
                      <set>Qt::AlignCenter</set> 
                     </property> 
                    </widget> 
                   </item> 
                   <item> 
                    <widget class="QLabel" name="label_7"> 
                     <property name="enabled"> 
                      <bool>false</bool> 
                     </property> 
                     <property name="font"> 
                      <font> 
                       <pointsize>11</pointsize> 
                       <weight>75</weight> 
                       <italic>true</italic> 
                       <bold>true</bold> 
                      </font> 
                     </property> 
                     <property name="text"> 
                      <string>Ready</string> 
                     </property> 
                     <property name="alignment"> 
                      <set>Qt::AlignCenter</set> 
                     </property> 
                    </widget> 
                   </item> 
                  </layout> 
                 </item> 
                </layout> 
               </widget> 
              </widget> 
             </item> 
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             <item> 
              <widget class="QGroupBox" name="groupBox"> 
               <property name="sizePolicy"> 
                <sizepolicy hsizetype="Fixed" vsizetype="Fixed"> 
                 <horstretch>0</horstretch> 
                 <verstretch>0</verstretch> 
                </sizepolicy> 
               </property> 
               <property name="minimumSize"> 
                <size> 
                 <width>200</width> 
                 <height>60</height> 
                </size> 
               </property> 
               <property name="autoFillBackground"> 
                <bool>false</bool> 
               </property> 
               <property name="title"> 
                <string>Comunications</string> 
               </property> 
               <property name="flat"> 
                <bool>false</bool> 
               </property> 
               <widget class="QPushButton" name="pushButton"> 
                <property name="geometry"> 
                 <rect> 
                  <x>17</x> 
                  <y>25</y> 
                  <width>156</width> 
                  <height>27</height> 
                 </rect> 
                </property> 
                <property name="text"> 
                 <string>Start Comunications</string> 
                </property> 
               </widget> 
              </widget> 
             </item> 
             <item> 
              <widget class="QGroupBox" name="groupBox_3"> 
               <property name="sizePolicy"> 
                <sizepolicy hsizetype="Fixed" vsizetype="Fixed"> 
                 <horstretch>0</horstretch> 
                 <verstretch>0</verstretch> 
                </sizepolicy> 
               </property> 
               <property name="minimumSize"> 
                <size> 
                 <width>200</width> 
                 <height>130</height> 
                </size> 
               </property> 
               <property name="title"> 
                <string>Actions</string> 
               </property> 
               <widget class="QWidget" name="layoutWidget"> 
                <property name="geometry"> 
                 <rect> 
                  <x>17</x> 
                  <y>25</y> 
                  <width>120</width> 
                  <height>101</height> 
                 </rect> 
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                </property> 
                <layout class="QVBoxLayout" name="verticalLayout_4"> 
                 <item> 
                  <widget class="QPushButton" name="pushButton_2"> 
                   <property name="enabled"> 
                    <bool>false</bool> 
                   </property> 
                   <property name="font"> 
                    <font> 
                     <pointsize>18</pointsize> 
                     <weight>75</weight> 
                     <bold>true</bold> 
                    </font> 
                   </property> 
                   <property name="text"> 
                    <string>Start 
Mapping</string> 
                   </property> 
                  </widget> 
                 </item> 
                 <item> 
                  <widget class="QPushButton" name="pushButton_3"> 
                   <property name="enabled"> 
                    <bool>false</bool> 
                   </property> 
                   <property name="text"> 
                    <string>Calibrar</string> 
                   </property> 
                  </widget> 
                 </item> 
                </layout> 
               </widget> 
              </widget> 
             </item> 
            </layout> 
           </item> 
          </layout> 
         </widget> 
        </item> 
        <item> 
         <widget class="QGroupBox" name="groupBox_5"> 
          <property name="sizePolicy"> 
           <sizepolicy hsizetype="Expanding" vsizetype="Expanding"> 
            <horstretch>0</horstretch> 
            <verstretch>0</verstretch> 
           </sizepolicy> 
          </property> 
          <property name="minimumSize"> 
           <size> 
            <width>400</width> 
            <height>0</height> 
           </size> 
          </property> 
          <property name="layoutDirection"> 
           <enum>Qt::LeftToRight</enum> 
          </property> 
          <property name="title"> 
           <string>Display</string> 
          </property> 
          <layout class="QVBoxLayout" name="verticalLayout_8"> 
           <item> 
            <layout class="QVBoxLayout" name="verticalLayout_6"> 
             <item> 
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              <layout class="QHBoxLayout" name="horizontalLayout_2"> 
               <item> 
                <widget class="QCheckBox" name="checkBox"> 
                 <property name="text"> 
                  <string>Axis</string> 
                 </property> 
                </widget> 
               </item> 
               <item> 
                <spacer name="horizontalSpacer"> 
                 <property name="orientation"> 
                  <enum>Qt::Horizontal</enum> 
                 </property> 
                 <property name="sizeHint" stdset="0"> 
                  <size> 
                   <width>368</width> 
                   <height>20</height> 
                  </size> 
                 </property> 
                </spacer> 
               </item> 
               <item> 
                <widget class="QPushButton" name="pushButton_4"> 
                 <property name="enabled"> 
                  <bool>false</bool> 
                 </property> 
                 <property name="text"> 
                  <string>Clean</string> 
                 </property> 
                </widget> 
               </item> 
              </layout> 
             </item> 
             <item> 
              <widget class="QGraphicsView" name="graphicsView"> 
               <property name="sizePolicy"> 
                <sizepolicy hsizetype="Expanding" vsizetype="Expanding"> 
                 <horstretch>0</horstretch> 
                 <verstretch>0</verstretch> 
                </sizepolicy> 
               </property> 
              </widget> 
             </item> 
            </layout> 
           </item> 
          </layout> 
         </widget> 
        </item> 
       </layout> 
      </widget> 
      <widget class="QGroupBox" name="groupBox_6"> 
       <property name="sizePolicy"> 
        <sizepolicy hsizetype="Preferred" vsizetype="Minimum"> 
         <horstretch>0</horstretch> 
         <verstretch>0</verstretch> 
        </sizepolicy> 
       </property> 
       <property name="minimumSize"> 
        <size> 
         <width>0</width> 
         <height>80</height> 
        </size> 
       </property> 
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       <property name="maximumSize"> 
        <size> 
         <width>16777215</width> 
         <height>200</height> 
        </size> 
       </property> 
       <property name="title"> 
        <string>Log Information</string> 
       </property> 
       <layout class="QVBoxLayout" name="verticalLayout_9"> 
        <item> 
         <widget class="QTextBrowser" name="textBrowser"> 
          <property name="sizePolicy"> 
           <sizepolicy hsizetype="Expanding" vsizetype="Preferred"> 
            <horstretch>0</horstretch> 
            <verstretch>0</verstretch> 
           </sizepolicy> 
          </property> 
          <property name="minimumSize"> 
           <size> 
            <width>0</width> 
            <height>50</height> 
           </size> 
          </property> 
          <property name="maximumSize"> 
           <size> 
            <width>16777215</width> 
            <height>200</height> 
           </size> 
          </property> 
         </widget> 
        </item> 
       </layout> 
      </widget> 
     </widget> 
    </item> 
   </layout> 
  </widget> 
  <widget class="QMenuBar" name="menuBar"> 
   <property name="geometry"> 
    <rect> 
     <x>0</x> 
     <y>0</y> 
     <width>739</width> 
     <height>25</height> 
    </rect> 
   </property> 
  </widget> 
  <widget class="QToolBar" name="mainToolBar"> 
   <attribute name="toolBarArea"> 
    <enum>TopToolBarArea</enum> 
   </attribute> 
   <attribute name="toolBarBreak"> 
    <bool>false</bool> 
   </attribute> 
  </widget> 
  <widget class="QStatusBar" name="statusBar"/> 
 </widget> 
 <layoutdefault spacing="6" margin="11"/> 
 <resources/> 
 <connections/> 
</ui> 
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CAPÍTULO 2: 
CODIGO DEL 
SOFTWARE DE 
LOS ROBOTS 
2.1. Camera.hpp 
 
#include <cv.h> 
#include <highgui.h> 
#include <raspicam/raspicam_cv.h> 
 
class Ccamera { 
 
private: 
 raspicam::RaspiCam_Cv Camera; 
 int isOpen; 
public: 
 void IniCamera (void); 
 void OpenCamera (void); 
 void ShootTrash (void); 
 cv::Mat ShootPhoto (void); 
 void CloseCamera (void); 
 void ShowPhoto (cv::Mat foto, int milisec); 
 
}; 
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2.2. CMotores.hpp 
#include <wiringPi.h> 
#include <math.h> 
#include <unistd.h> 
#include <stdio.h> 
#include <iostream> 
 
#define EnMD 4  
#define EnMI 5 
#define MI 12 
#define MD 3 
 
#define radgrados 57.29577951 
 
class CMotores { 
 
private: 
 int i, ts, dist, tsD, tsI, fd; 
 float fpi, fpd; 
 //void optoD (void); 
 //void optoI (void); 
 void giro (float grados); 
 int avance (int ciclos); 
  
public: 
 void inicializacion (void); 
 int movimiento (int x, int y); 
  
}; 
 
2.3. CStepperMotor.hpp 
#include <wiringPi.h> 
#include <unistd.h> 
#include <stdio.h> 
 
#define DIR 10 
#define STEP 13 
#define SLEEP 14 
#define delay 1000 
#define sleepdelay 2000 
 
class CStepperMotor { 
 
private: 
 int extra; 
 int pasos; 
 float mAngulo; 
public: 
 void Inicializacion(void); 
 void PasosGiro(int extra); 
 float GetAngulo(void); 
 void PrintAngulo(void); 
}; 
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2.4. SensorDistancia.hpp 
#include <cv.h> 
#include <highgui.h> 
#include <math.h> 
#include <wiringPi.h> 
#include <string> 
 
#include "CStepperMotor.hpp" 
#include "Ccamera.hpp" 
#include "CCustomPoint.hpp" 
#include "CSocketClient.hpp" 
 
#define LASER 6 
#define LEDS 9 
#define laserp 3 
#define ledphor 5 
#define ledpver 15 
#define width 960.0 
#define radcam 0.5410520681 
#define radvert 0.4057890511 
#define xl 5.0 
#define RPIn 1 
 
class CSensorDistancia { 
 
private: 
 Ccamera Cam; 
 CStepperMotor Spm; 
 float tgerror; 
 float ScanLaser (cv::Mat foto, cv::Mat fotoref, int line); 
 double CalcDistanciaPerf (double Xprom); 
 double CalcXpromPerf (double dist); 
 double CalcDistancia (double tgerrortest, float Xprom); 
 double Calibracion (double distance, float Xprom); 
 int getDistance(); 
 int ScanRobot (cv::Mat foto, cv::Mat fotoref, int &col, int &dist, 
int RGB); 
 //cv::Mat laserbin (cv::Mat foto, cv::Mat fotoref); 
  
public: 
 void Inicializacion (); 
 void ledsONOFF (bool ONOFF); 
 int Calctgerror(double calidist); 
 std::string makeSweep(); 
 std::string ReferRobots(CSocketClient* Trans, int ang1, int ang2); 
}; 
 
2.5. CSocketclient.hpp 
#pragma once 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <sys/types.h> 
#include <sys/socket.h> 
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#include <unistd.h> 
#include <netinet/in.h> 
#include <netdb.h> 
#include <string.h>  
#include <string>  
 
#define portno 8893 
#define serverip "192.168.0.1" 
 
class CSocketClient { 
 
private: 
 int sockfd, n, i; 
 struct sockaddr_in serv_addr; 
    struct hostent *server; 
    char buffer[256]; 
 std::string respuesta; 
public: 
 int Configuration (void); 
 int Send (std::string message); 
 int ReSend(); 
 std::string GetMessage (void); 
}; 
 
2.6. PrincipalCpp.cpp 
#include <stdio.h> 
#include <stdlib.h> 
#include <iostream> 
#include <sstream> 
#include <string> 
#include <wiringPi.h> 
#include "CSocketClient.hpp" 
#include "SensorDistancia.hpp" 
#include "CMotores.hpp" 
 
#define RPI "1" 
#define nEnSL 11 
*/ 
using namespace std; 
using namespace cv; 
 
 
int main () 
{ 
 string msg, msg2; 
  
 CSensorDistancia Sensor; 
 CSocketClient Trans; 
 CMotores Motors; 
  
 wiringPiSetup(); 
 pinMode (nEnSL, OUTPUT); 
 digitalWrite(nEnSL, LOW); 
  
 Sensor.Inicializacion(); 
 Trans.Configuration(); 
 Motors.inicializacion(); 
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 string Ready="Ready"; 
 Trans.Send(Ready.append(RPI)); 
  
 for(;;){ 
  msg = Trans.GetMessage(); 
  cout << msg << endl; 
   
  if(msg.substr(0,4) == "Leds"){ 
   cout << "Inside Leds" << endl; 
   if(msg.substr(4,7) == "Opening"){ 
    Sensor.ledsONOFF(true); 
    cout << "Inside LedsOpening" << endl; 
   } 
   else if(msg.substr(4,7) == "Closing"){ 
    Sensor.ledsONOFF(false); 
    cout << "Inside LedsClosing" << endl;  
   
   } 
   Trans.Send("SendToRPI5Done"); 
  } 
  else if(msg.substr(0,6) == "MoveTo"){ 
   std::ostringstream transconvert; 
    
   int x = atoi(msg.substr(6,4).c_str());//x 
   int y = atoi(msg.substr(10,4).c_str());//y 
   cout << "atoi done! - x: " << x << " - y: " << y << endl; 
    
   int dist = Motors.movimiento(x,y); 
    
   transconvert << "Dist"; 
   transconvert << RPI; 
   if(dist<10){ 
    transconvert << "00" << dist; 
   } 
   else if(dist<100){ 
    transconvert << "0" << dist; 
   } 
   else{  
    transconvert << dist; 
   } 
   Trans.Send(transconvert.str()); 
  } 
  else if(msg.substr(0,11) == "Calibration"){ 
   int tgerror = 
Sensor.Calctgerror(atoi(msg.substr(11,3).c_str())); 
   cout << tgerror << endl; 
    
   std::ostringstream convert; 
   if(tgerror<0){ 
    convert << RPI <<"-"; 
    tgerror *= -1; 
   } 
   else{ 
    convert << RPI << "+"; 
   } 
    
   if(tgerror<10){ 
    convert << "0000" << tgerror; 
   } 
   else if(tgerror<100){ 
    convert << "000" << tgerror; 
   } 
   else if(tgerror<1000){ 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 186 - 
    convert << "00" << tgerror; 
   } 
   else if(tgerror<10000){ 
    convert << "0" << tgerror; 
   } 
   else{ 
    convert << tgerror; 
   } 
   msg = convert.str(); 
    
   Trans.Send("CalibrationDone"+msg); 
  }  
  else if(msg.substr(0,5) == "Sweep"){ 
   cout << "inside Sweep" << endl; 
   if (msg.substr(5,3) == "Ref"){ 
    int ang1 = atoi(msg.substr(8,3).c_str()); 
    int ang2 = atoi(msg.substr(11,3).c_str()); 
    msg = "0,"; 
    msg.append(RPI); 
    cout << "inside REF" << endl; 
    msg += Sensor.ReferRobots(&Trans,ang1,ang2); 
   } 
   else if(msg.substr(5,3) == "Usu"){ 
    msg = "1,"; 
    msg.append(RPI); 
    cout << "inside USU" << endl; 
    msg += Sensor.makeSweep(); 
   } 
   else{ 
    goto NR; 
   } 
   cout << msg << endl; 
    
   Trans.Send(msg); 
  } 
  else{ 
   NR: 
   Trans.Send("NotRecognized"); 
  } 
   
   
 } 
  
 cout << Trans.GetMessage() << endl; 
  
 return 0;  
} 
 
 
2.7. CCamera.cpp 
#include "Ccamera.hpp" 
 
using namespace cv; 
 
void Ccamera::IniCamera (void){ 
 isOpen=0; 
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 Camera.set( CV_CAP_PROP_FRAME_WIDTH, 960 );  // 1280 (usar multiplo 
de 320) 
 Camera.set( CV_CAP_PROP_FRAME_HEIGHT, 720 ); // 960  (usar multiplo 
de 240) 
 Camera.set( CV_CAP_PROP_FORMAT, CV_8UC3 ); 
} 
 
void Ccamera::OpenCamera (void){ 
 if (isOpen==0){ 
  if (!Camera.open()) { 
   printf("Error opening the camera"); 
   //ENVIO ERROR 
  } 
  isOpen=1; 
 } 
} 
 
void Ccamera::ShootTrash (void){ 
 for (int i=0; i<5; i++){ 
  ShootPhoto(); 
 } 
} 
 
Mat Ccamera::ShootPhoto (void){ 
 Mat foto; 
 Camera.grab(); 
 Camera.retrieve (foto); 
 return foto; 
} 
 
void Ccamera::CloseCamera (void){ 
 Camera.release(); 
 isOpen=0; 
 printf("Cerrando camera... \n"); 
} 
 
void Ccamera::ShowPhoto (Mat foto, int milisec){ 
  namedWindow("foto actual",CV_WINDOW_AUTOSIZE); 
  imshow("foto actual", foto); 
  waitKey(milisec); 
  destroyWindow("foto actual"); 
} 
 
2.8. CMores.cpp 
#include "CMotores.hpp" 
 
using namespace std; 
 
static volatile int pasosMD; 
static volatile int pasosMI; 
 
void optoD (void) { 
 pasosMD++; 
} 
 
void optoI (void) { 
 pasosMI++; 
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} 
 
void CMotores::inicializacion (void) { 
 pinMode(16,INPUT); 
 pinMode(1,INPUT); 
 wiringPiISR(16,INT_EDGE_RISING,&optoD); 
 wiringPiISR(1,INT_EDGE_RISING,&optoI); 
 pinMode (11, OUTPUT); 
 digitalWrite(11, LOW); 
 pinMode (EnMD, OUTPUT); 
 pinMode (EnMI, OUTPUT); 
 pinMode (MD, OUTPUT); 
 pinMode (MI, OUTPUT); 
 digitalWrite(EnMD, LOW); 
 digitalWrite(EnMI, LOW); 
 digitalWrite(MD, HIGH); 
 digitalWrite(MI, HIGH); 
 fd = 0; 
} 
 
int CMotores::avance (int cm){ 
 pasosMD=1000; 
 pasosMI=1000; 
 bool frd = false; 
 int xaa = 400; 
 int xa=0; 
 int xd=400; 
 int x=0; 
 int dist=0; 
 while(dist<cm){ 
  fpi = ((float)pasosMI/(float)pasosMD); 
  fpd = ((float)pasosMD/(float)pasosMI);   
   
  if(xa<xaa){ 
   xa++; 
   ts = (xa/xaa)*500; 
   if( (xa>398) && (pasosMD==1000) ){ 
    xaa++; 
    ts = 500; 
   } 
  } 
  else if(cm*0.8<dist){ 
   xd--; 
   ts = (xd/400)*400; 
   if (xd<5){ 
    frd = true; 
   }  
  } 
  else{ 
   ts=400; 
  } 
   
  if(fpd>fpi){ 
   digitalWrite(EnMD, HIGH); 
   digitalWrite(EnMI, HIGH); 
   usleep( (int)ts*fpi ); 
   digitalWrite(EnMD, LOW); 
   usleep( (int)(ts*(fpd-fpi)) ); 
   digitalWrite(EnMI, LOW); 
   usleep( 1000-(int)(ts*fpd) ); 
  } 
  else if(fpi>fpd){ 
   digitalWrite(EnMD, HIGH); 
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   digitalWrite(EnMI, HIGH); 
   usleep( (int)ts*fpd ); 
   digitalWrite(EnMI, LOW); 
   usleep( (int)(ts*(fpi-fpd)) ); 
   digitalWrite(EnMD, LOW); 
   usleep( 1000-(int)(ts*fpi) ); 
  } 
  else{ 
   digitalWrite(EnMD, HIGH); 
   digitalWrite(EnMI, HIGH); 
   usleep( (int)ts); 
   digitalWrite(EnMD, LOW); 
   digitalWrite(EnMI, LOW); 
   usleep( 1000-(int)(ts) ); 
  } 
   
  dist = (pasosMD-1000)*0.6234; 
 } 
 usleep(1000000); 
 return (((pasosMD+pasosMI)/2.0-1000)/32.0*19.95); 
} 
 
void CMotores::giro (float grados){ 
 pasosMD=0; 
 pasosMI=0; 
 int pasStepD=2; 
 int pasStepI=2; 
 if(grados>0){ 
  digitalWrite(MI, LOW); 
 } 
 else if(grados<0){ 
  digitalWrite(MD, LOW); 
  grados*=-1; 
 } 
  
 int xD=200; 
 int xI=200; 
 int pasosMax = (int)(grados*28.0/90.0); 
  
 while( (pasosMD+pasosMI)<pasosMax ){ 
   
  if(pasosMD<pasStepD){ 
   xD++; 
  } 
  else{ 
   pasStepD+=2; 
   xD-=200; 
  } 
   
  if(pasosMI<pasStepI){ 
   xI++; 
  } 
  else{ 
   pasStepI+=2; 
   xI-=200; 
  } 
   
    
   
   if(xD<400){ 
    tsD = (xD/400)*800; 
   } 
   else{ 
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    tsD=800; 
   } 
    
   if(xI<400){ 
    tsI = (xI/400)*800; 
   } 
   else{ 
    tsI=800; 
   } 
   
   
  if(tsI<tsD){ 
   digitalWrite(EnMD, HIGH); 
   digitalWrite(EnMI, HIGH); 
   usleep( (int)tsI); 
   digitalWrite(EnMI, LOW); 
   usleep( (int)tsD-tsI); 
   digitalWrite(EnMD, LOW); 
   usleep( 1000-(int)(tsD) ); 
  } 
  else if(tsD<tsI){ 
   digitalWrite(EnMD, HIGH); 
   digitalWrite(EnMI, HIGH); 
   usleep( (int)tsD); 
   digitalWrite(EnMD, LOW); 
   usleep( (int)tsI-tsD); 
   digitalWrite(EnMI, LOW); 
   usleep( 1000-(int)(tsI) ); 
  } 
  else{ 
   digitalWrite(EnMD, HIGH); 
   digitalWrite(EnMI, HIGH); 
   usleep( (int)tsD); 
   digitalWrite(EnMD, LOW); 
   digitalWrite(EnMI, LOW); 
   usleep( 1000-(int)(tsD) ); 
  } 
 } 
  
 digitalWrite(MD, HIGH); 
 digitalWrite(MI, HIGH); 
} 
 
int CMotores::movimiento (int x, int y){ 
 float grados; 
 cout << "x: " << x << "   y: " << y << endl; 
 x *= -1; 
 if(y<0){ 
  cout << "x: " << x << "   y: " << y << endl; 
  grados = atan((float)x/(float)y)*radgrados; 
  cout << "grados: " << grados << endl; 
  if(grados<0){ 
   grados += 180.0; 
  } 
  else{ 
   grados -= 180.0; 
  } 
 } 
 else{ 
  cout << "x: " << x << "   y: " << y << endl; 
  grados = atan((float)x/(float)y)*radgrados; 
 } 
 cout << "grados: " << grados << endl; 
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 giro(grados); 
 return avance((int)sqrt(x*x+y*y)); 
} 
 
2.9. Csocketclient.cpp 
#include "CSocketClient.hpp" 
 
using namespace std; 
 
int CSocketClient::Configuration(void){    
  
    sockfd = socket(AF_INET, SOCK_STREAM, 0); 
    if (sockfd < 0) { 
        fprintf(stderr,"ERROR opening socket\n"); 
        return -1; 
 } 
    server = gethostbyname(serverip); 
    if (server == NULL) { 
        fprintf(stderr,"ERROR, no such host\n"); 
        return -1; 
    } 
    bzero((char *) &serv_addr, sizeof(serv_addr)); 
    serv_addr.sin_family = AF_INET; 
    bcopy((char *)server->h_addr,  
         (char *)&serv_addr.sin_addr.s_addr, 
         server->h_length); 
    serv_addr.sin_port = htons(portno); 
    if (connect(sockfd,(struct sockaddr *)&serv_addr,sizeof(serv_addr)) < 
0) { 
        fprintf(stderr,"ERROR connecting\n"); 
        return -1; 
 } 
 return 0; 
} 
 
int CSocketClient::Send (string message){ 
 if (i = message.size() > 255){ 
  fprintf(stderr,"ERROR message too long\n"); 
  return -1; 
 } 
 strcpy(buffer, message.c_str()); 
    n = write(sockfd,buffer,strlen(buffer)); 
    if (n < 0) { 
        fprintf(stderr,"ERROR writing to socket\n"); 
        return -1; 
 } 
    bzero(buffer,256); 
    n = read(sockfd,buffer,255); 
    if (n < 0) { 
        fprintf(stderr,"ERROR reading from socket\n"); 
        return -1; 
 } 
 respuesta = buffer; 
    return 0; 
} 
 
string CSocketClient::GetMessage (void){ 
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 return respuesta; 
} 
 
2.10. CStepperMotor.cpp 
#include "CStepperMotor.hpp" 
 
void CStepperMotor::Inicializacion (void){ 
 pasos=0; 
 mAngulo=0.0; 
 pinMode (DIR, OUTPUT); 
 pinMode (STEP, OUTPUT); 
 pinMode (SLEEP, OUTPUT); 
} 
void CStepperMotor::PasosGiro (int extra){ 
 int pasosact = pasos; 
 if (((pasosact+extra) < -4) || ((pasosact+extra) > 68)){ 
  printf("Te has pasado de vuelta \n"); 
  //ENVIO ERROR 
 } 
 else { 
  if (extra > 0){ 
   digitalWrite(DIR, LOW); 
   digitalWrite(SLEEP, HIGH); 
   usleep(sleepdelay); 
   for(pasos;pasos<(pasosact+extra);pasos++){ 
    for(int i=0; i<32; i++){ 
     usleep(delay); 
     digitalWrite(STEP, HIGH); 
     usleep(delay); 
     digitalWrite(STEP, LOW); 
    } 
   } 
   digitalWrite(SLEEP, LOW); 
  } 
  else if (extra < 0){ 
   digitalWrite(DIR, HIGH); 
   digitalWrite(SLEEP, HIGH); 
   usleep(sleepdelay); 
   for(pasos;pasos>(pasosact+extra);pasos--){ 
    for(int i=0; i<32; i++){ 
     usleep(delay); 
     digitalWrite(STEP, HIGH); 
     usleep(delay); 
     digitalWrite(STEP, LOW); 
    } 
   } 
   digitalWrite(SLEEP, LOW); 
  } 
  mAngulo = (((pasos)*360)/64.0); //no hace falta 
   
 } 
} 
 
 
float CStepperMotor::GetAngulo(void){  //no hace falta 
 return mAngulo; 
} 
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void CStepperMotor::PrintAngulo(void){  //no hace falta 
 printf("Angulo: %f -- Pasos: %i",mAngulo, pasos); 
} 
 
2.11. SensorDistancia.cpp 
#include "SensorDistancia.hpp" 
 
using namespace cv; 
 
 
void CSensorDistancia::Inicializacion (){ 
 Cam.IniCamera(); 
 Cam.OpenCamera(); 
 Spm.Inicializacion(); 
 pinMode (LASER, OUTPUT); 
 pinMode (LEDS, OUTPUT); 
 tgerror = -0.003; 
} 
 
int CSensorDistancia::Calctgerror(double calidist){ 
 double Xprom; 
 Mat fotoref, foto;   
 Cam.ShootTrash();  
 fotoref = Cam.ShootPhoto();   
 digitalWrite(LASER,HIGH);   
 usleep(100000);   
 foto = Cam.ShootPhoto();   
 digitalWrite(LASER,LOW);  
 Xprom = ScanLaser(foto, fotoref, 360);  
 std::cout << "Xprom: " << Xprom << std::endl; 
 tgerror = Calibracion (calidist, Xprom); 
 std::cout << "Tgerror: " << tgerror << std::endl; 
 int tgerrormsg = tgerror*10000;  
 return tgerrormsg; 
} 
 
void CSensorDistancia::ledsONOFF (bool ONOFF){ 
 if(ONOFF){ 
  digitalWrite(LEDS, HIGH); 
 } 
 else{ 
  digitalWrite(LEDS, LOW); 
 } 
} 
 
std::string CSensorDistancia::makeSweep(){ 
 std::string sweepmsg; 
 std::ostringstream convert; 
 for(int i=0; i<63; i++){ 
  convert << "," << getDistance(); 
  Spm.PasosGiro(1); 
 } 
 convert << "," << getDistance(); 
  
 Spm.PasosGiro(-63); 
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 sweepmsg = convert.str(); 
 return sweepmsg; 
} 
 
 
 
std::string CSensorDistancia::ReferRobots(CSocketClient* Trans, int ang1, 
int ang2){ 
 std::ostringstream convert2, convRPI1, convRPI2; 
 cv::Mat fotoref, foto; 
 std::string msgleds; 
  
 float ang; 
 int col, dist, pasoscontrol; 
 int found = 0;//para 2 sin identificar 
  
 int pasosini = 0; 
 while( abs(ang1-pasosini*5.625) > 2.8125 ){ 
  pasosini++; 
 } 
  
 std::cout << "ang1: " << ang1 << " - ang2: " << ang2 << " - pasosini: 
" << pasosini << std::endl; 
  
 pasoscontrol = pasosini; 
  
 Spm.PasosGiro(pasoscontrol); 
 int i=0; 
 convRPI1 << "SendToRPI" << (RPIn%3)+1 << "Leds"; 
 msgleds = convRPI1.str(); 
  
 while( (found==0)&&(i<3) ){ 
  if(i%2==1){ 
   Spm.PasosGiro(i*4); 
   pasoscontrol += i*4; 
  } 
  else if(i%2==0){ 
   Spm.PasosGiro(-i*4); 
   pasoscontrol -= i*4; 
  } 
    
  Cam.ShootTrash(); 
  fotoref = Cam.ShootPhoto(); 
  Trans->Send(msgleds+"Opening"); 
  usleep(100000); 
  foto = Cam.ShootPhoto(); 
  Trans->Send(msgleds+"Closing"); 
     
  if ( ScanRobot(foto, fotoref, col, dist, (RPIn)%3) == 0){ 
    
    
   ang = pasoscontrol*5.625-15.5+(col)*(31.0/960.0); 
   if(ang>=360){ 
    ang-=360; 
   } 
    
   convert2 << "," << (RPIn%3)+1 << "," << (int)ang*100 << 
"," << dist; 
    
   found++; 
   goto REF2; 
  } 
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  i++; 
 } 
  
 convert2 << ",2,0,0"; 
 found = 1; 
  
 REF2: 
  
 pasosini = 0; 
 while( abs(ang2-pasosini*5.625) > 2.8125 ){ 
  pasosini++; 
 }   
  
 Spm.PasosGiro(pasosini-pasoscontrol); 
 pasoscontrol = pasosini; 
 i=0; 
 convRPI2 << "SendToRPI" << ((RPIn+1)%3)+1 << "Leds"; 
 msgleds = convRPI2.str(); 
  
 while( (found==1)&&(i<3) ){ 
  if(i%2==1){ 
   Spm.PasosGiro(i*4); 
   pasoscontrol += i*4; 
  } 
  else if(i%2==0){ 
   Spm.PasosGiro(-i*4); 
   pasoscontrol -= i*4; 
  } 
    
   
  Cam.ShootTrash(); 
  fotoref = Cam.ShootPhoto(); 
  Trans->Send(msgleds+"Opening"); 
  usleep(100000); 
  foto = Cam.ShootPhoto(); 
  Trans->Send(msgleds+"Closing"); 
     
  if ( ScanRobot(foto, fotoref, col, dist, (RPIn+1)%3) == 0){ 
    
   ang = pasoscontrol*5.625-15.5+(col)*(31.0/960.0); 
   if(ang>=360){ 
    ang-=360; 
   } 
    
   convert2 << "," << ((RPIn+1)%3)+1 << "," << (int)ang*100 
<< "," << dist; 
    
   found++; 
   goto FINAL; 
  } 
   
  i++; 
 } 
  
 convert2 << ",3,0,0"; 
  
 FINAL: 
  
 Spm.PasosGiro(-1*pasoscontrol); 
  
 return convert2.str(); 
  
} 
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int CSensorDistancia::getDistance(){ 
 double Xprom; 
 Mat fotoref, foto; 
   
 Cam.ShootTrash(); 
  
 fotoref = Cam.ShootPhoto(); 
   
 digitalWrite(LASER,HIGH); 
   
 usleep(100000); 
   
 foto = Cam.ShootPhoto(); 
   
 digitalWrite(LASER,LOW); 
  
 Xprom = ScanLaser(foto, fotoref, 360); 
 if ((Xprom>0.0) && (CalcDistancia(tgerror, Xprom)<200.0)){ //Maxium 
range for valid obstacle points!! 
  return CalcDistancia(tgerror, Xprom); 
 } 
 else{ 
  return 0; 
 } 
} 
 
 
float CSensorDistancia::ScanLaser (cv::Mat foto, cv::Mat fotoref, int 
line){ 
 for(int j = foto.cols/2; j<foto.cols; j++){  
  int z = 0; 
  bool seguido = true; 
  while (seguido){ 
   if ((foto.at<Vec3b>(line,j+z)[2] - 
fotoref.at<Vec3b>(line,j+z)[2]) > 30){ 
    z++; 
   } 
   else{ 
    seguido = false; 
   } 
  } 
  if (z>laserp){ 
   return (j+(z/2)); 
  } 
 } 
 return 0.0; 
} 
 
int CSensorDistancia::ScanRobot (cv::Mat foto, cv::Mat fotoref, int &col, 
int &dist, int RGB){  
 std::cout << "Inside ScanRobot" << std::endl; 
 int altmax = 0; 
 int jaltmax = 0; 
 for(int i = foto.rows/2-29; i>foto.rows/2-190; i-=15){ 
  for(int j = 130; j<foto.cols-130; j++){ 
   int z = 0; 
   bool seguido = true; 
   while (seguido){ 
    if (foto.at<Vec3b>(i,j+z)[RGB] - 
fotoref.at<Vec3b>(i,j+z)[RGB] > 30){ 
     z++; 
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    } 
    else{ 
     seguido = false; 
    } 
   } 
   if (z > ledphor){ 
    for(int ii = foto.rows/2-29; ii>foto.rows/2-190; 
ii--){ 
     int zz = 0; 
     bool seguido = true; 
     while (seguido){ 
      if (foto.at<Vec3b>(ii-zz,j)[RGB] - 
fotoref.at<Vec3b>(ii-zz,j)[RGB] > 50){ 
       zz++; 
      } 
      else{ 
       seguido = false; 
      } 
     } 
     if (zz > ledpver){ 
      if ((360-(ii-zz)) > altmax){ 
       std::cout << "Inside altmax" << 
std::endl; 
       altmax = 360-(ii-zz); 
       jaltmax = j+(z/2); 
      } 
     }      
     ii -= zz; 
    } 
    cv::line(foto, Point2i(130,0), 
Point2i(130,foto.rows), CV_RGB(255,0,0)); 
    cv::line(foto, Point2i(foto.cols-130,0), 
Point2i(foto.cols-130,foto.rows), CV_RGB(255,0,0)); 
    cv::line(foto, Point2i(0,foto.rows/2-29), 
Point2i(foto.cols,foto.rows/2-29), CV_RGB(255,0,0)); 
    cv::line(foto, Point2i(0,foto.rows/2-190), 
Point2i(foto.cols,foto.rows/2-190), CV_RGB(255,0,0)); 
    cv::line(foto, Point2i(0,360), 
Point2i(foto.cols,360), CV_RGB(0,255,0)); 
    cv::line(foto, Point2i(0,360-altmax), 
Point2i(foto.cols,360-altmax), CV_RGB(0,0,255)); 
    cv::line(foto, Point2i(jaltmax,0), 
Point2i(jaltmax,foto.rows), CV_RGB(0,0,255)); 
    cv:Mat fotodif; 
    cv::absdiff(foto, fotoref, fotodif); 
    imwrite("ang.png",fotodif); 
    std::cout << "ScanRobot REALIZADO y encontrado -- 
col: " << jaltmax << "  altmax: " << altmax << std::endl; 
    col = jaltmax; 
    dist = 5.5/(tan(altmax*(radvert/720.0))); 
    return 0; 
   } 
   j = j+z+1; 
  } 
 } 
 std::cout << "ScanRobot REALIZADO y NO encontrado" << std::endl; 
 return -1; 
} 
 
double CSensorDistancia::CalcDistanciaPerf (double Xprom){ 
 return (xl/(tan((Xprom-480)*radcam/960.0))); 
} 
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double CSensorDistancia::CalcXpromPerf (double dist){ 
 return ( atan((xl/dist))*(960.0/radcam)+480.0 ); 
} 
 
double CSensorDistancia::CalcDistancia (double tgerrortest, float Xprom){ 
 return (xl/(tan((Xprom-480)*radcam/960.0)+tgerrortest)); 
} 
 
double CSensorDistancia::Calibracion (double distance, float Xprom){ 
 return ((xl/distance)-tan((Xprom-480)*radcam/960.0)); 
} 
 
2.12. CMakeList.txt 
 
 
cmake_minimum_required(VERSION 2.8) 
project( PrincipalCpp ) 
SET(COMPILE_DEFINITIONS -Werror) 
#OPENCV 
find_package(raspicam REQUIRED) 
find_package( OpenCV REQUIRED ) 
 
add_executable(PrincipalCpp PrincipalCpp.cpp CStepperMotor.cpp 
CCustomPoint.cpp SensorDistancia.cpp Ccamera.cpp CSocketClient.cpp 
CMotores.cpp) 
 
target_link_libraries(PrincipalCpp /usr/local/lib/libwiringPi.so 
${OpenCV_LIBS} ${raspicam_CV_LIBS} ) 
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CAPÍTULO 3: 
ESQUEMAS 
ELECTRÓNICOS 
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CAPÍTULO 4:  
PCB LAYOUT 
4.1. Top 
 
 
 
 
 
 
 
Bruno Lionel Caro Huamaní y Ferran Parés Pont  
 - 204 - 
 
 
 
4.2. Bottom 
 
