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Abstract
A number of discrete time, finite population size models in genetics describing the dy-
namics of allele frequencies are known to converge (subject to suitable scaling) to a diffusion
process in the infinite population limit, termed the Wright-Fisher diffusion. In this article
we show that the diffusion is ergodic uniformly in the selection and mutation parameters,
and that the measures induced by the solution to the stochastic differential equation are uni-
formly locally asymptotically normal. Subsequently these two results are used to analyse the
statistical properties of the Maximum Likelihood and Bayesian estimators for the selection
parameter, when both selection and mutation are acting on the population. In particular, it
is shown that these estimators are uniformly over compact sets consistent, display uniform
in the selection parameter asymptotic normality and convergence of moments over compact
sets, and are asymptotically efficient for a suitable class of loss functions.
1 Introduction
Mathematical population genetics is concerned with the study of how populations evolve over
time, offering viable models to study how various biological phenomena such as selection and
mutation affect the genetic profile of the population they act upon. Many models have been
proposed over the years, but perhaps the most popular is the Wright-Fisher model (see for in-
stance [11, Chapter 15, Section 2]).
Under a suitable scaling of both space and time, a diffusion limit exists for the Wright-Fisher
model, which is referred to as the Wright-Fisher diffusion (1) and is the main focus of this
article. The Wright-Fisher diffusion is robust in the sense that the broad class of Cannings [2]
models converge to it when suitably scaled. Furthermore, it has the neat property that the only
contribution to the diffusion coefficient comes from random mating whilst other features such
as selection and mutation appear solely in the drift coefficient. This facilitates inference as one
can concentrate on estimating the drift, treating the diffusion coefficient as a known expression.
In this article we focus on a continuously observed Wright-Fisher diffusion describing the allele
frequency dynamics in a two-allele, haploid population undergoing both selection and mutation.
In Section 2 we show that the diffusion is ergodic uniformly over both the selection and mutation
parameters, and subsequently that the associated family of measures induced by the solution
to the stochastic differential equation (SDE) is uniformly locally asymptotically normal (pro-
vided the mutation parameters are greater than 1). In Section 3 we then shift our focus on the
properties of the maximum likelihood (ML) and Bayesian estimators for the selection parameter
1
s ∈ S ⊂ R (which measures how much more favourable one allele is over the other), under the
assumption that the mutation parameters are a priori known. We briefly discuss some technical
issues associated with conducting joint inference for the selection and mutation parameters in
Section 4.
We point out here that by observing the path continuously through time without error, one
can establish and analyse explicitly the statistical error produced by an estimator based on the
whole sample path, which then clearly illustrates the statistical limitations of alternative estima-
tors based on less informative (e.g. discrete) observations. In a discrete observation setting, in
addition to the above mentioned statistical error, one also has to deal with observational error.
One certainly cannot hope for an estimator that performs better in a discrete setting than in a
continuous one, so our analysis may be viewed as the ‘best possible’ performance for inference
from a discretely observed model.
Inference for scalar diffusions, particularly proving consistency of estimators under specific ob-
servational schemes, has generated considerable interest over the past few years [6, 12, 15, 16, 17,
20, 21, 23]. However, most of the work so far has considered classes of diffusions which directly
preclude the Wright-Fisher diffusion, for instance by imposing periodic boundary conditions on
the drift coefficients or by requiring the diffusion coefficient be strictly positive everywhere. The
asymptotic study of a variety of estimators for continuously observed ergodic scalar diffusions
has been entertained in great depth in [12]; see in particular Theorems 2.8 and 2.13 in [12],
which are respectively adaptations of Theorems I.5.1, I.10.1 and I.5.2, I.10.2 in [9]. However
Theorems 2.8 and 2.13 in [12] cannot be applied directly to the Wright-Fisher diffusion as cer-
tain conditions do not hold, namely the reciprocal of the diffusion coefficient does not have
a polynomial majorant. This discrepancy makes replicating the results for the Wright-Fisher
diffusion with selection and mutation highly non-trivial. Instead we exploit the explicit nature
of (1), below, to prove, in our main result Theorem 3.1, uniform in the selection parameter over
compact sets consistency, asymptotic normality and convergence of moments, as well as asymp-
totic efficiency for both the Maximum Likelihood (ML) and Bayesian estimators. We achieve
this by showing that the conditions of Theorems I.5.1, I.10.1 and I.5.2, I.10.2 in [9] still hold
for the Wright-Fisher diffusion and that this diffusion is ergodic uniformly in the selection and
mutation parameters (a term we define in Section 2). We point out that the uniformity in our
results is particularly useful as it controls the lowest rate (over the true parameters) at which
the parameters of interest are being learned by the inferential scheme.
The Wright-Fisher diffusion with selection but without mutation was tackled specifically by
Watterson in [23], where the author makes use of a frequentist framework. Having no mutation
ensures that the diffusion is absorbed at either boundary point 0 or 1 in finite time almost
surely, and by conditioning on absorption Watterson computes the moment generating function,
proves asymptotic normality, and derives hypothesis tests for the Maximum Likelihood Esti-
mator (MLE). Watterson’s work however does not address the Bayesian estimator, nor does it
readily extend to the case when mutation is present because the diffusion is no longer absorbed
at the boundaries. In this sense the results obtained in Theorem 3.1 are complementary to
those obtained by Watterson under the assumption that the mutation parameters are known.
Although this is a restriction, we are observing the path continuously over the interval [0, T ]
and subsequently sending T → ∞, so these parameters could be inferred by considering the
boundary behaviour of the diffusion. In particular, when either mutation parameter is less than
1, then the diffusion hits the corresponding boundary in finite time almost surely. Further, as
the diffusion approaches the boundary the diffusion coefficient (i.e. noise) vanishes, and in fact
it vanishes sufficiently quickly on the approach to the boundary that the mutation parameters
can be inferred without error as soon as the boundary is first hit. For mutation parameters
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greater than or equal to 1, the corresponding boundary point is no longer attainable but the
diffusion can get arbitrarily close to it as T →∞, and a similar argument enables the mutation
parameters again to be inferred (see [18, Remark 2.2] for a related argument applying to the
squared Bessel process).
The rest of this article is organised as follows: in Section 2 we introduce the Wright-Fisher dif-
fusion, proceed to describe some of its properties, and prove that the diffusion is both uniformly
in the selection and mutation parameters ergodic, as well as uniformly locally asymptotically
normal. Section 3 then focuses on the ML and Bayesian estimators for the selection parameter,
proving that these estimators have a set of desirable properties in Theorem 3.1. Section 4 then
concludes with a discussion. The proof of Theorem 2.2 can be found in Appendix A, whilst in
Appendix B we extend the conclusions of Theorem 2.2 for two specific unbounded functions.
2 The Wright-Fisher Diffusion
We start by giving a brief overview of the Wright-Fisher diffusion before proving that the diffu-
sion is ergodic uniformly in the selection and mutation parameters (a term we define rigorously
shortly), and subsequently use this to prove the uniform local asymptotic normality (LAN) of
the family of measures associated to the solution of the SDE.
Consider an infinite haploid population undergoing selection and mutation, where we are in-
terested in two alleles A1 and A2. Suppose that ϑ = (s, θ1, θ2) ∈ R × (0,∞)2 are the selection
and mutation parameters respectively, where s describes the extent to which allele A2 is favoured
over A1, alleles of type A1 mutate to A2 at rate proportional to θ1, and those of type A2 mutate
to A1 at rate proportional to θ2. Let Xt denote the frequency of A2 in the population at time t.
Then the dynamics of Xt can be described by a diffusion process on [0, 1], which, after expressing
the parameters on an appropriate timescale, satisfies the SDE
dXt = µ(ϑ,Xt)dt+ σ(Xt)dWt
:=
1
2
(sXt(1−Xt)− θ2Xt + θ1(1−Xt)) dt+
√
Xt(1−Xt)dWt, (1)
with X0 ∼ ν for some initial distribution ν, (Wt)t≥0 a standard Wiener process defined on a
filtered probability space (Ω,F , (Ft)t≥0,P), and [0, T ] the observation interval. A strong solu-
tion to (1) exists by the Yamada-Watanabe condition (see Theorem 3.2, Chapter IV in [10]),
but weak uniqueness suffices for our purposes. We denote by P
(ϑ)
ν the law induced on the space
of continuous functions mapping [0, T ] into [0, 1] (henceforth denoted CT ([0, 1])) by the solution
to (1) when the true diffusion parameters are ϑ = (s, θ1, θ2), and X0 ∼ ν (with dependence on
T being implicit). Furthermore we denote taking expectation with respect to P
(ϑ)
ν by E
(ϑ)
ν .
We assume that θ1, θ2 > 0, for if at least one is 0 then the diffusion is absorbed in finite time
and we are back in the regime studied by Watterson [23]. The boundary behaviour depends on
whether the mutation parameters are either less than or greater or equal to 1, but in either case
the diffusion is ergodic as long as θ1, θ2 > 0 (see Lemma 2.1, Chapter 10 in [5]).
A standard result in the theory of one-dimensional SDEs (see Theorem 1.16 in [12]) gives us
that the density of the stationary distribution for the Wright-Fisher diffusion (1) is given by
fϑ(x) =
1
Gϑ
esxxθ1−1(1− x)θ2−1, x ∈ (0, 1),
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where Gϑ is the normalising constant
Gϑ =
∫ 1
0
esxxθ1−1(1− x)θ2−1dx ≤ max{es, 1}B(θ1, θ2) <∞,
with
B(θ1, θ2) :=
∫ 1
0
xθ1−1(1− x)θ2−1dx (2)
the beta function. In what follows, we will always assume that ξ ∼ fϑ, and we denote taking
expectation with respect to fϑ by E
(ϑ), where the omission of the subscript will indicate that
we start from stationarity.
It turns out that we need a slightly stronger notion of ergodicity which we now define. The
idea here is that we can extend pointwise ergodicity in the parameter ϑ = (s, θ1, θ2) to any
compact set K in the parameter space R × (0,∞)2 by finding the slowest rate of convergence
which works within that compact set. More rigorously, we introduce the following definition.
Definition 2.1. The process X is said to be ergodic uniformly in the parameter ϑ if ∀ε > 0 we
have that
lim
T→∞
sup
ϑ∈K
P
(ϑ)
ν
[ ∣∣∣∣ 1T
∫ T
0
h(Xt)dt− E(ϑ)
[
h (ξ)
]∣∣∣∣ > ε
]
= 0 (3)
holds for any K ⊂ R× (0,∞)2 compact and for any function h : [0, 1] → R bounded and
measurable, where ξ ∼ fϑ.
To the best of our knowledge, it has not been proven that the Wright-Fisher diffusion is ergodic
uniformly in its parameters, which motivates the following theorem.
Theorem 2.2. The Wright-Fisher diffusion with mutation and selection is uniformly ergodic
in the selection and mutation parameters ϑ = (s, θ1, θ2) for any initial distribution ν.
We postpone the proof to Appendix A.
For the remainder of this section we restrict our attention to the parameter space Θ ⊂ R ×
[1,∞)2, where Θ is open and bounded, for if either of the mutation parameters were less than 1
then the measures P
(ϑ)
ν within this region would be mutually singular with respect to one another
and thus their Radon-Nikodym derivative undefined. Restricting our attention to mutation pa-
rameters within the range [1,∞)2 thus ensures that the family of measures {P(ϑ)ν ,ϑ ∈ Θ} are
equivalent, and we have that
dP
(ϑ′)
ν
dP
(ϑ)
ν
(XT ) =
ν(ϑ′,X0)
ν(ϑ,X0)
exp
{∫ T
0
(
µ(ϑ′,Xt)− µ(ϑ,Xt)
σ(Xt)
)
dWt
− 1
2
∫ T
0
(
µ(ϑ′,Xt)− µ(ϑ,Xt)
σ(Xt)
)2
dt
}
(4)
with P
(ϑ)
ν -probability 1. Proofs of the above claims regarding the equivalence of the Wright-
Fisher diffusion and the form of the Radon-Nikodym derivative can be found in [3], Lemma
7.2.2 and Section 10.1.1. We emphasise here that we have allowed the starting distribution ν to
depend on the parameters, as is evident from the first ratio in (4). However if there is no such
dependence then the only difference to the above would be to replace this ratio by 1.
We end this section by introducing the concept of local asymptotic normality (LAN) and showing
that the Wright-Fisher diffusion is uniformly LAN, which will be essential in the next section.
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Definition 2.3 (Special case of Definition 2.1 in [12]). The family of measures {P(ϑ)ν ,ϑ ∈ Θ}
is said to be locally asymptotically normal (LAN) at a point ϑ0 ∈ Θ at rate T−1/2 if for any
u ∈ R3, the likelihood ratio function admits the representation
ZT,ϑ0(u) :=
dP
(ϑ0+
u√
T
)
ν
dP
(ϑ0)
ν
(XT )
= exp
{〈
u,∆T (ϑ0,X
T )
〉− 1
2
〈I(ϑ0)u,u〉+ rT (ϑ0,u,XT )
}
,
where 〈·, ·〉 denotes the Euclidean inner product on R3, and ∆T (ϑ0,XT ) is a random variable
such that
Lϑ0
{
∆T (ϑ0,X
T )
} d→ N(0, I(ϑ0)), (5)
with I(ϑ0) the Fisher information matrix evaluated at ϑ0, i.e.
I(ϑ0) := E
(ϑ0)
[
µ˙(ϑ0, ξ)µ˙(ϑ0, ξ)
T
σ2(ξ)
]
,
where µ˙(ϑ, ξ)T is the transpose of the vector of derivatives of µ(ϑ, x) with respect to ϑ. More-
over, the function rT (ϑ0,u,X
T ) satisfies
lim
T→∞
rT (ϑ0,u,X
T ) = 0 in P(ϑ0)-probability (6)
The family of measures is said to be LAN on Θ if it is LAN at every point ϑ0 ∈ Θ, and further
it is said to be uniformly LAN on Θ if both convergence (5) and (6) are uniform in s ∈ K for
every compact K ⊂ Θ.
Theorem 2.4. The family of measures {P(ϑ)ν ,ϑ ∈ Θ} induced by the weak solution to (1) with
initial distribution ν being either a point mass at x0 ∈ (0, 1) or the stationary density fϑ, is
uniformly LAN on Θ, with the likelihood ratio function ZT,ϑ(u) admitting the representation
ZT,ϑ(u) = exp
{〈
u,∆T (ϑ,X
T )
〉− 〈I(ϑ)u,u〉 + rT (ϑ,u,XT )}
for u ∈ UT,ϑ = {u : ϑ+ u√T ∈ Θ}, where
∆T (ϑ,X
T ) =
1
2
√
T
∫ T
0
µ˙(ϑ,Xt)
σ(Xt)
dWt
Proof. From (4), we have that the log-likelihood ratio is given by
logZT,s(u) = log
ν(ϑ+ u√
T
,X0)
ν(ϑ,X0)
+
∫ T
0
1
2
(
u1√
T
√
Xt(1−Xt)− u2√
T
√
Xt
1−Xt +
u3√
T
√
1−Xt
Xt
)
dWt
− 1
2
∫ T
0
1
4
(
u1√
T
√
Xt(1−Xt)− u2√
T
√
Xt
1−Xt +
u3√
T
√
1−Xt
Xt
)2
dt
= log
ν(ϑ+ u√
T
,X0)
ν(ϑ,X0)
+
〈
u,∆T (ϑ,X
T )
〉− 1
2
〈I(ϑ)u,u〉
+
1
2
〈I(ϑ)u,u〉 − 1
2T
∫ T
0
〈u, µ˙(ϑ,Xt)〉2
σ2(Xt)
dt, (7)
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where
I(ϑ) = E(ϑ)




ξ(1− ξ) −ξ 1− ξ
−ξ ξ1−ξ 1
1− ξ 1 1−ξξ



 .
Setting
rT (ϑ,u,X
T ) := log
ν(ϑ+ u√
T
,X0)
ν(ϑ,X0)
+
1
2
〈I(ϑ)u,u〉 − 1
2T
∫ T
0
〈u, µ˙(ϑ,Xt)〉2
σ2(Xt)
dt,
we show that (6) holds. The first term appears only if, of the two choices for ν, we have ν = fϑ,
and in that case
log
ν(ϑ+ u√
T
,X0)
ν(ϑ,X0)
=
u1√
T
X0 +
u2√
T
logX0 +
u3√
T
log(1−X0)→ 0
as T →∞. Thus we deduce that (6) follows if we can prove that for any ε > 0
lim
T→∞
sup
ϑ∈K
P
(ϑ)
ν
[∣∣∣∣∣ 1T
∫ T
0
〈u, µ˙(ϑ,Xt)〉2
σ2(Xt)
dt− 〈I(ϑ)u,u〉
∣∣∣∣∣ > ε
]
= 0. (8)
Observe that the expression inside the probability in (8) is made up of six distinct differences
between the averages of the six distinct entries of the Fisher information matrix with respect
to time and the stationary density. Thus if we are able to show that each individual difference
displays the same convergence as in (3), (8) follows. Now, as
〈u, µ˙(ϑ, x)〉2
σ2(x)
=
(
u1
√
x(1− x)− u2
√
x
1− x + u3
√
1− x
x
)2
= u21x(1− x)− 2u1u2x+ 2u1u3(1− x)− 2u2u3 + u22
x
1− x + u
2
3
1− x
x
using (1), we can apply Theorem 2.2 to the first four terms directly. The remaining two dif-
ferences involve the unbounded functions x(1 − x)−1 and (1 − x)x−1 and thus Theorem 2.2
cannot be applied; however, arguments similar to those used in the proof of this theorem (see
Appendix B for the relevant details and proof) allow us to deduce that (3) is also true for these
two functions and thus (6) holds. Finally, (5) follows from Proposition 1.20 in [12] which we can
invoke in view of the above proved (8) and the fact that
sup
ϑ∈K
1
2
√
〈I(ϑ)u,u〉 <∞.
3 Properties of the ML & Bayesian Estimators for the Wright-
Fisher diffusion
We henceforth assume that the mutation parameters θ1, θ2 > 0 are known, and thus focus on con-
ducting inference solely on the selection parameter s ∈ S ⊂ R with S open and bounded. As re-
marked earlier, the observational regime entertained here would enable one to infer the mutation
parameters: on ϑ ∈ R× (0, 1)2 this is immediate; the family of measures {P(ϑ)ν : ϑ ∈ R× (0, 1)2}
are mutually singular. On ϑ ∈ R × [1,∞)2 the family of measures {P(ϑ)ν : ϑ ∈ R × [1,∞)2}
are now mutually absolutely continuous, with both boundary points unattainable. However,
6
the process can get arbitrarily close to either boundary as T →∞, and in this region the noise
vanishes sufficiently quickly that again the corresponding mutation parameters can be inferred
to any required precision. In the case when one mutation parameter is less than 1 and the other
is greater than or equal to 1, similar arguments apply. Actually incorporating inference of the
mutation parameter into the inferential setup below leads to some technical difficulties which we
discuss in Section 4, so for simplicity we assume them to be known. Nonetheless all the notation
introduced above and definitions carry through by replacing ϑ by s.
We start by defining the MLE sˆT of s in (1) as
sˆT = arg sup
s∈S
dP
(s)
ν
dP
(s0)
ν
(XT )
where s0 ∈ S is arbitrary and its only role is to specify a reference measure whose exact value
does not matter. We point out that now (4) simplifies to
dP
(s′)
ν
dP
(s)
ν
(XT ) =
ν(s′,X0)
ν(s,X0)
exp
{∫ T
0
s′ − s√
T
√
Xt(1−Xt)dWt
− 1
2
∫ T
0
(
s′ − s√
T
)2
Xt(1−Xt)dt
}
. (9)
In order to be able to define the Bayesian estimator, we introduce the class Wp of loss functions
ℓ : S → R+ for which the following stipulations are satisfied:
A1. ℓ(·) is even, non-negative, and continuous at 0 with ℓ(0) = 0 but not identically zero.
A2. The sets {u ∈ S : ℓ(u) < c} are convex ∀c > 0.
A3. ℓ(·) has a polynomial majorant, i.e. there exist strictly positive constants A and b such that
for any u ∈ S,
|ℓ(u)| ≤ A(1 + |u|b)
A4. For any H > 0 sufficiently large and for sufficiently small γ, it holds that
inf
|u|>H
ℓ(u)− sup
|u|≤Hγ
ℓ(u) ≥ 0.
As remarked above, we assume that S is an open and bounded subset of R, and we denote by
p(·) the prior density on S, which we assume belongs to
Pc :=
{
p(·) ∈ C(S¯,R+) : p(u) ≤ A(1 + |u|b) ∀ u ∈ S¯,
∫
S¯
p(u)du = 1
}
,
where A and b are some strictly positive constants, and S¯ denotes the closure of S. With
p(·) ∈ Pc and ℓ(·) ∈ Wp, we define the Bayesian estimator s˜T of s in (1) as
s˜T = argmin
s¯T
∫
S
E
(s)
ν
[
ℓ
(√
T (s¯T − s)
)]
p(s)ds.
We introduce the last class of functions we will need, namely denote by G the class of functions
satisfying the following two conditions:
1. For a fixed T > 0, gT (·) is a monotonically increasing function on [0,∞), with gT (y)→∞
as y →∞.
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2. For any N > 0,
lim
T→∞
y→∞
yNe−gT (y) = 0.
Observe that the likelihood ratio function is now given by
ZT,s(u) : =
dP
(s+ u√
T
)
ν
dP
(s)
ν
(XT )
=
ν(s+ u√
T
,X0)
ν(s,X0)
exp
{(
u
2
√
T
)∫ T
0
√
Xt(1−Xt)dWt
− 1
2
(
u
2
√
T
)2 ∫ T
0
Xt(1−Xt)dt
}
(10)
for u ∈ UT,s := {u ∈ R : s+ u√T ∈ S}.
We now present the main result of this article which states that the ML and Bayesian esti-
mators for s have a set of desirable properties. We prove this by showing that the conditions
of Theorems I.5.1, I.5.2, I.10.1, and I.10.2 in [9] are satisfied for the Wright-Fisher diffusion. A
similar formulation of the result below for the general case of a continuously observed diffusion
on R can be found in Theorems 2.8 and 2.13 in [12], where the author proves that the conditions
necessary to invoke Theorems I.5.1, I.5.2, I.10.1, and I.10.2 in [9] hold for a certain class of
diffusions. However, this class includes only those scalar diffusions for which the inverse of the
diffusion coefficient has a polynomial majorant. This fails to hold in our case, forcing us to seek
alternative ways to prove that the conditions of the above mentioned theorems hold.
Theorem 3.1. Let sˆT and s˜T respectively be the ML and Bayesian estimators for selection
parameter s ∈ S (for open bounded S ⊂ R) in the non-neutral Wright-Fisher diffusion (1) with
initial distribution being either a point mass at a fixed x0 ∈ (0, 1) or the stationary distribution.
In what follows, let s¯T refer to either of the two estimators. Then s¯T is uniformly over compact
sets K ⊂ S consistent, i.e. for any ε > 0
lim
T→∞
sup
s∈K
P
(s)
ν
[ |s¯T − s| > ε] = 0;
it converges in distribution to a normal random variable
Ls
{√
T (s¯T − s)
}
d→ N(0, I(s)−1),
uniformly in s ∈ K; and it displays moment convergence for any p > 0
lim
T→∞
E
(s)
ν
[ ∣∣∣√T (s¯T − s)∣∣∣p
]
= E
[ ∣∣∣I(s)− 12 ζ∣∣∣p ]
uniformly in s ∈ K, where ζ ∼ N(0, 1), for any compact set K ⊂ S. Furthermore, if the loss
function ℓ(·) ∈ Wp, then s¯T is also asymptotically efficient, i.e.
lim
δ→0
lim
T→∞
sup
s:|s−s0|<δ
E
(s)
ν
[
ℓ
(√
T (s¯T − s)
)]
= E
[
ℓ
(
I(s0)
− 1
2 ζ
)]
holds for all s0 ∈ S, where ζ ∼ N(0, 1).
As mentioned above, the proof relies on Theorems I.5.1, I.5.2, I.10.1, and I.10.2 in [9], which
for reference we combine together into Theorem 3.2 below. Establishing that the conditions
of Theorem 3.2 hold for the Wright-Fisher diffusion is non-trivial as the standard arguments
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found in [12] no longer hold, and will thus be the main focus of this section. The conclusions of
Theorems I.5.1 and I.5.2 guarantee the uniform over compact sets consistency for the MLE and
Bayesian estimator respectively, whilst those of Theorems I.10.1 and I.10.2 provide the necessary
conditions to deduce the uniform in s ∈ K asymptotic normality and convergence of moments
for compact K ⊂ S, as well as asymptotic efficiency.
Theorem 3.2 (Ibragimov-Has’minskii). Let sˆT , s˜T respectively be the ML and Bayesian estima-
tors with prior density p(·) ∈ Pc, defined in terms of a loss function ℓ(·) ∈ Wp for the parameter
s ∈ S, for open bounded S ⊂ R, in (1). Suppose further that the following conditions are satisfied
by the likelihood ratio function ZT,s(u) as defined in (10):
1. ∀K ⊂ S compact, we can find constants a and B, and functions gT (·) ∈ G (all of which
depend on K) such that the following two conditions hold:
• ∀R > 0, ∀u, v ∈ UT,s satisfying |u| < R, |v| < R, and for some m ≥ q > dim(S)
sup
s∈K
E
(s)
ν
[∣∣∣ZT,s(u) 1m − ZT,s(v) 1m ∣∣∣m] ≤ B(1 +Ra)|u− v|q. (11)
• ∀u ∈ UT,s
sup
s∈K
E
(s)
ν
[
ZT,s(u)
1
2
]
≤ e−gT (|u|).
2. The random functions ZT,s(u) have marginal distributions which converge uniformly in
s ∈ K as T → ∞ to those of the random function Zs(u) ∈ C0(R), where C0(R) denotes
the space of continuous functions on R vanishing at infinity, equipped with the supremum
norm and the Borel σ-algebra.
3. The limit function Zs(u) attains its maximum at the unique point uˆ(s) = u with probability
1, and the random function
ψ(v) =
∫
R
ℓ(v − u) Zs(u)∫
R
Zs(y)dy
du
attains its minimum value at a unique point u˜(s) = u with probability 1.
Then we have that the ML and Bayesian estimators are: uniformly in s ∈ K consistent, i.e. for
any ε > 0
lim
T→∞
sup
s∈K
P
(s)
ν
[ |s¯T − s| > ε] = 0,
the distributions of the random variables u¯T =
√
T (s¯T − s) converge uniformly in s ∈ K to the
distribution of u¯, and for any loss function ℓ ∈ Wp uniformly in s ∈ K
lim
T→∞
E
(s)
ν
[
ℓ
(√
T (s¯T − s)
)]
= E(s)ν [ℓ(u¯)] . (12)
In fact, for the Bayesian estimator the requirements for inequality (11) can be weakened as it
suffices to show that (11) holds for m = 2 and any q > 0 irrespective of the dimension of the
parameter space.
Proof of Theorem 3.1. Our aim will be to prove that Conditions 1, 2, and 3 in Theorem 3.2
hold for the Wright-Fisher diffusion, for then the ML and Bayesian estimator are uniformly
on compact sets consistent. Below, Condition 1 is shown to hold in Propositions 3.4 and 3.5;
Condition 2 is shown in Corollary 3.3; and Condition 3 is shown in Proposition 3.6.
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It remains to show how uniform in s ∈ K asymptotic normality and convergence of moments, as
well as asymptotic efficiency (under the right choice of loss function) follow. Given Conditions
1, 2, and 3 of Theorem 3.2, uniform in s ∈ K asymptotic normality follows immediately from
Proposition 3.6; u¯ = I(s)−1∆(s), ∆(s) ∼ N(0, I(s)), and u¯T converges uniformly in distribution
to u¯. Moreover, as stated in Remark I.5.1 in [9], the Ibragimov-Has’minskii conditions also give
us a bound on the tails of the likelihood ratio, which can be translated into bounds on the
tails of |uˆT |p for any p > 0 (see the display just below (2.27) in [12]). Similar bounds on the
tails of |u˜T |p hold for the Bayesian estimator by Theorem I.5.7 in [9], and thus we have that
the random variables |u¯T |p are uniformly integrable for any p > 0, uniformly in s ∈ K for any
compact K ⊂ S. Uniform convergence of the moments of the estimators follows from this and
the uniform convergence in distribution (by applying a truncation argument).
For loss functions satisfying ℓ(·) ∈ Wp, observe that the uniform convergence in (12) allows
us to deduce that
lim
T→∞
sup
s:|s−s0|<δ
E
(s)
ν
[
ℓ
(√
T (s¯T − s)
)]
= sup
s:|s−s0|<δ
E
[
ℓ
(
I(s)−
1
2 ζ
)]
for ζ ∼ N(0, 1). As I(s) is continuous in s, we have that
lim
δ→0
sup
s:|s−s0|<δ
E
[
ℓ
(
I(s)−
1
2 ζ
)]
= E
[
ℓ
(
I(s0)
− 1
2 ζ
)]
,
giving asymptotic efficiency.
We proceed to show that Conditions 1, 2, and 3 in Theorem 3.2 hold for the Wright-Fisher
diffusion. Theorem 2.4 gives us that the Wright-Fisher diffusion is uniformly LAN, which im-
mediately gives the required marginal convergence of the ZT,s(u) in Condition 2.
Corollary 3.3. The random functions ZT,s(u) given by
ZT,s(u) = exp
{
u
2
√
T
∫ T
0
√
Xt(1−Xt)dWt − u
2
8
E
(s) [ξ(1− ξ)] + rT (s, u,XT )
}
=: exp
{
u∆T (s)− u
2
2
I(s) + rT (s, u,X
T )
}
,
have marginal distributions which converge uniformly in s ∈ K as T →∞ to those of the random
function Zs(u) ∈ C0(R) given by
Zs(u) := exp
{
u∆(s)− u
2
2
I(s)
}
,
where
∆(s) := lim
T→∞
1
2
√
T
∫ T
0
√
Xt(1−Xt)dWt ∼ N
(
0,
1
4
I(s)
)
.
Proof. The result follows immediately from the uniform LAN of the family of measures as shown
in Theorem 2.4; see for illustration the display just before Lemma 2.10 in [12]. It is clear that
Zs(u) vanishes at infinity and thus is an element of C0(R).
The next two results allow us to control the Hellinger distance of the likelihood ratio function
as required by Condition 1 in Theorem 3.2.
Proposition 3.4. For any K ⊂ S compact, we can find a constant C such that for any R > 0,
and for any u, v ∈ UT,s satisfying |u| < R, |v| < R, the following holds
sup
s∈K
E
(s)
ν
[∣∣∣ZT,s(u) 12 − ZT,s(v) 12 ∣∣∣2
]
≤ C(1 +R2)|u− v|2.
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Proof. In what follows we denote by Ci, for i ∈ N, constants which do not depend on u, v, s, or
T . Observe that for any s′, s∗ ∈ S it holds that
E
(s′)
ν
[∫ T
0
∣∣∣∣µ(s′,Xt)− µ(s∗,Xt)σ(Xt)
∣∣∣∣
4m
dt
]
= E(s
′)
ν
[∫ T
0
∣∣∣∣ (s′ − s∗)2
√
Xt(1−Xt)
∣∣∣∣
4m
dt
]
≤
(
s′ − s∗
4
)4m
T <∞,
and so we can use Lemma 1.13 and Remark 1.14 from [12] to split the expectation in (11) into
three
E
(s)
ν
[∣∣∣Z 12T,s(u)− Z 12T,s(v)∣∣∣2
]
≤ C1
∫ 1
0
∣∣∣fsu(x) 12 − fsv(x) 12 ∣∣∣2 dx
+ C2
∫ T
0
E
(sv)
ν
[(
µ(su,Xt)− µ(sv,Xt)
σ(Xt)
)2]
dt
+ C3T
∫ T
0
E
(sv)
ν
[(
µ(su,Xt)− µ(sv,Xt)
σ(Xt)
)4]
dt, (13)
where we denote su = s+u/
√
T and sv = s+v/
√
T , and remark that the above holds for ν = fs,
whilst if ν = δx0 then the first term on the RHS of (13) vanishes. Observe that∫ T
0
E
(sv)
ν
[(
µ(su,Xt)− µ(sv,Xt)
σ(Xt)
)2]
dt =
|u− v|2
4T
∫ T
0
E
(sv)
ν [Xt(1−Xt)] dt
≤ 1
16
|u− v|2.
Therefore
C2
∫ T
0
E
(sv)
ν
[(
µ(su,Xt)− µ(sv,Xt)
σ(Xt)
)2]
dt ≤ C4|u− v|2. (14)
A similar calculation can be performed for the third term in (13) to get
C3T
∫ T
0
E
(sv)
ν
[(
µ(su,Xt)− µ(sv,Xt)
σ(Xt)
)4]
dt ≤ C5|u− v|4. (15)
Dealing with the first term in (13) is slightly more involved. To this end, observe that
∫ 1
0
∣∣∣fsu(x) 12 − fsv(x) 12 ∣∣∣2 dx
=
∫ 1
0
xθ1−1 (1− x)θ2−1 esx
∣∣∣ 1√
Gsu
e
ux
2
√
T − 1√
Gsv
e
vx
2
√
T
∣∣∣2dx. (16)
Now we have that
C6min{es, 1} ≤ Gsu :=
∫ 1
0
xθ1−1(1− x)θ2−1e
(
s+ u√
T
)
x
dx ≤ C7max{es, 1}, (17)
where C6 = B(θ1, θ2)e
−diam(S), C7 = B(θ1, θ2)ediam(S) are non-zero, positive, and independent
of s and T , since we constrain u, v ∈ UT,s. This allows us to deduce that G 7→ 1/
√
G is Lipschitz
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on [C6 infs∈Kmin{es, 1}, C7 sups∈Kmax{es, 1}] with some constant C8 > 0, i.e.∣∣∣∣∣ 1√Gsu −
1√
Gsv
∣∣∣∣∣ ≤ C8
∣∣∣Gsu −Gsv ∣∣∣
= C8
∫ 1
0
xθ1−1 (1− x)θ2−1 esx
∣∣∣e ux2√T − e vx2√T ∣∣∣ dx
≤ C8C9
∫ 1
0
xθ1−1 (1− x)θ2−1 esx
∣∣∣∣ ux2√T − vx2√T
∣∣∣∣ dx
=
C8C9
2
√
T
|u− v|
∫ 1
0
xθ1 (1− x)θ2−1 esxdx
≤ C10√
T
max{es, 1} |u− v| ,
where in the second inequality we have made use of the fact that ez is Lipschitz in z on
[−diam(S),diam(S)] with some constant C9 > 0. Thus we deduce that
∣∣∣ 1√
Gsu
e
ux
2
√
T − 1√
Gsv
e
vx
2
√
T
∣∣∣2 =
∣∣∣∣∣ 1√Gsu
(
e
ux
2
√
T − e
vx
2
√
T
) ∣∣∣∣∣
2
+
∣∣∣∣∣e
vx
2
√
T
(
1√
Gsu
− 1√
Gsv
)∣∣∣∣∣
2
+ 2
e
vx
2
√
T√
Gsu
∣∣∣e ux2√T − e vx2√T ∣∣∣∣∣∣ 1√
Gsu
− 1√
Gsv
∣∣∣
≤ C
2
9x
2
4T
1
C6min{es, 1}
∣∣u− v∣∣2
+ ediam(S)x
C210
T
max{e2s, 1}∣∣u− v∣∣2
+
ediam(S)xC9C10x
T
√
C6
max{es, 1}
min{es/2, 1}
∣∣u− v∣∣2 (18)
Putting (18) into (16) gives us that
∫ 1
0
xθ1−1 (1− x)θ2−1 esx
∣∣∣ 1√
Gsu
e
ux√
T − 1√
Gsv
e
vx√
T
∣∣∣2dx ≤ Cs
T
|u− v|2, (19)
where
Cs := C11e
|s| +C12max{e3s, 1} + C13 max{e
2s, 1}
min{es/2, 1} .
Inserting equations (14), (15), and (19) into (13) allows us to deduce that
sup
s∈K
E
(s)
ν
[∣∣∣Z 12T,s(u)− Z 12T,s(v)∣∣∣2
]
≤ sup
s∈K
{(
Cs
T
+ C4
)
|u− v|2 + C5|u− v|4
}
≤ C|u− v|2 (1 +R2) ,
where we make use of the fact that |u|, |v| < R, as well as the fact that Cs is continuous in s
over any compact set K ⊂ S, and C4, C5 are independent of s.
Proposition 3.5. For K ⊂ S compact, there exists a function gT (·) ∈ G such that for any
u ∈ UT,s we have that
sup
s∈K
E
(s)
ν
[
ZT,s(u)
1
2
]
≤ e−gT (|u|). (20)
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Proof. Assume for now that for any M ≥ 2 we have that
P
(s)
ν
[
ZT,s(u) > exp
{
− 1
16
E
(s) [ξ(1− ξ)] |u|2
}]
≤ Cs,M|u|M (21)
for some constant Cs,M > 0 depending on s and M . We show that if (21) holds, then (20)
follows. Indeed
E
(s)
ν
[
ZT,s(u)
1
2
]
= E(s)ν
[
ZT,s(u)
1
21{ZT,s(u)≤exp{− 116E(s)[ξ(1−ξ)]|u|2}}
]
+ E(s)ν
[
ZT,s(u)
1
21{ZT,s(u)>exp{− 116E(s)[ξ(1−ξ)]|u|2}}
]
≤ exp
{
− 1
32
E
(s) [ξ(1− ξ)] |u|2
}
+ E(s)ν [ZT,s(u)]
1
2 P
(s)
ν
[
ZT,s(u) > exp
{
− 1
16
E
(s) [ξ(1− ξ)] |u|2
}] 1
2
≤ exp
{
− 1
32
E
(s) [ξ(1− ξ)] |u|2
}
+
Cs,M
|u|M2
where in the first inequality we have made use of Cauchy-Schwarz, and for the second inequality
we have used (21). Therefore,
sup
s∈K
E
(s)
ν
[
ZT,s(u)
1
2
]
≤ sup
s∈K
{
exp
{
− 1
32
E
(s) [ξ(1− ξ)] |u|2
}
+
Cs,M
|u|M2
}
= exp
{
− 1
32
inf
s∈K
E
(s) [ξ(1− ξ)] |u|2
}
+
sups∈KCs,M
|u|M2
=: exp {−gT (|u|).}
It remains to ensure that gT (·) ∈ G , that infs∈K E(s)[ξ(1− ξ)] ≥ κ > 0 for some constant κ, and
that for any M ≥ 2 it holds that sups∈KCs,M <∞. Observe that
min
{
inf
s∈K
es, 1
}
B(θ1, θ2) ≤ Gs ≤ max
{
sup
s∈K
es, 1
}
B(θ1, θ2).
Thus
inf
s∈K
E
(s) [ξ(1− ξ)] = inf
s∈K
{∫ 1
0
1
Gs
esξξθ1(1− ξ)θ2dξ
}
≥
infs∈K
{∫ 1
0 e
sξξθ1(1− ξ)θ2dξ
}
max {sups∈K es, 1}B(θ1, θ2)
≥ min {infs∈K e
s, 1}B(θ1 + 1, θ2 + 1)
max {sups∈K es, 1}B(θ1, θ2)
=: κ
and κ > 0 because K is bounded, and thus both sups∈K es and infs∈K es are finite and non-zero.
We show that sups∈KCs,M is finite ∀M ≥ 2 in what follows. We now check that gT (|u|) as
defined above is in the class of functions G . To this end, observe that
gT (|u|) = − log
(
exp
{
− 1
32
inf
s∈K
E
(s) [ξ(1− ξ)] |u|2
}
+
sups∈KCs,M
|u|M2
)
.
Indeed, for a fixed T > 0, gT (|u|) → ∞ as |u| → ∞, because infs∈K E(s)[ξ(1 − ξ)] > 0, and
furthermore given any fixed N , we can choose M large enough (note the way we phrased (21)
allows us to choose our M arbitrarily large, say M > 2N) such that
lim
T→∞
y→∞
yNe−gT (y) = lim
T→∞
y→∞
yN
(
exp
{
− 1
32
inf
s∈K
E
(s) [ξ(1− ξ)] |y|2
}
+
sups∈KCs,M
|y|M2
)
= 0,
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where the order in which limits are taken is immaterial since our choice of gT (|u|) is independent
of T . Thus we have proved that if (21) holds, then
sup
s∈K
E
(s)
ν
[
ZT,s(u)
1
2
]
≤ e−gT (|u|), gT (·) ∈ G .
To show that (21) holds, we make use of Chebyshev’s inequality as well as Theorem 3.2 in [13].
Indeed, observe that if ν = fs, then
P
(s)
ν
[
ZT,s(u) ≥ exp
{
− 1
16
E
(s) [ξ(1− ξ)] |u|2
}]
= P(s)ν
[
Gs+ u√
T
Gs
exp
{
uX0√
T
+
u
2
√
T
∫ T
0
√
Xt(1−Xt)dWt
− |u|
2
8
(
1
T
∫ T
0
Xt(1−Xt)dt− E(s) [ξ(1− ξ)]
)}
> exp
{
1
16
E
(s)[ξ(1− ξ)]|u|2
}]
≤ P(s)ν
[∣∣∣∣∣log
(
Gs+ u√
T
Gs
)
+
uX0√
T
∣∣∣∣∣ > 148E(s)[ξ(1− ξ)]|u|2
]
+ P(s)ν
[∣∣∣∣ u2√T
∫ T
0
√
Xt(1−Xt)dWt
∣∣∣∣ > 148E(s)[ξ(1− ξ)]|u|2
]
+ P(s)ν
[ |u|2
8
∣∣∣∣ 1T
∫ T
0
Xt(1−Xt)dt− E(s) [ξ(1− ξ)]
∣∣∣∣ > 148E(s)[ξ(1− ξ)]|u|2
]
=: A1 +A2 +A3.
If ν = δx0 , the only difference to the above would be the fact that A1 vanishes and the 48 on
the RHS of the bounds inside A2 and A3 would change to 32. For A1, we use Chebyshev’s
inequality:
A1 = P
(s)
ν
[∣∣∣∣∣log
(
Gs+ u√
T
Gs
)
+
u√
T
X0
∣∣∣∣∣ > 148E(s)[ξ(1 − ξ)]|u|2
]
≤
(
48
E(s)[ξ(1− ξ)]|u|2
)M
E
(s)
ν


∣∣∣∣∣log
(
Gs+ u√
T
Gs
)
+
u√
T
X0
∣∣∣∣∣
M

 .
But
log
(
Gs+ u√
T
Gs
)
= log
(∫ 1
0 x
θ1−1(1− x)θ2−1e(s+ u√T )xdx∫ 1
0 x
θ1−1(1− x)θ2−1esxdx
)
≤ |u|√
T
,
so we have
A1 ≤
(
48
E(s)[ξ(1− ξ)]|u|2
)M
E
(s)
ν
[∣∣∣∣ u√T
∣∣∣∣
M
|1 +X0|M
]
=
(
48
E(s)[ξ(1− ξ)]√T |u|
)M
E
(s)
[
|1 + ξ|M
]
≤
(
48ds
E(s)[ξ(1− ξ)]|u|2
)M
E
(s)
[
|1 + ξ|M
]
=:
C
(1)
s,M
|u|2M ,
where in the second inequality we made use of the fact that u ∈ UT,s, and thus |u| ≤ ds
√
T
where we define ds := supw∈∂S |s−w| (which is strictly positive and bounded as S is open and
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bounded). To see that sups∈KC
(1)
s,M is bounded, observe that
sup
s∈K
C
(1)
s,M = sup
s∈K
{(
48ds
E(s)[ξ(1 − ξ)]
)M
E
(s)
[
|1 + ξ|M
]}
≤
(
96
B(θ1, θ2)
B(θ1 + 1, θ2 + 1)
sup
s∈K
ds
max{es, 1}
min{es, 1}
)M
,
which is clearly finite because K is bounded.
For A2 we use a similar argument, but now use the fact that we have a stochastic integral:
A2 ≤
(
48
E(s)[ξ(1 − ξ)]|u|2
)M
E
(s)
ν
[∣∣∣∣ u2√T
∫ T
0
√
Xt(1−Xt)dWt
∣∣∣∣
M
]
≤
(
24
E(s)[ξ(1 − ξ)]|u|
)M (M
2
(M − 1)
)M
2
T−1E(s)ν
[∫ T
0
|Xt(1−Xt)|
M
2 dt
]
≤
(
12
E(s)[ξ(1 − ξ)]|u|
)M (M
2
(M − 1)
)M
2
=:
C
(2)
s,M
|u|M ,
where the first line uses Chebyshev’s inequality and the second inequality uses Lemma 1.1 (equa-
tion (1.3)) in [12]. That sups∈KC
(2)
s,M is finite follows from arguments similar to those used for
the respective term in A1.
For A3 we make use of Theorem 3.2 in [13], which gives us that for M ≥ 2
P
(s)
ν
[ ∣∣∣∣ 1T
∫ T
0
Xt(1−Xt)dt− E(s) [ξ(1− ξ)]
∣∣∣∣ ≥ 16E(s) [ξ(1− ξ)]
]
≤ K(s,X,M) ‖x(1 − x)‖
M∞(
E(s)[ξ(1−ξ)]
6
√
T
)M . (22)
For the RHS of (22), we have that
K(s,X,M)
‖x(1 − x)‖M∞(
E(s)[ξ(1−ξ)]
6
√
T
)M ≤ K(s,X,M)
(
6‖x(1 − x)‖∞ds
E(s) [ξ(1− ξ)]|u|
)M
=:
C
(3)
s,M
|u|M ,
where K(s,X,M) is a function that depends on M and on the moments of the hitting times of
X. Finally we deduce that sups∈KC
(3)
s,M is finite by observing that
sup
s∈K
C
(3)
s,M = sup
s∈K
K(s,X,M)
(
6‖x(1 − x)‖∞ds
E(s) [ξ(1− ξ)]
)M
≤ sup
s∈K
K(s,X,M)
(
3
2
B(θ1, θ2)
B(θ1 + 1, θ2 + 1)
sup
s∈K
ds
max{es, 1}
min{es, 1}
)M
,
which is finite since ‖x(1−x)‖∞ = 1/4, K is compact, and K(s,X,M) is bounded by a function
which is continuous in s (see Appendix A for the corresponding details).
Finally, we present the result which guarantees that Condition 3 in Theorem 3.2 holds, and thus
that the Ibragimov-Has’minskii conditions hold for the Wright-Fisher diffusion.
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Proposition 3.6. The random functions Zs(u) and
ψ(v) :=
∫
R
ℓ (v − u) Zs(u)∫
R
Zs(y)dy
du
attain their maximum and minimum respectively at the unique point u¯ = u¯s = I(s)
−1∆(s) with
probability 1.
Proof. The first assertion follows immediately from Corollary 3.3, whilst for the second we direct
the interested reader to Theorem III.2.1 in [9], which relies on two results: Anderson’s Lemma
(Lemma II.10.1 in [9]), and Lemma II.10.2 in [9].
4 Discussion
In this article we have shown in Theorem 2.2 that the Wright-Fisher diffusion is ergodic uni-
formly in the parameter ϑ = (s, θ1, θ2) ∈ Θ ⊂ R× (0,∞)2, extending the well-known pointwise
in ϑ = (s, θ1, θ2) ergodicity of the Wright-Fisher diffusion over any compact set K ⊂ R× (0,∞)2
for bounded functions. We have also proved that the family of measures {P(ϑ)ν : ϑ ∈ Θ} induced
by the solution to the SDE (1) are uniformly LAN when Θ ⊂ R× [1,∞)2 in Theorem 2.4, where
the extra restriction on the mutation rates ensures that the likelihood ratio function is defined.
In Section 3 we then considered inference for the selection parameter s when the diffusion is ob-
served continuously through time and the mutation rates are known. Under these assumptions
we proved that the ML and Bayesian estimators for s ∈ S (S an open bounded subset of R) in
the non-neutral Wright-Fisher diffusion started from either a fixed point x0 ∈ (0, 1) or from sta-
tionarity, are uniformly over compacts sets consistent and display uniform in s ∈ K asymptotic
normality and convergence of moments, for any compact K ⊂ S. Furthermore, for the right
choice of loss function we also have asymptotic efficiency of the two estimators. The uniformity
in these results is particularly useful as it guarantees a lower bound on the rate at which the in-
ferential parameters are being learned. Such properties have been shown to hold for a wide class
of SDEs in [12] by making use of the general theorems of Ibragimov and Has’minskii (Theorems
I.5.1, I.5.2, I.10.1 and I.10.2 in [9]), however they do not hold for the Wright-Fisher diffusion
as they require the diffusion coefficient to be non-zero everywhere and to have an inverse that
has a polynomial majorant. Both conditions fail for (1), forcing us to find an alternative way of
proving that the Ibragimov-Has’minskii conditions still hold. We emphasise here that the aim of
this study is to investigate the properties of the estimators in the “ideal” continuous observation
scenario when the whole path is known to the observer.
Assuming that the mutation rates are known is a limitation to this study, however we em-
phasise that in the regime considered here these can be inferred directly from the path once
the diffusion comes arbitrarily close to either boundary (and for mutation parameters less than
1 this happens in finite time almost surely). Nonetheless, extending this work to include the
mutation parameters greater than 1 as a part of the inferential setup would be of great interest.
This proves to be rather challenging as now the likelihood ratio function involves expressions of
the form (1 − x)x−1 and x(1 − x)−1 (as witnessed in Theorem 2.4) which require much more
delicate arguments in order to establish the same conclusions as in Theorem 3.1. The main
issue here is in showing that condition 1 in the Ibragimov-Has’minskii conditions holds, for the
other two conditions follow from Theorem 2.4 and Proposition 3.6. In particular, the fact that
the functions (1 − x)x−1 and x(1 − x)−1 are unbounded in x and have only finitely many mo-
ments with respect to the stationary distribution means that the strategies used in the proofs
of Propositions 3.4 and 3.5 cannot be used.
Recent advances in genome sequencing technology have led to an increase in the availability
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and analysis of genetic time series data. Inference for selection has traditionally been conducted
using techniques for and data coming from a single point in time. However, having a time series
of data points allows one to track the changes in allele frequencies over time, to better under-
stand and infer the presence and effect of selection. Several inferential techniques have already
been developed for such a setting (see for instance [1, 14, 19, 8, 7], as well as [4] for a review on
the subject), and although the techniques provide ostensibly reasonable estimation, there are
not always theoretical guarantees on the statistical properties of the estimators being used. The
results presented in this paper offer a baseline in this regard, and prove that in the absence of
observational error one is guaranteed that the ML and Bayesian estimators are uniform over
compact sets consistent, asymptotically normal, and display moment convergence, besides being
asymptotically efficient for the right choice of loss function.
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A Proof of Theorem 2.2
Proof. We show uniform in ϑ = (s, θ1, θ2) ergodicity for the Wright-Fisher diffusion by making
use of Theorem 3.2 in [13], which allows us to bound the LHS of (3) in terms of the moments of
the hitting times of the process. We point out that this result requires the diffusion coefficient
to be positive everywhere, and the drift and diffusion coefficients to be locally Lipschitz and to
satisfy a linear growth condition. These conditions fail for the Wright-Fisher diffusion because
of its diffusion coefficient; however, they are used only to guarantee the existence of a unique
strong solution to the SDE in Theorem 3.2, which we already have by other means. None of
these requirements on the drift and diffusion coefficients are used in the proof of Theorem 3.2 in
[13] when p ∈ {2, 3, . . . }, which allows us to employ this theorem for the Wright-Fisher diffusion
for such p. All that remains to prove then is that these moments can be bounded by a function
continuous in ϑ, for then the supremum over any compact set K ⊂ R× (0,∞)2 is finite and (3)
holds. To this end, we introduce some notation from [13], namely let a, b ∈ (0, 1) be arbitrary
fixed points such that a < b. Define S0 = 0, R0 = 0, and
S1 := inf {t ≥ 0 : Xt = b}
R1 := inf {t ≥ S1 : Xt = a}
Sn+1 := inf {t ≥ Rn : Xt = b}
Rn+1 := inf {t ≥ Sn+1 : Xt = a}
for n ∈ N. By the strong Markov property, (Rk −Rk−1)k∈N is an i.i.d. sequence with law under
P
(ϑ)
ν equal to the law of R1 under P
(ϑ)
a , where P
(ϑ)
ν and E
(ϑ)
ν are as defined in Section 2, and
P
(ϑ)
a denotes the law of the process started from a. Related to the process (Rn)n∈N we have the
process (Nt)t≥0 which we define as
Nt := sup {n : Rn ≤ t}
and for which we observe that {Nt ≥ n} = {Rn ≤ t}. We also denote by
Tb := inf{t ≥ 0 : Xt = b}
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the hitting time of b. Furthermore, let ℓϑ := E
(ϑ)[N1] = E
(ϑ)
a [R1]
−1
(see Lemma 2.7 in [13]),
and η¯1 := −(R2 −R1 − ℓ−1ϑ ). Then Theorem 3.2 in [13] gives us that for p ∈ {2, 3, . . . }
P
(ϑ)
ν
[∣∣∣∣ 1T
∫ T
0
h(Xt)dt− E(ϑ) [h(ξ)]
∣∣∣∣ > ε
]
≤ K(ϑ,X, p)ε−p‖h‖p∞T−
p
2 ,
where
K(ϑ,X, p) := 6
p
2E
(ϑ)
ν
[
R
p
2
1
]
+ 12pCpℓ
p
2
ϑ
E
(ϑ)
ν [|R2 −R1|p] + 2(6p)ℓϑE(ϑ)a [Rp1]
+ 2
p
2E
(ϑ)
ν
[∣∣R1 − ℓϑ−1∣∣ p2 ]+ 2 3p2 Cpℓ p2ϑE(ϑ)ν [|η¯1|p] ,
and Cp is a constant depending only on p. We point out here that Theorem 3.2 in [13] holds
∀p ∈ (1,∞) under additional assumptions, but for our case we need only p ∈ {2, 3, . . . }. Thus
we are left with showing these moments can be bounded from above by a function continuous
in ϑ, for then (3) follows by taking the supremum of this function over a compact set. Now the
only terms above that depend on ϑ are
E
(ϑ)
ν
[
R
p
2
1
]
ℓ
p
2
ϑ
E
(ϑ)
ν [|R2 −R1|p] ℓϑE(ϑ)a [Rp1] E(ϑ)ν
[∣∣R1 − ℓ−1ϑ ∣∣ p2 ] ℓ p2ϑE(ϑ)ν [|η¯1|p] (23)
and in light of the following inequalities
E
(ϑ)
ν [|η¯1|p] ≤ 2p−1
(
E
(ϑ)
ν [|R2 −R1|p] + E(ϑ)ν
[
ℓ−p
ϑ
])
= 2p−1
(
E
(ϑ)
a [R
p
1] + E
(ϑ)
a [R1]
p
)
,
E
(ϑ)
ν
[∣∣R1 − ℓ−1ϑ ∣∣ p2 ] ≤ 2p2−1 (E(ϑ)ν [R p21 ]+ E(ϑ)ν [ℓ− p2ϑ ])
= 2
p
2
−1
(
E
(ϑ)
ν
[
R
p
2
1
]
+ E(ϑ)a [R1]
p
2
)
,
E
(ϑ)
ν [|R2 −R1|p] = E(ϑ)a [Rp1] ≤ 2p−1
(
E
(ϑ)
a
[
T pb
]
+ E
(ϑ)
b [T
p
a ]
)
,
E
(ϑ)
ν
[
R
p
2
1
]
≤ 2p2−1
(
E
(ϑ)
ν
[
T
p
2
b
]
+ E
(ϑ)
b
[
T
p
2
a
])
,
E
(ϑ)
a [R1] = E
(ϑ)
a [Tb] + E
(ϑ)
b [Ta] ,
it suffices to consider only the terms ℓϑ and E
(ϑ)
ν
[
T pb
]
. Thus we are left with showing that these
two terms can be bounded from above by a function continuous in ϑ. We further point out that
we can reduce our considerations in the expressions above to integer moments, for if this is not
the case then
E
(ϑ)
ν
[
T pb
] ≤ E(ϑ)ν [T ⌈p⌉b ]+ E(ϑ)ν [T ⌊p⌋b ]
where ⌈·⌉ and ⌊·⌋ denote the ceiling and floor functions respectively.
We make use of the backward equation for the quantity Uq,b(x) := E
(ϑ)
x [T
q
b ] for q ∈ {1, 2, . . . },
to derive the ODE (as can be found in [11] p. 203 and 210, and [22])
x(1− x)
2
U ′′q,b(x) +
(
s
2
x(1− x)− θ1
2
x+
θ2
2
(1− x)
)
U ′q,b(x) + qUq−1,b(x) = 0 (24)
with boundary conditions Uq,b(b) = 0 and limy→0 S′(y)−1 ∂∂yUq,b(y) = 0 when x < b or limy→1 S
′(y)−1 ∂∂yUq,b(y) =
0 when x > b, where
S(x) :=
∫ x
e−syy−θ1(1− y)−θ2dy.
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We point out here that in [22] the diffusion coefficient is assumed to be strictly positive every-
where to ensure that the speed and scale of the diffusion are well-defined. The results however
still hold for the Wright-Fisher diffusion as both of these quantities exist and are well-defined
despite the fact that the diffusion coefficient is zero at either boundary. Solving (24) for x < b
leads to
E
(ϑ)
x [T
q
b ] =
∫ b
x
2e−sξξ−θ1(1− ξ)−θ2
∫ ξ
0
esηηθ1−1(1− η)θ2−1qUq−1,b(η)dηdξ, (25)
whilst for x > b we have that
E
(ϑ)
x [T
q
b ] =
∫ x
b
2e−sξξ−θ1(1− ξ)−θ2
∫ 1
ξ
esηηθ1−1(1− η)θ2−1qUq−1,b(η)dηdξ. (26)
We claim that for any x < b and any q ∈ {1, 2, . . . },
E
(ϑ)
x [T
q
b ] ≤ q!
(
2max{e−s, 1} 1
θ1
∫ b
0
(1− ξ)−max{θ2,1}dξ
)q
. (27)
To see this, observe that
E
(ϑ)
x [Tb] =
∫ b
x
2e−sξξ−θ1(1− ξ)−θ2
∫ ξ
0
esηηθ1−1(1− η)θ2−1dηdξ
≤ 2max{e−s, 1}
∫ b
0
ξ−θ1(1− ξ)−θ2
∫ ξ
0
ηθ1−1(1− η)θ2−1dηdξ
≤ 2max{e−s, 1}
∫ b
0
ξ−θ1(1− ξ)−max{θ2,1}
∫ ξ
0
ηθ1−1dηdξ
= 2max{e−s, 1} 1
θ1
∫ b
0
(1− ξ)−max{θ2,1}dξ, (28)
where the second inequality follows from the observation that for η ∈ (0, ξ)
(1− η)θ2−1 ≤
{
1 if θ2 ≥ 1
(1− ξ)θ2−1 if θ2 < 1,
and shows that (27) holds for q = 1. Now the RHS of (28) is independent of x, so we can use the
recursion in (26) to conclude by induction that (27) holds for q ∈ {1, 2, . . . } as required. Similar
arguments to those presented above allow us to conclude that for x > b and q ∈ {1, 2, . . . },
E
(ϑ)
x [T
q
b ] ≤ q!
(
2max{es, 1} 1
θ2
∫ 1
b
ξ−max{θ1,1}dξ
)q
. (29)
Both RHS of (27) and (29) are independent of x, so trivially
E
(ϑ)
ν
[
T qb
] ≤ q!
((
2max{e−s, 1} 1
θ1
∫ b
0
(1− y)−max{θ2,1}dy
)q
+
(
2max{es, 1} 1
θ2
∫ b
0
y−max{θ1,1}dy
)q )
. (30)
All the terms on the RHS of (27), (29) and (30) are continuous in ϑ, so we have our required
bound for E
(ϑ)
ν
[
T qb
]
. It remains to show that we can bound ℓϑ from above by an expression
continuous in ϑ. Observe that by definition
ℓϑ = E
(ϑ)
a [R1]
−1 =
(
E
(ϑ)
a [Tb] + E
(ϑ)
b [Ta]
)−1
, (31)
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and recall that we will take the supremum in ϑ over a given compact set K, so using (25) and
(26) respectively, and setting θ¯1 := supϑ∈K θ1, θ¯2 := supϑ∈K θ2, we can conclude that
E
(ϑ)
a [Tb] =
∫ b
a
2e−sξξ−θ1(1− ξ)−θ2
∫ ξ
0
esηηθ1−1(1− η)θ2−1dηdξ
≥ 2min{e−s, 1}
∫ b
a
ξ−θ1(1− ξ)−θ2dξ
∫ a
0
ηθ1−1(1− η)θ2−1dη
≥ 2min{e−s, 1}(b − a)a
θ1
θ1
(1− a)θ¯2−1, (32)
E
(ϑ)
b [Ta] =
∫ b
a
2e−sξξ−θ1(1− ξ)−θ2
∫ 1
ξ
esηηθ1−1(1− η)θ2−1dηdξ
≥ 2min{es, 1}
∫ b
a
ξ−θ1(1− ξ)−θ2dξ
∫ 1
b
ηθ1−1(1− η)θ2−1dη
≥ 2min{es, 1}(b − a)(1− b)
θ2
θ2
bθ¯1−1, (33)
which follow by observing that
ξ−θ1(1− ξ)−θ2 > 1 ∀ξ ∈ (a, b),∀θ1, θ2 > 0,
(1− η)θ2−1 ≥ (1− a)θ¯2−1 ∀η ∈ (0, a),
ηθ1−1 ≥ bθ¯1−1 ∀η ∈ (b, 1).
Note that the RHS of (32) and (33) are continuous in ϑ, and thus in view of (31) we have found
the required upper bound on ℓϑ which is continuous in ϑ.
B Extending Theorem 2.2 for two specific unbounded functions
Recall the notation introduced in Appendix A, namely the regeneration times {Sn, Rn}∞n=0 and
the number of upcrossings up to time t, {Nt}t≥0. In what follows we consider the function
(1− x)x−1, however similar arguments hold for the function x(1− x)−1. We want to prove that
lim
T→∞
sup
ϑ∈K
P
(ϑ)
ν
[∣∣∣∣ 1T
∫ T
0
1−Xt
Xt
dt− E(ϑ)
[
1− ξ
ξ
]∣∣∣∣ > ε
]
= 0 (34)
holds for any compact set K ⊂ Θ ⊂ R × [1,∞)2. We point out that (34) is an extension of the
result in Theorem 2.2 for the specific unbounded function (1−x)x−1 which is needed in the proof
of Theorem 2.4. Note that the expectation inside the probability is well-defined because we are
assuming (θ1, θ2) ∈ [1,∞)2; however, the function (1−ξ)ξ−1 has only finitely many moments for
any given pair of mutation rates, which makes the analysis here more intricate than the one in
Appendix A. The strategy here will be to decompose the sample path of the diffusion into i.i.d.
blocks of excursions as done in Theorem 3.5 in [13]. However, we will deal with the resulting
expectations in a different way, namely by applying the ODE approach used in Appendix A to
bound these quantities by functions continuous in ϑ. Recall that as we are taking a supremum
over ϑ in a compact set K, bounding an expectation by a function continuous in ϑ suffices to
yield a bound uniform over K. To this end, fix ε ∈ (0,E(ϑ)[(1 − ξ)ξ−1]) and choose δ ∈ (0, 1)
such that ε = δE(ϑ)[(1 − ξ)ξ−1], and set ΩT := {|NTT−1 − ℓϑ| ≤ ℓϑδ/4} for ℓϑ = E(ϑ)a [R1]−1.
Then as in the proof of Theorem 3.5 in [13], we get the following decomposition
P
(ϑ)
ν
[∣∣∣∣ 1T
∫ T
0
1−Xt
Xt
dt− E(ϑ)
[
1− ξ
ξ
]∣∣∣∣ > ε
]
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≤ P(ϑ)ν
[∣∣∣∣
∫ R1
0
1−Xt
Xt
dt
∣∣∣∣ > Tε4
]
+ P(ϑ)ν
[∣∣∣∣
∫ RNT +1
R1
1−Xt
Xt
dt−NTE(ϑ)
[
1− ξ
ξ
]
E
(ϑ)
a [R1]
∣∣∣∣ > Tε4 ;ΩT
]
+ P(ϑ)ν
[∣∣∣∣NTE(ϑ)
[
1− ξ
ξ
]
E
(ϑ)
a [R1]− TE(ϑ)
[
1− ξ
ξ
]∣∣∣∣ > Tε4 ;ΩT
]
+ P(ϑ)ν
[∣∣∣∣
∫ RNT +1
T
1−Xt
Xt
dt
∣∣∣∣ > Tε4 ;ΩT
]
+ P(ϑ)ν [Ω
c
T ] =: A+B + E + C +D
Dealing with E and D can be achieved as in equations (3.10) and (3.14) in [13], to deduce that
E = 0 and
D ≤ 1
Tε2
E
(ϑ)
[
1− ξ
ξ
]2 (
2E(ϑ)ν
[∣∣R1 − ℓ−1ϑ ∣∣]+ 23C21E(ϑ)ν [|η¯1|2] ℓϑ) ,
for C1 the constant from the Burkholder-Davis-Gundy inequality. All the above expressions are
either constant or have been shown to be bounded by functions continuous in ϑ in Appendix A,
so it remains to deal with terms A, B and C above.
Applying Markov’s inequality to A gives
A ≤ 4
Tε
E
(ϑ)
ν
[∫ R1
0
1−Xt
Xt
dt
]
and we can decompose the above integral
E
(ϑ)
ν
[∫ R1
0
1−Xt
Xt
dt
]
= E(ϑ)ν
[∫ S1
0
1−Xt
Xt
dt
]
+ E(ϑ)ν
[∫ R1
S1
1−Xt
Xt
dt
]
≤ E(ϑ)ν
[∫ Tb
0
1−Xt
Xt
dt
]
+
1− a
a
E
(ϑ)
ν [R1] . (35)
So it remains to prove that the first term on the RHS can be bounded by a function continuous
in ϑ. It turns out that B and C can be bounded by similar quantities, so we do this first and
subsequently show that the resulting quantities can be bounded by functions continuous in ϑ.
Indeed, set ξk :=
∫ Rk+1
Rk
(1−Xt)X−1t dt, M0 = 0, and
Mn :=
n∑
k=0
(
ξk − E(ϑ)ν [ξk]
)
.
Then
B = P(ϑ)ν
[
|MNT | >
Tε
4
;ΩT
]
≤ P(ϑ)ν
[
sup
n≤⌊Tℓϑ(1+δ/4)⌋
|Mn| > Tε
4
]
≤
(
4
Tε
)2
E
(ϑ)
ν

( sup
n≤⌊Tℓϑ(1+δ/4)⌋
|Mn|
)2
≤ C2
(
4
Tε
)2
E
(ϑ)
ν
[
[M ]⌊Tℓϑ(1+δ/4)⌋
]
by the Chebyshev and Burkholder-Davis-Gundy inequalities, where [M ]n denotes the quadratic
variation of M up to time n, and C2 is the Burkholder-Davis-Gundy constant. Now observe
that
E
(ϑ)
ν
[
[M ]⌊Tℓϑ(1+δ/4)⌋
]
= ⌊Tℓϑ(1 + δ/4)⌋E(ϑ)ν
[(
ξ1 − E(ϑ)ν [ξ1]
)2]
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≤ ⌊Tℓϑ(1 + δ/4)⌋2
(
E
(ϑ)
a
[
ξ20
]
+ E(ϑ)a [ξ0]
2
)
.
because the {ξk}∞k=1 are i.i.d., and moreover we have that under P(ϑ)ν they are equal in distribu-
tion to ξ0 under P
(ϑ)
a . So
B ≤ C2 4
2⌊ℓϑ(1 + δ/4)⌋
Tε2
2
(
E
(ϑ)
a
[
ξ20
]
+ E(ϑ)a [ξ0]
2
)
. (36)
The second term of (36) can be bounded in the same way as in (35), whilst for the first term
we can use a similar decomposition to get
E
(ϑ)
a
[
ξ20
] ≤ 2
(
E
(ϑ)
a
[(∫ Tb
0
1−Xt
Xt
dt
)2]
+
(
1− a
a
)2
E
(ϑ)
a
[
R21
])
. (37)
Finally, for C we use the same arguments as in [13] (just before equation (3.13)) to get that
C ≤
⌊Tℓϑ(1+δ/4)⌋∑
k=1
P
(ϑ)
ν
[∫ Rk+1
Rk
1−Xt
Xt
dt >
Tε
4
]
≤ ⌊Tℓϑ(1 + δ/4)⌋
T 2ε2
E
(ϑ)
ν
[(∫ R2
R1
1−Xt
Xt
dt
)2]
≤ ℓϑ(1 + δ/4)
Tε2
E
(ϑ)
a
[(∫ R1
0
1−Xt
Xt
dt
)2]
,
and we can apply the same reasoning as in (37). It remains to show that the terms
E
(ϑ)
a
[∫ Tb
0
1−Xt
Xt
dt
]
, E(ϑ)ν
[∫ Tb
0
1−Xt
Xt
dt
]
, E(ϑ)a
[(∫ Tb
0
1−Xt
Xt
dt
)2]
(38)
can be bounded by functions continuous in ϑ. The same arguments used to derive the ODEs
in Appendix A can be used here to derive an ODE for Un(x) := E
(ϑ)
x [(
∫ Tb
0 (1 −Xt)X−1t dt)n] for
the cases when x < b and x > b with the same boundary conditions as in Appendix A. Thus
the following recursion holds for Un(x) when x < b
Un(x) = 2n
∫ b
x
e−sξξ−θ1(1− ξ)−θ2
∫ ξ
0
esηηθ1−2(1− η)θ2Un−1(η)dηdξ, n = 1, 2, . . . , (39)
and for x > b we have
Un(x) = 2n
∫ x
b
e−sξξ−θ1(1− ξ)−θ2
∫ 1
ξ
esηηθ1−2(1− η)θ2Un−1(η)dηdξ, n = 1, 2, . . . . (40)
Now for n = 1, we get that for x < b,
E
(ϑ)
x
[∫ Tb
0
1−Xt
Xt
dt
]
= 2
∫ b
x
e−sξξ−θ1(1− ξ)−θ2
∫ ξ
0
esηηθ1−2(1− η)θ2dηdξ
≤ 2max{e−s, 1}
∫ b
x
ξ−θ1(1− ξ)−θ2
∫ ξ
0
ηθ1−2dηdξ
= 2max{e−s, 1} 1
θ1 − 1
∫ b
x
ξ−1(1− ξ)−θ2dξ, (41)
where we point out that the RHS of (41) is continuous in ϑ over any compact set K ⊂ Θ ⊂
R× [1,∞)2 because Θ is open. For x > b
E
(ϑ)
x
[∫ Tb
0
1−Xt
Xt
dt
]
= 2
∫ x
b
e−sξξ−θ1(1− ξ)−θ2
∫ 1
ξ
esηηθ1−2(1− η)θ2dηdξ
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≤ 2max{es, 1}
∫ x
b
ξ−max{θ1,2}(1− ξ)−θ2
∫ 1
ξ
(1− η)θ2dηdξ
= 2max{es, 1} 1
θ2 + 1
∫ x
b
ξ−max{θ1,2}(1− ξ)dξ
≤ 2max{es, 1} 1
θ2 + 1
∫ x
b
ξ−max{θ1,2}dξ. (42)
Thus when ν = fϑ,
E
(ϑ)
ν
[∫ Tb
0
1−Xt
Xt
dt
]
≤ 2max{e−s, 1} 1
θ1 − 1
∫ b
0
∫ b
x
ξ−1(1− ξ)−θ2dξfϑ(x)dx
+ 2max{es, 1} 1
θ2 + 1
∫ 1
b
∫ x
b
ξ−max{θ1,2}dξfϑ(x)dx
≤ 2max{es, 1} 1
θ1(θ1 − 1)
1
Gϑ
∫ b
0
(1− ξ)−θ2dξ
+ 2max{es, 1} 1
(θ2 + 1)
∫ 1
b
ξ−max{θ1,2}dξ, (43)
which follows from∫ b
0
∫ b
x
ξ−1(1− ξ)−θ2xθ1−1(1− x)θ2−1dξdx =
∫ b
0
∫ ξ
0
ξ−1(1− ξ)−θ2xθ1−1(1− x)θ2−1dxdξ
≤ 1
θ1
∫ b
0
ξθ1−1(1− ξ)−θ2dξ
≤ 1
θ1
∫ b
0
(1− ξ)−θ2dξ
because θ1, θ2 > 1, and∫ 1
b
∫ x
b
ξ−max{θ1,2}fϑ(x)dξdx =
∫ 1
b
∫ 1
ξ
ξ−max{θ1,2}fϑ(x)dxdξ ≤
∫ 1
b
ξ−max{θ1,2}dξ.
Similarly, using the recursions in (39) and (40), we get that for x < b,
E
(ϑ)
x
[(∫ Tb
0
1−Xt
Xt
dt
)2]
≤ 2(2max{e
−s, 1})2
θ1 − 1
∫ b
0
γθ1−2(1− γ)−θ2dγ
×
∫ b
x
ξ−θ1(1− ξ)−θ2dξ
≤ 2(2max{e
−s, 1})2
θ1 − 1 (1− b)
−θ2
∫ b
0
γθ1−2dγ
×
∫ b
x
ξ−θ1(1− ξ)−θ2dξ (44)
which follows from∫ ξ
0
ηθ1−2(1− η)θ2
∫ b
η
γ−1(1− γ)−θ2dγdη ≤
∫ b
0
ηθ1−2(1− η)θ2
∫ b
η
γ−1(1− γ)−θ2dγdη
≤
∫ b
0
γθ1−2(1− γ)−θ2dγ.
As the RHS of (41), (42), (43), and (44) are all continuous in ϑ, we are able to exhibit a bound for
the quantities in (38) uniformly over compact K ⊂ Θ, and hence similarly bound the quantities
A, B, and C. Combined with the bounds for D and E we conclude that (34) holds.
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