ABSTRACT To measure the ability of a machine to understand professional-level scientific articles, we construct a scientific question answering task called PaperQA. The PaperQA task is based on more than 80 000 ''fill-in-the-blank'' type questions on articles from reputed scientific journals such as Nature and Science. We perform fine-grained linguistic analysis and evaluation to compare PaperQA and other conventional question and answering (QA) tasks on general literature (e.g., books, news articles, and Wikipedia texts). The results indicate that the PaperQA task is the most difficult QA task for both humans (lay people) and machines (deep-learning models). Moreover, humans generally outperform machines in conventional QA tasks, but we found that advanced deep-learning models outperform humans by 3%-13% on average in the PaperQA task. The PaperQA dataset used in this paper is publicly available at http://dmis.korea.ac.kr/downloads?id=PaperQA.
I. INTRODUCTION
In NLP research, it is an ongoing challenge to build an artificially intelligent computer that can understand humanwritten texts. This natural language understanding task is known as machine comprehension. Recently, several studies [1] - [4] have proposed deep-learning models that can answer questions about reading passages. In addition to the models, several large-scale datasets [1] , [2] , [5] - [7] have been proposed for training such intelligent reading machines. However, the target domain of the recent machine comprehension studies has been limited to general and daily-life texts (e.g., elementary school-level storybooks, news articles, and Wikipedia texts). No attempt has been made to test a machine's ability to understand professional-level academic texts (e.g., scientific literature) which require expert-level knowledge for comprehension.
Thus, we develop a task called PaperQA which involves measuring the ability of a machine to understand scientific literature. For the PaperQA task, we constructed a large-scale QA dataset from sections of scientific articles published in Science Citation Index (SCI) journals. To validate the task, we perform linguistic analysis and evaluate state-of-the-art machine comprehension models on the dataset. The PaperQA dataset contains portions of articles collected from reputed journals such as Nature, Science, and their sister journals (e.g., Nature Physics, Science Advances, etc.). To the best of our knowledge, our study is the first to construct a large-scale benchmark dataset from professional-level scientific literature. The PaperQA dataset consists of more than 80,000 cloze-style questions, which is sufficient to train deep neural models. Like other typical machine comprehension tasks, our PaperQA tasks contains tuples (passage P, question Q, answer A, answer candidates AC). An example is shown in Table 1 .
Then, we perform a fine-grained linguistic analysis and evaluation on PaperQA in comparison with other existing machine comprehension tasks. In Section 4, we show that our PaperQA consists of questions that require the highest ratio of multiple-sentence reasoning, a college-level reading ability, and deliver semantic characteristics including academic terms and rhetorical techniques. In Section 5, we point out the shortcomings of the current human evaluation and suggest a new human evaluation methodology based on crowdsourcing. The machine and human (lay people) evaluation performance results of PaperQA was the lowest among all the datasets, suggesting that scientific literature requiring professional-level knowledge is the most difficult for both machines and humans to comprehend. Moreover, machines outperformed humans in PaperQA. The outcome is particularly interesting since humans have outperformed machines in other previous QA tasks. Although limited to ''fill-inthe-blank'' machine comprehension tasks, this indicates that advanced machine comprehension models can outperform ''average'' humans in comprehending texts in professional domains.
The major contributions of our work can be summarized as follows.
• We introduce the PaperQA dataset, which is the first large-scale machine comprehension dataset constructed from professional-level scientific papers.
• By a linguistic analysis, we show that the PaperQA dataset contains the most difficult questions and passages compared with existing machine comprehension datasets.
• We identify the problems of the traditional human evaluation methods and propose a novel crowdsourcingbased human evaluation methodology. The evaluation results show that machines could answer questions from scientific domains.
II. RELATED WORK
In this section, we introduce several different types of existing question and answering (Q&A) tasks.
A. Q&A TASKS ON BOOKS
The MCTest [8] task contains 500 stories and 2,000 questions targeting 7-year-old children. The bAbI [9] project provides elementary-level statement-question pairs for evaluating the bAbI system's ability to answer questions using simple reasoning. The Children's Book Test (CBT) [2] and Book Test (BT) [10] tasks are constructed from children's book data. The BT task is 60 times larger than the CBT task. The LAMBADA [11] task contains the narratives of characters, which were extracted from books.
B. Q&A TASKS ON EXAMINATION QUESTIONS
The NTCIR QA Lab-2 [12] and CLEF QA Track [13] tasks are constructed from examination data such as Japanese university entrance exams, and English translations of world history texts. Most recently, the RACE [7] is the first largescale task made from English exams for Chinese middle and high school students and contains nearly 100,000 questions generated by English instructors.
C. Q&A TASKS ON THE WEB DATA
The WikiQA [14] and SQuAD [5] extract passages from Wikipedia text. Crowdsourcing is used to generate questions and answers for both the tasks. The WikiReading [15] is a task constructed for predicting textual values from the structured knowledge base Wikidata. For passages in WikiReading, the corresponding Wikipedia articles are used. The MS MARCO [16] and the SearchQA [17] tasks are based on the search engines of Bing and Google, respectively. MS MARCO utilizes user query logs as its questions, whereas the SearchQA uses quiz questions from Jeopardy!, an American television game show, as the questions. The most recent TriviaQA [18] task contains 95,000 question-answer pairs created by trivia enthusiasts. The answers to the questions can be found on the Web and Wikipedia.
D. Q&A TASKS ON NEWS ARTICLES
The CNN/Daily Mail [1] tasks are created from news data (CNN/Daily Mail), and contain cloze-style [19] VOLUME 7, 2019 (fill-in-the-blank) questions. The tasks utilize human-written bullet-point summaries of each news article for their questions. The WDW (Who Did What) [6] task utilizes the English Gigaword corpus. WDW extracted and converted the first sentence of a news article into their question, and retrieved most relevant news article to the question sentence from their own search engine then set as a passage. The NewsQA [20] is a modified version of the CNN task. NewsQA task hired crowdworkers to make up the answers to the questions from the CNN task.
E. Q&A TASKS ON SCIENCE LITERATURE
The AI2 Elementary School Science Questions [21] task includes 9,659 real science exam questions obtained from the NY Regents 4th Grade Science exams. The Textbook Question Answering (TQA) [22] task consists of 1,076 lessons and 26,260 multi-modal questions from Life Science, Earth Science, and Physical Science textbooks for middle school science curriculum. BioASQ 1 provides challenges on biomedical semantic indexing and question answering. The participants are asked 1) to classify new PubMed documents or 2) to respond to biomedical questions with relevant concepts. The second task is similar to reading comprehension but the task uses a small set of training samples (2,251 questions) generated by experts in biomedical fields.
F. PAPERQA VS. OTHERS
The Q&A tasks on children's books, English exams, and science questions contain passages designed mainly for children or young students. Therefore, their passages are often simple and the questions are easy for humans and machines to answer. The tasks constructed from news articles, search engine data, and Wikipedia texts consist of general information about everyday life. There exist some tasks that contain academic knowledge. However, since they are often curated by human experts, a great deal of resources would be required to curate a large amount of data.
On the other hand, our PaperQA contains reading passages from the scientific literature, which require expert knowledge and college-level reading and reasoning skills for comprehension. In addition, due to its relatively easy generation process, we can automatically create numerous similar tasks without concerns such as the cost of using crowdsourcing workers and human experts. To construct a cloze-style question, the abstract of a scientific paper is set as passage P. Then we automatically generate two different types of questions Q based on the following: the title of the paper (PaperQA_T), and the last sentence in the abstract of the paper (PaperQA_LS). In PaperQA_LS, the last sentence of the abstract is excluded from the passage as it is a question itself.
For PaperQA_T, we focused on that researchers aim to write a title that best represents the main idea of their manuscript, which is similar to [1] where they adopted human-curated bullet-point summaries as their questions. For PaperQA_LS, we have adopted the method of Hill et al. [2] , where they used the 21st consecutive sentence of the given reading passage (20 sentences) as their cloze-style question Q. Also, generally speaking, the authors tend to write down the content to wrap up the abstract at the end of the abstract. Therefore, we have assumed that the last sentence of the abstract is another option for cloze-style question Q.
For answer candidates AC, we annotated tokens or phrases (e.g., ''neural network,'' ''supervised learning'') in the abstract of a paper to utilize the phrases as answer candidates using DBpedia Spotlight [23] . The extracted candidate answers are either actual entities in DBpedia or the named entities found in the abstract. One of the entities from the answer candidates AC overlapping in the question Q becomes the answer A.
DATA COLLECTION & FILTERING
To build our dataset, we utilize scientific papers published in reputed journals. We chose Nature and Science because these journals are well-reputed, have a long history, and cover a wide range of subject areas in science. Also, we included papers from their sister journals (36 from Nature and 4 from Science) to obtain a sufficient number of papers for the training sets. We collected around 130,000 journal articles from PubMed 2 based on the list of our target journals to find journal articles containing publicly-available abstracts.
The overall statistics of PaperQA_T, PaperQA_LS, CNN, CBT_NE, RACE, WDW_Relaxed, and SQuAD are shown in Table 2 . We collected five popularly cited machine comprehension datasets, one from each domain. The number of categorized distributions of PaperQA_T and PaperQA_LS are shown in Table 3 .
To ensure the quality of our cloze-style questions, we have filtered all of the unusual cases to get rid of unclear and nonsense questions. First, we excluded journal articles if their abstract was shorter than 200 characters. Second, we filtered cases where the question does not overlap with any of the answer candidates in the annotation step. Last, we excluded questions consisting of less than five words.
Still, the process of automatically generating questions might produce ''Not Answerable'' questions, which could be a critical problem for a dataset. Our linguistic analysis of reasoning type questions in Section 4.1 shows that the questions of our datasets contain the lowest ratio (PaperQA_T: 2.0%) or a similar ratio (PaperQA_LS: 6.7%) of ''Not Answerable'' type questions, compared with other machine comprehension datasets. This directly proves that our dataset construction process is as good as that of other datasets that have already been used in previous researches.
IV. LINGUISTIC ANALYSIS
In this section, we perform linguistic analysis on samples from six representative machine comprehension datasets including ours. Despite their relevancy, the science literature datasets mentioned in Section II, (e.g, TQA and BioASQ), are excluded in the analysis due to their limited sizes and incomparable question types.
A. REASONING TYPES OF QUESTIONS Q
As done in [3] , [7] , and [20] , we classified reasoning type questions Q of the benchmark datasets into five types. To examine the reasoning type questions in our PaperQA datasets, we posted a total of 200 questions from PaperQA_T (100) and PaperQ_LS (100) on CrowdFlower, 3 a crowdsourcing platform. We assigned four questions to each evaluator. The evaluators were paid $0.20 per question for answering to the question and classifying questions types. Each question is answered by three independent evaluators. After collecting total of 600 responses (150 evaluators × 4 questions, PaperQA_T: 300, PaperQA_LS: 300), the distribution of reasoning types for each dataset is calculated. The five reasoning question types are described as below.
• Exact Matching: The question filled with the correct answer exactly matches a series of words in the passage. The answer is self-evident.
• Sentence Paraphrasing: The question filled with the correct answer can be paraphrased by a single sentence in the passage. The answer can be found by paraphrasing a sentence.
• Single-Sentence Reasoning: The correct answer to the question can be inferred from a single sentence in the passage. The answer can be recognized through partial clues, such as a word/concept overlap in the sentence.
• Multi-Sentence Reasoning: The correct answer to the question can be inferred from multiple sentences in the passage. The answer can be recognized through partial clues, such as some word/concept overlap in multiple sentences.
• Not Answerable: The passage does not contain the correct answer. The question is not answerable.
RESULTS
The detailed reasoning type results are shown in Table 4 . Multi-Sentence Reasoning type questions constitute 40.7% of the questions in PaperQA_T and 41.1% in PaperQA_LS, which is approximately 15% to 40% more than other datasets. The results demonstrate that our PaperQA datasets are comprised of the most difficult questions that require a high level of reasoning over multiple sentences. [3] , II from [7] , and III from [20] ).
B. READABILITY ANALYSIS ON PASSAGES P
The readability score indicates the required level of readability to understand a certain passage. For the readability analysis, we utilized the Python package textstat 0.3.1 [24] . All the readability scoring measures are similar, but they use different coefficients and sources for their formula.
1) AVG % OF DIFFICULT WORDS
Difficult Words are defined as words that have more than two syllables, and words that are not in the ''easy word set'', which contains words frequently used in elementary school books. We calculated the average percent of Difficult Words per document.
2) FLESCH READING EASE FORMULA [25]
The The Dale Chall Readability Score (DCRS) is based on the Flesch Reading Ease Formula, but it uses the easy words set (mentioned above) to score the difficulty of words. The score ranges can be categorized as follows: 4.9 and below: Grades 4 and below; 5.0 to 5.9: Grades 5-6; 6.0 to 6.9: Grades 7-8; 7.0 to 7.9: Grades 9-10; 8.0 to 8.9: Grades 11-12; 9.0 to 9.9: Grades 13-15 (college); 10 and above: Grades 16 and above (college graduate). Table 5 shows the overall results of the readability analysis of six machine comprehension datasets. On all counts, the PaperQA_T dataset is the most difficult dataset among all datasets. The PaperQA_T dataset has the highest percentage of difficult words (34.0%) whereas the CBT_NE dataset has the lowest (9.0%). We also found that the PaperQA_T dataset contains beyond college level passages to understand. The Flesch Reading Ease score of the PaperQA_T is 26.9 where a score below 30 indicates a college graduate level. The Dale Chall Readability score of PaperQA_T is 10.6 where a score above 10 indicates a college graduate level. The FleschKincaid Grade Level score of PaperQA_T is the school grade of 15.4 and its Automated Readability Index is the age of 18.6, which means a college-level reading ability or higher is required to understand the dataset.
C. SEMANTIC ANALYSIS ON PASSAGES P
In this section, we conduct a frame-based semantic language analysis utilizing FrameNet. 4 The main assumption of FrameNet is that semantic frames can represent the meanings of most words. A semantic frame is defined as a description of an event, relation, or entity, and the participants that are involved. For example, the concept of cooking typically involves actions (Cook -e.g., boiling water, chopping onions), and the food to be cooked (Foode.g., apple, egg). We examined the semantic composition of 1,000 passages P which are randomly sampled from the six machine comprehension datasets.
RESULTS
The results are shown in Table 6 . Overall, the PaperQA_T dataset contains the largest number of unique frames (11 out of 20) . This suggests that the PaperQA_T dataset is semantically distinguishable from other datasets. In addition, we found that PaperQA_T contains unique semantic frames representing academic related terms and examples of such frames include Medical_conditions (a patient suffers from, is being treated for, may be cured of, or die of), Gizmo (general words denoting equipment) and Scrutiny (paying close attention to something). The mentioned frames frequently appear in scientific papers. More interestingly, PaperQA_T also contains several semantic frames representing rhetoric skills. Such frames include Means (either an action or a system of entities standing in for the action), Evidence (the support, a phenomenon or fact, lends support to a claim or proposed course of action), and Reasoning (an arguer presents content along with support to an addressee). On the other hand, CNN, CBT_NE, RACE, WDW, and SQuAD contain semantic frames representing events that happens in everyday life.
V. EVALUATION
In this section, we first discuss in detail our crowdsourcingbased human evaluation. Next, we review the evaluation results of both humans and machines.
A. CROWDSOURCING-BASED HUMAN EVALUATION
We evaluated our datasets (PaperQA_T, PaperQA_LS) and three popular benchmark datasets (CNN, CBT_NE, WDW) using our crowdsourcing-based human evaluation methodology.
1) CONSIDERATION OF CURRENT HUMAN EVALUATION
Recently, Hill et al. [2] , Rajpurkar et al. [5] , Onishi et al. [6] , and Lai et al. [7] have created benchmark datasets for machine comprehension tasks. They also reported the performance of human evaluators on their own datasets. The reported human performance results have been used as a baseline for measuring machine performance.
However, such traditional human evaluations have been conducted to achieve only the best human performance on each dataset. The method of measuring best human performance may have some shortcomings or errors. First, the evaluation is performed by a small number of evaluators, which can cause high variance among the results. Second, each dataset is evaluated by different groups of evaluators and in different controlled settings, which makes it difficult to directly compare the overall results. Third, since the previous studies have employed evaluators who have experience with their dataset and are from their own group, there is a risk of overfitting the results. Finally, some of the previous studies [2] , [6] do not specify how the human evaluation results are produced.
2) HUMAN EVALUATION THROUGH CROWDSOURCING
To overcome the shortcomings of traditional human evaluation, we introduce a novel evaluation methodology. Our crowdsourcing-based human evaluation aims to measure human performance of a large number of average people on machine comprehension datasets in a controlled setting.
The detailed process is shown in Figure 1 . For the actual crowdsourcing task, 5 we used CrowdFlower. 6 For the user pool (step (a)-1), we hired 500 users for $0.15 per task. For the question pool (step (a)-2), we randomly extracted 50 questions each from the five datasets (a total of 250 questions = 50 questions × 5 datasets). We then form 50 sets of five questions, one question from each of the five datasets (a total of 250 questions = 50 sets × 1 question × 5 datasets). Next, we assign a single set to a user for user validation (step (b)). This process is done for the following two reasons: 1) to filter unqualified users and 2) to make sure the user is well informed about the task. If the user correctly answers more than 3 out of 5 questions in step (b), the actual task (step (c)) is performed on a question set different from that used in step (b). The users who are unqualified are filtered and not paid. We keep collecting responses (total of 2500) until we get 500 valid users
The result from the actual task (step (c)) is added to our response pool (step (d)) (a total of 2500 responses = 500 users × 5 questions). With respect to the questions, we assign 10 independent users to answer a single question to calibrate our test results (a total of 2500 responses = 10 users × 50 questions × 5 datasets). Each evaluation answer for a question is then scored. For example, if 7 out of 10 evaluators correctly answered the question, the score is 0.7. We call this score as the question difficulty index (lower the index, the more difficult the question). For the final result (step (e)), we simply add and average the scores of each question. A detailed result of our crowdsourcing-based human evaluations and their question difficulty index scores can be found in the Table 7 .
Some may argue that we could have hired evaluators in academia (e.g. graduate students, professors) to evaluate the PaperQA datasets. However, since the target domains of our datasets are so varied (40 scientific journals), it was virtually impossible to hire a large number of people with expertise in all areas. Instead, we hired a sufficient number of lay people to fairly evaluate all six datasets.
3) STATISTICAL VALIDATION OF HUMAN EVALUATION RESULTS
To demonstrate that PaperQA_T and PaperQA_LS datasets are significantly more difficult than existing datasets, we performed a statistical validation our our results. We try to show that (1) PaperQA_LS is the most difficult of all the datasets and that (2) PaperQA_T is the second most difficult and significantly more difficult than the CBT dataset, which is the third most difficult.
(1) The mean of the difficulty index of PaperQA_LS was the lowest of all.
(2) To verify that PaperQA_T is more difficult than CBT, we performed the one-sided t-test. In this case, the null hypothesis is m_1 >= m_2 where m_1 and m_2 are the means of PaperQA_T and CBT respectively. Since the p-value of the test is 0.027, we reject the null hypothesis, which implies m_1 < m_2. The detailed question difficulty indexes are shown in Table 7 and the results of t-statistics of each dataset are listed in Table 8 . 
B. MODELS USED
We describe some of the baseline models and the state-of-thearts models that we have used in this paper. The described models evaluate only the cloze-style datasets.
• Word Overlap: Word overlap [6] is the simplest baseline that uses only lexical features. We replace the blank part of a question with every answer candidate. Then, in the given passage, we select the sentence most similar to our question combined with an answer candidate.
• Sliding Window and Distance-based Feature: Sliding Window and Distance-based Feature are the rule-based models, introduced by Richardson et al. [8] , used to evaluate small sized machine comprehension datasets such as MCTest. Sliding Window calculates the TF-IDF style matching score between a question combined with an answer candidate and every sliding window (a length of the text) in the passage. Distance-based Feature is also used to penalize the window-based scores obtained from the Sliding Window algorithm by their distance.
• Attention Sum Reader: Attention Sum Reader [29] is a deep learning-based machine comprehension model that utilizes an aggregation scheme known as the pointer sum attention. First, the model calculates the attention scores of all answer candidates by dot product of the vector representations of the answer candidates both in the passage (contextual embedding) and the question (query embedding). Then the model combines multiple mentions of the same answer candidates in the passage by adding up their probability. The answer candidate with the maximum probability is then selected as the final answer. Please refer to [29] for a more detailed model description. For the hyper-parameter setting, we choose a randomly initialized word embedding size of 128 and a hidden vector size of 384.
• Stanford Attentive Reader: Stanford Attentive Reader [3] is based on the Attentive-Reader [1] . This model utilizes bi-directional LSTM encoders for the question (question embedding) and the passage (contextual embedding). In the attention layer, the model compares the two embeddings and selects the pieces of information that are relevant to the question. The most likely output with a softmax function is chosen as the answer. Please refer to [3] which provides a more detailed model description.
For the hyper-parameter setting, we choose 100-dimensional Glove word embedding vectors for input initialization. The hidden vectors are 128-dimensional. We also apply a dropout rate of 0.2 and a learning rate of 0.1.
• Gated-Attention Reader: Gated-Attention Reader [4] , the current state-of-the-art deep learning based model, is used on several cloze-style machine comprehension datasets. This model implements multiple layers of bi-directional GRU functions on their multi-hop architectures. In each intermediate layer, the model updates the attention-weight between the representation of answer candidates in the passage and the representation of the question for each layer through multiple independent bi-directional GRU layers. In short, the multi-hop architectures utilize different layers of attention over the query with respect to answer candidates in the passage.
In the final layer, the model predicts attention over the answer candidates in the passage. Please refer to [4] for more a detailed description of the model. For the hyper-parameter setting, we choose 100-dimensional Glove word embedding vectors for input initialization. The additional character-level embedding size is 25. The hidden vectors are 128-dimensional. Also, we apply a dropout rate of 0.4 and a learning rate of 0.0005.
C. EVALUATION RESULTS
We report the results for the performance of the deep-learning models and the human evaluators in Table 9 . For fair comparison, we consider only cloze-style machine comprehension datasets. We excluded the SQuAD dataset (span-based questions) and RACE dataset (multiple-choice questions).
1) MODEL RESULTS
Both the rule-based models and deep-learning models obtained the lowest accuracies on the PaperQA_T and PaperQA_LS datasets. These results confirm that our PaperQA datasets are the most challenging cloze-style dataset for machines. Moreover, we found that PaperQA_LS was more difficult than PaperQA_T for machines. We assume that this is because PaperQA_T contains more Exact Matching type questions, whereas PaperQA_LS contains more Multi-Sentence reasoning and Not Answerable questions as reported in Table 4 .
2) HUMAN RESULTS
Our crowdsourcing-based human evaluation results are lower than those reported in the previous studies (CNN: 75.0%→69.2%, CBT_NE: 81.6%→67.8%, WDW: 84.0%→69.8%). We argue that our results are more reliable and less biased because we have the same group of people to evaluate all the five datasets (thus no evaluator bias), and we use a substantially larger group of people than previous studies (thus smaller variance in estimation). According to the overall crowdsourcing-based human evaluation results, human evaluators obtained the lowest accuracies (most difficult) on the PaperQ_T (55.8%) and PaperQA_LS (45.8%) datasets. According to the one-sided t-test for the crowdsourcing-based human performance results, the PaperQA datasets are statistically more difficult than the other datasets.
We believe that this is because our PaperQA datasets contain a high ratio of Multiple-Sentence reasoning type questions as mentioned in Section IV.A. We also assume that passage difficulty and passage semantics also contributed to the low accuracy of humans as mentioned in Sections IV.B. and IV.C.
3) MODEL VS. HUMAN RESULTS
The current state-of-the-art cloze-style neural machines (Gated-Attention Reader) performs better than humans (as shown by the crowdsourcing-based human evaluation). The performance of the models and humans on each dataset are as follows: PaperQA_T We assume that machines can be fitted to solve a specific task (e.g., cloze-style question and answering tasks) since they can be trained on numerous cloze-style questions. On the other hand, humans utilize common knowledge (usually their experience) to answer the small number of questions from the evaluation set. Also, machines can utilize pre-trained input word vectors (world knowledge) and even update the word vectors (context knowledge) while training a large amount of data. This makes machines less dependent on the unseen and unfamiliar words than humans.
VI. DISCUSSION AND CONCLUSION
In this section, We discuss the limitations of our dataset and future works.
A. GOING DEEPER INTO THE PAPER
One limitation of our dataset is that we utilize only the abstracts of scientific papers. To fully comprehend scientific literature, we need to process the whole paper including its research background, experimental results, and so on. For our future work, we will expand the coverage of our dataset to full-text papers freely available for research use.
B. SCALING UP THE DATASET
Since we use only two world-renowned scientific journals (Nature and Science) and their sister journals, the number of questions in the PaperQA datasets is less than that of other datasets. However, our dataset generation process and the abundance of academic papers can easily overcome this issue. We plan to build larger datasets from academic papers of many different domains.
C. EMBEDDING MORE KNOWLEDGE
We use randomly initialized word vectors as input vectors to test our dataset. According to [30] , the use of pre-trained word embeddings can have a large impact on the final performance of deep neural models. For future work, we plan to replace our input embedding vectors with the embedding vectors trained on the corpus of scientific articles. Moreover, we also intend to utilize external databases to embed additional knowledge to build more intelligent machines.
VII. CONCLUSION
In this work, we tested and proved if machines can learn to comprehend scientific literature and answer questions through the PaperQA task we introduce. Our comprehensive linguistic analysis and evaluation suggests that our PaperQA is more difficult to understand than other QA tasks. By suggesting a new type of evaluation methodology based on crowdsourcing, we present a new perspective of evaluating machine comprehension datasets by average human evaluators. The result shows that machines are particularly better at answering cloze-style questions from academia than humans.
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