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Abstract. We describe a construction of the modular class associated to a representation
up to homotopy of a Lie groupoid. In the case of the adjoint representation up to homotopy,
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“The volume of a differentiable stack”.
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1 Introduction
The modular class of a Lie groupoid was introduced by Evens, Lu, and Weinstein [5, Ap-
pendix B], simultaneously generalizing the modular character of a Lie group, which represents
the failure of the Haar measure to be bi-invariant, and the modular class of a foliation [14]. In
light of Weinstein’s notion of volume of a differentiable stack [12], the modular class of a Lie
groupoid can be interpreted as the obstruction to the existence of a volume form.
The Evens–Lu–Weinstein approach uses the fact that, if G ⇒ M is a Lie groupoid with Lie
algebroid A, then there is a natural representation of the 1-jet prolongation groupoid J1G on
the 2-term complex A → TM . Although this representation does not unambiguously descend
to a representation of G, the ambiguities are chain homotopic to 0, so there is a well-defined
representation of G “up to homotopy”. As a result, one can then obtain a true representation
of G on the “determinant line bundle” associated to the complex.
In recent years, a general definition of representation up to homotopy of a Lie groupoid has
been given by Arias Abad and Crainic [1], but there are some difficulties that emerge when
trying to carry over the Evens–Lu–Weinstein construction to this setting. One issue is that, in
general, there is no analogue of the 1-jet prolongation groupoid for an arbitrary representation
up to homotopy (however, such an analogue does exist in the 2-term case; see [8]). Another
issue is that, although Abad-Crainic representations up to homotopy include the information
of a (pseudo-)action of the Lie groupoid on a complex, the action is allowed to be degenerate,
potentially leading to an ill-behaved action on the determinant line bundle.
In this paper, we show that the latter issue can be resolved. Although pseudo-actions are
allowed to be degenerate at the level of chain maps, the axioms of a representation up to homo-
topy imply that the pseudo-actions are homotopy equivalent to nondegenerate chain maps. This
allows us to construct a well-defined true representation on the Berezinian line bundle, which is
the correct analogue of the determinant line bundle in this setting. Using this representation, we
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then construct the modular class. The modular class associated to a representation up to homo-
topy of a Lie groupoid G on a complex (E , ∂) can be geometrically interpreted as the obstruction
to the existence of a G-invariant volume element (in an appropriate homological sense) on E .
Modular classes associated to Lie algebroids were defined in [5], and since then a number
of papers have appeared describing various constructions of modular classes associated to Lie
algebroids (see [9] and the references therein). The relationship between the modular class of
a Lie groupoid and that of its associated Lie algebroid is given by the van Est map [2, 10, 13].
It is known [2, 3, 6, 7, 11] that the modular class is only the first of a sequence of “secondary”
characteristic classes associated to Lie algebroid representations up to homotopy. It would be
interesting to find analogous constructions of higher characteristic classes for Lie groupoids. It
would also be interesting to see whether the modular class is related to the existence of a metric,
in the sense of del Hoyo and Fernandes [4].
The structure of the paper is as follows. In Section 2, we give a brief review of Lie groupoid
cohomology. In Section 3, we define modular classes associated to line bundle representations of
Lie groupoids. In Section 4, we show that the van Est map takes Lie groupoid modular classes to
Lie algebroid modular classes. In Section 5, we explain how modular classes are defined for Lie
groupoid representations. The main results of the paper are in Section 6, where modular classes
are constructed for Lie groupoid representations up to homotopy. In Section 7, we consider the
case of the adjoint representation up to homotopy of a Lie groupoid and interpret the modular
class as the obstruction to the existence of a volume form in the sense of [12].
2 Groupoid cohomology
Let G⇒M be a Lie groupoid. We will denote the source and target maps as s, t : G→M . For
x ∈M , we denote the corresponding unit element by 1x ∈ G.
It is well-known that the (smooth) Eilenberg–Maclane cohomology of a Lie group extends to
Lie groupoids in the following way. Let G(k) denote the space of composable k-tuples of elements
of G:
G(k) =
{
(g1, . . . , gk) ∈ Gk | s(gi) = t(gi+1)
}
,
with G(0) = M . The k-cochains are defined as smooth functions on G(k).
The coboundary operator δ is given by δf(g) = f(s(g))− f(t(g)) for f ∈ C∞(M), and
δf(g0, . . . , gk) = f(g1, . . . , gk) +
k−1∑
i=1
(−1)if(g1, . . . , gigi+1, . . . , gk) + (−1)kf(g1, . . . , gk−1)
for f ∈ C∞(G(k)), k > 0.
More generally, we can consider cochains with values in any abelian Lie group. For the
present purposes, we will primarily be concerned with cochains taking values in the group R×
of multiplicative real numbers, in which case one should replace addition and subtraction in the
above formulas for δ with multiplication and division.
3 The characteristic class of a line bundle representation
Let G ⇒ M be a Lie groupoid, let L → M be a trivializable (real) line bundle, and let
∆ be a representation of G on L. That is, for each g ∈ G, we have a linear isomorphism
∆g : Ls(g) → Lt(g), smoothly depending on g, such that ∆gh = ∆g∆h for any composable pair
of elements (g, h) ∈ G(2).
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Choose a nonvanishing section σ ∈ Γ(L). This allows us to define a function φσ ∈ C∞(G;R×)
by the formula
∆gσs(g) = φσ(g)σt(g). (3.1)
We refer to φσ as the characteristic function associated to the triple (L,∆, σ).
Proposition 3.1.
1. The characteristic function φσ is a 1-cocycle.
2. The cohomology class of φσ is independent of the choice of σ, and every representative of
this cohomology class arises from some choice of σ.
Proof. Let (g, h) ∈ G(2) be a composable pair. From (3.1), we have
∆hσs(h) = φσ(h)σt(h).
Applying ∆g to both sides, we see that
∆ghσs(h) = φσ(h)φσ(g)σt(g).
On the other hand, by directly putting gh in for g in (3.1), we have
∆ghσs(h) = φσ(gh)σt(g).
By comparing the last two equations, we conclude that
φσ(g)φσ(h) = φσ(gh),
which is the cocycle condition.
For the second part of the proposition, let σ and σ′ be two nonvanishing sections of L. We
may write σ′ = fσ for some f ∈ C∞(M ;R×). Then for any g ∈ G, we have
∆gσ
′
s(g) = φσ′(g)σ
′
t(g),
so
f(s(g))∆gσs(g) = φσ′(g)f(t(g))σt(g).
Comparing this with (3.1), we see that
φσ′(g) = φσ(g)
f(s(g))
f(t(g))
= φσ(g)δf.
Since f can be arbitrary, it follows that every representative of the cohomology class can be
obtained. 
Definition 3.2. The class ΦL := [φσ] ∈ H1(G;R×) is called the characteristic class associated
to the pair (L,∆).
The characteristic class ΦL classifies trivializable line bundle representations up to isomor-
phism.
Suppose that G has two trivializable line bundle representations (L1,∆
1) and (L2,∆
2). Then
the tensor product L1 ⊗ L2 has an induced representation ∆ of G, given by
∆g(`1 ⊗ `2) = ∆1g`1 ⊗∆2g`2.
A straightforward calculation shows that ΦL1⊗L2 = ΦL1ΦL2 .
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Remark 3.3. To include nontrivializable line bundles, we may define a slightly weaker charac-
teristic class Φ+L ∈ H1(G;R+) by taking
Φ+L :=
√
|ΦL⊗L|.
This is well-defined, since L⊗ L is trivializable.
If G has connected source-fibers, then the characteristic classes ΦL are always positive, so
there is no information loss in passing to Φ+L . One can then see that, if G is source-connected,
then line bundle representations are classified by the pair (w1(L),Φ
+
L ), where w1(L) is the
Steifel–Whitney class.
Remark 3.4. In the above, we have only considered real line bundles. The construction would
work equally well for trivializable complex line bundles, in which case ΦL would take values in
the multiplicative complex numbers. However, it is unclear how the construction would extend
to a complex line bundle with nontrivial Chern class.
4 Relation with the van Est map
Let G⇒M be a Lie groupoid with Lie algebroid A→M . Recall that the van Est map [2, 10, 13]
is a homomorphism from the complex of real-valued (normalized) smooth groupoid cochains to
the complex ∧Γ(A∗) of Lie algebroid cochains. To apply the van Est map to R×-valued cochains,
we ned to first take the logarithm.
We will only require the van Est map in the case of 1-cochains, where there is the following
simple formula. For any ψ ∈ C1(G;R×) satisfying the normalization condition φ(g) = 1, the
image V ψ ∈ Γ(A∗) is given by
V ψ(X) = X¯(logψ) = X¯(ψ) (4.1)
for any X ∈ Γ(A), where X¯ is the associated vector field along the submanifold of units of G,
tangent to the s-fibers.
Now, let ∆ be a representation of G on a trivializable line bundle L, and let∇ : Γ(A)×Γ(L)→
Γ(L) be the induced representation of A on L. For any nonvanishing section σ ∈ Γ(L), there is
an induced Lie algebroid 1-cocycle θσ ∈ Γ(A∗), given by (see [5])
θσ(X)σ = ∇Xσ (4.2)
for X ∈ Γ(A). The cocycle θσ represents the characteristic class associated to the representa-
tion ∇, as defined in [5].
Theorem 4.1. For any fixed choice of nonvanishing section σ ∈ Γ(L), the van Est map (4.1)
sends φσ to θσ.
Proof. To simplify formulas, we use σ to identify L with M × R. Correspondingly, Γ(L) is
identified with C∞(M) via the map fσ 7→ f . Then (3.1) may be rewritten as
∆g(s(g), r) = (t(g), φσ(g) · r) (4.3)
for g ∈ G.
In order to explicitly describe the induced representation ∇ of A on L, let us represent an
arbitrary element a ∈ Ax by a path γu in G, defined for u ∈ [0, ), satisfying the following
properties:
1) γ0 = 1x,
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2) s(γu) = x for all u, and
3) ddu |u=0 [γu] = a.
In property (3), we are viewing a as a vector in T1xG that is tangent to the s-fibers. Then the
induced representation ∇ is given by
d
du
|u=0 [∆γu(x, f(x))] = (ρ(a),−Dρ(a)f +∇af)
for f ∈ C∞(M) ∼= Γ(L). Here, Dρ(a)f is the directional derivative of f in the direction of the
vector ρ(a). Using (4.3), we then have
d
du
|u=0 [φσ(γu) · f(x)] = −Dρ(a)f +∇af,
so
∇af = Dρ(a)f + (Daφσ) · f(x). (4.4)
Applying (4.4) to an entire section X ∈ Γ(A), we have
∇Xf = ρ(X)(f) + X¯(φσ) · f. (4.5)
Recalling that σ is identified with the constant function 1 under our identification of Γ(L)
with C∞(M), we may now use (4.1), (4.2), and (4.5) to obtain the result
θσ(X) = ∇X1 = X¯(φσ) = V φσ(X). 
5 The modular class of a Lie groupoid representation
Let G⇒M be a Lie groupoid, let E →M be a vector bundle, and let ∆ be a representation of G
on E. For each k ≥ 1, there is a naturally induced representation ∧k∆ of G on ∧kE, given by
∧k∆g(e1 ∧ · · · ∧ ek) = ∆ge1 ∧ · · · ∧∆gek
for e1, . . . , ek ∈ Es(g). In particular, ∆ˆ := ∧top∆ is a representation of G on the determinant
line bundle det(E) := ∧topE. For simplicity, we assume that E is orientable, so that det(E)
is trivializable; however, the construction can be extended to the nonorientable case following
Remark 3.3.
Definition 5.1. The modular class ΦE of the representation ∆ is defined to be the characteristic
class Φdet(E) associated to the line bundle representation ∆ˆ. If ΦE = 1, then the representation
is said to be unimodular.
Let σ be a determinant element on E, i.e., a nonvanishing section of det(E). Then the
characteristic function φσ associated to the triple (det(E), ∆ˆ, σ) measures the failure of ∆ to
preserve σ. Thus the representation is unimodular if and only if there exists a G-invariant
determinant element on E.
Example 5.2. In the case where G is a Lie group, every ∆g is an automorphism of a vector
space, so the determinant is defined independently of any choices. We then recover the notion of
the modular character, which measures the failure of the representation to be volume-preserving.
In particular, the adjoint representation allows us to associate a canonical modular character
to G. The adjoint representation is unimodular if and only if there exists a bi-invariant volume
form on G, as is the case, for example, when G is compact or nilpotent.
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6 The modular class of a representation up to homotopy
6.1 Berezinian bundles
Let E = E0 ⊕ E1 be a finite-dimensional Z2-graded vector bundle over M . The Berezinian
bundle of E is defined as
Ber(E) := ∧topE0 ⊗ ∧top(E1)∗.
This line bundle is the supergeometric generalization of the determinant bundle, in sense that
a nonvanishing section of Ber(E) allows one to define the superdeterminant or Berezinian of an
invertible map between different fibers of E . Specifically, given an invertible degree-preserving
linear map T : Ex → Ey for x, y ∈M , we may extend T to a map Tˆ : Ber(E)x → Ber(E)y given by
Tˆ (e1 ∧ · · · ∧ ek ⊗ ξ1 ∧ · · · ∧ ξ`) = Te1 ∧ · · · ∧ Tek ⊗ (T ∗)−1ξ1 ∧ · · · ∧ (T ∗)−1ξ` (6.1)
for ei ∈ E0x and ξi ∈ E1∗x . If σ is a nonvanishing section of Ber(E), then Berσ(T ) ∈ R× is defined
by the equation
(Berσ(T ))σy = Tˆ (σx).
If it is possible to write σ = σ0 ⊗ (σ1)∗, where σi is a nonvanishing section of ∧topEi for i ∈ Z2,
then we have
Berσ(T ) =
detσ0(T
0)
detσ1(T
1)
, (6.2)
where T i : Eix → Eiy are the components of T .
Definition 6.1. A finite-dimensional Z2-graded vector bundle E →M is called superorientable
if Ber(E) is trivializable.
6.2 Representations up to weak homotopy
Let G ⇒ M be a Lie groupoid, and let E = ⊕Ei be a Z-graded cochain complex of vector
bundles over M with coboundary operator ∂i : Ei → Ei+1.
Definition 6.2. A representation up to weak homotopy of G on the complex (E , ∂) is a smooth
map that associates to each g ∈ G a chain map ∆g : (Es(g), ∂) → (Et(g), ∂), such that ∆g∆h is
chain homotopic to ∆gh for all (g, h) ∈ G(2). A representation up to weak homotopy is unital if
∆1x = id for all x ∈M .
Remark 6.3. The notion of representation up to weak homotopy is, as the name suggests,
weaker than the notion of representation up to homotopy in [1]. In Definition 6.2, we simply
require that a chain homotopy exist between ∆g∆h and ∆gh, whereas the definition in [1]
includes a map associating to each (g, h) ∈ G(2) a specific chain homotopy Ωg,h from ∆gh
to ∆g∆h, as well as higher homotopy maps, associating to each (g1, . . . , gp+1) ∈ G(p+1) a chain
p-homotopy, satisfying a series of coherence relations.
There is a functor from the category of representations up to homotopy to that of represen-
tations up to weak homotopy, given by forgetting the homotopy maps. Thus, the construction
below may be applied to representations up to homotopy, although it is obviously insensitive to
information contained in the homotopy maps.
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6.3 The induced representation on the Berezinian bundle
Let (E , ∂) be a bounded Z-graded cochain complex of finite-dimensional vector bundles over M ,
and let ∆ be a unital representation up to weak homotopy of G on (E , ∂). By Ber(E), we mean
the Berezinian bundle of the Z2-graded vector bundle obtained by quotienting out the grading
on E modulo 2.
We wish to prove that ∆ naturally induces a representation of G on Ber(E). The key obstacle
that needs to be overcome is the fact that ∆g might not be invertible for all g, in which case
the formula in (6.1) cannot be used. We will see that this difficulty can be circumvented, but
we first require the following brief detour into homological superalgebra.
Lemma 6.4. Let C1 and C2 be bounded Z-graded cochain complexes of finite-dimensional vector
spaces that are isomorphic as graded vector spaces (in other words, C1 and C2 have the same
dimension in each degree). Let f : C1 → C2 be a chain homotopy equivalence. Then there exists
a chain isomorphism f˜ : C1 → C2 that is chain homotopy equivalent to f .
Proof. Assume without loss of generality that C1 and C2 both vanish below degree 0. For each i,
we may (noncanonically) make a decomposition Ci1 = B
i
1⊕H i1⊕Bi+11 , where Bi1 = im ∂i−11 and
H i1 = B
i
1/ ker ∂
i
1. We make a similar decomposition for C
i
2. The fact that there exists a chain
homotopy equivalence between C1 and C2 implies that dimH i1 = dimH i2 for all i. Since we are
assuming that dimCi1 = dimC
i
2 for all i, we then have that
dimBi1 + dimB
i+1
1 = dimB
i
2 + dimB
i+1
2
for all i. Because C1 and C2 are assumed to vanish below degree 0, we have that dimB01 =
dimB02 = 0, and by induction we conclude that dimB
i
1 = dimB
i
2 for all i.
Next, we write f i in block form with respect to the above decompositions. Since f is a chain
map, it is block upper-triangular:
f i =
fB
i ∗ ∗
0 fH
i ∗
0 0 fB
i+1
 . (6.3)
Because of the dimension arguments above, all of the blocks along the diagonal are square.
Since f is a chain homotopy equivalence, the block fH
i
is invertible. Next, we will show that
the blocks fB
i
can be made invertible by a chain homotopy, which will complete the proof.
For any set of linear maps φi : Bi1 → Bi2, we can construct maps Φi : Ci1 → Ci−12 , which, in
terms of the above decompositions, are of the form
Φi =
 0 0 00 0 0
φi 0 0
 .
The maps Φi form a chain homotopy from f i to
f i + ∂ ◦ Φi + Φi+1 ◦ ∂ =
fB
i
+ φi ∗ ∗
0 fH
i ∗
0 0 fB
i+1
+ φi+1
 .
The result follows from the fact that the maps φi can be chosen arbitrarily. 
Lemma 6.5. Let C be a bounded Z-graded cochain complex of finite-dimensional vector spaces,
and let f be a chain automorphism of C. If f is chain homotopic to the identity, then Ber(f) =
Ber(id) = 1.
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Proof. As in the proof of Lemma 6.4, choose a decomposition Ci = Bi⊕H i⊕Bi+1 for each i.
If f is a chain automorphism, then it has block form (6.3), where the blocks along the diagonal
are nondegenerate. The Berezinian (see (6.2)) of f is
Ber(f) =
∏
i
det
(
f2i
)
det
(
f2i+1
) = ∏
i
det
(
fH
2i)
det
(
fH2i+1
) . (6.4)
If f is chain homotopic to the identity, then fH
i
= I for all i, and it follows that Ber(f) = 1. 
The following is an immediate consequence of Lemma 6.5.
Corollary 6.6. Let C1 and C2 be as in Lemma 6.4, and let f1, f2 : C1 → C2 be homotopy equivalent
chain isomorphisms. Then the induced maps fˆ1, fˆ2 : Ber(C1)→ Ber(C2) are equal to each other.
We now return to the situation described at the beginning of Section 6.3.
Theorem 6.7. Let (E , ∂) be a bounded Z-graded cochain complex of finite-dimensional vector
bundles over M , and let ∆ be a unital representation up to weak homotopy of G on (E , ∂). Then
there is a canonically induced representation ∆ˆ of G on Ber(E).
Proof. For any g ∈ G, the unital property of ∆ implies that ∆g and ∆g−1 are homotopy
inverses. Therefore ∆g is a chain homotopy equivalence from Es(g) to Et(g). If ∆g is not invertible,
then by Lemma 6.4, it can be replaced by a homotopy equivalent map which is invertible. By
Corollary 6.6, the induced map ∆ˆg from Ber(E)s(g) to Ber(E)t(g) does not depend on the choice
of invertible replacement.
Since ∆g∆h is chain homotopic to ∆gh for all (g, h) ∈ G(2), it follows from Corollary 6.6 that
∆ˆg∆ˆh = ∆ˆgh. 
For simplicity, we assume in the following definition that E is superorientable, but the con-
struction can be extended to the nonsuperorientable case following Remark 3.3.
Definition 6.8. The modular class ΦE of the representation up to weak homotopy ∆ is defined
to be the characteristic class ΦBer(E) associated to the line bundle representation ∆ˆ.
Remark 6.9. Let σ be a nonvanishing section of Ber(E). Then the associated characteristic
function is the appropriately-defined Berezinian function, whose value at g ∈ G is Berσ(∆g),
as in (6.2). By “appropriately defined”, we mean that one may need to choose an invertible
replacement for ∆g before taking the Berezinian. The representation up to weak homotopy is
unimodular if and only if there exists a G-invariant Berezinian element on E .
Example 6.10 (regular representations up to homotopy). A representation up to (weak) ho-
motopy is called regular if the coboundary map ∂i has constant rank for each i. In this case,
the cohomology of the complex (E , ∂) consists of vector bundles H i, and there is a naturally
induced representation ∆i on H i for each i.
From (6.4), we have the following relationship between the modular class ΦE and the modular
classes ΦHi :
ΦE =
∏
i
ΦH2i
ΦH2i+1
.
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7 The adjoint representation and volume elements
Recall [1, 8] that the adjoint representation of a Lie groupoid G ⇒ M is a representation up
to homotopy on the 2-term complex A
ρ→ TM , where A is the Lie algebroid of G and ρ is
the anchor map. Here, we view A as being in degree 0 and TM as being in degree 1. The
adjoint representation depends on the choice of a “horizontal lift,” but different choices lead to
representations up to homotopy that are homotopy equivalent to each other. Thus, for any fixed
nonvanishing section σ of Ber(TM ⊕A) = ∧topA⊗∧topT ∗M , the resulting modular function φσ
is independent of the choice of horizontal lift. We will refer to the class [φσ] ∈ H1(G) as the
modular class of G.
In [12], A. Weinstein showed that G-invariant nonvanishing sections of ∧topA ⊗ ∧topT ∗M
may be interpreted as volume forms on the differentiable stack M//G presented by G. Super-
orientability of the graded vector bundle A⊕TM is clearly a necessary condition for the existence
of such a volume form. Under the assumption of superorientability, the modular class of G may
be then be interpreted as the remaining obstruction.
We remark that, in the case where superorientability does not hold, one could instead consider
a weaker version of the modular class, as indicated by Remark 3.3. We would expect that this
class should be interpreted as the obstruction to the existence of a density on M//G.
Example 7.1 (proper Lie groupoids). In [2], it was shown that, if G is a proper Lie groupoid,
then its cohomology vanishes in degrees ≥ 1. Since the modular class lives in H1(G), it obviously
vanishes when G is proper. Therefore, assuming superorientability, proper Lie groupoids always
admit volume forms in the sense of [12].
Example 7.2 (fundamental groupoids). Let M be a manifold, and consider the fundamental
groupoid Π1(M) ⇒M . Its adjoint representation up to homotopy is on the complex TM id→ TM ,
which is superorientable and has trivial cohomology. As a result, the associated modular class
vanishes, so fundamental groupoids always admit volume forms.
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