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Uvod
Ovaj rad mozˇe se podijeliti na 2 dijela. U prvom dijelu opisat c´emo teorijsku stranu evolu-
cijskih algoritama, s naglaskom na genetskim algoritmima. Posebno c´emo se fokusirati na
kljucˇne elemente genetskih algoritama i razne implementacije tih elemenata, nakon cˇega
c´emo detaljno opisati za kakav je tip problema koja od implementacija pogodna. U drugom
dijelu na primjeru biomorfa demonstrirat c´emo rad genetskih algoritama, varirati njihove
parametre te usporediti izvedbu algoritama u ovisnosti o slozˇenosti problema na koji smo
ih primijenili.
0.1 Uvod, ideja i povijest evolucijskih algoritama
U ovom poglavlju ukratko c´emo opisati osnovne ideje i pojmove koji su nam potrebni za
razmatranje genetskih algoritama. Takoder c´emo, u kratkim crtama, opisati razvoj ideje
genetskih algoritama kroz povijest te biolosˇke procese koji su inspirirali njihov razvoj.
Evolucijski algoritmi, kao sˇto i samo ime govori, posebna su vrsta algoritama ins-
pirirana procesom evolucije. Glavna ideja evolucijskih algoritama je, koristec´i metodu
pokusˇaja i pogresˇaka, simulirati proces evolucije te ga primijeniti na rjesˇavanje problema.
0.1.1 Osnovni pojmovi
Promotrimo sada podrobnije kako je pojam evolucije povezan s evolucijskim algoritmima.
U teoriji evolucije, neku okolinu nastanjuje populacija jedinki kojima je ”cilj” prezˇivjeti i
razmnozˇavati se. Podobnost (eng. fitness) tih jedinki govori nam koliko je pojedina jedinka
uspjesˇna u ispunjavanju tih ciljeva, dakle reprezentira sˇansu jedinke da prezˇivi dovoljno
dugo kako bi se razmnozˇavala. U kontekstu rjesˇavanja problema jedinke izjednacˇavamo s
kandidatima za rjesˇenje. Kvalitetu tih potencijalnih rjesˇenja, dakle koliko dobro ona aprok-
simiraju rjesˇenje problema, mozˇemo iskoristiti kako bi odlucˇili s kolikom c´e vjerojatnosˇc´u
odredeni kandidat za rjesˇenje sudjelovati u konstrukciji sljedec´ih kandidata (intuitivno, sˇto
kandidat za rjesˇenje bolje aproksimira rjesˇenje ta bi vjerojatnost trebala biti vec´a). Sljedec´a
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tablica prikazuje vezu pojmova iz teorije evolucije i evolucijskih algoritama.
Evolucija ↔ Algoritam
Okolina ↔ Problem
Jedinka ↔ Kandidat za rjesˇenje
Podobnost ↔ Kvaliteta rjesˇenja
0.1.2 Kratak povijesni pregled
Ideja primjene Darwinovih principa evolucije na racˇunalno rjesˇavanje problema datira josˇ
iz 1940-ih godina, dakle cˇak i prije razvoja modernih racˇunala. Vec´ 1948. godine Turing
je predlozˇio ”genetsko ili evolucijsko pretrazˇivanje”, a 1962. Bremermann je provodio
eksperimente na ”optimizaciji uz evoluciju i rekombinaciju”. 60-ih godina razvijene su 3
razlicˇite implementacije osnovne ideje evolucijskih algoritama. U SAD-u, Fogel, Owens
i Walsh razvili su evolucijsko programiranje (eng. evolutionary programming)[7], dok
je Holland svoju metodu nazvao genetskim algoritmom[10]. Istovremeno, u Njemacˇkoj,
Rechenberg i Schwefel razvili su evolucijske strategije (eng. evolution strategies)[13][15].
Neko vrijeme ta su se podrucˇja razvijala odvojeno, no od ranih 90-ih godina ona se sma-
traju razlicˇitim predstavnicima jedne grane. U isto vrijeme pojavila se i cˇetvrta podvrsta,
geneticˇko programiranje[11]. Danas se svi algoritmi iz tog podrucˇja nazivaju zajednicˇkim
terminom, evolucijski algoritmi. Stari nazivi ostali su kao nazivi podvrsta algoritama.
0.1.3 Inspiracija u biologiji
Darwinova teorija evolucije daje nam objasˇnjenje bioraznolikosti i mehanizama kojima se
postizˇe bioraznolikost. U makroskopskom pogledu na evoluciju, glavnu ulogu igra proces
prirodne selekcije. U okolini u kojoj mozˇe zˇivjeti samo odreden broj jedinki, ocˇito je da je
potreban neki oblik selekcije, ako se zˇeli izbjec´i eksponencijalan rast populacije. Prirodna
selekcija favorizira one jedinke koje su najbolje prilagodene uvjetima okoline, tj. koje
najbolje mogu iskoristiti dostupne resurse.
Ovako opisana prirodna selekcija je jedna od dvije osnovne ideje teorije evolucije.
Druga osnovna ideja rezultat je fenotipskih varijacija unutar populacije. Fenotip jedinke su
karakteristike jedinke (fizicˇke ili bihevioristicˇke) koje imaju direktan utjecaj na interakciju
jednike s okolinom, dakle koje utjecˇu na njenu podobnost, a preko toga i na vjerojatnost
prezˇivljavanja. Svaka jedinka jedinstvena je kombinacija fenotipskih karakteristika. Ako
okolina te fenotipske karakteristike ocijeni povoljno, onda se one zadrzˇavaju u populaciji
kroz potomstvo te jedinke, dok se negativno ocijenjene karakteristike gube jer negativno
ocijenjene jedinke cˇesˇc´e umiru bez potomstva. Darwin je uocˇio da se male nasumicˇne
varijacije, mutacije, u fenotipu dogadaju tijekom reprodukcije iz generacije u generaciju.
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Kao rezultat tih varijacija, pojavljuju se i ocijenjuju nove kombinacije svojstava. Najbolje
medu njima prezˇive i razmnozˇavaju se, time omoguc´ujuc´i evoluciju.
Ukratko, populacija se sastoji od odredenog broja jedinki. Vjerojatnost da se te je-
dinke razmnozˇavaju direktno ovisi o tome koliko su one dobro prilagodene okolini. Raz-
mnozˇavanjem uspjesˇnijih jedinki, uz povremene mutacije, pojavljuju se nove jedinke. Time
se, uz dovoljno vremena, mijenja cijela populacija, dakle ona evoluira.
Graficˇki se taj proces mozˇe prikazati kao na grafu 1. Z-os grafa prikazuje podobnost
(fitnes), dakle vec´i z pridruzˇujemo boljoj podobnosti i obrnuto. X i Y os pridruzˇujemo
nekim karakteristikama jedinke. Ocˇito, na X-Y ravnini sada su sadrzˇane sve moguc´e kom-
binacije karakteristika, dok se na Z-osi mozˇe ocˇitati podobnost jedinke s tim karakteristi-
kama. Neku populaciju sad mozˇemo zamisliti kao skup tocˇaka u prostoru, gdje svaka tocˇka
predstavlja jednu jedinku. Evoluciju tada mozˇemo zamisliti kao proces postupnog pomaka
populacije na vec´u visinu. Valja spomenuti da je, zbog konacˇnog broja jedinki te zbog
nasumicˇnosti u cijelom procesu, moguc´ gubitak dobro prilagodenih jedinki iz populacije.
To nam, za razliku od procesa optimizacije, omoguc´uje i ”pomicanje nizbrdo” te nam nisˇta
ne jamcˇi da c´e se populacija vratiti istim putem. Iz toga slijedi da je moguc´e pobjec´i iz
lokalnih optimuma te postic´i globalni optimum.
Slika 1: Primjer ovisnosti vrijednosti podobnosti o kombinaciji 2 gena.
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Poglavlje 1
Evolucijski algoritmi
U ovom poglavlju pozabavit c´emo se glavnim pojmovima koji su nuzˇni kod proucˇavanja
bilo kakvih evolucijskih algoritama. Svi pojmovi opisani u ovom poglavlju zajednicˇki su
za sve 4 varijante evolucijskih algoritma 1, iako njihova vazˇnost varira. Opisat c´emo glavne
komponente evolucijskih algoritama, objasniti njihovu ulogu te pridruzˇenu terminologiju.
Takoder c´emo usporediti evolucijske algoritme s ostalim algoritmima za optimizaciju.
1.1 Sˇto je evolucijski algoritam?
Kao sˇto smo vec´ spomenuli u prethodnom poglavlju, ideja na kojoj se baziraju evolucijski
algoritmi je da c´e se opc´a podobnost populacije podic´i kao rezultat prirodne selekcije. Za
danu funkciju podobnosti koju trebamo maksimizirati, nasumicˇno kreiramo skup kandidata
za rjesˇenje te na njih primijenimo funkciju. Na temelju rezultata, mozˇemo odabrati bolje
kandidate kao roditelje sljedec´e generacije i na njih primijeniti rekombinaciju i/ili muta-
ciju. Operatore mutacije i rekombinacije detaljnije c´emo objasniti kasnije. Primjenom tih
operatora dobijemo novi skup kandidata za rjesˇenje za koje opet izracˇunamo njihovu po-
dobnost. Nakon toga, novi zajedno sa starim kandidatima ulaze u izbor za kandidate koji
c´e se prenijeti u sljedec´u generaciju. Taj izbor najcˇesˇc´e se zasniva na temelju podobnosti
(ulogu mozˇe igrati i starost kandidata). Opisani proces ponavljamo sve dok ne pronademo
dovoljno dobrog kandidata za rjesˇenje.
Dakle, gore navedeni proces zasniva se na dvije stvari:
• Operatori mutacije i rekombinacije stvaraju potrebnu raznolikost i time omoguc´avaju
varijacije u populaciji
• Funkcija podobnosti omoguc´uje nam selekciju rjesˇenja.
1Nabrojene u 0.1.2
5
6 POGLAVLJE 1. EVOLUCIJSKI ALGORITMI
Kombinacija te dvije pokretacˇke sile vodi do porasta podobnosti kandidata kroz gene-
racije.
Primijetimo da je evolucijski proces stohasticˇki. Iako je vjerojatnost odabira jedinki
s visˇom podobnosti vec´a od vjerojatnosti odabira jedinki s manjom podobnosti, cˇak i te
manje kvalitetne jedinke imaju pozitivnu vjerojatnost prezˇivljavanja, kao i vjerojatnost da
c´e postati roditelj. Naime, i kod odabira roditelja kod rekombinacije, i kod odabira jedinke
za mutaciju, taj odabir se vrsˇi nasumicˇno. Algoritam 1 prikazuje pseudokod evolucijskog
algoritma2, dok slika 1.1 prikazuje shemu.
Algorithm 1: Evolucijski algoritam
INICIJALIZIRAJ populaciju sa nasumicˇnim kandidatima
IZRACˇUNAJ podobnost za svakog kandidata
while nije zadovoljen UVJET ZAUSTAVLJANJA do
Odaberi roditelje
Izvrsˇi REKOMBINACIJU roditelja
MUTIRAJ potomstvo
EVALUIRAJ nove kandidate
ODABERI jedinke koje c´e sacˇinjavati sljedec´u generaciju
end
Primijetimo tri bitne cˇinjenice kod evolucijskih algoritama:
• Evolucijski algoritmi istovremeno procesuiraju cijelu populaciju, tj. sve kandidate
za rjesˇenja.
• Evolucijski algoritmi koriste rekombinaciju kako bi informacije iz visˇe kandidata
bile zastupljene u jednom, novom kandidatu.
• Evolucijski algoritmi su stohasticˇki
1.2 Komponente evolucijskih algoritama
U ovom poglavlju detaljno c´emo opisati sve komponente, procedure i operatore koji mo-
raju biti zadani kako bi EA bio dobro definiran. Posebno isticˇemo najvazˇnije medu njima
(takoder istaknuti tiskanim slovima u algoritmu 1):
• Reprezentacija jedinki
2U daljnjem tekstu EA
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Slika 1.1: Shema evolucijskog algoritma
• Funkcija podobnosti
• Populacija
• Mehanizam odabira roditelja
• Operatori mutacije i rekombinacije
• Mehanizam odabira jedinki koje c´e prezˇivjeti do sljedec´e generacije.
• Nacˇin inicijalizacije populacije
• Uvjet zaustavljanja
Svaka od tih komponenti je nuzˇna kako bi se definirao neki EA.
1.2.1 Reprezentacija jedinki
Kao prvi korak u definiranju EA moramo definirati vezu izmedu prostora u kojem se nalazi
problem i prostora u kojem c´e EA trazˇiti rjesˇenje. Kandidate za rjesˇenje unutar prostora u
kojem se nalazi problem zovemo fenotipi, dok njihove reprezentante u EA zovemo geno-
tipi. Reprezentacija je pocˇetni korak u kojem specificiramo preslikavanje iz skupa fenotipa
u skup genotipa koji ih reprezentiraju. To preslikavanje mora biti invertibilno; za svaki
genotip mora postojati najvisˇe jedan fenotip. Kao trivijalan primjer mozˇemo promatrati
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problem optimizacije na N. Tada je N skup fenotipa, dok kao primjer genotipa mozˇemo
promatrati binarni zapis broja. Vazˇno je napomenuti da prostor u kojem se nalaze fenotipi
mozˇe biti bitno razlicˇit od prostora u kojem se nalaze genotipi. EA rjesˇava problem u pros-
toru genotipa; rjesˇenje problema u fenotipskom prostoru dobivamo dekodiranjem genotipa
nakon kraja EA.
1.2.2 Funkcija podobnosti
Funkcijom podobnosti reprezentiramo uvjete na koje se jedinka mora prilagoditi. Ona
omoguc´uje selekciju, tocˇnije pomoc´u nje mozˇemo ocijeniti podobnost neke jedinke i defi-
nirati poboljsˇanje. To je funkcija koja svakom genotipu pridruzˇuje mjeru njegove kvalitete.
Matematicˇki gledano, ta funkcija je kompozicija neke mjere kvalitete i inverza reprezenta-
cije. Konkretno, drzˇimo li se primjera iz prethodne cjeline, zˇelimo li maksimizirati x2 na
N, kvalitetu genotipa 10010 definiramo kao kvadrat odgovarajuc´eg fenotipa 182 = 324.
1.2.3 Populacija
Populacija sadrzˇi reprezentaciju nekih moguc´ih rjesˇenja, tocˇnije populacija je multiskup
genotipa. Vazˇno je istaknuti da se jedinke ne mijenjaju ni ne prilagodavaju; to radi popu-
lacija, dakle populacija je osnovna jedinica evolucije. U vec´ini slucˇajeva, prvu populaciju
definiramo nasumicˇnim generiranjem odredenog broja jedinki, dok za neke, sofisticiranije
EA mozˇemo zadati i neke dodatne uvjete. U skoro svim primjenama EA velicˇina popula-
cije je konstantna.
Raznovrsnost populacije je mjera broja razlicˇitih rjesˇenja. Ne postoji jedinstvena mjera
za raznovrsnost. Obicˇno se koriste broj razlicˇitih vrijednosti podobnosti, broj razlicˇitih fe-
notipa i broj razlicˇitih genotipa. Takoder se mogu koristiti statisticˇke mjere poput entropije.
Primijetimo da postojanje samo jedne vrijednosti podobnosti ne znacˇi nuzˇno i postojanje
samo jednog fenotipa te da postojanje samo jednog fenotipa ne znacˇi nuzˇno i postojanje
samo jednog genotipa. Obrnuto, jednom genotipu pridruzˇen je tocˇno jedan fenotip te po-
dobnost.
1.2.4 Mehanizam odabira roditelja
Uloga mehanizma odabira roditelja je da, medu svim raspolozˇivim jedinkama, omoguc´i
odabir ”boljih” roditelja (naravno, boljih u kontekstu bolje podobnosti). Zajedno s meha-
nizmom odabira jedinki koje c´e prezˇivjeti do sljedec´e generacije, odabir roditelja uzrok
je poboljsˇavanja svojstava populacije kroz generacije. Napomenimo da je odabir roditelja
najcˇesˇc´e probabilisticˇki, pa iako pojedinci s boljom podobnosti imaju bitno vec´e sˇanse da
budu odabrani, postoji i sˇansa da se za roditelje odaberu i manje kvalitetne jedinke. Iako
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na prvi pogled nije jasna prednost takvog pristupa, kad bi uvijek uzimali samo najkvalitet-
nije pojedince, algoritam bi bio previsˇe pohlepan i postojala bi velika sˇansa da zapnemo u
lokalnom optimumu.
1.2.5 Operatori varijacije
Operatori varijacije stvaraju nove jedinke iz vec´ postojec´ih. U odgovarajuc´em fenotipskom
prostoru to je ekvivalentno generiranju novih kandidata za rjesˇenje. Iz perspektive ”gene-
riraj i testiraj” algoritama, operatori varijacije odgovaraju ”generiraj” koraku. Operatore
varijacije u EA dijelimo na 2 tipa, ovisno o tome jesu li unarni ili binarni.
Operator mutacije
Unarni operator varijacije nazivamo operator mutacije. Ulazni podatak operatora mutacije
je jedan genotip, a izlazni je modificirani genotip. Promjena izmedu ta dva genotipa je
obicˇno mala. Mutacija je uvijek stohasticˇki operator; genotip potomka je rezultat niza
nasumicˇnih promjena. Vazˇno je napomenuti da svaki unarni operator ne smatramo nuzˇno
mutacijom, ukoliko ne ispunjava i uvjete nepristranosti i nasumicˇnosti. Zbog toga se mnogi
heuristicˇki operatori ne smatraju mutacijama u strogom smislu rijecˇi. Uloga mutacije se
razlikuje u raznim granama EA, kasnije c´emo se detaljnije pozabaviti ulogom mutacije u
genetskim algoritmima.
Generiranje potomka mozˇemo promatrati i kao pomak na neku drugu tocˇku u genotip-
skom prostoru. Iz te perspektive, operator mutacije ima i teorijsku ulogu, naime, on nam
jamcˇi da je prostor povezan (ukoliko ne bi imali operator mutacije, nikad ne bi mogli doc´i
do nekih tocˇaka u prostoru, konkretno onih tocˇaka koje ne mozˇemo dobiti kombinacijama
vec´ postojec´ih jedinki). Postoje teoremi 3 koji nam jamcˇe da c´e EA nac´i globalni opti-
mum (uz dovoljno vremena), uz uvjet povezanosti prostora. Taj zahtjev trivijalno zadovo-
ljava operator mutacije definiran tako da u svakom koraku mozˇe, uz pozitivnu vjerojatnost,
skocˇiti u bilo koju tocˇku prostora.
Operator rekombinacije
Binarni 4 operator varijacije nazivamo operator rekombinacije (eng. recombination, cro-
ssover). Kao sˇto i samo ime govori, ovaj operator spaja genetske informacije dva (ili visˇe)
roditelja u jedan ili visˇe potomaka. Slicˇno kao i mutacija, operator rekombinacije je sto-
hasticˇki; izbor dijelova koji c´e svaki roditelj prenijeti na potomke te nacˇin spajanja tih
dijelova je nasumicˇan.
3vidi A.E. Eiben, E.H.L Aarts, K.M.Van Hee. Global convergence of genetic algorithms: a Markov chain
analysis. In: Schwefel. Maenner [343]. pp 4-12
4lako se poopc´i i na n-arni. To poopc´enje nema biolosˇkog ekvivalenta.
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Razlog zbog cˇega je rekombinacija pozˇeljna je jednostavan; rezultat kombiniranja ge-
netskog materijala visˇe jedinki s razlicˇitim, ali pozˇeljnim karakteristikama, je potomak
koji bi mogao objedinjavati te karakteristike.5 U EA, stvara se odredeni broj potomaka
nasumicˇnom rekombinacijom te se nadamo da c´e neki od njih imati bolje karakteristike od
svojih roditelja. Operator rekombinacije najcˇesˇc´e se primjenjuje probabilisticˇki. 6
Na kraju, napomenimo josˇ da za razlicˇite reprezentacije genotipa, moramo definirati
razlicˇite operatore varijacije. Na primjer, ako je genotip niz bitova, operator mutacije
mozˇemo definirati kao operator koji c´e s odredenom vjerojatnosti promijeniti 1 u 0 i
obratno. Ukoliko je genotip reprezentiran na neki drugi nacˇin, npr. binarnim stablom,
trebamo i drugacˇije definiran operator.
1.2.6 Mehanizam odabira jedinki koje prezˇivljavaju do sljedec´e gene-
racije
Ovaj mehanizam omoguc´uje nam odabir jedinki koje c´e prezˇivjeti, uzimajuc´i u obzir nji-
hovu podobnost ili neka druga svojstva. Po tome je slicˇan mehanizmu odabira roditelja, no
obavlja se u drugoj fazi evolucijskog ciklusa 1.1. Kao sˇto smo vec´ spomenuli, velicˇina po-
pulacije je skoro uvijek konstantna, pa nam je potreban neki mehanizam koji c´e odlucˇivati
koje jedinke c´e opstati do sljedec´e generacije. Za razliku od mehanizma odabira rodite-
lja, kao i operatora mutacije i rekombinacije koji su stohasticˇki, ovaj operator je deter-
ministicˇki. Najcˇesˇc´e se odabire najboljih n jedinki (eng. fitness biased selection) ili se
selekcija vrsˇi s obzirom na dob (eng. age biased selection).
1.2.7 Inicijalizacija
Inicijalizacija je u vec´ini implementacija EA relativno jednostavna. Prva populacija cˇesto
je samo skup nasumicˇno odabranih jedinki. No, mozˇemo i iskoristiti neku heuristicˇku me-
todu koja bi nam, ovisno o problemu dala kvalitetniju inicijalnu populaciju. No, postavlja
se pitanje, je li uopc´e isplativo trosˇiti resurse na takvu vrstu inicijalizacije. O tome c´emo
detaljnije raspravljati u 1.3.
1.2.8 Uvjet zaustavljanja
Ukoliko se bavimo problemom za koji nam je poznat globalni optimum, tada je najbo-
lje kao uvjet zaustavljanja uzeti dovoljno dobru aproksimaciju tog optimuma (dakle pri-
blizˇavanje optimumu na manje od nekog )
5Najbolji primjer korisˇtenja ovog principa je razvoj raznih pasmina zˇivotinja i sorti biljaka.
6Biolosˇki gledano, rekombinacija je superiorna mutaciji; vec´ina slozˇenijih organizama na Zemlji raz-
mnozˇava se seksualno.
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Medutim, kako su EA stohasticˇki, uglavnom nije zajamcˇeno postizanje globalnog op-
timuma, pa se mozˇe dogoditi da taj uvjet nikad nec´e biti zadovoljen. Dakle, potrebno je
dodati josˇ jedan uvjet zaustavljanja koji sigurno zaustavlja algoritam. Obicˇno se koriste
neke od sljedec´ih opcija:
1. Prekoracˇeno vrijeme izvrsˇavanja.
2. Prekoracˇen neki broj evaluacija podobnosti.
3. Za neki broj generacija (ili evaluacija podobnosti), poboljsˇanje podobnosti je manje
od neke vrijednosti.
4. Raznolikost populacije pala je ispod neke vrijednosti.
Uvjet zaustavljanja najcˇesˇc´e je zadan kao disjunkcija: ili je postignut optimum, ili je
zadovoljen neki od uvjeta 1-4.
1.3 Rad evolucijskog algoritma
U ovom poglavlju iznijet c´emo neka generalna zapazˇanja o radu EA. Pretpostavimo da
zˇelimo maksimizirati jednodimenzionalnu funkciju cilja. Slika 1.2 prikazuje tri faze kroz
koje prolazi evolucijski algoritam, konkretno kako je populacija distribuirana na pocˇetku,
u sredini i na kraju evolucije. U prvoj fazi, odmah nakon inicijalizacije, jedinke su unifor-
mno raspodijeljene na cijelom prostoru pretrazˇivanja. Nakon pocˇetka rada EA situacija se
mijenja. Zbog mutacije i rekombinacije populacija se postupno pocˇinje ”penjati” prema
podrucˇjima s boljom podobnosti. Josˇ kasnije (blizu kraja pretrazˇivanja, uz dobro zadane
uvjete zaustavljanja), cijela populacija koncentrirala se oko nekoliko lokalnih maksimuma.
Slika 1.2: Pomicanje populacije tijekom evolucije. Na y osi nalazi se vrijednost podob-
nosti.
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Razlicˇite faze trazˇenja rjesˇenja cˇesto se kategoriziraju s obzirom na procese istrazˇivanja
(eng. exploration) tijekom cˇega se generiraju nove jedinke u josˇ neistrazˇenim dijelovima
prostorate iskorisˇtavanja (eng. explotation) za vrijeme cˇega se pretrazˇivanje koncentrira
oko vec´ postojec´ih dobrih rjesˇenja. Kod trazˇenja rjesˇenja evolucijskim algoritmima mo-
ramo voditi racˇuna o balansu te dvije komponente; koncentriramo li se previsˇe na is-
trazˇivanje, nasˇ c´e algoritam biti neefikasan, dok c´e se u suprotnom slucˇaju algoritam pre-
brzo fokusirati na neki mali dio prostora sˇto mozˇe dovesti do prerane konvergencije (eng.
premature convergence) i zapinjanja u lokalnom optimumu.
Promotrimo graf 1.3 koji prikazuje kretanje vrijednosti podobnosti najbolje jedinke
kroz vrijeme. Taj oblik krivulje karakteristicˇan je za EA (kao i generalno za algoritme koji
iterativno poboljsˇavaju rjesˇenja) te lako mozˇemo vidjeti kako je napredovanje algoritma u
pocˇetku vrlo brzo te sve visˇe usporava kroz vrijeme.
Slika 1.3: Prikaz tipicˇnog napredovanja podobnosti najbolje jedinke kroz vrijeme.
Sjetimo se sada razmatranja o isplativosti primjene neke heuristike kako bi dobili bo-
lju pocˇetnu populaciju. U vec´ini slucˇajeva takvo nesˇto je neisplativo, jer c´e se ta razina
podobnosti ionako postic´i vec´ kroz nekoliko prvih generacija algoritma 1.4.
Takoder, graf 1.3 mozˇe nam pomoc´i u razmatranjima kako odabrati uvjete zaustavlja-
nja. U grafu 1.5 podijelili smo izvodenje algoritma na dvije jednako duge faze. Ocˇito je
da je poboljsˇanje podobnosti najbolje jedinke bitno vec´e u prvoj nego u drugoj fazi. Iz
toga mozˇemo zakljucˇiti da je neisplativo algoritam provoditi kroz jako veliki broj koraka;
napredak nakon odredenog vremena mozˇe postati zanemariv.
Na kraju ovog poglavlja, promotrimo efikasnost EA na sˇirokom spektru problema. Graf
1.6 prikazuje usporedbu EA s nasumicˇnim pretrazˇivanjem, kao i algoritmom namijenjenim
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Slika 1.4: Usporedba najbolje podobnosti u nasumicˇno inicijaliziranoj populaciji (a) i u po-
pulaciji inicijaliziranoj pomoc´u neke heuristicˇke metode (b). Primijetimo da je poboljsˇanje
malo, tj. malen je k, broj generacija potreban EA da dosegne tu razinu.
Slika 1.5: Usporedba napretka na pocˇetku algoritma i u kasnijoj fazi.
za neki konkretan problem. Iako EA nisu efikasni kao i algoritmi pisani za neki konkretan
problem, njihova je najvec´a prednost podjednako dobra izvedba na sˇirokom spektru pro-
blema. Postoji moguc´nost kombinacije ta dva ekstrema u neku vrstu hibridnog algoritma.
1.3.1 Evolucijski algoritmi i globalna optimizacija
Kao sˇto smo vec´ spomenuli u uvodu, broj i kompleksnost problema s kojima se suocˇavamo
u stalnom je i brzom porastu. Takoder, prisjetimo se da se EA cˇesto koriste kao alat za
optimizaciju. Naravno, postoje i mnoge druge tehnike optimizacije te c´emo se u ovom
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Slika 1.6: Usporedba EA, nasumicˇnog pretrazˇivanja i algoritama za specificˇan problem.
poglavlju pozabaviti usporedbom EA s ostalim metodama optimizacije.
Koristit c´emo pojam globalne optimizacije za proces pronalazˇenja rjesˇenja x∗ u skupu
svih potencijalnih rjesˇenja S , gdje x∗ ima optimalnu vrijednost za neku funkciju podobnosti
f . Drugim rijecˇima, pokusˇavamo nac´i rjesˇenje x∗ tako da x , x∗ ⇒ f (x∗) ≥ f (x), u slucˇaju
maksimizacije, dok u slucˇaju minimizacije samo okrenemo znak nejednakosti.
Primijetimo da postoje deterministicˇki algoritmi, za koje, ukoliko im dozvolimo da se
provedu do kraja, znamo da c´e pronac´i egzaktno rjesˇenje x∗. Trivijalan primjer je nabra-
janje svih cˇlanova skupa S . No, primijetimo odmah i problem takvog pristupa, naime vri-
jeme potrebno za takvo rjesˇavanje problema je najcˇesˇc´e preveliko za bilo kakvu prakticˇnu
primjenu. Josˇ jedan primjer deterministicˇkih algoritama su takozvani box decomposition
algoritmi, koji se baziraju na organizaciji elemenata iz S u neku vrstu stabla, nakon cˇega
se na procjeni kvalitete rjesˇenja u svakoj grani odlucˇuje hoc´emo li provjeravati rjesˇenja u
toj grani. Iako takve metode mogu vrlo brzo doc´i do rjesˇenja, u najgorem slucˇaju (kod
suboptimalnog poretka pretrazˇivanja), slozˇenost je i dalje ista kao i kod nabrajanja.
Sljedec´e, promotrimo heuristicˇke metode, metode koje si mozˇemo predocˇiti kao skup
pravila koja govore koje c´e potencijalno rjesˇenje iz S biti sljedec´e generirano i testirano.
Za neke heuristike, kao i za neke varijante EA, postoje dokazi o konvergenciji. No, njihov
nedostatak je sˇto ne mogu rjesˇenje x∗ prepoznati kao globalni optimum, vec´ jednostavno
kao najbolje dosad pronadeno rjesˇenje, pa se postavlja pitanje kako prepoznati optimalan
trenutak kada zaustaviti algoritam.
Takozvani algoritmi lokalnog pretrazˇivanja uzimaju neko pocˇetno rjesˇenje x te pre-
trazˇuju N(x)7 kako bi pronasˇli neki x′ koji je bolje rjesˇenje od x. Ukoliko takvo rjesˇenje
7N(x) je skup svih susjeda od x
1.3. RAD EVOLUCIJSKOG ALGORITMA 15
postoji, tada ono postaje novo privremeno rjesˇenje te se u sljedec´em koraku pretrazˇuje
N(x′). Taj proces c´e dovesti do pronalazˇenja lokalnog optimuma. Prednost takvih algori-
tama8 je u tome sˇto brzo nalaze relativno dobra rjesˇenja, sˇto je cˇesto dovoljno za prakticˇne
primjene. Negativna strana je ta sˇto cˇesto zapne u lokalnom optimumu, sˇto je proble-
maticˇno kod problema s mnogo lokalnih optimuma, buduc´i da nemamo nikakvu ocjenu
kvalitete rjesˇenja u globalu.
Glavna razlika izmedu raznih algoritama za lokalno pretrazˇivanje i EA je korisˇtenje
populacije. Populacija omoguc´uje algoritmu da definira neuniformnu raspodjelu kandidata
za rjesˇenje, sˇto omoguc´uje da se novi kandidati za rjesˇenja s vec´om vjerojatnosˇc´u generi-
raju u ”boljim” podrucˇjima(za razliku od globalnog nasumicˇnog pretrazˇivanja), no ujedno
i izbjegava fokusiranje na podrucˇje oko samo jednog lokalnog ekstrema(za razliku od lo-
kalnog pretrazˇivanja). Takoder, prednosti cˇuvanja razlicˇitih kandidata u populaciji posebno
dolazi do izrazˇaja kod velikih i nepovezanih prostora pretrazˇivanja. Osim toga, moguc´nost
cˇuvanja visˇe primjeraka jednog rjesˇenja pokazala se korisnom kod rada s funkcijama po-
dobnosti kod kojih se pojavljuje sˇum ili neka vrsta nasumicˇnosti.
8tzv. hill climbers
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Poglavlje 2
Genetski algoritmi
U ovom poglavlju fokusirat c´emo se na jednu podvrstu EA, genetske algoritme 1, koji su
ujedno i najcˇesˇc´e korisˇtena grana EA. Na pocˇetku c´emo razmotriti cˇetiri razlicˇita nacˇina
reprezentacija kandidata za rjesˇenje. Nakon toga, opisat c´emo operatore mutacije i rekom-
binacije prikladne za svaku od cˇetiri navedene reprezentacije, dok c´emo na kraju promo-
triti razlicˇite mehanizme selekcije i zamjene koje koristimo kako bi regulirali populaciju
moguc´ih rjesˇenja. Kao sˇto c´e se jasno vidjeti u ovom poglavlju, ne postoji jedan nacˇin za
kreiranje GA; on nastaje kombinacijom razlicˇitih operatora koji su prikladni za rjesˇavanje
nekog konkretnog problema.
2.1 Reprezentacija
2.1.1 Reprezentacija jedinki
Kao sˇto smo spomenuli u prethodnom poglavlju, prvi korak u konstrukciji bilo kojeg EA
je reprezentacija kandidata za rjesˇenje. To ukljucˇuje definiciju genotipa te preslikavanja s
genotipa u fenotip. U ovoj cjelini poblizˇe c´emo se pozabaviti neki uobicˇajenim nacˇinima
reprezentacije. Napomenimo kako se u praksi cˇesto koriste i kombinacije ovdje navede-
nih reprezentacija, buduc´i da je to cˇesto najprirodniji nacˇin na koji se neki problem mozˇe
prikazati.
Binarna reprezentacija
Prvi nacˇin reprezentacije koji c´emo analizirati, ujedno je i najjednostavniji; vec´ smo ga
spomenuli ranije u radu. U njemu je genotip prikazan kao string binarnih znamenki.
1U daljnjem tekstu GA
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Za konkretan problem, prvo moramo odlucˇiti kolika c´e nam biti duzˇina stringa te kako
c´emo ga interpretirati kako bi dobili fenotip. Kod odabira preslikavanja genotipa u fenotip,
moramo osigurati da se svi stringovi preslikavaju u valjano rjesˇenje problema te obrnuto,
da sva rjesˇenja mogu biti prikazana.
Kod problema u kojima se javljaju Booleove varijable, preslikavanje genotipa u fenotip
je prirodno, no bit-stringovi se koriste i za kodiranje informacija koje izvorno nisu u bi-
narnom obliku. Npr. bit-string duljine 80 mozˇemo interpretirati kao 10 8-bitnih prirodnih
brojeva ili pet 16-bitnih realnih brojeva. Napomenimo kako se obicˇno bolji rezultati dobiju
direktnom reprezentacijom kandidata za rjesˇenje kao prirodnih ili realnih brojeva.
Jedan od problema s kojim se susrec´emo kod reprezentacije brojeva u binarnom obliku
je taj sˇto bitovi na razlicˇitim mjestima imaju razlicˇitu vrijednost. Kod problema u kojem
radimo s prirodnim brojevima, zˇelimo da nam je vjerojatnost mutacije broja 7 u broj 8
ista kao i vjerojatnost mutacije broja 7 u broj 6. No, ukoliko reprezentiramo te brojeve u
binarnom obliku, vjerojatnost promjene 0111 u 1000 je ocˇito puno manje od vjerojatnosti
promjene 0111 u 0110. Taj problem mozˇe se rijesˇiti upotrebom Grayevog kodiranja. To
je nacˇin reprezentiranja koji jamcˇi da susjedni prirodni brojevi uvijek imaju Hammingovu
udaljenost jednaku 1 2.
Reprezentacija prirodnim brojevima
Promotrimo sada problem gdje svaki gen mozˇe poprimiti neku vrijednost iz skupa s visˇe od
2 cˇlana. Npr. promotrimo problem trazˇenja optimalnog puta na ortogonalnoj mrezˇi. Tada
mozˇemo vrijednosti gena prikazati kao 0,1,2,3 sˇto reprezentira gore, dolje, lijevo, desno.
Taj skup cˇak ne mora biti ni ogranicˇen; rjesˇenja mozˇemo trazˇiti na cˇitavom N. U svakom
slucˇaju, prirodnije je kandidate za rjesˇenja reprezentirati direktno kao prirodan broj nego
kao bit-string. Vratimo se josˇ malo na primjer s kretanjem po ortogonalnoj mrezˇi. Josˇ jedno
pitanje koje je vrijedno razmotriti je kako definirati ”bliske” smjerove. Konkretno, hoc´emo
li kod operatora mutacije dozvoliti direktnu promjenu iz smjera sjevera u smjer juga, ili
c´emo dozvoliti samo promjenu u susjedne smjerove. To pitanje mozˇemo poopc´iti; postoji
li za svaki skup vrijednosti koje gen mozˇe poprimiti neka prirodna relacija bliskosti?
Reprezentacija realnim brojevima
Ovaj nacˇin reprezentiranja kandidata za rjesˇenje zapravo je identicˇan reprezentaciji prirod-
nim brojevima, uz razliku sˇto ovdje vrijednosti koje zˇelimo reprezentirati genima potjecˇu
iz neprekidne, a ne iz diskretne distribucije.
2Hammingova udaljenost (eng. Hamming measure) za 2 stringa jednake duljine definira se kao broj
pozicija na kojima su oni razlicˇiti
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Reprezentacija permutacijama
Rjesˇavanje mnogih problema svodi se na odredivanje poretka u kojem se moraju odigrati
odredeni dogadaji. Prirodan nacˇin reprezentacije takvih problema je kao permutacija skupa
prirodnih brojeva. Uocˇimo, za razliku od reprezentacije skupom prirodnih brojeva, u ovom
slucˇaju svaki se broj mozˇe pojaviti samo jednom te tome moramo prilagoditi i operatore
mutacije i rekombinacije.
Postoje 2 klase problema za koje se najcˇesˇc´e koristi reprezentacija permutacijama. U
prvoj klasi nalaze se problemi u kojima je kljucˇan poredak dogadaja, npr. kad imamo li-
mitirane resurse ili vrijeme, a zavrsˇetak nekih zadataka je bitniji od drugih. Tako npr. niz
[1, 2, 3, 4] mozˇe imati bitno razlicˇitu vrijednost funkcije podobnosti od [4, 1, 2, 3]. U drugu
klasu problema spadaju problemi u kojima je fokus na pojmu susjedstva ili bliskosti dva
alela.3 Tipicˇan predstavnik tog tipa problema je problem trgovacˇkog putnika; dakle pro-
blem pronalaska potpunog obilaska n gradova minimalne duljine. Mozˇemo odmah vidjeti
bitnu razliku u odnosu na prvu klasu problema; naime [1, 2, 3, 4] i [4, 1, 2, 3] imaju istu
podobnost; poredak obilaska nije bitan, bitna je samo ukupna duljina puta.
Postoje 2 nacˇina kodiranja reprezentacije permutacijama. Prva, i najcˇesˇc´e korisˇtena, je
ona u kojoj i-ti element niza reprezentira dogadaj koji se dogodio i-ti po redu, dok u drugom
vrijednost i-tog elementa reprezentira poziciju na kojoj se dogodio i-ti dogadaj. Npr. za
problem trgovacˇkog putnika na 4 grada [A, B,C,D], permutacija [2, 3, 1, 4] u prvom nacˇinu
kodiranja oznacˇava ciklus [B,C, A,D], dok u drugom nacˇinu kodiranja odgovara ciklusu
[C, A, B,D].
2.2 Operatori varijacije
2.2.1 Mutacija
Mutacija je zajednicˇko ime za sve operatore koji iz genotipa samo jednog roditelja kreiraju
samo jedno dijete, uz pomoc´ neke vrste nasumicˇne promjene. U ovom poglavlju opisat
c´emo razne vrste operatora mutacije.
Mutacija kod binarne reprezentacije
Uz nekoliko iznimaka, najcˇesˇc´e korisˇten operator mutacije kod birarnog kodiranja je ope-
rator koji zasebno promatra svaki gen te svakom daje malu vjerojatnost pm4 da je promijeni
3Alel je oblik pojedinog gena. Npr. moguc´i aleli svakog gena u binarnom prikazu su 0 i 1.
4 pm nazivamo parametar mutacije
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iz 0 u 1 ili obrnuto. Broj promjena nije fiksiran; za string duljine L u prosjeku c´e se promi-
jeniti L ∗ pm vrijednosti. Slika 2.1 prikazuje string u kojem je doslo do mutacije na poziciji
6.
Slika 2.1: Primjer mutacije bit-stringa
Problem biranja optimalnog parametra pm je dobro proucˇen; uglavnom ovisi o tipu
problema s kojim se susrec´emo. Npr. zˇelimo li populaciju u kojoj sve jedinke imaju visoku
podobnost, ili zˇelimo pronac´i samo jednu takvu jedinku. No, mozˇemo rec´i da se generalno
uzima takav parametar da u prosjeku dolazi do izmedu jedne mutacije po generaciji i jedne
mutacije u potomstvu.
Mutacija kod reprezentacija prirodnim brojevima
Kod reprezentacije prirodnim brojevima postoje 2 glavna oblika mutacije. Oba ta oblika
nezavisno promatraju svaki gen te ga mutiraju s vjerojatnosˇc´u pm.
Nasumicˇno resetiranje
U ovom slucˇaju promjenu bitova iz prethodnog poglavlja prosˇirujemo tako da novu
vrijednost nasumicˇno biramo iz skupa dozvoljenih vrijednosti na svakoj poziciji. Ovaj
tip mutacije pogodan je kad nije bitno koliko c´emo se mutiranjem pomaknuti u prostoru,
buduc´i da je vjerojatnost odabira jednaka za svaku vrijednost.
Mutacija pomakom
Ovdje mutaciju implementiramo kao mali pomak (pozitivni ili negativni) od trenutne
vrijednosti za svaki gen s nekom vjerojatnosti pm. Vrijednost pomaka se obicˇno svaki
put nasumicˇno bira iz neke distribucije simetricˇne oko 0, za koju je vjerojatnost odabira
malog parametra vec´a od vjerojatnosti odabira velikog parametra (npr. normalna distri-
bucija). Problem biranja optimalne velicˇine pomaka nije trivijalan te se ponekad koristi
visˇe od jednog operatora. Uobicˇajena rjesˇenja su korisˇtenje tzv. malog i velikog pomaka,
ili korisˇtenje malog pomaka u paru s operatorom nasumicˇnog resetiranja. Naravno, uloga
malog pomaka je fino ugadanje rjesˇenja, dok je funkcija velikog pomaka, kao i operatora
nasumicˇnog resetiranja omoguc´avanje brzˇeg pretrazˇivanja cijelog prostora, kao i bijeg iz
lokalnog minimuma.
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Operatori mutacije kod reprezentacija realnim brojevima
U ovom slucˇaju, operatori mutacije definirani su tako da vrijednost svakog alela nasumicˇno
mijenjaju unutar njegove domene ([Li,Ui]). Dakle, rezultat mutacije je sljedec´a transfor-
macija:
< x1, . . . , xn >→< x′1, . . . x′n >, xi, x′i ∈ [Li,Ui]
Ponovno razlikujemo 2 slucˇaja:
Uniformna mutacija
Kod ovog operatora, vrijednosti x′i nasumicˇno se izvlacˇe iz [Li,Ui]. To je najjednos-
tavniji tip mutacije, analogan promjeni bitova kod binarne reprezentacije i nasumicˇnom
resetiranju kod prirodnih brojeva.
Neuniformna mutacija s fiksnom distribucijom
Ovo je najcˇesˇc´e korisˇten tip mutacije kod reprezentacija realnim brojevima. Analogan
je mutaciji pomakom kod prirodnih brojeva. Kao i u mutaciji pomakom, trenutnoj vrijed-
nosti alela dodajemo neku vrijednost. Opet, zˇelimo da je pomak u vec´ini slucˇajeva malen,
sˇto postizˇemo podesˇavanjem parametara distribucije iz koje izvlacˇimo vrijednost pomaka.
Takoder, napomenimo da se ovaj tip mutacije najcˇesˇc´e primijenjuje s vjerojatnosti 1 po
genu, dok parametrom mutacije kontroliramo standardnu devijaciju (najcˇesˇc´e Gaussove)
distribucije.
Operatori mutacije za reprezentacije permutacijama
Kod reprezentacija permutacijama, visˇe nije moguc´e nezavisno promatrati svaki gen (npr.
rezultat mutacije samo jednog alela visˇe nije permutacija). Umjesto toga, mutacija c´e
pomicati alele po genomu. Posljedica toga je da c´e parametar mutacije u ovom slucˇaju biti
vjerojatnost podvrgavanja stringa mutaciji, umjesto vjerojatnosti da mutaciji podvrgavamo
neki gen. Promotrit c´emo 4 tipa mutacija.
Mutacija zamjenom
U ovom tipu mutacije nasumicˇno biramo 2 pozicije u stringu i zamijenimo njihove
vrijednosti. Vidi sliku 2.2.
Mutacija umetanjem
U ovom slucˇaju nasumicˇno odaberemo 2 alela, jednog pomaknemo tako da je pokraj
drugog, a ostale pomaknemo za jedno mjesto, ukoliko je to potrebno. Primjer je dan na
slici 2.3.
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Slika 2.2: Primjer mutacije zamjenom
Slika 2.3: Primjer mutacije umetanjem
Mutacija permutiranjem
Ovdje je cijeli string, ili neki njegov podskup nasumicˇno permutiran. Na slici 2.4 dan
je primjer s permutiranim podskupom od trec´e do sˇeste pozicije.
Slika 2.4: Primjer mutacije permutiranjem
Mutacija invertiranjem
Mutacija invertiranjem funkcionira na sljedec´i nacˇin: nasumicˇno odaberemo 2 pozicije
u stringu te zamijenimo poredak vrijednosti izmedu njih. Primjer mutacije invertiranjem
dan je na slici 2.5, ponovo izmedu pozicija 3 i 6.
Slika 2.5: Primjer mutacije invertiranjem
2.2.2 Rekombinacija
Rekombinacija je proces u kojem je novo rjesˇenje dobiveno kombinacijom genetskog ma-
terijala 2 (ili visˇe) roditelja te je jedna od komponenti EA po kojoj se razlikuju od ostalih
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algoritama za globalnu optimizaciju. Cˇesto se umjesto termina rekombinacija koristi eng.
crossover, iako je strogo gledano crossover slucˇaj rekombinacije s tocˇno dva roditelja.
Operator rekombinacije obicˇno se primijenjuje s vjerojatnosˇc´u pc 5, obicˇno pc ∈ [0.5, 1].
Uobicˇajen postupak je sljedec´i: odaberu se 2 roditelja te se nasumicˇno odabere neki broj iz
[0, 1] i usporedi s pc. Ukoliko je taj broj manji od pc, rekombinacijom se dobiju 2 potomka,
dok se u suprotnom slucˇaju kopiraju roditelji. Posljedica toga je da se u skupu potomaka
nalaze neke nove jedinke, ali i neke kopije vec´ postojec´ih. Dakle, za razliku od parametra
mutacije pm, koji daje vjerojatnost da c´e dijelovi kromosoma biti mutirani, nezavisno jedni
od drugih, pc daje vjerojatnost da c´e neki izabrani par roditelja biti podvrgnut operatoru
rekombinacije.
Operatori rekombinacije za binarne reprezentacije
Tri standardna oblika rekombinacije koriste se kod binarnih reprezentacija. Poblizˇe c´emo
se pozabaviti slucˇajevima u kojima od 2 roditelja dobivamo dvoje potomaka, sˇto se lako
poopc´i.
Rekombinacija u jednoj tocˇci
U ovom tipu operatora rekombinacije odabiremo nasumicˇan broj iz [0, l − 1], gdje je l
duljina stringa te nakon toga ”presjecˇemo” oba roditelja u toj tocˇci i zamijenimo njihove
zadnje dijelove. (slika 2.6)
Slika 2.6: Primjer rekombinacije u jednoj tocˇci
Rekombinacija u n tocˇaka
Prirodna generalizacija rekombinacije u jednoj tocˇci, string smo presjekli na visˇe od
jedne tocˇke te potomke dobili tako da smo alternirali dijelove iz prvog i drugog roditelja.
Na slici 2.7 dan je primjer rekombinacije u 2 tocˇke.
Primijetimo da rekombinacija u n tocˇaka ima tendenciju da one gene koji su na bliskim
pozicijama ostavlja zajedno u potomcima; sˇtovisˇe, za parni n to se dogada i s genima koji
su na suprotnim stranama stringova. Sljedec´i nacˇin rekombinacije imun je na taj problem.
5Vjerojatnost rekombinacije, eng. crossover rate
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Slika 2.7: Primjer rekombinacije u 2 tocˇke
Uniformna rekombinacija
Dok su prethodna 2 operatora dijelila roditelje na neki broj podskupova gena rodite-
lja i spajala ih kako bi dobili potomke, kod ove metode svaki gen promatramo zasebno te
nasumicˇno biramo od kojeg c´emo ga roditelja naslijediti. Ta se metoda najcˇesˇc´e implemen-
tira pomoc´u stringa od L slucˇajnih varijabli iz uniformne distribucije na [0, 1]. Na svakoj
poziciji, ukoliko je vrijednost slucˇajne varijable ispod neke vrijednosti (najcˇesˇc´e 0.5) ko-
piramo taj gen iz prvog roditelja, inacˇe ga kopiramo od drugog. Drugi potomak dobije se
suprotnim postupkom. Vidi sliku 2.8
Slika 2.8: Primjer uniformne rekombinacije
Operatori rekombinacije za reprezentacije prirodnim brojevima
Kod ovog tipa reprezentacije, operatori rekombinacije definiraju se identicˇno kao i kod
binarne reprezentacije.
Operatori rekombinacije za reprezentacije realnim brojevima
Postoje 2 opcije za rekombinaciju stringova realnih brojeva:
• Analogna definicija operatora kao i u ostalim slucˇajevima. Operatori tog tipa poznati
su i kao diskretne rekombinacije. Primijetimo da je glavni nedostatak ovako definira-
nih operatora taj sˇto je mutacija jedini nacˇin kojim se u populaciju mogu uvesti nove
vrijednosti; drugim rijecˇima, ako iz roditelja x i y kreiramo dijete z vrijedi zi = xi ili
yi.
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• Operator koji, za svaki gen, kreira novu vrijednost alela kod potomka. Dakle, zi =
αxi +(1−α)yi, za neki α ∈ [0, 1]. Prednost ovako definiranog operatora je moguc´nost
stvaranja novog genetskog materijala. S druge strane, primijetimo da se u svakoj
novoj generaciji, jer je zi uvijek izmedu xi i yi, smanjuje raspon vrijednosti alela.
Operatori tog tipa poznati su i kao aritmeticˇke rekombinacije. Primijetimo da ovaj tip
operatora ne mozˇemo definirati na binarnim reprezentacijama i na reprezentacijama
prirodnim brojevima, buduc´i da se mozˇe dogoditi da zi definiran na gore opisan nacˇin
visˇe nije binaran, odnosno prirodan broj.
Aritmeticˇka rekombinacija
Tri tipa aritmeticˇke rekombinacije poblizˇe c´emo opisati u ovom poglavlju. U sva 3
slucˇaja, parametar α mozˇe se odabrati nasumicˇno nad [0, 1], ali najcˇesˇc´e se koristi neka
konstanta. Ukoliko je α = 0.5 tada se radi o uniformnoj aritmeticˇkoj rekombinaciji.
Jednostavna rekombinacija
Prvo biramo tocˇku rekombinacije k. Tada, prvih k vrijednosti iz roditelja 1 kopiramo
u dijete 1, a prvih k vrijednosti iz roditelja 2 kopiramo u dijete 2. Ostatak mjesta u oba
djeteta popunimo aritmeticˇkim sredinama roditelja.
Dijete 1: < x1, . . . , xk, αyk+1 + (1 − α)xk+1, . . . , αyn + (1 − α)xn >
Dijete 2: < y1, . . . , yk, αxk+1 + (1 − α)yk+1, . . . , αxn + (1 − α)yn >
Slika 2.9: Primjer jednostavne aritmeticˇke rekombinacije, k = 5, α = 0.5
Rekombinacija na jednom mjestu
Odaberemo neki alel k. Na toj poziciji, u oba djeteta stavimo prosjek alela roditelja na
toj poziciji. Ostale alele prepisˇemo od roditelja.
Dijete 1: < x1, . . . xk, αyk + (1 − α)xk, xk+1, . . . , xn >
Dijete 2: < y1, . . . yk, αxk + (1 − α)yk, yk+1, . . . , yn >
Uniformna rekombinacija
Ovo je najcˇesˇc´e korisˇtena aritmeticˇka rekombinacija. Kreira 2 djeteta na sljedec´i nacˇin.
Dijete 1: α~x + (1 − α)~y
Dijete 2: α~y + (1 − α)~x
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Slika 2.10: Primjer aritmeticˇke rekombinacije na jednom mjestu, k = 2, α = 0.5
Slika 2.11: Primjer uniformne aritmeticˇke rekombinacije, α = 0.5
Operatori rekombinacije za reprezentacije permutacijama
Vec´ na prvi pogled jasno je da za ovakav tip reprezentacija ne mozˇemo operator rekombi-
nacije dizajnirati na isti nacˇin kao u prethodnim slucˇajevima. Zbog toga postoje specijalno
dizajnirani operatori specijalizirani za rad s permutacijama. Ovdje c´emo detaljno opisati 2
najpoznatija takva operatora.
Parcijalno krizˇanje
Parcijalno krizˇanje prvi su upotrijebili Goldberg i Lingle kao operator rekombinacije
za problem trgovacˇkog putnika u [8], nakon cˇega su se pojavile mnoge varijacije tog al-
goritma. Slijedi algoritam jedne od varijacija, upotrijebljene od strane Whitleya. Graficˇki
prikaz dan je na slikama 2.12, 2.13, 2.14.
1. Nasumicˇno odaberemo 2 tocˇke krizˇanja (T1, T2), segment izmedu njih kopiramo iz
prvog roditelja (R1) u prvo dijete (D1).
2. Pocˇevsˇi od T1 trazˇimo elemente u drugom roditelju (R2) koji josˇ nisu kopirani.
3. Za svaki od tih elemenata i, u D1 pogledamo koji element j ∈ R1 je kopiran na
njegovo mjesto.
4. Stavimo i na poziciju koju je j zauzimao u R2. Znamo da na tu poziciju nec´emo
stavljati j jer njega vec´ imamo u djetetu.
5. Ako je mjesto koje j zauzima u R2 vec´ zauzeto u potomku nekim elementom k,
stavimo i na poziciju koju k zauzima u R2.
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6. Time smo zavrsˇili s elementima koji se pojavljuju u segmentu krizˇanja. Ostatak
potomka popunimo elementima iz R2, dok drugo dijete kreiramo analogno, sa zami-
jenjenim ulogama roditelja.
Slika 2.12: Parcijalno krizˇanje, korak 1.
Slika 2.13: Parcijalno krizˇanje, korak 2. Primijetimo, 7 je prvi element u R2 koji se ne
nalazi u srednjem segmentu u R1. Pozicija koju 7 zauzima u R2 u djetetu zauzima 5. Sada
gledamo na kojoj je poziciji u R2 5. Vidimo da tu poziciju u djetetu vec´ zauzima 3, pa
trazˇimo poziciju koju u R2 zauzima 3. konacˇno, to je pozicija 2, koja je slobodna, pa na
nju mozˇemo staviti 7. Analogno ponavljamo za 1.
Slika 2.14: Parcijalno krizˇanje, rezultat.
Promotrimo sada susjedne alele u roditeljima. Vidimo da su u oba roditelja susjedne
vrijednosti 2-3 i 4-5. No, u D1, samo je veza 4-5 ostala sacˇuvana. To narusˇava tzv. svojstvo
sacˇuvanja veza koje kazˇe da svaka informacija prisutna u oba roditelja takoder treba biti
prisutna i u njihovim potomcima. Razmislimo li, primjec´ujemo da je to svojstvo zadovo-
ljeno za sve dosad opisane operatore, osim za parcijalno krizˇanje. No, postoji nekoliko
operatora za permutacijske reprezentacije koji zadovoljavaju i to svojstvo. Opisujemo ih u
nastavku.
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Krizˇanje sa sacˇuvanim vezama
Krizˇanje sa sacˇuvanim vezama (eng. Edge Crossover u daljnjem tekstu EC) se zasniva
na ideji da, koliko god je to moguc´e, u potomstvu trebaju biti susjedni samo oni elementi
koji vec´ imaju to svojstvo u bar jednom od roditelja. Ovdje c´emo ukratko opisati jednu od
verzija tog algoritma.
Konstruirat c´emo tzv. tablicu veza, koja za svaki element daje sve elemente koji su
njemu susjedni u bar jednom roditelju. ”+” u tablici znacˇi da je veza prisutna u oba rodite-
lja. Operator radi na sljedec´i nacˇin:
1. Konstruiraj tablicu veza.
2. Nasumicˇno odaberi pocˇetni element i stavi ga u dijete.
3. Postavi trenutni-element=unos.
4. U tablici obrisˇi sva pojavljivanja trenutni-element
5. Za trenutni-element
• Ako postoji veza prisutna u oba roditelja, nju odaberemo kao sljedec´i element.
• Inacˇe odaberemo element povezan s trenutnim elementom koji ima najmanje
drugih veza.
• Ukoliko 2 elementa zadovoljavaju neki od gornjih uvjeta nasumicˇno odabe-
remo jednog od njih.
6. Ukoliko dodemo do elementa za kojeg visˇe nemamo nijednu vezu u popisu, dijete
nadopunjavamo na drugu stranu. Ukoliko ni to ne mozˇemo napraviti, novi element
biramo nasumicˇnim odabirom.
Ocˇito, samo u zadnjem slucˇaju mozˇe doc´i do kreiranja novih veza. Primjer EC dat c´emo
na ista 2 roditelja kao i ranijim primjerima, dakle [1, 2, 3, 4, 5, 6, 7, 8] i [2, 3, 5, 4, 7, 1, 6, 8].
Tablica veza prikazana je na tablici 2.1, dok je konstrukcija djeteta detaljno prikazana u
tablici 2.2.
Krizˇanje s ocˇuvanim poretkom
Pocˇetak je slicˇan kao i kod parcijalnog krizˇanja, no drugi dio algoritma je razlicˇit;
ovdje je cilj sacˇuvati informacije o relativnom poretku elemenata niza. Navodimo korake
algoritma:
1. Nasumicˇno odaberemo 2 tocˇke krizˇanja, kopiramo segment izmedu te dvije tocˇke iz
R1 u D1.
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Element Veze
1 2,6,7,8
2 1,3+,8
3 2+,4,5
4 3,5+,7
5 3,4+,6
6 1,5,7,8
7 1,4,6,8
8 1,2,6,7
Tablica 2.1: Tablica veza
Moguc´i izbori Izbor Razlog Dijete
1-8 1 Nasumicˇno [1]
2,6,7,8 2 Najmanje veza [1,2]
3,5 3 Zajednicˇka veza [1,2,3]
4,5 5 Nasumicˇno [1,2,3,5]
4,6 4 Zajednicˇka veza [1,2,3,5,4]
7 7 Jedini izbor [1,2,3,5,4,7]
6,8 8 Nasumicˇno [1,2,3,5,4,7,8]
6 6 Jedini izbor [1,2,3,5,4,7,8,6]
Tablica 2.2: Konstrukcija djeteta kod EC
2. Pocˇevsˇi od druge tocˇke krizˇanja u R2, prepisujemo preostale neiskorisˇtene brojeve
u prvo dijete u poretku istom kao u R2. Kad dodemo do kraja R2, nastavljamo od
pocˇetka.
3. D2 kreiramo analogno, sa zamijenjenim ulogama R1 i R2.
Slika 2.15: Krizˇanje s ocˇuvanim poretkom, korak 1.
Ciklicˇko krizˇanje
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Slika 2.16: Krizˇanje s ocˇuvanim poretkom, korak 2.
Posljednji tip krizˇanja s kojim c´emo se detaljnije pozabaviti je ciklicˇko krizˇanje. Ono
se koristi kada zˇelimo sˇto bolje sacˇuvati informacije o tome na kojoj se poziciji nalazi koji
element. Na pocˇetku podijelimo elemente u cikluse. Ciklus je podskup elemenata koji ima
svojstvo da je, kod poravnatih roditelja, svaki element ciklusa na istoj poziciji u nekom od
roditelja kao i josˇ neki element iz tog ciklusa u drugom roditelju. Nakon sˇto smo podijelili
permutaciju u cikluse, potomke stvaramo naizmjenicˇno birajuc´i cikluse iz svakog roditelja.
Opisˇimo sada detaljnije proces stvaranja ciklusa:
1. Pocˇinjemo s prvom neiskorisˇtenom pozicijom U R1.
2. Promotrimo alel na istoj poziciji u R2.
3. Pomaknemo se na poziciju s istim alelom u R1.
4. Dodamo taj alel u ciklus.
5. Ponavljamo korake 2-4 dok se ne vratimo na pocˇetak.
Sljedec´e 2 slike prikazuju identifikaciju ciklusa na roditeljima [1, 2, 3, 4, 5, 6, 7, 8] i
[3, 1, 6, 5, 8, 2, 4, 7] (slika 2.17) i konstrukciju potomstva (slika 2.18)
Slika 2.17: Ciklicˇno krizˇanje, identifikacija ciklusa.
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Slika 2.18: Ciklicˇno krizˇanje, kreiranje djece.
Rekombinacija s visˇe roditelja
Dosad smo se bavili unarnim (mutacija) i binarnim (krizˇanje) operatorima varijacije. Pri-
rodno se namec´e ideja popc´enja operatora rekombinacije na visˇe (n) roditelja. To popc´enje
je relativno lako definirati i implementirati, iako ne postoji direktan biolosˇki ekvivalent.
N-arne operatore rekombinacije mozˇemo kategorizirati s obzirom na osnovni mehanizam
koji se koristi kod kombiniranja informacija iz roditelja. Ovdje c´emo samo navesti razlicˇite
kategorije te dati reference na radove u kojima se mozˇe detaljnije proucˇiti svaki od njih:
• Operatori bazirani na frekvencijama alela [12], generaliziraju uniformno krizˇanje.
• Operatori bazirani na segmentaciji i rekombinaciji roditelja, generaliziraju krizˇanje
u n tocˇaka. [4]
• Operatori bazirani na numericˇkim operacijama na alelima s realnim vrijednostima,
koji generaliziraju aritmeticˇke operatore rekombinacije. [16]
Povec´anje broja roditelja u rekombinaciji ne mora nuzˇno dovesti do poboljsˇanja per-
formansi EA, to uvelike ovisi o tipu rekombinacije, kao i o samom problemu. No, velik
broj eksperimenata na raznim problemima provedenih u [5] pokazuju da je korisˇtenje visˇe
od 2 roditelja najcˇesˇc´e korisno.
2.3 Modeli populacije
Fokusirajmo se sada na josˇ jedan bitan dio svakog GA, nacˇin na koji vrsˇimo selekciju je-
dinki koje c´e prezˇivjeti prijelaz iz generacije u generaciju, baziran na njihovoj podobnosti.
Postoji jasna razlika izmedu 2 modela GA; generacijskog modela i modela stacionarnog
stanja.
Promotrimo najprije generacijski model. U svakoj generaciji imamo populaciju velicˇine
µ iz koje odabiremo µ roditelja (mogu se i ponavljati). Nakon toga, kreiramo λ(= µ) poto-
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maka pomoc´u operatora varijacije. Nakon svake generacije, cijela se generacija zamijeni
sa svojim potomstvom. 6
U modelu stacionarnog stanja, cijela populacija se ne mijenja istovremeno. Umjesto
toga mijenjamo λ(< µ) jedinki iz prethodne generacije sa λ novih. Postotak zamijenjenih
jedinki nazivamo generacijski jaz (eng. generation gap), λ/µ
Primijetimo da se operatori selekcije i zamjene koji nam omoguc´uju gore opisan pos-
tupak baziraju na podobnosti jedinki, dakle za razliku od operatora varijacije uzimaju u
obzir cijelu jedinku, umjesto samo neke gene. Kao posljedica toga operatori selekcije i za-
mjene nezavisni su o reprezentaciji problema. Takoder napomenimo da postoje 2 mjesta u
evolucijskom ciklusu (vidi sliku 1.1) gdje mozˇemo primijeniti te operatore: tijekom selek-
cije jedinki koje c´e se razmnozˇavati te tijekom selekcije jedinki koje c´e prezˇivjeti smjenu
generacija.
2.4 Selekcija roditelja
2.4.1 Selekcija proporcionalna podobnosti
U ovom nacˇinu selekcije vjerojatnost da jedinka fi bude odabrana za razmnozˇavanje iznosi
fi/
∑µ
j=1 f j, dakle odnos podobnosti jedinke i podobnosti cijele populacije. No, kod ove
metode nailazimo na neke potesˇkoc´e:
• Jedinke s vrlo velikom podobnosti prejako utjecˇu na cijelu populaciju. To je poznato
kao prijevremena konvergencija.
• Kada je podobnost svih jedinki relativno bliska, selekcija je skoro nasumicˇna s istom
vjerojatnosti za sve jedinke, sˇto mozˇe dovesti do jako sporog napretka nakon sˇto su
najgore jedinke vec´ izbacˇene.
• Na za konstantu pomaknutim funkcijama podobnosti ne dobivamo iste rezultate.
Postoje 2 nacˇina izbjegavanja ovih problema, spomenimo prvo tzv. windowing. Od
podobnosti f (x) oduzimamo neku vrijednost β. Najcˇesˇc´e se uzima β = miny∈Pt f (y), tj.
oduzimamo najmanju vrijednost podobnosti u trenutnoj populaciji Pt. Kako ta vrijednost
mozˇe dosta varirati kroz generacije, mozˇemo uzimati i prosjek zadnjih par generacija.
Druga metoda je tzv. Goldbergovo sigma skaliranje, koje u obzir uzima medijan f¯ i
standardnu devijaciju σ f svih vrijednosti podobnosti u populaciji:
f ′(x) = max( f (x) − ( f¯ − c ∗ σ f ), 0)
gdje je c neka konstanta.
6µ i λ su standardne oznake za velicˇinu populacije, odnosno broj potomaka.
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2.4.2 Selekcija po rangu
Ideja ove metode je selekcija jedinki bazirana na njihovom poretku u populaciji, umjesto na
samoj vrijednosti podobnosti; prvo poredamo sve jedinke po vrijednosti podobnosti, a na-
kon toga im pridruzˇimo neku vjerojatnost odabira. Preslikavanje kojim rangu pridruzˇujemo
vjerojatnost mozˇe biti proizvoljno.
Uobicˇajena formula za racˇunanje te vjerojatnosti dana je s
Plinrank(i) =
(2 − s)
µ
+
2i(s − 1)
µ(µ − 1) ,
gdje je najgora jedinka na broju 1, najbolja na broju µ, dok je 1 ≤ s ≤ 2 parametar.
Primijetimo da je drugi cˇlan u gornjoj formuli proporcionalan rangu jedinke, dakle sˇto je
taj cˇlan vec´i, vec´i je selekcijski pritisak, tj. biranje kvalitetnijih jedinki. Dakle ukoliko je s
blizˇe 2, povec´avamo selekcijski pritisak, dok se za s = 1 nasˇ odabir vrsˇi nasumicˇno.
2.4.3 Turnirska selekcija
Prethodne 2 metode zasnivale su se na podacima o cijeloj populaciji. Medutim, ako je
populacija vrlo velika, doc´i do podataka o cijeloj populaciji mozˇe biti vrlo zahtjevno. Po-
nekad cˇak nije ni moguc´e definirati podobnost kao vrijednost (Zamislimo problem trazˇenja
optimalne strategije igranja neke drusˇtvene igre. Mozˇemo znati samo koliko je neka stra-
tegija dobra u usporedbi s nekom drugom.)
Turnirska selekcija ne zahtijeva znanje o cijeloj populaciji, dovoljno je imati relaciju
koja mozˇe usporediti bilo koje 2 jedinke. Pseudokod turnirske selekcije koja odabire µ
roditelja dan je sa algoritmom 2.
Algorithm 2: Pseudokod za turnirsku selekciju
trenutni cˇlan=1
while trenutni cˇlan ≤ µ do
odaberi nasumicˇnih k jedinki
odaberi najboljeg medu njima s obzirom na njihovu podobnost, oznacˇi ga s i
roditelji[trenutni cˇlan]=i
trenutni cˇlan=trenutni cˇlan+1
end
Buduc´i da turnirska selekcija radi s relativnom, a ne apsolutnom vrijednosti podobnosti,
ima ista svojstva invarijantnosti na translaciju funkcije podobnosti kao i selekcija na bazi
ranga. Vjerojatnost odabira jedinke kao pobjednika turnira ovisi o 4 faktora:
• Rang jedinke u populaciji.
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• Velicˇina turnira. Sˇto je turnir vec´i, vec´a je vjerojatnost da c´e sadrzˇavati jedinke
natprosjecˇne podobnosti.
• Vjerojatnost p da u turniru uvijek pobjedi jedinka s najvec´om podobnosti. Ako p = 1
turnir je deterministicˇki, inacˇe je stohasticˇki.
• Dozvoljavamo li duplikate u turniru. Ukoliko ne, primijetimo da kod deterministicˇkih
turnira nikad ne mozˇemo odabrati n − 1 jedinki s najmanjom podobnosti, gdje je n
broj jedinki koje biramo u turniru.
2.5 Odabir jedinki koje prezˇivljavaju smjenu generacija
Ovaj mehanizam odgovoran je za proces odabira µ jedinki iz skupa od µ roditelja i λ djece
koji c´e prec´i u sljedec´u generaciju. Glavne kategorije su mehanizmi koji biraju na osnovu
podobnosti i oni koji biraju na osnovu dobi.
2.5.1 Izbor na osnovu dobi
Ovaj tip izbora ne uzima u obzir podobnost jedinki, vec´ je dizajniran na nacˇin da svaka
jedinka prezˇivi u populaciji jednak broj generacija. Obicˇno se koristi kod jednostavnih
GA. Ukoliko je λ = µ svaka jedinka prezˇivi tocˇno jedan ciklus te se zamijeni s nekim
potomkom. Naravno, implementacija te metode moguc´a je i za λ < µ, npr. za λ = 1.
2.5.2 Izbor na osnovu podobnosti
Ranije smo vec´ opisali turnirsku selekciju i selekciju proporcionalnu podobnosti, pa c´emo
samo napomenuti da se one mogu koristiti i u ovom kontekstu, kao i stohasticˇka verzija
izbora na osnovu ranga. Detaljnije c´emo opisati josˇ 2 uobicˇajena mehanizma.
Zamjena najgoreg (GENITOR)
Najgorih λ jedinki odaberemo i zamijenimo. Iako ovakav nacˇin zamjene mozˇe dovesti do
jako brzog napretka podobnosti cijele populacije, riskiramo prebrzu konvergenciju prema
jedinki s najvec´om podobnosti. Zbog toga se cˇesto koristi kod velikih populacija te se ne
dozvoljava dupliciranje jedinki.
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Elitizam
Cilj kod primjene elitizma je sprijecˇiti gubitak najbolje jedinke u populaciji. To se postizˇe
tako da se u svakom trenutku prati trenutacˇno najkvalitetniji cˇlan te se njega uvijek os-
tavlja u populaciji. Konkretno, ako je on jedna od jedinki oznacˇenih za zamjenu, a medu
potomstvom nema jedinki s boljom kvalitetom, umjesto jednog od potomaka u populaciji
ostavljamo tu, najkvalitetniju jedinku.
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Poglavlje 3
Eksperimenti s biomorfima
Nakon pregleda svih kljucˇnih komponenti genetskih algoritama, u ovom c´emo poglavlju na
primjeru biomorfa pokusˇati detaljnije proucˇiti njihov rad. Biomorfe 1 je u racˇunarstvo prvi
uveo Richard Dawkins u knjizi ”The blind watchmaker” [2], kako bi pokazao da se gomila-
njem malih promjena na genima kroz dovoljno generacija mogu razviti bitno drugacˇiji or-
ganizmi od pocˇetnog. U nasˇim eksperimentima biomorfi su ”bic´a” koja nastaju uzastopnim
grananjem linija na nacˇin koji je odreden genima svakog od tih bic´a. Slika 3.1 prikazuje
nekoliko tipicˇnih primjera biomorfa. Eksperimente slicˇne Dawkinsovima pokusˇat c´emo
ponoviti i u ovom radu kako bi demonstrirali efikasnost genetskih algoritama, uz bitnu
razliku da c´emo podobnost organizama vrednovati nekom funkcijom podobnosti, dok je
Dawkins u originalnom radu rucˇno birao organizme koji c´e biti roditelji sljedec´e genera-
cije na temelju njihovog izgleda. Konkretno, pokrenut c´emo neki genetski algoritam na
razlicˇitim problemima s razlicˇitim parametrima te usporediti rezultate.
3.1 Osnovni podaci o biomorfima
Pozabavimo se detaljnije strukturom biomorfa. Biomorfi koje c´emo koristiti u nasˇim po-
kusima imat c´e 9 gena. Prvih 8 reprezentirat c´emo cijelim brojevima u rasponu od -7 do 8,
dok c´emo deveti gen reprezentirati prirodnim brojevima od 1 do 8. Taj, deveti gen repre-
zentira broj ”nivoa” od kojih c´e se sastojati odredeni biomorf, dok prvih 8 utjecˇe na duljinu
i nagib njegovih grana. Konkretno, predznak prvih 8 gena govorit c´e nam u kojem smjeru
vodi odredena grana, dok c´e njihov iznos utjecati na duljinu. Slika 3.2 prikazuje jedan,
relativno jednostavan biomorf u sredini (genotipa [1, 1, 1, 1, 1, 1, 1, 1, 4]), dok su oko njega
neki biomorfi nastali mutacijom samo jednog od njegovih gena za +1 ili -1. Svaka grana
biomorfa se, kad dode do kraja, razdvaja na tocˇno dvije nove grane. Duljina grane, osim sˇto
ovisi o genima, linearno se smanjuje s brojem grananja od korijena do te grane. Ukoliko se
1Biomorf u sˇirem smislu rijecˇi je bilo koji objekt koji nalikuje na zˇivo bic´e.
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Slika 3.1: Neki tipicˇni biomorfi. Primijetimo i razliku na skali velicˇine izmedu njih.
neka od tih grana ne vidi na crtezˇu, njezina duljina je 0, no josˇ uvijek se iz nje mogu granati
nove grane. To napominjemo zbog toga jer se mozˇe dogoditi da iz jedne tocˇke (na kraju
grane x) izlazi jedna ili visˇe od 2 grane. Ukoliko izlaze visˇe od dvije grane, to znacˇi da se
grana x razdvojila na 2 grane od kojih je jedna duljine 0 te se ta grana naknadno razdvojila
na josˇ dvije grane.
Objasnimo sada malo poblizˇe proces grananja biomorfa. U trenutku kada grana dode
do svojeg kraja, geni odreduju duljinu i kut grananja grana nastalih iz nje. Primjetimo da
je prva grana biomorfa usmjerena ravno prema dolje (kada gen 4 smanjimo za 1 u ovom
konkretnom slucˇaju on c´e biti 0, duljina te grane je 0, pa se zato cˇini da ne postoji ta prva,
prema dolje usmjerena grana), dakle raste ”u smjeru juga”. Grane nastale iz nje tada rastu
u smjeru ”jugoistoka” i ”jugozapada”. Zapravo, ako zamislimo ruzˇu vjetrova s 8 krakova,
grananje iz neke grane uvijek c´e ic´i ”u smjeru” 2 susjedna kraka. Navodnike smo ovdje
stavili jer ti smjerovi nisu pravilno rasporedeni kao na ruzˇi vjetrova, bitno je samo da ih
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Slika 3.2: Prikaz biomorfa i njemu bliskih biomorfa.
ima 8. Kad bi za svaki od tih smjerova jedan gen na neki nacˇin odredivao pomak u smjeru
x, a jedan u smjeru y, ocˇito bi trebali 16 razlicˇitih gena. No, primijetimo da su svi biomorfi
simetricˇni s obzirom na y. To nam omoguc´uje redukciju broja gena na 8. U tablici 3.1, za
svaki smjer ruzˇe vjetrova dan je indeks gena koji na njega utjecˇe u smjeru x i y osi. Smjer
3 je ravno dolje, 7 je ravno gore (zbog toga jer je dx u tim smjerovima jednak 0), dok su
ostali smjerovi rasporedeni u smjeru kazaljke na satu.
dx(1) = -dx(5) dy(1) = dy(5)
dx(2) = -dx(4) dy(2) = dy(4)
dx(3) = 0 dy(3) = gen(4)
dx(4) = gen(1) dy(4) = gen(5)
dx(5) = gen(2) dy(5) = gen(6)
dx(6) = gen(3) dy(6) = gen(7)
dx(7) = 0 dy(7) = gen(8)
dx(8) = -dx(6) dy(8) = dy(6)
Tablica 3.1: Veza gena i rasta biomorfa.
Iako na prvi pogled i nije jasno koliko veliku varijabilnost fenotipa biomorfa mozˇemo
dobiti na ovaj nacˇin, na slici 3.3 dano je 6 biomorfa koji su dobiveni jedan od drugog
mutacijom samo jednog gena, dakle drugi biomorf dobiven je mutacijom jednog gena iz
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prvog itd. (mutacija je ovdje implementirana kao nasumicˇno biranje bilo kojeg n ∈ [−7, 8]).
Razlike u fenotipu su drasticˇne, iako je promijenjen samo jedan gen.
Slika 3.3: Ilustracija promjena na biomorfu nastalih mutacijom jednog gena.
Nakon sˇto smo ukratko opisali biomorfe, pozabavimo se nekim konkretnim eksperi-
mentima.
3.2 Eksperimenti s biomorfima
Za pocˇetak, kao najjednostavniji primjer, zamislimo biomorf kao organizam koji je bolje
adaptiran na okolinu sˇto je njegova ukupna duljina svih grana vec´a. Dakle, funkcija po-
dobnosti bit c´e jednostavno zbroj svih duljina njegovih grana. Takoder, podsjetimo se da
su geni nasˇih biomorfa u rasponu od [−7, 8] te da je duljina svake grane na neki nacˇin
proporcionalna apsolutnoj vrijednosti nekih od gena. To mozˇemo iskoristiti kako bi vidjeli
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je li pronadeno globalno najbolje rjesˇenje (jedinka s genotipom [8, 8, 8, 8, 8, 8, 8, 8, 8]), ili
smo zapeli u nekom lokalnom optimumu (pojavljuje se jedan ili visˇe alela -7 u genotipu
rjesˇenja). U sljedec´oj tablici 3.2 dajemo pregled svih elemenata GA koji c´e biti isti za sve
eksperimente, dok c´emo njihove parametre dati kasnije.
Populacija 500 jedinki, nasumicˇno inicijaliziranih
Mehanizam odabira roditelja Turnirska selekcija (deterministicˇka, biramo λ roditelja)
Mutacija Biranje nasumicˇnog broja iz [−7, 8] na tocˇno jednom
mjestu u jedinki s vjerojatnosˇc´u p
Rekombinacija Krizˇanje u jednoj tocˇki, broj nivoa uzimamo nasumicˇno
iz jedne od jedinki
Odabir prezˇivjelih Izbacujemo λ najmanje podobnih jedinki
Uvjet zaustavljanja Maksimalan broj generacija postignut ili nema po-
boljsˇanja u 20 generacija
Tablica 3.2: Parametri GA
GA c´emo pokrenuti 100 puta sa svakom kombinacijom parametara te c´emo za svaki
od njih, u svakoj generaciji pamtiti najbolju i prosjecˇnu podobnost, kao i genotip najbolje
jedinke. Dobivene rezultate graficˇki c´emo prikazati. Parametri koje smo koristili dani su u
tablici 3.3.
Set1 Set2 Set3 Set4
Parametar mutacije (p) 0.05 0.05 0.05 0.25
Broj djece u svakoj generaciji (λ) 100 60 100 100
Velicˇina turnira 2 2 6 2
Tablica 3.3: Parametri GA
Na grafu 3.4 prikazan je rast prosjecˇne podobnosti (tocˇnije prosjeka prosjecˇne podob-
nosti za svih 100 pokrenutih algoritama s tim setom parametara) za svaki set parametara,
dok je na grafu 3.5 prikazan rast maksimalne podobnosti (takoder, zapravo se radi o pro-
sjecˇnoj maksimalnoj podobnosti) u svakoj generaciji. Primijetimo da se grafovi dobro
poklapaju s grafom 1.3, dakle podobnost brzo napreduje u pocˇetku, a kasnije usporava.
Takoder valja spomenuti u kolikom broju pokretanja algoritama, od 100 provedenih
algoritama u svakom setu, nije nadeno, ili je nadeno suboptimalno rjesˇenje te koliko je
vremena u prosjeku trebalo algoritmu da nade rjesˇenje. Ukoliko nije nadeno, to znacˇi da
rjesˇenje nije nadeno do 80-e iteracije, buduc´i da je kriterij zaustavljanja 20 iteracija bez
poboljsˇanja. Zapravo, to se dogodilo u sva 3 slucˇaja koji su navedeni kao ”nije nadeno
rjesˇenje”, sˇtovisˇe, sva su 3 nasˇla optimalno rjesˇenje, samo prekasno da bi se aktivirao uvjet
zaustavljanja. Podaci su dani u tablici 3.4. Primijetimo da je u velikoj vec´ini slucˇajeva
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Slika 3.4: Rast prosjecˇne podobnosti.
Slika 3.5: Rast maksimalne podobnosti.
pronadeno upravo optimalno rjesˇenje. Razlog je iznimno jednostavna funkcija podobnosti.
Kasnije, u eksperimentima sa slozˇenijom funkcijom podobnosti, postotak u kojem je algo-
ritam uspio pronac´i optimalno rjesˇenje bit c´e znatno nizˇi.
Analizirajmo rezultate u nekoliko recˇenica. Primijetimo da prosjecˇna i maksimalna po-
dobnost najbrzˇe rastu kad je povec´ana velicˇina turnira. To je ocˇekivano, naime povec´anjem
velicˇine turnira (pogotovo deterministicˇkog) dolazi do jacˇeg selekcijskog pritiska, sˇto ubr-
zava porast podobnosti. No, usporedimo li broj pronadenih suboptimalnih rjesˇenja nadenih
s velicˇinom turnira 6 s brojem suboptimalnih rjesˇenja nadenih s velicˇinom turnira 2, vidimo
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Set1 Set2 Set3 Set4
Nije nadeno rjesˇenje 0 3 0 0
Suboptimalna rjesˇenja 2 8 4 3
Prosjecˇno iteracija do nalazˇenja rjesˇenja 60.41 80.56 45.92 65.56
Tablica 3.4: Podaci o izvedbi algoritma
da povec´anjem broja jedinki u turniru takoder povec´avamo rizik zapinjanja u lokalnom op-
timumu kao rezultat brzog priblizˇavanja trenutno najpodobnijoj jedinki. Nadalje, uspore-
dimo li krivulje dobivene iz seta 1 s krivuljama iz seta 2, vidjet c´emo da smanjenje broja
djece u svakoj generaciji usporava porast podobnosti populacije. To je i ocˇekivano, buduc´i
da smo time smanjili priljev novih, podobnijih jedinki, a takoder i objasˇnjava zasˇto je to
jedini skup podataka u kojem se dogodilo da u 100 iteracija nije postignut uvjet zaustav-
ljanja. Krivulje iz seta 4 najslicˇnije su onima iz seta 1, a i broj suboptimalnih rjesˇenja je
blizak, dakle parametar mutacije najmanje utjecˇe na kvalitetu algoritma u ovom slucˇaju.
No, algoritam funkcionira relativno dobro uz sva 4 seta parametara, sˇto mozˇemo pripisati
relativno jednostavnoj funkciji podobnosti. Takoder, uz tako male razlike u performan-
sama algoritma, postavlja se pitanje mozˇemo li uopc´e izvuc´i ikakve smislene zakljucˇke.
Zbog toga, pokusˇat c´emo isti algoritam primijeniti na neke slozˇenije probleme kako bi is-
taknuli razlike u performansama u ovisnosti o odabiru parametara. Na slici 3.6 prikazano
je optimalno rjesˇenje (gore lijevo) kao i neka suboptimalna rjesˇenja za gornji problem. Pri-
mijetimo izrazito velike razlike u fenotipu, iako se vrijednost funkcije podobnosti razlikuje
za manje od 3%.
3.3 Slozˇeniji primjeri
Pokusˇajmo sada isti algoritam primijeniti na neke slozˇenije probleme. Zamislimo da kons-
truiramo takav biomorf kojem podobnost raste sa svakim slobodnim krajem grane unutar
nekog prostora, no za konstrukciju njegovih grana potrebni su resursi, dakle sˇto je suma
duljina grana dulja, to je vec´i negativni efekt na podobnost jedinke (ovdje smo cijenu de-
finirali kao duljinu grane). Mozˇemo zamisliti da se radi o korijenu drva koje raste na tlu u
kojem su nejednoliko rasporedene hranjive tvari. Tocˇnije, kolicˇina hranjivih tvari linearno
raste porastom dubine, do y = −200 nakon cˇega pocˇne linearno padati. Primijenili smo isti
genetski algoritam kao u prosˇlom problemu, koristec´i sva 4 seta parametara. Takoder smo
algoritam pokrenuli 100 puta te usporedili rjesˇenja. Za razliku od prosˇlog primjera, mak-
simalan broj iteracija stavili smo na 200, buduc´i da je funkcija podobnosti kompliciranija
pa ocˇekujemo sporije pronalazˇenje rjesˇenja.
Tablica 3.5 prikazuje broj pokretanja kod kojih rjesˇenje nije pronadeno te broj dobive-
nih rjesˇenja koja su razlicˇita od najboljeg dobivenog rjesˇenja, kao i odstupanja od najboljeg
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Slika 3.6: Optimalno i josˇ neka rjesˇenja problema.
rjesˇenja.
Set1 Set2 Set3 Set4
Nije nadeno rjesˇenje 0 0 0 0
Suboptimalna rjesˇenja 29 49 45 46
Prosjecˇno iteracija do nalazˇenja rjesˇenja 85.23 108.09 56.90 95.08
Najvec´e odstupanje od najboljeg rjesˇenja 17.89% 34.5% 4.56% 26.73%
Prosjecˇno odstupanje od najboljeg rjesˇenja 0.7% 2.21% 1.00% 1.34%
Tablica 3.5: Podaci o izvedbi algoritma
Primijetimo da je nalazˇenje rjesˇenja zaista bilo sporije, kao i da su se opet najboljima
pokazali parametri iz seta 1. Odnos ostalih pokazatelja takoder prilicˇno dobro prati rezul-
tate iz prosˇlog primjera; opet mozˇemo primijetiti najbrzˇe nalazˇenje rjesˇenja kod parametara
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iz seta 3 zbog najvec´eg selekcijskog pritiska, kao i najsporije uz korisˇtenje parametara iz
seta 2 zbog najmanjeg broja djece u svakoj generaciji. To se takoder vidi i na grafovima
koji prikazuju podobnost najbolje ( graf 3.8 ) i prosjecˇne ( graf 3.7 ) jedinke kroz gene-
racije. Zanimljivo je uocˇiti da odabir prevelikog parametra mutacije negativno utjecˇe na
kvalitetu rjesˇenja.
Slika 3.7: Rast prosjecˇne podobnosti.
Slika 3.8: Rast maksimalne podobnosti.
No, crtanjem najbolje jedinke ispostavilo se da je algoritam kao optimalno rjesˇenje
pronasˇao okomitu crtu prema dolje ( tocˇnije, visˇe crta koje sve putuju ravno prema dolje;
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svaki pomak po osi x je nepozˇeljan jer ne nosi nikakvu nagradu, a negativno utjecˇe na
podobnost ). Slika 3.9 prikazuje nekoliko biomorfa koji su u jednom pokretanju algoritma
bili najbolje rjesˇenje u svojoj generaciji. Promatramo li ih po redu (od gore lijevo prema
dolje desno) mozˇemo jasno vidjeti kako se biomorf stanjuje i priblizˇava ravnoj liniji (opti-
malnom rjesˇenju). Ponovimo sada pokus tako da dodatno nagradimo jedinke koje c´e imati
vec´i raspon ”korijena”.
Slika 3.9: Neki biomorfi dobiveni u jednom pokretanju algoritma.
Koristit c´emo istu funkciju podobnosti kao i u prethodnom primjeru, no dodat c´emo
josˇ jedan pribrojnik koji je proporcionalan najvec´oj horizontalnoj udaljenosti 2 slobodna
kraja grana. Time se nadamo dobiti biomorfe koji se nec´e grupirati oko samo jedne linije,
a ujedno c´emo dodatno zakomplicirati funkciju podobnosti te promotriti kako se nasˇ al-
goritam nosi s tim. Opet smo algoritam pokrenuli 100 puta sa svakim setom podataka, s
maksimalno 200 iteracija. Tablica 3.6 prikazuje broj pokretanja kod kojih rjesˇenje nije us-
pjesˇno pronadeno, broj dobivenih rjesˇenja koja su razlicˇita od najboljeg dobivenog rjesˇenja
te odstupanja od najboljeg rjesˇenja.
Mozˇemo primijetiti da se prosjecˇno odstupanje od najboljeg rjesˇenja smanjilo, iako
se broj suboptimalnih rjesˇenja povec´ao. Posebno vrijedi istaknuti porast u kvaliteti per-
formansi seta parametara s vec´im parametrom mutacije. To mozˇemo pripisati strukturi
prostora rjesˇenja. U prosˇlom primjeru velik parametar mutacije onemoguc´avao je brzo pe-
njanje prema optimalnom rjesˇenju sˇto je usporavalo algoritam i cˇesto nas izbacivalo s puta
prema tom optimumu; ovdje se to pokazalo korisnim zbog kompleksnije strukture pros-
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Set1 Set2 Set3 Set4
Nije nadeno rjesˇenje 0 0 0 0
Suboptimalna rjesˇenja 36 56 58 36
Prosjecˇno iteracija do nalazˇenja rjesˇenja 90.26 108.81 65.64 89.94
Najvec´e odstupanje od najboljeg rjesˇenja 2.9% 20.66% 4.98% 3.22%
Prosjecˇno odstupanje od najboljeg rjesˇenja 0.44% 2.04% 0.80% 0.48%
Tablica 3.6: Podaci o izvedbi algoritma
tora (vec´eg broja bliskih po podobnosti lokalnih optimuma) te omoguc´ilo skakanje izmedu
njih. Medusobni odnos rezultata dobivenih razlicˇitim parametrima ostao je vrlo slicˇan kao
i u prethodnim primjerima. Ponovno prilazˇemo grafove koji prikazuju podobnost najbo-
lje (graf 3.11) i prosjecˇne (graf 3.10) jedinke kroz generacije. Mozˇemo primijetiti da su
se performanse algoritma s parametrima iz seta 4 skoro izjednacˇile s onima iz prvog seta,
iako su u jednostavnijim primjerima bile dosta losˇije. Set 2 i dalje je najlosˇiji, dok set 3
daje najbrzˇe nalazˇenje rjesˇenja, no i nesˇto losˇiju kvalitetu rezultata.
Slika 3.10: Rast prosjecˇne podobnosti.
Takoder, zanimljivo je pogledati koliko su razlicˇiti biomorfi koje je algoritam vratio
kao rjesˇenja. Na slici 3.12 prikazan je biomorf koji je optimalno rjesˇenje problema (gore
lijevo), kao i 5 najboljih rjesˇenja koja nisu optimalna. Ostala rjesˇenja poredana su po
podobnosti (dolje desno je najlosˇije rjesˇenje).
Kao zadnji primjer sa simetricˇnim biomorfima promotrimo prostor u kojem su biomorfi
kazˇnjeni ukoliko im grane imaju vrhove u odredenim dijelovima ravnine, a nagradeni uko-
liko imaju vrhove u nekim drugim dijelovima ravnine. To znacˇi da postoji velika vjero-
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Slika 3.11: Rast maksimalne podobnosti.
Slika 3.12: Fenotip biomorfa koje je algoritam vratio kao rjesˇenje problema.
jatnost da algoritam zapne u lokalnom optimumu (situacija u kojoj nijedan biomorf nema
nijednu granu ni u podrucˇju koje se nagraduje, ni u podrucˇju koje se kazˇnjava). Neka
rjesˇenja (gore lijevo je optimalno rjesˇenje), kao i dijelovi za koje biomorfi dobivaju kaznu,
odnosno nagradu prikazani su na slici 3.13.
U tablici 3.7 dani su podaci o izvrsˇavanju algoritma. Vidimo velik pad u kvaliteti
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Slika 3.13: Fenotip biomorfa koje je algoritam vratio kao rjesˇenje problema. Crvena crta
je granica koju biomorfi ne mogu prijec´i bez kazne. Sivo osjencˇano podrucˇje je podrucˇje u
kojem dobivaju nagradu.
rjesˇenja, tj. izrazito veliko najvec´e i prosjecˇno odstupanje od najboljeg rjesˇenja. Ipak, al-
goritam je sa sva 4 seta podataka pronasˇao identicˇno najbolje rjesˇenje. Pregledom rjesˇenja
s jako velikim odstupanjem od najboljeg rjesˇenja ispostavilo se da to zaista jesu biomorfi
koji nisu uspjeli doc´i do podrucˇja s nagradom (ostali su u neosjencˇanom podrucˇju oko
ishodisˇta, ali i unutar crvene linije). Ovo je dobar primjer problema u kojem bi dobra
inicijalizacija mogla bitno poboljsˇati algoritam. Naime, ukoliko na pocˇetku u populaciju
ubacimo par jedinki koje imaju neke grane u sivom podrucˇju, a da ne prelaze crvenu liniju,
mozˇemo smanjiti vjerojatnost zapinjanja u lokalnom optimumu. Primijetimo pozitivan
ucˇinak koji ima povec´anje broja jedinki u turniru, kao i negativan utjecaj koji ima sma-
njenje broja djece. Takoder, povec´anje parametra mutacije bitno je pogorsˇalo prosjecˇnu
kvalitetu rjesˇenja.
Sljedec´a 2 grafa prikazuju tok prosjecˇne (3.14) i maksimalne podobnosti (3.15) kroz ge-
neracije. Jako spor rast podobnosti za set s velikim parametrom mutacije mozˇemo objasniti
time sˇto mutacija samo jednog gena mozˇe velik dio biomorfa izbaciti iz prostora u kojem
dobiva nagradu u prostor u kojem biva kazˇnjen, pa je tesˇko ocˇekivati stabilan rast uz cˇestu
mutaciju. To takoder objasˇnjava i jako nepravilnu krivulju rasta maksimalne podobnosti.
Takoder se jasno vidi pozitivan efekt vec´eg turnira, kao i negativan efekt manjeg broja
djece.
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Set1 Set2 Set3 Set4
Nije nadeno rjesˇenje 0 0 0 0
Suboptimalna rjesˇenja 87 94 88 98
Prosjecˇno iteracija do nalazˇenja rjesˇenja 91.95 68.27 64.49 65.23
Najvec´e odstupanje od najboljeg rjesˇenja 89.98% 79.97% 32.33% 71.24%
Prosjecˇno odstupanje od najboljeg rjesˇenja 13.59% 37.21% 7.35% 36.16%
Tablica 3.7: Podaci o izvedbi algoritma.
Slika 3.14: Rast prosjecˇne podobnosti.
3.3.1 Primjer s asimetricˇnim biomorfima
U ovom primjeru koristit c´emo slicˇnu funkciju podobnosti kao i u prosˇlim, no na asime-
tricˇnim biomorfima. Konkretno, biomorf je to podobniji sˇto ima visˇe slobodnih krajeva sˇto
je blizˇe moguc´e pravcu y = −100 (nagrada linearno ovisi o udaljenosti), a za konstrukciju
grana potrebni su resursi. Takoder smo biomorf dodatno nagradili u ovisnosti o duljini x
komponente grane sa slobodnim krajem. To smo ucˇinili ne bi li tako izbjegli grupiranje
svih linija na jednom pravcu. Dakle, umjesto 8 gena koji odreduju smjer i kut medu gra-
nama, koristit c´emo 16 gena, dok c´e sedamnaesti gen odredivati broj nivoa u biomorfu. I
dalje c´emo koristiti 4 seta parametara i ogranicˇenje na 200 iteracija, kao i u prethodnim
primjerima te c´emo algoritam sa svakim setom parametara pokrenuti 100 puta. Detaljni
podaci o izvedbi algoritma nalaze se u tablici 3.8. Neki primjeri asimetricˇnih biomorfa
nalaze se na slici 3.16
Primijetimo velik broj pokretanja algoritama koji nisu uspjeli nac´i rjesˇenje do dvjes-
tote iteracije, kao i da je ovaj problem prvi u kojem najbolje pronadeno rjesˇenje nije bilo
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Slika 3.15: Rast maksimalne podobnosti.
Set1 Set2 Set3 Set4
Nije nadeno rjesˇenje 72 40 40 96
Suboptimalna rjesˇenja 88 99 65 99
Prosjecˇno iteracija do nalazˇenja rjesˇenja 164.30 175.33 175.10 195.08
Najvec´e odstupanje od najboljeg rjesˇenja 74.83% 74.20% 10.71% 9.27%
Prosjecˇno odstupanje od najboljeg rjesˇenja 18.09% 43.00% 4.22% 2.42%
Podobnost najboljeg rjesˇenja 11672 11482 11672 11669
Tablica 3.8: Podaci o izvedbi algoritma na asimetricˇnim biomorfima.
identicˇno s bilo kojim setom parametara, iako je ta razlika relativno mala. To mozˇemo
pripisati udvostrucˇenju broja gena, sˇto je bitno povec´alo kompleksnost problema. Ako pro-
matramo samo rjesˇenja pronadena prije dvjestote iteracije, parametri iz seta 3 daju najbolje
rezultate. No, promotrimo li pazˇljivije rezultate dobivene s parametrima iz seta 4, primijetit
c´emo da u trenutku zaustavljanja algoritma, na dvjestotoj iteraciji, oni ipak imaju bolje re-
zultate. Takoder, iz 3.18 vidimo da krivulja koja pripada setu 4 najstrmije raste na desnom
rubu, dakle vjerojatno c´e se rjesˇenje josˇ poboljsˇati. Razlog zbog kojeg se algoritam tezˇe
zaustavlja je velik parametar mutacije koji mijenja i najbolja rjesˇenja. Da je u setu 1 para-
metar mutacije bio vec´i, velika je vjerojatnost da se algoritam ne bi zaustavio kod rjesˇenja
koje je od optimalnog odstupalo cˇak 75%. Parametri iz seta 2 ponovno su se pokazali naj-
gorima u trazˇenju rjesˇenja (vidi 3.18). Logicˇan korak bio bi, za manji broj djece, postrozˇiti
uvjet zaustavljanja (povec´ati broj iteracija u kojima zahtijevamo da algoritam nije uspio
nac´i bolje rjesˇenje od do tada najboljeg kako bi ga zaustavili), kako bi se omoguc´ilo visˇe
vremena za priljev novih jedinki.
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Slika 3.16: Neki asimetricˇni biomorfi.
Slika 3.17: Rast prosjecˇne podobnosti. Parametri iz seta 3 omoguc´uju jako brz porast
prosjecˇne podobnosti, ali ih prosjecˇna podobnost dobivena parametrima iz seta 4 sustizˇe
kako se priblizˇavamo kraju.
Na kraju josˇ prilazˇemo sliku na kojoj su prikazana neka od rjesˇenja problema. 3.19
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Slika 3.18: Rast maksimalne podobnosti.
Slika 3.19: Neka rjesˇenja problema.
3.3.2 Zakljucˇak
Kao zakljucˇak ovih eksperimenata mozˇemo istaknuti da izbor optimalnih parametara uve-
like ovisi o tipu problema koji zˇelimo rijesˇiti. Dok kod najjednostavnijih problema izbor
najboljih parametara i nije bio od presudne vazˇnosti jer su se svi setovi parametara dobro
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nosili s problemom, kod kompleksnijih problema pocˇele su se primijec´ivati neke razlike.
Od bitnijih stvari mozˇemo istaknuti negativan efekt koji relativno velik parametar mutacije
ima kod trazˇenja rjesˇenja na prostoru s jednim globalnim optimumom mnogo boljim od
lokalnih optimuma, dok kod prostora s visˇe lokalnih optimuma bliskih po vrijednosti glo-
balnom optimumu povec´anje parametra mutacije mozˇe imati pozitivan efekt. Takoder, na
svim primjerima potvrdilo se da povec´anje broja jedinki u turniru dovodi do mnogo brzˇeg
pronalaska rjesˇenja, no povec´ava i sˇansu zapinjanja u lokalnom optimumu. Ipak, najnega-
tivniji je ucˇinak na izvedbu algoritma u svim primjerima imalo preveliko smanjivanje broja
djece.
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Sazˇetak
Ovaj rad sastoji se od 2 dijela. U prvom dijelu fokus je na definiranju opc´ih pojmova
vezanih uz evolucijske algoritme te nekim vazˇnim zapazˇanjima vezanim uz njihov rad.
Nakon toga, koncentriramo se na genetske algoritme, detaljno opisujemo sve bitne dijelove
genetskih algoritama, opisujemo njihovu funkciju, nacˇin implementacije te navodimo za
koje je probleme svaka od tih implementacija najpogodnija.
Drugi dio ovog rada fokusira se na demonstraciju rada genetskih algoritama pomoc´u
biomorfa. U ovom dijelu primijenit c´emo genetski algoritam na rjesˇavanje raznih problema
iz prostora biomorfa. Koristit c´emo razne kombinacije parametara genetskih algoritama te
u ovisnosti o kompleksnosti problema proucˇiti kako oni utjecˇu na izvedbu samog algo-
ritma.

Summary
This work consists of 2 major parts. In the first part, the focus is on defining key concepts
of evolutionary algorithms, making some important observations regarding the way they
obtain solutions and the way they function in general. Subsequently, genetic algorithms
are studied in more detail, all their parts are thoroughly described, as well as their role
in the algorithm itself. Also, different implementations suitable for various problems are
described.
In the second part, an example genetic algorithm is applied to different problems from
the biomorph space, varying in difficulty and complexity. The algorithm is executed with
various parameters, and the obtained results are used in order to study how the algorithm
solves diverse problems depending on the chosen parameters.
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