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Abstract
Associated to any subspace arrangement is a “De Concini-Procesi model”, a certain smooth compact-
ification of its complement, which in the case of the braid arrangement produces the Deligne-Mumford
compactification of the moduli space of genus 0 curves with marked points. In the present work, we calcu-
late the integral homology of real De Concini-Procesi models, extending earlier work of Etingof, Henriques,
Kamnitzer and the author on the (2-adic) integral cohomology of the real locus of the moduli space. To be
precise, we show that the integral homology of a real De Concini-Procesi model is isomorphic modulo its
2-torsion to a sum of cohomology groups of subposets of the intersection lattice of the arrangement. As part
of the proof, we construct a large family of natural maps between De Concini-Procesi models (generalizing
the operad structure of moduli space), and determine the induced action on poset cohomology. In particular,
this determines the ring structure of the cohomology of De Concini-Procesi models (modulo 2-torsion).
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1 Introduction
The main result of [7] was the determination of the cohomology ring structure of the real locus M0,n(R) of
the moduli space of stable genus 0 curves with n marked points. It was shown there that the cohomology
of M0,n(R) could be expressed in terms of the homology of intervals of a certain poset, namely the poset of
partitions of {1, 2, . . . , n − 1} in which each part is of odd size. This was, of course, quite reminiscent of the
corresponding result (see, e.g., [15]) for the cohomology of the configuration space of n distinct points in P1(C),
which is expressed in terms of the homology of the poset of all partitions of {1, 2, . . . , n − 1}. As the latter
result generalizes to arbitrary subspace arrangements [10, 19, 5, 16], it was natural to look for a corresponding
generalization of [7].
In our context, the appearance of subspace arrangements comes from an interpretation of M0,n (real or
complex) as a special case of a construction of De Concini and Procesi [4] of a “wonderful” compactification
associated to an arbitrary subspace arrangement (in this case, the braid arrangement of type An−2, as remarked
in [4, p. 483]). When the spaces in the arrangement are real, the De Concini-Procesi model is a smooth real
projective variety, and thus gives rise to a smooth manifold. In the present note, we determine the (integral)
homology groups of these manifolds. More precisely, the homology of these manifolds consists of a large
amount of 2-torsion (analogous to the homology of the spaces RPn), which is implicitly determined (via the
mod 2 homology) in Section 6 below, but if we quotient out by this 2-torsion, the result can then be expressed
(canonically) as a direct sum of cohomology groups of certain simplicial complexes described in Section 3.
These simplicial complexes can in turn be subdivided to obtain the order complexes of certain subposets of
the lattice of subspaces in the arrangement; the primary constraint (2-divisibility) on the subspaces being that
they decompose as transverse intersections of even-codimensional subspaces. The precise statement of the main
theorem is given as Theorem 3.7 below.
As might be guessed from the fact that we switched to considering homology rather than cohomology as in
[7], our techniques are somewhat different; in particular, we do not have the luxury of an explicit presentation
for the cohomology algebra. (Similarly, while [7] made some use of the fact that M0,n(R) is a K(pi, 1), this fails
to hold for arbitrary real De Concini-Procesi models (e.g., RPn).) The approach of [7] of obtaining information
about 2-adic (co)homology using the mod 2 (co)homology does play a significant role, however (see Section
6 below). Moreover, one of the main tools of [7] was the fact that the moduli spaces form an operad, giving
rise to a large collection of natural maps that were used there to distinguish cohomology classes; one of our
main tools (even more so than in [7]) is the observation that these operad maps can be defined for general De
Concini-Procesi models. In particular, this includes diagonal morphisms; thus, although we work exclusively
with homology, we still effectively (if somewhat implicitly) determine the ring structure on cohomology.
Our primary remaining tool, which was not used in [7], is a certain long exact sequence associated to blow-
ups of real varieties. Since every De Concini-Procesi model is a blow-up of a simpler De Concini-Procesi model,
this allows us to reduce a significant portion of the main theorem (localized away from the prime 2) to the
(trivial) case of products of projective spaces. In particular, this allows us to resolve a conjecture of [7] by
showing that the (co)homology of M0,n(R) has no odd torsion. This holds for arbitrary Coxeter arrangements,
see [11], but again not for general De Concini-Procesi models. (In fact, even if one restricts one’s attention to
2
hyperplane arrangements, one can arrange for the homology of an arbitrary finite simplicial complex to appear
as a graded piece of the homology of some De Concini-Procesi model; see the remark following the statement
of the main theorem.)
The plan of the paper is as follows. In Section 2, we recall De Concini and Procesi’s construction, and
introduce the associated “operad” maps (together with the main “composition law” that they satisfy); we also
show how these maps give rise to a natural grading of the homology groups by the lattice of subspaces in the
arrangement. In Section 3, we introduce the corresponding combinatorial data, in particular allowing us to
state the main theorem (Theorem 3.7). The final set-up section, Section 4, establishes the long exact sequence
associated to a real blow-up. Corollary 4.5 of this section discusses the special case of the blow-up long exact
sequence associated to De Concini-Procesi models, and in particular shows how this sequence interacts with the
natural grading by subspaces.
The proof of the main theorem spans Sections 5, 6, and 7. In Section 5, we construct a family of natural
cell structures on the De Concini-Procesi model, which allow us to construct the isomorphism of the main
theorem via a chain map. It is then fairly straightforward to show that the chain map respects the blow-up
long exact sequence, and thus by induction that it induces an isomorphism on homology with coefficients in
Z[1/2]. This argument fails to control the 2k-torsion, however, which is the subject of Section 6; there, we show
that the chain map gives an isomorphism (modulo 2-torsion) over Z/4Z, which then implies the isomorphism
property over the 2-adic integers. In the process, we give an explicit basis of the mod 2 homology consistent
with the natural grading (its primary distinction from the cohomology basis of [18]), which together with the
main theorem determines the 2-torsion of the homology groups. The proof of the main theorem is finished in
Section 7, where we show that the action of the operad maps on homology agrees with the action described
combinatorially in Section 3. This in particular determines the ring structure on cohomology.
Finally, in Section 8, we discuss some possibilities for further generalizations; see especially Conjecture 1,
which considers the case of R-rational (i.e., closed under conjugation) arrangements. Also of some interest
is Theorem 8.1, which gives an interpretation of the cohomology of the full poset of “2-divisible” subspaces
(when that poset has no maximal element) in terms of the homology, twisted by a certain sheaf, of the De
Concini-Procesi model.
Notational convention: Unless otherwise stated, all modules are supermodules, with corresponding conven-
tions for tensor products.
Acknowledgements. The author would like to thank his coauthors P. Etingof, A. Henriques, and J. Kamnitzer
on [7] for introducing him to these questions, and especially Henriques for discussions relating to blow-ups in
Z[1/2]-cohomology. In addition, the author would like to thank S. Devadoss and especially S. Yuzvinsky for
motivating discussions, as well as several referees for useful comments. The author was supported in part by
NSF Grant No. DMS-0401387.
2 De Concini-Procesi models
We will need to recall (and extend) some notions from [4]. Note that our definition is slightly more general than
theirs, but only in that their construction is not closed under taking products (see Lemma 2.3 and surrounding
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remarks). The considerations of functoriality and operadicity are new, and in particular the construction of a
natural grading by subspaces on the (co)homology groups (see the remark following Corollary 2.8).
A subspace arrangement in a finite-dimensional vector space V is a finite collection G of subspaces of V ∗.
Note that this induces by duality a corresponding collection of subspaces of V , but it will be convenient to use
the dual notation. Given a subspace arrangement G, we define CG to be the lattice generated by G; that is, the
set of all sums of subsets of G. (By convention, this includes the empty sum; i.e., 0 ∈ CG .) Note that CG is
indeed a lattice with respect to inclusion, but the meet operation in this lattice is not simply the intersection
of subspaces.
Given U ∈ CG , an G-decomposition of U is a collection of nonempty subspaces Ui ∈ CG such that
U =
⊕
1≤i≤k
Ui (2.1)
and for every G ∈ G such that G ⊂ U , G ⊂ Ui for exactly one i. Note that every element of G is G-
indecomposable, and the notion of decomposition depends only on the collection of G-indecomposable subspaces.
In particular, if we let G denote that collection, then CG = CG and an element is G-indecomposable iff it is G-
indecomposable. A building set is a subspace arrangement G such that G = G; we have thus seen that every
arrangement induces a building set.
If G is a building set in V , and G′ is a building set in V ′, a morphism from G to G′ is a linear transformation
f : V → V ′ such that f∗(G) ∈ G for all G ∈ G′. We thus obtain for every field K a category Build(K) of
building sets of vector spaces over K. There are two important special cases of morphisms. First, if G ⊃ G′
are both building sets in V , then the identity map on V induces a morphism ι : G → G′. Second, we have
morphisms f such that
G = {f∗(G) : G ∈ G′} (2.2)
G′ = f∗(G) := {C : C ∈ CG′ |f
∗(C) ∈ G}. (2.3)
Since for a general morphism,
G ⊃ {f∗(G) : G ∈ G′}, (2.4)
G′ ⊂ f∗(G), (2.5)
{f∗(G) : G ∈ G′} = {f∗(G) : G ∈ f∗(G)}, (2.6)
it follows that any morphism can be decomposed as ι◦f◦ι′ with f satisfying (2.2),(2.3). Both types of morphisms
can be further decomposed; indeed, it suffices to take morphisms with dim(ker f) = 1 and G′ = f∗(G), and
morphisms ι such that |G′| = |G| − 1. The only nontrivial thing to prove is the following.
Lemma 2.1. Given any two building sets G ⊃ G′ on the same space, there exists an element G ∈ G \ G′ such
that G \ {G} is a building set.
Proof. Let G be a minimal element of G not in G′, and follow the proof of [4, Prop. 2.5(1)].
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De Concini and Procesi associate a smooth projective variety to a building set G as follows. Let AG be the
affine variety
AG = V \
⋃
G∈G
G⊥. (2.7)
Then for each G we have a map AG → PG, where PG = P(V/G⊥), and we thus have a map
AG →
∏
G∈G
PG. (2.8)
Then Y G is the closure of the image of this map. A more local description can be given as follows: Let
ρG : Y G → PG be the natural map. Then Y G is the locus of points x ∈
∏
G∈G PG such that for every pair
H ⊂ G ∈ G, (ρG(x), ρH(x)) is in the (closed) graph of the projection PG → PH .
If dim(G) = 1 (i.e., if G⊥ is a hyperplane), then PG is a single point, so we find that removing all hyperplanes
from a building set has no effect on the corresponding variety. Conversely, adjoining a hyperplane to a building
set has no effect, so long as the result is still a building set. A useful criterion for this is the following.
Lemma 2.2. Suppose v ∈ V ∗ is a nonzero vector such that for any C ∈ CG containing v there exists G ∈ G
such that v ∈ G ⊂ C. Then G ∪ {〈v〉} is a building set.
Proof. Let G′ := G ∪ {〈v〉}, and consider C ∈ CG′ which is G′-indecomposable. We need to show that C ∈ G′.
If v /∈ C, then C ∈ CG . A G-decomposition of C would then also decompose C as an element of CG′ ; it
follows that C ∈ G.
If v ∈ C, but still C ∈ CG , then by assumption, there exists G ∈ G with v ∈ G ⊂ C. In particular, G
is contained in some component of the G-decomposition of C, and thus v is contained in that component. It
follows that the G-decomposition of C is the same as its G′-decomposition, and thus C ∈ G.
Finally, we have the case v ∈ C, C /∈ CG . In particular, we can write C = D + 〈v〉 for some D ∈ CG not
containing v. We claim that the G′-decomposition of C is obtained by adjoining 〈v〉 to the G-decomposition of
D. Suppose otherwise: that there exists G′ ∈ G such that G′ ⊂ C but G′ 6⊂ D. But then C = G′ +D ∈ CG , a
contradiction. It follows that C = 〈v〉.
In particular, if v ∈ G ∈ G is such that if v ∈ C ∈ CG , then G ⊂ C, then G ∩ {〈v〉} is a building set. Over
an infinite field, there exists such a vector in any G ∈ G, and we may thus repeatedly adjoin hyperplanes to
G without affecting the variety, until each G ∈ G is the span of dim(G) + 1 hyperplanes in the collection, and
those hyperplanes are in general position. Letting H denote this collection of hyperplanes, we find H = G ∪H,
and thus Y G ∼= Y H. In other words, every De Concini-Procesi model is isomorphic to the De Concini-Procesi
model of a hyperplane arrangement. Thus by considering general building sets, we do not in fact add any more
generality than if we merely considered the hyperplane case; they do, however, form a useful tool.
We note that the construction of Y G attributed to De Concini and Procesi above is not quite the construction
they give. To be precise, they also include the map AG → P(V ), or equivalently in our notation assume that
V ∗ ∈ G, in which case AG embeds in Y G ; it will be notationally convenient to allow the slightly more general
case. Our case reduces easily to the case V ∗ ∈ G, as follows. Given W ⊂ V ∗, define the restriction G|W by
G|W = {G ∈ G|G ⊂W}, (2.9)
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a building set in W ∗ = V/W⊥. Since (V/W⊥)/G⊥ = V/G⊥ for G ⊂ W , we immediately obtain the following,
using the local description of Y G . The root of a building set is the maximal element root(G) of the lattice CG .
Lemma 2.3. For any W ⊂ V ∗, there exists a natural map Y G → Y G|W . If G1 ⊕ G2 ⊕ · · · ⊕ Gk is the
decomposition of root(G), then
Y G →
∏
1≤i≤k
Y G|Gi (2.10)
is an isomorphism. In particular,
dimY G =
∑
1≤i≤k
(dim(Gi)− 1) = dim(root(G)) − k. (2.11)
Remark. In particular, each of the factors contains the appropriate ambient space. Also, for topological purposes
we note that Y G in our notation is homotopic to the variety YG (the closure with a factor V added to the map)
discussed in [4].
Proposition 2.4. The construction Y defines a functor from Build(K) to the category of smooth projective
varieties over K.
Proof. Let f be a morphism from G to G′. To specify the associated map Y f : Y G → Y G′ , it suffices to specify
ρG ◦ Y f for each G ∈ G′. We simply take
ρG ◦ Y f = ρf∗(G) ◦ P(f), (2.12)
where P(f) : P(V/(f∗(G))⊥) → P(V ′/G⊥) is the natural morphism, which is well-defined (and injective) since
(f∗(G))⊥ = f−1(G⊥). The local conditions are then straightforward to verify, as is the fact that Y respects
composition of morphisms.
Remark. The defining maps ρG are associated in this way to the morphisms ι : G → {G}. Similarly, the diagonal
map Y G → Y G × Y G is associated to the diagonal map ∆ : V → V ⊕ V ; more precisely, the diagonal map is
the composition
Y G
Y ∆−−−−→ Y G⊕G
∼
−−−−→ Y G × Y G .
In fact, Y satisfies a more general version of functoriality, in that it has a sort of “operadic” structure. Let
G and G′ be building sets in V and V ′ respectively. A weak morphism f : G → G′ is a linear transformation
f : V → V ′ such that f∗(G) ∈ G ∪ {0} for all G ∈ G′.
Theorem 2.5. Given any weak morphism f : G → G′, there exists a natural morphism (the operad map)
φf : Y G′|ker(f∗) × Y G → Y G′ . (2.13)
These maps satisfy the composition law, which states that given any two weak morphisms f : G → G′, g : G′ →
G′′, the diagram
Y G′′|ker g∗ × Y G′|ker(f∗) × Y G
1×φf
−−−−→ Y G′′|ker g∗ × Y G′
φg|im(f)×1
y
yφg
Y G′′|ker f∗◦g∗ × Y G
φg◦f
−−−−→ Y G′′
(2.14)
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commutes, where g|im(f) is the induced weak morphism
g|im(f) : G
′|ker(f∗) → G
′′|ker(f∗◦g∗). (2.15)
Proof. We need to specify ρG ◦ φf for each G ∈ G
′. If G ⊂ ker(f∗), then we simply set ρG ◦ φf = ρG,
projecting from Y G′|ker(f∗) . Otherwise, we compose ρf∗(G) (projecting from Y G) with the induced map P(f) :
P(V/(f∗(G))⊥)→ P(V ′/G⊥) as before.
Remark 1. Note that if f is a linear transformation such that ker(f∗) ∈ CG′ , then {f
∗(G) : G ∈ G′|f∗(G) 6= 0}
is a building set in V , called the induced building set, and denoted f∗(G′). We will denote the corresponding
weak morphism from f∗(G′) to G′ by τ(f), and say that such a weak morphism is purely operadic. Note that
the corresponding operad map is injective. For C ∈ G′, we denote by φC the operad map associated to τ(iC)
where iC : C
⊥ → V ′ is the inclusion map.
Remark 2. In general, any weak morphism can be factored as a product of a morphism and a purely operadic
weak morphism. Indeed, given a general weak morphism f : G → G′, let C = root(G′|ker f∗). Then we may
factor the linear transformation f as iC ◦ g. But then as a weak morphism, f = τ(iC) ◦ g. The composition law
in this case simplifies, and thus we find
φf = φC ◦ (1 × Y g) (2.16)
as one might expect.
Remark 3. It will be helpful to note the forms the composition law takes when one of the maps is a morphism.
If f is a morphism, then
φg◦f = φg ◦ (1 × φf ) (2.17)
while if g is a morphism,
φg ◦ φf = φg◦f ◦ (φg|im(f) × 1). (2.18)
Of course, if both are morphisms, the composition law is simply
φg◦f = φg ◦ φf . (2.19)
Example. As an example, consider the braid arrangement
An−1 = {〈ei − ej〉 : 1 ≤ i < j ≤ n}. (2.20)
The indecomposable subspaces in this arrangement are those of the form
〈ei − ej : i, j ∈ S〉 (2.21)
for some subset S ⊂ {1, 2, . . . , n} with |S| ≥ 2, and general subspaces are associated to partitions of {1, 2, . . . , n}.
The associated De Concini-Procesi model is thus constructed as a subvariety of a product of projective spaces
of the form ∏
S⊂{1,2,...,n}
P|S|−2; (2.22)
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to be precise, it is the intersection of the graphs of the maps P(S) → P(T ) for T ⊂ S given by omitting those
coordinates not in T .
There is a natural morphism from the moduli spaceM0,n+1 (with one marked point singled out as special) to
this De Concini-Procesi model, as follows. For each subset S ⊂ {1, 2, . . . , n}, we map the moduli space to P(S)
by first forgetting all points with labels outside S, collapsing components as necessary to preserve stability, then
further collapse all components not containing the special point. We thus obtain a copy of P1 together with a
function from S to P1 that avoids the special point. Equivalently, taking the special point to ∞, we obtain a
point in the affine space A|S|, with at least two distinct coordinates. The further isomorphisms of P1 quotient
this affine space by the diagonal subspace, then by scalar multiplication, and thus we obtain a point in P|S|−2
associated to each stable curve. The local conditions are clearly satisfied, so this collection of morphisms to
projective space induce a morphism to Y An−1 . By considering its action on the open set M0,n+1, we find that
this morphism is birational; it is also straightforward to verify that it is bijective, and thus an isomorphism.
The moduli spaces (or, rather, their real or complex loci) form a topological operad in the usual sense, which
is a special case of the above generalized operad structure. To be precise, for any composition α1, . . . , αk of n
with nonzero parts, there is an associated weak morphism fα : Ak−1 → An−1 which maps e1 to the sum of the
first α1 basis vectors, e2 to the sum of the next α2 basis vectors, etc. The kernel of f
∗
α is then a subspace in
the arrangement, to wit the subspace associated to the set partition
{1, 2, . . . , α1}, {α1 + 1, . . . , α1 + α2}, . . . , (2.23)
and f∗(An−1) = Ak−1. In particular, fα is purely operadic, and the associated operad map is the usual operad
map
M0,α1+1 × · · · ×M0,αk+1 ×M0,k+1 →M0,n+1 (2.24)
obtained by gluing the special points of the first k curves to corresponding non-special points of the last curve.
(Similarly, the “forget a point” map is associated to a morphism An → An−1.) Moreover, the usual operad
axiom becomes just a special case of the general composition law. Note, however, that the cyclic operad
structure of the moduli space does not seem to be compatible with its interpretation as a De Concini-Procesi
model, as it does not respect the role of the special point.
Proposition 2.6. Let f : G → G′ be a weak morphism with G ⊂ f∗(G′). Then φf is injective.
Proof. Simply observe that if f∗(G′) = G, then the map ρG′ on the codomain is the composition of the map
ρG on the domain with an injection.
Proposition 2.7. Let f : G → G′ be a surjective (weak) morphism. Then φf is surjective, and is birational iff
root(G) = f∗(root(G′)) and both roots have the same number of components.
Proof. The image of the restriction
f : AG → AG′ (2.25)
is dense if f : V → V ′ is surjective, and thus the corresponding map of projective varieties must be surjective;
birationality then follows by comparing dimensions.
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Remark. In particular, this applies to any morphism of the form ι : G → G′.
Corollary 2.8. Given a building set G and a space C ∈ CG, the natural surjection
piC := φι : Y G → Y G|C (2.26)
has a natural homotopy class pi
[−1]
C of splittings. Moreover, these maps satisfy the identities (up to homotopy)
piC∧D ◦ piC = piC∧D (2.27)
piC ◦ pi
[−1]
D ∼ pi
[−1]
C∧D ◦ piC∧D (2.28)
pi
[−1]
C ◦ pi
[−1]
C∧D ∼ pi
[−1]
C∧D. (2.29)
Proof. The splitting maps arise from
φC : Y G|C × Y G/C → Y G (2.30)
by choosing a point in Y G/C .
Now, the composition law implies that
piC ◦ φD = φC∧D ◦ (piC∧D × (φf ◦ pi(C+D)/D)) : Y G|D × Y G/D → Y G|C , (2.31)
where f is the natural morphism
f : (G/D)|(C+D)/D → (G|C)/(C ∧D). (2.32)
If C = D then the right-hand side is just the projection
Y G|C × Y G/C → Y G|C (2.33)
and we thus obtain the desired splitting. More generally, if we choose a point in Y G/D, we obtain the second
identity. The other two identities follow similarly from the composition law.
Remark. In particular, the associated retractions satisfy
(pi
[−1]
C ◦ piC) ◦ (pi
[−1]
D ◦ piD) ∼ pi
[−1]
C∧D ◦ piC∧D, (2.34)
and thus commute up to homotopy. It follows that any associated (co)homology group is graded by CG ; that
is, splits as a direct sum indexed by CG . To be precise, for any C ∈ CG , let
H∗(Y G)[C] (2.35)
denote the subspace of consisting of homology classes fixed by pi
[−1]
C ◦ piC and annihilated by pi
[−1]
D ◦ piD for
D ( C. (Equivalently, these are the classes in the image of pi
[−1]
C which are annihilaged by piD for D ( C.)
Since these are retractions, so idempotents on (co)homology, and commute, we find that
H∗(Y G) =
⊕
C∈CG
H∗(Y G)[C], (2.36)
and more generally
(pi
[−1]
C ◦ piC)H∗(Y G) =
⊕
D⊂C
H∗(Y G)[D]. (2.37)
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Proposition 2.9. If V ∗ /∈ G, then Y G∪V ∗ is a projective space bundle over Y G .
Proof. Let G1, . . . , Gm be the maximal elements of G; note that by adjoining suitable hyperplanes, we can force∑
iGi = V
∗ without changing Y G . We thus need to show that the set of points in P(V ) compatible with a
given point in Y G form a projective space. But the compatibility condition is simply that the projection to each
PGi , if defined, has the correct value. If we choose representatives pi ∈ V/G
⊥
i \ 0, a point in V \ 0 is compatible
iff it is of the form
∑
i αipi; it follows that the preimage is P
m−1 as desired.
Proposition 2.10. If G = G′ ∪ {G}, and G is not a maximal element of G, then Y G is the blow-up of Y G′
along the image d′G of the injective map
φG : Y G′|G × Y G/G → Y G′ . (2.38)
The exceptional divisor is the image dG of the injective map
φG : Y G|G × Y G/G → Y G . (2.39)
Proof. The composition law gives
φι ◦ φG = φG ◦ (φι × 1), (2.40)
and thus φι(dG) = d
′
G. Since dim(dG) = dim(Y G)− 1 > dim(d
′
G) and dG is a projective space bundle over d
′
G,
it remains only to check that φι is injective on the complement of dG, which is immediate.
Remark. As in [4] (which used two special cases of this proposition), this immediately gives an inductive proof
that Y G is a smooth, irreducible variety, since by the above proposition and Lemma 2.1, it can be obtained from
a product of projective spaces by a sequence of blow-ups; it also follows that Y G(R) is a smooth, connected
manifold for G ∈ Build(R). Also note the consequence that the normal bundle of d′G is trivial if G is minimal
in G, since then dG is a product bundle.
Note that this consturction of Y G as an iterated blowup can almost certainly be generalized. Indeed, Keel’s
construction [13] of M0,n+1 as a blowup of (P
1)n−1 is not of the above form.
In general, for any category C, we define a universal operad in C to be a functor F : Build→ C that also
associates a morphism
φf : F (G
′|ker(f∗) ⊕ G)→ F (G
′) (2.41)
to every weak morphism, satisfying the composition law
φg ◦ φ1⊕f = φg◦f ◦ φg|im(f)⊕1. (2.42)
A natural transformation between universal operads will be said to be operadic if it is compatible with the
composition law in the obvious way. A universal cooperad in C is simply a universal operad in Cop.
Remark. A universal operad in a tensor category, equipped with natural isomorphisms F (G⊕G′)→ F (G)⊗F (G′)
(compatible with symmetry and associativity), induces (by restriction to the braid arrangements) an operad
in the usual sense; this is not true for a general universal operad, however. Also, given a topological universal
operad, we may take the homology of F (with appropriate coefficients), and thus obtain a universal operad
in the appropriate category of modules (or, taking cohomology, a universal cooperad of rings, assuming the
topological universal operad respects products).
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3 Poset homology and operad maps
In this section, and until further notice, we restrict our attention to the case G ∈ Build(R). In this case, there
is a significant difference between odd-dimensional and even-dimensional elements of G: for dim(G) > 1, PG(R)
is orientable if and only if dim(G) is even. This suggests that even-dimensional elements will have particular
significance in the homology of Y G(R).
More generally, let Π
(m)
G be the subposet of CG consisting of elements A that can be written as direct sums
of elements G ∈ G with dim(G) a multiple of m. (In the case of the braid arrangement G = An−1, Π
(m)
G is the
poset of partitions of {1, 2, . . . , n} into parts all of size congruent to 1 modulo m.) For the remainder of this
section, we fix a choice of m; after this section, we will in fact take m = 2 almost exclusively.
For any element A ∈ Π
(m)
G and any commutative ring R, we define H∗([0, A];R) to be the homology of the
chain complex C∗([0, A];R) in which Ck+1([0, A];R) is the free R-module spanned by chains
(0 < A1 < · · · < Ak < A) (3.1)
in Π
(m)
G , and the boundary map is defined by
∂(0 < A1 < · · · < Ak < A) =
∑
i
(−1)i(0 < A1 < · · · < Aˆi < · · · < Ak < A). (3.2)
(Aside from a shift in degree, this is the reduced homology of the order complex of the open interval (0, A).)
By convention, C∗([0, 0];R) = 0 except in degree 0, where it is spanned by the single chain (0).
It will be convenient to consider an alternate chain complex giving the same homology, defined in terms
of “G-forests” (these are called “nested sets” in [4], but we feel “forest” is more evocative of the relevant
combinatorics, especially in the braid case).
Definition 1. A G-forest is a subset F ⊂ G such that every collection of pairwise incomparable elements of F
forms a decomposition; the root of F is the space
root(F ) :=
∑
G∈F
G ∈ CG . (3.3)
(Note that this subspace will not be an element of F in general, but merely a direct sum of elements of F .)
Given G ∈ F , the child of G in F is the space
childF (G) :=
∑
H∈F
H(G
H. (3.4)
F is said to be m-divisible if every element of F has dimension a multiple of m.
Remark. There is a natural bijection between An−1-forests and forests in the usual sense in which the leaves
are labelled 1,. . . ,n. Given such a forest, if one labels each internal node by the set of its descendant leaves, the
resulting collection of subsets forms a An−1-forest.
The name “forest” is justified by the following lemma.
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Lemma 3.1. Let F be a G-forest. For any element G ∈ F , the set of elements of F containing G forms a
chain.
Proof. Indeed, if H1, H2 ∈ F are incomparable elements, then by definition they form a decomposition; in
particular, G cannot be contained in both.
In other words, F has a natural structure of a forest with nodes labelled by elements of G, compatible with
inclusion; the root in our sense is simply the direct sum of the labels of the roots.
Now, for A ∈ Π
(m)
G , define a chain complex C
f
∗ (A) as follows: The R-module C
f
k (A) is spanned by ordered
m-divisible forests F with root A and k nodes, but with different orderings identified, up to the obvious sign
factor. For G ∈ G, we define
∂GF =


(−1)i−1F \G, G = Fi
0, G /∈ F ;
(3.5)
the boundary map is then given by the sum of ∂G with G ranging over proper subspaces of components of A.
We will also need a concatenation operation
G · (F1, F2, . . . , Fn) = (G,F1, F2, . . . , Fn), (3.6)
or 0 if the result is not a forest.
The following proof is adapted from [17, Sec. 2.6], which essentially considered the case Π
(1)
An
with A = V .
Theorem 3.2. For all A ∈ Π
(m)
G , there is a canonical isomorphism
H∗([0, A]) ∼= H
f
∗ (A). (3.7)
Proof. If A = 0, the result is immediate (in both cases, H0 = Z and all other homology groups are trivial); we
may thus assume A 6= 0, and thus both complexes are trivial in degree 0.
Now, given a chain
0 < A1 < A2 < · · · < Ak < A, (3.8)
consider the (partially closed) simplex of numbers 0 ≤ τk < · · · < τ1 < τ0 = 1. The remainder of the closure
of this simplex is naturally identified with the disjoint union of simplices corresponding to chains with steps
removed (if τk = τk−1, remove Ak); as a result, we can glue together all of the simplices to obtain a geometric
simplicial complex Σ. The result is simply the the order complex of (0, A], so its local homology at the point
(0 < A) is
H∗(Σ,Σ \ {(0 < A)}) = H∗+1([0, A]). (3.9)
Similarly, given a forest F , consider labellings τ ′ of the nodes, subject to the condition that the labels sum
to 1, are nonnegative, and the labels of all non-roots are positive. Again, if we include labellings of subforests
(with the same root), with the convention that τ ′ = 0 for removed nodes, we obtain a closed simplex, and a
geometric simplicial complex Σf . If x is the centroid of the simplex corresponding to the forest A, the local
homology at x is
H∗(Σ
f ,Σf \ {x}) = Hf∗+1(A). (3.10)
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(Taking local homology with respect to x is equivalent to restricting the chain complex to those simplices
containing the open simplex that contains x.)
The theorem will follow if we can establish a pointed homeomorphism Σ ∼= Σf . Define a (discontinuous)
function ρ : (0, 1) → Π
(m)
G by ρ(t) = Al whenever τl < t < τl−1 (with the convention Ak+1 = A, τk+1 = 0.)
Now, if F is the forest consisting of all components of the Ak, we initially label a node G by the difference
between the lim sup and the lim inf of those t for which G is a component of ρ(t). The only way such a label
can be 0 is if τ0 = 0 and G is a component of A but not A1; in particular non-root nodes have a nonzero label.
Since the sum of the labels is uniformly bounded away from 0 and ∞, we may rescale to make the sum 1, and
obtain the desired labelling τ ′. To invert, we rescale so that the highest-weight path from the root has weight
1, and can then immediately recover the labelled chain.
If we begin with the chain (0 < A), we find ρ ≡ A. The corresponding forest is just the set of components
of A, each labelled (after normalization) by 1/l (if A has l components). But this is indeed the centroid of the
simplex corresponding to that forest.
Remark. The general case m = 1 was established by different means in [8]. Similarly, the case m > 1, G = An−1
was established in [6].
Under this isomorphism, each simplex of Σf is identified with a union of simplices of Σ, and thus the above
isomorphism induces a chain map.
Corollary 3.3. Define a map σ : Cf∗ (A)→ C∗([0, A]) by
σ(F ) :=
∑
pi
σ(pi)(0 < Fpi(1) < Fpi(1) + Fpi(2) < · · · < Fpi(1) + · · ·+ Fpi(k−1) < A), (3.11)
where the sum is over permutations of the nodes such that if Fpi(i) ⊂ Fpi(j), then i ≤ j. Then σ is a chain map
inducing an isomorphism on homology.
A chain of the form
(0 < Fpi(1) < Fpi(1) + Fpi(2) < · · · < Fpi(1) + · · ·+ Fpi(k−1) < A) (3.12)
will be called a forest chain.
Lemma 3.4. A linear combination of forest chains in C∗([0, A]) is in the image of σ if and only if its boundary
is also a linear combination of forest chains.
Proof. This follows from geometric considerations, but can also be shown directly as follows. Suppose we order
F in such a way that Fi ⊂ Fj implies i ≤ j, and suppose Fl, Fl+1 are incomparable. Then the non-forest chain
(0 < F1 < · · · < F1 + · · ·+ Fl−1 < F1 + · · ·+ Fl+1 < · · · < A) (3.13)
occurs in the differential of precisely two forest chains, namely
(0 < F1 < · · · < F1 + · · ·+ Fl−1 < F1 + · · ·+ Fl−1 + Fl < F1 + · · ·+ Fl+1 < · · · < A) (3.14)
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and
(0 < F1 < · · · < F1 + · · ·+ Fl−1 < F1 + · · ·+ Fl−1 + Fl+1 < F1 + · · ·+ Fl+1 < · · · < A). (3.15)
Thus the coefficient of this non-forest chain in the differential is 0 iff the coefficients of the forest chains are
negatives of each other.
Since any two such orderings of F can be connected by a sequence of such transpositions, the claim follows.
Remark. In particular, a chain map between two complexes C∗([0, A]) that takes forest chains to forest chains
pulls back to a chain map on the associated forest complexes.
Now, define the Whitney homology
W
(m)
∗ (G) =
⊕
A∈Π
(m)
G
H∗([0, A]), (3.16)
a module graded by both the degree in homology and by the poset Π
(m)
G . This, of course, can be computed
as the homology of the corresponding sum of poset or forest complexes; thus define, for instance, CW∗ (G) =⊕
A∈CG
CW∗ ([0, A]), and similarly for forests.
Theorem 3.5. The Whitney homology extends to a cooperad such that the maps φ∗f are homogeneous and
respect the poset grading:
φ∗f (W
(m)(G′)[A]) =W (m)(G′|ker(f∗) ⊕ G)[(A ∩ ker f
∗)⊕ f∗(A)]; (3.17)
in particular φ∗f vanishes unless
(A ∩ ker f∗)⊕ f∗(A) ⊂ Π
(m)
G′|ker(f∗)⊕G
. (3.18)
Proof. Let f : G → G′ be a weak morphism. We define a chain map
φ∗f : C
W
∗ (G
′)→ CW∗ (G
′|ker(f∗))⊗ C
W
∗ (G) (3.19)
on chains 0 < · · · < Ai < · · · < Ak = A in Π
(m)
G as follows. If A ∩ ker f
∗ is not in the chain, we set φ∗f = 0.
Otherwise, let l be the index of A ∩ ker f∗ in the chain, and define
φ∗f (0 < · · · < Ai < · · · < A) = (0 < · · · < Ai ∩ ker f
∗ < · · · < Al ∩ ker f
∗ = A ∩ ker f∗)
⊗ (0 = f∗(Al) < · · · < f
∗(Al+i) < · · · < f
∗(A))
∈ CWl (G
′|ker(f∗))⊗ C
W
k−l(G).
Since deleting a step cannot introduce A ∩ ker f∗ to the chain, the differential cannot leave the set of “bad”
chains (i.e., in the kernel of φ∗f ). And the only way to produce a bad chain by deleting a node is to delete
A ∩ ker f∗; but the corresponding term is missing from the differential on the image space. Therefore φ∗f is
indeed a chain map. Moreover, it is easily seen to satisfy the composition law. Finally, we can extend it to a
chain map
φ∗f : C
W
∗ (G
′)→ CW∗ (G
′|ker(f∗) ⊕ G) (3.20)
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by composing with the shuﬄe product
CW∗ (G
′|ker(f∗))⊗ C
W
∗ (G)→ C
W
∗ (G
′|ker(f∗) ⊕ G), (3.21)
obtaining the map on homology as required.
Remark 1. Since the Whitney homology is a direct sum, it is equivalent to consider only the induced maps
φ∗f : H∗([0, A]G′)→ H∗([0, A ∩ ker f
∗ ⊕ f∗(A)]G′|ker(f∗)⊕G) (3.22)
where A ∩ ker f∗ ⊕ f∗(A) ∈ Π
(m)
G′|ker f∗⊕G
, and similarly for the chain maps.
Remark 2. The case of the diagonal morphism ∆ : G → G ⊕ G is of particular interest:
φ∗∆(0 < · · · < (Ai, Bi) < · · · < (A,B)) =


0 < · · · < Ai +Bi < · · ·A+B if A ∩B = 0
0 otherwise.
(3.23)
Composing with the shuﬄe product induces a ring structure on the Whitney homology, graded by Π
(m)
G .
Since φ∗f takes forest chains to forest chains, we conclude the following.
Corollary 3.6. For each weak morphism f : G → G′, there is a chain map
φ∗f : C
Wf
∗ (G
′)→ CWf∗ (G
′|ker(f∗) ⊕ G) (3.24)
producing a commutative diagram
CWf∗ (G′)
φ∗f
−−−−→ CWf∗ (G′|ker(f∗) ⊕ G)
σ
y σ
y
CW∗ (G
′)
φ∗f
−−−−→ CW∗ (G
′|ker(f∗) ⊕ G)
. (3.25)
Thus, in addition to the cooperad structure on the Whitney homology itself, we also obtain two cooperads of
chain complexes, and an operadic homotopy between them. It is unclear, however, how to define the cooperad
structure on the forest complex without passing through the poset complex.
It turns out that the relation to De Concini-Procesi models is more convenient in terms of poset and forest
cohomology. Of course, the cooperads of homology chain complexes immediately dualize to operads on the
cohomology chain complexes, and thus give rise to an operad on the Whitney cohomology (defined in the
obvious way).
Even this is not quite the right structure, however. Note that the induced chain maps
(φf )∗ : C
∗([0, B ⊕ C]G′|ker(f∗)⊕G)→ C
∗([0, A]G′) (3.26)
are 0 unless B = A ∩ ker f∗, C = f∗(A); in other words, we must have a short exact sequence
0 −−−−→ B −−−−→ A
f∗
−−−−→ C −−−−→ 0. (3.27)
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In particular, dim(A) = dim(B) + dim(C), and we may thus shift the degrees of the complex by this dimension
without affecting homogeneity of (φf )
∗. To be precise, we will use the chain complex
CdimA−∗([0, A]G′), (3.28)
which becomes a homology complex since the differential now decreases the degree.
A more subtle correction is a certain twisting of the operad structure. For any real vector space V , let
or(V ) := Hdim(V ∗)(V
∗, V ∗ \ {0}) be the corresponding orientation module; note in particular the canonical
isomorphisms
or(V ) ∼= H˜dim(V )−1(S(V
∗)), (3.29)
and when dim(V ) is even,
or(V ) ∼= H˜dim(V )−1(P(V
∗)). (3.30)
In any event, every short exact sequence 0 → V → W → X → 0 induces a canonical isomorphism or(V ) ⊗
or(X)→ or(W ). Thus every nonzero φ∗f induces an isomorphism or(A)
∼= or(B ⊕C), and we obtain an operad
map
(φf )∗ : C
dim(B⊕C)−∗([0, B ⊕ C]G′|ker(f∗)⊕G)⊗ or(B ⊕ C)→ C
dim(A)−∗([0, A]G′)⊗ or(A), (3.31)
as well as associated maps on (degree-reversed) cohomology.
We may now state our main theorem. Recall that the notation [A] refers to the A-graded piece of the
homology; see the remark following Corollary 2.8. Also, we identify the real algebraic variety Y G with its real
locus Y G(R), whenever this can be done without causing confusion.
Theorem 3.7. Let G be a real building set, and A ∈ ΠG . If A /∈ Π
(2)
G , then
2H∗(Y G)[A] = 0; (3.32)
otherwise, there is a natural, operadic, isomorphism
H
dim(A)−∗
(2) ([0, A]G)⊗ or(A)→ 2H∗(Y G)[A]. (3.33)
Remark 1. A similar result (minus the operad structure, and requiring some additional hypotheses for natural-
ity) was already known [10] (see also [19, 5, 16] for the ring structure of cohomology) for the complement of a
real subspace arrangement, namely an isomorphism of its homology with
⊕
A∈Π
(1)
G
H
dim(A)−∗
(1) ([0, A]G)⊗ or(A). (3.34)
One curious consequence of this similarity is that if G is obtained from a complex building set by viewing each
space as a real space of twice the dimension, then (since every subspace now has even dimension) there is an
isomorphism
2H∗(Y G) ∼= H∗(V
∗ − G). (3.35)
In particular, the homology of Y G(R) can be arbitrarily complicated (even for hyperplane arrangements, by the
remark following Lemma 2.2), since the same holds for the complements of complex subspace arrangements.
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Indeed, any finite simplicial complex is homeomorphic to the order complex of a finite atomic lattice (its lattice
of faces), and thus, reversing inequalities, to the order complex of a finite coatomic lattice. But any finite
coatomic lattice can be represented as a lattice of subspaces of the space of complex-valued functions on the
coatoms (each element corresponds to the space of functions vanishing on the coatoms bounding it).
Remark 2. Dually, there is a natural isomorphism from the cohomology (modulo 2-torsion) of Y G(R) to the
(suitably twisted) Whitney homology of Π
(2)
G , and operadicity (applied to the diagonal map) implies that this
is an isomorphism of (poset-graded) rings.
The main theorem has an important consequence for the moduli space of stable genus 0 curves.
Corollary 3.8. [7, Conj. 2.13] The groups 2H∗(M0,n(R);Z) and 2H
∗(M0,n(R);Z) are free.
Proof. As remarked above, we have an isomorphism M0,n+1 ∼= Y An−1 of algebraic varieties, and thus of their
respective real loci. It follows that 2H∗(M0,n(R),Z) is isomorphic to a direct sum of cohomology groups of
subposets of the poset of set partitions with all parts odd. But this poset is Cohen-Macaulay, and thus its
cohomology is free (and supported in the appropriate degree). The remaining claim follows from the universal
coefficient theorem.
Remark 1. The same argument applies to an arbitrary Coxeter arrangement, see [11], again because the relevant
posets are Cohen-Macaulay.
Remark 2. Note, however, that the explicit presentation of the ring
H∗(M0,n(R);Z)/H
∗(M0,n(R);Z)[2] (3.36)
given in [7] does not follow from the present methods. It is, of course, far too much to hope for such a presentation
for completely general building sets (or even for general hyperplane arrangements, by the discussion following
Lemma 2.2); for instance, the cohomology ring need not be generated in degree 1 in that case.
4 Blow-ups and homology
The construction of Y G via repeated blow-ups turns out to have extremely useful consequences in homology. As
we are interested in the topological consequences of this, it will be useful to have a more topological (or, more
precisely, differentiable rather than algebraic) version of blowing-up. In addition to real and complex blow-ups,
corresponding to algebraic blowing-up of real or complex varieties, there is a third, “spherical” blow-up that it
will be useful to consider. (For an early application of such blow-ups to subspace arrangements, see [2, §5].) In
fact, the spherical blow-up is in some sense universal; the other blow-ups can be constructed as quotients of the
spherical blow-up.
The basic idea of the spherical blow-up is to replace a submanifold Y by the sphere bundle NY (X)/R
+.
That is, the blowup is a new space X˜ equipped with a continuous (smooth) map to X which is an isomorphism
outside Y , and such that the preimage of a given point in Y is identified with the space of unit normal vectors to
Y at that point. The result is homotopic to the complement of Y in X , but has the merit of being compact and
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almost smooth; the failure to be smooth being that if X is a compact manifold, then X˜ is a compact manifold
with boundary (the preimage of Y ). Similarly, if X is a manifold with boundary, then X˜ can have corners.
Recall that a smooth manifold with corners is a (paracompact, Hausdorff) space X with a covering Ui by open
sets, each homeomorphic to a space Rpi × (R≥0)qi , and in such a way that the compatibility maps are C∞.
We extend this to pairs (X,Y ) by insisting that each Y ∩ Ui either be empty or an intersection of coordinate
hyperplanes. (This is essentially just a condition that Y meets the boundary and corners of X transversely.)
In particular, given a pair, we may associate a normal bundle NY (X), which on a patch Ui ∩ Y is the quotient
of the cone Rpi × (R≥0)qi by the subspace Ui ∩ Y .
The spherical blow-up of the pair (X,Y ) is then defined as follows. If Y is empty, the blow-up of (X,Y ) is
itself; if X is a cone bundle over Y , then the blow-up is the pair (X˜, Y˜ ), where X˜ is the closure of the subset
X − Y ⊂ X ×X/R+, (4.1)
and Y˜ ∼= X/R+ is the preimage of Y in X˜. In general, any pair (X,Y ) looks locally like one of the above two
examples, and the above constructions are sufficiently compatible to give a global construction. In particular,
note that (X˜, Y˜ ) is a smooth pair with corners, and the induced map X˜ − Y˜ → X − Y is a diffeomorphism.
For instance, ifX ⊂ Rn and Y ⊂ X consists of a single point, then there is a natural projectionX\Y → Sn−1,
and X˜ is the closure of X \ Y in Rn × Sn−1. The subset Y˜ can then be viewed as the set of all unit vectors
pointing towards X from Y .
Since Y˜ ∼= NY (X)/R+, one can define other blow-ups as push-forwards of appropriate surjections from Y˜ .
In particular, the real blowup corresponds to the map NY (X)/R
+ → NY (X)/R∗ (valid so long as NY (X)
is a vector bundle, e.g., if Y is disjoint from the corners of X), while the complex blowup corresponds to a
map NY (X)/R
+ → NY (X)/C∗, assuming such a complex structure exists. Both of these, unlike the spherical
blow-up, preserve smoothness; however, the spherical blow-up is a useful technical tool, both because it maps
to these cases and because it has the homotopy type of X \ Y . (See also [9], which considers the analogue of
Y G(R) replacing real blow-ups with spherical blow-ups.)
It turns out that in general, there is a long exact sequence relating the homology of X , the homology of
the blow-up, and the homology of the mapping cone of the projection pi : pi−1(Y )→ Y . For a continuous map
f : X → Y , recall that the mapping coneMf is defined as the quotient of cone(X)∪Y by identifying each point
in X with its image in Y . (By convention, if X = ∅, cone(X) consists of a single point.) Note that commutative
diagrams
A
f
−−−−→ B
g
y h
y
C
k
−−−−→ D
(4.2)
induce continuous maps between mapping cones; moreover, there is a natural homeomorphism
M(g,h):Mf→Mk
∼=M(f,k):Mg→Mh . (4.3)
Given a map of pairs f : (A,B) → (C,D), define H∗(f) := H∗(Mf :A→C ,Mf :B→D). Note that if B = D = ∅,
then this is the reduced homology of Mf :A→C ; if f is also an inclusion map, then H∗(f) ∼= H∗(C,A).
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Lemma 4.1. Let f : (A,B)→ (C,D) be a continuous map of pairs. Then there is a long exact sequence
· · · −−−−→ H∗(A,B)
f∗
−−−−→ H∗(C,D) −−−−→ H∗(f) −−−−→ H∗−1(A,B) −−−−→ · · · (4.4)
functorial in the sense that for any commutative square
(A,B)
f
−−−−→ (C,D)y
y
(E,F )
g
−−−−→ (G,H)
, (4.5)
the corresponding diagram
· · · −−−−→ H∗(A,B)
f∗
−−−−→ H∗(C,D) −−−−→ H∗(f) −−−−→ H∗−1(A,B) −−−−→ · · ·y
y
y
y
· · · −−−−→ H∗(E,F )
g∗
−−−−→ H∗(G,H) −−−−→ H∗(g) −−−−→ H∗−1(E,F ) −−−−→ · · ·
(4.6)
commutes.
Proof. If B = D = ∅, A,C 6= ∅, then we have the commutative diagram
· · · H˜∗(A)
f∗
−−−−→ H˜∗(C) H∗(f : A→ C) H˜∗−1(A)
f∗
−−−−→ · · ·
∼
y
∥∥∥
∥∥∥ ∼
y
· · · −−−−→ H∗+1(Mf , C) −−−−→ H˜∗(C) −−−−→ H˜∗(Mf ) −−−−→ H∗(Mf , C) −−−−→ · · ·
which gives rise to a reduced homology version of the desired sequence. For the general case, let MA,B denote
the mapping cone of the inclusion B → A, and observe that the mapping cone of
f :MA,B →MC,D (4.7)
is homeomorphic to the mapping cone of the inclusion
Mf :B→D →Mf :A→C . (4.8)
Thus we have the commutative diagram
· · · H∗(A,B)
f∗
−−−−→ H∗(C,D) H∗(f : (A,B)→ (C,D)) H∗−1(A,B)
f∗
−−−−→ · · ·
∼
y ∼
y ∼
y ∼
y
· · · −−−−→ H˜∗(MA,B)
f∗
−−−−→ H˜∗(MC,D) −−−−→ H∗(f :MA,B →MC,D) −−−−→ H˜∗−1(MA,B) −−−−→ · · ·
(4.9)
Remark. More generally, given two maps f : (A,B) → (C,D), g : (C,D) → (E,F ), there is a long exact
sequence
· · · −−−−→ H∗(f)
(1,g)
−−−−→ H∗(g ◦ f)
(f,1)
−−−−→ H∗(g) −−−−→ H∗−1(f) −−−−→ · · · (4.10)
which gives the above result when (A,B) = (∅, ∅), and when B = D = E = F = ∅ gives the reduced homology
version.
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Corollary 4.2. Suppose the map f : (A,B) → (C,D) induces an isomorphism on relative homology. Then
there is a functorial long exact sequence
· · · −−−−→ H∗(A)
f∗
−−−−→ H∗(C) −−−−→ H∗(f : B → D) −−−−→ H∗−1(A) −−−−→ · · · (4.11)
Proof. It suffices to show that the inclusion maps induce an isomorphism
H∗(f : B → D) ∼= H∗(f : A→ C). (4.12)
From the long exact sequence of relative homology, this is equivalent to the vanishing of the homology group
H∗(f : (A,B)→ (C,D)) (4.13)
which by the mapping cone long exact sequence is equivalent to the claim that f∗ : H∗(A,B)→ H∗(C,D) is an
isomorphism.
In the case of a blow-up, we have the following.
Theorem 4.3. Let (X,Y ) be a smooth manifold pair with corners, and let (X˜, Y˜ ) be a corresponding (spherical,
real, complex) blow-up. Then there is a long exact sequence
· · · → H∗(X˜)→ H∗(X)→ H∗(Y˜ → Y )→ H∗−1(X˜) · · · (4.14)
Moreover, the map H∗(X)→ H∗(Y˜ → Y ) factors through the corresponding map H∗(X)→ H∗((NY (X)/R+)→
Y ).
Proof. It suffices to show that the natural map pi∗ : H∗(X˜, Y˜ )→ H∗(X,Y ) is an isomorphism; indeed, then the
long exact sequence follows from Corollary 4.2, and the fact that the map factors follows from functoriality.
Now, if U is an open subset of a patch, then pi∗ : H∗(pi
−1(U), pi−1(U∩Y ))→ H∗(U,U∩Y ) is an isomorphism,
since pi−1(U∩Y ) and U∩Y are both deformation retracts of neighborhoods. It then follows from Mayer-Vietoris
that this holds whenever U is a finite union of such subsets, and then by taking a direct limit, that it holds in
general.
The fact that the map factors through the spherical case is surprisingly powerful, and in particular gives
short exact sequences in many cases.
Corollary 4.4. Let (X,Y ) and (X˜, Y˜ ) be as above. In the case of a complex blow-up, the connecting map
H∗(X ;R)→ H∗(Y˜ → Y ;R) is always 0. In the case of a real blow-up, the connecting map is 0 if either R has
characteristic 2 or each component of Y has odd codimension, and in general factors through multiplication by
2.
Proof. Indeed, it suffices to consider the case of Cp or Rp blown up at the origin, for which the claims are
immediate.
We now consider the implications of the blowup long exact sequence for real De Concini-Procesi models.
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Corollary 4.5. Suppose G ∈ G, that G′ := G \ {G} is a building set, and that G /∈ CG′ ; let
dG = Y G|G⊕G/G (4.15)
be the exceptional divisor, and
d′G = Y G′|G⊕G/G (4.16)
its image. The homology groups of Y G(R) and Y G′(R) are related as follows. If G 6⊂ A, then
Hk(Y G)[A] ∼= Hk(Y G′)[A], (4.17)
and otherwise we have the long exact sequence
· · · −−−−→ H∗(Y G|G⊕G/G)[G⊕A/G]
φG
−−−−→ H∗(Y G)[A] −−−−→ H∗(Y G′)[A] −−−−→ · · ·, (4.18)
where the connecting map is induced by the composition
H∗(Y G′)→ H∗(Y G′ |d
′
G)
∼= H∗(Nd′
G
(G′)|d′G)→ H∗−1(dG), (4.19)
where H∗(X |Y ) := H∗(X,X \Y ) and the last map is induced from the morphism H∗(Rk|{0}) ∼= H∗−1(Sk−1)→
H∗−1(P
k−1).
Proof. The key observation is that by Corollary 2.8, the map
dG = Y G|G⊕G/G → d
′
G = Y G′|G⊕G/G (4.20)
has a section, and thus the mapping cone long exact sequence breaks up into split short exact sequences
0→ H∗+1(dG → d
′
G)→ H∗(dG)→ H∗(d
′
G)→ 0. (4.21)
We may thus identify the mapping cone homology with its image in H∗(dG):
Hk+1(dG → d
′
G)
∼=
∑
A∈G/G
Hk(Y G|G⊕G/G)[G⊕A]. (4.22)
The identification of the map
H∗+1(dG → d
′
G)→ H∗(Y G) (4.23)
follows from functoriality and the commutative diagram
dG −−−−→ d′G
φG
y φG
y
Y G −−−−→ Y G′
. (4.24)
The remainder of the proof is straightforward.
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If G is minimal in G (which is the only case that need be considered when constructing De Concini-Procesi
models via repeated blow-ups), we find that the projective bundle is trivial, and thus we can (noncanonically)
compute the cohomology of the exceptional divisor via the Ku¨nneth formula. We find
H∗(Y G|G⊕G/G)[G⊕A/G]
∼= TorZ(H˜∗−1(PG), H∗(Y G/G)[A/G]) ⊕ H˜∗(PG)⊗H∗(Y G/G)[A/G]. (4.25)
Since the torsion subgroup of H˜∗−1(PG) has exponent 2, the TorZ component consists entirely of 2-torsion; thus
modulo that 2-torsion, we obtain the canonical isomorphism
2H∗+dim(G)−1(Y G|G⊕G/G)[G⊕A/G]
∼=


Hdim(G)−1(PG)⊗ 2H∗(Y G/G)[A/G], dim(G) = 0(2)
0 dim(G) = 1(2).
(4.26)
5 A cell structure for Y G
We will construct the isomorphism of the main theorem via a chain map; this will require a careful choice of
complex for the homology of Y G .
To each forest F in G with root
∑
G∈G G, we may associate a corresponding composition of operad maps:
φF :
∏
i
Y (G|Fi )/ childF (Fi) → Y G (5.1)
Indeed, if C is any sum of independent elements of F , we can take the composition
φC ◦ φF |C × φF/C . (5.2)
where F |C and F/C are the induced forests in G|C and G/C. It then follows easily from the composition law
that this composition is independent of C. Since each φC is injective, it follows that φF is injective for all F ,
and it is thus reasonable to consider the image dF of φF . In particular, if F consists only of (the components
of) its root, then dF = Y G , while if F consists only of the element G in addition to its root, dF = dG.
Now, suppose CG has maximal element root(G) = G1⊕G2⊕ · · ·⊕Gk of dimension d. For each 0 ≤ i ≤ d− k
(the dimension of Y G), let X
i be the union of dF for all forests F with root(F ) = root(G) and d− i nodes.
Theorem 5.1. Suppose every chain in CG can be extended to a complete flag (i.e., with all codimensions 1).
Then for all n,
H∗(X
n+1, Xn) (5.3)
is free, supported in degree n+ 1. Moreover, the induced map
Hn+1(X
n+1, Xn)→ Hn(X
n)→ Hn(X
n, Xn−1) (5.4)
provides these groups with a chain complex structure, with associated homology groups canonically isomorphic
to H∗(Y G).
In other words, the sequence X0 ⊂ X1 ⊂ · · · ⊂ Xd−k behaves homologically as the sequence of skeletons of
a CW complex. (We conjecture that this is in fact the sequence of skeletons of a regular cell complex, but the
homological statement will suffice for our purposes.)
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Proof. It suffices to prove the claim about H∗(X
i+1, X i), since then the derivation of cellular homology for CW
complexes carries over mutatis mutandum. Now, it was shown in [4] that the intersection of dF and dF ′ is the
submanifold dF∪F ′ if F ∪ F
′ is a forest, and empty otherwise. We thus have the canonical isomorphism
H∗(X
n+1, Xn) =
⊕
|F |=d−n−1
H∗(dF , dF ∩X
n). (5.5)
But then pulling this back through φF reduces to the case |F | = k; i.e., H∗(Y G ,∪G∈GdG).
Now, by the hypotheses, each G contains a 1-dimensional space in the building set, or equivalently G⊥
is contained in a hyperplane. In other words, Y G/ ∪G∈G dG is homeomorphic to the quotient of
∏
i PGi by
a nonempty hyperplane arrangement. But this in turn is homeomorphic to a wedge of spheres (one-point
compactifications of intersections of open half-spaces).
Remark. Note that the hypothesis is necessary. Indeed, suppose F were a maximal forest with d− i nodes for
some i > 0 (guaranteed to exist if the hypothesis fails). Then dF ⊂ X i is disjoint from X i−1, and thus its
contribution to H∗(X
i, X i−1) is simply H∗(dF ). But H0(dF ) = Z 6= 0.
With this in mind, we will denote the above chain complex as C∗(Y G), and say that a building set G
satisfying the hypotheses is “cellular”.
For our purposes, the hypotheses are not particularly onerous; we can simply adjoin generic hyperplanes
until they hold. This, of course, leads to the danger that constructions based on the cellular chain complex
might depend on the choice of hyperplanes. To control this, we may use the chain map from the following trivial
lemma. Note that the map goes in the reverse direction to the usual case of a morphism adjoining a subspace
to a building set.
Lemma 5.2. Suppose G′ = G ∪ {H} with dim(H) = 1 and G cellular. Then the identity map Y G → Y G′ is
cellular.
It will also be helpful to have at our disposal various special cases of operad maps that respect the cell
structure. The easiest is the case of a purely operadic weak morphism.
Lemma 5.3. Let G be a cellular building set, and C ∈ CG. Then G|C and G/C are cellular, as is the operad
map φC . The associated map on the cellular chain complex is injective.
Proof. Let F be a G|C ⊕ G/C-forest with root C ⊕ root(G/C). Then (essentially by definition) φC ◦ φF = φF ′
for some G-forest containing C, and this correspondence is bijective. In particular, dF maps isomorphically to
dF ′ , and any extension of F
′ to a d-node forest induces such an extension of F . The claim follows.
Remark. Thus, more generally, the maps φF are all cellular (hardly surprising) and act injectively on the chain
complex.
Lemma 5.4. Let G′ ⊂ G be cellular building sets in V . If for all G ∈ G, G ∩ root(G′) ∈ CG′ , then the induced
(surjective) morphism φι : Y G → Y G′ is cellular. Moreover, the induced map on the cellular chain complex is
surjective.
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Proof. We find by a straightforward induction that for any G-forest F with root root(G), the image of dF under
φι is of the form dF ′ , where F
′ is the G′-forest consisting of all components of all spaces G∩ root(G′) for G ∈ F .
The induced morphism
Hdim(dF )(dF , dF ∩X
dim(dF )−1)→ Cdim(dF )(Y G′) (5.6)
is thus 0 unless dim(dF ) = dim(dF ′ ), in which case it is given by the isomorphism
Hdim(dF )(dF , dF ∩X
dim(dF )−1) ∼= Hdim(d′
F
)(d
′
F , d
′
F ∩X
dim(d′F )−1). (5.7)
It therefore remains only to show that any G′-forest F ′ with root root(G′) can be obtained as the image of
some φF of the same dimension. But this is straightforward: we may extend any forest chain associated to F
′
by including a complete chain from root(G′) to root(G), and thus obtain a forest chain with associated forest
F .
Remark. Suppose G′ is a cellular building set, and let G ∈ V be such that G = G′ ∪ {G} is a building set. If
G ∈ CG′ , then G is cellular, and the lemma applies. Otherwise, since G′ ∪ {G} is a building set, any minimal
element of CG′ containing G is indecomposable, and thus for a generic v ∈ G, G′∪{〈v〉} and G∪{〈v〉} are building
sets. By induction on dim root(CG′|G), we eventually obtain a pair of building sets satisfying the hypotheses of
the Lemma. It follows that any map φι can be written as a product of morphisms each of which is cellular for
some cell structure of the kind we are considering.
Although Y G is not in general orientable, we can still define a fundamental class in
Hd−k(Y G , X
d−k−1) (5.8)
as long as the components of the maximal element of CG are even-dimensional. Indeed, we then have a natural
map ⊗
i
or(Gi) ∼= Hd−k(
∏
i
PGi)→ Hd−k(
∏
i
PGi , (
∏
i
ρGi)(X
d−k−1)) ∼= Hd−k(Y G , X
d−k−1). (5.9)
More generally, given an ordered 2-divisible forest F with root(F ) = root(G), we obtain a map
µF : or(root(G))→ H∗(dF , dF ∩X
d−|F |−1) (5.10)
by composing a map of the above form with φF .
Theorem 5.5. Let G have root A, and fix a class ω ∈ or(A). Then the map µ : F 7→ µF (ω) gives a well-defined
map
µ : C
dim(A)−∗
f (A)→ C∗(Y G), (5.11)
which is operadic with respect to purely operadic weak morphisms φC with C 2-divisible, and satisfies
∂µ(F ) = 2µ(dF ). (5.12)
The corresponding map on homology is independent of the choice of hyperplanes making G cellular.
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Proof. The fact that µ is operadic with respect to purely operadic weak morphisms follows essentially imme-
diately from its definition. In particular, we may pull the boundary computation back through φF , and thus
reduce to the case that F consists only of root nodes. But then the product structure of Y G allows us to reduce
to the case that F consists of the single node V ∗.
Since the cellular chain complex splits as a direct sum over forests, we need only determine the induced map
Hn(P(V )) −−−−→ Hn(Y G , Xn−1)
∂
−−−−→ Hn−1(dG, dG ∩Xn−2) (5.13)
for G ∈ G\{V ∗}, where n = dim(V )−1. Let pi be the natural map Y G → Y {G,V ∗}. Then we have a commutative
diagram
Hn(P(V )) −−−−→ Hn(Y G , Xn−1)
∂
−−−−→ Hn−1(dG, dG ∩Xn−2) ←−−−− Hn−1(PG × PV ∗/G)∥∥∥ pi
y pi
y
∥∥∥
Hn(P(V )) −−−−→ Hn(Y {G,V ∗}, pi(X
n−1))
∂
−−−−→ Hn−1(pi(dG), pi(dG ∩Xn−2)) ←−−−− Hn−1(PG × PV ∗/G)∥∥∥
x
x
∥∥∥
Hn(P(V )) −−−−→ Hn(Y {G,V ∗}, pi(dG))
∂
−−−−→ Hn−1(pi(dG)) Hn−1(PG × PV ∗/G)
in which the first row of vertical arrows consists of isomorphisms. In particular, it suffices to determine the
action of ∂ in the bottom row, which is straightforward.
That the action on homology is independent of the choice of hyperplanes follows immediately from the fact
that the maps µF commute with the adjunction-of-hyperplanes maps.
With this in mind, let H∗f (A; 2d) denote the cohomology of the forest complex with differential multiplied
by 2. Note that the only effect of this is to extend the cohomology by some 2-torsion:
2H∗f (A; 2d)
∼= H∗f (A). (5.14)
Since we will be focusing on the root, it will be notationally convenient to define H∗f (G; 2d) := H
∗
f (root(G); 2d),
and similarly for chain complexes.
Lemma 5.6. Let G ∈ G be such that G′ = G \ {G} is a cellular building set with G ∈ CG′ . Then for any 2-
divisible G-forest F , (φι)∗(µ(F )) can be computed as follows. If G 6∈ F , then (φι)∗(µ(F )) = µ(F ). If G ∈ F and
there is a unique G′-component G′ of G which is not a component of childF (G), then (φι)∗(µ(F )) = µ(F ′) where
F ′ is the (2-divisible) forest obtained from F by replacing G by G′. In all remaining cases, (φι)∗(µ(F )) = 0.
Proof. This follows easily by a consideration of the composition φι ◦ φF , using the fact that
φι ◦ φC =


φC ◦ (φι × 1) G ⊂ C
φC ◦ (1× φι) G 6⊂ C;
(5.15)
moreover in the second case, the morphism ι is the identity whenever G + C ∈ G′/C. The claim when G /∈ F
is thus immediate.
For G ∈ F , we may take C = G and thus reduce to considering the case G = root(F ). In that case, taking
C = childF (G) above, if G = childF (G)+G
′ for some G′ ∈ G′, then we may take G′ to be a G′-component of G
(the unique such component not a component of childF (G)), and since G
′/C = G/C, we obtain φF ′ as desired.
Note that since G′ is a component of G and all other components of G are even-dimensional, the same applies
to G′; in addition, since G is a sum of subspaces in F ′, the root of F ′ is unchanged.
Otherwise, if G ∈ F but G has multiple components not contained in childF (G), then we reduce to the case
F = {G}, for which triviality of the map follows by dimension considerations.
Lemma 5.7. Let G be a building set with root A. The image in homology of the map µ is contained in
H∗(Y G)[A].
Proof. We need to show that for any C ∈ CG not equal to A, piC ◦ µ = 0. This is a slight difficulty, given that
we may not be able to arrange for piC itself to be cellular. However, we can always write piC as a composition of
maps φι, each of which removes a single element of G. Each of those maps can be made cellular (and made to
satisfy the hypotheses of the lemma) by adjoining suitably generic hyperplanes, and the action thus commutes
with µ. At some point in the chain of maps, the root of the building set necessarily decreases; we claim that at
that point, the image of µ is annihilated. But this follows from the fact that for such a map, (φι)∗(µ(F )) = 0
for all 2-divisible G-forests F with root A.
Theorem 5.8. The map µ is compatible with the blow-up long exact sequence, as follows. Suppose G ∈ G, that
G′ := G \ {G} is a building set, and that G /∈ CG′ , but G ⊂ root(G
′). Then we have the following commutative
diagram of long exact sequences:
· · · −−−−→ H
dim(A)−∗
f (G|G ⊕ G/G; 2d)
φG
−−−−→ H
dim(A)−∗
f (G; 2d)
φι
−−−−→ H
dim(A)−∗
f (G
′; 2d) −−−−→ · · ·
µ
y µ
y µ
y
· · · −−−−→ H∗(Y G|G⊕G/G)[G⊕A/G]
φG
−−−−→ H∗(Y G)[A]
φι
−−−−→ H∗(Y G′)[A] −−−−→ · · ·
(5.16)
Proof. First, by adjoining sufficient hyperplanes to G, we may arrange for the maps to be cellular; in particular,
this means that now G ∈ CG′ , but with at least one hyperplane component.
Now, the top row is the long exact sequence associated to the short exact sequence
0 −−−−→ C
dim(A)−∗
f (G|G ⊕ G/G; 2d)
φG
−−−−→ C
dim(A)−∗
f (G; 2d)
φι
−−−−→ C
dim(A)−∗
f (G
′; 2d) −−−−→ 0
of cochain complexes; we will thus be able to obtain the desired diagram if we can exhibit a corresponding short
exact sequence for the bottom row making everything commute.
On the bottom row, it is tempting to consider the sequence
0 −−−−→ C∗(Y G|G⊕G/G)
φG
−−−−→ C∗(Y G)
φι
−−−−→ C∗(Y G′) −−−−→ 0,
which indeed forms a commutative diagram with the sequence on forest cochains. Unfortunately, this sequence
is not exact in the middle; in fact, φι ◦ φG 6= 0. However, we do have the inclusion kerφι ⊂ imφG, and can
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verify that φι ◦ φG ◦ µ = 0. We thus obtain the commutative diagram
0 −−−−→ C
dim(A)−∗
f (G|G ⊕ G/G; 2d)
φG
−−−−→ C
dim(A)−∗
f (G; 2d)
φι
−−−−→ C
dim(A)−∗
f (G
′; 2d) −−−−→ 0
µ
y µ
y µ
y
0 −−−−→ ker(φι ◦ φG)
φG
−−−−→ C∗(Y G)
φι
−−−−→ C∗(Y G′) −−−−→ 0.
Now, we have the composition φι ◦ φG = φG ◦ piA/G (note that piA/G : G|G × G/G→ G/G is cellular) and thus
ker(φι ◦ φG) = ker(piA/G). The claim follows.
We can now prove a significant portion of the main theorem.
Theorem 5.9. Let G be a building set. Then the maps
µ : H
dim(C)−∗
f (G|C ; 2d;Z[1/2])⊗ or(C)→ H∗(Y G|C ;Z[1/2])[C]
∼= H∗(Y G ;Z[1/2])[C] (5.17)
induce an isomorphism
⊕
C∈CG
H
dim(C)−∗
f (G|C ; 2d;Z[1/2])⊗ or(C)
∼= H∗(Y G ;Z[1/2]). (5.18)
Proof. It suffices to consider the case C = root(G). If G consists precisely of the components of C (so Y G is
a product of projective spaces), then the isomorphism is immediate; the claim in general follows by induction
from Theorem 5.8 and the five-lemma.
6 2-adic homology
Of course, we expect (according to the main theorem) that µ should induce an isomorphism
⊕
C∈CG
2H
dim(C)−∗
f (G|C ; 2d;Z)⊗ or(C)
∼= 2H∗(Y G ;Z). (6.1)
Since we have shown this over Z[1/2], it remains only to consider the case of 2-adic coefficients. The difficulty
here is that the five-lemma does not apply if one weakens “isomorphism” to “isomorphism modulo 2-torsion”.
Notably, the 2-torsion being ignored by the known maps could easily combine to form 4-torsion in the unknown
(middle) map. If the middle map induces an isomorphism modulo 2-torsion on mod 4 homology, this cannot
happen; this suggests that it should suffice for us to consider the action of µ on mod 4 homology.
In fact, it is not necessary to use the blow-up long exact sequence to reduce to mod 4 homology; one can
simply use the following completely general lemma.
Lemma 6.1. Let ρ : C∗ → D∗ be a chain map of 2-adic chain complexes. If ρ induces an isomorphism
2H∗(C ⊗ Z/4Z)→ 2H∗(D ⊗ Z/4Z), (6.2)
then it induces an isomorphism
2H∗(C)→ 2H∗(D). (6.3)
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Proof. Recall that there is a singly-graded spectral sequence (the Bockstein spectral sequence) with r-th page
Brn(C) = 2
r−1Hn(C ⊗ Z/2
rZ) (6.4)
for r ≥ 1. The hypothesis states that ρ induces an isomorphism B2∗(C) ∼= B
2
∗(D); since ρ is a chain map, this
is an isomorphism of spectral sequences, and thus ρ induces an isomorphism Br∗(C)
∼= Br∗(D) for all r ≥ 2.
Now, since the short exact sequence from the universal coefficient theorem is split, it follows that it remains
exact when multiplied by a power of 2. In particular, we have a (split) short exact sequence
0→ 2r−1(Hn(C) ⊗ Z/2
rZ)→ 2r−1Hn(C ⊗ Z/2
rZ)→ 2r−1Tor(Hn−1(C),Z/2
rZ)→ 0. (6.5)
Now, suppose that we know that ρ induces an isomorphism 2Hn−1(C) ∼= 2Hn−1(D) (certainly the case for
n ≤ 0). Then it follows from the universal coefficient exact sequence that it induces isomorphisms
2r−2((2Hn(C)) ⊗ Z/2
r−1Z) = 2r−1(Hn(C)⊗ Z/2
rZ) ∼= 2r−1(Hn(D)⊗ Z/2
rZ) = 2r−2((2Hn(D))⊗ Z/2
r−1Z)
(6.6)
for all r ≥ 2. But then, by the five lemma, ρ induces an isomorphism 2Hn(C) ∼= 2Hn(D) as required, and the
result follows by induction.
Now, 2(H∗(C ⊗ Z/4Z)) can be computed as follows: Let
β : H∗(C ⊗ F2)→ H∗−1(C ⊗ F2) (6.7)
be the Bockstein morphism, i.e., the connecting map in the long exact sequence
· · · −−−−→ H∗(C ⊗ Z/4Z) −−−−→ H∗(C ⊗ F2)
β
−−−−→ H∗−1(C ⊗ F2) −−−−→ H∗−1(C ⊗ Z/4Z) −−−−→ · · ·
(6.8)
Then β makes H∗(C ⊗ F2) a chain complex, and
2H∗(C ⊗ Z/4Z) ∼= H∗(H∗(C ⊗ F2);β). (6.9)
In particular, we may restate the lemma by saying that ρ induces an isomorphism modulo 2-torsion on homology
iff it induces an isomorphism on β-homology.
We thus need to understand the mod 2 homology of Y G , and the associated Bockstein morphism. Now,
since Y G is a smooth real algebraic variety, every smooth subvariety induces a class in mod 2 homology (since
issues of orientability can be ignored). In general, such classes do not span homology, but in our case, they do
suffice; i.e., Y G is “algebraically maximal” in the sense of [14]. This follows, for instance, from the fact [4] that
the cohomology of Y G(C) is generated by R-rational cycles. (This can also be seen directly from Proposition
6.2 below, which gives an explicit basis of classes associated to subvarieties.)
This allows us to extend the construction of the fundamental class to classes of other degrees. If V ∗ ∈ G
and dim(V ) = d, we construct a canonical class in Hi(Y G ;F2) as follows. Choose a generic i + 1-dimensional
subspace of V ∗, and consider the closure of its image in Y G . The result is an i-dimensional subvariety, and any
two such subvarieties are clearly homotopic; we thus obtain the desired canonical homology class. Moreover,
we readily verify that if i > 0, this class is actually in Hi(Y G ;F2)[V
∗].
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More generally, let F be a forest (not necessarily 2-divisible) with root root(G), and suppose we are also
given a map d : F → Z+ such that d(G) < dim(G)− dim(childF (G)) for all G ∈ F . Then we have a canonical
class in
Hd(G)((G|G)/ childF (G);F2) (6.10)
for all G ∈ F , and may define µ(F, d) to be the image under φF of the product of these classes. Note that
this is compatible with our previous notation, in the sense that if F is 2-divisible and dF (G) = dim(G) −
dim(childF (G)) − 1, then µ(F, dF ) = µ(F )⊗ F2.
Proposition 6.2. The classes µ(F, d) for κ(F, d) :=
∑
G∈F d(G) = k form a basis of Hk(Y G ;F2)[root(G)].
Proof. Let A := root(G). Modulo 2, the blow-up exact sequence decomposes into short exact sequences
0 −−−−→ H∗(Y G|G⊕G/G;F2)[G⊕A/G]
φG
−−−−→ H∗(Y G ;F2)[A] −−−−→ H∗(Y G′ ;F2)[A] −−−−→ 0 (6.11)
where we recall that G ∈ G such that G′ := G \ {G} is a building set and G /∈ CG′ ; the connecting map is trivial
by Corollary 4.4. We moreover readily verify that if G ∈ F , so there is a class
µ(F, d) ∈ H∗(Y G|G⊕G/G)[G⊕A/G], (6.12)
then φG(µ(F, d)) = µ(F, d). Similarly, if G /∈ F , then µ(F, d) maps to its counterpart in H∗(Y G′)[A]. But then
the claim follows by induction.
Remark. The above basis (summed over the graded pieces) is trivially bijective with the basis of H∗(Y G(C))
given in [18], which by the results of [14] alluded to above induces a basis of H∗(Y G ;F2). However, the precise
relation between these bases is somewhat unclear; for instance, Yuzvinsky’s basis is not compatible with the
natural grading by CG . Note also that precisely the same argument (the long exact sequence for complex blow-
ups also splits into short exact sequences) shows that the above algebraic cycles form a basis of the homology
of the complex locus.
Next, we need to determine the action of the Bockstein morphism. For G ∈ G, we define a map βG by
βG(µ(F, d)) = 0 (6.13)
if G ∈ F , F ∪ {G} is not a forest, or
dim(G/ childF∪{G}(G)) mod 2 = 1. (6.14)
Otherwise,
βG(µ(F, d)) = µ(F ∪ {G}, d
′) (6.15)
where
d′(H) =


dim(G/ childF∪{G}(G)) − 1 H = G
d(H)− dim(G/ childF∪{G}(G)) G ∈ childH
d(H) otherwise.
(6.16)
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Lemma 6.3. The Bockstein morphism acts on forest classes µ(F, d) as follows:
β(µ(F, d)) =
∑
G∈G
βG(µ(F, d)) +
∑
G∈F
d(G) mod 2=0
µ(F, d− δG). (6.17)
Proof. First suppose that F = {V ∗} and d(V ∗) = dim(V )− 1. If dim(V ) is even, then this lifts to the integral
chain µ({V ∗}), and the claim follows from Theorem 5.5; a similar calculation establishes the claim when dim(V )
is odd.
Now, if F = {V ∗}, 0 < d(V ∗) < dim(V )−1, then µ(F, d) can be calculated using the fact that β is functorial,
so can be transported through operad maps; in particular, the operad map associated to inclusion of a generic
d(V ∗)-plane. The claim for general F then follows using the map φF .
Given a pair (F, d), define the defect
δ(F, d) = |{G : G ∈ F |d(G) mod 2 = 0}|. (6.18)
Of the two components of the above expression for β, only the second component changes the defect, decreasing
it by 1. We may thus interpret β as the differential of the total complex of a suitable double complex. To be
precise, for 0 ≤ p ≤ q, define
E0p,q =
⊕
δ(F,d)=p
κ(F,d)=p+q
F2µ(F, d) (6.19)
∂1(µ(F, d)) =
∑
G∈F
d(G) mod 2=0
µ(F, d − δG) (6.20)
∂2(µ(F, d)) =
∑
G∈G
βG(µ(F, d)) (6.21)
Then ∂1(E
0
p,q) ⊂ E
0
p−1,q, ∂2(E
0
p,q) ⊂ E
0
p,q−1, and we readily verify that this defines a double complex with total
complex (Hk, β).
Lemma 6.4. The map
µ : H
dim(C)−∗
f (G; 2d;F2)→ H∗(Y G ;F2)[root(G)] (6.22)
induces an isomorphism on Bockstein homology.
Proof. Since µ is injective and the image of the chain map µ is annihilated by ∂1 and closed under ∂2, it suffices
to show that the classes µ(F ) ∈ E00,q for 2-divisible forests F are representatives for the ∂1-homology on E
0
p,q.
Now, the action of ∂1 leaves the forest unchanged, so we may restrict our attention to a single forest F ;
in other words, it suffices to compute the homology of ∂1 on the space
⊕
d µ(F, d). But this new complex
is a product complex, with one factor for each element of G. For each G, if dim(G) − dim(child(G)) is odd,
the homology of the corresponding factor is trivial, and thus F must be 2-divisible. Similarly, if dim(G) −
dim(child(G)) is even, the homology is supported in the top degree; the lemma follows.
By Lemma 6.1, this implies that µ induces an isomorphism modulo 2-torsion on 2-adic homology, which
together with Theorem 5.9 implies that µ induces an isomorphism modulo 2-torsion on integral homology.
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Theorem 6.5. Let G be a building set. Then the maps
µ : H
dim(C)−∗
f (G|C ; 2d;Z)⊗ or(C)→ H∗(Y G|C ;Z)[C]
∼= H∗(Y G ;Z)[C] (6.23)
induce an isomorphism ⊕
C∈CG
2H
dim(C)−∗
f (G|C ; 2d;Z)⊗ or(C)
∼= 2H∗(Y G ;Z). (6.24)
7 Operadicity
To finish proving the main theorem, it remains only to prove that the isomorphism given by µ is operadic.
There is a slight subtlety here, in that µ is only operadic once we have quotiented out the 2-torsion.
There are, however, three important special cases of operadicity that hold directly on integral homology.
First, if f : V → W is a morphism such that f∗ induces a bijection between G and G′, then φf is an isomorphism,
and commutativity is trivial. Next, if G = G′ ∪ {G}, then we have a commutative diagram
H
dim(A)−∗
f (G; 2d)
φι
−−−−→ H
dim(A)−∗
f (G
′; 2d)
µ
y µ
y
H∗(Y G)[A]
φι−−−−→ H∗(Y G′)[A]
, (7.1)
when A = root(G) = root(G′), which immediately implies commutativity of the diagram
H
dim(A)−∗
f (G|A; 2d)
φι
−−−−→ H
dim(A)−∗
f (G
′|A; 2d)
µ
y µ
y
H∗(Y G)[A]
φι
−−−−→ H∗(Y G′)[A]
(7.2)
for general A ∈ CG′ ; together with the previous case (and the fact that the maps are trivial if A /∈ CG′), this
shows operadicity whenever f∗ : G′ → G is injective. Finally, if C ∈ CG , then we have commutativity of
H
dim(A)−∗
f (G|C ⊕ (G/C)|A/C ; 2d)
φC
−−−−→ H
dim(A)−∗
f (G|A; 2d)
µ
y µ
y
H∗(Y G|C⊕G/C)[C ⊕A/C]
φC
−−−−→ H∗(Y G)[A]
(7.3)
for all A ⊃ C. Composing these three cases, we find that the diagram
H
dim(ker(f∗))+dim(A)−∗
f (G
′|ker(f∗) ⊕ G|A; 2d)
φf
−−−−→ H
dim(C)−∗
f (G
′|C ; 2d)
µ
y µ
y
H∗(Y G′|ker(f∗)⊕G/C)[ker(f
∗)⊕A]
φf
−−−−→ H∗(Y G)[C]
(7.4)
is commutative whenever ker(f∗) ∈ CG′|C ; in particular, if A 6= f
∗(C), the horizontal maps are 0.
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Now, in general, given an operad map f : G → G′ and spaces A ∈ Π
(2)
G , B,C ∈ Π
(2)
G′ with B ⊂ ker(f
∗), we
need to show commutativity of the diagram
2H
dim(A)−∗
f (G
′|B ⊕ G|A; 2d)
φf
−−−−→ 2H
dim(A)−∗
f (G
′|C ; 2d)
µ
y µ
y
2H∗(Y G′|ker(f∗)⊕G)[B ⊕A]
φf
−−−−→ 2H∗(Y G′)[C]
(7.5)
Since B ⊂ ker(f∗), we may write f as a composition
f : G
g
−−−−→ G′/B
iB−−−−→ G′ (7.6)
and thus obtain a commutative diagram
2H∗(Y G′|B⊕(G′/B)|ker(g∗)⊕G)[B ⊕ 0⊕A]
1×φg
−−−−→ 2H∗(Y G′|B⊕(G′/B))[B ⊕ C/B]
φB×1
y
yφB
2H∗(Y G′|ker f∗⊕G)[B ⊕A]
φf
−−−−→ 2H∗(Y G′)[C]
(7.7)
of operad maps (the grading on the upper-right-hand corner being forced by the requirement that φB act
nontrivially). Now, the vertical arrows are respected by µ (and the left vertical arrow is an isomorphism), so
it suffices to show that µ respects the top row. Since µ respects products, we find that we may restrict our
attention to the case B = 0. Similarly, we may compose with the map φC to restrict to the case C = root(G′). If
ker(f∗) = 0, then f∗ : G′ → G is injective, and we have already verified operadicity. Otherwise, let H ⊂ ker(f∗)
be a hyperplane, which we may remove from G′ if necessary to insure that the corresponding inclusion map is
a morphism. Thus if we factor
f : G
g
−−−−→ G′/H
iH−−−−→ G′, (7.8)
the composition law reads
φiH ◦ φg = φf ◦ (φiH |im(g) × 1). (7.9)
Since any morphism induces an isomorphism on 0-graded homology, φf respects µ if φiH and φg both do so.
By induction, it thus remains only to consider operadicity of the morphism φiH . At the poset level, this
map is trivial, so we need simply show that the map
2H∗(Y G′/H)[A]
φiH−−−−→ 2H∗(Y G′)[C] (7.10)
is trivial whenever H ⊂ C. If A 6= C/H , this map is trivial even before quotienting by the 2-torsion; if
A = C/H , then one of the two spaces has odd dimension, and thus by Theorem 6.5 that graded piece of the
integral homology consists entirely of 2-torsion, so the map is again necessarily trivial.
It follows that µ is operadic modulo 2-torsion in general, concluding the proof of Theorem 3.7.
8 Further directions
In [9], Gaiffi considers the analogue of De Concini-Procesi models in which the projective spaces of the definition
are replaced by spheres, and shows that the result is a manifold with corners which is homotopy equivalent to
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the complement of the subspace arrangement. Much of the above structure carries over to this case, with two
important exceptions. First, although the resulting structures indeed form a (universal) topological operad,
Corollary 2.8 does not hold. To be precise, if C has codimension 1 in root(G), then the operad map gives rise
to two splittings of piC which are not homotopic to each other. Thus, in order to obtain a natural grading on
homology, it is necessary to assume that this codimension 1 situation never arises. Of course, this condition
already appeared in [10, 19, 5, 16], for similar reasons.
The second, more serious, difficulty is that since we can no longer add hyperplanes without changing the
geometry, we do not have a good analogue of the cell structure of Section 5. One way to avoid this would be
to generalize the problem by allowing a combination of both projective spaces and spheres in constructing the
compactification; at that point, one could again add hyperplanes, so long as they were associated to projective
spaces. Presumably, some constraints would be necessary on this association in order to define the operad
maps; one likely candidate is that if ρG maps to a projective space, then so does ρH for all H ⊂ G. Also, the
argument of Section 7 would no longer apply, so it might be more difficult to prove that the associated maps
were operadic. The relevant poset in this case would presumably be the subposet of CG consisting of spaces
each component of which is associated to an orientable target (S(G) or P(G) with dim(G) even).
One important special case of this would be when V ∗ ∈ G, and only ρV ∗ maps to a sphere; this is a
(nonorientable) double cover of Y G studied for An−1 in [12] and for general Coxeter arrangements in [1]. This
is essentially equivalent to studying the homology of the pullback of the orientation sheaf on P(V ), which is
straightforward enough using the present methods. We obtain the following.
Theorem 8.1. Let G be a building set containing V ∗, and let ω be the pullback through ρV of the orientation
sheaf on P(V ). Then there is an isomorphism
2H∗(Y G ;ω) ∼=


0, dim(V ) mod 2 = 0
H
dim(V )−∗
(1) (Π
(2)
G ∪ {V
∗})⊗ or(V ), dim(V ) mod 2 = 1
(8.1)
In particular, if Y˜G is the double cover over Y G associated to ω, then
H∗(Y˜G ;Z[1/2]) ∼= H∗(Y G ;ω ⊗ Z[1/2])⊕H∗(Y G ;Z[1/2]) (8.2)
Proof. (Sketch) The proof of the first claim simply follows the proof of Theorem 3.7, twisting by ω where
appropriate. For the second claim, we observe that the short exact sequence
0→ H∗(Y G ;Z[1/2])→ H∗(Y˜G ;Z[1/2])→ H∗(Y G ;ω ⊗ Z[1/2])→ 0 (8.3)
respects the grading by CG , and in each graded component, either H∗(Y G ;Z[1/2])[A] or H∗(Y G ;ω ⊗ Z[1/2])[A]
or both must vanish.
Another direction of potential generalization follows from the observation that the homology (modulo 2-
torsion) depends only on the combinatorial data, namely the poset Π
(2)
G . This suggests that there should be
a more combinatorial construction of Y G itself. More precisely, it should be possible to generalize the main
theorem (or even the mixed generalization considered above) to the case of a building set (of flats) in an
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oriented matroid (a combinatorial generalization of a real hyperplane arrangement, see [3]). In particular, the
cell structure considered above seems particularly amenable to a description in oriented matroid terms, which
would ideally give a proof that it actually corresponds to a CW complex. (Note in particular the fact that the
proof of the Topological Representation Theorem (see, e.g., [3, Thm. 5.2.1]) attaches to any oriented matroid
a natural regular cell decomposition of the sphere such that the antipode map is cellular. It should thus be
straightforward to use this to construct analogues of De Concini-Procesi models in such a way as to agree with
the geometric construction when the oriented matroid comes from an actual hyperplane arrangement.)
Finally, from a more algebraic perspective, it is worth noting that the condition that G be real is certainly
not necessary for Y G to be defined over R and thus give rise to a smooth R-manifold. Indeed, all that is truly
necessary is that G be closed under complex conjugation. This has the effect of replacing certain pairs of real
blow-ups by complex blow-ups, but the corresponding long exact sequences are still quite reasonable. The main
difficulty is, once again, that the cell structure does not carry over, making it difficult to define the appropriate
homology classes via a chain map. In addition, the action of the operad maps on homology is much more subtle,
and in particular, need not respect the grading (even in the special case of Y G(C) viewed as a real manifold).
We make the following conjecture in this case. Given an R-rational building set G, we say that a real
subspace C ∈ CG is purely complex if its decomposition is of the form
C =
⊕
i
Gi ⊕Gi. (8.4)
Similarly, we denote by R(G) the subset of G consisting of real subspaces, and note that this is again a building
set. Finally, for real A ∈ CG , let C(A) denote the sum of the complex components of A.
Conjecture 1. Let G be an R-rational building set. Then H∗(Y G(R),Z) is naturally graded by R(CG), and
there is an isomorphism
2H∗(Y G(R),Z)[A] ∼=
⊕
C(A)⊂C⊂A
C purely complex
H∗(Y G|C (R),Z)[C] ⊗ 2H∗(Y R(G/C)(R),Z)[A/C]. (8.5)
Remark. Note that Y G|C is (as a real algebraic variety) the restriction of scalars of a complex De Concini-Procesi
model, so topologically is homeomorphic to that complex variety. In particular, the homology of its real locus
is free; see [18] or the remark following Proposition 6.2 above for an explicit description of a basis.
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