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a b s t r a c t
In this paper, we will carry out an analytic comparative study between the Adomian de-
composition method and the differential transformation method. This is achieved by han-
dling the (1+3)-dimensional Burgers equation. Two numerical simulations have also been
carried out to validate and demonstrate efficiency of the two methods.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the (1+ 3)-dimensional Burgers equation
ut = uxx + λ1uyy + λ2uzz + λ3uux (1)
with the initial condition
u(x, y, z, 0) = u0(x, y, z), (2)
where λ1, λ2, λ3 is constant.
This class of equation, also known as Richard’s equation, may describe the flow of particles in a lattice fluid past an im-
penetrable obstacle [1,2], and also appears in the study of cellular automata and interacting particle systems; it can used as
a model to describe the water flow in soils.
The one-dimensional case is the well-known equation in wave theory. Furthermore, it has applications in gas dynamics
[3] and in plasma dynamics. Because of the wide range of its applications, several studies have been made to generalize it
to higher dimensions.
In the past three decades, traditional numerical techniques such as Laplace and Fourier transforms have commonly been
used to solve partial differential equations. Most of these methods are computationally intensive because they are trial-
and-error in nature, or need complicated symbolic computations. The usefulness of these integral transforms lies in their
ability to transform differential equations into algebraic equations which allows simple and systematic solution procedures.
However, using integral transforms in nonlinear problems may increase the complexity.
The Adomian decomposition method was first developed by Adomian [4]. It is a numerical method for solving linear
and nonlinear differential equations. The method has many merits: it solves the problem directly without the need for
linearization, perturbation, or any other transformation; it is fast convergent and high accuracy.
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The differential transformation method was first introduced by Zhou [5], who solved linear and nonlinear problems in
electrical circuit problems. It is based on the Taylor’s series expansion, and provides a straightforward means of solving
linear and nonlinear differential equations without the need for linearization, perturbation, or any other transformation.
It is different from the traditional high-order Taylor series method, which requires symbolic computation of the necessary
derivatives of the data functions. The Taylor seriesmethod computationally takes a long time for large orders. The differential
transformation method, without massive computations and restrictive assumptions, reduces the size of the computational
domain and is easily applicable to many problems. The method and related theorems are well addressed in [6,7].
In this paper, we use the Adomian decomposition method and differential transformation method to solve the (1+ 3)-
dimensional Burgers equation. Two numerical simulations have also been carried out to validate and demonstrate the
advantages and shortcoming of the two methods.
2. The Adomian decomposition method
In this section, we consider the following linear operators and their inverse operators:
Lt = ∂
∂t
, Lxx = ∂
2
∂x2
, Lyy = ∂
2
∂y2
, Lzz = ∂
2
∂z2
, L−1t =
∫ t
0
(·)dτ ,
L−1xx =
∫ x
0
∫ x
0
(·)dτdτ , L−1yy =
∫ y
0
∫ y
0
(·)dτdτ , L−1zz =
∫ z
0
∫ z
0
(·)dτdτ .
Using this notation, Eq. (1) becomes
Lt(u) = Lxx(u)+ λ1Lyy(u)+ λ2Lzz(u)+ λ3N(u), (3)
where N(u) = uux
Applying the inverse operators L−1t to Eq. (3) and using the initial condition gives
u(x, y, z, t) = u0(x, y, z, t)+ L−1t (uxx)+ λ1L−1t (uyy)+ λ2L−1t (uzz)+ λ3L−1t (uux). (4)
The decomposition method consists of representing the solution u(x, t) by the decomposition series
u(x, y, z, t) =
∞−
n=0
un(x, y, z, t). (5)
The nonlinear term uuxx is represented by a series of the so-called Adomian polynomials, given by
uux =
∞−
n=0
An(x, y, z, t). (6)
The components of un(x, t) of the solution u(x, t)will be determined in a recursive manner. Substituting the decomposition
series Eqs. (5) and (6) for u into (4) gives
∞−
n=0
un(x, y, z, t) = u0(x, y, z, t)+ L−1t
 ∞−
n=0
un(x, y, z, t)

xx
+ λ1L−1t
 ∞−
n=0
un(x, y, z, t)

yy
+ λ2L−1t
 ∞−
n=0
un(x, y, z, t)

zz
+ λ3L−1t
 ∞−
n=0
An(x, y, z)

. (7)
The decomposition method suggests that the zeroth component u0(x, t) is identified by the terms arising from the initial or
boundary conditions and from the source terms. The remaining components of u(x, t) are determined in a recursivemanner
as follows:
u0(x, y, z, t) = u0(x, y, z) (8)
uk+1(x, y, z, t) = L−1t (uk)xx + λ1L−1t (uk)yy + λ2L−1t (uk)zz + λ3L−1t (Ak), k ≥ 0, (9)
where the Adomian polynomials for the nonlinear terms uuxx are derived in the following recursive formulation:
Ak = 1k!
dk
dλk
 ∞−
i=0
λiui
 ∞−
i=0
λiui

x

λ=0
k = 0, 1, 2, 3, . . . . (10)
Here the first few Adomian polynomials are
A0 = u0xu0, A1 = u0xu1 + u1xu0, A2 = u0xu2 + u1xu1 + u2xu0, (11)
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and so on. The rest of the polynomials can be constructed in a similar manner.
Since themethod does not resort to linearization or assumption ofweak nonlinearity, the solution generated is in general
more realistic than those achieved by simplifying the model of the physical problem.
Then, using Eq. (9) for the Adomian polynomials Ak, we get
u0(x, y, z, t) = u0(x, y, z) (12)
u1(x, y, z, t) = L−1t (u0)xx + λ1L−1t (u0)yy + λ2L−1t (u0)zz + λ3L−1t (A0) (13)
u2(x, y, z, t) = L−1t (u1)xx + λ1L−1t (u1)yy + λ2L−1t (u1)zz + λ3L−1t (A1) (14)
....
Then the nth term φn can be determined by
φn =
n−1
k=0
uk(x, y, z, t). (15)
Having determined the components of u, the exact solution follows immediately.
3. The differential transformation method (DTM)
In this section, we introduce the basic definition of the differential transformation.
Definition I. If u(x, y, z, t) is analytic in the domain T , then its four-dimensional differential transform is expressed as
follows:
U(k, h,m, n) = 1
k!h!m!n!
∂k+h+m+n
∂xk∂yh∂zm∂tn
u(x, y, z, t)

x=0,y=0,z=0,t=0
, (16)
where
u(x, y, z, t) =
∞−
k=0
∞−
h=0
∞−
m=0
∞−
n=0
U(k, h,m, n)xkyhzmtn ≡ D−1[U(k, h,m, n)]. (17)
Definition II. If u(x, y, z, t) = D−1[U(k, h,m, n)], v(x, y, z, t) = D−1[V (k, h,m, n)], and ⊗ denotes convolution, then the
fundamental operations of the four-dimensional DTM are expressed as follows:
D[u(x, y, z, t)v(x, y, z, t)] = U(k, h,m, n)⊗ V (k, h,m, n)
=
k−
a=0
h−
b=0
m−
c=0
n−
d=0
U(a, h− b,m− c, n− d)V (k− a, b, c, d), (18)
D[αu(x, y, z, t)+ βv(x, y, z, t)] = αU(k, h,m, n)+ βV (k, h,m, n) (19)
D
[
∂ r+s+p+q
∂xr∂ys∂zp∂tq
u(x, y, z, t)
]
= (k+ 1)(k+ 2) · · · (k+ r)(h+ 1)(h+ 2) · · · (h+ s)(m+ 1)(m+ 2)
· · · (m+ p)(n+ 1)(n+ 2) · · · (n+ q)U(k+ r, h+ s,m+ p, n+ q). (20)
4. Numerical illustrations
In this section, we illustrate the techniques discussed in the previous sections by the following two problems, and we
validate the efficiency of the proposed methods.
Example 1. Consider the following equation:
ut = uxx + uyy + uzz + uux (21)
with the initial condition
u(x, y, z, 0) = u0(x, y, z) = x+ y+ z. (22)
4.1. The Adomian decomposition method
Using Eqs. (10) and (11), the following components of the decomposition solution are obtained:
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u0(x, y, z, t) = x+ y+ z (23)
u1(x, y, z, t) = (x+ y+ z)t (24)
u2(x, y, z, t) = (x+ y+ z)t2 (25)
u3(x, y, z, t) = (x+ y+ z)t3 (26)
....
Then, by the decomposition series, we get
u(x, y, z, t) =
∞−
k=0
uk(x, y, z, t) = u0(x, y, z, t)+ u1(x, y, z, t)+ u2(x, y, z, t)+ u3(x, y, z, t)+ · · ·
= (x+ y+ z)+ (x+ y+ z)t + (x+ y+ z)t2 + (x+ y+ z)t3 + · · · . (27)
When 0 ≤ t < 1, in closed form the exact solution will be
u(x, y, z, t) = (x+ y+ z)
1− t . (28)
4.2. The differential transformation method
Taking the differential transform of Eq. (21) gives
(n+ 1)U(k, h,m, n+ 1) = (k+ 2)(k+ 1)U(k+ 2, h,m, n)+ (h+ 2)(h+ 1)U(k, h+ 2,m, n)
+(m+ 2)(m+ 1)U(k, h,m+ 2, n)+
k−
a=0
h−
b=0
m−
c=0
n−
d=0
(k+ 1− a)U(k+ 1− a, b, c, d)
×U(a, h− b,m− c, n− d). (29)
From Eq. (22), it can be seen that
u(x, y, z, 0) =
∞−
k=0
∞−
h=0
∞−
m=0
U(k, h,m, 0)xkyhzm = x+ y+ z (30)
U(k, h,m, 0) =

1 k = 1, h = 0,m = 0
1 k = 0, h = 1,m = 0
1 k = 0, h = 0,m = 1
0 otherwise.
(31)
By applying Eq. (31) into Eq. (29), we can obtain some values of U(k, h,m, n) as follows:
U(k, h,m, 1) =

1 k = 1, h = 0,m = 0
1 k = 0, h = 1,m = 0
1 k = 0, h = 0,m = 1
0 otherwise
(32)
U(k, h,m, 2) =

1 k = 1, h = 0,m = 0
1 k = 0, h = 1,m = 0
1 k = 0, h = 0,m = 1
0 otherwise
(33)
U(k, h,m, 3) =

1 k = 1, h = 0,m = 0
1 k = 0, h = 1,m = 0
1 k = 0, h = 0,m = 1
0 otherwise,
(34)
and so on. Hence we can calculate U(k, h,m, n). Substituting all U(k, h,m, n) into Eq. (17), we have
u(x, y, z, t) =
∞−
k=0
∞−
h=0
∞−
m=0
∞−
n=0
U(k, h,m, n)xkyhzmtn
= (x+ y+ z)+ (x+ y+ z)t + (x+ y+ z)t2 + (x+ y+ z)t3 + · · · . (35)
When 0 ≤ t < 1, in closed form the exact solution will be
u(x, y, z, t) = (x+ y+ z)
1− t . (36)
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Example 2. Solve the following Burgers equation:
ut + uux = uxx (37)
with the initial values
u(x, 0) = 2x. (38)
4.3. The Adomian decomposition method
Using Eqs. (10) and (11), the following components of the decomposition solution are obtained:
u0(x, t) = 2x (39)
u1(x, t) = −4xt (40)
u2(x, t) = 8xt2 (41)
u3(x, t) = −16xt3 (42)
....
Then, by the decomposition series, we will get the following solution:
u(x, t) =
∞−
k=0
uk(x, t) = u0(x, t)+ u1(x, t)+ u2(x, t)+ u3(x, t)+ · · ·
= 2x− 4xt + 8xt2 − 16xt3 + · · · . (43)
In closed form, the exact solution will be
u(x, t) = 2x
1+ 2t . (44)
4.4. The differential transformation method
Taking the differential transform of Eq. (37) gives
(h+ 1)U(k, h+ 1)+
k−
a=0
h−
b=0
(k+ 1− a)U(k+ 1− a, b)U(a, h− b) = (k+ 2)(k+ 1)U(k+ 2, h). (45)
From Eq. (38), it can be seen that
∞−
k=0
U(k, 0)xk = 2x (46)
U(k, 0) =

2 k = 1
0 otherwise. (47)
By applying Eq. (47) into Eq. (45), we can obtain some values of U(k, h) as follows:
U(k, 1) =
−4 k = 1
0 otherwise
U(k, 2) =

8 k = 1
0 otherwise,
and so on. Hence we can calculate U(k, h,m, n). We have
u(x, t) =
∞−
k=0
∞−
h=0
U(k, h)xkth
=
∞−
h=0
U(1, h)xth
= x[U(1, 0)+ U(1, 1)t + U(1, 2)t2 + · · ·]
= 2x− 4xt + 8xt2 − 16xt3 · · ·
= 2x
1+ 2t .
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5. Conclusion
We have carried out a comparative study between the Adomian decomposition method and the differential transforma-
tion method. This work shows the reliability and efficiency of the two methods and shows that the two methods can be
alternative ways to solve the (1+ 3)-dimensional Burgers equation.
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