We describe an open-source implementation of the continuous-time hybridization-expansion quantum Monte Carlo method for impurity models with general instantaneous two-body interactions and complex hybridization functions. The code is built on the ALPS libraries (Applications and Libraries for Physics Simulations).
Introduction
In condensed matter physics, dynamical meanfield theory (DMFT) [1] is a widely used tool for the study of strongly correlated electron systems. In a DMFT calculation, a correlated lattice model is mapped to an impurity problem whose Email address: shinaoka@mail.saitama-u.ac.jp (Hiroshi Shinaoka) bath degrees of freedom are self-consistently determined. Although the approximation was originally proposed for the single-band Hubbard model, the DMFT formalism can be extended to multi-orbital systems and cluster-type impurities [2] . Furthermore, DMFT can be combined with density functional theory based ab-initio calculations, to describe strongly correlated materials such as transition metal oxides [3] . In such realistic applications, one may have to treat local Coulomb interactions with non-density-density terms. Furthermore, in simulations of 4d and 5d transition metal oxides, spin-orbit coupling gives rise to complex hybridization functions [4] . In the presence of multiple local degrees of freedom or complex hybridization functions, the solution of the quantum impurity problem becomes a numerically costly task. For the DMFT self-consistency loop, we only have to compute single-particle quantities such as the selfenergy. However, it may be desirable to compute also higher-order correlation functions, to get access to spin-orbital susceptibilities, or in the context of diagrammatic extensions of the DMFT formalism [5, 6] .
Continuous-time Monte Carlo is a general framework to solve a quantum models in a numerically exact way by sampling a series expansion of the partition function. There are two complementary algorithms for quantum impurity problems with general interactions, called CT-INT (continuous-time inter-action expansion) and CT-HYB (continuous-time bybridization expansion). The former is based on the expansion of the partition function with respect to the local interaction [7] , while the latter is based on an expansion in the hybridization between the bath and the impurity [8] . CT-HYB is particularly efficient in the strongly correlated regime [9] , and it is widely used for both model and material simulations.
The available open-source implementations of CT-HYB [10] [11] [12] support neither complex hybridisation functions nor the measurement of the twoparticle Green's function for general multi-orbital models. In this paper, we describe a state-of-the-art implementation of CT-HYB for multiple orbitals and complex hybridization functions. The code provides measurements of various observables and correlation functions relevant for DMFT calculations, including the single-particle Green's function, density-density correlations, and four-time/twotime two-particle Green's functions. The measurements are performed by worm sampling [13] [14] [15] [16] , to avoid ergodicity problems.
The remainder of this paper is organized as follows. In Sec. 2, we introduce a general quantum impurity model. In Sec. 3, we describe CT-HYB and worm sampling. Section 4 describes the evaluation of the trace over local degrees of freedom, while Sec. 5 explains the possibility to change the single-particle basis. The installation and usage is detailed in Sec. 6, and Sec. 7 provides some examples of simulation results for a three-orbital model. Finally, we summarize the paper in Sec. 8.
General impurity model
We consider a general multi-orbital impurity model defined by the Hamiltonian
where
The indices a and b denote the internal degrees of freedom of the impurity, which we call flavors, e.g., a composite index of spin and orbital, while α denotes those of the bath. The chemical potential is absorbed into t ab . For the Monte Carlo simulation, we switch to an action formulation and trace out the bath degrees of freedom. In the action
all relevant local information of H bath and H hyb is encoded in the hybridization function defined by
Here, β is the inverse temperature and ω n = (2n + 1)π/β a Matsubara frequency. The Fourier transformation to imaginary time can be written as
The hybridization function is fermionic and hence β-antiperiodic, ∆ ab (τ +β) = −∆ ab (τ ), with discontinuities at τ = nβ (n integer). For the simulations, we define ∆(τ ) on the interval [0, β] in a continuous fashion. In the original literature [8, 17] , there is a alternative notation for the hybridization function, F ab , which is related to ∆ ab by
Our impurity solver takes ∆(τ ) as an input in addition to the transfer matrix t ab and the Coulomb tensor U abcd . Note that the hybridization function can have diagonal and offdiagonal components, and that their values may be complex. The latter property is for example essential for the simulation of models with spin-orbit coupling [4] . The different components must satisfy the relation ∆ ab (τ ) = ∆ * ba (τ ).
Hybridization expansion and worm sampling

Expansion of the partition function
For a given inverse temperature β, the partition function Z of the impurity model is expanded in 2 powers of the hybridization as
where n is the order of the expansion, c † a (τ ) = e τ H loc c † a e −τ H loc and c a (τ ) = e τ H loc c a e −τ H loc . The matrix elements of (M −1 ) ij are given by the hybridization function,
Equation (9) can be recast into
where 0 ≤ τ 1 < τ 2 < . . . < τ n < β, 0 ≤ τ 1 < τ 2 < . . . < τ n < β, and {O 1 , · · · , O 2n } is a timeordered set of the impurity creation and annihilation operators. P trace is the permutation of time ordering from
In the Monte Carlo simulations, we perform an importance sampling of Z using the configurations c = {τ 1 , τ 1 , · · · , τ n , τ n ; a 1 , a 1 , · · · , a n , a n } and the Metropolis algorithm. Since the weight
can be complex, we consider the absolute value |w(c)| in the sampling. That is, we sample an unphysical partition function
The ratioZ/Z appears as a reweighing factor in the estimators of observables.
Worm sampling of the Green's function
We now briefly describe how to measure the expectation values of correlation functions. For instance, the single-particle Green's function is defined as
where τ, τ ∈ [0, β). This quantity is the most important observable for DMFT calculations. Similarly to Eq. (9), the numerator of Eq. (14) is expanded as
where {O 1 , · · · , O 2n+2 } is a time-ordered set of the impurity creation and annihilation operators, and those of the Green's function. P trace is the permutation of time ordering from
To construct the estimator of Eq. (14), we enlarge the configuration space as [13] [14] [15] 
where a configuration c A in the Green's function space C A is defined as c
The contribution of c A to the expectation value reads
up to a normalization factor. We sample in both configuration spaces according to weight |w(c)| and |w(c A )|, respectively. In practice, we switch from
We return back to C Z by removing a worm.
The total partition functionW is defined as
withZ
The overline means that we take the absolute values of the contributions of diagrams. The coefficient η (> 0) was introduced so that the simulation spends almost the same number of Monte Carlo steps in both spaces. It appears as an additional factor in the weight |w(c A )|. The parameter η is adjusted during the thermalization process using the Wang-Landau algorithm [18, 19] . We refer the reader to Appendix A for more details.
Considering the anti-periodicity of the Green's function with respect to β, the estimator reads
for 0 < ∆τ < β. To simplify the notation, we introduced
The symbols "sign" in the numerator and the denominator denote w(c G (1) )/|w(c G (1) )| and w(c Z )/|w(c Z )|, respectively. N Z and N G (1) are the number of Monte Carlo steps spent in C Z and C G (1) , respectively. The brackets · · · Z and · · · G (1) denote the Monte Carlo average in C Z and C G (1) , respectively. The factor β −1 comes from the extra degree of freedom τ in the sampling in C G (1) .
In general, w(c Z )/|w(c Z )| is a complex number, but the expectation value sign Z is real, because the partition function Z is real. The importance sampling works efficiently as long as sign Z is not too small (sign 0.1).
In practice, instead of using the imaginary-time estimator, Eq. (20), we expand the Green's function in the Legendre polynomials defined on the interval
where x(τ ) = 2τ /β − 1 and P l (x) is the l-th Legendre polynomial defined on the interval [-1,1]. In the Legendre basis, the estimator reads
wherẽ
The cutoff N l is a simulation parameter. Typical values are N l = 50 -100. At this point, it is worth pointing out a practical limitation of this measurement. In the estimator (23), we measure the Green's function only at one time difference and a pair of flavors at each measurement step. Thus, the sampling by this estimator is less efficient than the conventional measurement by removing hybridization lines from a configuration in C Z as in the conventional CT-HYB [8] .
To improve the statistics, we generate multi samples from a configuration in C G (1) by reconnecting hybridization lines at each worm measurement step without reevaluating the trace. We refer the reader to Appendix C for more details.
Worm measurement of other quantities
We also provide worm measurements of the following correlation functions, which play an important role in DMFT calculations:
• Equal-time single-particle Green's function [16] Tr
• Two-time two-particle Green's function
We measure the two-particle Green's function and the two-time two-particle Green's function in the Legendre basis. The extended configuration space for the measurement of multiple observable reads
where O 1 , · · · , O N are the observables measured by worm sampling. The coefficient η, η O1 , · · · , η O N are adjusted so that the simulation spends an equal amount of steps in each subspace. Worm insertion/removal steps result in transitions betweenZ and the worm subspacesZ Oi . We also perform direct transitions between the worm spaces of different observables such as the equaltime single-particle Green's function and the twotime two-particle Green's function to reduce autocorrelation times.
Evaluation of the trace over the local
Hilbert space
Construction of eigenbasis
We briefly describe how we evaluate Eq. (12), which is the heart of the CT-HYB code. The size of the local Hilbert space grows exponentially with the number of orbitals or sites in the impurity. The computational cost is greatly reduced by partitioning the local Hilbert space into sectors such that H loc is a block diagonal matrix and the block matrices of creation and annihilation operators have only a single nonzero block for each row [21] .
After partitioning the Hilbert space into sectors, we construct an eigenbasis for each sector to rewrite the trace as
where E s (τ ) is the diagonal matrix {e that commute with H loc . Examples include the total electron number as well as the special conserved quantities which commute with the SlaterKanamori Hamiltonian [22] . Recently, it was shown that it is possible to partition the local Hilbert space without prior knowledge of quantum numbers for CT-HYB [11, 23] . This is done by looking at nonzero elements of the matrix representations of H loc and c † a in the occupation basis. Our code provides the same functionality based on an efficient cluster identification algorithm. We refer the readers to Appendix B for more technical details.
Sliding-window update
Monte Carlo updates consist of elementary updates such as the insertion/removal of a pair of c and c † . To compute the acceptance rate of a new configuration, we evaluate the trace using Eq. (29) . This may cost O(β) operations because the number of matrices to be multiplied increases linearly with β. We reduce the computational cost by using the sliding-window update proposed in Ref. [24] . As illustrated in Fig. 1(a) , we define a narrow window in which the updates are performed on the imaginary time axis. The left and right end points are τ L and τ R (τ L − τ R = τ win ). The idea is that we precompute the products of all matrices for τ > τ L and τ < τ R , respectively, and store them in memory.
We define a ket as
where n R is the number of operators on the interval (τ R ,0]. We define a bra in a similar way as
where n L is the index of the operator with the smallest imaginary time on the interval (β, τ L ]. Then, the trace is rewritten as
where Q(τ L , τ R ) is the product of matrices on the interval (τ L , τ R ]. We do not have to recompute the bra and ket as long as updates are performed within the window. We propose a few elementary updates, whose number is proportional to that of flavors, at each position of the window. After that, we move the window to the next position with a finite overlap with the previous position as illustrated in Fig. 1  (b) . We updates the bra and ket by applying creation, annihilation operators and time-evolution operators, or by loading cached data from memory. Noted that we do not have to calculate the bra and ket from scratch thanks to the sequential move of the window on the imaginary-time axis. The procedure is repeated by moving the window sequentially back and forth on the whole interval [0, β].
A reasonable value of the window width τ win is automatically estimated during the thermalization process. We choose τ win = β/ n MC , where n MC is the Monte Carlo average of the perturbation order.
In the sliding-window update, we never insert/remove a pair of creation and annihilation operators which cross the boundary at β ≡ 0 as illustrated in Fig. 1 (c) . To avoid this problem, we also perform a global update in which all the operators are shifted on the imaginary-time axis by a fixed random time ∆τ ∈ [0, β] [see Fig. 1 (d) ]. This update is proposed each time the window has completed a back-and-forth run on the whole interval. If this update is accepted, the bra and the ket are recomputed from scratch, which costs O(β). However, its computational cost is typically smaller than that of the sliding-window update because it is performed less frequently.
Restricting the trace to the active space
To further reduce the computational cost, we offer several options of eliminating high-energy states which do not contribute to low-temperature physics. The first one, called "inner-outer-state cutoff", was originally introduced in Ref. [21] . Here, we simplify do not include the eigenstates of H loc whose energies are higher than a certain cutoff in the construction of the block matrices. As a consequence, the matrices appearing in Eq. (29) are reduced in size.
The second option is called "outer-state cutoff", and was originally introduced in the Krylov algorithm [25] . In Eq. (30), the right most matrix is modified as
where P s is a projector to the active eigenstates in the sector s, e.g., eigenstates whose energies are lower than a certain value. We replace the left most matrix in the bra Eq. (31) in a similar way as well. If we keep only a few eigenstates in the projector, the cost will be reduced from O(N In Ref. [25] , it was demonstrated that at low temperatures, the approximate result converges to the exact result even when only the ground states of H loc are kept in the projector. This approximation is safer than the "inner-outer-state cutoff" because all eigenstates remain accessible during the imaginary-time evolution.
Single-particle basis transformation
In general, the average sign sign Z depends on your choice of a single-particle basis used for expanding the partition function with respect to the hybridization function in Eq. (11) . It is practically useful to use a single-particle basis which gives a larger average sign to improve the statistics.
To this end, our CT-HYB solver provides a functionality which allows the user to perform the expansion using an arbitrary single-particle local basis. A transformed single-particle basis is defined asc
with U ab being a unitary matrix, which is an input parameter. The local Hamiltonian and the hybridization function are transformed to the new single-particle basis as described in Ref. [26, 27] before a Monte Carlo simulation. The user inputs t ab , V abcd and ∆ ab in the original basis to the impurity solver: The solver takes care of their transformation. During the Monte Carlo simulation, we measure all the observables such as the single-particle Green's function in the transformed basis. Then, the measured results are transformed back to the original basis after the Monte Carlo simulation except for the density-density correlations.
For instance, we collect the single-particle Green's functioñ
during the Monte Carlo simulation. Once the simulation is done, the data are transformed back to the original basis as
This functionality allows the user to choose any arbitrary basis transformation to improve the statistics.
Usage
The CT-HYB code is built on ALPS (Applications and Libraries for Physics Simulations libraries) [28] , the Boost libraries, and Eigen. Eigen is a C++ template header-file-only library for linear algebra. They must be pre-installed. One needs a C++ compiler which supports C++03 to build the solver. MPI parallelization is enabled by using a MPI C++ compiler. At runtime, one can choose either a complex-number solver or a real-number solver. The two solvers have exactly the same interface. The CT-HYB solver reads parameters from a text file. In the next section, we discuss several examples.
The latest version of the code is available from a public Git repository at https://github.com/ ALPSCore/CT-HYB. One can also find a more detailed description of usage in Wiki documentation pages at https://github.com/ALPSCore/CT-HYB/ wiki.
Example: Three-orbital t 2g model with
Slater-Kanamori interaction
Model
We consider a three-orbital model for the t 2g shell of d orbitals with a Slater-Kanamori interaction and spin-orbit coupling. Its Hamiltonian is given by
where c † iσ and c iσ are creation/annihilation operators of an electron at orbital i with spin σ. The first term denotes the spin-orbit coupling for the t 2g basis. If the states are ordered as
where ζ (>0) is the amplitude of the spin-orbit coupling. The none-zero elements of the Coulomb tensor are given by
The chemical potential is chosen such that the system is close to half filling: µ = The bath consists of three non-interacting orbitals. The intra-bath Hamiltonian reads
where t = 0 gives rise to off-diagonal elements of the hybridization function. The hybridization term reads
where we take the coupling λ = 1. From Eqs. (40) and (41), we obtain the hybridization function
where I is an identity matrix.
Diagonal hybridization function
We first solve the model with a diagonal hybridization function, i.e., for t = 0. We take ζ = 1, U = 10, J/U = 1/4, β = 40. In Fig. 2 , we compare the single-particle Green's function G(τ ) measured by the worm sampling with numerically exact results computed by pomerol [29] . The average sign is about 0.95. The number of Legendre polynomials is N l = 50. The perturbation expansion was performed in the original t 2g basis. One can see that our code can measure both the diagonal (G 00 ) and off-diagonal elements (G 02 , G 05 ). Using the conventional sampling method, it would not be possible to measure the off-diagonal elements of G(τ ) in the case of a diagonal hybridization function.
Off-diagonal hybridization function
Next, we solve the model for t = 0.2, ζ = 1, U = 10, J/U = 1/4, β = 10. In Fig. 3 , we compare the computed results with exact results. The number of Legendre polynomials is N l = 30. The perturbation expansion was performed in the original t 2g basis. The average sign is about 0.48.
Summary
We have presented an open-source C++ implementation of the continuous-time hybridization expansion Monte Carlo method for multi-orbital impurity models with general instantaneous two-body interactions and complex hybridization functions. We have discussed the technical details of the implementation, and presented some examples of Monte Carlo simulation results for a three-orbital model, which can serve as a benchmark or reference. In the second step [Fig. B.4(b) ], we compute the elements of the block matrices of creation operators. If more than two blocks are nonzero in a given row, we unify the corresponding two sectors. This procedure is repeated for each column as well.
The elementary operation of this procedure is unifying two sectors s and s for given s and s (s < s ). A naive procedure would be to scan through all vectors having s and assign s to them (s i ← p if s i = s ). But, this is computationally inefficient for a large number of orbitals because we have to scan the whole Hilbert space many times during the partitioning of the matrices. Instead, we adopt the Hoshen-Kopelman single-pass cluster identification algorithm [32] .
Appendix C. Measurement of singleparticle Green's function by reconnecting hybridization lines
Here we describe how to generate multiple configurations for the measurement of the single-particle Green's function. First, we present a general procedure for measuring multiple samples from a single configuration c 0 in the worm space C A for an observable A. We assume that the thermodynamic average of A is given by
where · · · MC is the Monte Carlo average, and f is some function of a configuration in C A . At the measurement step, we randomly generate a set of N configurations, S = {c 0 , c 1 , c 2 , · · · , c N −1 }, including the current one c 0 (N > 1). P c→S denotes the probability that the set S is generated when the current configuration is c. Here, we require P ci→S = P cj →S for 0 ≤ i = j ≤ N − 1. Then, it is easy to prove that
Let us consider a configuration in the G (1) space illustrated in Fig. C.5(a) . In this case, we can generate three additional configurations shown in We compute the relative Monte Carlo weights of these configurations as follows. (i) First, we attach hybridization lines to the creation and annihilation operators of the worm. (ii) Then, we detach a creation operator and an annihilation operator from the bath. It should be noted that, to avoid a singular matrix, we need to introduce auxiliary fields, which will be removed again in step (ii).
For step (i), we define the following matrix of where M 0 is the matrix defined in Eq. (10) for the current configuration, e.g., the one shown in Fig. C.5(a) . The auxiliary fields s 1 , s 2 , and s 3 in the last column and row were introduced to avoid a singular matrix, i.e, detM = 0 for ∆ a,b = 0. We compute the inverse matrix (M ) −1 and the ratio detM /detM 0 from M −1 0 , ∆ a i ,b , and ∆ a,aj using the fast update formula [14] . The choice of the auxiliary fields may be arbitrary a long as a singular matrix is avoided, because the last column and row will be removed. In practice, we adopt s i = ±δ, with δ being a small number (typically around 10 −5 ).
Once (M )
−1 is computed, we are ready to compute the relative weight w ij of all the configurations generated by reconnecting hybridization lines, where i and j represent creation and annihilation operators detached from the bath. Counting sign changes from permutations of columns and rows, the relative weight is obtained as
where n is the perturbation order. Here, we removed the last column and row as well to avoid systematic errors from the auxiliary fields. In practice, the Monte Carlo average in Eq. (23) is replaced by the weighted averaged over the configurations n ij ∆w ij sign(w nn )sign(∆w ij )P l (x(τ j − τ i ))
where sign(w nn ) is the sign of the Monte Carlo weight of the current configuration.
Here, the normalization factor is given by
where N G (2) and N Z represent the numbers of Monte Carlo steps in the worm space and the partition function space, respectively. As for the single-particle Green's function, we generate multiple samples following the procedure described below. First, we attach hybridization lines to the creation and annihilation operators of the worm by adding three columns and rowsone of each made up of auxiliary fields -to the hybridization-function matrix. Then, we remove three columns and rows.
We define the matrix of the intermediate state by 
