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ABSTRACT 
In this thesis we develop a general framework for the problem of numerical so- 
lution to decoupled Forward -Backward Stochastic Differential Equations (FB- 
SDE). Our starting point is the fact that the step processes introduced by 
Bouchard and Touzi [61 and Zhang [351, that apprwdmate the solution of a 
BSDE, are given by expectations of deterministic functions of the underlying 
diffusion. Hence, to appro)dmate them, one needs to apprwdmate these re- 
gression functions, and then, integrate this apprwdmation with respect to an 
approNimation of the law of the forward diffusion. In effect, the problem of 
numerical solution to a BSDE may be viewed as a special case within the area 
of weak apprmdmations to forward stochastic differential equations. Moreover, 
our framework can easily accommodate eAisting methods as well as generate 
new ones. To illustrate the first point, we apply it to the Malliavin calculus 
algorithm of Bouchard and Touzi [6]. For the latter we also suggest an alter- 
native version that helps to reduce the computational effort required for its 
implementation. 
Finally we also suggest a new algorithm based on the cubature method of 
Lyons and Victoir [241. The successful application of this method, illustrates 
the fact that any method of appro, --dmation to the law of the forward diffusion 
Abstract 3 
will generate a new algorithm for BSDEs. 
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1. INTRODUCTION 
The origins of the theory of Backward Stochastic Differential Equations (BSDEs 
henceforth) can be traced back to the 1973 paper by Bismut [41, who first 
studied a linear version of these equations. However, it was in 1990 that 
Pardoux and Peng [311 provided us with a solid mathematical ground for the 
eýdstence-uniqueness question of an adapted solution (Y, Z) to the following 
non-linear equation 
TT 
Yt ft f (s, Ys, Zs)ds - 
ft Zs - dWs 
for an appropriate random function f and a random terminal condition J. 
BSDEs arise naturally in the study of stochastic optimal control problems and 
in applications in Mathematical Finance. This is evident from the very form of 
a BSDE as it is natural to understand Z as a steering process, for Y, towards a 
random terminal target ý. We note that in the survey paper of El Karoui et al. 
[ 141, and in the books of El Karoui and Mazliak [ 131 and Ma and Yong [271 one 
may find a wealth of information on the theory and applications of BSDEs. 
A well investigated class of BSDEs, first studied by Antonelli in [ 11, is the 
one where the randomness in the dynamics of the backward equation comes 
from the solution to a classical Stochastic Differential Equation leading one to 
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consider the so called forward backward stochastic differential sYstems 
dXt = b(Xt)dt + o-(Xt)dWt 
dYt =f (t, Xt, Yt, Zt)dt - ZtdWt 
XO 
= X, Y, = 
14 
(1.2) 
where ý is a functional of the path of X. When the terminal condition is simply a 
function of the terminal time of the forward diffusion, ý= O(X, ), these type of 
systems, referred to as Markovian, provide us with the tool for the development 
of a non linear Feynman Kac formula. As Pardoux and Peng showed in [321 
one may consider the partial differential equation 
1 
[, 7 2U (t" X) UC-* (t. ' X)] atu(t, x) + b(t, x) - Vxu(t, x) +2 Tr 
X, u (t, x), 7u (t, x) o- (t, x» = 
u(1, x) = 
and under some regularity assumptions on the coefficients we have that 
Yt (t, x) =u (t, x), Zt (t, x) = 17 u (t, x) 0' (t, x) 
(1.3) 
(1.4) 
where (Xs (t, X), Ys (t, X), Zs (t, x)) is the solution to system (1.2) conditional on 
Xt = x. Moreover, with less regularity on the coefficients, the Y part of the 
solution may be associated with the viscosity solution of (1.3). We note that 
Ma and Zhang [281 have also studied the connection between (1.3) and (1.2) 
and Ma et al. [251 have considered forward -backward systems where (Y, Z) 
are allowed to enter the dynamics of the forward part of (1.2), hence leading 
to probabilistic representations for solutions to quasi-linear PDEs. The papers 
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of Pardoux [301 and Delarue and Menozzi [I II can also be consulted for more 
information between BSDEs and the (possibly only viscosity) solution to semi- 
linear and quasi-linear parabolic PDE's. 
Even without considering the numerous applications of BSDEs, representa- 
tion (1.3) should convince us on the need for robust methods for the numerical 
solution of (1.2). After all, any probabilistic numerical method for this stochas- 
tic system, is a probabilistic method for a semi-linear PDE. The study of the 
numerical solution of these decoupled forward -backward stochastic systems is 
the subject of this thesis. 
Several attempts have been made so far, for the approNimation of the Y part 
of the solution to (1.2). In Bally and Pages [2,31 a quantization technique for the 
underlying process X, is introduced , which naturally gives rise to a discretiza- 
tion scheme for Y by means of a discrete time dynamic programming principle. 
This algorithm is suitable for reflected BSDEs with a driver independent of Z 
for which, uniqueness -existence issues are addressed in El Karoui et al. [ 121. 
Other approaches that rely on the appro. Ndmation of the driving Brownian mo- 
tion by discrete processes have also been studied, for example in Chevance [71 
and Ma et al. [261. In the latter, the approximation scheme constructed is based 
on a finite difference method inspired by the four step scheme developed in Ma 
et al. [251 for solving (coupled) FBSDEs. Evidently, this inherits the problems 
faced by finite difference methods in high dimensions. In a recent work [351, 
Zhang has provided a regularity result for the Z part of the solution of (1.2) 
that allows to consider a regular discretization of the backward part of (1.2), 
in an Euler scheme fashion involving conditional expectations, which in each 
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own turn paves the way for a Monte-Carlo approach to the numerical solution 
of a BSDE. In Bouchard and Touzi [61 and Gobet et al. [ 171, the authors take 
up this approach. In the former ,a general regression operator obtained 
by 
the Malliavin integration by parts formula is considered and estimated using a 
Monte Carlo method. In Gobet et al. [ 171 the authors appro)dmate the involved 
conditional expectations by means of projections on function spaces, which are 
computed by solving a least squares problem. 
Our purpose in this thesis is to construct a general framework that will fa- 
cilitate the analysis of eýdsting methods , as well as the generation of new ones - 
The starting point of the results in this thesis is the fact that, the backward 
components (Y, Z) may be written as Borel functions of the forward compo- 
nent X. This is an independent of (1.4) result and it may be found for instance 
in [ 141. Following the reasoning of Peng [331 let us denote by Yt (t, x) [u, J] the 
solution of the BSDE at time t, with terminal condition g 
(X, (t, x)) and time 
horizon u, where X (t, x) is the stochastic flow associated with the forward part 
of (1.2), that starts at time t from x: 
xs (t, x) =x+ 
it s b(Xr (t, x»dr + 
it s 
0- (Xr (t, X) )d Wr (1.5) 
Then for any t<s, t, sE [0,1] , there exists a 
function St,, g : R4 --* R such 
that 
Yt (t, x) Is, g (Xs (ti x) )1=s t's g (x) (1.6) 
In effect, there exists a family of (nonlinear) operators 
St,,, 0<t<s<I such 
that (1.6) holds for any tG [0,1]. The flow property for BSDEs (see Proposition 
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2.5 of [ 141) in the notation of the above fan-ffly tells us that 
Su, t 0 St, s == Su,, for u<t<s 
In other words, St,, is the (non linear) semi-group associated with system (1.2). 
Moreover St, Ig is the expected value of a certain functional of the stochastic 
flow associated to the forward component process. More precisely, the following 
representation holds 
S tj g (x) = IE [At (X (t, x)) ], 
where At : CRd [tl 1] --ý R is a functional implicitly defined by the system 
(1.2). The problem of the numerical apprwdmation of Stjg (x), xGW and, 
implicitly, of Yt involves replacing the operators At with an explicit version 
At and integrating it with respect to an approximation of the distribution of 
the solution of the stochastic differential equation (1.5). Moreover, one needs 
to approximate both the forward component and the functional in a manner 
which does not compound the corresponding error. In view of the above, the 
numerical apprwdmation of the backward component Y can be looked at as 
a special case within the area of weak approximations of stochastic differential 
equations. 
To make things more precise, let Pt be a process that constitutes a good L 
apprwdmation of X. Moreover assume that Pt enjoys the following Markov-type 
structure 
IE [h (Pt,,, ) I. Ft'P, ] = IE [h (Pt, -,, 
Pt, 
= IE [h (Pt, _, 
) (Wt, 
-,, - 
Wt, ) I Pt, E [h (Pt,,, ) (Wti,, - Wti) I Ttp 
for any h belonging to a suitable class of functions, where T7P is the natural t 
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filtration of the process f Ptlo<t<,. For example, Pt could be the Euler scheme 
for X or even just the diffusion itself. According to the results of [6,351, we can 
discretize the backward part of (1.2) in an Euler scheme fashion to produce step 
processes that approximate (Y, Z). in particular, define the family of operators 
JRjj'j' I as follows 
Rig(x) - IE[g(Pt, _(ti, x»] 
(1.8) 
+ (ti+i - ti)f 
(ti, 
x, Rig(x), (t,. +l 
1_ 
tj. ) 
IE [g (Ptl 
_, 
(ti, x» (Wt, -, - 
Wti) ])1 
where g belongs to a suitable class of functions. 
Remark 1.1. Observe that, for a fixed value of x and a given function g, above 
we have an implicit definition for R, g(x). Its existence and uniqueness is 
provided by the fixed point theorem. Indeed , when the 
driver f is Lipschitz, 
with K denoting the Lipschitz constant, we choose aa partition fine enough to 
satisfy (ti+l - ti)K < 1, Vi. Then the function 
E [g (Pti, ý 
(ti, 
+ (ti+i - ti)f 
( 
til X/ YI 
1 
ti) 
IE [g(Ptl+, (t, -, x» (Wt, - - 
Wti)] 
) 
is a contraction, thus having a unique fixed point. 
Following Theorem 3.1 in [6] (see also Theorem 5.3 in [351 for a slight differ- 
ent formulation for the path dependent case), with Yt' =Ro... o 
R, 14) i 
(Pti) 
we have that, 
1121 
< C17TI, E[ sup I Yti - Yt7r 
l<i<11 
=0 serves as 
the approximation In other words, the iteration of the family 
fR 
j' 
At for the functional At . 
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Since the expectations E [g (Pti- I 
(ti, x)) ] and E ig (Pti_ ., X)) (I%", ,1 
(tl 
do not have a closed form, the operators f RJin 
==0 are not explicitly computable. 
To produce an implementable scheme both expectations need to be replaced 
by certain simulation-based approximations denoted by fE [g (Ptj+j (ti-, x)) I and 
IE [g(Pt, 
+, 
(ti, x)) (Wt, +, - 
Wti)]. This leads to a second family of (non-linear) 
operators A defiried similarly to f Ri n1 that are explicitly computable 
and a subsequent approximation Y' Ri o ... o R, -1(1)(Pt, 
) to Yt. In other ti 
words, Ri ... R, (D(Ptj) serves as the approximation to E [At, (X(t, x))]. We will 
show how, using a Lipschitz type property for the family ýRjj" the error 1=0' 
Yt' can be controlled (see Theorem 3.11 ) by the local errors it I 
(E - E) [Ai ... Rn'P(Pti, l 
(ti, XM, 
(JE - E) [Ri ... ROD 
(Pti+l (ti, X)) (Wti+l - Wt, ) I 
(1.9) 
The method presented by Bouchard and Touzi [61 follows the above pro- 
gramme and we present it in chapter 4 and show how the error estimates can 
be recovered. In [6] the choice for the process Pt is the Euler appro3dmation for 
X denoted by X 7r . Then this method is based on a Monte-Carlo estimation of 
the two quantities E[g(X7' (ti, x)) ] and E [g (X7' (t x)) (Wt, Wt, ) ] which 
uses n3p+dl2 independent copies of the Euler approximation X7' at each step, 
to obtain an error of order 1, provided that 17r I In arid p>I is a fixed ., / -n 
parameter. The implementation of the Bouchard and Touzi method requires 
the computation of some weights which have the form of iterated Skorohod 
integrals. The construction of these integrals is with respect to an anticipat- 
ing matrix- valued process h (t) that is in some dual relation with the Malliavin 
derivative of the forward Euler scheme. This process consists of four terms and 
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at every time step t, we need to compute V Skorohod integrals. As a result, the 
method becomes quite slow when the state space dimension is higher than 3. 
In the last section of chapter 4, we introduce a new variant of the method that 
reduces the computational effort by half. The modification uses a truncation 
of the process h (t) by keeping only the terms of largest variance. The price for 
this is that we have to generate more paths to obtain an accuracy equivalent 
to the original algorithm. In particular, if we have an equidistant partition as 
before, to obtain an error of the order n-1/2 we need to generate at every time 
step N= n3p+3p2 
1d 
copies of the Euler scheme (if the same number of paths as 
before, is used, then the modification will still converge, but at a slower rate). 
The key ingredient in the generic framework that we propose in this thesis, 
is Lemma 3.8 that provides us with the Lipschitz type property for the family 
f Ri I -, which allows us to control the error in terms of the expressions in (1.9). 
However, this is by no means restrictive. Once the simulation-based approxi- 
mation E[-] of E[-] has been introduced, if a similar Lipschitz type property is 
available for the family fAiIi then, one may turn this procedure around and 
express the error in tenns of quantities of the form 
(E - E) [Ri ... Rn'D(Pti+l(tl, X»1, 
(IE - IE) [Ri ... Rn <D 
(Pti+i (ti, x» (Wti+l - WO 1 
The choice clearly depends on which expressions are easier to manipulate, 
to 
produce meaningful error estimates. 
In chapter 5 we use this approach and introduce a new scheme 
for the 
numerical approximation of Y. For this new method 
the discretization of the 
forward component of (1.2) is not needed and the choice for 
Pt is the actual 
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diffusion. The choice for Ef- is based on the Cubature method by Lyons and 
Victoir [24]. According to this method, the estimate of errors of the form 
[g (Xt, 
+, 
(ti, x)) ] requires an application of a Stratonovich-Taylor ex- 
pansion to the random variable g(Xt, +, 
(ti, x)). In effect, the error estimates 
depend on the behaviour of the derivatives of g with respect to the partition 
7r. The Lipschitz terminal condition of our problem causes the derivatives of 
the functions Ri ... R, 4)(x), Vi, to explode as the partition mesh shrinks. We 
show how the rate of convergence of the cubature method may control these 
explosions and produce good error estimates for the global error. In particular, 
using the cubature of order 3 and a non-equidistant partition results into an 
appro2dmation with a rate of the II ýij where 17r I is the partition mesh.. 
To conclude, in the following we describe and analyze a generic framework 
that can accommodate eýdsting and new methods for solving FBSDEs. We 
show that the study of the global error for any numerical scheme for FBS- 
DEs amounts to the study of the numerical approximation of the quantities 
IE [g (Xt, 
+, 
(ti, x)) ] and IE [g (Xti+l (ti, x)) (Wtj+I - Wt, ) ], hence leading to the con- 
clusion that any method of weak apprwdmation of the law of the pair process 
(X, W) will generate an algorithm for the numerical solution of a BSDE. 
The thesis is organized as follows: In chapter 2 we introduce the notation 
and hypothesis that will be used in the sequel. We also review a few basic 
facts regarding the Malliavin calculus and the Stratonovich-Taylor expansions. 
Most of the results in this chapter are quoted without proofs with exception of 
the estimate for the remainder process of the Stratonovich-Taylor expansion, 
for which a clear reference in the literature could not be found. In chapter 3 
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we set up the framework that we will be using for the analysis of the numerical 
methods for FBSDEs. We introduce the families of operators f Rill, f All and 
study the error between these two families. In chapter 4 we apply the frame- 
work of chapter 3 to the method of Bouchard and Touzi [61 for which we also 
suggest the new variant that will reduce the computational effort. Finally, in 
chapter 5 we introduce a new algorithm based on the cubature method of Lyons 
and Victoir [241. The results of this chapter, apart from being a new method 
for the numerical solution of a FBSDE, also highlight the fact that, using the 
framework of chapter 3, it is straightforward to generate a numerical method 
for a FBSDE given any weak appro--ý: imation method for the couple (X, W). The 
material presented in chapter 4 and 5 have been submitted for publication [ 101, 
19]. 
PRELIMINARIES 
In this chapter, we introduce the notation, assumptions and few basic concepts 
regarding BSDEs, weak differentiation on the Wiener space and Stratonovich- 
Taylor expansions that will be used in this thesis. 
2.1 Assumptions and Notation 
Let (0, Y, IP, f Yt t,:: ý 1) be a complete probability space which we consider to 
0 
([0,1]; Rd) of continuous functions starting at 0. On this be the Wiener space Co 
space we define a d- dimensional Brownian motion Wt, tG [0,1]. The filtration 
of the space is the completed Brownian filtration. On this probability space we 
consider the following: 
Notation 
9 LP (IP) the space of all Tj measurable and p integrable random variables, 
i. e., E[IXI P] < oo. The norm on this space is 
IIXIlp: = IE[IXIP]"P 
HP, the space of adapted processes S: [0,1] x0W such that 
(lEfl 
IS, lPds 
/P 
< 00 
0 
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Given a partition 7r -n j=1 of 
[0,1] we denote by 
AWi+,: = Wt, +, - 
Wt, l 
and AWil+,, I=1,..., d wiH be the 1-th component of the above vector. 
We also write h, = tj - tl-l. The partition mesh is denoted by := 
maxl<i<n hi. 
,, IN4n is going to be the space of nxn matrices equipped with the norm 
IAI: - 
(I: 
i" 
12) 
1/2 
, j=l 
jaij 
. We denote by A* the transpose of an element of 
M". The Euclidean spaces are equipped with the usual Euclidean norm. 
The inner product of two elements in Rd is denoted by x- 
We wiH denote by C' b (R4; Rm) the space of I times continuously differen- 
tiable functions with bounded derivatives defined on Rd and taking values 
in R'. The space of continuous functions is denoted by CO (W; R .. ) and 
the space of continuous functions of bounded variation defined on [0,1] 
are denoted by CO, bv ([0 , 
1]; Rd). For a multi index P= (ji, ---, 
ik) denote 
For g: R --* R we use the notation a'g(x), to stand by DO - axjalol 
I 
xjk 
for the m-th derivative of g. We will also, wherever convenient, denote by 
fx (t, x, y, Z) = -alxf (t, X, y, z) the partial derivative of f with respect to x 
and similarly fx y etc. For a continuous function g: 
Rd --+ R we write 
IgIloo := sup lg(x)l 
X(EIRd 
If in addition the function g is smooth we write 
p 
lgllp: = L IlDigIlco 
j=l 
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Given a smooth vector field VCC, (IRd; Rd), we make the usual identifi- b 
cation with the first order operator 
af 
Vf (X) = yý Vi (X) - i=l axi 
Assumptions 
We will be using the following assumptions on the coefficients of system 1.2 
1 a) The functions b: W -ý R4. o- : Rd _4 Md are Lipschitz continuous, 
that is, there eýdsts a constant K>0 such that 
I b(x) - b(y) I+ lo-(x) -c-(y) I< Klx-yl 
and the matrix o- (x) o-* (x) is uniformly positive definite, namely 
v *U(X)C-*(X)V ýý CIV121 VX, VC Rd 
for some c 
(H I b) The functions b, c-, c' G C', the space of infinitely many times differ- b 
entiable functions with uniformly bounded derivatives of all orders. 
(H2a) The driver of the BSDE f: [0,11 xWx IR xW -ý R is Lipschitz in its 
spatial variables, that is, with the same K as above, 
x, y, z) -f (t, x, y', z') 1< K(Vrt- 
--s + Ix - x'l + ly - y'l + lz - 21) 
the terminal condition is function of the final time of the state process 
ý= where 0(. ) is a Lipschitz function with the same Lipschitz 
constant as above. 
2, Preliminaries 26 
(H2b) The driver of the BSDE f: [0,11 x Rd xRx Rd -R belongs to C"' b 
that is, it is m times differentiable with respect to x, y, : with bounded 
derivatives uniformly in t. 
In what follows (Hla) and (H2a) are always assumed. These are sufficient to 
ensure the e)dstcnce of a solution to system (1.2). Several attempts have been 
made to relax assumption (H2a) and we would like to mention [201 and [231, 
where a driver f of quadratic growth is considered. However, the Lipschitz 
property of f is essential for the discretization of the backward component of 
(1.2). 
Remark 2.1. The assumption (H2b) is going to be used in chapter 5 when we 
make use of the cubature method. The value m is related to this method in a 
manner which is going to be made exact then. 
A solution to the system (1.2) is an adapted triplet of processes (X, Y, Z) 
taking values in Rd, R, Rd, respectively. In our study, system (1.2) is decou- 
pled and the existence-uniqueness issue for the forward part under assumption 
(H 1 a) is well understood (see [ 18,34]). For the the backward part we have the 
following result (see e. g. [311 or 1141) 
Theorem 2.2. Assume that ýE L2 and assumption (H2a) is sati.! ýfted. Men 
there exists a unique couple of processes 
(Y, Z) Ej -H2 X -H2 taking values in 
R, R4 respectively satisfying 
11 
Yt + 
ft f (t, Xt, Yt, Zt)dt + 
ft ZtdWt 
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Moreover, the process Yt is uniformly bounded in L2, Le. 
E[ sup I Yt I'] < oo 
O<t<l 
2.2 A review of Malliavin Calculus 
27 
We take a brief look at some basics facts regarding weak differentiation on the 
Wiener space that will be used in the sequel, particularly in chapter 4. The 
details for this theory maybe found for example in Nualart [291. 
Let S be the set of real valued random variables F that have the following 
forin 
Ff (t) - dWtj, -t On 
(t) - dWt 0 
fo 
where fE COO (Rn) and Oi G L2([O, I]; jRd), i=1,..., n. We call the mapping b 
-H2, defined as 
n11 
DtF axif (PI(t)-dWt,..., 
f 0,, (t)-dWt)ol-(t) fo 
0 
the derivative operator. Next, we define the norm II' 11 L2 on S as 
k 
JIFIlkp, 
p := 
IE[F2] + IE[(DJF)P] dt, ... 
d tj, 
j=l 
fýo, 
where DiF : -- Dt, --- 
DtF. The completion of S under the norm 11 ' 11k, p is 
denoted by Dk, p. In this way, D becomes a closed unbounded densely defined 
operator on L2 (0). The adjoint of the operator D is denoted by 
6 and is 
called the Skorohod integral. The operator J is an unbounded operator 
6: 
L2 ([0,1] x 0) --* L2 ([I) satisfying the following properties 
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(a) The domain of 6 denoted by Dom6 is the set of processes in 11 EC QO, I] 
fl) for which 
E[ fo 
I 
DtFutdt] < C(u)IIFI12 
for all FE IDI, 2 and a constant C(u) which depends on u. 
If uE Dom6 , then J(u) is the unique element of L 
2(! n) such that 
E[F6(u)] =EI 
fo 1 DtFutdt] 
for any F Ej D1,2. 
Among other, the Malliavin derivative D and the Skorohod integral 6 enjoy the 
following relations 
Lemma 2.3.1). Let uE Dom6 be such that, for almost all tC [0,11 the random 
variable utC D1,2 and there exists a version o the two parameter process D, it t )f 
11 
such that IE [ f6 f6 (D, u t)'dtds] < oo. Then 6 (u) c D', 
' and 
Dt6(u) = 6(Dtu) + ut 
21 U2dt 2). Let uc DoMJ and FC 1[)1,2 be such that IE 
[F f6 
t]< oo. Then it 
holds that 
I 
J(Fu) = FJ(u) - 
fo DtFutdt 
2.3 The Stratonovich Jaylor expansion 
In chapter 5 where we apply the cubature method as an approximation to the 
law of the forward diffusion we will be using some elementary 
facts regardiii, ýý 
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Stratonovich- Taylor expansions, so we present here the details. Define 
00 
A- toý uU to, l' ..., dj, 
M=l 
For any element ý= (jl,..., jl) GA we define the norms 
IPI 
= cardý(jj,.. . Iii)l 
and 
Ilßll - Ißý + cardýj : ßj - 0,1 <j< Ißll. 
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For example, if a= (0,1,3) then I ct I=3,11 aII=4. We also write 0-= 
jl 
- 1) and -Pý 
(j2,. 
. ., 
jj). With a as before, a-- (0,1), - c! = (1, -)') - 
Given two such multi indices a= (OZI, ---, "YO, 
0= ý1) we define their 
concatenation as 
a*p= (CQ/ / 04, 
Pl,, 
---, 
PI) 
With the above norms at hand we define the subsets of 
= ýß c 4: Ilßll < ml, and 41 = tß G A\ýO, (0)1 : Ilßll <- ml. AM m 
For an appropriate function f, a continuous semimartingale Xt and a multi 
index P as above, the Stratonovich -Riemann iterated integrals are constructed 
recursively as follows, 
f (XS) 
ft'Iß-[f(X. )]tdu 1>i, ii =o 
ft5 Iß 
- 
[f (X. )] t, od Wil (u) 1> ili, 0 
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A non empty subset !9CA is called a hierarchical set if 
sup la-I < co and -aE!; for any aE 9\f ZI 
aEg 
Given a hierarchical set 9 we define the remainder set 
B(9) = fp E A\9: -P c 91 
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Note that Am, A' are hierarchical sets. Consider a smooth function Rd m 
R with bounded derivatives and let X(t, x) be the solution of the forward eqi-ia- 
tion 
s 
xs (t, x) =x+ Vo (X (t, x» du +V 
it 
j(X(t, x»odlý', ', 
where VE C' (Rd; Rd), j= 0'..., d. Then a repetitive application of It6's ib 
formula provides us with the following Sratonovich-Taylor expansion 
f (Xt(0, x» =E Vaf (x)lü [llo, t +E la Ivaf (X. )lo, t acK aeB(K) 
for any hierarchical set K, where Vf :=V In particular we have , "-' I ... 
Vtlkf' 
that 
(Xt (0, X» =E Vaf (x) 1, [l] o't +E ja[ Vaf (X. )] o't 
a EE A, (1 i: 
Api 
-2 
\AM 
The second term on the right hand side of (2.1) is called the m-th order re- 
mainder process and is denoted by Rm (t, X, f ). For the remainder the following 
estimate is available 
Lemma 2.4. Let a= (il, ---, 
ik) G A0, be a multi index and let us consider a 
real valued nction fG C'(R') and ap>1. Then, the iterated Stratonovich fu b 
integrals satisfy 
llla[f(X)]0, tllp < Cltýlall1211fllcD +C2t - 
11Vilfil-ý- 
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for some constants Cl - Cl 
* P), C2 :::: -- C2 (1%,, P) - If the multi index LA. is SUCII 
that il -0 then, for any real valued fG Cb ORd) we have 
Lf(X)]O, 
t < Cltllall/211V 
As a consequence, if afi-tnction fW ---ý R, is such that f Cz- Cm-4(IR") and Lve b 
apply the Stratonovich- Taylor expansion (2.1) to f (Xt), then, with t< 
-1 
sup IIR,, (tx, f)112< Ct"12 sup I Vof WII oo (2.2) 
XEIRd AEA,,, -2'A... 
Proof. Given a multi-index a= (ilt --.,, 
ik), if i, : ý: ý 0 then the innermost integral 
is stochastic. Hence, to be weU defined, f (Xt) needs to be a semi martingale 
and that explains the requirement fG C2 (Rd in this case. The proof is done 
with induction on the length of a. The case IaI=I with a zero entry is 
straightforward. If a= (il), il - 1, -.., 
d then 
(2.3) l(ii) (X. )] o't 
10 f (X, ) d W, ' 
2 
ýf (X. ), W" ýt 
An application of It6's formula shows that the martingale part of the process 
(xt) is 
d 
E fo, Vkf (X, ) d Wk 
k=l 
Hence 
= 
ft 
o 
Vif (X, )ds 
Plugging this in (2.3) and using Minkowski inequality and Burkholder- Davis - 
Gundy inequality we have 
llj(l, )[f(X. 
)Io, 
tllp :! ý Ci((ii))t 
1/2 lif 1100 +I tilvilf 11, 
2 
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For the general case, assume that the conclusion is true for any multiindex a 
with IaI<r and set a == (il, ir) - If 
ir =0 then the induction hy . pothesis 
and Fubini's theorem gives us the result. If i, >1 then 
la V] o't = 1- [f (X. )]odW. "r +1 3A - 
lf (X. )]O,., W, rý t (2.4) 
10 
2 
Npplying the Burkholde -Davis - Gundy inequality for the first term and using 
the induction hypothesis, we have 
t p/2 1/p 
[f (X. )]()dWir E [1«_ [f (X. )]2, 
S]ds) s 
10 
00 
cxj( 
II a- 11+1) /2 11V C, (, %-) lif 11 + C2 (ýl -) If 
11cot(lýa-11+2U2 
giving us the result for this term. For the second term in (2.4) we have 
Ua- lf (X. )]O,., w, -i, )t=ý 
Ir -r 
-Lf(X. 
)]o,, dW, jW. 
)t 
I(, 
-)- 
(X. )]O,, ds lj, 
_I=i, 
Hence, using Jensen's inequality, Fubini's theorem and the induction hypoth- 
esis 
t 1/p 
ir) t< tp-l E 
[I(a-)-[f(X-)IOPSI ds Ua- Lf (X. )10'. ' 
w. ýIP fo 0, 
C, 
cot 
-2)/2 
C2(('ýv--H II vilf Hoot (](a-)-11+3)/2 
An application of the triangular inequality completes the estimate for 
II Ja Lf I Oj II 
For the last assertion, observe that the remainder is given by, 
x, f):: = E la [Vaf (X-)] o't 
i1C-4iýi-2\, 4m 
For a multi index aG Ain+2\An there are two possibilities. Either 
IA= iji 4- 1 
or a =: (0) *P with IIPII=M- If a term in the sum above corresponds 
to the 
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latter case, then the claimed estimate follows from the the estimates in the 
iterated integrals. For the former case one only needs to apply Fubini', -, theorem 
and the previous arguments to get the result. 0 
3. DISCRETE TIME APPROXIMATION FOR 
THE BACKWARD EQUATION 
Let us consider a partition 7r =f0= to < tj < ... < tn =II of the interval 
1]. Assume for the moment that the forward diffusion in (1.2) is explicitly 
known to us. One then can try to discretize the backward equation in an Euler 
scheme fashion to obtain the foHowing set of equations 
Ytn = 
Yti = Ytl+j +f (til Xtif Ytil Zti)6i + zti * AWI+j 
i= The above backward induction scheme is an equation in 
two unknowns, Yt,, Zt,, which moreover are not guaranteed to be adapted. 
To obtain an adapted approNimation, we multiply by the Brownian increment 
AWi+j and condition with respect to -Fti. This leads us to the following recursive 
definition on the grid 7r : 
y7r (Xtn )/ 7r =0 tn 
Ztn 
Z, [Yt7'AWt, ] i 
ti-i I 
+ Jif (ti-1, Xti y7r 
i 
y7r 
[y7r 
Ei-I t 
_J, 
ZTE 
t; 1 
ti- 
Here ]Ei[-] stands for the conditional expectation with respect to -Ft,. It turns 
out that the random variables defined by (3.1) and the equivalent piecewise 
3. Discrete time approximation for the backward equation 35 
constant processes are the right objects to consider for the approximation of 
(Y, Z). Of course, in practice the forward component is not known, but its 
simulation is well understood. To keep things in as much generality as possible. 
we introduce the following class. 
Definition 3.1. Consider the partition 7T as above and let R denote the class of 
processes Pt such that 
1. Foranyfunctionh : Rd -+ R such that h(Pt, _, 
), h(Pt, 
_l)(1Vt, -I - 
Wj E L2, 
the process Pt enjoys thefollowing Markov- like structure 
E [h (Pt, p 
_, 1 
) 1,77i, ]=E [h (Pt, Pt, 
E [h (Pt, 
-, 1) 
(Wt, - Wt, ) l, T7tp - 
Wt, ) 1 Pt, E [h (Ptl) (Wt, 
_ 
2. There exists a constant C independent of the partition such that 
max E sup 
0<1<n-1 
-ti<t<tj-l 
pt_ Xt12 < Cl7rl 
Typical examples of processes in 'R are the Euler scheme, the Milshtein 
scheme or trivially the diffusion itself. 
Example 3.2. Consider the mapping 
X' (s, x): = x+ b (x) (t - s) +o-(x)(Wt - Ws) t 
then the Euler scheme corresponding to the partition 7T associated with the for- 
ward part of (3.1) is defined as 
xt, = 
Xt' 
- 1, 
Xt7, ' n. (ti 
Thefollowing estimate is standard (see theorem 10.2.2 [19D 
SUp IXt - XjT12 < C(I + 
IXý2)1 
'T (3.2) max Et7 i 
-ti -< 
t <- ti+ I 
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For any process Pt ER we may rewrite the backward induction -, cheme 
(3.1), where now the conditioning is with respect to the natural filtration of P! - 
Remark 3.3. Observe that, since the terrninal condition is sirnple. Le. takes 
the special form ý= (D(XI), it is an easy induction argument to show that, 
given the Markov property of Pt, the random variables Yj-', Z' are (deterniinistic) ti 
functions of the underlying Pt, and the above conditional expectations are actually 
regressions 
JE 
[y7rAW 
iI 
yp IE [ Yt' A Wt, I Pt, E[ yt7r I 
_TtP 
E [Yil'l Pt, t, t 
In several approaches developed thus far in the literature, for the numerical 
solution to a BSDE (see [6,17,35,2]), the Euler scheme appro)dmation of the 
forward diffusion, is considered for Pt. In Chapter 4, where we present the 
algorithm of Bouchard and Touzi [61, we also take up this approach. However, 
in Chapter 5 where we use the Cubature method to numerically evaluate the 
solution of a BSDE, there is no need to discretize the forward process, that is Pt 
will be the process itself, and we will be considering (3.1) with conditioning with 
respect to the original filtration f -FtjO<t<j. in any case, under the conditions 
that define the class R, we have the following estimates reported from 161 and 
[351. 
Theorem 3.4. Associated with the backward scheme 3.1 we define the step 
processes 
Yt7l 
= En-ly7l, ti, ti+j)(t) 
YTI Z7r En-I Z-, Tj i=O ti + lt=tn tn' t 1'=O ti + 
lt=tnZt'. Men 
E SUP Iyt_yt 7-r12 + 
lZt 
_ Z7rl2 dt < Cl 7T 1 (3.3) 
_O<t<T 
fo 
t 
Discrete time approximation for the backward equation 37 
for a constant C independent of the partition. 
To study the properties of (3.1) from the perspective of weak approxima- 
tions, we introduce the Mowing family of operators acting on function spaces. 
Definition 3.5. Let C' = fglg: Rd --ý R, Lipschitzl. Consider a process Pt E 'Pk b 
and define the non linear operators RCC1 as follows bb 
ng 
Rig(x) =E [g(Pt, (ti, x»] 
+6i+lf ti-, x, Rlg(x), 
for i=0, n-1. 
E [g(Pt, 
_I(t, -, x))AWi-,, 
]) 
, 
(3.4) 
Remark 3.6. When an operatorfrom the abovejamily is applied to afunction 
which belongs to C' and the driver f of the BSDE is one time continuously b 
differentiable then, the function Rig is also differentiable with bounded first 
order derivatives. 7his is just an easy consequence of the chain rule and the 
implicitfunction theorem (see Theorem 6.1 of [351for details). Infact, there exists 
a uniform bound on thefirst derivative of the iteration of the above semi group 
max 11 17Ri ... R, 4)(x) < co O<i<n 
Note that the operator R, is well defined for a larger class of fiinctions g, not 
1 
necessarily in Cb. For instance, Rig could be defu-tedforfiinctions g ofpolynomial 
growth. 
Lemma 3.7. For any i=n, n-0 thefollowing representation holds 
RI. Ri+l ... 
R,, (D(Pti) (3.5) 
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Proof. The proof is a straightforward backward induction. For i=n the result 
is obvious - Assume that it is true for i=k+1. Then 
Yt', = IE [Ri+l ... Rn(D(Pti--, -, 
)IPti] 
bi+if til ptil yt7r E [Ri+l ... Rn(D(Pti-,, 
)AWi+l IPtil 
= Ri (Ri+l ... R, (D) (Pt, ) 
since Y 
71C is the solution to the implicit equation ti 
x -* E [Ri+l ... RnI)(Pti+, )IPtil 
1 
+bi+lf tilPtxl-E[Ri+, ... Rn4>(Pt, -1)AWi+l 
lPtil 
which for bi+l small enough has a unique fixed point. 0 
Lemma 3.8. Consider two fitnctions gl, 92 E Cl and a process Pt E IZ. Men b 
for every i=0, ..., n the operator Ri enjoys thefollowing Lipschitz- type property 
1+ cöj+, i IRig, - Rig21(X) <1 «-)ti, tj+I (1 (91 - 92) 1 P) (X» P (3.6) 
for any p>1, where K is the Lipschitz constant off and C some generic constant 
which depends on d, p, and K. Above, Qt,, t,, i, j=0,. .., n, 
i<j is the semigroup 
associated with the Markov chain f pti In 0, L e. i= 
Qt tf (x) = IE Lf (Ptj) 1 Pti = x] 
Proof. Let us fix a value for z. Starting from the definition of Ri we have that 
Rigl (x) - Rig2 (X) -E 
[ (91 - 92) (Pti+I (tit 
ti, x, Rig, (x), 
1 IE [gl(Pti-(tix»äWi+, ] bi+i f( bi+i 
ti, x, Rig2 (X), 
1E [92(Pti+I(tipX»AWi+l] 
-f 
( 
bi+i 
)1 
3. Discrete time approximation for the backward equation 39 
By the mean value theorem and the K -Lipschitz property of f, we can fmd 
deterministic functions v(x) : Rd -ý R, ý(x) : Rd _+ Rd , which are bounded 
by K, such that 
1 (ti, 
x, Rig, (x), -E [gl (Pt, (ti, x»AWi+, ] 
-f ti, x, Rig2 (X)., 
1E [92(Pti+, (ti., X»AWi+l] 
--,::: gi+i v (x) (Rig, (x) - Rig2 (X» 
+ý(X) 'IE [(91 -92)(Pti+, (tix))AWi+, ] 
and we have that 
(1 - bi+lv (x» (Rig, (x) - Rig2 (X» (3.7) 
JE [(91 -92)(Pti+, (ti., X»] +«X) *IE [(gl(Pt, +i(ti X» -92(Pt, -, 
(tii X») AWi+l] 
From (3.7), assuming that bj+j is small enough, we deduce that 
(1 - gi+ 1 K) 1 (Rig, (x) - Rig2 (X» 1 
IIE [(91 
- 92) (Pti+, (tii X» (1 + «X) * AWi+J)] 
i 
E[1 (91 - 92) (Pti+I (tii X» 1 p] pE 
[l ,+ «X) . AWi+l lq] 
!q 
-' [(1+ý(X). AWi+1)2k]UI JE [1 (91 - 92) (Pti+I (tii X» 1 P] P IE 
where p, q are conjugate and k an integer with k> q/2- since ý(x) is deter- 
ministic and bounded by the Lipschitz constant of f, K, we have that 
2k 
E [(l + ý(x) - AWi+1)2k] = 1: 
(2k ) 
IE AWi+, )j] 
j=o j 
2k ( 2k ) 
IE AWi+1)2j EI 
j=o j 
1+ Cbj+l 
which completes the proof of the lemma. 0 
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We need to clarify how the above result iterates on the family f R, J, a result 
which will be used in the sequel. 
CoroUary 3.9. For any i=0, n there exists a constant C independent of 
the partition such that 
Ro ... Rig(x) - Ro ... R, h(x) 
1< CQtý, t, _, 
(1 (g - li) IP)(x)IIP 
Proof. We apply Lemma 3.8 to 
IRkRk+lgl - RkRk+1921 (X), and to IRk-lh - Rk+l, ýý (X) 
to get 
IRkRk+lh - RkRk+Igl (X) 
1+ Cýk+I 
(Qtk, 
tk+l (IRk+Ih - Rk--, gl -1- M+i 
l') (x» , 
and 
IRk+Ih - Rk+Iglp (X) 
1+ Cýk+2 
Qtk+I, tk-2 (1 (h - g) 1 P) (x) - 1- Kýk+2 
Then 
IRkRk+Ih-RkRk+lgý (X) 
. t: ý 
(I+ C6k+l )(1+ C6k+2 
Qtk, tk-1 Qtk-lftk+2 (h - g) I P) (x) I- K6k+l 1- K6k+2 
) 
1+ C6k+l )(1+ C6k+2 
Qtk, tk-2 (I (h - g) I P) (x) 
11 P 
-1- K6k+l I- K6k+2 
) 
where the last estimate follows from the semi group property. The generaliza- 
tion to i iterations is straightforward and it gives us 
i+l 1+ cöj 
Ro ... Rig(x) - Ro ... 
R. h(x)1 <1 Qto, t, _, 
(1 (g - h) 1 
p) (x) 1 IP 1 
F' 
1- Köj j=I 
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The conclusion follows by noting that 
lim 
i+ I+ cjj -E 
-K sup 11 -1 
- KJ 
11 +- CK 'ý'7T'ý- 1 
7'1 
< ec 
17T 1 
--+0 j=l I 
0 
As already mentioned , the conditional expectations involved in (3.1) are not 
explicit in most cases. Hence, the next step would be to replace the expectation 
operator E[-I in (3.4), by a simulation-based appro)dmating operator IE [-I that 
is explicitly computable. The simulation could rely on a Monte-Carlo method 
as is the case in the work by Bouchard and Touzi 161 and the work by Gobet 
et al. [ 171, or on an evaluation on a tree as in [9]. Given, such an operator CE [-] 
we define for i=n,... I 
R9 (X) 9 (X) 
E (3.8) Rig(x) ^ [g(Pti(tl, x»] 
+, til X, fzig(x), fE [g(Pt, +, 
(ti, x»AWi+1]) ö-+if ( 
Given the above family of simulation-based operators, we deftne as approxi- 
mating value of Ytj 
RiRi+l ... Rn-10(Pti) 
We are now able to express the error between the Backward Euler scheme Y' 
and the simulation value Y', as an error between the operators E and IE 
Note that, this global error is expressed through the iteration of the families 
1=0 
Yt' - Yt"O =R0R1... R,, -l(P(x) - 
ROR, ... 
Rn-I(P(X) (3.9) 
0 
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To facilitate the proof, we introduce special notation for the error between 
and E when applied to random variables of the form g(P, 7' I 
(t,, x))AW, 1_1 for 
i=0,..., n-1 and 1=0, L..., d. We also use the convention AW, O 1=1. 
Definition3.10. Consider a random variable of theformg(Pt, -, 
(ti, x))AW I 1.1_, _ 1 
for 
a (possibly random) real valuedfunction g. With the convention that AWO-, -, 
1, 
we introduce the notation 
(IE - IU) 
[g (Pi 
+, 
(t -, x» A Wi'+ ,1 
and denote the local p- errors at time ti as 
p 
, Ei [g; 11: = 
IIV[g; 11(Pti)llp (3.10) 
where i=0, l..., n-1,1 = 0, L.. -, d and p>1. 
In everything that follows, we use, for notational convenience, the 
abbreviation R, ... 
R, 
-Ig(x) = 
Ri', n-lg(X), i=0, n-I and similarly 
for other families of operators. 
The following is the key result of this chapter and indeed the building block 
in everything that follows. 
Theorem 3.11. Assume that (Hl a) and (H2a) are saftýfted. 7hen, given a 
partition 7r of [0,1], for any p>1, thefollowing holds 
c 
Yt' - 'ýtý - max Sp 
R-i, 
n(lý; 
Il 
7r I 0<1<d 
0 <T<-n -I 
for some constant C which is independent of the partition, where 
Sip is defined 
by (3.10). 
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Proof. In this proof C will be a constant which may vary from line to line. 
We start from the definition of the regression and the empirical regression 
operators. For any function g in a suitable class, we have that 
Rig(x) - Rig(x) - (IE - IE) [g(Pt, _, 
(ti, 
ti, x, Rig (x), 
IE [g(Pt, 
_j(ti, x))AWi-., -i] 
+ bi+i f 
-f(t,, x, Rg(x), E [g(Pt, +, 
(ti, x)) AWj+j ]) 
Using the Lipschitz property of f we deduce, as in the proof of Lemma 3.8, 
that 
IRig(x) - R^ig(x)1 <Kýý 
(E - 
rE) [g(Ptj+, (ti, x»] 1 1- Köi+l 
+1 (E - IE) [9(Pti+, (ti, x» AWi+ll 
11 
We now go back to (3.9) and develop the error as a Trotter product, that is 
we add and subtract n terms where every term is a combination of n-i-I 
simulation-based backward operations and i+I theoretical ones, 
RO, I-Ri+j', 4) 
(Pto). 
00 
lYt" - 'ýt"j = IRO, n4(Pto) - R^O, n4(Pto)l 
(3.12) 
< IRo, l--IR-i, nO(Pto) - 
Ro, ikl'+I, nO(Pto)l 
i=O 
We may apply Corollary 3.9 , to every term 
in the sum to deduce that 
Ro, I-R, +I, n(lý(x) - 
Ro, i-iRi, nO(X) 
< 
1+C"+')'II(RI-ki)R^, 
+I, n'l'(Pti(O, X))Il, 
(1- 
K6i+l 
Using (3.11) we conclude that 
ýj (R. - 
k. )R^i+l 
... 
Rn 0 (Pti (0, X)) IIp (3.13) 
K(d + 1) 
max Sp K17il 0<1<d 1 
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Plugging these estimates in (3.12) we have that 
y7T 
_ 
j17T I <K(d + 
1) n-I 1+ Cb. 
0 to ti -I- KI 7TI KI' max 
=0 
(I- 
7rj 
) 
0<1<d 
n-I 
< 
K(d + 1) 
max Sip ýA I. nO; 11 
L 
I-KI 7T I 0<1<d i=O 0< T< -n 
and the proof completes by noting that En-I I+C6, -i i=O 
(I-K6j-j) 
I+ c6i-I 
I- K6,. 
-4--1) 
<e 
C-K 
El 
-I 7TI 
The conclusion of Theorem 3.11 is the basis of our approach and everything 
that follows. It relates, in a simple manner, the global error of any numerical 
method for a BSDE with the weak approNimation error of the involved expec- 
tations. The key point for Theorem 3.11 was the assertion of Lemma 3.8. This 
allowed us, by using the Markov property of the chain f Pt, Ii, to relate the it- 
eration of the family RO, j with the corresponding expectations. From this point 
on, it is simply a matter of introducing a technique of approximation for the 
law of the pair (X, W). in Chapter 4 we will see how this framework fits in the 
case of the algorithm by Bouchard and Touzi [6]. 
In the case where an equivalent, to the Lipschitz property stated in Lemma 
=j, we can 
turn this procedure around 3.8, result is available for the family R^, Ji" 
to produce estimates of the form 
c 
Yt' - 'ýt' - max SiP [R 0< l7rl 0<1<d 
i, n 
0< C< -n- 1 
When the definition of the simulation-based approximation E is given through 
an explicitly computable measure, as is the case of the weak appro. -dmation 
methods of Kusuoka [2 11 or Lyons and Victoir [24], then one may expect to 
be easier to produce a Lipschitz property for the family 
f R, I,.. In Chapter 
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we illustrate this point using the cubature method of Lyons and Victoir 
1241. In the following chapter we present the algorithm of Bouchard and Touzi 
under this new perspective. Observe that the algorithm suggested in Gobet 
et al. [ 171 can also be presented by this framework. The only difference being 
that, since these authors consider BSDEs with path dependent pay-offs, the 
choice for the process Pt form class R will be the Euler scheme augmented 
by as many state variables required to make the dynamics of the equation 
Markovian. For example, motivated by look-back options, the authors consider 
terminal conditions of the form 
IRd+I _ý R 11 6-. J (X Max Xt), O<t<l 
In this case the choice for the process Pt may be 
n-1 
Pt (Xt' 
O<j<i I _, l)(t) 
+ (X', max X')It=tn tj max Xt, )I[t,, t, t' 0<ýj<n i=O 
4. THE MALLIAVIN CALCULUS APPROACH 
In this Chapter we use the framework of Chapter 3 to analyze the method pre- 
sented in [6]. Throughout this section the stronger condition (H lb) is assumed 
to hold. Also, the partition is assumed to be equidistant so that 6, = 17il, Vi. 
In the algorithm of Bouchard and Touzi the forward process is approximated 
using an Euler scheme. Hence, in this chapter the choice for the process Pt is 
X7r 
t 
4.1 The Malliavin regression functions 
The choice for the operator IE is based on a representation of the conditional 
expectation obtained by means of the (Malliavin) integration by parts formula. 
The exact fonnula of this representation involves certain weights, that are in 
fact iterated Skorohod integrals. We first introduce the related notation. 
We denote by Jk the subset of Nk with elements I= (il, ---, 
ik) that satisfy 
1 il < ... < 
ik < d. Trivially, we set JO = 0. Given two elements IE Jk, JE 
Jq we define their concatenation I* J: = (rl,..., rl) with kAq <I< dA (k+q) 
and 1< ki < ... < 
kp < d. FinaRy, for any jC 7k, k-0,1 ---, 
d we write jc for 
its complementary set, that is , the unique set such that 
j* Ic =f1,2,. . ., 
d1. 
Given a matrix valued process z, (t) : [0,1 ] ___ý IRd xd with columns denoted by 
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v'(t) and a random variable F we denote by 
S'i[F] f F(v')*dWt t 000 
and for a multi indcx I= (il, ---, 
ik) 
S'[F] :- S' o ... o I il lk 
47 
where the integrals are understood in the Skorohod sense. When the multi 
index I includes all columns, we simply write 
Sh [F] := Sh(, (1 2,..., d) 
O[F] = F. Let (p be a bounded We extend the definition to I=0 by setting Sh 
and continuous real valued function with 0(0) = 1. We will say that 0 is a 
smooth localizing function if 
ajo(x) C CO(Rd), b foranyk =0,1,... , 
d, I (E, 7k 
Trivially we set a00 = 0. We denote the collection of all smooth localizing 
functions by L. Let us fix an i=0,1, ..., n and consider the matrix valued 
process 
hi (t) = 
I 
C, - 
I (X7T 
1), 
tG [ti-1, ti) 
17T I 
(X7T) (Id + 17TIVb(X7) + Eq V 0-] 
(X 7r)AWJ+l tG [ti, ti+j) 17rl ti ti ]: --I ti i 
0, elsewhere 
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Under (Hlb), the Euler scheme is infinitely many times differentiable in the 
Malliavin sense, and the derivative is given by 
DtX' = o-(X")It<tl, tj to - 
DtXt, = DtXt, +I 7-rlVb(Xt7, '_, )DtX' 
-1 ti-i 
Vul (X", ) DtX" 
, 
AWI + O. (X7r ti- ti- i 
j=l 
48 
Observe that the process hi(t) satisfies the identities 
fT 
o 
DtXt, hi(t)dt = Id, 
fT DtXt' hi(t)dt =0 (4.1) 
For all IG Jk, k<d, ip EL and any 1=0, ..., 
d, the iterated integrals 
hi 7T S, [O(Xt, _ x)AWi+ll are well defmed 
and belong to D1,2, the space of Malliavin differentiable random variables. 
The f6flowing representation is reported from [51 and [6]. 
2 
, +, 
)AWil+l such that FcL Theorem 4.1. Consider a random variable Fp (Xt' 
where p is a real valuedfunction and 1 as above. Thenfor any localizingfiLnctions 
0, ýp EL: 
E [F IXt", = x] = ti 
where 
]E [QF[hi, ý] (x)] 
IH [Ql [hi, ip] (x)] 
: =H x 
(X7r)e(X7r 
1)Shi[ý(X7r - x)AWil+, ] QF [hi, e] (x) ti ti- ti 
(4.2) 
Ql is defined as above with F=I and Hx (-) is the Heaviside function in d- 
dimensions, H, (y) = fli=l ly>x. Observe that, qil (x) = IE [Ql [hj, ý] (x)] is the 
density of Xt" i 
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The above representation paves the way for the introduction of a Monte 
Carlo approximation to the corresponding expectations. In particular, it sug- 
gests to substitute the regression function E 
[F IX 7T =X with a ratio of empir- ti 
I 
ical means. However we should note that in the simulation, there could be in- 
tegrability issues. If we consider N independent random variables ýBkWlký-- k: -1 
with E[Bk(x)l = qi(x), Vk then the estimator of the denominator qi'. (x) = 
11N j: N B k=l k(x) has a gaussian asymptotic distribution. For this reason, in 
[6]( Lemma 3.3) the authors take advantage of preliminary bounds available 
for Yt' and Ei [Yt" AWi+jj . We report the result for ready reference. 
Lemma 4.2. For any i=0, l..., n there exist an integer I and functions 
(x), Ti (x), ý (x), ýj (x) R uniformlY bounded with respect to 17T 1, 
Le. 
lim sup max flTi(x) IV lTi(x) I Vjýj(x) I Vjý, (x) I I< 00 
17r I 
-ýO 
O<i<n 
and ofpolynomial growth, i. e. 
sup 
x(ERd 
such that: 
TI(X)l v IT-i(X)l V Cwl v 100 
I 1XII 
OC) 
"]< iy. (X 7r) 
Ti(X") < RinO(Xt7, ), E[Ri+l, n4(Xt7i+l 
Xt'i 
ti ti - 
7; :ýý. 
(X7r) TI Xt7T ýj (X7r) < max E[Ri+ln(l)(Xtj+j)2ýW,. + ti ti - I<k<d ti+ 1+ 
for i=0,..., 
With the above bounds at hand let us now build the backward algorithm. 
Let us denote by (CIO, TO, IPO) the original probability space. Consider nN 
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copies of the Euler scheme approýdmation of the forward diffusion, that is, will 
be malking use of N copies at every point tk on the grid. We define ii probability 
spaces, 1, where in each of these spaces N copies live, i. e. 
X7d ljc: 
Mj , 
JVj =ý Ni + 1, ..., 
N (i + 1) 1, five on the space 0". Further on, we 
consider the product probability space 
&n 001, (gn 0., 'T71, (gý op IP) =( i= i= 1= 
) 
and we lift all processes in this space. Integration with respect to the measure 
IP is denoted by E, while integration with marginal measures, p, p X JPk' 
is denoted by IE', IEi, k etc. The operator fE suggested from Theorem 4.2 is 
defined as follows for i=n- If-, I and k= Of-, d: 
,. l(t., x»AWik+, 
] 
= Týi 
[£i [g(X' 
l(ti, x)AWk+, 
]] Ei [g(Xt' ti+ 1 ti+ (4.3) 
with Vi (x) -ýj (X'-') AxVý, (X), where, for a real valued random variable of ti - ti 
,., 
)AWik+ k the form F= g(Xt' ti+ 1+ 
+11 -, 
ýg (X Tf X) ), ýý Wik _ 
()F 
I ti+ Ql [hi, ý] 
with 
^F )Sh'[ý(X7, ' X) (AWk [hi, e](x) Hx(X"")9(X"' +1)1] Qi N ti ti+ ti 
-1 [hi, e] (x) =1 
X7r 
1 
Shli 
[e(X7-11 
_ X)] Qi NZ 
Hx ( t, ti 
1 Ei Xi +1 
where hil(t) is the simulation-based evaluation of the process hi(t) when we 
substitute the Euler scheme by its 1-th copy X' 
I in the Vi+i bundle and 
(AW, k+, )l is the k-th entry in the I-th copy of the Brownian vector at time 
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ti+1 
- At time to the simulation-based operator is just the empirical mean 
IEO [g(XTr(Ox)AWk] =IE g(X7[1) (AWk)') tj N tj 
The bounds in the values of Y' are used in the definition of the operators 
Ri, i=0,..., n-1. In the current set up (3.8) becomes 
Rng(x) = 9(x) 
fzig(x) =: E 
[g(Xti+, (ti, x»] 
+ 17rIf 
( 
ti, X, Rig(X), 
lE [g (X7T 
I 
(t., X))AW_I]) 7C 1 ti+ Ii 
Rig(x)=T'yi(Rig(x)) i=0,1,..., n 
where TTi (F) - Tj VFA 
Ti. 
(4.4) 
Remark 4.3. The conclusions of theorem 4.1 remain valid when applied to a 
random function q. In particular, if q: =q (x, ý) where j is independent of F' 
the representation (4.2) holds. In this case, both sides involve randomfunctions 
instead of deterministic ones. A careful inspection of the algorithm shows that 
(4.2) needs to be applied to suchfiinctions. 
The key result is Theorem 5.1 in [6]. This gives us the description for the 
local error. We present the theorem with a slightly changed proof below. In 
particular the factorization of the probability space and the preceding remark 
helps to clarify some points in the original proof. 
Theorem 4.4. Consider the random variable F= q(Xtll w)AWk j_ 11 +1 where 
w) is a randomfunction with wE ni+2 X ... 
on. LetF(X) = EO [QF[h., O](x)], iI 
and qil (x) -- EO 
[Q'[hi, ý] (x)] , for some fixed value of L Also let -y 
(x) = 
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ýTi (x) (x) 1V (x) (x) 1 and 
ff, 
IV(F) :-1 dx 
Rd, 
y(X) 
[IIQF 
101 
(X) 11L2(fp) + (1r(x)1 + -y (x» 
with 0, ip GL- Also, define 
F 
ri (x) 
qi 
qi (x) 
ri(x) = 
Qi , Oli [hi, ý] 
Men 
ri (X") - P, (X) 
1 
(2]F(F))'IP (4-5) ti ti 
lip < 
N1/2p 
for any 
Proof. Using the bounds on r, from Lemma 4.2, we have 
JE 0, '+ 1[ (ri (Xt", ) - fi (Xti ))P1 ti ti 
IHOI"+' ii (Xt, r (Xt, PA -y (Xt' )P] (4.6) 
F(X7r) 
ri (XT) el 
(X") p 
=- IE 0, '+ 1E 
ti 
- 
ti ti 
/\ y (X7r) P 
(X71) ti 
ti 
where 
EF (X) :- ()F (X) - qFi (x), and El (x) :- 
()'(x) 
- qil (x) 
We will be using later the fact that 
]Ei+11EF(X)l ý,, IIEF(X) 1IL2(pi-1) 'ýý 
1 
VO[QF](X)112 
N1/2 
where VO [QF] is the variance of the random variable QF [hi; 0] with respect to 
the measure IPO. Notice that the last inequality holds in the marginal measure 
IP' +1. A si-milar result is true for E1. 
Next, for xE ]Rd let us consider the event 
m-w: IC)'(xw)-qli(x)l< 1q i2 li 
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Using this set we may split the expectation above 
F (X") 
- ri(. 
Xt7, r)El(X7[) p 
IEO, '+' ti I ti A ry (Xt7; r) P 
IýE 
Q1 (X7r) 
ti 
-F (X7r) 
- ri(X7)E'(X7") 
< Eo, '+' 2 ti ti ti 
q 
(X7r) 
ti 
+ IEO"+' 
[7(X7T)p 
I 
"C(X7r)] ti 
ti 
ti 
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where we have used the inequality aP A bP < abP-'. For the first term on the 
right hand side we compute 
2f E'+'[IeF(x)-ri(x)El(x)l-y(x) dx 
IV 
I 
<2 IIEF(X) 11L2(Ipi-1) + lrj(x)IIIEI(X)l1L2(IPI-1»-y(x)P-ldx 
Rd 
2 
(VO (X) 1/2 +0 (X) 1 N112 
fRd 
F ri (x) 1V (x)P-'dx 
2 
Rd 
(11 QF 11L2(Ip0) +Iri (x) 1 IIQI 11L2(Ip0»-y(x)P-ldx NI12 
flý 
As for the second term we estimate it by means of the Chebychev inequality 
Eo, '+' 
[7(X7'r)p 
IMC(X7[) EOIE I 
'+' [7(X7T)p lmc(x7r)] 
ti ti 
ti ti 
Eo 
[rr(X7r)plpi+l [MC (X7r)] 
ti ti 
I^I 
(X7r 
< Eo (X7T) E'+' [21 Q ti -Y(Xti)pql. 
ti 
lEi+' 21 (x) - qil (x) 1 dx 
(x) P 
IR 
d 
y (X) p VQI (X) 
1/2 dx 
1/2 
IRd 
NI 
q'(X7') I] i ti 
We now have an estimate of the error with respect to the measure 
dIP0 x dIP'+ 1 
The claimed result follows from an application of 
Fubini's theorem. 0 
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Theorem 4.4 gives us a first estimate on how the local error is controlled 
by means of the parameter N, which is the number of simulated paths used 
at time t, for the Monte Carlo method. However, there is a further. negative 
influence, of the partition mesh 17rl hidden in the functional F. In particular, 
the second norm of the involved random variables explodes when the partition 
mesh shrinks. The exact rate of explosion is given in the following lemma. 
reported from [6]. 
Lemma 4.5. Assume that p: IR4 --ý IR is afunction ofpolynomial growth 
sup 
ly(x)l 
<00 for some m> 
x(ERd 
1+ IXIM 
Let 0CC such that 
d 
1ý 1ý fRd IXIma, O(X)2 dx < oo 
k=: O I c-jk 
As in theorem 4.4 we assume that F= q(X' w)a(AWi+, ) where q- q(. 
is a real valued fiinction, with ý independent of -171', and such that 
FCL 2-c fo r 
some c>0. Men 
Max Y (X) 11 QF [hl, e'] (x) 11 L2(p)dx <c I<i<n 
IRti 
ý 7-rld/4 
-' (x) := where 0' 
The proof of the above result may be found in Bouchard and Touzi 161. In 
the next section ( Lemma ?? ) we will be using a slight variation of the above 
result which we then prove. The two proofs arc essentially identical. We are 
now able to conclude the estimate for the global error of the algorithm. 
Theorem 4.6. Assume that (Hlb), (H2a) and the assumptions of 77-teorem 4.4 
hold. Men for the Malliavin calculus algorithm the following error estimate is 
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available 
I Yi 
ol - 'ý; ol I -< 
C 
17TIl-dl4PN112p 
Proof. An easy induction argument shows that 
Rn 0 (X) (XI W) with wCO+'x 
and some appropriate random function q. Hence we fall into the context of 
theorem 4.4 and this result gives us, for the local error, 
max 0<1<d 1- NI/2p Ra-y(x) 
[IIQV[h-, 
(p'](x)IIL2 (P) 
(Ir (x) 1+ -Y (X» IIQ'[111, ý'] (X) 11L2 (r) 
1 
dx) 
1/p 
The above combined with Theorem 3.11 gives 
yt7r <c1 
(1 
00- 17r1 N'/4 , 
y(x) 
[IIQV[h, 
1, 
, 
ý'] (X) L2 
(Ir (x) 1+ -y (x» IIQ'[hj, W'1 (X) 11L2 (r) 
1 
dx ) 
The functions y (x), r (x) inherit the polynomial growth structure provided by 
Lemma 4.2 so Lemma 4.5 finishes the proof. El 
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4.2 An improvement on the Malliavin weights 
The Malhavin calculus algorithm provides us with an efficient method for the 
numerical solution of a BSDE. However one serious drawback of this method 
is that it can become quite heavy from the implementation viewpoint when the 
dimension is high. Our aim in this section is to present a variation of the 
algorithm presented in [61 that reduces the computational effort. We will show 
that one can consider the function 
(X7r 
7T ti 
in place of hi and in effect Shi in place of Sh,, and form a backward in- 
duction scheme based on these new weights. Let us try to appreciate the 
gain from this truncation. To simplify things, in the definition of h, we treat 
(X7T)Lq 
J=l 
VO-1 (XI") AW! 17rl ti li +, as being one term (when in fact there are d). 
Under this assumption, we may deduce that the iterated Skorohod integral 
S hi [0 (X ,- x) A Wj1+ 1] constitutes of 4d terms. The same integral with respect ti 
to h requires the computation of 2ý terms - It follows that for this new algorithm, 
we have to put in only (1/2)ý of the effort required for the original algorithm, 
when computing the weights. For example, in five dimensions, we make ap- 
proximately 4% of the original effort. To add to this, observe that the above 
assumption is quite moderate. The following should also be considered: 
e By excluding the last part of h from our computations we are able to avoid 
+I terms for every integral instead of two. 
* Avoiding the last part of h, we avoid the computation of the derivatiN, cs of 
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the matrix valued function o-(. ). 
9 Lastly, the last part of h is also the anticipating part of it. Hence. it is the 
one contributing most of the Malhavin correction terms in the Skorohod 
integrals, which are now excluded from the computations. 
Remark 4.7. In thefollowing, we will be nmk-ing use of the expansion reported 
from [61, that 
hi 
P(XTr _ X)Sh i [a(AWi+, )] (4.8) S, [a(AWi+, )p(X"f -x)] = ti 
Ici 
ti ic 
for every n and IE Ud= ormula relies only on k1 Jk. 7'he proof of this fi 
thefirst of the defining properties of hi (t), namely that 
DtXt, hi(t)dt " Id 
a property enjoyed by hi (t) as well. Hence, the expansion is also valid for the 
iterated Skorohod integral with respect to h, (t). 
To gain some appreciation of this truncation of the function h, (t) let us also 
introduce the difference of hi(t) and hi(t) 
hi(t) := hi(t) - hl(t) 
1 
-1 
dj 
C (Xt') -j(X)AWi+l 17rlVb(X7) + 
Vc 
7r II 
ti ti 
For ease of presentation we consider the following variation of the operator 
hi S, Sj,, y[-] with 'Y G 
ý±IJIII and I (E Ud=ljk defined recursively as follows. k 
For i=1,..., d set 
6(Fh'), 
Sl, r[F] := 
6(Fhl), 
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and with I=C JI, -y - 
(-ylt 
... f ýy I) set 
Sj,, ý 
[F] :=S, l,,, l o0 
Sil, 71 
[F]. An easy induction argument shows that for any 1,, CI xve have that 
Sh Sh j. [a(AWi+, )] jm[a(AWi+, )] Sj",,, ý[a(AWj-j)] (4.9) 
In effect, by substituting Shi by Shi we are able to avoid the computation of 
these 24 -1 terms. 
The transition from the weights Sk [a] with respect to h,. (t), to the weights 
Shi [a] with respect to hi (t) is straightforward for the denominators of the rep- 
resentation of Theorem 4.1. 
k 1,7k and a localizing 
f Lemma 4.8. Given a multi index IC Ud= unction 
we have for any i=1, ..., n that 
Ei S hi 71 - 
II 
llp(xti X)l 
7r EI [sfiji[IP(Xti a. s. 
)SI 
In effect q il (x) =EH, 
(Xt' Ii 
[qý (Xt7; 1 
Proof. The proof is a straightforward induction based on Lemma 3.2.1 of [291 
which states that for any process u such that ul[o, t] E 
DomJ we have 
t 
E[ fs urdWrlF[s, tic 
(4.10) 
where -F[s, t]c = 0'(Wv - 
Wu; (u, V) 0 [S, t] = 0). If I= (jj) then by splitting the 
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terms in the definition of hi(t) 
]E, 
[Shi T 
(j1) 
[ý (X7 
_ ti 
1 
= Ei 
[ö(IP(x 7r 
_ x) 0 (s)I[t, 
_t, ) 
(s-» ti i 
+b(ý(X7r - x)hl 1(S)I[t ti 1 lftl-I)(S»] 
= lp(X7r _ X) 
1 (-u-i (X7r 
ti 7r 
ti-i 
Awl 
hi 
= Ei s (j1) 
[e (X7r 
_ X)] 
1 
ti 
1 
where we have used (4.10), so that the assertion is true for Skorohod integrals 
of length 1. Assume that it holds for multi indices I with ýII == ni 
with I= (ji, ..., 
jm) we have that 
Ei [Shi [lp(X7r _X)]] = I ti 
Ei [6 ( (hj' (t) I+ hjl (t) I hi 
7r 
I. i 
[ti, ti+, ) 
(t) )S- 
I 
Wxti 
Using Lemma 2.3 and (4.10) 
i1 _I[Zp(Xt7i = hj 
.1 (ti-1) - AWilEi S 
hi 
- 
h] .1( 
ti hi dt Ei DtS-, [ý(Xt, - x)]] i 
ti-i 
1 
L, \WiEI 
[Shij [lp(Xti 7r 
i1 
hl 
.I( 
ti-1 ) 
ti 
Ei DtS hi [ý(X7r i ft 
i -1 
1-I ti 
AWj1Ej S hi 
7r 
_ 
I 
-I 
lip (Xti 
1. Then. 
Y)01 
1[0, t(t)dt 
ti 7r DtEi [S", [e(Xti x)]] dt 
1 
i-i hi 7r s 7T 
=s (ii) 
IE 
,_ 
[Shij[lp(Xti W(Xti x)] 
where the last equality follows form the induction 
hypothesis. The second 
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assertion of the lemma follows in a straightforward manner from the first part 
qil(x) =E Hx(Xti)Ei SE [H, (X") S", 
1[ 
'(li,..., 
d)11)(Xt7ir_X)1]] t, 
lil(Xti 
1 
0 
In other words, in the denominator the truncation is exact and no preci,, ion 
is lost. Given this, our effort will focus on the truncation of the numerator. For 
this purpose we need to redefine the regression function according to the nexv 
"truncated" weights. 
In the same spirit with Theorem 4.1 we introduce an approximating expec - 
tation operator E[. ] as foHows: For R= q(X7r 
1)a(AWi+, 
), i=1,..., d xxith ti+ 
a (x) an affine function we write 
q [QR [h, 1 07r] (X) 
1, ql (x) :=E [Q' [hi, ý] (x)] = ql (x) 
and given any 0GL, ip' (x) :- (p (x /I 7T I) we set 
E [q(Xt' 
+, 
)&(AWi+, )IXt' 
,= 
Týi (qR (X) / ql (X» f 
T'Fi (qR (X) / qI (X» 
a(x) = x 1=l,..., d 
a (x) =1 
(4.11) 
where for example Týi [F] ýj AFVý,.. Observe that, here we have introduced 
a normalization in the localizing function, dividing by 17rl". In the previous 
section we had a= 1/2, where as here we need to consider ix > 1/2. This is 
necessary for the control of the error and it is exactly this fact that will lead 
us to a lower order for the local error, when compared with the results of the 
previous section. This will lead us to require the generation of more copies of 
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the forward Euler scheme (larger N) in order to obtain a rate of convergence of 
the same order with the previous section. 
The next step is, using this new regression function E[. ] to redefine the 
operators Ri of (3.4). Let 
[g(X7T 
1 
(ti X»] 
1F [g(X7r 
_IJ 
Rig(x) ti+ 
+ 17T1f 
(ti, 
x, Rig(x), (t X», AWl 17r 1 
Rig(x) =Ti (-R,. g(x)) (4.12) 
for i=n-1, 
---, 
0 and any function g in a suitable class. The iteration of the 
above family will give us the values 
(D(X7r) YtllT := Ri ... Rn-1 ti 
for in-1,..., 0 where (D(. ) is the function of the terminal condition of the 
BSDE. Finally we introduce the family of operators f R1. In I that corresponds to 
the simulation-based estimation of the family f R. In j in a Monte Carlo fashion 
similar to the previous section. That is, the definition for the family f R. In I is I j= 
similar to (4.4), with the difference that we use h (t) in place of h (t). 
Working towards an error estimate result, we first need to present some 
elementary results regarding the LP-norms of the iterated Skorohod integrals. 
Remark 4.9. When these integrals are of length one, thefollowing estiniates are 
straightforward: 
I. 
S'. [a(AWi+l)]=a(AWi+l)h' AWi+ct(AW, +I)hlt, AWi+l I ti-I 
Tr[D, (a(AW, 
-j)hl' 
)Ids ft, ti 
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which implies that 
<c lisillip 
- V"I 7T 
c 
11 D, 11 ... Isp 
ShIlp < i- /TJ 
2. 
S '[&-(AWi+l)l 04(AWi+i) h^, AWj + ix(AWi+, ) ht AWi+l 
which implies that 
- 
ýt, ti-I Tr[D, (a (AWi+, )hjt, )] ds 
c 
sI lip IlDtSjhllp < C, 
v -Iýi -I 
but 
c 
JID,,,...,, 
p 
ShIlp <_ i 17T I 
For the general case, we have the following estimate on the explosion rate. 
The proof is in the spirit of Lemma 6.1 of [6]. 
Lemma 4.10. Consider a vector of times -c = (tl -, 
t21 ... JI) E 
[tl-l, ti+l]l and a 
multi index I,, C J,,. Then 
JID, Si,,, 7[ar 
('ýýW i+l)]Ilp < C17rl(I-I-m)/2 
for all -y Gf ±llm\f -1. -11 and 0<1, m<d where ar(x) =: 
lr=o 
lr=iX,, r 0,1, d. In effect 
S"i [ar (AWi+l)l - Sýi [ar (AWi+l)l 11 p -< 
c 
17T I (d-1)/2 
and with similar arguments SIIi[ar(AWj+j)], 
SFIi [a (AWi+, )] are of order I jT Id/2 . 
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Proof. For simplicity we write SI, 7[ar(AWi+, 
)] 
-- Sj,,,.. The proof is done with 
induction on the length of I, For m=I it follows from the remark. Assume 
that it holds fork - 1. Consider Ik = (jl,. - ., 
jk) and yG f± I jk and we assume 
for sftnplicity that -r, - -1. The result of Exercise 1.2.14 pg. 34 in Nualart 
[291, tells us that for any two random variables F, G such that F, G, FG (E 1)1,2 
we have that 
T, DIFDIcG 
ICftli---, tk} 
Using this chain rule we get, 
ti+i 
11 D-CS lip D, -c 
f D, h1i (s)ds Ik, 'r S Ik- 1,7 - 
Sil, 
71 
(1) 
i 
Slk-l, 
'Y- 
ýýp 
JIDASIk-l,, 
yll2p 
JJDAý60]1)112p 
ti+i 
11 DA, sSIk-1, -r- 
112pll DAchjl (S) 112pds Iti- 
1 ly 
where we have used the elementary rule 6(Fut) = F6(ut) - fo' DtFutdt. The 
term involving the Riemann integral is 
f ti+1 JIDA, sSIk-,, -y- 
112p 11 DAchjI (S) 112pds 
ti-I 
ly 
2C17TJ 17rl(l-IAI-I-k+1)1217-Cl-l = 17-CI(I-JAI-k)12 
As for the other terms, if A=T by the induction hypothesis and the remark 
< ci7. ri(I-l-k+l)/2i7. ri-1/2 SIk-1,7-112p 116(hll)ll2p 
- 
- cl 7ri 
and if AC -r 
IDASIk-,, 
y-112p 
JjDAc60j'l)jj2p '5 C 17. rl(I-IAI-k+l)/217rl-l 
= 17. rl(-IAI-k)12 
i7Ti(1-1-0/2 
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as JAI <I-1. Putting all the estimations together we have the result. El 
Remark 4.11. As in the previous section, it is an easy induction argument to 
show thatfor any 0, n-1, the iteration of thefamily f RI-l'i'l produces 
randomfunctions that may be written as Ri ... R, 4)(x,, y) withy a random vari- 
able. Observe that, with the notation of the previous section, X can be shown to 
be afunctional of the copies of the Euler scheme f X' 
I, I=i+ Ill. 
To obtain a rate of convergence for this variation of Bouchard and Touzi 
I I-T 
algorithm, we need to compare Y? ' = RO ... 
Rn(D(X) with Yt = Ro R, (P (x) to 0 
when X0 = x. The first step is to look at the local error between R, Ri, i 
0,..., n-1, when applied to random functions of the form described in Remark 
11. We will be able to achieve a higher rate of convergence (with less cost on 
the variance), when these functions satisfy the foRowing Lipschitz-type property 
in their spatial variables. 
e We say that a random function p where y is a random variable, 
satis es assumption (U), if for any x, yG Rd 
(f lp(xz) -p(yz)IPLX(dz) 
) I/P < CIX - YI + M(P; 17TI, N) 
for some p>1, where L. is the law of X, C is a constant and M (p; 17rl, N) 
is a quantity such that 
liM SUP 17r I ad 
/2 N' /2M(lo; I 7rl, N) < oo. 
17r 1 
-4 0 
N-4oo 
In the rest of this chapter we will be working with localizing functions that 
integrate against polynomials up to a certain degree. Namely, we consider 
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0GL such that 
d-I 
1: 1: fd 
k=O I E, 7k + 
IX12, la, O(U) Idu < oo 
and set 
0'(x) :=0(x I 7r 
with a> 1/2 a fixed parameter. The integer constant r depends on the polyno- 
mial growth conditions of the bounds that we are using in the definition of the 
families of operators, e. g. f Rji, and are the ones announced by Lemma 4.2. 
RX-C , all that the function -r 
(. ) (the definition of which may be found in Theorem 
4.4) is of polynomial growth so that we may assume 
sup - -Y W< 00 
xGRd 
1+ jXjr 
for some integer r. 
Theorem 4.12. Consider a random variable R= ý(XTr X)a(AWi+, ) with2(in- ti+i' 
dependent of -7-71, where we assume 
that thefiLnction q (-, X) satisfies assumption 
(U). Consider a localizing fiLnction 0 (x) as above and the definition of the reg res- 
sion (4.2) and the truncated regression fiinctions (4.11) with localising function 
0'. Set 
(Xt' 
, 
(t,., x» al (AWi+l) 
1 
Then, there exists a constant C independent of the partition such that 
11 I/P 
max IIIIV[Q; I](Xt7, r)llp <- 
C(17rlP(O'+ 2 +(17TI'M(q; 17rl, N)) 
0<1<d i 
for any p =I+ C, c>0, where a . (x) = 1. =O+ 
'L -y- i=0,..., d. II Y-i"=l 1=11 11 
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Proof. Let 
Vi (x) := q' (x) / q, (x) 
Using the truncation, we have that 
(Xt", Nwi+, )] 
+1 X) 
(L 
x=X' ti 
E v. (X,, ) -r. (Xt', ) 
PA -r(Xj' ,) ti ti t 
p E [lv-(X') r. (X') I ti I ti ti 
and 
E[ I vi(X;, ) - rj(Xt', )ý -y(Xt', )P-1] ti 
qR(XTr) - qR(Xt7, r 
=E 
ti ý7 (x7r 
q1 
(X7r) ti 
ti 
"2() >< 
(Shi[AWil+1)e, ti E [Hx (Xt' , 
(Xt" -, (x", - --:::: 
IRd 
ti ti+ 
Shi[AWil+1)071(XI - x)])] 
1-y(x)P-ldx 
ti 
and using the representation (4.8) we get 
ri(Xt' )1 ry(Xt7, ) P-1 
] 
ti ti ti 
66 
f 
(X 7r) ý (X 7T 
)x 
Ra 
ý IE [H, ti ti+i -, x 1, 
d-1 
(_l),,, ajo7T(X, 7T 
_ X) s hi [a(AWi+, )] (4.13) 
k=O JE, 7k 
(I 
Shi 
jc[a(AWi+, 
)])] ý-r(x)P-ldx 
We have already seen that (Lenu-na. 4.8) 
E [Shi [a(AWi+I)] - Sh'[a(AWi+1)] = ic 1c ý-Tii v O-W] 
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So we may condition in (4.13) the integrand with respect to Ft, V cr(, y) to get 
E[lv. (Xt' 
,)- ri(Xt' 
)1 -y(Xt' )P-'] 1 ti ti ti 
7T x [Hx (Xt' 
, 
(Xt' 
Rd 
ýlE 
, X) - 
Q(X X) ti ti- ti 
d-i 
ZE (_I)llja, 07r(X7[ hi 
k=O Jejk 
ti - x) 
( Slc[a(AWi+, )] 
hi Sjc[a(AWi+, )])] ý-r(x)P-'dx 
Our next step is to perform an w-by- w change of variables for the Riemann 
integral by setting u= (X' - x) / 17T 1. Observe that the definition of the ti 
localizing function (P" yields ajo'(x) = 17,1-0'IJlajo( x ). Hence we have that I 7rja 
E vi (X') - ri (X") (X") ti ti ti 
d-1 
17rla(d-IJI) 
k=O JE, 7k 
IH 
[(9(X' 71 IR 
d ti+I, 
X) -Q (Xti , X» X 
(Sh - Shc [a (AWi+, ) ]) x Ic [a (AWi+, 
) ] 
7r )P-l 
'-y (xt; - 
17rIau ] Ialo(u)Idu ti 
Hence, we may apply a Hblder inequality and this together with assumption (U), 
11 X7r < Cj7rjIj2 
the assertion of lemma 4.10 and the obvious estimate - 
X7TIIk 
ti+i ti 
for any k>1, tell us that 
vi (Xt, )- ri (Xt, )I -y (Xt, )] 
d-1 1+ (a -1)(d- I JI) (I 7r 11/2 C 1: 1: 17r Il 2+ M(I 7rl, N))x 
k=O JEJk 
f 
IE [,, ý (X 7r _ 17r 1 04 U) q (p - 
Iq I alo (U) Idu 
Rd 
ti 
+ 
for some q>1 and C, a constant independent of the partition. Now, since the 
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function ry(. ) is of polynomial growth we have that 
( E[7(Xt, _l 7r 
I, U)q(p-1)] I Iq I ajo(U) Idu JR d ti 
d 
JEý(l+ 
r (r) 
IXlkli 7r l'% U1 r-k 
) q(p-1) 1 llq ja, ý(ii)Idit 
JR 
ýý 
k ti 
k=O 
and since I ajo (u) I integrates against polynomials, by the assumptions on the 
localizing function, we have the claimed estimate. F-1 
Corollary 4.13. Let all the assumptions and notation of Theorem 4.12 hold true. 
Menfor any 1. =0, 
llRiq(Xt', ) - R. q(Xt, )llp 5 C(17rl-P(a+2) + 
(17-rl"M(ITrl, N»'IP) 
ti 1 ti 
Proof. The result is a direct consequence of the previous theorem together with 
an argument similar to lemma 3.8, as for a fixed x 
IRiq(x) - Riq(x) I<K max 
(lE 
- E) [q(X' I 
(t -, x))a - (AWi+, )] - I-KI 7-rl O<i<d ti+ II 
Fý 
Alternatively, we may work without assumption (U), to obtain the following 
result. Its proof is a straightforward adaptation of the proof of Theorem 4.12. 
CoroUary 4.14. Consider the set up of 77-teorem 4.12 but with afitnction q such 
that e(x7r X) C- Lq, q>2. Then we have thefollowing error esffinates ti+i' 
max IIW[q; l](X7T)llp = 
0(17TIP 
0<1<d 
ti 
for any p =I+ C, c>0 and 
11 RiQ(Xt' )- RI. Q(Xt' ) 11 p= 0(1, -T ý 
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As already mentioned, here we need to consider an (i > 1/2 and this xvill 
have a negative impact, relative to the results of the previous section, on the 
integrated variance that controls the error of the simulation-based estimation 
of the family In particular using the assumptions and the notation i=O 
of Lemma 4.5, we have the following result. 
Lemma 4.15. Consider the notation and conditions of Lenuna 4.5, with the only 
difference that herefor any localizing function 0CL we use the normalization 
01 (x) :=0 (x /I 7r I') with ix >I/2. Then we have thefollowing estimate 
jiM SUP 17. r 1 ad/2 max M(X)IIQR[h, ' 
ý7r] (X) 
17r 1 
---> 0 
I<i<n 
IRd 
11 
2d--v < oo 
h. hi 
Proof. We use the abbreviation S I' = S, 
[a(AWi+, )] and we start with the 
estimate 
IE [QR [h. " 
07r] (X)2] = ]E 
21 (Shi X)) 
2] 
1 
[H, (Xt, )Ri+ , [a(AWi+, 
)e"(Xt7, ' - 
7r 21 (Shi alý7r (X7r _ X» 2 IE [Hx(Xt, )R ic t' i+ 
j= 0 le, 7i 
where the last estimate follows from (4.8). We introduce a new parameter q> 
such that 2(l + ý)2 =2+c and q=I+ l1q is the conjugate of I+q. We next 
use Hblder inequality twice to get 
d 
(x)]E [QR (X)2]dx <21: T IE [Hx(X")R2 I 
(Shi)2 x fRd 
- j=0 JGjj 
ti j+ jC 
Hx (X') p (x) (a 1ý 
T(X Tr IR 
d 
ti ti 
d 
j, Shi 112 
21(1,1)Al l' Li 
j=O leji 
where 
x» 
2 dxl 
AJi: = 
fR 
d 
Hx (Xt' 
,)p 
(x) (ajo'-'(Xt7ir _ X))2dx 
II 
I* ti ti 
! ILI 
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The definition of 0' gives us that ajo'(x) - 
17TI -'I I ajo(xl I 7TI'). Applying a 
change of variables in the Riemann integral in the deffi-lition of Ail and using 
the polynomial growth condition for y (x) we estimate 
1 7rIad-2a111 ý, (X7r _ U)(a j e(U»2du 
IRd 
ti 
Li 
< C17rIad-2a111 
(M) 
1X7rIr 1,7T, «Ulm-k 
fRd 
+ 
EM 
r ti + r=O 
cl 7. rjad-2a111 alo(U)2 du + 2C 11 X'il' 9 
jUlma 1 ý(11)2 dii 
IRd 
ti Lm 
f. 
d 
By the assumptions on the localizing function and the fact that the Euler 
scheme has finite moments of any order we may assert that A il :5CI 7T 
I ad - 2, x 11 
and leads us to the estimate 
d fRd 
y(x)]E[QR[h,, O, ](X)2]dx < C17rlad-2aljl 1: 1: IISI, 1112 F L2qj(I-q) 
i=O JEjj 
Using Lemma 4.10 we obtain the final estimate 
fRd 
, (X)]E[QR[h,, 07r] (X)2 ]dx < Cl 7rl-ad (4.15) 
To complete the estimate of the Lemma, set 0 (x) = CO (I +IX1 
2) -1 where CO is 
a normalizing constant such that 
fjRdO (x) dx - 1. Then 
fRd 
I, (X)jE[QR[h,, 07r] (X)2]1/2 dx 
" 
fRd 
C(I + IXIm), E[QR[h,, 07r] (X)2]1/2 dx 
"c 
fRd 
O(X)(0-2(X)(I + IX12m)E[QR[h I ., 
07r] (X)2])1/2 dx 
"c 
(fRd (I+ IX12m+2)]E [QR [h,, 07r] (X)2] ) dx) 
1/2 
(4.16) 
where we have used Jensen's inequality. Obviously (4.15) and (4.16) complete 
the proof of the Lemma. 0 
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Theorem 4.16. Let 0,0' be as in theorem 4.12 and consider the threefamilies 
of operators f Rijn-1, - n-1 In-I ined with thefiLnction 0'. on the 1=0 
fRili=O, fRi 6 def i=O 
partition 7r. Set 
- 7r 
Yto := Ro R, (P 
and as before YjO = RO ... R, (D(x). Assume thatfor any 
i=n-I the 
fi, Lnction Ri ... 
R, (D (x) satisfies (Q. Then, for any p>I we have 
yt7r ^ 
7r I 
(_ 
yto <C1 711 -pl(12 + 0 17-Cll+adl2PN112p 
for a constant C independent of the partition. 
Proof. Once again, we use a Trotter product expansion for the error. For ease 
of presentation we make the conventions that R-1 = Rl, j = 1, when 
i 
where I is the identity mapping. 
to 1= IRo ... 
R- Ro R_ i<D (x) 1 
1 
Yj - 
n-1 
1: IRo, i-Ri+l, n-10(x) - 
Ro, i-lRi, n-10(x) 
i=O 
Using Lemma 3.8, we have, with p>1, 
n-I 
jyý - 
"I 
0< 
(Ri t 
i=O 
n-1 
< (Ri 
1=0 
Ri)Ri+l, n-14'(Xt'Ti 
(X 7-1) 
ti 
p 
n-I 
X71) RI)Ri+l, 
n-1(1)( ti 
ýjp 
i=O 
For the first sum, Theorem 4.12 tells us that 
n-1 C (I 
7rl'i(oý+l) + (I 7110ýM(j 7-rl, N))"P 1: ýý (Ri - 
-ki)Ri+l, 
n-10(Xt'Ti) 
p< 
17T Ip2 
i=O 
4. The Malliavin calculus approach 72 
For the second one, we appeal to Theorem 4.4. The proof of the latter comes 
through in this case to obtain 
(Ri - Ri)Ri+l, n-10(Xt7ir p< 
2 
7(X) [IIQR[h,, O](X) 112+(Ir(x)l +'Y(X))jjQl[hj1ý](X)jj2 dx N1/2 IRd 
Plugging the estimate (4.14) in the above we get 
(Ri -'Rz-)Ri+ln-10(Xt7i) <c1 (4.18) 
ýýp 
17rlad/2P N112p 
Finally (4.17), (4.18) and the assumption on M (I Tr 1, N) give us the announced 
control on the error. 
Fý 
5. SOLVING A BSDE WITH THE CUBATURE 
METHOD 
We now suggest a new algorithm for the numerical solution of a BSDE, where 
we define the approximation IE by means of the cubature method of Lyons and 
Victoir [24]. In this chapter we will be working under assumptions (H 1b), (H2b). 
We wiH also be working with a non-equidistant partition and in particular we 
will be considering partitions of the fonn 7r = ýO = to < tj < ... < tn < tn+1 - 
11. For ease of presentation (as far as the cubature method is concerned), here 
we consider an equivalent version of (1.2) where the forward component solves 
a Stratonovich type SDE. 
j(Xt) o dWtj, dXt Vo(Xt)dt + Ejý-, V 
-dYt =f(t, Xt, Yt, Zt)dt-ZtdWt, (5.1) 
XO = X, Yl = <> (XI ) 
where the coefficients Vi, i. -- 0, -.., 
d are considered to be smooth vector fields 
Coo(Rd; Rd). The value of the involved parameter m in as- b 
sumption (H2b) will be explained in the following. We also make the standard 
identification of each vector field with the equivalent first order operator 
Vif(X)=LVikaXkf(X)' '=01''"d 
k=I 
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Of course there is no loss of generality here. The two systems (1.2), (5.1) may 
be identified by setting 
a"j=Vj i, j=1,..., d 
T, 71 
-i v0ý1: T VlraXr Vjil 
1=1 r=l 
In this set up we do not need to discretize the forward component of the forward- 
backward system (5.1), as the cubaturc method is an approximation for the law 
of the actualforward di ion. Hence, the choice for the process Pt in class R ffus 
is the diffusion itself. In effect the definitions of the random variables in (3.1) 
are considered with respect to the natural filtration of the forward process, 
f 
_I: 
7t 1 
t> 0. 
Remark 5.1.7hefact that we are working with the actual diffusion in (3.1) has 
a positive effect in the rates provided by 7heorem 3.4. In this case, if we know 
that in addition to assumptions (HI b), (H2b) the terminal condition (P (-) is also a 
smoothfunction, the results of Gobet and Labart [16] tell us that the L2- error is 
of order In I, in contrast to the standard I 7r 11/2 estimate of theorem 3.4. 
5.1 The discrete semigroup and the cubature method 
As before, the family of operators jRjjn 1 arises naturally from 3.1 and the i= 
definition is similar to Definition 3.4, where we only substitute the diffusion X 
for the choice of the process in R. 
The analysis that will follow requires the application of an Stratonovich- 
Taylor expansion to the random variables Rj-Rj+j ... 
R, (D(Xt, ). in effect, this 
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will involve the differentiation of the function RiRi+l ... 
R, (D(. ). and hence. 
rates of convergence intrinsicaRy depend on the behaviour of these derivatixes 
with respect to the partition mesh. For this reason we make the following 
Assumption 
(C) Let k>I be a positive integer and assume that (D G Ck(IRd) . 
Given an b 
integer value m, the value of which depends on the cubature method, and 
any multi index IC Am we assume that 
IlaIRi 
... 
Rn(I)IIoo Ci(I; f7rl)11(1)11k, Vi 
where the constant Ci, may have an explosive dependence with respect 
to the partition, i. e. liMITl -+0 
Ci (I; ý 7TI) = +00. 
In assumption (C), the value k=I corresponds to a Lipschitz terminal condi- 
tion which is the minimal smoothness requirement that we impose on (P. Of 
course, what is important is the rate of explosion in C, (I; f 7rj), that is, the 
so := inf fs>0: lim sup ,, I ,,, 
Ci (I; f7T I)I 7T Is< oo 1. In the last section we will 
give specific examples where the rate of explosion for the constant Ci (I; 
f 7T 1) 
may be computed. Nevertheless we expect the value of so to be reciprocal to 
the value of k. 
To introduce the operator E we first present the concept of the cubature 
method on Wiener space introduced by Lyons and Victoir [241. 
5.2 The cubature method 
Consider a smooth function g where we apply the expansion (2.1). The estimate 
(2.2) is instructive. Provided that t is small, it tells us that to apprwdmate 
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E[g(Xt(O, x))] we need to compute the expectation of the iterated integrals 
J,, [1]o, t (see definition in chapter 2) up to a certain length, depending on the 
error estimate we wish to achieve. The cubature method does exactly this. 
Definition 5.2. Let m be a natural number. We will say that the positive weights 
A,,. 
.., 
AN and the paths of bounded variation wl,. -- U)N ý2 
CO, bz, ([0,, t]; Rd) de- 
fine a cubatureformula of degree m at time t, if and only iffor any multi index 
(il, 
---, 
ik) c A, we have 
k E 
[fO< 
tl < ... <tk <t 
od Wt'l ... odW; 
lk 
] N 
LAI . 
fo<tl<. 
j=l 
dw" (tl) 
... 
dw" (tk) 
tk `ý tI 
N Aj. &Jj. Alternatively, define the linear combination of Dirac measures Qt = Lj=1 
Then the expectation of the iterated integrals J., [1] Oj is the same under IP and 
Qt. The following result may be found in [241. 
Theorem 5.3. Consider a natural number m. 
(i). Mere exist positive weights 1ý1, --- , 
ýN and paths of bounded variation 
W1, ---, ýON ýý 
CO, bv QO, 1 ]; Rd) with N< ca rdA,, that define a cubature formula 
on the Wiener space of degree m at time 1. 
(H). Assume that the paths wl, --- CON G 
CO, bv CO, 1]; 
W) and the positive 
weights A,,.. -,, 
AN define a cubature formula of degree m at time 1. Define 
for 1, N the paths wt, - ([0, t]; Rd) by wj . 
(s) = v/-tcoji (s / t), iG CO, bv t"I 
d. Then, the paths wtj and the weohts Ai, i=1,.. -N define a cubature 
formula of degree m at time t. 
Remark 5.4. In formulas related to the cubature method, we always use the 
convention that a path w '2 CO, bv ([0,11; IRd) is actucdly 
R (D Rd_valued with 
WO(t) = t. Similarly we understand that WO(t) = t, dWO(t) = 
dt. 
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The explicit construction of the paths may be found in [241 for cubature of 
degree three and five. 
In the notation that we have presented, the approximating expectation oper- 
ator that we wish to consider is IE [-]: -- E Q6 I-I 
[-]. The Taylor expansion implies 
for example that EQ6i+I[G(Xt, +, 
(ti, x))] should be close to E[G(Xt, -I(tix))] 
when t is small, for a well behaved function G. Indeed, from Proposition 9 of 
[241, we know that 
sup 
ýE [G(Xt(0, X»] -EQM [C, (Xt (0, x»] 
ý< Ct(M+1)11 SUP 11 V, C, (x) 11 , 
x 
(5.2) 
We need to extend this estimate so that it includes expectations where Brown- 
ian increments appear, as in the definitions of fRi1, fA11. 
ý 
(IR Proposition 5.5. Assume we are given a real valuedfunction GG Cm+2 
d). 
Let the real numbers /ý1, ---, IýN, 
the paths W1, --- CON G 
CO, bv QO, 1]; IRd) and 
their re-normalization wt,,., ---i Wt, N G 
CO, bv QO, t]; R4) be as in 77-Leorem 5.3. 
t Ej'=, A, 
6,,, j the corresponding measure. Then for any 
I Denote by Q' :=N 
1, ..., the following estimate 
holds 
sup IE [G(Xt(O, x))Wtl] - EQ, 
[G(Xt(O, x))Wtl] 
x 
Ct(m+1)12 SUP JjVjG(x)jj, ý. (5.3) 
IEEA,, \A,, -l 
Ct(m+2)/2 sup II Vi G (x) 
IcAm-2\Am 
for a constant C which depends on the total variation bounds 
for the paths 
Wl, ---I WN 
but is independent of t. 
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Proof. Let us fix a value 1Eý1, ..., 
d1. Since the function G is smooth it ad mi ts 
the Stratonovich-Taylor expansion (2.1). An easy application of It6's formula, 
shows that the product of an iterated Stratonovich integral and a Brownian 
motion can be expressed as a sum of higher order iterated integrals (see for 
example Proposition 5.2.10 of [ 191) . 
odWI Wt' k [O, t] ýýk+I [O, t] ]=o 
where for any multi index I= (il, ---, 
ik) we denote 
k dW,: = odWt', ... od 
I 
f0W; 
k' 
, n, 
k [o, t] 
fo<tl< 
... 
<tk<t 
Hence, we have that 
1 G (Xt (0, x» Wt 
V(i1, 
---, 
ik)f 
(X) 
, ýýk+I 
[O, t] (il---iik)E-4m j=O 
R (t, x, G) Wtl 
Using this formula the error is 
IE [G (Xt (0, x» Wtl] - IEQm, 
[G (Xt (0, x» Wtll 
E [R, x, G) Wtl +ý EQm R (t, x, G) Wtl (5.4) t1 fl 
k 
+ý (IE - IEQm) V( G(x) odW*(", 
(ii,... 
lik) E, 
4m j: --0 
According to estimates of Lemma 8 in [241 and (2.2), we have that 
supx IE [R (t, x, G)2]1/2 < Ct(m+1)/2 SUP IIVIG(X)11. 
supx EQ,?, [1 Rm (t, x, G) 1] 
IC-4m+2' Am 
t1 
An application of H61der's inequality gives us 
sup IE [R,, (t, x, G) Wt] I, < Ct(m+2)/2 sup 
JIVIGII,,, 
x IEA"1+2", All 
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To estimate the term EQm 
t 
[R,, (t, x, G) Wt] observe that 
R (t, x, G) =E vi G (Xt, (0, x» od Wt' ,0... 0 (IIV' 
(il---, ik)'E-4m-2 Ani ý, 
k[O, t] 1''* 
Vik 
1 tk 
So that, with 1Gf1, ..., 
dI fixed, 
EQm Rm (t, x, G) Wtl t11 
N 
Aj x 
(il, 
---, 
ik) EA)tz-2\ Am 
fAk 
[O, t] 
vil' ** Vik G (Xtl (0, x) 
I dw" (tl) ... dwt,. 
(tk)Wt (t) 
tj I 
Performing a change of variables to the paths wt,, - to pass back to the paths 
that define the cubature formula on [0,1] we obtain the estimate 
sup EQm [Rm (t, x, G) Wt] < Ct(m+2)12 sup IIVIGII,,,, (5.5) 
x IGAm-2 Am 
where the constant C depends on the bounds on the total variation of the paths 
Wit ---,, WN. We now 
focus on the last term of (5.4). 
1 (E - EQM) [E VIG(x) odWI Wt] 1 t 
1, 
k [O"t] IC-AM 
VIG(x) E- EQm 
t [O, t] 
ICAin 
k 
VIG(x) IH - IEQm) odW( -lik) 
i cAm \, 4, =O 
Ak+I [O, t] 
since the terms corresponding to IE Am-1 are 0 by definition of the measure 
QM t 
Hence, to conclude the estimate, observe that, for any IEA,, \A,,, -, the 
terms under the Cubature term satisfy 
EQ??, odW(", ---, ',, ---, ik)] < Ct(m-A)/2 t Ak-1 [o, tj 
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since they are iterated integrals along paths of bounded variation and hence, 
with similar arguments to the ones we used to derive (5.5), we mav show that 
they are of order t(m+l)/2. As for the ones under the Wiener measure, they are 
either 0 or of order t(m+l)/2 according to equation (9) of [8]. The bounds on the 
derivatives of the vector fields complete the proof. 
5.3 The algorithm 
To compute the value Y 71 we work as follows: For any path w among the ones to 
defining the cubature formula we solve the ODE corresponding to the forward 
differential equation of (1.2) by substituting the Brownian motion by w. Let 
x 
(w), w EE CO QO, T]; Rd) (recall that these paths are always understood T O, bv 
as R (B W-valued) to be the solution at time T of the ODE 
dyt,, = I: d Vi(yt,, )dw'(t) 1=0 
Yo, x =x 
driven by w, where we understand that wo (t) = t. Consider a partition f ti. I 
and define the Markov chain Aj, i=0, n with transition probabilities 
(5.6) V(Al =: "b1, x(wöl, i)IAI-, = x) A 
Then given a real valued function G we have 
EQö, [G(Xti (ti-1, x»] =E [G(Ai) lAi-, = x] 
The Markov chain A takes N' different values at time t, each with probabil- 
ity Ao, (j) ... 
A 
o, (1) With 0- Cz- 
6 N. Then for every i=0,1, .. -, n the 
fu nc tion 
Rj 
... 
R, (P (x) is evaluated at the N' different values of level 1'. These values are 
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x 
Al 
x "ý 
A2 
Yl Y2 
A, A2 A2 \2, k 
Yl, l YI, 2 Y2,1 Y2,2 
Fig. 5.1: Cubature with two paths 
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computed by averaging the expressions inside the expectations over the values 
of the Markov chain at the next level i+I combined with a Picard iteration, 
since definition (3.8) is an implicit one. 
Example 5.6. Consider a cubatureforTnuta defined with two paths wl, W2 and 
with two time steps 0= to < tj < t2 = 1. Men the Markov chain approximating 
thefon, vard process takes the values in the above tree, where 
61 6-. d - Yi = Hb, 
AW61, 
i), yij =' 621-61, 
x 
(CO61, i 
given that Xo = x. Hence, for j=1,2 
R, (D(yj) 
A10(yj, j) + A2(l)(Yj, 2) 
i, j = 
62f tj., yj., R1,0 (yj), (A, (D (yj, l 
) W62,1 (t2) + A20 (Yj, 2)W62,2 
(t2)) 
62 
and 
RORI(D(x 
AIR, (D(yl) + A2R1'V(Y2) 
1 (Al ^ lgl)(Y1) Wöl, 1 (t1) + A2k1(1)(Y2) ("Lý1,2(t1» Öl 0, x, RORI(D(x), -R 
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5.4 Analysis of the global error 
The global error has already been expressed as the difference between the 
iteration of the families of operators f Ri 1, f R- i 1. 
yio - Yio'l - IR0R1 ... Rn<D(x) - Ro ... Rn <D (x) 
1 
The application of the cubature method requires the estimation of the deriva- 
tives, up to a certain degree, of the regression functions. If we where to use 
a similar to chapter 4 approach, then we would have to differentiate (and es- 
timate) the simulation -based functions Ri, n-10(x), 
Vi, a cumbersome task. 
n-I Fortunately, the family f R^ i=0 enjoys a Lipschitz type of property similar 
to 
the one described in Lemma 3.8 and hence we can reverse the arguments in 
Theorem 3.11. 
Lemma 5.7. Consider two mectsurablefunctions gl, 92 : IRý -ý IR. The opera- 
torsfRili i=0,..., n enjoy thefollowing property 
1+ Cö- 
1 R- igl - R- i921 (x) <- ' 
'+' IEQöi+I [1 gl - 92 1P (Xti+I (ti X» 11/p (5.7) 1- Köi+, 
for any p>1, where C is a constant which depends on the bounded variation 
constant of the paths Wj, j=1, .. -, 
N that define cubature on the Wiener space 
and K is the Lipschitz constant of the driver f. 
Proof. The proof of this lemma is identical with Lemma 3.8 as here, the sim- 
ulation based approximation E is defined through a measure. 
In particular, 
the Lipschitz property of f tells us that there exists bounded deterministic 
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functions v(x), ý(x) such that 
(1 - bi+Iv (x» (R, "gl (x) - Rig2 (X» ::::::::: 
E Qöi+l 
[(91 
- 92) 
(Xt, 
-i 
(tii 
«x) 
- EQý 
1-1 
[ (91 (Xti, 
1 
(ti, X» - 92 
(Xt, 
+i 
(tii X») A1 %li'- 11 
Equivalently 
(1 - Köi+, ) 1 ig, (x) - 
k192 (X) 1 
83 
Qöi+I 
[191 
-921(Xti-l(ti, X» 
1, ýýwi+I « 
«X) + 111 
< EQöi+l [ 191 - 92 1P (Xti+I (tii X» 
11/P 'EQö 
1-1 
[(AW 
1 _I. 
«X) + 1)2k 
1 1/2k 
where k> q/2 and q is the conjugate of p. Observe that 
IEQ6, 
+, 
[AWi+l] = IE [AWi+l] =0 
since AWj+j can be written as a stochastic integral of length I. For any 
higher 
powers of the Brownian increment, it holds that 
E[ ('ýi w1 1) 
r] < Cbr/2, Vl Q6i+i i+ i+l 
Hence, 
EQ6, 
_, 
[(Zýwi+j. ý(X) + 1)2k 
I 1/2k <+ C61+1) 
and this completes the proof 
Fý 
Remark 5.8. We need to clarify how the above result reflects on the iteration 
of the famay Ri - We 
fix aT-1 We aLso denote Di - I -K61 
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1, ..., n. According to the above 
JR, R, +lgl - IR, +1921 (X) 
DIIEQ61 
I 
[I RI+Igl - RI+1921P(Xtl+, (tl,, X))]llp 
Di Dj+j (EQ6, 
+JEQ6 1+2 
[191 -921P(Xtl-2(tl+I"Xtl-l(tl-'X)))]) 
I/P 
NN I/P 
D, Dj+j AjlA j2 
ý (91 
- 92) 
(Wýl 
-ý-242 
( 
il j2=1 
= Dj Dj+IIE [191 - 921P(AI+2) JA, = x]'IP 
and in general 
IRO 
... 
gig, (x) - Ro ... 
Rig2 (X) 1-11+ 
CJk+I 
- 92 1P (A . +1) 1 Ao < FI 1- KJk+IF- 
ýIgl 
k=O 
Theorem 5.9. Let the positive reals numbers 111, ---, 
ýN cR and the paths 
WJi, l, -- - Wöi, N G 
CO, bv CO, öi]; IRd) 
define a cubature formula on [0, Ji] of degree m, for i=0, n. De- 
fine the measures Q' and the corresponding operators f Ri Assume that 
(Hlb), (H2b), (C) hold true. Men, there exists a constant C independent of the 
partition, such that the global error satisfies 
n-1 (m+l)/2 
Y0_y rl < CjI12 IIV(Dllco +EM, (17TI)j. +l t0 n+l I 
i=O 
where Mi (f 7rl) is a constant which depends on the constants coming from 
assumptions (Hlb), (H2b) and (C). 
Proof. Obviously all we have to do is to reproduce the arguments of Theorem 
3.11. However special care needs to be taken for the last term in the Trotter 
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product as, because (P is only Lipschitz continuous, this term is estimated 
differently from the rest of the terms. Using the Lipschitz property of the driver 
and similar arguments to Lemma 5.7 we see that for any function g and any 
I 
ýl(E 
- EQ, 1 Rig (x) - R^ ig (x) ý :, ý- 1- Köi+, , 1-1) 
1g(Xti-, (ti, x»] 1 
+I (E - EQ61_ýJ) [g(Xt, _, 
(tl, x))AWi+, ] Iý 
As before, we expand the error 
- yto = RoRl ... R, (D(x) - ROR, Rn (1) 
Yiol ^ 71 
by adding and subtracting terms of the form 
Ro ... R, Ri+l... RnD(X), 
in a Trotter product fashion, so that 
n 
^r --, 1 , y _y7 'Roj-IR - R^o, -Ri+ (5.8) 1 1, n "P 
(X) 
tý t( i, n 
(x) 
i=I 
For the last term on the right hand side of (5.8), Lemma 5.7 tells us 
IRoki 
... 
gn-iRn<D(x) - Rogi ... Rn<> 
(X) 1 
<cn1 
C6 I. supý 
I(E 
- IEQ6,, 
_, 
)['D(Xi(tn, XM 1- K6n+l i=l 1 Kbj x 
+ ý(]E -EQ, ý,, _l)[O(XI(tn, 
X))AWI1 
Iý 
where C is a constant which depends on K and p. Observe that EQ,,, _, 
[AWIJ = 
E [AW, ]=0, hence 
(E - EQý n+l 
) [(D (Xi (tn, X» A Wl 1 
: ýý- JE [«D(Xi(tn, X» -"1>(X»2ýWlll+ 
1EQ, 
ý+1[«P(Xi(tn, -Y» 
< Cbn+111'7<Plloo 
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Similarly ý (E - EQ6 ) [(D(Xi (tn, XM 
ý< C6112 Plugging these esti- n+I n+I 
mates to (5.8) and working again with Lemma 5.7 
,'- i, <K 
tCöl/2 117(DII 
00 yt( to -1- KI7r1 n+l 
n-1 i1+ Cöj 
up 1 (IE - IEQö, +1) 
[R, 
1, xM 1 1- Köj 
S 
i=O j=I x 
sup I (E - EQ6i+l) [Ri+l, nO(Xti-I 
x 
To be able to estimate the sum on the right hand side of the above inequal- 
ity through the estimates (5.2) and (5.3), first note that under an ellipticity 
assumption on the vector fields Vj,.. -, 
Vd, for any Lipschitz function 
E [g(Xti', (ti, x»] ,E 
[g(Xti', (t1, x», Awi+II 
are smooth functions of x. This is a simple consequence of the fact that the 
above expectations may be written as Riemann integrals of g against the heat 
kernel. In fact, the ellipticity assumption may be relaxed according to the 
results of [221. Hence, since f is smooth the implicit function theorem shows 
that Rn(D(X) is smooth. It is then, a straightforward induction, again by means 
of the implicit function theorem, to show that Ri,, (P(x) are smooth for all 
i=0, 
..., Moreover, 
n I+C6 
I. 
I+ Cl7rl 
I 7ri 
lim sup 
H< lim sup < +00 
n--ýoo j=l 1- K6j 1,1--ýo 
(I 
- KI 7TI 
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and we have that 
y7r _ 'ýt7lj < 
CK 
ff 00 
ýC6112 IIV(Dlloo+ t-I- K17rl n+l 
n-1 
1: (m+1)12 
sup JýVIRI*-l, nOlloo (5.9) 
i=O 
i+l 
(IGAm 
%, A, 
-, 
+ sup JjVjR, '--ý-1, nOlloo 
, (ýýAm-2\Am 
and the estimate readily follows from assumption (C). El 
To obtain a transparent error estimate for the global error, we need a charac- 
terization on the, up to m+2, derivatives of R, ... 
R, (D(x) for any i-0,1,... 1 IL 
When the tenminal condition is only a Lipschitz function, we expect these 
derivatives to explode as tT1. The exact rate of explosion is crucial for the error 
estimate. Though such estimates are available for the derivatives of St,, (D(x) 
(the perfect backward semi group), from PDE theory, here the situation is dif- 
ferent. We are differentiating the composition of the discrete backward semi 
group and there is no a priori knowledge that the derivatives of R, R, (D 
will behave similarly to the derivatives of St, l(D(x). The next section addresses 
this issue by bare hands computation. Unfortunately, some restriction on the 
form of the driver is unavoidable, namely we have to assume that it is affine 
with respect to z variable. 
5. Solving a BSDE with the cubature method 
5.5 An example with an explicit rate of convergence 
SS 
In this section we study a class of forward backward systems of the form (5.1), 
for which the constants of assumption (C) can be computed explicitly. We 
first give some preliminary results regarding the differentiation of the (linear) 
semigroup associated with the forward diffusion. Since under assumption 
(Hla), the matrix with columns Vl,..., Vd, is eUiptic, standard PDE results 
tell us that E [g(Xt, _,, 
(ti, x))] is differentiable and as I 7r Iý0, its derivatives 
explode according to the rates of the following lemma, for a Lipschitz function 
In fact, the eHipticity condition may be removed, and one can work under the 
less restrictive (UFG) condition introduced by Kusuoka and Stroock (see 1221), 
to obtain that E [g (Xti+l (tI, X)) ] is smooth with the claimed rate of explosion 
at least to the direction of any vector field belonging to the Lie algebra spanned 
by Vi, i=d. The following lemma is reported from Crisan and Ghazali 
[8]. 
Lemma 5.10. Let kE Z+ and a multi index I= (1*1,..., ik) G Ao Under 
assumption (HIa) the matrix V whose k-th column is 
Vk is elliptic and with 
9 Ei CP (IRd) we have that b 
I()tglloo < CTt(p-IIIII)1211gllp, 
IV 
p 
TI (5.10) 
where Qtg (X) = IE [g (Xt (0, X)) ], for a constant CT. Moreover, the same conclu- p 
sion and estimates are true if we add a Brownian weight 
in the expectation 
[g(XO, X)wl] < CTt(p+1-IIIII)1211gllp" 1= 11 , d, tc [0, TýII (5- 11) V, Et Lo 
-p 
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For the proof of our main result, we need some estimates on the derivatives 
of -L-E [g(Xt, +, 
(ti, x))AWi+, ], in the case when g is smooth. 6i-l 
Lemma 5.11. Assun-te that we are given a smoothfi. Lnction g: Rd -ý R. Denote 
by D' := axal, 
a 
'aX'k "a= 
(a,,..., ak) d1k. Men 
E g(Xt,,, (ti, x))AWi+, ] ll,,, < C, ljgýý 1+1 (5.12) 
where C, is a constant which depends on d, the bounds on the derivatives of g 
and the Vis but is independent of 6i+,. 
Proof. Since the coefficients of the forward diffusion are smooth vector fields 
with bounded derivatives we know (see Chapter 5 of [ 151 for details) that Xt (0, x) 
is differentiable with respect to x and its derivative, the so called first variation 
process VXt, is a matrix valued process VXt =f ViX] Id solving a linear tI. j=l 
stochastic differential equation. Moreover 
sup supE[117Xt(O, x)l] < co 
tC[O, Tj X 
(5.13) 
Let us look at the first differentiation. From now on we consider a fixed 
i=0,..., n-1 and we use the convention that repeated indices are summed. 
According to Theorem 5.5 of [151 we can pass differentiation inside the expec- 
tation to obtain 
aE [g(Xti+l (ti, x))AWi+l] 
ax, 
=E 
lgxj (xti+I (tj, x» VIXt. i 
(ti, x) Awi+il 
=- E1 
(gxj (xti+I (tj, x» v, xIti+, (t il X) - 9xi (x) Öl, ] .) AW1--t-11 
ti X) (ti X»VIX]' -gxj(X)171xj (tl., x) E[ 
(gx, (Xti-l 11 -1 
(ti, ti-i 
gxj (x) v, x] . (ti, x) - gxj (X)ýl, j) Awi+II ti-1 
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Splitting the terms 
sup IýaE [g(Xt, -,, 
(ti, x))AWi+, ] 
XI XI I 
(gxj (Xti-, (ti, x) )- gxj (x) ) 7,1 xjti" (ti, x) A Wi+ 111 
+sup E [I (V, Xlt 61, j) gx, (x) A Wi+l 
x 
We may now estimate the first derivative using (5.13), standard estimates on 
the diffusion X, H61der inequality and the semi-norm II-II 
sup IaE [g(Xt, 
_, 
(ti, x)) AWi+, ] <C (sup I D2g(X) 16 + sup I vg(x) 16 
x ax, xx 
C119112 (5.14) 
We now proceed to the second derivatives estimates. 
aE [9(Xti+I(tj, x»Awi+II 
X, ä-y -, X, 
ti+i =E[t gXj2 
(Xt"' (til X»'71 ' 
X] 2 (ti, x) 
+gxjl, x (Xti, 1 
(ti, X»7rXjl 
(ti, X)j7, Xi2 (t. X) 
1 
Awi] 
i2 ti-1 ti-ý-i l', 
t 
14 
i, takes val We note that the second variation process V2Xt V.,. Xl t i, j, k=l 
ues in (, Rd) X3 and comes as a solution to the SDE obtained by differentiating 
formally twice the forward equation and starting at zero. In particular 
sup]E[IN72Xt(o,, X)I] = 0(-v/t) (5.16) 
x 
The two terms are treated separately. For the first term, using (5.16) , 
(5.14) 
and Hblder inequality, it is clear that 
))'71, 
r 
X12 (ti, x)AWi+l] < C6, +l 117911co IE ýgXj2 (Xt'-' (ti"' X ti+i 
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The second term of the right hand side of (5.15) is equal to 
17 
1, ) 
XJ2 
i-1 - ti x -, 
(X) Öl 
1, ii 
ýi 
, ", ) A iv ,- 11 
IEý(gXjl'Xj2(Xt'+'(t"X»'7'1X't' (t"X) 
-4-1 
(t1.1 x) - gxjl 7- - 12 
JE ý(gXjl"Xj2 (Xti+I (t1' X»'7'1X'tl (t -, x) i+I(t"'X)712X]t2i-1 1 
(Xti+i (ti, X»'71, X 11 gXjl'Xj2 ti+l 
(ti' X) ýl2J2 
+gxjl, 
x 
(Xti-, (ti, X», 71, Xlt 1 (ti' X) Ö12J2 - gxjl, x 
(xt, 
-, 
(tl"-y»ýll, 
/ ., 
Öl 
12 i2 i-+I i2 21 
+ gxjl, x i2 
(Xt'+' (t" X) ) Öll 
/jl 
Ö12,1 
.2- gXjl'Xj2 (X) Öl l'jl 
A Wl 
'- 11 
Hence, 
(ti, x»7rX]t' (ti, x) 171 XJ2 (t 1. f 
x) A wi+, 
] IE ýgXil 
"Xi2 
(Xt'+ 
1 i+I 44 1 (5-17) 
< Cöi+ItllD2g1100 + 11D3g11001 
So that the conclusion holds for the second derivatives. It is straight forward to 
extend the computations for the second derivatives to higher order derivatives 
and this completes the proof of the lemma. 0 
Remark 5.12. We will denote by C2 a generic constant valid for all bounds 
produced by the results of lemmas 5.10 and 5.11. Note that since we will be 
using a cubature of certain order, we will be differentiating only up to a certain 
degree (degreefive will be the relevant value). Hence, such a constant C2 exists. 
Theorem 5.13. Assume that (Hla), (Hlb), (H2b) hold true and that the driver of 
the backward part of (1.2) takes the special form 
x, y, z) = F(t, x, y) + F(t, x) -z (D) 
with F: [0,1] X Rd -* IR, ]F : [0,1] X IRd -ý IRd and F, FE C' and F is b 
also bounded itself Men for any i=0,1, ..., n, the functions 
RI... R, (P are 
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dtfferentiable with respect to X. 7heir derivatives will riot be bounded in general. 
However, we have thefollowing estimates 
DRi 
... 
RnOlloo < C(j&j)h(1-10' ')12 (5.18) n+l 
for any multi- index a, where every constant C (I a 1) is depending on the constant 
and clearly on the degree of differentiation, but is independent of the partition. 
This a is a good point to clear up the picture and explain the reasons behind 
choosing a not equidistant and rather strange partition. 
The rate of explosion for the derivatives of R, ... 
R, (D(x) is a consequence 
of the explosion in the derivatives of Rn(D(X). In other words, because xvc 
are starting our algorithm with a Lipschitz function, the derivatives of R,, (D(x) 
will explode (as the partition mesh goes to zero). After that point, the rest 
iterations will be smooth, their derivatives will be bounded but the bounds for 
the derivative of Ri, A) will depend on the bounds of the derivatives of Ri+,,, 4>, 
and hence the initial explosion will be inherited through the partition. Our 
purpose is to show that the explosion rates for the derivatives of Ri,, (D are the 
same for every i=0,1, ---, 
As far as the form of the partition is concerned, the estimates of Theorem 
5.9 are enlightening. We first take a I/ k step back from 1. This means that 
the derivatives of R, 4; P explode at a rate of some power of 11k. According to 
Theorem 5.13, the same wW be true for Ri,, (D, Vi. Hence to obtain meaningful 
global estimates, we have to keep the partition dense enough (and certainly 
more dense than 11k ), so as to cancel the negative effect of the derivative's 
bounds and still have a small error. 
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Proof of theorem 5.13: We have already seen in the proof of Theorem 5.9 that 
the functions Rin4(x) are smooth for all i=0, ..., ii. The proof for the esti- 
mates on the derivatives wffl be done with induction on i for each derivative 
length successively. We will be denoting by Ca generic constant xvhich may 
vary from line to line and reserve special names for values of constants than will 
be used further in the proof. To make the formulas that follow more compact 
we suppress the arguments injunctions. For instance, we write 
Fx (t, x, 
and similarly for other functions. We will present the arguments assuming that 
everything is one dimensional. The general case is a straightforward extension 
of the same arguments with only additional notational difficulties. 
As explained in the remark, it is natural to estimate first the derivatives of 
(D (x) and then see how this estimates affect the rest of the operators. 
Step 1: We first prove by induction on I that 
, ýý C16(1-1)12 (5.19) la'RnOlloo n+l 
We differentiate the definition (3.4) of RnO to obtain 
aRn <D (x) :::: -- aE [4) (Xti+i (ti, x» 1+ hn +i Fx + Jn +i Fy aRn (D 
FxE [(D(Xt, 
_, 
(ti, x))AWi+, ] (5.20) 
FaE [4)(Xt, 
_ý_, 
(t,., x))AWi+l] 
Using the results of lemma 5.10, we have that there esists constant C2 such 
that 
"" 
C") 
JjaE [(D(Xl(tn, x))] Hoot PIE [(D(Xi(tnx)), ý'Wll Iloo 
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Also, 
F- [41) (Xti+l (ti, X» lýý Wl 
11 :: -- 1 IE [4 (Xl (tn, X» - (P (X» A Wi ]1 
and hence, for J, +, small enough, bringing ý, +jFyaR, (D(x) to the r. h. s and 
taking absolute values 
IlaRn(D(X)Ilco Cl 
where Cl depends on C2 and K. Next, assume that (5.19) is true for any 
differentiation of order less than or equal to I>1. The I-th derivative is then 
a'R, O(x) =:: all PA (tn, XM + 
(1)ak 
F al-kIE [O(Xl (t, x))AW, kx k=O 
1-1 
+ 6n+l alF + Fyaý, R ak ar F (al'R )k, x n4l)(X) + 
1: Yk, r xyn 
(X) 
k+r<l 
(5.21) 
where Yk, rl ki are integer coefficients and J: jk i<1. Using the induction hy- 
pothesis we have 
1-1 
) kj (1 -j)kj /2 fl(aiR, (D(x) < (: jbn+l C6n+l 
j=l j=l 
for some constant C. This together with the results of lemma 5.10 and the 
bound K on the derivatives of F, F prove the result on the I-th derivative. 
Step 2. Our next step is to show that for every i the rate of growth for the 
derivatives of RiA(x) is the same as for R, (D. The proof is again by induction. 
In fact we will prove that 
n-I + Clj, +, _ (1-1)/2 (5.22) lla'Ri, nOlloo < ]Fl - 
Cl Jn+l 
J=I - KJi+l 
and hence 
max <e 
CI+K cli (1-1)/2 
O<i<n n+l 
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We start with 1=1 and differentiate once (3.4) 
IE [Ri+l, nIý(Xti-, (ti, x»] + bi-lFx + ÖI+lý, / aR, -, (D(x) 
+ rxE [Ri+l, nO(Xti-i (ti, x))AWi+i] (5.23) 
E [Ri+,,,, (D(Xtl_l (ti, X)) -\ w1+1 
] 
We already know that Ri+,,, (D is smooth. So we may pass differentiation inside 
the expectation to obtain 
(I - 6i+lFy) aRinO(X) =E [aRi+lnO( Xti+l(ti, x)vxtl-l] +61-+IF. I, + 
+FxE [Ri'+InO(Xti-i(ti, X))AWi+il (5.24) 
+F E [aRi+I, n(I)( xti+I (t 1 IX»vxtl-IAW i+I 
1 
The bounds on F, on the derivatives of F and a H61der inequality give us 
IE [aRz. +l, nO(Xti+i(ti, X)VXti+ll +FzE 
[aRi+l, 
n(D(Xti+l(ti, x))VXt,, IAWI+I] 
= JE [aRi+I, n"lý(Xt, -i(ti, 
X»VXt, 
-i 
(1 + 1-zAWi+1)1 
11aRi+I, n'I)Ilooll7Xti+1)(l+F:: AWi+1112 
IlaRi+l, nOllco(I + C6i+l)- 
Plugging these into (5.24) and using the bound K on the derivatives of F, IF we 
obtain 
IlaRiAlloo <I+ 
C"+' jjaRi+l, nOlloo- I- KJi+l 
This proves the result for the first derivative. Next we assume that (5.22) is 
true for any differentiation of degree less than 1>I and we differentiate 1 times 
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the identity (3.4), to obtain 
a'Ri(D(x) =WIE [Ri+I, n'I)(Xti-, (ti, 
I (')akFal-kE 
[Ri+,,, (D x 
(Xti_l (tl, x)) AIV, +1 
] (5.25) 
k=O 
akar )k, 6n+l aXlF + Fyax'Ri,, (D(x) + 1: Yk, r x yF 
11(a'Ri-, 
Il 
k+r<l j=l 
where all Yk, r, are as in (5.2 1). We now need a further induction on i. Because 
the computations are identical for the case i= ii -I and the induction step. 
we present the latter. So, assume that (5.22) is true for i+1. We treat the 
various terms in (5.25) separately. 
According to the chain rule, once we pass the differentiation inside the 
expectations (for i<n, Ri,, O is smooth), 
WIE [Ri+l, 
n"I>(Xti+i 
(ti, x»] + FallE 
[Ri+l, 
n'I>(Xti+i(ti-, x» AWi+II 
=E 
[ýa'RI. 
+1(D(Xti, 1 
(t x» (7Xti-, 1) 
1 
(5.26) 
1-1 1 Ai E Tkak Ri+I, n'I)(Xti, 1 
(ti, X» fl 
(VI -Xti+i) (1 + FAwi+, ) 
k=I j=J 
again with Tk, AI- integer coefficients and YJA, < 1. It is straightforward that 
E [al Ri+ln'l> (Xti+l (ti, x» (V Xti+i)'(' + ]FA Will) 
1 
< (1 + Mlbi+l) lla'Ri+l, n(l)lloo (5.27) 
+ mlji+l) 
n-I I+ C16i+l 
6(1-1)12 HI- 
K6i+l j=i+2 
due to the induction hypothesis on i (for the time being M, is just some generic 
constant). 
For the rest terms of (5.26) observe that an application of It6's formula tells 
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us that for some processes Hl H2 with bounded LP, p>I norms tIt 
1 
F, (, 7jXti+l) 
Ai 
j=l 
Hlds s 
ft 
I 
ti-I 
H, 2 d W, 
97 
since there is at least one, higher (than one) variation process appearing in the 
product (there is at least one j>2 with Aj > 1) . Then for any 
I<k<1-I 
we have 
E Yk ak Ri+j (D(Xti., (ti, x)) 
ti+i 
Hlds < C6. +lllakR--i-l,, (DllcD 
In ft 
IsIII 
(5.28) 
ti+i 
akRi+l, n'I)(Xti+l 
(ti, X» H, 2 d W, < Cb 1 . +1 
Ilak+ 1R1, + 1, n'l) 
11 00 IE 
[Yk it 
i1- 
where the latter estimate follows with a similar argument to lemma 5.10. 
Hence, (5.27) and (5.28) give us 
alE [Ri+I, n"P(Xti+i 
(ti, x»] + FällE 
[R 
1 '+1, n"P(Xti+i 
(ti, x)M'Wi+I 
1ý (5.29) 
n-1 + 
241) 
11 
- Kö. 
elbn+l 
j=i+2 i+I 
Back to (5.25) 
I 
akFal-kiE [R-+I, nO(Xti+l(ti, x))'Wi+ll 1ý k k=l 
Finally, 
I 
"K 
(I)C26i+l 
Ilal-k+'Ri+l, nOlloo (5.30) ýý k k=i 
" M36i+lllRi+l, nOlll 
n-1 1+ C161+1 (1-1)/2 
" M3 C16n+l 
K61+1 
aF I-1 
1-1 
=; A-j)kj12 
tik, rý ayr 
lj('jR .,, n(p(X))kj 
< jYk, rjKfjeCj+K(2, 
ý 
Xkallr 
I1 11+1 
k+r<l j=l k+r<l j=l (5.31) 
(1-1)/2 M46n+l 
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where M4 depends on K and Cj, Ci, i1-1. Choosing CM to depend 
on ML, ---t 
M4 and K, plugging (5.29), (5.30), (5.3 1) into (5.25) and passing 
Fy a'Ri,, (D to the left hand side complete the proof of the induction argument. 
Clearly, the constants C (1) may be chosen to be ec' +K C1, V 1. 
0 
Having produced the estimates on the derivatives of the iteration of the 
family ýRjjj, we are now able to give the rate of convergence for the algorithm 
when the driver has the special form assumed in (D). To cancel the negative 
effect Of 6n+l at every local error we are going to use a non equidistant partition. 
Let kEN and define t. 0, k' and tk-'+l = 1, a partition I ks 
(1 
of [0,1]. 
Theorem 5.14. Assume that (H 1b), (H2b) hold true and that the driver has the 
specialform. assumed in (D). Consider apartition It,, i=0,1,..., ks +11 of [0,1] 
as described above, and define the two families of operators on this partition, 
where we use cubature of order m in the definition of Al, i=0, n. Men 
the error of the aWorithm is 
y7C '% 
f_ 
ýt7r <C 
0f t0 k(sm-s-m-1)12 
Proof. Going back to (5.9), the global error is 
yt7ol _ 
ýt7l < 
CK I 
0ý 
C61121 11 V(p 00+ 1- K17TI k' + 
P-l 
1: (m+1)12 sup JIVIRI. -I ... 
Rk'Ollco 
i=O 
(ICA", 
sup JIVIR. +, R 
I G-4m -2\-4n, 
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With our partition we have Jn+1 Ilk and 6,. -, = 
Ilk". Hence. =- 41+1 
according to Theorem 5.13, for Ma fixed constant, there exist a global constant 
such that 
kl-l 
lyt7l -ý; 7rj <C 
(61121 
+ 6(1-m)12 (m+1)12 r_ 
00 kl+ kl+l 
i=O 
+1 
s- 
c( 
kE1 
NFk 
k-(m+1)/2 
1 .=, k(sm+s)12 
+I 
-v/k k(sm-s-m-1)12 
0 
A straightforward computation gives us the following. 
CoroUary 5.15. Let all the assumptions of 'Meorern 5.14 hold true. Then i we f 
use cubature of order 3 in the definition of the family ýRIIi, for s=5/2 we 
recover the rate of convergence of the step process Yt' to the solution Yt. 
Theorem 5.14 gives us the explicit algebraic formula for the global error of 
BSDE apprmdmation using cubature. Observe that we chose to present it in a 
way that shows how we may reach the order of convergence of the Backward 
Euler scheme. However, the cubature method is a higher order approximation 
method, meaning that, we should be able to increase the degree of convergence 
by considering cubature of higher order (i. e. by increasing m). Unfortunately 
this will not be the case for us. The reason for this is that the true global 
error is I YO and this will always inherit an error of 
1/ VI 7T I due to the to 
discretization performed on the BSDE. So this I/ 
VI 7T I is our lower bound of 
error estimate. By increasing the degree of cubature we will only achieve better 
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I ytý - convergence in the 0 
Y7 I part of the error. To see this, we redefine the to 
partition as 
ti i= O'll..., ks I 
tks+l 
ks kOl 
with a>I. Then if we use cubature of order 5 and repeat the calculation of 
Theorem 5.14 we have 
Yto - to c ýa -/2 +k -2 -s- 3 
(ka/2 I 
and we can fix the rate by requiring a= 4s - 6. 
Remark 5.16. In the case where the terminal condition (1) is a smoothfunction, 
we can work with an equidistant partition. Indeed, now there is no explosion 
in the higher derivatives of R, (D(x) as we approach expiry and nowhere else 
in the partition, as a careful inspection of the proof of Theorem 5.13 reveals. In 
fact, going back to the derivation of the estimate (5.9), we see that if (P is smooth 
we may apply a Stratonovich-Taylor expansion to 4)(XI (tn, X)) instead ofjust 
resorting to its Lipschitz property. In this case, assuming that we are using an 
equidistant partition ti =i/n, i=0,1, ---, n, the error 
becomes 
n 
yýT _ 
ýt7lj <CE 
(m+l) /2 
to 0 +1 
i'=O 
I 
c 
n(m-l)/2 
this result combined with remark 5.1 shows that with cubature of order 
3 we 
have an error of order I/ n. 
- 
týj Yto - -ý o 
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and of course, using cubature of higher order will lead ( with an equidistant 
partition) to higher order error estimate in I Y7 - Note that here, by saying to 0 
that 4) is assumed smooth, we mean that 06 Cm+2 if we wish to use cubature b 
of order m. Moreover, intermediate situations, between having a LWschitz or a 
smooth (1) may be considered, where the rate of convergence can be explored by 
means o Lenuna 5.10. 
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