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Abstract— We investigate the capacity of various ISI channels
with additive white Gaussian noise. Previous papers showed a
minimum Eb/N0 of -4.6 dB, 3 dB below the capacity of a flat
channel, is obtained using water pouring capacity formulas for the
1 + D channel. However, these papers did not take into account
that the channel power gain can be greater than one when wa-
ter pouring is used. We present a generic power normalisation
method of the channel frequency response, namely peak band-
width normalisation, to facilitate the fair capacity comparison of
various ISI channels. Three types of ISI channel, i.e., adder chan-
nels, RC channels and magnetic recording channels, are exam-
ined. By using our channel power gain normalisation, the capacity
curves of these ISI channels are shown.
I. INTRODUCTION
Calculating the capacity of various ISI channels has been an
interesting research topic for some time. On the calculation of
the channel capacity, the unit energy impulse response normali-
sation is commonly used. For a flat channel, the transmit power
to the receive power ratio is one when using unit energy nor-
malisation (UNE). However, one should realize that the power
gain can be greater than one when water pouring formulas are
used to calculate the capacity of ISI channels. In [1], a mini-
mum Eb/N0 below -1.6 dB was shown for the 1 +D ISI chan-
nel. In fact, it can be shown that the minimum Eb/N0 is -4.6
dB [2], 3 dB below the capacity of a flat channel. The authors
in [1] made the statement that “the ISI channel in this example
is normalised with unit energy and thus does not provide any
power gain by itself”. This paper did not take into account that
the channel power gain can be greater than one for the 1 + D
ISI channel when using a water pouring spectrum for the trans-
mit power. Similar results were obtained for the 1−D Dicode
channel in [3] where capacity was plotted against signal to noise
ratio (Es/N0).
In this paper, we examine the water pouring capacity and
channel normalisation of ISI channels. Since current itera-
tive decoding techniques can approach channel capacity very
closely, there is a lot of interest in knowing what the limit is.
We are not interested in coding design in this paper. However,
as reported in [1], a joint turbo and modulated code can be used
to approach the capacities of ISI channels.
When water pouring is used, the transmit power is not flat for
a non-flat channel. Significant portions of the transmit power is
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concentrated near the peak of the channel frequency response.
Since the maximum power gain is different for various ISI
channels, we believe that it is not fair to compare the capac-
ity of the unit energy normalised channel when water pouring
formulas are used. We present a frequency response normali-
sation method which is physically meaningful and suitable for
generic ISI channels. Compared to unit energy normalisation,
our proposed channel normalisation method ensures no partic-
ular channel model has a gain over another one.
II. CAPACITY
For a flat additive white Gaussian noise (AWGN) channel, it
is well known that the capacity for this channel is
C = W log2
(
1 +
S
N
)
, (1)
where C is the capacity in bit/s, W is the bandwidth in Hz and
S/N is the signal to noise ratio.
For any channel that has a non-flat frequency response, we
can use the water pouring formulas to calculate its capacity.
According to the water pouring theorem, the capacity at cost S
of a channel with noise spectrum N(f) and input filter H(f) is
given in terms of a parameter θ [4]
C(S) =
1
2
∫ +∞
−∞
max
[
0, log2
θ
N(f)/ |H(f)|2
]
df (2)
S =
∫ +∞
−∞
max
[
0, θ − N(f)|H(f)|2
]
df, (3)
where C(S) is the capacity in bit/s and S is the transmitted
power in Watts. Fig. 1 illustrates the water-pouring formulas.
The “water” poured into the shaded area is the transmit power
S. Note that |H(f)|2 represents the power gain with frequency
for the channel. For an active channel this gain can be greater
than one, whereas it is less than one for a passive channel.
The m-tap ISI channel is usually modelled as
y(k) =
m−1∑
i=0
h(i)x(k − i) + n(k), (4)
where x(k) is the channel input, y(k) is the channel output,
n(k) is AWGN and the ISI channel is normalised using unit
energy as
∑m−1
i=0 |h(i)|2 = 1.
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Fig. 1. Water-pouring diagram
For example, the spectrum of the 2-tap 1+D ISI channel is
H(f) =

1√
2
[
1 + e−j2pifT
]
;−W ≤ f ≤W
0 ;−W > f > W
(5)
where T is the symbol period and with perfect Nyquist sig-
naling 2WT = 1. The AWGN spectrum is N(f) = N0/2
W/Hz. For |f | ≤ W we have |H(f)|2 = 1 + cos(pif/W ).
The frequency responses of the 3-tap and 4-tap ISI chan-
nels are |H(f)|2 = ((1 + 2 cos(pif/W ))2/3 and |H(f)|2 =
2 cos2(pif/W ) + 2 cos3(pif/W ), respectively. We plot the fre-
quency responses of these three ISI channels in Fig. 2 with
W = 1 Hz. Note that the peak of the frequency response is
equal to m, the number of tap settings.
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Fig. 2. Frequency response of three adder channels.
To determine the integration range for a given θ, we let θ =
N(w)/|H(w)|2, where w are the “bowl” edges. For the 1 +D
channel we have the edges at −w and w where
θ =
N0/2
1 + cos(pif/w)
, (6)
and (2) and (3) can be simplified into
C(S) =
1
2
∫ +w
−w
log2
[
2θ(1 + cos (pif))
N0
]
df (7)
S = 2wθ − N0W
pi
tan
( piw
2W
)
. (8)
There is no closed form solution for (7), so numerical inte-
gration is used. We have that the energy per bit at capacity is
Eb = S/C(S) and normaliseW to 1 Hz andN0 to 1 W/Hz. We
plot C(S) versus Eb/N0 in Fig. 3. Also plotted are the capac-
ities of the 3-tap ISI, 4-tap ISI and flat AWGN channel. Note
that the frequency responses of the three ISI channels are nor-
malised with unit energy. As can be seen, the minimum Eb/N0
for the 1+D channel is -4.6 dB, 3 dB below that of the flat chan-
nel of -1.6 dB. It can be shown that the minimum Eb/N0 using
water pouring is ln(2)/|H(fp)|2 [2] where fp is the frequency
at which |H(fp)|2 is maximum. For an m-tap adder channel
with unit energy normalisation, this gives a minimum Eb/N0
of ln(2)/m when all the taps are equal.
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Fig. 3. Capacity of adder channels with unit energy normalisation.
For the 1 + D channel with unit energy normalisation, the
maximum output to input power ratio is 2, although the average
power gain over the whole frequency is 1. When the transmit-
ter uses a water-pouring spectrum, a significant portion of the
power is concentrated near the peak of the impulse response of
the ISI channel. For the 1 +D channel, it is the maximum out-
put to input power ratio of 2 that accounts for the 3 dB “gain”
in the low-rate Shannon limit, relative to that of the flat channel
with the unit energy frequency response.
The problem of conventional unit energy normalisation for
ISI channels is that it neglects the fact that the maximum power
gain can be greater than one, and thus does not provide a fair ca-
pacity comparison for generic ISI channels. As can be shown,
the minimum Eb/N0 of an m-tap channel can be minus infin-
ity when m goes up to infinity. Thus, it is not fair to compare
the water-pouring capacity of a 2-tap channel with a maximum
power gain of 2 with that of a 3-tap channel with a maximum
power gain of 3. Therefore, a more well rounded power nor-
malisation than the unit energy normalisation is needed for the
fair comparison of the capacities among generic ISI channels.
III. NORMALISATION
A general communication system is depicted in Fig. 4. The
transmit power ST is
ST =
∫ +∞
−∞
max
[
0, θ − N(f)|H(f)|2
]
df, (9)
∑N(f)
ST SR|H(f)|2
Fig. 4. Block diagram of ISI communications system
The receive power SR is given by
SR =
∫ +∞
−∞
max
[
0, θ |H(f)|2 −N(f)
]
df, (10)
The channel power gain is defined as SR/ST , which is de-
pendent on θ. For an ISI channel using a flat transmit power
spectrum, the channel power gain is
SR
ST
=
∫ +∞
−∞
|H(f)|2 df, (11)
which is usually normalised to one. However, for an ISI channel
using water-pouring spectrum SR/ST is a function of θ. One
should be aware that the channel gain can be greater than one in
frequency ranges near the peak of the frequency response. One
should therefore look only at ST as that allows us to determine
total transmit power without having to worry about θ.
When dealing with real channels, it is common to normalise
the frequency response so that the maximum value is one. Thus,
we shall also normalise the power frequency to one. This en-
sures that the minimum Eb/N0 is always -1.6 dB.
The questions then remains as to what frequency normalisa-
tion to use. The technique should be applicable to finite band-
width schemes such as m-tap ISI channel models and channel
models with infinite bandwidths. For many non-flat channels,
the “bandwidth” of the channel is usually given at the -3 dB
(0.5) edges. We could also normalise the channel such that∫ +∞
−∞ |H(f)|2df = 2. The former is simpler for channels with
infinite bandwidths and the latter is simpler for m-tap ISI chan-
nels. Since our ultimate aim is to find capacities of real chan-
nels, we have chosen the former since it is more realistic. That
is, we shall normalise the frequency response such that the -3
dB bandwidth is one Hz. We shall call this peak bandwidth
normalisation (PBN).
Given the frequency response of an m-tap ISI channel with
unit energy normalisation |H(f)|2, the frequency response with
peak bandwidth normalisation |G(f)|2 is
|G(f)|2 = 1
M
∣∣∣∣H (fn
)∣∣∣∣2 , (12)
where M is the maximum value of |H(f)|2 and n is the scal-
ing factor which makes the -3 dB bandwidth of |G(f)|2 one.
Normalisation by the maximum value ensures the channel max-
imum power gain is one. Thus, no particular channel has a gain
over another channel in the frequency ranges where the transmit
power is concentrated. Fig. 5 shows the frequency responses of
the channels in Fig. 2 after applying the proposed peak band-
width normalisation.
Note that if a flat transmit power spectrum is used we have
SR/ST = 1/M with peak bandwidth normalisation, where the
−4 −3 −2 −1 0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
Frequency
Am
pl
itu
de
2−tap ISI
3−tap ISI
4−tap ISI
Fig. 5. Normalised frequency response of adder channels.
transmit bandwidth is from -n to n Hz. This is not a fair com-
parison where flat transmit power is used. Thus, when using
flat transmit power, the unit energy spectrum should be used to
calculate the information rate of the channel. For water pouring
though, we believe the peak bandwidth spectrum is a more fair
basis of comparison.
IV. NUMERICAL RESULTS
In this section, we present numerical simulation results for
the capacities of three types of ISI channels, namely the adder
channels, RC channels and magnetic recording channels.
Fig. 6 showed the capacities of the three adder ISI channels,
C(S) in bit/s. We have M = 2, 3, and 4 and n = 2, 3.2201 and
4.3918 for the 2, 3, and 4-tap adder channels.
An important point to note in Fig. 6 is that at high Eb/N0 the
water pouring capacity is greater than the flat channel capac-
ity. This is directly due to the bandwidth expansion of the ISI
channels at high Eb/N0, even though for the 1+D channel for
example,
∫ +∞
−∞ |G(f)|2df = 2 is the same as for the flat chan-
nel. The transmit power after peak bandwidth normalisation S′
is
S′ =
∫ +∞
−∞
max
[
0, θ − N(f)
(1/M)|H(f/n)|2
]
df (13)
= Mn
∫ +∞
−∞
max
[
0,
θ
M
− N0/2|H(F )|2
]
dF, (14)
where F = f/n and dF = (1/n)df . The capacity power
C(S′) after peak bandwidth normalisation is
C(S′) =
∫ +∞
−∞
max
[
0, log2
(θ/M)|H(f/n)|2
N0/2
]
df (15)
= n
∫ +∞
−∞
max
[
0, log2
(θ/M)|H(F )|2
N0/2
]
dF. (16)
Dividing (14) by (16), we have
S′
C(S′)
= M
S
C(S)
. (17)
Therefore, the curves in Fig. 6 are shifted by M to the right
from the curves in Fig. 3. However, the capacity C(S′) is in-
creased by n. As shown later, when the actual bandwidth ef-
ficiency is taken into account, C(S′)/w′ = C(S)/w. That is,
the ISI capacity is always below flat channel capacity.
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Fig. 6. Capacity in bit/s of adder channels.
The water-pouring capacities plotted in Fig. 3 assume that the
bandwidth is equal to W which is normalised to 1 Hz. How-
ever, if the transmitter uses the water-pouring spectrum, then
we can normalise the capacity with the actual bandwidth used.
In Fig. 7, we plot the bandwidth efficiency C(S)/w (bit/s/Hz)
where w is the “bowl” edge. For 3-tap and 4-tap channels, the
side lobes are not included for high SNR as bandwidth effi-
ciency is reduced due to the large increase in bandwidth. That
is, the maximum integration limits were set to -2.1467 to 2.1467
for the 3-tap unit energy channel and -2.1959 to 2.1959 for the
4-tap unit energy channel.
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Fig. 7. Bandwidth efficiency in bit/s/Hz of adder channels.
Three types of RC channels were considered in this research,
i.e., the 1/(1 + f2) channel, the 1/(1 + f4) channel and the
1/(1 + f6) channel. The impulse responses of these channels
are plotted in Fig. 8. Note that the -3 dB bandwidth is nor-
malised to 1 Hz. The RC name comes from the fact that these
channels can be modeled by resistor capacitor networks.
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
Frequency
Am
pl
itu
de
1/(1+f2)
1/(1+f4)
1/(1+f6)
Fig. 8. Normalised impulse response of RC channels.
Figs. 9 and 10 show the capacity C(S) in bit/s and the band-
width efficiency in bit/s/Hz of the RC channels.
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Fig. 9. Capacities C(S) in bit/s of RC channels.
For RC channels, as the channel frequency spectrum be-
comes more square, the capacity approaches that of the flat
channel.
Also considered are the Dicode (1 −D), PR4 (1 −D2) and
EPR4 (1 − D)(1 + D2) magnetic recording channel models.
The unit energy frequency responses are |H(f)|2 = 2(1 −
cos(pif/W )), 2(1−cos2(pif/W )), and 2(1−cos(pif/W ))(1+
cos2(pif/W )), respectively. For partial response channels, in-
puts are confined to the set of -1, 1. The input can be spec-
trally shaped by using precoding. Since water pouring assumes
Gaussian inputs, the capacities in this paper are upper bounds to
the binary input capacity. In [5], an expectation-maximization
method was proposed to find tight lower bounds on the capaci-
ties of Markov sources over partial response channels.
Fig. 11 shows the frequency responses of the partial response
(PR) channels with unit energy normalisation. Fig. 12 shows
these frequency responses with peak bandwidth normalisation.
We have M = 2, 2 and 2.3704 and n = 2, 2 and 2.3901 for the
Dicode, PR4, and EPR4 channel models, respectively.
Fig 13 shows the capacity C(S) in bit/s of the partial re-
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Fig. 10. Bandwidth efficiency C(S)/w in bit/s/Hz of RC channels.
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Fig. 11. Frequency response of PR channels.
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Fig. 12. Normalised frequency response of PR channels.
sponse channels using UEN. The Dicode and PR4 capacities
are the same. However, the EPR4 capacity is quite different.
The capacity and bandwidth efficiency of partial response chan-
nels using PBN are very similar to Figs. 6 and 7. One can no-
tice both the capacity curves and bandwidth efficiency curves
are very close to each other after applying the proposed power
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Fig. 13. Capacities C(S) in bit/s of PR channels.
normalisation. We see that UEN gives different capacities for
different channel models, whereas PBN gives similar capaci-
ties for different channel models. For instance, Dicode, PR4
and EPR4 are three different models of the same physical mag-
netic recording channel. We believe the three channel models
should have similar capacities since they are modelled for the
same physical channel. That is, PBN gives us similar capaci-
ties for the same physical channel, compared to UEN which can
give quite different capacities for channel models of the same
physical channel.
V. CONCLUSIONS
The unit energy normalised channel frequency response has
an average power gain of one over the whole bandwidth of the
channel. That is not a problem when the frequency response
is flat or the transmitter uses a flat power spectrum. However,
the channel gain can be greater than one when water pouring is
used to calculate the channel capacity.
With peak bandwidth normalisation proposed in this paper,
the maximum channel power gain is normalised to 1 and the -3
dB (0.5) bandwidth of the channel frequency response is nor-
malised to 1 Hz. Thus when water pouring is performed, no
particular ISI channel has a gain over another one. This nor-
malisation can be used as a criterion of fair capacity comparison
among generic ISI channels.
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