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Abstract
Using light-cone gauge formulation, massive arbitrary spin irreducible fields and massless
(scalar and one-half spin) fields in three-dimensional flat space are considered. Both the inte-
ger spin and half-integer spin fields are studied. For such fields, we provide classification for
cubic interactions and obtain explicit expressions for all cubic interaction vertices. We study two
equivalent forms of the cubic interaction vertices which we refer to as first-derivative form and
higher-derivative form.
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1 Introduction
Unitary arbitrary integer and half-integer spin irreducible representations of Poincare´ algebra in
three dimensions are associated with the respective bosonic and fermionic massive fields prop-
agating in the R2,1 space. Lagrangian description of free bosonic and fermionic arbitrary spin
massive irreducible fields propagating in the R2,1 space was obtained long ago in Ref.[1]. We
recall that, in three dimensions, massless fields with spin equal or greater than 3
2
do not propagate
and these fields are not associated with unitary representations of the Poincare´ algebra iso(2, 1).
Namely, for massless fields in three dimensions, only scalar, vector and spin one-half fields prop-
agate and only these fields are associated with unitary irreps of the Poincare´ algebra iso(2, 1). In
this paper, we are interested in cubic interactions only for those fields in R2,1 which are associated
with unitary irreps of the Poincare´ algebra iso(2, 1). Also, we racall, that, in light-cone gauge
approach, a massless vector field in 3d is treated as a massless scalar field. In view of above-said,
we deal with arbitrary integer and half-integer spin massive fields and low spin (scalar and spin
one-half) massless fields.1 Our aim is to construct all cubic interaction vertices for such fields. In
Refs.[9, 10], for light-cone gauge bosonic and fermionic arbitrary spin massive and massless fields
propagating in Rd−1,1, we studied cubic interactions in flat space for the case of d ≥ 4.2 This is
to say that, in this paper, we are going to extend results in Refs.[9, 10] to the case of light-cone
gauge bosonic and fermionic arbitrary spin massive fields and low spin (scalar and spin one-half)
massless fields propagating in R2,1 space.
Before proceeding to the main theme in this paper we briefly mention our two long term mo-
tivations for our study of massive fields in 3d space. First, in view of simplicity of cubic vertices
for light-cone gauge massive fields in R2,1 obtained in this paper, we believe that our results may
be helpful in the search of yet unknown interesting models of higher-spin massive fields in R2,1
and their counterparts in higher dimensions. Second, one expects that arbitrary spin AdS massive
fields and low spin massless AdS field form spectrum of states of AdS superstring. We think then
that our results for cubic vertices of light-cone gauge massive fields in R2,1 may serve as a good
starting point for the study of cubic vertices of light-cone gauge massive fields in AdS3 and hence
may find applications in study of superstring in AdS3.
3 Other long term motivations for our study
in this paper may be found in Conclusions.
This paper is organized as follows.
In Sec.2, we review the well known light-cone gauge description of arbitrary spin massive
bosonic and fermionic and low spin (scalar and half-integer) massless fields propagating in R2,1.
In Sec.3, we describe restrictions on n-point interaction vertices imposed by kinematical sym-
metries of the Poincare´ algebra iso(2, 1).
Sec.4 is devoted to equations for cubic vertices. We start with the presentation of restrictions
imposed by kinematical and dynamical symmetries of the Poincare´ algebra on cubic interaction
vertices. After that, we discuss light-cone gauge dynamical principle. Finally we present our
complete system of equations which allows us to determine the cubic vertices unambiguously.
In Sec.5, we present our method for solving the complete system of equations for cubic vertices.
1 For study of various aspects of massless higher-spin dynamics in R2,1 and AdS3 spaces, the reader can consult
the (incomplete) list of Refs.[2]-[8].
2 Lorentz covariant formulation for all light-cone gauge cubic vertices of massless fields in Ref.[9] was obtained in
Refs.[11, 12]. BRST-BV formulation for all light-cone gauge cubic vertices of massive and massless fields in Ref.[9]
was obtained in Ref.[12]. Recent discussion of this theme and extensive list of references may be found in Ref.[13].
3 Light-cone gauge superstring action in AdS3 was considered in Ref.[14]. Interesting use of light-cone gauge
approach for studying 3-point function of AdS superstring may be found in Ref.[15].
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In Sec.6, we consider cubic interactions for bosonic arbitrary spin massive fields and massless
scalar fields. Using our method, we present all solutions for complete system of equations for
cubic vertices obtained in Sec.4.
Sec.7 is devoted to fermi-bose interactions for two fermionic and one bosonic fields. For such
interactions, we present all solutions for cubic vertices.
In Sec.8, we present our conclusions.
In Appendix A, we outline some technical details of the derivation of cubic vertices.
2 Light-cone gauge formulation of free massive and massless fields in 3d
flat space
Poincare´ algebra iso(2, 1) in light-cone frame. In Ref.[16], it has been noted that the problem of
finding a light-cone gauge dynamical system amounts to a problem of finding a light cone gauge
solution for commutators of a space-time symmetry algebra. For theories of fields propagating
in the R2,1 space, the space-time symmetries are associated with the Poincare´ algebra iso(2, 1).
Therefore our aim in this section is to review a realization of the Poincare´ algebra iso(2, 1) on a
space of light-cone gauge massive and massless fields. We start with the description of the Poincare´
algebra iso(2, 1) in the light-cone frame.
In the three-dimensional flat space R2,1, the Poincare´ algebra iso(2, 1) is spanned by the three
translation generators P µ, the three generators of the so(2, 1) Lorentz algebra denoted as Jµν . We
use the following form of commutators of the Poincare´ algebra iso(2, 1):
[P µ, Jνρ] = ηµνP ρ − ηµρP ν , [Jµν , Jρσ] = ηνρJµσ + 3 terms , (2.1)
where ηµν stands for the mostly positive Minkowski metric. Starting with the Lorentz basis coor-
dinates xµ, µ = 0, 1, 2, we introduce the light-cone basis coordinates x±, x1, where the coordinates
x± are defined as
x± ≡ 1√
2
(x2 ± x0) . (2.2)
From now on, the coordinate x+ is considered as an light-cone time. In the frame of the light-cone
coordinates, a so(2, 1) Lorentz algebra vector Xµ is decomposed as X+, X−, X1. Also we note
that a scalar product of two so(2, 1) Lorentz algebra vectorsXµ and Y µ can be decomposed as
ηµνX
µY ν = X+Y − +X−Y + +X1Y 1 . (2.3)
Relation (2.3) tells us, that in the frame of the light-cone frame coordinates, non-vanishing com-
ponents of the flat metric are given by η+− = η−+ = 1, η11 = 1. Therefore for the covariant and
contravariant components of vectorXµ we get the relationsX+ = X−, X
− = X+, X
1 = X1.
In light-cone frame, generators of the Poincare´ algebra iso(2, 1) are separated into the follow-
ing two groups:
P+, P 1, J+1, J+−, kinematical generators; (2.4)
P−, J−1, dynamical generators. (2.5)
Note that, in a field-theoretical realization, the kinematical generators (2.4) are quadratic in fields
for x+ = 0, while, the dynamical generators (2.5) consist quadratic and higher order terms in
fields.4
4 Namely, with the exception of J+−, all generators (2.4) are quadratic in fields when x+ 6= 0, while the J+−
takes the form J+− = G0 + ix
+P−, where G0 is quadratic in fields.
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In the frame of the light-cone coordinates, commutation relations of the Poincare´ algebra are
obtained from commutators in (2.1) by using the flat metric ηµν which has non-vanishing com-
ponents given by η+− = η−+ = 1, η11 = 1. Hermitian conjugation rules for the generators are
assumed to be as follows
P±† = P±, P 1† = P 1, J+−† = −J+−, J±1† = −J±1 . (2.6)
We are going to use a field-theoretical realization of generators of the Poincare´ algebra on space of
light-cone gauge fields. Therefore we now proceed with a review of light-cone gauge description
of arbitrary spin massive and low spin massless fields.
Light-cone gauge massive and massless fields. To study field theories in three dimensions we
use light-cone gauge massive and massless fields which we denote as φm,λ(x), where an argument
x stands for space time-coordinates x+, x−, x1, while labels m and λ denote the respective mass
and spin of the field φm,λ(x). We note that
φm,λ(x) are bosonic fields for λ ∈ N0 , (2.7)
φm,λ(x) are fermionic fields for λ ∈ N0 + 1
2
, (2.8)
By definition, all fields given in (2.7),(2.8), are real-valued
φ†m,λ(x) = φm,λ(x) . (2.9)
Using a shortcut (m, λ) for the fields φm,λ in (2.7), (2.8), we restrict our study in this paper to the
following cases ofm and λ
(m, s) , m 6= 0 , s ∈ N , spin-s massive bosonic field; (2.10)
(m, 0) , m 6= 0 massive scalar bosonic field; (2.11)
(0, 0) , massless scalar bosonic field; (2.12)
(m, s+
1
2
) , m 6= 0 , s ∈ N , spin-(s+ 1
2
) massive fermionic field; (2.13)
(m,
1
2
) , m 6= 0 , massive spin-1
2
fermionic field; (2.14)
(0,
1
2
) , massless spin-1
2
fermionic field. (2.15)
For fields in (2.10),(2.13),(2.14), the mass parameter m is allowed to be positive or negative.
Fields in (2.10),(2.13) with m > 0 and m < 0 are refereed to as self-dual and anti-self-dual
massive fields respectively. The self-dual massive field (|m|, λ) and anti-self-dual massive field
(−|m|, λ) are associated with different irreducible irreps of the Poincare´ algebra iso(2, 1).
In place of the fields depending on space-time coordinates (2.7),(2.8), we prefer to deal with
the fields obtainable by using the Fourier transform with respect to the spatial coordinates x−, x1,
φm,λ(x) =
∫
d2~p
2π
ei(βx
−+px1)φm,λ(x
+, ~p) , d2~p ≡ dp dβ , (2.16)
where the argument ~p entering the momentum-space field φm,λ(x
+, p), is used to indicate the
momenta β, p1. In terms of the field φm,λ(x
+, p), the hermicity condition shown in (2.9) takes the
following form:
φ†m,λ(~p) = φm,λ(−~p) , (2.17)
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Note, that, in (2.16) and below, dependence of the momentum-space fields on the light-cone time
x+ is implicit.
Realization of the Poincare´ algebra on fields. We now ready to present the well known field-
theoretical realization of the Poincare´ algebra on the space of massive and massless fields in three
dimensions. This is to say that a realization of the Poincare´ algebra (2.1) in terms of differential
operators acting on the momentum-space fields φm,λ(p) (2.16) is given by the following relations:
Realizations on space of φm,λ(p) :
P 1 = p , P+ = β , P− = p− , p− ≡ −p
2 +m2
2β
, (2.18)
J+1 = ix+P 1 + ∂pβ , J
+− = ix+P− + ∂ββ − 1
2
eλ , (2.19)
J−1 = −∂βp+ ∂pp− + 1
β
M +
p
2β
eλ , M = imλ , (2.20)
where the definition of symbol eλ and the notation for partial derivatives ∂β, ∂p are given by
∂β ≡ ∂/∂β , ∂p ≡ ∂/∂p , (2.21)
eλ = 0 for integer λ , eλ = 1 for half-integer λ . (2.22)
We now note that, to quadratic order in the fields φm,λ(p), the field-theoretical realization of
the Poincare´ algebra generators (2.1) takes the form
G[2] = 2
∫
d2~p β
e
λ+12 φ†m,λGdiffφm,λ , (2.23)
whereGdiff stands for the differential operators given in (2.18)-(2.20), while the notationG[2] (2.23)
is used for the field-theoretical representation for the generators of the Poincare´ algebra (2.1).
By definition, the fields φm,λ given in (2.7) and (2.8) satisfy the respective Poisson-Dirac equal-
time commutation and anti-commutation relations
[φm,λ(~p), φm,λ′(~p
′)] =
1
2β
δ2(~p+ ~p ′)δλλ′ , for λ ∈ N0 , (2.24)
{φm,λ(~p), φm,λ′(~p ′)} = 1
2
δ2(~p+ ~p ′)δλλ′ , for λ ∈ N0 + 1
2
. (2.25)
Taking into account relations above-given it is easy to check the following standard equal-time
commutation relations between the fields and the Poincare´ algebra generators
[φm,λ, G[2] ] = Gdiffφm,λ . (2.26)
3 General structure of n-point vertices
In this section, we describe general structure of n-point interacting vertices. Namely we describe
restrictions imposed on interacting vertices by the kinematical symmetries of the Poincare´ algebra.
For interacting fields, dynamical generators the Poincare´ algebra receive corrections having
higher powers of fields. This is to say that the dynamical generators Gdyn = P−, J−1 can be
presented as
Gdyn =
∞∑
n=2
Gdyn[n] , (3.1)
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where a notationGdyn[n] is used to denote of a functional that has n powers of bosonic and fermionic
fields. Now, for arbitrary n ≥ 3, we are going to describe restrictions imposed on the dynamical
generators Gdyn[n] which are obtained from commutators between G
dyn
[n] and the kinematical genera-
tors. Let us discuss the restrictions in turn.
Kinematical P 1, P+ symmetries.. Using commutators between the dynamical generators P−,
J−1 and the kinematical generators P 1, P+, we find that, for n ≥ 3, the dynamical generators P−
[n]
and J−1
[n]
can be presented as
P−[n] =
∫
dΓ[n] Φ
∗
[n]p
−
[n] , (3.2)
J−1
[n]
=
∫
dΓ[n] Φ
∗
[n]
j−1
[n]
− (1
n
n∑
a=1
∂paΦ
∗
[n]
)
p−
[n]
, (3.3)
and we use the following notation
dΓ[n] = (2π)
2δ2(
n∑
a=1
~pa)
n∏
a=1
d2~pa
2π
, d2~pa ≡ dpadβa , (3.4)
Φ∗
[n]
=
n∏
a=1
φ†ma,λa(~pa) . (3.5)
Indices a, b = 1, . . . , n label fields entering n-point vertex. The argument ~pa in (3.4),(3.5) stands
for the momenta pa and βa. Throughout this paper, the density p
−
[n]
is referred to as an n-point
interaction vertex. For n = 3, the density p−
[3]
is referred to as cubic interaction vertex.
Kinematical J+−-symmetry equations. Commutators between the generators P−, J−1 and the
generator J+− lead to following equations for the densities:
n∑
a=1
(
βa∂βa +
1
2
eλa
)
p−
[n]
= 0 ,
n∑
a=1
(
βa∂βa +
1
2
eλa
)
j−1
[n]
= 0 . (3.6)
Kinematical J+1-symmetry equations. Commutators between the generators P−, J−1 and the
generator J+1 tell us that the densities p−
[n]
, j−1
[n]
depend on the momenta pa through newmomentum
variables Pab defined by the relation
Pab ≡ paβb − pbβa . (3.7)
Namely, the densities p−[n], j
−1
[n] turn out to be functions of Pab in place of the momenta pa,
p−
[n]
= p−
[n]
(Pab , βa) , j
−1
[n]
= j−1
[n]
(Pab , βa) . (3.8)
Relations given in (3.2)-(3.8) provide a complete list restrictions imposed by the kinematical
symmetries on the n-point dynamical generators P−[n], J
−1
[n] . Below we apply the general discussion
above-presented for studying cubic vertices which correspond to the case n = 3.
4 Complete system of equations for cubic vertices
We now turn to studying cubic vertices. Our plan in this section is as follows. First, we represent
J+− symmetry equations given in (3.6) in terms of the momenta Pab defined in (3.7). Second, we
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consider restrictions imposed by dynamical symmetries. Third, we formulate our dynamical prin-
ciple which we refer to as light-cone gauge dynamical principle. Finally, we present the complete
system equations which allow us to determine the cubic vertices unambiguously.
Kinematical symmetries of the cubic densities. Using the momentum conservation laws
p1 + p2 + p3 = 0 , β1 + β2 + β3 = 0 , (4.1)
it is easy to check that P12, P23, P31 are expressed in terms of a new momentum P
P12 = P23 = P31 = P , (4.2)
where the new momentum P is defined by the relation
P ≡ 1
3
∑
a=1,2,3
βˇapa , βˇa ≡ βa+1 − βa+2 , βa ≡ βa+3 . (4.3)
The use the momentum P (4.3) is convenient for us because this momentum is manifestly invariant
under cyclic permutations of the external line indices 1, 2, 3. Therefore, we see that our cubic
densities p−
[3]
, j−1
[3]
are functions of the momentum P and the momenta βa,
p−
[3]
= p−
[3]
(P , βa) , j
−1
[3]
= j−1
[3]
(P , βa) . (4.4)
Thus, the three momenta pa enter cubic densities (4.4) through the one momentum P. We note
then that it is this feature of the cubic densities that simplifies the study of cubic interactions. Let
us now represent equations (3.6) in terms of the cubic densities given in (4.4).
J+−-symmetry equations: Taking into account representation for cubic densities in (4.4), it is
easy to see that, for n = 3, equations (3.6) are represented as
J
+−p−
[3]
= 0 , J+−j−1
[3]
= 0 , (4.5)
where an operator J+− is defined as
J
+− ≡ P ∂
∂P
+
∑
a=1,2,3
(
βa∂βa +
1
2
eλa
)
. (4.6)
We now turn to studying restrictions imposed by the dynamical symmetries.
Dynamical symmetries of the cubic densities. Restrictions on the interaction vertices obtained
from commutators between the dynamical generators of the Poincare´ algebra are referred to as
dynamical symmetry restrictions in this paper. In our case all that is required is to consider com-
mutator between dynamical generators given in (2.5),
[P−, J−1] = 0 . (4.7)
In the cubic approximation, commutator (4.7) leads to the relation
[P−
[2]
, J−1
[3]
] + [P−
[3]
, J−1
[2]
] = 0 . (4.8)
Equation (4.8) tells us that the density j−1
[3]
can be expressed in terms of the cubic vertex p−
[3]
,
j−1[3] = −(P−)−1J−1†p−[3] , (4.9)
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where operators P−, J−1† are defined by the following relations
P
− =
P2
2β
−
∑
a=1,2,3
m2a
2βa
, β ≡ β1β2β3 , (4.10)
J
−1† = −P
β
N
E
β −M+
∑
a=1,2,3
βˇa
6βa
m2a∂P , N
E
β ≡ Nβ +
1
2
Eλ , (4.11)
Nβ ≡ 1
3
∑
a=1,2,3
βˇaβa∂βa , Eλ ≡
1
3
∑
a=1,2,3
βˇaeλa , M≡
∑
a=1,2,3
1
βa
Ma . (4.12)
Equation (4.8) exhausts restrictions imposed by the dynamical symmetries of the Poincare´
algebra on the cubic densities p−
[3]
and j−1
[3]
. Kinematical and dynamical symmetry equations given
in (4.5) and (4.8) respectively provide complete list of restrictions imposed by Poincare´ algebra.
Light-cone gauge dynamical principle. Poincare´ algebra restrictions given in (4.5), (4.8) do not
allow us to fix the cubic vertex p−
[3]
unambiguously. To fix the cubic vertex p−
[3]
unambiguously
we impose additional restrictions on the cubic vertex p−[3] and density j
−1
[3] which we refer to as
light-cone gauge dynamical principle. We formulate the light-cone gauge dynamical principle as
follows:
i) The cubic densities p−[3], j
−1
[3] should be polynomial in the momentum P and analytic with respect
to the momenta β1, β2, β3;
ii) The cubic vertex p−[3] should satisfy the following restriction
p−
[3]
6= P−W , W is polynomial in P and analytic w.r.t β1, β2, β3, (4.13)
where the quantityP− is given in (4.10). The restriction given in (4.13) is motivated by the freedom
of field redefinitions. Namely, upon field redefinitions, the cubic vertex p−
[3]
is changed by terms
proportional to the quantityP− (4.10) (for discussion, see, e.g., Appendix B in Ref.[9]). Therefore,
ignoring restriction in (4.13) implies that the cubic vertices can be removed by field redefinitions.
However our primary interest are the cubic vertices that cannot be removed by field redefinitions.
For this reason, we impose the requirement (4.13). We now summarize our discussion equations
and restrictions for the cubic densities.
Complete system of equations for cubic interaction vertex. For the cubic vertex given by
p−[3] = p
−
[3](P , βa) (4.14)
the complete system of equations is given by
Poincare´ algebra kinematical and dynamical restrictions:
J
+−p−
[3]
= 0 , kinematical J+− − symmetry; (4.15)
j−1
[3]
= −(P−)−1J−1†p−
[3]
, dynamical P−, J−1 symmetries ; (4.16)
Light-cone gauge dynamical principle:
p−
[3]
, j−1
[3]
are polynomial in P and analytic w.r.t. β1, β2, β3; (4.17)
p−
[3]
6= P−W, W is polynomial in P and analytic w.r.t. β1, β2, β3; (4.18)
where operator J+− is given in (4.6), while the operators P−, J−1† are defined in (4.10)-(4.12)
Equations presented in (4.15)-(4.18) constitute the complete system of equations which allow
us to find all cubic interaction vertices p−[3] and the corresponding densities j
−1
[3] unambiguously.
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5 Method for solving complete system of equations for cubic vertices
Finding solution to complete system of equations given in (4.15)-(4.18) is not easy problem. The
most difficult point in the analysis of the equations is related to the fact that, in general, the cubic
vertex is some complicated polynomial in the momentum P. We note however, in light-cone
gauge approach in three dimensions, by using field redefinitions, any cubic vertex can be cast into
a polynomial of degree-1 in P (see below). Representation for cubic vertex in terms of degree-
1 polynomials in P will be referred to as first-derivative form of cubic vertex. Thus our first-
derivative vertices are degree-1 polynomials in P. In this paper, we find first-derivative form for all
cubic vertices. Besides this, for some wide class of first-derivative cubic vertices, we discuss the
procedures which allow us, by using field re-definitions, to generate other particular representation
for cubic vertices which we refer to as higher-derivative form of cubic vertices.5 We start with
discussion of first-derivative form for the cubic vertex.
First-derivative form of cubic vertex. We find that any cubic vertex p−[3], which involves at least
one massive field, can be presented as
p−[3] =
1
2
(1 +
iP
κ
)V +
1
2
(1− iP
κ
)V¯ , (5.1)
κ2 ≡ −β
∑
a=1,2,3
m2a
βa
, β ≡ β1β2β3 , (5.2)
where two new vertices V , V¯ do not dependent on the momentum P. These two new vertices de-
pend only on the momenta β1, β2, β3 and satisfy the following decoupled (diagonalized) equations
κ
β
N
E
β V + iMV = 0 ,
κ
β
N
E
β V¯ − iMV¯ = 0 . (5.3)
J
+−V = 0 , J+−V¯ = 0 , J+− ≡
∑
a=1,2,3
(βa∂βa +
1
2
eλa) , (5.4)
where we use notation as in (4.11),(4.12). Thus, the complete system of equations is reduced to
analysis of decoupled equations for the vertices V , V¯ (5.3),(5.4). Expression for j−1
[3]
corresponding
to cubic vertex (5.1) is given by
j−1[3] = 2iN
E
β V1 , V1 ≡
1
2κ
(V − V¯ ) . (5.5)
Note that κ (5.2) is not analytic w.r.t β1, β2, β3. Therefore besides differential equations (5.3),(5.4)
we should keep in mind the requirement for p−
[3]
to be analytical w.r.t. β1, β2, β3.
We now outline our method for derivation of equations given in (5.1)-(5.5). Our method can
be described as a sequence of the following steps.
i) Cubic vertex p−[3] is defined by module of field redefinitions. We use field redefinitions to choose
the most simple representation for cubic vertex. Upon field redefinitions, the cubic vertex is
changed as
p−[3] → p−[3] +P−f , f = f(P, βa) , (5.6)
5 We expect that higher-derivative form of cubic vertices is more convenient for translation of our light-cone gauge
cubic vertices into Lorentz covariant cubic vertices. This is long-term motivation of our interest in studying higher-
derivative form of cubic vertices.
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where f(P, βa) is polynomial in the momentum P and analytic w.r.t the momenta β1, β2, β3, while
P
− is given in (4.10). By definition the cubic vertex p−[3] is a finite-order polynomial in the momen-
tum P and analytic function of the momenta β1, β2, β3. Taking into account that P
− is degree-2
polynomial in the momentum P (4.10) it is clear from (5.6) that, by using field redefinition, we can
remove in the cubic vertex p−[3] all terms P
q with q ≥ 2. In other words, by using field redefinitions,
the cubic vertex p−
[3]
can be made to be degree-1 polynomial in the momentum P,
p−[3] = iPV1 + V0 V1 = V1(βa) , V0 = V0(βa) , (5.7)
where new vertices V1, V0, being independent of the momentum P, are analytic functions of the
momenta β1, β2, β3. Obviously, the vertex p
−
[3] (5.7) automatically satisfies requirement in (4.18).
Thus, by using field redefinitions, we arrive the simple representation for the vertex given (5.7) and
respect requirement in (4.18). Note that the possibility to reduce cubic vertex to the first-derivative
form (5.7) exists only in three dimensions.
ii) Using (5.7), we now consider equation (4.16) and requirement for the density j−1
[3]
to be polyno-
mial in the momentum P. Using expression for J−1† (4.11), we find the following relation
J
−1†p−
[3]
= −2iP−NEβ V1
+ i
∑
a=1,2,3
(− m2a
βa
N
E
β +
βˇam
2
a
6βa
)
V1 −MV0
− P
( 1
β
N
E
β V0 + iMV1
)
. (5.8)
Using (5.8), we see that equation (4.16) and requirement for the density j−1
[3]
to be polynomial in
the momentum P amount to the following two equations
i
∑
a=1,2,3
(− m2a
βa
N
E
β +
βˇam
2
a
6βa
)
V1 −MV0 = 0 , (5.9)
1
β
N
E
β V0 + iMV1 = 0 , (5.10)
and the following representation for the density j−1[3] :
j−1[3] = 2iN
E
β V1 . (5.11)
iii) Plugging (5.7) into (4.15) we find the following equations for the vertices V1, V0:
J
+−V0 = 0 ,
(
J
+− + 1)V1 = 0 , J
+− ≡
∑
a=1,2,3
(βa∂βa +
1
2
eλa) . (5.12)
Thus, by using cubic vertex (5.7), we reduced our complete system of equations (4.15)-(4.18) to
equations for vertices V1, V0 in (5.9),(5.10) and (5.12). Equations (5.12) are simply homogeneity
equations. It is the equations (5.9),(5.10) that turn out to be complicated for the analysis.
iv) Vertices V1, V0 satisfy coupled equations (5.9),(5.10). Our basic observation is that these equa-
tions can be cast into decoupled (diagonalized) form in the following way. In place of vertices V1,
V0, we introduce vertices V , V¯ defined by the relations
V = V0 + κV1 , V¯ = V0 − κV1 . (5.13)
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It is the straightforward exercise to show that two equations for the vertices V1, V0 (5.9),(5.10)
amount to the decoupled (diagonalized) equations for the vertices V , V¯ given in (5.3). By defi-
nition, the vertices V1, V0 are analytic functions of the momenta β1, β2, β3. For arbitrary value of
massesma, quantity κ (5.2) is not analytic w.r.t β1, β2, β3. Therefore, from (5.13), we see that, in
general, the vertices V , V¯ are also non-analytic w.r.t. β1, β2, β3.
We note that, for the case of three massless fields, κ = 0. Therefore transformation (5.13) is
not invertible. For analysis of this particular case we will use basis of vertices V0 and V1.
Higher-derivative form of cubic vertex. As we noted all cubic vertices admit first-derivative
representation. Most first-derivative vertices can be used to generate their higher-derivative coun-
terparts in a rather straightforward way.6 Namely, for most cases, higher-derivative form of cu-
bic vertices is obtained by replacement κ = iP in expression for p−
[3]
(5.1) (for some details, see
Appendix A). Doing so, we get for most bose and fermi-bose cubic vertices the following higher-
derivative representation:
p−
[3]
= VHD , VHD = V
∣∣
κ=iP
. (5.14)
VHD = VB(La) , for bose vertices (5.15)
VHD = KVFB(La) , for fermi-bose vertices (5.16)
La ≡ i P
βa
+
βˇa
2βa
ma +
m2a+1 −m2a+2
2ma
, K ≡ 1
β1β2
(iP+m1β2 −m2β1
)
, (5.17)
where for fermi-bose vertices, the external line indices a = 1, 2 stand for two fermionic fields
entering the cubic vertex. Note that La appear in (5.15),(5.16) only iffma 6= 0, Expression for j−1[3]
corresponding to cubic vertex (5.14) is given by
j−1[3] = −
∑
a=1,2,3
2iβˇa
3βa
∂Lap
−
[3] , for bose vertices , (5.18)
j−1[3] =
( iβˇ3
3β1β2
−K
∑
a=1,2,3
2iβˇa
3βa
∂La
)
VFB for fermi-bose vertices . (5.19)
We emphasize that expressions for p−
[3]
(5.15),(5.16) and for j−1
[3]
in (5.18),(5.19) are valid for most
(not all) cubic vertices we discuss below. For the remaining cubic vertices, the higher-derivative
form of p−[3] depends not only on L1, L2, L3 but also on β1, β2, β3. For some such cubic vertices,
the procedure for generating higher-derivative vertices p−
[3]
is clarified in Appendix A, while the
expressions p−[3] and j
−1
[3] are presented explicitly in Sec.6 and Sec.7. We now apply our result
above-presented for discussion of all cubic vertices in turn.
6 Cubic interaction vertices for bosonic fields
Classification of bose vertices. Cubic vertices describing interaction of three bosonic fields we
refer to as bose vertices. Consider bose vertex for three fields having masses m1, m2, m3. To
develop classification of bose vertices we introduce a quantitiesD, Pǫm defined by the relations
D ≡ m41 +m42 +m43 − 2m21m22 − 2m22m23 − 2m23m21 , (6.1)
6In general, higher-derivative vertices are degree-n, n ≥ 2, polynomials in P. Some particular higher-derivative
vertices for low spin 0, 1/2, 1 fields are degree-1 polynomials in P. For these particular cases, expressions for higher-
derivative and first-derivative cubic vertices coincide.
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Pǫm ≡
∑
a=1,2,3
ǫama , ǫ
2
a = 1 , a = 1, 2, 3 , (6.2)
D = (m1 +m2 +m3)(m1 +m2 −m3)(m1 −m2 +m3)(m1 −m2 −m3) , (6.3)
where, in (6.3), we present helpful alternative representation for the quantity D defined in (6.1).
From (6.2), (6.3) it is seen that D 6= 0 iff Pǫm 6= 0 for all admitted values of ǫ1, ǫ2, ǫ3. Also, from
(6.2), (6.3), we see that, if Pǫm = 0 for some values of ǫ1, ǫ2, ǫ3, thenD = 0.
Depending on the massesm1,m2,m3, we split cubic vertices in the following four groups:
Ia) m1 6= 0 , m2 6= 0 , m3 6= 0 , D 6= 0; (6.4)
Ib) m1 6= 0 , m2 6= 0 , m3 6= 0 , Pǫm = 0; (6.5)
IIa) m1 6= 0 , m2 6= 0 , |m1| 6= |m2| , m3 = 0 ; (6.6)
IIb) m1 6= 0 , m2 6= 0 , |m1| = |m2| , m3 = 0 ; (6.7)
III) m1 = 0 , m2 = 0 , m3 6= 0 ; (6.8)
IV) m1 = 0 , m2 = 0 , m3 = 0 . (6.9)
Now, using our classification in (6.4)-(6.9), we discuss the respective cubic vertices in turn.
Ia) Cubic vertices for three arbitrary spin massive fields with masses D 6= 0. Using notation
as in (2.10)-(2.12), we consider a cubic vertex for three fields with the following masses and spins:
(m1, s1)− (m2, s2)− (m3, s3) , s1, s2, s3 ∈ N0 ,
m1 6= 0 , m2 6= 0 , m3 6= 0; D 6= 0 , (6.10)
where D is defined in (6.1). Solution for vertices V , V¯ entering cubic vertex p−
[3]
(5.1) is given by
V = CVκ , V¯ = CV−κ , (6.11)
Vκ = L
s1
κ,1L
s2
κ,2L
s3
κ,3 , (6.12)
Lκ,a ≡ κ
βa
+
βˇa
2βa
ma +
m2a+1 −m2a+2
2ma
, κ2 = −β
∑
a=1,2,3
m2a
βa
, (6.13)
where C is coupling constant. Plugging V and V¯ (6.11) into (5.1), we get first-derivative form of
the cubic vertex p−[3]. Throughout this paper all coupling constants are real valued. We note also in
general our coupling constants might depend on masses and spins of fields entering cubic vertex.
Higher-derivative form. Higher-derivative form of the vertex in (6.10) is obtained by plugging
κ = iP into expressions for V , V¯ (6.11) and p−[3] (5.1). Doing so, we get
p−
[3]
= CLs11 L
s2
2 L
s3
3 , La ≡ i
P
βa
+
βˇa
2βa
ma +
m2a+1 −m2a+2
2ma
, (6.14)
where the coupling constantC in (6.14) is the same as the one in (6.11), while P and βˇa are defined
in (4.3). Expression for j−1
[3]
can be obtained by plugging p−
[3]
(6.14) into (5.18).
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Ib) Cubic vertices for three arbitrary spin massive fields with massesPǫm = 0. Using notation
as in (2.10)-(2.12), we consider a cubic vertex for three fields with the following masses and spins:
(m1, s1)− (m2, s2)− (m3, s3) , s1, s2, s3 ∈ N0 ,
m1 6= 0 , m2 6= 0 , m3 6= 0 , Pǫm = 0; (6.15)
where Pǫm is defined in (6.2). First-derivative form of cubic vertices describing interactions of
fields in (6.15) is given by
p−
[3]
= Cǫ1ǫ2ǫ3(iP+ Pǫm)P
Sǫ−1
ǫm
∏
a=1,2,3
β−sǫaa , (6.16)
Sǫ ≡
∑
a=1,2,3
sǫa , sǫa ≡ ǫasa , (6.17)
Pǫm ≡ 1
3
∑
a=1,2,3
βˇaǫama , ǫ
2
1 = 1 , ǫ
2
2 = 1 , ǫ
2
3 = 1 , (6.18)
where, in general, coupling constants Cǫ1ǫ2ǫ3 can depend not only on masses spins but also on the
parameters ǫ1, ǫ2, ǫ3. The massesma and the parameters ǫa satisfy the constraint Pǫm = 0, where
Pǫm = 0 is given in (6.2). Ifma and ǫa satisfy constraintPǫm = 0, then thema and−ǫa also satisfy
constraint Pǫm = 0. Therefore, for fields with masses and spins as in (6.15), the cubic interactions
are described by two vertices with coupling constants Cǫ1ǫ2ǫ3 and C−ǫ1−ǫ2−ǫ3 . The cubic vertex
with coupling constants Cǫ1ǫ2ǫ3 is given in (6.16), while the cubic vertex with coupling constants
C−ǫ1−ǫ2−ǫ3 is obtained by making replacement ǫa → −ǫa in (6.16).
Higher-derivative form. In (6.16), Sǫ ∈ Z. For Sǫ > 0, the first-derivative cubic vertex (6.16)
admits the following higher-derivative form (for details, see Appendix A):
p−[3] = C
HD
ǫ1ǫ2ǫ3
(
iP+ Pǫm
)
P
Sǫ−1
∏
a=1,2,3
β−sǫaa , Sǫ > 0 , C
HD
ǫ1ǫ2ǫ3
≡ iSǫ−1Cǫ1ǫ2ǫ3 , (6.19)
where, in (6.19), Cǫ1ǫ2ǫ3 the coupling constant entering first-derivative vertex (6.16). Expression
for j−1[3] corresponding to p
−
[3] (6.19) is given by
j−1
[3]
= −CHDǫ1ǫ2ǫ3
(
2iPSǫ +
2β
3
(Sǫ − 1)Pǫm
)
P
Sǫ−2
∏
a=1,2,3
β−sǫaa (6.20)
Pǫm ≡
∑
a=1,2,3
ǫama
βa
, Sǫ ≡ 1
3
∑
a=1,2,3
βˇasǫa , Sǫ ≡
∑
a=1,2,3
sǫa . (6.21)
IIa) Cubic vertex for two arbitrary spin massive fields with masses |m1| 6= |m2| and one scalar
massless field. Using notation as in (2.10)-(2.12), we consider a cubic vertex for three fields with
the following masses and spins:
(m1, s1)− (m2, s2)− (m3, 0) , s1, s2 ∈ N0 ,
m1 6= 0, m2 6= 0, |m1| 6= |m2|, m3 = 0 , (6.22)
Solution for vertices V , V¯ entering cubic vertex p−[3] (5.1) is given by
V = CVκ , V¯ = CV−κ , (6.23)
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Vκ ≡ Ls1κ,1Ls2κ,2 , κ2 = −β2β3m21 − β1β3m22 , (6.24)
Lκ,1 ≡ κ
β1
+
βˇ1
2β1
m1 +
m22
2m1
, Lκ,2 ≡ κ
β2
+
βˇ2
2β2
m2 − m
2
1
2m2
, (6.25)
where C is a coupling constant. Plugging V and V¯ (6.23) into (5.1), we get first-derivative form
of the cubic vertex p−[3].
Higher-derivative form. Higher-derivative form of the vertex in (6.22) is obtained by plugging
κ = iP into expressions for V , V¯ (6.23) and p−
[3]
(5.1). Doing so, we get
p−
[3]
= CLs11 L
s2
2 , (6.26)
L1 ≡ i P
β1
+
βˇ1
2β1
m1 +
m22
2m1
, L2 ≡ i P
β2
+
βˇ2
2β2
m2 − m
2
1
2m2
, (6.27)
where the coupling constant C in (6.26) is the same as the one in (6.23). Expression for j−1[3] can
be obtained by plugging p−
[3]
(6.26) into (5.18).
IIb) Cubic vertices for one scalar massless field and two arbitrary spin massive fields with
masses |m1| = |m2|. Using notation as in (2.10)-(2.12), we consider a cubic vertex for three fields
with the following masses and spins:
(m1, s1)− (m2, s2)− (m3, 0) , s1, s2 ∈ N0 ,
m1 6= 0 , m2 6= 0 , |m1| = |m2| , m3 = 0 . (6.28)
The constraint |m1| = |m2| leads to the consideration of two different cases: m1 = m2 and
m1 = −m2. For these two cases, we find four vertices which we label as IIb1-IIb4. First-derivative
form of these four vertices is given by
IIb1) p−
[3]
= C+(1 +
iP
m1β3
)(
β3
β1
)−s1(
β3
β2
)s2 , for m1 = m2; (6.29)
IIb2) p−
[3]
= C¯+(1− iP
m1β3
)(
β3
β1
)s1(
β3
β2
)−s2 for m1 = m2; (6.30)
IIb3) p−[3] = C−(1 +
iP
m1β3
)(
β3
β1
)−s1(
β3
β2
)−s2 for m1 = −m2; (6.31)
IIb4) p−
[3]
= C¯−(1− iP
m1β3
)(
β3
β1
)s1(
β3
β2
)s2 for m1 = −m2 . (6.32)
We see that for masses m1 = m2 there are two cubic vertices given in (6.29), (6.30), while for
massesm1 = −m2 two cubic vertices are given in (6.31), (6.32).
Higher-derivative form. For the cases IIb1,IIb2,IIb4, we find the following higher-derivative
representation,
IIb1) p−
[3]
= CHD+ (
β3
β1
)−s1Ls22 , C
HD
+ =
2C+
(2m2)s2
, m1 = m2 , (6.33)
IIb2) p−[3] = C¯
HD
+ L
s1
1 (
β3
β2
)−s2 , C¯HD+ =
2C¯+
(−2m1)s1 , m1 = m2 , (6.34)
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IIb4) p−
[3]
= C¯HD− L
s1
1 L
s2
2 , C¯
HD
− =
2C¯−
(−2m1)s1(2m2)s2 , m1 = −m2 , (6.35)
L1 ≡ 1
β1
(
iP−m1β3
)
, L2 ≡ 1
β2
(
iP+m2β3
)
, (6.36)
where, in (6.33)-(6.35), we show how coupling constants CHD+ , C¯
HD
± entering higher-derivative
form of vertices are related to the coupling constants entering first-derivative form of vertices
(6.29)-(6.32). Expression for j−1
[3]
corresponding to p−
[3]
(6.35) can be obtained by plugging p−
[3]
(6.35) into (5.18), while expressions for j−1
[3]
corresponding to p−
[3]
in (6.33),(6.34) are given by
IIb1) j−1
[3]
= CHD+
(
2is1 − 2iβˇ2
3β2
s2
)
(
β3
β1
)−s1Ls2−12 , m1 = m2 , s2 ≥ 1; (6.37)
IIb2) j−1
[3]
= −C¯HD+
(
2is2 +
2iβˇ1
3β1
s1
)
Ls1−11 (
β3
β2
)−s2 , m1 = m2 , s1 ≥ 1 . (6.38)
III) Cubic vertex for two scalar massless fields and one arbitrary spin massive field. Using
notation as in (2.10)-(2.12), we consider a cubic vertex for three fields with the following masses
and spins:
(m1, 0)− (m2, 0)− (m3, s3) , s3 ∈ N0 ,
m1 = 0, m2 = 0, m3 6= 0 . (6.39)
Solution for vertices V , V¯ entering cubic vertex p−
[3]
(5.1) is given by
V = CVκ , V¯ = CV−κ , (6.40)
Vκ ≡ Ls3κ,3 , Lκ,3 ≡
κ
β3
+
βˇ3
2β3
m3 , κ
2 = −β1β2m23 , (6.41)
where C is a coupling constant. Plugging V , V¯ (6.40) into (5.1), we get first-derivative form of the
cubic vertex p−
[3]
.
Higher-derivative form. Higher-derivative form of the cubic vertex in (6.39) is obtained by plug-
ging κ = iP into expressions for V , V¯ (6.40) and p−[3] (5.1). Doing so, we get
p−[3] = CL
s3
3 , L3 ≡ i
P
β3
+
βˇ3
2β3
m3 , (6.42)
where the coupling constant C in (6.42) is the same as the one in (6.40). Expression for j−1[3]
corresponding to p−
[3]
(6.42) can be obtained by plugging p−
[3]
(6.42) into (5.18).
IV)m1 = 0,m2 = 0,m3 = 0, Cubic vertices for three scalar massless fields. Using notation as
in (2.10)-(2.12), we consider a cubic vertex for three massless scalar fields:
(0, 0)− (0, 0)− (0, 0) , (6.43)
For the case of three massless fields, transformation (5.13) is not invertible in view of κ = 0. For
studying this case we use basis of cubic vertices V0, V1 which should satisfy equations (5.12) and
equations obtained by setting m1 = 0, m2 = 0, m3 = 0 in (5.9),(5.10). Note that, for m1 = 0,
m2 = 0, m3 = 0, equation (5.9) is satisfied automatically. Thus, for vertices V0 and V1, we get
equations (5.12) and equation NβV0 = 0. Solution to these equations is given by
V0 = C0 , V1 =
1
β3
v
(β1
β2
)
, (6.44)
where C0 is coupling constant, while v is function of the ratio β1/β2.
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7 Cubic interaction vertices for fermonic and bosonic fields
Classification of fermi-bose vertices. Cubic vertices describing interaction of two fermionic fields
and one bosonic field we refer to as fermi-bose vertices. Our conventions for fields in the cubic
vertex are as follows. In the bose-fermi vertices, two fermionic fields carry external line indices
a = 1, 2, while one bosonic field corresponds to a = 3. Namely, using notation as in (2.10)-(2.15),
in the bose-fermi vertices, two fermionic fields and one bosonic field are identified as
(m1, s1 +
1
2
), (m2, s2 +
1
2
)− two fermionic fields , (m3, s3)− one bosonic field (7.1)
As before, to develop classification of fermi-bose vertices we use the quantities D, Pǫm defined
in (6.1)(6.2). Namely, depending on the masses of two fermionic fields m1, m2, and mass of one
bosonic fieldm3, we split vertices in the following four groups:
Ia) m1 6= 0 , m2 6= 0 , m3 6= 0 , D 6= 0; (7.2)
Ib) m1 6= 0 , m2 6= 0 , m3 6= 0 , Pǫm = 0; (7.3)
IIa1) m1 6= 0 , m2 6= 0 , |m1| 6= |m2| , m3 = 0 ; (7.4)
IIa2) m1 = 0 , m2 6= 0 , m3 6= 0 , |m2| 6= |m3| , (7.5)
IIb1) m1 6= 0 , m2 6= 0 , |m1| = |m2| , m3 = 0 ; (7.6)
IIb2) m1 = 0 , m2 6= 0 , m3 6= 0 |m2| = |m3| ; (7.7)
IIIa) m1 = 0 , m2 = 0 , m3 6= 0 ; (7.8)
IIIb) m1 6= 0 , m2 = 0 , m3 = 0 ; (7.9)
IV) m1 = 0 , m2 = 0 , m3 = 0 . (7.10)
Now, using our classification in (7.2)-(7.10), we discuss the respective cubic vertices in turn.
Ia) Cubic vertices for two fermionic arbitrary spin massive fields and one bosonic arbitrary
spin massive field with masses D 6= 0. Using notation as in (2.10)-(2.15), we consider a cubic
vertex for three fields with the following masses and spins:
(m1, s1 +
1
2
)− (m2, s2 + 1
2
)− (m3, s3) , s1, s2, s3 ∈ N0 ,
m1 6= 0 , m2 6= 0 , m3 6= 0; D 6= 0 , (7.11)
where D is defined in (6.1). Solution for vertices V , V¯ entering cubic vertex p−[3] (5.1) is given by
V = CVκ , V¯ = CV−κ , (7.12)
Vκ = KκL
s1
κ,1L
s2
κ,2L
s3
κ,3 , Kκ ≡
1
β1β2
(κ+m1β2 −m2β1) , (7.13)
Lκ,a ≡ κ
βa
+
βˇa
2βa
ma +
m2a+1 −m2a+2
2ma
, κ2 = −β
∑
a=1,2,3
m2a
βa
, (7.14)
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where C is coupling constant. Plugging V , V¯ (7.12) into (5.1), we get first-derivative form of the
cubic vertex p−[3]. We recall that throughout this paper all coupling constants are real valued and, in
general, our coupling constants might depend on masses and spins of fields entering cubic vertex.
Higher-derivative form. Higher-derivative form of the vertex in (7.11) is obtained by plugging
κ = iP into expressions for V , V¯ (7.12) and p−[3] (5.1). Doing so, we get
p−
[3]
= CKLs11 L
s2
2 L
s3
3 , K ≡
1
β1β2
(iP+m1β2 −m2β1) , (7.15)
La ≡ i P
βa
+
βˇa
2βa
ma +
m2a+1 −m2a+2
2ma
, (7.16)
where the coupling constant C in (7.15) is the same as the one in (7.12), while the momenta P and
βˇa are defined in (4.3). Expression for j
−1
[3]
corresponding to p−
[3]
(7.15) can be obtained by using
p−[3] (7.15) and general relations in (5.14),(5.16),(5.19).
Ib) Cubic vertices for two fermionic arbitrary spin massive fields and one bosonic arbitrary
spin massive field with masses Pǫm = 0. Using notation as in (2.10)-(2.15), we consider a cubic
vertex for three fields with the following masses and spins:
(m1, s1 +
1
2
)− (m2, s2 + 1
2
)− (m3, s3) , s1, s2, s3 ∈ N0 ,
m1 6= 0 , m2 6= 0 , m3 6= 0 , Pǫm = 0; (7.17)
where Pǫm is defined in (6.2). First-derivative form of cubic vertices describing interactions of
fields in (7.17) is given by
p−
[3]
= Cǫ1ǫ2ǫ3(iP+ Pǫm)P
Sfǫ−1
ǫm β
− 1
2
1 β
− 1
2
2
∏
a=1,2,3
β−s
f
ǫa
a , (7.18)
S
f
ǫ ≡
∑
a=1,2,3
sfǫa , s
f
ǫa ≡ ǫasfa , sf1 ≡ s1 +
1
2
, sf2 ≡ s2 +
1
2
, sf3 ≡ s3 , (7.19)
Pǫm ≡ 1
3
∑
a=1,2,3
βˇaǫama , ǫ
2
1 = 1 , ǫ
2
2 = 1 , ǫ
2
3 = 1 , (7.20)
where, in general, a coupling constants Cǫ1ǫ2ǫ3 can depend not only on masses and spins but also
on the parameters ǫa, a = 1, 2, 3. The ma and ǫa satisfy the constraint Pǫm = 0, where Pǫm
is defined in (6.2). If ma and ǫa satisfy constraint Pǫm = 0, then the ma and −ǫa also satisfy
constraint Pǫm = 0. Therefore, for fields with masses and spins as in (7.17), the cubic interactions
are described by two vertices with coupling constants Cǫ1ǫ2ǫ3 and C−ǫ1−ǫ2−ǫ3 . The cubic vertex
with coupling constants Cǫ1ǫ2ǫ3 is given in (7.18), while the cubic vertex with coupling constants
C−ǫ1−ǫ2−ǫ3 is obtained by making the replacements ǫa → −ǫa, a = 1, 2, 3, in (7.18).
Higher-derivative form. In (7.18), Sfǫ ∈ Z. For Sfǫ > 0, the cubic vertex (7.18) admits the
following higher-derivative representation:
p−[3] = C
HD
ǫ1ǫ2ǫ3
(
iP+ Pǫm
)
P
S
f
ǫ−1β
− 1
2
1 β
− 1
2
2
∏
a=1,2,3
β−s
f
ǫa
a , S
f
ǫ > 0 , C
HD
ǫ1ǫ2ǫ3
= iS
f
ǫ−1Cǫ1ǫ2ǫ3 ,
(7.21)
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where, in (7.21), Cǫ1ǫ2ǫ3 is the coupling constant entering first-derivative vertex in (7.18). The
momentum P is defined in (4.3). Expression for j−1[3] corresponding to p
−
[3] (7.21) is given by
j−1
[3]
= −CHDǫ1ǫ2ǫ3
(
2iPSfǫ +
2β
3
(Sfǫ − 1)Pǫm
)
P
Sfǫ−2β
− 1
2
1 β
− 1
2
2
∏
a=1,2,3
β−s
f
ǫa
a , (7.22)
Pǫm ≡
∑
a=1,2,3
ǫama
βa
, Sfǫ ≡
1
3
∑
a=1,2,3
βˇas
f
ǫa , β ≡ β1β2β3 , (7.23)
where we use the notation as in (7.19),(7.20).
IIa1) Cubic vertex for two fermionic arbitrary spin massive fields with masses |m1| 6= |m2|
and one scalar massless field. Using notation as in (2.10)-(2.15), we consider a cubic vertex for
three fields with the following masses and spins:
(m1, s1 +
1
2
)− (m2, s2 + 1
2
)− (m3, 0) , s1, s2 ∈ N0 ,
m1 6= 0, m2 6= 0, |m1| 6= |m2|, m3 = 0 . (7.24)
Solution for vertices V , V¯ entering cubic vertex p−
[3]
(5.1) is given by
V = CVκ , V¯ = CV−κ , (7.25)
Vκ ≡ KκLs1κ,1Ls2κ,2 , Kκ ≡
1
β1β2
(κ+m1β2 −m2β1) (7.26)
Lκ,1 ≡ κ
β1
+
βˇ1
2β1
m1 +
m22
2m1
, Lκ,2 ≡ κ
β2
+
βˇ2
2β2
m2 − m
2
1
2m2
, (7.27)
κ2 = −β2β3m21 − β1β3m22 , (7.28)
where C is a coupling constant. Plugging V and V¯ (7.25) into (5.1), we get first-derivative form
of the cubic vertex p−
[3]
.
Higher-derivative form. Higher-derivative form of the vertex in (7.24) is obtained by plugging
κ = iP into expressions for V , V¯ (7.25) and p−[3] (5.1). Doing so, we get
p−
[3]
= CKLs11 L
s2
2 , K ≡
1
β1β2
(iP+m1β2 −m2β1) , (7.29)
L1 ≡ i P
β1
+
βˇ1
2β1
m1 +
m22
2m1
, L2 ≡ i P
β2
+
βˇ2
2β2
m2 − m
2
1
2m2
, (7.30)
where the coupling constant C in (7.29) is the same as the one in (7.25), while the momenta P and
βˇa are defined in (4.3). Expression for j
−1
[3]
corresponding to p−
[3]
(7.29) can be obtained by using
p−[3] (7.29) and general relations in (5.14),(5.16),(5.19).
IIa2) Cubic vertex for one fermionic massless field, one fermionic arbitrary spin massive field
and one bosonic arbitrary spin massive fields with masses |m2| 6= |m3|. Using notation as in
(2.10)-(2.15), we consider a cubic vertex for three fields with the following masses and spins:
(m1,
1
2
)− (m2, s2 + 1
2
)− (m3, s3 + 1
2
) , s2, s3 ∈ N0 ,
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m1 = 0, m2 6= 0, m3 6= 0 , |m2| 6= |m3| . (7.31)
Solution for vertices V , V¯ entering cubic vertex p−
[3]
(5.1) is given by
V = CVκ , V¯ = CV−κ , (7.32)
Vκ ≡ KκLs2κ,2Ls3κ,3 , Kκ ≡
1
β1β2
(κ−m2β1) , (7.33)
Lκ,2 ≡ κ
β2
+
βˇ2
2β2
m2 +
m23
2m2
, Lκ,3 ≡ κ
β3
+
βˇ3
2β3
m3 − m
2
2
2m3
, (7.34)
κ2 = −β1β3m22 − β1β2m23 , (7.35)
where C is a coupling constant. Plugging V , V¯ (7.32) into (5.1), we get first-derivative form of the
cubic vertex p−[3].
Higher-derivative form. Higher-derivative form of the vertex in (7.31) is obtained by plugging
κ = iP into expressions for V , V¯ (7.32) and p−
[3]
(5.1). Doing so, we get
p−
[3]
= CKLs22 L
s3
3 , K ≡
1
β1β2
(iP−m2β1) , (7.36)
L2 ≡ i P
β2
+
βˇ2
2β2
m2 +
m23
2m2
, L3 ≡ i P
β3
+
βˇ3
2β3
m3 − m
2
2
2m3
, (7.37)
where the coupling constant C in (7.36) is the same as the one in (7.32). Expression for j−1
[3]
corre-
sponding to p−
[3]
(7.36) can be obtained by using p−
[3]
(7.36) and general relations in (5.14),(5.16),(5.19).
IIb1) Cubic vertices for two fermionic arbitrary spin massive fields with masses |m1| = |m2|
and one scalar massless field. Using notation as in (2.10)-(2.15), we consider a cubic vertex for
three fields with the following masses and spins:
(m1, s1 +
1
2
)− (m2, s2 + 1
2
)− (m3, 0) , s1, s2 ∈ N0 ,
m1 6= 0 , m2 6= 0 , |m1| = |m2| , m3 = 0 . (7.38)
The constraint |m1| = |m2| leads to the consideration of two different cases: m1 = m2 and
m1 = −m2. For these two cases, we find four vertices which we label to as IIb1.1-IIb1.4. First-
derivative form of these four vertices is given by
IIb1.1) p−
[3]
= C+
1
β2
(1 +
iP
m1β3
)(
β3
β1
)−s1(
β3
β2
)s2 , m1 = m2; (7.39)
IIb1.2) p−[3] = C¯+
1
β1
(1− iP
m1β3
)(
β3
β1
)s1(
β3
β2
)−s2 , m1 = m2; (7.40)
IIb1.3) p−
[3]
= C−
1
β3
(1 +
iP
m1β3
)(
β3
β1
)−s1(
β3
β2
)−s2 , m1 = −m2; (7.41)
IIb1.4) p−[3] = C¯−
β3
β1β2
(1− iP
m1β3
)(
β3
β1
)s1(
β3
β2
)s2 , m1 = −m2 . (7.42)
Thus, for massesm1 = m2 we find two cubic vertices are given in (7.39), (7.40), while, for masses
m1 = −m2, two cubic vertices are given in (7.41), (7.42).
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Higher-derivative form. For the vertices in (7.39),(7.40), and (7.42), we find the following higher-
derivative representation,
IIb1.1) p−[3] = C
HD
+
1
β2
(
β3
β1
)−s1Ls22 , C
HD
+ =
2C+
(2m2)s2
, m1 = m2 , (7.43)
IIb1.2) p−[3] = C¯
HD
+
1
β1
Ls11 (
β3
β2
)−s2 , C¯HD+ =
2C¯+
(−2m1)s1 , m1 = m2 , (7.44)
IIb1.4) p−[3] = C¯
HD
−
β3
β1β2
Ls11 L
s2
2 , C¯
HD
− =
2C¯−
(−2m1)s1(2m2)s2 , m1 = −m2 , (7.45)
L1 ≡ 1
β1
(
iP−m1β3
)
, L2 ≡ 1
β2
(
iP+m2β3
)
, (7.46)
where CHD+ , C¯
HD
± are coupling constants entering higher-derivative form of cubic vertices. In
(7.43)-(7.45), we show how these constants are related to the coupling constants entering first-
derivative form of cubic vertices (7.39)-(7.42). Expressions for the densities j−1[3] corresponding to
p−[3] in (7.43)-(7.45) are given by
IIb1.1) j−1[3] = C
HD
+
(
2i(s1 − β3
2β2
)− 2iβˇ2
3β2
s2
) 1
β2
(
β3
β1
)−s1Ls2−12 , m1 = m2 , s2 ≥ 1; (7.47)
IIb1.2) j−1[3] = −C¯HD+
(
2i(s2 − β3
2β1
)
+
2iβˇ1
3β1
s1
) 1
β1
Ls1−11 (
β3
β2
)−s2 , m1 = m2 , s1 ≥ 1; (7.48)
IIb1.4) j−1[3] =
iβˇ3β3C¯
HD
−
β21β
2
2
(
iP−m1β3
)
Ls1−11 L
s2−1
2 −
∑
a=1,2
2iβˇa
3βa
∂Lap
−
[3] , m1 = −m2 , (7.49)
where in (7.49) we assume the restriction s1 + s2 ≥ 1.
IIb2) Cubic vertices for one fermionic massless field, one fermionic arbitrary spin massive
fields and one bosonic arbitrary spin massive field with masses |m2| = |m3|. Using notation as
in (2.10)-(2.15), we consider a cubic vertex for three fields with the following masses and spins:
(m1,
1
2
)− (m2, s2 + 1
2
)− (m3, s3) , s2, s3 ∈ N0 ,
m1 = 0 , m2 6= 0 , m3 6= 0 |m2| = |m3| . (7.50)
The constraint |m2| = |m3| leads to the consideration of two different cases: m2 = m3 and
m2 = −m3. For these two cases, we find four vertices which we label to as IIb2.1-IIb2.4. First-
derivative form of these four vertices is given by
IIb2.1) p−
[3]
= C+
1
β1
(1 +
iP
m3β1
)(
β1
β2
)−s2(
β1
β3
)s3 , m2 = m3; (7.51)
IIb2.2) p−[3] = C¯+
1
β2
(1− iP
m3β1
)(
β1
β2
)s2(
β1
β3
)−s3 , m2 = m3; (7.52)
IIb2.3) p−
[3]
= C−
1
β2
(1 +
iP
m3β1
)(
β1
β2
)s2(
β1
β3
)s3 , m2 = −m3; (7.53)
IIb2.4) p−
[3]
= C¯−
1
β1
(1− iP
m3β1
)(
β1
β2
)−s2(
β1
β3
)−s3 , m2 = −m3 . (7.54)
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Thus, for masses m2 = m3, we find two cubic vertices given in (7.51), (7.52), while, for masses
m2 = −m3, two cubic vertices are given in (7.53), (7.54).
Higher-derivative form. For the vertices in (7.51),(7.52), and (7.54), we find the following higher-
derivative representation,
IIb2.1) p−[3] = C
HD
+
1
β1
(
β1
β2
)−s2Ls33 , C
HD
+ =
2C+
(2m3)s3
, m2 = m3 , (7.55)
IIb2.2) p−[3] = C¯
HD
+
1
β2
Ls22 (
β1
β3
)−s3 , C¯HD+ =
2C¯+
(−2m2)s2 , m2 = m3 , (7.56)
IIb2.3) p−[3] = C¯
HD
−
1
β2
Ls22 L
s3
3 , C¯
HD
− =
2C¯−
(−2m2)s2(2m3)s3 , m2 = −m3 , (7.57)
L2 ≡ 1
β2
(
iP−m2β1
)
, L3 ≡ 1
β3
(
iP+m3β1
)
, (7.58)
where CHD+ , C¯
HD
± are coupling constants entering higher-derivative form of cubic vertices. In
(7.55)-(7.57), we show how these constant are related to the coupling constants entering first-
derivative form of cubic vertices (7.51)-(7.54). Expressions for j−1
[3]
corresponding to p−
[3]
in (7.55)-
(7.57) are given by
IIb2.1) j−1[3] = C
HD
+
(
2i(s2 +
1
2
)− 2iβˇ3
3β3
s3
) 1
β1
(
β1
β2
)−s2Ls3−13 , m2 = m3 , s3 ≥ 1; (7.59)
IIb2.2) j−1[3] = −C¯HD+
(
2i(s3 +
β3
2β2
) +
2iβˇ2
3β2
s2
) 1
β2
Ls2−12 (
β1
β3
)−s3 , m2 = m3 , s2 ≥ 1; (7.60)
IIb2.3) j−1[3] = −
iC¯HD−
β22
(
iP−m2β1
)
Ls2−12 L
s3−1
3 −
∑
a=2,3
2iβˇa
3βa
∂Lap
−
[3] , m2 = −m3 , (7.61)
where, in (7.61), we assume the restriction s2 + s3 ≥ 1.
IIIa) Cubic vertex for two fermionic massless fields and one arbitrary spin massive field.
Using notation as in (2.10)-(2.15), we consider a cubic vertex for three fields with the following
masses and spins:
(m1,
1
2
)− (m2, 1
2
)− (m3, s3) , s3 ∈ N0 ,
m1 = 0, m2 = 0, m3 6= 0; (7.62)
Solution for vertices V , V¯ entering cubic vertex p−
[3]
(5.1) is given by
V = CVκ , V¯ = CV−κ , (7.63)
Vκ ≡ 1
κ
Ls3κ,3 , Lκ,3 ≡
κ
β3
+
βˇ3
2β3
m3 , κ
2 = −β1β2m23 , (7.64)
where C is coupling constant. Plugging V and V¯ (7.63) into (5.1), we get first-derivative form of
the cubic vertex p−[3].
Higher-derivative form. Higher-derivative form of the cubic vertex in (7.62) is obtained by using
expressions for V , V¯ (7.63) and p−
[3]
(5.1) (for some details, see Appendix A). Doing so, we get
p−
[3]
= CHDKLs33 , K ≡
iP
β1β2
, L3 ≡ i P
β3
+
βˇ3
2β3
m3 , C
HD = − 1
m23
C , (7.65)
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where the coupling constant C appearing in (7.65) is the same as the one in (7.63). Expression for
j−1[3] can be obtained by using p
−
[3] (7.65) and general relations in (5.14),(5.16),(5.19).
IIIb) Cubic vertex for one fermionic arbitrary spin massive field, one fermionic massless field,
and one scalar massless field. Using notation as in (2.10)-(2.15), we consider a cubic vertex for
three fields with the following masses and spins:
(m1, s1 +
1
2
)− (m2, 1
2
)− (m3, 0) , s1 ∈ N0 ,
m1 6= 0, m2 = 0, m3 = 0 . (7.66)
Solution for vertices V , V¯ entering cubic vertex p−
[3]
(5.1) is given by
V = CVκ , V¯ = CV−κ , (7.67)
Vκ ≡ KκLs1κ,1 , Kκ ≡
1
β1β2
(κ +m1β2) , (7.68)
Lκ,1 ≡ κ
β1
+
βˇ1
2β1
m1 , κ
2 = −β2β3m21 , (7.69)
where C is coupling constant. Plugging V and V¯ (7.67) into (5.1), we get first-derivative form of
the cubic vertex p−[3].
Higher-derivative form. Higher-derivative form of the cubic vertex in (7.66) is obtained by plug-
ging κ = iP into expressions for V , V¯ (7.67) and p−[3] (5.1). Doing so, we get
p−
[3]
= CKLs11 , K ≡
1
β1β2
(iP+m1β2) , L1 ≡ i P
β1
+
βˇ1
2β1
m1 , (7.70)
where the coupling constant C in (7.70) is the same as the one in (7.67). Expression for j−1
[3]
can
be obtained by using p−[3] (7.70) and general relations in (5.14),(5.16),(5.19).
IV) Cubic vertices for two fermionic massless fields and one scalar massless field. Using
notation as in (2.10)-(2.15), we consider a cubic vertex for two fermionic massless fields and one
massless scalar field:
(0,
1
2
)− (0, 1
2
)− (0, 0) . (7.71)
For the case of three massless fields, transformation (5.13) is not invertible in view of κ = 0. For
studying this case we use basis of cubic vertices V0, V1 which should satisfy equations (5.12) and
equations obtained by setting m1 = 0, m2 = 0, m3 = 0 in (5.9),(5.10). Note that, for m1 = 0,
m2 = 0, m3 = 0, equation (5.9) is satisfied automatically. Thus, for vertices V0 and V1, we get
equations (5.12) and equation NEβ V0 = 0. Solution to these equations is given by
V0 = 0 , V1 =
1
β1β2
v
(β1
β2
)
, (7.72)
where C0 is coupling constant, while v is analytical function of the ratio β1/β2.
8 Conclusions
In this paper, we exploited light-cone gauge approach for studying interacting arbitrary integer
and half-integer spin massive fields and scalar and one-half massless spin fields propagating flat
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3d space. For such fields we build all cubic interaction vertices. As it is happens in any other
approaches, the light-cone gauge interaction vertices have freedom related to field redefinitions.
Using this freedom we worked out two equivalent forms of light-cone gauge vertices which we
refer to as first-derivative form and higher-derivative form. We expect that our results could have a
lot of very interesting generalizations and applications which we now discuss.
i) In this paper, we built cubic interactions vertices for both the bosonic and fermionic massive
(massless) fields in R2,1. We expect therefore that our results for cubic interaction vertices pro-
vide good starting point for studying supersymmetric interacting massive (massless) fields in R2,1.
Light-cone gauge approach turns out to be convenient for studying massless higher-spin theories
in R3,1. Using this approach, all cubic interaction vertices for massless arbitrary spin N -extended
supermultiplets in R3,1 have been found in Refs.[17, 18]7 As the light-cone gauge formulation of
supersymmetric massive fields in R2,1 is similar to the light-cone gauge formulation of massless
fields in R3,1 we think that studying of supersymmetric massive field theory in R2,1 by using light-
cone gauge approach will be fruitful. In the framework of Lorentz covariant approach, the study
of free massive fields in 3d may be found in Refs.[21]-[23], while the supersymmetric free mas-
sive field theories are investigated in Refs.[24]-[28].8 The gravitational interaction of higher-spin
massive fields in 3d is considered in Ref.[31].
ii) In the above-presented study, we restricted our attention to interacting arbitrary spin massive
and low spin massless fields propagating in R2,1. It would be very interesting to generalize our
study to massive (massless) fields propagating in AdS3. Such generalization would be important
in view of potentially interesting applications to superstring theory in AdS3 space because one
expects that it is massive arbitrary spin fields and low spin massless fields that enter spectrum of
states of a superstring in AdS background. Light-cone gauge formulation of free arbitrary spin
massive fields propagating in AdS3 space was obtained long ago in Ref.[32, 33], while method
for studying interacting light-cone fields in AdS space was developed in Ref.[34].9 We expect
therefore that method and results in Refs.[33, 34] will alow us to study interacting massive fields
in AdS3. We note also, that results for cubic vertices of massless fields in AdS4 in Ref.[34] and
procedure of dimensions reduction (digression) in AdS space developed in Refs.[33, 36] open
interesting possibility for studying cubic vertices of massive fields in AdS3. We think also that
knowledge of light-cone gauge formulation of interacting massive fields in AdS3 will give new
opportunities for study of AdS/CFT correspondence along the lines in Refs.[37]-[39].
iii) Conformal higher-spin theories in 3d space have attracted some interest in the recent time (see,
e.g., Refs.[40]-[44]). In this respect we note that the light-cone gauge formulation of ordinary-
derivative free and interacting totally symmetric conformal fields propagating inRd−1,1 space with
even d was developed in Ref.[45], while the ordinary-derivative Lorentz covariant formulation of
conformal fields in 3d space is available from Ref.[46].10 Method in Ref.[45] provides possibility
to re-cast the Lorentz covariant ordinary-derivative formulation in Ref.[46] into the light-cone
gauge formulation. As the light-cone gauge formulation considerably simplifies the whole analysis
7 Discussion of light-cone gauge cubic interactions for scalar N -extended supermultiplet in R3,1 may be found in
Ref.[19] (see also recent discussion in Ref.[20]).
8 For study of massless higher-spin supermuliplets in 3d, see, e.g., Refs.[29]. Discussion of reducible massless
higher-spin supermultiplets may be found in Ref.[30].
9 In Ref. [34], cubic vertices for massless arbitrary spin light-cone gauge fields in AdS4 were obtained. Interesting
applications of cubic vertices of massless arbitrary spin light-cone gauge fields inAdS4 for studying 3d Chern-Simons
matter theories via the AdS/CFT correspondence may be found in Ref.[35].
10 We recall that, in higher dimensions, besides totally symmetric conformal fields, there exist so called mixed-
symmetry conformal fields (see, e.g., Refs.[57]).
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we expect then that the light-cone gauge formulation of conformal fields in 3d space will be useful
for better understanding conformal higher-spin fields in 3d space.
iv) In recent time, the light-cone gauge approach has fruitfully been used for studying loop cor-
rections in higher-spin theories. Namely, in Refs.[47], it was shown that the chiral higher-spin
massless fields theory [48] is free of one-loop divergencies and some arguments were given for
cancellation of all loop divergencies. Light-cone gauge massive fields in 3d flat space and light-
cone gauge massless fields in 4d flat space share certain common features. We think therefore
that applications of the light-cone gauge approach for analysis of loop corrections for theory of
arbitrary spin massive fields in 3d flat space might be fruitful.
v) As we noted, the light-cone formulations of massive fields in R2,1 and massless fields in R3,1
share some features. The light-cone gauge approach was used in Refs.[49, 50] for studying quartic
interaction vertices of massless fields in 4d. We expect then that some considerations in Refs.[49,
50] can in relatively straightforward way be generalized to quartic vertices for massive fields in
3d. We think also that study of quartic vertices for massive fields along the lines in Refs.[51] could
be of some interest. Interesting recent discussion of n-point vertices of higher-spin fields may be
found in Refs.[52]. See also general discussion by using light-cone gauge approach in Ref.[53].
vi) For analysis of various hupergravity theories in 3d, BRST technique was used in Ref.[54],
while in Ref.[55] BRST approach was used for studying massless fields in 4d. Note that that it
is use of twistor-like variables that considerably simplifies BRST analysis in Ref.[55]. Interesting
use of twistor-like variables for studying string model in AdS space may be found in Refs.[56].
Extension of ideas and approaches in Refs.[54]-[56] to the case of massive fields in 4d could of
some interest.
vii) In this paper, we studied integer and half-integer spin fields. Poincare´ algebra admits continuous-
spin fields. Cubic vertices for light-cone gauge continuous-spin massive and massless fields in
Rd−1,1 with d ≥ 4 were studied in Refs.[58, 59]. We think that extension of our studies to the
case of continuous spin field could be very interesting. For the reader convenience, we note that
Lorentz covariant cubic vertex for coupling of massless and massive continuous-spin field to two
massive scalar fields were studied in Refs.[60]. BRST approach for studying continuous-spin free
field was applied in Refs.[61, 62, 63], while various Lagrangian formulations of supersymmetric
continuous-spin free field were considered in Refs.[64]. For AdS space, light-cone gauge La-
grangian for continuous-spin free field was obtained in Refs.[65, 66], while metric-like and frame-
like covariant Lagrangian formulations were studied in the respective Refs.[67, 68] and Ref.[69].
Acknowledgments. This work was supported by the RFBR Grant No.20-02-00193.
Appendix A Derivation of cubic vertices
Properties of Lκ,a. As it is seen from our study, quantities Lκ,a defined in (6.13) are building
blocks for our first-derivative cubic vertices. Basic property of Lκ,a is given by the following
differential relation
κ
β
NβLκ,a =
ma
βa
Lκ,a , (A.1)
where Nβ is defined in (4.12). We note also the following algebraic relations
Lκ,1Lκ,2 =
m231m312
4β1β2m1m2
K212 , (A.2)
Kab ≡ κ +maβb −mbβa , mabc ≡ ma +mb −mc , (A.3)
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which is helpful for derivation of fermi-bose vertices.
Quantities La defined in (5.17) are building blocks for higher-derivative vertices. Basic differ-
ential relation for La takes the form
(
− P
β
Nβ +
∑
b=1,2,3
βˇb
6βb
m2b∂P
)
La =
2iβˇa
3βa
P
− +
ima
βa
La . (A.4)
Relation (A.4) is useful for derivation of expressions for the densities j−1
[3]
(5.18),(5.19). We now
outline derivation of our cubic vertices in turn.
Cubic vertex (6.11). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = Ls1κ,1L
s2
κ,2L
s3
κ,3V
(1) , V¯ = Ls1−κ,1L
s2
−κ,2L
s3
−κ,3V¯
(1) . (A.5)
In terms of new vertices, equations for V , V¯ (5.3),(5.4) take the form
NβV
(1) = 0 , NβV¯
(1) = 0 ,
∑
a=1,2,3
βa∂βaV
(1) = 0 .
∑
a=1,2,3
βa∂βaV¯
(1) = 0 . (A.6)
Equations (A.6) tell us that the vertices V (1), V¯ (1) do not depend on the momenta β1, β2, β3,
V (1) = C , V¯ (1) = C¯ . (A.7)
Requiring the vertex p−
[3]
(5.1) to be analytic function β1, β2, β3, we find C = C¯. This can be seen
as follows. From (5.7), we see that p−
[3]
is analytic in β1, β2, β3 iff V1, V0 are also analytic in β1, β2,
β3. Using (5.13), we get the following relations
V0 =
1
2
(V + V¯ ) , V1 =
1
2κ
(V − V¯ ) . (A.8)
Note that V ,V¯ (A.5) are polynomial in κ. From (A.5),(A.8), and expression for κ2 (5.2), we learn
that V0 is analytic in β1, β2, β3 provided V0 is polynomial in κ
2. From (A.8), we see that this
happens for C = C¯. For such choice of C, C¯, we see that V1 (A.8) is also analytic w.r.t. β1, β2, β3.
Cubic vertex (6.16). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = PSǫǫm
∏
a=1,2,3
β−sǫaa V
(1) , V¯ = P−Sǫǫm
∏
a=1,2,3
βsǫaa V¯
(1) , (A.9)
Using the relations
κ = Pǫm , −SǫPǫm + β
3
SǫPǫm = βMsm , Msm ≡
∑
a=1,2,3
sama
βa
, (A.10)
we find, that, in terms of new vertices, equations for V , V¯ (5.3),(5.4) take the form as in (A.6).
This implies that the vertices V (1), V¯ (1) are constant parameters, V (1) = 2Cǫ1ǫ2ǫ3 , V¯
(1) = 2C¯ǫ1ǫ2ǫ3 .
Note that vertices V , V¯ are obtained from each other by the replacement ǫa → −ǫa. Therefore full
class of these vertices is described by one of them. We chosen V and this leads to (6.16).
Cubic vertex (6.23). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = Ls1κ,1L
s2
κ,2V
(1) , V¯ = Ls1−κ,1L
s2
−κ,2V¯
(1) . (A.11)
After that all remaining part of the derivation is the same as for cubic vertex p−[3] (6.11) above-given.
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Cubic vertices (6.29)-(6.32). Derivation of cubic vertices in (6.29)-(6.32) follows one and same
procedure. Let us demonstrate the procedure for the cubic vertex in (6.29). For m1 = m2 and
m3 = 0, the κ (5.2) can be chosen as κ = m1β3. With this choice, equations for V , V¯ (5.3) take
the form
NβV = (s1β2 + s2β1)V , NβV¯ = −(s1β2 + s2β1)V¯ , (A.12)
In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the relations
V = (
β3
β1
)−s1(
β3
β2
)s2V (1) , V¯ = (
β3
β1
)s1(
β3
β2
)−s2V¯ (1) . (A.13)
In terms of new vertices, equations for V , V¯ (A.12),(5.4) take the same forms as in (A.6). Therefore
solution for V (1), V¯ (1) is given by constant parameters V (1) = 2C+, V¯
(1) = 2C¯+. Note that V , V¯
in (A.13) are analytic in β1, β2, β3. Therefore, the general solution is obtained for C+ 6= C¯+.
Cubic vertex (6.40). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = Ls3κ,3V
(1) , V¯ = Ls3−κ,3V¯
(1) . (A.14)
After that all remaining part of the derivation is the same as for cubic vertex p−
[3]
(6.11) above-given.
Cubic vertex (7.12). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = β
− 1
2
1 β
− 1
2
2 L
s1+
1
2
κ,1 L
s2+
1
2
κ,2 L
s3
κ,3V
(1) , V¯ = β
− 1
2
1 β
− 1
2
2 L
s1+
1
2
−κ,1 L
s2+
1
2
−κ,2 L
s3
−κ,3V¯
(1) . (A.15)
In terms of new vertices, equations for V , V¯ (5.3),(5.4) take the same form as in (A.6). Therefore
solution for V (1), V¯ (1) is given by constant parameters V (1) = C ′, V¯ (1) = C¯ ′. Using (A.2) and
requiring the vertex p−
[3]
(5.1) to be analytic w.r.t. β1, β2, β3, we get expressions in (7.12).
Cubic vertex (7.18). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = β
− 1
2
1 β
− 1
2
2 P
Sfǫ
ǫm
∏
a=1,2,3
β−s
f
ǫa
a V
(1) , V¯ = β
− 1
2
1 β
− 1
2
2 P
−Sfǫ
ǫm
∏
a=1,2,3
βs
f
ǫa
a V¯
(1) , (A.16)
Using relations (A.10), we find, that, in terms of new vertex, equations for V , V¯ in (5.3),(5.4)
take the form as in (A.6). Therefore solution to V (1), V¯ (1) is given by constant parameters V (1) =
2Cǫ1ǫ2ǫ3 , V¯
(1) = 2C¯ǫ1ǫ2ǫ3 . The remaining analysis follows the one for vertex (6.16) above-given.
Cubic vertex (7.25). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = β
− 1
2
1 β
− 1
2
2 L
s1
κ,1L
s2+
1
2
κ,2 V
(1) , V¯ = β
− 1
2
1 β
− 1
2
2 L
s1
−κ,1L
s2+
1
2
−κ,2 V¯
(1) . (A.17)
After that all remaining part of the derivation is the same as for cubic vertex p−[3] (7.12) above-given.
Cubic vertices (7.39)-(7.42). Derivation of all cubic in (7.39)-(7.42) follows one and same proce-
dure. Let us demonstrate the procedure for the cubic vertex in (7.39). For m1 = m2 and m3 = 0,
the κ (5.2) can be chosen as κ = m1β3. With this choice, equations for V , V¯ (5.3) take the form
N
E
β V =
(
(s1 +
1
2
)β2 + (s2 +
1
2
)β1
)
V , NEβ V¯ = −
(
(s1 +
1
2
)β2 + (s2 +
1
2
)β1
)
V¯ , (A.18)
In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the relations
V =
1
β2
(
β3
β1
)−s1(
β3
β2
)s2V (1) , V¯ =
1
β1
(
β3
β1
)s1(
β3
β2
)−s2V¯ (1) . (A.19)
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In terms of new vertices, equations (A.18),(5.4) take the same forms as in (A.6). Therefore solution
for V (1), V¯ (1) are constant parameters V (1) = 2C+, V¯
(1) = 2C¯+. Note that V , V¯ in (A.13) are
analytic in β1, β2, β3. Therefore general solution is given by C+ 6= C¯+.
Cubic vertices (7.51)-(7.54). Derivation of cubic vertices in (7.51)-(7.54) follows one and same
procedure. Let us demonstrate the procedure for the cubic vertex in (7.51). For m2 = m3 and
m1 = 0, the κ (5.2) can be chosen as κ = m3β1. With this choice, equations for V , V¯ (5.3) take
the form
N
E
β V =
(
(s2 +
1
2
)β3 + s3β2
)
V , NEβ V¯ = −
(
(s2 +
1
2
)β3 + s3β2
)
V¯ , (A.20)
In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the relations
V =
1
β1
(
β1
β2
)−s2(
β1
β3
)s3V (1) , V¯ =
1
β2
(
β1
β2
)s2(
β1
β3
)−s3V¯ (1) . (A.21)
After that all remaining part of the derivation is the same as for cubic vertex p−
[3]
(7.39) above-given.
Cubic vertex (7.63). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V =
1
κ
Ls3κ,3V
(1) , V¯ = −1
κ
Ls3−κ,3V¯
(1) , κ2 = −β1β2m23 . (A.22)
After that all remaining part of the derivation is the same as for cubic vertex p−
[3]
(7.12) above-given.
Cubic vertex (7.67). In place of vertices V , V¯ , we introduce new vertices V (1), V¯ (1) by the
relations
V = β
− 1
2
1 β
− 1
2
2 L
s1+
1
2
κ,1 V
(1) , V¯ = β
− 1
2
1 β
− 1
2
2 L
s1+
1
2
−κ,1 V¯
(1) . (A.23)
After that all remaining part of the derivation is the same as for cubic vertex p−
[3]
(7.12) above-given.
Using notation in (7.68),(7.69), we note that the relation required to cast vertex into the form given
in (7.67) takes the form
1
β1β2
Lκ,1 =
1
2m1
K2κ . (A.24)
Interrelation between first-derivative and higher-derivative forms of cubic vertices. We now
clarify our procedure of derivation higher-derivative cubic vertices (5.14) from the first-derivative
vertices (5.1). Taking into account definition of κ2 (5.2) we represent relation (4.10) as
κ2 = −P2 + 2βP− . (A.25)
From (5.6) and (A.25), we see that if first-derivative vertex p−
[3]
(κ) is polynomial in κ2 then the
following relation holds true
p−[3](κ)
∣∣
κ=iP
= p−[3](iP) +P
−f , (A.26)
where f is some polynomial in P. Relation (A.26) implies that the higher-derivative vertex VHD ≡
p−
[3]
(iP) (5.14) differs from the first-derivative vertex p−
[3]
(κ) (5.1) by the term P−f which can be
removed by field re-definitions (see (5.6)).
From the discussion above given it is clear that substitution κ = iP is straightforward when
first-derivative vertex is expressed in terms of quantities Lκ,a (6.13). We note however that some
first-derivative vertices are not expressed in terms of Lκ,a (see, e.g., bose vertices (6.16), (6.29)-
(6.32) and fermi-bose vertices (7.18), (7.51)-(7.54)). To illustrate our method for these cases, we
consider vertices (6.16), (6.29).
27
First-derivative vertex (6.16) and higher-derivative vertex (6.19). Taking into account that for
this case the κ (5.2) can be chose as κ = Pǫm, we can obtain, by using (A.25), the following
relation (
iP+ Pǫm
)
Pǫm =
(
iP + Pǫm
)
iP+ 2βP− . (A.27)
Upon substituting relation (A.27) in cubic vertex we can ignore P− terms because all contribution
generated by P− can be removed by field re-definitions. In other words, we have the following
equivalence relation for the cubic vertices:
(
iP+ Pǫm
)
Pǫm ∼
(
iP+ Pǫm
)
iP . (A.28)
Using (A.28) in the first-derivative vertex (6.29) leads to higher-derivative vertex given in (6.19).
First-derivative vertex (6.29) and higher-derivative vertex (6.33). For masses as in (6.28), the
κ2 (5.2) takes the form κ2 = m21β
2
3 . For such κ
2, relation (A.25) implies the following equivalence
relation
P
2 ∼ −m21β23 . (A.29)
Using (A.29), it is easy to get the equivalence relation
( iP+m2β3
β2
)s2 ∼ 2s2−1ms−12 (β3β2
)s2(1 + iP
m2β3
) . (A.30)
Using (A.30) for first-derivative vertex (6.29) gives higher-derivative vertex (6.33).
First-derivative vertex (7.63) and higher-derivative vertex (7.65). Finally we make comment on
vertex (7.63). This vertex depends onLκ,3 however is not polynomial in κ (κ appear in denominator
in (7.64)). For this case we represent p−
[3]
as p−
[3]
(κ) = 1
κ2
p˜−
[3]
(κ), where p˜−
[3]
(κ) is polynomial in κ2.
Then higher-derivative vertex (7.65) is obtained simply as p−
[3]
= 1
κ2
p˜−
[3]
(iP).
References
[1] I. V. Tyutin and M. A. Vasiliev, Theor. Math. Phys. 113, 1244 (1997) [hep-th/9704132].
[2] M. A. Vasiliev, Int. J. Mod. Phys. D 5, 763 (1996) [hep-th/9611024].
[3] S. F. Prokushkin and M. A. Vasiliev, Nucl. Phys. B 545, 385 (1999) [hep-th/9806236].
[4] S.F. Prokushkin, A.Y. Segal and M. A. Vasiliev, Phys. Lett. B 478, 333 (2000) [hep-th/9912280].
[5] R. Bonezzi, N. Boulanger, E. Sezgin and P. Sundell, JHEP 1605, 003 (2016) [arXiv:1512.02209].
[6] S. Fredenhagen and P. Kessel, J. Phys. A 48 (2015) no.3, 035402 [arXiv:1408.2712 [hep-th]].
[7] A.Campoleoni, S.Fredenhagen, S.Pfenninger, S.Theisen, J. Phys. A 46 (2013), 214017
[8] K. Mkrtchyan, Phys. Rev. Lett. 120, no. 22, 221601 (2018) [arXiv:1712.10003 [hep-th]].
P. Kessel and K. Mkrtchyan, Phys. Rev. D 97, no. 10, 106021 (2018) [arXiv:1803.02737 [hep-th]].
S. Fredenhagen, O. Kruger and K.Mkrtchyan, Phys.Rev. Lett. 123, 131601 (2019) [arXiv:1905.00093]
[9] R. R. Metsaev, Nucl. Phys. B 759, 147 (2006) [hep-th/0512342].
[10] R. R. Metsaev, Nucl. Phys. B 859, 13 (2012) [arXiv:0712.3526 [hep-th]].
[11] A. Fotopoulos and M. Tsulaia, JHEP 1011, 086 (2010) [arXiv:1009.0727 [hep-th]].
R. Manvelyan, K. Mkrtchyan and W. Ruhl, Nucl. Phys. B 836, 204 (2010) [arXiv:1003.2877 [hep-th]].
A. Sagnotti and M. Taronna, Nucl. Phys. B 842, 299 (2011) [arXiv:1006.5242 [hep-th]].
R. Manvelyan, K. Mkrtchyan andW. Ruehl, Phys. Lett. B 696, 410 (2011) [arXiv:1009.1054 [hep-th]].
[12] R. R. Metsaev, Phys. Lett. B 720, 237 (2013) [arXiv:1205.3131 [hep-th]].
[13] M. V. Khabarov and Y. M. Zinoviev, arXiv:2005.09851 [hep-th].
[14] R. R. Metsaev and A. A. Tseytlin, J. Math. Phys. 42, 2987 (2001) [hep-th/0011191].
[15] T. Klose and T. McLoughlin, JHEP 1204, 080 (2012) [arXiv:1106.0495 [hep-th]].
[16] P. A. M. Dirac, Rev. Mod. Phys. 21, 392 (1949).
28
[17] R. R. Metsaev, JHEP 1911, 084 (2019) [arXiv:1909.05241 [hep-th]].
[18] R. R. Metsaev, JHEP 1908, 130 (2019) [arXiv:1905.11357 [hep-th]].
[19] A. K. H. Bengtsson, I. Bengtsson and L. Brink, Nucl. Phys. B 227, 41 (1983).
[20] S. Ananth, C. Pandey and S. Pant, arXiv:2005.10376 [hep-th].
[21] Y. M. Zinoviev, J. Phys. A 49, no. 9, 095401 (2016) [arXiv:1509.00968 [hep-th]].
[22] I. L. Buchbinder, T. V. Snegirev and Y. M. Zinoviev, Phys. Lett. B 716, 243 (2012) [arXiv:1207.1215]
[23] I. L. Buchbinder, T. V. Snegirev and Y. M. Zinoviev, Phys. Lett. B 738, 258 (2014) [arXiv:1407.3918].
[24] I. L. Buchbinder, T. V. Snegirev and Y. M. Zinoviev, JHEP 1708, 021 (2017) [arXiv:1705.06163].
[25] S. M. Kuzenko and M. Ponds, JHEP 1810, 160 (2018) [arXiv:1806.06643 [hep-th]].
[26] S. M. Kuzenko and M. Tsulaia, Nucl. Phys. B 914, 160 (2017) [arXiv:1609.06910 [hep-th]].
[27] I. L. Buchbinder, T. V. Snegirev and Y. M. Zinoviev, JHEP 1510, 148 (2015) [arXiv:1508.02829].
[28] I. L. Buchbinder, T. V. Snegirev and Y. M. Zinoviev, JHEP 1608, 075 (2016) [arXiv:1606.02475].
[29] J. Hutomo and S. M. Kuzenko, Phys. Lett. B 787, 175 (2018) [arXiv:1809.00802 [hep-th]].
J. Hutomo and S. M. Kuzenko, Phys. Rev. D 100, no. 4, 045010 (2019) [arXiv:1905.05050 [hep-th]].
[30] D. Sorokin and M. Tsulaia, Nucl. Phys. B 929, 216 (2018) [arXiv:1801.04615 [hep-th]].
[31] I. L. Buchbinder, T. V. Snegirev and Y. M. Zinoviev, J. Phys. A 46, 214015 (2013) [arXiv:1208.0183]
[32] R. R. Metsaev, Nucl. Phys. B 563, 295 (1999) [arXiv:hep-th/9906217].
[33] R. R. Metsaev, Nucl. Phys. Proc. Suppl. 102, 100 (2001) [hep-th/0103088].
[34] R. R. Metsaev, Nucl. Phys. B 936, 320 (2018) [arXiv:1807.07542 [hep-th]].
[35] E. Skvortsov, JHEP 1906, 058 (2019) [arXiv:1811.12333 [hep-th]].
[36] A. Y. Artsukevich and M. A. Vasiliev, Phys. Rev. D 79, 045007 (2009) [arXiv:0810.2065 [hep-th]].
[37] M. Beccaria and A. A. Tseytlin, JHEP 1907, 008 (2019) [arXiv:1904.12753 [hep-th]].
M. Beccaria, H. Jiang and A. A. Tseytlin, JHEP 1909, 036 (2019) [arXiv:1907.01357 [hep-th]].
M. Beccaria, H. Jiang and A. A. Tseytlin, JHEP 1911, 051 (2019) [arXiv:1909.10255 [hep-th]].
[38] S.Fredenhagen, O.Krger, K. Mkrtchyan, Phys. Rev. D 100, 066019 (2019) [arXiv:1812.10462]
[39] K. Alkalaev and X. Bekaert, JHEP 2004, 206 (2020) [arXiv:1911.13212 [hep-th]].
[40] B. E. W. Nilsson, JHEP 09 (2015), 078 [arXiv:1312.5883 [hep-th]].
H. Linander and B. E. W. Nilsson, JHEP 07, 024 (2016) [arXiv:1602.01682 [hep-th]].
[41] T. Basile, R. Bonezzi and N. Boulanger, JHEP 1704, 054 (2017) [arXiv:1701.08645 [hep-th]].
[42] M. Henneaux, S. Hrtner and A. Leonard, JHEP 1601, 073 (2016) [arXiv:1511.07389 [hep-th]].
[43] S. M. Kuzenko, Phys. Lett. B 763, 308 (2016) [arXiv:1606.08624 [hep-th]].
E.Buchbinder, S. Kuzenko, J Fontaine, M. Ponds, Phys. Lett. B 790, 389 (2019) [ arXiv:1812.05331]
E. Buchbinder, D. Hutchings, J. Hutomo, S. Kuzenko, JHEP 1908, 077 (2019) [arXiv:1905.12476]
[44] M. Grigoriev, I. Lovrekovic and E. Skvortsov, JHEP 2001, 059 (2020) [arXiv:1909.13305 [hep-th]].
M. Grigoriev, K. Mkrtchyan and E. Skvortsov, arXiv:2005.05931 [hep-th].
[45] R. R. Metsaev, “Interacting light-cone gauge conformal fields,” arXiv:1612.06348 [hep-th].
[46] R. R. Metsaev, JHEP 1605, 096 (2016) [arXiv:1604.02091 [hep-th]].
[47] E. D. Skvortsov, T. Tran, M. Tsulaia, Phys. Rev. Lett. 121, no. 3, 031601 (2018) [arXiv:1805.00048].
E. Skvortsov, T. Tran and M. Tsulaia, arXiv:2002.08487 [hep-th].
E. Skvortsov and T. Tran, arXiv:2004.10797 [hep-th].
[48] D. Ponomarev and E. D. Skvortsov, J. Phys. A 50, no. 9, 095401 (2017) [arXiv:1609.04655 [hep-th]].
[49] R. R. Metsaev, Mod. Phys. Lett. A 6, 359 (1991).
[50] R. R. Metsaev, Mod. Phys. Lett. A 6, 2411 (1991).
[51] K. Hinterbichler, A. Joyce and R. A. Rosen, Phys. Rev. D 97, 125019 (2018) [arXiv:1712.10021]
J. Bonifacio and K. Hinterbichler, Phys. Rev. D 98, no. 4, 045003 (2018) [arXiv:1804.08686 [hep-th]].
J. Bonifacio and K. Hinterbichler, Phys. Rev. D 98, no. 8, 085006 (2018) [arXiv:1806.10607 [hep-th]].
[52] E. Joung and M. Taronna, arXiv:1912.12357 [hep-th].
S. Fredenhagen, O. Kruger and K. Mkrtchyan, arXiv:1912.13476 [hep-th].
[53] D. Ponomarev, JHEP 1612, 117 (2016) [arXiv:1611.00361 [hep-th]].
[54] R. Rahman, JHEP 1911, 115 (2019) [arXiv:1905.04109 [hep-th]].
[55] I. L. Buchbinder and K. Koutrolikos, JHEP 1512, 106 (2015) [arXiv:1510.06569 [hep-th]].
29
[56] D. V. Uvarov, Phys. Lett. B 762, 415 (2016) [arXiv:1607.05233 [hep-th]].
D. V. Uvarov, Nucl. Phys. B 936, 690 (2018) [arXiv:1807.08318 [hep-th]].
D. V. Uvarov, Nucl. Phys. B 950, 114830 (2020) [arXiv:1907.13613 [hep-th]].
[57] M. A. Vasiliev, Nucl. Phys. B 829, 176 (2010) [arXiv:0909.5226 [hep-th]].
K. Alkalaev, JHEP 1301, 018 (2013) [arXiv:1210.0217 [hep-th]].
A. Chekmenev and M. Grigoriev, Nucl. Phys. B 913, 769 (2016) [arXiv:1512.06443 [hep-th]].
A. Chekmenev and M. Grigoriev, arXiv:2005.06433 [hep-th].
[58] R. R. Metsaev, JHEP 1711, 197 (2017) [arXiv:1709.08596 [hep-th]].
[59] R. R. Metsaev, JHEP 1812, 055 (2018) [arXiv:1809.09075 [hep-th]].
[60] X. Bekaert, J. Mourad and M. Najafizadeh, JHEP 1711, 113 (2017) [arXiv:1710.05788 [hep-th]].
V. O. Rivelles, “A Gauge Field Theory for Continuous Spin Tachyons,” arXiv:1807.01812 [hep-th].
[61] A. K. H. Bengtsson, JHEP 1310, 108 (2013) [arXiv:1303.3799 [hep-th]].
[62] R. R. Metsaev, Phys. Lett. B 781, 568 (2018) [arXiv:1803.08421 [hep-th]].
[63] I.L. Buchbinder, V. A. Krykhtin, H. Takata, Phys. Lett. B 785, 315 (2018) [arXiv:1806.01640].
K. Alkalaev, A. Chekmenev and M. Grigoriev, JHEP 1811, 050 (2018) [arXiv:1808.09385 [hep-th]].
C. Burdk, V. K. Pandey and A. Reshetnyak, arXiv:1906.02585 [hep-th].
I. L. Buchbinder, S. Fedoruk, A. P. Isaev and V. A. Krykhtin, arXiv:2005.07085 [hep-th].
[64] Y. M. Zinoviev, Universe 3, no. 3, 63 (2017) [arXiv:1707.08832 [hep-th]].
I.L. Buchbinder, M.V. Khabarov, T.V. Snegirev, Y.M. Zinoviev, Nucl. Phys. B 946, 114717 (2019)
M. V. Khabarov and Y. M. Zinoviev, Nucl. Phys. B 948, 114773 (2019) [arXiv:1906.03438 [hep-th]].
M. Najafizadeh, JHEP 2003, 027 (2020) [arXiv:1912.12310 [hep-th]].
[65] R. R. Metsaev, J. Phys. A 51, no. 21, 215401 (2018) [arXiv:1711.11007 [hep-th]].
[66] R. R. Metsaev, Phys. Lett. B 793, 134 (2019) [arXiv:1903.10495 [hep-th]].
[67] R. R. Metsaev, Phys. Lett. B 767, 458 (2017) [arXiv:1610.00657 [hep-th]].
[68] R. R. Metsaev, Phys. Lett. B 773, 135 (2017) [arXiv:1703.05780 [hep-th]].
[69] M. V. Khabarov and Y. M. Zinoviev, Nucl. Phys. B 928, 182 (2018) [arXiv:1711.08223 [hep-th]].
30
