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Ka¨esolev magistrito¨o¨ on mo˜eldud kasutamiseks o˜ppematerjalina u¨lio˜pilaste-
le. Loomulikult, materjali ei ole keelatud lugeda ka teistel huvilistel. Antud
to¨o¨s uurime algebraliste vo˜rrandite lahendamise vo˜imalikkust radikaalides.
See ku¨simus ko¨itis matemaatikute ta¨helepanu sajandeid kui mitte aastatu-
handeid. Nagu on praeguseks teada, mitte ko˜iki vo˜rrandeid ei ole vo˜ima-
lik lahendada radikaalides. See sai lo˜plikult selgeks 19. sajandil ning seda
ku¨llaltki “uudsel” moel selles mo˜ttes, et to˜estamisel kasutati tolleks ajaks
veel va¨he teada olnud matemaatilist aparatuuri, millist aparatuuri kutsutakse
ta¨napa¨eval ru¨hmateooriaks ning mille areng hoogustuski just ta¨nu vo˜rrandite
radikaalides lahenduvuse ku¨simuse lahendamisele. Vaadeldavale probleemile
ammendava vastuse andis seejuures noor keskkoolist tulnud prantsuse ko-
danik – E´variste Galois, kelle sellekohane to¨o¨ avastati maailma jaoks alles
mo˜ned aastad peale tema surma.
Lugedes selle probleemi lahendamisega seotud ajaloolist tausta ning Ga-
lois’ eluka¨iku, tekkis to¨o¨ autoril huvi vaadeldava probleemi ja eriti selle lahen-
duse vastu. See on ka po˜hjus, miks ka¨esolev o˜ppematerjal sai kirjutatud. Nagu
varem juba o¨eldud, arenes selle probleemi lahendamise ideest va¨lja praegu-
seks ku¨llaltki oluline algebra haru – ru¨hmateooria. U¨htlasi hakkas tekkima ka
kaasaegne abstraktne matemaatika. Seepa¨rast peab autor seda teemat omale
va¨ga ha¨sti sobivaks.
To¨o¨ on jaotatud kolme suuremasse peatu¨kki – ru¨hmateooria elemente,
korpuseteooria elemente, Galois’ teooria. Peaeesma¨rgiks on anda kompleksar-
vuliste kordajatega algebralise vo˜rrandi radikaalides lahenduvuse kriteerium
ning na¨idata seda kriteeriumi kasutades, et leidub viienda astme vo˜rrand, mis
ei ole lahenduv radikaalides. O˜ppematerjali on sisse arvatud ka mo˜ned harju-
tusu¨lesanded koos vastustega, et lugeja vo˜iks materjali paremini omandada.
To¨o¨ alguses on toodud ka vo˜rrandite lahendamise ajaloolist ku¨lge tutvustav
sissejuhatav peatu¨kk.
Esimene ja teine peatu¨kk on “eelto¨o¨” viimase kolmanda peatu¨ki mo˜ist-
miseks. St, viimases peatu¨kis on meil vaja teada mo˜ningaid tulemusi ru¨hmade
ja korpuste kohta. Kuna ko˜iki vajaminevaid teadmisi mainitud algebraliste
struktuuride kohta ei ole vo˜imalik leida kasutusel olevatest eestikeelsetest al-
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gebra o˜pikutest ning meie ka¨sitlus on ka veidi erinev, siis oli mo˜istlik need
kaks peatu¨kki siia o˜ppematerjali sisse arvata.
Viimases ning u¨htlasi ka ko˜ige pikemas peatu¨kis arendame va¨lja teooria
vo˜rrandite radikaalides lahenduvuse probleemi lahendamiseks. Selles peatu¨kis
anname kompleksarvuliste kordajatega algebralise vo˜rrandi radikaalides la-
henduvuse kriteeriumi ning na¨itame seda kriteeriumi kasutades, et viienda
astme vo˜rrand x5− 6x+ 3 = 0 ei ole lahenduv radikaalides. Peatu¨kki alusta-
me teooria sissejuhatava osaga, kus tutvume Joseph Louis Lagrange’i ideega
vo˜rrandite lahendamiseks ning seeja¨rel Galois’ “edasiarendustega” Lagran-
ge’i ideest. See annab meile hea ettevalmistuse teooria mo˜istmiseks.
Peaaegu kogu to¨o¨ ulatuses (va¨lja arvatud punkt 3.1.1, kus vaatame vo˜rran-
deid abstraktsemalt) piirdume kompleksarvuliste kordajatega vo˜rrandite
vaatlemisega. See ta¨hendab u¨htlasi ka seda, et me to¨o¨s enamasti ei mai-
ni, et K on korpuse C alamkorpus vo˜i, et R on ringi C alamring. Kirjutame
lihtsalt, et K on korpus ning R on ring ja mo˜istame selle all, et K on korpuse
C alamkorpus ning, et R on ringi C alamring.
To¨o¨ kirjutamisel on peamiselt tuginenud Coventry linnas (asub Suurbri-
tannias Inglismaal) asuva Warwicki u¨likooli professori Ian Stewarti o˜pikule
[7]. To¨o¨s ei ole sellele o˜pikule eraldi viidanud (va¨lja arvatud mo˜nes kohas, kus
see tundus vajalikuna). Olgu siiski mainitud, et enamikud mainitud o˜pikus
toodud to˜estused on suurema selguse huvides ka¨esolevas kraadito¨o¨s “lahti”
kirjutatud ning mo˜nda to˜estust on ka muudetud. Mainitud o˜pikust pa¨rineb
seejuures ka ajalooga seotud informatsioon ning enamik harjutusu¨lesandeid
(mo˜ned harjutusu¨lesanded pa¨rinevad o˜pikust [1]). Professor Ian Stewart an-
dis seejuures isikliku no˜usoleku oma o˜piku kasutamiseks antud to¨o¨ kirju-
tamisel. Kasulikku abimaterjali on to¨o¨ autor leidnud ka professor Kangro
o˜pikust [1]. Mainitud o˜pikule tuginevad lausete 1.1.7, 2.1.5, 2.1.10 ning teo-
reemi 3.3.13 piisavuse osa to˜estused. Ka viimatimainitud o˜pikule ei ole to¨o¨s




Erinevalt matemaatikast, mida vo˜ib enamikel juhtudel ta¨iesti usaldada ning
veel enam, ise veenduda teoreemide ja valemite korrektsuses, ei saa ajaloo
u¨leskirjutust alati usaldada. See ta¨hendab, tegelikke minevikus toimunud
su¨ndmusi vo˜ib olla varjatud ning kirja on pandud su¨ndmusi moonutav tekst
vo˜i hoopis midagi, mida ei ole toimunud. Ajaloolise tausta kaasamine ka¨es-
olevasse to¨o¨sse on siiski asjakohane, sest see aitab na¨ha tekkinud probleeme
algebraliste vo˜rrandite lahendamise kohta. Nagu juba mainitud, ei saa siiski
ko˜iges kirjapandus kindel olla, kuid ko˜ik ei tohiks pa¨ris vale ka olla.
Algebraliste vo˜rranditega (edaspidi kasutame algebralise vo˜rrandi ase-
mel lihtsalt so˜na vo˜rrand) tegeldi juba XVII sajandil e.Kr Babu¨loonias,
kus mo˜ned preestrid vo˜i matemaatikud to¨o¨tasid va¨lja, kuidas lahendada
ruutvo˜rrandit. Nemad, vo˜i mo˜ned nende o˜pilased, graveerisid selle savitahv-
litele. Mo˜ned sellised savitahvlid (lisaks savitahvlitele, milledel on na¨iteks
maksukogumise andmed ja planeet Jupiteri liikumised u¨les ta¨hendatud) on
sa¨ilinud ta¨napa¨evani (vt Joonis 1).
Joonis 1: Babu¨loonia savitahvel Pythagorase arvudega.
On leitud Babu¨loonia savitahvel aastast umbes 1600 e.Kr, mis sisaldab
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aritmeetilisi probleeme, mis taanduvad ruutvo˜rrandi lahendamisele. Tabel
annab tunnistust, et babu¨loonlased omasid u¨ldisi meetodeid ruutvo˜rrandi-
te lahendamiseks, kuigi neil ei olnud mingit algebralist ta¨histusviisi, mille-
ga va¨ljendada oma lahendusskeemi. Babu¨loonlased kasutasid arvude kuue-
ku¨mnendsu¨steemi nii, et na¨iteks su¨mbolid 7, 4, 0; 3, 11 ta¨histasid arvu
7 · 602 + 4 · 60 + 0 · 60 + 3 · 60−1 + 11 · 60−2 = 25440 191
3600
.
1930. aastal teatas teadusajaloolane Otto Neugebauer, et mo˜ned ko˜ige
antiiksemad Babu¨loonia probleemtahvlid sisaldasid meetodeid ruutvo˜rran-
di lahendamiseks (o˜igemini u¨he reaalarvulise lahendi leidmiseks). U¨ks tabel
sisaldas na¨iteks sellist probleemi: leida ruudu ku¨lg kui on teada, et ruudu
pindala ja u¨he ku¨lje vahe on 14, 30. Arvestades, et arvule 14, 30 vastab
ku¨mnendsu¨steemis arv 870, vo˜ime selle probleemi formuleerida kui ruutvo˜r-
randi
x2 − x = 870
u¨he positiivse lahendi leidmisena. Babu¨loonlaste lahendus oli ja¨rgmine:
Vo˜ta 1-st pool, mis on 0; 30, ning korruta arv 0; 30 arvuga 0; 30.
Tulemuseks saad 0; 15. Liida sellele 14, 30, saad 14, 30; 15. See on
arvu 29; 30 ruut. Nu¨u¨d liida 0; 30 arvule 29; 30. Saad 30, mis on
ruudu ku¨lg.
Kuigi tegemist on u¨he konkreetse na¨itega, on see esitatud nii, et vo˜ime selle
u¨ldistada u¨ldisele juhule, mis oligi ilmselt Babu¨loonia “kirjatundja” eesma¨rk.
Ta¨napa¨evast kirjapilti kasutades avaldub otsitav ruudu ku¨lje pikkus x kujul
x =
√
a+ 0.25 + 0.5 , mille asendamisel vo˜rrandisse x2 − x = a saamegi sa-
masuse. See valem on sarnane ta¨napa¨eval kasutatava ruutvo˜rrandi lahenda-
mise valemiga u¨he lahendi leidmiseks.
Antiikkreeklased seevastu lahendasid ruutvo˜rrandeid geomeetrilisi konst-
ruktsioone kasutades. Kreeklastel olid samuti meetodid kuupvo˜rrandite la-
hendamiseks, mis sisaldasid koonuste lo˜ikepunktide leidmist. Siiski, algebra-
lisi lahendusmeetodeid kreeklastelt kuupvo˜rrandi jaoks ei ole teada.
Renessansiaja matemaatikud Bolognas Itaalias avastasid, et kuupvo˜rran-
di saab taandada kolmele po˜hitu¨u¨bile: x3 + px = q, x3 = px+ q ja
x3 + q = px, kus p ja q on positiivsed reaalarvud. Nad eristasid neid kol-
me po˜hitu¨u¨pi, sest nad ei tunnistanud negatiivseid arve. On arvatud (al-
likas [7], lk xix), et Scipio del Ferro lahendas a¨ra ko˜ik kolm tu¨u¨pi. Uudi-
sed sellest la¨ksid liikvele ning teised proovisid samuti kuupvo˜rrandit a¨ra
lahendada. Kuupvo˜rrandi lahendusvalemid avastas uuesti Niccolo Fontana
(hu¨u¨dnimega Tartaglia, “Kokutaja”) 1535. aastal. 1545. aastal ilmus Giro-
lamo Cardano teos “Ars Magna”, kus on toodud po˜hjalik ka¨sitlus Fontana
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kuupvo˜rrandi lahendamise ideest. Teos sisaldas ka meetodit – ta¨nu Cardano
o˜pilasele Ludovico Ferrarile – 4. astme vo˜rrandi lahendamiseks selle taan-
damisel kuupvo˜rrandile. Ko˜ik leitud valemid sisaldasid u¨ht huvipakkuvat
ta¨helepanekut, mida vo˜ib illustreerida Fontana lahendivalemiga kuupvo˜rran-


























Selline esitus, nimetatud “Cardano valemiks”, esitub kordajate p ja q kordu-
va liitmise, lahutamise, korrutamise, jagamise ning juurimise kaudu. Selline
esitusviis sai tuntuks kui “lahendus radikaalides”.
Kuna ko˜ik vo˜rrandid, mille aste on va¨iksem kui 5, said nu¨u¨d lahenda-
tud, tekkis loomulik ku¨simus, kuidas lahendada 5. astme vo˜rrandit radi-
kaalides. Tuntud matemaatikul Leonhard Euleril ei o˜nnestunud lahendada
5. astme vo˜rrandit, kuid ta leidis uued meetodid 4. astme vo˜rrandi jaoks,
millised leidis ka Etienne Be´zout 1765. aastal. Joseph-Louis Lagrange astus
suure sammu edasi oma aastail 1770-1771 esitatud to¨o¨s “Re´flexions sur la
re´solution alge´brique des e´quations”, kus ta u¨hendas ko˜ik erinevad seni ka-
sutatud meetodid vo˜rrandite, mille aste on va¨iksem kui 5, lahendamiseks.
Ta na¨itas, et nad ko˜ik so˜ltuvad polu¨noomide leidmisest vo˜rrandi lahendi-
test, mis ja¨a¨vad muutumatuks teatavate vo˜rrandi lahendite permuteerimisel.
Lagrange na¨itas, et selline la¨henemine ebao˜nnestub kui vaadelda 5. astme
vo˜rrandit. See ei to˜estanud veel, et 5. astme vo˜rrand ei ole lahenduv radi-
kaalides, sest teistsugused meetodid vo˜ivad o˜nnestuda. Kuid sellise u¨ldise
meetodi ebao˜nnestumine oli huvipakkuv.
U¨ldine arvamus, et 5. astme vo˜rrand ei ole lahenduv radikaalides, oli
nu¨u¨d o˜hus. Paolo Ruffini esitas 18. sajandi lo˜pul ja 19. sajandi algul to¨id
(mis olid seejuures ku¨llaltki mahukad), milledes tal lo˜puks o˜nnestus na¨idata,
et u¨ldine 5. astme vo˜rrand (vt definitsioon 3.1.1 leheku¨ljel 54) ei ole lahenduv
radikaalides. To˜estus ei olnud siiski piisavalt ta¨ielik, st, sisaldas u¨ht puudust.
Selle puuduse suutis 1824. aastal ko˜rvaldada Niels Henrik Abel. Abeli to¨o¨ oli
pikk ja sisaldas va¨ikest viga, mis ku¨ll ei tu¨histanud ta to˜estust.
U¨ldine 5. astme vo˜rrand oli seega radikaalides mittelahenduv, kuid mo˜ned
konkreetsed 5. astme vo˜rrandid vo˜isid siiski olla lahenduvad. Abelil o˜nnes-
tus leida mitmesuguseid meetodeid teatud kujul olevate 5. astme vo˜rrandite
lahendamiseks – iga vo˜rrandi kuju jaoks erinev lahendivalem. Uus ku¨simus
oli nu¨u¨d seega o˜hus: otsustada, kas mo˜ni konkreetne 5. astme vo˜rrand on
radikaalides lahenduv. Abel to¨o¨tas selle ku¨simuse kallal just enne seda kui ta
suri tuberkuloosi 1829. aastal.
1832. aastal tapeti noor (20 aastane) prantsuse matemaatik E´variste Ga-
lois duellil. Ta oli tegelenud vo˜rrandite radikaalides lahenduvuse ku¨simusega,
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olles seejuures esitanud 3 to¨o¨d Pariisi Teaduste Akadeemiale oma sellekohaste
uurimuste kohta. Need to¨o¨d tema eluajal teatud po˜hjustel ku¨ll tunnustust ei
leidnud ning Galois’ uurimused tundusid olevat maailmale kadunud. Siiski, 4.
juulil 1843, po¨o¨rdus Joseph Liouville Akadeemia poole. Ta alustas ja¨rgnevate
so˜nadega:
“Ma loodan po¨o¨rata Akadeemia ta¨helepanu to˜siasjale, et E´variste
Galois’ to¨o¨de seas olen ma leidnud lahenduse, nii ta¨pse kui olla





Algebraliste vo˜rrandite radikaalides lahendamise uurimisel on meile abiks
ru¨hmateooria “vahendid”. Ru¨hmateooria, kui u¨ks algebra valdkond, saigi te-
gelikult alguse seoses algebraliste vo˜rrandite lahendamise ku¨simuse uurimi-
sega. Seepa¨rast on meil enne ko˜rgema astme vo˜rrandite radikaalides lahen-
duvuse ku¨simuse uurimist vajalik teada mo˜ningaid tulemusi ru¨hmateooria
valdkonnast.
Eeldame ja¨rgnevas, et lugeja on tuttav po˜hiliste ru¨hmade kohta ka¨ivate
mo˜istete ja tulemustega nagu na¨iteks ru¨hm, alamru¨hm, ru¨hma ja¨rk, ru¨hma
elemendi ja¨rk, faktorru¨hm, isomorfism, homomorfism, normaaljagaja ehk
normaalne alamru¨hm, Lagrange’i teoreem ja ru¨hmade homomorfismiteoreem.
Samuti eeldame arvuteooria po˜hiliste tulemuste tundmist. Loetletud mo˜iste-
tega vo˜ib tutvuda na¨iteks nii o˜pikute [2], [4], [5] kui ka loengukonspekti [6]
abil.
1.1 Substitutsioonide ru¨hmad
Meenutame, et substitutsiooniks n-elemendilisel (n ∈ N) hulgal nimetatakse
mistahes bijektiivset kujutust sellel hulgal (vt [5], lk 122, definitsioon 4.3.9).
Ta¨histades vaadeldava hulga elemente vastavalt arvudega 1, 2, ..., n, vo˜ime
substitutsiooni s esitada kujul
s =
(
1 2 . . . n




s1 s2 . . . sn
on arvude 1, 2, ..., n teatav u¨mberja¨rjestus ehk permutatsioon. Sellise ta¨his-
tusviisi korral loeme, et na¨iteks element, mis on ta¨histatud arvuga 1, teiseneb
1
substitutsiooni s toimel elemendiks, mis on ta¨histatud arvuga s1. Ko˜igi subs-
titutsioonide hulka n elemendist (n-elemendilisel hulgal) ta¨histame ja¨rgnevalt
su¨mboliga Sn.
Ma¨rgime, et substitutsiooni 1.1 vo˜ime esitada ka teisiti, st selliselt, kus
tema esimese rea elemendid 1, 2, ..., n on esitatud mingis teises ja¨rjekorras.
Tingimuseks aga ja¨a¨b siiski, et arvule 1 vastab alumises reas samal kohal arv
s1, arvule 2 vastab alumises reas samal kohal arv s2 jne.




























































Definitsioon 1.1.2. Substitutsioonide r, s ∈ Sn, kus
r =
(
s1 s2 . . . sn




1 2 . . . n






1 2 . . . n
rs1 rs2 . . . rsn
)
. (1.3)
Lause 1.1.3. Substitutsioonide hulk Sn osutub substitutsioonide korrutamise
suhtes ru¨hmaks.
To˜estus. Definitsiooni 1.1.2 po˜hjal on kahe substitutsiooni r, s ∈ Sn, milli-
sed on antud kujul (1.2), korrutis (1.3) to˜epoolest substitutsioon, sest kuna
r ∈ Sn, siis on arvud rs1 , rs2 , ..., rsn paarikaupa erinevad arvud hulgast
{1, 2, ..., n}.
Olgu nu¨u¨d r, s, t ∈ Sn suvalised substitutsioonid kujul
r =
(
st1 st2 . . . stn




t1 t2 . . . tn





1 2 . . . n







st1 st2 . . . stn
rst1 rst2 . . . rstn
)(
t1 t2 . . . tn
st1 st2 . . . stn
)](
1 2 . . . n





t1 t2 . . . tn
rst1 rst2 . . . rstn
)(
1 2 . . . n




1 2 . . . n






st1 st2 . . . stn
rst1 rst2 . . . rstn
)[(
t1 t2 . . . tn
st1 st2 . . . stn
)(
1 2 . . . n





st1 st2 . . . stn
rst1 rst2 . . . rstn
)(
1 2 . . . n




1 2 . . . n
rst1 rst2 . . . rstn
)
.
Seega (rs)t = r(st), misto˜ttu substitutsioonide korrutamine on assotsiatiiv-
ne.




1 2 . . . n





1 2 . . . n





s1 s2 . . . sn
1 2 . . . n
)
.
Seega on to˜epoolest tegemist ru¨hmaga.
Definitsioon 1.1.4. Ru¨hma Sn, mis on moodustatud ko˜igi n-elemendiliste
substitutsioonide poolt (n ∈ N), nimetame substitutsioonide ru¨hmaks (n
elemendist).
Osutub, et iga lo˜plik ru¨hm on isomorfne teatava substitutsioonide ru¨hma
alamru¨hmaga (vt [5], lk 175, teoreem 6.4.1). Seepa¨rast on meil oluline tunda
just substitutsioonide ru¨hmi.
Definitsioon 1.1.5. Substitutsiooni nimetame tsu¨kliks, kui ta paigutab tea-
tud elemente tsu¨kliliselt u¨mber, u¨leja¨a¨nud elemendid ja¨tab aga paigale. Tsu¨k-
lit, mis viib elemendi s1 elemendiks s2, elemendi s2 elemendiks s3, ..., ele-
mendi sk elemendiks s1, ta¨histame
(s1s2 . . . sk) ,
ning nimetame seda seejuures k-tsu¨kliks.
3
Paneme ta¨hele, et tsu¨kkel on kuni ja¨rjekorra ta¨psuseni u¨heselt ma¨a¨ratud.
Na¨ide 1.1.6. Substitutsioon (
1 2 3 4
2 4 3 1
)
on tsu¨kkel, mille vo˜ime esitada ka samava¨a¨rsel kujul
(124) .
Lause 1.1.7. Mistahes substitutsiooni ru¨hmast Sn saab esitada so˜ltumatute
tsu¨klite korrutisena, st, selliste tsu¨klite korrutisena, mille u¨leskirjutises ei





1 2 . . . n
s1 s2 . . . sn
)
(1.4)
suvaline substitutsioon ru¨hmast Sn. To˜estuseks tuleb na¨idata, et substitut-
siooni s saab esitada tsu¨klite korrutisena nii, et iga arv 1, 2, ..., n esineb
parajasti u¨hes tsu¨klis.
Paneme ta¨hele, et arv 1 teiseneb substitutsiooni s toimel arvuks s1, arv
s1 omakorda arvuks ss1 jne kuni mingil sammul jo˜uame arvuni, mis teiseneb
s toimel arvuks 1 (sest n on lo˜plik arv ning substitutsiooni 1.4 alumine rida
koosneb paarikaupa erinevatest arvudest hulgast {1, 2, ..., n}). Sel teel saame
tsu¨kli (
1 s1 ss1 . . .
s1 ss1 . . . 1
)
= (1s1ss1 . . .) . (1.5)
Otsime nu¨u¨d substitutsiooni s u¨lemises reas sellist arvu a, mis ei esine eralda-
tud tsu¨klis (1.5). Kui sellist arvu ei leidu, siis on va¨ide to˜estatud. Kui selline
arv a aga leidub, siis ta teiseneb s toimel arvuks sa, arv sa omakorda arvuks
ssa jne kuni mingil sammul jo˜uame arvuni, mis teiseneb s toimel arvuks a.
Sel teel saame tsu¨kli(
a sa ssa . . .
sa ssa . . . a
)
= (asassa . . .) . (1.6)
Kui oletada, et arvude a, sa, ssa , ... ja arvude 1, s1, ss1 , ... seas leidub vo˜rd-
seid, siis olgu i, j ∈ {1, 2, ..., n} sellised indeksid, et si = sj, kus si kuulub
tsu¨klisse (1.5) ja sj kuulub tsu¨klisse (1.6). Siit ja¨relduks nu¨u¨d, et ssi = ssj ,
kus ssi kuulub tsu¨klisse (1.5) ja ssj kuulub tsu¨klisse (1.6) ning nii edasi lii-
kudes saaksime, et a vo˜rdub mingi arvuga tsu¨klist (1.5), mis on vastuolus a
valikuga.
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Kirjeldatud tsu¨klite eraldamise protsessi ja¨tkame seni, kuni ei leidu enam
arvu b ∈ {1, 2, ..., n}, mis ei kuuluks u¨hessegi meie poolt eraldatud tsu¨klisse.
Nu¨u¨d paneme aga ta¨hele, et
s = . . . (asassa . . .)(1s1ss1 . . .) ,
seejuures antud korrutises ei ole tsu¨klite korrutamise ja¨rjekord oluline, sest
iga arv 1, 2, ..., n esineb parajasti u¨hes tsu¨klis.
Na¨ide 1.1.8. Esitame substititsiooni
s =
(
1 2 3 4 5 6 7 8 9
5 1 8 9 2 4 7 3 6
)
so˜ltumatute tsu¨klite korrutisena.
Paneme ta¨hele, et substitutsiooni s toimel arv 1 teiseneb arvuks 5, arv
5 teiseneb arvuks 2, arv 2 teiseneb arvuks 1, millega sulgub esimene tsu¨kkel
(152). Teise tsu¨kli koostamist alustame arvuga 3. Nu¨u¨d 3 teiseneb arvuks 8,
arv 8 arvuks 3, millega sulgub teine tsu¨kkel (38). Kolmandat tsu¨klit alustame
arvuga 4. Arv 4 teiseneb arvuks 9, arv 9 arvuks 6 ja arv 6 teiseneb arvuks 4,
millega sulgeb kolmas tsu¨kkel (496). Ja¨releja¨a¨nud arv 7 moodustab omaette
tsu¨kli, mille me vo˜ime kirjutamata ja¨tta. Seega
s = (496)(38)(152) .
Lause 1.1.9. Iga k-tsu¨kli (s1s2 . . . sk) ∈ Sn ja¨rk substitutsioonide ru¨hmas Sn
on k.
To˜estus. Kui k = 1 vo˜i kui k = 2, siis on va¨ide selge. Eeldame seega ja¨rgne-
vas, et k > 2. Olgu si, i ∈ {1, 2, ..., k}, mingi element k-tsu¨klis
t = (s1s2 . . . sk).
Paneme ta¨hele, et substitutsioon tj, kus j < k ning j > 0, viib elemendi
si elemendiks si+j, kus
i+ j =
{
arvu i+ j ja¨a¨k jagamisel arvuga k kui i+ j > k ,
i+ j muul juhul.
Veendume, et sellisel juhul tj ei ole u¨hiksubstitutsioon. Selleks piisab na¨idata,
et si+j 6= si, st, et i+ j 6= i. Vaatame kahte juhtu, so˜ltuvalt sellest, kas
i+ j > k vo˜i i+ j ≤ k.
Juhul, kui i + j > k, siis tingimuse j < k to˜ttu i+ j 6= i, sest vastasel
juhul peaks i+ j = k + i (arvestame, et i ≤ k ja j < k to˜ttu i+ j < 2k) ehk
j = k, mis oleks vastuolus arvu j valikuga.
Kui i + j ≤ k, siis i+ j = i + j ning tingimuse j > 0 to˜ttu i + j 6= i. St
i+ j 6= i.
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Seevastu substitutsioon tk viib elemendi si selleks samaks elemendiks si
ning on seeto˜ttu u¨hiksubstitutsioon.
Sellega oleme na¨idanud, et k-tsu¨kli t ja¨rk ru¨hmas Sn on k.
Ja¨reldus 1.1.10. Olgu p algarv. Siis ainsad elemendid ru¨hmas Sp ja¨rguga p
on p-tsu¨klid.
To˜estus. Lause 1.1.9 po˜hjal on iga p-tsu¨kli ja¨rk ru¨hmas Sp arv p. Olgu s ∈ Sp
substitutsioon, mis ei ole p-tsu¨kkel ega u¨hiksubstitutsioon. Lause 1.1.7 po˜hjal
vo˜ime ta esitada so˜ltumatute tsu¨klite korrutisena
s = trtr−1 . . . t1 .
Seejuures paneme ta¨hele, et igas tsu¨klis ti, i ∈ {1, 2, ..., r}, on elemente va¨hem
kui p (sest vastasel juhul oleks s ju p-tsu¨kkel). Teisiso˜nu, ti on ki-tsu¨kkel,
kus ki < p (i ∈ {1, 2, ..., r}). Lause 1.1.9 po˜hjal on iga ki-tsu¨kli ti ja¨rk
ki, i ∈ {1, 2, ..., r}. Oletame, et sp = e, kus e on u¨hiksubstitutsioon. Ku-
na s ei ole u¨hiksubstitutsioon, siis leidub ki-tsu¨kkel si, mille ja¨rk ei ole 1
(i ∈ {1, 2, ..., r}). Meie oletuse sp = e to˜ttu ning kuna so˜ltumatute tsu¨klite
t1, t2, ..., tr omavaheline korrutamine on kommutatiivne, siis ka t
p
i = e (ar-
vestame, et ka tsu¨klid tpj , j ∈ {1, 2, ..., r}, on so˜ltumatud). See aga ta¨hendab,
et ki | p (vt [6], lk 28, lemma 7.3), mis on vastuoluline, sest p on algarv ning
1 < ki < p. Seega substitutsiooni s ja¨rk ei saa olla p.
Definitsioon 1.1.11. Substitutsiooni s ∈ Sn nimetame transpositsiooniks,
kui ta esitub so˜ltumatute tsu¨klite korrutisena kujul
s = (ij) ,
kus i, j ∈ {1, 2, ..., n}, i 6= j.
Definitsioon 1.1.12. Olgu permutatsioonis
s1 s2 . . . sj . . . si . . . sn
arv sj suurem arvust si. Sellisel juhul u¨tleme, et arvud si ja sj moodustavad
vaadeldavas permutatsioonis inversiooni .
Kui inversioonide koguarv permutatsioonis on paarisarv, siis nimetame
permutatsiooni paarispermutatsiooniks . Vastasel juhul nimetame permutat-
siooni paarituks permutatsiooniks .
Definitsioon 1.1.13. Substitutsiooni s ∈ Sn, mis on antud kujul
s =
(
a1 a2 . . . an




nimetame paarissubstitutsiooniks, kui permutatsioonid
a1 a2 . . . an ja sa1 sa2 . . . san
on u¨hesuguse paarsusega. Vastasel juhul nimetame substitutsiooni s paarituks
substitutsiooniks.
Ma¨rgime, et toodud definitsioon on korrektne, sest u¨he ja sama subs-
titutsiooni erinevad esitused on teineteisest saadavad veergude teatava ar-
vu u¨mberpaigutamiste abil. Kahe veeru u¨mberpaigutamine ta¨hendab aga
transpositsiooni teostamist substitutsiooni esituse mo˜lemas permutatsioonis.
Transpositsioon aga muudab permutatsiooni paarsust (vt [5], lk 121, lause
4.3.7).
Esitame nu¨u¨d veel mo˜ned tulemused substitutsioonide ru¨hmade kohta,
milledest enamikud toome to˜estuseta (to˜estused vo˜ib leida na¨iteks o˜pikust
[5], leheku¨lgedelt 123 - 125).
Lause 1.1.14. Substitutsoonide ru¨hma Sn ja¨rk on n!.
Lause 1.1.15. Kui n ≥ 2, siis ru¨hmas Sn on paaris ja paarituid substitut-
sioone u¨hepalju.
Lause 1.1.16. Iga transpositsioon on paaritu substitutsioon.
Teoreem 1.1.17. Ru¨hma Sn (n ≥ 2) iga substitutsioon on esitatav transpo-
sitsioonide korrutisena.
Lause 1.1.18. Tegurite arv substitutsiooni esituses transpositsioonide kor-
rutisena on sama paarsusega kui substitutsioon ise.
Lause 1.1.19. Ru¨hma Sn alamhulk, mis koosneb ko˜igist paarissubstitutsioo-
nidest, on ru¨hma Sn alamru¨hm.
To˜estus. Olgu s ja t kaks paarissubstitutsiooni. Lause 1.1.18 po˜hjal on s ja t
esituses transpositsioonide korrutisena transpositsioone paarisarv. Siis aga ka
korrutis st sisaldab paarisarvu transpositsioone ning on seeto˜ttu paarissubsti-
tutsioon. Veendume nu¨u¨d, et suvalise paarissubstitutsiooni s po¨o¨rdsubstitut-
sioon s−1 on paarissubstitutsioon. Oletame, et s−1 on paaritu substitutsioon.
Olgu s ja s−1 esitatud transpositsioonide korrutisena. Siis s esituses on trans-
positsioone paarisarv ja s−1 esituses paaritu arv. Korrutis ss−1 sisaldab seega
paaritu arv transpositsioone ning seepa¨rast peaks u¨hiksubstitutsioon e ole-
ma paaritu substitutsioon. See oleks vastuoluline, misto˜ttu s−1 peab olema
paarissubstitutsioon.
Definitsioon 1.1.20. Ru¨hma Sn alamru¨hma, mis koosneb ko˜igist paaris-
substitutsioonidest, nimetame n-astme alterneeruvaks ru¨hmaks ning ta¨hista-
me An.
Lause 1.1.21. Ru¨hma An ja¨rk on n!2 .
To˜estus. Ja¨reldub vahetult lausetest 1.1.14 ja 1.1.15.
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1.2 Lahenduvad ja lihtsad ru¨hmad
Selles punktis teeme ko˜igepealt tutvust lahenduvate ru¨hmadega ning to˜esta-
me mo˜ned u¨ldtulemused nende ru¨hmade kohta. Lahenduvad ru¨hmad ma¨n-
givad olulist rolli vo˜rrandite radikaalides lahenduvuse teoorias. Tutvume ka
lihtsate ru¨hmadega. Na¨itame, et alterneeruv ru¨hm An on juhul n ≥ 5 lihtne
ning seda tulemust kasutades na¨itame, et substitutsioonide ru¨hm Sn ei ole
juhul n ≥ 5 lahenduv. Just viimasele faktile tugineme hiljem, kui na¨itame,
et ko˜ik 5. astme vo˜rrandid ei ole lahenduvad radikaalides.
Kui G on ru¨hm ning H on tema normaalne alamru¨hm ehk normaaljaga-
ja, siis ta¨histame seda ja¨rgnevalt H  G. Ru¨hma G u¨hikelementi ta¨histame
su¨mboliga 1G vo˜i ka lihtsalt su¨mboliga 1, kui kontekstist on selge, millise
ru¨hma u¨hikelementi me silmas peame.
Definitsioon 1.2.1. Ru¨hma G lo˜plikku alamru¨hmade jada
{1} = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G ,
milles sisalduvused on ranged ning Gi Gi+1 iga i ∈ {0, 1, ..., n− 1} korral,
nimetame ru¨hma G normaaljadaks. Kui G on u¨heelemendiline, siis sellisel
juhul ka u¨heelemendilist jada {1} = G nimetame ru¨hma G normaaljadaks.
On lihtsasti mo˜istetav, et igas ru¨hmas G leidub normaaljada - na¨iteks
jada {1} ⊆ G. Ru¨hmas G vo˜ib leiduda ka mitu normaaljada. Abeli ru¨hma
iga alamru¨hmade jada on ju normaaljada.
Definitsioon 1.2.2. U¨tleme, et ru¨hma G normaaljada on saadud teise nor-
maaljada tihendamisel, kui esimene normaaljada on tekkinud nii, et teise
normaaljadasse kuuluvate alamru¨hmade vahele on paigutatud ta¨iendavaid
alamru¨hmi.
Definitsioon 1.2.3. Ru¨hma G normaaljada nimetame kompositsioonija-
daks, kui teda ei ole vo˜imalik nii tihendada, et tulemuseks on uus normaal-
jada.
Definitsioon 1.2.4. Olgu {1} = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G ru¨hma G
normaaljada. Faktorru¨hmi
Gi+1/Gi ,
i ∈ {1, 2, ..., n− 1}, nimetame selle normaaljada faktoriteks.
Definitsioon 1.2.5. Ru¨hma G nimetame lahenduvaks, kui temas leidub nor-
maaljada, mille faktorid on Abeli ru¨hmad. Teisiso˜nu, ru¨hm G on lahenduv,
kui leidub lo˜plik arv selliseid alamru¨hmi
{1} = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G , (1.7)
et kehtib
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1. Gi Gi+1 iga i ∈ {0, 1, ..., n− 1} korral.
2. Faktorru¨hm Gi+1/Gi on Abeli ru¨hm iga i ∈ {0, 1, ..., n− 1} korral.
Na¨ide 1.2.6.
1. Iga Abeli ru¨hmG on lahenduv, sest jada {1} ⊆ G rahuldab definitsiooni
1.2.5 tingimusi.
2. Substitutsioonide ru¨hm S3 on lahenduv. Temas leidub alamru¨hmade
jada
{e} ⊂ 〈(123)〉 ⊂ S3 ,
kus e on u¨hiksubstitutsioon ning 〈(123)〉 on ru¨hma S3 tsu¨kliline alam-
ru¨hm moodustajaga (123). Vo˜ib veenduda, et 〈(123)〉  S3 ning, et
ru¨hma 〈(123)〉 ja¨rk on 3. Kuna ru¨hma S3 ja¨rk on lause 1.1.14 po˜hjal
3! = 6, siis faktorru¨hma S3/〈(123)〉 ja¨rk on 6 : 3 = 2 ning S3/〈(123)〉
on seega Abeli ru¨hm.
3. Substitutsioonide ru¨hm S4 on samuti lahenduv. Temas leidub alamru¨h-
made jada
{e} ⊂ V ⊂ A4 ⊂ S4 ,
kus e on u¨hiksubstitutsioon, V = {e, (34)(12), (24)(13), (23)(14)} (tun-
tud kui “Kleini neljaru¨hm”). Vo˜ib veenduda, et {e} V, V A4 ning
A4  S4. Lausete 1.1.14 ja 1.1.21 po˜hjal ning sellest, et ru¨hmas V on 4
elementi, ja¨reldub, et faktorru¨hmade S4/A4 ja A4/V ja¨rgud on vastavalt
2 ja 3. Seega kehtivad1
V/{e} ∼= V ,
A4/V ∼= Z3 ,
S4/A4 ∼= Z2 .
Ru¨hmad V, Z3, Z2 on aga Abeli ru¨hmad.
To˜estame siinkohal u¨he elementaarse lause.
Lause 1.2.7. Olgu G lahenduv ru¨hm ning olgu ru¨hm H isomorfne ru¨hmaga
G. Siis H on lahenduv ru¨hm.
To˜estus. Olgu
{1G} = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G
1Vt na¨iteks [5], lk 168, definitsioon 6.1.24, kus on defineeritud ja¨a¨giklassiru¨hm Zn
(n ∈ N).
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ru¨hma G normaaljada, mille faktorid on Abeli ru¨hmad (n ∈ N). Olgu
φ : G → H isomorfism. Siis on kujutised Hi = φ(Gi), i ∈ {0, 1, ..., n}
ru¨hma H alamru¨hmad (vt [5], lk 74, lause 2.5.29) ning meil on ru¨hma H
alamru¨hmade jada
{1H} = H0 ⊂ H1 ⊂ . . . ⊂ Hn = H .
Olgu i ∈ {0, 1, ..., n− 1} suvaline.
Veendume, et Hi  Hi+1. Selleks olgu hi ∈ Hi ja hi+1 ∈ Hi+1 suvalised
ning na¨itame, et h−1i+1hihi+1 ∈ Hi. Olgu gi ∈ Gi ja gi+1 ∈ Gi+1 sellised, et
φ(gi) = hi ja φ(gi+1) = hi+1. Siis
h−1i+1hihi+1 = (φ(gi+1))
−1φ(gi)φ(gi+1) = φ(g−1i+1)φ(gi)φ(gi+1) =
= φ(g−1i+1gigi+1) ∈ φ(Gi) = Hi ,
sest g−1i+1gigi+1 ∈ Gi.
Veendume nu¨u¨d, et Hi+1/Hi on Abeli ru¨hm. Selleks piisab na¨idata, et su-
valiste h1, h2 ∈ Hi+1 korral h1h2Hi = h2h1Hi (see on faktorru¨hma elementide
korrutamise eeskiri, vt [5], lk 166, lause 6.1.11). Olgu g1, g2 ∈ Gi+1 sellised,
et φ(g1) = h1 ning φ(g2) = h2. Siis
h1h2Hi = φ(g1)φ(g2)φ(Gi) = φ(g1g2Gi) =
= φ(g2g1Gi) = φ(g2)φ(g1)φ(Gi) = h2h1Hi ,
sest Gi+1/Gi on eelduse po˜hjal Abeli ru¨hm.
Ja¨rgnevad tulemused (teoreemid 1.2.8 kuni 1.2.12) koos to˜estustega on
leitavad eestikeelsest o˜pikust [4] leheku¨lgedelt 13-14 ning 21-22.
Teoreem 1.2.8 (Esimene isomorfismiteoreem). Olgu G, H ja K ru¨hmad.
Kui K G ning H ⊆ G, siis H ∩K H, K HK ning kehtib
HK/K ∼= H/(H ∩K) .
Teoreem 1.2.9 (Teine isomorfismiteoreem). Olgu G, H ja K ru¨hmad. Kui
K G, K ⊆ H ning H G, siis K H, H/K G/K ning kehtib
(G/K)/(H/K) ∼= G/H .
Teoreem 1.2.10 (Kolmas isomorfismiteoreem). Olgu G ru¨hm, H tema nor-
maaljagaja, pi : G→ G/H loomulik projektsioon, NG/H ning M = pi−1(N).
Siis H M G ning kehtib
G/M ∼= (G/H)/N .
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Teoreem 1.2.11. Kui G on lahenduv ru¨hm ning H on tema alamru¨hm, siis
on ka H lahenduv ru¨hm.
Teoreem 1.2.12. Kui G on lahenduv ru¨hm ning N  G, siis on ka G/N
lahenduv ru¨hm.
Teoreem 1.2.13. Olgu G ru¨hm ning olgu N  G. Kui ru¨hmad N ja G/N
on lahenduvad, siis on ka ru¨hm G lahenduv.
To˜estus. Veendume ko˜igepealt, et kui H on ru¨hma G/N alamru¨hm, siis hulk
GH = {g ∈ G
∣∣ gN ∈ H}
on ru¨hma G alamru¨hm. Olgu g1, g2 ∈ GH suvalised. Siis g1N, g2N ∈ H ning,
kuna H on ru¨hm, siis g1g2N = g1Ng2N ∈ H. Seega ka g1g2 ∈ GH . Olgu
nu¨u¨d g ∈ GH suvaline. Siis gN ∈ H, misto˜ttu g−1N = (gN)−1 ∈ H. Seega
g−1 ∈ GH . Sellega oleme na¨idanud, et GH on ru¨hma G alamru¨hm. Paneme
veel ta¨hele, et N ⊆ GH ning, kuna N  G, siis ka N  GH ning seejuures
H = GH/N .
Nu¨u¨d eelduse po˜hjal leiduvad jadad2
{1G} = N0 N1  . . .Nr = N ,
{1G/N} = H0 H1  . . .Hs = G/N ,
kus faktorru¨hmadNi+1/Ni,Hj+1/Hj (i ∈ {0, 1, ..., r − 1}, j ∈ {0, 1, ..., s− 1})
on Abeli ru¨hmad. Eelo¨eldu to˜ttu Hj = Gj/N , kus Gj on teatav ru¨hma
G alamru¨hm, j ∈ {0, 1, ..., s}. Seejuures, kuna H0 on u¨heelemendiline, siis
H0 = N/N .
Veendume nu¨u¨d, et Gj  Gj+1, j ∈ {0, 1, ..., s − 1}. Olgu g ∈ Gj ja
x ∈ Gj+1 suvalised. Kuna kehtib vo˜rdus
(xN)−1(gN)(xN) = (x−1N)(gN)(xN) = x−1gxN
ning kunaGj/NGj+1/N , siis x
−1gxN ∈ Gj/N . See ta¨hendab, et x−1gx ∈ Gj
ning u¨htlasi ka, et Gj Gj+1.
Nu¨u¨d saame moodustada jada
{1G} = N0 N1  . . .Nr = N = G0 G1  . . .Gs = G . (1.8)
Paneme ta¨hele, et faktorru¨hm Ni+1/Ni on eelduse po˜hjal Abeli ru¨hm iga
i ∈ {0, 1, ..., r−1} korral. Faktorru¨hm Gj+1/Gj on aga iga j ∈ {0, 1, ..., s−1}
korral teoreemi 1.2.9 po˜hjal isomorfne Abeli ru¨hmaga
(Gj+1/N)/(Gj/N) ,
2Ru¨hma G u¨hikelement 1G on u¨htlasi ka alamru¨hma N u¨hikelemendiks, misto˜ttu ta¨his-
tame ka ru¨hma N u¨hikelementi su¨mboliga 1G.
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misto˜ttu on ka ise Abeli ru¨hm. “Korrastades” nu¨u¨d jada (1.8) nii, et sisaldu-
vused oleksid ranged, saame kommutatiivsete faktoritega ru¨hma G normaal-
jada.
Definitsioon 1.2.14. Ru¨hma G nimetame lihtsaks kui tema ainsad nor-
maalsed alamru¨hmad on {1} ja G. Viimaseid normaalseid alamru¨hmi me
nimetame seejuures ru¨hma G triviaalseteks normaaljagajateks.
Na¨ide 1.2.15. Kui p on algarv, siis ja¨a¨giklassiru¨hm Zp on lihtne, sest Lagran-
ge’i teoreemist (vt [5], lk 164, teoreem 6.1.5) ning sellest, et p on algarv,
ja¨reldub, et selle ru¨hma ainsad alamru¨hmad (ning seega ka ainsad normaal-
sed alamru¨hmad) on {0} ja ta ise.
Olgu G lahenduv ru¨hm normaaljadaga
{1} = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G , (1.9)
mille faktorid on Abeli ru¨hmad. Olgu M selline ru¨hma G alamru¨hm, et
M 6= Gi ning M 6= Gi+1, kuid Gi  M  Gi+1. Teise isomorfismiteoreemi
1.2.9 po˜hjal kehtib siis
(Gi+1/Gi)/(M/Gi) ∼= Gi+1/M . (1.10)
Kuna Gi+1/Gi on Abeli ru¨hm, siis on ka tema faktorru¨hm (Gi+1/Gi)/(M/Gi)
Abeli ru¨hm ning seega isomorfismi (1.10) to˜ttu on ka Gi+1/M Abeli ru¨hm.
Samuti, sisalduvuse M ⊂ Gi+1 to˜ttu, on ka ru¨hm M/Gi Abeli ru¨hm. Seega,
tihendades lahenduva ru¨hma G normaaljada (1.9), siis saadavad faktorid on
ikka Abeli ru¨hmad. See lubab meil lahenduva ru¨hma G korral ra¨a¨kida tema
kompositsioonijadast, mille faktorid on Abeli ru¨hmad. Kehtib ja¨rgmine lause.
Lause 1.2.16. Lahenduva ru¨hma G kompositsioonijada faktorid on lihtsad
tsu¨klilised ru¨hmad ning nende ja¨rk on algarv.
To˜estus. Olgu
{1} = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G (1.11)
lahenduva ru¨hmaG kompositsioonijada, mille faktorid on Abeli ru¨hmad. Ole-
tame vastuva¨iteliselt, et mingi indeksi i ∈ {0, 1, ..., n−1} korral faktorru¨hmal
Gi+1/Gi leidub mittetriviaalne normaaljagaja N . Olgu pi : Gi+1 → Gi+1/Gi
loomulik projektsioon. Teoreemi 1.2.10 po˜hjal on M = pi−1(N) ru¨hma Gi+1
normaalne alamru¨hm ning
Gi+1/M ∼= (Gi+1/Gi)/N . (1.12)
Paneme ta¨hele, et kuna Gi ⊆M ⊆ Gi+1 ning Gi Gi+1, siis Gi M .
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Kui nu¨u¨d M vo˜rduks ru¨hmaga Gi+1, siis (1.12) vasakul pool oleks u¨hik-
ru¨hm, misto˜ttu peaks ka (1.12) paremal pool olema u¨hikru¨hm. Kuna aga
N 6= Gi+1/Gi, siis (1.12) parem pool ei ole u¨hikru¨hm. Kui aga M vo˜rd-
uks ru¨hmaga Gi, siis (1.12) to˜ttu peaks N vo˜rduma faktorru¨hma Gi+1/Gi
u¨hikru¨hmaga {Gi}. Ja¨llegi vastuolu eeldusega. Seega peab M olema erinev
ru¨hmadest Gi+1 ja Gi. See on aga vastuoluline, sest sellisel juhul saaksime
normaaljada (1.11) tihendada alamru¨hmaga M , misto˜ttu ei oleks jada (1.11)
ru¨hma G kompositsioonijada. Seega peavad kompositsioonijada (1.11) fak-
torid olema lihtsad ru¨hmad.
Olgu i ∈ {0, 1, ..., n− 1} suvaline ning veendume, et faktorru¨hm Gi+1/Gi
on algarvulist ja¨rku tsu¨kliline ru¨hm. Olgu a ∈ Gi+1/Gi mingi element, mis
ei vo˜rdu selle ru¨hma u¨hikelemendiga e = {Gi}. Vaatame ru¨hma Gi+1/Gi
alamru¨hma
〈a〉 = {e, a, a2, . . . , am−1} .
Kuna Gi+1/Gi on kompositsioonijada (1.11) faktor, siis on ta Abeli ru¨hm.
Abeli ru¨hma iga alamru¨hm on aga selle ru¨hma normaaljagaja, misto˜ttu on
ru¨hm 〈a〉 lihtsa ru¨hma Gi+1/Gi normaaljagaja. Seega, kas 〈a〉 = Gi+1/Gi,
vo˜i 〈a〉 = {e}. Kuna meie valiku to˜ttu a 6= e, siis peab 〈a〉 = Gi+1/Gi, mis
ta¨hendab u¨htlasi, et ru¨hm Gi+1/Gi on tsu¨kliline ning ja¨rku m. Oletame, et
m ei ole algarv, st, m = pq, kus 1 < p < m. Sellisel juhul on
〈aq〉 = {e, aq, a2q, . . . , a(p−1)q}
ru¨hma Gi+1/Gi alamru¨hm, mille ja¨rk on p. See aga ta¨hendab u¨htlasi, et 〈aq〉
on ru¨hma Gi+1/Gi mittetriviaalne normaaljagaja. See on vastuoluline, sest
Gi+1/Gi on lihtne ru¨hm.
Teoreem 1.2.17. Lahenduv ru¨hm G on lihtne siis ja ainult siis kui G on
tsu¨kliline ning tema ja¨rk on algarv.
To˜estus. Tarvilikkus. Olgu lahenduv ru¨hm G lihtne. Kuna G on lahenduv,
siis leidub normaaljada
{1} = G0 ⊂ G1 ⊂ . . . ⊂ Gn = G , (1.13)
mille faktorid on Abeli ru¨hmad. Kuna G on lihtne, siis peab Gn−1 = {1}.
Paneme ta¨hele, et sellisel juhul
G ∼= G/{1} = Gn/Gn−1 . (1.14)
Faktorru¨hm Gn/Gn−1 on aga Abeli ru¨hm, misto˜ttu peab siis (1.14) to˜ttu ka
G olema Abeli ru¨hm. Paneme nu¨u¨d ta¨hele, et kuna G on Abeli ru¨hm, siis iga
tema alamru¨hm on u¨htlasi ka normaaljagaja. Seega, kuna G on lihtne, siis ei
saa ru¨hmas G leiduda mittetriviaalseid alamru¨hmi.
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Olgu 1 6= g ∈ G suvaline. Siis 〈g〉 6= {1} ning seega peab 〈g〉 = G (sest
vastasel juhul oleks 〈g〉 ru¨hma G mittetriviaalne alamru¨hm). Sellega oleme
na¨idanud, et G on tsu¨kliline.
Veendume, et G ja¨rk on algarv. Oletame, et ru¨hma G = 〈g〉 ja¨rk p ei
ole algarv, st p = kl, kus k > 1, l > 1. Siis element gk 6= 1 ei ole ru¨hma
G moodustaja (vt [5], lk 173, lause 6.3.8) ning seega 〈gk〉 oleks ru¨hma G
mittetriviaalne alamru¨hm.
Piisavus. Kui ru¨hmaG ja¨rk on algarv, siis, kuna lo˜pliku ru¨hma alamru¨hma
ja¨rk on ru¨hma ja¨rgu jagaja (vt [5], lk 164, teoreem 6.1.5), ei saa sel ru¨hmal
olla mittetriviaalseid alamru¨hmi ning seega ka mittetriviaalseid normaalseid
alamru¨hmi. Seega peab G olema lihtne.
Teoreem 1.2.18. Kui n ≥ 5, siis n-astme alterneeruv ru¨hm An on lihtne.
To˜estus. Olgu N  An, N 6= {e}.
Veendume ko˜igepealt, et kui N sisaldab mingit 3-tsu¨klit, siis N = An.
U¨ldisust kitsendamata vo˜ime eeldada, et (123) ∈ N (sest me vo˜ime subs-
titutsiooni arvud alati meile sobivalt u¨mber ja¨rjestada). Paneme ta¨hele, et
(12k) = (1k)(12), kus k > 3. Lause 1.1.18 po˜hjal seega (12k) ∈ An (k > 3).
Kuna N  An, siis k > 3 korral
(12k)(123)(12k)−1 = (12k)(123)(k21) = (k32) ∈ N . (1.15)
Nu¨u¨d aga (123)(k32) = (k12) = (12k) ∈ N (k > 3). Seega
(12k) ∈ N ∀k ∈ {3, 4, . . . , n} . (1.16)
Olgu x ∈ An suvaline ning olgu ta esitatud so˜ltumatute tsu¨klite korrutisena
(vt lause 1.1.7)
x = . . . · c · b · a . (1.17)
Paneme ta¨hele, et k-tsu¨kli a vo˜ime esitada kujul
a = (a1a2 . . . ak) = (a1ak) . . . (a1a3)(a1a2) . (1.18)
Lisaks ma¨rkame, et
(a1ai) = (1a1)(1ai)(1a1) , i ∈ {2, 3, . . . , k} . (1.19)
Vo˜rdustest (1.18) ja (1.19) ja¨reldame, et k-tsu¨kli a vo˜ime esitada kujul (1i),
i ∈ {2, 3, ..., n}, olevate transpositsioonide korrutisena. Sarnaselt vo˜ime veen-
duda, et ka tsu¨klid b, c, ... substitutsiooni x esitusest kujul (1.17) ning seega
ka substitutsiooni x vo˜ime esitada kujul (1i), i ∈ {2, 3, ..., n}, olevate trans-
positsioonide korrutisena. Kuna x ∈ An oli suvaline, siis iga substitutsiooni
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ru¨hmast An vo˜ime esitada kujul (1i), i ∈ {2, 3, ..., n}, olevate transpositsioo-
nide korrutisena, kusjuures neid transpositsioone peab lause 1.1.18 po˜hjal
olema paarisarv. Seega
An = 〈{(1j)(1i) | i, j ∈ {2, 3, . . . , n}}〉 , (1.20)
st, ru¨hm An on moodustatud hulga poolt, mille elementideks on substitut-
sioonid (1j)(1i), i, j ∈ {2, 3, ..., n} (selle kohta u¨tleme ka, et ru¨hm An on
tekitatud kujul (1j)(1i), i, j ∈ {2, 3, ..., n}, olevate substitutsioonide poolt).
Veendume nu¨u¨d, et iga substitutsiooni kujul (1j)(1i) (i, j ∈ {2, 3, ..., n})
on vo˜imalik esitada ru¨hma N kuuluvate substitutsioonide kaudu. Siis vo˜rdu-
sest (1.20) ja¨reldub, et An = N . Juhul kui i = j, siis va¨ide kehtib, sest
(1j)(1i) = I ∈ N . Eeldame nu¨u¨d, et i 6= j. Paneme esiteks ta¨hele, et sellisel
juhul (1j)(1i) = (1ij). Nu¨u¨d juhul, kui i 6= 2 ja j 6= 2, saame tingimust (1.16)
arvestades, et
(1ij) = (12j)(12j)(12i)(12j) ∈ N .
Juhul, kui i > 3 ja j = 2, siis tingimuse (1.15) to˜ttu
(1ij) = (1i2) = (32i)(123)(i23) = (32i)(123)(32i)−1 ∈ N .
Kui i = 3 ja j = 2, siis tingimuse (1.16) to˜ttu
(1ij) = (132) = (123)−1 ∈ N .
Juhul, kui i = 2 ja j > 2, ja¨reldub tingimusest (1.16), et
(1ij) = (12j) ∈ N .
Sellega oleme na¨idanud, et kui N sisaldab mingit 3-tsu¨klit, siis N = An.
Na¨itame nu¨u¨d, et N sisaldab mingit 3-tsu¨klit. Olgu x ∈ N mingi suvali-
ne u¨hiksubstitutsioonist erinev substitutsioon. Olgu x esitatud so˜ltumatute
tsu¨klite a, b, c, ... korrutisena
x = . . . · c · b · a . (1.21)
Vaatleme nu¨u¨d ko˜ikvo˜imalikke juhte, mis vo˜ivad esineda x esituses so˜ltuma-
tute tsu¨klite korrutisena.
1. Substitutsioon x sisaldab tsu¨klit, milles on rohkem kui 3 elementi. U¨ldi-
sust kitsendamata vo˜ime eeldada, et selliseks tsu¨kliks on a, sest korru-
tises (1.21) ei ole korrutatavate ja¨rjekord oluline (vt lause 1.1.7). Seega
a = (a1a2 . . . ak), kus k ≥ 4. Olgu
t = (a1a2a3) = (a1a3)(a1a2) ∈ An .
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Nu¨u¨d, kuna tsu¨klid b, c, ... on so˜ltumatud ning kuna NAn, siis kehtib
txt−1 = t(. . . cba)t−1 = . . . cb(tat−1) = z ∈ N .
Nu¨u¨d aga
x−1z = (a−1b−1c−1 . . .)(. . . cb(tat−1)) = a−1tat−1 =
= (ak . . . a2a1)(a1a2a3)(a1a2 . . . ak)(a3a2a1) = (a3aka1) ∈ N .
2. Substitutsiooni x esituses so˜ltumatute tsu¨klite korrutisena on va¨hemalt
kaks 3-tsu¨klit, st
x = y(a4a5a6)(a1a2a3) ,
kus y on substitutsioon, mis ja¨tab elemendid a1, a2, ..., a6 muutuma-
tuks. Olgu




−1(a2a3a4) y (a4a5a6)(a1a2a3)(a4a3a2) =
= (a4a3a6a1a2) ∈ N
ning olukord taandub juhule 1.
3. Substitutsiooni x esituses so˜ltumatute tsu¨klite korrutisena on ta¨pselt
u¨ks 3-tsu¨kkel ning mitte u¨htegi k-tsu¨klit, kus k ≥ 4. Siis x = p(a1a2a3),
kus substitutsioon p ja¨tab elemendid a1, a2 ja a3 muutumatuks ning
p2 = I (p on so˜ltumatute transpositsioonide korrutis). Siis aga
x2 = p(a1a2a3)p(a1a2a3) = p
2(a1a2a3)
2 = (a1a3a2) ∈ N .
4. Kui substitutsiooni x esituses so˜ltumatute tsu¨klite korrutisena ei kehti
u¨kski tingimustest 1., 2., 3., siis esitub x so˜ltumatute transpositsioonide
korrutisena. Seejuures, meie valiku to˜ttu x 6= e ning x ∈ N ⊆ An,
misto˜ttu peab x esituses so˜ltumatute transpositsioonide korrutisena
transpositsioone olema va¨hemalt 2. St,
x = p(a3a4)(a1a2) ,
kus substitutsioon p ja¨tab elemendid a1, a2, a3 ja a4 muutumatuks.
Olgu
t = (a2a3a4) ∈ An .
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Paneme ta¨hele, et
u = x−1(txt−1) = (a1a2)(a3a4)p−1(a2a3a4)p(a3a4)(a1a2)(a4a3a2) =
= (a4a1)(a3a2) ∈ N .
Olgu a5 ∈ {1, 2, ..., n} mingi element, mis erineb elementidest a1, a2, a3
ja a4. Olgu
v = (a1a2a5) = (a1a5)(a1a2) ∈ An .
Nu¨u¨d
u(vuv−1) = (a4a1)(a3a2)(a1a2a5)(a4a1)(a3a2)(a5a2a1) =
= (a5a2a1a4a3) ∈ N
ning olukord taandub juhule 1.
Sellega oleme na¨idanud, et ru¨hma An ainsad normaalsed alamru¨hmad on
triviaalsed normaaljagajad, misto˜ttu ru¨hm An on lihtne.
Ja¨reldus 1.2.19. Substitutsioonide ru¨hm Sn ei ole juhul n ≥ 5 lahenduv.
To˜estus. Kui ru¨hm Sn, n ≥ 5, oleks lahenduv, siis teoreemi 1.2.11 po˜hjal
peaks ka alamru¨hm An olema lahenduv. Teoreemi 1.2.18 po˜hjal on ru¨hm
An, juhul kui n ≥ 5, lihtne. Teoreemi 1.2.17 po˜hjal peaks siis An ja¨rk olema
algarv. Lause 1.1.21 po˜hjal on ru¨hma An ja¨rk n!2 , mis aga ei ole algarv kui
n ≥ 5.
Saadud vastuolu to˜ttu ei saa ru¨hm Sn olla lahenduv kui n ≥ 5.
1.3 Cauchy teoreem
Selle punkti eesma¨rgiks on Cauchy teoreemi to˜estus, milline teoreem va¨idab,
et kui algarv p jagab lo˜pliku ru¨hma ja¨rku, siis selles ru¨hmas leidub element,
mille ja¨rk on p. Selles punktis vaatlemegi vaid lo˜plikke ru¨hmi. Eelnevalt la¨heb
meil vaja aga mo˜ningaid abitulemusi. To˜estuseta toodud tulemuste to˜estused
vo˜ib leida o˜pikust [4] leheku¨lgedelt 7 ja 8.
Ru¨hma G ja¨rku ehk elementide arvu kui ka hulga G vo˜imsust ta¨histame
edaspidises ja¨rgnevalt: |G|.
Lause 1.3.1. Olgu G ru¨hm. Seos ∼, mis suvaliste a, b ∈ G korral on defi-
neeritud
a ∼ b⇔ ∃g ∈ G : a = g−1bg ,
on ekvivalentsiseos ru¨hmal G.
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Definitsioon 1.3.2. Olgu G ru¨hm ning a, b ∈ G. U¨tleme, et element b on
elemendi a kaaselement (ru¨hmas G) kui leidub g ∈ G nii, et
a = g−1bg .
Kui b ∈ G on elemendi a ∈ G kaaselement ru¨hmas G, siis lause 1.3.1 to˜ttu
on ka element a elemendi b kaaselement ning seepa¨rast nimetame elemente
a ja b ka teineteise kaaselementideks.
Lause 1.3.1 va¨idab, et seos “a ja b on kaaselemendid ru¨hmas G”, on ek-
vivalentsiseos ru¨hmal G. Ru¨hm G jaguneb selle seose ja¨rgi ekvivalentsiklas-
sideks, milliseid ekvivalentsiklasse me nimetame ru¨hma G kaaselementide
klassideks.
Kui ru¨hma G kaaselementide klassid on K1, K2, ..., Kr, siis u¨ks neist,
u¨tleme, et K1, sisaldab ainult ru¨hma G u¨hikelementi. Seega |K1| = 1. Kuna
ru¨hma G kaaselementide klassid ei lo˜iku ning katavad ru¨hma G, siis
|G| = 1 + |K2|+ . . .+ |Kr| . (1.22)
Elementi a ∈ G sisaldavat ru¨hma G kaaselemendi klassi ta¨histame K(a).
Definitsioon 1.3.3. Olgu G ru¨hm ning x ∈ G mingi element. Siis elemendi
x tsentralisaatoriks (ru¨hmas G) nimetame hulka
CG(x) = {g ∈ G | gx = xg} .
Lause 1.3.4. Elemendi x ∈ G tsentralisaator CG(x) ru¨hmas G on ru¨hm
ning
|K(x)| = |G||CG(x)| , (1.23)
st, elementi x sisaldava ru¨hma G kaaselementide klassi K(x) vo˜imsus vo˜rdub
ru¨hma G ko˜rvalklasside arvuga alamru¨hma CG(x) ja¨rgi.
Ja¨reldus 1.3.5. Elementide arv ru¨hma G mistahes kaaselementide klassis
on ru¨hma G ja¨rgu jagaja.
To˜estus. Va¨ide ja¨reldub vahetult vo˜rdusest (1.23).
Lause 1.3.6. Olgu G ja H ru¨hmad ning φ : G → H homomorfism. Olgu
elemendi g ∈ G ja¨rk k ning elemendi φ(g) ∈ H ja¨rk olgu l. Siis l | k.
To˜estus. Paneme ta¨hele, et
(φ(g))k = φ(gk) = φ(1) = 1 . (1.24)
Kuna elemendi φ(g) ja¨rk on l, siis vo˜rduse (1.24) to˜ttu l | k (vt [6], lk 28,
lemma 7.3).
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Lause 1.3.7. Olgu G ru¨hm, mille ja¨rk ei ole algarv. Siis ru¨hmas G leidub
mittetriviaalne pa¨risalamru¨hm.
To˜estus. Olgu |A| = mn, kus m > 1 ja n > 1. Olgu a ∈ A mingi selline
element, et a 6= 1G. Kui elemendi a ja¨rk ei ole mn, siis va¨ide kehtib (mit-
tetriviaalseks pa¨risalamru¨hmaks on sel juhul 〈a〉). Kui elemendi a ja¨rk on
mn, siis A = 〈a〉 ning ru¨hm 〈am〉 = {1G, am, a2m, ..., a(n−1)m} on ru¨hma A
mittetriviaalne alamru¨hm.
Lause 1.3.8. Olgu A Abeli ru¨hm, mille ja¨rk jagub algarvuga p. Siis ru¨hmas
A leidub element, mille ja¨rk on p.
To˜estus. Va¨ite to˜estame matemaatilise induktsiooni meetodit kasutades ru¨h-
ma A ja¨rgu |A| ja¨rgi.
Induktsiooni baas. Olgu ru¨hma A ja¨rk algarv p. Olgu a ∈ A mingi selline
element, et a 6= 1G. Kuna p on algarv ning |〈a〉| 6= 1, siis Lagrange’i teoreemist
(vt [5], lk 164, teoreem 6.1.5) ja¨reldub, et alamru¨hma 〈a〉 ja¨rk on p. Teisiso˜nu,
elemendi a ∈ A ja¨rk on p.
Induktsiooni samm. Eeldame nu¨u¨d, et va¨ide kehtib iga Abeli ru¨hma kor-
ral, mille ja¨rk on va¨iksem kui pk, kus k > 1, ning mille ja¨rk jagub algarvuga
p. Olgu A Abeli ru¨hm, mille ja¨rk on pk. Lause 1.3.7 po˜hjal leidub ru¨hmas
A mittetriviaalne pa¨risalamru¨hm. Olgu M ru¨hma A selline pa¨risalamru¨hm,
mille ja¨rk m on maksimaalne ru¨hma A pa¨risalamru¨hmade ja¨rkude seast. Kui
m jagub arvuga p, siis induktsiooni eelduse to˜ttu meie va¨ide kehtib. Eeldame
nu¨u¨d, et m ei jagu arvuga p. Olgu b ∈ A \M suvaline ning olgu B = 〈b〉.
Paneme ta¨hele, et kuna A on Abeli ru¨hm, siis MB on ru¨hma A alamru¨hm,
mille ja¨rk on seejuures rangelt suurem kui ru¨hmal M (sest M ⊆ MB, kuid
b ∈MB ja b /∈M). Alamru¨hma M valiku to˜ttu seega MB = A. Kuna A on







|A| = |M ||M ∩B| |B| . (1.25)
Kuna p jagab vo˜rduse (1.25) vasakut poolt, siis jagab p ka sama vo˜rduse
paremat poolt. Kuna seejuures |M ||M∩B| ei jagu arvuga p, siis peab p jagama
ru¨hma B ja¨rku r. Kuna B on tsu¨kliline ru¨hm moodustajaga b, siis elemendi
br/p ja¨rk on p.
Oleme nu¨u¨d valmis punkti po˜hiteoreemi – Cauchy teoreem – to˜estamiseks.
Teoreem 1.3.9 (Cauchy teoreem). Olgu G ru¨hm, mille ja¨rk jagub algarvuga
p. Siis ru¨hmas G leidub element, mille ja¨rk on p.
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To˜estus. To˜estame va¨ite matemaatilise induktsiooni meetodit kasutades.
Induktsiooni baas. Olgu G ru¨hm, mille ja¨rk on algarv p. To˜estus kordab
lause 1.3.8 induktsiooni baasi osa to˜estust.
Induktsiooni samm. Eeldame, et va¨ide kehtib iga ru¨hma G korral, mille ja¨rk
on va¨iksem kui pk, kus k > 1, ning mille ja¨rk jagub algarvuga p.
Lause 1.3.8 po˜hjal kehtib teoreemi va¨ide Abeli ru¨hmade korral. Olgu G
seega mittekommutatiivne ru¨hm, mille ja¨rk on pk. Olgu G ja¨rk esitatud te-
ma kaaselementide klasside vo˜imsuste summana kujul (1.22). Eelduse po˜hjal
p | |G|. Kui iga i ∈ {2, 3, ..., r} korral p | |Ki|, siis ja¨relduks vo˜rdusest (1.22),
et p | 1, mis oleks vastuoluline. Seega, p - |Kj| mingi j ∈ {2, 3, ..., r} korral.
Olgu x ∈ Kj mingi element. Lause 1.3.4 po˜hjal kehtib
|Kj| = |G||CG(x)| . (1.26)
Kaaselementide klassiKj valiku to˜ttu ja¨reldub vo˜rdusest (1.26), et p | |CG(x)|.
Kui CG(x) 6= G, siis induktsiooni eelduse to˜ttu sisaldab ru¨hm CG(x)
elementi, mille ja¨rk on p ning see element on u¨htlasi ka ru¨hma G element.
Eeldame nu¨u¨d, et CG(x) = G. See ta¨hendab aga seda, et element x kom-
muteerub ru¨hma G iga elemendiga ehk x ∈ C(G), kus C(G) on ru¨hma G
tsenter. Kuna aga x 6= 1G (klass Kj 6= {1G}), siis C(G) 6= {1G}.
Nu¨u¨d on meil kaks vo˜imalust, kas p | |C(G)| vo˜i p - |C(G)|. Ru¨hm C(G)
on Abeli ru¨hm, misto˜ttu esimesel juhul ja¨relduks teoreemi va¨ide lausest 1.3.8.
Vaatame nu¨u¨d juhtu kui p - |C(G)|. Meie eelduse to˜ttu C(G) 6= G (sest G ei
ole Abeli ru¨hm). Paneme ta¨hele, et faktorru¨hma G/C(G) ja¨rk |G||C(G)| jagub
sellisel juhul arvuga p ning on rangelt va¨iksem kui ru¨hmaG ja¨rk. Induktsiooni
eelduse po˜hjal leidub element y = yC(G) ∈ G/C(G), mille ja¨rk on p. St,
leidub selline yp ∈ C(G), et y /∈ C(G). Olgu Y = 〈y〉. Paneme ta¨hele, et
C(G)Y on Abeli ru¨hm. Kuna loomulik projektsioon pi : G → G/C(G) on
homomorfism, siis lause 1.3.6 po˜hjal jagab algarv p elemendi y ja¨rku ru¨hmas
G. Teisiso˜nu, ru¨hma Y ja¨rk jagub algarvuga p. Esimest isomorfismiteoreemi




|C(G) ∩ Y |
ehk
|C(G)Y | = |Y | |C(G)||C(G) ∩ Y | . (1.27)
Meie eelduse p - |C(G)| to˜ttu ei jaga algarv p ka ru¨hma C(G) alamru¨hma
C(G)∩Y ja¨rku. Kuna aga p | |Y |, siis peab p jagama vo˜rduse (1.27) paremat
poolt ning seega ka sama vo˜rduse vasakut poolt ehk p | |C(G)Y |. Nu¨u¨d lause
1.3.8 po˜hjal leidub Abeli ru¨hmas C(G)Y element, mille ja¨rk on p. See element
on u¨htlasi ka ru¨hma G element, mille ja¨rk on p.
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1.4 U¨lesanded
1. Leida ru¨hmaga {1, a, b | a2 = b, b2 = a, ab = ba = 1}, kus 1 ta¨hendab





3. Leida substitutsioonide ru¨hma S4 ko˜ik kolmandat ja¨rku tsu¨klilised alam-
ru¨hmad.
4. Na¨idata, et seos “ru¨hm A on ru¨hma B normaaljagaja” ei ole transitiiv-
ne. (Na¨puna¨ide: Vaadata jada G V S4, kus G = {e, (12)(34)} ning
V on Kleini neljaru¨hm (vt na¨ide 1.2.6(3) leheku¨ljel 9).)
5. Na¨idata, et nn “u¨ldine dieedri ru¨hm”
D2n = 〈a, b | an = b2 = 1, b−1ab = a−1〉
on lahenduv ru¨hm. Siin a ja b on vaadeldava ru¨hma moodustajad ning
vo˜rdused on seosed nende vahel.
6. Na¨idata, et ru¨hma G elemendi x ko˜igil kaaselementidel on sama ja¨rk,
mis elemendil x.
7. Lahutada ru¨hm S3 kaaselementide klassideks ning veenduda, et 〈(123)〉
on to˜epoolest ru¨hma S3 normaaljagaja (nagu seda na¨ites 1.2.6(2) va¨ide-
ti). Fikseerida igast kaaselementide klassist u¨ks element ning leida tema
tsentralisaator.
8. Olgu G ru¨hm ning x, g ∈ G. Na¨idata, et CG(g−1xg) = g−1CG(x)g.
9. Na¨idata, et ru¨hma Sn tsenter koosneb vaid u¨hest elemendist kui n ≥ 3.
10. Ma¨rkida ja¨rgnevad kas “To˜ene” (T) vo˜i “va¨a¨r” (V).
a. Kahe lahenduva ru¨hma otsekorrutis on lahenduv ru¨hm.
b. Iga lihtne lahenduv ru¨hm on tsu¨kliline.
c. Iga tsu¨kliline ru¨hm on lihtne.
d. Substitutsioonide ru¨hm Sn on lihtne kui n ≥ 5.





Osutub, et polu¨noomide uurimisega on tihedalt seotud teatavad korpused.
Selles peatu¨kis me defineerime korpuse laiendid ning seletame nende seotust
polu¨noomidega.
Polu¨noomi f muutujatest x1, x2, ..., xn ta¨histame nii kujul f kui ka kujul
f(x1, x2, ..., xn). Seda seepa¨rast, et vahest osutub teine ta¨histusviis parema
u¨levaate saamiseks vajalikuks. Kui polu¨noom p on nullpolu¨noom, siis ta¨his-
tame seda kujul p = 0.
2.1 Korpuse laiendid
Vaatleme 4. astme polu¨noomi
f = x4 − 4x2 − 5
u¨le korpuse Q. Paneme ta¨hele, et
f = (x2 + 1)(x2 − 5) ,
millest ilmneb, et polu¨noomi f juured on ±i ja ±√5, mis kuuluvad kor-
pusesse C. Osutub, et eksisteerib vaadeldavate juurtega seotud korpuse C
va¨him alamkorpus, mis on u¨heselt ma¨a¨ratud ning sisaldab neid juuri. Seega,
polu¨noomide u¨le korpuse Q uurimine viib meid teatud korpuse C alamkor-
puse Σ uurimisele. Samal moel viib polu¨noomide uurimine u¨le korpuse C
mingi alamkorpuse K meid C alamkorpuse Σ uurimisele, kusjuures K ⊆ Σ.
Korpus Σ osutub korpuse K laiendiks. Anname aga korpuse laiendi mo˜istele
u¨ldisema definitsiooni.
Definitsioon 2.1.1. Korpuse laiendiks me nimetame monomorfismi (kui see
eksisteerib)
ι : K → L ,
kus K ja L on korpused.
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U¨ldiselt, korpuse laiendi all me mo˜istame korpuste paari (K,L), kui on
selge, millist monomorfismi (u¨ksu¨hest ehk injektiivset homomorfismi) me sil-
mas peame. Kui ι : K → L on korpuse laiend, siis me tavaliselt samastame K
tema kujutisega ι(K), et vo˜iksime vaadelda kujutust ι kui korpuse K sises-
tust korpusesse L ning korpust K kui korpuse L alamkorpust (st ι(k) = k iga
k ∈ K korral). Sellistel tingimustel me ta¨histame korpuse laiendit ja¨rgnevalt:
L : K ,
ning u¨tleme, et L on korpuse K laiend. Edaspidises me samastame K ja ι(K)
ko˜ikjal, kus see on vo˜imalik.
Na¨ide 2.1.2. Sisestused ι1 : Q → R, ι2 : R → C, ι3 : Q → C on ko˜ik
korpuse laiendid.
Nagu sissejuhatuses mainitud, tegeleme korpuse C alamkorpuste vaatle-
misega. Edasises la¨heb meil aga vaja teada ka u¨hemuutuja polu¨noomide ringi
K[x] jagatistekorpust K(x) (vt [2], lk 160-166, vo˜i [5], lk 207-211). Seepa¨rast
nimetame ka sisestust ι : K → K(x) korpuse laiendiks ning ta¨histame seda
– analoogiliselt eelnevaga – K(x) : K.
Meil la¨heb vaja teada ja¨rgnevat triviaalset tulemust.
Lause 2.1.3. Olgu Li, i ∈ I, korpuse L alamkorpused. Siis korpuste Li,
i ∈ I, u¨hisosa ∩i∈ILi on samuti korpuse L alamkorpus.
To˜estus. Ta¨histame L′ = ∩i∈ILi. Paneme ta¨hele, et L′ 6= ∅, sest iga korpus
Li, i ∈ I, (kui L alamkorpus) sisaldab nullelementi ja u¨hikelementi, misto˜ttu
ka u¨hisosa ∩i∈ILi sisaldab neid elemente.
Na¨itamaks, et L′ on L alamkorpus, tuleb na¨idata, et L′ on kinnine liitmise
ja korrutamise tehete suhtes ning, et igal L′ elemendil leidub liitmise suhtes
vastandelement ning, et igal nullist erineval L′ elemendil leidub korrutamise
suhtes po¨o¨rdelement. Na¨itame ja¨rgnevas, et L′ on kinnine korrutamise tehte
suhtes. U¨leja¨a¨nud tingimuste ta¨idetuses vo˜ib analoogiliselt veenduda.
Olgu seega x, y ∈ L′. Siis x, y ∈ Li iga i ∈ I korral. Kuna Li, i ∈ I, on
korpused, siis xy ∈ Li iga i ∈ I korral. Seega, xy ∈ ∩i∈ILi = L′.
Asjaolu, et korpuse L alamkorpuste u¨hisosa on ja¨llegi korpus, annab aluse
ja¨rgnevale definitsioonile.
Definitsioon 2.1.4. Olgu X hulga C alamhulk. Siis ko˜igi hulka X sisalda-
vate korpuste u¨hisosa nimetame hulga X poolt tekitatud korpuseks.
Lause 2.1.5. Olgu X ⊆ C, X 6= ∅, X 6= {0}, ning olgu 〈X〉 hulga X poolt
tekitatud korpus. Siis 〈X〉 on
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1. Va¨him ning u¨heselt ma¨a¨ratud korpus, mis sisaldab hulka X. St, kui K
on selline korpus, mis sisaldab hulka X, siis 〈X〉 ⊆ K.
2. Ko˜igi selliste elementide hulk, millised vo˜ib saada hulga X elementidest
lo˜pliku arvu korpuse tehete sooritamisel.





kus Ki (i ∈ I) on ko˜ik vo˜imalikud korpused, mis sisaldavad hulka X.
1. Va¨ide ja¨reldub vahetult vo˜rdusest (2.1).
2. Olgu K selline hulk, mis koosneb ko˜ikidest sellistest elementidest, mil-
lised vo˜ime saada hulga X elementidest lo˜pliku arvu korpuse tehete
sooritamisel. Siis K on korpus, mis sisaldab hulka X. Seega K = Ki
mingi indeksi i ∈ I korral ning seeto˜ttu 〈X〉 ⊆ K. Teiselt poolt, iga
korpus Ki, i ∈ I, sisaldades hulka X, sisaldab ka ko˜iki elemente, mil-
lised vo˜ime saada hulga X elementidest lo˜pliku arvu korpuse tehete
sooritamisel. Seega K ⊆ ∩i∈IKi = 〈X〉.
Lause 2.1.6. Iga korpus sisaldab korpust Q.
To˜estus. Olgu K suvaline korpus. Korpuse definitsiooni (vt [5], lk 54, definit-
sioon 2.2.11) to˜ttu 0 ∈ K ja 1 ∈ K, misto˜ttu 2 = 1 + 1 ∈ K, 3 = 2 + 1 ∈ K,
ning induktiivselt ja¨tkates, n ∈ K iga naturaalarvu n korral. Kuna K on
liitmise suhtes Abeli ru¨hm, siis −n ∈ K iga naturaalarvu n korral. Sellega
oleme na¨idanud, et Z ⊆ K. Nu¨u¨d aga ka suvaline ratsionaalarv p/q (p ∈ Z,
q ∈ N) kuulub korpusesse K, sest kuna q 6= 0, siis q−1 ∈ K ning seega
p/q = pq−1 ∈ K.
Sellega oleme na¨idanud, et Q ⊆ K.
Na¨ide 2.1.7. Leiame korpuse K, mis on tekitatud hulga X = {1, i} poolt.
Lause 2.1.6 po˜hjal Q ⊆ K. Kuna K on kinnine arvude liitmise ja korrutamise
tehete suhtes, siis p+qi ∈ K mistahes ratsionaalarvude p ja q korral. Olgu M
ko˜igi selliste arvude hulk. Veendume, et M = K. Vo˜ime vahetult kontrollida,
et M on kinnine liitmise, vastandelementide vo˜tmise ja korrutamise tehete







mis ta¨hendab, et igal nullist erineval elemendil hulgast M leidub po¨o¨rdele-
ment hulgas M . Seega, M on korpus, mis sisaldab alamhulka X. Lause 2.1.5
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esimeset va¨itest ja¨reldub nu¨u¨d, et K ⊆M . Teiselt poolt, korpuse M definit-
siooni to˜ttu, M ⊆ K. Seega, hulga X poolt tekitatud korpus K on kirjeldatav
ja¨rgnevalt:
K = {p+ qi | p, q ∈ Q} .
Definitsioon 2.1.8. Olgu L : K korpuse laiend ning Y hulga L alamhulk
(L ⊆ C). Siis hulga K ∪ Y poolt tekitatud korpust ta¨histame K(Y ) ning
u¨tleme, et K(Y ) on saadud hulga Y adjungeerimisel korpusele K.
Korpusele K mingi hulga {ξ1, ξ2, ..., ξn} adjungeerimist ta¨histame lihtsalt
K(ξ1, ξ2, ..., ξn). Toome eelneva definitsiooni selgituseks paar na¨idet.
Na¨ide 2.1.9. Korpus C on saadud korpusest R temale u¨heelemendilise hulga
{i} adjungeerimisel, st, C = R(i). Samuti, vo˜ib veenduda, et korpuse R alam-
korpus P = {p+ q√2 | p, q ∈ Q} on vo˜rdne korpusega Q(√2).
Lause 2.1.10. Olgu korpus K(X1∪X2∪ ...∪Xm), m ∈ N, saadud korpusest
K hulga X1 ∪X2 ∪ ... ∪Xm adjungeerimisel. Siis
K(X1 ∪X2 ∪ . . . ∪Xm) = K(X1)(X2) . . . (Xm) .
See ta¨hendab, et mingi hulga adjungeerimist korpusele K vo˜ib teostada selle
hulga alamhulkade ja¨rjestikuste adjungeerimistena.
To˜estus. To˜estuseks piisab na¨idata, et mingi hulga Y adjungeerimist korpu-
sele K vo˜ib teostada tema mingite alamhulkade Y1 ja Y2 ja¨rjestikuste adjun-
geerimistena, st
K(Y ) = K(Y1 ∪ Y2) = K(Y1)(Y2) .
Veendume seega ko˜igepealt, et K(Y1∪Y2) ⊆ K(Y1)(Y2). Definitsioonide 2.1.8
ja 2.1.4 po˜hjal kehtivad
K ∪ (Y1 ∪ Y2) = (K ∪ Y1) ∪ Y2 ⊆ K(Y1) ∪ Y2 ⊆ K(Y1)(Y2) .
See ta¨hendab, et K(Y1)(Y2) on korpus, mis sisaldab hulki K ja Y1 ∪ Y2 ning
definitsioonide 2.1.8 ja 2.1.4 po˜hjal seega K(Y1 ∪ Y2) ⊆ K(Y1)(Y2).
Veendume nu¨u¨d, et K(Y1)(Y2) ⊆ K(Y1 ∪ Y2). Hulk K(Y1 ∪ Y2) sisaldab
peale korpuse K ka u¨hendit Y1 ∪ Y2, misto˜ttu sisaldab mo˜lemat hulka Y1
ja Y2. Seega, kuna K(Y1 ∪ Y2) on korpus, mis sisaldab hulki K, Y1 ja Y2,
siis sisaldab ta ka hulki K(Y1) ja Y2 ning seega ka korpust K(Y1)(Y2) (vt
definitsioone 2.1.8 ja 2.1.4).
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2.1.1 Lihtlaiendid
Definitsioon 2.1.11. Korpuse K laiendit K(ξ) : K, kus K(ξ) on saadud
korpusest K u¨heainsa elemendi ξ ∈ C adjungeerimisel, nimetame lihtlaien-
diks. Elementi ξ nimetame seejuures lihtlaiendi moodustavaks elemendiks.
Ma¨rgime ja¨llegi, et ka laiendit K(x) : K, kus K(x) on ringi K[x] jagatis-
tekorpus, nimetame lihtlaiendiks ning muutujat x selle laiendi moodustavaks
elemendiks.
Lause 2.1.10 po˜hjal kehtib vo˜rdus
K(ξ1, ξ2, . . . , ξn) : K = K(ξ1)(ξ2) . . . (ξn) : K ,
kus ξ1, ξ2, ..., ξn ∈ C on mingid elemendid. Sel po˜hjusel tasub meil uurida just
lihtlaiendeid.
Na¨ide 2.1.12.
1. Laiendid C : R ja Q(
√
2) : Q on mo˜lemad lihtlaiendid (vt na¨ide 2.1.9).
2. Laiend vo˜ib osutuda lihtlaiendiks, olgugi, et esmapilgul see nii ei tundu.
Vaatame laiendit L : Q, kus L = Q(i,−i,√2,−√2). Veendume, et
L = L′, kus L′ = Q(i+
√
2). Selle na¨itamiseks piisab na¨idata, et i ∈ L′
ja
√
2 ∈ L′, sest sellest ja¨reldub, et L ⊆ L′, mis koos triviaalselt kehtiva
sisalduvusega L′ ⊆ L, annabki meile, et L = L′.





= −1 + 2i
√
2 + 2 = 1 + 2i
√
2 .
























millest ja¨reldub, et i ∈ L′. Nu¨u¨d aga ka (i+√2)−i = √2 ∈ L′. Sellega
oleme na¨idanud, et L = L′ ning laiend L : Q on seega lihtlaiend.
Definitsioon 2.1.13. Isomorfismiks kahe korpuse laiendi ι : K → L ja
j : K ′ → L′ vahel nimetame isomorfismide λ : K → K ′ ja µ : L → L′ paari
(λ, µ), mille korral iga k ∈ K puhul kehtib vo˜rdus
j(λ(k)) = µ(ι(k)) (2.2)
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ehk, piltlikult va¨ljendudes, diagramm
K
ι→ L




on kommutatiivne. U¨tleme ka, et laiendid (L,K) ja (L′, K ′) on sellisel juhul
isomorfsed.
Toodud definitsioonist saame teha paar ja¨reldust. Kui me samastame K
ja ι(K) ning K ′ ja j(K ′), siis ι ja j on sisestused ning kommutatiivsuse
tingimus saab kuju
µ|K = λ ,
kus µ|K ta¨histab kujutuse µ ahendit korpusele K. Teiste so˜nadega, korpuste
K ja K ′ vaheline isomorfism sa¨ilib sellisel juhul korpuste L ja L′ vahelises
isomorfismis. Isomorfismi µ nimetame sellisel juhul ka isomorfismi λ ja¨tkuks.
Kui me lisaks samastame korpused K ja K ′, siis kujutus λ on samasustei-
sendus, misto˜ttu ka µ|K on samasusteisendus.
Vo˜ime eristada kahte tu¨u¨pi lihtlaiendeid – algebralisi ja transtsendentseid.
Definitsioon 2.1.14. Olgu K korpus ning olgu α mingi element (mis vo˜ib
olla nii kompleksarv kui ka tundmatu muutuja kompleksarvude hulgas). U¨tle-
me, et element α on algebraline u¨le K, kui leidub selline nullpolu¨noomist eri-
nev polu¨noom p u¨le K, et p(α) = 0. Vastavat lihtlaiendit K(α) : K nimetame
sel juhul algebraliseks lihtlaiendiks. Kui aga ei leidu sellist nullpolu¨noomist
erinevat polu¨noomi p u¨le K, et p(α) = 0, siis nimetame elementi α trans-
tsendentseks u¨le K ning vastavat lihtlaiendit K(α) : K transtsendentseks
lihtlaiendiks.
Kui element α on algebraline u¨le Q siis u¨tleme selle asemel lihtsalt, et




2 on algebraline, sest
√
2 rahuldab vo˜rrandit x2−2 = 0
ehk teisiso˜nu,
√
2 on polu¨noomi x2 − 2 juur. Arv 3√2 on samuti algebraline,
sest ta rahuldab vo˜rrandit x3 − 2 = 0. Arv √pi on algebraline u¨le Q(pi), sest
ta rahuldab vo˜rrandit x2−pi = 0. On seejuures to˜estatud, et arvud pi ja e on
transtsendentsed.
Algebra po˜hiteoreemi po˜hjal leidub igal n-astme polu¨noomil u¨le komp-
leksarvude korpuse C ta¨pselt n juurt, mis kuuluvad hulka C. Kompleksarvu-
list muutujat x me u¨ldiselt ei loe u¨hegi nullpolu¨noomist erineva polu¨noomi
(u¨le C) juureks. Seepa¨rast kehtib ja¨rgnev teoreem.
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Teoreem 2.1.16. Laiend K(x) : K, kus K(x) on ringi K[x] jagatistekorpus,
on transtsendentne lihtlaiend.
Olgu nu¨u¨dK(α) : K algebraline lihtlaiend. Siis leidub selline nullpolu¨noo-
mist erinev polu¨noom p u¨le K, et p(α) = 0. Seejuures vo˜ime eeldada, et p
on normeeritud (vo˜ime polu¨noomi p alati pealiikme kordajaga la¨bi jagada).
Seega, alati leidub va¨hemalt u¨ks madalaima astmega nullpolu¨noomist eri-
nev normeeritud polu¨noom, millele α on juureks. Me va¨idame, et selline
polu¨noom p on u¨heselt ma¨a¨ratud. Oletame, et p ja q on sellised polu¨noomid.
Siis p(α)− q(α) = 0. Seega, juhul kui p 6= q, siis polu¨noomi p− q mingi kord-
ne on nullpolu¨noomist erinev, normeeritud ning madalama astme polu¨noom
kui p. Seejuures paneme ta¨hele, et α on selle polu¨noomi juur. Vastuolu, sest
meie eelduse po˜hjal oli p selline madalaima astme polu¨noom. See asjaolu on
aluseks ja¨rgnevale definitsioonile.
Definitsioon 2.1.17. Olgu K(α) : K algebraline lihtlaiend. Siis selle laiendi
ma¨a¨ravaks polu¨noomiks nimetame sellist nullpolu¨noomist erinevat madalai-
ma astme normeeritud polu¨noomi u¨le K, millele α on juureks.
Definitsioon 2.1.18. Olgu L : K korpuse laiend ning olgu element α ∈ L
algebraline u¨le K. Siis laiendi K(α) : K ma¨a¨ravat polu¨noomi nimetame ele-
mendi α minimaalseks polu¨noomiks (u¨le K).
Na¨ide 2.1.19. Imaginaararv i ∈ C on algebraline u¨le R. Olgu m = x2 + 1.
Sellisel juhul m(i) = 0. Paneme ta¨hele, et polu¨noom m on normeeritud.
Ainsad nullist erinevad normeeritud polu¨noomid u¨le R, mille aste on va¨iksem
kui polu¨noomil m, on kujul x + r, kus r ∈ R, vo˜i konstantne polu¨noom 1.
Arv i aga ei ole u¨hegi sellise polu¨noomi juureks, sest vastasel korral kuuluks
i hulka R, mida ei saa aga olla. Seega, arvu i minimaalne polu¨noom u¨le R
on x2 + 1.
Lause 2.1.20. Olgu α algebraline u¨le korpuse K. Siis α minimaalne polu¨-
noom u¨le K on taandumatu u¨le K ning jagab iga polu¨noomi u¨le K, millele
α on juureks.
To˜estus. Olgu m elemendi α minimaalne polu¨noom u¨le K. Oletame vas-
tuva¨iteliselt, et m ei ole taandumatu, st, leiduvad madalama astme polu¨noo-
mid f ja g u¨le K nii, et m = fg. Sellisel juhul, kuna m on normeeritud,
peavad ka f ja g olema normeeritud. Kuna m(α) = 0, siis f(α)g(α) = 0,
misto˜ttu f(α) = 0 vo˜i g(α) = 0. See on aga vastuolus asjaoluga, et m on α
minimaalne polu¨noom.
Oletame nu¨u¨d, et p on polu¨noom u¨le K, millele α on juureks, st p(α) = 0.
Kasutame polu¨noomide ja¨a¨giga jagamise teoreemi, mille po˜hjal leiduvad u¨he-
selt ma¨a¨ratud polu¨noomid q ja r u¨le K nii, et p = mq + r, kusjuures
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deg r < degm (vt [5], lk 197, teoreem 6.11.1). Sellisel juhul
0 = p(α) = m(α)q(α) + r(α) = 0 + r(α) = r(α) .
Kui r 6= 0, siis polu¨noomi r mingi K elemendi kordne on normeeritud
polu¨noom, millele element α on juureks. Kuna aga deg r < degm, siis ei
saa m olla elemendi α minimaalne polu¨noom. Saadud vastuolu to˜ttu peab
r = 0 ning m jagab seega polu¨noomi p.
Lause 2.1.21. Olgu K korpus ning olgu m taandumatu normeeritud polu¨-
noom u¨le K, degm > 0. Siis leidub α ∈ C, mis on algebraline u¨le K, nii et
α minimaalne polu¨noom u¨le K on m.
To˜estus. Olgu α ∈ C polu¨noomi m mistahes juur. Siis m(α) = 0 ning lause
2.1.20 po˜hjal α minimaalne polu¨noom f u¨le K jagab polu¨noomi m. Kuna aga
m on taandumatu u¨le K ning nii f kui ka m on normeeritud, siis f = m.
Ja¨rgnevalt on meil vaja aga teada mo˜ningaid arvuteooria po˜hiliste tule-
muste analoogiaid.
Definitsioon 2.1.22. U¨tleme, et polu¨noomid a ja b u¨le korpuse K on kon-
gruentsed mooduli m ∈ K[x] ja¨rgi kui m | a− b ringis K[x]. Asjaolu, et a ja
b on kongruentsed mooduli m ja¨rgi, ta¨histame
a ≡ b (mod m) .
Lause 2.1.23. Olgu a1 ≡ a2 (mod m) ja b1 ≡ b2 (mod m). Siis
a1 + b1 ≡ a2 + b2 (mod m) ja a1b1 ≡ a2b2 (mod m) .
To˜estus. Eelduse po˜hjal leiduvad polu¨noomid a, b ∈ K[x] nii, et a1−a2 = am
ja b1 − b2 = bm. Nu¨u¨d
(a1 + b1)− (a2 + b2) = (a1 − a2) + (b1 − b2) = am+ bm = (a+ b)m,
millega on lause esimene va¨ide to˜estatud. Korrutise korral
a1b1 − a2b2 = a1b1 − a1b2 + a1b2 − a2b2 =
= a1(b1 − b2) + b2(a1 − a2) = a1bm+ b2am = (a1b+ b2a)m.
Lause 2.1.24. Olgu m mingi polu¨noom u¨le korpuse K, kusjuures m 6= 0
(m ei ole nullpolu¨noom). Siis iga polu¨noom a ∈ K[x] on mooduli m ja¨rgi
kongruentne u¨heselt ma¨a¨ratud polu¨noomiga u¨le K, mille aste on va¨iksem kui
polu¨noomi m aste.
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To˜estus. Jagame polu¨noomi a ja¨a¨giga polu¨noomigam. Saame, et a = mq + r,
kus q, r ∈ K[x] ning deg r < degm. Sellisel juhul a− r = mq, misto˜ttu
a ≡ r (mod m).
Ja¨a¨b veel na¨idata u¨hesust. Oletame, et
a ≡ r (mod m) (2.3)
ning
a ≡ s (mod m) , (2.4)
kusjuures deg r < degm ja deg s < degm. Na¨itame, et sellisel juhul r = s.
Tingimused (2.3) ja (2.4) on samava¨a¨rsed tingimustega, et leiduvad polu¨noo-
mid q1 ja q2 u¨le K nii, et
a− r = mq1 , a− s = mq2 .
Siis aga
r − s = m(q2 − q1) ,
mis ta¨hendab, et m | (r−s). Kuna aga deg (r − s) < degm, siis peab r−s = 0
ehk r = s. Sellega on u¨hesus na¨idatud.
Vo˜ib veenduda, et definitsioonis 2.1.22 toodud seos ≡ on ekvivalentsiseos
hulgal K[x], misto˜ttu vaadeldav hulk K[x] jaguneb ekvivalentsiklassideks
mooduli m ja¨rgi. Ta¨histame polu¨noomi a ∈ K[x] ekvivalentsiklassi su¨mboliga
[a]. Paneme ta¨hele, et
[a] =
{
f ∈ K[x]  a ≡ f (mod m)} = {f ∈ K[x]  m | (f − a)} =
=
{
f ∈ K[x]  ∃p ∈ K[x] : f = a+mp} .
Ekvivalentsiklasside [a] ja [b] summa ja korrutis on defineeritud ja¨rgnevalt:
[a] + [b] = [a+ b] , [a][b] = [ab] .
Lause 2.1.23 po˜hjal ei so˜ltu ekvivalentsiklasside [a] ja [b] summa ja korru-
tis ekvivalentsiklasside esindajate valikust. Ko˜igi ekvivalentsiklasside hulka
mooduli m ∈ K[x] ja¨rgi ta¨histame ja¨rgnevalt:
K[x]/〈m〉 .
Lause 2.1.24 po˜hjal iga ekvivalentsiklass [a] sisaldab u¨heselt ma¨a¨ratud po-
lu¨noomi, mille aste on va¨iksem kui polu¨noomi m aste, mida nimetame po-
lu¨noomi a taandatud vormiks . Seega, ekvivalentsiklassidega tehete soorita-
mine on samava¨a¨rne taandatud vormidega tehete sooritamisega, lugedes, et
m = 0. Klass [m] = [0] kujutab seejuures liitmise suhtes u¨hikelementi hulgas
K[x]/〈m〉 ning klass, mille esindajaks on korpuse K u¨hikelement 1, kuju-
tab korrutamise suhtes u¨hikelementi. Viimast ekvivalentsiklassi ta¨histame
su¨mboliga [1]. Osutub, et K[x]/〈m〉 on ja¨a¨giklasside liitmise ja korrutamise
suhtes ring.
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Teoreem 2.1.25. Olgu m mingi polu¨noom u¨le korpuse K, m 6= 0. Siis hulga
K[x]/〈m〉 iga nullist erinev element omab po¨o¨rdelementi hulgas K[x]/〈m〉
siis ja ainult siis kui polu¨noom m on taandumatu u¨le K.
To˜estus. Tarvilikkus. Oletame vastuva¨iteliselt, et m ei ole taandumatu u¨le
K. Siis m = ab, kus deg a < degm, deg b < degm. Seejuures paneme ta¨hele,
et [a][b] = [ab] = [m] = [0]. Kuna m 6= 0, siis ka a 6= 0 ning eelduse to˜ttu
leidub klassil [a] po¨o¨rdklass [c]. Sellisel juhul [c][a] = [1] ning
[0] = [c][0] = [c] ([a][b]) = ([c][a]) [b] = [1][b] = [b] .
See ta¨hendab, et m | b. Kuna deg b < degm, siis peab b = 0 ning seega ka
m = ab = 0. See on vastuolu, sest eelduse to˜ttu m 6= 0. Seega, kui mingil
klassil [a] ∈ K[x]/〈m〉 leidub po¨o¨rdelement, siis m peab olema taandumatu.
Piisavus. Oletame, et m on taandumatu. Olgu a ∈ K[x], kusjuures
[a] 6= [0] ehk m - a. Sellisel juhul, kuna m on taandumatu, on polu¨noomi-
de m ja a suurim u¨histegur 1. Siis aga leiduvad polu¨noomid h ja k u¨le K nii,
et ha+ km = 1 (vt na¨iteks [2], lk 208, teoreem 3). Nu¨u¨d [h][a] + [k][m] = [1].
Kuid kuna [m] = [0], siis
[1] = [h][a] + [k][m] = [h][a] + [k][0] = [h][a] + [0] = [h][a] .
Seega, klass [h] on klassi [a] po¨o¨rdklass.
Ja¨reldus 2.1.26. Olgu m polu¨noom u¨le korpuse K, m 6= 0. Siis ring
K[x]/〈m〉 on korpus parajasti siis kui m on taandumatu u¨le K.
To˜estus. Va¨ide ja¨reldub vahetult teoreemist 2.1.25, sest korpus on ring, mille
igal nullist erineval elemendil leidub po¨o¨rdelement.
Oleme nu¨u¨d valmis klassifitseerima lihtlaiendeid.
Teoreem 2.1.27. Olgu K korpus ning α ∈ C mingi transtsendentne element
u¨le K. Siis transtsendentne lihtlaiend K(α) : K on isomorfne jagatistekor-
puse laiendiga K(x) : K.










Kui g 6= 0, siis ka g(α) 6= 0, sest α on transtsendentne u¨le K, misto˜ttu sel





















ning vo˜rdus (2.5) on korrektselt defineeritud.








Seega, kui y ∈ K(α) on suvaline, siis y = f(α)/g(α) mingite polu¨noomide
f, g ∈ K[x] korral (g 6= 0). Elemendi y originaal kujutuse φ suhtes on seega
ratsionaalfunktsioon f/g. Sellega oleme na¨idanud, et φ on su¨rjektiivne. Olgu








f1(α)g2(α) = f2(α)g1(α) ,
mis u¨tleb meile seda, et α on polu¨noomi f1g2−f2g1 u¨le K juur. Kuna element
α on eelduse to˜ttu transtsendentne u¨le K, siis peab f1g2 − f2g1 = 0 ehk
f1g2 = f2g1. Siis aga f1/g1 = f2/g2 ning kujutus φ on seega injektiivne.
Arvestades nu¨u¨d, kuidas on defineeritud tehted jagatistekorpuses ning
kuidas me teostame tehteid murdudega hulgas K(α), vo˜ime veenduda, et
kujutus φ on ka homomorfism. Seega, φ on isomorfism. Paneme ta¨hele, et
φ|K on samasusteisendus. Definitsiooni 2.1.13 po˜hjal (vt antud definitsiooni
all olevat selgitust) on laiendid K(α) : K ja K(x) : K seega isomorfsed.
Teoreem 2.1.28. Olgu K(α) : K algebraline lihtlaiend ning olgu m sel-
le laiendi ma¨a¨rav polu¨noom. Siis K(α) ∼= K[x]/〈m〉, kusjuures isomorfismi
φ : K[x]/〈m〉 → K(α) saab nii valida, et φ([x]) = α ning, et φ([k]) = k iga
k ∈ K korral.
To˜estus. Lause 2.1.20 po˜hjal on polu¨noom m taandumatu u¨le K, misto˜ttu
ja¨relduse 2.1.26 po˜hjal on K[x]/〈m〉 korpus. Defineerime kujutuse
φ : K[x]/〈m〉 → K(α) ja¨rgnevalt:
φ([p]) = p(α) ,
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kus [p] on polu¨noomi p ekvivalentsiklass mooduli m ja¨rgi. Veendume, et φ on
korrektselt defineeritud. Olgu [p] = [q]. Siis p ≡ q (mod m) ehk
m | p − q, misto˜ttu p− q = mt mingi polu¨noomi t ∈ K[x] korral. Nu¨u¨d aga
p(α)− q(α) = m(α)t(α) = 0, misto˜ttu p(α) = q(α) ehk φ([p]) = φ([q]) ning
φ on seega korrektselt defineeritud.
Paneme ta¨hele, et kehtivad vo˜rdused
φ([p] + [q]) = φ([p+ q]) = (p+ q)(α) = p(α) + q(α) = φ([p]) + φ([q]) ,
φ([p][q]) = φ([pq]) = (pq)(α) = p(α)q(α) = φ([p])φ([q]) ,
misto˜ttu φ on korpuste K[x]/〈m〉 ja K(α) homomorfism.
Veendume, et kujutus φ on su¨rjektiivne. Selleks olgu y ∈ K(α) suvali-
ne. Paneme ja¨llegi ta¨hele (nagu teoreemi 2.1.27 to˜estuseski), et element y
esitub, korpuse tehteid silmas pidades, kujul y = f(α)
g(α)
, kus f/g ∈ K(x) ning
g(α) 6= 0. Nu¨u¨d aga m - g (vastasel juhul peaks mingi polu¨noomi q korral
g(α) = m(α)q(α) = 0q(α) = 0, mis on vastuoluline, sest g(α) 6= 0). Seega,
kuna m on taandumatu u¨le K, siis1 (m, g) = 1, misto˜ttu leiduvad polu¨noo-





= f(α)a(α) = h(α), kus h ∈ K[x]. Jagame polu¨noomi h ja¨a¨giga
polu¨noomiga m. Saame, et h = mq + r, kus deg r < degm. Nu¨u¨d
φ([r]) = r(α) = h(α)−m(α)q(α) = h(α) = f(α)a(α) = f(α)
g(α)
= y ,
mis ta¨hendab, et elemendil y leidub originaal kujutuse φ suhtes. Sellega oleme
na¨idanud, et φ on pealekujutus.
Veendume nu¨u¨d, et kujutus φ on ka injektiivne. Selleks olgu y1, y2 ∈ K(α)
sellised, et y1 = y2. Olgu [ri] ∈ K(x)/〈m〉 elemendi yi originaal kujutuse φ
suhtes, ri ∈ K[x], deg ri < degm, i ∈ {1, 2}. Nu¨u¨d
φ([r1]) = r1(α) = y1 = y2 = r2(α) = φ([r2]) ,
millest (r1 − r2)(α) = r1(α)− r2(α) = 0. Lause 2.1.20 po˜hjal siis m | r1 − r2.
See aga ta¨hendab, et [r1] = [r2] ning φ on injektiivne.
Sellega oleme na¨idanud, et φ on isomorfism, misto˜ttu K(α) ∼= K[x]/〈m〉.
Paneme veel lo˜puks ta¨hele, et φ([x]) = α ning, et φ([k]) = k iga k ∈ K
korral.
Ja¨reldus 2.1.29. Olgu K(α) : K ja K(β) : K sellised algebralised lihtlaien-
did, milledel on sama ma¨a¨rav polu¨noom m u¨le K. Siis need kaks laiendit on
isomorfsed, kusjuures korpuste K(α) ja K(β) vahelise isomorfismi vo˜ib vali-
da selliselt, et α kujutub elemendiks β ning et korpuse K elemendid ja¨a¨vad
invariantseks.
1Su¨mboliga (f, g) ta¨histame polu¨noomide f ja g suurimat u¨histegurit.
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To˜estus. Teoreemi 2.1.28 po˜hjal K(α) ∼= K[x]/〈m〉 ning K(β) ∼= K[x]/〈m〉.
Seejuures saame valida isomorfismid ι : K[x]/〈m〉 → K(α) ja
j : K[x]/〈m〉 → K(β) selliselt, et ι(x) = α ja j(x) = β ning nii, et ι|K
ja j|K oleksid samasusteisendused. Siis aga kujutus jι−1 : K(α)→ K(β) on
isomorfism, kusjuures jι−1(α) = β ning jι−1|K on samasusteisendus. Definit-
siooni 2.1.13 (vt definitsiooni all olevat selgitust) po˜hjal on laiendid K(α) : K
ja K(β) : K isomorfsed.
Lause 2.1.30. Olgu ι : K → K ′ korpuste K ja K ′ isomorfism. Siis kujutus
ιˆ : K[x]→ K ′[x], mis on defineeritud seosega
ιˆ (k0 + k1x+ . . .+ knx
n) = ι (k0) + ι (k1)x+ . . .+ ι (kn)x
n ,
kus k0, k1, ..., kn ∈ K, on ringide K[x] ja K ′[x] isomorfism.
To˜estus. Arvestades kahe polu¨noomi vo˜rdsuse definitsiooni ning seda, et iso-
morfism ι on korrektselt defineeritud, saame, et kujutus ιˆ on korrektselt defi-
neeritud. Paneme ta¨hele, et ιˆ(1) = ι(1) = 1. St, ιˆ viib ringi K[x] u¨hikelemendi
ringi K ′[x] u¨hikelemendiks. Pidades silmas polu¨noomide liitmise ja korruta-
mise definitsiooni ning seda, et kujutus ι on homomorfism, vo˜ime veenduda,
et ka kujutus ιˆ on ringide K[x] ja K ′[x] homomorfism. Pidades ja¨llegi kahe
polu¨noomi vo˜rdsuse definitsiooni silmas ning seda, et kujutus ι on injektiiv-
ne, vo˜ime veenduda, et ka kujutus ιˆ on injektiivne. Lo˜puks, kuna kujutus ι
on su¨rjektiivne, siis on seda ka kujutus ιˆ. Seega on kujutus ιˆ isomorfism.
Teoreem 2.1.31. Olgu ι : K → K ′ korpuste K ja K ′ isomorfism. Olgu
K(α) : K ja K ′(β) : K ′ algebralised lihtlaiendid, millede ma¨a¨ravad polu¨noo-
mid on vastavalt mα (u¨le K) ja mβ (u¨le K
′). Oletame lisaks, et mβ = ιˆ(mα)
(lause 2.1.30 ta¨histuses). Siis leidub isomorfism j : K(α) → K ′(β) nii, et
j|K = ι ning, et j(α) = β.
To˜estus. Piltlikult kirjeldades on olukord ja¨rgnev:
K → K(α)
ι ↓ ↓ j ,
K ′ → K ′(β)
kus isomorfism j tuleb meil leida.
Teoreemi 2.1.28 to˜estuses na¨idatu po˜hjal vo˜ime iga elemendi jaoks kor-
pusest K(α) kasutada nn taandatud vormi, st iga elemendi y ∈ K(α) vo˜ime
kirjutada kujul py(α), kus py on teatav polu¨noom u¨le K, mille aste on va¨ik-
sem kui polu¨noomil mα. Analoogiline va¨ide kehtib ka korpuse K
′(β) kohta.
Defineerime nu¨u¨d kujutuse j : K(α)→ K ′(β) seega ja¨rgnevalt:
j(p(α)) = (ιˆ(p))(β) ,
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kus p ∈ K[x], deg p < degmα ning ιˆ : K[x] → K ′[x] on defineeritud selliselt
nagu lauses 2.1.30 defineeritud kujutus ιˆ.
Veendume, et kujutus j on korrektselt defineeritud. Olgu p(α),
q(α) ∈ K(α) sellised, et p(α) = q(α), deg p < degmα ning deg q < degmα.
Siis p(α)−q(α) = 0 ning lause 2.1.20 po˜hjalmα | p−q, misto˜ttu peab p−q = 0
ehk p = q. Nu¨u¨d aga ka ιˆ(p) = ιˆ(q) ning seega (ιˆ(p))(β) = (ιˆ(q))(β). Kujutus
j on seega korrektselt defineeritud.
Veendume, et j : K(α) → K ′(β) on homomorfism. Polu¨noomide liitmise
definitsiooni ning asjaolu, et ιˆ : K[x] → K ′[x] on homomorfism, kasutades
leiame, et
j(p1(α) + p2(α)) = j((p1 + p2)(α)) = (ιˆ(p1 + p2))(β) = (ιˆ(p1) + ιˆ(p2))(β) =
= (ιˆ(p1))(β) + (ιˆ(p2))(β) = j(p1(α)) + j(p2(α)) .
Analoogiliselt vo˜ime veenduda, et ka j(p1(α)p2(α)) = j(p1(α))j(p2(α)). Sel-
lega oleme na¨idanud, et j : K(α)→ K ′(β) on homomorfism.
Na¨itame nu¨u¨d, et j on bijektiivne. Selleks piisab na¨idata, et kujutusel j
leidub po¨o¨rdkujutus (vt [5], lk 19, teoreem 1.5.17). Kuna ιˆ : K[x] → K ′[x]
on isomorfism, siis leidub po¨o¨rdkujutus ιˆ−1 : K ′[x]→ K[x], mis on seejuures
samuti isomorfism ning on defineeritud sarnaselt kujutusega ιˆ, st,
ιˆ−1 (k′0 + k
′
1x+ . . .+ k
′
nx
n) = ι−1 (k′0) + ι
−1 (k′1)x+ . . .+ ι
−1 (k′n)x
n ,
kus k′0 + k
′
1x + . . . + k
′
nx
n ∈ K ′[x] on suvaline ning ι−1 on kujutuse ι po¨o¨rd-
kujutus.
Defineerime nu¨u¨d, sarnaselt kujutusega j, kujutuse j′ : K ′(β) → K(α)
ja¨rgnevalt:
j′(p′(β)) = (ιˆ−1(p′))(α) ,
kus p′ ∈ K ′[x], deg p′ < degmβ. Sarnaselt nagu kujutuse j korralgi, vo˜ime
veenduda, et ka j′ on korrektselt defineeritud. Veendume, et j′ on kujutuse
j po¨o¨rdkujutus. Selleks olgu p′(β) ∈ K ′(β) (p′ ∈ K ′[x], deg p′ < degmβ)
suvaline. Meie eelduse mβ = ιˆ(mα) to˜ttu on polu¨noomidel mα ja mβ sama
aste. Seega, deg ιˆ−1(p′) = deg p′ < degmβ = degmα, misto˜ttu kujutuste j ja
j′ definitsioone kasutades leiame, et
(jj′)(p′(β)) = j(j′(p′(β))) = j((ιˆ−1(p′))(α)) = (ιˆ(ιˆ−1(p′)))(β) =
= ((ιˆιˆ−1)(p′))(β) = p′(β) .
Sarnaselt vo˜ime veenduda, et ka (j′j)(p(α)) = p(α) suvalise p(α) ∈ K(α)
(p ∈ K[x], deg p < degmα) korral. Seega, j′ on kujutuse j po¨o¨rdkujutus ning
j on seega bijektiivne.
Sellega oleme na¨idanud, et j : K(α)→ K ′(β) on isomorfism. Kujutuse j
definitsioonist ja¨reldub u¨htlasi ka, et j|K = ι ning, et j(α) = β.
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Viimatitoodud teoreem va¨idab, et teatud tingimustel on vo˜imalik isomor-
fismi korpuste K ja K ′ vahel ja¨tkata isomorfismiks korpuste K(α) ja K ′(β)
vahel.
Lause 2.1.21 ja teoreem 2.1.28 kirjeldavad a¨ra ko˜ik algebralised lihtlaien-
did polu¨noomide terminites. Iga lihtlaiend vastab u¨heselt ma¨a¨ratud normee-
ritud polu¨noomile ning korpus K ja mingi taandumatu polu¨noom u¨le K
ma¨a¨ravad a¨ra lihtlaiendi.
2.1.2 Laiendi aste
Laiendi astme mo˜iste toome sisse vektorruumi kaudu. Seda tehes on meie ka-
sutada mitmed lineaaralgebra tulemused, milliseid tulemusi saame rakendada
korpuse laiendite uurimisel.
Teoreem 2.1.32. Olgu L : K korpuse laiend. Siis L on vektorruum u¨le K
tehete
(k, a) 7→ ka (k ∈ K, a ∈ L) ,
(a, b) 7→ a+ b (a, b ∈ L) ,
suhtes.
To˜estus. Vektorruumi aksioomid (vt [5], lk 55-56) on ta¨idetud, sest L, olles
korpus, on u¨htlasi ka liitmise suhtes Abeli ru¨hm ning kuna K ja L on korpuse
C alamkorpused ja K ⊆ L, siis kehtivad ka u¨leja¨a¨nud vektorruumi aksioomid.
Definitsioon 2.1.33. Laiendi L : K astmeks nimetame vektorruumi L u¨le
K mo˜o˜det (ehk dimensiooni). Laiendi L : K astet ta¨histame [L : K].
Na¨ide 2.1.34. Korpus C on kahemo˜o˜tmeline vektorruum u¨le R, sest kahe-
elemendiline hulk {1, i} moodustab vektorruumi C u¨le R baasi.
Lause 2.1.35. Olgu korpuse laiendid L : K ja L′ : K ′ isomorfsed. Siis vek-
torruumidel L u¨le K ja L′ u¨le K ′ on sama mo˜o˜de.
To˜estus. Kui mo˜lemad vektorruumid L u¨le K ja L′ u¨le K ′ on lo˜pmatumo˜o˜t-
melised, siis va¨ide kehtib. Oletame nu¨u¨d konkreetsuse mo˜ttes, et vektorruum
L u¨le K on lo˜plikumo˜o˜tmeline. Olgu {α1, α2, ..., αn} vektorruumi L u¨le K
baas ning olgu λ : K → K ′ ja µ : L → L′ korpuste isomorfismid, kusjuures
µ|K = λ. Veendume, et {µ(α1), µ(α2), ..., µ(αn)} on vektorruumi L′ u¨le K ′
baas, millest ja¨reldubki, et nende vektorruumide mo˜o˜tmed on vo˜rdsed. Olgu
x ∈ L′ suvaline. Kuna kujutused λ ja µ on isomorfismid, siis ∃ λ−1 : K ′ → K
ja ∃ µ−1 : L′ → L, mis on seejuures samuti isomorfismid. Paneme veel ta¨hele,
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et tingimuse µ|K = λ to˜ttu µ−1|K′ = λ−1. Nu¨u¨d µ−1(x) ∈ L ning me saame
elemendi µ−1(x) avaldada L baasivektorite kaudu:
µ−1(x) = k1α1 + k2α2 + . . .+ knαn ,









= µ(k1α1 + k2α2 + . . .+ knαn) =
= µ(k1α1) + µ(k2α2) + . . .+ µ(knαn) =
= µ(k1)µ(α1) + µ(k2)µ(α2) + . . .+ µ(kn)µ(αn) =
= λ(k1)µ(α1) + λ(k2)µ(α2) + . . .+ λ(kn)µ(αn) .
Sellega oleme na¨idanud, et suvaline element x ∈ L′ avaldub elementide µ(α1),
µ(α2), ..., µ(αn) lineaarkombinatsioonina u¨le K
′.
Olgu nu¨u¨d
l1µ(α1) + l2µ(α2) + . . .+ lnµ(αn) = 0
elementide µ(α1), µ(α2), ..., µ(αn) mingi nulliga vo˜rduv lineaarkombinatsioon
u¨le K ′, st, l1, l2, ..., ln ∈ K ′. Paneme ta¨hele, et siis
0 = µ−1(0) = µ−1 (l1µ(α1) + l2µ(α2) + . . .+ lnµ(αn)) = . . .
. . . = λ−1(l1)α1 + λ−1(l2)α2 + . . .+ λ−1(ln)αn ,
kusjuures λ−1(l1), λ−1(l2), ..., λ−1(ln) ∈ K. Kuna aga {α1, α2, ..., αn} on vek-
torruumi L u¨le K baas, siis kujutab viimane vo˜rdus nulliga vo˜rduvat lineaar-
kombinatsiooni baasivektoritest α1, α2, ..., αn u¨le K. Seega peab
λ−1(l1) = λ−1(l2) = . . . = λ−1(ln) = 0
ning kuna λ−1 on isomorfism, siis
l1 = l2 = . . . = ln = 0 .
Sellega oleme na¨idanud, et elemendid µ(α1), µ(α2), ..., µ(αn) on lineaarselt
so˜ltumatud u¨le K ′ ning u¨htlasi ka, et {µ(α1), µ(α2), ..., µ(αn)} on vektor-
ruumi L′ u¨le K ′ baas. Seega on vektorruumi L′ u¨le K ′ mo˜o˜de sama, mis
vektorruumi L u¨le K mo˜o˜de.
Ja¨rgnev teoreem ja ja¨reldus sellest u¨tlevad, kuidas arvutada laiendi astet,
kui me teame teatud lihtsamate laiendite astmeid.
Teoreem 2.1.36. Olgu K, L ja M sellised korpused, et K ⊆M ⊆ L. Siis
[L : K] = [L : M ][M : K] .
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To˜estus. Olgu (xi)i∈I vektorruumi M u¨le K baas ning olgu (yj)j∈J vektor-
ruumi L u¨le M baas. Iga i ∈ I ja iga j ∈ J korral xi ∈ M ja yj ∈ L. Kuna
vektorruumi mo˜o˜de on selle vektorruumi baasivektorite hulga vo˜imsus, siis
teoreemi to˜estamiseks piisab na¨idata, et (xiyj)i∈I, j∈J on vektorruumi L u¨le K
baas (siin xiyj on korrutis korpuses L), sest sellisel juhul on vektorruumi L u¨le
K baasivektorite hulga vo˜imsus [L : K] vo˜rdne korrutisega [L : M ][M : K].
To˜estame algul vektorite xiyj, i ∈ I, j ∈ J , lineaarse so˜ltumatuse. Olgu∑
i∈I, j∈J
kijxiyj = 0
vektorite xiyj, i ∈ I, j ∈ J , mingi lo˜plik nulliga vo˜rduv lineaarkombinatsioon
u¨le K (st, kij ∈ K iga i ∈ I, j ∈ J korral, kusjuures lo˜plik arv kordajaid kij







yj = 0 .
Paneme ta¨hele, et viimases lineaarkombinatsioonis vektorruumi L u¨le M
baasivektorite yj (j ∈ J) kordajad
∑
i∈I kijxi kuuluvad hulka M , misto˜ttu
baasivektorite yj lineaarse so˜ltumatuse to˜ttu iga j ∈ J korral kehtib∑
i∈I
kijxi = 0 .
Saadud vo˜rdus kujutab aga iga j ∈ J korral lineaarkombinatsiooni vektor-
ruumi M u¨le K baasivektoritest xi, i ∈ I, misto˜ttu peab iga j ∈ J ja iga
i ∈ I korral kehtima kij = 0. Sellega oleme na¨idanud, et vektorid xiyj on
lineaarselt so˜ltumatud u¨le K.
Na¨itame nu¨u¨d, et (xiyj)i∈I, j∈J on vektorruumi L u¨le K moodustajate
su¨steem. Olgu x ∈ L suvaline element. Kuna L on vektorruum u¨le M ning





mingite λj ∈ M korral (j ∈ J). Analoogiliselt, kuna M on vektorruum u¨le





kus λij ∈ K (i ∈ I, j ∈ J). Asendades nu¨u¨d suurused λj, j ∈ J , vo˜rdusest
(2.8) vo˜rdusesse (2.7), saame, et kehtib (arvestame, et tegemist on lo˜plike
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misto˜ttu (xiyj)i∈I, j∈J on vektorruumi L u¨le K moodustajate su¨steem.
Sellega oleme na¨idanud, et (xiyj)i∈I, j∈J on vektorruumi L u¨le K baas,
misto˜ttu [L : K] = [L : M ][M : K].
Ja¨reldus 2.1.37. Olgu K0, K1, ..., Kn, sellised korpused, et
K0 ⊆ K1 ⊆ . . . ⊆ Kn (n ∈ N). Siis
[Kn : K0] = [Kn : Kn−1][Kn−1 : Kn−2] . . . [K1 : K0] . (2.9)
To˜estus. Va¨ite to˜estame naturaalarvu n ja¨rgi matemaatilise induktsiooni
meetodit kasutades.
Induktsiooni baas. Olgu n = 1. Paneme aga ta¨hele, et sellisel juhul ei ole
midagi to˜estada.
Induktsiooni samm. Olgu n > 1 ning eeldame, et va¨ide kehtib iga natu-
raalarvu k korral, kus k < n.
Teoreemi 2.1.36 po˜hjal kehtib
[Kn : K0] = [Kn : Kn−1][Kn−1 : K0] . (2.10)
Induktsiooni eelduse to˜ttu
[Kn−1 : K0] = [Kn−1 : Kn−2] . . . [K2 : K1][K1 : K0] . (2.11)
Asendades suuruse [Kn−1 : K0] vo˜rdusest (2.11) vo˜rdusesse (2.10), saa-
megi ja¨relduse va¨ite.
Lause 2.1.38. Olgu K(α) : K algebraline lihtlaiend, mille ma¨a¨rav polu¨noom
on m, kusjuures degm = n. Siis {1, α, α2, ..., αn−1} on vektorruumi K(α) u¨le
K baas. Seejuures [K(α) : K] = n.
To˜estus. Teoreemi 2.1.28 po˜hjal K(α) ∼= K[x]/〈m〉, kusjuures isomorfismi
φ : K[x]/〈m〉 → K(α) vo˜ime nii valida, et φ([x]) = α ning, et φ([k]) = k iga
k ∈ K korral.
Olgu nu¨u¨d y ∈ K(α) suvaline element ning olgu [p] ∈ K[x]/〈m〉 elemendi
y originaal kujutuse φ suhtes. Lause 2.1.24 po˜hjal vo˜ime seejuures eeldada,
et klassi [p] esindaja p ∈ K[x] aste on va¨iksem kui polu¨noomil m. Seega,
arvestades, kuidas on defineeritud tehted korpuses K[x]/〈m〉, ning, et φ on
isomorfism, saame, et
y = φ([p]) = p(α) .
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Sellega oleme na¨idanud, et element y esitub elementide 1, α, α2, ..., αn−1
lineaarkombinatsioonina u¨le K.
Veendume nu¨u¨d, et elemendid 1, α, α2, ..., αn−1 on lineaarselt so˜ltumatud
u¨le K. Selleks olgu
k0 + k1α + k2α
2 + . . .+ kn−1αn−1 = 0 ,
elementide 1, α, α2, ..., αn−1 mingi lineaarkombinatsioon u¨le K, st, k0, k1,
k2, ..., kn−1 ∈ K. Kui oletada, et mingi kordaja ki, i ∈ {0, 1, 2, ..., n− 1}, on
nullist erinev, siis paneme ta¨hele, et α on nullpolu¨noomist erineva polu¨noomi
k0 +k1x+k2x
2 + . . .+kn−1xn−1 u¨le K juur. Selle polu¨noomi mingi korpuse K
elemendi kordne on normeeritud, nullpolu¨noomist erinev, madalama astme
polu¨noom kui m ning omab juurt α. See on aga vastuolus asjaoluga, et m
on elemendi α minimaalne polu¨noom u¨le K. Seega peavad ko˜ik kordajad ki,
i ∈ {0, 1, 2, ..., n−1}, olema nullid ning elemendid 1, α, α2, ..., αn−1 on seega
lineaarselt so˜ltumatud u¨le K.
Sellega oleme po˜hjendanud, et 1, α, α2, ..., αn−1 on vektorruumi K(α)
u¨le K baas. Kuna baasivektoreid on n tu¨kki, siis [K(α) : K] = n.
Lause 2.1.39. Olgu K(α) : K lihtlaiend. Kui see laiend on transtsendentne,
siis [K(α) : K] =∞. Kui see laiend on algebraline, siis [K(α) : K] = degm,
kus m on vaadeldava laiendi ma¨a¨rav polu¨noom.
To˜estus. Paneme ta¨hele, et kui vaadeldav lihtlaiend on transtsendentne, siis
elemendid 1, α, α2, ... on lineaarselt so˜ltumatud u¨le K. Seega ei saa vektor-
ruum K(α) u¨le K olla lo˜plikumo˜o˜tmeline.
Kui vaadeldav lihtlaiend on algebraline, siis ja¨reldub lause va¨ide vahetult
lausest 2.1.38.
Na¨ide 2.1.40.
1. Leiame na¨itena lihtlaiendi Q(c) : Q, kus c = 3
√
2 ∈ R, astme. Ele-
ment c rahuldab vo˜rrandit x3 − 2 = 0, misto˜ttu vaadeldav lihtlaiend
on algebraline. Polu¨noom x3 − 2 on Eisensteini kriteeriumi (vt [2], lk
248, teoreem 2, kus on see kriteerium Eisensteini teoreemina so˜nasta-
tud) po˜hjal taandumatu u¨le Q, misto˜ttu kujutab vaadeldav polu¨noom
lause 2.1.20 po˜hjal laiendi Q(c) : Q ma¨a¨ravat polu¨noomi. Kuna selle
polu¨noomi aste on 3, siis lause 2.1.38 po˜hjal [Q(c) : Q] = 3. Seejuures
korpuse Q(c) iga element esitub kujul p+ qc+ rc2, kus p, q, r ∈ Q.
2. Leiame laiendi Q(
√
2, i) : Q astme. Teoreemi 2.1.36 po˜hjal
[Q(
√
2, i) : Q] = [Q(
√








2) : Q aste on lause 2.1.39 po˜hjal 2, sest tema ma¨a¨ra-
vaks polu¨noomiks on x2−2 u¨le Q (vaadeldav polu¨noom on taandumatu
u¨le Q, sest
√
2 ei ole ratsionaalarv). Lihtlaiendi Q(
√
2, i) : Q(
√
2) aste
on samuti 2, sest polu¨noom x2 + 1 on taandumatu u¨le Q(
√
2) (vasta-
sel korral peaks i ∈ Q(√2)), kujutades seega laiendi Q(√2, i) : Q(√2)
ma¨a¨ravat polu¨noomi. Seega on laiendi Q(
√





on lause 2.1.38 po˜hjal vektorruumi Q(
√
2) u¨le Q ning {1, i} on
sama lause po˜hjal vektorruumi Q(
√
2, i) u¨le Q(
√
2) baas, siis teoreemi











Q baas. Laiendi Q(
√
2, i) : Q iga element esitub seega u¨heselt kujul
p+ q
√
2 + ri+ s
√
2i, kus p, q, r, s ∈ Q.
Definitsioon 2.1.41. Korpuse laiendit L : K nimetame lo˜plikuks laiendiks,
kui tema aste on lo˜plik.
Definitsioon 2.1.42. Korpuse laiendit L : K nimetame algebraliseks laien-
diks, kui korpuse L iga element on algebraline u¨le K.
Lause 2.1.43. Olgu korpuse laiend L : K lo˜plik ning olgu M ja N , M ⊆ N ,
mingid korpused korpuste K ja L vahel (st, K ⊆M ⊆ N ⊆ L). Siis ka laiend
N : M on lo˜plik.
To˜estus. Ja¨relduse 2.1.37 po˜hjal [L : K] = [L : N ][N : M ][M : K] ning sel-
lest vo˜rdusest ja¨reldub vahetult laiendi N : M lo˜plikkus.
Lausest 2.1.39 ja¨reldub, et iga algebraline lihtlaiend on lo˜plik. Millistel
tingimustel on algebraline laiend lo˜plik, sellele annab vastuse ja¨rgnev lause.
Lause 2.1.44. Kopruse laiend L : K on lo˜plik laiend siis ja ainult siis kui
L : K on algebraline laiend ning leidub lo˜plik arv selliseid elemente
α1, α2, ..., αs ∈ L, et L = K(α1, α2, ..., αs).
To˜estus. Tarvilikkus. Eeldame, et laiend L : K on lo˜plik. Siis vektorruum L
u¨le K on lo˜plikumo˜o˜tmeline. Olgu {α1, α2, ..., αs} tema baasiks. Siis aga keh-
tib vo˜rdus L = K(α1, α2, ..., αs). Ja¨a¨b veel na¨idata, et L : K on algebraline
laiend. Olgu x ∈ L suvaline. Paneme ta¨hele, et hulk {1, x, x2, ..., xs} sisaldab
s+1 elementi, misto˜ttu on need elemendid lineaarselt so˜ltuvad u¨le K. Seega,
meil leiduvad elemendid k0, k1, k2, ..., ks ∈ K, mis ei ole ko˜ik korraga nullid,
nii, et kehtib
k0 + k1x+ k2x
2 + . . .+ ksx
s = 0 .
See aga ta¨hendab, et element x on algebraline u¨le K (vt definitsioon 2.1.14).
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Piisavus. Eeldame, et leidub lo˜plik arv selliseid elemente α1, α2, ..., αs ∈ L,
et L = K(α1, α2, ..., αs). Lause 2.1.10 ja ja¨relduse 2.1.37 po˜hjal kehtib
[L : K] = [K(α1, α2, . . . , αs) : K] =
= [K(α1, α2, . . . , αs−1)(αs) : K(α1, α2, . . . , αs−1)]·
· [K(α1, α2, . . . , αs−2)(αs−1) : K(α1, α2, . . . , αs−2)]·
· . . . ·
· [K(α1)(α2) : K(α1)] · [K(α1) : K] . (2.12)
Kuna elemendid α1, α2, ..., αs ∈ L on algebralised u¨le K, siis on ko˜ik laiendid
K(α1, α2, . . . , αs−1)(αs) : K(α1, α2, . . . , αs−1) ,
K(α1, α2, . . . , αs−2)(αs−1) : K(α1, α2, . . . , αs−2) ,
. . . ,
K(α1)(α2) : K(α1) ,
K(α1) : K
algebralised lihtlaiendid ning on lause 2.1.39 to˜ttu lo˜plikud. Vo˜rduse (2.12)
to˜ttu on seega ka laiendi L : K aste [L : K] lo˜plik arv.
Ja¨reldus 2.1.45. Kui laiend L : K on lo˜plik, siis korpuse L suvaline element
x on esitatav kujul
x = p(α1, α2, . . . , αs) ,
kus p on mingi s muutuja polu¨noom u¨le K ning α1, α2, ..., αs ∈ L on sellised
elemendid, et L = K(α1, α2, ..., αs).
To˜estus. Lause 2.1.44 po˜hjal leiduvad elemendid α1, α2, ..., αs ∈ L selliselt,
et L = K(α1, α2, ..., αs). Sama lause po˜hjal on L : K algebraline laiend.
To˜estame va¨ite matemaatilise induktsiooni meetodit kasutades elementide
arvu s ja¨rgi.
Induktsiooni baas. Olgu s = 1. Siis L = K(α1) ning L : K on seega
algebraline lihtlaiend. Lause 2.1.38 po˜hjal siis suvaline element x ∈ L on
esitatav kujul
x = p(α1) ,
kus p on mingi u¨he muutuja polu¨noom u¨le K.
Induktsiooni samm. Olgu nu¨u¨d s > 1 ning eeldame, et va¨ide kehtib juhul
kui L : K on selline lo˜plik laiend, et L = K(α1, α2, ..., αk), kus k < s. Lause
2.1.10 po˜hjal
L = K(α1, α2, . . . , αs) = K(α1, α2, . . . , αs−1)(αs) .
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Nu¨u¨d, laiend L : K(α1, α2, ..., αs−1) on algebraline lihtlaiend. Lause 2.1.38
po˜hjal siis suvaline element x ∈ L on esitatav kujul
x = p1(αs) ,
kus p1 on mingi u¨he muutuja polu¨noom u¨le K(α1, α2, ..., αs−1). Induktsioo-
ni eelduse to˜ttu on polu¨noomi p1 kordajad ai korpusest K(α1, α2, ..., αs−1)
esitatavad kujul
ai = qi(α1, α2, . . . , αs−1) ,
kus qi on teatud (s− 1)-muutuja polu¨noom u¨le K (i ∈ 0, 1, 2, ..., deg p1). Siis
aga saamegi, et
x = p(α1, α2, . . . , αs) ,
kus p on teatud s muutuja polu¨noom u¨le K.
2.2 Polu¨noomi lahutuskorpus
Teatavasti saame iga kompleksarvuliste kordajatega polu¨noomi esitada tea-
tavate esimese astme polu¨noomide korrutisena. Seega omab mo˜tet ja¨rgnev
definitsioon.
Definitsioon 2.2.1. Olgu K korpus ning f polu¨noom u¨le K. U¨tleme, et
polu¨noom f lahutub lineaartegurite korrutiseks u¨le korpuse K kui ta on esi-
tatav kujul
f(x) = k(x− α1)(x− α2) . . . (x− αn) ,
kus k, α1, α2, . . . , αn ∈ K.
Ma¨rgime, et viimases definitsioonis mainitud lineaartegurite all me peame
silmas 1. astme polu¨noome x− α1, x− α2, ..., x− αn.
Kui f on polu¨noom u¨le korpuse K ning L : K on korpuse laiend, siis
polu¨noom f on u¨htaegu ka polu¨noom u¨le korpuse L. Seega on mo˜tet ra¨a¨kida,
et f lahutub lineaartegurite korrutiseks u¨le korpuse L, mo˜eldes selle all, et
f lahutub 1. astme polu¨noomide korrutiseks, milliste polu¨noomide kordajad
kuuluvad korpusesse L. Meid huvitab sisalduvuse mo˜ttes niio¨elda “va¨him”
korpus, u¨le mille f lahutub lineaartegurite korrutiseks.
Definitsioon 2.2.2. Olgu f polu¨noom u¨le korpuse K. Korpust Σ nimetame
polu¨noomi f lahutuskorpuseks u¨le korpuse K kui K ⊆ Σ ning
1. f lahutub lineaartegurite korrutiseks u¨le Σ,
2. kui K ⊆ Σ′ ⊆ Σ ning kui f lahutub lineaartegurite korrutiseks u¨le Σ′,
siis Σ′ = Σ.
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Kui kontekstist on korpuse K roll selge, siis polu¨noomi f lahutuskorpust
u¨le K nimetame ka lihtsalt polu¨noomi f lahutuskorpuseks.
Lause 2.2.3. Olgu f polu¨noom u¨le korpuse K ning olgu Σ polu¨noomi f
lahutuskorpus. Siis
Σ = K(α1, α2, . . . , αn) ,
kus α1, α2, ..., αn on polu¨noomi f ko˜ik juured.
To˜estus. Definitsioonist 2.2.1 ja¨reldub, et f lahutub lineaartegurite korruti-
seks u¨le korpuseK(α1, α2, ..., αn). Paneme ta¨hele, et iga korpus, u¨le mille f la-
hutub lineaartegurite korrutiseks, peab sisaldama f ko˜iki juuri α1, α2, ..., αn.
Seega, kuna f lahutub lineaartegurite korrutiseks u¨le Σ, siis α1, α2, ..., αn ∈ Σ.
Kuna ka lisaks K ⊆ Σ, siis K(α1, α2, ..., αn) ⊆ Σ. Nu¨u¨d aga definitsiooni 2.2.2
po˜hjal saame, et Σ = K(α1, α2, ..., αn).
Leiame nu¨u¨d lahutuskorpuse u¨hele konkreetsele polu¨noomile.
Na¨ide 2.2.4. Olgu f(x) = (x2−2x−2)(x2 +1) polu¨noom u¨le Q. Vaadeldava
polu¨noomi juured korpuses C on 1 +
√
3, 1−√3, i, −i, misto˜ttu lause 2.2.3
po˜hjal on f lahutuskorpuseks korpus Q(1 +
√




Olles sidunud polu¨noomiga tema lahutuskorpuse, toome nu¨u¨d siinkohas
paar olulist tulemust polu¨noomide kohta.
Lause 2.2.5. Olgu f polu¨noom u¨le korpuse K, kusjuures deg f > 0. Siis
polu¨noomil f leidub juur korpuses C, mille kordsus on suurem kui 1, siis ja
ainult siis kui polu¨noom f ja tema tuletis2 f ′ ei ole u¨histegurita ringis K[x]
(st, deg (f, f ′) > 0).
To˜estus. Tarvilikkus. Olgu Σ polu¨noomi f lahutuskorpus ning olgu α ∈ Σ
polu¨noomi f k-kordne juur, k > 1. Siis polu¨noomina u¨le Σ on f esitatav
kujul
f = (x− α)k g , (2.13)
kus k > 1 ning g on mingi polu¨noom u¨le Σ. Siis aga, polu¨noomi f tuletis f ′
on
f ′ = (x− α)k−1 [(x− α)g′ + kg] . (2.14)
Kuna k − 1 > 0, siis ja¨reldub vo˜rdustest (2.13) ja (2.14), et (x− α) | f ning
(x − α) | f ′ (ringis Σ[x]), mis ta¨hendab, et α on nii polu¨noomi f kui ka
polu¨noomi f ′ juur. Nu¨u¨d lause 2.1.20 po˜hjal jagab elemendi α minimaalne
polu¨noom u¨le K nii polu¨noomi f kui ka polu¨noomi f ′ (ringis K[x]). Seega ei
saa f ja f ′ olla u¨histegurita ringis K[x].
2Polu¨noomi f tuletis f ′ on funktsiooni f = f(x) tuletis, mis on polu¨noom u¨le K.
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Piisavus. Oletame vastuva¨iteliselt, et polu¨noomil f puuduvad kordsed
juured korpuses Σ. Na¨itame matemaatilise induktsiooni meetodit kasutades
polu¨noomi f astme ja¨rgi, et sellisel juhul polu¨noomidel f ja f ′ ei saa leiduda
u¨hist tegurit. St, na¨itame, et f ja f ′ on sellisel juhul u¨histegurita ringis Σ[x]
(vo˜i ringis C[x]) ning seega u¨histegurita ka ringis K[x].
Induktsiooni baas. Kui deg f = 1, siis deg f ′ = 0, mis ta¨hendab, et f ′ on
korpuse K element ning f ja f ′ on seega u¨histegurita.
Induktsiooni samm. Eeldame, et iga polu¨noomi f korral u¨le K, mille aste
on va¨iksem kui k, k ≥ 2, ning millel puuduvad kordsed juured korpuses C,
on f ja tema tuletis f ′ u¨histegurita ringis C[x]. Olgu
f = (x− α)g , (2.15)
kus (x − α) - g (st, juure α kordsus on 1) ning deg f = k. Sellisel juhul
deg g = k − 1 ning me vo˜ime polu¨noomi g jaoks a¨ra kasutada induktsiooni
eeldust. Paneme ta¨hele, et
f ′ = (x− α)g′ + g . (2.16)
Nu¨u¨d vo˜rdustest (2.15) ja (2.16) ilmneb, et polu¨noomide f ja f ′ u¨hised tegu-
rid saavad olla vaid polu¨noomi g tegurid, sest meie eelduse (x− α) - g to˜ttu
(x− α) - f ′.
Kui nu¨u¨d leiduks taandumatu polu¨noom d u¨le Σ nii, et d | g, d | f ′ ja
deg d > 0, siis vo˜rdusest (2.16) ja¨reldub, et ka d | (x − α)g′. Kuna d on
taandumatu u¨le Σ, siis kas d | (x− α) vo˜i d | g′ (vt [2], lk 212, omadus 2)).
Kui kehtiks d | (x − α), siis deg d = 1 (sest deg d > 0) ning seepa¨rast ka
(x − α) | d. See aga ta¨hendaks, et (x − α) | g (sest (x− α) | d ja d | g ning
seeto˜ttu ka (x− α) | g), mis on vastuolus meie eeldusega, et (x− α) - g.
Seega peab d | g′. Paneme aga ta¨hele, et induktsiooni eelduse po˜hjal on
polu¨noomid g ja g′ u¨histegurita, misto˜ttu ei saa see kehtida.
Sellega oleme po˜hjendanud, et polu¨noomi g u¨kski tegur ei saa olla polu¨noo-
mi f ′ teguriks ning polu¨noomid f ja f ′ peavad seega olema u¨histegurita.
Ja¨reldus 2.2.6. Olgu K korpus ning olgu f taandumatu polu¨noom u¨le K.
Siis polu¨noomi f juured on ko˜ik u¨hekordsed. Teisiso˜nu, u¨le oma lahutuskor-
puse vo˜i u¨le korpuse C, on f esitatav kujul
f = k(x− α1)(x− α2) . . . (x− αn) , (2.17)
kus elemendid αj, j ∈ {1, 2, ..., n}, on paarikaupa erinevad.
To˜estus. Kui polu¨noomi f mingi juure kordsus oleks suurem kui 1, siis oleks
f va¨hemalt 2. astme polu¨noom ning lause 2.2.5 po˜hjal ei oleks polu¨noomid f




Uurime nu¨u¨d polu¨noomi lahutuskorpuse u¨hesusega seotud ku¨simusi.
Teoreem 2.2.7. Olgu K korpus ning f polu¨noom u¨le K. Siis polu¨noomi f
lahutuskorpus Σ on u¨heselt ma¨a¨ratud ning laiendi Σ : K aste on lo˜plik.
To˜estus. Olgu α1, α2, ..., αn polu¨noomi f ko˜ik juured. Kui Σ on polu¨noomi
f lahutuskorpus u¨le K, siis lause 2.2.3 po˜hjal Σ = K(α1, α2, ..., αn). Seega f
lahutuskorpus on u¨heselt ma¨a¨ratud.
Ja¨relduse 2.1.37 ja lause 2.1.10 po˜hjal
[Σ : K] = [K(α1, α2, . . . , αn−1)(αn) : K(α1, α2, . . . , αn−1)]·
· [K(α1, α2, . . . , αn−2)(αn−1) : K(α1, α2, . . . , αn−2)] · . . .
. . . · [K(α1)(α2) : K(α1)] · [K(α1) : K] . (2.18)
Paneme ta¨hele, et laiendid
K(α1, α2, . . . , αn−1)(αn) : K(α1, α2, . . . , αn−1) ,
K(α1, α2, . . . , αn−2)(αn−1) : K(α1, α2, . . . , αn−2) ,
. . . ,
K(α1)(α2) : K(α1) ,
K(α1) : K
on ko˜ik algebralised lihtlaiendid. Lause 2.1.39 po˜hjal on nende astmed lo˜pli-
kud. Siis aga vo˜rduse (2.18) to˜ttu on ka laiendi Σ : K aste lo˜plik.
Lause 2.2.8. Olgu ι : K → K ′ korpuste K ja K ′ isomorfism. Olgu f
polu¨noom u¨le K ning olgu Σ polu¨noomi f lahutuskorpus. Olgu L′ : K ′ mis-
tahes korpuse laiend, mille korral polu¨noom ιˆ (f) (lause 2.1.30 ta¨histustes)
lahutub lineaartegurite korrutiseks u¨le L′. Siis leidub selline monomorfism
j : Σ→ L′, et j|K = ι.
To˜estus. Piltlikult va¨ljendades on olukord ja¨rgnev
K → Σ
ι ↓ ↓ j ,
K ′ → L′
kus monomorfism j tuleb leida. To˜estame va¨ite matemaatilise induktsiooni
meetodit kasutades polu¨noomi f astme deg f ja¨rgi.
Induktsiooni baas. Induktsiooni baasi to˜estame juhul kui f on 1. astme
polu¨noom u¨le korpuse K. Paneme ta¨hele, et sellisel juhul K = Σ ning mo-
nomorfismiks j vo˜tame ι.
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Induktsiooni samm. Eeldame nu¨u¨d, et va¨ide kehtib ko˜ikide polu¨noomide
jaoks u¨le korpuse K, mille aste on va¨iksem kui n (n > 1). Olgu f mingi
n-astme polu¨noom u¨le K. Polu¨noomina u¨le lahutuskorpuse Σ vo˜ime f kirju-
tada kujul
f = k(x− α1)(x− α2) . . . (x− αn) .
Olgu m elemendi α1 minimaalne polu¨noom u¨le K. Lause 2.1.20 po˜hjal
f = qm, kus q on mingi polu¨noom u¨le K. Kuna ιˆ : K[x] → K ′[x] on lause
2.1.30 to˜ttu isomorfism, siis
ιˆ (f) = ιˆ (qm) = ιˆ (q) ιˆ (m) , (2.19)
mis ta¨hendab, et polu¨noom ιˆ (m) jagab polu¨noomi ιˆ (f). Polu¨noom ιˆ (f) la-
hutub aga eelduse to˜ttu lineaartegurite korrutiseks u¨le L′. Vo˜rduse (2.19)
to˜ttu lahutub seega ka polu¨noom ιˆ (m) lineaartegurite korrutiseks u¨le L′, st,
ιˆ (m) = (x− β1)(x− β2) . . . (x− βr) ,
kus β1, β2, ..., βr ∈ L′. Kuna K[x] ∼= K ′[x] ning polu¨noom m on taandu-
matu u¨le K, siis on ιˆ (m) taandumatu u¨le K ′. Seega on ιˆ (m) elemendi β1
minimaalne polu¨noom u¨le K ′. Teoreemi 2.1.31 po˜hjal leidub isomorfism
j1 : K(α1)→ K ′(β1) ,
kusjuures j1|K = ι ning j1(α1) = β1. Paneme ta¨hele, et Σ on polu¨noomi
g = f
x−α1 lahutuskorpus u¨le K(α1) ning, et polu¨noom jˆ1 (g) =
jˆ1(f)
x−β1 (u¨le
K ′(β1)) lahutub lineaartegurite korrutiseks u¨le L′. Induktsiooni eelduse to˜ttu
leidub nu¨u¨d monomorfism j : Σ→ L′ nii, et j|K(α1) = j1. Kuid sellisel juhul
j|K = ι ning va¨ide on to˜estatud.
Teoreem 2.2.9. Olgu ι : K → K ′ korpuste K ja K ′ isomorfism. Olgu Σ
polu¨noomi f lahutuskorpus u¨le K ning olgu Σ′ polu¨noomi ιˆ (f) (lause 2.1.30
ta¨histuses) lahutuskorpus u¨le K ′. Siis leidub isomorfism j : Σ → Σ′ nii, et
j|K = ι. Teisiso˜nu, laiendid Σ : K ja Σ′ : K ′ on isomorfsed.
To˜estus. Olukord on meil seekord ja¨rgnev
K → Σ
ι ↓ ↓ j ,
K ′ → Σ′
kus no˜utud tingimusi rahuldav isomorfism j tuleb leida. Kuna Σ on polu¨noo-
mi f lahutuskorpus, siis polu¨noomina u¨le Σ vo˜ime f kirjutada kujul
f = k(x− α1)(x− α2) . . . (x− αn) .
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Lause 2.2.8 po˜hjal leidub monomorfism j : Σ → Σ′ nii, et j|K = ι. Seega,
kuna kujutus jˆ : Σ[x]→ j (Σ) [x] on lause 2.1.30 po˜hjal isomorfism, kehtib
ιˆ (f) = jˆ (f) = jˆ(k)jˆ(x− α1)jˆ(x− α2) . . . jˆ(x− αn) =
= j(k)(x− j(α1))(x− j(α2)) . . . (x− j(αn)) .
Seega, polu¨noom ιˆ (f) lahutub lineaartegurite korrutiseks u¨le korpuse j (Σ).
Paneme ka ta¨hele, et K ′ ⊆ j(Σ) ⊆ Σ′. Seega, definitsiooni 2.2.2 po˜hjal,
j(Σ) = Σ′. See aga ta¨hendab seda, et kujutus j on pealekujutus ning u¨htlasi
ka isomorfism.
2.2.2 Normaalkorpus
Definitsioon 2.2.10. Korpuse laiendit L : K nimetame normaalseks kui iga
taandumatu polu¨noom u¨le K, mille juurtest va¨hemalt u¨ks kuulub korpusesse
L, lahutub lineaartegurite korrutiseks u¨le korpuse L. Korpust L nimetame
sellisel juhul normaalkorpuseks (korpuse K suhtes).
Na¨ide 2.2.11.
1. Laiend C : Q on normaalne, sest algebra po˜hiteoreemi (vt [5], lk 232,
teoreem 7.4.5) po˜hjal mistahes kompleksarvuliste kordajatega (ning
seega ka ratsionaalarvuliste kordajatega) n-astme polu¨noomi f ko˜ik
n kompleksarvulist juurt kuuluvad korpusesse C (n on suvaline natu-
raalarv).
2. Laiend Q(c) : Q, kus c = 3
√
2 ∈ R, aga ei ole normaalne. Polu¨noomi
x3 − 2 juur 3√2 ∈ R kuulub korpusesse Q(c). Vaadeldava polu¨noomi
teised juured korpuses C on aga komplekssed ning ei kuulu seeto˜ttu
korpusesse Q(c). Seega laiend Q(c) : Q ei ole to˜epoolest normaalne.
Teoreem 2.2.12. Korpuse laiend L : K on normaalne ja lo˜plik siis ja ainult
siis kui L on mingi polu¨noomi lahutuskorpus u¨le K.
To˜estus. Tarvilikkus. Olgu laiend L : K normaalne ja lo˜plik. Lause 2.1.44
po˜hjal siis L = K(α1, α2, ..., αn), kus elemendid α1, α2, ..., αn on algebralised
u¨le K. Olgu mj elemendi αj, j ∈ {1, 2, ..., n}, minimaalne polu¨noom u¨le K
ning olgu f = m1m2...mn. Polu¨noomid mj, j ∈ {1, 2, ..., n}, on taandumatud
u¨le K ning αj on polu¨noomi mj juur. Kuna L on normaalkorpus K suhtes,
siis polu¨noomid mj, j ∈ {1, 2, ..., n}, lahutuvad lineaartegurite korrutiseks
u¨le L, st, L sisaldab polu¨noomi f ko˜iki juuri β1, β2, ..., βs. Lause 2.2.3 po˜hjal
on L = K(β1, β2, ..., βs) seega polu¨noomi f lahutuskorpus.
Piisavus. Olgu L lahutuskorpuseks mingile polu¨noomile g u¨le korpuse K.
Teoreemi 2.2.7 po˜hjal on laiendi L : K aste lo˜plik. Na¨itame nu¨u¨d, et L on
normaalkorpus K suhtes.
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Olgu f mingi taandumatu polu¨noom u¨le K, mille juur θ1 kuulub korpu-
sesse L. Na¨itamaks, et L on normaalkorpus, tuleb meil definitsiooni 2.2.10
to˜ttu na¨idata, et f lahutub lineaartegurite korrutiseks u¨le korpuse L.
Olgu θ2 polu¨noomi f suvaline juur. U¨ldisust kitsendamata vo˜ime seejuu-
res eeldada, et f on normeeritud. Kuna f on taandumatu u¨le K, siis on f
seega elementide θ1 ja θ2 minimaalne polu¨noom u¨le K.
Na¨itame, et
[L(θ1) : L] = [L(θ2) : L] . (2.20)
Paneme ta¨hele, et kehtivad ja¨rgnevad sisalduvused:
K ⊆ L ⊆ L(θj) ,
K ⊆ K(θj) ⊆ L(θj) ,
kus j ∈ {1, 2}. Nu¨u¨d teoreemi 2.1.36 kasutades saame, et j ∈ {1, 2} korral
[L(θj) : L][L : K] = [L(θj) : K] = [L(θj) : K(θj)][K(θj) : K] . (2.21)
Kuna f on laiendite K(θ1) : K ja K(θ2) : K ma¨a¨rav polu¨noom, siis lause
2.1.38 po˜hjal
[K(θ1) : K] = [K(θ2) : K] . (2.22)
Paneme ta¨hele, et kuna L on polu¨noomi g lahutuskorpus u¨le K, siis L(θj) on g
lahutuskorpus u¨le K(θj), j ∈ {1, 2}. Lisaks paneme ta¨hele, et ja¨relduse 2.1.29
po˜hjal K(θ1) ∼= K(θ2). Seega, teoreemi 2.2.9 po˜hjal on laiendid L(θ1) : K(θ1)
ja L(θ2) : K(θ2) isomorfsed ning lause 2.1.35 to˜ttu kehtib
[L(θ1) : K(θ1)] = [L(θ2) : K(θ2)] . (2.23)
Nu¨u¨d aga saadud vo˜rduste (2.21), (2.22) ja (2.23) po˜hjal
[L(θ1) : L][L : K] = [L(θ1) : K(θ1)][K(θ1) : K] =
= [L(θ2) : K(θ2)][K(θ2) : K] = [L(θ2) : L][L : K] ,
millest ja¨reldubki, et kehtib vo˜rdus (2.20).
Kuna polu¨noomi f juur θ1 kuulub korpusesse L, siis L(θ1) = L ning seega
[L(θ1) : L] = 1. Polu¨noomi f teise juure θ2 korral vo˜rduse (2.20) po˜hjal siis ka
[L(θ2) : L] = 1. See aga ta¨hendab seda, et θ2 ∈ L. Kuna aga θ2 oli polu¨noomi
f suvaline juur, siis peavad f ko˜ik juured sellisel juhul kuuluma korpusesse
L.
Sellega oleme na¨idanud, et f lahutub lineaartegurite korrutiseks u¨le kor-
puse L ning laiend L : K on seega normaalne.
Kui korpus L on mingi polu¨noomi lahutuskorpus u¨le korpuse K, siis teo-
reemi 2.2.12 po˜hjal iga taandumatu polu¨noomi f korral u¨le K on kaks vo˜ima-
lust:
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1. f lahutub lineaartegurite korrutiseks u¨le L.
2. f on taandumatu u¨le L.
2.3 U¨lesanded
11. To˜estada, et seos “korpuse laiendid (K1, L1) ja (K2, L2) on isomorfsed”
on ekvivalentsiseos.






6 on lineaarselt so˜ltumatud u¨le







kus ratsionaalarvud p, q, r ja s ei ole ko˜ik korraga nullid. Na¨idata, et












kus a, b, c, d, e, f ∈ Q. Lo˜puks, na¨idata, et viimase vo˜rduse ruutu to˜st-
misel saame vastuolu.)
13. Leida hulga C ja¨rgmiste alamhulkade poolt tekitatud korpused.
a. {0, 1}.
b. {0}.
c. {0, 1, i}.
d. {i,√5}.
e. {√2,√3}. (Na¨puna¨ide: Kasutada u¨lesannet 12.)
f. R.
g. R ∪ {i}.




3) : Q on lihtne? Po˜hjendada.
15. Leida ja¨rgmiste elementide minimaalsed polu¨noomid ja¨rgmiste laiendi-
te korral.










2− 1) /2, C : Q.
16. Na¨idata, et kui elemendi α minimaalne polu¨noom on x2− 2 u¨le Q ning
elemendi β minimaalne polu¨noom on x2 − 4x + 2 u¨le Q, siis laiendid
Q(α) : Q ja Q(β) : Q on isomorfsed.
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17. Milliste ja¨rgnevate polu¨noomide m ja vastavate korpuste K korral lei-
dub α ∈ C, et laiendi K(α) : K ma¨a¨ravaks polu¨noomiks oleks m?
a. m = x2 − 4, K = R.
b. m = x2 − 3, K = R.
c. m = x2 − 3, K = Q.
d. m = x7 − 3x6 + 4x3 − x− 1, K = R.
18. To˜estada, et korpuse laiend L : K on lo˜plik siis ja ainult siis kui lei-
dub lo˜plik arv selliseid algebralisi elemente α1, α2, ..., αs u¨le K, et
L = K(α1, α2, ..., αs).
19. Olgu L : K lo˜plik korpuse laiend. Na¨idata, et korrutamine fikseeritud
elemendiga korpusest L defineerib lineaarteisenduse vektorruumil L u¨le
K. Millal on see lineaarteisendus mittesingulaarne? (St, millal on selle
lineaarteisenduse maatriksi determinant nullist erinev?)
20. Olgu L : K lo˜plik korpuse laiend ning olgu p taandumatu polu¨noom
u¨le K, mille aste on va¨hemalt 2. Na¨idata, et kui arvud deg p ja [L : K]
on u¨histeguriteta, siis polu¨noomi p u¨kski juur ei kuulu korpusesse L.













u¨le Q baas ja mo˜o˜de. (Na¨puna¨ide: Mo˜nin-
gate polu¨noomide taandumatust u¨le Z saab kindlaks teha Eisensteini
kriteeriumi abil (vt [2], lk 248, teoreem 2). Iga taandumatu polu¨noom
u¨le Z on taandumatu ka u¨le Q (vt [2], lk 246, lemma 2).)
22. Ta¨histame ko˜igi selliste kompleksarvude, mis on algebralised u¨le Q,
hulga ta¨hega A. Na¨idata, et hulk A on korpuse C alamkorpus ja¨rgneval
moel.
a. Na¨idata, et kompleksarv α ∈ A siis ja ainult siis kui
[Q(α) : Q] <∞. Ja¨reldada, et Q ⊆ A.
b. Olgu α, β ∈ A. Teoreemi 2.1.36 kasutades na¨idata, et
[Q(α, β) : Q] <∞.
c. Osa b. tulemust ning teoreemi 2.1.36 kasutades na¨idata, et
[Q(α + β) : Q] <∞, [Q(−α) : Q] <∞, [Q(αβ) : Q] <∞ ning, kui
α 6= 0, siis [Q(α−1) : Q] <∞.
23. Eelmise u¨lesande ta¨histuses, na¨idata, et [A : Q] = ∞. Ja¨reldada, et
algebralised laiendid ei tarvitse olla lo˜plikud. (Na¨puna¨ide: Kasutada
Eisensteini kriteeriumi, mille abil na¨idata, et leidub kuitahes ko˜rge ast-
mega taandumatuid polu¨noome u¨le Q.)
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24. Olgu laiendid M : L ja L : K algebralised. Kas siis ka laiend M : K on
algebraline? (Vaadeldavad laiendid ei tarvitse olla lo˜plikud.)
25. Olgu f polu¨noom u¨le korpuse K, kusjuures deg f = n. Olgu Σ polu¨noo-
mi f lahutuskorpus u¨le K. To˜estada, et [Σ : K] jagab arvu n!. (Na¨-
puna¨ide: Vaadata eraldi juhtusid kui f on taandumatu ja taanduv.
Taanduva juhu korral kasutada matemaatilise induktsiooni meetodit.
Panna ta¨hele, et a!b! jagab arvu (a+ b)! (miks?).)
26. Olgu m taandumatu polu¨noom u¨le korpuse K ning olgu ta elemendi α
minimaalseks polu¨noomiks u¨le K. Kas laiend K(α) : K on sellisel juhul
alati normaalne?
27. Olgu laiendi L : K aste 2. Na¨idata, et siis laiend L : K on normaalne.
28. Millised ja¨rgnevatest laienditest on normaalsed?
a. Q
(√−2) : Q.














29. Ma¨rkida ja¨rgnevad kas “To˜ene” (T) vo˜i “va¨a¨r” (V).
a. Kui X ⊆ Q, siis Q(X) = Q.
b. Kui hulk X sisaldab irratsionaalarvu, siis Q(X) 6= Q.
c. Korpuse C iga alamkorpus sisaldab korpust R.
d. Ko˜ik irratsionaalarvud on transtsendentsed.
e. Arvu pi iga nullist erinev ratsionaalarvukordne on trantsendentne.
f. Iga lihtlaiend on algebraline.
g. Algebralised lihtlaiendidK(α) : K jaK(β) : K on alati isomorfsed
(α, β ∈ C).
h. Transtsendentsed lihtlaiendid K(α) : K ja K(β) : K on alati iso-
morfsed (α, β ∈ C).
i. Korpuse C iga element on algebraline u¨le R.
j. Iga polu¨noom u¨leQ lahutub lineaartegurite korrutiseks u¨le teatava
C alamkorpuse.
k. Iga lo˜plik korpuse laiend on normaalne.
l. Kui laiendid L : M ja M : K on normaalsed siis on ka laiend
L : K normaalne.




Olles teinud tutvust ru¨hmade ja korpuste mo˜ningate vajalike tulemustega,
oleme nu¨u¨d valmis Galois’ teooria po˜hjalikumaks uurimiseks. Seda teooriat
kasutades na¨itame lo˜puks, et leidub viienda astme vo˜rrand, mis ei ole lahen-
duv radikaalides.
3.1 Galois’ teooria sissejuhatus
3.1.1 Lagrange’i idee vo˜rrandite lahendamiseks
Kuna Galois luges Lagrange’i to¨id, siis vo˜ib arvata, et just siit pa¨rineb Ga-
lois’ originaalne idee vo˜rrandite radikaalides lahenduvuse probleemi lahenda-
miseks. Lagrange uuris vo˜rrandite lahendamist selle vo˜rrandi lahendite vahel
kehtivate teatud su¨mmeetriate abil. Vo˜rrandi lahendite vaheliste su¨mmeet-
riate kasutamine on u¨ks po˜hiideedest ka Galois’ teoorias.
Ja¨rgnevalt tutvumegi la¨hemalt Lagrange’i ideega teise, kolmanda ja nel-
janda astme vo˜rrandite lahendamiseks. Idee seisneb selliste polu¨noomide leid-
mises vo˜rrandi lahenditest, mis ja¨a¨vad muutumatuks vo˜rrandi lahendite per-
muteerimisel. Proovime seda meetodit rakendada ka 5. astme vo˜rrandile.
Alustuseks meenutame, et n muutuja polu¨noomi f = f(x1, x2, ..., xn) ni-
metame su¨mmeetriliseks kui ta ei muutu muutujate mistahes substitutsiooni
korral. Lagrange’i ideega tutvumisel puutume kokku su¨mmeetriliste po˜hi-
polu¨noomidega s1, s2, ..., sn muutujatest x1, x2, ..., xn, millised teatavasti
defineeritakse ja¨rgnevalt:
s1 = s1(x1, x2, . . . , xn) = x1 + x2 + . . .+ xn
s2 = s2(x1, x2, . . . , xn) = x1x2 + x1x3 + . . .+ xn−1xn ,
. . . ,
sn = sn(x1, x2, . . . , xn) = x1x2 . . . xn ,
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kus sk (k ∈ {1, 2, ..., n}) on summa ko˜ikidest k kaupa vo˜etud erinevatest
korrutistest muutujatest x1, x2, ..., xn, kusjuures igas sellises korrutises esineb
iga muutuja tegurina u¨limalt u¨he korra.
Ko˜ikidest n muutujaga su¨mmeetrilistest polu¨noomidest kordajatega rin-
gist C koosnev hulk moodustab ringi C[x1, x2, ..., xn] alamringi (vt [5], lk 218,
lause 6.17.4). Seda ringi ta¨histame1 ja¨rgnevalt su¨mboliga C[s1, s2, ..., sn].
Vaatame nu¨u¨d ja¨rgnevat muutujast x so˜ltuvat polu¨noomi F u¨le ringi
C[x1, x2, ..., xn]:
F (x) = (x− x1)(x− x2) . . . (x− xn) .
Matemaatilise induktsiooni meetodit kasutades vo˜ime veenduda, et peale sul-
gude avamist saame
F (x) = xn − s1xn−1 + s2xn−2 − . . .+ (−1)n−1sn−1x+ (−1)nsn .
Definitsioon 3.1.1. Olgu s1, s2, ..., sn su¨mmeetrilised po˜hipolu¨noomid al-
gebralistest muutujatest x1, x2, ..., xn kompleksarvude hulgas. U¨ldiseks
n-astme algebraliseks vo˜rrandiks nimetame vo˜rrandit
xn − s1xn−1 + s2xn−2 − . . .+ (−1)n−1sn−1x+ (−1)nsn = 0 (3.1)
u¨le ringi C[s1, s2, ..., sn] jagatistekorpuse C(s1, s2, ..., sn). Muutujaid x1,
x2, ..., xn nimetame selle vo˜rrandi lahenditeks.
Definitsioon 3.1.2. U¨ldist n-astme vo˜rrandit (3.1) nimetame lahenduvaks
radikaalides, kui ko˜ik tema lahendid x1, x2, ..., xn on avaldatavad korpuse
C(s1, s2, ..., sn) elementide kaudu nelja aritmeetilist po˜hitehet (liitmine, la-
hutamine, korrutamine ja jagamine) ning mistahes naturaalarvuliste juurte
vo˜tmist kasutades. Sellisel juhul u¨tleme, et lahendid x1, x2, ..., xn avalduvad
korpuse C(s1, s2, ..., sn) elementide kaudu radikaalides.
Kui me oskaksime lahendada u¨ldist n-astme vo˜rrandit radikaalides mingi
fikseeritud naturaalarvu n korral, siis oleks ka iga konkreetne n-astme komp-
leksarvuliste kordajatega vo˜rrand, mille pealiikme xn kordaja on 1, lahenduv
radikaalides. Meil tuleks selleks lihtsalt s1, s2, ..., sn u¨ldvo˜rrandi lahendi-
valemis asendada konkreetse vo˜rrandi kordajatega. (Arvestades ka ma¨rkide
erinevust!) Kuna iga vo˜rrandit on vo˜imalik a¨ra normeerida (jagada la¨bi sel-
lise arvuga, et pealiikme kordaja oleks 1), milline tegevus ei muuda vo˜rrandi
lahendeid, siis oleks iga konkreetne n-astme kompleksarvuliste kordajatega
vo˜rrand lahenduv radikaalides.
1Selline ta¨histus on po˜hjendatud sellega, et iga su¨mmeetrilist n muutuja polu¨noomi
saame esitada polu¨noomina su¨mmeetrilistest po˜hipolu¨noomidest (vt [5], lk 219, teoreem
6.17.6).
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Veendume nu¨u¨d ja¨rgnevas, et u¨ldine teise, kolmanda ja neljanda astme
vo˜rrand on lahenduv radikaalides.
Vaatame u¨ldist teise astme algebralist vo˜rrandit
x2 − s1x+ s2 = 0 ,
kus
s1 = s1(x1, x2) = x1 + x2 ,
s2 = s2(x1, x2) = x1x2 .
(3.2)
Paneme ta¨hele, et kahe muutuja polu¨noom
(x1 − x2)2
on su¨mmeetriline muutujate x1 ja x2 suhtes. Seega saame ta esitada polu¨noo-
mina su¨mmeetrilistest po˜hipolu¨noomidest s1 ja s2 (vt [5], lk 219, teoreem
6.17.6). Osutub, et
(x1 − x2)2 = (x1 + x2)2 − 4x1x2 = s21 − 4s2 , (3.3)
millest
x1 − x2 = ±
√
s21 − 4s2 .
Arvestades lisaks vo˜rduste (3.2) esimest vo˜rdust, saame nu¨u¨d ja¨rgmise vo˜rran-
disu¨steemi lahendite x1 ja x2 suhtes:{
x1 + x2 = s1
x1 − x2 = ±
√
s21 − 4s2 .














Sellega oleme na¨idanud, et u¨ldine teise astme vo˜rrand on lahenduv radikaa-
lides.
Vaatame nu¨u¨d u¨ldist 3. astme vo˜rrandit
x3 − s1x2 + s2x− s3 = 0 , (3.5)




s1 = s1(x1, x2, x3) = x1 + x2 + x3 ,
s2 = s2(x1, x2, x3) = x1x2 + x1x3 + x2x3 ,
s3 = s3(x1, x2, x3) = x1x2x3 .
(3.6)
Olgu
y = y(x1, x2, x3) = (x1 + ζx2 + ζ
2x3)
3 ,










i on 3. astme u¨hejuur. Paneme ta¨hele, et vahetades
omavahel u¨mber muutujad x1 ja x2 polu¨noomis y, saame
y(x2, x1, x3) = (x2 + ζx1 + ζ
2x3)
3 = (ζ(x1 + ζ
2x2 + ζx3))
3 =
= ζ3(x1 + ζ
2x2 + ζx3)
3 = (x1 + ζ
2x2 + ζx3)
3 = z(x1, x2, x3) .
Sarnaselt vo˜ime veenduda, et z(x2, x1, x3) = y(x1, x2, x3), ning, mistahes kahe
muutuja u¨mbervahetamisel saame polu¨noomist y polu¨noomi z ja vastupidi.
Muutujate tsu¨klilisel u¨mberpaigutamisel ja¨a¨vad polu¨noomid y ja z aga muu-
tumatuks. Seega, eelo¨eldu to˜ttu, y + z ja yz on su¨mmeetrilised polu¨noomid
muutujate x1, x2, x3 suhtes ning me saame nad seepa¨rast esitada polu¨noomi-
dena su¨mmeetrilistest po˜hipolu¨noomidest s1, s2, s3. Olgu na¨iteks
y + z = a1 = a1(s1, s2, s3) ,
yz = a2 = a2(s1, s2, s3) ,
kus a1 ja a2 on teatud kolme muutuja polu¨noomid u¨le C.
Paneme ta¨hele, et y ja z rahuldavad vo˜rrandit
(x− y)(x− z) = 0
ehk, peale sulgude avamist, vo˜rrandit
x2 − a1x+ a2 = 0 (3.8)
u¨le C(s1, s2, s3). Ta¨pselt samal moel nagu u¨ldise teise astme vo˜rrandi puhul,
vo˜ime veenduda, et y ja z on avaldatavad vo˜rrandi (3.8) kordajate kaudu
radikaalides (tuleb lugeda, et a1 ja a2 on su¨mmeetrilised po˜hipolu¨noomid
muutujatest y ja z). Kuna aga vo˜rrandi (3.8) kordajad kuuluvad korpusesse
C(s1, s2, s3), siis y ja z avalduvad korpuse C(s1, s2, s3) elementide kaudu ra-




z korpuse C(s1, s2, s3) elementide
kaudu radikaalides. Vo˜rduste (3.6) esimese vo˜rduse ja vo˜rduste (3.7) po˜hjal
saame nu¨u¨d aga ja¨rgneva su¨steemi vo˜rrandi (3.5) lahendite suhtes:
x1 + x2 + x3 = s1










Liites need vo˜rrandid omavahel ning arvestades, et ζ on polu¨noomi x2 +x+1
juur, saame, et














Korrutades nu¨u¨d su¨steemi (3.9) teist vo˜rrandit suurusega ζ2, kolmandat vo˜r-
randit aga suurusega ζ, liites seeja¨rel saadud vo˜rrandid ja jagades saadud







y + ζ 3
√
z) .
Lo˜puks, korrutades su¨steemi (3.9) teist vo˜rrandit suurusega ζ, kolmandat
vo˜rrandit aga suurusega ζ2, liites seeja¨rel saadud vo˜rrandid ja jagades saadud




(s1 + ζ 3
√
y + ζ2 3
√
z) .
Seega, vo˜rrandi (3.5) lahendid x1, x2 ja x3 avalduvad radikaalides kor-
puse C(s1, s2, s3) elementide kaudu ning u¨ldine kolmanda astme vo˜rrand on
lahenduv radikaalides.
Vaatame nu¨u¨d u¨ldist neljanda astme vo˜rrandit
x4 − s1x3 + s2x2 − s3x+ s4 = 0 , (3.10)
kus
s1 = s1(x1, x2, x3, x4) = x1 + x2 + x3 + x4 ,
s2 = s2(x1, x2, x3, x4) = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4 ,
s3 = s3(x1, x2, x3, x4) = x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4 ,
s4 = s4(x1, x2, x3, x4) = x1x2x3x4 .
(3.11)
Olgu
y = y(x1, x2, x3, x4) = (x1 + x2 − x3 − x4)2 ,
z = z(x1, x2, x3, x4) = (x1 − x2 + x3 − x4)2 ,
w = w(x1, x2, x3, x4) = (x1 − x2 − x3 + x4)2 .
(3.12)
Vo˜ime veenduda, et y+z+w, yz+yw+zw ja yzw on su¨mmeetrilised polu¨noo-
mid muutujatest x1, x2, x3 ja x4, misto˜ttu saame nad esitada polu¨noomidena
su¨mmeetrilistest po˜hipolu¨noomidest s1, s2, s3 ja s4. Olgu seega
y + z + w = a1 = a1(s1, s2, s3, s4) ,
yz + yw + zw = a2 = a2(s1, s2, s3, s4) ,
yzw = a3 = a3(s1, s2, s3, s4) ,
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kus a1, a2 ja a3 on teatud nelja muutuja polu¨noomid u¨le C. Paneme ja¨llegi
ta¨hele, et y, z ja w rahuldavad vo˜rrandit
(x− y)(x− z)(x− w) = 0
ehk, peale sulgude avamist, vo˜rrandit
x3 − a1x2 + a2x− a3 = 0 (3.13)
u¨le C(s1, s2, s3, s4). Samal moel nagu u¨ldise kolmanda astme vo˜rrandi pu-
hul, vo˜ime veenduda, et y, z ja w on avaldatavad koruse C(a1, a2, a3) ele-
mentide kaudu radikaalides (tuleb lugeda, et a1, a2 ja a3 on su¨mmeetrilised
po˜hipolu¨noomid muutujatest y, z ja w). Kuna aga vo˜rrandi (3.13) korda-
jad kuuluvad korpusesse C(s1, s2, s3, s4), siis y, z ja w avalduvad korpuse





w korpuse C(s1, s2, s3, s4) elementide kaudu radikaalides. Vo˜rduste (3.11)
esimese vo˜rduse ja vo˜rduste (3.12) po˜hjal saame nu¨u¨d aga ja¨rgneva su¨steemi
vo˜rrandi (3.10) lahendite suhtes:
x1 + x2 + x3 + x4 = s1 ,
x1 + x2 − x3 − x4 = ±√y ,
x1 − x2 + x3 − x4 = ±
√
z ,




Lahendades viimase su¨steemi saamegi, et vo˜rrandi (3.10) lahendid avalduvad
korpuse C(s1, s2, s3, s4) elementide kaudu radikaalides. (Vo˜rrandisu¨steemist
lahendi x1 leidmiseks liidame ko˜ik vo˜rrandid ning jagame seeja¨rel arvuga
4. Lahendi x2 leidmiseks liidame omavahel esimese, teise ning arvuga (−1)
korrutatud kolmanda ja neljanda vo˜rrandi ning jagame seeja¨rel arvuga 4. Sar-
nasel viisil leiame u¨leja¨a¨nud lahendid.) Seega, u¨ldine neljanda astme vo˜rrand
on lahenduv radikaalides.
Vaatame lo˜puks veel u¨ldist viienda astme vo˜rrandit
x5 − s1x4 + s2x3 − s3x2 + s4x− s5 = 0 .
Analoogiliselt eelnevate na¨idetega vaatame na¨iteks polu¨noomi





kus ζ = e2pii/5 on 5. astme u¨hejuur. Muutujaid x1, x2, ..., x5 vo˜ib u¨mber
ja¨rjestada kokku 5! = 120 erineval moel. On veendutud, et ko˜igi nende
u¨mberja¨rjestuste ka¨igus omandab polu¨noom (3.15) kokku 24 erinevat ku-
ju, misto˜ttu meie poolt eelnevalt demonstreeritud meetodit ei o˜nnestu ra-
kendada. Ei ole ka leitud teisi polu¨noome muutujatest x1, x2, ..., x5, mis
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annaksid muutujate ko˜ikvo˜imalikel u¨mberja¨rjestamistel kokku na¨iteks neli
erinevat kuju y, z, w ja u selliselt, et y, z, w ja u osutuksid teatud neljanda
astme vo˜rrandi u¨le C(s1, s2, ..., s5) lahenditeks, ning et o˜nnestuks rakendada
eelnevalt demonstreeritud ideed.
Ma¨rgime ma¨rkusena, et a¨sjana¨idatu po˜hjal avalduvad u¨ldise kuupvo˜rran-
di ja u¨ldise neljanda astme vo˜rrandi lahendid nende vo˜rrandi kordajate ja
teatud fikseeritud kompleksarvude kaudu radikaalides. Tekib aga ku¨simus,
kas need fikseeritud kompleksarvud on esitatavad vo˜rrandi kordajate kaudu
radikaalides? Osutub, et see nii to˜esti on, nagu selles vo˜ib veenduda vajalik-
ke arvutusi teostades. Na¨iteks kuupvo˜rrandi lahendite avaldamiseks korpuse





Ei ole aga raske na¨ha, et suurus ξ on esitatav kuupvo˜rrandi pealiikme kordaja
1 kaudu nelja artitmeetilist po˜hitehet ning juurimisi kasutades. Konkreetsed
valemid radikaalides kuupvo˜rrandi ja neljanda astme vo˜rrandi jaoks ning tei-
si meetodeid nende valemite tuletamiseks vo˜ib seejuures leida allikatest [8]
ja [10].
3.1.2 Idee Galois’ teooria taga
Ja¨tame nu¨u¨d u¨ldise n-astme vo˜rrandi vaatlemise ning asume konkreetsete
vo˜rrandite uurimise juurde. St, edasises on vaatluse all vaid kompleksarvulis-
te kordajatega vo˜rrandid. Nagu na¨gime eelmises punktis, algebralise vo˜rrandi
lahendite vahel eksisteerivad alati teatud su¨mmeetriad. Neid su¨mmeetriaid
kasutas oskuslikult a¨ra Lagrange. Uurime neid su¨mmeetriaid nu¨u¨d edasi.
Olgu ja¨rgnevas f(x) = 0 mingi selline algebraline vo˜rrand u¨le korpuse K,
et polu¨noom f on taandumatu3 u¨le K. Olgu L ⊆ C mingi selline korpus,
et K ⊆ L ning mis sisaldab polu¨noomi f ko˜iki juuri, milliseid ta¨histame
α1, α2, ..., αn. Ja¨relduse 2.2.6 po˜hjal on polu¨noomi f taandumatuse to˜ttu
juured α1, α2, ..., αn paarikaupa erinevad. See asjaolu lihtsustab mo˜nevo˜rra
meie teooriaka¨sitlust.
Meie eesma¨rgiks on avaldada polu¨noomi f juured tema kordajate kaudu
nelja aritmeetilist po˜hitehet (liitmine, lahutamine, korrutamine ja jagamine)
ning mistahes naturaalarvuliste juurte vo˜tmist kasutades. Teisiso˜nu, meie
eesma¨rgiks on avaldada polu¨noomi f juured tema kordajate kaudu radikaa-
lides. Matemaatiliselt formuleerime selle u¨lesande ja¨rgnevalt. Ra¨a¨kides, et
f on polu¨noom u¨le K, peame u¨ldiselt korpuse K all silmas sellist korpust,
mis on saadud korpusest Q temale polu¨noomi f kordajate adjungeerimisel.
Polu¨noomi f juurte avaldamine selle polu¨noomi kordajate kaudu radikaa-
lides on siis samava¨a¨rne kui avaldada juured korpuse K elementide kaudu
3Kuna iga polu¨noomi on vo˜imalik esitada taandumatute polu¨noomide korrutisena (vt
[2], lk 213, teoreem 5), siis polu¨noomi juurte leidmiseks piisabki kui leida selle polu¨noomi
taandumatute tegurite juured.
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radikaalides. (Pu¨stitatud u¨lesande konkreetsema matemaatilise formuleerin-
gu anname hiljem, vt definitsioonid 3.3.1 ja 3.3.3 leheku¨lgedel 98 ja 98.)
Paneme ta¨hele, et u¨ldiselt vo˜ib korpuste K ja L vahel leiduda korpusi,
mis ei u¨hti korpusega K ega L. Kui leidub selline juur αi, et K(αi) 6= L,
siis on selliseks korpuseks K(αi) (kuna f on taandumatu u¨le K, siis ei saa
tema juured kuuluda korpusesse K). Vaatame seega juhtu, kus leidub selline
korpus M , et K $ M ning M $ L. Oletame, et ko˜ik M elemendid on
avaldatavad korpuse K elementide ja elementide α1 ja α2 kaudu korpuse
tehteid rakendades. Oletame, et me teame lisaks, et
α3 + α4 , α3α4 ∈M (3.16)
ning, et
α1 + α2 , α1α2 ∈ K . (3.17)
Ta¨histades c1 = α3 + α4 ning c2 = α3α4, saame, et Vie`te’i valemite (vt [2],
lk 269) po˜hjal, α3 ja α4 on ruutvo˜rrandi
x2 − c1x+ c2 = 0
lahenditeks. Paneme aga ta¨hele, et (3.16) to˜ttu c1, c2 ∈ M . Ruutvo˜rrandi














St, polu¨noomi f juured α3 ja α4 avalduvad korpuse M elementide kaudu
radikaalides. Kuna meie eelduse to˜ttu ko˜ik M elemendid on avaldatavad kor-











kus p1, p2, q1 ja q2 on teatud 2 muutuja polu¨noomid u¨le K. Juured α3 ja α4
saame vo˜rduste (3.18) ja (3.19) to˜ttu seega esitada juurte α1, α2 ning korpuse
K elementide kaudu radikaalides.
Nu¨u¨d, ta¨histades d1 = α1 + α2 ning d2 = α1α2, ma¨rkame, et α1 ja α2 on
ruutvo˜rrandi
x2 − d1x+ d2 = 0 , (3.20)
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lahenditeks. Sisalduvuste (3.17) to˜ttu aga vo˜rrand (3.20) on vo˜rrand u¨le kor-














Seega, polu¨noomi f juured α1 ja α2 avalduvad korpuse K elementide kaudu
radikaalides. Siis aga ka vo˜rduste (3.19) to˜ttu suurused c1 ja c2 avalduvad
K elementide kaudu radikaalides ning seeto˜ttu ka juured α3 ja α4 avalduvad
(3.18) to˜ttu K elementide kaudu radikaalides.
Oleme na¨idanud, et eeldustel (3.16), (3.17) ning eeldusel, et korpuse M
ko˜ik elemendid avalduvad korpuse K elementide ja elementide α1 ja α2 kaudu
korpuse tehteid rakendades, on meil vo˜imalik avaldada polu¨noomi f juured
α1, α2, α3 ja α4 tema kordajate kaudu radikaalides. Me eeldasime ku¨ll nii
mo˜ndagi, kuid vaatame nu¨u¨d olukorda, kus meil on antud ja¨rgnev korpuste
jada:
K = K0 ⊆ K1 ⊆ K2 ⊆ . . . ⊆ Km = L .
Oletame, et iga korpus Ki on teatava u¨limalt 4. astme polu¨noomi fi lahutus-
korpuseks u¨le Ki−1 (i ∈ {1, 2, ...,m}). Siis aga, arvestades teoreemi 2.2.12,
lauset 2.2.3 ning lo˜puks ja¨reldust 2.1.45, saaksime lahendivalemeid radikaali-
des 2., 3. ja 4. astme vo˜rrandite jaoks kasutades polu¨noomi f juured korpuses
L avaldada ja¨rk-ja¨rgult korpuse K elementide kaudu radikaalides!
Selliste ku¨simuste uurimiseks uurime polu¨noomi f juurtega seotud su¨m-
meetriaid edasi ning veendume, et me saame korpustega M , kus K ⊆M ⊆ L,
siduda teatud ru¨hmad.
Definitsioon 3.1.3. Olgu f(x) = 0 selline algebraline vo˜rrand, mille korral
f on taandumatu polu¨noom u¨le korpuse K, deg f = n. Vo˜rrandi f(x) = 0
lahenditevaheliseks ratsionaalseks seoseks (u¨le K) nimetame iga seost kujul
p(α1, α2, . . . , αn) = 0 , (3.22)
kus α1, α2, ..., αn on selle vo˜rrandi ko˜ik lahendid ning p on n muutuja
polu¨noomide ringi K[x1, x2, ..., xn] jagatistekorpuse K(x1, x2, ..., xn) element.
Na¨ide 3.1.4. Olgu polu¨noomiks f polu¨noom x4− 5 u¨le Q. Vaadeldav polu¨-
noom on Eisensteini kriteeriumi po˜hjal taandumatu u¨le Q ning selle juured
on α1 = ξ =
4
√
5 ∈ R, α2 = −ξ, α3 = iξ, α4 = −iξ. Nende juurte vahel
kehtivad na¨iteks ja¨rgnevad ratsionaalsed seosed
α1 + α2 = 0 , α3 + α4 = 0 , α1α3 − α2α4 = 0 . (3.23)
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Definitsioon 3.1.5. Olgu f(x) = 0 selline algebraline vo˜rrand, mille korral




1 2 . . . n
s1 s2 . . . sn
)
ja¨tab vo˜rrandi f(x) = 0 lahenditevahelise ratsionaalse seose
p(α1, α2, . . . , αn) = 0 ,
p ∈ K(x1, x2, ..., xn), invariantseks, kui
p(αs1 , αs2 , . . . , αsn) = 0 .
Ma¨rgime, et polu¨noomi f taandumatuse to˜ttu juured α1, α2, ..., αn ei
kuulu korpusesse K (juhul kui n > 1) ning on paarikaupa erinevad, misto˜ttu
on definitsioon korrektne.
Defineerime nu¨u¨d hulga G, kuhu arvame ko˜ik sellised substitutsioonid n
elemendist, mis ja¨tavad invariantseks ko˜ik vo˜rrandi f(x) = 0 lahenditevahe-
lised ratsionaalsed seosed u¨le K.
Na¨ide 3.1.6. Ja¨tkame na¨idet 3.1.4.
Hulka G ei saa antud juhul kindlasti kuuluda substitutsioon(
1 2 3 4
3 2 1 4
)
,
sest “rakendades” seda substitutsiooni ratsionaalsele seosele
α1 + α2 = 0 ,
saame, et
α3 + α2 = iξ − ξ 6= 0 .
Seevastu substitutsioon (
1 2 3 4
2 1 3 4
)
vo˜ib osutuda kuuluvaks hulka G, sest selle “rakendamisel” seostele (3.23),
saame, et
α2 + α1 = −ξ + ξ = 0 , α3 + α4 = iξ − iξ = 0 ,
α2α3 − α1α4 = −iξ2 + iξ2 = 0 .
Paneme ta¨hele, et selliselt defineeritud hulk G osutub ru¨hmaks.
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Lause 3.1.7. Olgu f(x) = 0 selline n-astme algebraline vo˜rrand u¨le korpuse
K, mille korral polu¨noom f on taandumatu u¨le K. Olgu G selline hulk, mis
koosneb ko˜igist sellistest substitutsioonidest ru¨hmast Sn, mis ja¨tavad invar-
iantseks vo˜rrandi f(x) = 0 ko˜ik lahenditevahelised ratsionaalsed seosed u¨le
K. Siis hulk G on ru¨hma Sn alamru¨hm.
To˜estus. Paneme ko˜igepealt ta¨hele, et G 6= ∅, sest u¨hiksubstitutsioon e ∈ G.
Olgu seega s′, s′′ ∈ G suvalised. Veendume, et s′s′′ ∈ G. Selleks olgu
p(α1, α2, . . . , αn) = 0 (3.24)
vo˜rrandi f(x) = 0 suvaline lahenditevaheline ratsionaalne seos u¨le K. Na¨ita-
maks, et s′s′′ ∈ G, tuleb na¨idata, et
p(αs′s′′1 , αs′s′′2 , . . . , αs′s′′n) = 0 . (3.25)
Kuna s′′ ∈ G, siis
p(αs′′1 , αs′′2 , . . . , αs′′n) = 0 . (3.26)
Seega, seos
q(α1, α2, . . . , αn) = p(αs′′1 , αs′′2 , . . . , αs′′n) = 0 ,
kus q ∈ K(x1, x2, ..., xn), on vo˜rrandi f(x) = 0 lahenditevaheline ratsionaalne
seos u¨le K. Kuna s′ ∈ G, siis






, . . . , αs′
s′′n
) = 0 ,
millest substitutsioonide korrutamise reeglit arvestades ja¨reldubki vo˜rduse
(3.25) kehtivus.
Veendumaks, et G on ru¨hma Sn alamru¨hm, ja¨a¨b veel na¨idata, et igal
elemendil hulgas G leidub po¨o¨rdelement. Olgu seega s ∈ G suvaline ning
olgu m substitutsiooni s ja¨rk, st selline va¨him naturaalarv, mille korral sm on
u¨hiksubstitutsioon. Paneme ta¨hele, et siis s−1 = sm−1. To˜estuseks tuleb seega
na¨idata, et sm−1 ∈ G. See aga ja¨reldub vahetult matemaatilise induktsiooni
meetodit kasutades, arvestades, et eespoolna¨idatu po˜hjal substitutsioonide
korrutamise tehe on kinnine ru¨hmas G.
Sellega oleme na¨idanud, et G on ru¨hma Sn alamru¨hm.
Ru¨hma G kutsutakse nii vo˜rrandi f(x) = 0 kui ka polu¨noomi f Ga-
lois’ ru¨hmaks . Selliselt defineeris vo˜rrandi Galois’ ru¨hma E´variste Galois (ta
ta¨histas siiski substitutsioone teisiti). Edasises teooriaarenduses tugineme
aga Galois’ ru¨hma mo˜nevo˜rra teisele definitsioonile, milles me enam ei eelda
polu¨noomi f taandumatust.
63
Definitsioon 3.1.8. Olgu L : K korpuse laiend. K-automorfismiks korpusel
L nimetame automorfismi α : L→ L, mille korral
α(k) = k ∀k ∈ K .
Ma¨rgime, et kui korpuse L roll on kontekstist selge, siis K-automorfismi
korpusel L nimetame mo˜nikord ka lihtsalt K-automorfismiks.
Teoreem 3.1.9. Olgu L : K korpuse laiend. Siis ko˜igi K-automorfismide
hulk korpusel L moodustab teisenduste korrutamise suhtes ru¨hma.
To˜estus. Ko˜ik automorfismid korpusel L moodustavad ru¨hma teisenduste
korrutamise suhtes (vt [5], lk 76, lause 2.6.5). Seega piisab meile na¨idata, et
ko˜igi K-automorfismide hulk korpusel L on selle ru¨hma alamru¨hm.
Kuna samasusteisendus I : L→ L on u¨htlasi ka K-automorfism korpusel
L, siis ko˜igi K-automorfismide hulk korpusel L ei ole mittetu¨hi.
Olgu α ja β kaks K-automorfismi korpusel L. Kuna suvalise k ∈ K korral
(αβ)(k) = α(β(k)) = α(k) = k ,
siis αβ on K-automorfism korpusel L.
Veendume lo˜puks, et kui α on K-automorfism korpusel L, siis ka α−1 on
K-automorfism korpusel L. Olgu k ∈ K suvaline. Paneme ta¨hele, et suvalise
k ∈ K korral
α−1(k) = α−1(α(k)) = (α−1α)(k) = I(k) = k ,
misto˜ttu α−1 on K-automorfism korpusel L.
Sellega oleme na¨idanud, et ko˜igi K-automorfismide hulk korpusel L moo-
dustab ru¨hma teisenduste korrutamise suhtes.
Definitsioon 3.1.10. Korpuse laiendi L : K Galois’ ru¨hmaks nimetame
ru¨hma, mis koosneb ko˜ikidest K-automorfismidest korpusel L. Laiendi L : K
Galois’ ru¨hma ta¨histame Γ(L : K).
Na¨ide 3.1.11.
1. Vaatame korpuse laiendit C : R. Olgu α R-automorfism ning olgu
j = α(i), kus i =
√−1. Siis
j2 = (α(i))2 = α(i2) = α(−1) = −1 ,
sest iga r ∈ R korral α(r) = r. Seega, kas j = i vo˜i j = −i. Nu¨u¨d
suvalise kompleksarvu x+ yi ∈ C, x, y ∈ R, korral
α(x+ yi) = α(x) + α(y)α(i) = x+ yj .
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Seega, meil on kaks vo˜imalikku R-automorfismi:
α1 : x+ yi 7→ x+ yi ,
α2 : x+ yi 7→ x− yi .
Paneme ta¨hele, et α1 on samasusteisendus, misto˜ttu on ta to˜epoolest
R-automorfism korpusel C. Veendume, et ka α2 on R-automorfism. Tei-
sendus α2 ja¨tab korpuse R elemendid invariantseks, sest suvalise x ∈ R
korral
α2(x) = α2(x+ 0 · i) = x− 0 · i = x .
Teisendus α2 on homomorfism, sest suvaliste x+ yi, u+ vi ∈ C
(x, y, u, v ∈ R) korral
α2((x+ yi) + (u+ vi)) = α2((x+u) + (y+ v)i) = (x+u)− (y+ v)i =
= (x− yi) + (u− vi) = α2(x+ yi) + α2(u+ vi)
ning
α2((x+ yi)(u+ vi)) = α2((xu− yv) + (yu+ xv)i) =
= (xu− yv)− (yu+ xv)i = (x− yi)(u− vi) =
= α2(x+ yi)α2(u+ vi) .
Na¨itame, et teisendus α2 on bijektiivne. Olgu x + yi, u + vi ∈ C sel-
lised suvalised elemendid, et x + yi 6= u + vi. Oletame, et nende ele-
mentide kujutised on vo˜rdsed, st, x− yi = u− vi. Siis peab kehtima
x− u = (y − v)i. Viimane vo˜rdus saab aga kehtida vaid siis kui x = u
ja y = v, st, vaid siis kui x + yi = u + vi. See on aga vastuolus meie
tingimusega, et x + yi 6= u + vi. Sellega oleme na¨idanud, et teisendus
α2 on injektiivne. Paneme ta¨hele, et elemendi x + yi ∈ C originaal on
x − yi. Seega, α2 on su¨rjektiivne ning u¨htlasi ka bijektiivne. Sellega
oleme na¨idanud, et α2 on R-automorfism.
Paneme ta¨hele, et α22 = α1, misto˜ttu laiendi C : R Galois’ ru¨hm on
Γ (C : R) = {α2, α22}, st, Γ(C : R) on 2. ja¨rku tsu¨kliline ru¨hm moodus-
tajaga α2.
2. Olgu c = 3
√
2 ∈ R ning vaatame laiendit Q(c) : Q. Kui α on
Q-automorfism korpusel Q(c), siis
(α(c))3 = α(c3) = α(2) = 2 .
Kuna Q(c) ⊆ R, siis peab α(c) = c. Seega on α samasusteisendus ning
Γ(Q(c) : Q) = {α}.
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Seome nu¨u¨d defineeritud korpuse laiendi Galois’ ru¨hma algebraliste vo˜r-
randite ja polu¨noomidega. Edasises me ei eelda enam polu¨noomi f taandu-
matust.
Definitsioon 3.1.12. Olgu f(x) = 0 algebraline vo˜rrand kordajatega kor-
pusest K. Olgu Σ polu¨noomi f lahutuskorpus u¨le K. Nii vo˜rrandi f(x) = 0
kui ka polu¨noomi f Galois’ ru¨hmaks nimetame korpuse laiendi Σ : K Galois’
ru¨hma Γ(Σ : K).
Enne, kui kirjeldame eespool defineeritud ru¨hma G (vt lk 62) ja vo˜rrandi
f(x) = 0 Galois’ ru¨hma Γ(Σ : K) omavahelist seotust, to˜estame ja¨rgneva
lause.
Lause 3.1.13. Olgu f(x) = 0 algebraline vo˜rrand, kordajatega korpusest K.
Siis selle vo˜rrandi Galois’ ru¨hma elemendid teisendavad vo˜rrandi lahendid
vo˜rrandi lahenditeks.
To˜estus. Olgu Σ polu¨noomi f lahutuskorpus u¨le K ning olgu τ ∈ Γ(Σ : K)
suvaline. Nu¨u¨d, kuna τ on K-automorfism korpusel Σ, siis vo˜rrandi f(x) = 0
suvalise lahendi αi korral,
0 = τ(f(αi)) = f(τ(αi)) ,
misto˜ttu τ(αi) on vo˜rrandi f(x) = 0 mingi lahend.
Lause 3.1.14. Olgu f taandumatu polu¨noom u¨le korpuse K, mille aste olgu
n (n > 0). Olgu Σ tema lahutuskorpus (u¨le K). Siis vo˜rrandi f(x) = 0 Galois’
ru¨hm Γ(Σ : K) on isomorfne substitutsioonide ru¨hma Sn alamru¨hmaga G,
mis koosneb ko˜igist sellistest substitutsioonidest, mis ja¨tavad invariantseks
ko˜ik vo˜rrandi f(x) = 0 lahenditevahelised ratsionaalsed seosed u¨le K.
To˜estus. Lause 3.1.7 po˜hjal on hulkG to˜epoolest ru¨hm. Teoreemi 2.2.7 po˜hjal
on laiendi Σ : K aste lo˜plik ning lause 2.2.3 po˜hjal
Σ = K(α1, α2, . . . , αn) ,
kus α1, α2, ..., αn on polu¨noomi f ko˜ik juured, mis on ja¨relduse 2.2.6 po˜hjal
paarikaupa erinevad. Ja¨relduse 2.1.45 po˜hjal korpuse Σ suvaline element x
avaldub kujul
x = p(α1, α2, . . . , αn) ,
kus p on mingi n muutuja polu¨noom u¨le K.
Defineerime nu¨u¨d iga s ∈ G korral kujutuse φs : Σ→ Σ ja¨rgnevalt:
φs(q(α1, α2, . . . , αn)) = q(αs1 , αs2 , . . . , αsn) , (3.27)
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kus q ∈ K[x1, x2, ..., xn].
Olgu s ∈ G fikseeritud ning veendume, et kujutus φs on korrektselt de-
fineeritud. Selleks olgu q1(α1, α2, ..., αn) ja q2(α1, α2, ..., αn) sellised suvalised
elemendid (q1, q2 ∈ K[x1, x2, ..., xn]) korpusest Σ, et
q1(α1, α2, . . . , αn) = q2(α1, α2, . . . , αn) .
Veendume, et kehtib vo˜rdus
φs(q1(α1, α2, . . . , αn)) = φs(q2(α1, α2, . . . , αn)) .
Selleks piisab aga na¨idata vo˜rduse
q1(αs1 , αs2 , . . . , αsn) = q2(αs1 , αs2 , . . . , αsn) (3.28)
kehtivust. Viimane vo˜rdus kehtib, sest paneme ta¨hele, et kuna
(q1 − q2)(α1, α2, . . . , αn) = q1(α1, α2, . . . , αn)− q2(α1, α2, . . . , αn) = 0
on ratsionaalne seos u¨le K ja s kui hulga G element ja¨tab selle muutumatuks,
siis
(q1 − q2)(αs1 , αs2 , . . . , αsn) = 0 ,
ehk
q1(αs1 , αs2 , . . . , αsn)− q2(αs1 , αs2 , . . . , αsn) = 0 ,
millest ja¨reldubki vo˜rduse (3.28) kehtivus.
Lause to˜estamiseks ja¨a¨b nu¨u¨d veel na¨idata, et φs ∈ Γ(Σ : K) ning, et
kujutus Φ : G→ Γ(Σ : K), mis on defineeritud vo˜rdusega
Φ(s) = φs , (3.29)
on ru¨hmade G ja Γ(Σ : K) isomorfism.
Veendume, et φs ∈ Γ(Σ : K). Selleks na¨itame ko˜igepealt, et φs on auto-
morfism korpusel Σ. Selleks olgu x = q1(α1, α2, ..., αn) ja y = q2(α1, α2, ..., αn)
suvalised elemendid (q1, q2 ∈ K[x1, x2, ..., xn]) korpusest Σ ning to˜estame
ko˜igepealt, et
φs(x+ y) = φs(x) + φs(y) ,
φs(xy) = φs(x)φs(y) .
Veendume neist esimese vo˜rduse kehtivuses (teise vo˜rduse kehtivust saab
na¨idata analoogiliselt). Arvestades, kuidas on defineeritud kahe mitme muu-
tuja polu¨noomi summa (vt [2], lk 255), saame, et
φs(x+ y) = φs(q1(α1, α2, . . . , αn) + q2(α1, α2, . . . , αn)) =
= φs((q1 + q2)(α1, α2, . . . , αn)) = (q1 + q2)(αs1 , αs2 , . . . , αsn) =
= q1(αs1 , αs2 , . . . , αsn) + q2(αs1 , αs2 , . . . , αsn) =
= φs(q1(α1, α2, . . . , αn)) + φs(q2(α1, α2, . . . , αn)) = φs(x) + φs(y) .
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Veendume, et φs on bijektiivne. Selleks paneme ta¨hele, et kuna G on ru¨hm,
siis s−1 ∈ G ning seega on defineeritud kujutus φs−1 . Paneme ta¨hele, et kuju-
tus φs−1 osutub kujutuse φs po¨o¨rdkujutuseks. Suvalise elemendi
x = q(α1, α2, . . . , αn) ∈ Σ (q ∈ K[x1, x2, ..., xn]) korral
(φsφs−1)(x) = (φsφs−1)(q(α1, α2, . . . , αn)) = φs(φs−1(q(α1, α2, . . . , αn))) =
= φs(q(αs−11 , αs−12 , . . . , αs−1n)) = q(αss−11
, αss−12
, . . . , αss−1n ) =
= q(αss−11 , αss−12 , . . . , αss−1n) = q(α1, α2, . . . , αn) = x .
Analoogiliselt vo˜ime veenduda, et ka (φs−1φs)(x) = x. Seega, kuna kujutusel
φs leidub po¨o¨rdkujutus, siis φs on bijektiivne. Sellega oleme na¨idanud, et φs
on automorfism korpusel Σ.
Kujutuse φs definitsioonist (3.27) ja¨reldub aga vahetult, et φs on K-auto-
morfism korpusel Σ ning seepa¨rast φs ∈ Γ(Σ : K). (Korpuse K suvaline
element k esitub kujul q(α1, α2, ..., αn) = k, q ∈ K[x1, x2, ..., xn], ning ja¨a¨b
seeto˜ttu kujutuse φs rakendamisel invariantseks.)
Veendume nu¨u¨d, et kujutus Φ : G→ Γ(Σ : K), mis on defineeritud vo˜rdu-
sega (3.29), on ru¨hmade isomorfism. Kujutus Φ on korrektselt defineeritud,
sest kui substitutsioonid s′, s′′ ∈ G on vo˜rdsed, siis ka suvalise elemendi
q(α1, α2, ..., αn) ∈ Σ (q ∈ K[x1, x2, ..., xn]) korral
φs′(q(α1, α2, . . . , αn)) = q(αs′1 , αs′2 , . . . , αs′n) = q(αs′′1 , αs′′2 , . . . , αs′′n) =
= φs′′(q(α1, α2, . . . , αn)) ,
st, φs′ = φs′′ ehk Φ(s
′) = Φ(s′′).
Veendume, et Φ on ru¨hmade homomorfism. Selleks na¨itame, et suvaliste
substitutsioonide s′, s′′ ∈ G korral Φ(s′s′′) = Φ(s′)Φ(s′′), ehk,
φs′s′′ = φs′φs′′ . Selleks olgu q(α1, α2, ..., αn) ∈ Σ suvaline element
(q ∈ K[x1, x2, ..., xn]). Leiame, et
(φs′φs′′)(q(α1, α2, . . . , αn)) = φs′(φs′′(q(α1, α2, . . . , αn))) =
= φs′(q(αs′′1 , αs′′2 , . . . , αs′′n)) = q(αs′s′′1
, αs′
s′′2
, . . . , αs′
s′′n
) =
= q(αs′s′′1 , αs′s′′2 , . . . , αs′s′′n) = φs′s′′(q(α1, α2, . . . , αn)) .
Seega, to˜epoolest kehtib vo˜rdus φs′s′′ = φs′φs′′ ning Φ on ru¨hmade homomor-
fism.
Veendume, et Φ on injektiivne. Paneme ta¨hele, et kui s′, s′′ ∈ G ning
s′ 6= s′′, siis s′i 6= s′′i mingi indeksi i korral, i ∈ {1, 2, ..., n}. Kuna polu¨noomi
f juured on paarikaupa erinevad, siis ka αs′i 6= αs′′i . Seega,
φs′(αi) = αs′i 6= αs′′i = φs′′(αi) ,
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misto˜ttu φs′ 6= φs′′ ehk Φ(s′) 6= Φ(s′′) ning Φ on injektiivne.
Veendume nu¨u¨d, et Φ on ka su¨rjektiivne. Selleks olgu τ suvaline
K-automorfism korpusel Σ. Lause 3.1.13 po˜hjal teisendab τ polu¨noomi f
juured (mis on antud juhul paarikaupa erinevad)
α1, α2, . . . , αn
vastavalt juurteks
ατ1 , ατ2 , . . . , ατn ,
kutsudes seega esile juurte α1, α2, ..., αn substitutsiooni(
1 2 . . . n
τ1 τ2 . . . τn
)
, (3.30)
mida ta¨histame su¨mboliga sτ . Veendume, et sτ ∈ G. Selleks olgu
p(α1, α2, . . . , αn) = 0 (3.31)
suvaline ratsionaalne seos u¨le K (p ∈ K(x1, x2, ..., xn)). Paneme ta¨hele, et
rakendades seosele (3.31) K-automorfismi τ , saame, et
0 = τ(p(α1, α2, . . . , αn)) = p(τ(α1), τ(α2), . . . , τ(αn)) = p(ατ1 , ατ2 , . . . , ατn) ,
misto˜ttu substitutsioon sτ ∈ G. Ja¨a¨b veel na¨idata, et φsτ = τ . See aga
ja¨reldub vahetult, sest polu¨noomi f suvalise juure αi korral (i ∈ {1, 2, ..., n}
φsτ (αi) = ατi = τ(αi)
ning seega ka suvalise elemendi q(α1, α2, ..., αn) ∈ Σ (q ∈ K[x1, x2, ..., xn])
korral
φsτ (q(α1, α2, . . . , αn)) = q(ατ1 , ατ2 , . . . , ατn) = q(τ(α1), τ(α2), . . . , τ(αn)) =
= τ(q(α1, α2, . . . , αn)) .
Sellega oleme na¨idanud, et elemendi τ ∈ Γ(Σ : K) originaal kujutuse Φ
suhtes on substitutsioon (3.30) ning Φ on seega su¨rjektiivne, kujutades u¨htlasi
isomorfismi ru¨hmade G ja Γ(Σ : K) vahel.
Lause 3.1.14 to˜estuses na¨idatu po˜hjal vo˜ime taandumatu polu¨noomi f
Galois’ ru¨hma all mo˜elda teatavat substitutsioonide ru¨hma Sn alamru¨hma,
millise alamru¨hma iga substitutsioon kutsub esile polu¨noomi f juurte teatava
permutatsiooni. Polu¨noomi f Galois’ ru¨hma iga element on seejuures u¨heselt
ma¨a¨ratud sellega, milleks ta teisendab polu¨noomi f iga juure.
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Na¨ide 3.1.15. Leiame polu¨noomi x4 − x2 − 2 u¨le Q Galois’ ru¨hma. Vaadel-














2) : Q(i) , Q(i)(−
√
2) : Q(i) .
Vaadeldavate laiendite paaride ma¨a¨ravad polu¨noomid on vastavalt x2 + 1 u¨le
Q(
√
2) ja x2− 2 u¨le Q(i) (vt na¨ide 2.1.40(2)). Ja¨relduse 2.1.29 po˜hjal leidub
selline Q-automorfism α korpusel Q(
√
2, i), et





ning selline Q-automorfism β korpusel Q(
√
2, i), et





Nummerdades vaadeldava polu¨noomi juured i, −i, √2, −√2 vastavalt numb-
ritega 1, 2, 3, 4, vo˜ime lauset 3.1.14 kasutades4 samastada omavahel auto-
morfismi α ja substitutsiooni a = (12) ning automorfismi β ja substitutsiooni
b = (34) (millised substitutsioonid on esitatud so˜ltumatute tsu¨klite korrutise-
na, vt na¨ide 1.1.8). Q-automorfismide α ja β korrutisele vastab substitutsioon
c = (12)(34). Samasusteisendusele korpusel Q(i,
√
2) vastab u¨hiksubstitut-
sioon e. Seega koosneb vaadeldava polu¨noomi Galois’ ru¨hm va¨hemalt neljast
elemendist, millisteks vo˜ib lugeda substitutsioonid a, b, c ja e. Rohkem aga




(γ(i))2 = γ(i2) = γ(−1) = −1 ,







2) = −√2, misto˜ttu peab γ olema u¨ks juba leitud
Q-automorfismidest. Seega, substitutsioonide terminites, polu¨noomi
x4 − x2 − 2 Galois’ ru¨hm on ru¨hma S4 alamru¨hm {e, a, b, c}.
Galois avastas, et eksisteerib bijektiivne vastavus
• laiendi Σ : K Galois’ ru¨hma alamru¨hmade
4Paneme ta¨hele, et antud juhul ei ole polu¨noom f taandumatu u¨le Q, sest
f = (x2 + 1)(x2 − 2). Lugeja vo˜ib aga lihtsasti kontrollida, et selles punktis toodud
teooriaarendus, sh lause 3.1.14, taandumatu polu¨noomi f jaoks ja¨a¨b kehtima kui asen-




• korpuse Σ selliste alamkorpuste M , et K ⊆M ,
vahel. Veel enam, kui vo˜rrand f(x) = 0 on lahenduv radikaalides, siis selle
vo˜rrandi Galois’ ru¨hm Γ(Σ : K) peab rahuldama teatud tingimust. Osutub,
et see tingimus on seejuures ka piisavaks tingimuseks.
Galois’ teooria idee on seega siduda korpustega M , kus K ⊆ M ⊆ Σ,
teatud ru¨hmad ning taandada vo˜rrandi f(x) = 0 radikaalides lahenduvuse
ku¨simuse uurimine selle vo˜rrandi Galois’ ru¨hma uurimisele.
3.2 Galois’ teooria po˜hiteoreem
Oleme nu¨u¨dseks polu¨noomiga f u¨le K sidunud teatava korpuse Σ – tema
lahutuskorpuse –, korpuse laiendi Σ : K ning Galois’ ru¨hma5 Γ(Σ : K). Na-
gu eelmise punkti lo˜pus mainisime, eksisteerib bijektiivne vastavus ru¨hma
Γ(Σ : K) alamru¨hmade ning korpuste M , K ⊆M ⊆ Σ, vahel. Selles punktis
defineerime selle vastavuse suvalise korpuse laiendi L : K jaoks ning to˜estame
vastavuse bijektiivsuse kui L on mingi polu¨noomi lahutuskorpus u¨le K. (Mai-
nitud vastavus ei tarvitse iga laiendi L : K korral osutuda bijektiivseks.) Veel
enam, uurime ka laiendi L : K ja ru¨hma Γ(L : K) omavahelist seotust. Seda
kirjeldab kokkuvo˜tlikult nn Galois’ teooria po˜hiteoreem (vt lk 89, teoreem
3.2.32). See punkt ongi selle teoreemi to˜estusele ning teoreemi po˜hjalikuma-
le mo˜istmisele pu¨hendatud. Galois’ teooria po˜hiteoreemi kasutades anname




Definitsioon 3.2.1. Olgu L : K korpuse laiend. Nimetame iga korpust M ,
mille korral K ⊆M ⊆ L, vahekorpuseks (korpuste K ja L vahel).
Vaatleme korpuse laiendit L : K. Igale vahekorpusele M korpuste K ja
L vahel seame vastavusse ru¨hma
M∗ = Γ(L : M) (3.32)
ko˜igist M -automorfismidest korpusel L. Seega K∗ on laiendi L : K Galois’
ru¨hm ning L∗ koosneb vaid samasusteisendusest korpusel L.
5Eeldusel, et f on mittekonstantne polu¨noom, sest vastasel juhul ei saa me ra¨a¨kida
algebralisest vo˜rrandist f(x) = 0 (vt [5], lk 222, definitsioon 7.1.3).
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Vastupidi, ru¨hma Γ(L : K) igale alamru¨hmale H seame vastavusse hulga
L alamhulga
H† = {x ∈ L |α(x) = x ∀α ∈ H} . (3.33)
To˜estame nu¨u¨d siinkohal mo˜ned tulemused a¨sja formuleeritud vastavuste
kohta.
Lause 3.2.2. Olgu L : K korpuse laiend ning M ja N sellised vahekorpused,
et M ⊆ N . Siis M∗ ⊇ N∗. Samuti, kui H ja G on ru¨hma Γ(L : K) sellised
alamru¨hmad, et H ⊆ G, siis H† ⊇ G†.
To˜estus. Olgu α ∈ N∗ suvaline. Siis ru¨hma N∗ definitsiooni to˜ttu α(x) = x
iga x ∈ N korral. Kuna M ⊆ N , siis ka α(x) = x iga x ∈ M korral. See aga
ta¨hendab, et α ∈M∗, misto˜ttu N∗ ⊆M∗.
To˜estame nu¨u¨d lause teise va¨ite. Olgu x ∈ G† ning α ∈ H suvalised.
Kuna H ⊆ G, siis α ∈ G ning seeto˜ttu α(x) = x. See aga ta¨hendab, et
x ∈ H†, misto˜ttu G† ⊆ H†.
Lause 3.2.3. Olgu L : K korpuse laiend. Kui H on ru¨hma Γ(L : K) alam-
ru¨hm, siis H† on korpuse L alamkorpus, mis sisaldab korpust K.
To˜estus. Olgu x, y ∈ H†, α ∈ H suvalised. Veendumaks, et H† on korpuse
L alamkorpus, tuleb na¨idata, et
1. x+ y ∈ H†,
2. −x ∈ H†,
3. xy ∈ H†,
4. kui x 6= 0, siis x−1 ∈ H†.
Paneme ta¨hele, et kuna x, y ∈ H† ning kuna α on automorfism korpusel L,
siis
α(x+ y) = α(x) + α(y) = x+ y ,
α(−x) = −α(x) = −x .
See ta¨hendab, et x+ y ∈ H† ning −x ∈ H†. Analoogiliselt vo˜ime veenduda,
et kehtivad ka tingimused 3. ja 4.
Kuna α ∈ H ⊆ Γ(L : K), siis α(k) = k iga k ∈ K korral. See aga ta¨hendab,
et K ⊆ H†.
Lause 3.2.4. Olgu L : K korpuse laiend, M vahekorpus korpuste K ja L
vahel ning H ru¨hma Γ(L : K) alamru¨hm. Siis
M ⊆M∗† ,
H ⊆ H†∗ . (3.34)
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To˜estus. Olgu x ∈M suvaline. Siis, vastavalt ru¨hmaM∗ definitsioonile (3.32),
iga α ∈M∗ korral α(x) = x. Hulga M∗† definitsioonist (3.33) ja¨reldub nu¨u¨d,
et x ∈M∗†, misto˜ttu M ⊆M∗†.
Olgu nu¨u¨d α ∈ H suvaline. Siis, vastavalt hulga H† definitsioonile (3.33),
iga x ∈ H† korral α(x) = x. See ta¨hendab, et α on H†-automorfism korpusel
L ehk α ∈ H†∗, misto˜ttu H ⊆ H†∗.
Sisalduvustele (3.34) vastupidised sisalduvused ei tarvitse kehtida. Na¨ite
3.1.11(2) laiendi Q(c) : Q korral na¨iteks
Q∗† = Q(c) 6= Q .
Ta¨histame laiendi L : K ko˜igi vahekorpuste hulga ta¨hega K ning Galois’
ru¨hma Γ(L : K) ko˜igi alamru¨hmade hulga ta¨hega R. Defineerime kaks kuju-
tust ∗ : K → R ja † : R → K seostega
∗(M) = M∗ , †(H) = H† , (3.35)
kus M ∈ K ja H ∈ R. Defineeritud kujutused kujutavad endast punkti
alguses mainitud vastavust Galois’ ru¨hma Γ(L : K) alamru¨hmade ning kor-
puste K ja L vahekorpuste vahel. Kui M on vahekorpus, siis lause 3.2.2
po˜hjal M∗ ⊆ K∗ = Γ(L : K) ning kui H ∈ R, siis lause 3.2.3 po˜hjal H† ∈ K,
misto˜ttu on definitsioon korrektne. Lausete 3.2.2 ja 3.2.4 po˜hjal on kujutustel
∗ ja † ja¨rgmised omadused:
M,N ∈ K, M ⊆ N ⇒ ∗(M) ⊇ ∗(N) ,
H,G ∈ R, H ⊆ G ⇒ †(H) ⊇ †(G) ,
M ⊆ † (∗(M)) ∀M ∈ K ,
H ⊆ ∗ (†(H)) ∀H ∈ R .
Anname nu¨u¨d formaalse definitsiooni.
Definitsioon 3.2.5. Olgu L : K korpuse laiend ning olgu kujutused
∗ : K → R ja † : R → K defineeritud vo˜rdustega (3.35). Kujutused ∗ ja
† seavad omavahel vastavusse teatavad hulkade K ja R elemendid, millist
vastavust me nimetame (laiendi L : K) Galois’ vastavuseks (alamru¨hmade
ja vahekorpuste vahel).
Osutub, et kui laiend L : K on normaalne ja lo˜plik (st, kui L on mingi
polu¨noomi lahutuskorpus u¨le K, vt teoreem 2.2.12), siis kujutused ∗ ja †
on bijektiivsed, kujutades seega teineteise po¨o¨rdkujutusi. Teisiso˜nu, Galois’
vastavus on sel juhul bijektiivne. Selle va¨ite to˜estamine ei ole enam niivo˜rd
triviaalne ning meil tuleb eelnevalt uurida po˜hjalikumalt vahekorpuste ja
alamru¨hmade omavahelist seotust. Seda me peagi hakkame tegema. Enne
toome veel u¨he na¨ite.
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Na¨ide 3.2.6. Olgu vaatluse all meile juba tuttav polu¨noom x4−x2−2 u¨le Q.
Vaadeldava polu¨noomi juured on x1 = i, x2 = −i, x3 =
√





2). Na¨ites 3.1.15 leidsime, et vaadeldava polu¨noomi
Galois’ ru¨hm on isomorfne substitutsioonide ru¨hma S4 alamru¨hmaga
G = {e, a, b, c} ,
kus e on u¨hiksubstitutsioon ning a = (12), b = (34), c = (12)(34). Ru¨hma G
pa¨risalamru¨hmad on
{e} , {e, a} , {e, b} , {e, c} . (3.36)
Na¨ites 2.1.40(2) leidsime, et
Q(i,
√
2) = {p+ q
√
2 + ri+ s
√
2i | p, q, r, s ∈ Q} .
Leiame alamru¨hmale {e, c} vastava vahekorpuse. Vaadeldavasse alamru¨hma
kuuluvad samasusteisendus ι ning Q-automorfism α korpusel Q(i,
√
2), mille
korral α(i) = −i ning α(√2) = −√2. Seega, suvalise
x = p+ q
√
2 + ri+ s
√
2i ∈ Q(i,√2) korral ι(x) = x ning
α(x) = α(p) + α(q)α(
√








Vo˜rdus α(x) = x ehk
p+ q
√
2 + ri+ s
√





kehtib vaid siis kui q = 0 ja r = 0, sest na¨ite 2.1.40(2) po˜hjal kujutas hulk
{1,√2, i,√2i} vektorruumi Q(i,√2) u¨le Q baasi ning vo˜rdus (3.37) on sa-






0 · 1 + 2q ·
√
2 + 2r · i+ 0 ·
√
2i = 0 . (3.38)
Kuna baasivektorid on lineaarselt so˜ltumatud, siis peab 2q = 0 ja 2r = 0,
mis on samava¨a¨rne, et q = 0 ja r = 0. Seega, alamru¨hmale {e, c} vastav
vahekorpus (korpuste Q ja Q(i,
√
2) vahel) on Q(
√
2i).
Sarnaselt vo˜ime leida ka u¨leja¨a¨nud alamru¨hmadele (3.36) vastavad vahe-






2) , Q(i) , Q(
√
2i) . (3.39)
Vo˜ime ka veenduda, et vahekorpustele (3.39) vastavad alamru¨hmad on vas-
tavalt ru¨hmad (3.36). Korpused (3.39) osutuvad koos korpusega Q (mis
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on vastavuses Galois’ ru¨hmaga G) ka ainsateks vahekorpusteks korpuste Q
ja Q(i,
√
2) vahel, sest vahekorpuse M iga element on u¨htlasi ka korpuse
Q(i,
√
2) element ning peab seeto˜ttu esituma kas kujul p+ q
√







2i vo˜i kujul p, kus elemendid p, q, r, s ∈ Q on suvalised
(arvestame, et laiendi Q(i,
√
2) aste on na¨ite 2.1.40(2) po˜hjal 4, misto˜ttu lau-
se 2.1.36 po˜hjal saab iga vahekorpuse M korral laiendi M : K aste olla kas
1, 2 vo˜i 4). Vaadeldud elemendid kujutavad aga vastavalt korpuste (3.39) ja
korpuse Q elemente. Seega, vaadeldav Galois’ vastavus on bijektiivne.
3.2.2 Loendamise printsiibid
Galois’ teooria po˜hiteoreemi to˜estamiseks teeme suure osa to¨o¨d a¨ra selles
alapunktis.
Definitsioon 3.2.7. Olgu K ja L korpused ning olgu µi : K → L,
i ∈ {1, 2, ..., n}, n ∈ N, korpuste K ja L monomorfismid. U¨tleme, et mo-
nomorfismid µi, i ∈ {1, 2, ..., n}, on lineaarselt so˜ltumatud (u¨le L), kui iga
x ∈ K korral kehtivast vo˜rdusest
a1µ1(x) + a2µ2(x) + . . .+ anµn(x) = 0 , (3.40)
kus a1, a2, ..., an ∈ L, ja¨reldub, et
a1 = a2 = . . . = an = 0 . (3.41)
Vastasel juhul, st, kui leiduvad a1, a2, ..., an ∈ L selliselt, et ai 6= 0 mingi
i ∈ {1, 2, ..., n} korral ning, et iga x ∈ K korral kehtib vo˜rdus
a1µ1(x) + a2µ2(x) + . . .+ anµn(x) = 0 ,
nimetame monomorfisme µi, i ∈ {1, 2, ..., n}, lineaarselt so˜ltuvateks (u¨le L).
Teoreem 3.2.8 (Dedekindi teoreem). Olgu K ja L korpused ning olgu
µi : K → L, i ∈ {1, 2, ..., n}, n ∈ N, korpuste K ja L monomorfismid, mis on
paarikaupa erinevad. Siis monomorfismid µi, i ∈ {1, 2, ..., n}, on lineaarselt
so˜ltumatud u¨le L.
To˜estus. To˜estamiseks kasutame matemaatilise induktsiooni meetodit.
Induktsiooni baas. Olgu n = 1. Kuna iga monomorfism µ : K → L on
injektiivne, siis ei saa kehtida µ(x) = 0 ∀x ∈ K. Seega vo˜rdus (3.40), kus
n = 1, saab iga x ∈ K korral kehtida vaid siis kui a1 = 0.
Induktsiooni samm. Eeldame nu¨u¨d, et n ≥ 2 ning, et meie va¨ide kehtib siis
kui monomorfisme on va¨hem kui n, st, mistahes n− 1 vo˜i va¨hem paarikaupa
erinevat monomorfismi korpuste K ja L vahel on lineaarselt so˜ltumatud.
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Oletame vastuva¨iteliselt, et paarikaupa erinevad monomorfismid µi : K → L,
i ∈ {1, 2, ..., n}, on lineaarselt so˜ltuvad. St, eeldame, et leiduvad elemendid
a1, a2, ..., an ∈ L, mis on ko˜ik nullist erinevad (kui mo˜ni neist oleks null, siis
va¨ide kehtiks induktsiooni eelduse to˜ttu), ning, et iga x ∈ K korral kehtib
vo˜rdus (3.40).
Kuna µ1 6= µn, siis leidub y ∈ K, et
µ1(y) 6= µn(y) . (3.42)
Siit ja¨reldub muuseas, et µ1(y) 6= 0, sest vastasel juhul peaks µ1 injektiivsuse
to˜ttu kehtima y = 0 ning siis samal po˜hjusel ka µn(y) = 0. Sellisel juhul aga
tingimus (3.42) ei saaks kehtida.
Nu¨u¨d vo˜rdus (3.40) kehtib ka siis kui argumendiks on yx, st, iga x ∈ K
korral kehtib vo˜rdus
a1µ1(yx) + a2µ2(yx) + . . .+ anµn(yx) = 0 .
Kuna µi, i ∈ {1, 2, ..., n}, on monomorfismid, siis
a1µ1(y)µ1(x) + a2µ2(y)µ2(x) + . . .+ anµn(y)µn(x) = 0 . (3.43)
Korrutame vo˜rduse (3.40) pooli suurusega µ1(y) 6= 0 ning lahutame sellest
vo˜rduse (3.43). Saame, et
a2 [µ1(y)− µ2(y)]µ2(x) + . . .+ an [µ1(y)− µn(y)]µn(x) = 0 . (3.44)
Kuna x ∈ K oli meil suvaline, siis kehtib saadud vo˜rdus iga x ∈ K korral. Pa-
neme aga ta¨hele, et vo˜rduses (3.44) suuruse µn(x) kordaja on
an [µ1(y)− µn(y)], mis meie eelduse an 6= 0 ja tingimuse (3.42) to˜ttu ei vo˜rdu
nulliga. Seega on monomorfismid µ2, ..., µn lineaarselt so˜ltuvad u¨le L. See on
aga vastuolus meie induktsiooni eeldusega.
Na¨ide 3.2.9. Olgu K = Q(i,
√
2). Na¨ites 2.1.40(2) veendusime, et korpuse
K iga element esitub kujul p+ q
√
2 + ri+ s
√
2i, kus kus p, q, r, s ∈ Q. Na¨ites
3.1.15 aga leidsime, et leidub neli monomorfismi K → C, nimelt
µ1 : p+ q
√
2 + ri+ s
√
2i 7→ p+ q
√
2 + ri+ s
√
2i ,
µ2 : p+ q
√
2 + ri+ s
√





µ3 : p+ q
√
2 + ri+ s
√
2i 7→ p− q
√
2 + ri− s
√
2i ,
µ4 : p+ q
√
2 + ri+ s
√





Veendume, ilma teoreemi 3.2.8 kasutamata, et monomorfismid µ1, µ2, µ3 ja
µ4 on lineaarselt so˜ltumatud u¨le C. Olgu a1, a2, a3, a4 ∈ C suvalised ning iga
x ∈ K korral kehtigu vo˜rdus
a1µ1(x) + a2µ2(x) + a3µ3(x) + a4µ4(x) = 0 .
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2i, saame vastavalt, et kehtivad vo˜rdused
a1 + a2 + a3 + a4 = 0 ,
a1 − a2 + a3 − a4 = 0 ,
a1 + a2 − a3 − a4 = 0 ,
a1 − a2 − a3 + a4 = 0 .
(3.45)
Saime vo˜rrandisu¨steemi suuruste a1, a2, a3 ja a4 suhtes. Osutub, et saadud
su¨steemi ainsaks lahendiks on a1 = a2 = a3 = a4 = 0 (liites na¨iteks oma-
vahel ko˜ik vo˜rrandid (3.45), saame, et 4a1 = 0 ehk a1 = 0 ning liitmisvo˜tet
edasi kasutades saame ka teised lahendid ka¨tte). Definitsiooni 3.2.7 po˜hjal
on monomorfismid µ1, µ2, µ3 ja µ4 lineaarselt so˜ltumatud.
Ja¨rgnevalt vajame kahte lauset. Neist esimese esitame ilma to˜estuseta
(to˜estuse vo˜ib leida na¨iteks o˜pikust [5], lk 157, teoreem 5.4.5).
Lause 3.2.10. Olgu K korpus ning n > m, kus m,n ∈ N. Siis n tundmatuga
ning m vo˜rrandiga homogeensel lineaarvo˜rrandite su¨steemil
ai1x1 + ai2x2 + . . .+ ainxn = 0 , i ∈ {1, 2, . . . ,m} ,
kus kordajad aij ∈ K, i ∈ {1, 2, ...,m}, j ∈ {1, 2, ..., n}, leidub mittetriviaalne






j ∈ K iga
j ∈ {1, 2, ..., n} korral ning leidub selline indeks k ∈ {1, 2, ..., n}, et x∗k 6= 0).
Lause 3.2.11. Olgu G lo˜plik ru¨hm elementidega g1, g2, ..., gn. Olgu g ∈ G
suvaline. Siis elemendid ggj, j ∈ {1, 2, ..., n}, on paarikaupa erinevad, kuju-
tades u¨htlasi ru¨hma G ko˜iki elemente.
To˜estus. Defineerime kujutuse φ : G→ G seosega φ(gj) = ggj, kus
j ∈ {1, 2, ..., n}. Kui gj = gi mingite i, j ∈ {1, 2, ..., n} korral, siis ka ggj = ggi,
misto˜ttu φ on korrektselt defineeritud. Lause to˜estuseks piisab na¨idata, et φ
on bijektiivne.
Olgu h ∈ G suvaline. Siis g−1h = gj mingi j ∈ {1, 2, ..., n} korral ning
seega h = ggj. See aga ta¨hendab, et elemendi h originaal kujutuse φ suhtes
on gj ning φ on seega su¨rjektiivne.










gj = gj ,
mis ta¨hendab, et φ on injektiivne ning u¨htlasi ka bijektiivne.
Teoreem 3.2.12. Olgu K korpus, G korpuse K automorfismiru¨hma lo˜plik
alamru¨hm ning olgu
K0 = G
† = {x ∈ K | g(x) = x ∀g ∈ G} .
Siis [K : K0] = |G|.
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To˜estus. Ma¨rgime ko˜igepealt, et ko˜ik automorfismid moodustavad to˜epoo-
lest ru¨hma teisenduste korrutamise suhtes (vt [5], lk 76, lause 2.6.5). Samuti,
sarnaselt lause 3.2.3 to˜estuska¨iguga, vo˜ime veenduda, et hulk K0 on korpu-
se K alamkorpus, misto˜ttu saame ra¨a¨kida korpuse laiendist K : K0 ja tema
astmest [K : K0].
Olgu |G| = n ning koosnegu ru¨hm G elementidest g1, g2, ..., gn, kus g1
olgu samasusteisendus.
Esmalt oletame vastuva¨iteliselt, et [K : K0] = m < n. Olgu
{x1, x2, ..., xm} vektorruumi K u¨le K0 baas. Lause 3.2.10 po˜hjal leiduvad
elemendid y1, y2, ..., yn ∈ K, mis ei ole ko˜ik korraga nullid, nii, et kehtib
y1g1(xi) + y2g2(xi) + . . .+ yngn(xi) = 0 , i ∈ {1, 2, . . . ,m} . (3.46)
Olgu x ∈ K suvaline element. Siis
x = k1x1 + k2x2 + . . .+ kmxm ,
kus k1, k2, ..., km ∈ K0. Paneme nu¨u¨d aga ta¨hele, et tingimuste (3.46) to˜ttu
kehtib











































ki[y1g1(xi) + y2g2(xi) + . . .+ yngn(xi)] = 0 . (3.47)
Kuna y1, y2, ..., yn ei ole ko˜ik korraga nullid, siis ta¨hendaks saadud vo˜rdus
(3.47) definitsiooni 3.2.7 po˜hjal seda, et paarikaupa erinevad monomorfismid
g1, g2, ..., gn on lineaarselt so˜ltuvad u¨le K. See on aga vastuolus teoreemiga
3.2.8. Seega peab m ≥ n.
Oletame nu¨u¨d, et [K : K0] > n. Sellisel juhul leidub vektorruumis K u¨le
K0 va¨hemalt n+ 1 elementi, mis on lineaarselt so˜ltumatud u¨le K0. Olgu see-
ga {x1, x2, ..., xn+1} lineaarselt so˜ltumatud vektorid vektorruumis K. Lause
3.2.10 po˜hjal leiduvad nu¨u¨d elemendid y1, y2, ..., yn+1 ∈ K, mis ei ole ko˜ik
korraga nullid, nii, et kehtib
y1gi(x1) + y2gi(x2) + . . .+ yn+1gi(xn+1) = 0 , i ∈ {1, 2, . . . , n} . (3.48)
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Valime elemendid y1, y2, ..., yn+1 ∈ K selliselt, et neist vo˜imalikult va¨he olek-
sid nullist erinevad ning, et kehtiks tingimus (3.48). St, kasutades vajadusel
u¨mbernummerdust, me valime sellised y1, y2, ..., yn+1 ∈ K, et kehtiks tingi-
mus (3.48) ning
y1 6= 0 , y2 6= 0 , . . . , yr 6= 0 , yr+1 = yr+2 = . . . = yn+1 = 0 ,
kus r oleks vo˜imalikult va¨ike naturaalarv. Tingimus (3.48) saab sellisel juhul
kuju
y1gi(x1) + y2gi(x2) + . . .+ yrgi(xr) = 0 , i ∈ {1, 2, . . . , n} . (3.49)
Olgu g ∈ G suvaline ning rakendame automorfismi g vo˜rdustele (3.49). Seda
tehes saame ja¨rgnevad vo˜rdused:
g(y1)[ggi](x1) + g(y2)[ggi](x2) + . . .+ g(yr)[ggi](xr) = 0 , i ∈ {1, 2, . . . , n} .
(3.50)
Lause 3.2.11 po˜hjal on automorfismid ggi, i ∈ {1, 2, ..., n}, paarikaupa eri-
nevad, kujutades ru¨hma G ko˜iki automorfisme. Vo˜rdused (3.50) on seega
samava¨a¨rsed vo˜rdustega
g(y1)gi(x1) + g(y2)gi(x2) + . . .+ g(yr)gi(xr) = 0 , i ∈ {1, 2, . . . , n} . (3.51)
Korrutame nu¨u¨d vo˜rduseid (3.49) elemendiga g(y1) (mis ei vo˜rdu nulliga,
sest g on automorfism ning y1 6= 0) ning vo˜rduseid (3.51) elemendiga y1.
Seeja¨rel lahutame iga i ∈ {1, 2, ..., n} korral vo˜rduste (3.49) i-ndast vo˜rdusest
vo˜rduste (3.51) i-nda vo˜rduse. Seda tehes saame, et
[y2g(y1)−g(y2)y1]gi(x2)+. . .+[yrg(y1)−g(yr)y1]gi(xr) = 0 , i ∈ {1, 2, . . . , n} .
(3.52)
Saadud vo˜rdused (3.52) on vo˜rdused nagu (3.49), kuid va¨iksema kordajate
arvuga. See oleks aga vastuolus meie elementide y1, y2, ..., yn+1 valikuga, kui
just kordajad
[yjg(y1)− g(yj)y1] , j ∈ {2, 3, . . . , r} ,
ei oleks ko˜ik nullid. Kui vaadeldavad kordajad oleksid ko˜ik nullid, siis peaks
kehtima
g(yj)y1 = yjg(y1) , j ∈ {2, 3, . . . , r} , (3.53)
ehk, pa¨rast elementidega g(y1)









1 , j ∈ {2, 3, . . . , r} . (3.54)







= g(1) = 1 = y1y
−1




j ∈ {1, 2, ..., r}. Seega leiduvad nullist erinevad elemendid z1, z2, ..., zr ∈ K0
ning nullist erinev element k ∈ K nii, et yj = kzj, j ∈ {1, 2, ..., r} (zj = yjy−11 ,
j ∈ {1, 2, ..., r}, ja k = y1). Nu¨u¨d vo˜rduste (3.49) esimene vo˜rdus (kus g1 oli
meie kokkuleppe kohaselt samasusteisendus) saab kuju
kz1x1 + kz2x2 + . . .+ kzrxr = 0 . (3.55)
Kuna k 6= 0, siis vo˜ime vo˜rduse (3.55) pooli la¨bi jagada elemendiga k, misja¨rel
saame vo˜rduse
z1x1 + z2x2 + . . .+ zrxr + 0 · xr+1 + . . .+ 0 · xn+1 = 0 . (3.56)
Kuna elemendid z1, z2, ..., zr ∈ K0 on nullist erinevad ning elemendid x1,
x2, ..., xn+1 on lineaarselt so˜ltumatud u¨le K0, siis ei saa vo˜rdus (3.56) kehtida
ning saame vastuolu meie oletusega, et [K : K0] > n.
Sellega oleme na¨idanud, et [K : K0] ≯ n ning u¨htlasi ka, et
[K : K0] = n = |G|.
Ja¨reldus 3.2.13. Olgu K ja L korpused, kusjuures K ⊆ L ning laiend L : K
on lo˜plik. Olgu G laiendi L : K Galois’ ru¨hm ning olgu H ru¨hma G lo˜plik
alamru¨hm. Siis
[H† : K] = [L : K]/|H| .
To˜estus. Lause 3.2.3 po˜hjal on H† korpuse L alamkorpus, mis omakorda si-
saldab korpustK. Teoreemi 2.1.36 po˜hjal [L : K] = [L : H†][H† : K], misto˜ttu
[H† : K] = [L : K]/[L : H†]. Teoreemi 3.2.12 po˜hjal aga [L : H†] = |H| ning
meie va¨ide on to˜estatud.
Na¨ide 3.2.14.
1. Koosnegu ru¨hm G automorfismidest α1 ja α2 korpusel C, mis on defi-
neeritud vo˜rdustega
α1(x+ yi) = x+ yi ,
α2(x+ yi) = x− yi ,
x, y ∈ R. Na¨ites 3.1.11(1) veendusime, et α1 ja α2 on to˜epoolest auto-
morfismid korpusel C.
Paneme ta¨hele, et G† = R, sest α2(x + yi) = x − yi = x + yi siis ja
ainult siis kui y = 0. Teoreemi 3.2.12 po˜hjal seega [C : R] = |G| = 2,
milline tulemus u¨htib na¨ite 2.1.34 tulemusega.
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2. Olgu L = Q(i,
√
2) ning vaatleme juba eelpooluuritud laiendit L : Q.
Na¨ites 3.2.6 veendusime, et kehtib ja¨rgmine bijektiivne Galois’ vastavus
{e} ↔ L , {e, a} ↔ Q(
√
2) , {e, b} ↔ Q(i) ,
{e, c} ↔ Q(
√
2i) , G↔ Q ,
kus G = {e, a, b, c} . Teoreemi 3.2.12 po˜hjal nu¨u¨d [L : Q] = |G| = 4,
milline tulemus u¨htib meie poolt varem saadud tulemusega (vt na¨ide
2.1.40(2)). Ja¨relduse 3.2.13 po˜hjal
[Q(
√
2) : Q] = [L : Q]/2 = 2 ,
[Q(i) : Q] = [L : Q]/2 = 2 ,
[Q(
√
2i) : Q] = [L : Q]/2 = 2 ,
[Q : Q] = [L : Q]/4 = 1 ,
millised tulemused ilmselt kehtivad, kui arvestada, et laiendite
Q(
√
2) : Q, Q(i) : Q ja Q(
√
2i) : Q ma¨a¨ravad polu¨noomid u¨le Q on vas-
tavalt x2 − 2, x2 + 1 ja x2 + 2 (vt lause 2.1.39).
Definitsioon 3.2.15. Olgu K, L ja M korpused, kusjuures K ⊆ M ⊆ L.
Monomorfismi φ : M → L, mille korral φ(k) = k iga k ∈ K korral, nimetame
K-monomorfismiks (korpusest M korpusesse L).
Na¨ide 3.2.16. Olgu K = Q, M = Q(c), kus c = 3
√
2 ∈ R, ning L = C. Na¨ites
2.1.40(1) veendusime, et korpuse M iga element esitub kujul p+qc+rc2, kus
p, q, r ∈ K. Defineerime kujutuse φ : M → L selliselt, et φ(k) = k iga k ∈ K
korral ning, et φ(c) = cω, kus ω = e2pii/3, st,
φ : p+ qc+ rc2 7→ p+ qcω + rc2ω2 ,
kus p, q, r ∈ K. Paneme ta¨hele, et polu¨noom x3 − 2 on nii lihtlaiendi M : K
kui ka lihtlaiendi Q(cω) : K ma¨a¨ravaks polu¨noomiks. Seega, ja¨relduse 2.1.29
po˜hjal kujutab φ endast isomorfismi korpuste M ja Q(cω) vahel, mis ja¨tab
seejuures korpuse K elemendid invariantseks. See aga ta¨hendab, et φ on
K-monomorfism korpusest M korpusesse L.
Teoreem 3.2.17. Olgu L : K lo˜plik normaallaiend ning olgu M vahekorpus
(korpuste K ja L vahel). Olgu τ : M → L suvaline K-monomorfism. Siis
leidub K-automorfism σ : L→ L nii, et σ|M = τ .
To˜estus. Teoreemi 2.2.12 po˜hjal on L mingi polu¨noomi f lahutuskorpus u¨le
K. Paneme ta¨hele, et kuna τ |K on samasusteisendus, siis τˆ(f) = f (lause
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2.1.30 ta¨histuses). Korpus L on nu¨u¨d u¨htaegu ka polu¨noomi f lahutuskorpu-
seks u¨le korpuse M ja polu¨noomi τˆ(f) lahutuskorpuseks u¨le τ(M). Piltlikult
kirjeldab meil olukorda diagramm
M → L
τ ↓ ↓ σ ,
τ(M) → L
kus σ tuleb meil leida. Teoreemi 2.2.9 po˜hjal leidub isomorfism σ : L → L
nii, et σ|M = τ . Seega, σ on automorfism korpusel L, ning kuna σ|K = τ |K
on samasusteisendus, siis σ on K-automorfism korpusel L.
Lause 3.2.18. Olgu L : K lo˜plik normaallaiend ning olgu p taandumatu
polu¨noom u¨le K, mille juured α ja β kuuluvad korpusesse L. Siis leidub selline
K-automorfism σ korpusel L, et σ(α) = β.
To˜estus. Olgu polu¨noom m u¨le K laiendi K(α) : K ma¨a¨rav polu¨noom. Lause
2.1.20 po˜hjal m | p ning kuna p on taandumatu, siis peab m olema polu¨noomi
p korpuse K elemendi kordne. Sama aruteluga saame, et laiendi K(β) : K
ma¨a¨rav polu¨noom on polu¨noomi p mingi korpuse K elemendi kordne. Kuna
aga ma¨a¨rav polu¨noom on normeeritud, siis peavad laiendite K(α) : K ja
K(β) : K ma¨a¨ravad polu¨noomid kokku langema.
Ja¨relduse 2.1.29 po˜hjal leidub nu¨u¨d isomorfism τ : K(α) → K(β) nii,
et τ |K on samasusteisendus ning, et τ(α) = β. Nu¨u¨d τ : K(α) → L on
K-monomorfism, misto˜ttu teoreemi 3.2.17 po˜hjal leidub selline K-automor-
fism σ korpusel L, et σ|K(α) = τ . Sellisel juhul aga σ(α) = τ(α) = β.
Olgu L : K lo˜plik korpuse laiend, mis ei ole normaalne. Meid huvitab
sisalduvuse mo˜ttes va¨him selline korpus N , et L ⊆ N , ning et laiend N : K
on normaalne. See toob meid ja¨rgneva definitsiooni juurde.
Definitsioon 3.2.19. Olgu L : K lo˜plik korpuse laiend. Laiendi L : K nor-
maalsulundiks nimetame sellist laiendit N : K, et
1. L ⊆ N ,
2. laiend N : K on normaalne,
3. kui korpus M on selline, et L ⊆M ⊆ N , ning et laiend M : K on nor-
maalne, siis M = N .
Paneme ta¨hele, et toodud definitsioonist ja¨reldub vahetult, et kui lo˜plik
laiend on normaalne, siis on ta iseenda normaalsulundiks.
Teoreem 3.2.20. Olgu L : K lo˜plik korpuse laiend. Siis laiendil L : K leidub
normaalsulund, mis on seejuures u¨heselt ma¨a¨ratud ja lo˜plik laiend.
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To˜estus. Kuna laiend L : K on lo˜plik, siis on L vektorruumina u¨le K lo˜pli-
kumo˜o˜tmeline. Olgu {x1, x2, ..., xr} vektorruumi L u¨le K baas. Olgu mj
elemendi xj minimaalne polu¨noom u¨le korpuse K, j ∈ {1, 2, ..., r} (lau-
se 2.1.44 po˜hjal on elemendid x1, x2, ..., xr algebralised u¨le K, misto˜ttu
nende minimaalsed polu¨noomid to˜epoolest eksisteerivad). Olgu Σ polu¨noo-
mi f = m1m2...mr lahutuskorpus u¨le K. Paneme ta¨hele, et kuna Σ sisaldab
korpust K ja vektorruumi L u¨le K ko˜iki baasielemente, siis L ⊆ Σ.
Teoreemi 2.2.12 po˜hjal on laiend Σ : K lo˜plik ja normaalne. Olgu korpus
P selline, et L ⊆ P ⊆ Σ, ning et laiend P : K on normaalne. Paneme ta¨hele,
et iga polu¨noom mj, j ∈ {1, 2, ..., r}, omab juurt korpuses P . Kuna laiend
P : K on normaalne, siis polu¨noomid mj, j ∈ {1, 2, ..., r}, lahutuvad lineaar-
tegurite korrutiseks u¨le P , misto˜ttu ka polu¨noom f lahutub lineaartegurite
korrutiseks u¨le P (vt normaalkorpuse definitsiooni 2.2.10). Kuna aga Σ on
polu¨noomi f lahutuskorpus, siis peab Σ = P (vt lahutuskorpuse definitsiooni
2.2.2). Sellega oleme na¨idanud, et Σ : K on laiendi L : K normaalsulundiks.
Olgu nu¨u¨d laiendid M : K ja N : K laiendi L : K normaalsulunditeks. Et
L ⊆M ja L ⊆ N , siis M ja N sisaldavad polu¨noomi f juuri (vektorruumi L
u¨le K baasivektorid). Kuna aga laiendid M : K ja N : K on normaalsed, siis
lahutub f lineaartegurite korrutiseks nii u¨le kopruse M kui ka u¨le korpuse
N . See aga ta¨hendab seda, et Σ ⊆ M ja Σ ⊆ N . Definitsiooni 3.2.19 po˜hjal
saame nu¨u¨d, et M = Σ = N .
Na¨ide 3.2.21. Vaatame laiendit Q(c) : Q, kus c = 3
√
2 ∈ R. Na¨ites 2.2.11(2)
leidsime, et vaadeldav laiend ei ole normaalne. Olgu Σ polu¨noomi x3 − 2
lahutuskorpus u¨le Q. Lause 2.2.3 po˜hjal Σ = Q(c, cω, cω2) = Q(c, ω), kus
ω = (−1 +√3i)/2 on kompleksarvuline 3. astme u¨hejuur. Teoreemi 2.2.12
po˜hjal on laiend Σ : Q normaalne. Paneme ta¨hele, et [Σ : Q(c)] = 2 (lihtlaien-
di Σ : Q(c) ma¨a¨rav polu¨noom on x2 + cx+ c2, sest kuna ω /∈ Q(c), siis on see
polu¨noom taandumatu u¨le Q(c)). Seega, kui K on mingi korpus korpuste Σ
ja Q(c) vahel, siis
2 = [Σ : Q(c)] = [Σ : K][K : Q(c)] ,
mis ta¨hendab seda, et [Σ : K] = 1 vo˜i [K : Q(c)] = 1. St, K = Σ vo˜i
K = Q(c). Tulemus u¨tleb meile seda, et laiend Σ : Q on laiendi Q(c) : Q
normaalsulundiks.
Edasises osutub meil vajalikuks teada ja¨rgmist tulemust.
Lause 3.2.22. Olgu L : K lo˜plik laiend ning olgu N : K tema normaalsu-
lundiks. Kui laiend N ′ : K, kus L ⊆ N ′, on normaalne, siis N ⊆ N ′.
To˜estus. Viitame siinkohas teoreemi 3.2.20 to˜estusele. Selles na¨idatu po˜hjal
on laiend Σ : K, kus Σ on selle sama teoreemi to˜estuses defineeritud polu¨noo-
mi f lahutuskorpus u¨le K, laiendi L : K normaalsulundiks. Ning, mainitud
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teoreemi to˜estuses kasutatud mo˜tteka¨ike kasutades, vo˜ime ka veenduda, et
kuna L ⊆ N ′ ning kuna laiend N ′ : K on normaalne, siis N = Σ ⊆ N ′.
Laiendite normaalsulundid aitavad meil seada piiranguid monomorfismi
kujutisele.
Lause 3.2.23. Olgu K, L, M ja N sellised korpused, et K ⊆ L ⊆ N ⊆ M ,
kus laiend L : K on lo˜plik ning N : K on laiendi L : K normaalsulundiks.
Olgu τ : L→M mingi K-monomorfism. Siis τ(L) ⊆ N .
To˜estus. Kuna laiend L : K on lo˜plik, siis lause 2.1.44 po˜hjal on L : K algeb-
raline laiend, misto˜ttu on L iga element algebraline u¨le K. Olgu α ∈ L suva-
line ning olgu m elemendi α minimaalne polu¨noom u¨le K. Siis m(α) = 0 ning
seega ka τ(m(α)) = 0. Kuna aga τ on K-monomorfism, siis
τ(m(α)) = m(τ(α)), st, m(τ(α)) = 0 ning τ(α) on polu¨noomi m juur. Kuna
laiend N : K on normaalne, siis τ(α) ∈ N . Seega τ(L) ⊆ N .
Lause 3.2.24. Olgu L : K lo˜plik korpuse laiend ning olgu M selline korpus,
et L ⊆ M . Kui τ : L → M on selline K-monomorfism, et τ(L) ⊆ L, siis τ
on K-automorfism korpusel L.
To˜estus. To˜estuseks piisab na¨idata, et L = τ(L), sest sellisel juhul on τ
su¨rjektiivne ning on seeto˜ttu K-automorfism korpusel L.
Paneme ta¨hele, et hulk τ(L) on korpuse L alamkorpus (vt [5], lk 66, lause
2.5.3). Kuna K ⊆ τ(L), siis saame ra¨a¨kida vektorruumist τ(L) u¨le K. Ma¨rka-
me ka, et τ : L → τ(L) on vektorruumide L u¨le K ja τ(L) u¨le K isomor-
fism. Vektorruumide isomorfism viib aga vektorruumi L baasi {x1, x2, ..., xn}
(n ∈ N) vektorruumi τ(L) baasiks {τ(x1), τ(x2), ..., τ(xn)} (vt [5], lk 98,
ja¨reldus 3.4.4). Kuna aga τ(L) ⊆ L, siis on {τ(x1), τ(x2), ..., τ(xn)}, kui n
lineaarselt so˜ltumatut vektorit sisaldav hulk, n-mo˜o˜tmelise vektorruumi L
baas. Siit ja¨reldub nu¨u¨d, et L ⊆ τ(L) ning seega ka, et L = τ(L). Sellega
oleme na¨idanud, et τ on K-automorfism korpusel L.
Teoreem 3.2.25. Olgu L : K lo˜plik laiend. Siis ja¨rgmised va¨ited on sa-
mava¨a¨rsed:
1. Laiend L : K on normaalne.
2. Leidub selline lo˜plik normaallaiend N : K (L ⊆ N), et iga K-mono-
morfism τ : L→ N on K-automorfism korpusel L.
3. Iga lo˜pliku laiendi M : K (L ⊆M) korral iga K-monomorfism
τ : L→M on K-automorfism korpusel L.
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To˜estus. To˜estamiseks na¨itame, et (1)⇒ (3)⇒ (2)⇒ (1).
(1)⇒ (3). Olgu laiend L : K normaalne. Siis L : K on u¨htlasi ka laiendi
L : K normaalsulundiks. Olgu M : K selline lo˜plik laiend, et L ⊆M ning
olgu τ : L→M suvaline K-monomorfism. Lause 3.2.23 po˜hjal τ(L) ⊆ L
ning va¨ide ja¨reldub nu¨u¨d lausest 3.2.24.
(3) ⇒ (2). Teoreemi 3.2.20 po˜hjal leidub lo˜plik normaallaiend N : K
(L ⊆ N). Va¨ide ja¨reldub nu¨u¨d va¨itest (3).
(2) ⇒ (1). Olgu N : K va¨ites (2) kirjeldatud lo˜plik normaallaiend. Olgu
f suvaline taandumatu polu¨noom u¨le K, millel leidub juur korpuses L. Olgu
selleks juureks α. Kuna N on normaalkorpus, siis f lahutub lineaarteguri-
te korrutiseks u¨le N . Kui nu¨u¨d β on polu¨noomi f mingi teine juur (mis
kuulub korpusesse N), siis lause 3.2.18 po˜hjal leidub selline K-automorfism
σ : N → N , et σ(α) = β. Paneme ta¨hele, et σ|L : L→ N on K-monomorfism
ning meie eelduse (2) to˜ttu on σ|L K-automorfism korpusel L, misto˜ttu
β = σ|L(α) ∈ L. Kuna f oli suvaline taandumatu polu¨noom u¨le K ning
β oli polu¨noomi f suvaline juur, siis L sisaldab polu¨noomi f ko˜ik juured
ning laiend L : K on normaalne.
Teoreem 3.2.26. Olgu L : K lo˜plik laiend, mille aste on n ning olgu N : K
tema normaalsulundiks. Siis leidub ta¨pselt n erinevat K-monomorfismi kor-
pusest L korpusesse N (ning u¨htlasi ka igasse korpusesse M , kus M : K on
selline lo˜plik normaallaiend, et L ⊆M).
To˜estus. To˜estame va¨ite matemaatilise induktsiooni meetodit kasutades lai-
endi L : K astme ja¨rgi.
Induktsiooni baas. Olgu [L : K] = 1. Siis L = K. Kui nu¨u¨d τ : L→ N
on K-monomorfism, siis peab ta tingimuse K = L to˜ttu olema samasustei-
sendus korpusel L. Seega, leidub parajasti u¨ks K-monomorfism korpusest L
korpusesse N .
Induktsiooni samm. Eeldame nu¨u¨d, et [L : K] = n > 1, ning et va¨ide
kehtib iga korpuse laiendi korral, mille aste on va¨iksem kui n. Olgu α ∈ L \K
suvaline ning olgu m elemendi α minimaalne polu¨noom u¨le K (milline polu¨-
noom eksisteerib, sest laiend L : K on lo˜plik ning lause 2.1.44 po˜hjal seega
algebraline). Nu¨u¨d, lause 2.1.38 po˜hjal,
degm = [K(α) : K] = r > 1 . (3.57)
Teoreemi 2.1.36 po˜hjal
[L : K] = [L : K(α)][K(α) : K] ,
misto˜ttu, arvestades tingimust (3.57), saame, et laiendi L : K(α) astme s
jaoks kehtib








Olgu M : K(α) laiendi L : K(α) normaalsulund. Induktsiooni eelduse to˜ttu
leidub ta¨pselt s erinevat K(α)-monomorfismi ρj : L → M , j ∈ {1, 2, ..., s}.
Kuna laiend N : K on teoreemi 3.2.20 po˜hjal lo˜plik, siis lauset 2.1.43 kasuta-
des saame, et ka laiend N : K(α) on lo˜plik. Kuna laiend N : K on lo˜plik ja
normaalne, siis teoreemi 2.2.12 po˜hjal on N mingi polu¨noomi f lahutuskor-
pus u¨le K. Paneme ta¨hele, et kuna K(α) ⊆ L ⊆ N , siis on N ka polu¨noomi f
lahutuskorpus u¨le K(α). Ja¨llegi teoreemi 2.2.12 kasutades, saame, et laiend
N : K(α) on normaalne. Lause 3.2.22 po˜hjal aga sellisel juhul M ⊆ N . Nu¨u¨d,
lausele 3.2.23 tuginedes, iga K(α)-monomorfism korpusest L korpusesse N on
u¨htaegu K(α)-monomorfism korpusest L korpusesse M . Seega leidub ta¨pselt
s erinevat K(α)-monomorfismi korpusest L korpusesse N ning nendeks on
monomorfismid ρj, j ∈ {1, 2, ..., s}.
Kuna elemendi α minimaalne polu¨noom m u¨le K on taandumatu u¨le K,
siis ja¨relduse 2.2.6 po˜hjal on m juured α1, α2, ..., αr paarikaupa erinevad.
Et α ∈ L ⊆ N ning N on normaalkorpus, siis polu¨noomi m ko˜ik juured
kuuluvad korpusesse N . Lause 3.2.18 po˜hjal leidub nu¨u¨d r sellist erinevat
K-automorfismi τi : N → N , et τi(α) = αi, i ∈ {1, 2, ..., r}. Defineerime iga
i ∈ {1, 2, ..., r} ja iga j ∈ {1, 2, ..., s} korral kujutuse φij : L→ N vo˜rdusega
φij = τiρj .
Et kahe homomorfismi korrutis on homomorfism ning kahe injektiivse kuju-
tuse korrutis on injektiivne kujutus, siis φij on monomorfism. Sarnaselt lause
3.1.9 to˜estuses tooduga vo˜ib aga veenduda, et kujutus φij osutub koguni
K-monomorfismiks. Kujutused φij on ka paarikaupa erinevad. Kui i1 6= i2,
i1, i2 ∈ {1, 2, ..., r}, siis suvaliste j1, j2 ∈ {1, 2, ..., s} korral
φi1j1(α) = τi1(ρj1(α)) = τi1(α) = αi1 6= αi2 = τi2(α) = τi2(ρj2(α)) = φi2j2(α) .
St, φi1j1 6= φi2j2 , kui i1 6= i2. Kui aga i1 = i2 = i, i ∈ {1, 2, ..., r}, siis juhul
kui j1 6= j2, kus j1, j2 ∈ {1, 2, ..., s}, leidub tingimuse ρj1 6= ρj2 to˜ttu element
x ∈ L nii, et ρj1(x) 6= ρj2(x). Siis aga, kuna kujutused τi, i ∈ {1, 2, ..., r}, on
injektiivsed, kehtib
φij1(x) = τi(ρj1(x)) 6= τi(ρj2(x)) = φij2(x) .
St, φij1 6= φij2 , kui j1 6= j2. Sellega oleme na¨idanud, et kujutused φij on paa-
rikaupa erinevad. Seega leidub va¨hemalt rs = n erinevat K-monomorfismi
L→ N .
Olgu τ : L→ N suvaline K-monomorfism. Siis 0 = τ(m(α)) = m(τ(α)),
mis ta¨hendab, et τ(α) ∈ N on polu¨noomi m juur ning seega τ(α) = αi mingi
i ∈ {1, 2, ..., r} korral. Defineerime kujutuse φ : L → N seosega φ = τ−1i τ .
Kuna τi : N → N on K-automorfism, siis leidub tal to˜epoolest po¨o¨rdkujutus,
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mis osutub samuti K-automorfismiks (vt lause 3.1.9) ning kujutus φ on seega
korrektselt defineeritud ning on K-monomorfism. Paneme aga ta¨hele, et
φ(α) = τ−1i (τ(α)) = τ
−1
i (αi) = α ,
misto˜ttu ka φ(x) = x iga x ∈ K(α) korral ning φ on seega K(α)-monomorfis-
m. Eelnevalt po˜hjendasime, et ainsad K(α)-monomorfismid L→ N on mo-
nomorfismid ρj, j ∈ {1, 2, ..., s}. Seega φ = ρj mingi j ∈ {1, 2, ..., s} korral.











= τiφ = τiρj = φij .
Seega, τ : L→ N on u¨ksK-monomorfism meie poolt eelnevalt konstrueeritud
rs K-monomorfismi seast, misto˜ttu leidub ta¨pselt n = rs K-monomorfismi
korpusest L korpusesse N .
Kui nu¨u¨d M : K on selline lo˜plik normaallaiend, et L ⊆ M , siis lause
3.2.22 po˜hjal N ⊆M . Nu¨u¨d lause 3.2.23 po˜hjal iga K-monomorfism L→M
on K-monomorfism L→ N ning eelto˜estatu po˜hjal on neid ta¨pselt n tu¨kki.
Oleme nu¨u¨d valmis arvutama lo˜pliku normaallaiendi Galois’ ru¨hma ja¨rku.
Ja¨reldus 3.2.27. Olgu L : K lo˜plik normaallaiend. Siis leidub ta¨pselt [L : K]
erinevat K-automorfismi korpusel L, st,
|Γ(L : K)| = [L : K] .
To˜estus. Kuna laiend L : K on normaalne, siis on ta ka u¨htlasi iseenda nor-
maalsulundiks. Teoreemi 3.2.26 po˜hjal leidub ta¨pselt n = [L : K] erinevat
K-monomorfismi L→ L. Lause 3.2.24 po˜hjal on aga need K-monomorfismid
K-automorfismid korpusel L.
Teoreem 3.2.28. Olgu L : K lo˜plik laiend, mille Galois’ ru¨hm on G. Kui
L : K on normaalne, siis G† = K.
To˜estus. Olgu G† = K0 ning olgu [L : K] = n. Ja¨relduse 3.2.27 po˜hjal
|G| = n. Lause 3.2.3 po˜hjal on K0 korpuse L alamkorpus, mis sisaldab kor-
pust K. Teoreemi 3.2.12 po˜hjal [L : K0] = n. Nu¨u¨d, lauset 2.1.36 kasutades
saame, et
n = [L : K] = [L : K0][K0 : K] = n[K0 : K] ,
st, [K0 : K] = 1. Tulemus u¨tleb meile seda, et K0 = K.
Sellele teoreemile leidub ka po¨o¨rdteoreem. Enne selle toomist vajame aga
ja¨rgnevat teoreemi.
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Teoreem 3.2.29. Olgu K, L ja M sellised korpused, et K ⊆ L ⊆M ning,
et laiend M : K on lo˜plik. Siis erinevate K-monomorfismide arv korpusest
L korpusesse M on u¨limalt [L : K].
To˜estus. Paneme ko˜igepealt ta¨hele, et lause 2.1.43 po˜hjal on laiendi L : K
aste lo˜plik. Teoreemi 3.2.20 po˜hjal leidub laiendi L : K jaoks u¨heselt ma¨a¨ra-
tud normaalsulund, mis on lo˜plik. Olgu selleks laiend N : K. Teoreemi 3.2.26
po˜hjal leidub ta¨pselt n = [L : K] erinevat K-monomorfismi korpusest L kor-
pusesse N ning u¨htlasi ka igasse korpusesse M ′, kus M ′ : K on selline lo˜plik
normaallaiend, et L ⊆ M ′. Olgu M ′ : K laiendi M : K normaalsulundiks.
Teoreemi 3.2.20 po˜hjal on laiendi M ′ : K aste lo˜plik. Kuna ka L ⊆M ⊆M ′,
siis eelo¨eldu po˜hjal leidub ta¨pselt n erinevat K-monomorfismi korpusest L
korpusesse M ′. Kui aga φ : L → M on K-monomorfism, siis tingimuse
M ⊆ M ′ to˜ttu on φ u¨htlasi ka K-monomorfism korpusest L korpusesse M ′.
Selliseid K-monomorfisme ei saa seega olla rohkem kui n.
Teoreem 3.2.30. Olgu L : K lo˜plik laiend ning olgu G tema Galois’ ru¨hm.
Kui G† = K, siis laiend L : K on normaalne.
To˜estus. Olgu laiendi L : K aste n. Kuna iga K-automorfism korpusel L on
u¨htlasi ka K-monomorfism korpusest L korpusesse L, siis teoreemi 3.2.29
po˜hjal ei saa K-automorfismide arv korpusel L olla suurem kui n. St, |G| on
lo˜plik. Teoreemi 3.2.12 po˜hjal aga siis |G| = [L : G†] = [L : K] = n.
Laiendi L : K normaalsus ja¨reldub nu¨u¨d vahetult teoreemist 3.2.25. Kui
M : K on mingi selline lo˜plik laiend, et L ⊆ M , siis teoreemi 3.2.29 po˜hjal
ei saa erinevate K-monomorfismide arv korpusest L korpusesse M olla suu-
rem kui n. Kuid, laiendi L : K Galois’ ru¨hma ko˜ik n elementi on u¨htlasi
K-monomorfismid L→M . Seega, iga K-monomorfism L→M on
K-automorfism korpusel L ning teoreemi 3.2.25 po˜hjal on laiend L : K seega
normaalne.
3.2.3 Po˜hiteoreemi to˜estus
Oleme nu¨u¨d valmis to˜estama meie edasise teooriaarenduse seisukohalt olulist
Galois’ teooria po˜hiteoreemi. Suurem osa to¨o¨st on meil tegelikult juba tehtud.
Siin osas “paneme vaid tu¨kid kokku”.
Meenutame siinkohal mo˜ningaid eelnevalt kasutatud ta¨histusi ja to˜esta-
tud tulemusi. Olgu L : K korpuse laiend, mille Galois’ ru¨hm on G, milline
ru¨hm kooseb ko˜igist K-automorfismidest korpusel L. Su¨mboliga K ta¨histasi-
me ko˜igi vahekorpuste hulka, st, hulk K koosneb ko˜igist sellistest korpustest
M , mille korral K ⊆M ⊆ L. Su¨mboligaR ta¨histasime Galois’ ru¨hma G ko˜igi
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alamru¨hmade hulka. Me defineerisime kaks kujutust (vt (3.35))
∗ : K → R ,
† : R → K ,
ja¨rgnevalt: ∗(M) = M∗ ning †(H) = H†, kus M ∈ K ja H ∈ R. Na¨itasime
ka, et kujutustel ∗ ja † on ja¨rgmised omadused (vt laused 3.2.2 ja 3.2.4):
M,N ∈ K, M ⊆ N ⇒ ∗(M) ⊇ ∗(N) ,
H,G ∈ R, H ⊆ G ⇒ †(H) ⊇ †(G) ,
M ⊆ † (∗(M)) ∀M ∈ K ,
H ⊆ ∗ (†(H)) ∀H ∈ R .
Enne kui asume Galois’ teooria po˜hiteoreemi to˜estuse juurde, to˜estame
veel u¨he abitulemuse.
Lause 3.2.31. Olgu L : K lo˜plik korpuse laiend, M vahekorpus ning
τ : L→ L suvaline K-automorfism. Siis (τ(M))∗ = τM∗τ−1.
To˜estus. Ta¨histame ja¨rgnevas M ′ = τ(M). Ma¨rgime siinjuures, et hulk M ′
on korpus (vt [5], lk 66, lause 2.5.3), mis sisaldab korpust K, sest τ |K = K.
Seega omab kirjutis (M ′)∗ mo˜tet.
Olgu γ ∈ M∗ ja x1 ∈ M ′ suvalised. Siis x1 = τ(x) mingi x ∈ M korral.
Paneme ta¨hele, et nu¨u¨d
(τγτ−1)(x1) = (τγ)(τ−1(x1)) = (τγ)(x) = τ(γ(x)) = τ(x) = x1 ,
misto˜ttu τγτ−1 ∈ (M ′)∗. Kuna γ ∈M∗ oli suvaline, siis τM∗τ−1 ⊆ (M ′)∗.
Olgu nu¨u¨d γ ∈ (M ′)∗ ja x ∈M suvalised. Olgu x1 = τ(x). Paneme ta¨hele,
et siis x1 ∈M ′ ja
(τ−1γτ)(x) = (τ−1γ)(τ(x)) = (τ−1γ)(x1) = τ−1(γ(x1)) = τ−1(x1) = x ,
misto˜ttu τ−1γτ ∈ M∗. Kuna γ ∈ (M ′)∗ oli suvaline, siis τ−1 (M ′)∗ τ ⊆ M∗,
millest ja¨reldub, et (M ′)∗ ⊆ τM∗τ−1.
Sellega oleme na¨idanud, et (τ(M))∗ = τM∗τ−1.
Teoreem 3.2.32 (Galois’ teooria po˜hiteoreem). Olgu L : K lo˜plik normaal-
laiend, mille Galois’ ru¨hm on G ning olgu K, R, ∗ ja † defineeritud nagu
antud punkti sissejuhtavas tekstis. Siis
1. Galois’ ru¨hma G ja¨rk on [L : K].
2. Kujutused ∗ ja † on teineteise po¨o¨rdkujutused, misto˜ttu laiendi L : K
Galois’ vastavus on bijektiivne. Teisiso˜nu, hulkade K ja R elementide
vahel on bijektiivne vastavus.
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3. Kui M on vahekorpus, siis
[L : M ] = |M∗| , [M : K] = |G|/|M∗| .
4. Laiend N : M , kus N ja M on vahekorpused (M ⊆ N), on normaalne
siis ja ainult siis kui N∗ on ru¨hma M∗ normaalne alamru¨hm.
5. Kui laiend N : M , kus N ja M on vahekorpused (M ⊆ N), on nor-
maalne, siis laiendi N : M Galois’ ru¨hm on isomorfne faktorru¨hmaga
M∗/N∗.
To˜estus. 1. Va¨ide on ja¨reldus 3.2.27.
2. Olgu M ∈ K suvaline vahekorpus. Kuna laiend L : K on lo˜plik ja nor-
maalne, siis teoreemi 2.2.12 po˜hjal on L mingi polu¨noomi lahutuskorpus
u¨le K. Kuna M on vahekorpus, siis on L selle sama polu¨noomi lahu-
tuskorpus ka u¨le M , misto˜ttu sama teoreemi 2.2.12 po˜hjal on laiend
L : M lo˜plik ja normaalne. Nu¨u¨d, kuna M∗ on laiendi L : M Galois’
ru¨hm, siis teoreemi 3.2.28 po˜hjal
M = M∗† . (3.58)
Olgu nu¨u¨d H ∈ R suvaline. Vo˜rduse (3.58) po˜hjal (arvestades, et kuju-





H on lo˜pliku ru¨hma (vt va¨ide 1) alamru¨hm, siis on ta lo˜plik ning teo-
reemi 3.2.12 kasutades, |H| = [L : H†] = [L : H†∗†]. Kasutades uuesti
teoreemi 3.2.12, seekord ru¨hma H†∗ jaoks, saame et [L : H†∗†] = |H†∗|.
Seega, |H| = [L : H†∗†] = |H†∗|. Kuna agaH jaH†∗ on lo˜plikud ru¨hmad
ning H ⊆ H†∗, siis peab kehtima vo˜rdus H = H†∗. Sellega oleme teise
va¨ite to˜estanud.
3. Olgu M vahekorpus. Va¨ites 2 juba po˜hjendasime, et laiend L : M on
normaalne ja lo˜plik. Ja¨relduse 3.2.27 po˜hjal [L : M ] = |M∗|. Teoreemi
2.1.36 po˜hjal
[L : K] = [L : M ][M : K] ,
misto˜ttu
[M : K] = [L : K]/[L : M ]
ehk, arvestades va¨idet 1, [M : K] = |G|/|M∗|.
4. Lause 2.1.43 po˜hjal on laiend N : M lo˜plik. Paneme veel ta¨hele, et lause
3.2.2 po˜hjal on N∗ ru¨hma M∗ alamru¨hm.
Tarvilikkus. Olgu laiend N : M normaalne, K ⊆ M ⊆ N ⊆ L. Veen-
dume, et N∗ on ka ru¨hma M∗ normaaljagaja. Olgu τ ∈M∗ suvaline.
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Tarvilikkuse osa to˜estuseks piisab na¨idata, et τN∗τ−1 = N∗. Pane-
me ta¨hele, et τ |N : N → L on M -monomorfism. Teoreemi 3.2.25 po˜hjal
on τ |N M -automorfism korpusel N (teoreemi 3.2.25 kasutades on meil
korpuse K rollis korpus M , korpuse L rollis korpus N ning korpuse M
rollis korpus L), st τ(N) = N . Lause 3.2.31 po˜hjal nu¨u¨d N∗ = τN∗τ−1.
Piisavus. Eeldame, et N∗ on ru¨hma M∗ normaaljagaja. To˜estamaks, et
laiend N : M on normaalne, kasutame ja¨llegi teoreemi 3.2.25. Selleks
olgu σ : N → L suvaline M -monomorfism ning na¨itame, et σ on tege-
likult M -automorfism korpusel N . Teoreemi 3.2.25 po˜hjal saame siis, et
laiend N : M on normaalne. Teoreemi 3.2.17 po˜hjal leidub
M -automorfism τ : L → L (τ ∈ M∗) nii, et τ |N = σ. Kuna N∗ on
ru¨hma M∗ normaaljagaja, siis τN∗τ−1 = N∗. Lauset 3.2.31 kasutades
saame nu¨u¨d, et (τ(N))∗ = N∗ ning antud teoreemi 2. va¨ite po˜hjal
saame seega, et
N = (N∗)† = ((τ(N))∗)† = τ(N) .
Seega σ(N) = (τ |N) (N) = τ(N) = N , misto˜ttu σ on M -automorfism
korpusel N .
5. Olgu laiendN : M normaalne,K ⊆M ⊆ N ⊆ L. OlguG′ laiendiN : M
Galois’ ru¨hm. Defineerime kujutuse φ : M∗ → G′ vo˜rdusega
φ(τ) = τ |N ,
kus τ ∈ M∗. Teoreemi 3.2.25 po˜hjal on τ |N M -automorfism korpu-
sel N , misto˜ttu on kujutus φ korrektselt defineeritud. Nu¨u¨d suvaliste
τ1, τ2 ∈M∗ ja suvalise x ∈ N korral
φ(τ1τ2)(x) = ((τ1τ2)|N) (x) = (τ1τ2)(x) = τ1(τ2(x)) =
= τ1|N (τ2|N(x)) = τ1|N(φ(τ2(x))) = φ(τ1)(φ(τ2(x))) =
= (φ1(τ1)φ2(τ2))(x) ,
st, φ(τ1τ2) = φ(τ1)φ(τ2), misto˜ttu φ on ru¨hmade M
∗ ja G′ homomor-
fism. Olgu σ ∈ G′ suvaline. Paneme ta¨hele, et σ : N → L on
M -monomorfism. Teoreemi 3.2.17 po˜hjal leidub selline M -automorfism
τ : L → L, et τ |N = σ (teoreemis 3.2.17 on meil laiendi L : K rol-
lis laiend L : M , mis on samuti lo˜plik ja normaalne, korpuse M rollis
on korpus N). Teisiso˜nu, leidub selline τ ∈ M∗, et φ(τ) = τ |N = σ,
mis ta¨hendab, et φ on su¨rjektiivne. Paneme veel ta¨hele, et tingimuse
N∗ ⊆M∗ to˜ttu kujutuse φ tuum
ker φ = {τ ∈M∗ ∣∣ τ |N = IN} = {τ ∈M∗ ∣∣ τ(x) = x ∀x ∈ N} = N∗ ,
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kus IN ∈ G′ on samasusteisendus korpusel N . Ru¨hmade homomorfis-
miteoreemi (vt [5], lk 171, ja¨reldus 6.2.5) po˜hjal nu¨u¨d
Γ(N : M) = G′ ∼= M∗/ ker φ = M∗/N∗ .
3.2.4 Selgitav na¨ide
Galois’ teooria po˜hiteoreemi 3.2.32 paremaks mo˜istmiseks esitame selles punk-
tis u¨he mahukama na¨ite. Vaatluse all on meil polu¨noom x4 − 2 u¨le korpuse
Q. Arutlus on selgema u¨levaate eesma¨rgil jaotatud alapunktideks.
1. Ta¨histame f = x4 − 2 ∈ Q[x] ning olgu Σ vaadeldava polu¨noomi lahu-
tuskorpus. Paneme ta¨hele, et
f = (x− ξ)(x+ ξ)(x− ξi)(x+ ξi) , (3.59)
kus ξ = 4
√
2 ∈ R. Lause 2.2.3 po˜hjal Σ = Q(ξ,−ξ, ξi,−ξi) = Q(ξ, i).
Teoreemi 2.2.12 po˜hjal on korpuse laiend Σ : Q lo˜plik ja normaalne.
2. Leiame laiendi Σ : Q astme. Teoreemi 2.1.36 po˜hjal
[Σ : Q] = [Q(ξ, i) : Q(ξ)][Q(ξ) : Q] .
Paneme ta¨hele, et lihtlaiendi Q(ξ)(i) : Q(ξ) ma¨a¨rav polu¨noom on x2 +1
u¨le Q(ξ), sest i2 + 1 = 0 ning i ei ole u¨hegi esimese astme normeeri-
tud polu¨noomi u¨le Q(ξ) juureks (kui oleks, siis peaks i ∈ Q(ξ) ⊆ R,
mis oleks vastuoluline). Kuna lause 2.1.10 po˜hjal Q(ξ, i) = Q(ξ)(i), siis
lauset 2.1.39 kasutades saame nu¨u¨d, et [Q(ξ, i) : Q(ξ)] = 2.
Element ξ on polu¨noomi f u¨le Q juureks. Vaadeldav polu¨noom f on
aga Eisensteini kriteeriumi po˜hjal taandumatu u¨le Q, misto˜ttu kujutab
lihtlaiendi Q(ξ) : Q ma¨a¨ravat polu¨noomi. Lause 2.1.39 po˜hjal ja¨llegi
[Q(ξ) : Q] = 4. Seega
[Σ : Q] = 2 · 4 = 8 .
Lause 2.1.38 po˜hjal on {1, i} vektorruumi Q(ξ, i) u¨le Q(ξ) baas ning
sama lause po˜hjal on {1, ξ, ξ2, ξ3} vektorruumi Q(ξ) u¨le Q baas. Teo-
reemi 2.1.36 to˜estuses na¨idatu po˜hjal on {1, ξ, ξ2, ξ3, i, ξi, ξ2i, ξ3i} vek-
torruumi Σ u¨le Q baas. Seega,
Σ = {a0+a1ξ+a2ξ2+a3ξ3+a4i+a5ξi+a6ξ2i+a7ξ3i | a0, a1, ..., a7 ∈ Q} .
(3.60)
3. Leiame laiendi Σ : Q Galois’ ru¨hma elemendid. Vaadeldava na¨ite teises
alapunktis veendusime, et lihtlaiendi Q(ξ) : Q ma¨a¨rav polu¨noom on f
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u¨le Q. Kuna ξi on polu¨noomi f juureks, siis on f u¨htlasi ka lihtlaiendi
Q(ξi) : Q ma¨a¨ravaks polu¨noomiks. Polu¨noomi f esitusest kujul (3.59)
na¨htub, et f on taandumatu ka u¨le Q(i) (u¨kski polu¨noomidest x − ξ,
x + ξ, x − ξi, x + ξi ega ka u¨kski nende korrutamisel saadav teise
astme polu¨noom ei ole polu¨noom u¨le Q(i)). Seega on f u¨htaegu ka
lihtlaiendite Q(i)(ξ) : Q(i) ja Q(i)(ξi) : Q(i) ma¨a¨ravaks polu¨noomiks
u¨le Q(i). Lause 2.1.10 po˜hjal Q(i)(ξ) = Σ = Q(i)(ξi). Nu¨u¨d, ja¨reldust
2.1.29 kasutades, leidub selline Q-automorfism σ : Σ→ Σ, et
σ(ξ) = ξi ning σ(i) = i .
Na¨ite alapunktis 2 veendusime, et polu¨noom x2 + 1 on taandumatu u¨le
Q(ξ) ning kujutab laiendi Q(ξ)(i) : Q(ξ) ma¨a¨ravat polu¨noomi. Paneme
ta¨hele, et x2 + 1 on u¨htaegu ka lihtlaiendi Q(ξ)(−i) : Q(ξ) ma¨a¨ravaks
polu¨noomiks. Lause 2.1.10 po˜hjal aga Q(ξ)(i) = Σ = Q(ξ)(−i). Nu¨u¨d
ja¨llegi ja¨reldust 2.1.29 kasutades saame, et leidub sellineQ-automorfism
τ : Σ→ Σ, et
τ(i) = −i ning τ(ξ) = ξ .
Oleme leidnud kaks Q-automorfismi σ ja τ korpusel Σ, st laiendi Σ : Q
Galois’ ru¨hma kaks elementi. Nende ko˜ikvo˜imalikud omavahelised kor-
rutised annavad meile kaheksa erinevat Q-automorfismi korpusel Σ,
millised toome a¨ra tabelis 3.1. Kujutuste σ ja τ teised ko˜ikvo˜imalikud
Tabel 3.1: Q-automorfismid korpusel Σ.









omavahelised korrutised ei anna uusi Q-automorfisme, sest σ4 = τ 2 = ι,
τσ = σ3τ , τσ2 = σ2τ , τσ3 = στ .
Olgu nu¨u¨d γ : Σ→ Σ suvaline Q-automorfism. Paneme ta¨hele, et siis
(γ(i))2 = γ(i2) = γ(−1) = −1 ,
(γ(ξ))4 = γ(ξ4) = γ(2) = 2 ,
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misto˜ttu peab γ elemendi i kujutama elemendiks i vo˜i −i ning elemendi
ξ kujutama elemendiks ξ, −ξ, ξi vo˜i elemendiks −ξi. Kokku on selliseid
erinevaid kombinatsioone kaheksa, millised on ko˜ik toodud tabelis 3.1.
Seega on γ u¨ks meie poolt eelnevalt leitud Q-automorfismidest korpusel
Σ ning tabelis 3.1 esitatud Q-automorfismid on laiendi Σ : Q Galois’
ru¨hma ko˜ik elemendid. Tulemus u¨htib Galois’ teooria po˜hiteoreemiga,
millise teoreemi 1. va¨ite po˜hjal on laiendi Σ : Q Galois’ ru¨hma ja¨rk
[Σ : Q] = 8 (vt alapunkt 2 antud na¨ites).
4. Leiame laiendi Σ : Q Galois’ ru¨hma G kirjelduse. Tabelist 3.1 na¨htub,
et ru¨hm G ei ole kommutatiivne ning on moodustatud elementide σ ja
τ poolt. Seejuures
G = 〈σ, τ |σ4 = τ 2 = 1 , τ−1στ = σ−1〉 .
Siit na¨htub, et G ∼= D8, kus D8 on 8. ja¨rku dieedri ru¨hm (vt [9], meil
on see ru¨hm ku¨ll natuke teisiti ta¨histatud).
5. Koostame ru¨hma G alamru¨hmade tabeli. Tabeli selgituseks ma¨rgime,
et ko˜ik 4. ja¨rku ru¨hmad on isomorfsed kas ru¨hmaga Z4 vo˜i ru¨hmaga
Z2×Z2, kusjuures esimene neist on tsu¨kliline ning teine mitte (va¨ide on
lihtsasti kontrollitav, sest kui 4. ja¨rku ru¨hm ei ole tsu¨kliline, siis peab
tema iga u¨hikelemendist erineva elemendi ja¨rk olema 2).
8. ja¨rku: G G ∼= D8
4. ja¨rku: S = {ι, σ, σ2, σ3} S ∼= Z4
T = {ι, σ2, τ, σ2τ} T ∼= Z2 × Z2
U = {ι, σ2, στ, σ3τ} U ∼= Z2 × Z2
2. ja¨rku: A = {ι, σ2} A ∼= Z2
B = {ι, τ} B ∼= Z2
C = {ι, στ} C ∼= Z2
D = {ι, σ2τ} D ∼= Z2
E = {ι, σ3τ} E ∼= Z2
1. ja¨rku: I = {ι} I ∼= Z1
6. Leiame ru¨hma G alamru¨hmadele vastavad vahekorpused. Galois’
teooria po˜hiteoreemi 2. va¨ite po˜hjal on laiendi Σ : Q Galois’ vasta-




2i) on korpuse Σ
alamkorpused ning laiendite Q(i) : Q, Q(
√
2) : Q ja Q(
√
2i) : Q astmed
on 2 (laiendite ma¨a¨ravad polu¨noomid on vastavalt x2+1, x2−2 ja x2+2
u¨le Q). Galois’ teooria po˜hiteoreemi 3. va¨ite po˜hjal vastavad nendele
korpustele seega 4. ja¨rku G alamru¨hmad. Nu¨u¨d ei ole raske kontrollida,
et vaadeldavatele korpustele vastavad vastavalt alamru¨hmad S, T ja U .
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Leiame nu¨u¨d korpuse C†. Olgu x ∈ Σ suvaline. Element x avaldub
u¨heselt kujul (vt korpuse Σ kirjeldus, vo˜rdus (3.60))
x = a0 + a1ξ + a2ξ
2 + a3ξ
3 + a4i+ a5ξi+ a6ξ
2i+ a7ξ
3i ,
kus a0, a1, ..., a7 ∈ Q. Nu¨u¨d
(στ)(x) = σ(τ(x)) =
= σ(a0 + a1ξ + a2ξ
2 + a3ξ
3 − a4i− a5ξi− a6ξ2i− a7ξ3i) =
= a0 + a1ξi− a2ξ2 − a3ξ3i− a4i+ a5ξ + a6ξ2i− a7ξ3 =
= a0 + a5ξ − a2ξ2 − a7ξ3 − a4i+ a1ξi+ a6ξ2i− a3ξ3i .
Seega (στ)(x) = x siis ja ainult siis kui
a0 + a1ξ + a2ξ
2 + a3ξ
3 + a4i+ a5ξi+ a6ξ
2i+ a7ξ
3i =
= a0 + a5ξ − a2ξ2 − a7ξ3 − a4i+ a1ξi+ a6ξ2i− a3ξ3i (3.61)
ehk siis ja ainult siis kui
(a1− a5)ξ + 2a2ξ2 + (a3 + a7)ξ3 + 2a4i+ (a5− a1)ξi+ (a7 + a3)ξ3i = 0 .
(3.62)
Vo˜rdus (3.62) kujutab nulliga vo˜rduvat lineaarkombinatsiooni vektor-
ruumi Σ baasivektoritest. Seega, vo˜rdus (στ)(x) = x kehtib parajasti
siis kui kehtivad vo˜rdused
a1 = a5 , a2 = a4 = 0 , a3 = −a7 ,
Elemendid a0 ja a6 vo˜ivad seejuures olla suvalised. Siit ja¨reldub, et x
peab esituma kujul
x = a0 + a1ξ(1 + i) + a6ξ
2i+ a3ξ
3(1− i) =
= a0 + a1[ξ(1 + i)] +
a6
2
[ξ(1 + i)]2 − a3
2
[ξ(1 + i)]3 . (3.63)
Vo˜rdusest (3.63) na¨htub, et vo˜rdus (στ)(x) = x kehtib parajasti siis
kui x ∈ Q(ξ(1 + i)) (vt lause 2.1.38 ning paneme seejuures ta¨hele, et
[ξ(1 + i)]4 = 2(2i)(2i) = −8 ∈ Q), misto˜ttu
C† = Q(ξ(1 + i)) .
Sarnaselt vo˜ime veenduda, et
A† = Q(
√
2, i) , B† = Q(ξ) , D† = Q(ξi) , E† = Q((1−i)ξ) ,
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mis koos triviaalsete vastavustega
G† = Q ja I† = Σ ,
ning alapunkti algul leitud vastavustega
S† = Q(i) , T † = Q(
√
2) , U † = Q(
√
2i) ,
kujutavad Galois’ vastavuse bijektiivsuse to˜ttu ko˜iki vahekorpusi kor-
puste Q ja Σ vahel.
7. Vahekorpusi korpuste Σ ja Q vahel ning Galois’ ru¨hma G alamru¨hmi
kirjeldavad vastavalt joonised 3.2 ja 3.1 (joonistel on hulk X hulga Y
alamhulk, kui leidub hulgast Y allapoole suunduv lo˜ikude jada hulgani
X, na¨iteks T † ⊆ I†). Ma¨rgime, et alamru¨hmade joonise saame koostada
vahetult na¨ite 5. alapunktis koostatud ru¨hma G alamru¨hmade tabelit
kasutades. Vahekorpuste joonise saame seeja¨rel koostada lauset 3.2.2




8. Vo˜ime veenduda, et ru¨hma G normaaljagajad on G, S, T , U , A ja
I. Galois’ teooria po˜hiteoreemi 4. va¨ite po˜hjal on seega vahekorpused
G†, S†, T †, U †, A† ja I† normaalkorpused (korpuse Q suhtes) ning
ainult need. See on ka to˜epoolest nii, sest vaadeldavad korpused on
lahutuskorpusteks vastavalt polu¨noomidele x, x2 + 1, x2 − 2, x2 + 2,
x4 − x2 − 2 ja f u¨le Q ning ka teoreemi 2.2.12 po˜hjal on vaadeldavad
korpused normaalsed (korpuse Q suhtes).
Seevastu, na¨iteks korpus B† ei ole to˜epoolest normaalkorpus Q suh-
tes, sest polu¨noomi f juur ξ kuulub korpusesse B†, kuid vaadeldav
polu¨noom ei lahutu lineaartegurite korrutiseks u¨le B† (vt definitsioon
2.2.10).
9. Galois’ teooria po˜hiteoreemi 5. va¨ite po˜hjal on na¨iteks laiendi A† : Q
Galois’ ru¨hm isomorfne faktorru¨hmaga G/A (sest laiend A† : Q on na¨ite
8. alapunkti po˜hjal normaalne). Paneme ta¨hele, et ru¨hma G/A elemen-
did on ko˜rvalklassid {ι, σ2}, {σ, σ3}, {τ, σ2τ}, {στ, σ3τ}. Siit na¨htub,
et ru¨hm G/A ei ole tsu¨kliline, misto˜ttu G/A ∼= Z2 × Z2. Na¨ites 3.1.15
leidsime, et laiendi A† : Q = Q(
√
2, i) : Q Galois’ ru¨hm koosneb neljast












Tabelist na¨htub, et ru¨hm Γ(A† : Q) ei ole tsu¨kliline, misto˜ttu on vaa-
deldav ru¨hm isomorfne ru¨hmaga Z2 × Z2 ning seega – to˜epoolest – ka
ru¨hmaga G/A.
3.3 Vo˜rrandite lahenduvus radikaalides
Selles punktis me kasutame Galois’ teooria po˜hiteoreemi (teoreemi 3.2.32),
et tuletada tingimus, mis peab olema ta¨idetud selleks, et mingit polu¨noomi
(ning seega ka algebralist vo˜rrandit) oleks vo˜imalik lahendada radikaalides.
Etteruttavalt mainime, et selleks tingimuseks on, et vaadeldava polu¨noomi
Galois’ ru¨hm peab olema lahenduv ru¨hm. Na¨itame, et see tingimus osutub
ka piisavaks tingimuseks. Toome ka seeja¨rel u¨he na¨ite 5. astme polu¨noomist,
mille Galois’ ru¨hm ei ole lahenduv ning mis ei ole seega lahenduv radikaalides.
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3.3.1 Radikaalsed laiendid
“Maakeeli” o¨eldes, laiend L : K on radikaalne kui L on saadud korpusest K
temale teatavate naturaalarvuliste astmete juurte ja¨rkja¨rgulisel adjungeerim-
























(7 + β)/2, δ = 3
√
4 ja ε = 4
√
1 + δ, saame korpuse L = Q(α, β, γ, δ, ε),
mis sisaldab elementi (3.64), ning laiendi L : Q, mis on radikaalne.
See annab po˜hjuse ja¨rgnevale formaalsele definitsioonile.
Definitsioon 3.3.1. Korpuse laiendit L : K nimetame radikaalseks, kui




j ∈ K(α1, α2, . . . , αj−1) (3.65)
(j = 1 korral, loeme, et αn11 ∈ K). Elemente α1, α2, ..., αm nimetame
radikaalideks.
Na¨ide 3.3.2. Laiend Q(α, β, γ, δ, ε) : Q, kus α, β, γ, δ ja ε on antud
definitsioonile 3.3.1 eelnevas arutelus, on radikaalne, sest α3 = 11 ∈ Q,
β2 = 3 ∈ Q(α), γ5 = (7 + β)/2 ∈ Q(α, β), δ3 = 4 ∈ Q(α, β, γ) ning
ε4 = 1 + δ ∈ Q(α, β, γ, δ).
Seome nu¨u¨d radikaalsed laiendid algebraliste vo˜rranditega.
Definitsioon 3.3.3. Algebralist vo˜rrandit f(x) = 0, kus f on polu¨noom u¨le
korpuse K, nimetame lahenduvaks radikaalides (u¨le K), kui leidub korpus
M nii, et polu¨noomi f lahutuskorpus Σ ⊆ M ning, et M : K on radikaalne
laiend. Sellisel juhul u¨tleme ka, et polu¨noom f on lahenduv radikaalides (u¨le
K).
Selgitame la¨hemalt definitsiooni 3.3.3. Olgu f(x) = 0 algebraline vo˜rrand
u¨le korpuse K (st, f on polu¨noom u¨le K). Siis vo˜rrand f(x) = 0 on lahenduv
radikaalides kui polu¨noom f on lahenduv radikaalides. Polu¨noom f on aga
lahenduv radikaalides kui leiduvad radikaalid
α1 = n1
√
u1 , α2 = n2
√
u2 , . . . , αm = nm
√
um ,
millede adjungeerimisel korpusele K saame korpuse K(α1, α2, ..., αm), mis si-
saldab polu¨noomi f lahutuskorpust. St, saame korpuse, mis sisaldab polu¨noo-
mi f ko˜iki juuri ehk vo˜rrandi f(x) = 0 ko˜iki lahendeid. Siinjuures ta¨hendab
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u1 mingit K elementi, u2 mingit K(α1) elementi, u3 mingit K(α1, α2) elemen-
ti jne, kuni lo˜ppeks um on teatav K(α1, α2, ..., αm−1) element. Teiste so˜nade-
ga, vo˜rrand f(x) = 0 on radikaalides lahenduv kui tema lahendid avalduvad
ratsionaalselt radikaalide α1, α2, ..., αm ja korpuse K elementide kaudu (selle
kohta u¨tleme edaspidi lihtsalt, et f lahendid avalduvad radikaalide kaudu).
Nii on na¨iteks kuupvo˜rrand
x3 + px+ q = 0 ,
kus p ja q on korpuse K elemendid, lahenduv radikaalides, sest tema lahendid
on esitatavad valemiga (vt [2], lk 287, 288)





























saame, et vaadeldava kuupvo˜rrandi lahendid avalduvad ratsionaalselt radi-
kaalide α1, α2 kaudu kujul x = α2 − p3α2 .
Lause 3.3.4. Radikaalne laiend L : K on lo˜plik.
To˜estus. Eelduse po˜hjal L = K(α1, α2, ..., αr), kus α
ni
i ∈ K(α1, α2, ..., αi−1)
mingi naturaalarvu ni korral, i ∈ {1, 2, ..., r}. Seega α1 on mingi polu¨noomi
u¨le K juureks (na¨iteks polu¨noomi xn1−αn11 juureks), α2 on mingi polu¨noomi
u¨le K(α1) juureks jne kuni αr on mingi polu¨noomi u¨le K(α1, α2, ..., αr−1)
juureks. St, ko˜ik lihtlaiendid
K(α1) : K ,
K(α1)(α2) : K(α1) ,
. . . ,
K(α1, α2, . . . , αr−1)(αr) : K(α1, α2, . . . , αr−1)
on algebralised, misto˜ttu lause 2.1.39 po˜hjal on nende astmed lo˜plikud. Lause
2.1.10, ja¨relduse 2.1.37 ja eelo¨eldu po˜hjal seega
[L : K] = [K(α1, α2, . . . , αr−1)(αr) : K(α1, α2, . . . , αr−1)] · . . .
. . . · [K(α1)(α2) : K(α1)] · [K(α1) : K] <∞ .
Lause 3.3.5. Olgu L : K radikaalne laiend, L = K(α1, α2, ..., αm), kus ele-
mendid αj, j ∈ {1, 2, ...,m}, rahuldavad tingimust (3.65). Siis vo˜ime korpuse
L esitada kujul L = K(β1, β2, ..., βn), kus elemendid βi, i ∈ {1, 2, ..., n}, ra-
huldavad tingimust (3.65), kusjuures naturaalarvud ni on iga i ∈ {1, 2, ..., n}
korral algarvud.
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To˜estus. Olgu K1 = K(α1). Siis eelduse po˜hjal leidub naturaalarv n1 nii, et
αn1 ∈ K. Aritmeetika po˜hiteoreemi po˜hjal (vt [6], lk 7, teoreem 1.17) saab
iga naturaalarvu esitada teatavate algarvude korrutisena. Seega vo˜ime natu-
raalarvu n1 esitada kujul n1 = p1p2...pk, kus pi on algarvud, i ∈ {1, 2, ..., k}.
Valime nu¨u¨d β1 = α
p2p3...pk
1 , β2 = α
p3...pk
1 ,..., βk = α1 ning paneme ta¨hele, et
laiend K(α1) : K on selline, et K(α1) = K(β1, β2, ..., βk) ning
βpii ∈ K(β1, β2, . . . , βi−1) , i ∈ {1, 2, . . . , k} .
Lause 2.1.10 po˜hjal L = K(α1, α2, ..., αm) = K(α1)(α2)...(αm). Nu¨u¨d teosta-
me a¨sjakirjeldatud protseduuri iga laiendi
K(α1, α2, . . . , αr−1)(αr) : K(α1, α2, . . . , αr−1) , r ∈ {1, 2, . . . ,m} ,
jaoks eraldi, kuni saamegi, et
L = K(α1, α2, . . . , αm) = K(β1, β2, . . . , βn) ,
kus iga j ∈ {1, 2, . . . , n} korral leidub algarv pj nii, et
β
pj
j ∈ K(β1, β2, . . . , βj−1) .
Lause 3.3.6. Olgu L : K radikaalne laiend ning olgu M : K laiendi L : K
normaalsulundiks. Siis ka laiend M : K on radikaalne.
To˜estus. Eelduse po˜hjal L = K(α1, α2, ..., αr), kus α
ni
i ∈ K(α1, α2, ..., αi−1)
mingi naturaalarvu ni korral, i ∈ {1, 2, ..., r}. Olgu fi elemendi αi mini-
maalne polu¨noom u¨le korpuse K (i ∈ {1, 2, ..., r}). Paneme ta¨hele, et iga
i ∈ {1, 2, ..., r} korral polu¨noomi fi juur αi kuulub korpusesse M . Kuna
M on normaalkorpus, siis fi lahutub lineaartegurite korrutiseks u¨le M . Siis
aga ka polu¨noom g =
∏r
i=1 fi lahutub lineaartegurite korrutiseks u¨le M ,
misto˜ttu M sisaldab polu¨noomi g ko˜iki juuri ning lause 2.2.3 po˜hjal siis aga
ka g lahutuskorpust Σ. Kuna Σ sisaldab polu¨noomi g juuri α1, α2, ..., αr ning
korpust K, siis L ⊆ Σ. Teoreemi 2.2.12 po˜hjal on laiend Σ : K normaalne.
Nu¨u¨d normaalsulundi definitsiooni 3.2.19 po˜hjal M = Σ, st, M on polu¨noomi
g lahutuskorpus u¨le K.
Adjungeerime nu¨u¨d korpusele K ko˜igepealt polu¨noomi f1 ko˜ik juured β1j,
j ∈ {1, 2, ..., deg f1}. Saame korpuse K1 = K(β11, β12, ..., β1k1), kus
k1 = deg f1, ning mis sisaldab korpust K(α1). Seeja¨rel adjungeerime kor-
pusele K1 polu¨noomi f2 ko˜ik juured β2j, j ∈ {1, 2, ..., deg f2}. Saame korpuse
K2 = K1(β21, β22, ..., β2k2), kus k2 = deg f2, ning mis sisaldab korpust
K(α1, α2). Nii ja¨tkame, kuni lo˜puks adjungeerime korpusele Kr−1 polu¨noomi
fr ko˜ik juured βrj, j ∈ {1, 2, ..., deg fr}. Saame korpuse
Kr = Kr−1(βr1, βr2, ..., βrkr), kus kr = deg fr, ning mis sisaldab korpust
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K(α1, α2, ..., αr). Lausetest 2.2.3, 2.1.10 ning meie konstruktsioonist ja¨rel-
dub, et Kr = M .
Olgu βij polu¨noomi fi suvaline juur (i ∈ {1, 2, ..., r},
j ∈ {1, 2, ..., deg fi}). Ja¨relduse 2.1.29 po˜hjal leidub isomorfism
σ : K(αi) → K(βij) nii, et σ(αi) = βij ning σ(k) = k iga k ∈ K kor-
ral. Teoreemi 3.2.17 po˜hjal leidub selline K-automorfism γ : M → M , et
γ|K(αi) = σ (kuna M on polu¨noomi f lahutuskorpus, siis M : K on lo˜plik ja
normaalne, vt teoreem 2.2.12). Nu¨u¨d
βniij = (γ(αi))
ni = γ(αnii ) ∈ γ(K(α1, α2, . . . , αi−1)) .
To˜estuseks piisab seega na¨idata, et suvalise K-automorfismi τ : M →M ning
suvalise i ∈ {0, 1, 2, ..., r − 1} korral
τ(K(α1, α2, . . . , αi)) ⊆ Ki , (3.66)
kus K0 = K. Olgu seega τ : M → M suvaline K-automorfism. Sisalduvuse
(3.66) to˜estame matemaatilise induktsiooni meetodit kasutades.
Induktsiooni baas. Juhul i = 0 va¨ide kehtib, sest kuna τ on K-automor-
fism, siis τ(K) = K = K0.
Induktsiooni samm. Olgu k ∈ {1, 2, ..., r− 1} ning eeldame, et sisalduvus
(3.66) kehtib iga arvu i korral kui 0 ≤ i < k. Na¨itame, et sisalduvus (3.66)
kehtib siis ka juhul i = k.
Paneme ta¨hele, et K(α1, α2, ..., αk−1, αk) = K(α1, α2, ..., αk−1)(αk). Lause
2.1.38 po˜hjal on {1, αk, α2k, ..., αmk } vektorruumi K(α1, α2, ..., αk−1)(αk) u¨le
K(α1, α2, ..., αk−1) baas (siin m on teatav mittenegatiivne ta¨isarv). Kuna
τ on K-automorfism korpusel M , siis ta teisendab polu¨noomi fk juure αk
mingiks juureks βkj, kus j ∈ {1, 2, ..., deg fk} (va¨ite to˜estus kordab lause
3.1.13 to˜estust). Olgu nu¨u¨d x ∈ K(α1, α2, ..., αk) suvaline. Siis x esitub kujul
x = l0 + l1αk + l2α
2
k + . . .+ lmα
m
k ,
kus ls ∈ K(α1, α2, ..., αk−1), s ∈ {0, 1, 2, ...,m}. Nu¨u¨d aga
τ(x) = τ(l0) + τ(l1)βkj + τ(l2)β
2
kj + . . .+ τ(lm)β
m
kj ∈ Kk ,
sest induktsiooni eelduse to˜ttu τ(ls) ∈ Kk−1 ⊆ Kk iga s ∈ {0, 1, 2, ...,m}
korral ning korpuste Kk (k ∈ {1, 2, ..., r}) konstruktsiooni to˜ttu polu¨noomi
fk iga juur βkj ∈ Kk (j ∈ {1, 2, ..., deg fk}). Seega sisalduvus (3.66) to˜epoolest
kehtib.
3.3.2 Galois’ teoreem
Nagu juba mainitud, selleks, et mingi algebraline vo˜rrand oleks lahenduv
radikaalides, on tarvilik ja piisav, et vaadeldava vo˜rrandi Galois’ ru¨hm oleks
101
lahenduv. Selle va¨ite to˜estusele me siin alapunktis keskendumegi. To˜estame
eelnevalt paar abitulemust.
Lause 3.3.7. Olgu K korpus ning Σ polu¨noomi xp− 1 lahutuskorpus u¨le K,
kus p on algarv. Siis laiendi Σ : K Galois’ ru¨hm on Abeli ru¨hm.
To˜estus. Polu¨noomil xp−1 leidub algebra po˜hiteoreemi po˜hjal p juurt komp-
leksarvude hulgas. Nendeks juurteks on p-astme u¨hejuured e2piki/p,
k ∈ {0, 1, 2, ..., p − 1}, mis on seejuures paarikaupa erinevad (vt [5], lk 188)
ning moodustavad korrutamise suhtes tsu¨klilise ru¨hma (vt [5], lk 189, teo-
reem 6.8.2). Olgu ε selle ru¨hma mingi moodustaja. Paneme ta¨hele, et siis
Σ = K(ε).
Olgu α, β ∈ Γ(Σ : K) suvalised ning veendume, et αβ = βα. Selles veen-
dumiseks piisab lauset 2.1.38 ning asjaolu, et αβ on K-automorfism korpu-
sel Σ, silmas pidades, na¨idata, et (αβ)(ε) = (βα)(ε). Lause 3.1.13 po˜hjal
α(ε) = εi ning β(ε) = εj mingite i, j ∈ {1, 2, ..., p} korral. Nu¨u¨d leiame, et
(αβ)(ε) = α(β(ε)) = α(εj) = (α(ε))j = (εi)j = εij = (εj)i = (β(ε))i =
= β(εi) = β(α(ε)) = (βα)(ε) .
Saadud vo˜rdusest ja¨reldub eelo¨eldu po˜hjal, et αβ = βα ning laiendi Σ : K
Galois’ ru¨hm on seega Abeli ru¨hm.
Lause 3.3.8. Olgu K mingi selline korpus, u¨le mille polu¨noom xn−1 (n ∈ N)
lahutub lineaartegurite korrutiseks. Olgu Σ polu¨noomi xn − a lahutuskorpus
u¨le K. Siis laiendi Σ : K Galois’ ru¨hm on Abeli ru¨hm.
To˜estus. Polu¨noomi xn − 1 juured on parajasti ko˜ik n-astme u¨hejuured
e2piki/n, k ∈ {0, 1, 2, ..., n− 1}, mis on paarikaupa erinevad.
Olgu x1 polu¨noomi x
n−a mingi juur. Paneme ta¨hele, et suvalise n-astme
u¨hejuure ε korral on ka εx1 polu¨noomi x
n− a juureks. Eelo¨eldu to˜ttu leidub
ta¨pselt n erinevat n-astme u¨hejuurt. Seega, nende n-astme u¨hejuurte korru-
tised juurega x1 annavad meile kokku n erinevat polu¨noomi x
n − a juurt.
Algebra po˜hiteoreemi po˜hjal ei saa polu¨noomil xn − a rohkem juuri leiduda.
Kuna korpus K sisaldab lause eelduse po˜hjal polu¨noomi xn − 1 ko˜iki juuri,
siis eelo¨eldu ja lause 2.2.3 po˜hjal Σ = K(x1).
Olgu α, β ∈ Γ(Σ : K) suvalised ning veendume, et αβ = βα. Selles veen-
dumiseks piisab, kui na¨idata, et (αβ)(x1) = (βα)(x1) (vt eelmise lause to˜es-
tust). Nu¨u¨d, lause 3.1.13 ja eelo¨eldu po˜hjal,
α(x1) = εx1 , β(x1) = ηx1 ,
kus ε, η ∈ K on teatavad n-astme u¨hejuured. Nu¨u¨d
(αβ)(x1) = α(β(x1)) = α(ηx1) = α(η)α(x1) = ηεx1 = εηx1 =
= β(ε)β(x1) = β(εx1) = β(α(x1)) = (βα)(x1) .
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Seega αβ = βα ning laiendi Σ : K Galois’ ru¨hm on Abeli ru¨hm.
Lause 3.3.9. Kui korpuse laiend L : K on normaalne ja radikaalne, siis
ru¨hm Γ(L : K) on lahenduv.
To˜estus. Olgu L = K(α1, α2, ..., αn), kus α
nj
j ∈ K(α1, α2, ..., αj−1) mingi
naturaalarvu nj korral, j ∈ {1, 2, ..., n}. Lause 3.3.4 po˜hjal on laiend L : K
lo˜plik. Lause 3.3.5 po˜hjal vo˜ime eeldada, et naturaalarvud nj on algarvud iga
j ∈ {1, 2, ..., n} korral. Lause to˜estame matemaatilise induktsiooni meetodil
radikaalide arvu n ja¨rgi, n ∈ N.
Induktsiooni baas. Olgu n = 1. Siis L = K(α), kusjuures vo˜ime eeldada,
et α /∈ K ja αp ∈ K mingi algarvu p korral (juhul kui α ∈ K, siis u¨hest
elemendist koosnev ru¨hm Γ(K : K) on lahenduv). Olgu f elemendi α mi-
nimaalne polu¨noom u¨le K. Kuna laiend L : K on normaalne, siis f lahutub
lineaartegurite korrutiseks u¨le L. Kuna f on taandumatu u¨le K, siis ja¨relduse
2.2.6 po˜hjal on f juured paarikaupa erinevad. Kuna α /∈ K, siis on f aste
va¨hemalt 2. Olgu β polu¨noomi f mingi teine juur, β 6= α. Nu¨u¨d ja¨relduse
2.1.29 po˜hjal leidub selline isomorfism σ : K(α) → K(β), et σ(k) = k iga
k ∈ K korral ning, et σ(α) = β. Seega,
βp = (σ(α))p = σ(αp) = αp .
Kuna β /∈ K, siis β 6= 0. Olgu ε = α/β ∈ L. Paneme ta¨hele, et ε 6= 1,
ning εp = 1. Kuna p on algarv, siis elemendi ε ja¨rk ru¨hmas L on p (kui
k on elemendi ε ja¨rk, siis k | p (vt na¨iteks [6], lk 28, lemma 7.3)). Seega,
elemendid 1, ε, ε2, ..., εp−1 on paarikaupa erinevad, kujutades endast ko˜iki
p-astme u¨hejuuri korpuses L. Olgu M polu¨noomi xp − 1 lahutuskorpus u¨le
K, st, M = K(ε). Oleme saanud jada
K ⊆M ⊆M(α) = L . (3.67)
Paneme ta¨hele, et L = K(α) on polu¨noomi xp − αp lahutuskorpus u¨le M ,
sest M(α) sisaldab ko˜iki p-astme u¨hejuuri ning polu¨noomi xp−αp u¨ks juur-
test α ∈M(α) (vt lause 3.3.8 to˜estust). Nu¨u¨d, lause 3.3.8 po˜hjal on ru¨hm
Γ(M(α) : M) ehk ru¨hm Γ(L : M) Abeli ru¨hm ning seega lahenduv (vt na¨ide
1.2.6(1)).
Kuna M = K(ε) on polu¨noomi xp − 1 lahutuskorpus u¨le K, siis lau-
se 2.2.12 po˜hjal on laiend M : K normaalne. Galois’ teooria po˜hiteoreemi
viienda va¨ite po˜hjal kehtib seega (meenutame, et M∗ = Γ(L : M))
Γ(M : K) ∼= Γ(L : K)/Γ(L : M) . (3.68)
Lause 3.3.7 po˜hjal on Γ(M : K) Abeli ru¨hm ning seega lahenduv. Seega, iso-
morfismi (3.68) ja lause 1.2.7 po˜hjal on ka ru¨hm Γ(L : K)/Γ(L : M) lahen-
duv. Nu¨u¨d, kuna lisaks ka ru¨hm Γ(L : M) on lahenduv, siis teoreemi 1.2.13
po˜hjal on ru¨hm Γ(L : K) lahenduv.
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Induktsiooni samm. Olgu nu¨u¨d n > 1 mingi naturaalarv ning eeldame, et
va¨ide kehtib iga normaalse ja radikaalse korpuse laiendi L′ : K ′ korral, kus
L′ = K ′(β1, β2, ..., βm), β
pi
i ∈ K ′(β1, β2, ..., βi−1), pi on algarv, i ∈ {1, 2, ...,m}
ning m < n.
Kui α1 ∈ K, siis L = K(α2, ..., αn) ning meie va¨ide kehtib induktsiooni
eelduse to˜ttu. Vo˜ime seega eeldada, et α1 /∈ K.
To˜estuse algus u¨htib induktsiooni baasis na¨idatuga, misto˜ttu ei hakka se-
da kordama. Erinevused tulevad sisse alates vo˜rdusest (3.67). Seega, ja¨tkame
induktsiooni sammu to˜estust vo˜rdusest (3.67) – kasutades samu ta¨histusi.
Vo˜rdus (3.67) saab nu¨u¨d kuju
K ⊆M ⊆M(α1) ⊆ L .
Kuna xp − 1 lahutub lineaartegurite korrutiseks u¨le M ning αp1 ∈M , siis
lause 3.3.8 to˜estusele tuginedes on M(α1) polu¨noomi x
p − αp1 lahutuskorpus
u¨le M . Teoreemi 2.2.12 po˜hjal on laiend M(α1) : M seega normaalne. Galois’
teooria po˜hiteoreemi viienda va¨ite po˜hjal kehtib seega
Γ(M(α1) : M) ∼= Γ(L : M)/Γ(L : M(α1)) . (3.69)
Paneme ta¨hele, et kuna K ⊆M , siis lausele 2.1.10 tuginedes
L = M(α1)(α2, . . . , αn) .
Nu¨u¨d, kuna laiend L : K(α1) on radikaalne ning kuna K(α1) ⊆M(α1), siis
ei ole raske na¨ha, et ka laiend L : M(α1) on radikaalne. Kuna L : K on nor-
maalne, siis on seda ka laiend L : M(α1). Induktsiooni eelduse to˜ttu on ru¨hm
Γ(L : M(α1)) seega lahenduv. Lause 3.3.8 po˜hjal on Γ(M(α1) : M) aga Abeli
ru¨hm ning seega lahenduv. Nu¨u¨d isomorfismi (3.69), lause 1.2.7 ja teoreemi
1.2.13 po˜hjal on ru¨hm Γ(L : M) lahenduv.
Kuna M on polu¨noomi xp − 1 lahutuskorpus u¨le K, siis laiend M : K
on normaalne (vt teoreem 2.2.12). Galois’ teooria po˜hiteoreemi viienda va¨ite
po˜hjal kehtib seega
Γ(M : K) ∼= Γ(L : K)/Γ(L : M) .
Lause 3.3.7 po˜hjal on Γ(M : K) Abeli ru¨hm ning seega lahenduv. Kuna ka
ru¨hm Γ(L : M) on eespoolna¨idatu po˜hjal lahenduv, siis sama aruteluga nagu
mo˜ned read eespool saame, et Γ(L : K) on lahenduv ru¨hm ning lause on
to˜estatud.
Meenutame, et kui L : K on lo˜plik normaallaiend, siis teoreemi 3.2.32 esi-
mese va¨ite po˜hjal [L : K] = |Γ(L : K)|. Seda tulemust silmas pidades anname
ja¨rgmise definitsiooni.
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Definitsioon 3.3.10. Olgu L : K lo˜plik normaallaiend, mille aste on n.
Elemendi a ∈ L normiks nimetame suurust
N(a) = τ1(a)τ2(a) . . . τn(a) ,
kus τ1, τ2, ..., τn on laiendi L : K Galois’ ru¨hma ko˜ik elemendid.
Ja¨rgnev teoreem pa¨rineb David Hilberti 1893. aasta raportist algebraliste
arvude kohta ning kannab seeto˜ttu nime Hilberti Teoreem 90.
Teoreem 3.3.11 (Hilberti Teoreem 90). Olgu L : K lo˜plik normaallaiend,
mille Galois’ ru¨hm G on tsu¨kliline, moodustajaga τ . Siis elemendi a ∈ L
norm on 1 (N(a) = 1) siis ja ainult siis kui
a = b/τ(b) ,
mingi b ∈ L, b 6= 0, korral.
To˜estus. Piisavus. Kuna L : K on normaalne ja lo˜plik, siis teoreemi 3.2.32
esimese va¨ite po˜hjal on ka G lo˜plik. Olgu seega |G| = n. Kui a = b/τ(b),
b 6= 0, siis











sest τn on samasusteisendus korpusel L.
Tarvilikkus. Eeldame, et elemendi a ∈ L norm on 1, st, N(a) = 1. Paneme
ta¨hele, et kuna a norm on 1, siis a 6= 0. Olgu c ∈ L suvaline ning defineerime
d0 = ac ,
d1 = [aτ(a)]τ(c) ,
. . . ,
dn−1 = [aτ(a) . . . τn−1(a)]τn−1(c) .
(3.70)
Paneme seejuures ta¨hele, et
dn−1 = N(a)τn−1(c) = τn−1(c) (3.71)
ning
dj+1 = aτ(dj) , j ∈ {0, 1, . . . , n− 2} . (3.72)
Defineerime veel
b = d0 + d1 + . . .+ dn−1 .
Valime elemendi c selliselt, et b 6= 0. Oletame, et iga c valiku korral b = 0.
Siis, arvestades vo˜rduseid (3.70) ja (3.71), iga c ∈ L korral kehtib
λ0τ
0(c) + λ1τ(c) + . . .+ λn−1τn−1(c) = 0 ,
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kus λj = aτ(a)...τ
j(a) ∈ L, j ∈ {0, 1, ..., n− 1}. Seejuures
λn−1 = N(a) = 1 6= 0. Tulemus u¨tleb meile seda, et paarikaupa erinevad au-
tomorfismid τ j, j ∈ {0, 1, ..., n − 1} (mis on u¨htlasi ka monomorfismid kor-
pusest L korpusesse L), on lineaarselt so˜ltuvad (vt definitsioon 3.2.7). See on
aga vastuolus teoreemiga 3.2.8.
Seega, me saame valida elemendi c selliselt, et b 6= 0. Siis aga, arvestades
vo˜rduseid (3.72), vo˜rdust (3.71) ning lo˜puks veel vo˜rduste (3.70) esimest
vo˜rdust, saame, et
τ(b) = τ(d0) + τ(d1) + . . .+ τ(dn−1) =
= (1/a)(d1 + . . .+ dn−1) + τn(c) = (1/a)(d1 + . . .+ dn−1) + c =
= (1/a)(d0 + d1 + . . .+ dn−1) = b/a ,
misto˜ttu a = b/τ(b).
Teoreem 3.3.12. Olgu L : K normaalne laiend, mille aste on algarv p ning
mille Galois’ ru¨hm G on tsu¨kliline, moodustajaga τ . Sisaldagu lisaks korpus
K ko˜iki p-astme u¨hejuuri. Siis leidub element α ∈ L nii, et L = K(α) ning
αp ∈ K.
To˜estus. Kuna laiend L : K on normaalne ja lo˜plik, siis teoreemi 3.2.32 esi-
mese va¨ite po˜hjal |G| = [L : K] = p.
Ko˜ik p-astme u¨hejuured moodustavad kompleksarvude korrutamise suh-
tes tsu¨klilise ru¨hma (vt [5], lk 189, teoreem 6.8.2). Olgu ε selle ru¨hma moo-
dustaja. Paneme ta¨hele, et lause eelduse to˜ttu ε ∈ K, misto˜ttu elemendi ε
norm
N(ε) = τ(ε)τ 2(ε) . . . τ p(ε) = εp = 1 .
Teoreemi 3.3.11 po˜hjal siis
ε = α/τ(α) (3.73)
mingi α ∈ L, α 6= 0, korral. Na¨itame ja¨rgnevalt, et iga i ∈ {1, 2, ..., p} korral
τ i(α) = ε−iα . (3.74)
Kui i = 1, siis vo˜rdus τ(α) = ε−1α ja¨reldub vo˜rdusest (3.73). Eeldame nu¨u¨d,
et vo˜rdus (3.74) kehtib juhul kui i < k, k ∈ {2, 3, ..., p}, ning na¨itame, et
vo˜rdus (3.74) kehtib ka juhul i = k. Leiame, et
τ k(α) = τ(τ k−1(α)) = τ(ε−(k−1)α) = τ(ε−(k−1))τ(α) =
= ε−(k−1)ε−1α = ε−kα
ning vo˜rdus (3.74) kehtib seega iga i ∈ {1, 2, ..., p} korral.
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Vo˜rdusest (3.74) ja¨reldub juhul i = p, et τ(αp) = αp. Seega, element αp
ja¨a¨b invariantseks ko˜igi Galois’ ru¨hma elementide rakendamisel ning kuulub
seeto˜ttu korpussese G† = K∗†, mis u¨htib laiendi L : K normaalsuse ja lo˜plik-
kuse to˜ttu teoreemi 3.2.32 teise va¨ite po˜hjal korpusega K. St, αp ∈ K. Nu¨u¨d,
kuna korpus K sisaldab ko˜iki p-astme u¨hejuuri, siis lausest 2.2.3 ja¨reldub, et
K(α) on polu¨noomi xp − αp lahutuskorpus u¨le K (vt lause 3.3.8 to˜estust).
Teoreemi 2.2.12 po˜hjal on laiend K(α) : K seega normaalne.
Veendume nu¨u¨d, et τ i|K(α) ∈ Γ(K(α) : K), i ∈ {1, 2, ..., p}. Olgu
i ∈ {1, 2, ..., p} suvaline. Paneme ko˜igepealt ta¨hele, et lause 2.1.38 to˜ttu aval-
dub korpuse K(α) iga element lineaarkombinatsioonina elemendi α teatava-
test astmetest u¨le K. Et aga korpus K sisaldab ko˜iki p-astme u¨hejuuri, siis
vo˜rduse (3.74) to˜ttu (
τ i|K(α)
)
(K(α)) ⊆ K(α) . (3.75)
Nu¨u¨d, kuna τ i on K-automorfism korpusel L, siis τ i|K(α) on K-monomorfism
K(α)→ K(α). Lause 3.2.24 po˜hjal on τ i|K(α) tegelikult K-automorfism kor-
pusel K(α).





i ∈ {1, 2, ..., p}, paarikaupa erinevad, siis, arvestades ka teoreemi 3.2.32 esi-
mest va¨idet (laiendi K(α) : K normaalsus on meil juba po˜hjendatud),
[K(α) : K] = |Γ(K(α) : K)| ≥ p .
Kuna aga [L : K] = p, siis teoreemi 2.1.36 ja saadud vo˜rdust kasutades saa-
me, et [K(α) : K] = p ning [L : K(α)] = 1. See aga ta¨hendab seda, et
L = K(α).
Oleme nu¨u¨d valmis to˜estama vo˜rrandite radikaalides lahenduvuse kri-
teeriumit. So˜nastame selle ja¨rgneva teoreemina, mis kannab nime Galois’
teoreem.
Teoreem 3.3.13 (Galois’ teoreem). Olgu f(x) = 0 algebraline vo˜rrand u¨le
korpuse K. Vo˜rrand f(x) = 0 on lahenduv radikaalides siis ja ainult siis kui
selle vo˜rrandi Galois’ ru¨hm on lahenduv.
To˜estus. Ta¨histame ja¨rgnevas polu¨noomi f lahutuskorpust u¨le K ta¨hega Σ.
Paneme ta¨hele, et teoreemi 2.2.12 po˜hjal on laiend Σ : K lo˜plik ja normaal-
ne. See ta¨hendab seda, et me vo˜ime kasutada Galois’ teooria po˜hiteoreemi
(teoreemi 3.2.32) laiendi Σ : K jaoks.
Tarvilikkus. Eeldame, et vo˜rrand f(x) = 0 u¨le K ehk polu¨noom f u¨le K
on lahenduv radikaalides. Eelduse po˜hjal leidub selline korpus M , et Σ ⊆M
ning, et M : K on radikaalne laiend. Olgu N : K laiendi M : K normaalsu-
lundiks. Meil on nu¨u¨d alamkorpuste jada
K ⊆ Σ ⊆M ⊆ N .
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Kuna laiend M : K on radikaalne, siis lause 3.3.6 po˜hjal on N : K normaalne
ja radikaalne laiend ning seega ka lo˜plik (lause 3.3.4). Lause 3.3.9 po˜hjal on
ru¨hm Γ(N : K) lahenduv. Rakendame teoreemi 3.2.32, vo˜ttes laiendi L : K
rolli laiendi N : K. Kuna laiend Σ : K on normaalne, siis teoreemi 3.2.32
viienda va¨ite po˜hjal
Γ(Σ : K) ∼= Γ(N : K)/Γ(N : Σ) .
Teoreemi 1.2.12 ja lause 1.2.7 po˜hjal on nu¨u¨d vaadeldava vo˜rrandi Galois’
ru¨hm Γ(Σ : K) lahenduv.
Piisavus. Eeldame nu¨u¨d, et vo˜rrandi f(x) = 0 Galois’ ru¨hm G = Γ(Σ : K)
on lahenduv. See ta¨hendab seda, et ru¨hmal G leidub normaaljada, mille fak-
torid on Abeli ru¨hmad. Lausele 1.2.16 eelneva arutelu po˜hjal leheku¨ljel 12,
vo˜ime seega vaadelda ru¨hma G kompositsioonijada
G = G0 % G1 % . . . ⊃ Gn−1 % Gn = {1} , (3.76)
mille faktorid on Abeli ru¨hmad. Seejuures lause 1.2.16 po˜hjal on jada (3.76)
faktorid algarvulist ja¨rku tsu¨klilised ru¨hmad. Olgu seega algarv pi faktorru¨h-
ma Gi−1/Gi ja¨rk (i ∈ {1, 2, ..., n}). Lause 3.2.2 po˜hjal vastab alamru¨hmade
jadale (3.76) polu¨noomi f lahutuskorpuse Σ alamkorpuste jada
K = K0 ⊆ K1 ⊆ . . . ⊆ Kn−1 ⊆ Kn = Σ , (3.77)
kus Ki = G
†




† = K∗† = K). Kuna Gi  Gi−1, siis teoreemi 3.2.32 teise,
neljanda ja viienda va¨ite po˜hjal on laiendid Ki : Ki−1 normaalsed ning
Γ(Ki : Ki−1) ∼= K∗i−1/K∗i = Gi−1/Gi , (3.78)
i ∈ {1, 2, ..., n}. Lause 2.1.43 po˜hjal on vaadeldavad laiendid Ki : Ki−1
(i ∈ {1, 2, ..., n}) ka lo˜plikud. Kasutades Galois’ teooria po˜hiteoreemi nu¨u¨d
iga laiendi Ki : Ki−1 (i ∈ {1, 2, ..., n}) jaoks eraldi, saame selle teoreemi 1.
va¨ite po˜hjal, et
|Γ(Ki : Ki−1)| = [Ki : Ki−1] . (3.79)
Nu¨u¨d, vo˜rdustest (3.78) ja (3.79) saame, et
[Ki : Ki−1] = |Gi−1/Gi| = pi , i ∈ {1, 2, . . . , n} .
St, laiendite Ki : Ki−1 astmed on algarvud (i ∈ {1, 2, ..., n}). Olgu ja¨rgnevas
i ∈ {1, 2, ..., n} suvaline. Kuna laiend Ki : Ki−1 on lo˜plik, siis lause 2.1.44
po˜hjal leidub lo˜plik arv selliseid korpuse Ki elemente α1, α2, ..., αs, et
Ki = Ki−1(α1, α2, . . . , αs) .
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Nu¨u¨d lause 2.1.10 ja ja¨relduse 2.1.37 po˜hjal
[Ki : Ki−1] = [Ki−1(α1, α2, . . . , αs−1)(αs) : Ki−1(α1, α2, . . . , αs−1)]·
· [Ki−1(α1, α2, . . . , αs−2)(αs−1) : Ki−1(α1, α2, . . . , αs−2)] · . . .
. . . · [Ki−1(α1)(α2) : Ki−1(α1)] · [Ki−1(α1) : Ki−1] . (3.80)
Kuna laiendi Ki : Ki−1 aste on algarv, siis peavad vo˜rduse (3.80) paremal
pool olevas korrutises ko˜ik korrutatavad peale u¨he vo˜rduma u¨hega. See aga
ta¨hendab seda, et leidub element ξ ∈ Ki \Ki−1 nii, et Ki = Ki−1(ξ) (ξ = αj
mingi indeksi j ∈ {1, 2, ..., s} korral). Kuna i ∈ {1, 2, ..., n} oli suvaline,
siis sellega oleme na¨idanud, et ko˜ik laiendid Ki : Ki−1 on lihtlaiendid, mille
aste on algarv pi (i ∈ {1, 2, ..., n}). Adjungeerime nu¨u¨d igale korpusele Ki
(i ∈ {0, 1, 2, ..., n}) ko˜ik p1-, p2-, ..., pn-astme u¨hejuured. Seda tehes saame
korpuste jada
K ′ = K ′0 ⊆ K ′1 ⊆ . . . ⊆ K ′n−1 ⊆ K ′n , (3.81)
milles iga korpus K ′i sisaldab ko˜iki p1-, p2-, ..., pn-astme u¨hejuuri, kusjuures
Ki ⊆ K ′i (i ∈ {0, 1, 2, ..., n}).
Teoreemi piisavuse osa to˜estamiseks piisab nu¨u¨d na¨idata, et iga laiend
K ′i+1 : K
′
i (i ∈ {0, 1, 2, ..., n − 1}) on kas algarvulise astmega normaallaiend,
mille Galois’ ru¨hm Γ(K ′i+1 : K
′
i) on tsu¨kliline, vo˜i on laiend, mille aste on
1. Viimasel juhul K ′i+1 = K
′
i. Siis, “korrastades” vajadusel jada (3.81) nii,
et sisalduvused oleksid ranged, saame lisaks teoreemi 3.3.12 ja lauset 2.1.10
kasutades, et leidub selline alamkorpuste jada
K ′ = K ′0 ⊂ K ′0(θ1) ⊂ K ′0(θ1, θ2) ⊂ . . . ⊂ K ′0(θ1, θ2, . . . , θl) = K ′n , (3.82)
et iga i ∈ {1, 2, ..., l} korral leidub algarv qi nii, et
θqii ∈ K ′0(θ1, θ2, . . . , θi−1) .
See aga ta¨hendab definitsiooni 3.3.1 po˜hjal seda, et laiend K ′n : K
′ on radi-
kaalne. Kuna korpuse K ′ saime korpusest K adjungeerides viimasele teatud
lo˜pliku arvu u¨hejuuri, siis on ka laiend K ′ : K ning seega ka laiend K ′n : K
radikaalne. Kuna meie konstruktsiooni to˜ttu L ⊆ K ′n, siis definitsiooni 3.3.3
po˜hjal ja¨relduks siit, et vo˜rrand f(x) = 0 on lahenduv radikaalides.
Piirdume konkreetsuse mo˜ttes na¨itamisel, et laiend K ′1 : K
′
0 on kas algar-
vulise astmega normaallaiend, mille Galois’ ru¨hm Γ(K ′1 : K
′
0) on tsu¨kliline,
vo˜i on laiend, mille aste on 1. U¨leja¨a¨nud laiendite K ′i+1 : K
′
i,
i ∈ {1, 2, ..., n− 1}, korral on to˜estus analoogiline. Olgu ε1, ε2, ..., εn vas-
tavalt p1-, p2-, ..., pn-astme algjuured. Paneme ta¨hele, et siis
K ′0 = K0(ε1, ε2, . . . , εn) , K
′
1 = K1(ε1, ε2, . . . , εn) .
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Eelnevalt veendusime, et laiend K1 : K0 on lihtlaiend. Olgu seega ξ ∈ K1
selline, et K1 = K0(ξ). Siis lauset 2.1.10 kasutades saame, et
K ′1 = K0(ξ)(ε1, ε2, . . . , εn) = K0(ε1, ε2, . . . , εn)(ξ) = K
′
0(ξ) ,
millest na¨htub, et ka laiend K ′1 : K
′
0 on lihtlaiend. Eelnevalt veendusime, et
laiend K0(ξ) : K0 on lo˜plik ja normaalne. Lause 2.1.44 po˜hjal on ta seega ka
algebraline. Olgu m algebralise lihtlaiendi K0(ξ) : K0 ma¨a¨rav polu¨noom. Pa-
neme ta¨hele, et kuna polu¨noomi m juur ξ kuulub normaalkorpusesse K0(ξ),
siis m lahutub lineaartegurite korrutiseks u¨le K0(ξ) ning seega on korpus
K0(ξ) ka vaadeldava polu¨noomi lahutuskorpus u¨le K0 (vt lause 2.2.3). Polu¨-
noom m osutub u¨htlasi ka polu¨noomiks u¨le K ′0. Definitsiooni 2.1.14 po˜hjal on
seega ka laiend K ′0(ξ) : K
′
0 algebraline lihtlaiend ning lause 2.1.44 po˜hjal ka
lo˜plik. Olgu m′ laiendi K ′0(ξ) : K
′
0 ma¨a¨rav polu¨noom. Siis lause 2.1.20 po˜hjal
m′ | m. See aga ta¨hendab seda, et polu¨noomim′ juured on u¨htlasi ka polu¨noo-
mi m juurteks. Kuna aga korpus K0(ξ), olles polu¨noomi m lahutuskorpus,
sisaldab m ko˜iki juuri, siis sisalduvuse K0(ξ) = K1 ⊆ K ′1 = K ′0(ξ) to˜ttu
sisaldab korpus K ′0(ξ) ko˜iki polu¨noomi m
′ juuri ning on seeto˜ttu m′ lahutus-






Olgu H = Γ(K0(ξ) : K0) ja H
′ = Γ(K ′0(ξ) : K
′
0). Olgu α
′ ∈ H ′ suvaline




0(ξ) on polu¨noomi m
′ lahutuskorpus




0) on definitsiooni 3.1.12 po˜hjal polu¨noomi m
′ ja
vo˜rrandi m′(x) = 0 Galois’ ru¨hm. Lause 3.1.13 po˜hjal α′ teisendab polu¨noomi
m′ juure ξ tema mingiks teiseks juureks ξ′, mis kuulub seejuures eelpoolo¨eldu
po˜hjal korpusesse K0(ξ). Lause 3.2.18 po˜hjal leidub selline K0-automorfism
α korpusel K0(ξ), et α(ξ) = ξ
′. Seega, kuna α′ ja¨tab korpuse K0 elemendid
invariantseks, siis lauset 2.1.38 kasutades vo˜ime veenduda, et α = α′|K0(ξ).
Seega saame defineerida kujutuse Φ : H ′ → H vo˜rdusega
Φ(α′) = α′|K0(ξ) . (3.83)
Kui α′ = β′ (α′, β′ ∈ H ′), siis tingimuse K0(ξ) ⊆ K ′0(ξ) to˜ttu ka
α′|K0(ξ) = β′|K0(ξ). Seega on kujutus (3.83) korrektselt defineeritud. Veendu-
me, et Φ on monomorfism. Olgu α′, β′ ∈ H ′ suvalised. Siis
Φ(α′β′)(ξ) = (α′β′)|K0(ξ)(ξ) = (α′β′)(ξ) = α′(β′(ξ)) =
= α′|K0(ξ)(β′|K0(ξ)(ξ)) = Φ (α′)(Φ(β′)(ξ)) = [Φ(α′)Φ(β′)] (ξ) ,
sest β′(ξ) ∈ K0(ξ). Seega
Φ(α′β′)(ξ) = [Φ(α′)Φ(β′)] (ξ) ,
misto˜ttu ka
Φ(α′β′)(x) = [Φ(α′)Φ(β′)] (x)
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iga x ∈ K(ξ) korral, ehk
Φ(α′β′) = Φ(α′)Φ(β′)
ning Φ on seega ru¨hmade H ′ ja H homomorfism. Olgu α′, β′ ∈ H ′ sellised,
et α′ 6= β′. Siis α′(ξ) 6= β′(ξ), sest vastasel juhul peaks α′ = β′. Nu¨u¨d aga
ka α′|K0(ξ) 6= β′|K0(ξ) ehk Φ(α′) 6= Φ(β′) ning Φ on injektiivne. Sellega oleme
na¨idanud, et H = Im Φ on ru¨hma H alamru¨hm (vt [5], lk 66, lause 2.5.3),
kusjuures
H ∼= H ′ . (3.84)
Vo˜rduse (3.78) po˜hjal aga
H = Γ(K0(ξ) : K0) = Γ(K1 : K0) ∼= K∗0/K∗1 = G0/G1 . (3.85)
Kuna G0/G1 on lahenduva ru¨hma G kompositsioonijada (3.76) faktor, siis
lause 1.2.16 po˜hjal on G0/G1 algarvulist ja¨rku tsu¨kliline ru¨hm. Siis aga iso-
morfismi (3.85) to˜ttu on H algarvulist ja¨rku tsu¨kliline ru¨hm. Kuna lo˜pliku
ru¨hma alamru¨hma ja¨rk on ru¨hma ja¨rgu jagaja (vt [5], lk 164, teoreem 6.1.5),
siis on H alamru¨hma H ja¨rk kas 1 vo˜i u¨htib H ja¨rguga. St, H on kas u¨heele-
mendiline vo˜i u¨htib ru¨hmaga H. Paneme ta¨hele, et teoreemi 3.2.32 esimese
va¨ite (laiendi K ′1 : K
′
0 normaalsus ja lo˜plikkus on meil po˜hjendatud) ja iso-
morfismi (3.84) po˜hjal
[K ′1 : K
′
0] = |Γ(K ′1 : K ′0)| = |H ′| =
∣∣H∣∣ . (3.86)
Kui nu¨u¨d ru¨hma H ja¨rk on u¨ks, siis vo˜rduse (3.86) to˜ttu [K ′1 : K
′
0] = 1, st
K ′1 = K
′
0. Juhul kui H = H, siis isomorfismi (3.84) to˜ttu on ka ru¨hm H
′
tsu¨kliline. See ta¨hendab, laiendi K ′1 : K
′
0 Galois’ ru¨hm on tsu¨kliline ning
vo˜rduse (3.86) to˜ttu on laiendi K ′1 : K
′
0 aste algarv.
Sellega on teoreem to˜estatud.
3.3.3 Mittelahenduv viienda astme vo˜rrand
Teoreemi 3.3.13 rakendusena na¨itame nu¨u¨d lo˜puks, et viienda astme algeb-
raliste vo˜rrandite jaoks ei leidu u¨hist lahendivalemit radikaalides. Selleks
na¨itame, et leidub viienda astme vo˜rrand, mis ei ole lahenduv radikaalides.
Eelnevalt vajame ja¨rgnevat abitulemust.
Lause 3.3.14. Olgu p algarv ning f p-astme taandumatu polu¨noom u¨le kor-
puse Q. Kui vaadeldaval polu¨noomil on ta¨pselt kaks kompleksarvulist juurt,
siis selle polu¨noomi Galois’ ru¨hm on isomorfne substitutsioonide ru¨hmaga
Sp.
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To˜estus. Olgu Σ polu¨noomi f lahutuskorpus ning G = Γ(Σ : Q) polu¨noomi f
Galois’ ru¨hm. Ja¨relduse 2.2.6 po˜hjal on polu¨noomi f juured paarikaupa erine-
vad ning lause 3.1.14 po˜hjal on G isomorfne ru¨hma Sp teatava alamru¨hmaga.
Olgu Gˆ selleks alamru¨hmaks. Lause 2.2.3 po˜hjal tuleb polu¨noomi f lahutus-
korpuse saamiseks adjungeerida korpusele Q polu¨noomi f ko˜ik juured. Olgu
α polu¨noomi f mingi juur. Paneme ta¨hele, et f vo˜i tema mingi korpuse K
elemendi kordne on laiendi K(α) : K ma¨a¨rav polu¨noom. Lause 2.1.39 po˜hjal
seega [K(α) : K] = p. Nu¨u¨d ja¨reldust 2.1.37 kasutades, saame, et [Σ : K] ja-
gub algarvuga p. Teoreemi 2.2.12 po˜hjal on laiend Σ : K lo˜plik ja normaalne
ning seega teoreemi 3.2.32 esimese va¨ite po˜hjal ka ru¨hma G ja¨rk jagub alg-
arvuga p. Cauchy teoreemi (teoreem 1.3.9) po˜hjal leidub ru¨hmas G element,
mille ja¨rk on p. Siis aga isomorfismi G ∼= Gˆ to˜ttu leidub ru¨hmas Gˆ element,
mille ja¨rk on p (va¨ide ja¨reldub lausest 1.3.6). Ja¨relduse 1.1.10 po˜hjal saab
selleks elemendiks olla vaid mingi p-tsu¨kkel, st, ru¨hmas Gˆ leidub p-tsu¨kkel s.
Vaatame kujutust φ : C→ C, mis on defineeritud vo˜rdusega
φ(x+ yi) = x− yi ,
kus x + yi ∈ C. Na¨ites 3.1.11(1) veendusime, et φ on R-automorfism kor-
pusel C. Polu¨noomi f komplekssed juured on teineteise kaaskompleksarvud
(vt[5], lk 235, lemma 7.4.7). Seega, kujutus γ = φ|Σ ja¨tab polu¨noomi f ko˜ik
p− 2 reaalset juurt paigale, kuid kujutab polu¨noomi f u¨he kompleksse juu-
re tema kaaskompleksarvuks, mis eelo¨eldu po˜hjal on samuti selle polu¨noomi
f juur. Seega, γ on Q-monomorfism Σ→ Σ. Lausest 3.2.24 ja¨reldub nu¨u¨d
aga, et γ ∈ G. Arutlusest ja¨reldame, et ru¨hmas Gˆ leidub 2-tsu¨kkel ehk trans-
positsioon (vt lause 3.1.14 to˜estust ja sellele lausele ja¨rgnevat kommentaari
leheku¨ljel 69).
U¨ldisust kitsendamata vo˜ime eeldada, et ru¨hm Gˆ sisaldab transpositsioo-
ni (12) (vo˜ime polu¨noomi f juured alati u¨mber nummerdada). Lause 1.1.9
to˜estuse po˜hjal leidub selline arv k, 0 < k < p, et p-tsu¨kkel sk teisendab ele-
mendi 1 elemendiks 2. Vajadusel polu¨noomi f juuri uuesti u¨mber nummer-
dades vo˜ime seega eeldada, et Gˆ sisaldab lisaks transpositsioonile t = (12)
ka p-tsu¨klit c = (12...p). Lause to˜estuseks na¨itame nu¨u¨d, et Gˆ = Sp. Paneme
ta¨hele, et
ctc−1 = (12 . . . p)(12)(p . . . 21) = (23) ∈ Gˆ .
Nu¨u¨d ka
(12 . . . p)(23)(p . . . 21) = (34) ∈ Gˆ .
Nii ja¨tkates saame, et Gˆ sisaldab ko˜ik transpositsioonid kujul (m,m+1), kus
m ∈ {1, 2, ..., p− 1}. Edasi saame, et
(12)(23)(12) = (13) ∈ Gˆ , (13)(34)(13) = (14) ∈ Gˆ .
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Analoogiliselt ja¨tkates saame, et Gˆ sisaldab ko˜ik transpositisoonid kujul
(1m), kus m ∈ {2, 3, ..., p}. Lo˜puks, Gˆ sisaldab ko˜ik transpositsioonid
(1m)(1r)(1m) = (mr) ,
kus m 6= r, m, r ∈ {2, 3, ..., p}, ning seega sisaldab Gˆ ru¨hma Sp ko˜iki trans-
positsioone. Teoreemi 1.1.17 po˜hjal on aga ru¨hma Sp iga element esitatav
transpositsioonide korrutisena. Seega Gˆ = Sp.
Teoreem 3.3.15. Algebraline vo˜rrand x5 − 6x+ 3 = 0 ei ole lahenduv radi-
kaalides.
To˜estus. Ta¨histame f = x5−6x+3. Eisensteini kriteeriumi kasutades vo˜ime
veenduda, et polu¨noom f on taandumatu u¨le korpuse Q. Veendume, et vaa-
deldaval polu¨noomil leidub ta¨pselt 3 reaalarvulist juurt. Sellisel juhul on
polu¨noomi f u¨leja¨a¨nud 2 juurt kompleksarvulised ning kuna f aste 5 on
algarv, siis lause 3.3.14 po˜hjal on vaadeldava polu¨noomi Galois’ ru¨hm ning
seega ka vo˜rrandi f(x) = 0 Galois’ ru¨hm isomorfne ru¨hmaga S5. Ja¨relduse
1.2.19 po˜hjal ei ole aga ru¨hm S5 lahenduv ning seega lause 1.2.7 po˜hjal ei
ole ka vo˜rrandi f(x) = 0 Galois’ ru¨hm lahenduv (kui ta oleks lahenduv, siis
peaks ka S5 olema lahenduv lause 1.2.7 po˜hjal). Teoreemi 3.3.13 po˜hjal ei ole
vaadeldav vo˜rrand seega lahenduv radikaalides.
Vaatame nu¨u¨d polu¨noomi f kui funktsiooni f = f(x), mille ma¨a¨ramispiir-
konnaks on R. Funktsiooni f(x) nullkohad on polu¨noomi f reaalseteks juur-
teks. Paneme ta¨hele, et f(−2) = −17, f(−1) = 8, f(1) = −2 ja f(2) = 23.
Funktsioon f(x) on pidev oma ma¨a¨ramispiirkonnas ning seega pidev ka lo˜iku-
des [−2;−1], [−1; 1] ja [1; 2], kusjuures tema va¨a¨rtused vaadeldavate lo˜iku-
de otspunktides on erinevate ma¨rkidega. See aga ta¨hendab seda, et igau¨hes
nendes vaadeldavates lo˜ikudes leidub va¨hemalt u¨ks funktsiooni f(x) null-
koht (vt [3], lk 132, lemma 2). Seega, funktsiooni f(x) nullkohtade arv on
va¨hemalt 3. Funktsioon f(x) on diferentseeruv oma ma¨a¨ramispiirkonnas.
Leiame, et f ′(x) = 5x4 − 6 ning tuletise f ′(x) nullkohad on 4√6/5 ≈ 1.05 ja
− 4√6/5 ≈ −1.05. Seega, paneme ta¨hele, et
f ′(x) > 0
kui x ∈ (−∞;− 4√6/5) ∪ ( 4√6/5 ;∞) ning
f ′(x) < 0
kui x ∈ (− 4√6/5 ; 4√6/5). Tulemus u¨tleb meile seda, et funktsioon f(x) on
rangelt kasvav vahemikes (−∞;− 4√6/5) ja ( 4√6/5 ;∞) ning rangelt kahanev
vahemikus (− 4√6/5 ; 4√6/5) (vt [3], lk 248, lemma 2) ning seeto˜ttu saab sel
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funktsioonil igas vahemikus (−∞;− 4√6/5), (− 4√6/5 ; 4√6/5) ja ( 4√6/5 ;∞)
olla u¨limalt 1 nullkoht. Kuna aga f(− 4√6/5) ≈ 8 6= 0 ja f( 4√6/5) ≈ −2 6= 0,
siis funktsioonil f(x) saab olla u¨limalt 3 nullkohta. Kuid, nagu veendusi-
me, leidub sel funktsioonil va¨hemalt kolm nullkohta ning seega on funkt-
siooni f(x) nullkohtade arv kolm ning u¨htlasi on ka polu¨noomi f erinevate
reaalarvuliste juurte arv 3. Ja¨relduse 2.2.6 po˜hjal on aga polu¨noomi f juu-
red paarikaupa erinevad ning seega peavad tema u¨leja¨a¨nud kaks juurt olema
kompleksarvulised.
Joonis 3.3: Kolme reaalarvulise juurega polu¨noom f = x5 − 6x+ 3.
3.4 U¨lesanded
30. Leida ko˜ik monomorfismid korpusest Q korpusesse C.
31. Leida ja¨rgnevate laiendite Galois’ ru¨hmad.
a. Q(α) : Q, kus α = 5
√
3 ∈ R.







3) : Q. (Na¨puna¨ide: Kasutada u¨lesannet 12.)
32. Leida eelmise u¨lesande laiendite normaalsulundid.
33. Na¨idata, et lause 3.2.23 va¨ide ei kehti kui laiend N : K ei ole normaalne,
kuid kehtib iga laiendi N : L korral, mille puhul N : K on normaalne.
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34. Olgu L : K lo˜plik normaallaiend, mille Galois’ ru¨hm olgu G. Definee-
rime ja¨lje T : L→ L ja¨rgnevalt:
T (a) = τ1(a) + τ2(a) + . . .+ τn(a) ,
kus a ∈ L ning paarikaupa erinevad automorfismid τ1, τ2, ..., τn kuju-
tavad Galois’ ru¨hma ko˜iki elemente. Na¨idata, et T (L) = K.
35. To¨o¨tada alapunkti 3.2.4 eeskujul la¨bi teoreem 3.2.32, valides polu¨noo-
miks f polu¨noomi x4 − 3x2 + 4 u¨le Q.
36. Olgu K korpus ning olgu α, β ∈ C sellised, et α2, β2 ∈ K, kuid
α, β, αβ /∈ K. Na¨idata, et Γ(K(α, β) : K) ∼= Z2 × Z2.
37. Konstrueerida radikaalne laiend L : Q selliselt, et korpus L sisaldaks
elementi
(√
11− 7√23) / 4√5.
38. Olgu p taandumatu polu¨noom u¨le korpuse K ning esitugu p mingi juur
korpuse K elementide kaudu radikaalides. To˜estada, et siis p iga juur
on esitatav korpuse K elementide kaudu radikaalides.
39. Na¨idata, et vo˜rrand x5 − 4x2 + 2 = 0 ei ole lahenduv radikaalides.
40. Ma¨rkida ja¨rgnevad kas “to˜ene” (T) vo˜i “va¨a¨r” (V).
a. Erinevad automorfismid korpusel L on lineaarselt so˜ltumatud u¨le
L.
b. Lineaarselt so˜ltumatud automorfismid korpusel L on erinevad.
c. Igal lo˜plikul korpuse laiendil leidub normaalsulund.
d. Kui laiendi Galois’ ru¨hma ja¨rk on 1, siis see laiend on normaalne.
e. Lo˜pliku normaallaiendi Galois’ ru¨hm on lo˜plik.
f. Galois’ vastavus ei tarvitse olla bijektiivne korpuse laiendi korral,
mis ei ole normaalne.
g. Normaallaiendi Galois’ ru¨hm on tsu¨kliline.
h. Kui laiend L : K on normaalne ning M on vahekorpus, siis laien-
di L : M Galois’ ru¨hm M∗ on laiendi L : K Galois’ ru¨hma K∗
normaalne alamru¨hm.
i. Iga lo˜plik laiend on radikaalne.
j. Iga taanduv viienda astme vo˜rrand on lahenduv radikaalides.
k. Seitsmenda astme polu¨noomi u¨leQ, mis on taandumatu ning mille
juurtest ta¨pselt kaks on komplekssed, Galois’ ru¨hm on isomorfne
ru¨hmaga S7.
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In the thesis we studied the problem of solving the algebraic equations
by radicals – a problem which has interested mathematicians for centuries.
In particular we studied the group theory and the field theory which helped
us to research into the matter of solving the algebraic equations by radicals.
We then learned about Lagrange’s idea of solving the equations of lower
degree which served as a starting point for developing Galois theory. Using
the latter, we were finally able to provide a criterion for solving the equations
by radicals. By using that criterion we showed that not all equations of fifth
degree can be solved by radicals. It became evident that in order to prove
the fact a lot of work had to be done. Nevertheless, the original ideas from
Lagrange and Galois are worth investigating. We just have to agree with the
words of Professor Gunnar Kangro (see [1], page 154):
The research made by Galois presents one of the deepest and most
fruitful theories, ever done by the spirit of man.
Galois theory has been investigated further nowadays and there is an abst-
ract theory for solving the equations by radicals. Current studying material
is a good starting point for anyone who is interested in this theory.
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U¨lesannete vastused
1. {e, (123), (132)}.
2. (1457)(263).
3. {e, (123), (132)}, {e, (124), (142)}, {e, (134), (143)}, {e, (234), (243)}.
7. Kaaselementide klassid: {e}, {(12), (13), (23)}, {(123), (132)}. Valitud
elementide tsentralisaatorid: C(e) = {e}, C((12)) = {e, (12)},
C((123)) = {e, (123), (132)}.
10. a. T, b. T, c. V, d. V, e. V.
13. a. Q , b. Q , c. Q(i) = {p+ qi | p, q ∈ Q} ,
d. {p+ q√5 + ri+ s√5i | p, q, r, s ∈ Q} ,
e. {p+ q√2 + r√3 + s√6 | p, q, r, s ∈ Q} , f. R , g. C .









15. a. x2 + 1 , b. x2 − x− 1/4 , c. x2 + x+ 3/4 .
17. c.
19. Siis, kui vaadeldav element korpusest L on nullist erinev.














ning mo˜o˜de on 4.
26. Ei, na¨iteks juhul kui K = Q, m = x3 − 2 ning α = 3√2 ∈ R.
28. a., d.
29. a. T, b. T, c. V, d. V, e. T, f. V, g. V, h. T, i. T, j. T, k. V, l. V
(na¨iteks juhul kui L = Q(α), kus α = 4
√
2 ∈ R, M = Q(√2), K = Q),
m. V (vt u¨lesanne 23).
30. Leidub ainult u¨ks.
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31. a. Z1 (isomorfismi ta¨psuseni), b. Z1, c. Z2 × Z2.










7i)/2, [Σ : Q] = 4, Γ(Σ : Q) ∼= V (Kleini









37. L = Q(α, β, γ), kus α =
√
11, β = 7
√
23, γ = 4
√
5.
40. a. T, b. T, c. T, d. V, e. T, f. T, g. V, h. V, i. V, j. T, k. T.
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