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Twitter 1 e` oggi uno dei servizi di social networking piu` utilizzati. Milioni di
utenti di tutte le categorie sociali lo usano quotidianamente come sistema di
comunicazione e condivisione delle piu` disparate informazioni: dagli articoli
giornalistici, a foto e opinioni.
Su Twitter e sulle reti sociali piu` in generale, e` possibile condurre analisi di
vario tipo. Su Twitter, ad esempio, sono state condotte analisi per monitorare
i livelli di attivita` della malattia e preoccupazione dell’opinione pubblica negli
Stati Uniti durante l’Influenza A H1N1 [SSP11] o anche per predire il mercato
azionario [BMZ11]. Per fare un altro esempio, su Facebook, un altro social
network, e` stata condotta un’analisi sul grado di separazione tra utenti del
grafo [BBR+12].
Questo progetto di tesi, basato anch’esso sull’analisi dei dati di Twitter,
si compone di due sottoparti. La prima ha portato alla realizzazione di
un “sistema di ricerca per i Personaggi Famosi (Celebrities2)” presenti su
1http://twitter.com
2sono attori, attrici, registi, ecc. presenti su Internet Movie Database (IMDb)
(http://www.imdb.com)
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Twitter. Con la seconda si e` invece cercato di verificare se fosse possibile
estrarre una previsione di voto per le Primarie del Centro-Sinistra in Italia.
I due sotto progetti condividono una parte fondamentale, che verra` ana-
lizzata separatamente: il sistema di recupero dei dati (Crawler), realizzato in
modo sufficientemente generico da poter essere utilizzato in entrambi i casi.
1.1 Twitter e il suo funzionamento
Twitter (fig. 1.1) e` un servizio di microblogging3 e social networking4, e si
definisce cos`ı:
The fastest, simplest way to stay close to everything you care
about5
tradotto:
Il modo piu` veloce e semplice per restare aggiornato su tutto
cio` che ti interessa
Per microblogging si intende quella modalita` di comunicazione che consen-
te agli utenti di pubblicare messaggi molto brevi; nella fattispecie di Twitter i
messaggi, chiamati Tweet, non possono superare i 140 caratteri. Pubblicando
Tweet si possono condividere con gli altri utenti del servizio i propri pensieri,
opinioni personali, foto o collegamenti ad altri contenuti interessanti trovati
sulla rete.
Twitter e` un social network perche´ gli utenti possono “seguire” altri utenti
o “essere seguiti”. A differenza di altri sistemi, come ad esempio Facebook 6,
Twitter non richiede la reciprocita` dei collegamenti: un utente puo` dunque
seguire qualcuno pur se quest’ultimo non lo segue a sua volta.
Seguire un utente significa ricevere tutti i messaggi che esso pubblica.







Twitter e il suo funzionamento
(a) Il logo di
twitter
(b) La homepage di Twitter
Figura 1.1: Twitter
Nel tempo Twitter si e` evoluto, aggiungendo funzionalita` che permettono
di menzionare un utente in un Tweet e di rispondere (o commentare) al Tweet
di un altro utente. Cio` ha permesso lo sviluppo di vere e proprie conversazio-
ni: il sistema e` cos`ı passato da un modello di comunicazione completamente
unidirezionale, in cui qualcuno scrive e qualcun altro legge, ad uno in cui c’e`
piu` interazione e scambio di idee, informazioni e sensazioni tra gli utenti.
Questo nuovo modo di interagire e` stato usato all’inizio cautamente e
poi, lentamente, ha cominciato a diffondersi sempre di piu` tra aziende, onlus,
politici, celebrities e varie altre categorie di utenti. E’ stato adottato come
nuovo canale di comunicazione diretta con i propri clienti o fans. Ha portato,
di conseguenza, alla creazione di profili “ufficiali” per un sempre maggior
numero di aziende, attori, politici, sportivi, ecc.
Ci sono aziende, come ad esempio @tre it7 (fig. 1.2 e 1.3) (la “@” e` il
carattere standard da usare come prefisso quando si vuole indicare un nome
utente), che utilizzano Twitter per fornire supporto ai propri utenti come se
si trattasse di un call center.
Anche i politici usano Twitter. Barack Obama (@BarackObama8) (fig. 1.4
e 1.5) ha usato la comunicazione su Internet, ed in special modo Twitter, nelle
sue due vincenti campagne elettorali del 2008 e 2012 in modo molto efficace,
stabilendo un record nella raccolta dei fondi. Non e` raro che sia lo stesso
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Figura 1.2: Profilo @tre it
Figura 1.3: Timeline @tre it
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Tweet cos`ı da rendere partecipe l’elettore dell’opinione del politico riguardo
ad un determinato argomento.
Figura 1.4: Profilo @BarackObama
Figura 1.5: Timeline @BarackObama
Per tutti questi personaggi famosi come attori o presentatori tv ma an-
che per i profili ufficiali di aziende pubbliche e private e` presumibile che la
scelta di utilizzare Twitter sia dettata anche dall’esigenza di accrescere la
propria popolarita`. Succede non di rado che i personaggi famosi (ad es.
@ladygaga9 fig. 1.6 e 1.7) comunichino la propria partecipazione a qualche
programma televisivo o l’uscita di una nuova puntata del Telefilm di cui sono
protagonisti in quel momento. Oltre a questi scopi Twitter puo` essere utiliz-
zato per condividere ad esempio foto personali e private, accrescendo la loro
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Figura 1.6: Profilo @ladygaga
Figura 1.7: Timeline @ladygaga
1.2 Un crawler per Twitter
I Following e i Followers definiscono un grafo e quindi alla base di ogni analisi
c’e` la necessita di recuperare la porzione di grafo che deve essere studiata.
Recuperare i dati e` una operazione all’apparenza piuttosto semplice, in quan-
to Twitter mette a disposizione delle API 10 che possono essere utilizzate per
collegarsi al loro sistema e ottenere i dati.
I problemi si evidenziano quando bisogna scaricare molti dati. Le API
hanno delle limitazioni poiche´ non sono ideate per permettere ad altri di
ottenere tutti i dati disponibili ma semplicemente per realizzare applicazioni
che possano replicare le operazioni che un utente puo` fare sulla pagina web di
Twitter, come, ad esempio, visualizzare i Tweet degli utenti che si seguono,
visualizzare l’insieme dei Followers o Following, ecc. Per le analisi, invece, e`
necessario un quantitativo di dati maggiore, come ad esempio una porzione
10https://dev.twitter.com/docs/api/1
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del grafo di Twitter che contenga gli utenti, le loro informazioni del profilo e
i loro Followers o Following. In nessuno dei due progetti sono stati scaricati
i Tweet degli utenti, in quanto le analisi si sono basate esclusivamente sulla
topologia del grafo.
Per scaricare i dati necessari alle analisi e` stato realizzato un sistema
parallelo che cerca di aggirare le limitazioni dell’API di Twitter. Sono stati
utilizzati diversi nomi utente cos`ı da poter accedere alle risorse in parallelo. Si
e` quindi progettato e realizzato un sistema che cerca di essere il piu` efficiente
possibile, limitando al minimo il numero di richieste da effettuare e le risorse
utilizzate.
Infatti, fare il crawling di una porzione di grafo di dimensione significa-
tiva e` un problema tecnico non banale che coinvolge problemi algoritmici,
di software engineering e di calcolo distribuito. Nel caso di questa tesi si
hanno circa 41.5 milioni di utenti e 119 milioni di collegamenti, ed e` facile
immaginare come un grafo di tali dimensioni richieda l’uso di molte risorse
se non gestito in modo appropriato.
Piu` precisamente il crawling del grafo per l’attivita` sulle Celebrities ha
raggiunto all’ultima esecuzione 41.428.306 utenti, recuperati visitandone solo
65.926, e un numero di collegamenti pari a 119.165.225. Il programma e` stato
fatto girare su una macchina virtuale poiche´ non richiede un utilizzo intensivo
della CPU, ma ha bisogno di un quantitativo di RAM ragionevole: nell’ultima
esecuzione si e` raggiunto un picco di utilizzo di memoria pari a 2GB con una
media di 1.3GB. Di tutti gli utenti raggiunti vengono scaricati i profili che
sono salvati su disco insieme alla rappresentazione del grafo; lo spazio disco
totale occupato raggiunge i 91GB. L’ultima esecuzione del crawler e` durata
quasi 5 giorni. Il progetto sulle Elezioni e` invece ovviamente molto meno
impegnativo da gestire sotto il profilo delle risorse, con un grafo composto
da 452 mila utenti di cui solo 5 visitati (i candidati) e 620 mila collegamenti.
1.3 Identificare gli utenti celebri
Un elemento di criticita` riscontrato comunemente nei social network con mi-
lioni di utenti iscritti (attualmente Twitter ha 200 milioni di utenti attivi ogni
9
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mese11 (fig. 1.8) e molti di piu` iscritti), e` la difficolta` di verificare l’identita`
degli utenti. La procedura di iscrizione non garantisce l’autenticita` dell’i-
dentita` dichiarata. Sicuramente una delle categorie piu` sensibili al problema
delle false identita` sul web e` quella dei personaggi molto conosciuti.
Figura 1.8: Numero di utenti attivi al mese dichiarato da Twitter
Cercando un nome si possono ottenere risultati comprendenti utenti omo-
nimi o anche profili in cui un utente impersona abusivamente qualcun altro.
Per fare un esempio le figure 1.9 e 1.10 mostrano due profili che sono apparen-
temente entrambi appartenenti al Senatore Mario Monti. In realta` soltanto
uno e` autentico (figura 1.9) mentre l’altro (figura 1.10) e` abusivo. Quando si
conosce direttamente la persona cercata, esistono sicuramente modi per con-
fermarne l’identita`. Quando invece si tratta di personaggi famosi e quindi di
persone con cui non si ha un contatto diretto, questi metodi alternativi pos-
sono non esistere o essere di complicata attuazione. Ad esempio si potrebbe
cercare se il personaggio famoso ha un sito web ufficiale e se nel sito ci sia
un collegamento al suo profilo Twitter: un metodo sicuramente laborioso che
non produce comunque risultati certi.
L’obiettivo di questa parte di tesi sara` quello di costruire un sistema di
ricerca per le Celebrities presenti su Twitter; l’approccio tipico per identifica-
re una Celebrity consiste nel cercarne il nome, ottenendo come risultato una
lista di profili ordinati in modo che tra i primi ci siano quelli piu` “rilevanti”,
11https://twitter.com/twitter/status/281051652235087872
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Figura 1.9: Profilo autentico del Senatore Mario Monti
Figura 1.10: Profilo abusivo del Senatore Mario Monti
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e che proprio il primo risultato abbia la massima probabilita` di essere quello
realmente appartenente al personaggio famoso cercato.
Per ovviare al problema dei profili falsi e anche degli omonimi, Twitter ha
introdotto un attributo nel profilo: “Verified” che e` graficamente riconoscibile
come un simbolo di fianco al nome (fig. 1.11). L’attributo indica che Twitter
ha verificato il profilo e che quindi ne certifica la corrispondenza tra esso e
la persona dichiarata. Questo fa s`ı che Twitter sia “garante” dell’autenticita`
del profilo. Twitter non dichiara come il processo di accertamento venga
svolto, ma il meccanismo non e` automatico, e in generale, non immediato12.
Figura 1.11: Actress Kaley Cuoco (@KaleyCuoco) simbolo “Verified” di
fianco al nome
Il sistema di ricerca Twitter offre dunque risultati estremamente affidabili
quando il personaggio cercato ha un profilo verificato, ma al contempo si
astiene dal fare un ranking sull’affidabilita` del profilo quando i personaggi
non sono verificati. Il sistema realizzato cerca di inferire l’autenticita` di
una Celebrity in base alla sua collocazione topologica nel grafo e ai link
che la collegano alle altre Celebrities verificate o inferite. Se nel sistema
realizzato si cerca il profilo di una Celebrity gia` verificata o da verificare,
i primi risultati saranno quelli con la probabilita` piu` alta di appartenere
realmente ai personaggi famosi. In caso di omonimia tra due personaggi
famosi con corrispondenti profili reali, il primo dei due sara` probabilmente il
piu` “famoso”.
Quando si e` cominciato il progetto, piu` di un anno fa, Twitter aveva un
sistema di ricerca non particolarmente preciso nell’ordinamento dei risultati.
Il sistema realizzato in questa tesi e` sicuramente migliore fornendo risulta-
ti con un ranking ben piu` affidabile. Con il passare del tempo Twitter ha
migliorato sensibilmente il proprio sistema di ricerca, facendo soprattutto af-
fidamento sull’enorme diffusione che ha avuto nel mondo e potendosi basare
12http://support.twitter.com/articles/121835-cosa-sono-gli-utenti-verificati
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su una sempre maggiore quantita` di dati (verificati) per raffinare i risultati.
Ora il sistema sviluppato in questa tesi e quello offerto da Twitter si equival-
gono utilizzando molto probabilmente approcci diversi. Ancora oggi tuttavia
ci sono casi in cui il sistema realizzato fornisce risultati migliori di quelli di
Twitter. Ad esempio cercando l’attrice Mia Kirshner 13 si puo` vedere come
l’ordinamento tra il sistema realizzato (fig. 1.12) e Twitter (fig. 1.13) sia diffe-
rente, con Twitter che mostra in prima posizione un account abusivo, mentre
nel sistema realizzato e` l’account reale a collocarsi in cima ai risultati.
Figura 1.12: Risultati per Mia Kirshner sul sistema realizzato
Figura 1.13: Risultati per Mia Kirshner su Twitter
Col passare del tempo si e` notato che molti utenti che il sistema ritornava
al primo posto gia` un anno fa, sono poi in seguito diventati verificati da
13http://www.imdb.com/name/nm0000477/
13
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Twitter. Il sistema inoltre fornisce la possibilita` di cercare, utilizzando il
titolo, un film o una serie televisiva e restituisce come risultato tutti i profili
di Celebrities che hanno partecipato alla realizzazione.
1.4 Prevedere le intenzioni di voto
In questo progetto e` stato seguito un trend oramai molto diffuso di fare
analisi sulla relazione che c’e` tra eventi politici e Twitter [MSB13]. In questo
progetto pero` non viene usata alcuna classificazione e analisi testuale dei
Tweet ma ci si basa solo sulla topologia del grafo.
Questa parte del progetto si e` occupata di verificare se fosse possibile
estrarre una previsione di voto per le primarie del Centro-Sinistra in Italia
attraverso lo studio del grafo degli utenti di Twitter. Si voleva verificare se,
assegnando agli utenti una preferenza elettorale, la distribuzione di questi
rispetto ai candidati corrispondesse al risultato elettorale definitivo. L’asse-
gnazione dell’utente ad uno o piu` candidati e` stata determinata in base ad
assunzioni che saranno illustrate in seguito.
Gli utenti presi in considerazione erano tutti quelli appartenenti agli in-
siemi dei Followers di tutti i candidati alle primarie del Centro-Sinistra te-
nutesi tra novembre e dicembre 2012. Il grafo scaricato e` quindi composto
da 451.834 utenti e 620.541 collegamenti. Bisogna tenere in considerazione
che non tutti questi utenti potevano essere reali o italiani; si e` quindi cercato
di escludere questo tipo di utenti dal momento che non avrebbero potuto
influenzare il risultato elettorale e per rendere l’insieme considerato il piu`
autorevole possibile. Questo operazione di selezione ha ridotto il grafo ad
uno con 69.531 utenti e 111.154 collegamenti.
Alla fine si e` osservato che i risultati per le primarie non erano vicini
a quelli reali ma che per il ballottaggio, sotto precise condizioni, i risultati
ottenuti non si discostavano di molto da quelli effettivi. Questo risultato
e` abbastanza sorprendente in quanto, sebbene il sottoinsieme di utenti di
Twitter esaminato sia ampio (69.531 utenti), si tratta pur sempre di un




Come si e` gia` accennato nell’introduzione, Twitter mette a disposizione delle
API 1, che consentono di accedere al sistema ed ottenere dei dati.
I dati utilizzati per i due sotto progetti sono stati:
• per il sotto progetto Celebrities :
– il profilo dell’utente
– l’insieme dei Following
• per il sotto progetto Elezioni :
– l’insieme dei Followers
L’API di Twitter mette a disposizione diversi metodi, ma per i nostri
scopi ne sono stati necessari soltanto tre:
GET users/lookup2




te) o ID che identificano gli utenti. La risposta sara` una lista di pro-
fili utente corrispondente agli ID richiesti. Ogni richiesta accetta al
massimo una lista di 100 elementi come parametro.
GET friends/ids3
Il metodo fornisce come risultato una lista di numeri corrispondenti agli
ID degli utenti che appartengono all’insieme dei Following dell’utente
passato come parametro nella richiesta. La lista ritornata come risul-
tato puo` contenere un massimo di 5000 utenti, per cui se un utente ha
piu` di 5000 utenti nell’insieme dei suoi Following c’e` bisogno di eseguire
piu` richieste per reperirli tutti.
GET followers/ids4
Il metodo fornisce come risultato una lista di numeri corrispondenti agli
ID degli utenti che appartengono all’insieme dei Followers dell’utente
passato come parametro nella richiesta. Ha le stesse limitazioni del
metodo precedente, ogni risposta contiene al massimo 5000 utenti. Per
reperire l’insieme completo potrebbe essere necessario effettuare piu` di
una richiesta.
Per tutti i metodi c’e` un limite nel numero di richieste per ora che pos-
sono essere effettuate5. Il limite attuale si attesta ad un massimo di 350
richieste per ora e per utente, poiche´ ogni richiesta deve essere autenticata.
Nel progetto di tesi, al fine di aumentare il numero di richieste disponibili
in un’ora, sono stati usati 10 account contemporaneamente, ottenendo cos`ı
la possibilta` di eseguire circa 3500 richieste per ora. Di queste, qualcuna
va persa poiche´ Twitter potrebbe rispondere con un errore. Ogni risposta
contiene delle informazioni sul numero di richieste ancora disponibili per-
mettendo cos`ı di rimodulare l’intervallo tra una richiesta e quella successiva.
Quando il limite orario di richieste viene raggiunto le risposte contengono un





essere semplicemente ignorate, ma evitare di fare piu` richieste di quelle effet-
tivamente a propria disposizione puo` essere un buon accorgimento, in quanto
si rischia che l’utente venga bloccato e non sia piu` utilizzabile in futuro.
Ogni richiesta deve essere autenticata tramite il protocollo OAuth6. Ef-
fettuata l’autenticazione, si ottiene un token che deve essere usato per tutte
le richieste successive; il token non ha una scadenza e non c’e` necessita` di
autenticarsi nuovamente.
Sono gia` state implementate tante librerie per diversi linguaggi di pro-
grammazione che semplificano l’utilizzo di questi metodi. Accedere alle API
di Twitter significa in realta` eseguire semplici richieste HTTP (GET o PO-
ST) che restituiscono i risultati in un formato strutturato, JSON o XML.
Quindi se non si facesse uso di librerie esterne andrebbe implementata sia
la richiesta HTTP con quanto previsto dal protocollo, sia un gestore delle
risposte che andrebbero poi analizzate con un parser specifico in grado di
gestire anche i diversi messaggi di errore7 che Twitter puo` restituire.
Il crawler e` un programma scritto interamente nel linguaggio Python
e il modulo che e` stato utilizzato per dialogare con le API e` tweepy8. Si
tratta di un modulo open source a cui sono state apportate delle piccole
modifiche che ne migliorassero la gestione dei timeout delle connessioni. Si
e` preferito utilizzare una libreria sviluppata da altri e gia` disponibile perche´
le API subiscono nel tempo continue modifiche e aggiustamenti, richiedendo
un costante sforzo di aggiornamento. Moduli o librerie messe a disposizione
di tutti sono anche meglio testati su un’ampia varieta` di scenari e casi d’uso.
Un’ultima considerazione: tutto il crawler e` stato implementato utiliz-
zando la versione 1 delle API. Twitter sta rilasciando ora anche la versione
1.1 9, che comporta cambiamenti nel numero massimo di richieste che possono
essere effettuate: il limite non e` piu` generale, ma specifico per ogni metodo.
Il crawler potrebbe essere adattato alla nuova versione delle API senza subire
sostanziali peggioramenti in efficienza, ma al momento Twitter e` ancora in











4 "name": "Kaley Cuoco",
5 "screen_name": "KaleyCuoco",
6 "location": "Los Angeles, CA",
7 "url": "http://www.facebook.com/KaleyCuoco",
8 "description": "ACTRESS, ANIMAL LOVER, AVID SPINNER, PING -PONG CHAMPION,





13 "created_at": "Mon Dec 07 16:42:06 +0000 2009",
14 "favourites_count": 31,
15 "utc_offset": -28800,






22 "created_at": "Fri Jan 11 20:57:03 +0000 2013",
23 "id": 289838355536035840,
24 "id_str": "289838355536035840",
25 "text": "RT @jamiemakeup: Check out my behind the scenes fun and
tips with Kaley Cuoco at #PCA #PeoplesChoice ... http://t.co/
jJgPkkiz",
26 "source": "<a href =\" http:// twitter.com/download/iphone \" rel =\"












38 "created_at": "Fri Jan 11 20:51:18 +0000 2013",
39 "id": 289836907855245314,
40 "id_str": "289836907855245314",
41 "text": "Check out my behind the scenes fun and tips with Kaley
Cuoco at #PCA #PeoplesChoice ... http://t.co/jJgPkkiz",
















































Listing 2.2: Esempio dell’insieme parziale dei Following di @KaleyCuoco























ll crawler e` un processo multi-threaded realizzato utilizzando il linguaggio di
programmazione Python e utilizza le API di Twitter per raccogliere i dati
necessari a realizzare le analisi obiettivo di questo progetto di tesi.
Il crawler riceve una lista di utenti in ingresso, scarica, a seconda del sotto
progetto per cui sta girando, i necessari dati da Twitter e li salva in diversi
file con formati specifici. L’attivita` del crawler puo` quindi essere divisa in
tre fasi (fig. 3.1):
1. Prima fase: inizializzazione delle strutture dati
2. Seconda fase: raccolta dei dati da Twitter e loro salvataggio su dei file
temporanei
3. Terza fase: controllo dei dati raccolti nei file temporanei prodotti
durante la seconda fase e generazione dei file finali.
Alla terminazione il programma avra` prodotto diversi file ma i piu` importati
sono quelli che rappresentano il grafo degli utenti e quelli che contengono
tutti i profili (questo e` generato solo quando il crawler viene eseguito per il














































Figura 3.1: Rappresentazione schematica delle fasi del Crawler
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3.1 Prima Fase: Inizializzazione
In questa prima fase avviene:
1. il caricamento di tutte le configurazioni necessarie al funzionamento del
crawler;
2. il controllo che tutte le directory specificate nel file di configurazione
siano esistenti;
3. l’inizializzazione delle strutture di logging;
4. l’allocazione di tutte le strutture dati condivise tra i thread;
5. il caricamento degli account disponibili con le rispettive credenziali;
6. il caricamento della lista iniziale degli utenti;
7. la creazione dei file temporanei nei quali verranno salvati i profili e il
grafo parziale;
8. la configurazione e l’avviamento del webserver utilizzato per il monito-
raggio.
Nel punto 1 e` caricato il file di configurazione in un Object in memoria.
Il file permette di specificare diverse impostazioni utili al crawler, quali: le
directory da usare, i nomi dei file, ecc. L’Object viene quindi condiviso tra
tutti thread. Il formato utilizzato per il file di configurazione e`: YAML1.
Nel punto 2 si controlla che esistano le directory specificate nel file di
configurazione e per la directory temporanea, o working dir (wd), si verifica
anche che questa non contenga gia` dei file. Se le directory non sono presenti o,
nel caso della working dir, non sono vuote, il programma si arresta generando
un messaggio di errore che indica le operazioni da effettuare per correggere i
problemi rilevati.
Nel punto 3 avviene l’inizializzazione del sistema di log, che sara` utilizzato
da tutti i thread per tenere traccia di eventuali errori o dell’attuale stato del




Nel punto 4 sono allocate tutte le strutture dati fondamentali per il cra-
wler, che verranno utilizzate per tenere traccia degli utenti visitati, quelli da
visitare, ecc. e che sostanzialmente possono essere immaginate come delle
liste. Essendo un programma multi-thread questi oggetti sono condivisi in
memoria, e sono implementati con un sistema di blocco o lock in modo che
l’aggiunta di un nuovo utente alla struttura dati avvenga in mutua esclusione.
Le liste implementate sono di cinque tipi: BitUsersId, ListUsersId, TodoU-
sers, TodoIds e TodoUsersDepth. La prima e` utilizzata per tenere traccia
degli utenti raggiunti o visitati; per il progetto delle Celebrities anche per
tenere traccia delle liste degli utenti “verificati” e di quelli “non verificati.
La seconda e` utilizzata per gli utenti sospesi, gli utenti protetti o quelli che
non si e` riusciti a visitare per via di un errore restituito da Twitter a seguito
della richiesta. La terza contiene gli ID degli utenti da “visitare”, di cui cioe`
bisogna ancora scaricare l’insieme dei Following. La quarta contiene gli ID
degli utenti di cui si devono scaricare i profili. La quinta e` come la terza,
ma contiene informazioni in piu` che consentono al crawler di effettuare una
visita del grafo in ampiezza. La differenza tra i vari tipi di lista risiede nel-
l’implementazione, la quale dipende dallo scopo e dal numero di elementi che
deve contenere. La prima, essendo utilizzata per tenere traccia degli utenti
raggiunti, non poteva essere implementata come una semplice lista a causa
del numero molto elevato di utenti; ad esempio nell’ultimo crawling eseguito
sono stati 41.428.306. Utilizzando un semplice array per memorizzare un
numero cos`ı elevato di elementi, si sarebbe ottenuto una dimensione tutto
sommato gestibile ma con costi di verifica della presenza di un ID pessimi.
Infatti la verifica di presenza in un array ha un costo di O(n) e considerando
che tale operazione va effettuata per ogni ID che appartiene all’insieme dei
Following o dei Followers di un utente, si puo` ben comprendere l’onerosita` di
tale soluzione. Invece di usare gli array si sarebbero potuti usare, ad esempio,
i Set strutture dati il cui costo per verificare la presenza di un elemento e` O(1)
ma in python avrebbero occupato troppa memoria (la verifica e` stata fatta
sperimentalmente). Per ovviare a questi problemi si e` scelto di utilizzare un
array di bit, cioe` un array dove ogni elemento che si vuole inserire occupera`
esattamente un solo bit. Questo ha portato ad effettuare una serie di con-
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siderazioni che sono state spiegate dettagliatamente nella sezione 3.4.2. La
struttura dati realizzata non possiede tutti i metodi presenti in una normale
lista (ad esempio non e` per niente efficiente effettuare un’iterazione su tutti
gli elementi presenti nella lista); cio` non e` pero` un problema in quanto le
operazioni che il crawler esegue sulla struttura dati sono esclusivamente due:
la verifica della presenza e l’aggiunta di un nuovo ID. Con questa implemen-
tazione la verifica e l’inserimento costano O(1) e l’occupazione di memoria e`
di poco inferiore a quella di un array normale. Le strutture dati ListUsersId,
TodoUsers, TodoIds e TodoUsersDepth sono tutte implementate come delle
normali liste; sono stati aggiunti dei metodi specifici necessari allo scopo per
cui sono impiegate nel crawler. Alcune contengono anche delle strutture dati
di supporto, ad esempio in TodoIds viene utilizzata anche un BitUsersId per
tenera traccia dei profili gia` scaricati.
Nel punto 5 avviene il caricamento degli account disponibili nella configu-
razione, e per ognuno di essi si alloca un oggetto della libreria esterna tweepy2;
tale oggetto verra` utilizzato per effettuare tutte le richieste su Twitter.
Al punto 6 si carica la lista iniziale degli utenti. Per il sotto progetto delle
Celebrities la lista e` composta dall’unico nome: @KaleyCuoco3. Invece per
la parte riguardante le Elezioni la lista contiene i 5 candidati: @pbersani4,
@NichiVendola5, @matteorenzi6, @TabacciPrimarie7 e @LauraPuppato8. La
lista e` un semplice file di testo con un nome utente per ogni riga.
Al punto 7 vengono creati i file temporanei che verranno utilizzati dai
thread per il salvataggio del grafo e dei profili scaricati. La descrizione del
formato dei file e` riportata nelle sezioni 3.4.3 e 3.4.4.
Nel punto 8 si procede quindi all’inizializzazione e al lancio di un webser-
ver inglobato nel crawler che, insieme ai log, permette di analizzare lo stato
del programma. Si e` scelto di aggiungere anche questo sistema di controllo e
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semplice da utilizzare rispetto all’analisi del file di log. Il sistema di monito-
raggio fornisce solo una fotografia dello stato del crawler nel momento in cui
il webserver viene interrogato.
3.2 Seconda Fase: Scaricamento dati
Terminata la fase di inizializzazione, il crawler avvia la fase di scaricamento
dei dati. Questa e` la parte multi-thread del programma. In questa fase
si hanno in esecuzione i thread che recuperano i dati da Twitter, il thread
del webserver per il monitoraggio dello stato del crawler e il thread che,
ad intervalli regolari, ricarica le configurazioni illustrate nel sezione 3.1 al
punto 1.
I thread implementati per scaricare i dati sono differenti per progetto
poiche´, come gia` detto, i dati utilizzati non sono gli stessi, ma tuttavia con-
dividono delle parti: una riguardante il calcolo dell’intervallo di attesa prima
di effettuare una nuova richiesta e l’altra riguardante la gestione delle rispo-
ste che contengono degli errori. Di seguito si illustreranno le due differenti
versioni.
3.2.1 Thread per scaricare dati
Raccolta dati per il progetto “Celebrities”
Per il progetto delle Celebrities i dati necessari, come gia` illustrato preceden-
temente, sono: il profilo degli utenti e l’insieme dei Following di uno specifico
gruppo di utenti.
Ogni volta che il crawler viene avviato avra` due liste disponibili, una
con gli utenti da cui partire e un’altra con gli utenti che “potrebbero essere
verificati”. Il significato e lo scopo di questa seconda lista saranno spiegati
nel capitolo 4, al momento e` sufficiente sapere che questa lista contiene una
parte degli utenti che devono essere “visitati”. Dire che un utente e` “visitato”
significa dire che viene scaricato l’insieme dei suoi Following.
Dopo la fase di inizializzazione il crawler avra` a disposizione la lista degli
utenti da cui cominciare (sez. 3.1 al punto 1), per cui il primo passo sara`
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quello di scaricare il loro profilo. Si hanno a disposizione 10 thread, uno per
ogni account presente nel file delle configurazioni (come accennato nel capi-
tolo 2) ma in questa fase viene utilizzato un solo thread poiche´ la lista iniziale
contiene soltanto un utente (@KaleyCuoco). Scaricato il profilo questo sara`
analizzato e salvato, in formato JSON, nei file temporanei (sez. 3.4.4). L’ana-
lisi del profilo restituisce una classificazione che dira` se lo stesso e` da visitare
oppure no. Nel caso lo fosse, l’ID (un numero univoco che identifica l’utente
nel database di Twitter) corrispondente e` inserito dentro la lista degli utenti
di cui scaricare l’insieme dei Following. Il metodo di classificazione verra`
spiegato di seguito.
Dopo questa prima fase, il crawler entra nella parte centrale: ogni thread
prende un ID dalla lista degli utenti da visitare (quelli di cui si vuole ottenere
l’insieme dei Following) e utilizzando il metodo delle API di Twitter (cap. 2)
ottiene una lista di ID in risposta. Gli elementi appartenenti a questa lista
sono inseriti tra gli ID di cui bisogna scaricare i profili, a meno che il profilo
di questo non sia gia` stato scaricato. Terminato lo scaricamento dell’insieme
dei Following, il thread procede con la fase successiva: prendere i profili
utilizzando il metodo delle API (cap. 2).
La lista degli ID di cui recuperare il profilo e` condivisa tra i thread: la
struttura dati che la gestisce mantiene il riferimento all’ultimo ID inserito
da ogni thread. I thread prendono dalla lista fino ad un massimo di 100
ID per volta, di cui chiederanno a Twitter i corrispondenti profili (il valore
massimo puo` essere impostato nel file di configurazione). Se gli ID da sca-
ricare presenti nella struttura dati sono inferiori al massimo, sono restituiti
immediatamente quelli disponibili. E` mantenuto il riferimento all’ultimo ID
inserito da ogni thread perche´ ogni volta che un thread chiama il metodo
per ottenere gli ID dei profili da scaricare e l’ultimo ID inserito dal thread
sia stato gia` scaricato, la lista restituita sara` vuota. Cio` vuol dire che tutti i
profili associati agli utenti presenti nell’insieme dei Following dell’utente che
il thread sta visitando, sono gia` scaricati.
Ogni volta che un profilo e` scaricato deve essere classificato. La classifi-
cazione viene utilizzata per decidere quali utenti devo essere visitati durante
la navigazione del grafo. Ogni utente puo` essere classificato come “verified”
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o “not verified” (nomi utilizzati nel programma). Per “verified” si intendono
gli utenti che o hanno l’attributo verified nel profilo di Twitter impostato
a True oppure si trovano nella lista dei “potrebbero essere verificati” che il
crawler ha a disposizione all’avvio. Se non rientra in nessuno dei due casi
precedenti l’utente sara` classificato come “not verified”. Dopo che l’utente
e` stato classificato verra` aggiunto ad una lista di tutti gli utenti “raggiunti”
(quindi anche classificati) che servira` per evitare che il profilo venga classi-
ficato nuovamente. Tutti gli utenti classificati come verified sono aggiunti
alla lista di quelli da visitare. La classificazione del profilo e` necessaria anche
durante la fase di salvataggio dei dati su file; ma poiche´ questa avviene sol-
tanto la prima volta che l’utente viene raggiunto, e` necessario avere altre due
strutture dati, una contenente tutti gli utenti gia` classificati come verified e
l’altra invece tutti quelli gia` classificati come not verified.
Il crawler termina la propria esecuzione quando non ci sono piu` utenti da
“visitare”.
Tutti i dati scaricati sono salvati su file. Ci sono file distinti per contenere
profili verified e not verified. Anche i file che memorizzano l’insieme dei Fol-
lowing sono distinti secondo la stessa classificazione. Durante l’esecuzione si
hanno anche altre strutture dati e contatori utilizzati per tenere traccia dello
stato. Si ha ad esempio il contatore del numero di archi, ossia la sommatoria
del numero di Following degli utenti visitati. Si ha anche la lista degli utenti
Protected, Suspended, ecc. Di seguito e` rappresentata una parte del crawler:
1: todoFollowingUsers← TodoUsers() . condivisa tra tutti i thread
2: todoProfileUsers← TodoIds() . condivisa tra tutti i thread
3: reachedUsers← BitUsersId() . condivisa tra tutti i thread
4: verifiedUsers← BitUsersId() . condivisa tra tutti i thread
5: notV erifiedUsers← BitUsersId() . condivisa tra tutti i thread
6: apiObj ← tweepy.API(accountInfo)
7: while length(todoFollowingUsers) > 0 do
8: userID ← GetNextUserID()
9: followingPages = tweepy.cursor(apiObj.getFollowing, userID)
10: followingList← [ ]
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11: while followingPages.hasMore() do
12: followingPage← followingPages.next()
13: if followingPage 6= ERROR then
14: todoProfileUsers.addIDs(followingPage, threadName)
15: followingList.append(followingPage)




. Controlla l’errore e imposta un tempo di attesa adeguato
all’errore. Se necessario ferma lo scaricamento dei Following salvando il




. Restituisce gli IDs di cui scaricare il profilo
23: while length(userProfileIDs) > 0 do
24: userProfiles← apiObj.lookupIDs(userProfileIDs)
25: if userProfiles 6= ERROR then
26: for profile in userProfiles do
27: if reachedUsers.hasNot(profile) then
28: reachedUsers.add(profile)
29: C ← classification(profile)
30: if C is “Verified” then
31: verifiedUsers.add(profile)
32: Salva il profilo sul file dei “Verified”
33: else
34: notV erifiedUsers.add(profile)




39: sleepT ime← calcolaSleepTime(apiObj)
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46: tmpV erifiedList← [ ]
47: tmpNotV erifiedList← [ ]
48: for ID in followingList do






55: Salva i tmpV erifiedList dell’utente (userID) nel file per il grafo dei
“Verified”




59: userID ← nil
60: waitForID ← true
61: while waitForID do
62: userID ← todoFollowingUsers.next()
63: waitForID ← false
64: if userID = nil then
65: X ← numero di thread che stanno effettuando una richiesta
66: if X > 0 then
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Nell’algoritmo precedente e` mostrata l’implementazione di un solo meto-
do: GetNextUserID. Si vede che il crawler termina quando non ci sono piu`
utenti da visitare, ma e` possibile che qualche altro thread si stia ancora occu-
pando di un utente e questo potrebbe portare ad avere ulteriori nuovi utenti
da visitare. Per questo motivo, prima di terminare, ogni thread controlla che
non ci siano piu` utenti da visitare ma, qualora qualche altro thread stesse
ancora lavorando su un utente, aspetta che anche questi abbiano finito e solo
a quel punto, se la lista degli utenti da visitare e` ancora vuota, terminano.
A questo punto occorre fare un’osservazione sulle strutture dati condivise
tra i thread. Per evitare problemi di concorrenza, tutti gli oggetti sono
stati progettati ed implementati utilizzando delle lock cos`ı che l’accesso, dove
necessario, sia in mutua esclusione.
Quanto appena descritto rappresenta la parte centrale del crawler che
scarica i dati necessari al progetto Celebrities.
Raccolta dati per il progetto “Elezioni”
Per il progetto delle Elezioni i dati necessari, come gia` illustrato precedente-
mente, sono soltanto l’insieme dei Followers di tutti i candidati alle primarie
del Centro-Sinistra tenutesi tra novembre e dicembre 2012. Questo crawler e`
una modifica del precedente nel senso che entrambi condividono molta parte
del codice infatti, ad esempio, le strutture dati per tenere in memoria le liste
di utenti sono le stesse, ecc.
Dopo la fase di inizializzazione il crawler avra` a disposizione la lista degli
utenti da cui cominciare (sez. 3.1 al punto 1). Dunque il primo passo del
crawler sara` quello di scaricare il profilo di questi utenti. L’unica cosa che
interessa del profilo dei candidati e` l’ID, per cui in questo caso il profilo non
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sara` salvato. L’ID ottenuto verra` quindi aggiunto alla lista degli utenti da
“visitare” e di cui, a differenza della versione per le Celebrities, si scarichera`
l’insieme dei Followers e non dei Following.
Successivamente ogni thread prende un ID dalla lista degli utenti da vi-
sitare e utilizzando il metodo delle API di Twitter (cap. 2) ottiene una lista
di ID che fanno parte dei Followers i quali, durante l’esecuzione, verranno
salvati su file temporanei per poi essere raggruppati in un unico file nella fase
finale (sez. 3.3).
Anche in questo caso, come nell’altro, il crawler terminera` quando non ci
saranno piu` utenti da “visitare”.
In realta` la versione del crawler realizzata per questa parte e` un po’
piu` complessa; utilizzando la visita in ampiezza del grafo, il crawler e` stato
realizzato in modo che il livello a cui fermarsi fosse configurabile. In questo
caso specifico il livello impostato e` 0 poiche´ si prendono solo i Followers
diretti di tutti i candidati, ma volendo, il crawler e` sufficientemente generico
da poter essere utilizzato per scaricare una porzione di grafo molto piu` ampia.
Calcolo dell’intervallo tra due richieste consecutive a Twitter
Twitter, come descritto anche precedentemente (cap. 2), impone dei limiti
nel numero di richieste che possono essere effettuate al sistema in un’ora
da un utente tramite le API. Questo vincolo ha richiesto particolari accorgi-
menti nella gestione degli intervalli di tempo tra una richiesta e la successiva.
Twitter consiglia agli sviluppatori che utilizzano le loro API di prestare par-
ticolare attenzione durante lo sviluppo di una applicazione per evitare che
questa superi i limiti. Se questo avvenisse ripetutamente si corre il rischio di
essere bloccati temporaneamente, con la conseguente perdita del diritto del-
l’accesso alle risorse o, in casi peggiori, si puo` arrivare anche alla sospensione
definitiva dell’account. Per evitare cio` e per cercare di sfruttare a pieno tutte
le richieste disponibili il crawler cerca di gestire l’intervallo di tempo tra due
richieste consecutive nel modo piu` efficiente possibile.
Twitter mette a disposizione dei metodi per conoscere il numero di ri-
chieste restanti prima che il contatore del limite orario venga resettato, e tra
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quanto tempo il reset avverra`. Per facilitare il compito agli sviluppatori e an-
che per diminuire il numero di richieste che verrebbero indirizzate al proprio
sistema, Twitter ha reso disponibili queste stesse informazioni nell’header di
tutte le risposte. Il crawler sfrutta queste informazioni per calcolare l’in-
tervallo e decidere conseguentemente il tempo di attesa (il tempo di sleep)
prima di effettuare una nuova richiesta.
Come primo passo si puo` pensare di prendere l’intervallo di tempo che
intercorre tra l’istante in cui sta eseguendo il calcolo e la scadenza prevista
riportando il numero di richieste disponibili al massimo consentito. Quindi si
considera il tempo nell’istante attuale (TA) e nell’istante in cui avverra` il reset
(TR) e si calcola quanto tempo si ha a disposizione per utilizzare le richieste:
∆T = TR−TA. Ora si ha il tempo disponibile prima dell’azzeramento e nella
risposta e` presente anche quante richieste sono ancora disponibili (R), quindi




nuto I e` necessario calcolare il tempo di attesa (TS) che corrisponde al tempo
che il thread deve aspettare prima di effettuare una nuova richiesta. Consi-
derato TE come il tempo di esecuzione che comprende la richiesta a Twitter
e la gestione della risposta si calcolera` il tempo di attesa come TS = I − TE.
Con questo approccio non si riesce mai ad eseguire l’ultima richiesta, che





Nel corso dell’utilizzo del crawler si e` notato che con questo sistema molto
semplice alcune delle richieste disponibili non riuscivano ad essere utilizzate
prima dell’azzeramento. Puo` capitare che il tempo di esecuzione sia maggio-
re dell’intervallo (TE > I) generando un tempo di attesa negativo (TS < 0),
in questo caso il thread non aspetta e procede immediatamente con la ri-
chiesta successiva. Il tempo di esecuzione puo` essere lungo se ad esempio
Twitter impiega un tempo maggiore per la risposta o se si concentrano mol-
te richieste contemporaneamente, con i thread che rimangono bloccati sugli
oggetti condivisi, impiegando cioe` piu` tempo per completare la gestione della
richiesta. Quindi se si ottiene un TS negativo per piu` volte consecutive c’e`
il rischio di non riuscire ad utilizzare tutte le richieste disponibili. Oltre a
questa casistica, puo` anche succedere che Twitter restituisca nella risposta
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un messaggio di errore; in questo caso il tempo di attesa e` calcolato in modo
diverso, dipendendo da quanti errori consecutivi ci sono stati e dal tempo
minimo di attesa per un errore impostato nelle configurazioni (sez. 3.2.1). In
questo ultimo caso TS = TERRORE dove TERRORE e` sicuramente maggiore di
I. Si nota come con la presenza di piu` errori anche non consecutivi si rischia
di non utilizzare tutte le risorse concesse da Twitter.
Nel tentativo di massimizzare l’uso delle richieste che Twitter mette a
disposizione ogni ora, si potrebbero effettuare tutte le richieste di seguito
mettendo quindi TS = 0 sempre, anche quando non lo sarebbe, e quando le
richieste disponibili sono terminate (R = 0) calcolare un TS che sia uguale a
tutto il ∆T rimanente. Questo approccio non e` consigliabile perche´ in que-
sto modo si invierebbero a Twitter numerose richieste in poco tempo, tutte
generate dallo stesso indirizzo IP; tale attivita` potrebbe portare alla classifi-
cazione di quell’IP o degli account come spammer o piu` in generale come di
account che violano le regole di utilizzo. A sua volta cio` potrebbe provocare
il blocco dell’accesso a Twitter, temporaneo o definitivo, per l’indirizzo IP, o
potrebbe provocare la sospensione definitiva degli account.
L’alternativa realizzata e` stata invece la seguente: si e` scelto di ridurre il
tempo dell’azzeramento, TA ora diventera` TR INFERIORE dove TR INFERIORE =
TA−TDA RISPARMIARE. Il TDA RISPARMIARE e` impostato nelle configurazio-
ni e consiste nell’ammontare di tempo che deve essere riservato prima del
tempo di reset. Utilizzando il TR INFERIORE per calcolare il ∆T il crawler
lavorera` come se avesse meno tempo a disposizione. Sia il ∆T che I saranno
inferiori, provocando di conseguenza un tempo di attesa TS minore. Utiliz-
zando questa tecnica il TDA RISPARMIARE verra` spalmato su tutte le richieste
accorciando un po’ il TS a ciascuna. In questo caso, se tutto procede per il
meglio e non ci sono errori, e se tutto funzioni regolarmente con poche collis-
sioni sugli oggetti condivisi, quando non ci saranno piu` richieste disponibili
si avra` un tempo di attesa maggiore prima di resettare. Se questo pero` non
si verificasse e il ∆T calcolato con TR INFERIORE fosse 0 ma se ci fossero
ancora richieste disponibili il crawler continuerebbe calcolando ∆T con TR.
Utilizzando questa tecnica si e` visto che le cose miglioravano sensibilmen-
te: adesso sono molto rare le occasioni in cui le richieste non sono utilizzate
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completamente.
Tutto questo richiede che la data e ora della macchina siano sufficiente-
mente sincronizzati con UTC 9 altrimenti i tempi di azzeramento non corri-
sponderebbero con quelli restituiti dai server di Twitter.
Gestione degli errori contenuti nelle risposte di Twitter
Le richieste che si effettuano a Twitter possono contenere dei codici di errore
nella risposta. Il modulo Tweepy, utilizzato per accedere a Twitter, analizza
la risposta e se riscontra un errore genera una eccezione. Il crawler cattura
l’errore e in base al messaggio che questo contiene lo gestisce. I messaggi di
errore gestiti dal crawler sono elencati di seguito (i messaggi riportati possono
essere incompleti rispetto a cio` che Twitter restituisce, quelli riportati qui
corrispondono al testo che il programma cerca dentro il messaggio di errore):
1. “Not found”,
2. “This account is currently suspended.”,
3. “Not authorized”,
4. “Rate limit exceeded. Clients may not make more than”,
5. “Failed to send request”,
6. “Failed to receive response”,
7. “Twitter error response: status code = 500”,
8. “Twitter error response: status code = 502”,
9. “Twitter error response: status code = 503”,
10. Errore generico: e` il caso in cui il testo restituito non corrisponde a
nessuno dei messaggi precedenti.
9http://it.wikipedia.org/wiki/Tempo_coordinato_universale
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Gli errori non sono tutti uguali e quindi il comportamento non sara` lo stesso.
Gli errori al punto 1, punto 2 e punto 3 sono relativi al profilo dell’utente
che si sta analizzando. L’errore al punto 1 indica che l’utente per cui e`
stata fatta la richiesta, ad esempio per avere l’insieme dei Following, non e`
stato trovato. Quello al punto 2 che l’utente incluso nella richiesta e` stato
sospeso e quindi tutte le sue informazioni non sono accessibili. Quello al
punto 3 che l’utente ha protetto il suo profilo e alcune informazioni come
l’insieme dei Following sono accessibili solo dopo essere stati autorizzati;
l’autorizzazione si puo` ottenere tramite una richiesta specifica al possessore
dell’account. In questi tre casi il crawler, riscontrato l’errore, inserisce gli
utenti nelle rispettive liste di appartenenza (utenti in errore, utenti sospesi
e utenti protetti) salvando le informazioni anche sul file del grafo e passa a
gestire l’utente successivo.
Gli errori nei punti 4, 5, 6, 7, 8, 9 e 10 sono invece di tipo diverso poiche´
non riguardano l’utente ma ad esempio un errore della rete, magari per un’in-
terruzione momentanea della connessione, oppure un problema nei server di
Twitter o anche problemi relativi al superamento del numero di richieste
massime consentite nell’intervallo di tempo. Per l’errore al punto 4 utiliz-
zando le informazioni presenti nella risposta il crawler aspettera`, prima di
effettuare una nuova richiesta, la quantita` di tempo necessaria, in modo che
i limiti siano stati azzerati da Twitter. Naturalmente questo funziona bene
se gli orologi sono perfettamente sincronizzati ma poiche´ questo potrebbe
non essere vero nel codice sono aggiunti un po’ di secondi extra al tempo di
attesa (al momento sono 60 secondi) cos`ı da risolvere un eventuale problema
di differenza nell’orario tra i server di Twitter e il server su cui sta girando il
crawler.
Nei restanti casi (punti 5, 6, 7, 8, 9 e 10) quando viene riscontrato l’errore,
il crawler tentera` di effettuare nuovamente la richiesta dopo un intervallo di
tempo variabile e per un numero limitato di volte al termine del quale se
non si e` avuta nessuna risposta corretta, il crawler avra` due comportamenti
diversi: se ha ottenuto anche una parziale informazione salvera` quelle senza
registrare l’errore (ad esempio se si sta scaricando l’insieme dei Following
verranno salvati solo quelli che sono gia` stati scaricati anche se potrebbero
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non essere tutti); se invece non si e` riuscito ad ottenere nemmeno una parziale
risposta l’utente verra` inserito nella lista di quelli in errore.
Quando si verifica uno degli errori ai punti 5, 6, 7, 8, 9 e 10 il tempo di
attesa (TS) e` determinato tenendo conto del valore minimo presente dentro
le configurazioni e del numero di volte consecutive che si e` ottenuto lo stesso
errore. Per esempio se il tempo minimo e` 10 secondi la prima volta che ci
sara` l’errore il thread aspettera` 10 secondi se l’errore si presenta una seconda
volta, consecutivamente, il tempo di attesa sara` di 20, poi di 40, poi di 80 e
cos`ı via fino ad un numero di tentativi che e` impostato nel codice. Quando
una richiesta non genera errore i contatori dei tentativi effettuati vengono
azzerati. Questi ultimi accorgimenti cos`ı come anche quello riguardante la
gestione dell’errore nel punto 4 si sono resi necessari poiche´ inondare Twitter
di richieste quando vengono restituiti dei codici di errore potrebbe, come nel
caso di troppe richieste ravvicinate, portare al blocco dell’IP del server o
anche alla sospensione dell’account che si usa per effettuare le richieste.
3.2.2 Thread per ricaricare le configurazioni del craw-
ler
Il thread che si occupa di ricaricare le configurazioni e` un programma mol-
to semplice: rilegge il file ed aggiorna il corrispondente oggetto in memoria.
Tutto questo avviene ad intervalli regolari, la cui durata puo` essere impostata
nella configurazione stessa. L’oggetto relativo alla configurazione e` istanziato
una volta soltanto e condiviso con tutti i thread: cos`ı facendo ogni aggiorna-
mento e` automaticamente disponibile ovunque. Una descrizione di cosa sia
configurabile nel crawler sara` riportata in seguito nella sezione 3.4.1.
Avere la possibilita` di cambiare la configurazione durante l’esecuzione
puo` essere molto utile. Alcune volte si puo` avere la necessita` di rallentare
il numero di richieste effettuate in un’ora oppure di aumentare il tempo di
attesa tra una richiesta e la successiva quando Twitter restituisce un errore
per evitare di essere bloccati. Si puo` aumentare la quantita` di log passando
da INFO a DEBUG se ci si accorge che c’e` qualche problema. Per queste
ragioni si e` deciso di introdurre un thread che ricaricasse le configurazioni.
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Tramite il file di configurazione e` possibile anche effettuare una terminazione
ordinata del crawler prima della normale terminazione che avviene quando
non ci sono piu` utenti da visitare.
3.2.3 Thread per il monitoraggio dello stato del craw-
ler
Si e` scelto di inserire un webserver come thread utilizzando il modulo Cher-
ryPy10 per far s`ı che il monitoraggio fosse piu` semplice. E` stato utilizzato un
thread e non un processo distinto, poiche´ le informazioni che vengono visua-
lizzate sono ottenute dagli oggetti condivisi tra i thread che si occupano dello
scaricamento dei dati. La figura 3.2 mostra un esempio dei dati visualizzati
da questo tipo di monitoraggio. Tramite questa pagina e` possibile vedere ad
esempio: la memoria occupata dal programma, il numero di richieste che ha
generato un errore da Twitter, ecc. Osservando questa pagina e` inoltre pos-
sibile capire se qualcosa non sta funzionando in modo ottimale. E` possibile,
ad esempio, che si stiano generando troppi errori e magari e` il caso in agire
sulla configurazione in modo da rallentare il numero di richieste in quanto
i server di Twitter potrebbero essere, in quel momento, non perfettamente
funzionanti.
Figura 3.2: Pagina web visualzzata dal monitoraggio del crawler
10http://www.cherrypy.org/
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3.3 Terza Fase: Salvataggio risultati
Terminata la fase di crawling, quando non sono piu` presenti utenti nella lista
di quelli da “visitare”, si passa alla fase successiva: preparazione e salvatag-
gio dei file finali. Quando la fase di crawling termina, i thread che si sono
occupati dello scaricamento dei dati si fermano insieme al thread usato per
ricaricare le configurazioni. In esecuzione restano il thread del programma
principale e il webserver per il monitoraggio. Ogni thread che si e` occupato
dello scaricamento dei dati da Twitter avra` salvato i dati parziali, cioe` quel-
li relativi alla propria attivita`, in una directory temporanea (specificata nel
file di configurazione). Ogni thread utilizzera` dei file a cui accede in modo
esclusivo. Questi file nell’ultima fase del processo di crawling saranno conca-
tenati in un unico file che verra` poi reso disponibile in una directory specifica
per i risultati, il cui percorso e` specificato nel file di configurazione. I file
temporanei gia` concatenati saranno cancellati per risparmiare spazio.
I file principali da concatenare per il risultato finale sono di due tipi:
quelli che rappresentano il grafo e quelli contenenti i profili degli utenti. Per
i primi viene effettuata una operazione di controllo prima della concatenazio-
ne. Questi sono file di tipo binary e saranno descritti nella sez. 3.4.3. Questi
tipi di file contengono solo ed esclusivamente interi da 32bit per cui il primo
controllo che viene effettuato riguarda la lunghezza del file in byte, che deve
essere un multiplo di 4. In questo modo ci si assicura con buone probabilita`
che nulla sia andato storto durante il salvataggio. Il file che rappresenta il
grafo contiene per ogni utente “visitato” l’insieme dei Following o dei Follo-
wers, a seconda di quali dati si stanno scaricando, e in caso si sia verificato un
errore, come descritto nella sez. 3.2.1, sara` presente l’utente con il codice di
errore associato. Quando l’insieme dei Following o dei Followers viene salva-
to e` possibile che si abbia la presenza duplicati; in questo caso si procede alla
loro rimozione. I duplicati possono esserci perche´ Twitter fornisce l’insieme
dei Following o Followers in blocchi partendo dall’elemento in posizione 0
all’ultimo: se un nuovo utente viene inserito nella lista questo e` aggiunto in
cima facendo cos`ı slittare tutti gli elementi in avanti; questo comportamento
puo` generare dei duplicati durante lo scaricamento e il salvataggio. Rimossi
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i duplicati vengono ricontati anche il numero di collegamenti presenti.
I file contenenti i profili (solo nel caso della versione per il progetto sulle
Celebities) vengono semplicemente concatenati in un unico file cancellando i
temporanei. Oltre a questi due tipi di file ne viene salvato uno che contiene
il resoconto sui dati scaricati: il numero degli utenti raggiunti, il numero di
quelli visitati e anche il numero dei collegamenti, la data di inizio e fine, ecc.
3.4 Configurazione, strutture dati e formato
dei file del crawler
3.4.1 Parametri di configurazione
Il file di configurazione include una serie di parametri che possono essere
impostati cos`ı da adattare il crawler alla versione che si sta lanciando poiche´
potrebbe richiedere alcuni accorgimenti specifici.
Di seguito sono mostrati alcuni parametri che possono essere configurati:
• i percorsi alle directory che verranno utilizzate, con il prefisso del nome
dei file e l’estensione finale degli stessi
# directory temporanea
working_dir: "wd"
# directory per i risultati finali
result_dir: "result"
# prefisso del nomi dei file
graph_file: "Twitter"
# estensione finale del nome dei file
end_file_name:
# questa parte e` per il crawler delle Celebrites
inside_byte: inside.byte
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# questa parte e` per il crawler delle Elezioni
file_byte: byte












• i parametri da utilizzare per l’autenticazione necessaria per accedere









• l’intervallo in secondi per il ricaricamento delle configurazioni
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ConfigLoader:
sleep: 60
• i parametri per il crawler
crawler:
# intervallo minimo di attesa
# in caso di errore in una richiesta
sleep_time_error: 10
# tempo da riservare prima dell’azzeramento
save_time_before_reset: 600
# numero di profili da ottenere in ogni richiesta
# questo e` solo per la parte delle Celebrities
max_users_lookup_per_request: 100
# quanto profonda deve essere la visita del grafo
# questo e` solo per la parte delle Elezioni
limit_depth: 0
Alcuni di questi parametri saranno configurabili solo all’avvio: anche se
vengono cambiati nel file di configurazione mentre il programma e` in esecu-
zione, l’oggetto in memoria che li contiene non li aggiornera`. Ad esempio le
configurazioni relative alle directory o i nomi dei file, parametri che non avreb-
be senso cambiare in esecuzione. Altri parametri invece sono aggiornabili:
sleep time error o max users lookup per request.
3.4.2 Classe BitUsersId
Durante la realizzazione del crawler e` sorta la necessita` di avere una lista
che avesse due semplici funzioni: la possibilita` di inserire un numero che
rappresenta l’ID di un utente su Twitter e la possibilita` di verificare che un
ID fosse presente o meno nella lista. Una struttura dati realizzata come un
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array, ad esempio, non era utilizzabile perche´ se si fa riferimento alla dimen-
sione dell’ultimo grafo scaricato per la parte delle Celebrities, gia` menzionato
nel cap. 1, la lista avrebbe dovuto contenere fino a 41.5 milioni di ID dove
un ID e` un intero a 32bit (4 byte) che moltiplicato per il numero di elementi
produrrebbe 4 ∗ 41.500.000 = 166.000.000 di byte, che corrispondono a circa
158MB di memoria occupata, numero che cresce ulteriormente per come le
liste sono implementate in Python. Non si tratta di un quantitativo di me-
moria difficile da gestire con le risorse attualmente a disposizione su qualsiasi
computer e come si vedra` successivamente la memoria occupata non e` di
molto superiore a quella della struttura realizzata; la differenza pero` risiede
nel costo computazionale necessario a verificare se un ID sia presente o meno.
Per verificare la presenza utilizzando una struttura a lista normale il costo
pessimo e` O(n) invece per quella appositamente realizzata e` equivalente a
O(1). Si sarebbero potute usare altre strutture dati il cui costo di ricerca e`
O(1) ma in quel caso la memoria occupata sarebbe stata molto maggiore. Si
e` visto ad esempio che in python un Set, che e` un struttura dati in cui pos-
sono essere inseriti degli elementi e il cui costo di ricerca e` di O(1), superati
i 2 milioni di elementi comincia ad occupare troppa memoria. Si consideri
anche che di strutture come questa il crawler per le Celebrities ne impiega 7
contemporaneamente.
Per venire incontro alle esigenze appena descritte si e` scelto di utilizzare
un array di bit dove ogni ID occupa in spazio soltanto 1 bit e dove il costo
di verifica e d’inserimento e` O(1). La struttura dati e` composta da un array
di interi da 32bit dove ogni elemento potra` registrare la presenza o meno di
32 ID distinti. Il funzionamento e` molto semplice: si prende l’ID da inserire
e si divide per 32 con una divisione tra interi senza i decimali. Il risultato di
questa divisione dara` la posizione dentro la lista dove si trova l’elemento che
contiene il bit corrispondete all’ID che vogliamo inserire. A questo punto si
deve conoscere la posizione del bit corrispondente all’ID tra i 32 disponibili.
Per fare questo si utilizza il resto della divisione precedente. Qui di seguito
una rappresentazione schematica dei due metodi principali della lista:
1: function AddID(ID)
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2: idx arr ← ID/32 . posizione nella lista
3: idx bit← ID%32 . posizione del bit nell’elemento della lista
4: IDS[idx arr]← IDS[idx arr] OR M [idx bit]
5: end function
6: function CheckID(ID)
7: idx arr ← ID/32 . posizione nella lista
8: idx bit← ID%32 . posizione del bit nell’elemento della lista
9: result← IDS[idx arr] AND M [idx bit]






• OR e AND sono operatori logici bit a bit
• IDS e` la lista che contiene tutti gli elementi;
• M e` una lista di numeri ottenuti da {x : x = 2t, 0 ≤ t ≤ 31};
















M contiene una serie di numeri la cui rappresentazione binaria sara` una serie
di “0” ed un solo “1”.
Ad esempio volendo inserire l’ID 95233955 succedera` la seguente cosa:
1. si calcola 95.233.955 diviso 32 ottenendo 2.976.061;
2. si calcola il resto della divisione che e` 3;
3. si considera IDS[2976061] mettendolo in OR bit-a-bit con M[3] il risul-
tato aggiornera` l’elemento IDS[2976061]
l’unico bit che puo` mutare e` quello la cui posizione e` la stessa del 1 presente
in M[3]; se si conta da sinistra verso destra partendo da 0 e` il 28esimo bit. Per
il controllo della presenza viene utilizzato l’operatore logico AND che quindi
dara` come risultato un numero con tutti i bit a 0 tranne eventualmente quello
in corrispondenza dell’1 nell’elemento di M se l’ID e` presente. Ad esempio:
IDS[2976061] = 10000001000111001011010000001011
M[3] = 00000000000000000000000000001000
mettendoli in AND si ottiene:
result = 00000000000000000000000000001000
result equivale a 8 in decimale che e` quindi maggiore di 0 il metodo di
conseguenza restituira` True.
Come si puo` vedere ad ogni ID corrisponde una ed una sola posizione e due
diversi numeri non possono occupare la stessa posizione. Per poter contenere
tutti gli ID che si possono incontrare durante il crawling, e` necessario, quindi,
allocare la lista IDS (che si vede nel codice) cos`ı che possa avere una posizione
anche per l’ID piu` grande. Gli ID di Twitter al momento hanno superato ab-
bondantemente 1.000.000.000. Per contenere quindi tutti gli ID il crawler e`
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stato avviato l’ultima volta considerando che l’ID massimo potesse raggiun-
gere 1.200.000.000. La scelta di questo ID massimo porta BitUsersID ad
utilizzare un array con 1.200.000.000/32 = 37.500.000 di elementi dove ogni
elemento occupa 4 byte perche´ e` un intero quindi 37.500.000∗4 = 150.000.000
di byte che corrisponde a circa 143MB di memoria. Come si vede il risparmio
di memoria non e` enorme ma il vantaggio e` tutto nel costo degli inserimenti
e del controllo. In questa struttura dati il costi per entrambe le operazioni
e` di O(1) come gia` detto. In ogni caso la struttura dati e` stata progettata
anche per accettare un ID maggiore di quello previsto al momento dell’avvio,
infatti puo` verificarsi che durante il crawling capiti di raggiungere un utente
iscritto da poco: in questo caso la struttura dati viene estesa per includere
questo nuovo ID con un conseguente aumento del limite massimo. Si po-
trebbe partire con un limite massimo basso e aumentarlo secondo necessita`,
visto che e` previsto, ma si e` scelto di non farlo perche´ cos`ı facendo si ha una
maggiore frammentazione della memoria che porta il processo ad occupare
piu` memoria di quella che sta effettivamente usando.
Un’ultima osservazione: per semplicaita` nel frammento di pseudo codice
mostrato non e` presente un sistema di lock, mentre nell’implementazione reale
e` stato utilizzato per ovvi motivi di concorrenza, essendo queste strutture dati
condivise tra piu` thread.
3.4.3 File per il salvataggio del grafo
Il grafo viene salvato sul disco utilizzando un file binario. Sono presenti nel
file soltanto interi a 32bit per cui la lettura avviene in blocchi di 4 byte. I
primi 4 byte rappresentano l’ID dell’utente di cui e` stato salvato l’insieme
dei Following o dei Followers a seconda della necessita`. Si prosegue leggendo
i byte successivi a gruppi di 4 fino a quando non si trovano quelli che corri-
spondono ad un numero negativo. Il numero negativo permette di capire che
informazione sul grafo abbiamo dell’utente. Se il numero corrisponde a:
• -1 significa che tutti i numeri trovati tra il primo e l’ultimo (estremi
esclusi) rappresentano l’insieme dei Following o dei Followers a seconda
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di cosa si stia scaricando (figura 3.3); l’insieme puo` essere anche vuoto
se non e` presente nessun utente nell’insieme dei Following o Followers ;
• -2 significa che il profilo dell’utente e` protetto il crawler non ha i
permessi per accedere all’insieme dei Following o dei Followers : non
saranno presenti altri numeri tra il primo e quello negativo (figura 3.4);
• -3 significa che il profilo dell’utente e´ stato sospeso da Twitter e non
saranno presenti altri numeri tra il primo e quello negativo (figura 3.5);
• -4 significa che quando il crawler ha tentato di scaricare l’insieme dei
Following o dei Followers Twitter ha risposto con un codice di errore
e, anche in questo caso, non saranno presenti altri numeri tra il primo
e quello negativo (figura 3.6);
il numero negativo fa anche da simbolo di terminazione per le informazioni
di un determinato utente. Infatti, i successivi 4 byte rappresenteranno l’ID
dell’utente successivo di cui sono state salvate le informazioni.





Figura 3.3: Parte di un file per il salvataggio del grafo relativo ad un utente
con l’insieme dei Followers o dei Following normale









Figura 3.4: Parte di un file per il salvataggio del grafo relativo ad un utente
con il profilo protetto
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Figura 3.5: Parte di un file per il salvataggio del grafo relativo ad un utente
con il profilo sospeso







Figura 3.6: Parte di un file per il salvataggio del grafo relativo ad un utente
che durante il recupero dell’insieme dei Followers o Following ha prodotto un
errore
3.4.4 File per il salvataggio dei profili
Il file utilizzato per il salvataggio dei profili ha un formato ancora piu` semplice
di quello rappresentante il grafo. Ogni riga del file rappresenta un utente le
cui informazioni, presenti nel profilo, sono serializzate utilizzando il formato
JSON 11. Oltre a tutte le informazioni che Twitter restituisce, viene aggiunto
un attributo crawler time in cui si registra la data e ora di quando il profilo
e` stato salvato. Di seguito e` mostrato un esempio:














































42 "text": "Is anyone watching Mobbed ?!?!?!,?,\nBest show ever ever ever",




47 "source_url": "http:// twitter.com/download/iphone",















61 "description": "ACTRESS, ANIMAL LOVER, AVID SPINNER, PING -PONG CHAMPION,




















77 "created_at": "Mon Dec 07 16:42:06 +0000 2009",
78 "contributors_enabled": false,








Il crawler sviluppato contiene anche altre parti di cui si e` tralasciata la de-
scrizione, perche´ aggiunte al fine di raccogliere dati per altri esperimenti che
non interessano direttamente questa tesi come, ad esempio, scaricare Tweets
o effettuare un tipo di crawling di una porzione di grafo differente.
Attualmente tutto il programma, includendo sia il crawler che la parte
dedicata all’analisi delle porzioni di grafo raccolte, e` scritto nel linguaggio di
programmazione Python. E` stato utilizzato in minima parte anche il linguag-
gio HTML, per realizzare le pagine web utilizzate per mostrare i risultati della
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ricerca nel progetto delle Celebrities. Il numero totale delle righe di codice e`
piuttosto importante: oltre 11.000.
Per avviare il crawler basta eseguire un comando da una shell passando
il file di configurazione, la lista di utenti da cui partire e il tipo di crawling
da svolgere. Il comando mostrato di seguito serve ad esempio per lanciare il
crawler per la porzione di grafo necessario al progetto delle Celebrities :





In questa parte del lavoro di tesi si e` cercato di realizzare un sistema che per-
mettesse di cercare le Celebrities presenti su Twitter. Nel caso in questione,
con il termine Celebrities si e` inteso indicare tutti gli attori, attrici, registi,
produttori, sceneggiatori, ecc. presenti su Internet Movie Database (IMDb)1.
Uno dei problemi principali nel realizzare un sistema di ricerca per i pro-
fili presenti su Twitter e` dato dall’impossibilita` di sapere se effettivamente
l’identita` dichiarata corrisponde a quella reale. La difficolta` di verificare la
vera identita` di un utente sui social network rende possibile la creazione di
profili falsi volti a impersonare abusivamente qualcun altro. Come gia` detto,
una delle categorie maggiormente affette da questo problema e` quella dei
personaggi famosi.
Se si realizzasse un sistema senza tenere in considerazione questo proble-
ma, cercando il nome di una Celebrity si potrebbero ottenere come risultati
i profili di account abusivi, oltre, ovviamente, a quelli reali (ammesso che
esistano) e a quelli appartenenti ad utenti omonimi. Bisognerebbe quindi,
fornire all’utente che sta effettuando la ricerca di un nome, un sistema per
1http://www.imdb.com
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distinguere quale sia il profilo appartenente al “vero” personaggio famoso e
quale invece quello di un “abusivo”. Twitter ha introdotto un attributo nel
profilo: “Verified”, con il quale garantisce l’autenticita` di un profilo poiche´ e`
stata l’azienda stessa a verificare l’esattezza della corrispondenza tra il nome
dichiarato e la persona reale. Come detto nel cap. 1 un profilo “Verified” si
riconosce facilmente attraverso un simbolo mostrato di fianco al nome.
L’obiettivo e` quindi quello di realizzare un sistema nel quale cercando il
nome di una Celebrity si ottiene come risultato una lista di profili. Questi
sono ordinati in modo tale che il primo sia quello con la maggiore probabilita`
di appartenere alla Celebrity che si sta cercando. Per fornire un ordinamento
si assegna ad ogni profilo un “punteggio” che sara` chiamato: “score”.
L’algoritmo che calcola lo score, che sara` spiegato piu` in dettaglio nella
sezione 4.3, e` basato su un’osservazione: se si conosce direttamente, nella
vita reale, la persona che si sta cercando su Twitter, ci sono sicuramente dei
modi per capire quale sia il profilo corretto tra i risultati ottenuti. Questa
affermazione vale per tutti, anche quando chi esegue la ricerca e` a sua volta
un personaggio famoso. Infatti, se una persona famosa cerca un altro per-
sonaggio famoso potra`, probabilmente, in qualche modo verificare l’identita`
del profilo. Se nell’elenco dei Following di una Celebrity e` presente il nome
di un’altra Celebrity si puo` desumere, con buona probabilita`, che si tratti del
profilo reale. Ovviamente questo non e` vero in assoluto, poiche´ e` possibile
che le due Celebrita` non si conoscano realmente. Ma l’osservazione rimane
comunque significativa: se un profilo “Verified” segue un utente il cui nome
nel profilo e` di una Celebrity questo e` con buona probabilita` il profilo reale.
Il sistema realizzato cerca, quindi, di inferire l’autenticita` di una Celebrity
in base alla sua collocazione topologica nel grafo e ai link che la collegano
alle altre Celebrities verificate o inferite.
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4.1 IMDb: scaricamento, elaborazione ed uti-
lizzo dei dati
L’algoritmo sviluppato per questa analisi necessita di una lista di nomi di
Celebrity. Uno dei piu` completi siti web con queste informazioni e`: IMDb2
(Internet Movie Database), un sito con una vastissima raccolta di nomi di
attori, attrici, registi, sceneggiatori e qualsiasi altro ruolo una persona possa
ricoprire in un film, in una serie televisiva, in un documentario, ecc. Su
IMDb e` possibile trovare informazioni relative ai personaggi famosi su tutti
i film, serie televisive, ecc. a cui hanno partecipato. Specularmente e` anche
possibile avere informazioni sui film, serie televisive, ecc. e l’elenco di quali
personaggi famosi hanno partecipato alla loro realizzazione.
A differenza di Twitter, IMDb non fornisce un sistema di API per acce-
dere ai dati, che possono invece essere scaricati in file compressi3. Questi dati
sono salvati in un formato di cui esistono le specifiche, e necessitano di essere
trasformati al fine di estrarre un elenco di nomi da utilizzare nell’algoritmo.
Per il linguaggio di programmazione Python e` disponibile la libreria IMDb-
PY 4, che e` stata sviluppata per elaborare i file scaricati dal sito di IMDb e
poter salvare il risultato dell’elaborazione in un database. Utilizzando questo
modulo i dati passano da una forma non strutturata ad una strutturata. La
libreria crea delle tabelle nel database: ad esempio una contenente le per-
sone, una contenente i film, una con le persone e il ruolo che hanno avuto
(attore, regista, ecc.) all’interno di un certo film. Se e` un attore si ha anche
il personaggio che interpretava. Da queste tabelle sono state estratte tutte
le informazioni che sono poi utilizzate sia nell’algoritmo che nell’interfaccia
web utilizzata per fornire i risultati delle ricerche.
L’algoritmo utilizza una lista di nomi, estratta dai dati di IMDb, per
sapere quali utenti possano essere delle Celebrity. Sono state eseguite diverse
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• il nome;
• il ruolo;
• il numero di volte che ha svolto quel ruolo;
• l’anno di produzione dell’ultimo lavoro.







Per costruire la lista sono stati considerati solo i personaggi famosi che
hanno ricoperto uno o piu` ruoli come: attore, attrice, regista, produttore o
sceneggiatore. Ogni personaggio comparira` sulla lista una sola volta con il
resto delle informazioni.
La lista estratta dal database va ulteriormente elaborata e modificata.
Nell’algoritmo si confronta il nome nel profilo di Twitter con quelli apparte-
nenti a questa lista per vedere se il profilo puo` essere di una celebrita`. I nomi
pero` potrebbero non corrispondere se li utilizzassimo come sono scritti nella
lista precedente per via, ad esempio, di lettere accentate, apostrofi, spazi
multipli o anche di caratteri strani. Per risolvere il problema e` stato creato
uno script che partendo dalla lista precedente ne salva una copia con l’ag-
giunta di un nuovo campo: Nome per il confronto. Quindi i campi saranno
cos`ı composti:
• il nome da utilizzare per il confronto;
• il ruolo;
• il numero di volte che ha svolto quel ruolo;
• l’anno di produzione dell’ultimo lavoro;
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• il nome







Ci si e` accorti pero` che IMDb ha un quantita` di dati molto vasta e comprende
anche film e attori di molti anni fa, per cui durante la fase di elaborazione
si e` deciso di includere solo le Celebrity che hanno come anno di produzione
dell’ultimo lavoro un valore maggiore o uguale a 1990. Se ad esempio l’ultimo
film di un determinato attore e` stato prodotto nel 1980, e` probabile che si sia
ritirato a vita privata e non abbia nemmeno un account su Twitter, per cui
quel nome potrebbe essere fonte di confusione durante la selezione, poiche´
potrebbero esistere omonimi che non sono celebrita`.
Da IMDb oltre alla lista vengono estratti anche i dati da utilizzare nel
sistema di ricerca. Quando si cerca un nome l’interfaccia web fornisce anche
l’elenco di film, serie televisive, etc. cui ha partecipato il personaggio famoso.
Gli stessi dati sono anche utilizzati, ad esempio, per permettere la ricerca di
un titolo di un film ed ottenere tutti i profili degli utenti di Twitter che hanno
partecipato allo stesso.
4.2 Porzione del grafo di Twitter contenente
le Celebrita`
L’algoritmo delle Celebrities, che permette di ordinare i risultati in modo tale
che il primo sia quello con maggiore probabilita` di appartenere al personaggio
famoso, e` basato sul calcolo di uno score. Questo score, che verra` illustrato
dettagliatamente nella sez. 4.3, e` calcolato utilizzando solo la topologia del
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grafo. L’algoritmo puo`, in teoria, essere applicato sul grafo completo di Twit-
ter anche se, con l’implementazione attuale, il tempo e le risorse richieste per
l’esecuzione ne limitano molto la fattibilita`. Inoltre, non essendo possibile
scaricare l’intero grafo di utenti di Twitter, l’applicazione dell’algoritmo su
tutto il grafo rimane uno scenario puramente teorico. Le API, come ampia-
mente descritto nelle sezioni precedenti, danno un accesso limitato ai dati;
quello che si ha a disposizione e sul quale viene applicato l’algoritmo e` solo
una porzione del grafo di Twitter. Per ottenere quindi una porzione di grafo
la piu` ampia possibile, o meglio contenente il maggior numero di Celebrities
possibile, si e` effettuato un crawling per passi successivi: il crawler e` stato
eseguito diverse volte, ogni volta cercando di raggiungere un maggior numero
di utenti.
4.2.1 Comportamento del crawler e topologia del grafo
scaricato
Il crawler, come gia` descritto nel capitolo 3, parte da un utente (@Kaley-
Cuoco) e lo “visita”, cioe` scarica l’insieme dei suoi Following. La lista di
utenti ottenuta viene analizzata, e per ogni utente si decide se debba essere
“visitato” oppure no. Se cos`ı fosse verra` inserito in una “coda” e, appena
possibile, un thread si occupera` di scaricare l’insieme dei suoi Following e cos`ı
via fino a quando la coda di quelli da “visitare” non sara` vuota. Un uten-
te sara` “visitato” se ha il profilo “Verified” oppure se appartiene alla lista
degli utenti che “potrebbero essere verificati”. Gli utenti che appartengono
all’insieme di quelli che “potrebbero essere verificati” devono avere queste tre
caratteristiche:
1. uno score sufficientemente alto, in modo che sia alta anche la probabi-
lita` che si tratti di profili reali e non abusivi;
2. una corrispondenza tra il nome nel profilo e un nome nella lista estratta
da IMDb e descritta nella sez. 4.1;
3. il profilo non “Verified”.
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Bisogna quindi trovare una soglia che indichi una probabilita` alta. Le prime
volte che questa lista venne calcolata, la soglia era predeterminata con il
valore di 0.1. Successivamente si e` passati a sceglierla dinamicamente poiche´
ogni volta che il crawler viene avviato, cambiano sia i valori degli score che
la quantita` totale degli score presenti; ci si e` accorti che scegliere un valore
assoluto valido per sempre non avesse molto senso. Per calcolare questa soglia
si seguono le fasi:
1. viene calcolato lo score su tutti gli utenti della porzione di grafo scari-
cato;
2. da questi utenti vengono estratti solamente quelli il cui nome e` anche
presente nella lista di IMDb;
3. viene generata una lista di score che appartengono agli utenti estratti
nel punto precedente e che hanno il profilo “Verified”;
4. la lista ottenuta e` ordinata im modo decrescente ed e` estratto il valo-
re piu` basso appartenente al 70° percentile, che sara` quindi la soglia
minima dello score.
Ottenuta la soglia minima si considerano tutti gli utenti che hanno una
corrispondenza dentro l’insieme IMDb, che non sono “Verified” e che hanno
uno score maggiore della soglia minima. Questi utenti sono inserti nell’in-
sieme di quelli che “potrebbero essere verificati”; questo nuovo insieme sara`
utilizzato al successivo avvio del crawler. Riassumendo, l’insieme calcolato
sulla porzione di grafo appena scaricata verra` utilizzato per selezionare gli
utenti da visitare, insieme a quelli “Verified” di Twitter, la volta successiva
che il crawler verra` avviato. La prima volta che il crawler e` stato lanciato,
questo insieme era vuoto, per cui gli unici profili ad essere visitati sono stati
soltanto i “Verified”.
E` stato utilizzato questo approccio per il crawling poiche´, dovendo sce-
gliere una strategia per scaricare i dati, si e` immaginato che se una Celebrity
e` presente su Twitter e` molto probabile che un’altra Celebrity la “segua” e
quindi il crawler la riesca a raggiungere. Ogni volta che il crawler e` stato
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avviato la porzione di grafo scaricata si e` allargata e sono quindi aumentati
il numero di utenti raggiunti. Cio` e` dovuto principalmente a tre fenomeni
che accadono nel tempo:
• aumentano il numero di utenti su Twitter e aumenta anche il numero
di Following per un utente perche´ con il passare del tempo gli utenti
seguono piu` persone;
• aumenta il numero di “Verified” e quindi il numero di utenti da visitare;
• aumenta il numero di utenti nell’insieme dei “potrebbero essere verifi-
cati” che quindi saranno visitati.
La figura 4.1 mostra come sono distribuiti gli utenti. La T rappresenta
l’insieme di tutti gli utenti di Twitter. La R rappresenta l’insieme di tutti
gli utenti raggiungi dal crawler. La V rappresenta l’insieme di tutti gli
utenti verificati; come si nota potrebbe non essere inclusa completamente
nell’insieme R quindi V −R 6= ∅ questo perche´ deve esistere un percorso dalla
celebrita` utilizzata come utente iniziale e quella “Verified” che altrimenti non
puo` appartenere ad R. Gli utenti appartenenti a VV sono quelli “Verified”
che sono stati anche “visitati”, quelli appartenenti a PV sono quelli che
“potrebbero essere verificati” e che quindi sono stati anche visitati. Come
si nota l’insieme dei nomi IMDb si interseca un po’ con tutti gli insiemi.
Il comportamento ideale per il crawler e` che, escludendo quelli che non ci
sono proprio su Twitter, tutti gli altri nomi di IMDb siano raggiunti, quindi:
(T ∩ IMDb) ⊂ R.
Quando il crawling sara` terminato la porzione di grafo sara` cos`ı composta
(la figura 4.2 ne rappresenta una versione schematica): molti utenti raggiunti
con pochi utenti visitati. Si avranno quindi moltissimi nodi del grafo di cui
si conosce una porzione degli archi entranti che comporranno la frontiera del
grafo (i nodi in rosso nella figura 4.2). Gli archi entranti provengono tutti dal
centro del grafo che e` composto dagli utenti Verified (i nodi in celeste nella
figura 4.2) e da quelli appartenenti all’insieme dei potrebbero essere verificati
(i nodi in verde nella figura 4.2).
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T:  Tutti gli utenti di Twitter
V:  Tutti gli utenti verificati di Twitter
R:  Utenti raggiunti dal crawler
PV: Utenti che "potrebbero essere verificati" e visitati
VV: Utenti verificati e visitati
VV
IMDb
Figura 4.1: Utenti di Twitter suddivisi per insiemi di appartenenza
Figura 4.2: Rappresentazione schematica della porzione di grafo scaricata
per il progetto delle Celebrities
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4.2.2 Confronto tra i crawling effettuati
Il crawler e` stato avviato 23 volte e nella tabella 4.1 sono riportati gli uten-
ti raggiunti, gli utenti visitati, i collegamenti totali e solo quelli tra utenti
visitati. Come si vede dalla tabella il grafo e` sempre cresciuto, eccetto la
13esima volta dove a guardare i dati emerge con forte probabilita` che Twit-
ter abbia avuto un problema durante il periodo di crawling. Infatti il numero
di utenti visitati e` stato maggiore della volta precedente, mentre il numero
di utenti raggiunti e di collegamenti e` stato inferiore; tale situazione e` stata
probabilmente causata da un problema alle API che restituivano l’insieme dei
Following non completo. Si vede che alla 14esima iterazione tutti i numeri
ricomincino ad aumentare.
Data Utenti Utenti Collegamenti Collegamenti tra
raggiunti visitati utenti visitati
1 04-apr-11 11.969.588 8.513 23.598.766 479.185
2 05-mag-11 13.115.771 11.180 27.282.263 756.327
3 10-mag-11 13.417.620 12.442 28.470.276 886.120
4 21-mag-11 13.995.005 13.433 30.044.081 989.600
5 25-mag-11 14.182.914 14.134 30.846.080 1.068.821
6 30-mag-11 14.508.995 14.786 31.776.793 1.139.332
7 04-giu-11 14.531.707 13.999 31.357.953 1.074.812
8 09-giu-11 14.584.609 13.779 31.264.674 1.058.569
9 23-giu-11 15.247.056 14.222 33.078.746 1.097.500
10 28-giu-11 15.405.089 14.380 33.503.075 1.112.009
11 06-lug-11 15.760.343 16.318 35.055.100 1.318.466
12 17-lug-11 16.065.903 16.624 35.855.184 1.348.936
13 26-lug-11 13.480.774 17.602 28.602.008 1.254.898
14 31-lug-11 16.380.449 17.795 36.929.019 1.474.102
15 22-ago-11 17.358.030 22.448 41.637.357 1.996.499
16 19-set-11 18.274.503 23.745 44.359.842 2.176.220
17 15-apr-12 25.714.115 35.139 65.515.441 3.455.404
18 26-apr-12 27.237.708 47.028 75.878.224 5.141.289
19 03-mag-12 27.760.576 48.380 78.207.701 5.374.570
20 26-mag-12 28.628.109 50.160 80.853.254 5.643.951
21 26-giu-12 29.883.016 52.483 84.449.649 5.981.157
22 25-ott-12 37.619.048 60.577 107.982.418 7.669.660
23 08-gen-13 41.428.306 65.926 119.165.225 8.905.823
Tabella 4.1: Dati raccolti dal crawler nelle volte che e` stato avviato
Le figure successive rappresentano nei grafici l’andamento di alcuni dati
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rappresentativi per la porzione di grafo scaricata dal crawler rispetto a tutte
le volte che e` stato eseguito. La figura 4.3 rappresenta il numero complessivo
degli utenti raggiunti nei diversi crawling. Si vede come il numero degli utenti
raggiunti sia passato da circa 12 milioni nella prima esecuzione (4 aprile





















































































































Figura 4.3: Utenti raggiunti ogni volta che il crawler e` stato eseguito
si riferisce al numero di collegamenti presenti nel grafo; come si vede anche
dalla rappresentazione schematica (fig. 4.2), i collegamenti sono diretti e
moltissimi nodi hanno solo archi entranti. In questo caso si e` passati da circa

















































































































Collegamen-	  tra	  uten-	  
Collegamen<	  tra	  uten<	  
Figura 4.4: Il numero di collegamenti tra utenti
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il numero di utenti che sono stati “visitati”, che appartengono ai “Verified”
o ai “potrebbero essere verificati”. Nel secondo grafico rappresenta gli utenti
che sono stati “visitati” e trovano una corrispondenza nella lista dei nomi di












































































































Uten<	  "visita<"	   Uten<	  "visita<"	  con	  una	  corrisponden<	  in	  IMDb	  
Figura 4.5: Il numero di utenti “visitati”: totali o limitati a quelli che hanno
una corrispondenza in IMDb
nel grafo non sono stati “visitati”. Nel secondo grafico sono rappresentati
gli utenti che appartengono allo stesso insieme del precedente e hanno una



















































































































Uten<	  non	  "visita<"	   Uten<	  non	  "visita<"	  con	  una	  corrispondenza	  in	  IMDb	  
Figura 4.6: Il numero di utenti non “visitati”: totali o limitati a quelli che
hanno una corrispondenza in IMDb
il numero di collegamenti che si hanno in ogni porzione di grafo tra i soli
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utenti “visitati”, che rappresentano il nucleo del grafo. Sono esclusi dal
conteggio tutti gli archi che raggiungono nodi “rossi” se ci si riferisce allo
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  sono	  sta-	  "visita-"	  
Collegamen<	  tra	  gli	  uten<	  che	  sono	  sta<	  "visita<"	  
Figura 4.7: ll numero di collegamenti tra gli utenti “visitati”
il tempo che il crawler ha impiegato ogni volta per completare il suo ciclo.
Si vede come i tempi siano abbastanza variabili, si e` passati da un tempo
minimo di circa 2 giorni e mezzo ad un massimo di circa 6 giorni e mezzo.
Differenze cos`ı ampie puo` dipendere da una serie di fattori quali la grandezza
della porzione di grafo scaricata, il numero di messaggi di risposta generati
da Twitter contenenti un errore, o il computer utilizzato per il crawler: con
poca memoria a disposizione, il crawler impiega piu` tempo a controllare quali
utenti siano gia` stati raggiunti poiche´ le strutture dati hanno bisogno di essere
ripetutamente caricate dal disco. La figura 4.9 mostra la soglia utilizzata alla
fine di ogni crawling per generare l’insieme dei “potrebbero essere verificati”
da utilizzare nel crawler la volta successiva. Si nota come in circa meta` dei
crawling sia stata utilizzata una soglia fissata e poi si sia passati a quella
dinamica. La tabella 4.2 e la figura 4.10 mostrano il numero di utenti che
dopo ogni crawling sono stati selezionati per essere inseriti nell’insieme degli
utenti che “potrebbero essere verificati”.
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Soglia	  dello	  score	  per	  selezionare	  gli	  uten2	  che	  
"potrebbero	  essere	  veriﬁca2"	  
Soglia	  dello	  score	  per	  selezionare	  gli	  uten@	  che	  "potrebbero	  essere	  veriﬁca@"	  
Figura 4.9: Soglia limite per estrarre l’insieme dei “potrebbero essere
verificati”
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Insieme	  dei	  "potrebbero	  essere	  veriﬁca3"	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nel	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  successivo	  
Insieme	  dei	  "potrebbero	  essere	  veriﬁcaB"	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  nel	  crawling	  successivo	  
Figura 4.10: Numero di utenti selezionati per l’insieme dei “potrebbero essere




Lo score e` la misura centrale di tutto il progetto delle Celebrities. Tramite
questo punteggio, assegnato ad ogni utente, e` possibile ordinare i risultati
in modo tale che i primi siano i profili che hanno la maggior probabilita` di
appartenere alla reale celebrita` e non ad un abusivo.
Il calcolo dello score di tutti gli utenti si divide in due fasi: nella prima
si applica l’algoritmo del PageRank [PBMW99] ad un gruppo ristretto di
utenti, connessi tra loro, che sono estratti dal grafo scaricato; nella seconda
si ridistribuisce il valore del pagerank appena calcolato a tutti gli utenti.
4.3.1 Calcolo del PageRank su una selezione della por-
zione del grafo
La prima fase del calcolo dello score consiste nell’applicare la formula del
pagerank ad una porzione molto ristretta del grafo scaricato, che consideri
solamente gli utenti “visitati” e tra questi solo quelli che hanno una cor-
rispondenza tra il nome nel profilo e un nome presente nell’insieme IMDb
(sez. 4.1). A causa di questa riduzione di utenti vengono esclusi anche mol-
ti collegamenti: restano, infatti, solo quelli che collegano tra loro il gruppo
ristretto di utenti selezionati.
La scelta di escludere degli utenti dal calcolo del pagerank dipende da cio`
che si vuole ottenere: si vuole cercare di attribuire un valore agli utenti in
base alla topologia del grafo; si vuole, quindi, trasferire il valore di un utente
autentico ad altri che non lo sono. Il pagerank serve proprio allo scopo di
assegnare un valore agli utenti autentici.
Gli utenti visitati dal crawler sono quelli con piu` alta probabilita` di es-
sere autentici, essendo l’unione dei “Verified” di Twitter e di quelli che il
sistema indica come “potrebbero essere verificati”. Dal momento che ci si sta
occupando di Celebrities, e per focalizzare ancora di piu` il sistema, vengono
esclusi gli utenti che sono stati visitati ma che non hanno una corrispondenza
nell’insieme di IMDb. Gli utenti che appartengono all’insieme dei potrebbero
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essere verificati hanno gia` questa corrispondenza (sez. 4.2.1), quindi gli unici
profili esclusi sono quelli “Verified” non presenti su IMDb.
Di seguito e` riportata la formula utilizzata:












• PRt(ui) indica il valore del pagerank per l’utente ui all’iterazione t;
• d e` il damping factor del pagerank; il valore scelto e` 0.85;
• FE(ui) e` l’insieme dei Followers dell’utente ui;
• CFI(uj) e` il numero di utenti che appartiene all’insieme dei Following
dell’utente uj;
• EFI e` l’insieme di tutti gli utenti che hanno l’insieme Following vuoto
o in cui sono presenti solo utenti esclusi dal calcolo del pagerank;
• N e` il numero totale degli utenti del grafo su cui e` applicata la formula
del pagerank.
L’algoritmo inizia con l’assegnare a tutti i nodi (utenti) del grafo il valore
1, quindi PR0(ui) = 1. Per gli utenti che non hanno nessun arco in uscita,
ossia con l’insieme dei Following vuoto, saranno inseriti degli archi virtuali
che consentono di raggiungere tutti gli altri nodi dallo stesso (nella fig. 4.11
e` il nodo 5). Quindi per ogni utente il pagerank corrisponde alla somma del
valore di tutti i suoi archi entranti reali o virtuali. Dove il valore di ogni arco
e` dato dal valore del pagerank del nodo all’iterazione t−1 diviso il numero di
archi in uscita. Il tutto viene moltiplicato per un valore d (damping factor)
utilizzato nel pagerank per smorzare l’effetto di un ciclo in un grafo, che
potrebbe portare ad accumulare valore se un gruppo di utenti non ha nessun








Figura 4.11: Esempio di grafo su cui viene applicato il PageRank, il nodo
5 ha 0 archi in uscita quindi vengono inseriti archi virtuali che lo collegano a
tutti i nodi
Dopo aver calcolato il valore del pagerank per questi utenti, quelli che
sono stati esclusi dal calcolo ma erano comunque stati “visitati” avranno un
pagerank pari a 0. Quindi:
PRC(ui) =
PR(ui), se ∃PR(ui)0, altrimenti
sara` il pagerank completo utilizzato nel calcolo dello score.
4.3.2 Calcolo dello Score
Calcolato il pagerank, si deve propagare questo valore a tutti i nodi. Infatti
il valore dello Score assegnato a ciascun nodo sara` diverso dal valore del
pagerank. Questo vuol dire che anche per i nodi con un valore di pagerank
diverso da 0, verra` calcolato lo score. In questa fase, tutti gli utenti e tutti i
collegamenti presenti nella porzione di grafo scaricata sono considerati. Ad









• PRC(uj) indica il valore del pagerank completo per l’utente uj descritto
nella sezione 4.3.1;
• FE(ui) e` l’insieme dei Followers dell’utente ui;
• CFI(uj) e` il numero di utenti che appartiene all’insieme dei Following
dell’utente uj.
La figura 4.12 rappresenta un esempio di grafo su cui viene calcolato lo score.
I nodi colorati di bianco sono quelli che hanno solo archi in ingresso; quelli
colorati di celeste hanno anche archi in uscita ed hanno un valore del PRC
diverso da 0; quelli in giallo hanno invece archi in uscita e il PRC a 0. Puo`
succedere che esistano nodi senza archi in uscita ma che hanno un valore del
PRC assegnato, cioe` che siano nodi visitati ma con insieme dei Following
vuoto; in questo caso il valore non verra` distribuito a nessun nodo (questo
tipo di nodo non e` rappresentato nella fig. 4.12). Un’ultima osservazione: si
considera che tutti gli utenti abbiano l’insieme dei Followers non vuoto perche´
si e` arrivati a ciascun nodo navigando il grafo per cui almeno un collegamento
in ingresso deve esistere. L’unico utente che potrebbe avere avere l’insieme
dei Followers vuoto e` il primo da cui si e` partiti (@KaleyCuoco): situazione
molto improbabile poiche´ l’utente scelto e` sufficientemente famoso da avere
almeno uno degli utenti visitati che ha il suo profilo nell’insieme dei Following.












































































Figura 4.12: Esempio di grafo su cui viene calcolato lo score, le etichette
sugli archi indicano quanta porzione del valore del nodo viene passato a quello
collegato. Tutti i nodi hanno un’etichetta indicante il nome, alcuni hanno
anche un’etichetta indicante il valore di PRC: 0 o PR.
Le figure 4.13 e 4.14 danno un’idea della distribuzione cumulativa dello
score relativo pero` soltanto agli utenti che hanno una corrispondenza den-
tro la lista di IMDb. Nella distribuzione cumulativa, sull’asse ascisse sono
indicati i valori corrispondenti allo score, sull’asse delle ordinate il numero
di utenti che hanno uno score maggiore o uguale quello indicato sull’asse
delle X. La figura 4.13 mostra il grafico della distribuzione degli score as-
segnati agli utenti dell’ultimo crawling (08-gen-13). Sugli assi i valori sono
visualizzati con una scala logaritmica. Si vede che la funzione di distribuzio-
ne cumulativa corrisponde ad una funzione esponenziale, non sembra pero`
coincidere con una funzione power law. La figura 4.14 mette a confronto le
distribuzioni cumulative degli score presi su quattro crawling differenti: l’ot-
tavo (09-giu-11), il sedicesimo (19-sett-11), il ventunesimo (26-giu-2012) e il
ventitreesimo (08-gen-13). Si nota come tutte e quattro rappresentino una
funzione esponenziale e nessuna corrisponda ad una power law. La figura 4.13
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Figura 4.13: Distribuzione cumulativa degli score calcolato sull’ultimo
crawling del 08-gen-13, (la scala dei valori utilizzata e` log-log)
4.4 Selezione degli utenti
Finita l’assegnazione dello score a tutti gli utenti scaricati dal crawler, tutte
le informazioni del profilo, lo score e altri attributi utilizzati nell’interfaccia
web, vengono inseriti dentro un database. Il database utilizzato e` mongodb5,
un database non relazionale e sufficientemente veloce. Si e` preferito utilizzare
questo tipo di soluzione poiche´ non essendoci la necessita` di dichiarare a
priori lo schema del documento e` stato molto facile realizzare il codice che
lo utilizzasse. In questo progetto lo scopo del database e` solo di salvare
temporaneamente i profili per utilizzarli piu` velocemente, dal momento che
i file creati dal crawler per salvare i profili vengono abbandonati.
Dopo il calcolo dello score si procede con l’estrazione di tutti i profili che
hanno una corrispondenza dentro la lista di IMDb (sez. 4.1). Vengono letti
tutti i profili e salvati in un nuovo database solo quelli per i quali esiste una
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(d) Il crawling del 08-gen-13
Figura 4.14: Distribuzione cumulativa degli score in quattro crawling diversi
(la scala dei valori utilizzata e` log-log)
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verificati e viene estratto il limite inferiore per il valore dello score utilizzato
per selezionare gli utenti da utilizzare come “potrebbero essere verificati”
(sezione 4.1). Scelto il limite inferiore vengono estratti gli ID degli utenti e
salvati in un file che verra` utilizzato alla successiva esecuzione del crawler.
Come ultimo passo vengono copiati tutti gli utenti che trovano la corri-
spondenza su IMDb in un altro database, questa volta e` utilizzato MySQL6.
Oltre agli utenti vengono raccolte tutte le informazioni di IMDb che possono
essere associate a questi utenti come: titoli di film, titoli di serie televisive,
ecc. Questi dati raccolti e salvati saranno utilizzati nell’interfaccia web che
implementa il sistema di ricerca (sez. 4.6).
4.5 Verifica della correttezza del sistema
Per verificare la correttezza del sistema bisogna effettuare due tipi di controlli:
• verificare l’ordinamento dei risultati;
• verificare che il primo risultato, nel caso non fosse un “Verified” di
Twitter, sia corretto e quindi appartenga alla persona reale.
La verifica consiste nel cercare il nome di una celebrita` e controllare che al
primo posto tra i risultati sia presente il profilo associato alla persona reale.
C’e` il problema pero`, che se il primo non e` un “Verified” bisogna controllare
che sia comunque quello giusto, che come detto in precedenza, e` un compito
laborioso e dall’esito incerto.
E’ possibile individuare delle euristiche, che possano dare una relativa
sicurezza nel decidere se il profilo sia autentico o meno. Per testare il sistema
si e` provato a cercare nomi di celebrita` che si conoscevano e si sono adottate
le seguenti strategie per verificare che l’utente fosse autentico:
• controllare se esiste una pagina web ufficiale e vedere se all’interno e`
presente il link ad un profilo di Twitter;
6http://www.mysql.com/
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• cercare su un motore di ricerca il nome della celebrita` con associato
la parola “twitter”: puo` accadere che in qualche intervista sia indicato
anche l’account di Twitter;
• vedere se nel profilo di Twitter siano presenti delle foto piu` personali,
come ad esempio con il proprio animale domestico, a cena con gli amici
o nei camerini degli studi televisivi;
• controllare quali altre celebrita` segua e da quali sia seguita e verifica-
re l’esistenza di qualche scambio di tweet con qualche altra celebrita`
“Verified”.
Queste sono una serie di strategie che sono state adottate per verificare, nelle
prove di funzionamento del sistema, che i risultati fossero corretti. Ovvia-
mente una sola delle euristiche puo` non bastare ma l’insieme puo` dare una
relativa fiducia sull’autenticita` del profilo.
Sono state effettuate diverse ricerche durante la realizzazione e sembra
che il sistema dia dei buoni risultati. I test effettuati non erano comunque
sufficientemente affidabili poiche´ si concentravano principalmente su cele-
brita` molto ben conosciute per le quali era piu` semplice la verifica indiretta
dell’autenticita` del profilo.
Si e` scelto dunque, come test completo, di effettuare un confronto tra
2 crawling diversi. Ci si e` accorti che con il passare del tempo Twitter ha
verificato utenti che erano gia` stati raggiunti dal crawler in precedenza e
quindi erano gia` presenti nel sistema di ricerca. Quello che si e` fatto allora e`
stato prendere l’ultimo crawling, dell’8 gennaio 2013 e confrontarlo con uno
precedente: l’ottavo crawling, risalente al 9 giugno 2011. Quello che si e` fatto
e` stato prendere dal crawling piu` recente gli ID di tutti gli utenti “Verified”
che hanno una corrispondenza nella lista di IMDb (si e` scelto di utilizzare
l’ID perche´ e` univoco e non puo` cambiare mai). Si e` cercato poi quali tra
questi fossero presenti nel crawling piu` vecchio: di quelli presenti sono stati
esclusi tutti quelli che erano gia` “Verified”. Con il nome dei rimanenti ID
sono state effettuate delle ricerche sui dati relativi al crawling piu` vecchio.
Nel test si e` voluto verificare in che posizione sarebbero stati restituiti questi
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profili, di cui all’8 gennaio 2013 si aveva certezza dell’autenticita` (poiche´
“Verified”), ma che erano ancora incerti all’epoca del crawling precedente.
Bisogna verificare quanti di quelli corretti sarebbero stati restituiti in prima
posizione con i dati del 9 giugno 2011.
Prima di effettuare il test sono state fatte delle considerazioni su come
cercare un nome. Il primo passo e` stato pulire il nome da tutti i caratteri
speciali. Con il secondo dalle parole da cercare sono state rimosse quelle che
avevano una sola lettera, ad esempio “Nome C Cognome” e` stato cercato
come “Nome Cognome” difficilmente un utente che usa un sistema di ricerca
utilizzera` anche la “C”. Terzo, sono stati esclusi dal test quei profili che come
nome avevano una sola parola; in questo caso la ricerca potrebbe essere poco
affidabile perche´ le informazioni utilizzate sono troppo poche.
Confrontando i due crawling, indicando con “run 8 ” il piu` vecchio scari-
cato il 9-giu-11 e con “run 23 ” il piu` recente scaricato l’8-gen-13, si e` ottenuto
che:
• 6050 sono gli utenti che sono “Verified” nel run 23 ma non lo erano
nel run 8 ;
questi possono essere divisi in:
• 5605 con piu` di una parola nel nome, che quindi saranno utilizzati;
• 445 con una parola soltanto nel nome e che saranno quindi esclusi;
per i 5605 utenti che sono stati cercati, le posizioni ottenute nei risultati sono
state:
• prima posizione nel run 8 per 4947 utenti;
• posizione diversa dalla prima per i restanti 658 utenti;
dei 4947 per cui il risultato corretto si trova in prima posizione, si hanno:
• 2533 con un solo risultato; questi casi non hanno molto valore per il
test e non sono stati considerati, poiche´ con un solo risultato non si puo`
dire molto, anche se rimane vero che se si ha una sola corrispondenza
per il nome cercato il crawler ha navigato il grafo in modo corretto,
raccogliendo solo l’utente giusto ed escludendo gli altri;
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• 2414 con i profili corretti in prima posizione e piu` risultati presenti.
Escludendo quindi quelli con un solo risultato si hanno:
• 5605− 2533 = 3072 utenti con piu` di una parola nel nome e con piu`
di un profilo nel risultato;
• 4957 − 2533 = 2414 utenti con piu` di una parola nel nome, con





⇒ 78.58% risultati corretti
dalle verifiche effettuate si e` visto che circa 80% dei risultati che e` stato
possibile verificare erano corretti.
4.6 Interfaccia web
E` stata, infine, realizzata anche una interfaccia web per il sistema (fig. 4.15).
Lo scopo principale e` quello di consentire il test in modo veloce. Per rea-
lizzarla sono state utilizzate diverse tecnologie. Una prima versione e` stata
realizzata utilizzando mongodb come database per i dati e nodejs7 per rea-
lizzare le pagine web. Successivamente questo sistema e` stato abbandonato
perche´ mongodb non ha un metodo di ricerca sul testo quindi si e` passati ad
usare MySQL con Elasticsearch8. Elasticsearch e` un software per indicizzare
e ricercare basato su Lucene9. Quindi MySQL viene utilizzato per memo-
rizzare i dati, Elasticsearch per indicizzare i dati e ricercare, mentre con il
framework Django10 scritto in Python viene gestita tutta la creazione della
pagine inclusa l’aggregazione tra le varie tabelle per ottenere i risultati.
Le figure 4.15, 4.16, 4.17, 4.18, di seguito, sono esempi di pagine presenti
nell’interfaccia web. Come scritto anche nelle didascalie, nell’ordine le imma-







nome, la pagina dei risultati per la ricerca di film tramite il titolo e la pagina
dei risultati per la ricerca di una serie televisiva. Le pagine dei risultati sono
pensate e realizzate per i test, per cui contengono diverse informazioni che
non verrebbero mai mostrate ad un semplice utente (ad esempio lo score, o
l’orario in cui e` avvenuto il crawling).
Figura 4.15: Homepage dell’interfaccia web
Figura 4.16: Pagina dei risultati per la ricerca di un nome
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Figura 4.17: Pagina dei risultati per la ricerca di un film




In questa parte di tesi si e` cercato di verificare se fosse possibile estrarre una
previsione di voto per le primarie del Centro-Sinistra in Italia attraverso lo
studio topologico del grafo degli utenti di Twitter. Si e` voluto verificare se
fosse possibile assegnare una preferenza elettorale agli utenti in base a chi
“seguono” e se la distribuzione di questi utenti avesse una qualche relazione
con i risultati elettorali delle primarie.
Nel progetto sono stati presi in considerazione gli insiemi dei Followers
di tutti i candidati alle primarie del Centro-Sinistra tenutesi tra novembre e
dicembre 2012.
5.1 Grafo: Politici - Utenti
Nella prima fase sono stati raccolti i dati necessari all’analisi. Sfruttando le
API di Twitter (sez. 2) e il crawler realizzato (sez. 3) sono stati collezionati
gli insiemi dei Followers di tutti i candidati delle primarie:
• Pierluigi Bersani (@pbersani)1
1https://twitter.com/pbersani
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• Nichi Vendola (@NichiVendola)2
• Matteo Renzi (@matteorenzi)3
• Bruno Tabacci (@TabacciPrimarie)4
• Laura Puppato (@LauraPuppato)5
La figura 5.1 mostra una rappresentazione schematica del grafo: sono raffi-
gurati i Politici e i loro Followers ; i nodi dei Followers hanno lo stesso colore
dei Politici che seguono.
Tabacci PuppatoRenziVendolaBersani
Figura 5.1: Schema grafo completo
Il crawler e` stato avviato utilizzando i candidati come utenti iniziali e
impostandolo in modo tale che si fermasse al primo livello con una visita in
ampiezza. I dati scaricati contengono 451834 utenti diversi, con un totale
di 620541 collegamenti (figura 5.2). Cio` implica che i politici condividono
diversi Followers.
Dal momento che per ogni Followers si ha soltanto il numero identificativo
e nessun’altra informazione, si pone il problema dell’identita` dei Followers :
infatti non si puo` essere certi che si tratti di utenti reali ne´ che siano italia-






Grafo: Politici - Utenti
Candidati







Figura 5.2: Grafo completo
non potrebbero influenzare il risultato elettorale. Al fine di limitare questo
problema, si e` incrociata la suddetta lista di Followers con una lista di cir-
ca 350.000 utenti per i quali e` ragionevole stimare si tratti di utenti reali
e italiani; tale lista, costruita in un precedente lavoro, e` stata ottenuta con
una classificazione basata su euristiche che guardavano ai messaggi pubblicati
dagli utenti e ad alcune informazioni presenti nel loro profilo.
A seguito dell’incrocio delle due liste, il grafo si e` ridotto a 69531 utenti
con 111154 collegamenti (figura 5.3).
Candidati







Figura 5.3: Grafo solo utenti italiani
La tabella 5.1 di seguito rappresenta il numero di Followers per candidato.
Sono presenti due colonne: una corrispondente alla versione completa del
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Pierluigi Bersani 154701 26014
Nichi Vendola 247156 38256
Matteo Renzi 210939 43931
Bruno Tabacci 1092 445
Laura Puppato 6653 2508







































Numero di Followers (Y) per il Candidato (X)
Candidati




5.2.1 Utenti e la probabilita` di votare un Politico
Si e` quindi proceduto ad analizzare il grafo ottenuto al fine di ricavare una
preferenza elettorale per ogni utente. Ad ogni utente e` stata associata una
lista con 5 posizioni o componenti, una per ogni politico. Visitando il grafo
per ogni utente si inserisce un 1 nella componente corrispondente al Politico
seguito. Successivamente la lista viene normalizzata cos`ı che la somma delle
componenti sia 1. Ci si chiede come la lista cos`ı ricavata possa essere espres-
sione di una preferenza elettorale. La si puo` considerare come la probabilita`
che un dato utente voti per un preciso politico. Ad esempio un utente che
seguisse i due politici Bersani e Renzi sarebbe con molta probabilita` piu` in-
deciso di uno che seguisse solo Bersani. Quindi con una sola componente
diversa da 0 e` probabile che l’utente sia deciso, mentre se ce ne sono piu` di
una diversa da 0 allora e` probabilmente indeciso e quindi le probabilita` di
votare quel politico si abbassano.
Si consideri la lista nel seguente modo:
Bersani Renzi Vendola Puppato Tabacci
Utente
Figura 5.5: Posizione politici
Si possono fare dei casi di utenti:
• Utente A segue Bersani e Renzi avra`:
1 01 0 0
B R V P T
Utente A Normalizzato 0.5 00.5 0 0
B R V P T
• Utente B segue solo Renzi
0 01 0 0
B R V P T
Utente B Normalizzato 0 01 0 0
B R V P T
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• Utente C segue Bersani, Vendola e Puppato
1 10 1 0
B R V P T
Utente C Normalizzato 0.33 0.330 0.33 0
B R V P T
• Utente D segue tutti
1 11 1 1
B R V P T
UtenteD Normalizzato 0.2 0.20.2 0.2 0.2
B R V P T
Quello che si osserva guardando questi esempi e` che l’Utente A e` proba-
bilmente indeciso nel votare Renzi o Bersani e quindi, nel nostro modello, si
puo` affermare che entrambi i candidati abbiano il 50% delle probabilita` di
essere votati. Per l’Utente B invece la probabilita` di votare Renzi e` stimata al
100%. L’utente C e` indeciso tra 3 candidati e l’utente D invece li segue tutti,
dunque non ha nessuna preferenza. Questi quattro esempi denotano come la
lista possa essere associata ad una probabilita`. Nel grafico nella figura 5.6
e` rappresentata la percentuale di utenti che hanno una specifica probabilita`
di votare un certo politico. Dal grafico sono state escluse le probabilita` piu`
basse, riportando solamente la probabilita` 100% e la probabilita` 50%.
Si vede, secondo i risultati prodotti da quest’analisi, che un numero di
utenti compresi tra il 30% e il 35% ha una probabilita` di votare Renzi al
100%, invece tra il 10% e il 15% una probabilita` al 50%. Per Bersani e`
piu` bassa: ci sono tra il 5% e il 10% di utenti con una probabilita` al 100%
e tra il 10% e il 15% di utenti con probabilita` al 50%. Simili osservazioni
possono essere fatte anche per gli altri candidati. Gli istogrammi associati ad
ogni Politico considerano il totale degli utenti anche se sono state disegnate
soltanto le due barre associate ai valori piu` grandi. Ad esempio per Renzi si
ha che il 35% degli utenti totali ha un probabilita` del 100% di votare per lui,
il 10% ha una probabilita` del 50%, mentre il restante 55% sara` distribuito




















































P = 50% P = 100%
Figura 5.6: Numero di utenti con la stessa probabilita` di votare per il Politico
(X)
5.2.2 Utenti e le preferenze elettorali
Dopo aver assegnato ad ogni utente la probabilita` di votare un determinato
politico, bisognava classificare gli utenti. Si osserva che gli unici valori che
le componenti della lista possono assumere sono: 1, 0.5, 0.33, 0.25, 0.20, 0,
ovviamente indicabili anche come probabilita` con 100%, 50% e cos`ı via.




Nei Votanti sono stati inseriti tutti gli utenti che hanno una componente
a 1 e le altre a 0. Se un utente segue un solo politico e` molto probabile che
sia interessato solo a lui e quindi lo votera`.
Negli Indecisi sono stati inseriti tutti gli utenti che hanno:
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• 2 componenti a 0.5 e il resto a 0
• 3 componenti a 0.33 e il resto a 0
• 4 componenti a 0.25 e il resto a 0
ovviamente da un 50-50 ad un 25-25-25-25 si passa da una indecisione netta
tra due candidati ad una indecisione meno marcata perche´ distribuita su piu`
di 2 candidati.
Come ultimo gruppo si considerano i Confusi : sono quelli che seguono
tutti i candidati ed hanno dunque tutte le componenti uguali a 0.20.
La tabella 5.2 e la figura 5.7, mostrano di seguito la suddivisione degli
utenti nei vari gruppi.





Tabella 5.2: Classificazione degli utenti
Terminata la fase di classificazione si prendono tutti gli utenti apparte-
nenti al gruppo dei Votanti e li si assegnano al Politico la cui componente
nella lista associata e` diversa da 0. Cos`ı facendo si ottiene che, con riferimen-
to alla porzione di grafo di Twitter considerata, il Politico con piu` consensi e`
Matteo Renzi con una percentuale pari a circa il 55%. In seconda posizione
troviamo Nichi Vendola con circa il 35% e in terza posizione Pierluigi Bersa-
ni con circa il 10%. Laura Puppato e Bruno Tabacci sono tra lo 0% e l’1%.
La figura 5.8 mostra la distribuzione dei votanti rispetto ai politici, mentre
la figura 5.9 mette a confronto il numero di Followers con i votanti. Nella
figura 5.9 si puo` notare come Bersani abbia tra i suoi Followers molti piu`
indecisi di, ad esempio, Renzi.
E` stato analizzato anche il gruppo degli Indecisi. La figura 5.10 mette a
confronto gli indecisi che hanno le componenti del valore 0.5-0.5 e gli altri.
















































































Totale utenti: 69531, utenti con preferenza: 41753, utenti indecisi: 27586
Numero di Utenti (Y) per il Candidato (X)
Candidati









































Percentuale Utenti sui votanti con preferenza per il Candidato (C) (Votanti: 41753)
Percentuale Direct Followers su utenti totali per il Candidato (C) (Utenti: 69531)
Figura 5.9: Confronto tra il numero di votanti e il numero di Followers
utenti indecisi tra 2 Politici che tra 3 o 4. La figura 5.11 mostra le coppie, le
triple o le quadruple sulle quali gli utenti sono indecisi; come si puo` osservare,
il gruppo Bersani-Renzi-Vendola raccoglie circa il 37% degli indecisi. Si vede
anche che le coppie Renzi-Bersani, Bersani-Vendola e Renzi-Vendola raccol-
gono circa il 54% degli indecisi. Dunque le varie combinazioni di questi tre
nomi coprono piu` del 90% degli indecisi. E’ stato realizzato anche un altro
grafico che mette a confronto esclusivamente le coppie di indecisi (fig. 5.12).
5.2.3 Ballottaggio
I dati ottenuti precedentemente sono stati utilizzati anche per il ballottaggio
tra Bersani e Renzi. La figura 5.13 mostra che partendo dall’analisi preceden-
te si ottiene: Bersani al 59% e Renzi al 41%. Per ottenere tale risultato e` stato
necessario riassegnare ai due pretendenti al ballottaggio tutti voti che pre-
cedentemente erano assegnati ai candidati esclusi o che facevano parte degli
























Totale utenti indecisi: 27586
Classificazione degli Utenti Indecisi
Classificazione





































































































































Totale utenti indecisi: 27586
Indecisi
Candidati









































































Totale utenti indecisi intorno 50%: 15505
Indecisi intorno al 50%
Candidati
Figura 5.12: Classificazione degli indecisi, con le sole coppie 0.5-0.5
• I votanti assegnati gia` ai due candidati al ballottaggio non sono cambia-
ti, dal momento che la loro determinazione a votare un certo candidato
non era in discussione nemmeno al primo turno.
• Gli utenti che erano indecisi tra Renzi ed un altro candidato ad esclu-
sione di Bersani sono andati a Renzi; si consideri ad esempio un utente
indeciso tra Renzi e Vendola: e` naturale considerare alta la probabilita`
che l’utente voti Renzi dal momento che Vendola non era in lizza per
il ballottaggio.
• Allo stesso modo, gli utenti che erano indecisi tra Bersani e un altro
candidato escluso Renzi sono andati a Bersani.
• Gli utenti che erano votanti di Vendola, Tabacci e Puppato o che erano
indecisi su qualsiasi combinazione di questi tre candidati sono stati asse-
gnati a Bersani, dal momento che tutti avevano pubblicamente espresso
il loro appoggio a Bersani.
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• Infine si e` dovuto decidere a chi assegnare gli indecisi tra Bersani e
Renzi. Si e` scelto di assegnarli a Bersani, con la logica per cui essendo
Renzi e Bersani dello stesso partito un utente indeciso fosse piu` pro-
penso a seguire la linea del partito, i cui rappresentati locali e nazionali
erano a forte maggioranza schierati con Bersani.
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Figura 5.13: Ballottaggio primarie Centro-Sinistra
Nelle considerazioni precedenti l’assegnazione di tutti gli indecisi tra Ber-
sani e Renzi a Bersani potrebbe essere una forzatura; si e` provato allora ad
immaginare uno scenario differente e piu` equilibrato, decidendo di assegna-
re i 2/3 degli utenti a Bersani e 1/3 a Renzi. Tale proporzione tiene conto
del fenomeno del band-wagoning6 (salire sul carro del vincitore) per il quale
la maggioranza dei votanti si schiera con il candidato ritenuto vincente, in
questo caso Bersani, che aveva prevalso con ampio margine al primo tur-
no. Usando questa diversa ripartizione degli indecisi tra Bersani e Renzi
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L’obiettivo di questo progetto di tesi e` stato quello di condurre delle analisi
su Twitter, utilizzando la topologia del grafo. Il progetto si divideva in due
parti: la prima comprendeva la realizzazione di un sistema che permettesse
di cercare le Celebrites presenti su Twitter, e che fornisse risultati ordinati
in modo che il primo avesse maggiori probabilita` di appartenere realmente
al personaggio famoso cercato; con la seconda si doveva invece constatare
se fosse possibile estrarre una previsione di voto per le primarie del Centro-
Sinistra in Italia dagli utenti di Twitter. Svolgere questi due progetti si e`
rivelato molto interessante alla luce dei risultati ottenuti.
6.1 Conclusioni sul progetto Celebrities
Analizzando i risultati della verifica descritta nella sezione 4.5 si puo` vedere
come cio` che e` stato realizzato raggiunga sostanzialmente gli obiettivi che ci
si era prefissi.
Il test effettuato dimostra che in circa l’80% dei casi verificati l’ordina-
mento dei risultati e` corretto. Il numero di casi testati e` vicino a 2500, con
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un campione del tutto casuale poiche´ basato sui profili che Twitter ha veri-
ficato nell’intervallo tra il “run 8” (crawling del 9 giugno 2011) e il “run 23”
(crawling dell’8 gennaio 2013). Non e` possibile stimare la copertura del
campione rispetto al numero di celebrita` presenti su Twitter poiche´ non si
conosce quest’ultimo dato. Si puo` pero` presumere che si tratti di un numero
di profili nell’ordine delle migliaia. Inoltre, nella porzione di grafo scaricata
nel “run 23”, il numero di utenti verificati da Twitter raggiunti dal crawler
sono stati 42482; di questi, quelli che hanno una corrispondenza nella lista
di IMDb sono 15645, con circa 41.5 milioni di utenti raggiunti in totale. Il
risultato ottenuto con la verifica non dimostra che l’algoritmo e` perfetto, ma
consegna una stima sul funzionamento dell’algoritmo piuttosto soddisfacente.
Osservando l’esempio presente nell’introduzione (sez. 1.3) relativo alla ri-
cerca del nome dell’attrice Mia Kirshner 1, i primi due profili ottenuti su
Twitter sono: @MiaKirsh2, abusivo, e @msmiakirshner 3, reale. Si tratta
di uno degli esempi in cui Twitter restituisce in prima posizione il profilo
abusivo, mentre il sistema realizzato in questa tesi restituisce prima il pro-
filo reale. Twitter e` comunque in continua evoluzione ed e` probabile che il
risultato cambi. Quello che puo` trarre in inganno, scambiando per reale un
profilo che non lo e`, puo` essere ad esempio il numero di Followers : quello
abusivo ne ha in questo caso piu` di quello reale. Per affermare che il profilo
e` infatti quello reale, essendo non verificato da Twitter, si e` osservato come
prima cosa che sono presenti nel profilo stesso delle foto molto personali e
come seconda cosa che questo account e` stato menzionato in alcuni messag-
gi, ad esempio tweet uno4 (fig. 6.1) e tweet due5 (fig. 6.2), scritti da un’altra
celebrita`, @juliebenz 6 gia` verificata da Twitter. In questo modo si verifica
una persona sulla base di un’altra che gia` lo era. Il sistema fa esattamente
questo con i risultati che sono stati appena mostrati, utilizzando solamente
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Figura 6.1: Conversazione tra Julie Benz e Mia Kirshner
Figura 6.2: Julie Benz menziona Mia Kirshner in un tweet
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Il sistema puo` essere sicuramente migliorato. Per ordinare i risultati si
potrebbe usare una combinazione tra lo score e il numero di Followers in rela-
zione alla data di registrazione su Twitter. Si potrebbero anche sfruttare piu`
informazioni del profilo come ad esempio la descrizione (o breve biografia):
la mancanza di parole come attore, attrice, ecc. potrebbe aiutare ad esclude-
re semplici omonimi, invece la presenza della parola “fan” indicherebbe con
quasi certezza che non si tratta del profilo reale. Ovviamente essendo que-
ste informazioni facilmente falsificabili, andrebbero considerate con il giusto
peso. Si potrebbero inoltre utilizzare i tweet, cercando quando le celebrita` si
menzionano tra di loro e aumentando cos`ı il peso di un collegamento rispetto
ad un altro. Attualmente tutti i collegamenti uscenti da un profilo verso
gli altri hanno lo stesso peso cos`ı che la ripartizione del valore del profilo
sugli altri sia uniforme. Questo aspetto potrebbe essere migliorato: se due
celebrita` indicassero di conoscersi meglio, ad esempio scambiando piu` tweet
tra loro, si potrebbe aumentare il valore del collegamento rispetto agli altri:
cos`ı facendo un maggior valore confluirebbe tra loro rispetto ad una scelta
uniforme.
6.2 Conclusioni sul progetto Elezioni
Confrontando i risultati ottenuti dall’analisi di una piccola porzione del grafo
di Twitter (figura 5.8) e quelli effettivamente emersi dallo spoglio elettorale
(figura 6.3) si puo` notare uno scarto piuttosto importante. Nell’analisi del
primo turno Renzi e` sopra al 50% delle preferenze quando si e` posizionato
intorno al 35% nei risultati reali. Forti le differenze anche per gli altri can-
didati: Bersani nell’analisi e` intorno al 10%, e al 44% nei risultati definitivi.
Tali differenze pero`, potrebbero essere spiegate con il numero rilevante di in-
decisi (40%) la cui allocazione puo` modificare sensibilmente il risultato finale
(nei risultati delle votazioni non ci sono indecisi).
Le analisi (figura 5.13) che invece si sono avvicinate di piu` ai risultati
effettivi (figura 6.4) sono quelle del ballottaggio, poiche´ nell’analisi Bersani
e` al 59% e Renzi al 41%, mentre nei risultati effettivi Bersani si attesta al
61% con Renzi al 39%. Tutto questo ha pero` senso solo se si considerano
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Figura 6.3: Primarie Centro-Sinistra risultati definitivi
corrette le scelte attuate per redistribuire i voti al fine di calcolare il risultato
del ballottaggio.
Figura 6.4: Primarie Centro-Sinistra ballottaggio risultati definitivi
Si puo` effettuare un’ultima osservazione confrontando l’analisi Twitter ad
un tipico sondaggio elettorale (figura 6.5). Quello che si vede e` che il risultato
ottenuto dall’analisi rientra nell’intervallo espresso dal sondaggio.
Se si considera invece la seconda analisi sul ballottaggio (figura 5.14)
vediamo che il risultato diverge ampiamente da quello reale infatti Bersani si
attesta al 51.6% con un risultato reale al 61% e Renzi e` al 48.4% con quello
effettivo al 39%. In questo caso l’unica cosa che si puo` dire e` che gli utenti
si sono distribuiti in un modo tale che il vincitore sia quello previsto ma non
nelle giuste proporzioni.
Ovviamente questo tipo di analisi soffre di problemi legati al campio-
ne utilizzato. Twitter al momento non e` certamente in grado di fornire un
estratto rappresentativo dell’elettorato. Chi usa Twitter non ha le stesse pre-
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ferenze della popolazione in generale, sicuramente perche´ le eta` sono diverse,
ma anche perche´ sono diversi le modalita` di accesso alle informazioni, il livel-
lo di educazione, lo stipendio, ecc. E’ un fatto noto che l’utilizzo di Internet e`
maggiormente diffuso nella fascia piu` giovane della popolazione; cio` potrebbe
quindi influire e far divergere il risultato dell’analisi dalla votazione reale. Un
altro fattore di distorsione potrebbe essere il numero di Followers. Ogni po-
litico usa differenti sistemi per comunicare: i sostenitori di un candidato che
sia piu` attivo su Twitter ottengono sicuramente una maggiore utilita` da quel
tipo di medium; per cui, a prescindere dalla sua popolarita` nell’elettorato in
generale, un candidato che usi di piu` Twitter ha una propensione maggiore
ad ingrandire il numero dei propri Followers rispetto ad un candidato che ne
faccia un uso sporadico, distorcendo in questo modo l’analisi.
Sicuramente Twitter al momento, visti i risultati ottenuti, non e` in gra-
do di rappresentare a pieno la popolazione in generale ma non e` detto che
questo non possa avvenire in futuro. Se la diffusione di Twitter come mezzo
di comunicazione e di informazione dovesse continuare potremmo ottenere
risultati sempre migliori e piu` rappresentativi.
Questo progetto potrebbe essere sviluppato ulteriormente utilizzando, ad
esempio, i tweet o i profili dei Followers dei candidati. Attualmente si pos-
siede solamente l’ID dell’utente, mentre si potrebbero scaricare anche i loro
profili e alcuni tweet per cercare di capire se l’utente sia italiano. Si avrebbe
cos`ı un maggior numero di utenti su cui effettuare l’analisi, visto che at-
tualmente la selezione avviene tramite l’utilizzo di una lista costruita in un
precedente lavoro (come detto nella sezione 5.1). Come passo successivo, si
potrebbero utilizzare i tweet per cercare di capire chi voterebbe un utente che
adesso e` classificato come indeciso. E` possibile che un utente segua Bersani
e Vendola, ma dai suoi tweet si potrebbe vedere che commenta o condivide
solo cose riguardanti Bersani: tale atteggiamento indicherebbe che non sia
davvero indeciso, ma che voti Bersani pur seguendo entrambi. Tali migliorie
potrebbero portare a sviluppi interessanti.
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Presidenza Del Consiglio Dei Ministri





















Mezzo di comunicazione di massa:












Campionamento casuale stratificato di tipo proporzionale per genere, classi
di età, titolo di studio, provincia e ampiezza comune di residenza.
Pagina 1 di 2
Figura 6.5: Sondaggio per le Primarie del Centro-Sinistra: intenzioni di voto
al ballottaggio pagina 1
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I dati sono stati ponderati al fine di garantire la rappresentatività
rispetto ai parametri di costruzione del campione.
 
Rappresentatività del campione:
Totale contatti effettuati:12758 






Consistenza numerica campione intervistati:
Rappresentativo della popolazione residente in Italia in età di voto per
genere, età, e area di residenza. Margine di errore (livello di confidenza
del 95%) : 4,5%.
 
Domanda:
Domenica si voterà per il turno di ballottaggio delle elezioni primarie del
centrosinistra. Lei quale candidato voterà?
 
Risposta:
Bersani 59,5 % (intervallo 57,5% - 61,5%)
Renzi 40,5% (intervallo 38,5% - 42,5%)
 
Pagina 2 di 2
Figura 6.6: Sondaggio per le Primarie del Centro-Sinistra: intenzioni di voto
al ballottaggio pagina 2
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