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1Introduction
Feedback linearization of control systems allows us to apply the theory of linear systems to the nonlinear
ones and to design inputs in order to move the system along a trajectory given initial and final points.
A particular case of (dynamic) feedback linearization is to linearize using the Goursat normal form.
Once the Goursat normal form is found, the flat outputs are derived easily. This procedure requires
several computations to determine if a system can be linearizable by feedback linearization. However, for
nonholonomic systems, it becomes an easier task.
The compilation of results involving feedback linearization and the computation of flat outputs using
Pfaffian systems are the focus of our work.
This project is divided into 5 topics. First of all we give the algebraic notions and several results involving
exterior differential systems that will be used through the different chapters as well as the theory about
Goursat normal forms and how to obtain them. All this is contained in chapters 2 to 5.
In chapter 6, we will focus on systems with m inputs and m + 2 variables, where m ≥ 4. Here we give
different procedures to put the forms into a Goursat normal form depending on the parity of the system
dimension. These algorithms can be applied to systems which have, at least, one form of rank greater
than 1. The case of 5 variables and 3 inputs is treated separatedly in the same chapter.
An algorithm to linearize systems by means of a diffeomorphism and a static feedback using one forms
is outlined in chapter 7. It is the exterior differential counterpart of the well-kwon procedure that uses
vector flieds.
Some results about dynamic feedback linearization using the notion of dynamic immesrion are presented
in the last chapter. A necessary and sufficient condition for driftless systems with two inputs is stated
and proven.
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2Algebraic notions
2.1 Multilinear algebra and ideals
2.1.1 Definition An algebra(V,), is a vectorial space V over a field (we will normally use the real field),
with a multiplicative operation  : V × V −→ V that satisfies:
Given an scalar α ∈ R, α(a b) = (αa) b = a (αb).
If there exists an element e ∈ V such that x e = e x = x, ∀x ∈ V , then it is unique and we call
it neutral or identity element.
2.1.2 Definition Let (V,) be an algebra, we say that a subspace W ⊂ V is an algebraic ideal if:
x ∈W, y ∈ V =⇒ x y, y  x ∈W
We recall that the intersection of ideals is also an ideal.
2.1.3 Definition Let (V,) be an algebra and let A := {ai ∈ V, 1 ≤ i ≤ K} be any finite collection of
linearly independent elements in V . Let S be the set of all ideals containing A, i.e:
S := {I ⊂ V, I ideal, A ⊂ I}
The ideal IA generated by A is defined as:
IA =
⋂
I∈S
I
and is the minimal ideal in S containing A. We call it minimal ideal .
2.1.4 Theorem Let (V,) be an algebra with an identity element. Let A := {ai ∈ V, 1 ≤ i ≤ K} be
a finite collection of elements in V and IA the ideal generated by A. Then for each x ∈ IA there exist
vectors v1, . . . , vK ∈ V such that
x = v1  a1 + v2  a2 + . . .+ vK  aK
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2.1.5 Definition Let (V,) be an algebra and I ⊂ V an ideal. Two vectors x, y ∈ V are said to be
equivalent modulus I if and only if x− y ∈ I. This equivalence is denoted by
x ≡ y mod I
If the space (V,) has an identity element, the above definition implies that there exists equivalence
between vectors if and only if
x− y =
K∑
i=1
θi  αi
for any θK ∈ V . We will denote it as
x ≡ y mod α1, α2, . . . , αK
due to the fact that the modulus operation is performed over the ideal generated by α1, α2, . . . , αK .
2.2 Exterior algebra
We consider V a vectorial space, V ∗ its dual space and Λk(V ∗) the vectorial space of the alternating
k-tensors with a multiplicative operation.
The wedge product is the usual operation but this operation is not closed in the space Λk(V ∗). Therefore,
Λk(V ∗) is not an algebra with this operation.
We define the direct sum operation on the all alternating tensors space as:
Λ(V ∗) = Λ0(V ∗)⊕ Λ1(V ∗)⊕ · · · ⊕ Λn(V ∗)
Then, given ξ ∈ Λ(V ∗), this tensor can be writen as ξ = ξ0 + ξ1 + · · ·+ ξn where each ξp ∈ Λp(V ∗).
Notice that Λ(V ∗) is closed under the exterior multiplication. It is therefore an algebra.
2.2.1 Definition The space of all the alternating tensors with the exterior product, (Λ(V ∗),∧), is an
algebra, called the exterior algebra over V ∗.
We note that the algebra (Λ(V ∗),∧) has the identity element since 1 ∈ Λ0(V ∗). The theorem (2.1.4)
implies that the ideal generated by a finite set
Σ := {αi ∈ Λ(V ∗), 1 ≤ i ≤ K}
can be written as
IΣ =
{
pi ∈ Λ(V ∗) |pi =
K∑
i=1
θi ∧ αi, θi ∈ Λ(V ∗)
}
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Given an arbitrary set Σ, of linearly independent generators, it may also be possible to generate IΣ with
a smaller set of generators Σ′.
2.3 Systems of Exterior equations
The goal of this section is to solve the following system of equations
α1 = 0, . . . , αK = 0
where αi ∈ Λ(V ∗).
2.3.1 Definition A system of exterior equations over V is a finite set of linearly independent equations
α1 = 0, . . . , αK = 0
where each αi ∈ Λk(V ∗) for some 1 ≤ k ≤ n. A solution to a system of exterior equations is any subspace
W ⊂ V such that
α1|W ≡ 0, . . . , αK |W ≡ 0
where α|W stands for α(v1, . . . , vk) for all v1, . . . , vk ∈W .
We have to keep in mind that there is not uniqueness of the solutions of this system since any subspace
W1 ⊂W satisfies α|W1 ≡ 0 if α|W ≡ 0.
2.3.2 Theorem Given a system of exterior equations α1 = 0, . . . , αK = 0, and the corresponding IΣ
generated by the collection of alternating tensors Σ := {α1, . . . , αK} where αi ∈ Λ(V ∗). A subspace W
solves the system of exterior equations if and only if also satisfies pi |W ≡ 0 for all pi ∈ IΣ.
Proof:
If pi|W ≡ 0 for all pi ∈ IΣ then, since the ideal is generated by Σ = {α1, . . . αK}, each αi belong in IΣ and
consequently αi|W ≡ 0, ∀αi ∈ IΣ.
Reciprocally, if pi ∈ IΣ, it can be writen as
pi =
K∑
i=1
θi ∧ αi, θi ∈ Λ(V ∗)
Hence, if αi |W ≡ 0 for 1 ≤ i ≤ K implies that pi|W ≡ 0.
2
This result allows us to treat the system of exterior equations, the set of generators for the ideal, and
the algebraic ideal as essentially equivalent objects. From here we may abuse notations and denote the
system of equations as its corresponding generator and the generator set as its corresponding ideal.
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2.3.3 Definition Let Σ1 and Σ2 be two sets of generators. If IΣ1 = IΣ2 , i.e., they generate the same
ideal, we will say that the generators are algebraically equivalents .
We will use this definition to represent the system of exterior equations in a simplified way.
2.3.4 Definition Let Σ be a system of exterior equations and IΣ the ideal which it generates. The
associated space of the ideal IΣ is defined by:
A (IΣ) := {v ∈ V |vyα ∈ IΣ,∀α ∈ IΣ}
2.3.5 Definition The dual associated space, or retracting space of the ideal is defined by C(IΣ) =
A (IΣ)
⊥ ⊂ V ∗.
Once the retracting space is determined one can find an algebraic equivalent system Σ′ that is a subset
of Λ(C(IΣ)), the exterior algebra over the retracting space.
2.3.6 Theorem Let a1, . . . , an be a basis for V . Then the value of an alternating k-tensor ω ∈ Λk(V ∗)
is independent of a basis element ai if and only if aiyω ≡ 0.
Proof:
Let φ1, . . . , φn be a dual basis to a1, . . . , an. Then ω can be written with respect to the dual basis as
ω =
∑
J
dJφj1 ∧ φj2 ∧ . . . ∧ φjk =
∑
J
dJψJ
where the sum is taken over all ascending k-tuples J . If a basis element ψJ does not contain φi, then
clearly aiyψJ ≡ 0.
If a basis element contains φi, then aiy ∧ φj1 ∧ φj2 ∧ . . . ∧ φjk 6≡ 0 because ai can always be matched
with φi through a permutation that affects only the sign. Consequently, (aiyω) ≡ 0 if and only if the
coefficients dJ of all the terms containing φj are zero. 
2.3.7 Theorem (Characterization of retracting space) Let Σ be a system of exterior equations and
IΣ its corresponding algebraic ideal. Then there exists an algebraically equivalent system Σ
′ such that
Σ′ ⊂ Λ(C(IΣ)).
Proof:
Let v1, . . . , vn be a basis for V and φ1, . . . , φn be the dual basis, selected such that vr+1, . . . , vn span
A(IΣ). Consequently φ1, . . . , φr must span C(IΣ). By induction:
Consider α be any 1-tensor in IΣ. With respect to the chosen basis, α can be written as
α =
n∑
i=1
aiφi
Taking into account that vyα ≡ 0 mod IΣ for all v ∈ A (IΣ), then ai = 0 per i = r + 1, . . . , n. Hence,
α =
r∑
i=1
aiφi
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Therefore, all the 1-tensors in Σ are contained in Λ1(C(IΣ)).
Now suppose that all the tensors of degree less or equal than k in IΣ are contained in Λ(C(IΣ)). Let α
be any (k + 1)-tensor in IΣ. We consider the tensor
α′ = α− φr+1 ∧ (vr+1yα)
The term vr+1yα is a k-tensor in IΣ by the definition of associated space, and thus, by the induction
hypothesis, it must be in C(IΣ). The wedge product of this term with φr+1 belongs in Λ(C(IΣ)).
Furthermore:
vr+1yα′ = vr+1yα− (vr+1yφr+1) ∧ (vr+1yα) + φr+1 ∧ (vr+1y(vr+1yα)) ≡ 0
By the theorem (2.3.6), α′ has no terms involving φr+1.
If we now replace α with α′, the ideal generated will be unchanged since
θ ∧ α = θ ∧ α′ + θ ∧ φr+1 ∧ (vr+1yα)
and vr+1yα ∈ IΣ.
We can continue this process for vr+2, . . . , vn to produce an αˆ that is a generator of IΣ and is an element
of Λ(C(IΣ)). 
2.3.8 Definition Given α a p-form, we define the space of linear divisors of α as:
Lα = {ω ∈ V ∗ |ω ∧ α = 0}
2.3.9 Theorem Let IΣ be an ideal generated by the set:
Σ = {ω1, . . . , ωs,Ω}
where ωi ∈ V ∗ and Ω ∈ Λ2(V ∗). Let r be the smallest integer such that
(Ω)r+1 ∧ ω1 ∧ . . . ∧ ωs = 0
Then the retracting space C(IΣ) has dimension 2r + s.
Proof:
We consider the first case s = 0. Then,
Σ = {Ω} , i (Ω)r+1 = 0
Since the ideal generated by Σ is defined as
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IΣ =
{
pi ∈ Λ(V ∗) |pi =
n∑
i=1
θi ∧ Ω, θi ∈ Λ(V ∗)
}
any element of IΣ will be a linear combination of Ω,Ω
2, . . . ,Ωr.
Since Ω ∈ Λ(C(IΣ)) and Ωr ∈ Λ2r(C(IΣ)) then:
dim(C(IΣ)) ≥ 2r
Let’s consider f : V −→ V ∗ a linear map defined as
f(x) = xyΩ, x ∈ V
Note that the ideal generated by Σ does not contain any 1-form, hence,
xyΩ = 0⇐⇒ x ∈ A(IΣ)
Which proves that
ker f = A(IΣ)
Therefore, dim(ker f) = dim(A(IΣ)). Since A(IΣ) = C(IΣ)
⊥, then:
dim(ker f) ≤ n− 2r
On the other hand, for s = 0:
xyΩr+1 = (r + 1)(xyΩ) ∧ Ωr = 0
the last equality is true since Ωr+1 = 0.
An element of the image of f belong in LΩr since:
im f = {ω ∈ V ∗ |ω = xyΩ, x ∈ V }
This condition implies that ω ∧ Ωp = (xyΩ) ∧ Ωr = 0, then, ω ∈ LΩr . Therefore, im f ⊂ LΩr .
Since Ωr has degree 2r and has at most 2r linear divisors,
dim(im f) ≤ 2r
An elemental linear algebra result states that
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dim(ker f) + dim(im f) = n
Hence, dim(im f) = 2r, dim(ker f) = n− 2r and, consequently, dim(C(IΣ)) = 2r.
In the general case, we consider W ∗ = {ω1, . . . , ωs}, that has dimension s.
Then W = (W ∗)⊥ ⊂ V and the quocient space V ∗/W ∗ have a relation induced by the relation of V with
V ∗, and are dual vectorial spaces. By hypothesis:
Ωr ∧ ω1 ∧ ω2 ∧ . . . ∧ ωs 6= 0
and Ωr ∧ ω1 ∧ ω2 ∧ . . . ∧ ωs ∈ Λ2r+s(C(IΣ)), so that
dim(C(IΣ)) ≥ 2r + s
The following linear map is considered
f ′ : W
f−−−−→ V ∗ pi−−−−→ V ∗/W ∗
where pi is the projection to the quocient space and f is the map defined before.
As in the trivial case, we wish to find upper bounds for the dimensions of the kernel and image of f ′.
Using the algebra result we know:
dim(ker f ′) + dim(im f ′) = dim(W ) = n− s
Reasoning similarly to the previous case, we find:
dim(ker f) ≤ n− 2r − s
dim(im f) ≤ 2r
Consequently, dim(C(IΣ)) = 2r + s. 
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2.4 Codistributions
2.4.1 Definition A smoothly distribution associates a subspace of the tangent space at each point p ∈M .
It is represented as the span of d smooth vector fields, as follows
∆ = 〈f1, . . . , fd〉
The dimension of the codistribution at a point is defined to be the dimension of the subspace ∆(p). A
distribution is said to be regular if its dimension does not vary with p.
2.4.2 Definition A codistribution is defined as the map that associates at each point of the variety a
set of 1-forms. This linear combination of 1-forms will be a subspace of the cotangent space T ∗pM . We
denote the codistribution as
Θ(p) = 〈ω1(p), . . . , ωd(p)〉
There is notion of duality between distributions and codistributions which allow us to construct codistri-
bution from distributions and vice versa.
Given a distribution ∆, for each p in a neighborhood U , consider all the 1-forms which pointwise annihilate
all vectors in ∆(p),
∆⊥(p) = 〈ω(p) ∈ T ∗pM : ω(p)(f) = 0, ∀f ∈ ∆(p)〉
Clearly, ∆⊥(p) is a subspace of T ∗pM and is therefore a codistribution. We call ∆
⊥ the annihilator or dual
of ∆. Conversely, given a codistribution Θ, we construct the annihilating or dual distribution pointwise
as
Θ⊥(p) = 〈v ∈ TpM : ω(p)(v) = 0, ∀ω(p) ∈ Ω(p)〉
3Exterior differential systems
3.1 Exterior algebra on a manifold
The space of all forms on a manifold M ,
Ω(M) = Ω0(M)⊕ · · · ⊕ Ωn(M),
together with the wedge product is called exterior algebra in M . An algebraic ideal of this algebra is
defined as a subspace I such that if α ∈ I then α ∧ β ∈ I for any β ∈ Ω(M).
3.1.1 Definition An ideal I ⊂ Ω(M) is said to be closed with respect to exterior differentiation if and
only if
α ∈ I ⇒ dα ∈ I,
or more compactly, if dI ⊂ I. An algebraic ideal which is closed with respect to exterior differentiation
is called a differential ideal.
A finite collection of forms, Σ = {α1, . . . αK} generates an algebraic ideal
IΣ =
{
ω ∈ Ω(M) |ω =
K∑
i=1
θi ∧ αi for some θi ∈ Ω(M)
}
.
We also can talk about the differential ideal generated by Σ. Thus, if Sd denote the collection of all
differential ideals containing Σ is defined to be the smallest differential ideal containing Σ:
IΣ =
⋂
I∈Sd
I.
3.1.2 Theorem Let Σ be a finite collection of forms and let IΣ the differential ideal generated by Σ.
Define the collection
Σ′ = Σ ∪ dΣ
and denote the algebraic ideal which it generates by IΣ′ .
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Proof:
By definition IΣ is closed with respect to exterior differentiation, so Σ′ ⊂ IΣ.
Consequently, IΣ′ ⊂ IΣ. The ideal IΣ′ is a closed with respect to exterior differentiation and contains Σ
by construction. Therefore, from the definition of IΣ we have that IΣ ⊂ IΣ′ . 
The associated space and retracting space of an ideal in IΣ is called characteristic distribution of Cauchy
and is denoted by A(IΣ).
3.2 Exterior Differential Systems
In the previous section we have introduced systems of exterior equations on a vector space V and charac-
terized their solutions as subspaces of V . We are now ready to define a similar notion for a collection of
differential forms defined on a manifold M . The basic problem will be to study the integral submanifolds
of M which satisfy the constraints represented by the exterior differential system.
3.2.1 Definition An exterior differential system is a finite collection of equations
α1 = 0, . . . , αr = 0,
where each αi ∈ Ωk(M) is a smooth k−form. A solution to an exterior differential system is any
submanifold N o f M which satisfies αi(x)|TxN ≡ 0 for all x ∈ N and all i ∈ {1, . . . , r}.
An exterior differential system can be viewed pointwise as a system of exterior equations on TpM . In view
of this, one might expect that a solution would be defined as a distribution on the manifold. The trouble
with this approach is that most distributions are not integrable, and we want our solution set to be a
collection of integral submanifolds. Therefore, we will restrict our solution set to integrable distributions.
3.2.2 Theorem Given an exterior differential system
α1 = 0, . . . , αK = 0
and the corresponding differential ideal IΣ generated by the collection of forms
Σ = {α1, . . . , αK},
an integral submanifold N of M solves the system of exterior equations if and only if it also solves the
equation pi = 0 for each pi ∈ IΣ.
Proof:
If an integral submanifold N of M is a solution to Σ, then for all x ∈ N and all i ∈ {1, . . . ,K},
αi(x)|TxN ≡ 0.
Taking the exterior derivative we get
dαi(x)|TxN ≡ 0.
Hence, the submanifols also satisfies the exterior differential system
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α1 = 0, . . . , αK = 0, dα1 = 0, . . . , dαK = 0.
By the theorem 3.1.2 we know that the differential ideal generated by Σ is equal to the algebraic ideal
generated by the above system. Therefore, the theorem 2.3.2 tells us that every solution N to Σ is also
a solution for every element of IΣ.Conversely, if N solves the equation pi = 0 for every pi ∈ IΣ then in
particular it must solve Σ. 
This theorem allows us to work either with the generators of an ideal or with the ideal itself. In fact some
authors define exterior differential systems as differential ideals of Ω(M). Because a set of generators
Σ generates both a differential ideal IΣ and a algebraic ideal IΣ, we can define two different notions of
equivalence for exterior differential systems. Two exterior differential systems Σ1 and Σ2 are said to be
algebraically equivalent if they generate the same algebraic ideal. i.e, IΣ1 = IΣ2 . Two exterior differential
systems Σ1 and Σ2 are said to be equivalent if they generate the same algebraic ideal. i.e, IΣ1 = IΣ2 .
Intuitively, we want to think of two exterior differential systems as equivalent if they have the same
solution set. Therefore, we will usually discuss equivalence in the latter sense.
3.3 Pfaffian systems
Pfaffian systems are of particular interest because they can be used to represent a set of first-order
ordinary differential equations.
3.3.1 Definition An exterior differential system of the form
α1 = α2 = · · · = αs = 0,
where the αi are independent 1-forms on an n-dimensional manifold M , is called a Pfaffian system of
codimension n−s. If {α1, . . . , αn} is a basis for Ω1(M), then the set {αs+1, . . . , αn} is called a complement
to the Pfaffian system
An independence condition is a 1-form τ that is required to be nonzero along integral curves of the
Pfaffian system. That is αi(c(t))(c
′(t)) = 0, then τ(c(t))(c′(t)) 6= 0. The 1-forms α1, . . . , αs , generate
the algebraic ideal
I = {σ ∈ Ω(M) : σ ∧ α1 ∧ . . . ∧ αs = 0}.
The algebraic ideal generated by the 1-forms αi is also a differential ideal if the following conditions are
satisfied.
3.3.2 Definition A set of linearly independent 1-forms α1, . . . , αs in a neighborhood of a point is said to
satisfy the Frobenius condition if one of the following equivalent conditions holds:
1) dαi is a linear combination of α1, . . . , αs.
2) dαi ∧ α1 ∧ . . . ∧ αs = 0 for 1 ≤ i ≤ s.
3) dαi =
∑s
j=1 θj ∧ αj .
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When dαi is a linear combination of α1, . . . , αs, the following expression is frequently used
dαi ≡ 0 mod α1, . . . , αs 1 ≤ i ≤ s
where the mod operation is implicitly performed over the algebraic ideal generated by αi.
3.3.3 Theorem (Frobenius Theorem for Codistributions)Let I be an algebraic ideal generated by the
independent 1-forms α1, . . . , αn−r which satisfies the Frobenius condition. Then in a neighborhood of x
there exist functions y1, . . . , yn such that
I = {α1, . . . , αn−r} = {dyr+1, . . . , dyn}.
Proof:
We will prove the therem by induction on r. Let r = 1. Then the subspace W⊥x ⊂ Tx, x ∈ M, is of
dimension 1. The equations of the differential system is written in the classical form
dx1
X1(x)
= · · · = dxn
Xn(x)
,
where the functions Xi(x1, . . . , xn), not all zero, are the coefficients of a vector field X =
∑
iXi(x)∂/∂xi
spanning W⊥x . By the flow box coordinate theorem, we can choose cooridinates y1, . . . , yn, such that W
⊥
x
is spanned by the vector ∂/∂y1, then Wx is spanned by dy2, . . . , dyn. The latter clearly form a set of
generators if I. Notice that in this case the Frobenius condition is void.
Suppose r ≥ 2 and the theorem be true for r − 1. Let xi, 1 ≤ i ≤ n, be local coordinates such that
α1, . . . , αn−r, dxr
are linearly independent. The differential system defined by these n − r + 1 forms also satisfies the
Frobenius condition. By the induction hypothesis there are coordinates yi so that
dyr, dyr+1, . . . , dyn
are a set of generators of the corresponding differential ideal. It follows that dxr is a linear combination
of these forms or that xr is a function of yr, . . . , yn. Without loss of generality we suppose
∂xr/∂yr 6= 0.
Since
dxr =
∂xr
∂yr
+
∑
i
∂xr
∂yr+1
dyr+1, 1 ≤ i ≤ n− r
we may now solve dyr in terms of dxr and dyr+1, . . . , dyn. Since α1, . . . , αn−r are linear combinations of
dyr, . . . , dyn, the αi can be expressed in the form
αi =
∑
j
aijdyr+j + bidxr, 1 ≤ i, j ≤ n− r.
Since αi and dxr are linearly independent, the matrix (aij) must be non-singular. Hence we can find a
new set of generators for I in the form I
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α′i = dyr+i + pidxr, 1 ≤ i ≤ n− r,
and the Frobenius condition remains satisfied. Exterior differentiation gives
dα′i = dpi ∧ dxr ≡
∑
1≤λ≤r−1
∂pi
∂yλ
duλ ∧ dxr ≡ 0, mod α′1, . . . α′n−r.
It follows that
∂pi/∂yλ = 0, 1 ≤ i ≤ n− r, 1 ≤ λ ≤ r − 1,
which means that pi are functions of yr, . . . , yn. Hence in the y-coordinates we are studying a system of
n− r 1-forms involving only the n− r+ 1 coordinates yr, . . . , yn. This reduces to the situation settled at
the beggining of this proof. Hence the induction is complete. 
The following corollary is a version of the classical Frobenius theorem that will be used in section 6.
3.3.4 Corollary Let y1, · · · ym be functions whose differentials are linearly independent from linearly in-
dependent 1-forms α1, . . . , αp and satisfying the relative Frobenius conditions
dαu ∧ α1 ∧ · · ·αp ∧ dy1 ∧ · · · ∧ dym = 0 i ≤ i ≤ m
Then setting
α = (α1, · · · , αp)t , Y = (y1, · · · ym)t
there exists a vector of functions Z = (z1, · · · , zp)t a p× p matrix A and a p×m matrix B, such that
α = AdZ +B dY
For more general exterior differential systems we have the following integrability results.
3.3.5 Proposition Is the Cauchy characteristic distribution A(IΣ) of IΣ has constant dimension r in a
neighborhood x, then the distribution A(IΣ) is integrable.
3.3.6 Theorem Let I be a differential ideal whose retracting space C(I) has a constant dimension s =
n − r. There is a neighborhood in which there are coordinates (x1, . . . , xr; y1, . . . , yn) such that I has a
set of generators which are forms in y1, . . . , ys and their differentials.
Proof:
By proposition 3.3.5 the differential system defined by C(I), or what is the same, the distribution defined
by A(I),is completely integrable. We may choose coordinates (x1, . . . , xr; y1, . . . , ys) so that the foliation
si defined is given by
yσ = const, 1 ≤ σ ≤ s.
By the retraction theorem, I has a set of generators which are forms in dyσ, 1 ≤ σ ≤ s. But their
coefficients may involve xρ, 1 ≤ ρ ≤ r. The theorem follows when we show that we can choose a new
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set of generators for I which are forms in the yσ coordinates in which the xρ do not enter. To exclude
the trivial case we suppose the I is a proper ideal, so that it contains no non-zero functions.
Let Iq be the set of q-forms in I, q = 1, 2, . . .. Let ϕ1, . . . , ϕp be the linearly independent 1-forms in I1
such that any form in I1 is a linear combination. Since I is closed, dϕi ∈ I, 1 ≤ i ≤ p. For a fixed ρ we
have that ∂∂xρ ∈ A(I), which implies
∂
∂xρ
y dϕi = L∂/∂xρϕi ∈ I1,
since the left-hand side is of degree 1. It follows that
∂ϕi
∂xρ
= L∂/∂xρϕi =
∑
j
aijϕj , 1 ≤ i, j ≤ p (3.1)
where the left hand side stands for the form obtained from ϕi by taking the partial derivatives of the
coefficients with respect to xρ.
For this fixed ρ we regard xρ as the variable x1, . . . , xρ−1, xρ+1, . . . , xr, y1, . . . , ys as parameters. Consider
the system of ordinary differential equations
dzi
dxρ
=
∑
j
aijzj , 1 ≤ i, j ≤ p. (3.2)
Let z
(k)
i , 1 ≤ k ≤ p, be a fundamental system of solutions, so that
det
(
z
(k)
i
)
6= 0.
We shall replace ϕi by the ϕ˜k defined by
ϕi =
∑
z
(k)
i ϕ˜k. (3.3)
By differentiating (3.3) with respect to xρ and using (3.1) and (3.2) we get
∂ϕ˜k
∂xρ
= 0,
so that ϕ˜k does not involve xρ. Applying the same process to the other x, we arrive at a set of generators
I1 which are forms in yσ.
Sppose this process carried out for I1, . . . , Iq−1, so that they consist of forms in yσ. Let Jq−1 the ideal
generated by per I1, . . . , Iq−1. Let ψα ∈ Iq, 1 ≤ α ≤ r, linearly independents mod Jq−1, such that any
q-form of Iq is congruent mod Jq−1to a linear combination of them. By the above argument such forms
include
∂
∂xρ
y dψα = L∂/∂xρψα.
Hence we have
∂ψα
∂xρ
≡
∑
bβαψβ , mod Jq−1, 1 ≤ α, β ≤ r.
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By using the above argument, we can replace the ψα by ψ˜β such that
∂ψ˜α
∂xρ
∈ Jq−1.
This means that we can write
∂ψ˜α
∂xρ
=
∑
h
ηhα ∧ ωhα,
where ηhα ∈ I1 ∪ · · · ∪ Iq−1 and are therefore forms in yσ. Let θhα definied by
∂θhα
∂xρ
= ωhα.
Then the forms
ψ˜α = ψ˜α −
∑
h
ηhα ∧ θhα
do not involve xρ, and can be used to replace ψα. Applying this process to all xρ, 1 ≤ ρ ≤ r, we find a
set of generators for Iq, which are forms only in yσ. 
3.4 Derived flags
If the algebraic ideal generated by a Pfaffian system does not satisfy the Frobenius condition, then it is not
a differential ideal. However, there may exist a differential ideal which is a subset of the algebraic ideal.
This subideal can be found by taking the derived flag of the Pfaffian system. Let I(0) = {ω1, . . . , ωs} be
the algebraic ideal generated by independent 1-forms ω1, . . . ωs. We define I
(1) as
I(1) = {λ ∈ I(0) : dλ ≡ 0 mod I(0)} ⊂ I(0).
The ideal I(1) is called the first derived system. The analogue of the first derived system from the
distribution point of view is given by the following theorem.
3.4.1 Theorem If I(0) = ∆⊥, then I(1) = (∆ + [∆,∆])⊥.
One may inductively continue this procedure of obtaining derived systems and define
I(2) = {λ ∈ I(1) : dλ ≡ 0 mod I(1)} ⊂ I(1)
or, in general
I(k+1) = {λ ∈ I(k) : dλ ≡ 0 mod I(k)} ⊂ I(k).
This procedure results in a nested sequence of codistributions
I(k) ⊂ I(k−1) ⊂ · · · ⊂ I(1) ⊂ I(0). (3.4)
We can also generalize theorem 3.4.1. If we define
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∆0 = (I
(0))⊥
∆1 = (I
(1))⊥
...
∆k = (I
(k))⊥
then it is not hard to show that if I(k) = ∆⊥k then I
(k+1) = (∆k + [∆k,∆k])
⊥. The proof of this fact is
similar to the proof of theorem 3.4.1 but uses a more general form of Cartan’s formula. The sequence of
decreasing codistributions (3.4) , called the derived flag of I(0), is associated with a sequence of increasing
distributions, called the filtration of ∆0 (or the coderived coflag of I
(0)),
∆k ⊃ ∆k−1 ⊃ · · · ⊃ ∆1 ⊃ ∆0.
3.4.2 Definition Let I be an algebraic ideal corresponding to a Pfaffian system. We define the derived
length of I as the smallest integer N such that
I(N) = I(N+1)
A basis for a codistribution I is simply a set of generators for I. A basis of 1-forms αj for I is said to be
adapted to the derived flag if a basis for each derived system I(j) can be chosen to be some subset of the
αj . The codistribution I
(N) is always integrable by definition since
dI(N) ≡ 0 mod I(N).
The codistribution I(N) is the largest integrable subsystem in I.Therefore, if
I(N) 6= {0} then there exist function h1, . . . , hr such that {dh1, . . . , dhr} ⊂ I. As a result, if a Pfaffian
system contains an integrable subsystem I(N) 6= {0}, which is spanned by the 1-forms dh1, . . . , dhr, then
the integral curves of the system are constrained to satisfy the following equations for some constants ki,
dhi = 0 =⇒ hi = ki, per a 1 ≤ i ≤ r,
or equivalently, trajectories of the system must lie on the manifold,
M = {x : hi(x) = ki per a 1 ≤ i ≤ r}.
In particular, this implies that if I(N) 6= 0, it is not possible to find an integral curve of the Pfaffian
system which connects a configuration x(0) = x0 to another configuration x(1) = x1 unless the initial
and final configurations satisfy
hi(x0) = hi(x1) per a 1 ≤ i ≤ r.
4The Goursat normal forms
Now that we have defined an exterior differential system and introduced some tools for analyzing them,
we are ready to study some important normal forms for exterior differential systems. We will restrict
ourselves to Pfaffian systems. The first normal form which we introduce, the Pfaffian form, is restricted to
systems of only one equation. The Engel form applies to two equations on a four-dimensional space, and
the Goursat form is for n− 2 equations on an n-dimensional space. The extended Goursat normal form
is defined for systems with codimension greater than two. The Goursat normal forms can be thought of
as the generalization of linear systems. Their study will lead us to the study of linearization of control.
4.1 Systems of one equation
We will first study Pfaffian systems of codimension n− 1, or systems consisting of a single equation
α = 0
where α t is a 1-form on a manifold M . In some chart (U, x) of a point p ∈ M the equation can be
expressed as
a1(x)dx1 + a2(x)dx2 + · · ·+ an(x)dxn = 0.
In order to understand the integral manifolds of this equation we will attempt to express α in a normal
form by performing a coordinate transformation.
4.1.1 Definition Let α ∈ Ω1(M). The integer r defined as
(dα)r ∧ α 6= 0
(dα)r+1 ∧ α = 0
is called rank of α.
The following theorem allow us, under a rank condition, to write α in a normal form.
4.1.2 Theorem (Pfaff theorem) Let α ∈ Ω1(M) have a constant rank r in a neighborhood of p. Then
there exists a coordinate chart (U, z) such that in these coordinates α = dz1 + z2dz3 + · · ·+ z2rdz2r+1.
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Proof:
Let I be the differential ideal generated by α. From theorem 2.3.9 the retracting space of I has dimension
2r + 1. By the theorem 3.3.6 there exist local coordinates y1, . . . , yn such that I has a set of generators
in y1, . . . , y2r+1. Then, by dimension count, any function f1 of those 2r + 1 coordinates results in
(dα)r ∧ α ∧ df1 = 0.
Now, let I1 be the ideal generated by {df1, α, dα}. If r = 0, then the result follows from the Frobenius
theorem 3.3.3. If r > 0, then the forms df1 and α a must be linearly independent, since α is not integrable.
Applying theorem 2.3.9 to I1, let r1 be the smallest integer such that
(dα)r1+1 ∧ α ∧ df1 = 0.
Clearly, r1 + 1 ≤ r. Furthermore, the equality sign must hold because (dα)r ∧ α 6= 0. Applying theorem
3.3.6 to I1 there exists a function f2 such that
(dα)r−1 ∧ α ∧ df1 ∧ df2 = 0.
Repeating this process, we find r functions f1, f2, . . . , fr satisfying
dα ∧ α ∧ df1 ∧ df2 ∧ · · · ∧ dfr = 0,
α ∧ df1 ∧ df2 ∧ · · · ∧ dfr 6= 0.
Finally, let I be the ideal {df, . . . , dfr, α, dα}. Its retracting space C(Ir) is of dimension r+ 1. There is a
function fr+1 such that:
α ∧ df1 ∧ df2 ∧ · · · ∧ dfr ∧ dfr+1 = 0,
df1 ∧ df2 ∧ · · · ∧ dfr ∧ dfr+1 6= 0.
By modifying α by a factor, we can write
α = dfr+1 + g1df1 + · · ·+ grdfr.
Because (dα)r ∧ α 6= 0, the functions f1, . . . , fr+1, g1, . . . , gr are independent. The result then follows by
setting
z1 = fr+1 z2i = gi z2i+1 = kfi
for 1 ≤ i ≤ r. 
The following theorem is similar to Pfaff’s theorem and simply expresses the result in a more symmetric
form.
4.1.3 Theorem (Symmetric Version of Pfaff Theorem) Given any α ∈ Ω1(M) with constant rank r in
a neighborhood U of p, then there exists coordinates z, y1, . . . , yr, x1, . . . , xr such that
α = dz +
1
2
r∑
i=1
(yidxi − xidyi).
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The Pfaffian system α = 0 in a manifold M is said to have the local accessibility property if every point
x ∈ M thas a neighborhood U such that every point in U can be joined to x by an integral curve. The
following theorem answers the question of when this Pfaffian system has the local accessibility property.
4.1.4 Theorem (Caratheodory Theorem) The Pfaffian system
α = 0,
on α where a has constant rank, has the local accessibility property if and only if
α ∧ dα 6= 0.
Proof:
The above condition simply says that the rank of α must be greater than or equal to 1. If α has rank 0
then dα ∧ α = 0, and therefore by the Frobenius theorem (theorem 3.3.3), we can write
α = dh = 0
for some function h. The integral curves are of the form h = c for any arbitrary constant c.. Since we
can only join points p, q ∈M for which h(p) = h(q), we do not have the local accessibility property.
Conversely, let α have rank r ≥ 1. From theorem 4.1.3, we can find coordinates z, x1, . . . , xr, y1, . . . , yr, u1, . . . , us
in some neighborhood U , with 2r + s+ 1 as dimension of M , such that
α = dz +
1
2
r∑
i=1
(yidxi − xidyi) = 0,
and therefore
dz =
1
2
r∑
i=1
(yidxi − xidyi).
Given any two points p, q ∈ U we must find integral curve c : [0, 1] −→ U with c(0) = p i c(1) = q. Since we
are working locally, we can assume that the initial point p is the origin: z(p) = xi(p) = yi(p) = ui(p) = 0.
Let the final point q be defined by z(q) = z1, xi(q) = x1i, yi(q) = y1i, ui(q) = u1i. Because the expression
of the one-form a does not depend on the ui coordinates, we can choose the curve tu1i to connect thes
ui coordinates of p and q.
In the (xi, yi) plane there are many curves(xi(t), yi(t)) that join the origin with the desired point (x1i, y1i).
We need to find one which steers the z coordinate to z1. In order to satisfy the equation α = 0, we must
have that
dz =
1
2
r∑
i=1
(xidyi − yidxi) .
Integrating this equation gives
z(t) =
1
2
∫ t
0
r∑
i=1
(
xi
dyi
dt
− yi dxi
dt
)
dt =
1
2
r∑
i=1
Ai,
where Ai is the area enclosed by the curve (xi(t), yi(t)) and the chord joining the origin with (x1i, y1i).
To reach the point q, the curve (xi(t), yi(t)) must satisfy z(1) = z1. Geometrically, it is clear that a curve
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(xi(t), yi(t)) linking the points p and q while enclosing the area prescribed by z1 will always exist. Thus,
the integral curve c(t) given by
(z(t), x1(t), . . . , xr(t), y1(t), . . . , yr(t), tu1(t), . . . , tus(t))
has c(0) = p i c(1) = q and satisfies the equation α = 0, and the system therefore has the local accessibility
property. 
4.2 Systems of codimension two
We now consider Pfaffian systems of codimension two. We are again interested in performing coordinate
changes so that the generators of these Pfaffian systems are in some normal form.
4.2.1 Theorem (Engels theorem) Let I be a dimension two codistribution, spanned by
I =< α1, α2 >
of four variables. If the derived flag satisfies
dim I(1) = 1,
dim I(2) = 0,
then there exist coordinate z1, z2, z3, z4 such that
I = {dz4 − z3dz1, dz3 − z2dz1}.
Proof:
Choose a basis for I that is adapted to the derived flag; that is I(0) = I = {α1, α2}, I(1) = {α1} and
I(2) = {0}. Choose α3 and α4 to complete the basis. Since I(2) = {0} we have
dα1 ∧ α1 6= 0,
while
(dα1)
2 ∧ α1 = 0,
since it is a 5-form on a 4-dimensional space. Therefore, α1 has rank 1. By Pfaff’s theorem, we know
that there exists a coordinate change such that
α1 = dz4 − z3dz1.
Taking the exterior derivative, we have that
dα1 = −dz3 ∧ dz1 = dz1 ∧ dz3.
Now, since α1 ∈ I(1), he definition of the first derived system will imply that
dα1 ∧ α1 ∧ α2 = 0,
and thus
dz1 ∧ dz3 ∧ α1 ∧ α2 = 0.
4.2. Systems of codimension two 23
Therefore, α2 must be a linear combination of dz1, dz3 and α1:
α2 ≡ a(x)dz3 + b(x)dz1 mod α1.
By definition, this means that
α2 + λ(x)α1 = a(x)dz3 + b(x)dz1.
Now if either a(x) = 0 or b(x) = 0 will impliy that dα2 ∧ α1 ∧ α2 = 0 and thus the flag assumptions are
violated because if I(0) = {α1, α2} and I(1) = {α1} implies dα2 6≡ 0 mod α1, α2. Thus a(x) 6= 0, Then
1
a(x)
α2 +
λ(x)
a(x)
α1 = dz3 +
b(x)
a(x)
dz1,
and if we set z2 = − b(x)a(x) then
1
a(x)
α2 +
λ(x)
a(x)
α1 = dz3 − z2dz1,
and thus
I = {α1, α2} =
{
α1,
1
a(x)
α2 +
λ(x)
a(x)
α1
}
= {dz4 − z3dz1, dz3 − z2dz1}.

It should be noted that the only place the dimension assumption is used in the proof is to guarantee that
(dα1)
2 ∧ α1 = 0. If α1 as rank 1, this equality holds by definition.
4.2.2 Corollary Let I = {α1, α2} be a two-dimensional codistribution. If the derived flag satisfies dim I(1) =
1 and dim I(2) = 0 and α1 ∈ I(1) has rank 1, then there exist coordinates z1, z2, z3, z4 such that
I = {dz4 − z3dz1, dz3 − z2dz1}.
Proof: The proof is deduced from the Engel’s theorem.
Engel’s theorem can be generalized to a system with n configuration variables and n− 2 constraints.
4.2.3 Theorem (Goursat Normal Form) Let I be a Pfaffian system spanned by s 1-forms
I = {α1, . . . , αs},
on a space of dimension n = s + 2 Suppose that there exists an integrable form pi with pi 6= 0 mod I
satisfying the Goursat congruences,
dαi ≡ −αi+1 ∧ pi mod α1, . . . , αi, 1 ≤ i ≤ s− 1, (4.1)
dαs 6≡ 0 mod I. (4.2)
Then there exists a coordinate system z1, z2, . . . , zn in which the Pfaffian system is in Goursat normal
form:
I = {dz3 − z2dz1, dz4 − z3dz1, . . . , dzn − zn−1dz1}.
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Proof:
The Goursat congruences can be expressed a
dα1 ≡ −α2 ∧ pi mod α1,
dα2 ≡ −α3 ∧ pi mod α1, α2,
...
dαs−1 ≡ −αs ∧ pi mod α1, α2, . . . , αs−1,
dαs ≡ −αs+1 ∧ pi mod α1, α2, . . . , αs,
wher αs+1 6∈ I. It can be shown that {αs+1, pi} must form a complement to I. This basis satisfies the
Goursat congruences and is adapted to the derived flag of I:
I(0) = {α1, α2, . . . , αs},
I(1) = {α1, . . . , αs−1},
...
I(s−1) = {α1},
I(s) = {0}.
From the Goursat congruences,
dα1 ≡ −α2 ∧ pi mod α1,
which means that
dα1 = −α2 ∧ pi + α1 ∧ η
for some one-form η. But then we have that
dα1 ∧ α1 = −α2 ∧ pi ∧ α1 6= 0,
(dα1)
2 ∧ α1 = 0
which means that α1 has rank 1. We can therefore apply Pfaff’s theorem and suppose that multiplying
α1 by a certain factor if it is necessary, α1 can be expressed as
α1 = dzn − zn−1dz1
or some choice of z1, zn−1, zn. Furthermore, by Corollary 4.2.2 we can express α2 as
α2 = dzn−1 − zn−2dz1. (4.3)
In these new coordinates we have
dα1 ∧ α1 = −dzn−1 ∧ dz1 ∧ dzn.
Now we have that
dα1 ∧ α1 ∧ pi = pi ∧ (−dzn−1 ∧ dz1 ∧ dzn) = pi ∧ (−α2 ∧ pi ∧ α1) = 0,
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and therefore pi r is a linear combination of dz1, dzn−1, dzn. Noting that dzn−1 ≡ zn−2dz1 mod α1, α2,
pi = adz1 + bdzn−1 + cdzn,
= adz1 + bzn−2dz1 + czn−1dz1 mod α1, α2
where ψ = a + bzn−2 + czn−1 is nonzero, since we have assumed that pi 6= 0 mod I. From the Goursat
congruences we have that
dα2 = −α3 ∧ pi mod α1, α2,
while from equation (4.3) we have
dα2 = −dzn−2 ∧ dz1,
and thus
−dzn−2 ∧ dz1 = −α3 ∧ pi mod α1, α2,
which means that
α3 = λ(x)dzn−2 mod dz1, α1, α2,
for a nonzero function λ(x). Therefore we can rewrite this as
α3 = dzn−2 − 1
λ(x)
dz1 mod dz1, α1, α2,
and if we set zn−3 = 1/λ(x) we have
α3 = dzn−2 − zn−3dz1 mod α1, α2,
and we can therefore let
α3 = dzn−2 − zn−3dz1.
If we inductively continue this procedure using the Goursat congruences we obtain
α4 = dzn−3 − zn−4dz1,
...
αs = dz3 − z2dz1.
Now, from the Goursat congruences we have that
dαs 6= 0 mod I,
and therefore
α1 ∧ α2 ∧ · · · ∧ αs ∧ dαs 6= 0.
f we substitute the αi in the above expression we obtain en l’anterior expressio´ obtenim
dz1 ∧ dz2 ∧ · · · ∧ dzn 6= 0,
and therefore the function z1, . . . , zn can serve as a local coordinate system. 
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The following example illustrates the power of the Goursat’s theorem by applying it in order to linearize
a nonlinear system. Note that the integral curves of a system in Goursat normal form are completely
determined by two arbitrary functions in one variable and their derivatives. For example, once z1(τ) and
zs(τ) are known, all of the other coordinates are determined from
zi =
z˙i+1(τ)
z˙i(τ)
,
where the dot indicates the standard derivative with respect to the independent variable τ . Because
of this property, these two coordinates are sometimes referred to as linearizing outputs for the Pfaffian
system.
4.2.4 Example (Feedback Linearization by Goursat Normal Form)
Consider the following non linear system with s configuration variables and a singles input
x˙1 = f1(x1, . . . , xs, u),
x˙2 = f2(x1, . . . , xs, u),
...
x˙s = fs(x1, . . . , xs, u).
Equivalently, we can look at following Pfaffian system,
I = {dxi − fi(x1, . . . , xs, u)dt}, 1 ≤ i ≤ s.
The system is of codimension 2 since we have s constraints and s + 2 variables, namely x1, . . . , xs, u, t.
Assume that the form pi = dt satisfies the Goursat congruences. Then by Goursat’s theorem there exists
a coordinate transformation z = Φ(x, u, t) such that I is generated by
I = {dz3 − z2dz1, dz4 − z3dz1, . . . , dzs+2 − zs+1dz1}.
The annihilating distribution of the above codistribution is
z˙1 = v1,
z˙2 = v2,
z˙3 = z2v1,
...
z˙s+2 = zs+1v1,
which, if we set v1 = 1, is clearly a linear system. If it turns out that the z1 coordinate corresponds to
time in the original coordinates, that is z1 = t, then the connection becomes even more clear. Goursat’s
theorem can thus be used to linearize single-input nonlinear systems that satisfy the Goursat congruences.
4.3 The Extended Goursat Normal Form
While the Goursat normal form is powerful, it is restricted to Pfaffian systems of codimension two. In
order to study Pfaffian systems of higher codimension, we present the extended Goursat normal form.
Whereas the Goursat normal form can be thought of as a single chain of integrators, the extended Goursat
form consists of many chains of integrators. Consider the following definition:
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4.3.1 Definition A Pfaffian system I in Rn+m+1 of codimension m + 1 is in extended Goursat normal
form if it is generated by n constraints of the form
I = {dzji − zji+1dz0 : i = 1, . . . , sj ; j = 1, . . . ,m}. (4.4)
This is a direct extension of the Goursat normal form, and all integral curves of (4.4) are determined
by th m + 1 functions z0(t), z
1
1(t), . . . , z
m
1 (t) and their derivatives with respect to the parameter t. The
notation has been changed slightly; the canonical constraints are now dzji − zji+1dz0, whereas before
they were dzi − zi−1dz1. For the Goursat form, the constraint in the last nontrivial derived system was
dzn − zn− 1dz1; in the extended Goursat normal form, it will be dzj1 − zj2dz0. We refer to the set of
constraints with superscript j as the j-th tower (the reason for this name will become clear after we
compute the derived flag).
Conditions for converting a Pfaffian system to extended Goursat normal form are given by the following
theorem:
4.3.2 Theorem Let I be a Pfaffian system of codimension m + 1. If (and only if) there exists a set of
generators {αji : i = 1, . . . , sj ; j = 1, . . . ,m} or I and an integrable one form pi such that for all j,
dαji ≡ −αji+1 ∧ pi, mod I(sj−i) i = 1, . . . , sj − 1,
dαji 6≡ 0 mod I,
(4.5)
Then existeix then there exists a set of coordinates z such that I is in extended Goursat normal form,
I = {dzji − zji+1dz0 : i = 1, . . . , sj ; j = 1, . . . ,m}.
If the one-form pi which satisfies the congruences (4.5) is not integrable, then the Frobenius theorem
cannot be used to find the coordinates. In the special case where s1 > s2, that is, there is one tower
which is strictly longer than the others, it can be shown that if there exists any pi which satisfies the
congruences, then there also exists an integrable pi′ which also satisfies the congruences (with a rescaling
of the basis forms).However, if s1 = s2, or there are at least two towers which are longest, this is no
longer true. Thus, the assumption that pi is integrable is necessary for the general case.
If I can be converted to extended Goursat normal form, then the derived flag of I has the structure
I = {α11, . . . . . . α1s1−1, α1s1 , . . . αm1 , . . . αmsm},
I(1) = {α11, . . . . . . α1s1−1, . . . αm1 , . . . },
... . .
. ... . .
.
I(sm−1) = {α11, . . . α1s1−sm+1, . . . αm1 },
... . .
.
I(s1−2) = {α11, α12},
I(s1−1) = {α11},
I(s1) = {0},
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where the forms in each level have been arranged to show the different towers. The superscripts j indicate
the tower to which each form belongs, and the subscripts i index the position of the form within the j-th
tower. There are sj forms in the j-th tower.
5Procedures
In this section we will give a series of steps and explanations needed to be followed to find the behavior
of the state variables of a given system. In this paper we consider driftless control systems, i.e. systems
of the form
x˙ =
m∑
i=1
giui, x ∈ Rn
called nonholonomic systems or driftless systems, where m is the number of controls and n the dimension
of the space where we work.
The associated distribution to this type of systems is generated by the vector fields:
∆ = 〈g1, g2, . . . , gm〉
The dual of this distribution is a subspace of the cotangent space defined, in this case, as follows:
∆⊥ = 〈ω ∈ Λ1(Rn) |ωyg = 0,∀g ∈ ∆〉
where the 1-forms have to be linearly independents. Notice that since dim∆ = m, then dim∆⊥ = n−m.
By the definition (3.3.1), the associtated Pffafian system to our control systems is
ω1 = ω2 = . . . = ωn−m = 0
that is a system of codimension m.
In the previous chapter we saw how to express the basis elements of the codistribution in the Goursat
normal form or in the extended normal Goursat form, when the Pfaffian system is of codimension 2
or greater than 2 respectively. Thus, being following the constructive demonstration of the Pfaffian
and Engel’s theorems or following the develop theory about the extended Goursat normal form, given a
Pfaffian system on Rn+m+1 where n = n + m + 1, we are able to find chains of integrators so that, of
the Pfaffian system has codimension m = m + 1, the ideal generated by the 1-forms belonging on the
codistribution is expressed as:
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I = {ωji = dzji − zji+1dz0 : i = 1, . . . , sj , j = 1, . . . ,m}
where sj satisfies n = m+ 1 +
∑m
j=1 sj .
Once founded the change of the 1-forms to the extended Goursat normal form we want to seek for m+ 1
generic vector fields expressed as:
gk =
(
a0, a
1
1, . . . , a
1
s1 , a
1
s1+1, . . . , a
m
1 , . . . , a
m
sm , a
m
sm+1
)
, k = 0, . . . ,m
such that the contraction with all the 1-forms be zero, i.e, for all k:
gky

dzj1 − zj2 dz0
dzj2 − zj3 dz0
...
dzjsj − zjsj+1 dz0
 = 0, j = 1, . . . ,m
A possible solution is g0 such that:
a0 = 1
aj1 = z
j
2
...
asj = z
j
sj+1
and
gj =
∂
∂zjsj+1
, j = 1, . . . ,m
So that the system expressed in the new state variables becomes
31

z˙0 = u0
z˙11 = z
1
2u0
...
z˙1s1 = z
1
s1+1u0
z˙1s1+1 = u1
z˙21 = z
2
2u0
...
z˙2s2 = z
2
s2+1u0
z˙2s2+1 = u2
...
z˙m1 = z
m
2 u0
...
z˙msm = z
m
sm+1u0
z˙msm+1 = um
(5.1)
we call it system in the canonical form associated to the Goursat form.
Often, the system found by doing the contraction of the fields with the 1-forms and the system obtained
by derivating the variables {z} is not the same. To achieve the last one being in the canonial Goursat
form, it should be necessary do a feedback. Finally we will stablish the difeomorphism that matches the
state variables {x} and {z}. Notice that sometimes is convenient to add new state variables to achieve
the same dimensions.
Is immediate to see that
y0 = z0
y1 = z
1
1
...
ym = z
m
1
are a finite family of flatoutputs of the system (5.1), because one can express the variables {z} depending
on the flat outputs and its derivatives, let’s see it:

zj2 =
z˙j1
u0
=
y˙j
y˙0
zj3 =
z˙j2
u0
= zj3(y˙0, y¨0, y˙j , y¨j)
...
zjsj+1 =
z˙jsj
u0
= zjsj+1
(
y˙0, . . . , y
(sj)
0 , y˙j , . . . , y
(sj)
j
)
Let s0 = max{s1, . . . , sm}. The number of variables needed to express the variables {z} is
cy = 1 + s0 +
m∑
j=1
(sj + 1) = s0 + n
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To consider the difeomorphism between the new variables and
{y0, y˙0, . . . , y(s0)0 , y1, . . . , y(s1)1 , . . . , ym, . . . , y(sm)m }
We have to consider the prolongation:
z01 = u0
...
z0s0 = u
(s0−1)
0
v = z˙0s0
The goal to be achived in a system given initial and final conditions to the state variables is to find a motor
controls that at each instant of time the solution trajectories of the original system pass through ci and cf .
We will impose then, the conditions ci i cf to the original state variables. Through the difeomorphism
{x} ↔ {z} we will find the corresponding initial and final conditions for {z} that will be denoted by ci
and cf . With this data and adding conditions to z
0
1 , z
0
2 , . . . , z
0
s0 , we find the conditions that have to be
satisfied by the flat outputs and its derivatives thanks to the difeomorphism {z} ↔ {y} and that will be
denoted by cˆi i cˆf .
Notice that for each flat output yj , j = 1, . . . ,m we hav sj + 1 initial and final conditions and 2 initial
and final conditions for y0.
Given sj + 1 initial and final conditions (in total 2 (sj + 1) conditions), for all j, there exists a unique
polynomial of degree 2sj + 1 denoted by Psj (t) such that:
yj(t) = Psj (t), j = 1, . . . ,m
Imposing the above conditions, the interpolation polynomials are determined and, consequently, the flat
outputs expression involving the time is found.
y0(t), y1(t), . . . , ym(t)
Clearly, its derivatives will be depend also on time.
We have commented above that the variables {z} can be expressed involving the flat outputs and its
derivatives that involve the time.
The flat output system becomes:
{
y
(s0+1)
0 = v
y
(sj+1)
j =
dsj+1
dtsj+1
zj1, j = 1, . . . ,m
From here the controls uj(t), j = 1, . . . ,m will be found. We replace the controls in the original system
and we simulate the trajectories.
6Driftless systems with m inputs and
m + 2 states
In this section we will focus on driftless systems with m inputs and m+ 2 states of the form
x˙ =
m∑
k=1
ukfk(x), x ∈ X ⊂ Rn
This type of systems have been shown to be flat as soon as controllable and can be converted by dynamic
feedback and coordinate change into a multi-input chained form:
y˙11 = u
1
y˙1k = y
2
ku
1
...
y˙
(nk−1)
j = y
(nk)
k u
1
for k = 2, . . . ,m.
6.1 Pfaffian systems of 2 equations
6.1.1 Definition A vector field ξ such that iξI = 0 and iξ dI ⊂ I is called a characteristic vector field of
I.
6.1.2 Definition Let I be an algebraic ideal. We define the class c of I as the number of variables n
minus the number of independent characteristic vector fields.
The importance of the retracting space in this section is that I can be written using only dimC(I)
variables instead of n. Therefore, the class c is exactly the dimension of the retracting space.
6.1.3 Definition The wedge length of I is the smallest integer ρ such that
∀α ∈ I, (dα)ρ+1 ≡ 0 mod I
Notice that after a suitable coordinate change, I can be rewritten using only c variables, instead of n.
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6.1.4 Theorem Let I be a controllable Pfaffian system of two equations in n variables. Then I can be
prolonged into a Goursat system.
The proof is different according as the dimension n is odd or even. Notice also that since I is generated
by two equations, there are only two cases for the rank structure of the derived flag either
dim I(1) = 1,dim I(2) = 0
dim I(1) = 0
The first case corresponds to a system of class 4. We can apply the Engel’s theorem to find that
I = {dx2 − x3dx1, dx3 − x4dx1}
and is already in Goursat form. We prove the theorem for the other cases.
6.2 The odd-dimensional case
An important result that we will use is the following lemma
6.2.1 Lemma Let I be a controllable Pfaffian system of class n = 2p+1. Then I contains a form of rank
1 < r < p.
Proof:
We will prove the lemma in the odd case. Notice that in the even case the proof is analogous. Let I be
spanned by the 1-forms ω1 and ω2. The Pfaffian system I is controllable. For that reason, each non-zero
1-form belonging to I is non integrable. Let’s see this:
Assume there exists a 1-form ω which is integrable, then ω = dh = 0. Therefore h = ctt which implies
that the trajectories of the system are restricted to the manifold h = ctt and I will be non controllable.
The property of the Frobenius theorem is not satisfied. Therefore, dα ∧ α 6= 0 and α is of rank at least
one.
Notice that the wedge length ρ has to be less or equal than p− 1, because if ρ = p, by defnition of wedge
length
∀α ∈ I, (dα)p+1 ≡ 0 mod I
and (dα)p+1 is a 2p+ 2-form in a space of 2p+ 1. Therefore ρ ≤ p− 1. We distinguish different cases.
ρ ≤ p− 2
If the wedge length is ρ ≤ p − 2 every non-zero ω ∈ I does the job. Indeed, there are forms
ω3, . . . , ωρ+2 such that ω1 ∧ . . . ∧ ωρ+2 6= 0 and
dω =
ρ+2∑
k=1
ωk ∧ νk
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for some forms ν1, . . . , νρ+2.
Thus, if ρ < p− 2:
(dω)p =
(
ρ+2∑
k=1
ωk ∧ νk
)p
= 0, ρ+ 2 < p
and if ρ = p− 2:
(dω)p =
(
ρ+2∑
k=1
ωk ∧ νk
)p
= λ (ω1 ∧ ν1 ∧ . . . ∧ ωp ∧ νp)
Hence in both cases (dω)p ∧ ω = 0.
ρ = p− 1
We thus assume I has maximum wedge length p−1. We look for a function λ such that ω := ω1+λω2
satisfies
0 = (dω)p ∧ ω = (dω1 + λω2)p ∧ (ω1 + λω2) + pdλ ∧ (dω1 + λdω2)p−1 ∧ ω2 ∧ ω1
But (dω)p ∧ ω is a monomial. Hence (dω)p ∧ ω = 0 is nothing but a scalar equation of the form
dλ
(
p−1∑
i=0
λifi(x)
)
+
p+1∑
j=0
λjaj(x) = 0 (6.1)
where the aj ’s are functions obtained by expanding (dω1 + λdω2)
p ∧ (ω1 + λω2) and the fi’s are
vectors made from the components (up to constant coefficients) on the basis {dxi1 ∧ . . .∧ dxi2p , 1 ≤
i1 < . . . < i2p ≤ n} of the expansion of the 2p-form (dω1 + λdω2)p−1 ∧ ω2 ∧ ω1.
Since the wedge length is p−1, at least one of the fi’s is not zero (by definition of the wedge length
at least one (p−1)-fold product (dω1)i∧ (dω2)p−1−i 6≡ 0 mod I). In this case (6.1) is a first-order
quasilinear partial differential equation which always admits a solution λ for every suitable initial
data λ(x0).
Then, p is the first integer such that (dα)p ∧ α = 0 and α has rank 1 < r < p. 
We are now in position to prove the theorem when I has odd class n = 2p + 1. Suppose I = 〈ω1, ω2〉,
where
ω1 = b1 dx
1 + · · ·+ bn dxn
ω2 = c1 dx
1 + · · ·+ cn dxn
and have to be linearly independent. By lemma 6.2.1, I contains a form of rank 1 < r < p, hence is
spanned in suitable coordinates by:
ω1 = dx
2 −∑rk=1 x2k+1 dx2k+2
ω2 = a1 dx
1 +
∑n
k=3 ak dx
k (6.2)
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where the first equality is obtained thanks to the constructive Pfaffian theorem and the second one doing
the following:
ω2 = ω2 − c2ω1 = c1 dx1 + c2 dx2 + . . .+ cn dxn − c2 dx2 +
r∑
k=1
c2x
2k+1 dx2k+2
setting ai = ci when i is odd and ai = ci + c2x
i−1 when i is even and i ≥ 4. Therefore, we obtain
ω2 = a1 dx
1 +
n∑
k=3
ak dx
k
where the ak’s are functions of x. We distinguish two subcases: either the functions a1, a2r+3, . . . , an are
all zero or one of those functions (suppose a1) is not zero. Of course, at least two of ak are not zero
because I, being controllable, contains no integrable forms.
Notice that from now on, we won’t need the class to be exactly 2p+ 1. Class at most 2r + 3 is enough.
Let’s see this:
Since r < p, that is the same as r ≤ p− 1 which implies that 2r+ 3 ≤ 2p+ 1, thus, the generators of the
associated Pfaffian system can be expressed in at most 2r + 3 coordinates instead of n = 2p+ 1.
From here, we distinguish two cases:
6.2.1 Case a1 = a2r+3 = . . . = an = 0
Since at least two ak are different from zero, up to a permutation we can assume that a3 6= 0 and a4 6= 0.
Hence we may assume that I is spanned by
α1 = dx
2 −∑rk=1 x2k+1 dx2k+2
α2 = dx
3 −∑2r+2k=4 ak dxk
Now, we can prolong I by adding the forms
αk,1 = dx
2k+1 − ξ2k+1 dx4
αk,2 = dx
2k+2 − ξ2k+2 dx4
αk,3 = dξ
2k+2 − ζ2k+2 dx4
 , k = 2, . . . , r (6.3)
We call the prolonged system J and is spanned by (6.3) and
α˜1 = dx
2 −
(
x3 −
r∑
k=2
x2k+1ξ2k+2
)
dx4
α˜2 = dx
3 −
(
a4 +
2r+2∑
k=5
akξ
k
)
dx4
That are our original 1-forms α1 and α2 after a change of coordinates using (6.3).
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Notice that since we use n variables to describe I then the ideal is of class n, therefore, at least one of
the functions ak’s depends on x1. We can do the following change of coordinates:
x˜1 := a4 +
2r+2∑
k=5
akξ
k +
r∑
l=2
(
ξ2l+1ξ2l+2 + x2l+1ζ2l+2
)
x˜3 := x
3 +
r∑
k=2
x2k+1ξ2k+2
and leaving the others variables unchanged. Take into account that
dx˜3 ≡ dx3 +
r∑
k=2
(
ξ2k+1ξ2k+2 + x2k+1ζ2k+2
)
dx4 mod αk,1, αk,2, αk,3, k = 2, . . . , r
The prolonged system J becomes spanned by
α1 = dx
2 − x˜3 dx4
α2 = dx˜
3 − x˜1 dx4
and αk,1, αk,2, αk,3, hence is in Goursat form. Let’s write the chains
α1 = dx
2 − x˜3 dx4
α2 = dx˜
3 − x˜1 dx4
α2,2 = dx
6 − ξ6 dx4
...
αr,2 = dx
2r+2 − ξ2r+2 dx4
α2,3 = dξ
6 − ζ6 dx4
...
αr,3 = dξ
2r+2 − ζ2r+2 dx4
α2,1 = dx
5 − ξ5 dx4
...
αr,1 = dx
2r+1 − ξ2r+1 dx4
6.2.2 Case a1 6= 0
Recall the forms (6.7). Since a1 6= 0 we can divide all the terms of ω2 by a1, being ak = ak/a1then I is
spanned by
ω1 := dx
2 −
r∑
k=1
x2k+1 dx2k+2 (6.4)
ω2 := dx
1 −
n∑
k=3
ak dx
k (6.5)
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We perfom the following coordinate change
z1 := g(x)
zi := xi, i = 2, . . . , n
where g is a function that satisfies ∂1g 6= 0 and has to be determined in order to zero the coefficient on
dzn. Thus:
dz1 = ∂1g dx
1 + · · ·+ ∂ng dxn
Using (6.5) we get
dz1 = ∂1gω1g
(
n∑
k=3
ak dx
k
)
+ ∂2g dx
2 + · · ·+ ∂ng dxn
dz1 = ∂1gω
2 + ∂2g dx
2 + (a3∂1g + ∂3g)dx
3 + · · ·+ (an∂1g + ∂ng)dxn
Now, usgin (6.4) the previous expression becomes
dz1 − ∂1gω2 − (an∂1g + ∂ng)dxn = ∂2g
(
ω1 +
r∑
k=1
x2k+1 dx2k+2
)
+
n−1∑
k=3
(ak∂1g + ∂kg)dx
k
Therefore,
dz1 = ∂1gω
2 + (an∂1g + ∂ng)dx
n, mod (ω1, dx3, . . . , dxn−1)
Choosing for g a solution of the first-order linear partial differential equation
∂ng + an∂1g = 0
because we want to zero the dzn coefficient such that ∂1g 6= 0. Then I is clearly spanned by
ω1 = dz
2 −
r∑
k=1
z2k+1 dz2k+2
ω2 = dz
2 −
n−1∑
k=3
bk dz
k
Where bk are functions.
Now prolong I by adding the forms ω3 = dz
3 − ξ3 dz4 and
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ωk,1 = dz
2k+1 − ξ2k+1 dz4
ωk,2 = dz
2k+2 − ξ2k+2 dz4
ωk,3 = dξ
2k+2 − ζ2k+2 dz4
 , k = 2, . . . , p− 1 (6.6)
We call the prolonged system J and is spanned by (6.6) and
ω˜1 = dz
1 − (b3ξ3 + b4 +
n−1∑
k=5
bkξ
k)dz4
ω˜2 = dz
2 − (z3 +
r∑
k=2
z2k+1ξ2k+2)dz4
ω3 = dz
3 − ξ3 dz4
We remark that I is of class n, hence, at least one of the functions bk depends on z
n. We can do the
following change of coordinates:
z˜3 := z3 +
r∑
k=2
z2k+1ξ2k+2
z˜n := b3ξ
3 + b4 +
n∑
k=5
bkξ
k
ξ˜3 := ξ3 +
r∑
k=2
(ξ2k+1ξ2k+2 + z2k+1ζ2k+2)
and leaving the other variables unchanged. Noticing that
dz˜3 ≡ dz3 +
r∑
k=2
(ξ2k+1ξ2k+2 + z2k+1ζ2k+2)dz4 mod (6.6)
Now the ideal J is spanned by
ω1 = dz
1 − z˜n dz4
ω2 = dz
2 − z˜3 dz4
ω3 = dz˜
3 − ξ˜3 dz4
and (6.6). Therefore, is in Goursat normal form. Let’s write the chains
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ω2 = dz
2 − z˜3 dz4
ω3 = dz˜
3 − ξ˜3 dz4
ω1 = dz
1 − z˜n dz4
ω2,2 = dz
6 − ξ6 dz4
...
ωp−1,2 = dz2(p−1)+2 − ξ2(p−2)+2 dz4
ω2,3 = dξ
6 − ζ6 dz4
...
ωp−1,3 = dξ2(p−1)+2 − ζ2(p−1)+2 dz4
ω2,1 = dz
5 − ξ5 dz4
...
ωp−1,1 = dz2(p−1)+1 − ξ2(p−1)+1 dz4
6.3 The even-dimensional case
In this section we will prove the theorem when I has even class, i.e n = 2p. Clearly every form in I has
rank r ≤ p− 1 .Suppose I = 〈ω1, ω2〉, where
ω1 = b1 dx
1 + · · ·+ bn dxn
ω2 = c1 dx
1 + · · ·+ cn dxn
and have to be linearly independent. I is spanned in a suitable coordinates as
ω1 = dx
1 −∑rk=1 x2k dx2k+1
ω2 =
∑2p
k=2 ak dx
k (6.7)
where the first equality is obtained thanks to the constructive Pfaffian theorem and the second one doing
the following:
ω2 = ω2 − c1ω1 = c1 dx1 + c2 dx2 + . . .+ cn dxn − c1 dx1 +
r∑
k=1
c1x
2k dx2k+1
setting ai = ci when i is even and ai = ci + c1x
i−1 when i is odd. Therefore, we obtain
ω2 =
2p∑
k=2
ak dx
k
For the following cases the theorem is already proved:
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If r < p − 1, the proof used in the odd-dimensional case applies. Indeed using the following
coordinate change:
x1 = z2
x2k = z2k+1
x2k+1 = z2k+2
x2r+2 = z1
x2r+3 = z2r+3
...
xn = zn
for k = 1, . . . , r. The 1-forms can be expressed as in (6.7).
If r = p− 1 and a2p = 0. In this case I is spanned by
α1 = dx
1 −
p−1∑
k=1
x2k dx2k+1
α2 =
2p−1∑
k=2
ak dx
k =
2r+1∑
k=2
ak dx
k
Doing the change of coordinates xi+1 = xi, i = 1, . . . , 2p the 1-forms become
α1 = dx
2 −
r∑
k=1
x2k+1 dx2k+2
α2 =
2r+2∑
k=3
ak dx
k
This expressions are the same as in (6.2.1). The proof used there applies.
It remains to show the case when r = p− 1 and a2p 6= 0.
We may assume that I is spanned by
α1 = dx
1 −
p−1∑
k=1
x2k dx2k+1
α2 = dx
2 −
2p∑
k=3
ak dx
k
where since at least two ak’s are not zero, we can assume that a2 6= 0 and a2p 6= 0. We can divide the
expression by a2 and rename the functions ak. We prolong our system I adding the 1-form
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α3 = dx
3 − x2p+1 dx2p−1
Notice that we have introduce a new variable x2p+1. The following lemma proves that that the class of
I is the new space dimension.
6.3.1 Lemma The prolonged system J := I + 〈α3〉 is of class 2p+ 1.
Proof:
We must show that the unique characteristic vector field belonging on J is ξ = 0. We consider a generic
vector field:
ξ = (ξ1, ξ2, . . . , ξ2p+1)
We impose that iξαk = 0 and iξ dαk ∈ J for k = 1, 2, 3. For the first three condition we obtain that:
ξyα1 = ξ1 − x2ξ3 − · · · − x2p−2ξ2p−2 = 0
ξyα2 = ξ2 − a3ξ3 − · · · − a2pξ2p = 0
ξyα3 = ξ3 − x2p+1ξ2p−1 = 0
Therefore
ξ1 =
p−1∑
k=1
x2kξ2k+1
ξ2 =
2p∑
k=3
akξk
ξ3 = x
2p+1ξ2p−1
On the other hand, imposing ξydα3 ∈ J we get:
iξ dα3 = −ξ2p+1 dx2p−1 + ξ2p−1 dx2p+1 ∈ J
which implies that
ξ2p+1 = ξ2p−1 = 0
Now we calculate the exterior derivative of α1:
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dα1 =
p−1∑
k=1
dx2k ∧ dx2k+1 = dx3 ∧ dx2 +
p−1∑
k=2
dx2k ∧ dx2k+1
≡ x2p+1 dx2p−1 ∧
(
2p∑
k=4
ak dx
k
)
+
p−1∑
k=2
dx2k ∧ dx2k+1 mod J
Using ξ2p−1 = 0 and iξ dα1 ∈ J we get
(
ξ2p−2 + x2p−1
2p∑
k=4
akξk
)
dx2p−1 +
p−2∑
k=2
(
ξ2k dx
2k+1 − ξ2k+1 dx2k
)
= 0
Since ak’s do not depend on the variable x
2p+1, we deduce that ξ4 = · · · = ξ2p−3 = 0 and
∑2p
k=4 akξ
k = 0.
Together with the previous definitions of each component of ξ and the fact that a2p 6= 0 we deduce that
ξ = 0. 
Thus, J is spanned by
α1 = dx
1 −
p−1∑
k=1
x2k dx2k+1 (6.8)
α2 = dx
2 −
2p∑
k=3
ak dx
k (6.9)
α3 = dx
3 − x2p+1 dx2p−1 (6.10)
A change of coordinates is perfomed in order to modify the generators of J :
z2p−2 := x2p−2 + x2x2p+1
zi := xi, i 6= 2p− 2
Is clear that α3 in the new variables becomes:
α3 = dz
3 − z2p+1 dz2p−1
From here
α3 − dz3 = −z2p+1 dz2p−1 (6.11)
For α2 we have that
α2 = dz
2 − a3 dz3 −
2p∑
k=4
ak dz
k ≡ dz2 −
2p∑
k=4
bk dz
k mod J
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Finally, for α1:
α1 = dx1 −
p−2∑
k=1
x2k dx2k+1 − x2p−2 dx2p−1
Using the coordinates change, the last term can be expressed as:
x2p−2 dx2p−1 = (z2p−2 − z2z2p+1)dz2p−1 = z2p−2 dz2p−1 − z2z2p+1 dzp−1
So, α1 in the new coordinates becomes:
α1 = dz
1 − z2 dz3 −
p−2∑
k=2
z2k dz2k+1 − z2p−2 dz2p−1 + z2z2p−1 dz2p−1
Using (6.11):
α1 = dz
1 − z2 dz3 −
p−2∑
k=2
z2k dz2k+1 − z2p−2 dz2p−1 − z2α3 + z2 dz3
≡ dz1 −
p−1∑
k=2
z2k dz2k+1 mod J
Hence, the generators of J are:
α1 = dz
1 −
p−1∑
k=2
z2k dz2k+1
α2 = dz
2 −
2p∑
k=4
bk dz
k
α3 = dz
3 − z2p+1 dz2p−1
A change of coordinates is perfomed to zero the coefficient dx2p:
x2 := g(z)
xi := zi, i 6= 2
We proceed as in the previous section
dx2 = ∂1g dx
1 + ∂2g dx
2 + . . .+ ∂2p+1g dz
2p+1
Using (6.8), (6.9) and (6.10) the above expression becomes:
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dx2 = ∂1gα1 + ∂2gα2 + ∂3gα3 + (∂2gb4 + ∂4g)dz
4 +
2p−2∑
k=5
(∂2gbk + z
k−1∂1g + akg)dzk+
+ (∂2gb2p−1 + ∂2p−1g + z2p−1∂1g + ∂3gz2p+1)dz2p−1 + (∂2gb2p + ∂2pg)dz2p+
+ (∂2gb2p+1 + ∂2p+1g)dz
2p+1
Thus,
dx2 ≡ ∂2gα2 + (∂2gb2p + ∂2pg)dz2p mod (α1, α3, dz4, . . . , dz2p−1, dz2p+1)
With this change of coordinates, the generators of J become
α1 = dx
1 −
p−1∑
k=2
x2k dx2k+1
α2 = dx
2 −
2p−1∑
k=4
bk dx
k − b2p+1 dx2p+1
α3 = dx
3 − x2p+1 dx2p−1
Now prolong J by α4 = dx
2p−1 − ξ2p−2 dx2p−1 and
αk,1 = dx
2k − ξ2k dx2p−1
αk,2 = dx
2k+1 − ξ2k+1 dx2p−1
αk,3 = dξ
2k+1 − ζ2k+1 dx2p−1
αk,4 = dx
2p+2 − ξ2p+1 dx2p−1
 , k = 2, . . . , p− 2 (6.12)
The new prolonged system is spanned by using the previous 1-forms as follows, setting ξ3 := x2p+1
α˜1 = dx
1 − (x2p−2 +
p−2∑
k=2
x2kξ2k+1)dx2p−1
α˜2 = dx
2 − (b2p−1 + b2p+1ξ2p+1 +
2p−2∑
k=4
bkξ
k)dx2p−1
α˜3 = dx
3 − ξ3 dx2p−1
α˜4 = dx˜
2p−2 − ξ˜2p−2 dx2p−1
and (6.12).
Notice that since we use n variables to describe J then the ideal is of class 2p+ 1, therefore, at least one
of the functions bk’s depends on x
2p. We can do the following change of coordinates:
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x˜2p−2 := b2p+1ξ2p+1 + b2p−1 +
2p−2∑
k=4
bkξ
k +
p−1∑
l=2
(ξ2lξ2l+1 + x2lζ2l+1)
x˜2p := x2p−2 +
p−2∑
k=2
x2kξ2k+1
ξ˜2p−2 := ξ2p−2 +
p−1∑
k=2
(ξ2kξ2k+1 + x2kζ2k+1)
and leaving the others variables unchanged. Take into account that
dx˜2p−2 ≡ dx2p−2 +
p−1∑
k=2
(ξ2kξ2k+1 + x2kζ2k1)dx2p−1 mod (6.12)
Hence, the system is spanned by
αˆ1 = dx
1 − x˜2p dx2p−1
αˆ2 = dx
2 − x˜2p−2 dx2p−1
αˆ3 = dx
3 − ξ3 dx2p−1
αˆ4 = dx˜
2p−2 − ξ˜2p−2 dx2p−1
and (6.12), hence is in Goursat form. Let’s see the chain:
αˆ2 = dx
2 − x˜2p−2 dx2p−1
αˆ4 = dx˜
2p−2 − ξ˜2p−2 dx2p−1
αˆ1 = dx
1 − x˜2p dx2p−1
α2,1 = dx
4 − ξ4 dx2p−1
...
αp−2,1 = dx2(p−2) − ξ2(p−2) dx2p−1
α2,2 = dx
5 − ξ5 dx2p−1
...
αp−2,2 = dx2(p−2)+1 − ξ2(p−2)+1 dx2p−1
α2,3 = dξ
5 − ζ5 dx2p−1
...
αp−2,3 = dξ2(p−2)+1 − ζ2(p−2)+1 dx2p−1
αˆ3 = dx
3 − ξ3 dx2p−1
αk,4 = dx
2p+2 − ξ2p+1 dx2p−1
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6.3.1 Application to a driftless system with 7 inputs and 9 states
Notice that we are in the odd-case. Since n = 2p+ 1, then p = 4. By the lemma 6.2.1, I contains a form
of rank 1 < r < 4. Hence r could be 2 or 3. The procedures will be focused on r = 3. We first analize
the case where a1 6= 0.
Consider that the driftless system after a first static feedback and coordinate change becomes:

x˙1 =
∑8
k=3 u
k−1bk(x)
x˙2 = x3u2 + x5u4 + x7u6
x˙3 = u1
x˙4 = u2
x˙5 = u3
x˙6 = u4
x˙7 = u5
x˙8 = u6
x˙9 = u7
(6.13)
The vector fields of the distribution vanishes the forms belonging on I of the form:
α1 = dx
2 −
3∑
k=1
x2k+1 dx2k+1
α2 = dx
1 −
8∑
k=3
bk(x)dx
k
Now prolong I by adding the forms α3 = dx
3 − ξ3 dx4 and
α4 = dx
5 − ξ5 dx4
α5 = dx
6 − ξ6 dx4
α6 = dx
7 − ξ7 dx4
α7 = dx
8 − ξ8 dx4
α8 = dξ
6 − ζ6 dx4
α9 = dξ
8 − ζ8 dx4
We call the new ideal J := I + {α3, . . . , α9}. Written in a more usual way:
u1 = ξ3v2
u2 = v2
u3 = ξ5v2
u4 = ξ6v2
u5 = ξ7v2
u6 = ξ8v2
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ξ˙3 = v1
ξ˙5 = v3
ξ˙6 = ζ6v2
ζ˙6 = v4
ξ˙7 = v5
ξ˙8 = ζ8v2
ζ˙8 = v6
The prolongued system J is spanned by:
α1 = dx
1 − (b3ξ3 + b4 +
9∑
k=5
bkξ
k)dx4
α2 = dx
2 −
(
x3 +
r∑
k=2
x2k+1ξ2k+2
)
dx4
α3 = dx
3 − ξ3 dx4
and α4, . . . , α9
Changing coordinates by
x˜3 := x3 +
r∑
k=2
x2k+1ξ2k+2
x˜9 := b3ξ
3 + b4 +
9∑
k=5
bkξ
k
ξ˜3 := ξ3 +
3∑
k=2
(
ξ2k+1ξ2k+2 + x2k+1ζ2k+2
)
leaving the other variables unchanged and noticing that
dx˜3 ≡ dx3 +
3∑
k=2
(
ξ2k+1ξ2k+2 + x2k+1ζ2k+2
)
dx4, mod α4, . . . , α9
we see that J is spanned by
α1 = dx
1 − x˜9 dx4
α2 = dx
2 − x˜3 dx4
α3 = dx˜
3 − x˜3 dx4
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and α4, . . . , α9. The forms belonging on J vanishes the vector fields of the codistribution of the following
system:

x˙1 =
(
ξ3b1 + b2 + b3ξ
5 + b4ξ
6 + b5ξ
7 + b6ξ
8
)
v2
x˙2 =
(
x3 +
∑3
k=1 x
2k+1ξ2k+2
)
v2
x˙3 = ξ3v2
x˙4 = v2
x˙5 = ξ5v2
x˙6 = ξ6v2
x˙7 = ξ7v2
x˙8 = ξ8v2
x˙9 = v7
ξ˙3 = v1
ξ˙5 = v3
ξ˙6 = ζ6v2
ζ˙6 = v4
ξ˙7 = v5
ξ˙8 = ζ8v2
ζ˙8 = v6
(6.14)
We study the case where a1 = a2r+3 = . . . = an = 0. Following the section (6.2), we may assume that,
in this case and for r = 3, the ideal I is spanned by:
α1 := dx
2 − x3 dx4 − x5 dx6 − x7 dx8 (6.15)
α2 := dx
3 − a4 dx4 − a5 dx5 − a6 dx6 − a7 dx7 − a8 dx8 (6.16)
The vector fields of the distribution that vanishes this forms make up the following system:

x˙1 = u1
x˙2 = x3u2 + x5u4 + x7u6
x˙3 =
∑8
k=4 aku
k−2
x˙4 = u2
x˙5 = u3
x˙6 = u4
x˙7 = u5
x˙8 = u6
x˙9 = u7
(6.17)
Now prolong I by adding the forms:
α1,k = dx
2k+1 − ξ2k+1 dx4
α2,k = dx
2k+2 − ξ2k+2 dx4
α3,k = dξ
2k+2 − ζ2k+2 dx4
(6.18)
for k = 2, 3.
The new ideal is generated by J := I + {α1,2, α2,2, α3,2, α1,3, α2,3, α3,3}. Written in a more usual way:
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u1 = v6
u2 = v2
u3 = ξ5v2
u4 = ξ6v2
u5 = ξ7v2
u6 = ξ8v2
u7 = v7
ξ˙6 = ζ6v2
ξ˙8 = ζ8v2
ξ˙5 = v1
ξ˙7 = v3
ζ˙6 = v4
ζ˙8 = v5
The prolongued system J is spanned by:
α1 = dx
2 − (x3 + x5ξ6 + x7ξ8) dx4
α2 = dx
3 −
(
a4 +
8∑
k=5
akξ
k
)
and α1,2, α2,2, α3,2, α1,3, α2,3, α3,3.
Changing coordinates by
x˜1 = a4 +
8∑
k=5
akξ
k +
3∑
l=2
(
ξ2l+1ξ2l+2 + x2l+1ζ2l+2
)
x˜3 = x3 +
3∑
k=2
x2k+1ξ2k+2
leaving the other variables unchanged and noticing that
dx˜3 ≡ dx3 +
8∑
k=2
(
ξ2k+1ξ2k+2 + x2k+1ζ2k+2
)
dx4, mod (6.18)
we see that J is spanned by
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α1 = dx
2 − x˜3 dx4
α2 = dx˜
3 − x˜1 dx4
and (6.18).
The forms belonging on J vanish the vector fields of the codistribution of the sytem that follows:

x˙1 = v6
x˙2 = (x3 + x5ξ6 + x7ξ8)v2
x˙3 = (a4 + a5ξ
5 + a6ξ
6 + a7ξ
7 + a8ξ
8)v2
x˙4 = v2
x˙5 = ξ5v2
x˙6 = ξ6v2
x˙7 = ξ7v2
x˙8 = ξ8v2
x˙9 = v7
ξ˙5 = v1
ξ˙6 = ζ6v2
ξ˙7 = v3
ξ˙8 = ζ8v2
ζ˙6 = v4
ζ˙8 = v5
(6.19)
6.4 Systems with 3 inputs and 5 states
In the previous sections we have dealed with systems of dimension 2 in m + 2 variables. It has been
proved that any controllable driftless system is flat. This result is also true for systems of dimension 2 in
5 variables but it is proved in a different way since lemma (6.2.1) cannot be applied.
Consider a driftless system of 2 inputs and 5 states
x˙ =
3∑
i=1
uifi(x), x ∈ R5
If I is such a Pfaffian system, the rank structre of its derived flag splits into four cases:
dim I(1) = 2
dim I(1) = 1, dim I(2) = 1
dim I(1) = 1, dim I(2) = 0
dim I(1) = 0
Clearly, the first two cases imply that the system is not controllable. Let’s see some results coming from
the last two cases.
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6.4.1 Theorem Let I be a Pfaffian system of dimension 2 and x0 be a weakly regular point. Assume
dim I(1) = 1 and dim I(2) = 0. Then,
I = {dx1 − x2 dx4, dx2 − x3 dx4}
in suitable coordinates defined around x0.
We will show that the Pfaffian system can be reduced to a unique normal form. To do this, we will state
the following useful lemma.
6.4.2 Lemma Let I be a totally nonhomologic Pfaffian system of dimension 2 in 5 variables and x0 be a
weakly regular point. Then I contains a form ω such that, around x0,
(i) dω ∧ dω ∧ ω = 0
(ii) dω ∧ ω 6= 0
A form ω holding this lemma is said to be rank 1 at x0.
Proof: The proof is a particular case of lemma (6.2.1).
6.4.3 Theorem Let I be a totally nonhomologic Pfaffian system of dimension 2 in 5 variables and x0 be
a weakly regular point. Then, in suitable coordinates defined around x0, I takes one of the two following
normal forms:
If dim I(1) = 1 and dim I(2) = 0 then I = {dx1 − x2 dx4, dx2 − x3 dx4}.
If dim I(1) = 0 then I = {dx1 − a(x)dx3 − x5 dx4, dx2 − x3 dx4} where a is some function.
In both cases, I can be prolonged around x0 into
J := {dz1 − z5 dz4, dz2 − z3 dz4, dz3 − z6 dz4}
Proof:
First of all, we will show that I can be prolonged into J .
In the first case we have I = {dx1−x2 dx4, dx2−x3 dx4}. We prolong I by adding ω3 = dx5−x6 dx4
and by performing the coordinate change:
z1 = x5
z2 = x1
z3 = x2
z4 = x4
z5 = x6
z6 = x3
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Clearly,
J = {dz2 − z3 dz4, dz3 − z6 dz4, dz1 − z5 dz4}
as desired.
In the second case we have I = {dx1 − a(x)dx3 − x5 dx4, dx2 − x3 dx4}. We prolong I by adding
ω3 = dx
3 − x6 dx4 and by performing the coordinate change:
z1 = x1
z2 = x2
z3 = x3
z4 = x4
z5 = x5 + x6a(x)
z6 = x6
Therefore, J is spanned by:
J = {dz1 − a(z)dz3 − (z5 − z6a(z))dz4, dz3 − z6 dz4, dz1 − z5 dz4}
The first form can be written as
α1 = dz1 − a(z)dz3 − (z5 − z6a(z))dz4 ≡ dz1 − z5 dz4 + z6a(z)dz4
Choosing z6 small:
J = {dz1 − z5 dz4, dz3 − z6 dz4, dz1 − z5 dz4}
as desired.
Now, we are going to show the two possible normal forms. By lemma (8.1.3), in this case, I contains a
form of rank 1 at x0. Up to a coordinate change I is spanned by:
ω1 = αdx1 + β dx3 + γ dx4 + δ dx5
ω2 = dx2 − x3 dx4
where α, β, γ and δ are functions. Since dim I0x0 = 2, one of this functions has to be different from zero
at x0. Therefore, we distinguish different cases:
α(x0) = δ(x0) = 0
We assume β(x0) 6= 0, and without loss of generality β(x) = −1 around x0. Notice that if β(x0) = 0
and γ(x0) = 0 with a coordinate change we exchange the roles of β and γ. We calculate the exterior
derivative of ω2:
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dω2 = dx4 ∧ dx3 = dx4 ∧ (αdx1 + γ dx4 + δ dx5 − ω1) ≡ αdx4 ∧ dx1 + δ dx4 ∧ dx5 mod I
At the point x0, dω2 ≡ 0 mod which implies that dim I(1)x0 ≥ 1. But dim I(1)x 6= 2 because the
system has to be controllable. Furthermore, dim I
(1)
x must have constant dimension around x0;
thus α and δ equal 0 in a neighborhood of x0. We conclude that, around x0, dim I
(1)
x = 1 and
dim I
(2)
x = 0. We have the hypothesis of theorem (8.1.2) so applying this theorem
I = {dx1 − x2 dx4, dx2 − x3 dx4}
then, the Pfaffian system is in the first normal form.
α(x0) 6= 0
In this case the system is spanned by
ω1 = dx1 − β dx3 − γ dx4 − δ dx5
ω2 = dx2 − x3 dx4
Notice that we can proceed as in section (6.2.2) by performing the coordinate change
z1 = g(x)
zi = xi, i = 2, . . . , 5
We get the following expressions of the generators of I:
ω1 = dz1 − a(z)dz3 − b(z)dz4
ω2 = dz2 − z3 dz4
where a and b are functions. Computing the exterior derivative, we get
dω1 ≡ c(z)dz3 ∧ dz4 + a5(z)dz3 ∧ dz5 + b5(z)dz4 ∧ dz5 mod I
dω2 = −dz3 ∧ dz4
for a function c(z) depending on a(z), b(z) and their partial derivatives. We distinguish two cases:
Case when a5(z0) = b5(z0) = 0
This case implies that I
(1)
x0 = 1. But dim I
(1)
x must have constant dimension 1 around z0, thus
a5 and b5 equal 0 in a neighborhood of z0 i.e the system does not depend on z5. We apply the
theorem (8.1.2) and we get
I = {dz1 − z2 dz4, dz2 − z3 dz4}
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Case when b5(z0) 6= 0
Without loss of generality b(z) = z5 around z0. If b5(z0) = 0 and a5(z0) 6= 0 we can exchange
the roles of a and b. This shows that I is spanned by
ω1 = dz1 − a(z)dz3 − z5 dz4
ω2 = dz2 − z3 dz4
as we wanted to show. 
6.4.4 Corollary Let
x˙ = u1f1(x) + u2f2(x) + u3f3(x) (6.20)
be a driftless system with 3 inputs and 5 states. The following three statements are equivalent:
1) (6.20) is 0-flat
2) (6.20) is flat
3) (6.20) is controllable.
if (6.20) satisfies one of these conditions then, around any weakly regular point, it can be put by dynamic
feedback and coordinate change into the multi-input chained form
z˙1 = v1
z˙2 = z3v1
z˙3 = v2
z˙4 = z5v1
z˙5 = z6v1
z˙6 = v3
Proof:
Clearly (i) =⇒ (ii) =⇒ (iii). We only have to prove (iii) =⇒ (i).
Suppose (6.20) is controllable and x0 is a weakly regular point. By theorem (6.4.3), the Pfaffian system
I = {f1, f2, f3}⊥ can be assumed in a normal form around x0.
We distinguish two cases
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dim I(1) = 0
We know that up to an invertible static feedback and a coordinate change, the system (6.20) can
be written as
x˙1 = a(x)u1 + x5u
2
x˙2 = x3u2
x˙3 = u1
x˙4 = u2
x˙5 = u3
Clearly, y1 = x1, y2 = x2, y3 = x4 are flat outputs of the system. Let’s see this
x1 = y1
x2 = y2
x3 =
y˙2
y˙3
x4 = y3
u1 =
y¨2y˙3 − y¨3y˙2
(y˙3)2
u2 = y˙3
The variables x5 is obtained by solving the following equation
y˙1 = a
(
y1, y2,
y˙2
y˙3
, y2, x5
)
y¨2y˙3 − y¨3y˙2
(y˙3)2
+ x5y˙3
from here we find the expression of u3 by differentiation. Thus, the system is flat at every point
(x0, u0) such that x0 is weakly regular u
2
0 6= 0 and a5(x0)u10 + u20 6= 0. These points form a dense
open subset of X × U .
Apply now the dynamic feedback
x˙6 = v3, u1 = x6v1, u2 = v1
u3 =
v2 − [(x5 + x6a(x))a1(x) + x3a2(x) + x6a3(x) + a4(x)]x6v1 − a(x)v3
1 + x6a5(x)
and the coordinate change
z1 = x4
z2 = x1
z3 = x5 + x6a(x)
z4 = x2
z5 = x3
z6 = x6
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which are well-defined as soon as x6 is small enough, to put the system into multi-input chained
form.
dim I(1) = 1 and dim I(2) = 0 the system reads
x˙1 = x2u2
x˙2 = x3u2
x˙3 = u1
x˙4 = u2
x˙5 = u3
Now, y1 = x1, y2 = x2, y3 = x5 are flat outputs. Let’s see this
x1 = y1
x2 =
y˙1
y˙2
x3 =
y¨1y˙2 − y¨2y˙1
(y˙2)3
x4 = y2
x5 = y3
u1 =
(
y¨1y˙2 − y¨2y˙1
(y˙2)3
)′
u2 = y˙2
u3 = y˙3

6.5 Application to an spherical robot
In this section we consider an spherical rolling robot actuated by internal rotors as described in [12].
Under a proper placement of the rotors the center of mass of the composite system is at the geometric
center of the sphere and, as a result, the gravity does not enter the motion equations.
To describe the system, we introduce the coordinate frames shown at figure 6.1. There, Σb is an inertial
frame fixed at the base, Σo is a frame fixed at the geometric center of the sphere, Σa is a frame fixed at
the contact plane. In addition, at the contact point we introduce the contact frame of the object Σco,
and the contact frame of the plane, Σca.
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Figure 6.1: System formalization
The contact coordinates are given by the angles uo and vo, describing the contact point on the sphere,
and ua and va, describing the contact point on the plane, and by the contact angle ψ which is defined as
the angle between the x-axis of Σco and Σca. In what follows, we will assume that the frame Σa coincides
with Σb, and the frame Σca is parallel to Σa. We will also assume that in the initial configuration ua = 0,
va = 0, uo = 0, vo = 0, ψ = 0. Therefore Σca(0) = Σb and in the initial configuration the axis of Σo are
parallel to those of Σb.
Let ωo = {ωx, ωy, ωz}T be the angular velocity of the frame Σo, defined in projections onto the axis of
the base frame Σb. Let R be the radius of the sphere. Then, the evolution of the contact coordinates is
described by the following system

u˙a
v˙a
u˙o
v˙o
ψ˙
 =

0 R 0
−R 0 0
− sinψ/ cos vo − cosψ/ cos vo 0
− cosψ sinψ 0
− sinψ tan vo − cosψ tan vo −1

 ωxωy
ωz
 (6.21)
Our goal is to show that this driftless system is controllable and can be put into multi-input chained form
by dynamic feedback and coordinate change.
For simplicity we define this new variables
x1 = ua
x2 = va
x3 = uo
x4 = vo
x5 = ψ
The vector fields of the system are
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g1 =

0
−R cosx4
− sinx5
−cosx4 cosx5
− sinx4 sinx5
 , g2 =

R cosx4
0
− cosx5
cosx4 sinx5
−sinx4 cosx5
 , g3 =

0
0
0
0
−1
 (6.22)
We have to found two 1-forms such that the contraction with all the vector fields to be zero. This forms
could be, for example:
α1 = cosx5 dx1 − sinx5 dx2 +R cosx4 dx3
α2 = sinx5 dx1 + cosx5 dx2 −Rdx4
Its exterior derivative are
dα1 = cosx5 dx5 ∧ dx1 − sinx5 dx5 wdx2
dα2 = − sinx5 dx5 ∧ dx1 − cosx5 dx5 ∧ dx2 +R sinx4 dx4 ∧ dx3
Consider
A = a1 dx1 + b1 dx2 + c1 dx3 + d1 dx4 + e1 dx5
B = a2 dx1 + b2 dx2 + c2 dx3 + d2 dx4 + e2 dx5
Defining I = {α1, α2}, we will find I(1):
dα2 = A ∧ α1 +B ∧ α2 = −a1 sinx5 dx1 ∧ dx2 + a1R cosx4 dx1 ∧ dx3
+ b1 cosx5 dx2 ∧ dx1 +Rb1 cosx4 dx2 ∧ dx3 + c1 cosx5 dx3 ∧ dx1
− c1 sinx5 dx3 ∧ dx2 + d1 cosx5 dx4 ∧ dx1 − d1 sinx5 dx4 ∧ dx2
+ d1R cosx4 dx4 ∧ dx3 + e1 cosx5 dx5 ∧ dx1 − e1 sinx5 dx5 ∧ dx2
+ e1R cosx4 dx5 ∧ dx3 + a2 cosx5 dx1 ∧ dx2 −Ra2 dx1 ∧ dx4
+ b2 sinx5 dx2 ∧ dx1 −Rb2 dx2 ∧ dx4 + c2 sinx5 dx3 ∧ dx1
+ c2 cosx5 dx3 ∧ dx2 −Rc2 dx3 ∧ dx4 + d2 sinx5 dx4 ∧ dx1
+ d2 cosx5 dx4 ∧ dx2 + e2 sinx5 dx5 ∧ dx1 + e2 cosx5 dx5 ∧ dx2
− e2Rdx5 ∧ dx4
This expression leads to a several constrains. Three of them are:
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cosx5 = e1 cosx5 + e2 sinx5
− sinx5 = −e1 sinx5 + e2 cosx5
e1R cosx4 = 0
which is not possible since e1 = 1 and e2 = 0. Similarly, for dα1 one finds that
− sinx5 = e1 cosx5 + e2 sinx5
− cosx5 = −e1 sinx5 + e2 cosx5
e2R = 0
which is not possible. Then,
dim I(0) = 2
dim I(1) = 0
Therefore, by theorem (6.4.3), I can be expressed in the following manner:
I = {dx1 − a(x)dx3 − x5 dx4, dx2 − x3 dx4}
for some function a(x). Let’s show this. Consider the second generator, α2. We calculate its rank.
dα2 ∧ α2 = (cosx5 dx5 ∧ dx1 + sinx5 dx2 ∧ dx5) ∧ (sinx5 dx1 + cosx5 dx2 −Rdx4) =
= dx1 ∧ dx2 ∧ dx5 −R cosx5 dx1 ∧ dx4 ∧ dx5 +R sinx5 dx2 ∧ dx4 ∧ dx5 6= 0
dα2 ∧ α2 = 0
Then, the rank of α2 is r = 1. We apply Pfaff’s theorem to write α2 into a normal form. A function
f1 = a1 dx1 + · · ·+ a5 dx5 such that dα2 ∧ α2 ∧ df1 = 0 has to be found.
dα2 ∧ α2 ∧ df1 = −a3 dx1 ∧ dx2 ∧ dx3 ∧ dx5 − a4 dx1 ∧ dx2 ∧ dx4 ∧ dx5−
−R cosx5a2 dx1 ∧ dx2 ∧ dx4 ∧ dx5 −R cosx5a3 dx1 ∧ dx3 ∧ dx4 ∧ dx5−
−R sinx5a1 dx1 ∧ dx2 ∧ dx4 ∧ dx5 +R sinx5a3 dx2 ∧ dx3 ∧ dx4 ∧ dx5
We can choose, for example, f1 = x5. Now, since r = 1, we are looking for a function f2 such that
α2 ∧ df1 ∧ df2 = 0
df1 ∧ df2 6= 0
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Setting df2 = g1 dx1 + g2 dx2 + g3 dx3 + g4 dx4 + g5 dx5 we do the computations:
α2 ∧ df1 ∧ df2 = (sinx5 dx1 + cosx5 dx2 −Rdx4) ∧ dx5 ∧ (g1 dx1 + g2 dx2 + g3 dx3 + g4 dx4 + g5 dx5) =
= −g2 sinx5 dx1 ∧ dx2 ∧ dx5 − g3 sinx5 dx1 ∧ dx3 ∧ dx5 − g4 sinx5 dx1 ∧ dx4 ∧ dx5+
+ g1 cosx5 dx1 ∧ dx2 ∧ dx5 − g3 cosx5 dx2 ∧ dx3 ∧ dx5 − g4 cosx5 dx2 ∧ dx4 ∧ dx5−
−Rg1 dx1 ∧ dx4 ∧ dx5 −Rg2 dx2 ∧ dx4 ∧ dx5 −Rg3 dx3 ∧ dx4 ∧ dx5 = 0
This leads the following constrains:
g3 = 0
−g2 sinx5 + g1 cosx5 = 0
−Rg2 − g4 cosx5 = 0
−Rg1 − g4 sinx5 = 0
We choose, for instance
g1 = sinx5
g2 = cosx5
g4 = −R
Then,
df2 = sinx5 dx1 + cosx5 dx2 −Rdx4 + g5 dx5
Therefore,
f2 = x1 sinx5 + x2 cosx5 −Rx4
and we determine g5:
g5 = x1 cosx5 − x2 sinx5
Once we have found f1 and f2, α2 can be written in a normal form as follows
α2 = df2 − g df1 = dz2 − z3 dz4
for some function g that will be determine now. It is clear that
z2 = x1 sinx5 + x2 cosx5 −Rx4
z4 = x5
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Therefore,
z3 = x1 cosx5 − x2 sinx5
Now, we want
α1 = αdz1 + β dz3 + γ dz4 + δ dz5
On the other hand
α1 = cosx5 dx1 − sinx5 dx2 +R cosx4 dx3
Imposing the following values, α1 is written as desired.
α = R cosx4
β = 1
γ = x1 sinx5 + x2 cosx5
δ = 0
z1 = x3
z5 =
x1 sinx5 + x2 cosx5
R cosx4
with x4 6= kpi/2, k ∈ Z. Then,
α2 = dz2 − z3 dz4
α1 = αdz1 + dz3 + γ dz4
In fact,
z1 = x3
z2 = x1 sinx5 + x2 cosx5 −Rx4
z3 = x1 cosx5 − x2 sinx5
z4 = x5
z5 =
x1 sinx5 + x2 cosx5
R cosx4
with x4 6= kpi/2, k ∈ Z, is a diffeomorphism. We are now in position to apply the constructive demon-
stration of theorem (6.4.3).
Since α 6= 0, we can divide the 1-form by this value:
α1 = dz1 − 1
R cosx4
dz3 − x1 sinx5 + x2 cosx5
R cosx4
dz4
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Setting a(x) = 1R cos x4 ,
α1 = dz1 − a(z)dz3 − z5 dz4
where a(z) is a(x) expressed in the new variables.
Then, the Pfaffian system is generated by
I = {dz1 − a(z)dz3 − z5 dz4, dz2 − z3 dz4}
In order to fin the flat outputs of the system, we prolong I with
α3 = dz3 − z6 dz4
and we perform the following change of variables:
z¯1 = z1
z¯2 = z2
z¯3 = z3
z¯4 = z4
z¯5 = z5 + z6a(z)
z¯6 = z6
Therefore the generators of I become
α1 = dz1 − a¯(z)dz3 − z5 dz4 = dz1 − (a¯(z)z6 + z5)dz4 = dz¯1 − z¯5 dz¯4
α2 = dz2 − z3 dz4 = dz¯2 − z¯3 dz¯4
α3 = dz3 − z6 dz4 = dz¯3 − z¯6 dz¯4
If we want to express the system in the state variables we have to seek for 3 vector fields
gi = (g
1
i , g
2
i , g
3
i , g
4
i , g
5
i , g
6
i ), i = 1, 2, 3
such that
giyαj = 0, i, j = 1, 2, 3
in other words
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g1i − z¯3g4i = 0
g2i − z¯3g4i = 0
g3i − z¯6g4i = 0
for i = 1, 2, 3. One solution could be
g1 = (z¯5, z¯3, z¯6, 1, 0, 0)
g2 = (0, 0, 0, 0, 1, 0)
g3 = (0, 0, 0, 0, 0, 1)
Therefore, the system reads

˙¯z1 = z¯5v1
˙¯z2 = z¯3v1
˙¯z3 = z¯6v1
˙¯z4 = v1
˙¯z5 = v2
˙¯z6 = v3
Thus, the flat outputs of the system are
y1 = z¯1
y2 = z¯2
y3 = z¯4
In fact, all the state variables are expressed in terms of flat outputs and its derivatives. Let’s see this:
v1 = y˙3
v2 =
y¨1y˙3 − y˙1y¨3
y˙33
z¯1 = y1
z¯2 = y2
z¯3 =
y˙2
y˙3
z¯4 = y3
z¯5 =
y˙1
y˙3
z¯6 =
y¨2y˙3 − y˙2y¨3
y˙33
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In the original state variables the flat outputs are expressed as follows:
y1 = x3
y2 = x1 sinx5 + x2 cosx5 −Rx4
y3 = x5
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7The Gardner-Shadwick algorithm for
exact linearization to Brunovsky normal
form
We present an algorithm using the minimal number of integrations for the exact linearization of nonlinear
systems to Brunovsky normal form under feedback.
In this section we will define the Brunovsky normal form and we will explain how to compute the explicit
formula for the feedback of a controllable linearizable system.
To achieve this goal we will make use of the classical Frobenius theorem (3.3.4).
7.1 The Brunovsky normal form
Let us consider a control system with n states and m inputs given by
dx
dt
= F (x, u), x ∈ Rn, u ∈ Rm (7.1)
This structure defines a Pfaffian system
dx1 − F 1(x, u)dt = 0
dx2 − F 2(x, u)dt = 0
...
dxn − Fn(x, u)dt = 0
We will see that if the system satisfies certain congruences, then the diffeomorphisms on R × Rn × Rm
preserving the Pfaffian system are of the form
Φ(t, x, u) = (t, φ(x), ψ(x, u))
7.1.1 Definition A control system is in a Brunovsky normal form if there exists integers k1 ≥ · · · ≥ km ≥
0 (Kronecker indexes) and independent functions t, x11, . . . , x
1
k1
, x21, . . . , x
2
k2
, . . . , xm1 , . . . , x
m
km
, u1, . . . , um
such that its associated Pfaffian system I has generators of the form
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ω11 = dx
1
1 − x12 dt, ω12 = dx12 − x13 dt, · · · , ω1k1 = dx1k1 − u1 dt
ω21 = dx
2
1 − x22 dt, ω22 = dx22 − x23 dt, · · · , ω2k2 = dx2k2 − u2 dt
...
ωm1 = dx
m
1 − xm2 dt, ωm2 = dxm2 − xm3 dt, · · · , ωmkm = dxmkm − um dt
(7.2)
To analyze the derived flag of the system (7.2) we calculate the exterior derivatives of the generators.
Hence, for 1 ≤ i ≤ m and 1 ≤ j ≤ ki − 1 we obtain
dωij = dt ∧ dxij+1 = dt ∧ (dxij+1 − xij+2 dt) = dt ∧ ωij+1 (7.3)
and for j = ki:
dωiki = dt ∧ dui
The equations (7.3) enables us to decompose the system I into m towers using the successive derived
flags and the Kronecker indexes.
Consider the subsystem Ij ⊂ I. This ideal is generated by
Ij = {ωj1, ωj2, . . . , ωjkj}
Recall that
I
(1)
j = {α ∈ Ij : dα ≡ 0 mod Ij}
Since dωjkj = dt ∧ duj , the previous ideal is spanned by
I
(1)
j = {ωj1, ωj2, . . . , ωjkj−1}
The second derived flag is defined as
I
(2)
j = {α ∈ I(1)j : dα ≡ 0 mod I(1)j }
Since dωjkj−1 = dt ∧ dω
j
kj
and ωjkj /∈ I
(1)
j , the above ideal is spanned by
I
(2)
j = {ωj1, ωj2, . . . , ωjkj−2}
Proceeding by induction we find the structure of the j-th tower:
ωj1 ω
j
2 · · ·ωjkj
...
ωj1 ω
j
2
ωj1
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This tower has kj rows that corresponds to the derived length of Ij . Now, if we collect all the m towers
together taking into account that k1 ≥ k2 ≥ · · · ≥ km > 0 we obtain
ωj1 ω
j
2 · · · ωjkj · · · · · · ωm1 ωm2 · · · ωmkm
...
...
... ωm1
ωj1 ω
j
2
ωj1
(7.4)
Notice that in the first row we find the generators of I. The succeeding rows taken together generate the
derived flag of I.
We define
dj = dim I
(j)/I(j+1) = number of towers with at least j + 1 rows
It is clear that kj is the number of rows at the j-th tower, hence kdj is the number of rows in the dj-th
tower. Defining D = {d1, · · · , dk1−1} then we can understant dj and the larger integer belonging in D
such that kdj ≥ j + 1.
The derived length of I is k1 and for each j, kj is the number of rows in the j-th tower. These numbers are
determined by the integers dj which implies that the Kronecker indexes are not only feedback invariants
but also invariants for the full diffeomorphism group on R× Rn × Rm.
Although the derived systems I(j) are diffeomorphism invariant, their bases are not, and a change of
a basis has the effect of replacing the equations (7.3) by congruences modulo the appropriate derived
systems. This leads to the following congruences modulo I(j) for 1 ≤ j ≤ kj .

dω1k1−j ≡ dt ∧ ω1k1−j+1
...
dωmkdj−j ≡ dt ∧ ω
m
kdj−j+1
, mod I(j+1) (7.5)
Any system which is diffeomorphic to a Brunovsky normal form has generatoros which satisfy these
congruences. The next theorem shows that the converse is also true that is if the Pfaffian system has
generators satisfying the congruences (7.5) then the control system can be put into a Brunovsky normal
form. This proof yields the Gardner - Shadwick algorithm for the exact linearization problem in a form
with minimal integrations.
7.1.2 Theorem A control system with distinct Kronecker indexes satisfying k1 > k2 > . . . > km > 0 can
be put into Brunovsky normal form by a nonlinear feedback transformation if and only if there is a set of
generators for its associated Pfaffian system satisfying the congruences (7.5).
Proof:
We have shown that the derived length of I is k1, therefore I
(k1−1) has only one generator called ω11 .
By definition, whose coefficients are independent of time. Consider the funcions b11 and η
1
1 , that are
independent of time. We define the gerenator as:
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ω11 = η
1
1 − b11 dt
By hypothesis, this generator satisfies the congruences (7.5), thus
dω11 ≡ dt ∧ dω12 mod ω11
So it is true that
dω11 ∧ ω11 ∧ dt = 0
Using the definition of ω11 the previous relation implies
(dη11 − db11 ∧ dt) ∧ (η11 − b11 dt) ∧ dt = 0 =⇒ dη11 ∧ η11 ∧ dt = 0
Since η11 is independent of time we obtain dη
1
1 ∧ η11 = 0.
As a result, η11 is a completely integrable 1-form on the state space and any first integral y
1
1 of η
1
1 = 0
satisfies
η11 = µ
1
1 dy
1
1 =⇒ dy11 =
η11
µ11
where µ11 is independent of time. We choose a new generator ω
1
1 defined as
ω11 =
1
µ11
ω11 (7.6)
we define a new function y12 :=
b11
µ11
. Therefore, the new generator becomes
ω11 =
η11
µ11
− b
1
1
µ11
dt = dy11 − y12 dt (7.7)
The functions y11 and y
1
2 are functionally independent:
−dy12 ∧ dt ∧ dy11 = dω11 ∧ ω11 =
1
(µ11)
2
dω11 ∧ ω11 6= 0
By construction, they are state-space coordinates. We now have
dω11 = −dy12 ∧ dt = dt ∧ dy12 (7.8)
Using (7.6):
dω11 =
1
µ11
dω11 −
dµ11 ∧ ω11
(µ11)
2
≡ 1
µ11
mod ω11
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Or in other words, using the hypothesis:
dω11 =
1
µ11
dt ∧ ω12 mod ω11
Substracting (7.8) from the previous relation we obtain:
dt ∧
(
1
µ11
ω12 − dy12
)
+ αω11 = 0
Doing the wedge product with ω11:
dt ∧
(
1
µ11
ω12 − dy12
)
∧ ω11 = dt ∧
(
1
µ11
ω12 − dy12
)
∧ dy11 = 0 (7.9)
Next, we write
1
µ11
ω12 = η
1
2 − b12 dt (7.10)
with η12 and b
1
2 functions independent of time. Then, (7.9) gives
(
η12 − dy12
) ∧ dy11 ∧ dt = 0
hence
(
η12 − dy12
) ∧ dy11 = 0
and we deduce that
η12 − dy12 = c12 dy11 (7.11)
with c12 a function independent of time. Now using (7.7), (8.2.2) and (7.11):
1
µ11
ω12 − dy12 = η12 − b12 dt− dy12 = −b12 dt+ c12 dy11 =
= −b12 dt+ c12(dy11 − y12 dt) + c12y12 dt =
= c12ω
1
1 − (b12 − c12y12)dt
Reordering the terms:
1
µ11
ω12 − c12ω11 = dy12 − (b12 − c12y12)dt
Setting
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ω12 =
1
µ11
ω12 − c12ω11
and
y13 := b
1
2 − c12y12
We find the expression for the new generator:
ω12 = dy
1
2 − y13 dt
It is true that
−dy13 ∧ dt ∧ dy12 ∧ dy11 = dω12 ∧ ω12 ∧ ω11 6= 0
so y11 , y
1
2 and y
1
3 are functionally independent and by construction are state-space coordinates. In partic-
ular we see that
dω11 = dt ∧ ω12
which replaces the congruence (7.5) by equality and allows us to proceed by induction.
This algorithm proceeds inductively until we reach ωk1−k2+1 at which time a congruence from the second
tower appears. At this stage, the first tower up to the level k1 − k2 + 1 is in a Brunovsky normal form.
Where the last mnodified generator is ωk1−k2+1:
ωk1−k2+1 ≡
1
µ1k1−k2+1
ω1k1−k2+1 mod
(
ω11, ω
1
2, . . . , ω
1
k1−k2
)
and this generator is defined as:
ω1k1−k2+1 = dy
1
k1−k2+1 − y1k1−k2+1 dt
as above, we can show that y11 , y
1
2 , . . . , y
1
k1−k2+1 are functionally independents of time and have been
found as the coefficients of dt in the modified generators.
Recall that by hypothesis we have the condition
dω1k1−k2+1 ≡ dt ∧ ω1k1−k2+1 mod
(
ω11, . . . , ω
1
k1−k2 , ω
1
k1−k2+1, ω
2
1
)
where ω21 is the new generator that appears at the second column and by hypothesis satisfies
dω21 ≡ dt ∧ ω22 mod
(
ω11, . . . , ω
1
k1−k2 , ω
1
k1−k2+1, ω
2
1
)
Now
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dω1k1−k2+1 ≡
1
µk1−k2+1 dω1k1−k2+1
≡ dt ∧
(
1
µ1k1−k2
)
ω1k1−k2+2 mod
(
ω11, . . . , ω
1
k1−k2 , ω
1
k1−k2+1, ω
2
1
)
and letting
ωk1−k2+2 =
(
1
ωk1−k2
)
ωk1−k2+2
we have
{
dω1k1−k2+1 ≡ dt ∧ ω1k1−k2+2
dω21 ≡ dt ∧ ω22
, mod
(
ω11, . . . , ω
1
k1−k2 , ω
1
k1−k2+1, ω
2
1
)
Now let
ω21 = η
2
1 − b21 dt
where η21 and b
2
1 are functions independent of time. We know that
dω21 ∧ ω21 ∧ ω11 ∧ · · · ∧ ω1k1−k2+1 ∧ dt = 0
which implies that
dη21 ∧ η21 ∧ dy11 ∧ · · · ∧ dy1k1−k2+1 ∧ dt = 0
And since all the previous function are independent of time
dη21 ∧ η21 ∧ dy11 ∧ · · · ∧ dy1k1−k2+1 = 0
We can apply the corollary of Frobenius theorem (3.3.4) that says that there exists functions µ21, y
2
1 , a
1
1, . . . , a
1
k1−k2+1
which are independent of time such that
η21 = µ
2
1 dy
2
1 + a
1
1 dy
1
1 + · · ·+ a1k1−k2+1 dyk1−k2+1
As a result
1
µ21
(
η21 − a11ω11 − · · · − a1k1−k2+1ω1k1−k2+1
)
= dy21 +
1
µ21
(
a11y
1
2 + · · ·+ a1k1−k2+1y1k1−k2+1
)
dt
We set the modified generator as
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ω21 =
1
µ21
(
ω21 − a11ω11 − · · · − a1k1−k2+1ω1k1−k2+1
)
= dy21 +
1
µ21
(−b21 dt+ a11y12 + . . .+ a1k1−k2+1y1k1−k2+1) dt
And we define y22 as the coefficient of dt in ω
2
1. Thus:
y22 = b
2
1 dt− a11y12 − . . .− a1k1−k2+1y1k1−k2+1
And we have
ω21 = dy
2
1 − y22 dt
This procedure is now inductive through the second tower until the level k1 − k3 + 1. At this stage we
proceed as above.
Notice that with this procedure the new controls are defined depending on the old controls and state
variables. Thus we have defined a non-linear feedback transformation.
The previous theorem does not cover the case of multiplicity of the Kronecker indexes. Suppose
ν1 = multiplicity of k1
...
νl = multiplicity of kν1+···+νl−1+1
As a consequence of the definitions we have that
l∑
i=1
νi = p
Notice that in the case where all the multiplicities are 1 then l = p. With this definitions we introduce
the following theorem:
7.1.3 Theorem (Exact linearization with minimal integration) A control system can be put into Brunovsky
normal form by a nonlinear feedback transformation if and only if there is a set of generators for its as-
sociated Pfaffian system satisfying the congurences (7.5).
The minimum number of integrations needed are l decoupled completely integrable systems of dimensions
ν1, . . . , νl.
Proof:
The case where all the multiplicities are 1 is treated in theorem (8.1.2). Thus we need to treat the
procedure when a Kronecker index has multiplicity greater than one. Let us assume that kq is the first
Kronecker index with multiplicity greater than 1. Then we have
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ν1 = 1, · · · , νq−1 = 1, νq > 1
We apply the theorem (8.1.2) up to the stage q, that is when the first basis element of the tower q appears.
Then, all the forms up to this level have been modified. The generators for I(q) are:
I(q) =
{
ω11, . . . , ω
1
q, . . . , ω
q−1
1 , . . . , ω
q−1
q , ω
q
1, . . . , ω
q+νq+1
1
}
By theorem (8.1.2) and the hypothesis we have the following equations and congruences:
dω1α = dt ∧ ωiα+1, 1 ≤ i ≤ q − 1, 1 ≤ α ≤ q
and
dωq1 ≡ dt ∧ ωq2
...
dω
q+νq−1
1 ≡ dt ∧ ωq+νq−12
, mod I(q) (7.12)
In a similar way as in theorem (8.1.2), we consider
ωj1 = η
j
1 − bj1 dt, q ≤ j ≤ q + νq − 1
where ηj1 and b
j
1 are independent functions of time. Next, we observe that
dωj1 ∧ ωq1 ∧ . . . ∧ ωq+νq−11 ∧ ω11 ∧ . . . ∧ ωq−1q ∧ dt = 0
which implies
dηj1 ∧ ηq1 . . . ∧ ηq+νq−11 ∧ dy11 ∧ . . . ∧ dyq−1q ∧ dt = 0
By independence,
ηq1, . . . , η
q+νq−1
q , dy
1
1 , . . . , y
q−1
q
is a q-dimensional completely integrable system on the state-space. By the corollary of the Frobenius
theorem, one can find a system {yq1, . . . , yq+νq−11 } of first integrals independent of {y11 , . . . , yq−1q }. This
may be achieved by setting y11 , . . . , y
q−1
q equal to constants and integrating the resulting νq-dimensional
Frobenius system. This implies that there is a nonsingular matrix of state-space functions A such that
 η
q
1
...
η
q+νq−1
1
 = A
 dy
q
1
...
dy
q+νq−1
1
 := AdY q1 (7.13)
As a result
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Ωq1 :=
 ω
q
1
...
ω
q+νq−1
1
 = AdY q1 −Bq1 dt (7.14)
where
B1 :=
 b
q
1
...
b
q+νq−1
1

Now introducing a vector of one-form
Ω
q
1 = A
−1Ωq1 = dY
q
1 −A−1Bq1 dt
and defining a vector of function
Y q2 :=
 y
q
2
...
y
q+νq−1
2

by
Y q2 = A
−1Bq1
we see that
Ω
q
1 = dY
q
1 − Y q2 dt
and
dΩ
q
1 = −dY q2 ∧ dt = dt ∧ dY q2
Since
dΩ
q
1 = A
−1 dΩq1 + d(A
−1)Ωq1 ≡ A−1 dΩq1 mod I(q)
and using (7.12) we get
dΩ
q
1 ≡ A−1 dΩq1 ≡ dt ∧A−1Ωq2 mod I(q)
where
Ωq2 =
 ω
1
2
...
ω
q+νq−1
2

substracting the two previous relations we get
dt ∧ (dY q2 −A−1Ωq2) ≡ 0, mod I(q)
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which implies
dY q2 −A−1Ωq2 = Cq2Θq2 + Y q3 dt
where Θq2 is the basis
Θq2 =
(
ω11, . . . , ω
1
q, . . . , ω
q−1
1 , . . . , ω
q−1
q , ω
q
1, . . . , ω
q+νq+1
1
)t
of I(q), and Cq2 , Y
q
3 are independent of time. Letting
Ωq2 = A
−1Ωq2 + C
q
2Θ
q
2 = dY
q
2 − Y q3 dt
From here we can proceed inductively. 
The constructive proofs of the two theorems addressed in this section allow us to construct an algorithm
with 5 steps presented in the following section.
7.2 The description of the GS algorithm
We divide this algorithm into 5 steps as follows:
Step 1: Compute the successive derived flags for I.
Step 2: Build the m-towered structure determining the congruences (7.5).
Step 3: Modify the generators ωij to obtain ω
i
j . This generators will replace the congruences by
equalities.
Step 4: Use the Frobenius theorem to integrate the systems needed to put the generators of the
towers into a normal form.
Step 5: Set the coefficients of dt in the modified generators as the new state variables.
7.2.1 Example Consider the Hunt-Su-Meyer system described in [6]:
x˙1 = sinx2
x˙2 = sinx3
x˙3 = (x4)
3 + u1
x˙4 = x5 + (x4)
3 − (x1)10
x˙5 = u2
with 5 state variables and 2 inputs. As we have seen, this structure leads to a Pfaffian system I spanned
by:
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ω1 = dx1 − sinx2 dt
ω2 = dx2 − sinx3 dt
ω3 = dx3 −
(
(x4)
3 + u1
)
dt
ω4 = dx4 −
(
x5 + (x4)
3 − (x1)10
)
dt
ω5 = dx5 − u2 dt
The first step is to calculate the exterior derivative to construct the successive derived flags:
dω1 = − cosx2 dx2 ∧ dt
dω2 = − cosx3 dx3 ∧ dt
dω3 = −3(x4)2 dx4 ∧ dt− du1 ∧ dt
dω4 = 10(x1)
9 dx1 ∧ dt− 3(x4)2 dx4 ∧ dt− dx5 ∧ dt
dω5 = −du2 ∧ dt
Then I(0) = 〈ω1, ω2, · · ·ω5〉. The first derived flag is
I(1) = {α ∈ I(0) | dα ≡ 0 mod I(0)}
Therefore, since
dω1 = − cosx2 dx2 ∧ dt = cosx2 dt ∧ ω2
dω2 = − cosx3 dx3 ∧ dt = cosx3 dt ∧ ω3
dω4 = 10(x1)
9 dx1 ∧ dt− 3(x4)2 dx4 ∧ dt− dx5 ∧ dt = −10(x1)9 dt ∧ ω1 + 3(x4)2 dt ∧ ω4 + dt ∧ ω5
the deriveg flag is I(1) = 〈ω1, ω2, ω4〉.
Proceeding in a similar way, we find I(2) = 〈ω1〉 and I(3) = 0 therefore k1 = 3. Since k1 + k2 = 5, the
other Kronecker index is k2 = 2.
Now the second step is to construct the two towers as follows:
ω11 ω
1
2 ω
1
3 ω
2
1 ω
2
2
ω11 ω
1
2 ω
2
1
ω11
(7.15)
We set ω11 = ω1 and calculate its exterior derivative:
dω11 = dt ∧ cosx2ω2
Defining ω12 = cosx2ω2 the previous relations becomes
dω11 = dt ∧ ω12
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Notice that the second row of the first tower is filled out.
Now we are at the stage k1 − k2 + 1 = 2 so a new generator has appeared at the second tower that is
ω21 = ω4. We calculate the exterior derivative of ω
1
2 :
dω12 = − sinx2 dx2 ∧ ω2 + cosx2 dω2 = sinx2 sinx3 dx2 ∧ dt− cosx2 cosx3 dx3 ∧ dt =
= dt ∧ (− sinx2 sinx3 dx2 + cosx2 cosx3 dx3) ≡
≡ dt ∧ (cosx2 cosx3ω3) mod I(1)
We set ω13 = cosx
2 cosx3ω3, hence
dω12 ≡ dt ∧ ω13 mod I(1)
We do the same with ω21 :
dω21 = −10(x1)9 dt ∧ ω1 + 3(x4)2 dt ∧ ω4 + dt ∧ ω5 ≡ dt ∧ ω5 mod I(1)
We set ω22 = ω
5.
The following step is to modify the generators in order to achieve the equalities instead of equivalences
in the exteior derivatives.
dω11 = dt ∧ ω12
is already an equality. We do not have to modify ω12 . For dω
1
2 :
dω12 = dt ∧ (− sinx2 sinx3ω2 + cosx2 cosx3ω3) =
= dt ∧
(− sinx2 sinx3
cosx2
ω12 + ω
1
3
)
We set
ω13 =
− sinx2 sinx3
cosx2
ω12 + ω
1
3
which yields
dω12 = dt ∧ ω13
Finally, for dω21 :
dω21 = dt ∧
(−10(x1)9ω11 + 3(x4)2ω21 + ω22)
Defining
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ω22 = −10(x1)9ω11 + 3(x4)2ω21 + ω22
The previous expression becomes
dω21 = dt ∧ dω22
The last two steps are based on the integration of the systems to put the basis of the towers in a normal
form and the obtention of the linearizing controls. Recall, the first generator is
ω11 = dx1 − sinx2 dt
We consider y11 = x1 and y
1
2 = sinx2. Thus,
ω11 = dy
1
1 − y12 dt
that is written in a normal form. Since dy12 = cosx2 dx2, ω
1
2 can be written as
ω12 = cosx2 dx2 − sinx3 cosx2 dt = dy12 − y13 dt
where y13 = sinx3 cosx2. The exterior derivative of y
1
3 is
dy13 = cosx2 cosx3 dx3 − sinx2 sinx3 dx2
The generator ω13 becomes:
ω13 =
− sinx2 sinx3
cosx2
ω12 + ω
1
3 =
= − sinx2 sinx3 dx2 + sinx2 sin2 x3 dt+ cosx2 cosx3 dx3 − cosx2 cosx3
(
(x4)
3 + u1
)
dt =
= dy13 − v1 dt
where we have found the first linearizing control:
v1 = − sinx2 sin2 x3 + cosx2 cosx3
(
(x4)
3 + u1
)
For ω21 :
ω21 = dx4 − (x5 + (x4)3 − (x1)10)dt
Considering y21 = x4 and y
2
2 = x5 + (x4)
3 − (x1)10 we can put ω21 in a normal form
ω21 = dy
2
1 − y22 dt
Since
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dy22 = dx5 + 3(x4)
2 dx4 − 10(x1)9 dx1
then proceeding as before, ω22 = dy
2
2 − v2 dt where
v2 = u
2 + 3(x4)
2(x5 + (x4)
3 − (x1)10)− 10(x1)9 sin(x2)
that is the second linearizing control.
Since we have the following diffeomorphism between the original and the new states variables:
y11 = x1
y12 = sinx2
y13 = sinx3 cosx2
y21 = x4
y22 = x5 + (x4)
3 − (x1)10
The linearized system reads
y˙11 = y
1
2
y˙12 = y
1
3
y˙13 = v1
y˙21 = y
2
2
y˙22 = v2
and the flat outputs are
α1 = y
1
1
α2 = y
2
1
and the feedbacks are given by
v1 =
d
dt
α¨1
v2 =
d
dt
α˙2
To simulate the behaviour of the new variables we proceed as follows:
We impose initial and final conditions to the original state variables x = (x, y, θ, φ).
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We will obtain, trhough the diffeomorphism, the corresponding initial and final conditions for
y = (y11 , y
1
2 , y
1
3 , y
2
1 , y
2
2) and for α = (α1, α˙1, α¨1, α2, α˙2) afterwards.
We will construct two polynomials with the degree according to the conditions in order to express
the flat outputs in terms of time.
P5(t) = α1(t)
Q3(t) = α2(t)
Once we have found the polynomials we can express the inputs in terms of time by differentiating
each polinomial:
v1 =
d3
dt3
P5(t)
v2 =
d2
dt2
Q3(t)
The following conditions are imposed:
x(0) = (0, 0, 1, 3, pi) −→ y(0) = (0, 0, 1/2, 3, 28)
x(1) = (−1, 1, 1, 2, 0) −→ y(1) = (−1, 0, 0, 2, 7)
We simulate the trajectories:
Figure 7.1: Behaviour of the {y} variables
8Feedback linearization in driftless
systems
In this section we will study feedback linearization of driftless systems in terms of dynamic immersions.
We will give, therefore, a few definitions and some results involving this concept. Afterwards, we will use
this formulation to give a computable condition for feedback linearization in terms of Lie Brackets and
we will prove that this condition is necessary when the number of inputs is equal to two.
8.1 Main results
8.1.1 Definition Let be x˙ = f(x, u) a control system such that f : X × U −→ Rn × Rm. This system is
said to be feedback linearizable if we are able to find a smooth dynamic feedback
z˙ = a(x, z, v)
u = σ(x, z, v)
where a, σ are defined over X˜ × Z × V ⊂ X × Rr × Rq such that the system
x˙ = f(x, σ(x, z, v))
z˙ = a(x, z, v)
is diffeomorphic on X˜ × Z to a controllable linear system.
8.1.2 Theorem (Cartan) Consider a Pfaffian system of dimension n, and let r be the dimension of the
retracting space C(I). Then, there are coordinates (z1, . . . , zr) such that
I = 〈bk1(z)dz1 + · · ·+ bkr (z)dzr, k = 1, . . . , s〉
This means that the generators of the Pfaffian system can be written depending on r variables instead
of n.
8.1.3 Lemma Let I be a Pfaffian system of dimension s ≥ 2, such that dim I(1) = s− 1 and dim I(2) =
s− 2. Then dim C(I) = s+ 2 and dim C (I(1)) = s+ 1.
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Proof:
It is clear that under linear combinations, the derived flags become
I(0) = {α1, . . . , αs}
I(1) = {α1, . . . , αs−1}
I(2) = {α1, . . . , αs−2}
Thus, using the definition of derived flag we have that
dαk ≡ 0 mod I(1), k = 1, . . . , s− 2
dαs−1 ≡ 0 mod I(0)
dαs−1 6≡ 0 mod I(1)
Hence, there exists a form αs+1 independent of α1, . . . , αs such that
dαs+1 ≡ αs ∧ αs+1 mod I(1)
We want to find the dimension of the retracting space C(I(1)). To do that, we consider a vector field ξ
such that ξyα1 = . . . = ξyαs−1 = 0, we have to impose ξydαk ∈ I(1), k = 1, . . . , s− 1, but:
ξydαk ≡ 0 mod I(1) k = 1, . . . , s− 2
ξydαs−1 ≡ (ξyαs)αs+1 − (ξyαs+1)αs mod I(1) (8.1)
From here we deduce that the retracting space is
C(I(1)) = {ξ ∈X (M), ξyα1 = . . . = ξyαs+1 = 0}⊥ = {α1, . . . , αs+1}
Thus, the dimension of C(I1) is s+ 1.
By construction C(I1) satisfies the Frobenius condition. In particular dαs ≡ 0 mod C(I(1)), but dαs 6≡
0mod I0 hence, there exists a form αs+2 independent of α1, . . . , αs+1 such that
dαs ≡ αs+1 ∧ αs+2 mod I0
We proceed as before. We consider a vector field ξ such that ξyα1 = . . . = ξyαs = 0 we impose the
condition that remains to belong in the retracting space. We have
dαsyξ ≡ (ξyαs+1)αs+2 − (ξyαs+2)αs+1 mod I(0)
On the other hand, we find using (8.1) that
ξydαk ≡ 0 mod I(0) k = 1, . . . , s− 2
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when ξyα1 = . . . = ξyαs = 0, hence
C(I0) = {ξ ∈X (M), ξyα1 = . . . = ξyαs+2 = 0}⊥ = {α1, . . . , αs+2}

Before getting into the concept of dynamic inmersions we will state a simplified verion of the Pfaff’s
theorem:
8.1.4 Lemma Let I = {α} be a Pfaffian system of dimension 1 such that dα ∧ α 6= 0. Then in suitable
coordinates
I = {dz1 + z2 dz3 +
n∑
i=4
bi(z)dzi}
The proof is deduced from Frobenius’ theorem.
8.2 Dynamic inmersion
Refering to the definition of a control system as in (7.1), this system defines a Paffian system on R×X×
U ⊂ R× Rn × Rm,
If = {dxi − f i(x, u)dt, i = 1, . . . n}
8.2.1 Definition Consider g defined on an open set Y × V ⊂ Rp × Rq. We say that x˙ = f(x, u) is
equivalent by invertible static feedback to y˙ = g(y, v) at (x0, u0) if and only if there is a diffeomorphism
ψ defined on Y˜ × V˜ ⊂ Y × V
ψ(t, y, v) = (t, ϕ(y), κ(y, v))
with ϕ
(
Y˜
)
× κ
(
Y˜ × V˜
)
a neighborhood of (x0, u0), such that
ψ∗(If ) = Ig
where
Ig = {dyi = gi(y, v)dt, i = 1, . . . , p}
If, moreover, κ(y, v) = v we say that the systems are conjugate.
8.2.2 Definition The system x˙ = f(x, u) is dynamically inmersed in y˙ = g(y, v) at (x0, u0) if there exist
a map κ from an open subset Y˜ × V˜ ⊂ Y × V to a neighborhood of u0 and a submersion ϕ from Y˜ to a
neighborhood of x0 such that φ
∗If ⊂ Ig.
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8.2.3 Definition If the previous definition is satisfied at every point (x0, u0) of a dense open subset X×U ,
we say that x˙ = f(x, u) is dynamically inmsersed in y˙ = g(y, v).
8.2.4 Theorem We say that x˙ = f(x, u) is dynamically inmersed in y˙ = g(y, v) at (x0, u0) if and only if
there exists a dynamic feedback called B, defined as
z˙ = a(x, z, v)
u = σ(x, z, v)
defined around (x0, z0, v0) with u0 = σ(x0, z0, v0), such that the closed-loop system called fB, given by
x˙ = f(x, σ(x, z, v))
z˙ = a(x, z, v)
is conjugate to y˙ = g(y, v) at (x0, z0, v0).
Once we have the condition to put a system dynamically inmersi into another one, we can give the
following result.
8.2.5 Corollary A system x˙ = f(x, u) is feedback linearizable if and only if it is dynamically inmersed in
a controllable linear system.
Notice that we can assume that a linear controllable system y˙ = g(y, v) defined on a subset of Rp × Rq
is in a Brunosvky form. Recall that setting
y :=
(
y10 , . . . , y
1
d1−1, . . . , y
q
0, . . . , y
q
dq−1
)
v :=
(
y1d1 , . . . , y
q
dq
)
where d1 + · · ·+ dq = p we have q chains of di integrators
ωij = dy
i
j−1 − yij dt, i = 1, . . . , q, j = 1, . . . , di (8.2)
The associated Pfaffian system is given by
Cqd1,...,dq := Ig = {ω11 , . . . , ω1d1 , . . . , ω
q
1, . . . , ω
q
dq
}
8.3. Dynamic inmersions in driftless systems 87
8.3 Dynamic inmersions in driftless systems
We restrict us in this section to a driftless systems of the form
x˙ =
m∑
i=1
uifi(x) (8.3)
a system with m inputs and n states, where f1, . . . , fm are vector fields on X. We know that the associated
Pfaffian system to (8.3) is given by
I = {f1, . . . , fm}⊥
Consider that If has generators α1, . . . , αn−m, β1, . . . , βm of the form
αk =
m∑
i=1
aik(x)dx
k, k = 1, . . . , n−m
βk =
n∑
i=1
bjk(x)dx
k − uj dt, j = 1, . . . ,m
where uj are the inputs of the system. Clearly, I = I
(1)
f .
One important result involving I is that does not depend neither on time nor inputs, i.e, is a Pfaffian
system on X˜ ⊂ X. The interesting point is that I contains all we need to study the feedback linearization
of the driftless system (8.3). To get an idea of the role of If , we will give a definition and a condition
when the system (8.3) is feedback linearizable.
8.3.1 Definition A Pfaffian system I on X is linearizable at x0 ∈ X if there exists submersion ϕ from an
open set Y ⊂ Rq+d1+···+dq to a neighborhood of x0 such that ϕ∗I ⊂ Cqd1,...,dq for some positive integers
q, d1, . . . , dq.
8.3.2 Definition If the previous property holds at every point x0 of a dense subset of X, we say that I
is linearizable.
8.3.3 Proposition A driftless system x˙ =
∑m
i=1 u
ifi(x) is feedback linearizable in the sense of (8.2.5)
using (8.2.2) if and only if the Pfaffian system I is linearizable in the sense of (8.3.1).
Proof:
=⇒)
If x˙ =
∑m
i=1 u
ifi(x) is feedback linearizable then, there exists a map
ψ(t, y, v) = (y, φ(y), κ(y, v))
where φ is a submersion such that ψ∗If ⊂ Ig = Cqd1,...,dq . We want to show that ϕ∗I ⊂ C
q
d1,...,dq
.
Recall that I is a Pfaffian system on X˜ ⊂ X, therefore ψ∗I = φ∗I. Since I ⊂ If , clearly ψ∗I ⊂ ψ∗If . By
hypothesis, ψ∗If ⊂ Cd1,...,dq . Thus, we have proved that ϕ∗I ⊂ Cqd1,...,dq .
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⇐=)
Suppose that I is linearizable in the sense of (8.3.1) i.e, there exists a submersion ϕ such that ϕ∗I ⊂
Cqd1,...,dq . Since ϕ
∗I = ψ∗I, the map ψ will pull back the generators of If into the associated Pfaffian
system of a controllable linear system, let’s see this:
Consider If generated by α1, . . . , αn−m, β1, . . . , βm. Clearly ψ∗αi = ϕ∗αi ∈ Cqd1,...,dq . For the other
generators:
ψ∗βl =
q∑
i=1
di∑
j=0
n∑
k=1
blk(ϕ(y))
∂ϕk
∂yj ∗ i (y)dy
i
j − κl(y, v)dt ≡
≡
 q∑
i=1
di∑
j=0
n∑
k=1
yij+1b
l
k(ϕ(y))
∂ϕk
∂yj ∗ i (y)κ
l(y, v)
 dt mod Cqd1+1,...,dq+1, l = 1, . . . ,m
where the equivalence is thanks to (8.2). If we set vi := ydi+1 and define κ in order to zero the coefficient
dt, we get
ψ ∗ If ⊂ Cqd1+1,...,dq+1
We have put I into a controllable system. Therefore, x˙ =
∑m
i=1 u
ifi(x) is feedback linearizable. 
8.3.1 A sufficient condition
8.3.4 Theorem A driftless system x˙ =
∑m
i=1 u
ifi(x) with n states and m inputs is feedback linearizable
if its derived coflag satisfies, at every point of a dense subset
dim ∆k(x) = m+ k, k = 0, . . . , n−m
or equivalently if its derived flag satisfies dim Ik(x) = n−m− k for k = 0, . . . , n−m.
Proof: We want to show that if the condition
dim ∆k(x) = m+ k, k = 0, . . . , n−m
is satisfied then, the system x˙ =
∑m
i=1 u
ifi(x) is feedback linearizable. Using (8.3.3), this the same to
prove that I = {f1, . . . , fm}⊥ is linearizable.
Clearly, s := dim I = n−m. The case s = 0 is trivial. We will focus on s > 0.
s = 1
By hypothesis
dim I = dimI(0) = 1
dim I(1) = 0
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hence, I(0) is spanned by one 1-form. Since the system is controllable, the Frobenius condition is
not satisfied, i.e
dα ∧ α 6= 0
By (8.1.4), α can be written as
α = dz2 − z1 dz3 +
m∑
i=4
ai(z)dzi
We get a submersion defined as
ϕ = (ϕ1, . . . , ϕn) :
(
y10 , y
2
0 , . . . , y
n
0
) −→ (z1, . . . , zn)
such that ϕ∗I(0) ⊂ C11 . If we set ϕi(y10 , y20 , . . . , yn0 ) = yi0 for i = 2, . . . n and we choose ϕ1 to zero
the dt term we obtain:
ϕ∗α = dy20 − ϕ1 dy30 +
n∑
i=4
(ai ◦ ϕ)dyi0
≡
(
y21 − y31ϕ1 +
n∑
i=4
(ai ◦ ϕ)yi1
)
dt mod C11
which implies that ϕ∗α ∈ C11 and the system is linearizable.
s > 1
In this case, we use inductively the lemma (8.1.3) to find that
C(I(k)) = s− k + 2, k = 0, . . . , s− 1
In particular,
dim I(0) = s+ 2
dim I(s−1) = 3
Applying the theorem (8.1.2) there exists (z1, . . . , zs+2) such that I
(0) can be expressed in this
variables and I(s−1) can be expressed using only (z1, z2, z3). Then, I(s−1) is a Pfaffian system of
dimension 1 expressed in 3 variables. Clearly I(s) = {0}, thus, we can apply the lemma (8.1.4) to
express the 1-form belonging on I(s−1) as
α1 := dz
2 − z3 dz1
From here we proceed by induction. Consider now I(s−2) = {α1, α2} where the expression of α2 if
found applying the Pfaff’s theorem:
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α2 := a
1(z)dz1 +
n∑
i=3
ai(z)dzi
By definition of the successive derived flags, dα1 can be expressed in terms of α1 and α2, therefore
dα1 ∧ α1 ∧ α2 = 0 =⇒ (−dz3 ∧ dz1) ∧
(
dz2 − z3 dz1
) ∧(a1(z)dz1 + n∑
i=3
ai(z)dzi
)
= 0
which implies that a4 = · · · = an = 0.
On the other hand,
dα2 ∧ α1 ∧ α2 6= 0 (8.4)
which implies a1 and a3 different from zero. We assume a3 = 1. Since condition (8.4) is satisfied,
this implies that a1 does not depend only on z1, z2, z3. We choose a1(z) = −z4. Therefore
α2 = dz3 − z4 dz1
Proceeding in the same way, we find
I(s−1) = {dz2 − z3 dz1}
I(s−2) = {dz2 − z3 dz1, dz3 − z4 dz1}
...
I(0) = {dz2 − z3 dz1, dz3 − z4 dz1, . . . , dzs+1 − zs+2 dz1}
Now, we build a submersion
ϕ = (ϕ1, . . . , ϕs+2) : (y10 , . . . , y
s+2
0 ) −→ (z1, . . . , zs+2)
which pulls back I(0) into C2s,s. Let’s see this:
Recall that I(0) is a Pfaffian system that can be written using the z variables. So we can extend the
submersion by adding
ξi := yi+20 , i = 1, . . . , n− s− 2
to pull back I(0) into Cn−ss,s,1,...,1. As above, we set ϕ
1y = y10 and ϕ
2(y) = y20 and construct ϕ
3, . . . , ϕs+2
inductively. Since
ϕ∗(dz2 − z3 dz1) = dy20 − ϕ3 dy10
≡ (y21 − y11ϕ3)dt mod C21,1
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we get a submersion (ϕ1, ϕ2, ϕ3) pulling back Is−1 into C21,1 by setting ϕ
3(y) := y21/y
1
1 . Assume then
that
(ϕ1, . . . , ϕk+2) : (y10 , . . . , y
k+2
0 ) −→ (z1, . . . , zk+2)
is a subersion puling back Is−k into C2k,k and such that ∂ϕ
k+2/∂yik = ∂ϕ
3/∂yi1 6= 0. Now
ϕ∗(dzk+2 − zk+3 dz1) = dϕk+2 − ϕk+3 dy10
≡
 2∑
i=1
k∑
j=0
yij+1
∂ϕk+2
∂yij
− y11ϕk+3
 dt mod C2k+1,k+1
and if we choose ϕk+3 to zero the dt term, the map
(ϕ1, . . . , ϕk+3) : (y10 , . . . , y
k+3
0 ) −→ (z1, . . . , zk+3)
is a submersion pulling back Is−(k+1) into C2k+1,k+1 and such that ∂ϕ
k+3/∂yik+1 = ∂ϕ
3/∂yi1 6= 0. 
8.3.5 Theorem A driftless system x˙ = f1(x)u1 + f2(x)u2 with n states and two inputs is feedback lin-
earizable if and only if its derived coflag satisfies, at every point of a dense open subset,
dim ∆k = 2 + k, k = 0, . . . , n− 2
or equivalently, if its derived flag satisfies dim I(k) = n− 2− k for k = 0, . . . , n− 2.
Proof: Applying the theorem (8.3.4), there is proved an implication. It only remains to prove the
necessity.
Consider a Pfaffian system I = {f1, f2}⊥ be generated by n− 2 independent 1-forms:
I = {α1, . . . , αs}
Where s := n− 2. The case s = 1 is trivial since I(0) = 1 and I(1) = 0. We focus on the case s > 1:
By assumption, I is linearizable, hence, controllable which implies that:
dim C(I) = s+ 2
dim I(1) = s− 1
Therefore, we can complete the basis (α1, . . . , αs) by adding αs+1 and αs+2, hence, (α1, . . . , αs+1) is a
basis of Ω1(X). We may assume that after reordering that I(1) is spanned by
I(1) = {α1, . . . , αs−1}
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It is clear that
dαi ≡ 0 mod I, i = 1, . . . , s− 1
dαs ≡ αs+1 ∧ αs+2 mod I
Thus,
dαi = ω1 ∧ α1 + · · ·+ ωs ∧ αs ≡ ωs ∧ αs mod I(1)
for ω1, . . . , ωs ∈ Ω1(X). Hence,
dα1 ≡ λi1αs ∧ αs+1 + λi2αs ∧ αs+2 mod I(1), i = 1, . . . , s− 1
for a certain functions λi1,λ
i
2, i = 1, . . . , s− 1.
The second derived flag is defined as
I(2) = {α ∈ I(1)|dα ≡ 0 (I(1))}
therefore
dim I(2) = dim I(1) − {α|dα 6≡ 0 (I(1)) and linearly independents}
Setting r := {α|dα 6≡ 0 (I(1)) and linearly independents}, the dimension of the second derived flag
becomes
dim I(2) = s− 1− r
for r = 1, 2 or 3. The condition of linearity independence is represented in terms of the functions λi1, λ
i
2
as the rank of the following matrix:
L =
(
λ11 · · · λs−11
λ12 · · · λs−12
)
Clearly, r 6= 0 because if r = 0, then dim I(1) = dim I(2) and the system is not controllable. We only
have to prove that r = 1. To do this we consider q = 2, where q is defined in definition (8.3.1). The same
demonstration is applied to the case q > 2.
There exists two integers d1, d2 ≥ 0 and a submersion
ϕ = (ϕ1, . . . , ϕq+d1+d2) : (y
1
0 , . . . , y
1
d1 , y
2
0 , . . . , y
2
d2) −→ {x}
the system is linearizable if ϕ∗(I) ⊂ C2d1,d2 . Let’s see this:
The submersion has to depend on the variables y1d1 and y
1
d2
, then, without loss of generality we assume
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∂ϕ
∂(y1d1 , y
1
d2
)
6= 0
For simplicity we denote the pullback of the ideal, form and function as
I˜ = ϕ∗(I)
α˜ = ϕ∗(α)
a˜ = ϕ∗a
We can assume that in fact, I˜ ⊂ C2r1,r2 where r1 and r2 are the smallest integers such that this is true
and r1 ≤ d1, r2 ≤ d2. This means that each α˜i is linear combination of the basis elements of C2r1,r2 that
is:
α˜i =
r1∑
j=1
bi,j1 ω
1
j +
r2∑
k=1
bi,k2 ω
2
k, i = 1, . . . , s
where, at least, one of the functions bi,r11 or b
i,r2
2 are not zero. We suppose that b
s,r1
1 or b
s,r2
2 are not zero.
Notice that the forms α˜s+1 and α˜s+2 do not belong on I˜, so that we can still write them as
αs+1 ≡
d1+1∑
j=1
bs+i,j1 ωj1 +
d2+1∑
k=1
bs+i,k2 ω
2
k mod dt, i = 1, 2
Since
∂ϕ
∂(y1d1 , y
1
d2
)
6= 0
the square matrix
B =
(
bs+1,d1+11 b
s+2,d1+1
1
bs+1,d2+12 b
s+2,d2+1
2
)
is not the zero matrix.
Recall that we want I˜ ⊂ C2r1,r2 . Since dαi ≡ 0 mod I, for i = 1, . . . , s − 1, this implies that dα˜i ≡
0 mod C2r1,r2 , for i = 1, . . . , s − 1. Which implies that bi,r11 = bi,r22 = 0, i = 1, . . . s − 1. Therefore
I˜(1) ⊂ C2r1−1,r2−1.
The other condition, dαs ≡ αs+1 ∧ αs+2 mod I implies that
dα˜s ≡ α˜s+1 ∧ α˜s+2 mod (C2r1,r2 ⊕ {dt})
Using the fact that I˜ ⊂ C2r1−1,r2−1, we get
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dα˜s ≡ λ˜11α˜s ∧ α˜s+1 + λ˜12α˜s ∧ α˜s+2 mod C2r1−1,r2−1, i = 1, . . . s− 1
On the other hand, we also have
dα˜i ≡ 0 mod (C2r1−1,r2−1 ⊕ {dt}), i = 1, . . . , s− 1
We know that the expression λ˜11α˜s∧α˜s+1+λ˜12α˜s∧α˜s+2 contains a linear combination of four decomposable
2-forms as:
bs,r11
(
λ˜i1b
s+1,d1+1
1 + λ˜
i
2b
s+2,d1+1
1
)
ω1r1 ∧ ω1d1+1
+ bs,r11
(
λ˜i1b
s+1,d2+1
2 + λ˜
i
2b
s+2,d2+1
2
)
ω1r1 ∧ ω2d2+1
+ bs,r22
(
λ˜i1b
s+1,d1+1
1 + λ˜
i
2b
s+2,d1+1
1
)
ω2r2 ∧ ω1d1+1
+ bs,r22
(
λ˜i1b
s+1,d2+1
2 + λ˜
i
2b
s+2,d2+1
2
)
ω2r2 ∧ ω2d2+1
that are independent mod C2r1−1,r2−1 ⊕ {dt}. Since bs,r11 6= 0 or bs,r22 6= 0, we deduce that
(
bs+1,d1+11 b
s+2,d1+1
1
bs+1,d2+12 b
s+2,d2+1
2
)(
λ˜11 · · · λ˜s−11
λ˜12 · · · λ˜s−12
)
= 0
Since the matrix B 6= 0, the rank of L˜ which is equal to the rank of L is not maximal. Hence the
dim I(2) = s− 2.
Therefore, using lemma (8.1.3), we get
dim C(I(1)) = s+ 1
Applying the theorem (8.1.2), we obtain that I(1) is a system of dimension s− 1 in s+ 1 variables. And
I(1) is included under submersion into a linearizable system which implies that I(1) is linearizable itself,
hence we are left with exactly the same problem, but now with a system of dimension s− 1 instead of s.
Proceeding by induction till the dimension 1 we obtain the necessary condition
dim I(k) = s− k, k = 1, . . . s

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8.4 Application to a Kinematic Car
Consider the equations of motion for a kinematic car described in [13], represented in figure (8.1):

x˙ = cos θ cosφv1
y˙ = sin θ cosφv1
θ˙ = sinφv1
φ˙ = v2
where (x, y) is the position of the car, θ is the angle between the horizontal and the car, φ is the steering
angle, v1, the fordward velocity and v2 the steering angle velocity. For simplicity, the length of the car is
assumed to be 1.
Figure 8.1: The kinematic car
Our goal is to show that the system is feedback linearizable applying the theorem (8.3.5) and finding the
flat outputs using the constructive demonstration of the theorem (8.3.4).
So, in this case, we want to see that
dim I(0) = 2
dim I(1) = 1
dim I(2) = 0
The vector fields of the system are:
g1 =

cos θ cosφ
sin θ cosφ
sinφ
0
 , g2 =

0
0
0
1

To find the generators of I(0) we have to seek for α1 and α2 such that the contraction with the vector
fields being zero.
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Consider
α1 = a1 dx+ b1 dy + c1 dθ + d1 dφ
α2 = a2 dx+ b2 dy + c2 dθ + d2 dφ
Then, the following relations has to be satisfied:
ai cos θ cosφ+ bi sin θ cosφ+ ci sinφ = 0
di = 0
for i = 1, 2. Therefore, the two 1-forms could be
α1 = − sin θ dx+ cos θ dy
α2 = cos θ dx+ sin θ dy − cosφ
sinφ
dθ
We calculate its exterior derivative to define the successive derived flags:
dα1 = − cos θ dθ ∧ dx− sin θ dθ ∧ dy
dα2 = − sin θ dθ ∧ dx+ cos θ dθ ∧ dy + 1
sin2 φ
dφ ∧ dθ
Clearly
dα1 = −dθ ∧ α2
dα2 6= A ∧ α1 +B ∧ α2, for any 1-formA,B
Therefore,
I(0) = {α1, α2}
I(1) = {α1}
I(2) = {0}
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dim I(0) = 2
dim I(1) = 1
dim I(2) = 0
By theorem (8.3.5) the system is feedback linearizable i.e there exists a submersion ϕ such that ϕ∗I ⊂
C2d1,d2 . Let’s first find the generators in a normal form.
We apply the Engel’s theorem to find
I = {dz2 − z3 dz1, dz3 − z4 dz1}
Setting
z1 = θ
z2 = −x sin θ + y cos θ
z3 = x cos θ + y sin θ
z4 = −x sin θ + y cos θ − cos θ
sin θ
The 1-forms can be written in the new variables as
α2 = dz2 − z3 dz1
α1 = dz3 − z4 dz1
Clearly, the flat outputs are y10 = z1 and y
2
0 = z2. Let’s see that, the same flat outputs are obtained by
putting the system into controllable linear one.
The system (8.4) can be put into a Brunovsky normal form by a prolongation and an adjustment of the
Pfaffian system basis as follows
C23,3 = {ω11 , ω12 , ω13 , ω12 , ω22 , ω23}
But we will restrict our computations to
C22,2 = {ω11 , ω12 , ω12 , ω22}
where
ωij = dy
1
j−1 − yij dt, i, j = 1, 2
We can construct a submersion ϕ such that
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ϕ = (ϕ1, ϕ2, ϕ3, ϕ4) : (y
1
0 , y
2
0 , y
3
0 , y
4
0) −→ (z1, z2, z3, z4)
We set ϕ1(y) = y
1
0 and ϕ2(y) = y
2
0 and we look for ϕ3(y) such that vanishes the dt term:
ϕ∗(dz2 − z3 dz1) = dy20 − ϕ3 dy10
= ω21 + y
2
1 dt− ϕ(ω11 + y11 dt)
≡ (y21 − ϕ3y11)dt mod C23,3
Therefore, ϕ∗(I(1)) ⊂ C22,2 if we choose ϕ3(y) = y21/y11 or, in other words:
z3 =
y21
y11
=
y˙10
y˙20
Let’s determine ϕ4(y) such that ϕ
∗(I(0)) ⊂ C22,2:
ϕ∗(dz3 − z4 dz1) = dϕ3 − ϕ4 dϕ1
= dy21
(
1
y11
)
− dy11
(
y21
(y11)
2
)
− ϕ4 dy10
= (ω22 + y
2
2 dt)
(
1
y11
)
− (ω12 + y12 dt)
(
y21
(y11)
2
)
− ϕ4(ω11 + y11 dt)
≡
(
y22
y11
− y
1
2y
2
1
(y11)
2
− ϕ4y11
)
dt mod C22,2
Therefore
ϕ4 =
y22y
1
1 − y12y21
(y11)
3
or, in other words
z4 =
y¨20 y˙
1
0 − y¨10 y˙20
(y˙10)
3
We have expressed all the variables in terms of y10 = z1, y
2
0 = z2, thus, these are the flat outputs of the
system.
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