In this paper, an Improved Ant Colony Optimization (IACO) algorithm optimized fuzzy PID (FPID) controller is proposed for Load Frequency Control of multi area systems. The nonlinear incremental evaporation rate and improvement of pheromone increment updating are proposed in the IACO algorithm to improve the quality of solution. And, a modified objective function using integral time multiply absolute error (ITAE), overshoot, undershoot and settling time with appropriate weight coefficients is proposed to improve the performance of the controller. Initially, a two-area non-reheat thermal system is applied and the FPID controller parameters are optimized by the IACO algorithm with five different objective functions. The modified objective function has better performances than four conventional objective functions. To demonstrate the robustness of the proposed control method, sensitivity analysis is implemented under wide variation of operating conditions and system parameters. Further, the proposed approach is also extended to two-area four-sources hydro thermal power system with/without High Voltage Direct Current (HVDC) link. The superiority of the proposed approach is shown by comparing the results with ZN, GA and hPSO-PS algorithms. The robustness of the proposed method is verified under random load disturbances. Finally, the proposed approach is extended to a two-area power system with governor dead band nonlinearity and results show that the proposed approach can cope with nonlinearity well. The results obtained from all simulations show that the proposed algorithm and modified objective function achieves better performances, such as minimum objective values (ITAE = 0.0255, ITSE = 9.30e-5, ISE = 1.91e-4 and IAE = 0.0273) obtained for the two-area non-reheat thermal system.
I. INTRODUCTION
Load Frequency Control (LFC) plays an important role in the design and operation of healthy power system. In interconnected power systems, the loads are unpredictable and uncertain inherently, which indirectly cause the system frequency and tie-line power to deviate from the nominal values [1] . LFC monitors the system frequency and tie-line power, The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wei .
calculates the net change in required power generation according to demand changes, and adjusts the set position of the generators in the area to maintain a balance between power generation and load demand. Due to this, to supply reliable electric power with good quality, robust and intelligent control strategies are extremely requisite in LFC of power systems.
The main aims of LFC are to maintain frequency deviation and tie-line power deviation within reasonable limits under load disturbances. Therefore, the linear combination of VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ frequency deviation and tie-line deviation forms Area Control Error (ACE), which is also the input of the controller. Since ACE is driven to zero by LFC, the frequency and tie-line deviations are forced to zero in order to keep the system frequency and the tie-line power close to the scheduled value [2] , [3] .
In the past few years, many control strategies have been proposed by many researchers for the LFC problem. A critical literature review on the LFC of power systems has been presented in [2] where various control approaches concerning the LFC problem have been studied. The conventional PID controller and its variants remain still a preferred choice for engineers because of its simple structure, reliability, the favorable ratio between performance and cost [2] . In [4] , a PI/PID controller with derivative filter optimized by gravitational search algorithm (GSA) is proposed for two-area power system. In [5] , a firefly algorithm is employed to optimize the PID controller for LFC of multi-area power systems. A hybrid BFOA-PSO algorithm is employed in [3] to adjust the PI controller gains of two-area and three-area power systems. And, the advantages of the hBFOA-PSO algorithm over PSO, BFOA [6] , GA [6] , craziness based PSO (CRAZYPSO) [7] , and adaptive neuro-fuzzy inference system (ANFIS) [8] have been demonstrated by the authors.
However, the performance of a simple PID controller will decrease when the power system model is nonlinear. Also, the effectiveness of fixed PID parameters may deteriorate under varied operating conditions. Therefore, advanced control techniques are applied to LFC problems, such as ANFIS [9] , [10] , Sliding Mode Control (SMC) [11] - [14] , Model Predictive Control (MPC) [15] , [16] , Internal Model Control (IMC) [17] , quantitative feedback theory (QFT) [18] and fractional order PID (FOPID) [19, 20] , etc. At first glance, it seems that these techniques are better than PID control strategy, but it is observed that these controllers are complex and not widely used in industry. Hence, the extensive application of PID and the drawbacks of advanced control techniques make researchers think it is necessary to improve PID controller. As fuzzy logic control (FLC) can handle uncertainty and nonlinearity, the dynamic performance of LFC is improved by combining FLC with PID controller. But there is no specific mathematical formula to determine the proper choice of FLC parameters such as scaling inputs, scaling factors, membership functions, rule base, etc. Various fuzzy logic controllers for LFC have been put forward in literatures. In [21] , an Improved Grey Wolf Optimization (IGWO) method optimizing fuzzy PID (FPID) parameters is proposed. In [22] , a novel hybrid Particle Swarm Optimization (PSO) and Pattern Search (PS) optimized fuzzy PI (FPI) controller is proposed for LFC of multi area power systems. A novel hybrid Differential Evolution (DE) and Pattern Search (PS) optimized fuzzy PI/PID controller is proposed in [23] . In [24] , a novel fractional order fuzzy PID (FOFPID) controller is proposed for delivering quality power. Bat algorithm was applied for tuning the parameter of fuzzy PD and fuzzy PID based speed controller in brushless direct current motor which has been presented in [25] . It can be seen from the above literature that FPID controller greatly improves the dynamic performance of LFC and has been adopted by many researchers. Therefore, FPID control strategy is also adopted in this paper.
Recently, many heuristic optimization algorithms have been employed to search for optimal controller parameters such as hBFOA-PSO [3] , FA [5] , IGWO [21] , hPSO-PS [22] , BFOA [24] , [26] , BAT [25] , [27] , DE [28] , hFA-PS [29] , ACO [30] - [32] , Antlion [30] - [32] , etc. The standard Ant Colony Optimization (SACO) algorithm with simple structure and fast convergence is proposed to tune the controller parameters in LFC. In SACO, the selection of evaporation rate ρ and constant Q will greatly affect the quality of solution. In order to solve the LFC problem well, an Improved Ant Colony Optimization (IACO) algorithm is put forward in this paper. The nonlinear incremental evaporation rate is proposed to enhance the exploration ability of the algorithm in the later stage, which is helpful to explore a better solution near the current optimal solution. Meanwhile, the objective function value of the best individual replaces the constant Q in each iteration. Hence, there is no need to adjust constant Q repeatedly for a better optimization result.
It is obvious from literature survey [3] , [28] that the performance of LFC not only depends on the controller structure and the optimization algorithm employed, it also depends on chosen objective function. Therefore, a modified objective function using integral time multiply absolute error (ITAE), overshoot, undershoot and settling times with appropriate weight coefficients is proposed to improve the guidance and optimization ability of IACO algorithm.
The key contributions of this paper are highlighted as given below. a) To propose an improved version of ACO by adding the nonlinear incremental evaporation rate and replacing constant Q with the objective function value. b) To propose a modified objective function using ITAE, overshoot, undershoot and settling times with appropriate weight coefficients. c) To implement the IACO algorithm for a two-area non-reheat thermal system and demonstrate its advantage over other recent approaches such as BFOA, DE, PSO, hPSO-BFOA and hPSO-PS algorithms. d) To assess the effectiveness of proposed controller in twoarea four-unit system and two-area power system with GDB nonlinearity.
The rest of this paper is organized as follows. Section 2 describes the power system model of LFC for two-area and the structure of FPID controller. Also, five different objective functions are provided in the same section. The detailed description of SACO and proposed IACO algorithms is presented in Section 3. And, design of IACO algorithm optimized FPID controller and simulation results for three different power systems are presented in Section 4. Finally, Section 5 concludes the paper.
II. MATERIAL AND METHOD A. LFC MODEL
The dynamic model of LFC for a two-area interconnected power system of non-reheat thermal plants as shown in Fig. 1 is presented in this section. Each area of the power system consists of FPID controllers, speed governing system, turbine, generator and load. To simplify the analyses of frequency domain, transfer functions are used to model each component in the system. Governor is represented by the transfer function [3] .
Turbine can be stated as following formula from [3] .
The transfer function of generator and load is represented by (3) .
where K ps = 1/D and T ps = 2H /fD. D is load-frequency dependency parameter,
The input of speed governing system consist of P ref (s) and f (s) given by (4) .
The system of generator and load has two inputs P T (s) and P D (s), one output f (s).
Each area has a rating of 2000MW with a nominal load of 1000MW. The system is widely used in literature for the design and analysis of LFC [3] , [6] , [28] , [34] - [36] . In Fig. 1, B 1 and B 2 are the frequency bias parameters. ACE 1 and ACE 2 are area control errors. u 1 and u 2 are the outputs from FPID controller. R 1 and R 2 are the governor speed regulation parameters (Hz/p.u.). T g1 and T g2 are the speed governor time constants in seconds. T t1 and T t2 are the turbine time constants in seconds. P G1 and P G2 are the governor output command (p.u.). P T 1 and P T 2 are the change in turbine output powers. P D1 and P D2 are the load demand changes. K ps1 and K ps2 are the gains of generator and load. T ps1 and T ps2 are the time constant of generator and load in seconds. T 12 is the synchronizing coefficient. P tie is the incremental change in tie line power (p.u.). f 1 and f 2 are the system frequency deviations in Hz. a 12 is a coefficient. Nominal values of system parameters are taken from [22] and illustrated in Appendix A.
B. CONTROLLER STRUCTURE
To maintain scheduled system frequency and scheduled tieline power, FPID controllers are provided in both areas of two-area systems under study. The structure of FPID controller composed of FLC and PID is shown in Fig. 2 . And, the error inputs to the FLC controller are the respective ACE represented by (6) .
where B i is the area frequency response characteristic (p.u.MW/Hz) and area size ratio, a 12 = -P r1 /P r2 . P ri is the area capacity (MW). The input-output relationship of FLC can be described as (7) . where f FLC indicates is the function of the FLC system with two input signals i.e., ACE and ACE derivative. K 1 and K 2 are the input scaling factors. u FLC is the output of FLC. In detail, the FLC consists of four main elements: fuzzification, fuzzy inference system (fis), rule base and defuzzification as shown in Fig. 3 . The fuzzification converts the numeric values into fuzzy sets. The fis executes all the logical operations. The rule base is composed of membership functions (MFs) and control rule. The output of the fis i.e., the fuzzy set must be converted to a real value by defuzzification method. The effect of FLC also depends on the MFs and rule base. The choice of MFs depends on the problem domain. Compared with Bell and trapezoidal MFs, triangular MFs are generally used in FPID designs of real-time application because of their simplicity and ease of computation [21] , [37] . Triangular MFs are used with five fuzzy linguistic variables such as negative big (NB), negative small (NS), zero (Z), positive small (PS) and positive big (PB) for both the inputs and the output. MFs for ACE, ACE derivative and FLC output are shown in Fig. 4 . Furthermore, Fig. 5 shows the nonlinear surface plot for the rule base of FLC. Mamdani fuzzy interface engine and center of gravity method of defuzzification are selected in this work. The two-dimensional rule base for ACE, ACE derivative and FLC output is shown in Table 1 .
The output of the FLC i.e., u FLC is the input signal of the PID. Also, the output of the FPID i.e., u given by (8) is the input signal of the corresponding control area.
where K p , K i and K d are the output scaling factors. The scaling factors of input (K 1 and K 2 ) and output (K p , K i and K d ) determine the effect of the controller. Setting these parameters by trial and error is a time-consuming and difficult task. Consequently, these parameters are optimized by proposed IACO algorithm in this paper.
C. OBJECTIVE FUNCTION
A system is considered as an optimum control system when the controller parameters are adjusted so that the objective function reaches a minimum value. In the design of a modern heuristic algorithm optimized FPID controller, the objective function is first defined based on the desired specifications and constraints. The design of objective function to tune FPID controller parameters is generally based on performance indices that considers the entire closed loop response. Some of specifications for LFC are as follows.
1) Frequency deviations and tie-line power deviation recover to zero as soon as possible under a step load change.
2) The integral of frequency deviations and tie-line power deviation should be minimum.
To satisfy these specifications, four conventional performance indices are designed such as the Integral of Time multiplied Absolute Error (ITAE), Integral of Time multiplied Squared Error (ITSE), Integral of Squared Error (ISE) and Integral of Absolute Error (IAE) as follows.
In the above formulas, f 1 and f 2 are the frequency deviations of the system. P tie is the tie-line power deviation. t sim is the maximum simulation time. ISE is formed by integrating the square error in a fixed time interval. ISE will penalize large errors than minor errors, which exhibits a small overshoot but has a large settling time. In addition, IAE is the absolute error that increases over time, which produces slow dynamic response. ITAE and ITSE criterions can use the time multiplication term to penalize the error more in the later stage and therefore effectively reduce the settling time, which cannot be achieved with IAE or ISE based tuning. However, ITSE criterion provides a large controller output for a sudden change in set point which is unfavorable from controller design point of view. Hence, ITAE is a better objective function in LFC [25] . In addition, typical output specifications in the time domain are overshoot (OS), undershoot (US), settling time (T s ) and steady-state error. For LFC system, smaller overshoot and less settling time are the desirable requirements. To further improve the dynamic performance of the system, the modified objective function J 5 is proposed by the combination of ITAE, OS, US and T s as given by (13) . Minimization of this objective function will minimize the ITAE, OS, US and T s .
where OS is the sum of overshoot of f 1 , f 2 and P tie . And US is the sum of undershoot of f 1 , f 2 and P tie . T s is the sum of settling times of f 1 , f 2 and P tie . ω 1 , ω 2 and ω 3 are weighting factors. Adding appropriate weighting factors to right-hand individual terms helps to make each term competitive in the optimization process. Selected weights make numerical values of each item in the right hand side of (13) in the same order of magnitude. The repeated trial run results of the optimization algorithm show that the range of ITAE is 0.02-5, the sum of |OS| and |US| ranges from 0.003 to 1 and T s is in the range of 10-35. In order to make each component competitive in the optimization process, the following weights are selected: ω 1 = 1.0, ω 2 = 0.8 and ω 3 = 0.02.
The problem constraints are the parameter bounds of the FPID controller. Therefore, the design problem can be formulated as the following optimization problem.
where J i is the objective function (J 1 , J 2 , J 3 , J 4 and J 5 ). Subscripts min and max denote the minimum and maximum respectively. As reported in the literature [22] , [34] , [36] , [37] , the minimum and maximum values of FPID controller parameters are chosen as 0.0 and 2.0 respectively.
III. STANDARD AND IMPROVED ACO ALGORITHMS
In order to balance the relationship between the fast convergence and diversity of the SACO algorithm and solve the problem of repeatedly adjusting the constant Q, the IACO algorithm is proposed to obtain the optimal FPID parameters.
A. STANDARD ACO ALGORITHM
The SACO algorithm takes inspiration from the foraging behavior of some ant species [38] . In the search for food, these ants deposit pheromones on the ground in order to mark some favorable path that should be followed by other members of the colony. Each ant builds a solution by walking from one node to the next in Fig. 6 . At each step of the solution building, an ant selects the next node to be visited according to a stochastic mechanism that is biased by the pheromone. The density of the pheromone is depended on the quality of the food and the length of the path, i.e., the objective function in LFC problem. Therefore, shorter path with better food, i.e., smaller objective function has higher concentrations of pheromones. The SACO algorithm exploits a similar mechanism for solving parameter optimization problems in FPID controller.
1) OPTIMIZATION OF THE FPID CONTROLLER
Tuning FPID controller requires determination of the five parameters K 1 , K 2 , K p , K i and K d . For each parameter, there are many potential values between the minimum and maximum values. To simplify, the potential values are equally distributed into n parts between the upper and lower bounds. The problem is to find the optimal parameter combination that minimizes the objective function J i . 6 gives a graphical representation of the parameter division. The tour of an ant consists of a combination of the FPID controller parameters. Starting from its nest A, an ant moves through the K 1 , K 2 , K p , K i and K d . Then, the ant reaches the food source B. Adding source B is just to match the real world. However, the implementation of algorithm does not have this node. The five sets of parameters K 1 , K 2 , K p , K i and K d are arranged in five column lists where each potential value is represented by a node. The parameter matrix nodes is defined as (14) .
2) THE RULE OF PARAMETER SELECTION For each set of parameters, the node visited by the ant is selected as the value of the parameter. In the construction of a solution, ants select the next node to be visited through a stochastic mechanism. The probability of selecting the VOLUME 8, 2020
jth node of the ith parameter is given by (15) .
where τ ij is the pheromone. The parameters α and β control the relative importance of the pheromone versus the heuristic information η ij , which is given by (16) .
where nodes ij is the jth potential value of the ith optimization parameter, which is given by (14) .
3) THE RULE OF UPDATING PHEROMONE
In SACO algorithm [39] , the main characteristic is that the pheromone values are updated after each ant has built a solution at each iteration. The pheromone evaporation is a way to avoid unlimited increase of pheromone and explore more. The updated formulas of pheromone τ ij is defined as (17) .
where ρ is the evaporation rate, m is the number of ants, and τ k ij is the pheromone increment laid on nodes ij by ant k. nodes ij is defined as (14) .
where Q is a constant, and J k is the objective function of the solution built by ant k.
B. IMPROVED ACO ALGORITHM
There are two shortcomings in the SACO algorithm. One is difficult to balance the relationship between convergence speed and exploration ability because the evaporation rate ρ is a constant. The other is that repeatedly adjusting the constant Q cannot make the pheromone increment τ k ij have a suitable value corresponding to the objective function. Hence, the IACO algorithm is proposed to improve the performance of SACO method in the following two aspects.
1) NONLINEAR INCREMENTAL EVAPORATION RATE
The choice of the evaporation rate ρ has a great impact on the performance of the algorithm. Too small the evaporation rate can cause a rapid accumulation of pheromones. Therefore, the algorithm is easy to fall into local optimum. Excessive evaporation rate will reduce the efficiency of the algorithm. In order to improve the quality of the solution, the nonlinear incremental evaporation rate is proposed. The novel updated formula of ρ is defined as (19) .
where ρ min and ρ max set the valid range of evaporation rate. iter and iter max indicate the current and maximum iteration.
2) IMPROVEMENT OF PHEROMONE INCREMENT UPDATING
To void repeatedly adjusting the constant Q, the constant Q in the pheromone increment formula (18) is replaced by the best objective function value of all ants to make the increment pheromone have a suitable value at each iteration. The updated τ k ij is given by Eq. (20) .
where J best is the best objective value of all ants in current iteration. J k is the objective function of the kth ant in current iteration.
A flow chart of the IACO algorithm in the present study is shown in Fig. 7 . And, the IACO algorithm has the following three main features. a) Artificial ants tend to choose nodes with higher concentrations of pheromone traces. Positive feedback helps to find a good solution rapidly.
b) The introduction of a nonlinear incremental evaporation mechanism can improve the ability to explore new solutions with fast convergence speed.
c) The pheromone increment has a suitable value corresponding to the objective function by improvement of pheromone increment updating.
IV. RESULTS AND DISCUSSIONS A. DESIGN OF AN IACO ALGORITHM OPTIMIZED FPID CONTROLLER
The model of the system under study as shown in Fig. 1 has been developed in MATLAB/Simulink environment and the IACO algorithm program has been written (in .m file). The developed model is simulated in a separate program considering a 10% step load change at t = 0 s in area-1. The objective function is calculated in the .m file according to the output of the simulation model. In the IACO algorithm, the pheromones are updated based on the objective function values for the next iteration. For the implementation of IACO algorithm, several parameters are required to be specified. For the efficient performance of IACO algorithm, these parameters should be selected carefully. In the present study, the maximum number of iterations is 100. The number of ants is 30. α = 0.8, β = 0.2 are chosen. The valid range of evaporation rate is 0.3 ∼ 0.7. The number of nodes for each parameter is 1000. Simulations were conducted on an Intel, Core i5-7500 CPU of 3.4 GHz and 8 GB RAM computer in the MATLAB (R2018b) environment. The optimization process was repeated 100 times and the best final solution among the 100 runs is chosen as the FPID controller parameters.
B. SIMULATION RESULTS
Initially, a two-area power system as displayed in Fig. 1 is used. The PID/FPID controller gains are tuned by ACO and IACO algorithms using the ITAE criteria given by (9) . To study the dynamic performance of the FPID controllers optimized by ACO and IACO algorithms, a step load increase in demand of 10% is applied at t = 0 s in area-1 and the system dynamic responses are displayed in Figs. 8-9 . It is clear from Figs. 8-9 that the FPID controller has better dynamic performance than the PID controller tuning by the ACO algorithm. The better controller gains are selected by IACO algorithm, which improves the control effect. And the controller parameters are shown in Table 2 . In order to figure out the influence of different objective functions on the optimization performance, IACO algorithms with different objective functions are repeatedly simulated 100 times respectively. The minimum objective function is selected as the best result from 100 trials. The convergence curves for different objective functions are depicted in Figs. 10. From these curves in Figs. 10, it is evident that IACO algorithm converges to the objective value of the global optima around 30 iterations. In addition, the statistical results of the IACO algorithm are shown in Table 3 . The best, worst, mean and standard deviation of J 5 are generally larger than the other four functions because J 5 integrates the four components of ITAE, overshoot, undershoot and settling time. And, J 5 needs more CPU time to calculate the overshoot and settling time. However, when the fifth objective function J 5 in (13) is used in IACO algorithm, better performance is obtained in terms of ITAE (0.0255), ITSE (9.30e-5), ISE (1.91e-4) and IAE (0.0273) compared to the other four objective functions in Table 4 .
It is evident from Figs. 11-13 that, when J 5 is used as the objective function of IACO algorithm, the dynamic performances are better than those with the other four conventional objective functions. The system dynamic responses by J 5 have smaller overshoot and settling time because OS, US and T s components are added to the objective function to adjust. In detail, the numerical values of different performance indices and controller parameters are noted down and shown in Table 4 .
To show the superiority of the proposed IACO method, the performances of IACO technique are compared with other recently published heuristic techniques such as BFOA tuned PI controller [6] , DE tuned PI controller [28] , hBFOA-PSO tuned PI controller [3] , PSO, PS and hPSO-PS tuned FPI controller [22] for the same two-area power system and the comparative performances are provided in Table 5 . It is clearly noted from Table 5 that minimum performance indices are obtained with IACO technique compared to BFOA, DE, hBFOA-PSO, PSO, PS, hPSO-PS and ACO. In case 1-4, the controller parameters optimized by IACO algorithm using J 5 are adopted as shown in Table 4 because of its best performance indices.
1) CASE 1: STEP LOAD CHANGE IN AREA-1
In order to prove the dynamic performance of the system with the proposed IACO method, a step load change in demand of 10% is applied at t = 0 s in area-1 and the system dynamic responses are shown in Figs. [14] [15] [16] . With the IACO technique using J 5 as given in (13) , minimum ITAE value (ITAE = 0.0255) is obtained compared to hBFOA-PSO (ITAE = 1.1863), hPSO-PS (ITAE = 0.2044) and ACO (ITAE = 0.0278). And, the other three performance indices such as ITSE, ISE and IAE have also been greatly improved by the IACO algorithm as shown in Table 5 . The settling time and overshoot of frequency and tie-line power deviations with the proposed IACO and other optimization methods are listed in Table 6 . It is clearly noted from Figs. [14] [15] [16] and Table 6 that proposed IACO algorithm has better transient performances in settling time ( Figs. 17-19 show the dynamic responses of the system for a 10% step load increase in area-2 at t = 0 s. It is obvious from Figs. 17-19 that the designed controllers perform well when the disturbance position changes. Due to load increase in area-2, the total load demand is greater than the current power generation. Therefore, the frequency in area-1 and area-2 will decrease, i.e., the frequency deviation is a negative value in Figs. 17-18 . The overshoot of the frequency deviation in area-2 in Fig. 18 is greater than the overshoot of the frequency of deviation in area-1 in Fig. 17 because the load disturbance occurs in area-2 and has a greater influence on the frequency in area-2. In addition, it is specified that the tie-line power from area-1 to area-2 is positive. Since the load increase occurs in area-2 and the load in area-1 remains unchanged, the power of area-1 flows to area-2 in order to suppress the influence of load increase in area-2, which also causes the frequency in area-1 to decrease. Hence, tie-line power from area-1 to area-2 is positive in Fig. 19 . In contrary, tie-line power from area-2 to area-1 is negative in Fig. 16 due to step load increase in area-1. In case 2, it indicates that the IACO algorithm optimized the FPID controller can obtain preferable dynamic performance than the SACO and other recently published approaches. Compared with PI controller, FPI and FPID controller greatly reduce overshoot and settling time, which shows that the combination of FLC and PID has a good control effect for LFC in Figs. 17-19 .
3) CASE 3: STEP LOAD CHANGE IN BOTH AREAS
A 10% step load increase in area-1 and a 20% step load increase in area-2 is considered simultaneously at t = 0 s. The dynamic response respectively achieved by the IACO algorithm and the other methods are shown in Figs. [20] [21] [22] clearly show that the proposed IACO algorithm optimized FPID controllers has better robustness and system with step load change in both areas. So, it can be concluded that the two improved strategies of the IACO algorithm and the proposed objective function J 5 are effective.
4) CASE 4: SENSITIVITY ANALYSIS
Sensitivity analysis is carried out to study the robustness of the system when the operating conditions and system parameters vary within a certain tolerance [3] , [22] , [40] . Since the FPID controller is a robust controller, it is not necessary to modify its parameters when the system is subjected to TABLE 7. Sensitivity analysis for two-area power system. variation in load conditions or variation in system parameters. The variation of operating load condition affects the parameters K ps and T ps of power system. K ps and T ps are calculated for different loading conditions as depicted in (3) . In case 4, robustness of the power system is checked by varying the loading conditions and system parameters (T g , T t and T 12 ) from their nominal values (given in Appendix A) in the range of +50% to -50% with 25% step size without changing the optimum values of FPID controller parameters.
A step load change in demand of 10% is applied at t = 0 s in area-1 in case 4. In case 4, FPID controller parameters obtained using the objective function J 5 is considered in Table 4 because of its superior performance. The simulation results are depicted in Table 7 . It is clearly noted from Table 7 that performance indices and settling time are within acceptable change under the influence of changes in operating loading conditions and system time constants. And, the effect of the variation in operating loading conditions and system time constants on the system dynamic performance is almost negligible. For instance, 10% step increase in area-1 at t = 0 s with varied load condition and the system dynamic response of varied load condition is shown in Figs. 23-25 . It can be observed from Figs. 23-25 that the five curves under different load conditions basically coincide. Therefore, it can be concluded that the proposed control strategy provides a robust and stable control satisfactorily under wide changes in operating loading conditions or system parameters. Moreover, the optimal value of the controller parameters obtained under nominal load at the nominal parameters does not need to be reset when the system load or system parameters vary widely.
C. EXTENSION TO TWO-AREA FOUR-SOURCES HYDRO THERMAL POWER SYSTEM
In order to prove the ability of the proposed IACO algorithm to deal with multi-source areas with different controller parameters, two-area four-sources interconnected power systems with/without HVDC link are used in this study, as shown in Fig. 26 . Each area consists of a non-reheat thermal and hydro generating units. Moreover, each unit is equipped with a FPID controller. In Fig. 26 , R 1 and R 2 represent the governor speed regulation parameters of thermal unit and hydro units respectively. T g is the speed governor time constants of thermal plant. T t is turbine time constant of thermal plant. T W is the time constant of hydro turbine. T R is reset time of hydraulic amplifier. T 1 is the hydro governor time constant. T 2 is the time constant of hydraulic amplifier. K 1 is the hydro governor gain constant. K ps is the power system gain. T ps is the power system time constant. f is the frequency deviation and P D is the incremental load change. The relevant parameters are shown in Appendix B. A 1.5% step load increase in area-1 at t = 0 s is applied in the two-area four-sources system without HVDC. And The scaling factor and controller parameters are tuned using the IACO algorithm. Table 8 shows the final FPID controller parameters in both cases, i.e. without HVDC and with HVDC. The FPID controller parameters that are tuned in system without HVDC are still adopted after adding HVDC. There is no need to adjust again by the IACO algorithm. In detail, the corresponding performance indicators for ITAE, ITSE, ISE and IAE are provided in Table 9 . It is clear from Table 9 that minimum performance indicators Further, the robustness of the proposed method for the systems considering the two cases without and with HVDC link is studied under a random step load pattern in area-1 as shown in Fig. 30 . The frequency deviation in area-2 under the concerned scenario are depicted in Fig. 31 . Tie-line power deviations as shown in Fig. 32 still have a good dynamic response. A remarkable contribution of the controllers under study is that they maintain the system stability with and without HVDC link under the strict inspection of load changes. Additionally, it is seen from Fig. 31 that the system with HVDC link get superior frequency fluctuation damping than the system without HVDC transmission line, which proves that the system performance and stability will be improved when the HVDC link is established on the transmission line. 
D. EXTENSION TO TWO-AREA POWER SYSTEM WITH GOVERNOR DEAD BAND NONLINEARITY
To verify the ability of the proposed algorithm to cope with nonlinearity, the study is extended to a two-area power system with governor dead band (GDB) nonlinearity [3] , [7] . GDB is defined as the total magnitude of a sustained speed change within which there is no change in valve position. Steam turbine dead band is caused by the backlash in the rod connecting the servo piston to the camshaft. Much of this appears to occur in the rack and pinion of the camshaft used to rotate the control valve [3] . The speed GDB causes the system to oscillate. The dead band is expressed as a percentage of the rated speed. Description function method is used to incorporate the GDB nonlinearity. It has been found that the backlash nonlinearity tends to produce a continuous sinusoidal oscillation with a natural period of about 2 seconds. An approximate solution of fourier series neglecting the fourth and higher order terms has been developed as (21) .
where y DB is the output of the dead band. The following fourier coefficients are obtained for backlash of 0.05%. N 1 = 0.8, N 2 = −0.2 and ω 0 = π. Formula (22) is obtained by Laplace transform from (21) .
Hence, the transfer function of governor with nonlinearity is given by (23) .
The system model with governor nonlinearity is shown in Fig. 33 . And the nominal parameters of system are represented in Appendix C. In this case, objective function J 5 is used due to its superior performance.
A 1% load step increase is applied at t = 0 s in area-1 and the FPID controller parameters are tuned using the same procedure as described in the section ''Design of an IACO algorithm optimized FPID controller''. The final controller parameter, T s (±0.0005), OS and US of frequency and tie-line power deviations, ITAE and ISE values with proposed IACO optimized FPID controller are given in Table 10 . To prove the superiority of the proposed approach, the good results of hBFOA-PSO [3] and CRAZYPSO [7] algorithms optimized PI controller for the same power system with GDB are also provided in Table 10 . It is clear from optimized FPID controller compared to hBFOA-PSO method (ITAE = 50.9705 × 10 −2 , ISE = 37.9828 × 10 −4 ) and CRAZYPSO method (ITAE = 70.3453 × 10 −2 , ISE = 22.4086 × 10 −4 ). It is also evident from Table 10 that the Time domain specifications (T s , OS and US) of frequency and tie-line power deviations are significantly improved with proposed approach compared to hBFOA-PSO and CRAZYPSO approaches. To access the dynamic response of proposed IACO algorithm, time domain simulations are implemented for 1% step increase in area-1 at t = 0 s. It is obviously seen from Figs. 34-36 that the dynamic performance of the system is greatly improved by the proposed IACO algorithm to optimize the FPID controller compared with using the hBFOA-PSO and CRAZYPSO algorithm to optimize the PI controller.
V. CONCLUSION
In this paper, the IACO algorithm with a new objective function optimized the FPID controller has been proposed for LFC of multi area power systems. FPID controller consisting of FLC and PID is to handle uncertainty and nonlinearity well in LFC. The nonlinear incremental evaporation rate and improvement of pheromone increment updating rule are proposed to enhance the exploration ability of the algorithm in the later stage. Furthermore, a modified objective function using ITAE, OS, US and T s with appropriate weight coefficients is proposed to improve the guidance and optimization ability of IACO algorithm, which is helpful to obtain better controller parameters.
To certify the superiority of proposed IACO algorithm optimized FPID controllers, the dynamic performance of the IACO algorithm is compared with those of the BFOA, DE, PSO, PS, hBFOA-PSO, hPSO-PS algorithms in the recently published articles for the two-area non-reheat thermal system. It is observed that significant improvements (ITAE = 0.0255, ITSE = 9.30e-5, ISE = 1.91e-4 and IAE = 0.0273) are achieved with the proposed approach compared to some recently reported approaches. Then, the proposed approach is further extended to two-area four-sources hydro thermal power system with/without HVDC link. The proposed approach has smaller objective function values (ITAE = 5.6854×10 −3 , ITSE = 1.3163×10 −6 , ISE = 2.5429×10 −6 and IAE = 3.6430 × 10 −3 ) and performance indices such as T s , OS and US in comparison with ZN, GA tuned PI for the same system. To demonstrate the robustness of the proposed IACO algorithm optimized FPID controller, sensitivity analysis is implemented under wide variation of load conditions and system parameters. Further, the system with the proposed method can be maintained stable in both cases i.e. with and without HVDC link under a random step load pattern. Finally, the proposed approach is applied to the twoarea power system with GDB nonlinearity and results such as ITAE (5.8341 × 10 −3 ) and ISE (34.8022 × 10 −5 ) show that the proposed approach is more advantageous than hybrid BFOA-PSO and CRAZYPSO approach. Therefore, the IACO algorithm optimized FPID controller provides an innovative and effective way to deal with the LFC problems. 
