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Abstract
We study the addition problem for strongly matricially free random variables which generalize free
random variables. Using operators of Toeplitz type, we derive a linearization formula for the matricial
R-transform related to the associated convolution. It is a linear combination of Voiculescu’s R-transforms
in free probability with coefficients given by internal units of the considered array of subalgebras. This
allows us to view this formula as the matricial linearization property of the R-transform. Since strong ma-
tricial freeness unifies the main types of noncommutative independence, the matricial R-transform plays
the role of a unified noncommutative analog of the logarithm of the Fourier transform for free, boolean,
monotone, orthogonal, s-free and c-free independence.
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1. Introduction
In this paper we study the addition problem for strongly matricially free random vari-
ables [12]. These results extend Voiculescu’s results [22] on the addition of free random vari-
ables (generalized by Maassen [15] and Bercovici and Voiculescu [2]) and include those for
the addition of random variables associated with other fundamental types of noncommutative
independence (monotone [16], boolean [20]), generalizations of these (conditionally free [4],
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R. Lenczewski / Journal of Functional Analysis 262 (2012) 1802–1844 1803conditionally monotone [8]) as well as those related to free subordination (s-free [10], orthogo-
nal [10]).
In classical probability, the addition problem for classically independent random variables is
related to the classical convolution of probability measures μ = μ1  μ2  · · ·  μn and to the
logarithm of the Fourier transform which linearizes this convolution,
logFμ =
n∑
i=1
logFμi , (1.1)
where Fμ is the Fourier transform of μ. However, the analogous addition problem for noncom-
mutative random variables is more involved since there is no single notion of noncommutative
independence.
In free probability [21–25], there is a remarkable analog of the above formula, in which the
classical convolution is replaced by the free convolution μ = μ1 + μ2 + · · · + μn and the role
of the logarithm of the Fourier transform is played by the R-transform,
Rμ =
n∑
i=1
Rμi , (1.2)
where Rμ is the R-transform of μ. However, the results on additive convolutions associated with
other types of noncommutative independence imply that the R-transform does not retain the
linearization property in the general noncommutative framework and other transforms, such as
the reciprocal Cauchy transform [16], the K-transform [20], or the c-free R-transform [4], have
to be used to describe these convolutions.
This situation was one of our motivations to look for new types of independence which would
unify the existing fundamental types and for which the associated transform could play the role of
a noncommutative logarithm of the Fourier transform (some motivation came also from [14]). In
this work, we focus our attention on a generalization of freeness called strong matricial free-
ness [12], in which arrays of non-unital ∗-subalgebras (Ai,j ) of a given unital ∗-algebra A
replace families of unital ∗-subalgebras of free probability. We assume, however, that each alge-
bra Ai,j has an internal unit 1i,j which is a projection and that all these units, together with 1A,
generate a commutative ∗-subalgebra I called the algebra of units. Moreover, one distinguished
state is replaced by an array of states (ϕi,j ) on A, where by a state we understand a complex-
valued normalized positive linear functional.
We have shown in [12] that strong matricial freeness unifies the fundamental types of non-
commutative independence. Namely, including some additional cases distinguished in this paper,
we obtain a correspondence
shapes of arrays types of independence,
where, in particular, square, lower-triangular and diagonal arrays correspond to freeness, mono-
tone independence and boolean independence, respectively. This scheme also includes the no-
tions of s-freeness and orthogonal independence and leads to the correspondence
addition of rows convolutions of measures,
1804 R. Lenczewski / Journal of Functional Analysis 262 (2012) 1802–1844where by a row we understand the corresponding sum of variables. All additive convolutions
obtained in this fashion are induced by addition of strongly matricially free random variables.
Since all convolutions considered in this paper will be additive, the adjective ‘additive’ will be
usually omitted in the sequel.
Our scheme shows that strongly matricially free random variables are basic noncommutative
variables whose addition leads to the well-known convolutions. Thus, it is natural to define the
strongly matricially free convolution of the array of distributions (μi,j ) as the distribution of the
sum
A =
∑
i,j
ai,j (1.3)
of strongly matricially free random variables in a distinguished state ϕ, where μi,j is the dis-
tribution of ai,j ∈ Ai,j in the state ϕi,j , denoted by + i,j μi,j . If we work in the category of
C∗-algebras and the variables are self-adjoint, the considered distributions can be identified with
compactly supported probability measures on the real line.
Let (ai,j ) be an array of strongly matricially free random variables, where (i, j) ∈ J and J is
a subset of the Cartesian product {1,2, . . . , n}× {1,2, . . . , n}, often omitted in our notations. The
symbol + used for our convolution operation does not mean that the distribution of A is the free
convolution of an array of distributions. In particular, one cannot change the ‘matricial order’
in which the distributions appear. However, if the array (ai,j ) is square and the corresponding
distributions (μi,j ) are row-identical, then
+ i,j μi,j = μ1 + μ2 + · · ·+ μn, (1.4)
where μi,j = μi for any i, j . Therefore, in this case, the new convolution can be viewed as a
decomposition of the free convolution. Moreover, this framework also gives decompositions of
other convolutions in terms of (μi,j ) if we consider subarrays of square arrays or relax the as-
sumption that the distributions are row-identical. In this fashion we obtain boolean, monotone,
conditionally free and conditionally monotone convolutions, as well as s-free and orthogo-
nal convolutions related to the subordination property for the free convolution discovered by
Voiculescu [25] and generalized by Biane [3]. For other results on s-free convolutions, see
also [11] (multiplicative case) and [17] (multivariate case).
We would like to find a suitable noncommutative analog of the logarithm of the Fourier trans-
form. For that purpose we study strongly matricially free Toeplitz operators, similar to those in
free probability studied by Voiculescu [22] and Haagerup [7] (an extension of which to condi-
tional freeness has been proposed recently [18]). We follow the approach of Haagerup who used
adjoints of the Toeplitz operators introduced in the original approach of Voiculescu. Namely, we
take
ai,j = i,j + fi,j
(
∗i,j
)
, (1.5)
where i,j , ∗i,j are strongly matricially free creation and annihilation operators, respectively,
living in the strongly matricially free Fock space and fi,j is a polynomial for any (i, j) ∈ J .
A novelty, as compared with the free case, is that the constant term of fi,j (∗i,j ) is equal to the
internal unit 1i,j multiplied by some complex number.
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in the state ϕ with an operator-valued argument taken from the algebra of units I . This equation
is of the same form as in the case of scalar-valued arguments, namely
GA
(
1
z
+RA(z)
)
= z, (1.6)
in some ‘neighborhood’ of zero. However, the argument of GA is an invertible I-valued power
series which has a bounded inverse, with RA(z) playing the role of an I-valued analog of the
R-transform. Another important point is that the distribution of A considered here, although
scalar-valued, cannot be identified with the collection of moments of A in the state ϕ, but rather
with the collection of moments of A alternating with elements of I , as in the operator-valued
free probability [23,24].
This distribution can be viewed as a noncommutative extension of the strongly matricially
free convolution considered above, by abuse of notation also denoted by + i,j μi,j , in which
we convolve the array (μi,j ) in a more noncommutative fashion. Using it, we can prove the
addition formula for I-valued R-transforms involved which not only extends the scalar-valued
linearization formula (1.2), but also takes a nice form
RA =
∑
i,j
Ri,j , (1.7)
where Ri,j (z) = Ri,j (z)1i,j and Ri,j denotes the scalar-valued R-transform of μi,j for any
(i, j) ∈ J . In fact, this formula shows that convolutions associated with the main types of
noncommutative independence can be linearized by the I-valued R-transform, called matri-
cial R-transform, except that we have to use noncommutative distributions of A and modify
the concept of linearization. Essentially, this noncommutative setting turns out natural for prov-
ing existence of a noncommutative analog of (1.1) and (1.2) which is suitable for various types
of independence.
We can also view this formula as a linearization property of the R-transform of a new type,
since the matricial R-transform is a linear combination of the R-transforms of Voiculescu with I-
valued coefficients. Let us stress that this linear combination is very special since its coefficients
are exactly the internal units of the considered subalgebras. We should also add that related
formulas hold for all states from the array (ϕi,j ) and only when considering arrays of Cauchy
transforms of this type we can prove uniqueness of the matricial R-transform.
In particular, if the array is square and distributions are row-identical, formula (1.7) gives
additivity of the scalar-valued R-transforms since different unit decompositions lead to decom-
positions of the R-transforms, namely
1A =
n∑
j=1
1i,j → Rμi =
n∑
j=1
Ri,j (1.8)
for each i ∈ {1,2, . . . , n}, and thus (1.2) becomes its consequence. Let us remark in this context
that the fact that the distributions are row-identical does not mean that such are the states. In fact,
in the GNS construction given in [12] the off-diagonal states are by construction different from
each other and different from the diagonal states.
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operatorial subordination [10] generalized to n variables. For that purpose, we begin with free
Toeplitz operators a1, a2, . . . , an ∈ B(F(H)), where F(H) is the full Fock space over a Hilbert
space with an orthonormal basis {e1, e2, . . . , en}. The results of [10], when slightly generalized,
give decompositions
ai =
n∑
j=1
ai,j for i ∈ {1,2, . . . , n}, (1.9)
where ai,i is equal to ai restricted to F(Cei) and ai,j is the restriction of ai to Fj , where Fj is
spanned by simple tensors which begin with ej . If we take the array of states of the form
(ϕi,j ) =
⎛
⎜⎜⎝
ϕ ϕ2 . . . ϕn
ϕ1 ϕ . . . ϕn
. .
. . . .
ϕ1 ϕ2 . . . ϕ
⎞
⎟⎟⎠ , (1.10)
where ϕ is the vacuum state and ϕj is the state defined by the vector ej for any j ∈ {1,2, . . . , n},
then the distributions of ai,j ’s in the states ϕi,j are row-identical.
Treating the R-transforms of the distributions of a1, a2, . . . , an in the states ϕ as operators on
F(H) and decomposing the unit of B(F(H)) as described above, we arrive at (1.7) with
A = a1 + a2 + · · · + an. (1.11)
Then it remains to relax the assumption that the distributions are row-identical to obtain the
general case. Therefore, another way to arrive at the matricial R-transform is to follow the ‘sub-
ordination path’:
⎛
⎜⎝
a1
a2
. . .
an
⎞
⎟⎠→
⎛
⎜⎜⎝
a1,1 a1,2 . . . a1,n
a2,1 a2,2 . . . a2,n
. .
. . . .
an,1 an,2 . . . an,n
⎞
⎟⎟⎠→
⎛
⎜⎜⎝
R1,1 R1,2 . . . R1,n
R2,1 R2,2 . . . R2,n
. .
. . . .
Rn,1 Rn,2 . . . Rn,n
⎞
⎟⎟⎠ ,
namely first decompose free random variables as in (1.9) and then assign to them the associated
operatorial R-transforms induced by unit decompositions (1.8).
In particular, if we assume that the off-diagonal distributions in each given row are equal,
i.e. μi,j = μi for any i = j , the variables corresponding to rows become conditionally free with
respect to (ϕ,ψ), where ψ is any extension of ϕ1, ϕ2, . . . , ϕn. Nevertheless, this situation is
rather special and it is more natural to keep different distributions in each row. In this context,
let us point out that another advantage of using strong matricial freeness instead of conditional
freeness is that the first one includes monotone independence, whereas the second one requires
additional (rather restrictive) assumptions on the considered subalgebras, although satisfied in
the case of algebras of polynomials used when studying convolutions [6].
At the same time, our theory has some new features since it provides a framework placed
between scalar- and operator-valued free probability. An important property is that despite the
fact that the internal units are not identified, the considered states are scalar-valued. A similar
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be called ‘weak matricial freeness’, especially when compared with strong matricial freeness.
Addition of (weakly) matricially free random variables will be studied elsewhere.
Let us remark that our construction of a noncommutative logarithm unifying the logarithm of
the Fourier transform and the K-transform given in [9] is of a different nature than the approach
presented in this work, although it is possible that our present approach can be extended in that
direction.
The remainder of this paper is organized as follows. Section 2 is devoted to the concept
of strong matricial freeness. The corresponding convolution is studied in Section 3. Suitable
Toeplitz operators living in the strongly matricially free Fock space are introduced and studied
in Section 4. In Section 5, we define the matricial R-transform and prove the corresponding lin-
earization formula, which is the main result of this paper. In Section 6, we give conditions under
which the matricial R-transform is unique. In Sections 7 and 8, we study strongly matricially free
convolutions from a combinatorial point of view.
2. Strong matricial freeness
Let us recall the basic notions related to the concept of strong matricial freeness [12]. Let A
be a unital ∗-algebra with an array (Ai,j ) of non-unital ∗-subalgebras of A and let (ϕi,j ) be an
array of states on A (there is some similarity to freeness with infinitely many states [5]). Further,
we assume that each Ai,j has an internal unit 1i,j , a projection for which a1i,j = 1i,j a = a
for any a ∈ Ai,j , and that the unital subalgebra I of A generated by all internal units is
commutative.
It is crucial that internal units are not identified with the unit of A and therefore additional
conditions on moments involving these units are needed. In order to state these conditions, we
need subsets of (I × I )m of the form
Γm =
{(
(i1, i2), (i2, i3), . . . , (im, im+1)
)
: i1 = i2 = · · · = im
}
,
where I is an index set and m ∈ N, with the corresponding union denoted by
Γ =
∞⋃
m=1
Γm.
Objects (algebras and their elements, states, etc.) labelled by indices of the form (j, j) for any j
and (i, j) for any i = j , respectively, will be called diagonal and off-diagonal.
Definition 2.1. We say that (1i,j ) is a strongly matricially free array of units associated with
(Ai,j ) and (ϕi,j ) if, for any diagonal state ϕ, it holds that
(a) ϕ(u1au2) = ϕ(u1)ϕ(a)ϕ(u2) for any a ∈A and u1, u2 ∈ I ,
(b) ϕ(1i,j ) = δi,j for any i, j ,
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ϕ(a1i1,j1a2 · · ·am) =
{
ϕ(aa2 · · ·an) if ((i1, j1), . . . , (im, jm)) ∈ Γ,
0 otherwise,
where a ∈A is arbitrary and (i1, j1) = · · · = (im, jm).
The main condition of strong matricial freeness reminds freeness as the definition gives below
shows.
Definition 2.2. We say that ∗-subalgebras (Ai,j ) are strongly matricially free with respect to
(ϕi,j ) if the array of internal units (1i,j ) is the associated strongly matricially free array of units
and
ϕ(a1a2 · · ·an) = 0 whenever ak ∈Aik,jk ∩ Kerϕik,jk (2.1)
for any diagonal state ϕ, where (i1, j1) = · · · = (in, jn).
Using these conditions, one can easily show that multiplication of weak and strong matricially
free random variables in the kernel form reminds multiplication of matrices and arrays of units
remind matrix units, except that in the strong case the elements which are on their diagonals
survive only in the last matrix. Naturally, the array of variables (ai,j ) in a unital ∗-algebra A is
called strongly matricially free with respect to (ϕi,j ) if there exists an array of projections (1i,j )
which is a strongly matricially free array of units associated with A and (ϕi,j ) and such that
the array (Ai,j ) of ∗-subalgebras of the form Ai,j = alg(ai,j , a∗i,j ,1i,j ) is strongly matricially
free with respect to (ϕi,j ). If A is a C∗-algebra, we assume that the subalgebras Ai,j and I are
C∗-subalgebras of A.
We shall consider an array of states (ϕi,j ) on A in which diagonal states coincide with a
distinguished state ϕ, whereas the off-diagonal ones are given by ϕi,j = ϕj , where i = j and
ϕj (a) = ϕ
(
b∗j abj
) (2.2)
for some bj ∈ Aj,j ∩ Kerϕ such that ϕ(b∗j bj ) = 1, any a ∈ A and j ∈ {1,2, . . . , n}, called con-
jugate states (they were called ‘conditions’ in [12]). In particular, this implies the normalization
conditions ϕj (1i,k) = δj,k for any i, j, k.
Finally, if the distribution of ai,j in the state ϕi,j does not depend on j , we will say that the
array (ai,j ) is row-identically distributed.
Proposition 2.1. Let (Ai,j ) be strongly matricially free with respect to (ϕi,j ), where ϕj,j = ϕ for
any j and ϕi,j = ϕj for any i = j . Let us consider the mixed moment ϕi,j (a1a2 · · ·an), where
ak ∈Aik,jk and (i1, j1) = · · · = (in, jn).
(1) If an is diagonal, jn = j and the state ϕi,j is off-diagonal, then the moment vanishes. In
particular, the off-diagonal state ϕi,j vanishes on any Ak,k for k = j .
(2) If an is off-diagonal and the state ϕi,j is diagonal, then the moment vanishes. In particular,
a diagonal state vanishes on any off-diagonal subalgebra.
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vanishes.
Proof. These are straightforward consequences of the definition of strong matricial freeness. 
Definition 2.3. By the strongly matricially free Fock space over the array (Hi,j ) we understand
the Hilbert space of the form
N = CΩ ©+
∞©+
m=1
©+
i1 =···=im
n1,...,nm∈N
H©×n1i1,i2 ©× H
©×n2
i2,i3
©× · · · ©× H©×nmim,im, (2.3)
where Ω is a unit vector, with the canonical inner product.
Example 2.1. In the simplest case, when (Hi,j ) is a two-dimensional square array consisting of
one-dimensional Hilbert spaces Hi,j = Cei,j , we have
N =
∞©+
m=0
N (m),
where the first few summands are of the form
N (0) = CΩ,
N (1) = Ce1,1 ©+ Ce2,2,
N (2) = Ce©×21,1 ©+ Ce©×22,2 ©+ C(e1,2 ©× e2,2) ©+ C(e2,1 ©× e1,1),
N (3) = Ce©×31,1 ©+ Ce©×32,2 ©+ C
(
e2,1 ©× e©×21,1
)
©+ C
(
e1,2 ©× e©×22,2
)
©+ C
(
e
©×2
2,1 ©× e1,1
)
©+ C
(
e
©×2
1,2 ©× e2,2
)
©+ C(e1,2 ©× e2,1 ©× e1,1) ©+ C(e2,1 ©× e1,2 ©× e2,2),
etc. Note that, in contrast to the (weakly) matricially free Fock space, diagonal vectors appear
only at the ends of the tensor products.
Let us distinguish the closed subspaces Ni,j spanned by simple tensors which begin with ei,j ,
where (i, j) ∈ J . Then we have a decomposition
N = CΩ ©+ ©+
i,j
Ni,j (2.4)
and the diagonal unit 1j,j is the orthogonal projection onto CΩ ©+ Nj,j ∼= F(Cej,j ), whereas
the off-diagonal unit 1i,j is the orthogonal projection onto Ni,j ©+ ©+ k Nj,k .
Proposition 2.2. If (Hi,j ) is a square n-dimensional array, where n 2, the unit of A = B(N )
has the orthogonal decompositions
1A =
∑
1i,j (2.5)
j
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1A = p0,0 +
∑
i,j
pi,j , (2.6)
where p0,0 and pi,j are the orthogonal projections onto CΩ and Ni,j , respectively, for any
i, j ∈ {1,2, . . . , n}.
Proof. Both decompositions are straightforward consequences of the direct sum decomposition
of the strongly matricially free Fock space given by (2.4). 
Proposition 2.3. Under the assumptions of Proposition 2.2, the following relations hold:
1j,j = p0,0 + pj,j and 1i,j = pi,j +
n∑
k=1
pj,k for i = j, (2.7)
for any i = j . Conversely, if n > 2,
p0,0 = 1j,j1k,k, pj,j = 1j,j1i,j and pi,j = 1k,i1i,j (2.8)
for any i = j = k = i, and thus the algebra generated by the set of all pi,j ’s coincides with I .
Proof. These relations follow immediately from the definition of (pi,j ). 
As far as the second statement of the above proposition is concerned, the case of n = 2 is
slightly different since p1,2,p2,1 /∈ I . However, we can use another array of orthogonal projec-
tions.
Proposition 2.4. In the case of a 2-dimensional square array, the unit of A = B(N ) has the
orthogonal decomposition
1A =
2∑
i,j=1
qi,j , (2.9)
where
q1,1 = 11,112,2, q2,1 = 11,11⊥2,2, q1,2 = 12,21⊥1,1, q2,2 = 11,212,1. (2.10)
Proof. The proof is based on the relations between pi,j ’s and qi,j ’s, namely q1,1 = p0,0, q2,1 =
p1,1, q1,2 = p2,2 and q2,2 = p1,2 + p2,1. 
If the array of Hilbert spaces is not square, suitable modifications of the above propositions
can be easily derived. In particular, the decomposition (2.5) holds only for those indices i which
correspond to ‘complete’ rows. However, (2.6) and (2.9) remain true, with summations over
suitably smaller index sets.
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associated array of Hilbert spaces. By the strongly matricially free creation operators associated
with (αi,j ) we understand operators of the form
i,j = αi,j σ ∗(ei,j )σ, (2.11)
where σ : N → F(©+ i,j Hi,j ) is the canonical embedding in the given free Fock space and the
(ei,j )’s denote the canonical free creation operators. By the strongly matricially free annihila-
tion operators we understand their adjoints.
Proposition 2.5. The array (Ai,j ) of ∗-subalgebras of B(N ), where Ai,j = alg(i,j , ∗i,j ) for
any (i, j) ∈ J , is strongly matricially free with respect to (ϕi,j ).
Proof. The proof is left to the reader since it is very similar to that in the free case (see also [13,
Proposition 4.1]). Let us only observe that the relation
∗i,j i,j = α2i,j1i,j (2.12)
implies that 1i,j ∈Ai,j since αi,j is assumed to be positive. 
3. Convolutions
It has been shown in [12] that different shapes of (ai,j ) correspond to different types of non-
commutative independence. The convolution which unifies the associated convolutions is the
convolution of an array of distributions defined below.
Definition 3.1. Let (ai,j ) be an array of strongly matricially free random variables with the
corresponding array of distributions (μi,j ) in the states (ϕi,j ). The distribution of the sum
A =
∑
i,j
ai,j (3.1)
in the state ϕ is called the strongly matricially free convolution and will be denoted by + i,j μi,j
by analogy with the free convolution. In these notations, it is understood that the summation runs
over pairs (i, j) ∈ J , which is often omitted.
In particular, the strongly matricially free convolution generalizes the free convolution, which
justifies our notation. For simplicity, let us consider an array (ai,j ) of random variables and an
array of states (ϕi,j ) of the same form as in the case of the free Fock space (1.10), namely
(ϕi,j ) =
⎛
⎜⎜⎝
ϕ ϕ2 . . . ϕn
ϕ1 ϕ . . . ϕn
. .
. . . .
ϕ1 ϕ2 . . . ϕ
⎞
⎟⎟⎠ , (3.2)
where ϕ is a distinguished state on A and ϕ1, ϕ2, . . . , ϕn are conjugate states of the form (2.2),
with respect to which the considered array is strongly matricially free.
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However, in most situations the reasoning is similar to that for square arrays and we will tacitly
assume that the summations run over those pairs of indices which belong to J . For instance, we
shall consider sums
ai =
∑
j
ai,j (3.3)
for any i, where it is understood that the summation runs over those j ’s, for which (i, j) ∈ J .
In other words, we add variables which appear in each row separately. Clearly, these sums may
reduce to one term if only one variable appears in a given row. Let us remark that the array is not
assumed to contain the diagonal as in the case of limit theorems studied in [12,13]. This allows
us to consider arrays corresponding to s-free independence and orthogonal independence.
In the theorem given below we state explicitly how addition of rows corresponds to convo-
lutions associated with various notions of noncommutative independence and how these convo-
lutions can be decomposed using the strongly matricially free convolution. By the distributions
of A and ai in the state ϕ we understand the collections of moments of A and ai under ϕ, re-
spectively. In the case of monotone independence, the order in which the variables appear is
relevant.
Theorem 3.1. Let (ai,j ) be an n-dimensional array of random variables in A which are strongly
matricially free with respect to (ϕi,j ) and row-identically distributed with distributions (μi,j ).
Let μ and μi be the distributions of A and ai in the state ϕ, where i ∈ {1,2, . . . , n}, respectively.
(1) If the array is square, then {a1, a2, . . . , an} is free with respect to ϕ and μ = μ1 + μ2 +
· · ·+ μn.
(2) If the array is diagonal, then {a1, a2, . . . , an} is boolean independent with respect to ϕ and
μ = μ1 unionmultiμ2 unionmulti · · · unionmultiμn.
(3) If the array is lower-triangular, then {a1, a2, . . . , an} is monotone independent with respect
to ϕ and μ = μ1  μ2  · · · μn.
Proof. We have that A = a1 + a2 + · · · + an, and thus these statements are immediate con-
sequences of [12, Proposition 4.1], where it was shown that {a1, a2, . . . , an} is free, boolean
independent or monotone independent, depending on whether the array is square, diagonal or
lower-triangular, respectively. 
If we assume that only the off-diagonal variables are row-identically distributed, but that these
distributions may differ from the diagonal ones, we obtain the conditionally free additive con-
volution. A similar generalization in the case of lower-triangular arrays leads to conditionally
monotone variables [8].
Theorem 3.2. Let (ai,j ) be an n-dimensional square array of random variables in A which are
strongly matricially free with respect to (ϕi,j ) and have distributions (μi,j ), where μi,i = μi for
any i and μi,j = νi for j = i. Then
(a) {a1, a2, . . . , an} is conditionally free with respect to (ϕ,ψ), where ψ is any state on A ex-
tending ϕ2|A , ϕ3|A , . . . , ϕn|A , ϕ1|A , where Ai = alg(Ai,1, . . . ,Ai,n) for any i,1 2 n−1 n
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+ i,j μi,j = (μ1, ν1)+ (μ2, ν2)+ · · ·+ (μn, νn),
where both sides are understood as distributions of A in the state ϕ.
Proof. It suffices to prove that variables of the form
a0i = ai −ψ(ai) =
∑
j
(
ai,j −ψ(ai,j )
)
satisfy the equation of c-freeness with respect to ϕ, namely
ϕ
(
a0i1a
0
i2
· · ·a0in
)= ϕ(a0i1)ϕ(a0i2) · · ·ϕ(a0in),
where i1 = i2 = · · · = in. The assumption on ψ gives
ϕ
(
a0i
)= ϕ(ai,i)−ψ(ai,i+1)
for any i since ϕ(ai,j ) = 0 whenever i = j , as well as ψ(ai,j ) = ϕi+1(ai,j ) = 0 unless j = i + 1,
by Proposition 2.1, where the sum i + 1 is understood modulo n. Here, we used the fact that ψ is
assumed to be an extension of ϕi+1|Ai for 1 i  n. Therefore, our variables can be decomposed
as
a0i = a′i + a′′i + bi,
where the first two terms belong to diagonal subalgebras, namely
a′i = ai,i − ϕ(ai,i)1i,i
for each i, and
a′′i =
(
ϕ(ai,i)−ψ(ai,i+1)
)
1i,i =
(
ϕ(ai)−ψ(ai)
)
1i,i ,
whereas the third one belongs to the sum of the off-diagonal ones, i.e.
bi =
∑
j =i
(
ai,j −ψ(ai,i+1)1i,j
)=∑
j =i
(
ai,j − ϕj (ai,j )1i,j
)
.
The last equation is crucial since this is the place where we use the assumption that the off-
diagonal distributions are row-identical, which implies that ϕj (ai,j ) = ϕi+1(ai,i+1) = ψ(ai,i+1)
for any i = j . Therefore, each bi is a sum of off-diagonal variables which are in the kernels of
the corresponding states. Now, using Proposition 2.1(2) again, we obtain
ϕ
(
a0i1a
0
i2
· · ·a0in
)= ϕ(a0i1a0i2 · · ·a′in)+ ϕ(a0i1a0i2 · · ·a′′in).
Next, we claim that
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(
a0i1a
0
i2
· · ·a′in
)= 0.
Namely, in view of Proposition 2.1(3), the diagonal variables can appear only as the last ones in
non-zero mixed moments of kernel form if neighbors belong to different algebras. This implies,
however, that
ϕ
(
a0i1a
0
i2
· · ·a′in
)= ϕ(bi1bi2 · · ·bin−1a′in)= 0
by strong matricial freeness. It remains to use property (a) of Definition 2.1 to write
ϕ
(
a0i1a
0
i2
· · ·a′′in
)= (ϕ(ain)−ψ(ain))ϕ(a0i1a0i2 · · ·a0in−1)
and use an inductive argument to finish the proof. 
The above theorem shows that the strongly matricially free convolution is not far from the
c-free convolution as along as we consider two-by-two arrays and understand the first one in
the most narrow sense, i.e. as the ‘commutative’ distribution of A in the state ϕ. However, if
we examine arbitrary arrays, or more ‘noncommutative’ distributions which involve all units of
I and not only the unit of A, then we can see that the strongly matricially free convolution
substantially generalizes and extends the c-free convolution. Whereas the generalization aspect
is already clear, the extension aspect will follow from the considerations of Section 6.
Arrays of other shapes can also be examined. Here, we shall give two more examples, both
related to the subordination property for the free additive convolution, s-free and orthogonal
convolutions. One should keep in mind that both convolutions are non-associative and therefore
one has to indicate (for instance, using parentheses) which n-fold composition is used.
Definition 3.2. Let {a1, a2, . . . , an} be a sequence of variables in a unital ∗-algebra A, equipped
with a sequence of states Φ = {ϕ0, ϕ1, . . . , ϕn−1}. We say that the sequence is s-free (orthogonal)
with respect to Φ if {ak, ak+1 +· · ·+an} is s-free (orthogonal) with respect to (ϕk−1, ϕk) for any
1 k  n− 1.
Theorem 3.3. Let (ai,j ) be an array which satisfies the assumptions of Theorem 3.1 and let
Φ = {ϕ,ϕ1, . . . , ϕn−1}.
(1) If the array is of the form
⎛
⎜⎜⎜⎜⎝
a1,1 a1,2 a1,3 . . . a1,n−1 a1,n
a2,1 0 a2,3 . . . a2,n−1 a2,n
0 a3,2 0 . . . a3,n−1 a3,n
. . .
. . . . .
0 0 0 . . . an,n−1 0
⎞
⎟⎟⎟⎟⎠ ,
then the sequence {a1, a2, . . . , an} is s-free with respect to Φ and the distribution of A in the
state ϕ is given by μ = μ1  (μ2  (· · ·μn−1  μn) · · ·).
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⎛
⎜⎜⎜⎜⎝
a1,1 0 0 . . . 0 0
a2,1 0 0 . . . 0 0
0 a3,2 0 . . . 0 0
. . .
. . . . .
0 0 0 . . . an,n−1 0
⎞
⎟⎟⎟⎟⎠ ,
then the sequence {a1, a2, . . . , an} is orthogonal with respect to Φ and the distribution of A
in the state ϕ is given by μ = μ1  (μ2  (· · ·μn−1  μn) · · ·).
Proof. Let us recall that the Hilbert space underlying the s-free convolution μ1  μ2 is the s-
free product of two Hilbert spaces with distinguished unit vectors, (H1, ξ1) and (H2, ξ2), which
is the Hilbert space direct sum
Cξ ©+ H01 ©+
(H02 ©× H01)©+ (H01 ©× H02 ©× H01)©+ · · ·
built from the cyclic vector ξ and alternating tensor products ending with H01. The family of such
products can be put in 1–1 correspondence with the set of alternating tuples of 1’s and 2’s ending
with 1, namely
{
(i1, i2, . . . , im): i1 = i2 = · · · = im = 1 and m ∈ N
}
.
Next, to each of these tuples we can assign the tuple of pairs ((i1, i2), (i2, i3), . . . , (im, im)).
Therefore, if we set Hi,j = Hi and ξi,j = ξi for any i, j , then the above direct sum becomes a
subspace of the strongly matricially free product ∗Si,j (Hi,j , ξi,j ) built from all matricial tensor
products which do not contain H02,2. This embedding of Hilbert spaces gives the embedding
of the s-free convolution in the strongly matricially free convolution. It suffices to take the
row-identically distributed two-by-two array (ai,j ) in which a2,2 = 0 to get μ1  μ2 as the
distribution of a1 + a2, where a1 = a1,1 + a1,2 and a2 = a2,1.
This procedure of forming alternating products is then iterated in order to produce the Hilbert
space direct sum which underlies the n-fold convolution μ1  (μ2  (· · ·μn−1  μn) · · ·). For
n = 3, we obtain the corresponding tuples of indices
1, (2)1,1(2)1, (32)1,1(32)1, (232)1, (2)1(2)1,1(232)1, (2)1(32)1, (32)1(2)1, . . . ,
where 1’s alternate with alternating tuples of 2’s and 3’s (these sequences are put in parentheses)
contributing to the computation of μ2  μ3. Observe that 1 will never follow 3 in any of the
resulting tuples. This implies that in the construction of a three-by-three array (ai,j ) of row-
identically distributed variables whose addition gives the distribution of μ1  (μ2  μ3), apart
from conditions a2,2 = a3,3 = 0 being the consequence of the fact that the tuples end with 1, we
must also have a3,1 = 0. If we iterate this procedure, we can see that the Hilbert space direct sum
underlying the n-fold s-free convolution includes Cξ and tensor products indexed by the set
{
(i1, i2, . . . , im): i1 = i2 = · · · = im = 1, ik−1 − ik  1 for any k > 1, and m ∈ N
}
,
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convolution. The case of the orthogonal convolution is similar and is left to the reader. 
4. Toeplitz operators
In order to study the addition of free random variables, Voiculescu used Toeplitz opera-
tors [22]. They turn out to be closely related to R-transforms and can be used to prove that they
are additive under free convolutions. A new proof of additivity was presented by Haagerup [7],
who used the adjoints of Toeplitz operators of the form
a = 1 + f
(
∗1
)
and b = 2 + g
(
∗2
)
, (4.1)
where 1, 2 are isometries on the full Fock space F(H), where H is a two-dimensional Hilbert
space with orthonormal basis {e1, e2}, given by tensoring on the left by e1 and e2, respectively,
and where f,g are polynomials. Using only Fock space techniques, he derived the addition
formula for the R-transforms.
We would like to generalize this approach to the case of strong matricial freeness in order to
find a suitable analog of the R-transform.
Definition 4.1. Let (i,j ) be the array of strongly matricially free creation operators on N and
let fi,j be a polynomial for any (i, j) ∈ J . Operators of the form
ai,j = i,j + fi,j
(
∗i,j
)
, (4.2)
where (i, j) ∈ J and the constant term of fi,j is the internal unit 1i,j multiplied by a complex
number, will be called strongly matricially free Toeplitz operators.
These operators are similar to free Toeplitz operators used by Voiculescu and Haagerup. We
will need the distributions of these operators in the states (ϕi,j ) defined by the array of unit
vectors (Ωi,j ), where
Ωi,j =
{
Ω if i = j,
ej,j if i = j, (4.3)
which replace the single vacuum vector that suffices in the free case. It is easy to see that the
restriction of ai,j to the closed subspace of N spanned by the set of vectors
Li,j =
{
mi,jΩi,j : m 0
} (4.4)
has the Toeplitz form for any (i, j) ∈ J . Moreover, in the case of row-identically distributed
square arrays, these operators are closely related to those in free probability since the sum of those
lying in the j -th row give a decomposition of the j -th free Toeplitz operator (see Introduction).
Proposition 4.1. The R-transform of the distribution μi,j of the operator ai,j in the state ϕi,j is
given by
Ri,j (z) = fi,j
(
α2i,j z
)
, (4.5)
where (i, j) ∈ J and the constant term of fi,j is a complex number.
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(i, j) ∈ J , take the vector
ρi,j (z) = (1 − zi,j )−1Ωi,j = Ωi,j +
∞∑
n=1
znαni,j e
©×n
i,j
©× Ωi,j ,
where we set e©× nj,j ©× Ω ≡ e©× nj,j for any j and assume that |z| < α−1i,j in order to get a convergent
series. Then
i,j ρi,j (z) = 1
z
(
ρi,j (z)−Ωi,j
)
,
for 0 < |z| < α−1i,j . Moreover, since ∗i,jΩi,j = 0 and
∗i,j
(
e
©×n
i,j
©× Ωi,j
)= αi,j (e©× (n−1)i,j ©× Ωi,j ),
we can see that
∗i,j ρi,j (z) = zα2i,j ρi,j (z),
and thus
ai,j ρi,j (z) = 1
z
(
ρi,j (z)−Ωi,j
)+ fi,j (α2i,j z)ρi,j (z),
which leads to the equation
(
1
z
+ fi,j
(
α2i,j z
)− ai,j
)
ρi,j (z) = 1
z
Ωi,j .
Now, if |z| is sufficiently small and positive, the operator on the left-hand side is invertible, which
gives
Gi,j
(
1
z
+ fi,j
(
α2i,j z
))= z,
where Gi,j denotes the Cauchy transform of the distribution of ai,j in the state ϕi,j , and that
implies that its R-transform has the desired form by the uniqueness of the R-transform. 
It should be noted that in the study of distributions of the strongly matricially free convolution
in the state ϕ it suffices to use strongly matricially free Toeplitz operators (ai,j ) and their sum A
since, in view of Proposition 2.2, the array (ai,j ) is strongly matricially free with respect to
(ϕi,j ) and this implies [12, Propositions 2.2–2.3] that the mixed moments of these variables are
uniquely determined by the marginal distributions and thus by the corresponding R-transforms
(Ri,j ). Therefore, if we start with an arbitrary array of strongly matricially free random variables
and the same distributions as those of (ai,j ), then we obtain the same mixed moments. Hence,
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R-transforms.
It can also be justified that in this study one can use polynomials as R-transforms instead of
infinite series
Ri,j (z) =
∞∑
k=1
ri,j (k)z
k−1, (4.6)
for any (i, j) ∈ J . This is because any mixed moment of order m of the sum of arbitrary strongly
matricially free random variables can be expressed in terms of a finite number of coefficients
ri,j (n) for 1 nm.
These results give us a hint that one might be able to use strongly matricially free Toeplitz
operators to obtain an analog of the R-transform. Following Haagerup’s approach [7], we shall
first define suitable vectors of geometric series type and then act on these vectors with Toeplitz
operators.
Let (i,j ) be the array of strongly matricially free creation operators living in the strongly
matricially free Fock space N and let
L =
∑
i,j
i,j (4.7)
be the corresponding sum of creation operators. Consider the vector
ω(z) = (1 − zL)−1Ω = Ω + z
∑
j
αj,j ej,j + z2
∑
i,j
αi,j αj,j ei,j ©× ej,j + · · · , (4.8)
where z is a complex number such that |z| < (∑i,j αi,j )−1, which ensures convergence of the
associated series, and it is understood that diagonal vectors cannot be followed by off-diagonal
ones.
Lemma 4.1. The sum A =∑i,j ai,j of strongly matricially free Toeplitz operators satisfies the
equation
Aω(z) = 1
z
(
ω(z)−Ω)+∑
i,j
fi,j
(
α2i,j z
)
1i,jω(z), (4.9)
where ω(z) = (1 − zL)−1Ω and 0 < |z| < (∑i,j αi,j )−1.
Proof. Clearly, as in the free case, we have
Lω(z) = 1
z
(
ω(z)−Ω).
Moreover, the action of the annihilation operators onto ω(z) gives
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∞∑
n=1
zn−1Ln−1Ω
= z∗i,j i,j
∞∑
n=0
znLnΩ
= α2i,j z1i,jω(z)
for any (i, j) ∈ J , where we used the relations
∗i,j k,m = δi,kδj,mα2i,j1i,j
(see (2.12)). Since ∗i,j commutes with 1i,j , we obtain
fi,j
(
∗i,j
)
ω(z) = fi,j
(
α2i,j z
)
1i,jω(z)
for any (i, j) ∈ J , which completes the proof. 
Lemma 4.2. Let ϕ be the state associated with the vacuum vector Ω of N . Then there exists 
such that
z = ϕ
((
1
z
+
∑
i,j
Ri,j (z)1i,j −A
)−1)
(4.10)
whenever 0 < |z| < .
Proof. Rewriting the result of Lemma 4.1, we obtain
(
1
z
+
∑
i,j
fi,j
(
α2i,j z
)
1i,j −A
)
ω(z) = 1
z
Ω.
For small and positive |z|, the operator on the LHS is invertible and then
zω(z) =
(
1
z
+
∑
i,j
fi,j
(
α2i,j z
)
1i,j −A
)−1
Ω,
which, with the use of 〈zω(z),Ω〉 = z and Proposition 4.1, finishes the proof. 
The above lemma indicates that a natural analog of the R-transform could have a more non-
commutative character. This is really the case and, as we argue in the next section, in order to
obtain the corresponding linearization formula, we need to use more noncommutative distribu-
tions of A than those studied in Section 3. The latter are then obtained by restriction to the algebra
of polynomials in A.
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In view of Lemma 4.2 and its similarity to the scalar-valued counterpart involving the scalar-
valued R-transform, we are ready to define an object called an ‘operatorial R-transform’. For
that purpose we shall use the notion of a distribution of A in the state ϕ similar to that in the
operator-valued free probability [23].
Let a be an element of a unital complex Banach algebra A with a unital closed subalgebra I
and let ϕ be a normalized linear functional on A. The algebra freely generated by I and an
indeterminate X will be denoted by I〈X〉. The linear functional μ : I〈X〉 → C defined by μ =
ϕ ◦ τ , where τ : I〈X〉 → A is the unique homomorphism such that τ(b) = b for b ∈ I and
τ(X) = a will be called the distribution of a ∈A in the state ϕ. Quantities of the form
ϕ(bn1abn2 · · ·bnm−1abnm), where bnk ∈ I for 1 k m and m ∈ N, (5.1)
will be called the I-moments of a. The collection of such moments with b1 = b2 = · · · = bn = b
and arbitrary n, plays the role of the b-distribution of a in the state ϕ. Note that we do not
assume, as in the operator-valued free probability [23], where ϕ is a conditional expectation, that
ϕ(b) = b for any b ∈ I .
It is clear that if b ∈ I is invertible and ‖b−1‖ < ‖a‖−1 then the inverse of b − a exists and
takes the form of a series
(b − a)−1 =
∞∑
m=0
b−1
(
ab−1
)m (5.2)
which converges in the norm topology. This leads to the operatorial analog of the Cauchy trans-
form of the form
Ga(b) =
∞∑
m=0
ϕ
(
b−1
(
ab−1
)m)
, (5.3)
due to continuity of ϕ, which plays the role of the Cauchy transform of the b-distribution of A
in the state ϕ. If A is a C∗-algebra, continuity follows from the fact that ϕ is a state. Clearly, in
this case b, b−1 and a become bounded operators on some Hilbert space H.
Definition 5.1. Under the above assumptions, let μ denote the distribution of a ∈A in the state ϕ.
If there exists an I-valued power series of the form
Ra(z) =
∞∑
m=1
cmz
m−1, (5.4)
where cm ∈ I for all m ∈ N and z ∈ C, which is convergent in the norm topology for sufficiently
small |z|, and for which it holds that
Ga
(
1 +Ra(z)
)
= z (5.5)
z
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distribution μ.
Remark 5.1. Let A be the C∗-subalgebra generated by the Toeplitz operator ai,j and the unit 1i,j
and let I = C[1i,j ], where the pair (i, j) ∈ J is fixed. Then
Gai,j
(
1
z
+Rai,j (z)
)
= z
for small and positive |z|, where Rai,j (z) = Ri,j (z)1i,j and Ri,j is given by Proposition 4.1, thus
Rai,j becomes an operatorial R-transform of the distribution of ai,j in the state ϕi,j .
On the level of formal power (Laurent) series, invertibility of the argument of the Cauchy
transform of the form (5.5) is shown as in the case of scalar-valued arguments. Moreover, if
zRa(z) is a contraction, the inverse converges in the norm topology. These facts are elementary
and we present them without a proof.
Proposition 5.1. Formal power series C(z) =∑∞m=0 cmzm−1 and B(z) =∑∞m=0 bmzm+1, where
cm, bm ∈ I for any n and c0 = b0 = 1, are multiplicative inverses if and only if
bm =
m∑
p=1
(−1)p
∑
n1+···+np=m
cn1 · · · cnp , (5.6)
cm =
m∑
p=1
(−1)p
∑
n1+···+np=m
bn1 · · ·bnp (5.7)
where m,n1, . . . , np ∈ N. If ‖zC(z)− 1‖ < 1, then the power series B(z) converges in the norm
topology. If ‖B(z)− z‖ < 1, then the series C(z) converges in the norm topology.
Note that if Ra is an operatorial R-transform associated with Ga , then the operatorial argument
of Ga is of the form
Ca(z) = 1
z
+Ra(z) (5.8)
and plays the role analogous to that of the right composition inverse of the Cauchy transform.
However, since Ra is operator-valued, it is not unique.
Definition 5.2. Let A ∈ A be the sum of random variables (ai,j ) in a unital complex C∗-
algebra A which are strongly matricially free with respect to (ϕi,j ) and let I be its unital
C∗-subalgebra generated by the internal units. If an I-valued operatorial R-transform RA of
the distribution of A in the state ϕ takes the form
RA(z) =
∑
Ri,j (z), (5.9)
i,j
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state ϕi,j , it will be called a matricial R-transform of the distribution of A in the state ϕ.
If RA is a matricial R-transform, then the multiplicative inverse of CA can be expressed in
terms of the R-transforms of certain free convolutions of (μi,j ), with orthogonal projections
(pi,j ) of Proposition 2.2 being the coefficients. For this purpose, let us introduce notations for
the n-fold free convolution along the main diagonal,
σ0,0 = μ1,1 + μ2,2 + · · ·+ μn,n, (5.10)
the n-fold free convolutions along the columns of the array,
σj,j = μ1,j + μ2,j + · · ·+ μn,j (5.11)
for any j , as well as their modifications, in which μj,j is replaced by μj,k , namely
σj,k = μ1,j + · · ·+ μj−1,j + μj,k + μj+1,j + · · ·+ μn,j , (5.12)
where 1  k  n. These convolutions will be used below for the case when (ai,j ) is an array
of strongly matricially free Toeplitz operators with distributions (μi,j ), but the result is more
general.
Proposition 5.2. If (ai,j ) is the array of Toeplitz operators (4.2) with distributions (μi,j ) in the
states (ϕi,j ), respectively, and RA is the corresponding matricial R-transform, then the multi-
plicative inverse of CA(z) takes the form
BA(z) =
∑
(i,j)∈J0
(
z
1 + zQi,j (z)
)
pi,j , (5.13)
where |z| is sufficiently small and positive, (Qi,j ) is the array of R-transforms of (σi,j ), and
J0 = J ∪ {(0,0)}.
Proof. We shall present the proof for square arrays since formulas for other arrays are easily
obtained by setting appropriate R-transforms from among (Ri,j ) to be zero. We use relations
(2.7) to write CA(z) in the form
CA(z) = 1
z
+
n∑
j=1
Rj,j (z)1j,j +
n∑
i,j=1
i =j
Ri,j (z)1i,j
= 1
z
+
n∑
j=1
Rj,j (p0,0 + pj,j )+
n∑
i,j=1
i =j
Ri,j (z)
(
pi,j +
n∑
k=1
pj,k
)
=
∑ (1
z
+Qi,j (z)
)
pi,j ,(i,j)∈J0
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Q0,0(z) =
n∑
j=1
Rj,j (z), Qj,j (z) =
n∑
i=1
Ri,j (z), Qi,j (z) = Ri,j (z)+
n∑
k=1
k =i
Rk,i(z)
for any i = j . By additivity of the R-transform, it is the array of R-transforms of σ0,0 and of the
array (σi,j ). This allows us to write the explicit form of the multiplicative inverse of CA(z) ∈
B(N ), namely
BA(z) =
∑
(i,j)∈J0
(
z
1 + zQi,j (z)
)
pi,j ,
which converges in the norm topology for sufficiently small and positive |z| since each Qi,j is
analytic in some neighborhood of zero, as claimed. 
Example 5.1. In the case of two-dimensional square arrays we can also use the decomposi-
tion (2.9), which leads to a decomposition consisting of four terms, namely
BA(z) =
∑
i,j
(
z
1 + zUi,j (z)
)
qi,j ,
where (Ui,j ) is the array of R-transforms of free convolutions of the form
(
μ1 + μ2 ν1 + μ2
μ1 + ν2 ν1 + ν2
)
,
with μ1,1 = μ1, μ1,2 = ν1, μ2,1 = ν2, μ2,2 = ν2, using the μ,ν-notation, common in the case of
c-free convolutions.
Example 5.2. In the case of n-dimensional square arrays, if we suppose that all off-diagonal
distributions are row-identical, which corresponds to the n-fold c-free convolution, the formula
derived in the proof of Proposition 5.2 gives
RA(z) = Rμ1+μ2+···+μn(z)p0,0 +Rν1+ν2+···+νn(z)
∑
i =j
pi,j
+
n∑
j=1
Rμj+ν∨j (z)pj,j ,
where μj = μj,j for any j and νj = μj,k for any j = k, and where we use the notation ν∨j =
ν1 + · · ·+ νj−1 + νj+1 + · · ·+ νn for any j .
Remark 5.2. It is not hard to show that Proposition 5.2 can be generalized to the case when (ai,j )
is an arbitrary array of strongly matricially free variables from a unital complex C∗-algebra A. In
that case, the projections (pi,j ) or (qi,j ) are to be understood as suitable elements of I expressed
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Lemma 5.1. An I-valued power series R(z) =∑∞k=1 ckzk−1 converging in the norm topology
in a neighborhood of zero is an operatorial R-transform of the distribution of A in the state ϕ if
and only if
m∑
k=1
∑
n1+···+nk=m−k
ϕ(bn1Abn2 · · ·bnk−1Abnk ) = 0 (5.14)
for all m 2, where we assume that n1, . . . , nk are non-negative integers and where the series
B(z) =∑∞k=0 bkzk+1 is the multiplicative inverse of C(z) = 1/z +R(z).
Proof. In Eq. (5.3), we substitute the explicit form for the inverse of b = C(z) given by the series
B(z) of Proposition 5.1. Note that if |z| is small, then the condition ‖zC(z)− 1‖ = ‖zR(z)‖ < 1
is satisfied. Moreover, if |z| is sufficiently small, the norm of B(z) can be made smaller than
‖A‖−1, which gives absolute convergence of the series (5.3) in some neighborhood of zero. By
continuity of ϕ, this leads to the identity
z =
∞∑
n1=0
ϕ(bn1)z
n1+1 +
∞∑
n1,n2=0
ϕ(bn1Abn2)z
n1+n2+2
+
∞∑
n1,n2,n3=0
ϕ(bn1Abn2Abn3)z
n1+n2+n3+3 + · · ·
=
∞∑
m=1
m∑
k=1
∑
n1+···+nk=m−k
ϕ(bn1Abn2 · · ·bnk−1Abnk )zm
for small |z|, which gives necessary and sufficient conditions for R(z) to be an operatorial R-
transform of the distribution of A in the state ϕ, namely
m∑
k=1
∑
n1+···+nk=m−k
ϕ(bn1Abn2 · · ·bnk−1Abnk ) = 0
for all natural m 2, where we assume that the summation indices n1, . . . , np are non-negative
integers, which completes the proof. 
Remark 5.3. It is easy to see that (5.14) is a recursion since it is equivalent to
ϕ(bm−1) = −
m∑
k=2
∑
n1+···+nk=m−k
ϕ(bn1Abn2 · · ·bnk−1Abnk )
for m 2 and b0 = 1, and it is clear that it always has a solution. The conditions for the first few
coefficients bm take the form
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ϕ(b2) = −ϕ(Ab1)− ϕ(b1A)− ϕ
(
A2
)
,
ϕ(b3) = −ϕ(Ab2)− ϕ(b1Ab1)− ϕ(b2A)− ϕ
(
A2b1
)− ϕ(b1A2)− ϕ(Ab1A)− ϕ(A3),
etc., with b0 = 1. In the scalar-valued case, we obtain a unique solution for all coefficients bm
which are expressed in terms of ϕ-moments of A. In the operator-valued case, conjugate states
will be used to address the uniqueness problem in Section 6.
We are ready to state and prove the main result of this paper, the addition formula for the
matricial R-transform, which can also be viewed as the matricial linearization property of the
R-transform.
Theorem 5.1. If (ai,j ) is an array of random variables from a unital complex C∗-algebra A
which is strongly matricially free with respect to (ϕi,j ) and (Ri,j ) is the corresponding array of
R-transforms, then
RA(z) =
∑
i,j
Ri,j (z), (5.15)
where A =∑i,j ai,j and Ri,j (z) = Ri,j (z)1i,j for any (i, j) ∈ J , with sufficiently small |z|, is
an operatorial R-transform of the distribution of A in the state ϕ.
Proof. If (ai,j ) is the array of Toeplitz operators, the assertion is a consequence of Lemma 4.2. It
remains to be shown that the case of arbitrary arrays (ai,j ) reduces to that of Toeplitz operators.
Suppose (ai,j ) is an array of elements of a C∗-algebra A which is strongly matricially free under
(ϕi,j ), with (1i,j ) being the associated array of internal units, and let (Ri,j ) be the array of R-
transforms of the corresponding distributions. Let Ri,j be analytic for |z| < i,j , where (i, j) ∈ J
and each i,j is a positive number. Then the series
RA(z) =
∑
i,j
Ri,j (z)1i,j =
∞∑
n=1
(∑
i,j
ri,j (n)1i,j
)
zn−1
converges in the norm topology to an element of I for |z| < , where  = mini,j i,j . For each
natural p, consider its truncation
RA(p)(z) =
∑
i,j
R(p)i,j (z),
where
R(p)i,j (z) = R(p)i,j (z)1i,j and R(p)i,j (z) =
p∑
n=1
ri,j (n)z
n−1
for any (i, j) ∈ J and |z| < , and where A(p) =∑i,j a(p)i,j is the sum of strongly matricially free
Toeplitz operators with R-transforms (R(p)), respectively. By Lemma 4.2, we havei,j
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(
1
z
+RA(p)(z)
)
= z
for any p and 0 < |z| < δ   and some δ. Therefore, by Lemma 5.1,
m∑
k=1
∑
n1+···+nk=m−k
ϕ
(
b
(p)
n1 A
(p)b
(p)
n2 · · ·b(p)nk−1A(p)b(p)nk
)= 0
for all m  2, with b(p)0 = 1. Now, by Proposition 5.2, b(p)n ’s are the coefficients of the power
series
B(p)(z) =
∑
(i,j)∈J0
(
z
1 + zQ(p)i,j (z)
)
pi,j
where Q(p)i,j is the truncation of Qi,j to the polynomial of order p − 1 and (pi,j ) is the array of
projections of Section 2. On the other hand, bn’s are the coefficients of the power series
B(z) =
∑
(i,j)∈J0
(
z
1 + zQi,j (z)
)
pi,j ,
where, by abuse of notation, we use the same symbols for (pi,j ), which are now the projections
from I expressed in terms of (1i,j ) by the same equations as in the Fock-space case (2.8). It
can be seen from Proposition 5.1, or directly from the above formulas, that b(p)n = bn whenever
0 n p. Moreover, similar arguments as those concerning the moments of A in the state ϕ can
be used for the alternating mixed moments of A (since bn’s and b(p)n ’s are linear combinations of
internal units) to conclude that
ϕ
(
b
(p)
n1 A
(p)b
(p)
n2 · · ·b(p)nk−1A(p)b(p)nk
)= ϕ(bn1Abn2 · · ·bnk−1Abnk )
whenever n1 + · · · + nk + k − 1  p. In this fashion, condition (5.14) for any given m can
be shown to be satisfied by taking sufficiently large p. This implies that the series RA is an
operatorial R-transform associated with GA, which completes the proof. 
Let us give the explicit form of the matricial R-transforms of the special convolutions distin-
guished in Theorem 3.1.
(1) If the array is square and row-identically distributed, then the matricial R-transform associ-
ated with GA takes the form
RA(z) =
n∑
i=1
Rμi (z)1A
due to unit decompositions (1.8) and can be identified with the scalar-valued R-transform of
μ1 + μ2 + · · ·+ μn.
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RA(z) =
n∑
i=1
Rμi (z)1i,i ,
which linearizes the extended boolean convolution μ1,1 unionmultiμ2,2 unionmulti · · · unionmultiμn,n.
(3) If the array is lower-triangular and row-identically distributed, then the matricial R-transform
associated with GA takes the form
RA(z) =
n∑
i=1
Rμi (z)1i ,
where 1i = 1i,1 + 1i,2 + · · · + 1i,i , which linearizes the extended monotone convolution
μ1  μ2  · · · μn.
Without any further assumptions, the matricial R-transform in the state ϕ is not unique. In
most cases this fact is easy to see since the R-transform of A, say RA, always exists and the
corresponding scalar-valued B(z) satisfies conditions (5.14), but it is usually different than RA
given by (5.15). However, if the array is square and distributions are row-identical, then RA
agrees with RA since
∑
j 1i,j = 1A for any i (then, to show non-uniqueness, one needs to find
another example).
6. Uniqueness
Let us investigate the uniqueness problem for the operatorial R-transform. For that purpose,
we shall study higher order states, including the conjugate states.
Anticipating that some essential work will have to be done for operators of Toeplitz type, we
first introduce vectors in the Fock space N which are similar to ω(z), but which are generated
by different unit vectors than the vacuum vector. Let
ζi,j =
{
ej,j if i = j,
ei,j ©× ej,j if i = j, (6.1)
provided the pairs (j, j) and (i, j) belong to J , respectively. Using the sum of creation opera-
tors L, we define vectors of the form
ωi,j (z) = (1 − zL)−1ζi,j (6.2)
for any (i, j) ∈ J , where |z| is sufficiently small to ensure convergence.
More explicitly,
ωi,j (z) = ζi,j + z
∑
k
αk,i(ek,i ©× ζi,j )+ z2
∑
l,k
αl,kαk,i(el,k ©× ek,i ©× ζi,j )+ · · · (6.3)
for any (i, j) ∈ J and sufficiently small |z|, where we understand that the summations run over
those indices which produce some pairs of indices from J and that diagonal vectors cannot be
followed by off-diagonal ones.
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tors ζi,j . These results remind those of Section 4 for the vacuum state ϕ, but there are some
important differences. It is also worth to remark that instead of ζi,j we could also use higher
order simple tensors of type ei,j ©× w, where w is of order greater than one. However, then we
would obtain conditions which are equivalent to the uniqueness conditions given below.
Proposition 6.1. Let f be a polynomial and let the constant term of f (∗i,j ) be a constant multi-
plied by 1i,j for any (i, j) ∈ J . Then
f
(
∗i,j
)
ωi,j (z) = f
(
α2i,j z
)
1i,jωi,j (z)+ αi,jDf
(
α2i,j z
)
Ωi,j (6.4)
for any (i, j) ∈ J , where Ωi,j ’s are given by (4.3) and where Df (z) = f (z)/z, with f (z) =
f (z)− f (0). Moreover,
f
(
∗k,l
)
ωi,j (z) = fk,l
(
α2k,lz
)
1k,lωi,j (z) (6.5)
whenever (i, j) = (k, l) and both pairs belong to J .
Proof. The proof is similar to that of Lemma 4.1. Thus,
∗i,jωi,j (z) = ∗i,j ζi,j + z∗i,j i,j
(
1 + zL+ z2L2 + · · ·)ζi,j
= αi,jΩi,j + zα2i,j1i,jωi,j (z)
whenever (i, j) ∈ J , which leads to the recursion
(
∗i,j
)n
ωi,j (z) = αi,j
(
zα2i,j
)n−1
Ωi,j +
(
zα2i,j
)n1i,jωi,j (z)
for any natural n since ∗i,j commutes with 1i,j . This, in turn, gives
f
(
∗i,j
)
ωi,j (z) = f
(
α2i,j z
)
1i,jωi,j (z)+ αi,jDf
(
α2i,j z
)
Ωi,j
for any j and any polynomial f , which proves (6.4). The proof of (6.5) is exactly the same as
that of Lemma 4.1. 
In the general situation of a C∗-algebra A with a commutative subalgebra I and a distin-
guished state ϕ, let bi,j ∈Ai,j ∩Kerϕi,j be such that ϕ(b∗j,j bj,j ) = 1 and ϕ(b∗i,j b∗j,j bj,j bi,j ) = 1
for any (i, j) ∈ J , and let ψi,j be the array of states defined as
ψi,j (a) =
{
ϕ(b∗j,j abj,j ) if i = j,
ϕ(b∗j,j b∗i,j abi,j bj,j ) if i = j,
(6.6)
where a ∈ A and (i, j) ∈ J . Of course, we can also express these states in terms of conjugate
states ϕj defined by the operators bj,j . In particular, the diagonal states ψj,j agree with the
conjugate states ϕj , respectively, whereas the off-diagonal states ψi,j can be viewed as conjugate
states of the states ϕj , or ‘conjugate states of the second order’, but we will also call them
conjugate states.
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namely
G(i,j)a (b) = ψi,j
(
(b − a)−1)= ∞∑
n=0
ψi,j
(
b−1
(
ab−1
)n)
, (6.7)
whenever (i, j) ∈ J and b ∈ I is invertible with ‖b−1‖ < ‖a‖−1. In particular, we would like to
study the case when a is of the form
Ai,j := Pi,jAPi,j , where (i, j) ∈ J, (6.8)
and A =∑i,j ai,j , with (Pi,j ) being the array of projections given by
Pi,j =
{1A −∏k 1k,k if i = j,
1A − 1j,j if i = j. (6.9)
Since these projections belong to I , the operators Ai,j belong to A for any (i, j) ∈ J . A more
intuitive understanding of these notions can be acquired in the Fock-space context, to which we
return below.
Example 6.1. If A= B(N ), we have bi,j = α−1i,j i,j and the states ψi,j take the form
ψi,j (a) = 〈aζi,j , ζi,j 〉
for any (i, j) ∈ J and a ∈A. In this case, each diagonal projection Pj,j = 1A −p0,0 is the canon-
ical projection onto the orthogonal complement of CΩ and each off-diagonal projection Pi,j is
the canonical projection onto the orthogonal complement of F(Cej,j ), respectively. Moreover,
the closed linear subspace Vi,j of N spanned by the set
Pi,j =
{
Lnζi,j : n 0
}
is invariant under the action of Ai,j , where (i, j) ∈ J . This fact means that the restriction of Ai,j
to Vi,j is well defined. In Section 8, we will study the combinatorics related to these restrictions.
The corresponding moments of Ai,j in the state ψi,j are computed by action within the space
Vi,j and can be treated as ‘subordinate’ to the pair (i, j).
Lemma 6.1. Let A be the sum of strongly matricially free Toeplitz operators in N with the
matricial R-transform RA given by (5.15). Then
Gi,j
(
1
z
+RA(z)
)
= z (6.10)
whenever (i, j) ∈ J , for sufficiently small |z| > 0, where Gi,j is a short-hand notation for G(i,j).Ai,j
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Aωi,j (z) = 1
z
(
ωi,j (z)− ζi,j
)+RA(z)ωi,j (z)+ αi,jDfi,j (α2i,j z)Ωi,j
for any (i, j) ∈ J . This equation is very similar to (4.9), except for the term involving the differ-
ence quotient. However, the projection Pi,j maps the vector Ωi,j onto zero and thus
Ai,jωi,j (z) = 1
z
(
ωi,j (z)− ζi,j
)+RA(z)ωi,j (z).
This leads to the equation
zωi,j (z) =
(
1
z
+RA(z)−Ai,j
)−1
ζi,j
for small |z| > 0, as in the proof of Lemma 4.2, which proves (6.10) since 〈ωi,j (z), ζi,j 〉 = 1. 
It is not hard to see that a result similar to Lemma 5.1 can be established for conjugate
states ψi,j , which is stated below. Note that we can use the same C(z) and its multiplicative
inverse B(z) in computations involving moments of A in the state ϕ as well as in its conjugate
states ψi,j .
Lemma 6.2. An I-valued power series R(z) =∑∞n=1 cnzn−1 converging in the norm topology
in a neighborhood of zero satisfies Eq. (6.10) if and only if
m∑
k=1
∑
n1+···+nk=m−k
ψi,j (bn1Ai,j bn2 · · ·bnk−1Ai,j bnk ) = 0 (6.11)
for all m  2, where we assume that n1, . . . , nk are non-negative integers and where B(z) =∑∞
n=0 bnzn+1 is the multiplicative inverse of C(z) = 1/z +R(z).
Proof. The proof is similar to that of Lemma 5.1. 
Theorem 6.1. Under the assumptions of Theorem 5.1, the series of the form
RA(z) =
∑
i,j
Ri,j (z) (6.12)
is an operatorial R-transform of the distribution of Ai,j in the state ψi,j for any (i, j) ∈ J .
Proof. Lemma 6.2 enables us to carry out the same approximation procedure for arbitrary arrays
of strongly matricially free random variables in terms of operators of Toeplitz type as in the proof
of Theorem 5.1, which leads us to the desired conclusion. 
It turns out that if we require an operatorial R-transform to satisfy (5.14) for the state ϕ and
(6.11) for all states ψi,j , then it is unique, and therefore it must be the matricial R-transform. In
R. Lenczewski / Journal of Functional Analysis 262 (2012) 1802–1844 1831particular, in the Fock-space framework, these are the states defined by Ω and the array (Ωi,j ).
Note that there is no need to study conjugate states of orders higher than two. On the Fock-space
level (or, on the level of Hilbert space representations), the reason is that the action of strongly
matricially free operators depends only on the type of the first vector in any simple tensor which
defines a state.
Theorem 6.2. Let Ti,j (z) = Ti,j (z)1i,j for any (i, j) ∈ J , where each Ti,j (z) is a power series
converging in some neighborhood of zero. Then there exists a unique series
RA(z) =
∑
i,j
Ti,j (z) (6.13)
which is an operatorial R-transform of the distribution of A in the state ϕ and of the distribution
of Ai,j in the conjugate state ψi,j for any (i, j) ∈ J .
Proof. Existence of an operatorial R-transform of this form is established by Theorem 6.1. Con-
ditions (5.14) and (6.11) uniquely determine ϕ(bm) and ψi,j (bm) for all m’s and all (i, j) ∈ J
since they are simple recursions, with the use of
ϕ(pi,j ) = δi,0δj,0 and ψk,l(pi,j ) = δi,kδj,l
for any (i, j), (k, l) ∈ J . In the case of ϕ, we showed in Remark 5.3 how to solve the recursion,
but the remaining recursions are treated in a similar manner. This uniquely determines BA(z) and
its multiplicative inverse CA(z), and thus the orthogonal decomposition of RA(z), namely
RA(z) =Q0,0(z)+
∑
i,j
Qi,j (z),
where Qi,j (z) = Qi,j (z)pi,j for any (i, j) ∈ J ∪ {(0,0)}, with Qi,j ’s being I-valued power
series derived in the proof of Proposition 5.2, and where we identify pi,j ’s with elements of I
given by (2.8). This completes the proof of uniqueness. 
Remark 6.1. It should be remarked in this context that the set of units is in most cases linearly
dependent due to relation (2.6). However, when we speak of uniqueness of RA, we do not mean
the uniqueness of its unital decomposition (5.15), but the uniqueness of the I-valued power series
RA which satisfies conditions of type (5.5) and (6.10). Let us also remark that in the case of two-
dimensional square arrays, or even some non-square arrays of higher dimensions, the number
of states needed to prove uniqueness may be smaller than n2 + 1. In particular, in the case of
two-dimensional square arrays, it suffices to use the state ϕ and two conjugate states ϕ1 and ϕ2.
The proof of this fact (with the use of Proposition 2.4) is left to the reader.
We close this section with a discussion of a slightly different form of uniqueness conditions.
These arise from equations for Cauchy transforms of A in the states ψi,j . As we have already
seen in the proof of Lemma 6.1, these equations must differ from those for their truncations since
we have the additional term with the difference quotient. Let us investigate this situation.
For that purpose, we shall need transforms of related distributions in the array of states (ϕi,j )
given by (3.2) of the form
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(
b∗i,j (b − a)−1
) (6.14)
for any (i, j) ∈ J , where b ∈ I is invertible with norm ‖b−1‖ < ‖a‖−1. The expression on the
right-hand side should be understood as a suitable I-valued power series.
Corollary 6.1. Under the assumptions of Lemma 6.1, it holds that
G(i,j)A
(
1
z
+RA(z)
)
= z + α−1i,j Ri,j (z)K(i,j)A
(
1
z
+RA(z)
)
(6.15)
for small |z| > 0 and any (i, j) ∈ J , where RA is the matricial R-transform of A.
Proof. We return to the first formula in the proof of Lemma 6.1, which leads to the equation
(
1
z
+RA(z)−A
)
ωi,j (z) = 1
z
(
ζi,j − α−1i,j Ri,j (z)Ωi,j
)
and thus we obtain
zωi,j (z) =
(
1
z
+RA(z)−A
)−1(
ζi,j − α−1i,j Ri,j (z)Ωi,j
)
for small and positive |z|, which gives
G(i,j)A
(
1
z
+RA(z)
)
= z + α−1i,j Ri,j (z)K(i,j)A
(
1
z
+RA(z)
)
for any (i, j) ∈ J , which completes the proof. 
One can proceed with these conditions involving A in exactly the same fashion as we did
for its truncations to obtain the matricial R-transform as the only operatorial R-transform of the
distribution of A in the state ϕ which satisfies conditions (6.15) for any (i, j) ∈ J . Although these
conditions involve A itself and for that reason seem more natural, we have chosen to formulate
the uniqueness conditions in terms of its truncations since the equations that the latter satisfy are
simpler and have a natural interpretation in the language of subordinate Cauchy transforms in the
combinatorial approach (see Section 8). On the other hand, Corollary 6.1 goes in a new direction
which might be of importance in further investigations.
7. Cumulants
In this section we return to the study of the moments of the strongly matricially free convolu-
tion in the state ϕ, which can be identified with the collection of moments
{
ϕ
(
Am
)
: m 0
}
, (7.1)
in contrast to the I-moments of A given by (5.1). Our results on the matricial R-transform in-
dicate that there should exist a natural combinatorial approach which would allow us to express
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mind Theorem 3.2, this would also give an alternative approach to the c-free convolution [4] and
computations of its moments without using c-free cumulants.
If μ is the distribution of a random variable with moments {Mμ(m): m 0}, then
Mμ(m) =
∑
π={π1,...,πr }∈N Cm
rμ
(|π1|) · · · rμ(|πr |), (7.2)
where the numbers (rμ(n))n1 are the free cumulants of μ [19].
Let us apply free cumulants to the combinatorics of the strongly matricially free convolution
of (μi,j ). Let Fn(π) be the set of all mappings f ∈ B(π) → {1,2, . . . , n} called colorings of the
blocks B(π) of π , where n ∈ N. Then the pair (π,f ) plays the role of a colored partition with
blocks denoted by
B(π,f ) = {(π1, f ), (π2, f ), . . . , (πr , f )}, (7.3)
to which we shall assign free cumulants in a suitable ‘matricial’ way.
In the case of the free convolution, if we are given n distributions (μj )1jn whose free
cumulants of order k are given by (rj (k))1jn, then we can express the moments of μ = μ1 +
μ2 + · · ·+ μn as
Mμ(m) =
∑
(π,f )={(π1,f ),...,(πr ,f )}∈N Cm(n)
r(π1, f ) · · · r(πr , f ), (7.4)
where
r(πk, f ) = rj
(|πk|) whenever f (πk) = j, (7.5)
and where NCm(n) denotes the set of non-crossing partitions of the set {1,2, . . . ,m} which are
colored by the set {1,2, . . . , n}.
We would like to use a similar formalism to describe the strongly matricially free convolution.
In contrast to (7.5), where cumulants are assigned to blocks independently of other blocks, we
shall now make them depend on the colors of their outer blocks. For that purpose, instead of a
tuple of cumulants of order k, we shall consider an array of free cumulants (ri,j (k)) for each k,
where ri,j (k) is the free cumulant of order k of the distribution μi,j , where (i, j) ∈ J . Clearly,
this is in agreement with the matricial formalism on which our approach is based.
We assign cumulants to colored blocks of (π,f ) ∈ NCm(n) as follows. If the block (πk, f )
and all its outer blocks are colored by j , we assign to it the diagonal cumulant
r(πk, f ) = rj,j
(|πk|). (7.6)
On the other hand, if the block (πk, f ) is colored by i and it has an outer block colored by another
color, then we assign to (πk, f ) the off-diagonal cumulant
r(πk, f ) = ri,j
(|πk|), (7.7)
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where j is the color of the deepest outer block of πk which has that property (j = i). In the
case when some μi,j does not appear in the considered array (μi,j ), we set ri,j (k) = 0 for any k
(one can also formally set μi,j = δ0, which makes all cumulants vanish). Note that we do not
require this outer block to be the nearest outer block of πk as in [12,13], where the combinatorics
is slightly simpler since it is based on Gaussian operators, but we do require it to be its nearest
outer block which is differently colored. The examples of Fig. 1 (especially the last one) show
this feature in more detail.
Therefore, if πk is a block colored by j and all its outer blocks are colored by j , we assign to
it the pair (j, j). If πk is colored by i and it has outer blocks which are differently colored, then
we assign to it the pair (i, j), where j is the color of the deepest blocks among those. We will
then say that πk is labelled by (j, j) or (i, j), respectively. The labelling (i, j) induced by the
coloring will be called J -admissible if (i, j) ∈ J .
In order to eliminate labellings which are not J -admissible from our formulas, we will denote
by NCm(n,J ) the subset of NCm(n) consisting of those partitions which induce J -admissible
labellings. For instance, if (1,2) /∈ J , then all colored partitions in Fig. 1 but the first one are not
J -admissible.
Definition 7.1. Let μ be the distribution of A given by (3.1) and let (μi,j ) be the corresponding
array of distributions. By the partitioned colored cumulant corresponding to the colored partition
(π,f ) ∈NCm(n) we understand the product
rμ[π,f ] = r(π1, f ) · · · r(πr , f ), (7.8)
where π = {π1,π2, . . . , πr} and free cumulants are assigned to its colored blocks according to
(7.6)–(7.7).
As we already remarked in Section 4, to compute the moments of + i,j μi,j it suffices to con-
sider Toeplitz operators. We use these operators to derive the moment-cumulant formula given
below. In contrast to the free or the c-free case, this formula is not the definition of cumulants
since it expresses the moments of the sum of random variables in terms of free cumulants asso-
ciated with marginal laws.
Lemma 7.1. If μ is the distribution of the sum A =∑i,j ai,j of strongly matricially free random
variables in the state ϕ and μi,j is the distribution of ai,j in the state ϕi,j , then
Mμ(m) =
∑
(π,f )∈N Cm(n,J )
rμ[π,f ], (7.9)
where the number rμ[π,f ] is the partitioned colored cumulant corresponding to (π,f ).
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operators of the form (4.2), where
fi,j
(
∗i,j
)= m∑
k=1
si,j (k)
(
∗i,j
)k−1
,
for some positive integer m, where we adopt the convention that (∗i,j )0 = 1i,j for any (i, j) ∈ J .
Clearly, we obtain
ϕ
(
Am
)= ∑
((i1,j1),...,(im,jm))∈m
ϕ(ai1,j1 · · ·aim,jm),
where m is the subset of Jm, for which there exist operators
bk ∈
{
ik,jk ,
(
∗ik,jk
)p−1; p  1}, 1 k m,
such that
ϕ(b1b2 · · ·bm) = 0. (7.10)
We claim that the set of tuples (b1, b2, . . . , bm) which satisfy these conditions is in 1–1 corre-
spondence with NCm(n,J ).
Namely, to each (π,f ) ∈ NCm(n,J ) we assign a unique tuple (b1, b2, . . . , bm) according to
the following rules:
(a) if k corresponds to the first leg of a p-block labelled by (i, j), we assign to it bk = (∗i,j )p−1,
(b) if k corresponds to any but the first leg of a p-block labelled by (i, j), we assign to it
bk = i,j ,
where by a p-block we understand a block consisting of p elements. We claim that in this case
(7.10) holds. In fact, if {k, . . . , k + p − 1} is a block for some k and p, we have
(bk, bk+1, . . . , bk+p−1) =
((
∗i,j
)p−1
, i,j , . . . , i,j
)
, (7.11)
where
(i, j) = (ik, jk) = · · · = (ik+p−1, jk+p−1). (7.12)
Using (2.12), we can see that the associated product produces a power of αi,j , which reduces
the computation of the given moment to a moment of order s < m and we can apply a similar
procedure to this reduced moment. The whole procedure finally gives a product of αi,j ’s and thus
(7.10) holds since αi,j = 0 for any (i, j) ∈ J by assumption.
Conversely, suppose that a product b1b2 · · ·bm of the considered type, with a non-vanishing
moment in the state ϕ, is given. We would like to find a unique (π,f ) ∈NCm(n,J ) associated to
this product according to the above rules. This will be done by induction with respect to m. First,
observe that if m = 1, then the non-vanishing moment must be of type ϕ(1j,j ), where (j, j) ∈ J
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by j with a J -admissible labelling (j, j). If m > 1 and bk = 1ik,jk for all 1  k  m, then we
must have ik = jk and (jk, jk) ∈ J for all k, which forces (π,f ) to consist of 1-blocks only (they
all have J -admissible labellings) and thus they must be colored by i1, i2, . . . , im, respectively.
If m > 1 and not all operators are units, there exists 1  k  m such that (7.11) and (7.12)
hold for some p  1 since otherwise either all bi ’s would be creation operators, or all annihilation
operators would be followed by other annihilation operators or ‘wrong’ creation operators, which
would make the moment vanish. From among tuples of operators of this type, it is convenient to
choose the one with largest k, which implies that bk+p−1 = bm or bk+p is a creation operator with
ik+p = j . Again, using the relation (2.12), we can see that such a product contributes a power
of αi,j . This reduces the moment to a non-vanishing moment of order s < m, to which there
corresponds a unique π ′ ∈NCs(n, J ) with a J -admissible labelling by the inductive assumption.
Now, there exists a unique π ∈ NCm(n,J ) obtained from π ′ by inserting the block {k, . . . , k +
p − 1} colored by i in between k − 1 and k + p. Of course, if k + p − 1 = m, this block is
separated from π ′ and we must have i = j since off-diagonal creation operators kill the vacuum,
which uniquely determines the J -admissible labelling of the considered block. Otherwise, the
inserted block is inner with respect to a block containing k + p and its J -admissible labelling
(i, j) is uniquely determined by the color of that block.
Recall that the contribution from the product of operators given in (7.11), to which we asso-
ciate a p-block, should be multiplied by the coefficient si,j (p), which gives the contribution
si,j (p)α
2(p−1)
i,j = ri,j (p)
from this block to the moment ϕ(ai1,j1ai2,j2 · · ·aim,jm). The product of these contributions gives
the product of the cumulants corresponding to all blocks of (π,f ). Therefore, the contribution
from the product of operators assigned to any (π,f ) ∈NCm(n,J ) is
r(π1, f ) · · · r(πr , f ),
which completes the proof of the combinatorial formula for the moments of A. 
Example 7.1. We assign partitioned colored cumulants to colored non-crossing partitions shown
in Fig. 1. For instance, we have r[π,f ] = r(π1, f )r(π2, f ), where π1 = {1,4} and π2 = {2,3}.
All free cumulants involved are of order 2, thus we can write ri,j instead of ri,j (2), which sim-
plifies the notation. If we collect all colorings for the considered partitions, we obtain the sums
of partitioned colored cumulants over all colorings:
r[π] = r1,1(r1,1 + r2,1)+ r2,2(r2,2 + r1,2),
r[χ] = r1,1(r1,1 + r2,1)2 + r2,2(r2,2 + r1,2)2,
r[ζ ] = r21,1
(
r1,1 + r2,1
)2 + r1,1r2,1(r1,2 + r2,1)2
+ r22,2
(
r2,2 + r1,2
)2 + r2,2r1,2(r1,2 + r2,1)2.
If we set r1,2 = r1,1 = r1 and r2,1 = r2,2 = r2 (row-identically distributed square array), we obtain
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r[χ] = r31 + 3r21 r2 + 3r1r22 + r32 ,
r[ζ ] = r41 + 4r31 r2 + 6r21 r22 + 4r1r32 + r42 ,
which is the contribution from partitions π , χ and ζ to the moments of μ1 + μ2. In turn, if we
set r2,1 = r2,2 = r2, r1,1 = r1 and r1,2 = 0 (row-identically distributed lower-triangular array),
we obtain
r[π] = r21 + r1r2 + r22 ,
r[χ] = r31 + 2r21 r2 + r1r22 + r32 ,
r[ζ ] = r41 + 2r31 r2 + r21 r22 + r1r32 + r42 ,
which gives the contribution from π , χ and ζ to the moments of μ1  μ2.
Example 7.2. The lowest order moments of A are expressed in terms of free cumulants of the
distributions μi,j as follows:
Mμ(1) = r1,1(1)+ r2,2(1),
Mμ(2) = r1,1(2)+ r2,2(2)+
(
r1,1(1)+ r2,2(1)
)2
,
Mμ(3) = r1,1(3)+ r2,2(3)+ 2
(
r1,1(2)+ r2,2(2)
)(
r1,1(1)+ r2,2(1)
)
+ r1,1(2)
(
r1,1(1)+ r2,1(1)
)+ r2,2(2)(r2,2(1)+ r1,2(1))
+ (r1,1(1)+ r2,2(1))3.
As in the case of moments of arbitrary orders, these moments agree with the moments of μ1 + μ2
if the array (ai,j ) is square and row-identically distributed. In this case, the moments of A can
be expressed in terms of free cumulants of μ1 + μ2. In turn, if that array is lower-triangular and
row-identically distributed, these moments agree with those of μ1  μ2. However, as already
Mμ(3) demonstrates, the partitioned colored cumulants which appear in our moment-cumulant
formula cannot be expressed in terms of free cumulants of free convolutions of distributions.
Roughly speaking, this effect shows how much the shape of the lower-triangular array affects the
additivity of the considered transforms.
8. Cauchy transforms
Continuing the considerations of Section 7, we shall study the Cauchy transforms of the ‘com-
mutative’ distribution of A in the state ϕ and express them in terms of R-transforms. One should
remember that these are Cauchy transforms with complex arguments rather than those with op-
eratorial arguments which provided the right framework for the linearization property of the
R-transform.
As a consequence of Proposition 4.1 and Lemma 7.1, the distribution of A in the state ϕ is
uniquely determined by the array of free cumulants of distributions (μi,j ). The way we defined
partitioned colored cumulants indicates that the moments of A under ϕ exhibit the property of
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‘diagonal subordination’, which is reflected by the fact that all covering blocks of non-crossing
partitions which appear in the formula for the moments of A in terms of free cumulants are
labelled by diagonal pairs (j, j), and all inner blocks have labellings which are ‘matricially
subordinate’ to their closest outer blocks.
More precisely, the first level (counting from the top) of each non-crossing partition (i.e. all
covering blocks, including singletons) is labelled by some (j, j), but all blocks which are inner
with respect to a given block πk labelled by (j, j) and which form nearest inner–outer pairs with
that block (thus, all blocks at the second level counting from the top) are ‘subordinate’ to πk
and the corresponding coloring in the sense that its labelling must be (i, j) for some i. A similar
‘subordination’ holds on the remaining levels. Therefore, it is natural to introduce a mapping
which assigns to each distribution μi,j the variable Ai,j associated with the array (μ∗i,j ) which
is ‘subordinate’ to μi,j (the top covering block is labelled by (i, j)).
Let us introduce the following useful notation. Let (η1,1, η2,2, . . . , ηn,n) be a tuple of distribu-
tions and let (νi,j ) be an n-dimensional array of distributions. If an array of distributions ν is of
the form
ν =
⎛
⎜⎜⎝
η1,1 ν1,2 . . . ν1,n
ν2,1 η2,2 . . . ν2,n
. .
. . . .
νn,1 νn,2 . . . ηn,n
⎞
⎟⎟⎠ , (8.1)
we shall use the notation
ν = diag(η1,1, η2,2, . . . , ηn,n)+ diagc(νi,j ), (8.2)
understanding that these distributions will be viewed as distributions of certain strongly matri-
cially free random variables, which justifies the notation.
Of special importance are arrays obtained from a given array (μi,j ) by replacing its diagonal
distributions by other distributions from the same array since the new arrays show how to com-
pute moments of ‘subordinate’ random variables, where the term ‘subordination’ reminds the
subordination used in the context of free random variables, but it is slightly more general.
Example 8.1. Fig. 2 exhibits the idea of ‘subordination’ in the matricial context on two examples
of non-crossing partitions. The covering blocks of these partitions are labelled by (j, j), and thus
we can assign to them distributions μj,j . In the first diagram, the block lying under the covering
block is labelled again by (j, j) and we assign to it μj,j . Its inner blocks are labelled by pairs
of type (i, j), where 1  i  n, so that the second index agrees with the color of their outer
block, which also includes the diagonal labelling (j, j). Therefore, we assign to these blocks the
distributions
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respectively. One can say that the moments m∗j,j (r) corresponding to the union of these (deepest)
blocks are subordinate to μj,j . In the computation of m∗i,j (r), the covering blocks can be labelled
by all these pairs (the effect is that the diagonal distributions are replaced by the j -th column).
The second diagram shows a different situation, when the block lying under the covering is
labelled by an off-diagonal pair (i, j) and we assign to it μi,j . Its inner blocks are labelled by
(i, j) or pairs of type (k, i), where k = i (the diagonal labelling of that depth is not possible
here since the outer block is off-diagonally labelled). Therefore, we assign to these blocks the
distributions
μ1,i , . . . ,μi−1,i ,μi,j ,μi+1,i , . . . ,μn,i ,
respectively, and they replace the diagonal distributions in the computation of moments m∗i,j (n).
Both diagrams show all possible labellings of the deepest blocks in the case of square arrays,
so they are by definition admissible. One can also use free products of graphs (especially in the
spirit of its decompositions [1]) to describe this subordination in more detail.
Definition 8.1. Let (μi,j ) be an array of distributions. By the subordinate arrays of distributions
we understand arrays of the form
μ∗j,j = diag(μ1,j ,μ2,j , . . . ,μn,j )+ diagc(μi,j ),
μ∗i,j = diag(μ1,i , . . . ,μi−1,i ,μi,j ,μi+1,i , . . . ,μn,i)+ diagc(μi,j ),
where i = j . The corresponding Cauchy transforms of the distributions of the sums of strongly
matricially free random variables will be called subordinate Cauchy transforms and will be de-
noted by (G∗i,j ), respectively.
Theorem 8.1. Under the assumptions of Lemma 7.1, the Cauchy transform of the distribution
of A in the state ϕ is given by
GA(z) = 1
z −∑j Rj,j (G∗j,j (z)) , (8.3)
where (G∗i,j ) is the associated array of subordinate Cauchy transforms.
Proof. The general combinatorics of the proof reminds that for conditional freeness. The most
important difference is that we use free cumulants instead of c-free cumulants. Let
MA(z) = z−1GA
(
z−1
)
be the moment generating function associated with the distribution of A in the state ϕ. Then, by
Lemma 7.1, we have
MA(z)− 1 =
∞∑
n=1
zn
∑
c
r[π,f ].
(π,f )∈N Cn
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MA(z)− 1 =
∑
j
Kj,j
(
z−1
)
zMA(z),
where
Kj,j
(
z−1
)= ∞∑
m=1
rj,j (m)
∞∑
n1,...,nm−1=0
(
zM∗j,j (z)
)n1 · · · (zM∗j,j (z))nm−1
for any 1 j  n, which leads to the equation
MA(z)− 1 =
∑
j
∞∑
m=1
rj,j (m)
∞∑
n1,...,nm=0
m∗j,j (n1) · · ·m∗j,j (nm−1)mA(nm)zn1+···+nm+m,
where m∗j,j (n1), . . . ,m∗j,j (nm−1) are ‘subordinate moments’ (each of these moments is a sum
of partitioned colored cumulants associated with the partitions of the subinterval lying between
the given leg and its left neighbor). Therefore, the coefficient standing by zn in this expression is
given by
cA(n) =
∑
j
n∑
m=1
∑
n1+···+nm=n−m
rj,j (m)m
∗
j,j (n1) · · ·m∗j,j (nm−1)mA(nm).
We need to compare this number with mA(n) expressed in terms of free cumulants:
mA(n) =
∑
(π,f )∈N Ccn
r[π,f ].
If we express each moment m∗j,j (nk) in the above formula for cA(n) in terms of free cumulants,
we can argue that we obtain the same expression as that for mA(n). In fact, it suffices to interpret
the product
rj,j (m)m
∗
j,j (n1) · · ·m∗j,j (nm−1)mA(nm)
as follows. The cumulant rj,j (m) is assigned to this block of some (π,f ) ∈NCcn which contains
1. This block is assumed to have m legs and to all of these legs but the first one we assign ‘sub-
ordinate’ moments m∗j,j (n1), . . . ,m∗j,j (nm−1). Here, numbers n1, . . . , nm−1 are cardinalities of
these subintervals. This part of the product corresponds to the first covering block and its inner
blocks. It remains to assign mA(nm) to the remaining covering blocks and its inner blocks which
has the same general form as mA(n) except that the cardinality of the considered interval is
smaller. It can be seen that each partitioned cumulant is obtained in this fashion and it is obtained
precisely once since the numbers j , m, cardinalities n1, . . . , nm−1 of the above-mentioned subin-
tervals, together with m − 1 colored non-crossing partitions of these subintervals, and a fixed
product of free cumulants taken from the cumulant expression for mA(nm) determine a unique
partitioned cumulant of (π,f ). This completes the proof. 
R. Lenczewski / Journal of Functional Analysis 262 (2012) 1802–1844 1841Example 8.2. It can be seen that (8.3) is a recursion, which, at least in some simple cases, can be
solved. In particular, if (μi,j ) is a two-by-two square array, we obtain
μ∗1,1 =
(
μ1,1 μ1,2
μ2,1 μ2,1
)
, μ∗1,2 =
(
μ1,2 μ1,2
μ2,1 μ2,1
)
,
μ∗2,1 =
(
μ1,2 μ1,2
μ2,1 μ2,1
)
, μ∗2,2 =
(
μ1,2 μ1,2
μ2,1 μ2,2
)
.
If we compute moments corresponding to blocks (of any depth) lying under a block labelled by
(i, j), we use the above arrays of distributions instead of the original array (μi,j ) by analyz-
ing which colors and labelling are allowed among its inner blocks. This reasoning leads to the
following recursions for the subordinate Cauchy transforms:
G∗j,j (z) =
1
z −Kj,j (z)−Kj¯,j (z)
,
G∗
j,j¯
(z) = 1
z −Kj,j¯ (z)−Kj¯,j (z)
,
where j ∈ {1,2} and 1 = 2 and 2 = 1, where Ki,j (z) = Ri,j (G∗i,j (z)) for any i, j ∈ {1,2}. Similar
recursions can be written for arbitrary arrays.
Corollary 8.1. Under the assumptions of Theorem 8.1, the Cauchy transforms of the following
convolutions are expressed in terms of R-transforms by formulas given below:
(1) free convolution
Gμ1+μ2(z) =
1
z −Rμ1(Gμ1+μ2(z))−Rμ2(Gμ1+μ2(z))
,
(2) monotone convolution
Gμ1μ2(z) =
1
z −Rμ1(Gμ1μ2(z))−Rμ2(Gμ2(z))
,
(3) boolean convolution
Gμ1unionmultiμ2(z) =
1
z −Rμ1(Gμ1(z))−Rμ2(Gμ2(z))
,
(4) s-free convolution
Gμ1μ2(z) =
1
z −Rμ1(Gμ1+μ2(z))
,
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Gμ1μ1(z) =
1
z −Rμ1(Gμ1μ2(z))
.
Proof. We shall present the proof of the first two formulas. In the case of free convolution, we
have
μ∗i,j =
(
μ1 μ1
μ2 μ2
)
since distributions are row-identical and therefore the array μ∗i,j agrees with the original array
(μi,j ). Hence, G∗i,j = Gμ for any i, j , and thus (8.3) easily gives the formula for the free convo-
lution. In turn, in the case of monotone convolution, the array is lower-triangular and r1,2(k) = 0
for any k. This implies that all blocks lying under blocks colored by 2 must also be colored by 2.
Therefore, μ∗2,2 reduces to the one-dimensional array with μ2,2 = μ2, whereas
μ∗1,1 =
(
μ1,1
μ2,1 μ2,1
)
=
(
μ1
μ2 μ2
)
since blocks lying under the covering blocks colored by 1 can be colored by 1 or 2. However,
if such a block is colored by 2, then the deepest block which is differently colored and is outer
with respect to that block, must be colored by 1. This gives G∗1,1 = Gμ1μ2 and G∗2,2 = Gμ2 ,
which gives the formula for the monotone convolution. The proofs of the remaining formulas are
similar and are left to the reader. 
Remark 8.1. The equations of Corollary 8.1 can also be proved without using Theorem 8.1. For
instance, using formulas
Fν1ν2 = Fν1 ◦ Fν2 and Fν(z) = z −Rν
(
Gν(z)
)
,
where Fν is the reciprocal Cauchy transform of ν, we obtain
Fμ1μ2(z) = Fμ2(z)−Rμ1
(
Gμ1
(
Fμ2(z)
))
= z −Rμ2
(
Gμ2(z)
)−Rμ1(Gμ1μ2(z)),
which is equivalent to equation (2). In a similar way, one can prove the remaining equations.
Nevertheless, Theorem 8.1 gives a formula which relates Cauchy transforms of various con-
volutions to R-transforms of μ1 and μ2 in a unified manner. Let us also remark that this formula
can also be viewed as an approximation for Cauchy transforms of various convolutions. In that
respect, it is similar to formulas for the Cauchy transform of the free convolution of compactly
supported measures given in [10].
Example 8.3. Let us consider the example of a two-by-two square array in which the diago-
nal distributions are semicircle laws whereas the off-diagonal ones are point masses. Thus, let
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(8.3) and the recursions of Example 8.2, we obtain
Gμ(z) = 1
z − aG∗1,1(z)− dG∗2,2(z)
,
where μ =+ i,j μi,j and the diagonal subordinate Cauchy transforms correspond to shifted semi-
circle laws since they satisfy the equations
G∗1,1(z) =
1
z − c − aG∗1,1(z)
and G∗2,2(z) =
1
z − b − dG∗2,2(z)
.
In the general case, the analytic formula for Gμ is rather complicated, but if a = d and c = b,
then G∗1,1 = G∗2,2 and thus
Gμ(z) = 1
z − 2aG∗1,1(z)
= b −
√
(b − z)2 − 4a
4a + 2bz − z2 ,
and therefore μ is the free Meixner distribution with the continuous density
dμ(x) =
√
4a − (x − b)2
π(4a + 2bx − x2)
on the interval [b − 2√a, b + 2√a] and two atoms at b ± √b2 + 4a.
Note that the computations of the Cauchy transforms of strongly matricially free convolu-
tions differ from those in [12,13], where certain examples of matricially free (but not strongly
matricially free) convolutions arising in the central limit theorem were studied.
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