On the Kolmogorov complexity of functions of finite smoothness  by Makovoz, Yuly
JOURNALOF COMPLEXITY 2, 121-130 (1986) 
On the Kolmogorov Complexity of Functions 
of Finite Smoothness 
YULY MAKOVOZ 
Department of Mathematics, University of Lowell, Lowell, Massachusetts 01854 
Received June 19, 1985 
The c-complexity, in the sense of Kolmogorov, of the class W; = {f: [0, l] + 
[- 1, 11, f +I) is absolutely continuous, jdlf (‘j(x) 1 dx s l}, r > 1, is asymptoti- 
cally equal to (l/e)‘/‘/log(l/t-). 8 1986 Academic PESS Inc. 
1. INTRODUCTION 
The complexity of a computational problem can be rigorously defined 
only in a model of computation including the description of the input infor- 
mation and the set of permissible primitive operations of which the solution 
algorithm must be constructed. The complexity of an algorithm is then 
defined as the number of primitive operations (they may be counted with 
weights) used in its program. If the input is available approximately or is in- 
complete the answer can be found only within certain error bounds. One 
may now consider all permissible algorithms (if there are any) to evaluate 
the solution within these bounds. The minimal complexity of such an al- 
gorithm is called the complexity of the problem. Rigorous definitions and 
detailed discussion of this concept can be found in Traub and Woi- 
niakowski (1980). 
This paper deals with the Kolmogorov complexity of evaluation of a con- 
tinuous function. The concept of the Kolmogorov complexity (which in the 
rest of this paper is referred to as simply “the complexity”) fits naturally into 
the general framework outlined above. For a continuous function y = f(x) 
one may consider both x and y represented approximately, with prescribed 
finite numbers of binary digits; the algorithm of evaluation can be described 
as a sequence of operations on binary digits with primitive operations being 
the elementary binary functions. Rigorous definitions are given below. 
Let B, be the set of n-dimensional binary vectors, i.e., all vectors of the 
form5= (6, 52,. . . , &), 6 = 0, 1. The functions B, + B,, for various 
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n and m, are called Boolean functions. It is well known that any Boolean 
function 4 can be represented as a superposition of the elementary Boolean 
functions, i.e., functions BZ + B1. The minimal number of occurrences of 
the elementary functions needed for such a representation will be denoted 
Camp(+), the complexity of 4. The 16 elementary functions are interdepen- 
dent and this fact may be used to modify the definition of the complexity, 
e.g., by considering only the superpositions of the logical functions & 
and 1. However, such modifications will be insignificant in our estimates of 
the complexity since we will be interested only in its orders of magnitude. 
Now letf: [0, l] + [ - 1, l] be a continuous function and let X, denote 
the set of all numbers of the form {v. 2-“, v E Z}. For natural n, m, one 
can associate with f a discrete function 4: X, fl [0, l] --f X, n [- 1, l] 
defined by the formula 
f$(v- 23 = [f(v* 2-“)I,, 
where [xl,,, means x rounded off to the nearest number from X, with the ab- 
solute value not exceeding that of x. We shall call this function 4 an e-rep- 
resentation (E > 0) of f if m and IZ satisfy the inequalities 2-” s e/2, 
2-” 5 8, where 6 is any number corresponding to e/2 in the definition of 
continuity; i.e., 1 x1 - x2 1 < S implies ]f(xr) - f(x2) 1 < e/2. The points of 
the meshes X, and X, can be identified with the finite vectors of their binary 
coordinates. Accordingly, 4 may be viewed as a Boolean function. This 
justifies the following definition: 
Comp(J E) = min{Comp( 4) : 4 is an e-representation off}. 
The complexity of a class K of functions is defined by 
Comp(K, E) = sup{Comp(f, E) : f E K}. 
The first results on the complexity of Boolean functions were obtained by 
Shannon (1949). For continuous functions, the theory was initiated by Kol- 
mogorov and his associates (see Kolmogorov, 1962). Shannon observed, in 
particular, that the number of Boolean functions whose complexity does not 
exceed a given value can be effectively estimated from above, so that if the 
cardinality of a class of functions is large, its complexity cannot be too low. 
In the continuous case, the corresponding inequality is 
Comp(K, E) % C&)/log C2dK), (1) 
where C,(K) is the e-capacity of the class K in the uniform metric. (For 
variable (Y, /3, (Y 4 p or p += (Y means that (Y I Cp for some constant C 
independent of (Y and /3; (Y =: p means that (Y + /3 and p 4 (Y simulta- 
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neously.) Upper estimates for the complexity of some typical functional 
classes were found in Kolmogorov (1962) and Ofman (1963) and their or- 
ders were either equal or close to the lower estimates based on the e-capac- 
ity and derived from (1). (The proofs of these results were first published 
only in a recent survey by Asarin (1984).) In particular, the exact order of 
complexity was obtained for the class 
Wk = {f: [0, l] --, [- 1, 11, f@-‘) is abs. continuous, 
ess supif (‘)(x)l 5 1). 
On the other hand, it is well known (Birman and Solomjak, 1967) that a 
wider class, 
W; = {f: [0, l] + [-1, l],f”-” is abs. continuous, 
I 
)yx) ( dx 5 I}, 
has the same order of e-complexity as WL (Another proof of this result can 
be found in Hiillig, 1980.) One may conjecture that the complexity of both 
classes is asymptotically the same, too. The proof of this conjecture is the 
main result of this paper. In the following theorem r is not necessarily an in- 
teger. For a nonintegral r > 1 we define WI as a class of functions 
f: [0, l] + [ - 1, l] representable in the form 
f(x) = P(x) + j+) I )x - tY-‘g(t) dr, 
where g(x) E L1 [0, 11, 11 g llL, 5 1, and P(x) is a polynomial of degree [r]. 
THEOREM 1. Forr > 1, 
Comp(Wi , E)XE-“‘IlOg i. 
One can notice, both in Asarin (1984) and in our proof below, a certain 
parallelism, rather heuristic than formal, between the evaluations of e-com- 
plexity and e-entropy. In fact, in our proof we use some general ideas from 
Hiillig (1980). At the same time, an essential conceptual difference is that 
one can determine the e-complexity of an individual function while e-en- 
tropy can be evaluated only for a class. Technically, an e-entropy problem 
is usually solved by reduction to a finite combinatorial problem while for E- 
complexity one should end up with a discrete algorithm. 
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2. SOME BASIC FACTS ABOUT THE COMPLEMTY 
2.1. For any 4: B, + B, 
Camp(b) 5 C * m - 2”/n, (2) 
where C does not depend on m and n. Shannon (1949) showed that for 
“almost all” functions this estimate gives the precise order of the complex- 
ity. On the other hand, for some special 4 one can find essentially better es- 
timates . 
2.2 For 4: B, + B1 let (4) denote the number of vectors 5 E B, 
for which 4(t) = 1. A rather rough estimate, 
can be established by the following simple argument. Let t’, . . . , 5’ be the 
vectors from B, for which 4(t) = 1 and let, for 5, 7~ E B, , S([, 7) = 1 if 
6 = 7 and S(& q) = 0 if 5 # q. Then #J@) = S(& 5’) + * * * + S(& 
51, from which (3) easily follows. 
2.3. Definitive estimates for the order of complexity of functions 4 
with given (4) were found in Lupanov (1965). We use the following result 
fromthispaper:if2”It 52”-‘,O<a < 1,then 
Camp{@ B, + B1, (4) 
where P(t) = -Q log (Y - (1 - cy)log( 1 - a), cr = t. 2-“. Unlike (3), 
the proof of (4) is based on a highly sophisticated construction. 
2.4. Addition and multiplication of two II- digit binary numbers can 
be treated as Boolean operations defined on B, X B,. Their complexities 
can be estimated as 0 (n) and 0 (n’), respectively, by considering “the stan- 
dard’ methods. While it can be proved that for addition 0 (n) is the exact or- 
der, there are better estimates for multiplication, but O(n’) will suffice for 
our needs. 
2.5. Now let f: [0, l] + [- 1, l] be a polynomial of degree p. A 
discrete approximation to f can be obtained by rounding off the coefficients 
and the argument. As an easy consequence of 2.4 one can prove that 
1 a+2 
Comp(f, El 4 1% i ( ) . 
This estimate can be extended to the case of a continuous piecewise polyno- 
mial function f(x) (we shall need only the knots represented by finite binary 
fractions, in which case this extension is quite obvious). 
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3. PROOFOFTHETHEOREM 
We shall use the representation of the class WF through B-splines (for ba- 
sic facts about B -splines, see de Boor, 1976). Let M&X) denote the B- 
splines .of order [r] associated with the mesh {v. 2-‘, v = o,} and nor- 
malized by the condition 
2 Mkvb) = 1, X E [o, 1-j. 
Y 
(6) 
The following lemma summarizes the well-known approximation proper- 
ties of splines and basis properties of B-splines. Its proof can be found in 
Hollig (1980). 
LEMMA 1. Any f E Wi , r > 1, can be represented in the form 
where 
~[akvI 5 C- 2-k(r-‘), 0 5 k < co. (8) 
Y 
(Here and below, C, Cl, CZ, . . . stand for constants which may depend on 
r but do not depend on f, n, k, etc.) 
LEMMA 2. For any f E Wi , r > 1, and any natural n there is gn of the 
g.(X) = 2 $ bk&fkv(X), NC n-r 
k=O v=O [ 1 r-l 
such that 
(i) for 0 I k 5 n, 0 I v 5 2’, bk, E X[rl; 
(ii) for k > n, 0 I v I 2k, bkv E X[nr+A(k-n)], where h = i(r 
(iii) 21 bkvl I C, . 2-k(r-1), 0 5 k 5 N; 
(iv) II> - gnllm = maxi f(x) - g,(x) I 5 CZ * 2-“‘. 
To prove Lemma 2 w; note first that for all real {aV} 
(9) 
(10) 
0; 
01) 
(12) 
(13) 
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Using (8) and (13) we can estimate the error in approximatingfby its partial 
sum fi = Zf&: 
To COnStruCt g.(x) we start with fN(x) and for k > II Set bkv = 
[o&r+h(k-.)I. For k % II, we define bk, inductively, starting with k = 0. 
First we round off a00 and a~], replacing them by boo = [a&Jmrl and 
bol = [u&,,~I, respectively. The resulting change in fN(x) can be compen- 
sated by changing appropriately the coefficients {ulV}. Then we round off the 
new values, {cily} to bl, = [til,]tmrl. Then we compensate this change by 
changing {a~~}, then round off the new {&}, etc., until we finish at the 
rounding off {&,} to {b,,}. All this is possible since for all k the linear span 
of {Mk+ 1, “} contains the span of {i&, V}. It follows from (13) that the change 
in the coefficients at the kth step, Cikv - akV, is of the same order as the pre- 
ceding round-off error, bk-l, y - &-l,v. Therefore, for k 5 n, 
T1bx.l 5 TIik”I 5 +kv( + TIikv - akvl 
4 2-k(r-1) + 2-n’. 2k 4 2-k(r-l). 
This proves (iii) for k 5 n and for k > 12, (iii) is obvious. To prove (iv) we 
first observe that 
For k 5 n all changes are compensated except for the last step. For the last 
step we have 
which completes the proof of Lemma 2. 
Now we proceed to the proof of the theorem. To this end we observe that 
it will suffice to prove it only for a sequence of the form E = const * 2-“‘, 
n= 1,2,. . . . So letf E W’; and let n be a natural number. Let 2-“’ = E. 
We want to construct a discrete function representing f with the accuracy 
0 (E) and then estimate its complexity. Note first that we can evaluate gn (x) 
instead of f(x), with an error 0 (e) . Since g, satisfies the Lipschitz condition 
with the constant independent off, we can take g,([x],,) instead of g,(x), 
thus committing another error 0 (E). Then we can also round off all 
Mkv([x]w) to [Mkv([X]n,)]nr and, because of (13)) the total error will still re- 
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main 0 (E). All B- splines M&) can be obtained from a single spline M(x) 
by a translation and scaling: 
M,Jx) = M(2k(~ - Y* 2-7). (14) 
M(x) is symmetric about the origin and has support on [-r/2, r/2]. So for 
any given x and k, summation in Y can be restricted only to the values 
max(O, 2Tx]k - [!+I) 5 v 5 min(ZL, 2rx]k + [+I). (15) 
For v from the range (15) and k fixed, we shall treat bkv as a function 
Y -+ bk( V) to be evaluated (rather than included as a constant into the pro- 
gram of computation). For formal reasons, we will extend this function to 
the interval of integers from -[(r + 2)/2] to 2k + [(r + 2)/2] by setting 
bk( v) = 0 if v $?L [0, 2k]. Any Y from this extended interval can be repre- 
sented as a binary vector of length k’ = k + O(log r) (one symbol can be 
reserved for the sign). Because of (12)) all 1 bkv 1 5 Cl. It follows then from 
(10) and (11) that [nr] + Cs or [nr + h(k - n)] + CS binary symbols will 
suffice to represent bkv for k C= n and for k < n, respectively. 
The finite algorithm to evaluate f(x) with the accuracy 0 (E) can now be 
described as follows. Given x E [0, 11, for k = 0, 1, . . . , iV and s = 0, 
1 9 * * * , 2[tr + 2)/21, 
(a) evaluate vk, by the formula 
r+ 2 vk, = 2”[X]k - Fj---- + s, [ 1 
(b) evaluate [Mk, vk([~IN)lnr by (1% 
(c) evaluate bk( vh), 
(4 evaluate gn([xlnr) by (10). 
We have to estimate the complexity of this algorithm. The evaluation of 
each vh, with all numbers represented in the binary arithmetic, has the com- 
plexity 0 (k ‘) s 0 (N) = 0 (n), according to 2.4. The number of these 
evaluations is also O(n). So the total complexity of step (a) is 0 (n2) = 
O((log(l/e)*). Similarly, step (d) has the complexity O((log(l/e)3). By 
2.5, step (b) has the complexity O(N- (log(l/e)2’+‘)) = O((log(l/e)2+2). 
As we see, these three steps have negligible orders of complexity compared 
with the order asserted in the theorem (that is why we could use a priori ex- 
aggerated estimates at certain places). 
Let us now estimate the complexity of a single evaluation of bk( v). We 
can assume, without loss of generality, that all 1 bk,( 5 1 (this can be always 
achieved by evaluatingf(x)/C1 instead of f(x)). Then 
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l&(v) = kg qP(v)* 2-‘, I=1 
where m = [nr]ifk%nandm=[nr+A(k-n)]ifk>n. 
First let 1 I k 5 n. Each function $( . ) is a function Bv + BI. For 
[kr] 5 1 % [nr] we can estimate its complexity using (2): 
Camp($) =$ 2’/k’ x 2k/k. (16) 
For 1 5 1 < [kr] we apply (12) to estimate ($), the number of times this 
function takes the value 1. We have 2-l * (77:) =$ 2-k(‘-‘), or 
(17) 
Let us now fix a, 0 < a < 1. If qP 5 2’&, we can use (3) to get 
Comp(n1’ i km 2& while for (qf) > 2& we apply (17) and (4); 
Comp(qf) 5 $%I, 
where &.J = -cz log (Y - (1 - a) log(1 - a), (Y = akl 5 zek(’ - ‘)+l/tk = 
2-“‘I. Adding the two estimates we have for 1 < [kr] 
Comp( $) 4 km 2& + z * & (18) 
Thus, for 1 % k 5 n 
comp(b$ x E 
I=1 
Now we apply (17) to estimate the first sum: 
2 $ (nr - kr) . 2’/k =: n - ; + ’ . 2k. 
Mb3 
To estimate the second sum we use (18) and the elementary inequality 
-ln(l - a) < (Y (0 < (Y < 1): 
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Combining these estimates we have 
Comp(bkl4 n - ; + l - 2k (1 5 k 5 n). 
Since for each k the number of bk(V) to be evaluated is limited by a con- 
stant, 2[r + 21, one obtains for the total complexity of evaluating all {bkV}, 
1 I k I II, 0 5 v s 2k 9 
i Comp(&) 4 i n - i + ’ .2k = ‘F + 2 4 n ‘3 2k 
k=l k=l k=l k=[n/2] k=l 
- k + 1) . 2k 4 n . 2”‘2 + ; . z 
k 
k. 2-k=: f. 
Now let n < k < N. We can use (18) again but this time we will require 
that 0 < a < (r - 1)/r. We have, with m = [nr + h(k - n)] and 
m’ = [(k - n)(r - A)], 
COmp(bk) 4 2 km 2& + ; 2 &1 G$ k2 * 2& 
I=1 
+f$(kr -l)2’-kr+ k2.2&+; $ l’.2-” 
1 1 I I 
xk2. 2d + : .mt2-m’x k2. 2‘Zk +lkrn; n - . 2k-(k-n)(r-A) 
Hence, 
e COIIlp(b$~N2*2d+ 5 y- 2k-(k-+-h) 
K=n+l k=n+l 
cc 
k ’ 4N2.2&+ c - 
k’=, k’+n 
2k’+n-k’(r-A) 
+,,2. 2”N + f F k’2-k’(‘-‘-A). 
Since aN < n and r - 1 - A > 0 the last expression is 0(2”/n). 
Combining this fact with the estimate for k I n we see that the total com- 
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plexity of evaluating all {&} is 0 (2”/n) =: (l/e)‘/‘/log(l/e), which com- 
pletes the proof. 
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