Abstract. In this paper, we derive a change of scale formula for conditional Wiener integrals, as integral transforms, of possibly unbounded functions over Wiener paths in abstract Wiener space. In fact, we derive the change of scale formula for the product of the functions in a Banach algebra which is equivalent to both the Fresnel class and the space of measures of bounded variation over a real separable Hilbert space, and the L p -type cylinder functions over Wiener paths in abstract Wiener space. As an application of the result, we obtain a change of scale formula for the conditional analytic Fourier-Feynman transform of the product of the functions.
Introduction and preliminaries
The classical Wiener space is the space of real-valued continuous functions on [0, T ] which vanish at 0. As mentioned in [7] , Wiener measure and Wiener measurability behave badly under change of scale transformation and under translation [1, 2] . Various kinds of change of scale formulas for Wiener integrals of bounded functions were developed on the classical and abstract Wiener spaces B [3, 4, 13, 14, 15] . But, in [7] , Chang, Kim, Song and Yoo established a change of scale formula for Wiener integrals of functions of the form, for x 1 ∈ B, F 1 (x 1 ) = G(x 1 )Ψ((e 1 , x 1 ) ∼ , . . . , (e n , x 1 ) ∼ )
for G ∈ F(B), the Fresnel class [6] and Ψ = ψ+φ where ψ ∈ L p (R n ), 1 ≤ p < ∞ and φ is the Fourier transform of a measure of bounded variation over R n . Note that {e 1 , . . . , e n } is an orthonormal set in a real separable Hilbert space and F 1 need not be continuous or bounded.
On the other hand, the space C 0 (B) of abstract Wiener space-valued continuous paths x which are defined on [0, T ] with x(0) = 0, was introduced in [10] and Ryu developed several properties over C 0 (B) [12] . Chang, Cho and Yoo introduced the space A (p) n,u (1 ≤ p ≤ ∞, 0 < u ≤ T , n ∈ N) of cylinder type functions over Wiener paths in abstract Wiener space and evaluated the conditional analytic Feynman integral of the functions in A (p) n,u [5] . In [8] , Cho introduced a Banach algebra F(C 0 (B); u) equivalent to F(B) and evaluated the conditional analytic Feynman integral of the functions in F(C 0 (B); u).
In this paper, we derive a change of scale formula for conditional Wiener integrals of possibly unbounded functions of the form, for x ∈ C 0 (B),
for F ∈ F(C 0 (B); u) and F n ∈ A (p) n,u , where φ is the Fourier transform of a measure of bounded variation over R n . Finally, as an application of the result, we obtain the change of scale formula for the conditional analytic FourierFeynman transform of the function G n .
Let (Ω, A, P ) be a probability space and B be a real normed linear space with the Borel σ-field B(B). For a random variable X : Ω → B and integrable function F : Ω → C, we have the conditional expectation E[F |X] of F given X on Ω from a well-known probability theory. But there exists a P X -integrable function ζ on B, which is unique up to P X -a.e., such that E[F |X](ω) = (ζ • X)(ω) for P D -a.e. ω in Ω, where P X denotes the probability distribution of X on (B, B(B)) and
A ∈ B(B)}. Throughout this paper, we regard the function ζ as the conditional expectation of F given X and without loss of generality, it is also denoted by
Let (H, B, m) be an abstract Wiener space [11] . Let {e j : j ≥ 1} be a complete orthonormal set in the real separable Hilbert space H such that e j 's are in B * , the dual space of real separable Banach space B. For each h ∈ H and x 1 ∈ B, define the stochastic inner product (h,
h, e j (x 1 , e j ), if the limit exists; 0, otherwise, where (·, ·) denotes the dual pairing between B and B * [9] . Note that for each
∼ is a Gaussian random variable on B with mean zero and variance |h| 2 ; also (h, x 1 ) ∼ is essentially independent of choice of the complete orthonormal set used in its definition and further, (h,
∼ 's are independent. Moreover, if both h and x 1 are in H, then (h, x 1 ) ∼ = h, x 1 where ·, · denotes the inner product on H. Now, we introduce a useful integral formula which appears in the proofs of several results. Lemma 1. Let C + = {z ∈ C : Re z > 0} and let a ∈ C + . Then, for any real b, we have
Wiener paths in abstract Wiener space
Let C 0 (B) be the space of all continuous paths x : [0, T ] → B with x(0) = 0. Then C 0 (B) is a real separable Banach space with the norm x C 0 (B) ≡ sup 0≤t≤T x(t) B and the Brownian motion in B induces a probability measure m B on (C 0 (B), B(C 0 (B))) which is mean zero Gaussian [12] . A complex-valued measurable function on C 0 (B) is said to be Wiener integrable if it is integrable with respect to m B . Now, we introduce the Wiener integration theorem [12] .
where by * = we mean that if either side exists, then both sides exist and they are equal. 
The following lemma is useful to define and evaluate the conditional analytic Wiener and Feynman integrals over C 0 (B) [5] .
Lemma 4. Let F be defined and integrable on
where P X τ is the probability distribution of
A subset E of C 0 (B) is called a scale-invariant null set if m B (λE) = 0 for any λ > 0 and a property is said to hold scale-invariant almost everywhere (in abbreviation, s-a.e.) if it holds except for a scale-invariant null set. For a function F :
By the definition of conditional Wiener integral (Definition 3) and the equation (3), we have
has the analytic extension J * λ (F )( ξ) on C + as a function of λ, then it is called the conditional analytic Wiener integral of F given X τ over C 0 (B) with parameter λ and denoted by
has a limit as λ approaches to −iq through C + , then it is called the conditional analytic Feynman integral of F given X τ over C 0 (B) with parameter q and denoted by
Conditional analytic Wiener and Feynman integrals of unbounded functions
Throughout the remainder of this paper, let 0 < u ≤ T be fixed, but arbitrarily. Let H be a real separable infinite dimensional Hilbert space, let r be a positive integer and let {e 1 , . . . , e r } be an orthonormal set in H. Let
r,u be the space of all cylinder type functions F r defined on C 0 (B) of the form
r,u be the space of all functions of the form (6) with f ∈ L ∞ (R r ), the space of essentially bounded functions on R r . Note that we can take f to be Borel measurable without loss of generality.
Let M(H) be the class of all C-valued Borel measures on H with bounded variation and let F(C 0 (B); u) be the space of all s-equivalence classes of functions F which for σ ∈ M(H), have the form
for x ∈ C 0 (B). Note that F(C 0 (B); u) is a Banach algebra which is equivalent to the Fresnel class F(B) with the norm F = σ , the total variation of σ in M(H) [8] .
For convenience, we introduce useful notations using Gram-Schmidt orthonormalization process. Given h ∈ H, we obtain an orthonormal set {e 1 , . . ., e r , e r+1 } as follows;
for j = r + 1 (8) and
Note that (9) holds trivially for the case c r+1 (h) = 0. If we meet an orthonormal set in H whose number of elements is larger than r, then we assume that the set contains {e 1 , . . . , e r } as a subset.
The following lemma is useful to prove several results.
Lemma 5. Let a > 0, h ∈ H and a partition of [0, T ] be given by (1) . Further, let F r be given by (6) and suppose that t p * −1 < u < t p * for some p * ∈ {1, . . . , k}.
Then we have
, where by * = we mean that if either side exists, then both sides exist and they are equal, and c j (h) is given by (8) .
. By (9) and Theorem 2, we have
where the last equality follows from the fact that (e j , ·) ∼ is mean zero Gaussian with variance 1. Let l j = (a/α)w j and v j = −(a/β)z j for j = 1, . . . , r + 1. By the change of variable theorem, we have
where u j = l j + v j for j = 1, . . . , r + 1. Now, by Lemma 1 and the equation (9), we have
which is the desired result.
Theorem 6. Let G r be given by
are given by (6) and (7), respectively. Further, let X τ be given as in Lemma 4 .
where Γ, u r and c j (h) are given as in Lemma 5. When u = t p * for some p * ∈ {1, . . . , k}, we have
Proof. Suppose that t p * −1 < u < t p * for some p * ∈ {1, . . . , k}. For λ > 0 and a.e. ξ ∈ B k , by Lemma 5 and Fubini's theorem, we have
where v r = (v 1 , . . . , v r ) and X r is given by (5) . Again, by the change of variable theorem, letting u r = v r + X r ([ ξ](u)), we have the equation (11) for λ > 0.
Here, the justification of using Fubini's theorem and the equality " = " instead of " * = ", is contained in the following argument. Now, for λ ∈ C + , we have
2 from Bessel's inequality. By Hölder's inequality and Morera's theorem, we have (11) for λ ∈ C + . On the other hand, suppose that u = t p * for some p * ∈ {1, . . . , k}. Then, for λ > 0 and a.e.
, so that (12) follows trivially.
As a trivial case, if u = t p * for some p * ∈ {1, . . . , k} and q is a non-zero real number, then we have LetM(R r ) be the set of all functions φ on R r given by
where (u 1 , . . . , u r ) ∈ R r and ρ is a complex Borel measure of bounded variation on R r .
Theorem 8. Let φ be given by (13) . Let K r be given by the right-hand side of (6) with replacing f by φ and let G r = F K r where F is given by (7 
Proof. Since φ is bounded, we have
by (11) and the change of variable theorem, where u r = (u 1 , . . . , u r ). Hence, by Fubini's theorem, we have
By Lemma 1, we have
which is the desired result. For the case u = t p * , the proof is trivial. Now, the proof is completed.
The following corollary is an immediate consequence of Theorem 8, by Bessel's inequality and the dominated convergence theorem. 
Corollary 9. Let the assumptions and notations be given as in
From the above theorems and corollaries, we have the following corollary by the linearity of conditional Wiener and Feynman integrals over Wiener paths in abstract Wiener space.
Corollary 10. Let F be given by (7) and F r , K r be given as in Theorems 6, 8,  
exists for λ ∈ C + and a.e. ξ ∈ B k , and it can be expressed the sum of the right hand sides of (11) and (14) . In particular, if
and it can be expressed by the right-hand sides of (11) and (14) with replacing λ by −iq. 
Then, we have
, where by * = we mean that if either side exists, then both sides exist and they are equal, and c j (h) is given by (8) for j = 1, . . . , n + 1 with replacing r by n.
. By Theorem 2 (Wiener integration theorem), we have
where w r = (w 1 , . . . , w r ) and z r = (z 1 , . . . , z r ), since (e j , ·) ∼ is mean zero Gaussian with variance 1. Let l j = w j /α, v j = −z j /β for j = 1, . . . , n + 1 and l r = (l 1 , . . . , l r ), v r = (v 1 , . . . , v r ) . By the change of variable theorem and Lemma 1, we have
Let u j = l j + v j for j = 1, . . . , r. Again, by the change of variable theorem, we have
Applying the method used in the proof of Theorem 8 to the result in Lemma 11, we have the following lemma.
Lemma 12. Let the assumptions and notations be given as in Lemma 11 . For λ ∈ C + and h ∈ H, let
where v j ∈ R for j = 1, . . . , r. Then we have
Proof. By Lemmas 1 and 11, we have 
Proof. Let n ∈ N with n > r and let
By the equation (10), Lemma 11, the change of variable theorem and Fubini's theorem, we have
given by (8) for j = 1, . . . , n + 1 with replacing r by n. Here, the justification of using Fubini's theorem, is contained in the following argument. For λ ∈ C + , λ ∈ C + and a.e. ξ ∈ B k , we have
. . , v r ) and c j (h) is given by (8) for j = 1, . . . , n + 1 with replacing r by n. Now, we have
by Bessel's inequality. Hence, by the dominated convergence theorem and Parseval's relation, we have the theorem from Theorem 8.
The following corollaries are immediate consequences of the previous results. Proof. Let ρ be the Dirac measure concentrated at (0, . . . , 0) in the equation (13) . Then 1 ∈M(R) and we have the result from Theorem 19 by the above comment.
Applications of change of scale formula for conditional Wiener integrals
In this section, using the change of scale formula for conditional Wiener integrals in the previous section, we derive a change of scale formula for conditional Fourier-Feynman transform of possibly unbounded functions over Wiener paths in abstract Wiener space. Now, we define the conditional Fourier-Feynman transform of functions on C 0 (B). 
