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BAB III 
METODE PENELITIAN 
3.1 Jenis dan Sumber Data 
Jenis data yang digunakan adalah data kuantitatif. Jenis data yang 
digunakan dalam penelitian ini adalah data sekunder. Data sekunder yaitu 
data yang diperoleh dari laporan yang dibuat oleh suatu institusi baik berupa 
buku, jurnal dan lain-lain (Trianto, 2015:71). Data sekunder dalam penelitian 
ini berupa laporan keuangan perusahaan publik periode 2012-2016. 
3.2 Metode Pengumpulan Data 
Data yang digunakan dalam penelitian ini adalah data sekunder 
dengan mendapatkan data berupa laporan keuangan tahunan yang telah 
dikeluarkan oleh perusahaan pada periode 2012-2016. Data tersebut dapat 
diperoleh melalui situs yang dimiliki oleh BEI, yakni www.idx.co.id. 
Penggunaan sumber data lain yang diperoleh secara tidak langsung dari 
sumbernya yang mendukung penelitian ini berupa informasi yang diperoleh 
dari literature, artikel/jurnal, dan penelitian terdahulu. 
3.3  Populasi dan Sampel 
Menurut Sugiyono (2012:80) populasi adalah generalisasi yang terdiri 
atas objek/subjek yang mempunyai kualitas dan karakteristik tetentu yang 
ditetapkan oleh peneliti untuk dipelajari dan kemudian ditarik kesimpulannya. 
Populasi dalam penelitian ini adalah perusahaan-perusahaan food and 
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beverage yang terdaftar di Bursa Efek Indonesia (BEI) dengan periode tahun 
2012-2016.  
Sampel yang digunakan dalam penelitian ini adalah perusahaan yang 
masuk kedalam Bursa Efek Indonesia tahun 2012-2016. Sampel dapat 
diartikan sebagai suatu himpunan bagian (subset) dari unit populasi atau 
sampel adalah semacam miniatur dalam populasinya (Trianto, 2015:49). 
Teknik penentuan sampel dalam penelitian ini adalah dengan menggunakan 
purposive sampling method, yaitu penentuan sampel atas dasar kesesuain 
karakteristik dan kriteria tertentu. Kriteria penentuan sampel sebagai berikut: 
1. Perusahaan food and beverage yang terdaftar di Bursa Efek Indonesia 
(BEI) tahun 2012-2016 
2. Perusahaan yang tidak delisting selama periode 2012-2016 
Tabel 3.1 
Penentuan Jumlah Sampel Penelitian 
 
NO KRITERIA JUMLAH 
1 Perusahaan food and beverage yang terdaftar di 
Bursa Efek Indonesia (BEI) selama periode 2012-
2016 
16 
2 Perusahaan yang delisting selama 2012-2016 (1) 
 Jumlah Perusahaan yang dijadikan sampel 15 
Sumber: www.idx.co.id 
Jumlah sampel akhir yang terpilih sebanyak 15 perusahaan dari 16 
perusahaan food and beverage yang terdaftar di BEI selama periode 2012-
2016, sehingga jumlah data dalam penelitin ini sebanyak 75 (15x5 tahun). 
Adapun perusahaan yang menjadi sampel adalah sebagai beriku: 
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Tabel 3.2 
Sampel Perusahaan Food and Beverage 
NO KODE NAMA PERUSAHAAN 
1 ADES PT Akasha Wira International Tbk 
2 AISA PT Tiga Pilar Sejahtera Food Tbk 
3 ALTO PT Tri Banyan Tirta Tbk 
4 CEKA PT Wilmar Cahaya Indonesia Tbk 
5 DLTA PT Delta Djakarta Tbk 
6 ICBP PT Indofood CBP Sukses Tbk 
7 INDF PT Indofood Sukses Makmur Tbk 
8 MLBI PT Multi Bintang Indonesia Tbk 
9 MYOR PT Mayora Indah Tbk 
10 PSDN PT. Prashida Aneka Niaga Tbk 
11 ROTI PT. Nippon Indosari Corporindo Tbk 
12 SKBM PT Sekar Bumi Tbk 
13 SKLT PT Sekar Laut Tbk 
14 STTP PT Siantar Top Tbk 
15 ULTJ PT. Ultrajaya Milk Industry & Trading Company Tbk 
Sumber: www.saham.ok 
3.4  Definisi Operasional Variabel 
Tabel 3.3 
Definisi Operasional Variabel 
Variabel Definisi Rumus 
Alat 
Ukur 
Referen
si 
Manajemen 
Laba (Y) 
Suatu 
tindakan 
yang 
mengatur 
laba sesuai 
dengan 
yang 
dikehendak
i oleh 
pihak 
tertentu 
atau 
terutama 
oleh 
manajemen 
perusahaan 
(company 
manageme
nt) 
Manajemen laba di ukur 
dengan menggunakan 
model spesifik akrual  
yaitu bedasarkan rasio 
akrual modal kerja 
dengan penjualan.   
Manajemen Laba = 
Akrual Modal Kerja / 
Penjualan  
 
Akrual modal kerja = 
Arus kas dari aktivitas 
operasi 
Rasio Jumirin 
(2011), 
Lutfi 
Ashidiqi 
(2013), 
Adriana 
dan 
Friska 
(2014), 
Barus 
dan 
Kiki 
(2015), 
Kurnia 
dan 
Arafat 
(2015)  
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Dewan 
Komisaris 
(X1)  
Komisaris 
independen 
adalah 
anggota 
dewan 
komisaris 
yang 
berasal dari 
luar 
perusahaan 
yang tidak 
ada 
hubungan 
nya dengan 
manajer 
atau 
perusahaan  
Dewan komisaris 
independen diukur 
dengan menggunakan 
indikator persentase 
anggota dewan komisaris 
yang berasal dari luar 
perusahaan dari seluruh 
anggota dewan komisaris 
perusahaan.  
 
= 
Komisaris 
independen  x100 
Total dewan 
komisaris 
 
Rasio  Dinni 
dan 
Djoko 
(2012) 
Komite 
Audit (X2) 
Komite 
yang 
dibentuk 
oleh dewan 
komisaris 
untuk 
melakukan 
tugas 
pengawasa
n 
pengelolaa
n 
perusahaan 
dan 
minimal 3 
orang 
sekaligus 
ketua yang 
menjabat 
sebagai 
dewan 
komisaris 
independen 
Variabel ini merupakan 
variabel dummy. 
Perusahaan yang 
memiliki komite audit 
dan telah sesuai yang 
ditetapkan regulator 
diberi nilai = 1 
Perusahaan yang 
memilki komite audit 
tetapi tidak sesuai yang 
ditetapkan regulator 
diberi nilai = 0  
 
Nomi
nal 
Dinni 
dan 
Djoko 
(2012) 
Ukuran 
Perusahaan 
(X3) 
ukuran 
perusahaan 
sebagai 
rata-rata 
total 
penjualan 
Variabel ukuran 
perusahaan diukur 
dengan jumlah total aset 
yang dimiliki perusahaan 
sampel yang kemudian di 
transformsikan ke 
Rasio Riske 
(2013) 
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bersih 
untuk 
tahun yang 
bersangkut
an sampai 
beberapa 
tahun 
logaritma natural (LN). 
 
Size = Ln Total Aset  
 
Leverage Leverage 
adalah 
kemampua
an 
perusahaan 
untuk 
memenuhi 
kewajiban 
jangka 
panjang.  
Total debt 
Total asset 
 
 
 
Rasio Najmi 
(2015) 
Sumber: penelitian terdahulu 2017 
3.5 Teknik Analisis Data 
3.5.1 Analisis Statistik Deskriptif 
Statistik deskripstif digunakan untuk menganalisis dan menyajikan 
data kuantitatif dengan tujuan mengatuhui gambaran perusahaan yang 
dijadikan sampel penelitian. Statistik deskriptif memberikan gambaran atau 
deskripsi suatu data dilihat dari nilai rata-rata (mean), standar deviasi, 
varian, maksimum, minimum, sum, range, kurtosis, dan skewness (Ghozali, 
2016:19).  
3.5.2 Uji Asumsi Klasik 
Pengujian regresi linier berganda dapat dilakukan setelah model dari 
penelitian ini memenuhi syarat-syarat yaitu lolos dari asumsi klasik. Syarat-
syarat yang harus dipenuhi adalah data tersebut harus terdistribusikan secara 
normal, tidak mengandung multikoloniaritas, dan heterokedastisitas.  
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1. Uji Normalitas Data 
Uji normalitas digunakan untuk menguji apakah dalam model 
regresi variabel pengganggu atau residual memiliki distribusi normal. Uji 
t dan uji F mengansumsikan bahwa nilai residual mengikuti distribusi 
normal (Ghozali:2016:154). Uji normalitas data dalam penelitian ini 
menggunakan analisis grafik (Normal P-P Plot) dan Uji One Sample 
Kolmogorov Smirnov (Uji K-S). 
Analisis grafik yang dilakukan dengan pedekatan grafik plot 
peluang normal (Normal Probability Plat) dengan membandingkan 
distribusi kumulatif dari distribusi normal. Apabila data menyebar teratur 
disekitar garis diagonal dan mengikuti pola garis diagonal maka data 
terdistribusi dengan normal. Sebaliknya jika data menjauhi garis normal 
dan tidak menjauhi garis normal dan tidak mengikuti arah garis diagonal 
maka model regresi tidak dapat memenuhi uji normalitas.  
Selain analisis grafik Normal Probability Plot, penelitin ini juga 
menggunakan uji statistik untuk menguji normalitas data. Analisis 
statistik yang digunakan untuk menguji normalitas data adalah 
menggunakan metode Kolmogrov-Smirvov. Dengan uji ini dapat 
diketahui sampel yang diamati terdistribusi secara normal atau tidak. Jika 
data tersebut diatas 5% (α ≥ 0,05) maka data tersebut terdistribusi secara 
normal, sedangkan jika kurang dari 5% (α ≤ 0,05) maka data tersebut 
tidak terdistribusi secara normal. 
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2. Uji Heteroskedastisitas 
Heterokedasitas diartikan sebagai tidak samanya varian bagi 
variabel independen yang diuji dalam setting yang berbeda. Uji 
heteroskedatisitas bertujuan untuk menguji apakah dalam model regresi 
terjadi ketidaksamaan variance dari residual satu pengamatan ke 
pengamatan lain. Jika variance dari residualnya tetap, maka disebut 
Homokedatisitas dan jika berbeda disebut Heteroskedastisitas. 
Untuk melihat ada atau tidaknya heterokkedatisitas, maka 
digunakan scatterplot, pengujian dilakukan degan melihat ada atau 
tidaknya pola tertentu pada grafik scatterplot. Jika ada pola tertentu, 
seperti titik-titik yang ada membentuk pola tertentu yang teratur 
(bergelombang, melebar, kemudian menyempit), maka 
mengidentifikasikan telah terjadi heteroskedastisitas. Sedangkan jika 
tidak ada pola yang jelas serta titik menyebar diatas, dan dibawah angka 
0 pada sumbu Y, maka tidak terjadi heteroskeastisitas 
(Ghozali:2016:134). 
3. Uji Multikolonearitas 
Suatu model regresi mengandung multikolonearitas jika ada 
hubungan yang sempurna antara variabel independen atau terdapat 
korelasi linier. Konsekuensinya adalah bahwa kesalahan standar estimasi 
akan cenderung meningkat dengan bertambahnya variabel independen. 
Menurut Ghozali (2016:103) multikolonearitas dapat dilihat dari 
tolerance dan variance inflation factor (VIF). Nilai cutoff yang umum 
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dipakai untuk menunjukkan adanya multikolonearitas adalah nilai 
tolerance ≤ 0,10 atau sama dengan VIF ≥10. 
Uji multikorelasi bertujuan untuk mengetahui apakah hubungan 
diantara variabel bebas memiliki masalah multikorelasi atau tidak. 
Multikorelasi adalah korelasi yang sangat tinggi atau sangat rendah yang 
terjadi pada hubungan diantara variabel bebas. 
4. Uji Autokrelasi 
Autokorelasi merupakan korelasi antar nilai residu time the series 
pada waktu yang berbeda. Autokorelasi bertujuan untuk menguji apakah 
dalam sebuah model regresi linear ada korelasi antara kesalahan 
penganggu (error) pada periode t dengan kesalahan penganggu pada 
periode t-1(sebelumnya). Model regresi yang baik adalah regresi yang 
bebas dari autokorelasi (Ghozali:2016:107). Autokorelasi dapat diketahui 
melalui uji Durbin Watson (DW test). Metode Durbin-Watson 
menggunakan titik kritis yaitu batas bawah (dl) dan batas atas (du). H0 
diterima jika nilai Durbin-Watson lebih besar dari batas atas nilai 
Durbin-Watson pada tabel.  
Dasar pengambilan keputusan ada tidaknya autokorelasi dengan 
menggunakan tabel Durbin-Watson (Ghozali, 2016:108):  
1. Jika 0 < d < dl, maka tidak ada autokorelasi positif.  
2. Jika dl ≤ d ≤ du, maka tidak ada autokorelasi positif.  
3. Jika 4 – dl < d < 4, maka tidak ada korelasi negatif.  
4. Jika 4 – du ≤ d ≤ 4 – dl, maka tidak ada korelasi negatif.  
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5. Jika du < d < 4 – du, maka tidak ada autokorelasi positif atau negatif. 
3.5.3 Analisis Regresi Linier Berganda 
Merupakan suatu analisis yang digunakan untuk mengukur pengaruh 
variabel independen terhadap variabel dependen dengan melibatkan lebih 
dari satu variabel independen. Persamaan regresi linier berganda dapat 
dinyatakan dengan fungsi persamaan linier sebagai berikut : 
Y= a + b1X1 + b2X2 + b3X3 + b4X4  e 
Dimana : 
Y   = Manajemen Laba 
a   = Konstanta 
b1b2b3b4  =Koefisien Regresi Parsial 
X1  = Dewan Komisaris 
X2  = Komite Audit 
X3  = Ukuran Perusahaan 
X4  = Leverage 
3.5.4 Uji Hipotesis 
Untuk memperoleh kesimpulan dari analisis regresi linier berganda, 
maka terlebih dahulu dilakukan pengujian hipotesis yang dilakukan secara 
parsial (Uji t), secara menyeluruh atau simultan (Uji f). 
1. Uji Statistik t (Parsial) 
Uji t dilakukan untuk mengetahui seberapa besar pengaruh suatu 
variabel independen secara individual dalam menerangkan variabel 
dependen.  
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Dasar pengambilan kepurusan apakah hipotesis yang di bangun 
ditolak atau diterima sebagai berikut: 
 Jika t-hitung < t-tabel : Ho diterima, artinya Ha ditolak jika dibawah 
0,05 atau 5%. 
 Jika t-hitung > t-tabel : Ho ditolak, artinya Ha diterima jika diatas 0,05 
atau 5%. 
Adapun bunyi hipotesis Ho dan ha sebagai berikut: 
Ho : variabel independen (X1, X2, X3 dan X4) tidak berpengaruh 
terhadap variabel dependen. 
Ha : variabel independen berpengaruh terhadap variabel dependen 
(Trianto:2015:111). 
2. Uji Statistik f (Simultan) 
Uji ini menunjukkan apakah semua variabel bebas yang 
dirumuskan dalam model mempunyai pengaruh secara bersama-sama 
terhadap variabel terikat (Kuncoro, 2011 : 106). Uji f dilakukan untuk 
membandingkan tingkat signifikan yang ditentukan sebesar 5% atau 0,05 
pada output , dengan kriteria pengujian sebagai berikut: 
 Ha diterima jika Fhitung> Ftabel 
 Ha ditolak jika Fhitung< Ftabel 
3. Uji Koefisien Determinasi (R²) 
Koefisien determinasi (R
2
) digunakan untuk mengukur seberapa 
jauh kemampuan variabel-variabel independen dalam menjelaskan 
variabel dependen. Nilai koefisien determinasi adalah antara nol dan satu. 
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Nilai r
2
 yang kecil berarti kemampuan variabel-variabel independen 
dalam menjelaskan variabel dependen sangat terbatas. Jika koefisien 
determinasi sama dengan nol, maka variabel independen tidak 
berpengaruh terhadap variabel dependen (Ghozali:2016:95). 
Jika besarnya koefisien determinasi mendekati angka 1, maka 
variabel independen berpengaruh sempurna, penganggu diusahakan 
minimum sehingga r
2
 mendekati 1, sehingga perkiraan regresi akan lebih 
mendekati keadaan yang sebenarnya. 
 
