Margin-based classifiers have been popular in both machine learning and statistics for classification problems. Among numerous classifiers, some are hard classifiers while some are soft ones. Soft classifiers explicitly estimate the class conditional probabilities and then perform classification based on estimated probabilities. In contrast, hard classifiers directly target on the classification decision boundary without producing the probability estimation. These two types of classifiers are based on different philosophies and each has its own merits. In this paper, we propose a novel family of large-margin classifiers, namely large-margin unified machines (LUMs), which covers a broad range of margin-based classifiers including both hard and soft ones. By offering a natural bridge from soft to hard classification, the LUM provides a unified algorithm to fit various classifiers and hence a convenient platform to compare hard and soft classification. Both theoretical consistency and numerical performance of LUMs are explored. Our numerical study sheds some light on the choice between hard and soft classifiers in various classification problems.
Introduction
Classification is a very useful statistical tool for information extraction from data. As a supervised learning technique, the goal of classification is to construct a classification rule based on a training set where both covariates and class labels are given. Once obtained, the classification rule can then be used for class prediction of new objects whose covariates are available.
There is a large amount of literature on various classification methods, ranging from the very classical ones such as Fisher linear discriminant analysis (LDA) and logistic regression (Hastie et al., 2001) , to the recent machine learning based ones such as the Support Vector Machine (SVM) (Boser et al., 1992; Cortes and Vapnik, 1995) and Boosting (Freund and Schapire, 1997; Friedman et al., 2000) . Among various classification methods, there are two main groups of methods: soft and hard classification. Our notions of soft and hard classification are the same as those defined in Wahba (1998) and Wahba (2002) . In particular, a soft classification rule generally estimates the class conditional probabilities explicitly and then makes the class prediction based on the largest estimated probability. In contrast, hard classification bypasses the requirement of class probability estimation and directly estimates the classification boundary. Typical soft classifiers include some traditional distribution-based likelihood approaches such as LDA and logistic regression. On the other hand, some margin-based approaches such as the SVM, generally distributional assumption-free, belong to the class of hard classification methods. Given a particular classification task, one natural question to ask is that which type of classifiers should be used? Though a large number of classifiers are available, as it is typically the case, there is no single method working best for all problems. The choice of classifiers really depends on the nature of the data set and the primary learning goal. Wahba (2002) provided some insights on soft versus hard classification. In particular, she demonstrated that the penalized logistic regression (PLR, Lin et al. (2000) ) and the SVM can both be fit into optimization problems in Reproducing Kernel Hilbert Spaces (RKHS). However, the choice between the PLR and SVM for many practical problems is not clear. Recent rapid advances in high dimensional statistical data analysis also shed some light on this issue. With the large amount of high dimension low sample size (HDLSS) data available, effective statistical techniques for analyzing HDLSS data become more pressing. Traditional techniques such as LDA cannot even be computed directly when the dimension is larger than the sample size. Certain transformation or dimension reduction is needed in order to apply LDA. Margin-based methods such as the SVM provide a totally different view from the likelihood based approaches. For example, the SVM does not have any distributional assumption and focuses on the decision boundary only. It can be efficiently implemented for HDLSS data and has achieved great success in many applications (Vapnik, 1998; Cristianini and Shawe-Taylor, 2000; Schölkopf and Smola, 2002) . Recently, Marron et al. (2007) pointed out that the SVM has the "data piling" phenomena in HDLSS settings due to its non-differentiable hinge loss. In particular, when we project the training data onto the norm vector of separating hyperplane for the linear SVM in high dimensional problems, many projections are the same. They proposed a SVM variant, namely distance discriminant analysis (DWD), which does not have the data piling problem.
Between the two types of classifiers, soft classification provides more information than hard classification and consequently it is desirable in certain situations where the probability information is useful. However, if the class probability function is hard to estimate in some complicated problems, hard classification may yield more accurate classifiers by targeting on the classification boundary only (Wang et al., 2008) . In practice, it is difficult to choose between hard and soft classifiers, and consequently, it will be ideal to connect them since each has its own strength. In this paper, we propose a unified framework of large-margin classifiers which covers a broad range of methods from hard to soft classifiers. This new framework offers a unique transition from soft to hard classification. We call this family as Large-margin Unified Machines (LUMs). The proposed LUM family not only covers some well known large-margin classifiers such as the standard SVM and DWD, it also includes many new classifiers.
One interesting example in the LUM family is the new hybrid of SVM and Boosting.
One important contribution of the LUM is that it sheds some light on the choice between hard and soft classifiers. Our intensive numerical study suggests that
• soft classifiers tend to work better when the underlying conditional class probability function is relatively smooth; or when the class signal level is relatively weak;
• hard classifiers tend to work better when the underlying conditional class probability function is relatively non-smooth; or when the two classes are close to be separable, i.e., the class signal level is relatively strong; or when the dimension is relatively large compared to the sample size.
Certainly, our observations may not be valid for all classification problems. Nevertheless, the LUM family provides a convenient platform for deep investigation of the nature of a classification problem. We propose an efficient tuning procedure for the LUMs, and the resulting tuned LUM is shown to give near-optimal classification performance compared with various classifiers in the LUM family. Thus we recommend it as a competitive classifier. Furthermore, we develop probability estimation techniques for the LUM family including hard classifiers such as the SVM. The probability estimation method using the refitted LUM provides very competitive probability estimation for both soft and hard classifiers in the LUM family.
Another major advantage of the LUM is its unified computational strategies for different classifiers in the family. In practice, different methods are often implemented with different method-specific algorithms. For example, the SVM is typically fitted via solving a quadratic programming problem. The DWD was proposed to be computed using the second order cone programming (Marron et al., 2007) . For Boosting in the classification setting, it can be implemented using the AdaBoost algorithm (Freund and Schapire, 1997) . In this paper, a unified computational algorithm is developed for the LUMs to solve seemingly very different methods in the family such as the SVM and DWD. This greatly facilitates the implementation and comparison of various classifiers on a given problem. We further propose a simple gradient descent algorithm to handle high dimensional problems.
The remaining of the article is organized as follows. Section 2 introduces the proposed LUM methodology and discusses some interesting special cases. Section 3 tackles the issues of Fisher consistency and class probability estimation. Section 4 addresses the computational aspect of LUMs. Section 5 includes intensive simulated examples to demonstrate the performance of LUMs. Section 6 discusses two real data examples.
Section 7 gives some final discussions. The appendix contains the technical proofs.
The LUM Methodology
In supervised learning, we are given a training sample {(x i , y i ); i = 1, 2, · · · , n}, distributed according to some unknown probability distribution P (x, y). Here, x i ∈ S ⊂ IR d and y i denote the input vector and output variable respectively, n is the sample size, and d is the dimensionality of S. Consider a two-class problem with y ∈ {±1} and let p(x) = P (Y = 1|X = x) be the conditional probability of class 1 given X = x. Let C yφ(x) represent the cost of misclassifying input x of class y into class φ(x). We set C yφ(x) = 0 if φ(x) = y and C yφ(x) > 0 otherwise.
One important goal of classification is to obtain a classifier φ(x) which can deliver the best classification accuracy. Equivalently, we aim to estimate the Bayes rule, φ B (x), minimizing the generalization error (GE), Err(φ) = E [C Y φ(X) ]. When equal costs are used with C jl = 1; ∀j = l, the Bayes rule can be reduced to φ B (x) = sign(p(x) − 1/2).
The focus of this paper is on large-margin classifiers. Among various margin-based methods, the SVM is perhaps the most well known one. While the SVM was first invented in the machine learning community, it overlaps with classical statistics problems, such as nonparametric regression and classification. It is now known that the SVM can be fit in the regularization framework of Loss + P enalty using the hinge loss (Wahba, 1998) . In the regularization framework, the loss function is used to keep the fidelity of the resulting model to the data. The penalty term in regularization helps to avoid overfitting of the resulting model. Specifically, margin-based classifiers try to calculate a function f (x), a map from S to IR, and use sign(f (x)) as the classification rule. By definition of the classification rule, it is clear that sign(yf (x)) reflects the classification result on the point (x, y). Correct classification occurs if and only if yf (x) > 0. The quantity yf (x) is commonly referred as the functional margin and it plays a critical role in large-margin classification techniques. In short, the regularization formulation of binary large-margin classifiers can be summarized as the following Besides the SVM, many other classification techniques can be fit into the regularization framework, for example, the PLR (Lin et al., 2000) ), the AdaBoost in Boosting (Freund and Schapire, 1997; Friedman et al., 2000) , the import vector machine (IVM; Zhu and Hastie (2005) ), ψ-learning (Shen et al., 2003; Liu and Shen, 2006) , the robust SVM (RSVM, Wu and Liu (2007) ), and the DWD (Marron et al., 2007) .
Among various large margin classifiers, some are hard classifiers which only focus on estimating the decision boundary. The SVM is a typical example of hard classifiers (Wang et al., 2008) . In contrast to hard classifiers, soft classifiers estimate the class conditional probability and the decision boundary simultaneously. For ex-ample, the PLR and the AdaBoost can be classified as soft classifiers (Zhang, 2004; Tewari and Bartlett, 2005) . One may wonder which one is more preferable, hard or soft classification? The answer truly depends on the problem given. In this paper, we propose a family of large-margin classifiers which covers a spectrum of classifiers from soft to hard ones. In particular, for given a > 0 and c ≥ 0, define the following family of new loss functions We next show that the LUM is a very rich family, and in particular, it includes several well-known classifiers as special cases. 2.2 a = 1 and c = 1: DWD Marron et al. (2007) pointed out that for HDLSS data, the SVM may suffer from "data piling" at the margin which may reduce generalizability. To solve the problem, they proposed a different classifier, namely DWD. The idea was motivated from the maximum separation idea of the SVM. In particular, the SVM tries to separate the two classes as much as possible without taking into account of correctly classified points far away from the boundary. Marron et al. (2007) argued that this property of the SVM can result in the "data piling" problem in HDLSS data. The method of DWD modifies the SVM by allowing all points to influence the solution. It gives high significance to those points that are close to the hyperplane, with little impact from correct points that are further away. Recently, Qiao et al. (2010) proposed weighted DWD, as an extension of the standard DWD.
a >
Despite its interesting connection with the SVM, the original DWD proposal is not in the typical form Loss + P enalty of regularization. In this section, we show that DWD is a special case of the LUM family which corresponds to the LUM loss with a = 1 and c = 1. This result can help us to further understand DWD in the regularization prospective.
For simplicity, consider f (x) = w x+b. The original DWD proposed by Marron et al. (2007) solves the following optimization problem
Theorem 1 shows that the DWD is a special case of LUMs with a = 1 and c = 1.
Consequently, it provides more insight on the property of the DWD.
Theorem 1. With a one-to-one correspondence between C and λ, the DWD optimization problem in (3) is equivalent to
where V is the LUM loss function with a = 1 and c = 1.
a → ∞ and fixed c: Hybrid of SVM and AdaBoost
Boosting is one of the most important statistical learning ideas in the past decade.
It was originally proposed for classification problems by Freund and Schapire (1997) and has been extended to many other areas in statistics. The idea of the original boosting algorithm AdaBoost is to apply the weak classification algorithm sequentially to weighted versions of the data. Then weak classifiers are combined to produce a strong one. Friedman et al. (2000) showed that the AdaBoost algorithm is equivalent to forward stagewise additive modeling using the exponential loss function V (u) = exp(−u).
It turns out that the special case of the LUM family with a → ∞ and any fixed c ≥ 0 has a very interesting connection to the exponential loss. For any given c ≥ 0, In Section 3, we will further study the aspect of class probability estimation of various loss functions in the LUM family, which can provide more insight on the behaviors of different loss functions.
Fisher Consistency and Probability Estimation
To gain further theoretical insight about LUMs, we study the statistical properties of the population minimizers of the LUM loss functions in this section. Since LUMs include both hard and soft classification rules as special cases, we will study its properties from two perspectives: the first one is its classification consistency, and the second one is to investigate whether and when LUMs can estimate the class conditional probability. As we will show, the unique framework of LUMs enables us to see how soft classifiers gradually become hard classifiers as the loss function changes.
Fisher consistency for a binary classification procedure based on a loss function can be defined to be that the population minimizer of the loss function has the same sign as Lin, 2004) . In our context, Fisher consistency requires that the minimizer
has the same sign as p(x) − 1/2. Fisher consistency is also known as classification-calibrated (Bartlett et al., 2006) and is a desirable property for a loss function. The following proposition implies Fisher consistency of LUMs.
where
(1/(a+1))
.
The proof follows from the first derivative of the loss function and the details are included in the Appendix. One immediate conclusion we can draw from Proposition 1 is that the class of LUM loss functions is Fisher consistent.
As a remark, for c → ∞, the LUM loss V (yf (x)) reduces to the hinge loss for the SVM with the corresponding minimizer as follows:
As a result, the hinge loss is Fisher consistent for binary classification as previously noted by Lin (2002) . Moreover, we emphasize that the SVM only estimates the classification boundary {x : p(x) = 1/2} without estimating p(x) itself (Wang et al., 2008) .
Thus, the LUM family becomes hard classifiers as c → ∞.
For a → ∞, the loss V (yf (x)) reduces to the hybrid loss of the hinge loss and the exponential loss, as shown in Section 2.3. Its corresponding minimizer is as follows:
From the minimizer f * (x) of V (yf (x)) in (6) with any finite c ≥ 0, we can convert the corresponding probabilities p(x) as follows: more difficult. Thus, in terms of class conditional probability estimation, LUM loss functions with c = 0 will be the best case since we have a one-to-one correspondence between p(x) and f * (x) for ∀p(x) ∈ [0, 1]. Another important point we want to make is that although as c increases, the class probability estimation may become more difficult, LUMs can still provide class probability estimation, even for very large values of c. The only exceptional case is c → ∞, then the method reduces to the standard SVM whose minimizer cannot estimate p(x) as mentioned before. Therefore, unlike the SVM, LUMs can provide class probability estimation for any finite c, although the estimation deteriorates as c increases.
As a remark, we note that the relationship between f * (x) and p(x) given in (6) and (8) can be cast as a link function used in generalized linear models (GLM) (McCullagh and Nelder, 1989) , although LUMs and GLM were originated from very different views. For example, the logistic regression uses the logit link function log(p(x)/(1− p(x)) = f (x) with p(x) = exp(f (x))/(1 + exp(f (x))). Interestingly, this link function matches the form of the minimizer of our hybrid loss given in (7) 
The idea is that f 
Computational Algorithm
The LUM loss V (u) is convex and first-order differentiable, but it is not second-order differentiable. One can use various convex optimization tools to fit the LUMs, such as nonlinear optimization functions in R and Matlab and specialized licensed optimization solvers such as MOSEK and MINOS. All of these work well when the dimensionality of data is not too large. Next, we propose a simple alternative algorithm for the LUMs, the coordinate gradient descent algorithm, which works efficiently for both low and high dimensional data.
Now we present the coordinate descent algorithm to minimize the objective function of the LUMs . At the (m + 1)-th step, for j = 1, 2, · · · , d, definef
and set
Problem (11) involves a one-dimensional optimization and can be solved using many routine optimization techniques such as the Newton-Raphson method. Once finishing
, we update the intercept by settinĝ
We keep iterating until convergence. The convergence criterion we used is to require
to be sufficiently small.
Simulation
In this section, we use simulated examples to demonstrate the numerical performance of LUMs in various scenarios. One main advantage of the LUM is that it provides a convenient platform to fit a spectrum of large-margin classifiers, from soft to hard, using one common algorithm. This has greatly facilitated a systematic exploration and comparison of different types of classifiers. Moreover, the LUM produces the class probabilities as a by-product for each combination of a and c. For the purpose of classification, we fit the LUMs with different combinations of (a, c) and report the probability estimation and classification results associated with each pair (a, c). In practice, a systematic tuning procedure is often desired to select the optimal (a, c). Since two-dimensional tuning can be time-consuming, we suggest a fast and effective tuning procedure for the LUMs. Our empirical experience with the LUMs (shown later in five examples) as well as the loss shapes as shown in Figure   1 suggest that the classification performance of the LUMs is not quite sensitive to the choice of a, while c plays a more important role. The magnitude of c determines whether the classifier is soft or hard. For example, c = 0 yields a soft classifier and c = 10, 000 gives a hard classifier. In light of this, we suggest to choose c from two extreme values {0; 10, 000} while fixing a at a constant value such as 1,000. We call the resulting classifier the "tuned LUM", which is computationally more efficient than the exhaustive search over (a, c)-space. In some sense, the "tuned LUM" tries to make a greedy choice between a pair of hard and soft classifiers, the two ends of the LUM family. Our numerical results show that the tuned LUM in general performs nearly as well as the LUM with the best (a, c). For the purpose of probability estimation, we compare the probability estimation errors of the LUMs and the refitted LUMs described in Section 3.
For each classifier, we evaluate its performance in both classification accuracy and probability estimation, respectively using the classification error of the estimated classifier and the mean absolute error (MAE) E X |p(X)−p(X)| of the estimated conditional probability on the test set of size 100, 000. For further comparison, we also report the results of the PLR. We conduct 1,000 replications for each method in all examples, and report the average test errors, MAEs, and the associated Monte Carlo standard errors (SEs).
Nonlinear Example via Basis Expansion: Soft Better
In this example, Class +1 is generated from a mixture of two bivariate Normal distributions, and Class −1 is from one bivariate Normal distribution as follows
For this example, the corresponding Bayes error is 0.1349. The Bayes rule is nonlinear and is illustrated on the left panel of Figure 4 . To capture the nonlinear boundary, we use a polynomial basis to fit the LUM. In particular, we map the input {x 1 , x 2 } to
2 , x 1 x 2 } and fit the linear LUM with the expanded basis. There are two parameters a and c in the LUM function, and each combination of them will result in a different classifier. As we pointed out before, a and c serve different roles in the LUM family of loss functions: c determines whether the corresponding classifier is soft or hard, whereas a controls the decaying speed of the loss function. We explore the effect of a and c, via calculating the classifiers corresponding to various values of these parameters with a = 1, 5, 10, 100, 1000 and c = 0, 1, 5, 10, 100, 1000, 10000.
As c → ∞, the LUM classifier approaches to the SVM. Since the solutions barely Interestingly, the refitted LUMs largely improve probability estimation. Furthermore, the difference between refitted soft and hard LUMs in terms of MAEs becomes much smaller than that of the original LUMs. The corresponding MAE (SE) for the PLR are 0.0957 (0.0012). Overall, we can conclude that LUMs yield competitive performance in terms of both classification accuracy and probability estimation.
Random Flipping Example: Hard better
In this 2-dimensional example, covariates X 1 and X 2 are independently generated from Uniform[−1, 1]. Conditional on X 1 and X 2 , the class output is generated as follows:
with probability 0.8 and −sign(X 1 + X 2 ) with probability 0.2.
The underlying conditional class probability function of this example is a step function. Thus, in this case, class probabilities are difficult to estimate and the classification accuracy of soft classifiers may be sacrificed by probability estimation. We expect that hard classifiers, bypassing probability estimation, may work better than soft classifiers.
The classification accuracy results are shown in Figure 5 .
Indeed, hard classifiers work much better in this example in terms of classification The probability estimation results of LUMs are summarized in terms of MAEs in Table 2 . Since soft classifiers do not work well for this example, we do not expect them to produce accurate probability estimation. Indeed, as shown in Table 2 , probability estimation of the original LUMs is not satisfactory. The refitted LUMs produce dramatic improvement over the original LUMs. Interestingly, the refitted LUMs with large c's work even slightly better than those with smaller c's. This is consistent with the observation by Wang et al. (2008) that better classification can be translated into better probability estimation. In this case, the original LUMs provide accurate classification boundaries and then the refitted LUMs correct the scales of the classification function by the original LUMs for better probability estimation. In this case, the MAE (SE) of the PLR are 0.1823 (0.003), much worse than our refitted LUMs. 
Varying Signal Example: Transition between Hard and Soft Classifiers
In this two dimensional example, predictors X 1 and X 2 are uniformly distributed over
) and −1 with probability 1/(1+e
) for some s > 0. This is essentially a Binomial example with s controlling the signal strength level.
As the previous examples have demonstrated that the effect of a on the classification error is very minimal, we fix a = 1, 000 in this example. The goal of the current example is to explore the performance pattern for different c as the signal level varies. the signal is weak, and hard classifiers seem to work better in the case of strong signals.
Increasing Dimension Example with Nonsparse Signal:
From Soft Better to Hard Better we can conclude that hard classification works better for high dimensional cases.
Summary of Simulated Examples
The Example 5.1 has relatively smooth underlying conditional probability functions.
In this case, it is advantageous to perform classification and probability estimation simultaneously. In fact, the probability information can help to build a more accurate classifier. As a result, LUMs with small c's such as c = 0 work the best for these two examples.
The underlying conditional probability function for Example 5.2 is a step function and thus not a smooth function. In this case, probability estimation can be a more challenging task than classification itself. Hard classifiers tend to focus on the classification boundary itself and avoid the task of probability estimation. Indeed, LUMs with large c's yield more accurate classifiers. Our numerical results suggest that our tuned LUMs between large and small c's with a fixed a can yield near optimal classification accuracy. For problems that we are uncertain about the choice between soft and hard classifiers, we recommend to use the tuned LUM.
In terms of probability estimation, LUMs with smaller c's yield much more accurate probability estimation than those of larger c's. The more interesting lesson is that the step of refitting corrects the scale of the classification function and significantly improves the performance of probability estimation. It can be used as an attractive method of probability estimation for both hard and soft classifiers.
Real Example
We apply the proposed LUMs to two real data examples. The first example is the liver disorder dataset from the UCI benchmark repository. The dataset can be downloaded information to classify the status of liver disorder. The second example is the lung cancer dataset, described in Liu et al. (2008) . The dataset contains 205 subjects including 128 adenocarcinoma, 20 carcinoid, 21 squamous, 17 normal tissues, 13 colon cancer metastasis, and 6 small cell carcinoma samples. Since the adenocarcinoma class is the most heterogeneous class, we consider the binary classification task of adenocarcinoma versus others. We select 200 genes with the most variation for classification.
Since there are no separate validation and testing data available for these data sets, we randomly divide each data set into three parts: one part used as the training set, one part for tuning, and the third part used as the testing set. We repeat this process ten times and report the average test errors for linear LUMs in Figure 9 .
The liver disorder example is shown to be a relatively difficult classification problem with test errors over 30%. In view of the lesson we learn from Example 5.3, soft classification may work better in this case. The left panel of Figure 9 shows the test errors for various a and c. Again the effect of a is small, but it appears that smaller c works better, suggesting soft classification is more preferable here. We also calculated the tuned LUMs. For a = 1, 000, the corresponding test error is 0.3470, which is near optimal compared to other errors in the plot.
The lung cancer example is a high dimensional example and the right panel of Figure 9 suggests that hard classification works better here. This is consistent with the findings in Examples 5.4 and 5.5. In this case, the test error for the tuned LUM with a = 1, 000 is 0.0957. Again this is near optimal in view of the test errors corresponding to various (a, c) reported in right panel of Figure 9 .
Discussion
Large-margin classifiers play an important role in classification problems. In this paper, we propose a rich family called the LUM which covers a wide range of classifiers from soft to hard ones. The new family provides a natural bridge between soft and hard classification. Properties of this new family helps to provide further insight on largemargin classifiers. Furthermore, the LUM family includes some existing classifiers such as the SVM and DWD as well as many new ones including the hybrid of the SVM and Boosting.
The LUM family is indexed by two parameters a and c. Our numerical study shows that the performance of LUMs is not very sensitive to the choice of a. Thus, we recommend to fix a at one value such as 1,000. The role of c is more critical for the resulting classifier since it connects soft and hard classifiers. Our numerical examples shed some light on the choice between soft and hard classifiers. Furthermore, our tuned LUM, with fixed a and tuned c in {0; 10, 000}, appears to give near-optimal performance.
Our study on probability estimation shows that the step of refitting is critical.
Moreover, our probability estimation scheme works well for both hard and soft classifiers in the LUM family. As a result, it can also be used as a probability estimation technique for hard classifiers such as the SVM.
Proof of Theorem 1:
To simply the formulation (3), we remove γ and get the following equivalent formulation of (3)
subject to w w ≤ 1, ξ i ≥ 0, ∀i.
To get the minimizer of (13), for fixed y i f (x i ), we first study the minimizer of
with ξ i ≥ 0. Note that
• When y i f ( 
where V 
where f * =f /2 and λ * = 2λ. Denote (ŵ * ,b * ) with given λ * as the solution of (17).
Then we haveŵ * ŵ * =ŵ ŵ /4 = C/4. Consequently, we can conclude that DWD is equivalent to LUM with a = 1 and c = 1.
Proof of Proposition 1:
by minimizing E(V (Y f (X))|X = x) for every x.
For any fixed x, E(V (Y f (X))|X = x) can be written as V (f (x))p(x)+V (−f (x))(1− p(x)). For simplicity of notation, we drop x and need to minimize g(f ) = V (f )p + V (−f )(1 − p) with respect to f . To this end, we take the first order derivative of g(f )
since it is differentiable. Then we have
Plugging (19) into (18) To obtain the minimizer of g(f ), we need to examine the signs of its derivative g (f ). When p < 1/2, g (f ) > 0 for f ≥ − c 1+c and the minimizer f * can be obtained
