




































































































tout  le stage.  Je  le remercie pour m’avoir confié un travail très  important et  fournit tout ce dont  j’ai eu besoin 
pour le réaliser, ainsi que pour m’avoir fait des remarques pertinentes et m’avoir guidé pendant le déroulement 
de mon  séjour. De plus  il m’a donné  l’opportunité de  travailler  avec  lui et  l’équipe de  travail du  LHCb en me 
recrutant. 
 





























































la  présence  du  boson  de  Higgs,  l’origine  des  masses  des  particules,  l’existence  de  la  supersymétrie,  et  bien 
d’autres. 
 
Dans  l’expérience  LHCb  se  feront  les  analyses  en  relation  aux  asymétries  de  la  matière  et  l’antimatière.  Les 
collisions  produiront  une  information  éphémère  qui  sera  obtenue  par  un  système  de  capture  qui  enverra  les 
données  aux  fermes  de  traitement  et  de  surveillance.  Une  fois  prétraitée,  l’information  pertinente  est 
sélectionnée pour être stockée de manière permanente. 
 








































































































































Mon  travail  fait  partie  du  développement  d’outils  de  supervision  pour  le  système  de  surveillance.  Plus 
précisément  la  création  des  programmes  qui  permettent  de  trouver  des  erreurs  à  un  niveau  d’exécution  du 
processus dans les clusters et qui puissent en informer l’équipe de travail rattachée de l’expérience. 
 
Le  rapport  se  déroulera  en  quatre  parties:  la  première  fera  une  présentation  générale  du  projet,  la  seconde 

















Aujourd’hui,  le  CERN  emploie  environ  2500  personnes.  Le  personnel  scientifique  et  technique  du  laboratoire 
conçoit et construit les accélérateurs de particules et assure leur bon fonctionnement. Il contribue également à la 










jamais  réalisé. Les  résultats des expériences du LHC cherchent à  répondre des questions que  la physique  s’est 
posé depuis longtemps. 
 









leurs  acronymes :  ALICE,  ATLAS,  CMS  et  LHCb.  Les  détecteurs  observeront  très  attentivement  pendant  que 
l’énergie résultant des collisions de protons se transforme fugacement dans une pléthore de particules exotiques. 
 
Les  détecteurs  pourront  voir  jusqu’à  600  millions  de  collisions  par  second,  avec  les  expériences  qui 










L’expérience  LHCb  cherche  à  comprendre  pourquoi  nous  vivons  dans  un  univers  qui  semble  être  constitué 
entièrement de matière, sans aucune présence d’antimatière. 
 







































XML  (eXtensible Markup  Language)  est un  standard de  représentation  de données  très  utilisé pour  l’échange 
d’information.  On  lui  a  choisi  pour  se  facilité  pour  structurer  des  données,  la  facilité  d’utilisation  entre 
plateformes et l’universalité du format. 
 






























Dans  la Figure 4 on peut apprécier  le fonctionnement général du système de surveillance. D’abord  les collisions 
auront  lieu  dans  le  détecteur  LHCb  (partie  haute)  où  le  système  de  capture  de  niveau  électronique  (readout 










Dans  les différentes  fermes  il y a un  total d’environ 2000 processeurs  rangés en 50 sous‐fermes de  jusqu’à 40 









pour  détecter  les  possibles  problèmes  et  ne  pas  rater  l’opportunité  de  détecter  information  précieuse  pour 
l’expérience. 
 



































































































































































La  Figure  8  est  un  exemple  qu’on  a  utilisé  pour  les  premiers  nœuds  testés. On  a  défini  dans  le  fichier  trois 
éléments TaskList avec un nom et quelques tâches.  
 
























































Pour démarrer  le  TaskSupervisor, on  a besoin de  la  liste de nœuds  du  cluster  et de  la  liste de  tâches qui  lui 









résoudre  le  problème  avec  le  paramètre  «os.environ['DIM_DNS_NODE']»  qui  nous  a  permis  de  prendre 
directement du système d’exploitation le nom du nœud où le TaskSupervisor s’exécute. 
  







Premièrement, avec  l’aide de  l’analyseur grammatical,  il faut réviser si  la commande pour verser  le contenu des 

































sont des paquets d’information. Des  libraires Python existent déjà pour  l’interaction avec  le système, alors ça a 















Par  contre,  pour  le  NodeMonitor  n’était  pas  nécessaire  de  créer  un  service,  c’était  seulement  nécessaire 










La  souscription  du  NodeMonitor  au  service  ps/data,  va  nous  retourner  une  longue  chaîne  de  caractères  qui 








En demandant à mon superviseur,  il m’a dit que chaque  tâche était composée de 34 paramètres et qu’il  fallait 
séparer  l’information  dans  la  chaîne  de  caractères  pour  trouver  les  identifiants  de  chaque  tâche,  le  nom  de 
l’identifiant étant l’attribut UTGID. 
 
Alors  on  a  décidé  de  créer  pour  chaque  tâche  une  structure  pour  stocker  chacun  des  attributs,  son  nom  est 











Maintenant  le  problème  est  la  transformation  de  la  chaîne  de  caractères 
obtenue de ps/data à la structure créée.  
 
Le  cœur  du NodeMonitor  est  la  fonction  Callback  qu’on  a  programmé  pour 
faire  le  travail  lourd. On  a  remarqué précédemment  la  fonction Callback  au 
moment de la souscription au service ps/data.  
 





























On  l’obtient en parcourant  la  liste de structures et en copiant  le UTGID de chaque structure dans une nouvelle 




juste rempli dans  la  liste maîtresse en va effacer  la tâche de  la  liste maîtresse,  le résidu sera garde dans  la  liste 
«all_tasks».  
 
À la fin on a deux possibles résultats : 
 
Le premier est si la liste maîtresse est vide, c'est-à-dire que tout est super. 
 
Mais, le deuxième (qui est le résultat qui nous intéresse) est si la liste n’est pas vide et contient encore 
des tâches qui n’ont pas était trouvées dans le nœud. 
 











On a  le  résultat de  la comparaison entre  la  liste maîtresse de  tâches et  la  liste de  tâches  lue du nœud sous  la 
forme du résidu de la liste maîtresse dans la liste «all_tasks» 
 




D’abord, on mettra  le nom du nœud  avec  l’attribut « status= ALIVE »  et  la  compte du numéro de  tâches pas 












Donc  le  labeur du TaskSupervisor est de déterminer  la « santé » du cluster en analysant  l’information ramassée 
de tous ses esclaves (les NodeMonitor).  
 



















































































































supprimés  (‐),  l’indication  est  optionnel,  elle  est  appliquée  seulement  aux  changements  immédiats  et  peut 
disparaître avec les mis à jour. 
 
Alors,  si  on  trouve  le  symbole  (+),  on  assignera  une  variable  de  type  avec  la  valeur ADDING;  si  on  trouve  le 
symbole (‐), on assigne DYING à la valeur type ; et si on trouve rien, on assigne LISTING. 
 
Ça va nous servir au moment de  la dernière division de  la chaîne de caractères où on sépare  les barres « / » et 
cherche pour la chaîne ‘TaskSupervisor’.  
 
Une  fois  trouvé  l’identifiant du TaskSupervisor on est  finalement en position de démarrer  les  clients qui  vont 
fournir l’information au ClusterCollector. 
 
Si  les  TaskSupervisor  sont  accompagnés  du  type  ADDING  ou  LISTING  alors  on  invoque  la  classe 

























Ici on a un grand avantage pour  le premier point,  l’information venant des TaskSupervisor est déjà en  format 
XML, alors on a besoin de faire relativement très peut de choses pour préparer l’information. 
 























Le  TaskSupervisor  a  été  développe  pour  répondre  au  besoin  de  supervision  des  clusters  de  traitement 
d’information et de surveillance de l’expérience LHCb.  
 
Avec  le  TaskSupervisor  on  a  réussi  à  savoir  quels  nœuds  d’un  cluster  ne  marchent  pas,  et  pour  ceux  qui 
fonctionnent,  TaskSupervisor  détecte  s’il  ya  a  des  tâches  manquants.  Tout  sert  pour  déterminer  si  le  nœud 
fonctionne correctement ou pas. 
 




















































































réutilisable  pour  des  futures  applications  et  améliorations.  Un  point  très  important  du  TaskSupervisor  est  la 
structure de tâches où on a gardé tous les arguments de chaque tâche et qui va permettre dans le future de faire 
des  mises  à  jour  du  programme  en  incluant  par  exemple  des  routines  pour  établir  des  indicateurs  de  la 
consommation de  ressources  tel que  la quantité de mémoire ou de CPU utilisée par une  tâche,  les possibilités 
sont énormes. 
 
Le  ClusterMonitor  est  un  logiciel  moins  complexe  que  le  TaskSupervisor  et  une  grande  partie  de  son 
fonctionnement est  similaire.  Il  a  été  testé dans des  conditions de  travaux  réduit en  raison de  la quantité de 
TaskSupervisor qu’on a pu tester en même temps.  
 
Jusqu’à  la  finalisation de ce rapport,  le ClusterMonitor a été testé dans un environnement très réduit  (deux ou 













































































    Task Supervisor 
    by: Raul Duran Bravo 
 
    It gathers the errors of each Node in a Cluster, 
    then the summary is published by a service named 
    /XXXXXX/TaskSupervisor, 
    where XXXXXX is the name of the Cluster. 
 
    The status for each Node can be DEAD and ALIVE. 
 
    A Node is declared DEAD if there is no response from it. 
 
    A Node is declared ALIVE if it responds, anyway if one 
    or more Tasks are missing, their names will be specified 
    and tagged one by one. 
 
 
    Functions that are similar to those in the ClusterMonitor 
    script are: 
      - error 
      - info 
      - debug 
      - clearscreen 
 
    Classes that are similar to those in the ClusterMonitor 
    script are: 
      - DimClient 
 
    Classes that are exclusive of TaskSupervisor are: 
      - TaskList 
      - TmTask 
      - NodeMonitor 
      - TaskSupervisor 
 
    Note: It uses an external script named XMLTaskList to 
II 
 




import os, sys, time 
from debug import SAY, ERROR, DEBUG 
import dimc, debug 
import XMLTaskList 
from time import sleep 
from threading import Thread, Event 
import copy 
 
S_ERROR = 0 
S_SUCCESS = 1 
 
ADDING = 1 
DYING = 2 
LISTING = 3 
 
def error(*args): 
    """ 
        The error function labels the information as 
        [ERROR] to be properly identified when showed 
    """ 
    s = '' 
    for i in args: 
        s = s + str(i) 
    print '%s %-8s %s'%(time.ctime(),'[ERROR]',s) 
    return S_ERROR 
 
def info(*args): 
    """ 
        The info function labels the information as 
        [INFO] to be properly identified when showed 
    """ 
    s = '' 
    for i in args: 
        s = s + str(i) 





    """ 
        The debug function labels the information as an 
        [DEBUG] to be properly identified when showed 
    """ 
    s = '' 
    for i in args: 
        s = s + str(i) 
    print '%s %-8s %s'%(time.ctime(),'[DEBUG]',s) 
 
def clearscreen(numlines=100): 
    """ 
        The clearscreen function is invoked each second 
        to sweep the old information from the screen and 
        permits the updates to be posted without displacing 
        the info from its regular place, it also takes into 
        account the type of operating system to do it. 
    """ 
    if os.name == "posix": 
        # Unix/Linux/MacOS/BSD/etc 
        os.system('clear') 
    elif os.name in ("nt", "dos", "ce"): 
        # DOS/Windows 
        os.system('CLS') 
    else: 
        # Fallback for other operating systems. 





    """ 
        The DimClient class sets the constructor and the 
        destructor for a future DIM Service as well as 
        the cleanup after stopping a service. 
 
        Also, the base parameters for starting the service 
        are declared here. 
IV 
        object with the 34 attributes of each task and when its 
 
     
        TaskSupervisor and ClusterSupervisor inherit from 
        this class 
    """ 
    def __init__(self,name): 
        "Standard constructor" 
        self.name = name 
        self.id = None 
    def __del__(self): 
        if self.id is not None: 
            print 'Release service:',self.id 
            dimc.dic_release_service(self.id) 
    def stop(self): 
        if self.id is not None: 
            dimc.dic_release_service(self.id) 
        self.id = None 
        return self 
 
    def startClient(self,datapoint,format,callback): 
        if self.id is not None: 
            dimc.dic_release_service(self.id) 
        self.id = dimc.dic_info_service(datapoint,format,callback) 




    """ 
        An instance of the TaskList class represents a collection of 
        task object as it results from reading the XML database. 
    """ 
    def __init__(self): 
        "Standard constructor" 
        list.__init__(self) 
 
class TmTask:               # initialization of the structure with 34 attributes per task 
    """ 
 
        The TmTask class  initializes the structure of the 'Task' 
V 
 
        fill function is invoked it assigns a number to each one of the 
        attributes to be filled. 
 
        HEADER and SHOW are samples of the information that can 
        be displayed. 
         
    """ 
    def __init__(self): 
        self.utgid = None 
        self.tid = None 
        self.tgid = None 
        self.ppid = None 
        self.pgid = None 
        self.nlwp = None 
        self.user = None 
        self.group = None 
        self.tty = None 
        self.cmd = None 
        self.sch = None 
        self.prio = None 
        self.rtprio = None 
        self.nice = None 
        self.psr = None 
        self.stat = None 
        self.perc_cpu = None 
        self.perc_mem = None 
        self.vsize = None 
        self.lock = None 
        self.rss = None 
        self.data = None 
        self.stack = None 
        self.exe = None 
        self.lib = None 
        self.share = None 
        self.ignored = None 
        self.pending = None 
        self.catched = None 
        self.blocked = None 
        self.started = None 
VI 
 
        self.elapsed = None 
        self.cputime = None 
        self.cmdline = None 
 
    def header(self):  # header for printing some of the values (use with show()) currently unused 
        print '%-32s %6s %6s %6s'%('UTGID','TID','TGID','VSIZE') 
 
    def show(self):    # gathering some values to print (currently unused) 
        print '%-32s %6d %6d %6d'%(self.utgid,self.tid,self.tgid,self.vsize) 
 
    def fill(self,items):    # filling the attribute structure 
        self.utgid = items[0] 
        self.tid = int(items[1]) 
        self.tgid = int(items[2]) 
        self.ppid = int(items[3]) 
        self.pgid = items[4] 
        self.nlwp = items[5] 
        self.user = items[6] 
        self.group = items[7] 
        self.tty = items[8] 
        self.cmd = items[9] 
        self.sch = items[10] 
        self.prio = items[11] 
        self.rtprio = items[12] 
        self.nice = items[13] 
        self.psr = items[14] 
        self.stat = items[15] 
        self.perc_cpu = items[16] 
        self.perc_mem = items[17] 
        self.vsize = int(items[18]) 
        self.lock = items[19] 
        self.rss = items[20] 
        self.data = items[21] 
        self.stack = items[22] 
        self.exe = items[23] 
        self.lib = items[24] 
        self.share = items[25] 
        self.ignored = items[26] 
        self.pending = items[27] 
VII 
 
        self.catched = items[28] 
        self.blocked = items[29] 
        self.started = items[30] 
        self.elapsed = items[31] 
        self.cputime = items[32] 






    """ 
        An instance of the NodeMonitor class polls the /ps/data 
        service in the current Node to see what tasks are being 
        executed in that moment. 
 
        The callback function defined in the class splits the 
        arguments read from /ps/data into 34 pieces which is 
        the number of attributes each task has. A TmTask 
        structure is then filled with all the 34 attributes for 
        each existing task. 
 
        The utgid names are then put together in a list that is 
        compared against the Master Tasklist. The Master 
        Tasklist is  provided with anticipation, right now they 
        are static XML files. 
 
        If at the end of the comparison, there is a difference 
        between the MasterList and the created utgid list, the 
        tasks from the Masterlist that were not found in the 
        utgid list will be formatted as XML information for 
        later publishing 
 
        The NodeMonitor class inherits from the DimClient.  
    """ 
    def __init__(self,node,tasks): 
        "Standard constructor" 
        DimClient.__init__(self,node) 
        self.tasks = tasks 
VIII 
                err = err + '      <Found_Tasks count="%d"/>\n'%(num_req_tasks,) 
 
        self.errors = None 
        self.time = 0 
        print 'Created node monitor:',self.name 
         
    def callback(self,*args): # separates each item from the chain 
        try: 
            if len(args)==0:\ 
                return 
            self.time = time.time() 
            items = args[0].split('\0')[:-1] # the long chain of arguments is splitted here 
            tasks = TaskList() 
 
            for i in xrange(len(items)/34):   
                t = TmTask() 
                # calling of the fill routine that will put the arguments into the object 
                t.fill(items[i*34:(i+1)*34])  
                tasks.append(t) 
            node_tasks = self.tasks 
            all_tasks = {} 
 
            for l in node_tasks.taskLists.keys(): 
                for t in node_tasks.taskLists[l].tasks.keys(): 
                    all_tasks[t] = node_tasks.taskLists[l].tasks[t] 
            num_req_tasks = len(all_tasks.keys()) 
 
            for t in tasks: 
                utgid = t.utgid.replace(self.name,'<Node>') 
                if all_tasks.has_key(utgid): 
                    del all_tasks[utgid] 
 
            if len(all_tasks)>0: 
                keys = all_tasks.keys() 
                err = '    <Node name="'+self.name+'" status="ALIVE" >\n      <Missing_Tasks  
count="%d">\n'%(len(keys),) 
                for i in keys: 
                    utgid = i.replace('<Node>',self.name) 
                    err = err + '         <Task name="'+utgid+'"/>\n' 
                err = err + '      </Missing_Tasks>\n' 
IX 
 
                err = err + '    </Node>\n' 
                self.errors = err 
            else: 
                self.errors = None 
 
        except Exception,X: 
            import traceback 
            traceback.print_stack() 
            print 'Something went wrong:',str(X) 
            print 'Exception handling finished.' 
 
    def start(self): 
        #info('Node monitor for ',self.name,' started.....') 
        return self.startClient('/'+self.name.upper()+'/ps/data','C:200000',self.callback) 
 
    def statusInfo(self): 
        if (time.time() - self.time) > 35: 
            #print 'No answer since ', self.time, time.time() - self.time 
            self.errors = '    <Node name="'+self.name+'" status="DEAD"/>"\n' 






    """ 
        An instance of the TaskSupervisor class is able to 
        start the NodeMonitors in each node and then retrieve 
        their informations to publish it in each node in a 
        service called after it: TaskSupervisor. 
 
        First, the constructor initializes the necessary values, 
        one of them is the name of the service (with the node 
        name included). 
 
        The initialize function using the XMLTaskList script 
        checks the existance of nodes. Then the start function 




        The run function invokes the publish function each 
        second. Then the publish function polls for the status 
        of the NodeMonitors, based on their response, it 
        assigns DEAD, MIXED or ALIVE  status and publishes. 
 
        The results are framed in XML tags to match the 
        information received from the NodeMonitors 
 
        ------------------ 
 
     
    An instance of thie class is able to supervise a collection of 
    processing nodes. To do so it will: 
        - Query the task inventory to retrieve the list of tasks 
        executing on the controls PC and the worker nodes. 
        - Delegate the checking of the task existence to the 
        node class and process the return code indicating 
        if a node works properly or not. 
        - Publish the result indicating if ALL nodes work properly 
        or show errors. 
    @author R.Bravo 
    @version 1.0 
    """ 
    def __init__(self,name,inventory): 
        "Iniitalize the object" 
        self.node = name 
        self.name = '/'+name.upper()+'/TaskSupervisor' 
        self.inventory = inventory 
        self.nodes = None 
        self.monitors = {}         
        svc = self.name+'/Status' 
        #dimc.dis_set_dns_node('ecs03')  # a call can be individually made with this command 
        dimc.dis_set_dns_node(os.environ['DIM_DNS_NODE']) 
         
        self.serviceId = dimc.dis_add_service(svc,'C:20000',self.serviceCall,1) 
        dimc.dis_start_serving(self.name) 
        dimc.dic_set_dns_node(name) 




    def initialize(self): 
        "Load the database and check for consistency" 
        nodes = self.inventory.getNodes() 
        if nodes is None: 
            return error('Failed to retrieve the nodelist from the inventory.') 
        elif len(nodes) == 0: 
            return error('Node list for ',self.node,' is of ZERO length. This cannot be.') 
        else: 
            debug('Yes: I got a node list with ',len(nodes),' entries. All fine so far.') 
        self.nodes = nodes 
        for node in self.nodes.keys(): 
            self.monitors[node] = NodeMonitor(node,self.nodes[node]) 
        return S_SUCCESS 
 
    def start(self): 
        "Start controlling the associated nodes." 
        nodelist = [] 
        for node in self.monitors.keys(): 
            nodelist.append(node) 
            status = self.monitors[node].start() 
            if status != S_SUCCESS: 
                return error('Failed to start monitor for node:',node) 
        info('All task monitors for ',self.node,' are now running.') 
        #print nodelist 
        return S_SUCCESS 
     
    def serviceCall(self,*args): 
        print 'serviceCall--------' 
        print 'serviceCall',args 
        return ('whatever',) 
 
    def publish(self): 
        er = '' 
        sc1 = "DEAD" 
        sc2 = "ALIVE" 
        clearscreen() 
        for node,mon in self.monitors.items(): 
            e = mon.statusInfo() 
            if e is not None: 
XII 
 
                dead  = e.find('status="DEAD"')>0 
                alive = e.find('status="ALIVE"')>0 
                if alive and sc1=="DEAD": 
                    sc1 = "MIXED" 
                if dead and sc2=="ALIVE": 
                    sc2 = "MIXED" 
                er = er + e 
        err = '  <Cluster name="'+self.node.upper()+'" status="' 
        if sc1=="DEAD":     err=err+sc1 
        elif sc2=="ALIVE":  err=err+sc2 
        else:               err=err+sc1 
        err = err + '">\n' + er + "  </Cluster>" 
        res = dimc.dis_update_service(self.serviceId,(err,)) 
        info('dis_update_service:'+str(res)+'\n'+err) 
 
     
    def run(self): 
        "Here I can sleep while my monitoring slaves actually have to struggle." 
        collect=0 
        while(1): 
            collect = collect + 1 
            time.sleep(1) 
            if (collect%1)==0: 





    """ 
        The callTaskSupervisor function loads the Master Tasklist, 
        the TaskInventory and the Nodelist. It also starts the 
        TaskSupervisor 
    """ 
    xml = XMLTaskList.TransformXmlToObjects() 
    xml.load('../xml/TaskList.xml')                         # loads the Task List 
    xml.load('../xml/'+os.environ['DIM_DNS_NODE']+'.xml')   # loads the Node List 
         
    sup = TaskSupervisor(os.environ['DIM_DNS_NODE'],xml) 
    sup.initialize() 
XIII 
 
    sup.start() 










    Cluster Monitor 
    by: Raul Duran Bravo 
 
    This script collects the information of the TaskSupervisors 
    that are running in the clusters and then publishes the 
    collective information creating a service called 
    'ClusterCollector' in the cluster where it was invoked. 
 
    Failing status for Clusters are DEAD and MIXED. 
     
    A cluster is declared DEAD when its TaskSupervisor 
    could not be interrogated for whatever reason. 
 
    A cluster is declared MIXED when its TaskSupervisor 
    exists but has error messages, then it proceeds to 
    publish the information obtained from the corresponding 
    TaskSupervisor. 
 
 
    Functions that are similar to those in the TaskSupervisor 
    script are: 
      - error 
      - info 
      - debug 
      - clearscreen 
 
    Classes that are similar to those in the TaskSupervisor 
    script are: 
      - DimClient 
 
    Classes that are exclusive of ClusterMonitor are: 
    - TaskSupervisorClient 
    - ClusterSupervisor 




    Note: It uses an external script named XMLTaskList to 




import os, sys, time 
from debug import SAY, ERROR, DEBUG 
import dimc, debug 
import XMLTaskList 
from time import sleep 
from threading import Thread, Event 
import copy 
 
S_ERROR = 0 
S_SUCCESS = 1 
 
ADDING = 1 
DYING = 2 




    """ 
        The error function labels the information as 
        [ERROR] to be properly identified when showed 
    """ 
    s = '' 
    for i in args: 
        s = s + str(i) 
    print '%s %-8s %s'%(time.ctime(),'[ERROR]',s) 




    """ 
        The info function labels the information as 
        [INFO] to be properly identified when showed 
    """ 
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    s = '' 
    for i in args: 
        s = s + str(i) 




    """ 
        The debug function labels the information as an 
        [DEBUG] to be properly identified when showed 
    """ 
    s = '' 
    for i in args: 
        s = s + str(i) 




    """ 
        The clearscreen function is invoked each second 
        to sweep the old information from the screen and 
        permits the updates to be posted without displacing 
        the info from its regular place, it also takes into 
        account the type of operating system to do it. 
    """ 
    if os.name == "posix": 
        # Unix/Linux/MacOS/BSD/etc 
        os.system('clear') 
    elif os.name in ("nt", "dos", "ce"): 
        # DOS/Windows 
        os.system('CLS') 
    else: 
        # Fallback for other operating systems. 
        print '\n' * numlines 
 
class DimClient: 
    """ 
        The DimClient class sets the constructor and the 
        destructor for a future DIM Service as well as 
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        the cleanup after stopping a service. Also, the 
        base parameters for starting the service are 
        declared here. 
     
        TaskSupervisor and ClusterSupervisor inherit from 
        this class 
    """ 
    def __init__(self,name): 
        "Standard constructor" 
        self.name = name 
        self.id = None 
    def __del__(self): 
        if self.id is not None: 
            print 'Release service:',self.id 
            dimc.dic_release_service(self.id) 
    def stop(self): 
        if self.id is not None: 
            dimc.dic_release_service(self.id) 
        self.id = None 
        return self 
 
    def startClient(self,datapoint,format,callback): 
        if self.id is not None: 
            dimc.dic_release_service(self.id) 
        self.id = dimc.dic_info_service(datapoint,format,callback) 






    """ 
        An instance of the TaskSupervisorClient class subscribes 
        to the TaskSupervisor service in a node. 
    """ 
    def __init__(self,name): 
        DimClient.__init__(self,name) 




    def callback(self,*args): 
        try: 
            if len(args)>0: 
                self.data = args[0] 
            else: 
                info('TaskSupervisorClient received invalid data.') 
 
        except Exception,X: 
            import traceback 
            traceback.print_stack() 
            print 'Something went wrong:',str(X) 
            print 'Exception handling finished.' 
 
    def start(self): 
        #info('TaskSupervisorClient for ',self.name,' started.....') 





    """ 
        An instance of the ClusterCollector class suscribes 
        to the DIS_DNS/SERVER_LIST service and extracts the 
        list of processes that are running in each node of 
        the cluster. 
 
        It also looks for added and removed processes to put 
        them in the ALIVE or DEAD lists. 
 
        Then the information is formatted in XML and 
        published by a process called ClusterCollector 
    """ 
    def __init__(self,inventory,name='ClusterCollector'): 
        self.name = name 
        self.svcID = None 
        self.dead = {} 
        self.alive = {} 
        self.errors = '' 
        self.inventory = inventory 
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        self.monitors = {} 
        self.node = name 
        svc = self.name+'/status' 
        self.serviceId = dimc.dis_add_service(svc,'C:20000',self.serviceCall,1) 
        dimc.dis_start_serving(self.name) 
        lst = self.inventory.getNodeLists() 
        s = '' 
 
        for i in lst.keys(): 
            l = lst[i] 
            s = s + ' ' + l.Name+ ' ['+str(len(l.nodes))+'] ' 
            client = TaskSupervisorClient(l.Name) 
            self.dead[l.Name.upper()] = client 
            #print s 
 
    def __del__(self): 
        if self.svcID is not None: 
            dimc.dic_release_service(self.svcID) 
       
    def show(self): 
        data = '' 
 
        for n in self.dead.keys(): 
            data = data + '  <Cluster name="'+n+'" status="DEAD"/>\n' 
 
        for n in self.alive.keys(): 
            data = data + self.alive[n].data + '\n' 
        self.errors = data 
        #info('State summary') 
        return data     
 
    def startx(self): 
        """Connect to the DIS_DNS/SERVER_LIST datapoint. Then: 
        -- Select all availible TaskSupervisor status datapoints status datapoint? 
 
        -- Collect the result 
        -- Publish the summary information to be eventually 
        put into PVSS. 
        """ 
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        self.svcID=dimc.dic_info_service('DIS_DNS/SERVER_LIST','C:200000',self.callback) 
        return self 
 
    def callback(self,*args): 
        """ 
        """ 
        try: 
            #print len(self.alive) 
            if len(args) == 0: 
                print 'There is nothing in DIS_DNS/SERVER_LIST ' 
                return 
            items = args[0].split('|') 
 
            for i in items: 
                itm,node = i.split('@') 
                type = 0 
                if   itm[0] == '+': 
                    type = ADDING 
                    itm = itm[1:] 
                elif itm[0] == '-': 
                    type = DYING 
                    itm = itm[1:] 
                else: 
                    type = LISTING 
         
                sup = itm[1:].split('/') 
                if len(sup)==2 and sup[1]=='TaskSupervisor': 
                    nam = sup[0].upper() 
                    if type == ADDING or type == LISTING: 
                        client = TaskSupervisorClient(nam) 
                        self.alive[nam] = client 
                        client.start() 
                        del self.dead[nam] 
                        #print 'Added new client:',nam,' to ALIVE list' 
                    elif type == DYING: 
                        if self.alive.has_key(nam): 
                            client = self.alive[nam] 
                            client.stop() 
                            self.dead[nam] = client 
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                            del self.alive[nam] 
                            #print 'Moved client:',nam,' to DEAD list' 
 
        except Exception,X: 
            print str(X) 
 
    def start(self): 
        "Start controlling the associated nodes." 
        for node in self.monitors.keys(): 
            status = self.monitors[node].start() 
            if status != S_SUCCESS: 
                # This should never fail, because nobody is monitoring me!!!! 
                return error('Failed to start monitor for node:',node) 
        info('All task monitors for ',self.node,' are now running.') 
        return S_SUCCESS 
 
    def serviceCall(self,*args): 
        print 'serviceCall--------' 
        print 'serviceCall' 
        return ('whatever',) 
 
    def publish(self): 
        err = "<Network>\n" 
        err = err + self.show() 
        err = err + "</Network>\n" 
        res = dimc.dis_update_service(self.serviceId,(err,)) 
        # all errors are published here 
        info('dis_update_service:'+str(res)+'\n'+err) 
     
    def run(self): 
        "Here I can sleep while my monitoring slaves actually have to struggle." 
        collect=0 
        while(1): 
            collect = collect + 1 
            time.sleep(1) 
            if (collect%1)==0: 
                clearscreen() 







    """ 
        The clusterMonitor function loads the necessary lists, 
        for now, the XML Nodelists are static. After that, the 
        ClusterCollector is started 
    """ 
    xml = XMLTaskList.TransformXmlToObjects() 
    #xml.load('../xml/TaskList.xml')       # loads the Task List 
    #xml.load('../xml/TaskInventory.xml')  # loads the Task Inventory 
    xml.load('../xml/mona08.xml')         # loads the Node List 
    xml.load('../xml/hltc08.xml')         # loads the Node List 
    xml.load('../xml/ecs03.xml')          # loads the Node List 
     
    collector = ClusterCollector(xml) 
    collector.startx() 
    collector.run() 
 
if __name__=="__main__": 
    clusterMonitor() 
