The secondary structure is one of the most frequently analyzed aspect of protein structure. Secondary structure predictions allow for a multitude of conclusions on the fold classification and function of a protein and, in particular, provide important information for 3D structure prediction. Methods for predicting protein secondary structure from sequence explicitly or implicitly rely on secondary structure definitions from known structures. Different computer programs for the automatic assignment of secondary structure from 3D coordinates (provided in the PDB, cf. Bernstein et al., 1977) base their analysis on different conformational features. The DSSP approach by Kabsch and Sander (1983) considers hydrogen bond patterns, while the DEFINE algorithm
Introduction
The secondary structure is one of the most frequently analyzed aspect of protein structure. Secondary structure predictions allow for a multitude of conclusions on the fold classification and function of a protein and, in particular, provide important information for 3D structure prediction. Methods for predicting protein secondary structure from sequence explicitly or implicitly rely on secondary structure definitions from known structures. Different computer programs for the automatic assignment of secondary structure from 3D coordinates (provided in the PDB, cf. Bernstein et al., 1977) base their analysis on different conformational features. The DSSP approach by Kabsch and Sander (1983) considers hydrogen bond patterns, while the DEFINE algorithm by Richards and Kundrot (1988) computes distances between C α atoms and the P-CURVE method by Sklenar et al. (1989) finds regularities along a helicoidal axis. Whereas Colloc'h et al. (1993) showed that only 63% of the residues in the assignments of these three methods coincide for a nonredundant database of 154 proteins, the comparison of the assignments by the DSSP approach and the STRIDE method of Frishman and Argos (1995) does not support the pessimistic result of Colloc'h et al., see below. The STRIDE method, an extension of the DSSP program, is reported to yield secondary structure assignments most similar to the subjective assignments by crystallographers which are taken as a standard. By proposing a consensus assignment, Colloc'h et al. (1993) were probably the first researchers to associate the concept consensus with secondary structure assignment and prediction.
Most secondary structure prediction methods use pattern recognition based on structural features seen in a given dataset of protein structures. The pattern matching approaches range from pure stereo-chemical considerations to elaborate machine learning methods such as neural networks, nearest-neighbor techniques, and hidden Markov models (for a review cf. Rost and O'Donoghue, 1997) . All methods are calibrated by hand or in an automatic training phase which determines the values of essential parameters driving the method. Due to the variety of datasets used for training and the differences in the applied pattern recognition procedures, the predictions vary substantially from method to method. The remarkable improvement in prediction accuracy achieved in recent years mainly results from forming a consensus between different predictions in two forms. One uses multiply aligned sequence homologs the other combines the results of several prediction methods. Figure 1 shows part of the consensus prediction by the JPRED method (available at http://circinus.ebi.ac.uk: 8081/casp/) (Cuff et al., 1998a) for CASP3 (CASP is an acronym of Critical Assessment of methods of protein Structure Prediction, cf. http://moult.carb.nist.gov/casp/) Fig. 1 . Consensus prediction by JPRED for CASP3 target T0049. A detailed explanation is given in Cuff et al. (1998a) . The rows following the target sequence T0049 represent homologous proteins. Predicted secondary structures are represented by cylinders (helices) and arrows (strands). Names of the applied prediction methods (DSC, NNSSP, etc.) are given on the left. The black and white boxes in the Acc row characterize regions of different solvent accessibility. The native secondary structure according to the DSSP assignment is shown in the lower box where c means coil, e (extended) strand, and h helix. The up-arrows indicate critical regions.
target T0049 which will be discussed in more detail below. Hu et al. (1995) attempted to predict the secondary structure of the α-apoprotein and the β-apoprotein. Eight polypeptides from each of these proteins form the integral membrane light-harvesting complex II. The authors derived a consensus prediction by combining secondary prediction and hydropathy analysis methods. Geourjon and Deléage (1995) took into account the information from multiple alignments of related protein sequences. In addition, this method forms a joint prediction from the output of several prediction methods allowing a cross-validation that improves on the individual methods used. To each sequence in a multiple alignment the so-called self-optimized prediction method (SOPM) is applied, based on iteratively determining the predictive parameters that optimize the prediction quality on a database of known structures. For each position in the multiple alignment the conformational score of each secondary structure state is averaged over all sequences. This kind of consensus formation may be a questionable procedure because, as pointed out by King and Sternberg (1996) , homologous sequences may have variable secondary structures and it can be expected that they have different predicted secondary structures.
The secondary structure prediction system JPRED by Cuff et al. (1998b) is also based on methods that exploit the evolutionary information from multiply aligned sequences. From the prediction output a consensus is constructed using a simple 'majority wins' combination. The first up-arrow (⇑ 1 ) to the left above the bottom row of Figure 1 indicates a region that is critical because the consensus derived by the JPRED method does not look like a native sequence of secondary structure states. Furthermore, it is not clear how the consensus indicated by the second and the third up-arrow results from the majority-wins method. Recently, Cuff and Barton (1999) reported on an effort to train an artificial neural network with the output of several prediction methods. The result was even less accurate than for the simple consensus approach.
We try to avoid such problematic consensus assignments by systematically extracting information from the available data by means of machine learning methods. Consensus formation by combining the results of several prediction methods may be considered as applying consensus rules of the form 'IF. . . THEN. . .' where the condition consists of a conjunctive combination of predicted secondary structure states and the conclusion is the predicted consensus state. For instance, the application of the rule IF DSC = h AND NNSSP = h THEN Consensus = h to the region indicated by the first up-arrow in Figure 1 assigns five of the six positions correctly.
Such rules are directly coded by paths inside decision trees (see below). Therefore, decision tree learning is our machine learning method of choice in order to find the best set of consensus rules.
Here, we present the first results of our application of decision tree learning to the systematic exploration of available data. Our method resembles the approach used by King and Sternberg (1996) for deriving filtering rules to remove physically unreasonable sequences of secondary structure states. In fact, such sequences may be produced by the 'majority wins' rule as applied in the JPRED system (Cuff et al., 1998b, cf . Figure 1 ). First results achieved by our system CoDe (Consensus formation by Decision tree learning) show that consensus formation based on decision tree learning improves the accuracy of the prediction by more than 10% in some cases as described below.
Consensus formation as a classification problem
For a given set of sequences with known structure we consider the results of k secondary prediction methods (such as NNSSP, PHD and PREDATOR, see below) and the native secondary structure s (given by the DSSP or STRIDE assignment).
Each position of these sequences gives rise to a (k
. . , k} in the case of three secondary structure states where c means coil, e (extended) strand, and h helix. For instance, position 121 (first column) in Figure 1 occupied by an isoleucine (I) corresponds to the vector (e, h, h, e, e, h, h) . From such a collection of data, consensus rules of the form illustrated in the Introduction can be learned. In principle, there are k j=1 k j n j possible consensus rules for n secondary structure states and k prediction methods. These rules may be applied to sequences for which we have the results of the k prediction methods but no secondary structure assignment. The combinations of the k predicted secondary structure states are classified by the rules resulting from the learning process. The output classes for each position of a given test sequence form the consensus prediction.
Decision tree classification
Decision tree classification is a standard machine learning technique that has been used for a wide range of applications. Salzberg (1995) showed that decision trees can be learned from examples which accurately distinguish between coding and noncoding DNA. Bahler and Bristol (1993) applied decision tree induction to the problem of predicting the biological activity of structurally dissimilar chemicals. Cherkauer and Shavlik (1993) introduced a new approach for selecting features used by a decision tree learning algorithm to predict protein secondary structure. A decision tree basically defines a series of tests on features organized in a tree-like structure. In our case, the features are the secondary prediction methods j ∈ {1, . . . , k} and the test outcomes or feature values m j ∈ {c, e, h} are the respective predicted secondary structure states. All decision tree systems operate using the same underlying algorithm for tree learning from an input set L of examples (Quinlan, 1993) :
(1) Select a test on a feature m j , j ∈ {1, . . . , k} and split the set L according to the possible values of the selected feature.
(2) Check the partition induced by step 1. If every subset contains examples of only one class, the true secondary structure state s ∈ {c, e, h} in our case, then stop. Label each leaf with the name of the class.
(3) Recursively split any subset that contains examples from different classes. Figure 2 shows an example of a subtree of a decision tree. This tree contains nine test nodes (boxes) and five leaves (circles). The number of nodes defines the size of a tree. A decision tree is traversed by starting at its root. At each internal node the corresponding test is performed. Its outcome determines the branch along which we descend to the next test. This procedure is continued until a leaf is encountered. The label of the leaf determines the predicted class.
Non-backtracking algorithms were developed to discover compact trees consistent with a given learning set (small decision trees with high classification accuracy). The tree size is mainly determined by the measure for deciding which of the possible features should be selected as the next test node. The C4.5 method by Quinlan (1993) used in our analysis measures the entropy of the initial set of examples and the subsets produced after splitting.
The recursive partitioning method of constructing decision trees often results in overfitting the data. Pruning methods have been developed to remove parts of a tree that do not enhance classification accuracy, yielding generally less complex trees. The expected error after pruning can be estimated. Figure 3 shows the unpruned subtree which is replaced by the leftmost leaf of the pruned subtree from Figure 2 . The introduced leaf is reached by 18 examples from which 10.9 are estimated to be misclassified.
Every path through a decision tree can be transformed into a rule. The rule corresponding to the leftmost path in the tree shown in Figure 2 reads 'IF NNSSP = h AND PHD = c AND. . .THEN Consensus = c'. Individual rules derived from a tree may contain irrelevant conditions. The C4.5 method by Quinlan (1993) implements several algorithms and heuristics for rewriting a tree to a collection of rules that is usually about as accurate as a pruned tree. In most cases, the number of resulting rules is lower than the number of leaves in the tree.
For evaluating the results we used the Q 3 value (fraction of residues predicted correctly in the secondary structure states helix, strand, and coil), its standard deviation, and the segment overlap value (SOV) whose definition was recently modified by Zemla et al. (1999) .
Results
Our method relies on applying different secondary structure prediction methods to a training set of sequences with given native secondary structure. As mentioned in the Introduction the secondary structure assignments resulting from different methods may vary considerably. Therefore, we first compared the DSSP and the STRIDE assignments for the dataset used by Colloc'h et al. (1993) . Instead of 28 266 residue positions in the previous comparison we used 29 130 because several PDB files had been replaced by newer versions that do not allow the usage of the previous fragments in some cases. About 94% of the residues in the assignments of DSSP and STRIDE coincide which is high enough a figure to enable us to use the DSSP assignments only, cf. also Cuff and Barton (1999) .
In order to test the predictive power of the method we carried out cross-validation tests. The training set is divided into N equal-sized subsets such that each example appears in exactly one test set. For each subset, a decision tree is constructed from examples of the N − 1 other subsets and tested on examples from the excluded set. The average error rate over the N test sets is a good predictor of the error rate of a decision tree generated from all the data (Quinlan, 1993) .
We tested our approach on the new dataset CB396 of 396 protein domains proposed by Cuff and Barton (1999) . Together these domains comprise 62 184 sequence positions for which the prediction results of six methods are available (DSC, NNSSP, PBLOCK, PHD, PREDATOR and ZPRED), cf. Cuff et al. (1998a) and references therein. In addition, we applied our method to the predictions of 11 CASP3 targets (available at http://circinus.ebi.ac.uk:8081/casp/) (T0046, T0049,  T0053, T0056, T0059, T0064, T0068, T0074, T0075,  T0077, T0085) .
The results obtained are shown in Table 1 . Eleven-way cross-validation tests on both the CB396 dataset and the 11 CASP3 targets have been carried out. The cross-validation results depend on the number of equal-sized subsets into which the training set is subdivided. There is a range of values for which the results are very similar (data not shown). The value used here is taken from this range. The average Q 3 accuracy of the Code consensus over the 11 test sets is 0.3 and 1% higher than the JPRED consensus accuracy, respectively. The standard deviations with respect to the 11-way cross-validation partitions are the same or something lower for the Code consensus prediction. In another test, the examples of each of the 11 individual CASP3 targets were classified by the tree learned from the examples of the CB396 dataset. The Q 3 accuracy of each individual prediction method shown in Table 2 varies widely over this CASP3-11 dataset. For instance, the PREDATOR method yields 56.3% for target T0046 and 87.4% for target T0074. Obviously, the physico-chemical properties determining secondary structure vary significantly among the 11 CASP3 targets. The results of different secondary structure prediction methods may reflect these properties in an involved fashion which may explain that some CoDe consensus accuracies are lower than the prediction accuracies of the best individual methods. This also holds for some JPRED Table 1 . Q 3 accuracy of the six prediction methods and the consensus prediction given by the JPRED method for the CB396 dataset and 11 CASP3 targets. The dataset sizes are given in the L column. The CoDe results are achieved by cross-validation tests. Also given are the number of nodes of the pruned trees and the number of derived rules resulting from the whole datasets. In both cases, the first line gives the Q 3 values and the second its standard deviations with respect to the 11-way cross-validation partitions. Table 2 . Testing each of the 11 CASP3 targets with the tree learned from the CB396 dataset. For each target the Q 3 (first line) and the segment overlap values (SOV , second line) are given. In the All row also the standard deviations are shown. The sequence lengths corresponding to the number of test cases used are given in the L column. The number of nodes of the pruned tree and the number of derived rules are 142 and 26, respectively (cf. consensus predictions. The segment overlap value takes on similar diverging values. The NNSSP method yields 47.8% for target T0085 and 97.5% for target T0074, for instance. The improvement of the prediction accuracy using the CoDe decision tree method is expressed by the standard deviations shown in the All row of Table 2 . A specific example, given in Table 3 , shows the consensus predictions derived by the JPRED method and our decision tree-based approach for the first critical region of CASP3 target T0049 from Figure 1 . The six examples listed in this table reach the leaves of the pruned subtree shown in Figure 2 . Only one of these six examples is predicted correctly by the pruned tree. Before pruning the tree there is one additional correct classification as illustrated in Figure 3 .
Consensus
Five of the six examples are correctly predicted by the Table 3 . JPRED and CoDe consensus predictions for the first critical region of CASP3 target T0049 (cf. Figure 1) . The CoDe result is given for the unpruned tree, the pruned tree, and the derived rules.
rule 'IF DSC = h AND NNSSP = h THEN Consensus = h' which is one of the 26 rules derived from the unpruned tree learned from the CB396 dataset having an estimated accuracy of 85.8%. This rule applies to 10 examples from target T0049 from which five are correctly predicted as belonging to the helical state. The observed discrepancies among the different secondary structure prediction methods in the considered region of this CASP3 target are unusually large such that no reasonable consensus prediction can be derived. Similar arguments hold for the other three CASP3 targets (T0064, T0074, and T0085) where the CoDe consensus prediction accuracy is lower than the corresponding JPRED value (and also lower than the accuracy of the best individual prediction method in some cases). The rule similar to the one just mentioned but with PREDATOR instead of DSC (estimated accuracy 87.2%) applies quite successfully to the CASP3 target T0049. The rule is used 79 times with an error rate of 6.3%. We also compared our method with the NPS consensus secondary structure prediction server (available at http://pbil.ibcp.fr/). Here, the results of 10 methods are used to form a consensus prediction. The methods are SOPMA, PREDATOR, DPM, HNN, LEV, GOR1, SIMPA96, GOR2, GOR4, and SOPM (for references, cf. the webpage of the server). The same datasets are used (CB396 and 11 CASP3 targets). The results are shown in Table 4 . In the case of the 11 CASP3 targets the CoDe consensus Q 3 accuracy is 1.6% higher than the corresponding NPS value. For the larger CB396 dataset of 396 protein chains the difference increases to 11.3% in favour of our CoDe method. Of course, this improvement is possible only because of the excellent PREDATOR prediction accuracy (80.1%). Again, the standard deviations with respect to the 11-way cross-validation partitions are the same or something lower for the Code consensus prediction. The high accuracy of the PREDATOR method arises probably from the usage of a database of 7-residue fragments with known structure. Applying the CoDe method to the CB396 dataset without the PREDATOR predictions still yields a Q 3 consensus accuracy of 69.7% (cf. Table 4) .
Both the JPRED system and the NPS server include the PREDATOR method by Frishman and Argos (1996) . Their prediction accuracy on the set of 11 CASP3 targets is 68.3 and 67.9%, respectively (cf . Tables 1 and 3 ). Note that these results only coincide at 1546 of the 1938 positions (79.7%). In contrast to Figure 1 and Table 3 , the PREDATOR method from the NPS server predicts the coil state (c) for positions 123 and 124 of CASP3 target T0049. Altogether, for this sequence the two PREDATOR predictions only coincide at about 74% of the 378 positions! The differences do not occur predominantly in the capping regions of helices or strands but whole secondary structure elements do not appear in one or the other prediction. The comparison for the CB396 dataset turns up still more discrepancies. The PREDATOR predictions only coincide at 76.3% of the 62 184 positions. Again, the two predictions differ predominantly with respect to their assignment of complete secondary structure elements.
Discussion
Predicting secondary structure as exactly as possible for protein sequences of unknown structure provides information that is useful for other protein structure prediction methods like fold recognition and ab initio 3D prediction as well as the comprehensive comparison between different organisms on a molecular level (Gerstein, 1997) .
Here, we propose a new method of consensus formation from different secondary structure predictions which is based on decision tree learning. The application of our method in cross-validation tests using the CB396 dataset and a set of 11 CASP3 targets improves the prediction accuracy in most cases but the simple 'majority wins' combination of Cuff et al. (1998b) which is implemented in the JPRED system works astonishingly well.
So far we have only used the default parameters of the decision tree learning system. Among others, these parameters affect the tree pruning and the avoidance of odd trees resulting from near-trivial test nodes with little predictive power. By calibrating these parameters to the learning set the accuracy of the learned consensus predictions may be further improved.
The consensus rules which are derived by generalizing the different decision tree paths vary in their complexity on the condition side from 2 to 8 terms in the case of the six individual prediction methods (JPRED, cf. from 2 to 8 terms for the 10 individual prediction methods (NPS, cf. Table 4 ). Some rather low complexity rules are associated with very high prediction accuracies. Several extensions of our approach are possible. For instance, instead of nominal attributes (c, e, and h in the case of 3 secondary states) numerical preferences for each of these states may be used where available. In fact, in many secondary structure prediction methods the discrete-state assignments result from the maximum value preferences which often are not significantly higher than the values of the respective other preferences.
By comparing the secondary structure prediction results obtained from different installations of one and the same program we recognized drastic discrepancies. With regard to the important task of interpreting sequence information from genome projects in terms of structure and function such discrepancies could result in different conclusions.
The machine learning-based method for consensus secondary structure prediction CoDe presented here will be integrated into our tool system ToPLign (Mevissen et al., 1994) .
