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Nonlinear differential delay equations are investigated by means of their 
associated semigroups. Conditions are found for which solutions have nonex- 
ponential decay, but nevertheless behave asymptotically as an inverse power of t. 
1. INTRODUCTION 
Let X be a Banach space and C = C((-co, 01; X) the space of bounded 
uniformly continuous maps from (-co, 0] to X, with supremum norm 
denoted by ( I,,, This paper investigates the asymptotic stability of the 
nonlinear functional differential equation 
x’(t) E J-(x(t)) + Fx,, xg = 0 E c, 
where xt E C is defined by x,(B) = x(t + 8) and 
(0 fCXXX, -f + al is m-accretiue. 
(1.1) 
The property of m-accretiveness is defined in the next section. Those uncom- 
fortable with the use of set-valued maps in differential equations may 
assume, without much loss, that f is a single valued map from a subset of X 
into X. In this case “E” in (1.1) becomes “=“. 
The assumption on F is 
(F) F: C I+ X is Lipschitz continuous with Lipschitz constant /?. 
In (111 we showedthat ifa+/?<Othen(l.l)isstable. Ifa+p<Oone 
might expect asymptotic stability. This is indeed the case, and we obtain 
asymptotic estimates for the rate of decay of solutions. In contrast to the 
finite delay case, these estimates are not, in general, exponential, so even if 
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The stability properties of functional differential equations with infinite 
delays have been studied in [ 1, 4, 5, 7, 9, 1 l-131, and elsewhere. The 
majority of the asymptotic estimates obtained in these papers are of 
exponential type, but [ 1, Theorem 3.81 does give an L* estimate, and in [9] 
an estimate of the form tm3’* is obtained. 
Our two principal results may be informally summarized as follows. If 
a +/I < 0 and F admits an approximation by Lipschitz maps F’ such that 
F’q4 is independent of 4(s) for s < - r then solutions of (1.1) converge to zero 
nearly as fast as the Lipschitz norm of F - F’. There is a natural choice for 
F’ when F is expressed in the form of a Stieltjes integral. The Lipschitz norm 
of F - F’ is minimized; and solutions of (1.1) converge to zero at least as 
fast as this norm. Theorems 3.4 and 4.6 give the precise statements. 
2. PRELIMINARIES 
We briefly outline the theory of nonlinear semigroups as it is applied to 
the functional differential equation (1.1). 
If A is a nonlinear multivalued operator on Banach space X (that is, 
A c X x X) then A + oi is accretiue if 
holds for all x’ E Ax, y’ E Ay and 0 < A < ,I,,, &w < 1. Equivalently JA = 
(I + AA-’ is well defined for 0 < A < A, and 
Finally A + WI is m-accrefiue if it is accretive and D(J,) = X. 
Let R c X and for t > 0 let 7(t): R ++ R. Then T is a continuous 
nonlinear semigroup on R if T(0) is the identity map on R, r(t + s) = 
T(r) T(s) and T(t)x is continuous in t. 
THEOREM (Crandall and Liggett [3]). Let A f wl be m-accretive. Then 
exists. T is a continuous nonlinear semigroup on D(A) and 
(2.2) 
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Now turning to the functional differential equation (1. l), we define the 
operator A on C by 
WA) = (4 E c: 4’ E CT Q(O) E WI O’(O) E fw9) + F# 1, 
A$ = - 4’. 
(2.3) 
The following is proved in [ 121. 
PROPOSITION 2.1. Assuming (f) and (F) hold then 
(a) A + wl is m-accretive for o = max(0, a +/I}, 
@I WA) = i4 E C: tW) E W)I. 
It follows that the semigroup T defined by (2.1) exists and that (2.2) holds 
with w = max(0, a + p}. If d E D(A) we define 
X(@)(f) = cm t < 0, 
= T(r) 4(O), t > 0, (2.4) 
to be the solution of (1.1). Sufficient conditions to ensure x($)(t) is a 
classical solution may be found in [5]. However, it will always be the case 
that x(g), = T(t)& This is the Flaschka-Leitman result [6], and is a special 
case of [ 10, Theorem 2.11. 
There is a simple formula for J,l = (I + AA)-‘. If (I + AA)4 = w then 
g(e) = ee’-$4(0) + + ee’.’ lo e-S’-’ y(s) ds, 
e 
(2.5) 
4(O) = (I- At-- ‘(w(O) + N). (2.6) 
For sufficiently small A, this pair of equations uniquely defines d for any 
t,u E C. The proof uses the contraction mapping principle and is due to Webb 
(121. 
In [ 111 we found exponential asymptotic estimates for solutions of 
equations with finite delay. The following definition allows the use of these 
results in the present context. 
DEFINITION 2.2. F: C w X has support in [-r, 0] if F4 = Fty whenever 
@(8) = ~(0) for --I < t9 < 0. In other words system (1.1) has “memory” for, 
at most, time r. 
If F has support in [-r, 0] then for -co < u < co there exists /I,, < co 
such that 
IF4 -F~]x<~osup{e-“B Iti(B)- w(8)],: -r,<8<0}. 
If p, is chosen minimally, then /3, is continuous and nonincreasing in (5. 
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PROPOSITION 2.3. If F has support in I-r, 0] and a + PO < 0 then 
I T(f) 4(O) - T(f) ~4% G cur I4 - wh- 
where o is the solution of o = a + /I?,. 
ProoJ Let IZ: C N C( [-r, 01; X) be the restriction map. Since F has 
support in [-r, O], F’l7# = F# defines a map Fr: C([-r, 01; X) E+ X. 
Using the theory developed in [ 121 we see that the operator A’ defined by 
D(A’) = (4 E C([-r, 01; X): 0’ E C([-r, O];X), 
WV E D(f)3 4’(O) E fbw)) + F’@ 19 
A’~E-$’ 
generates a semigroup 7 in C( [-r. 0] ; X) and that by [ 11, Theorem 3.2 ] 
I TV) 4(O) - 7V) ~w(oI, < e”’ IW - W. < f? I$ - A. 
where a=a+pD. Inspection of (2.5) and (2.6) shows that 17J,$ = 
(I + ,bl’)-‘I7#. Hence, using (2. l), 
3. ABSTRACT ASYMPTOTIC ESTIMATES 
The first result is to show that if a family of Lipschitz maps F’ approximates 
F then the associated family of semigroups F approximates T. Such ideas 
are common in semigroup theory, the Yoshida approximation being one such 
example. If it is further assumed that F’ has support in [-r, 01, then rather 
crude estimates relate the asymptotic behaviour of T to the rate of 
convergence of F’ to F as r + co. 
We assume (f) and (F) hold. Suppose further that for r > 0 there exists a 
family of Lipschitz maps F’: C E+ X with Lipschitz constants p’ such that 
IFr$-F#I,<R(r)I@), and R(r)+0 as r-+ co. (3.1) 
COMPARISON LEMMA 3.1. Let (F’} be a farnib of Lipschitz maps 
satisfying (3.1), and T the associated family of semigroups. If a + j3 < 0. 
a+p’<OandOEf(O)+M)then 
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Proof: If A is defined by (2.3) and A’ analogously, then by 
Proposition 2.1 
- - 
D(A’) = D(A) = (Q E C: o(O) E D(f)}. 
Now suppose #‘= (I + A.Ar)-‘ylr and 4 = (Z + AA)-‘y/. By (2.5) 
I VWW)lx G I Al/’ - ‘c/lo + ee’Y VP) - Wlx - I w’ - wld 
The right-hand side is monotonic in 8, and hence 
However, from (2.6) 
Iqw) - 4(W, < (1 -hf-‘W(o) - lllmx + 1 I~‘~‘-VI,) 
~(l-~a)-‘(lyl’--yll,+~IF~‘-F~/,+~IF’~’-F~’I,) 
~~~-~~~-‘~lu/r-wlo+~~lIr-910+~~~~~I~rlo~~ 
the last term being obtained from (3.1). Together with (3.2) this implies that 
one of the following holds: 
(3.3) 
Since a + p’< 0, (I + AA’)-’ is nonexpansive by Proposition 2.1; and, 
since 0 E f(0) + FO = f(0) + F’O, (I + AA’)-‘0 = 0. Therefore 
Iu+~‘)-“~lo~I~l0~ 
If a, is used to denote I(Z+AA’)-“4 - (Z+U)-“#I,,, then by (3.3) 




By induction, (3.4) holds for all nonnegative integers n, since it certainly 
holds for n = 0. The result now follows by passing to the limit A 1 0, nl + t 
in (3.4). 
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COROLLARY 3.2. In addition to the hypotheses of the Comparison 
Lemma, suppose F’ has support in [-r, 01. Let /I:, denote the smallest y 
satisfying, for all 4, v E C, 
Then 
1 F’$ - Fry/l, < y sup(e-“e 14(S) - w(0)lX: -r ,< 8 < 0). 
I T(t) TW% G le”’ - (a +P)-‘R(r)1 l#lo 




Proof Since T(t)0 = 0, it s&ices to show 
I VI 4(O) - TV) w@Ix G cot IQ - w lo. 
But this is a consequence of Proposition 2.3. 
The next result gives an estimate for the solution u(r) of (3.6). Note that if 
u < 0, the definition of &, implies p: <premrO. 
LEMMA 3.3. Zf u = u(r) is the solution of (3.6) and 0 < 6 < log(-a//?), 
then for suflciently large r 
ru(r) < - 6. (3.7) 
Proof Suppose to the contrary there exists a sequence ri+ co such that 
rp(ri) > - 6. Then 
-6/r, < U(ri) = CZ + &r,, < a + p” exp[-r,a(r,)] 
< a + p” ed. 
A contradiction is now obtained from the fact that the left-hand side 
converges to zero, and the right-hand side converges to a + Be” < 0. 
THEOREM 3.4. Suppose f and F satisfy (f) and (F), respectively, 
a + p < 0 and 0 E f (0) + FO (so that (1.1) has the zero solution). Suppose 
further that there exists a family of Lipschitz maps (F’) with supports in 
[-r, 0] approximating F in the sense of (3.1). Then all solutions of (1.1) 
converge to zero as t + co, and for y > 0 the following asymptotic estimates 
holdfor t-t co: 
R(t) = O(t-9 implies Ix(d)O)l, = O((tllog t)-y141,), (3.8) 
R(t) = O((log t)-)) implies Ix($)(t)l, = O((log t))Yl@l,,). (3.9) 
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ProoJ Using (3.7) in (3.5) 
for sufficiently large r. Now set r = &(y log I)-‘. Then exp(-at/r) = t-:; and 
R(r) + 0 as t + co. Hence x@)(t) + 0. 
To obtain (3.8) and (3.9) we need only note that if R(t) = O(t-:‘) then 
R(r) = O((t/log t))‘), and if R(t) = O((1og t))? then R(r) = O((log t));). 
Remark. It will be seen in the next section that the class of operators F 
which admit an approximation (in the sense of (3.1)) by operators with 
compact support is large enough to be of interest. However, it is not the 
whole space of Lipschitz operators. For example, F# = Iqbl,, is not such an 
operator. 
To see this, suppose, to the contrary, that F’@ - I& converges to zero 
uniformly on bounded subsets of C, and that Fr has support in [-r, 01. Set 
w’(B) = 0, -r<e<o, 
=- r - e, -r- 1 <e<-r, 
= 1, 8<-r- 1. 
Then Fry’ = F’O; but Fry/’ -+ 1 and F’O + 0. It may be seen that the zero 
solution of 
x’ = ax + lxtlo 
is never asymptotically stable. 
4. VOLTERRA DIFFERENTIAL EQUATIONS 
If the operator F takes the form of an integral, (1.1) becomes a Volterra 
differential equation. There is a natural choice for the approximating family 
of operators F’, and we are able to improve (3.8) by removing the “log t” 
from the right-hand side. 
As usual, define Lip(X) to be the Banach space of Lipschitz operators 
from X to X with the norm 
lhlLip = Ih(o)lX + s”P{lh(x) - h(Y)lX/lx- YIX’xz Y\* 
Suppose f satisfies (f), 
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and consider the functional differential equation 
x’(t) E few) + ‘k! Jo drl(@ x(t + 0 x0 = qd E c. (4.3) 
-cc 
A vector function q of (strong) bounded variation (B.V.) is defined 
analogously to a real function. The same applies to its total variation, the 
real function ,U = 1~1. Since x( . ) is uniformly continuous, the integral in 
(4.3) may be interpreted in the Riemann-Stieltjes sense. With & = d 1 q 1 and 
P= v.l-“_, dp, 
F4=g” 
I Me) 4(e), 
IF~-FwI~<PI~-wIo- 
-cc 
The natural choice for the approximating family I;’ is 
(4.4) 
The second integral ensures that F’ and F agree at zero. Obviously (3.1) 
holds with 
p’= vi0 dp, R(r) = v I--’ dp = vp(-r). (4.5) 
r . -cc 
Hence it is the asymptotic behaviour of the “tail” of the measure ,D which 
determines the asymptotic behaviour of solutions. 
If r(t) is the semigroup of solutions of (4.3), a + p < 0 and 
0 E f(0) + F’Q, then the conditions of Corollary 3.2 are satisfied and 
I W dV% G le”’ -(a +P)-‘R(r)l I#lOl (4.6) 
where u = u(r) is the solution of 
0 
a=a+v eao dp(B). (4.7) 
-r 
The last term is the appropriate expression for /IL. 
The special form of /?L allows us to improve estimate (3.7). It is not 
surprising that a significant improvement is possible, since, by necessity, 
estimate (3.7) was based on the pessimistic assumption that all of measure 
dp was atomic at t9 = - r. Since R(r) measures the decay rate of ,u, it seems 
reasonable to suppose that the rates of convergence of u(r) and R(r) to zero 
are related. The next four technical lemmas are directed at finding such a 
relation. 
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For nonnegative integers k it is useful to define the functions 
Mk(r) = vrmk 
I 
o I elk 440 
-r 
Mk(r) is of course related to the kth moment of the measure do, and, as is 
easily checked, satisfies the following: 
(I) Mk<p’<P* 
t2) Mk+, G”k. 
(3) MI: < pAkMi for k < n (HGlder inequality). 
(4) As r + co, M,(r) = p’+ /I, Mk(r) --) 0 (k > 0). 
(5) A s r-+00, r-‘logM,(r)+O. 
LEMMA 4.1. Ifo<Oandn>Othen 
I 
0 
v eoe dp(8) <<exp[r Iu] (M,(r)//I)““] + M,(r) erICI. (4.8) 
--r 
Prooj Using properties (2), (3) of Mk 
0 
V eoe dp(8) = v(’ 
Ot 1 
-r --I 
doe’ 446 = k;. g (r 10 bkMktr) 
<P k$o ; cr bl>k(M,b>/~>W” + M,t(r) k=L+, k, 
&/I exp[r ]u] (M,(r)/IJ)““] + M,(r) erloi. 
The solution u(r) of (4.7) is related to the M’s as follows. 
LEMMA 4.2. If 0 < 6 < - (a +/I), then for any n > 0 there exists 
R = R(6, n) < to such that 
r+-) < W~,W4, r > R. (4.9) 
Note the improvement on estimate (3.7). The right-hand side of (4.9) 
diverges to -cc as r -+ 00. 
Proof: If not, then there exists a sequence ri -+ cc such that 
ri lNri>l G hZ(~/M,(ri)) 
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so by (4.8) 
I 
0 
a(rJ = a + v eocri)' dp(B) 
- ri 
Since M,(r,) + 0, the term inside the exponential converges to zero, and 
hence, the right-hand side converges to a +/I + 6 < 0. A contradiction is 
now obtained using property (5) of M,, which implies a(r,) + 0. 
This estimate can be substituted into (4.6) with r = I to obtain 
PROPOSITION 4.3. If 0 < 6 < - (a + p) and t is suflciently large, then 
I W 4(O)l, Q W,W/~ - (a + PI-‘WI lOlo. (4.10) 
To characterize the asymptotic behaviour of solutions it is convenient o 
introduce a family of interpolation norms and spaces. 
Ifl L:(K) = (jr Iw)fwl” $) “I l<P<co, 
= ess. sup. { lK(t)f(t)]: f > 1 ), p=o2. 
L$(K) is the space of real valued, Lebesgue measurable functions defined on 
[ 1, co) with above norm finite. 
There is an extensive literature concerning norms of this type, and the 
theory of intermediate spaces for semigroups. We refer the reader to [2, 
Chap. 31 for further details. The Haar measure df/t is a convenience, but 
note that the usual Lp norms, with respect to Lebesgue measure, result on 
setting K(t) = PP. 
The basic tool used in manipulating these norms is Hardy’s inequality 
[2, p. 199; 8, Theorem 3301. 




Equivalen@ IFL:, ,) < If IL:, , 9 which clearly also holds when p = a~. 
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This is a particularly simple version of the Hardy type inequalities. 
Equality holds for p = 1. The proof requires nothing more than Fubini’s 
theorem and Holder’s inequality. 
It is necessary to place a restriction on the weight function J?. Generally K 
will be increasing, but not too fast. Exponential growth must be excluded, 
since such a K would force exponential decay on functions in L$(K). 
Solutions to (4.3) do not generally have such rapid asymptotic behaviour 
[ 11, Example 21. A sufficient condition for our purposes is 
(K,) K: [ 1, co) ++ [0, co) bounded on bounded sets, 
and there exists a constant C such that 
t-“K(t) < Cs-“K(s) for C&s <t. 
Note that if K satisfies (K,), then it satisfies (K,) for m > n. Relevant 
examples are K(f) = t”, (log t)“, t”(log t)“. 
LEMMA 4.5. If K satisfies (K,-,) and R EL%(K), then M, EL%(K). 
Proof. Integrating by parts 
M,(t) = - t-” ifs” dR(s) < nt-” jr s”-‘R(s) ds. 
-0 0 
Since M, is bounded, it suffices to find an LP,(K) function which 
majorizes M,(t) for large t. Now for suffkiently large C > 1 
K(t)t-” Q CK(s)s’-“t- ’ for C<s < t. 
Hence for t > C, M,(t) < Z,(t) + I,(t), where 
K(t) Z,(t) = nK(t)t-” l’s”-’ R(s) ds < /?C”K(t)t-” < PC’K(C)t-‘. 
0 
Hence I, E L%(K). 
K(f) I,(t) = nK(t)t-” 1’ sn-‘R(s)ds < nCt-’ f K(s) R(s) ds. 
C L 
Setting f = KR in Lemma 4.4 shows I, E L%(K), and completes the proof. 
This result combined with (4.10) gives 
50 ANDREWT.PLANT 
THEOREM 4.6. For ( E C and #(O) E of let x(#)(t) denote the solution of 
(4.3). If 
a+uj’ djql<O and OEf(O)+gj“ dr1(0)0 
a3 oc 
then x(#)(t) + 0 as t + co. Moreover, iffor some n, K satisfies (K,,), then 
[-’ d Iv/ EL%(K) 
’ --cI; 
implies Ix(q+)(t)l, E L%(K). 
Applying the theorem with p = co, K(t) = ty gives (3.8) without the “log t” 
on the right-hand side. 
If the function q is strongly absolutely continuous, it is usually easier to 
make estimates on d 1 q I/dt rather than R(t). To do this we need only apply 
another version of Hardy’s inequality [2, (3.4.16)] to obtain 
IRI L!(u) < Y-’ IR’Ip(tv+l), Y > 0, 1 & P < 00. 
Since 1 R’(t)1 = u(d 1 q I/dt)(-t), we have 
COROLLARY 4.1. Under the assumptions of Theorem 4.6, ifq is strongly 
absolutely continuous, then for y > 0, 1 < p Q co, 
(d I q J/dt)(-t) E L$(P+ ‘) implies 
5. EXAMPLES 
EXAMPLE 1. This example shows the estimate in Theorem 4.6 is, in a 
sense, best possible. It is linear, and in the reals (X= R). 
a x’(t) = ax(t) + 
I 
x(t + 0) dp(8), x(t)= 1, t<o. 
--oD 
The hypotheses of Theorem 4.6 are satisfied if 
R(t) = 
I 
-I dp, a + R(0) < 0. 
-m 
in which case, R(t) E L$(K) implies x(t) E L$(K). For this equation the 
converse is true. To see this, note that, since Q is positive, x(t) > 0 and 
hence 
x’(t) > ax(t) + 
I 
-’ dp(B) = ax(t) + R(t). 
-* 
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Integrating this inequality 
51 
I 
x(t) > eat + eat 
I 





> - (2a)-‘R(t) 
for suffkiently large t. The result follows. 
EXAMPLE 2. A simple case of the previous example is 
X’(f) = ax(t) + J-O (1 + e’)-‘x(t + e) de. 
-03 
If a + 7r/2 < 0 then x(t) = 0(t-‘). 
A result of this type does not appear to be obtainable from any of the 
papers herein referenced. 
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