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Abstract
Historically, antennas for airborne applications have been a separate class unto
themselves. They have unique requirements for conformality, structural integrity,
and long-range communication. Furthermore, the must successfully meet these cri-
teria in a metallic environment. The antennas designed for Small Unmanned Aerial
Systems (SUAS) have more stringent requirements than their predecessors due to
the inherent Size Weight and Power (SWaP) restrictions and the increased impor-
tance of consistent communication for remote operation. Previous work has proven
the utility of conformal antennas with a quasi-isotropic radiation pattern in the en-
hancement of SUAS communication for non-metallic structures. These structures
however are not suited for performance on a metallic SUAS or in a metallic en-
vironment. For metallic SUAS, a new antenna will be devised using the Method
of Moments (MoM). The following antenna synthesis procedure optimizes perfor-
mance by taking into account the modality of the deformed ground structure the





Antenna design for standard airborne platforms is a unique and complex problem.
The antennas must be able to operate in a metallic environment while maintaining a
small aerodynamic form factor that is structurally sound [1]. Most SUAS are non-
metallic, and thus avoid significant pitfalls in regards to mutual coupling. However,
the antennas for these platforms are further limited by a compressed form factor and
tighter SWaP constraints [2]–[4]. A further design consideration is that the SUAS
needs to maintain a constant communication link with the controller or ground sta-
tion throughout the craft’s maneuvers as they are remotely operated [5], [6]. These
two design factors are traditionally at odds with each other. For applications pri-
marily concerned with electrical size, inductively loaded monopole antennas with
rubber shielding are widely used. These ”rubber duck” antennas have become com-
monplace throughout commercial electronics. However, they are not suitable for
SUAS communications as they negatively affect aerodynamics, contain radiation
nulls, and become increasingly inefficient as their electrical size decreases [7], [8].
At the other end of the optimization curve, almost all quasi-isotropic radiators are
either too inefficient for long-range communication, or are neither conformal nor
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electrically small and thus produce too much drag for use on a SUAS [9]–[11]. In
order to adequately satisfy both requirements for SUAS communication, the pri-
mary focus of this work is aerodynamic quasi-isotropic antennas.
An ideal SUAS antenna would be purely isotropic to enable a communication
link to the control station regardless of platform orientation. However, this is not
merely difficult but mathematically impossible [12]–[16]. By focusing the design
on quadcopters, the desired antenna pattern is altered because these platforms do
not require the steep bank-angles for turning and altitude adjustments that fixed
wing SUAS do. Instead of requiring a true quasi-isotropic pattern, the quadcopter
SUAS simply needs the lower hemisphere of the antenna’s radiation pattern to be
null-free. This will enable the craft to maintain a communication link with ground
control while safely completing all standard maneuvers. In situations where air-air
communication is a priority, further consideration would have to be given to the
radiation pattern in the upper hemisphere.
Although the antennas researched in [17] meet the standards for non-metallic
SUAS, they are not suitable for metallic SUAS. This is because the mutual cou-
pling between the conformal antenna and the metallic SUAS dramatically reduces
the radiation efficiency[18]. Instead, an antenna that utilizes the structure of the
SUAS in its design through the theory of characteristic modes will be created. Pre-
vious work has detailed the ability to generate radiating currents on the surface
of commercial aircraft [1], [19], [20] while other work [21]–[23] has detailed the
practicality of using MoM to create a wideband antenna that efficiently utilizes the
conducting structure as a radiator. The following work will show that the gener-
alized concepts presented in these papers can be applied to successfully create a
quasi-isotropic radiation pattern on a metallic SUAS through the use of MoM.
2
1.2 Thesis Outline
This thesis begins in chapter two by introducing the antenna structures prevalent in
Small Unmanned Aircraft Systems and assesses the general disadvantages they may
have for broad use in such applications. This chapter continues with a brief survey
of less commonplace novel and PCB-integrated structures included for considera-
tion. The mathematical foundation for method of moments and its application to the
theory of characteristic modes is then covered in chapter three. Chapter four dis-
cusses the antenna synthesis process through its completion and the finalized design
of the SUAS antenna. The fabrication of this antenna is then covered in chapter five
with the relevant measurements discussed in the following chapter. Chapter seven
forms the conclusion to the thesis with a summary of the previous research and a
description of future work.
3
Chapter 2
A Review of Existing SUAS Antennas
2.1 Introduction
One of the primary problems with SUAS communication comes down to electrical
size. Because the attenuation of a communication signal propagating over free
space is given by the Friss Transmission Formula as




[24], a higher frequency signal (with a smaller wavelength) will have a greater
attenuation over the same distance. So, a relatively low operating frequency is
desirable for SUAS transmitters that are necessarily low powered. The choice of
using a lower operating frequency however comes at a cost. Since the dimensions
of resonant antennas are often given in terms of a wavelength, for example the
halfwave dipole antenna, the antenna size increases inversely proportional to the
operating frequency. Because of this, the SWaP benefits of using a lower frequency
signal for transmit efficiency must be balanced with the SWaP benefits of using
a high frequency antenna to minimize the form factor of the radiating element.
As a compromise, most commercially available long-range SUAS radios operate
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at approximately 900 MHz. This poses a significant problem for the SUAS. The
wavelength of a 900 MHz signal is approximately 33 cm, which means that many
traditional antennas, including a standard halfwave dipole, would be prohibitively
large. The sheer size of these antennas makes them impractical for use in SUAS
that often have maximal dimensions smaller than this.
The first commercial solution to this problem is the omni-present inductively
loaded monopole antenna or ”rubber duck”. In addition to this type of antenna,
the skew-planar antenna described in [25], [26] is increasingly prevalent because it
provides a circularly polarized radiation pattern. Although both of these antennas
provide a theoretical quasi-isotropic radiation pattern in the azimuthal plane, there
are significant nulls that exist along the central axis of the antenna [24], [25]. With
these nulls, it is impossible for the SUAS to maintain a constant data link to the
ground station over the full range of flights.
2.2 Rubber Duck Antennas
Many generalized commercial antennas fall under the classification of ”rubber duck”
antennas. These antennas are primarily inductively loaded monopoles and whip
antennas that are sheathed in a rubberized or plastic casing. Rubber duck anten-
nas have proliferated throughout the field of radio communications because they
are cheap to produce, relatively small, and have a theoretical radiation pattern that
closely approximates an isotropic pattern in the azimuthal plane.
Many other wire antenna configurations, including a wire dipole or a standard
monopole antenna, would provide a higher gain and a better characterized radia-
tion pattern. However, the rubber duck antenna has commercially prevailed be-
cause of its rugged design and compact form factor for low frequency applications.
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Figure 2.1: Measured radiation patterns for rubber duck antennas implemented with
a half-wave dipole (black) and a coil loaded electrically small whip (red) [17]
While these antennas seem to meet many criteria for low cost radio communica-
tion, the actual resulting radiation pattern is far less consistent than the theoretical
pattern. As can be seen in research done by [27] and in the measurements shown
in Figure 2.1, many practical applications for these rubber duck antennas simply
do not meet the established theoretical criteria for quasi-isotropic radiation in the
azimuthal plane. While the loss in realized gain in the H-Plane can be explained by
the loss in efficiency caused by inductively loading the monopole antenna [7], [8],
there are significant nulls in this radiation plane that are over -30 dB in magnitude.
One possible reason for these radiation nulls is that the electrical connection of
these antennas does not approximate the infinite ground plane used in their theoret-
ical characterization. Instead, they are simply attached to the SUAS in a place that
is mechanically convenient regardless of if the location is electrically significant.
This poor placement can be seen in Figure 2.2. The antenna is simply affixed to
the outmost side of the plastic craft, with the internal circuitry and battery compart-
ment located close enough that these elements can be loosely identified as a ground
6
Figure 2.2: Antenna configuration of the included coiled monopole rubber duck
antenna on the IRIS craft used as an antenna test platform [17]
plane. However, the craft’s internals provide a irregular ground plane model at
best. At worst, this placement causes a significant deterioration in the realized ra-
diation pattern because of unintended mutual coupling and loading effects. In the
end, these radiation nulls make fully controlled scientific SUAS flights impossible
because they cause the ground station to lose manual control of the craft during
certain maneuvers and also cause spikes in the bit error rate (BER) as valuable data
is permanently lost.
2.3 Skew-Planar Antennas
The skew-planar antenna, or cloverleaf antenna, has become increasingly popular
in SUAS communication. First proposed by [26], the skew-planar antenna is char-
acterized by three to five elements that are one wavelength long each consisting of
7
 
Figure 2.3: Cloverleaf antenna geometries: 3 element (left) and 5 element (right)
[17]
two quarter wavelength straight sections connected by a half wavelength arc. As
depicted in Figure 2.3, these elements are radially distributed around a center axis
at a forty-five degree angle. This design provides a quasi-isotropic pattern in the
azimuthal plane, is circularly polarized, and has a VSWR-less-than-two fractional
bandwidth of 14.58% [25]. The bandwidth of the antenna is wideband enough to
perform on almost any commercially available SUAS radio. Another comparative
advantage of the skew-planar antenna over the rubber duck antenna is the fact that
it does not need a ground plane and thus is significantly more placement insensitive
for the majority of plastic and foam based SUAS.
While this antenna design has several impressive benefits, its drawbacks for
SUAS communication are as notable. Of primary consideration is the sheer size
of the antenna. The skew-planar antenna occupies a quasi-spherical space that is a




λ tall. For a skew-planar antenna at 900 MHz, this
corresponds to a space roughly 33 cm across and 12 cm tall. This is entirely too
large for a standard SUAS due to SWaP constraints. Because of this, many skew-
planar communication systems for SUAS opperate at 5.8 GHz. While this does
mitigate the size of the antenna, it does so at the cost of significantly increasing
8
Figure 2.4: Far-field realized gain of 3-element and 5-element cloverleaf antennas
[17].
the path loss of the transmitted signal and thus limiting the maximum craft range.
In addition to the practical problem posed by its size, the skew-planar antenna still
has a null about its feed axis [25] that necessitates that for some craft orientation in
reference to the base station there will be significant communication loss.
Even though the skew-planar antenna does perform better in many categories
than the rubber duck antennas, it is still not optimal for SUAS communication.
The skew-planar antenna has a central null, shown in Figure 2.4. and can only be
a suitable size for standard SWaP constraints at a significantly higher frequency,
which correspondingly increases the signal loss. In the end, the combination of
the prohibitive size of the skew-planar antenna and the central null in its radiation
pattern severely limits its practicality for SUAS operation.
2.4 Conformal Planar Antennas
As previously discussed, outside of the standard SWaP considerations that must be
taken into account for SUAS antennas is the desire for a conformal antenna system
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that would minimize the drag and loss of aerodynamic efficiency caused by many
standard antennas. There are two planar antennas that have proven to be effective
for SUAS applications when conformally applied to the plastic shell: impedance
modified loops and curved folded dipole antennas (CFDA). These antennas are
made to be conformal by creating the antenna on a very thin (10-15 mil thick)
substrate that can then be attached to the SUAS with minimal seperation. Although
both antennas offer superior performance in comparison to rubber duck antennas
for plastic SUAS communication, they are impractical for a metallic bodied SUAS.
Conformal loop antennas were studied as part of the research into SUAS an-
tennas done in [17]. The primary concern with loop antennas comes down to the
impedance of the structure itself. While electrically small loop antennas would be
preferable from a SWaP perspective, these antennas are very inefficient transmitters
because they have a real impedance much lower than 50 Ω and a relatively high
reactance and thus become impractical [28]. Full wave loop antennas have the op-
posite problem. Although they have a low reactance, the impedance is similar to
that of a folded dipole antenna, typically falling in the range between 270-300 Ω
depending on the final design [24]. Once again, this impedance mismatch causes
a significant degradation in the efficiency of the antenna. Although the difficul-
ties with impedance matching seem to relegate the loop antenna’s utility for SUAS
communication, a solution to this mismatch was proposed in [29]. Starting with a
full wavelength loop that has a relatively small reactance at its operating frequency,
the addition of a metal region inside of the circumfrence of the loop successfully
”loads” the loop and reduces its real impedance at the operating frequency to the
point that it can be matched in a 50 Ω system. Fabricated versions of this antenna
can be seen in Figure 2.5. The resulting radiation pattern is approximately that of a
standard dipole.
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Figure 2.5: Fabricated Loop antennas: 2.4 GHz 50 Ω diamond loop (left), 915
MHz 50 Ω rectangular loop (top), and 915 MHz 100 Ω rectangular loop with 2:1
chip balun (bottom) [17]
CFDA antennas were also studied as part of the research into SUAS antennas
done by [17]. The CFDA antenna was originally proposed by [30] as a quasi-
isotropic radiator for radio communication networks. The basic theory of the an-
tenna is that by curving a folded dipole around a central axis, as shown in Figure
2.6, it is possible to create a quasi-isotropic far field from the linear superposition
of circularly positioned finite sections of a folded dipole. Additionally, the curva-
ture of the CFDA lowers the real input impedance of the antenna from the 280 Ω
expected of a standard folded dipole antenna to approximately 50 Ω. As a naturally
matched antenna with a quasi-isotropic far field pattern, the CFDA is an appealing
design choice for SUAS communication.
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Figure 2.6: Geometry and design parameters for the curved folded dipole antenna
in the nominal equal width configuration (left) and a wideband configuration (right)
[17]
While both the loaded loop antenna and the CFDA show many positive char-
acteristics for a conformal planar antenna design, both have problems that make
them unsuitable for metallic SUAS communication. To begin with, the loaded loop
antenna, much like the folded dipole antenna, has a null in its azimuthal far field
radiation pattern that would limit the communication performance of this antenna
at longer distances. This issue though is relatively insignificant for both of these an-
tennas though in comparison to the placement sensitivity due to electrical loading
and impedance shifts caused by a closely located ground plane. For both antennas,
it has been experimentally shown that the far field radiation pattern has significant
divergence from the theoretical expectations when placed near large metallic ob-
jects, including the battery and other craft internals [17]. These differences include
the occurrence of significant nulls in the far field pattern and significant shifts in
the operational frequency of the antenna. Although this loading effect does not
significantly affect the craft when placed on the wings of a foam based fixed wing
SUAS, it is detrimental to the performance of the antenna on a quadcopter body,
which typically has densely packed internal components. The practical results of
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this loading can be seen in Figures 2.7 and 2.8. The placement sensitivity of the
CFDA is a significant disadvantage for using this style of antenna for quadcopter
SUAS communication.
Figure 2.7: Conformally mounted 20-MHz-bandwidth CFDA variation in the top
(left), rear (middle), and bottom (right) positions [17]
Figure 2.8: Radiation pattern E-Planes (left) and H-Planes (right) of 20 MHz nom-
inal CFDA conformally attached to IRIS aircraft in top, bottom, and rear locations
showing impact of placement on antenna functionality [17]
One potential solution to the problem of degraded performance is to utilize a
metallic groundplane on the underside of the SUAS to limit the coupling between
the radiating element and the densely packed electronics stored inside the craft’s
body. However, these planar antennas perform significantly worse in the presence
of a ground plane. This is because the efficiency of these antennas are dramatically
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Figure 2.9: Comparison of CFDA simulated realized gain between an antenna with
a substrate that is backed by an air box and an antenna with a ground plane added
to the substrate.
impacted by the significant decrease in impedance caused by closely placing the
antennas next to a ground plane [31]–[33]. Because the most efficient long range
SUAS communication systems operate at approximately 900 MHz, the 10-15 mil
separation between the conformally placed planar antenna and the ground plane
created by the metallic SUAS would only be equivalent to less than 0.004λ even
when you account for the shorter effective wavelength within the dielectric. The
resulting model for this case includes an image of the excited antenna nearly col-
located with the original antenna [34]. The minuscule electrical separation reduces
the effective radiation efficiency of the antenna to nearly zero [31]. The only way
to solve this problem is to increase the electrical separation between the excited an-
tenna and the ground plane. However, once this seperation is adequately increased,
the antenna is no longer conformal nor practical for SUAS communication due to
SWaP considerations. This change can be clearly seen in Figure 2.9. After the
addition of the ground plane to the model, the antenna which had quasi-isotropic
performance essentially became a resistive load. In the end, while these confor-
mal antennas are potential solutions for plastic and foam based SUAS, they are not
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practical for metallic SUAS communication and have degraded performance when
used on quadcopters.
2.5 Chapter Summary
Many different antennas have been previously proposed for SUAS communication.
While they all have practical benefits, there are significant limitations in their ap-
plication on metallic SUAS. The omnipresent rubber duck antenna is cost effective,
compact, and would have an improved radiation pattern when applied to a metallic
SUAS that could provide a consistent ground plane. However, that radiation pat-
tern still includes a significant null colinear to its central axis and a limitation in
realized gain caused by inductive loading. The skew planar antenna provides a cir-
cularly polarized radiation pattern and a higher realized gain than the rubber duck
antenna. Once again though there is a radiation null in the far field colinear to the
central axis, the antenna is prohibitively large at the frequencies most efficient for
long range communication, and the addition of an electrically close ground plane
would reduce the radiation efficiency significantly. Both planar antennas, the loaded
loop antenna and the CFDA, are cost effective antennas that offer quasi-isotropic
radiated far fields when conformally applied to plastic SUAS. When the SUAS is a
quadcopter with densely packed components though, the resulting radiation patterns
show significant degradation from the theoretical measurements. When a metallic
ground plane is introduced to limit the coupling between the radiating element and
the craft internals, the resulting efficiency of these conformal antennas is reduced
to the extent that they are practically no longer radiating. Clearly, a new antenna
must be designed that can accurately meet the SWaP constraints of SUAS commu-
nication while maintaining null free radiation in the lower hemisphere when used
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Instead of attempting to design an antenna that works in spite of the metallic body
of the SUAS, it is a far better process to design an antenna that utilizes the metallic
structure to its advantage. One of the best ways to do this is through the use of
Characteristic Modal Analysis (CMA). CMA is a technique that provides insight
into the radiation patterns intrinsic to a metallic object by analyzing the fundamen-
tal modes of current dispersion on the objects surface. Method of moments (MoM),
the mathematical basis of CMA, is first detailed to aid in the conceptual understand-
ing of CMA. After an example of MoM applied to a bounded ordinary differential
equation, CMA is then summarized. This summary includes several points of anal-
ysis that become the basis for the antenna synthesis detailed in the next chapter of
this thesis.
3.2 The Method of Moments
Mathematical problems without closed form solutions have posed a challenge for
scientists and mathematicians for centuries. In this situation, numerical approxima-
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tions are the closest that any researcher could get to the solution. However, these
approximations are necessarily inexact and tedious to calculate by hand. Comput-
ers solved this problem. The accuracy of approximations calculated by computers
increased to the point that they effectively solved for the exact solution in practical
applications. The only remaining problem now is the computational speed of these
solutions. MoM is a procedure for solving mathematical problems through lin-
earization. It is especially efficient because computers operate linearly. At a basic
level, the MoM works to functionally reduce an integro-differential equation into a
basic linear function that can be solved through matrix inversion and multiplication.
Although it is often referred to as an approximation technique in totality, that is not
the case. This method can be applied to almost any problem and will produce exact
solutions when a closed form solution does exist.
The mathematical basis for the method of moments has been described by nu-
merous publications. While the general idea of converting functional equations
to linear matrix equations began with Galerkin around 1920 [35], it was not until
Harrington and Mautz’s work in the early 1970s on applying the MoM to solving
eigenvalue problems [36], [37] that the theory became popular. The process of the
MoM according to Harrington begins with the supposition that there is an inhomo-
geneous equation in the form of
L(f) = g. (3.1)
In this equation, L is a known linear operator between f and g, g is a known func-
tion, and f is what is being solved for. For this space, it is necessary to have a
defined inner product that satisfies the following criteria for functions f ,g, and h
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using constants α and β:
〈f, g〉 = 〈g, f〉
〈αf + βg, h〉 = α〈f, h〉+ β〈g, h〉
〈f ∗, f〉 > 0 if f 6= 0
〈f ∗, f〉 = 0 if f = 0
(3.2)
Once a satisfactory inner product is defined, the next step is to create a rep-
resentative expansion of f with a series of known linearly independent functions





In Equation 3.3, the terms αn are coefficients that properly weight the linear com-
bination of f̃n. In general, the terms f̃n are often referred to as expansion functions
or basis functions as they are a subset of functions that span the functional space.
This summation has three distinct cases:
1. an exact and finite decomposition of f when a closed form solution exists,
2. an approximated and finite decomposition of f when a closed form solution
does not exist, and
3. an exact and infinite decomposition f for any linearizable problem.
However, since a problem with a closed form solution is often not a practically
interesting problem and a solution that is infinite in extent does not lend itself to
forthright analysis, the majority of practical problems that the MoM is applied to
are approximated by a finite functional decomposition. This is why the MoM is
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often incorrectly referred to in totality as an approximation technique.
In the next step of the derivation of MoM, Equation 3.3 is substituted into Equa-
tion 3.1. Due to the principle of linearity, which states that for every linear operator
L, vector f , and constant c: L(cf) = cL(f), the resulting equation in the functional
subdomain is seen as: ∑
n
αnL(f̃n) = g. (3.4)
The next step is in part an error correction formulation. In a process described
by Chen and Ney [38] for a practical application of MoM that induces some error
due to the incomplete decomposition of f , Equation 3.3 should actually be written
as




In this situation, the error can be calculated as
R = L(f̃)− g (3.6)
whereR is equal to the calculated error. In order to practically reduce the theoretical
error in this case, known weighting functions in the range of L denoted as wm,
representative of w1, w2, w3, ..., wm, are incorporated such that the inner product of
the two falls within the kernel of the functional range. In other words,
〈R,wm〉 = 0. (3.7)
The next step in the formulation of MoM begins by taking the inner product of
each side of Equation 3.6 with respect to wm:
〈R,wm〉 = 〈Lf − g, wm〉. (3.8)
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but, because of how wm is defined it can be stated that Equation 3.8 reduces to
0 = 〈Lf − g, wm〉. (3.9)
In accordance to Equations 3.2, Equation 3.9 reduces to
〈Lf,wm〉 = 〈g, wm〉. (3.10)





αnf̃n), wm〉 = 〈g, wm〉. (3.11)
Applying linearity once again leads to the equation
∑
n
αn〈wm, L(f̃n)〉 = 〈wm, g〉. (3.12)

















〈w1, L(f̃1)〉 〈w1, L(f̃2)〉 ... 〈w1, L(f̃N)〉
〈w2, L(f̃1)〉 〈w2, L(f̃2)〉 ... 〈w2, L(f̃N)〉
...
... . . .
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α1 α2 ... αN
]T
, (3.15)






〈g, w1〉 〈g, w2〉 ... 〈g, wm〉
]T
. (3.16)
If the number of weighting coefficients is equal to the number of expansion
functions (i.e. M=N), then the resulting matrix lmn is a square matrix. So long as



































f1 f2 ... fN
]
(3.19)
This is the end of the generalized formulation of the MoM. While this is pre-
sented as a direct and unified theory, there is a great divergence in potential solution
accuracy and computational speed caused by an infinite set of choices for defining
both wm and fn [37]–[40]. In general, a compromise must be made between ab-
solute accuracy and computational efficiency in the choice of both the weighting
coefficients and basis functions as for problems without a closed form solution it is
impossible to practically achieve the conditions set forth by Equation 3.7. Instead,
22
the error caused by the approximation of f by the basis functions fn must simply
be reduced. A common method for this reduction is actually the original method
that was proposed, the Galerkin Method [35], [37]. The Galerkin method is defined
as setting the weighting functions equivalent to the basis functions (wm = fn).
This method, which can be shown to be the same as the Rayleigh-Ritz variational
method [41], [42], is an effective way to minimize the inherent error in the MoM
approximation.
By realizing that the inner product defined by Equation 3.2 can be viewed as
a projection onto a vector subspace, it can be seen that Equation 3.12 is merely
equating vector projections. In general, vector projections are a way to calculate the
proportion of an existing vector that exists in a smaller subspace. An example of this
is the simple dot product used to calculate electric flux. The dot product, which is a
type of inner product, equates the flux passing through a surface to the projection of
the electric field, defined within a third order vector space, into the vector subspace
defined by the normal vector, which is a first order space. In this example, it is easy
to see that the result of this operation lies fully within the secondary vector subspace
while the rest of the original vector is defined as existing in a two-dimensional
orthagonal subspace. When looking at the resulting order of each of these subspaces
it can be seen that
Order(E) = Order(P ) +Order(R) (3.20)
where Order(E) is the order of the Cartesian vector space defining the electric
field, Order(P ) is the order of the subspace defined by the normal projection, and
Order(R) is the subspace orthogonal to the projection. Although this example is
simplistic in nature, it can be generalized to hold for more complex vector projec-
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tions, including the vector projection in the MoM derivation.
In the MoM defined by Equation 3.12, the first vector projection is the projection
of the approximation of L(f), represented by L(f̃), projected onto the subspace
spanned by wm and is seen by 〈L(
∑
n αnf̃n), wm〉. The second vector projection is
the projection ofL(f) onto the same subspace and is seen as 〈wm, g〉. The minimum
error,R, described earlier can thus be seen as the orthogonal vector space that exists
between the range of L(f) and the subspace spanned by the finite number of basis
functions L(f̃). By equating the range of the approximation to the to the subspace
spanned by the weighting functions, the error is minimized to merely be the inner
product of the error function with itself
Error = 〈R,R〉 (3.21)
[38]. Because the inherent approximation error is caused by the subspace spanned
by the basis functions having a lower order than the original range of L(f), the
error can be further minimized as the order of L(f̃) approaches the order of L(f).
While this is a feasible bound when a simplistic closed form solution exists, exact
solutions to many complex problems are computationally impossible because the
convergence of the two vector spaces would require an infinite order subspace of
expansion functions.
3.3 Solving an Ordinary Differential Equation
Although the MoM may seem difficult to implement due to the generalized defini-
tion seen in the preceding section, the following example showing the solution to a
standard boundary value problem elucidates the methodology more directly.
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= 1 + 4x2 + 3x4 (3.22)
where f(0) = f(1) = 0. Going back to the inhomogeneous equation defined in
Equation 3.1, it can be seen that




f = f (3.24)
g = 1 + 4x2 + 3x4. (3.25)
The first step after identifying the parts of the inhomogeneous equations is se-
lecting a set of basis functions f̃n that will represent the function f . With the con-
sideration that f̃n must meet the stated boundary conditions [38], the basis functions
fn = x−xn+1 were selected. This basis is comprised of a linear combination of the
standard polynomial basis function fn = xn for n ≥ 0, which spans the entire func-
tional domain. To demonstrate the utility of the Galerkin method, the weighting
functions wm are defined as
wm = fn = x− xm+1. (3.26)
Next, a suitable inner product must be defined. Because this problem exists
in the n dimensional functional space existing between f(0) and f(1), the inner




u(x) · v(x)dx (3.27)






can be calculated. In accordance to Equations 3.12, 3.13,




















































can also be solved for using Equations 3.12, 3.13,
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are established, the matrices can then be
put into MATLAB to solve for f using Equation 3.18. The results for each round

























.6786 − .4762 .75
]T







.4643 .1667 0 .3
]T







.5 0 .3333 0 .1
]T








.5 0 .3333 0 .1 0
]T
∴ f ≈ .933x− .5x2 − .3333x4 − .1x6
Because the sixth order solution, where order is defined as the order of the matrix[
gm
]
, is equivalent to the fifth order solution, it can be stated that the process con-
verged on the closed form solution to the ODE on the fifth attempt. This can be
proved by simply verifying that the calculated function fulfills the conditions of the
boundary value problem.
Figure 3.1: The iterative solution to an ODE problem using the Method of Moments
The results of this iterative process are shown above in Figure 3.1. Visually, it
is possible to see that although the first order solution varies significantly from the
closed form solution, the second order solution has minimal variation and all subse-
quent solutions are practically equivalent to the closed order solution. Although this
is an introductory example to the application of the MoM, the results can be gener-
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alized to apply to the theory as a whole. With a carefully selected set of basis and
weighting functions, consistent higher order solutions (represented here by N ≥ 3)
are equivalent to the closed form solution to the extent that there is not a practi-
cal difference between the two. This is why a MoM algorithm can be deemed to
accurately solve problems regarding electromagnetic radiation even when a closed
form solution cannot be reached due to the practical limitations on the order of the
subspace defined by the basis functions.
3.4 Theory of Characteristic Modes
The theory of characteristic modes was first described as an explanation for scat-
tering behaviors in the generally described resonance region. In this frequency
range, between the low frequency Rayleigh region and the high frequency geo-
metrical optics region, there was no consistent mathematical explanation for the
scattering of electrical fields. Garbacz was the first to theorize that there existed a
set of orthogonal modal currents that, when weighted by their respective radiation
resistances, would linearly combine to represent the current distribution on a metal
scatterer [43]. He further posited that these modes existed for arbitrary shapes de-
fined by nonseparable coordinate systems that would be dependent on the shape of
the scattering object. Together with Turpin, Garbacz showed that these modes could
be calculated by diagonalization of the scattering matrix [44]. Though this process,
Garbacz was able to characterize several different wire body scatterers including
circular and elliptic loops. However, the diagonalization of the scattering matrix
was too specific of a process to perform modal calculations of arbitrary bodies.
Harrington approached the problem from a different perspective and successfully
generalized the theory for all applications by diagonalizing the impedance matrix.
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It is this formulation of characteristic modal analysis that will be presented in this
thesis.
Harrington’s derivation begins with the definition of the linear relationship be-
tween the tangential component of an electric field, Ei, impressed on a metallic
object and the surface charge movement, J , created in response to this field. These






Because L is a linear operator relating an electric potential to a current, it can be
seen through Ohm’s Law, V = IR, that L is a measure of impedance. Therefore it















(Z − Z∗). (3.33)
With this definition, Z = R + jX .
Once the first set of linear operators is defined as shown above, the next step in
Harrington’s derivation begins with the formulation of an eigenvalue equation
Z(Jn) = vnM(Jn). (3.34)
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The matrix M can be arbitrarily defined in this relationship. However, by choosing
M such that M = R, the matrix Z is diagonalized and the radiation patterns are
orthogonal [36]. Next, defining the complex eigenvalue vn as
vn = 1 + jλn (3.35)
allows for the simplification of 3.34 into
X(Jn) = λnR(Jn). (3.36)
This leads to the result that the eigenfunctions Jn and the eigenvalues λn are real.
Since the eigenfunctions are real and they are defined by the orthogonal relation-
ships
〈Jm, RJn〉 = 0
〈Jm, XJn〉 = 0
〈Jm, ZJn〉 = 0
(3.37)
where m 6= n, the inner products also maintain the same orthogonality such that
〈J∗m, RJn〉 = 0
〈J∗m, XJn〉 = 0
〈J∗m, ZJn〉 = 0.
(3.38)
These definitions lead to the diagonalization of the impedance matrix Z.
This diagonalization is the single most important aspect of the derivation. As
can be seen in Equation 3.18, the MoM can only be solved when the inverse of
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the linear map L can be calculated. For many practical applications, this matrix is
infinite in extent. Since the efficient computation of the inverse of a matrix involves
solving for the determinant of that matrix, which in this case is infinite, this process
is not possible. However, for a diagonal matrix the inverse is found by simply
taking the reciprocal of each value along the diagonal. Since typically only the first
few modes are significant, this process reduces to finding the reciprocal of enough
modes such that the original function is effectively approximated.
Continuing with Harrington’s derivation, once the matrices are defined as di-
agonal operators on this functional basis, it is possible to normalize the radiated
power, calculated as
〈J∗n, RJn〉 = 1, (3.39)
such that the the previous orthagonality relationships can be generalized as
〈Jm, RJn〉 = 〈J∗m, RJn〉 = δmn
〈Jm, XJn〉 = 〈J∗m, XJn〉 = λnδmn
〈Jm, ZJn〉 = 〈J∗m, ZJn〉 = (1 + jλn)δmn
(3.40)
where δmn is the Kronecker delta.
With the definitions complete, the modal solution can now be quickly derived
using the MoM. To start, the surface current on the object J can be approximated






Equation 3.30 then becomes
∑
n
αnZJn − Ei = 0. (3.42)
Using the Galkerin method, the weighting functions are defined as Jm. Taking the
inner product of Equation 3.42 with the weighting functions results in the equation
∑
n
αn〈Jm, ZJn〉 = 〈Jm, Ei〉. (3.43)
By substitution with Equation 3.40, Equation 3.43 reduces to
αn(1 + jλn) = 〈Jn, Ei〉. (3.44)







where V in is known as the modal excitation coefficient and is defined as
V in = 〈Jn, Ei〉 =
‹
S
Jn · Eids (3.46)







The important thing to note is that since the modes are sorted by radiation resis-
tance [43], the values of λn increase with n such that there is less real radiated
power and more complex stored energy with higher order modes. Furthermore, the
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modal excitation coefficient V in is the practical way that an individual can influence
the resulting modal decomposition through source excitation. With this in mind, the
overall radiation pattern created by an antenna designed with CMA is a weighted
combination of existing modes where the modes are intrinsic to the structure and
are defined by λn and the weights are defined by source excitation and can be in-
corporated into V in. Using this technique, it is possible to quickly characterize the
potential performance of a metallic object as a radiating structure, and then design
a feed network to excite the desired radiation pattern.
3.5 Chapter Summary
To design an antenna for a metallic SUAS (or a quadcopter utilizing a metallic
ground plane to shield the internal components), CMA is an efficient and effective
way to intrinsically understand the radiation characteristics of the metal object and
design a suitable antenna utilizing the structure. In this section, the mathematical
basis for the antenna synthesis defined in this thesis was shown and explained. The
initial derivation of MoM and the boundary value problem that followed gave prac-
tical insight into the fundamental math underlying CMA. The derivation of CMA





The initial design for the antenna began with the generation of an aerodynamic
base plate by a graduate student in the Center for Autonomous Sensing and Sam-
pling (CASS) for the quadcopter. The quadcopter used for this project can be seen
in Figure 4.1. The base plate for the quadcopter will be 3-D printed and plated with
copper to provide a lightweight ground plane that will serve as a metallic boundary
to eliminate the majority of the coupling and loading effects caused by the prox-
imity of the radiating element to the densely packed internal components. In the
end, this boundary should prevent the placement sensitivity and pattern degradation
seen previously in Figure 2.8 when the radiating element is measured in situ. Once
the ground plane was designed, the first step in the antenna synthesis was to model
the ground plane in FEKO to perform CMA. After the structure is analyzed, one
mode was selected as a basis for a proposed radiation pattern based on its radia-
tion performance. The first attempt to couple into the primary modes of the craft
are described in the subsequent section. This endeavor proved to be unsuccessful,
and led to a reimagined design of the radiating element. The final design of the
antenna was based around an inverted F antenna (IFA), and the simulated design
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and measurements of this model are presented in this chapter.
Figure 4.1: The quadcopter SUAS used as the basis for this design.
4.2 Ground Plane Analysis
Before the antenna synthesis process could truly begin, the aerodynamic bottom
plate of the SUAS had to first be created. The finalized ground plane for this project
is shown in Figure 4.2. This base plate was designed to be conformally attached to
the quadcopter while allowing for airflow through the quadcopter’s forward facing
vent and for the later addition of signal lights for night flights. The conformal
application of the depicted in Figure 4.3. Once a copper coating is applied to the
3D printed base plate, it will become an effective ground plane to aid in the antenna
performance as discussed above.
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Figure 4.2: The ground plane design. The aerodynamically curved bottom side of
the ground plane is shown on the left. The flat top side of the ground plane that will
connect to the SUAS is shown on the right.
Figure 4.3: A rendering of the conformal application of the ground plane to the
existing quadcopter shell.
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Figure 4.4: The decreasing modal significance of the first twenty modes of the
SUAS ground plane.
Once the ground plane was designed, the model was then imported into FEKO
and analyzed. The first twenty characteristic modes of the ground plane were calcu-
lated and the respective modal significance is shown in Figure 4.4. In this analysis,
the modal significance is defined by
MS =
∣∣∣∣ 11 + jλn
∣∣∣∣ (4.1)
[23]. Although twenty modes were solved for, only the first six could be directly
coupled into, as any mode with a modal significance of lower than 0.1 contains too
much stored energy for efficient radiation [23]. The reason for this relationship be-
tween modal significance and stored energy can be attributed to Equation 3.47 and
Figure 4.5. Figure 4.5 shows that eigenvalue magnitude increases with the modal
index. As is shown in Equation 3.47, the larger eigenvalue means that the com-
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plex portion of the normalized electric field magnitude is also higher. Therefore,
the higher-order modes should not be excited because they have significantly more
stored energy than the first six.
Figure 4.5: The progressive increase in eigenvalue magnitude as the modal index
increases
With the search now limited to the first six characteristic modes of the ground
plane, these modes can now be evaluated more closely to see if any of them match
the desired radiation pattern. These six modes are shown for quick comparison
in Figure 4.6. For modes with a desirable radiation pattern, the surface current
also should be described in terms of a standard antenna with a comparable nominal
surface current distribution. This comparison aids not only in the understanding of
the relationship between the surface current and the resulting radiation pattern but
also gives insight into potential modal excitation techniques.
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Figure 4.6: The first six characteristic modes presented in order starting with the
first mode and ending with the sixth. The left column depicts the surface currents
with red arrows depicting the direction of the edge currents. The right column
shows the corresponding radiation pattern.
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Beginning with the first mode, the current distribution is similar to that of a
dipole antenna. The surface current flows linearly from the right side of the ground
plane to the left with a current maximum located towards the center of the craft that
tapers towards the respective termination points. The resulting radiation pattern
is also similar to that of a dipole antenna, with an H-Plane radiation that appears
nominally quasi-isotropic and a significant null along the central axis of the ground
plane. Although this resulting radiation pattern is not ideal for long range flights
because of the null, this is an acceptable starting point for the antenna design be-
cause it is quasi-isotropic in one plane and the null in the other plane could be filled
by loosely coupling into a secondary mode. The only other mode that offers the po-
tential for at least communication while primarily overhead is the third. The edge
current distribution in this mode are similar to the current pattern around a resonant
slot antenna with the current in the center of the craft flowing from the bottom of
the page to the top of the page. The resulting radiation pattern has a greatly re-
duced field strength in the plane of the ground plane. Because of these nulls, this
mode is less than ideal for long range communication and should not be singularly
excited. The other four modes are not individually suitable for this application be-
cause they all have nulls in their radiation pattern directly below the bottom of the
ground plane that would hamper overhead communication. After the completion
of this modal analysis, it was apparent that the only mode with both a high enough
modal significance to radiate efficiently and a desirable radiation pattern was in fact
the first mode.
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4.3 The First Characteristic Mode
After the first mode was selected, further analysis was done to analyze the ground
current and the resulting radiation pattern. Figure 4.7 shows the ground current
on both the top and bottom side of the ground plane. The current flows from the
top of the page to the bottom of the page on both sides of the ground plane and
the current magnitude distribution appears to be relatively equivalent on both sides
with slightly more current flowing on the craft’s bottom. Figure 4.8 depicts the
normalized radiated field strength in both the H-Plane and the E-Plane. Because the
ground current distribution actually most closely represents two narrowly spaced
dipole antennas that are strongly coupled, the resulting H-Plane magnitude is more
directive than the quasi-isotropic performance that is expected of a nominal dipole
radiation pattern. This can be explained by an effective array factor scaling of the H-
Plane radiation caused by the closely located dipoles. As expected, the E-Plane has
a strong null along the central axis of the ground plane. Overall, the eigencurrent of
this mode appears relatively straightforward and the radiation pattern is acceptable
as a starting point for the antenna design.
The next step in the antenna synthesis process is to excite the desired mode.
Previous work has shown that an impedance matched patch antenna with a mean-
der line to enforce current circulation can be used to excite a loop of current along
the edge of a square ground plane [23]. Using a similar approach, the goal for this
design will be to create a U-shaped patch antenna with a feed along the symme-
try plane of the patch. A planar example of this patch design is shown below in
Figure 4.9. The symmetric feed point for this patch is critical to the design. An
offset feed would cause a different phasing for what is essentially two separate but
strongly coupled elements. This phase offset would in effect be a linear phase shift
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Figure 4.7: The current distribution of the first mode
Figure 4.8: The far left plot shows the orientation of the E-Plane of the radiation
pattern, with the craft for reference. The other two plots show the normalized radi-
ation pattern measured in dB for both the E-plane and the H-plane.
applied to a two element array and could cause unintentional beamsteering in the
H-Plane shown in Figure 4.8. After the dimensions of the patch are determined to
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maximize the return loss at the operating frequency of 915 MHz, the patch will be
conformally applied to the bottom of the ground plane. When correctly placed, the
arms of the patch will excite a linear current distribution on the ground plane like
what is seen in Figure 4.7. An additional advantage of this style of feed network is
that, by exciting the first mode’s currents only on the bottom of the ground plane,
the magnitude of the radiation pattern in the upper hemisphere of the design would
be weaker than that of the lower hemisphere. This would significantly decrease the
coupling between the ground plane and the craft internals.
Figure 4.9: Planar U-shaped patch
With the fundamental feed network design decided upon, the next step was to
use HFSS [45] to determine the physical dimensions of the planar U-shaped patch.
Figure 4.10 shows the simulated return loss of the initial design. Although the
design is too narrowband for the radio currently utilized by CASS, which operates
from 902 MHz to 928 MHz, the resulting patch has a return loss of 15 dB at 915
MHz. This indicates an impedance match that is good enough to test the underlying
design of the patch antenna.
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Figure 4.10: Return loss of the planar U-shaped patch
The next step was to analyze the structure in FEKO to make sure that the pre-
sented design was feasible. The planar patch designed in the previous section was
conformally projected onto the ground plane and then exported onto FEKO for
analysis. The eigenvalues of this structure can be seen in Figure 4.11. From the
graph it is clear to see that only the first four modes could potentially be excited
[23]. The surface current magnitude and current direction for these four modes is
shown in Figure 4.12. The first mode has the correct current direction, with the
current on both arms of the patch running from the bottom of the page to the top
of the page. Furthermore, the surface current density of this mode has a maximum
at the center of the arms’ outer length. This is the ideal current distribution and
density for coupling into the first mode of the ground plane shown in Figure 4.7. It
mimics both the magnitude and direction of the desired current. However, it has a
very weak surface current density along the symmetry axis of the patch, which had
been previously selected as the patch’s feed point. This is a problem because the
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Figure 4.11: The modal significance of the first six modes of the U-shaped patch
antenna.
current probe used to excite the first mode on the U-shaped patch should be located
in a current maximum of the mode [23]. The second mode has a perfect surface
current density for a symmetric excitation. The maximum of this mode lies directly
on the symmetry axis. However, the surface current direction on either arm is 180
degrees out of phase with the other. Because of the coupling described previously,
this would at best cause unintentional beamstearing and at worst would cause se-
vere current cancellation because of the strong coupling between the two elements.
The third and fourth mode had lower modal significance than the second mode and
a lower surface current density on the axis of symmetry. Therefore, these modes
would have been too weakly excited to be concerned with the non-ideal current
distribution on the arms of the patch.
In the end, the first mode of the ground plane was nearly ideal for the purposes
of this research. Furthermore, the U-shaped patch’s first mode had a very good
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surface current distribution and density to allow for direct coupling into the ground
plane’s first mode. Exciting currents solely on the bottom of the craft would only
improve upon the efficacy of air-to-ground communication by increasing the field
magnitude in the lower hemisphere of the craft’s radiation. However, this mode was
impossible to excite properly because a modal analysis on the patch itself shows that
there is a current density minimum along the symmetry plane for the first mode of
the patch antenna. Instead, any mode that could be strongly excited with a feed on
the symmetry plane of the antenna had the wrong surface current direction on the
arms of the patch antenna to correctly couple into the first mode of the ground plane.
Because of this, the standard U-shaped patch was not a potential design option.
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Figure 4.12: The first four characteristic modes. The surface current magnitude is
displayed as a heat map with the direction of the current shown on the edges with
red arrows.
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While the standard U-shaped was not suitable for use as a feed network, further
research into the general design was necessary. Alteration of the design of the patch,
by adding minimal changes such as selectively changing line widths or through the
addition of meander lines, might permit symmetric excitation. The first attempted
alteration was simply to reduce the line width of the bottom of the U-shaped patch
with the idea that the a narrower section of the patch would inherently have a higher
current density with the same applied voltage. The results of this can be seen in
Figure 4.13. There is still clearly a surface current minimum on the axis of two
symmetry planes. Two more designs shown in Figure 4.13 show that neither a
vertically or horizontally oriented meander line is capable of maintaining the same
surface current direction on the arms as the first mode shown in Figure 4.12 while
also having a surface current maximum on the axis of symmetry.
Figure 4.13: The current density of the first mode of variations on the U-shaped
patch. The leftmost design features a smaller line width at the base of the patch.
The central design has a vertically oriented meander at the base of the patch. The
rightmost design features a horizontal meander at the base of the patch.
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After the above attempts to correct the current density of the first mode of the U-
shaped patch shown in Figure 4.12, it was determined that the generalized U-shaped
patch simply was not a viable structure to couple into the first mode. Instead, further
research will need to reanalyze the characteristic modes of the ground plane to find
generalized insight into the characteristic radiation patterns of the ground plane and
the corresponding currents required.
4.4 Reanalyzing the Characteristic Modes
Before revisiting the SUAS presented in this thesis, it is important to understand the
generalized performance of CMA as a function of ground plane size. Starting with
the models for electrically small antenna designs, it can be noted that the charac-
teristic radiation performance of these shapes is described by a limited number of
modes [23], [46]. In this case, the resulting radiation patterns of an excited struc-
ture are defined primarily by the structure. Inversely, the characteristic performance
of an electrically large ground plane is defined not by the ground plane but rather
the radiating element. This can be seen in the common design considerations and
testing of monopole antennas. It is the intermediary definition of ground plane size
though that is the focus of this research. In the zone characterized by an electrically
medium ground plane, the impedance matrix and resulting modal characteristics of
the ground plane with an attached antenna are not dominated by either the ground
plane structure or by the chosen antenna. Instead, the impedance matrix is defined
and dominated by a combination of characteristics from both the antenna and the
ground plane. For this case, the best methodology for antenna synthesis is not nec-
essarily the direct excitation of a significant mode from the original ground plane
but rather an effective alteration of the original impedance matrix through the addi-
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tion of a resonant element.
In reviewing the original modes significant enough for excitation from Figure
4.6, it can be seen that none of the six modes individually are enough to meet the
stated design goals of quasi-isotropic performance in the lower hemisphere. So,
instead of further trying to couple into one of the craft’s fundamental modes of res-
onance, CMA was simply used as a starting point for this synthesis process. Once
an intuitive understanding of the eigencurrents and resulting radiation patterns is
achieved, it is possible to select a resonant antenna to provide the desired exci-
tation. This effectively is a way to select an antenna’s design and placement for
operation on a deformed ground plane.
Figure 4.14: The E-Field pattern for the first eight ground plane modes superim-
posed on the ground plane.
Starting with the first modal resonance shown in Figure 4.7, it can be seen
that fundamentally the current pattern that has the highest radiation resistance, and
therefore the highest radiation efficiency, is a linear current distribution that runs
parallel to the length of the craft. Because of this, the selected antenna should in-
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duce a surface current that runs primarily along the center of the craft. The surface
current distributions and resulting E-field patterns of the twenty modes originally
solved for were then analyzed to find the next most significant mode with a linearly
distributed current and a relatively desirable E-field. The first eight modes are dis-
played in Figure 4.14 because it was discovered that the eighth mode was the next to
meet these conditions. The current distribution of this mode can be seen in greater
detail in Figure 4.15, the direction of the current on the bottom of the craft is nearly
identical to the first mode’s current direction. However, the current magnitude is
significantly different between the two. While the first mode has a relatively even
current distribution with the current increasing close to the edges of the craft, in
the eighth mode the current magnitude is distinctly concentrated at the center of the
craft. The result of this difference is that the radiation pattern of the eighth mode,
shown in Figure 4.16, is much more directive than the radiation pattern of the first
mode, shown in Figure 4.8. Since the goal of this project is to create a semi-directive
antenna, the current excited by the antenna should be centrally concentrated on the
bottom of the ground plane in order to have the best air-to-ground communication
link. However, to prevent poor radiation in the plane of the ground plane, there is
a limit to the desired concentration of the current. Some current diffusion towards
the edges of the plane is necessary for the design’s performance. This can be seen
in the comparing the edge current magnitude in the first mode to the eighth and the
resulting far-field pattern in the plane of the ground. In the end, the ideal current
distribution for this ground plane is one with a primarily linear current concentrated
on the bottom of the ground plane with some current diffusion towards the edges.
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Figure 4.15: The current distribution of the eighth mode
Figure 4.16: The far left plot shows the orientation of the E-Plane of the radia-
tion pattern, with the craft for reference. The other two plots show the normalized
radiation pattern measured in dB for both the E-plane and the H-plane.
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4.5 The Inverted F Antenna
After establishing the ideal current distribution for the ground plane, a review of
characterized antenna models showed that the inverted F antenna (IFA) was a po-
tential solution. A profile view of the IFA placed on an electrically large ground
plane can be seen in Figure 4.17. The IFA is essentially a shorted wire monopole
that can be modeled as half of a half-wavelength slot antenna. The main current
path is between the feed point on the IFA and the shorted stub to the ground plane.
The overall current pattern can be seen in Figure 4.18. From the vector length and
orientation it is apparent that the current is concentrated towards the area directly
underneath the antenna and is predominantly colinear to the IFA itself with some
current diffusion towards the edges of the ground plane. This is a very close match
to the desired ground plane current pattern. Furthermore, although the design is not
strictly conformal, it has the same general profile of the pitot tubes used to measure
airspeed on conventional aircraft and therefore is a relatively aerodynamic design.
Figure 4.17: The side profile of the IFA excited by a semi-rigid coaxial probe feed
on an electrically large ground plane.
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Figure 4.18: The vector current distribution of the IFA excited by a semi-rigid
coaxial probe feed on an electrically large ground plane.
The design characteristics for the IFA are presented in [47], [48]. The bandwidth
is determined by the wire radius, r, used in the design and the height, h, of the IFA
above the ground plane. This is similar to how the bandwidth of a monopole antenna
gets larger as the radial dimension increases because the number of potential current
pathways rises. Likewise, the effects of alterations on the height of the IFA on the
bandwidth of its performance can be understood through the lens of slot antenna
theory. Just as increasing the width of a resonant slot antenna makes the bandwidth
of its operation larger by allowing higher order modes to propagate, the IFA also
increases in bandwidth as the height increases. The final design consideration for
the IFA is the characteristic impedance of the structure. This impedance is primarily
determined by the separation distance, d, between the feed point and the shorted
stub. This is a clear extension of general circuit theory because that distance is
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the fundamental shortest current pathway between the excitation and the ground
plane and is therefore directly related to the element’s impedance. The operating
frequency of the antenna is determined by the element’s length, L, in the same way
that the operating frequency of a monopole is determined.
Figure 4.19: The design parameters for an IFA
4.6 Simulated Results
The first design consideration for the IFA was the placement of the resonant el-
ement. To concentrate the current distribution on the bottom of the ground plane,
shown in Figure 4.2, the IFA must be placed on the bottom side of the ground plane.
For the desired symmetric phase excitation along the length of the ground plane, the
horizontal placement of the antenna can only be along the plane’s central axis. The
shorted stub of the IFA must either be placed on the front or the rear of the ground
plane, with the element extending towards the craft’s center. In this way, the linear
current distribution will extend over the length of the craft while the holes in the
ground plane will have relatively weaker current concentrations on them than what
is seen in the eighth mode, shown in Figure 4.15. Because the radio module for the
SUAS is on the front of the craft, the IFA shorted stub was placed on the front of
the ground plane to minimize the cable length required to connect the antenna. This
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IFA placement is shown below in Figure 4.20.
Figure 4.20: The placement of the IFA
Once the IFA placement was determined, the next step was to validate the cur-
rent distribution on the craft.The resulting vector representation of the current dis-
tribution can be seen in Figure 4.21. The direction and relative magnitude of the
current agrees closely with the desired current pattern. The surface current on the
ground plane flows predominately parallel to the length of the craft. However, there
is some lateral current diffusion towards the edges of the ground plane. The current
magnitude is more clearly depicted in Figure 4.22. Once again, the current mag-
nitude has strong agreement with the design goals. There is a strongly centralized
current distribution directly underneath the IFA that does gradually spread towards
the edges of the craft with little to no current on the top of the ground plane.
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Figure 4.21: The current distribution on the ground plane caused by the IFA
Figure 4.22: The current magnitude on either side of the ground plane caused by
the IFA
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Now that the ground plane current excited by the IFA has been confirmed to
meet the design guidelines, the IFA design was optimized to meet the communi-
cation system requirements described previously. The final design has a minimum
value of S11 of -29 dB at 914.5 MHz and a VSWR≤2 bandwidth of roughly 30 MHz
from 900 MHz to 930 MHz. This sufficiently covers the operating bandwidth of the
radio used for the SUAS, which operates between 902 and 928 MHz, and has a peak
return loss at the approximate center frequency of the radio. Figure 4.24 shows the
imaginary impedance of this antenna over the same frequency range. There is a
resonance at approximately 910 MHz with relatively small imaginary impedance
in the band of operation for the radio. At 915 MHz, the antenna has an expected
radiation efficiency above 0.98. The combined analysis of these graphs and the an-
tenna’s radiation efficiency verifies that the antenna will successfully radiate within
the operating bandwidth of the radio system.
Figure 4.23: The Return loss of the IFA on the SUAS ground plane
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Figure 4.24: The imaginary impedance of the IFA on the SUAS ground plane
With the antenna now designed with a suitable broadband impedance match,
the resulting radiation pattern can now be characterized. The realized gain of the
antenna is first shown in Figure 4.25 with individual cut planes of the radiated
field shown in Figure 4.26. The realized gain has a maximum of 4.1 dBi that
occurs approximately at broadside, θ = −180◦ and a minimum of -2.83 dBi at
θ = φ = −90◦. This means that the antenna has full HPBW in comparison to an
isotropic radiator in the lower hemisphere, meeting the design goals of the project.
Furthermore, for much of the lower hemisphere the effective realized gain is higher
than that of an isotropic radiator and thus will be highly effective in air-to-ground
communication.
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Figure 4.25: The realized gain of the IFA at 915 MHz superimposed on the ground
plane for reference
Figure 4.26: The realized gain of the IFA at 915 MHz shown in three different
cutplanes
As a final analysis of the structure, a quick comparison of the performance of the
IFA on the SUAS ground plane to the IFA performance on an electrically small and
an electrically large ground plane is warranted. The resulting realized gain patterns
for these structures is shown in Figure 4.27 and Figure 4.28. For these two figures,
and the original IFA gain plot in Figure 4.25, the view plane is the same between the
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three models and the IFA size, orientation, and feed structure are also identical. The
performance of the IFA on a square ground plane that is roughly 8λ in side length
is depicted in Figure 4.27. This radiation pattern is relatively constant in reference
to φ, since the ground plane is much larger than the IFA extents. However the most
significant divergence in pattern from that of the IFA on the SUAS ground plane
is the fact that this gain pattern is significantly less directive with a maximum gain
of only approximately 1.7 dBi and a greater proportion of radiated energy directed
towards the side of the ground plane where the feed is located. The performance of
the IFA on an electrically small ground plane, approximately λ in length but only
about λ/10 in width, is shown in Figure 4.28. The realized gain of this antenna
is relatively similar to that of a dipole pattern with the significant exception that
there is a relative null around the θ = 0◦ cut plane. Although this ground plane
is roughly the same length as the SUAS ground plane, the IFA does not radiate in
a comparable manner. When considering the realized gain of both the electrically
large and electrically small ground plane, it is apparent that neither gain pattern is
wholly similar to nor more desirable than that of the IFA on the SUAS ground plane.
For this electrically medium ground plane, the use of CMA to select and place the
antenna has resulted in a tailored solution to the original problem by taking into
account both the effects of the deformed ground plane and the antenna itself.
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Figure 4.27: The realized gain of the IFA superimposed on the electrically large
ground plane for reference
Figure 4.28: The realized gain of the IFA superimposed on the electrically small
ground plane for reference
4.7 Modal Analysis of the IFA
With the IFA placement and size optimized through HFSS simulations, CMA was
performed on the new structure to see how the addition of the IFA had altered the
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Figure 4.29: The modal significance of the ground plane with the resonant IFA
attached
existing modality of the ground plane. This was done to verify that the addition of
the resonant element significantly changed the ground plane and to provide greater
context for its effects. The modal significance of the new structure can be seen in
Figure 4.29. As discussed previously, only modes with a significance of at least
0.1 will radiate efficiently when excited [23]. With this in mind, the first seven
modes of the IFA on the SUAS ground plane are significant enough to effect the
final radiation pattern. This is one more significant mode than the ground plane
without the IFA, shown in Figure 4.4.
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Figure 4.30: The current distribution of the first seven modes of the structure pre-
sented in decreasing order. The left column is just the SUAS ground plane while
the right column is the ground plane with the IFA attached.
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The current distribution of the first seven modes of the SUAS ground plane with
and without the IFA are shown in Figure 4.30. The general current direction of the
first three modes is the same, as is represented by the current arrows located on
the outside of the craft. However, the first three modes with the IFA show a higher
current density on/around the IFA than the current density that exists on the same
area of the SUAS ground plane without the IFA. This is especially noticeable on
the first two modes with the first mode in particular looking like a purely IFA based
current distribution. This direct relationship between the modes changes with the
fourth mode. The fourth mode of the ground plane with the IFA has a very similar
current distribution to the first mode and also to the current pattern of the excited
IFA antenna shown in Figure 4.21. Meanwhile, the current distribution of the fourth
mode of the ground plane without the IFA appears to align with the fifth mode of
the ground plane with the IFA. This pattern (where the current distribution of the
nth mode of the ground plane with the IFA aligns with the n − 1 mode of just the
ground plane) continues for the rest of the significant modes. When this pattern is
analyzed in conjunction with the fact that the addition of the IFA to the ground plane
increased the number of significant modes by one, it seems apparent that the fourth
mode of the ground plane with the IFA attached is primarily caused by the resonant
structure while the rest of the modes are primarily influenced by, and retained from,
the model of just the SUAS ground plane.
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Figure 4.31: The radiation patterns of the first three modes of the structure presented
in decreasing order from left to right. The top row is just the SUAS ground plane
while the bottom column is the ground plane with the IFA attached.
Figure 4.32: The radiation pattern of the fourth mode of the SUAS ground plane
with an attached IFA.
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Figure 4.33: The radiation patterns of the last three significant modes of the struc-
ture presented in decreasing order from left to right. The top row is the fourth, fifth,
and sixth modes of just the SUAS ground plane while the bottom is the ground
plane with the IFA attached.
This idea is further corroborated by the radiation patterns shown in Figure 4.31,
Figure 4.32, and Figure 4.33. From the radiation pattern plots, it is clear to see
that the modal radiation of the first three and last three significant modes of either
structure are nearly identical even if the current distribution did change with the
addition of the IFA. The radiation pattern of the fourth mode of the ground plane
with the IFA stands out from the others and is clearly a new and distinct mode. The
most noticeable change in any of the radiation patterns appears to occur in the first
mode. When the IFA was added, the modal current distribution no longer looks
like two closely located dipoles but instead follows the primary current distribution
of an excited IFA. In return, the resulting radiation pattern appears to have greater
uniformity in the plane orthogonal to the central axis.
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Figure 4.34: A comparison of the modal significance of ground plane modes with
and without the IFA. The first nine modes without the IFA are shown in comparison
to the first ten modes with the IFA. This discrepancy occurs because the addition
of the IFA created a significant fourth mode that does not exist on the original
structure.
The previously detailed modal similarities, the IFA’s introduction of a new sig-
nificant mode, and the noticeable divergence between the first mode with and with-
out the IFA are seen once again in Figure 4.34. By shifting the modal index of
the ground plane without the IFA after the third mode, it is readily apparent that
there is strong agreement between the modal significance of the original six sig-
nificant modes before and after the IFA’s inclusion. Once again, the fourth mode
of the SUAS ground plane with the IFA is clearly a new mode introduced by the
addition of the IFA. Another detail in Figure 4.34 is that the dominant first mode
of the original SUAS ground structure shows the most significant change in modal
significance after the addition of the IFA. This deviation is apparent from previous
figures, Figure 4.30 and Figure 4.31, detailing the noticeable effects of the IFA on
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the current distributions and radiation patterns of this mode.
Although there is not much of a difference between the original six significant
modes of the SUAS ground plane and the same modes after the IFA is added, this
difference is significant. Because the resonant structure was designed to work with
the existing modality, the modal significance and radiation patterns of the original
modes were largely unchanged. Instead, the primary difference can be seen in
the enhanced current density surrounding the IFA in 4.30. Since the basic theory
behind coupling into significant modes relies on the placement of a probe excitation
in a region where that mode has a high current density [23], the IFA, by increasing
the modal current density around itself, allows for the simultaneous excitation of
multiple significant modes with a single element. This simultaneous excitation of
multiple modes leads to the desired radiation pattern shown in Figure 4.25. In this
way, the addition of a resonant element designed to compliment the modality of
the SUAS ground plane introduced a new significant mode and, more importantly,
allowed for the simultaneous excitation of multiple existing modes to create a more
ideal radiation pattern.
While this analysis did verify the theory underlying the previously described
antenna synthesis methodology, for future applications of this method it would be
practical to analyze the modal impact of adding the selected resonant structure be-
fore analyzing the excited combined structure. This revised order of events would
allow for a quick verification that the addition of the resonant structure properly
affected the desired impact on the original significant characteristic modes.
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4.8 Chapter Summary
Throughout this section, the design of an antenna for quadcopter applications has
been performed. The antenna synthesis process began with a characterization of
the structure using CMA. From the list of modes significant enough to choose as
a radiation basis, the first mode was selected. The resulting attempt to excite the
first mode of the ground plane through the use of a non-radiating element was un-
successful due to the modality of the U-shaped patch. After this setback, a new
design process was initiated. Instead of settling for one of the original character-
istic modes of the ground plane, a resonant element would be added to the ground
plane to alter its fundamental modality. The first step in this process was to reana-
lyze the original ground plane modes in order to fundamentally understand what the
desired surface current distribution should be. The desired surface current distribu-
tion was a primarily linear current concentrated on the bottom of the ground plane
with some current diffusion towards the edges. An IFA was selected as a resonant
element that would create this current distribution. After placing the antenna on
the ground plane, the IFA characteristics were tuned to optimize the performance
of the antenna in accordance to the system performance. The final antenna design
has a simulated bandwidth that spans the operating range of the SUAS radio, with
a simulated quasi-isotropic realized gain in the lower hemisphere that satisfies the
original conditions of the design. The resulting radiation pattern diverges consid-
erably from the resulting radiation pattern of the same IFA on an electrically large
and an electrically small ground plane, proving that the solution was uniquley tai-
lored to the deformed ground plane. Further analysis on the impact of the addition
of the IFA has confirmed that its introduction to the SUAS ground plane created a
new significant mode while slightly altering the original modality of the structure
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so that multiple modes could be excited simultaneously. This in turn produced the
previously detailed radiation pattern that optimally solves the original problem by






Because the antenna is designed to operate on a SUAS, the weight of the ground
plane is a significant design factor. Instead of forming the ground plane through
subtractive manufacturing of the object from a solid piece of metal, the ground
plane and antenna were fabricated using additive manufacturing. Not only is plastic
significantly lighter than metal by volume, but the process of additive manufactur-
ing also allows for the construction of the ground plane with structurally supported
air-filled cavities that can decrease the weight of the object without affecting the
electrical performance. While this process increases the viability of the design as a
practical structure, it does also complicate the fabrication process. Because the de-
signed object is purely composed of plastic, a layer of copper multiple-skin-depths
thick must be deposited on the surface of the ground plane for the design to effi-
ciently operate as simulated. To achieve this using in-house fabrication techniques,
the electroplating procedure is used for this project. Before electroplating can begin
however, the plastic design must first undergo a finishing process where excess ma-
terial is removed and the surface is smoothed before being made conductive through
the use of a conductive aerosol.
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Figure 5.1: The PLA model of the ground plane and IFA
The first step in this additive manufacturing process is to print out the ground
plane using a PLA 3D printer. Although the desired additive manufacturing process
would have been stereolithography, because it provides significantly higher resolu-
tion, the stereolithography printer used in the lab is not large enough to print the
craft. Instead, a PLA printer with a larger print base was used. The initial print
is shown in Figure 5.1. After the print is complete, the finishing process begins in
earnest. First, the excess material must be removed from the outside trim of the
ground plane using an X-Acto knife. Then, the required IFA printing supports also
should be removed. The results of this process are shown below in Figure 5.2. As
can be clearly seen from the enhanced view, there is significant surface roughness
involved with the PLA build of the ground plane. This is because the layer reso-
lution for the printer ranges from 0.05-0.4 mm and this finite layer thickness leads
to significant surface roughness along the curvature of the ground plane model.
This surface roughness if left untreated would increase the surface resistance of the
structure and disrupt the outward diffusion of surface currents from the IFA.
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Figure 5.2: The trimmed PLA ground plane with an enhanced view of the craft’s
surface displaying PLA surface roughness
To correct this surface roughness, the next fabrication step was to sand the craft’s
surface. The sandpaper grit used on the ground plane was gradually increased until
it is smooth to the touch. Once the ground plane was sanded, the next step was to
create a conductive seed layer to create enough surface conductivity for the elec-
troplating process to occur. Typically, for via-plating and resin based 3D printed
models, a thin layer of copper is added in this step through an electroless plating
process. This could not be done for the PLA ground plane for two main reasons.
The first problem with this process is that the ground plane is simply too big for
the current beakers used for plating 3D printed resin and would require a very large
amount of Cu-4000 to be made in a single use batch specifically for this project.
The larger issue however is that the PLA print is not actually watertight due to the
large tolerances in the printing. It is possible that further iterations of the design
could have produced a watertight model by adjusting the resolution settings on the
printer. However this was not investigated further and the original prints were not
watertight. Because of this, the design would fill with each solution used in the plat-
ing process and would either create a hazardous plating condition or simply cause
the plating process to fail. Instead of attempting to create the conductive seed layer
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through electroless plating, the PLA was sprayed with MG Chemicals Super Shield
Silver Coated Copper Conductive Coating. This conductive aerosol is primarily
used in electrical shielding for acoustic devices, however it conductive enough to
use as a seed layer for the electroplating process and it is viscous enough to form
a watertight seal on the ground plane. This seal prevents the ground plane from
filling with the plating solution used in the electroplating process. The resulting
ground plane after the application of the conductive aerosol can be seen in Figure
5.3. This coating was then sanded once more to smooth out uneven sections of the
coating. The conductivity of the model was then preliminary verified using a Fluke
Multimeter to verify that there was minimal surface resistance at DC.
Figure 5.3: The sanded and sprayed PLA ground plane
Once the initial seed layer has been created for the ground plane, the electro-
plating process could begin. For this process, a conductive object is connected to
an electrode and then submerged in a tank filled with an acidic solution carrying
free copper ions. The other electrode is connected to copper plates that are also
submerged in the plating solution. When current flows through the solution, these
copper ions are deposited on the object’s surface, thus electroplating it. The re-
sult of this electroplating process on this ground plane can be seen in Figure 5.4.
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The zoomed edge feature shows the two primary problems with electroplating this
shape: surface roughness and edge plating. Because of the large relative size of
the ground plane, it is difficult to position the craft in such a way between the two
copper plates (which provide the solution’s copper ions). This leads to increased
surface roughness towards the edges of the shape and increases the surface current
resistance. The edge plating is another large problem. Because the sharp edges of
the ground plane have a higher surface charge than the surface of the plane, cop-
per tendrils form along the edges. This essentially forms a miniaturized bank of
capacitors along the edges that cannot be removed without chipping the plating be-
cause the electroplated copper adheres more strongly to other electroplated copper
than the ground plane. This unintended effect changes the impedance of the ground
plane and further reduces the design’s efficiency.
Following the electroplating, the last step in the fabrication process is connec-
torizing the antenna by feeding a candlestick SMA through the ground plane. Al-
though there is a hole for the candlestick SMA to go through in the model, the
low resolution on the PLA printer resulted in a mostly filled hole in the final print.
So, the first step in connectorization was to drill a hole from the top of the ground
plane to the bottom using the drill press. After the hole is drilled, a candlestick
SMA connector with copper tape wrapped around the exposed dielectric is inserted
through the hole. The SMA is then mechanically connected to the bottom of the
craft using a tap and die kit. The electrical connection between the SMA and the
ground plane, including both the grounded termination and the probe excitation, is
then made using silver epoxy. In this case, silver epoxy is used instead of solder
because the heat of the soldering iron would melt the PLA. The connectorization
is shown below in Figure 5.5. The connection was tested by measuring the DC
resistance between different elements and showed that there was a strong electrical
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Figure 5.4: The electroplated ground plane with a zoomed view detailing the sur-
face roughness and edge plating effects
connection between the outer SMA shielding and the ground plane. There was also
little resistance between the signal pin and the IFA.
Figure 5.5: The connectorization of the ground plane is shown in this figure. The
left image is of the SMA connection to the top of the ground plane and shows the
tap and die work and the silver epoxy connection. The right image depicts the
connection of the SMA feed pin to the IFA.
With the fabrication of the antenna complete, the final step was to check the ac-
curacy of the fabrication by measuring the return loss of the antenna and comparing
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it with the simulated data. This comparison can be seen in Figure 5.6. Clearly, the
first fabrication of the antenna was not successful. There are many obvious prob-
lems with the process that could be mitigated with subsequent fabrication efforts.
First, the electroplating should be done on a lower amps-per-square-foot (ASF) set-
ting. This will cause the charge concentration to be weaker and should decrease the
surface roughness by extending the length of the plating process and could reduce
the edge plating effects. Possibly the largest problem that could be avoided however
was unintended radiation inside the craft itself. Because the hole was not printed
correctly by the SLA printer, the final hole in the body of the ground plane for the
signal pin to go through was routed through the exposed plastic cavity inside of the
copper shell. The copper tape that was wrapped around the candlestick SMA in an
attempt to prevent the dielectric coated signal pin from radiating inside the craft was
almost certainly not successful. To prevent this unintentional radiation from occur-
ring, the hole for the signal pin should be created using the PLA printer so that the
side walls of the hole can then be electroplated. This can be achieved by experi-
mentally determining what initial hole size would result in a final printed hole of
the correct diameter according to the original model. Additionally, the candlestick
SMA connector should be replaced by a connectorized section of semi-rigid coax.
The combination of these two factors would prevent internal radiation and increase
the efficiency of the IFA feed while.
Even if these corrective steps are executed properly, there are still numerous
problems with the fabrication process that cannot be solved. First and foremost
among these problems is the variability of the process itself. Because the rough
PLA must first be sanded before being coated by a slightly uneven and unspeci-
fied amount of conductive aerosol, there is no set change in the dimensions of the
ground plane from the start of the process to the final result. Unlike the printabil-
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Figure 5.6: Comparison of the return loss between the first fabrication attempt and
the simulated return loss
ity of the feed hole for the IFA, there is not a way to experimentally determine a
consistent methodology for this process that would result in significantly reduced
tolerances. Because of this, the tolerance range of the original SUAS ground plane
with the attached IFA must be determined before determining how to proceed with
the fabrication.
5.2 Tolerance Analysis
Before beginning the tolerance analysis of the structure, it is important to remember
the design characteristics of the IFA described by Figure 4.19. In general, changes
to the length of the antenna will primarily affect the operating frequency, moving
the feed point will primarily affect the efficacy of the impedance match, and al-
terations to the separation distance between the antenna and the ground plane or
the radius of the wire will serve to change the bandwidth of the antenna. With
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this in mind, the performance of the original design of the IFA is shown below in
Figure 5.7. The VSWR≤ 2 bandwidth ranges from 902 MHz to 929 MHz with a
peak return loss of 67.65 dB at 915.2 MHz. This is a nearly ideal simulated S11
measurement as it effectively covers the operating bandwidth of the SUAS radio,
which is 902 MHz to 928 MHz, and indicates a good impedance match at the oper-
ating freuquency. While the antenna’s simulated performance is strong, the narrow
VSWR≤ 2 bandwidth range gives little room for error in fabrication.
Figure 5.7: The return loss of the original IFA design
The first tolerance that was studied for this project was the conductivity of the
metal plating used for the SUAS ground plane. While the original simulation was
performed using the conductivity of copper, the electroplating techniques used for
in house fabrication do not offer that high of conductivity and so the effects of this
change were analyzed. The results are shown in Figure 5.8. Although the maximum
return loss is significantly decreased, from over 60 dB shown in Figure 5.7 to less
than 35 dB shown in Figure 5.8, by using the lower conductivity value, the conduc-
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tivity does not further impact the return loss of the IFA. The VSWR≤ 2 bandwidth
of the two are the same. All future simulated comparisons are done with a conduc-
tivity of 1.5e7 in order to more accurately represent the fabrication capabilities of
the lab.
Figure 5.8: A tolerance analysis on the effects of the lower conductivity
The next tolerance case is the length of the antenna. This is important because
after the completion of the printing, sanding, spray painting, and electroplating,
there is a large possible variation in the length of the antenna. A zoomed graph
of this tolerance study is shown in Figure 5.9. The data was compared over a
±0.8mm range in increments of 0.4 mm. This increment range was chosen because
the 3D printer alone has a dimensional accuracy of ±0.2 mm. Further fabrication
tolerances including the variability of the sanding and application of the conduc-
tive aerosol would increase this tolerance range. Therefore, a total tolerance of
±0.4 mm was selected as an approximation of the entire fabrication process. As
can be seen in the figure, just a 0.4 mm shift in the total length of the antenna shifts
82
Figure 5.9: A tolerance analysis on the effects of the antenna length
the VSWR≤ 2 bandwidth by approximately 5 MHz. Since the original design had a
VSWR≤ 2 bandwidth only 1 MHz larger than the bandwidth required by the SUAS
radio, this shift is unacceptable.
After seeing the dramatic impact of changes to the length of the IFA on the
resulting operating bandwidth, the effect of changes to the radius were also studied.
As is highlighted in Figure 5.10, the same 0.4 mm shift in the physical dimensions
of the IFA radius dramatically shifts the VSWR≤ 2 bandwidth of the antenna and
significantly reduces the maximum return loss.
Another tolerance case presented here is an analysis of the feed placement for
the antenna. Since the existing process for feed placement involves simply drilling a
hole through the body of the SUAS ground plane with the drill press, exact accuracy
is not possible. Presented in Figure 5.11 is the results of this tolerance case. In
this case a 0.5 mm shift causing approximately 5 MHz of shift in the VSWR≤ 2
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Figure 5.10: A tolerance analysis on the effects of the antenna radius
bandwidth which is once again unacceptable in this design. Further simulations
verified that this deviation could be mostly mitigated by bending the IFA feed so
that it excited the IFA at the right point. However, this was not an original design
consideration and was thus presented as a tolerance case.
After considering only a few of the possible independent tolerances of this de-
sign, it is clear that the current model cannot be successfully built with the existing
fabrication method. This is because the design fails to meet the project specifica-
tions with marginal error in the physical dimensions of the SUAS ground plane with
attached IFA. Specifically, this is seen in how very small changes to the length and
width of the IFA itself results in dramatic shifts in the VSWR≤ 2 bandwidth. And,
these tolerance studies dealt only with independent tolerances. Compounded error
from many different tolerance failures is both more likely than the occurrence of a
single error and has a more dramatic impact. These compounded failures can result
in the poor measured performance of the previously fabricated antenna shown in
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Figure 5.11: A tolerance analysis on the effects of the feed placement
Figure 5.6. In the end, in house fabrication of this antenna was not feasible because
of the tight tolerances required for its design and the atypical fabrication methodol-
ogy required. Instead, the primary fabrication process needs to be contracted out to
vendors who can achieve greater accuracy for this design.
5.3 Out of House Fabrication
The overarching solution to the rigid specification of the fabrication process was
to work with out-of-house vendors. However, before the model could be sent out
of house, the VSWR≤ 2 bandwidth needed to be made greater by increasing the
height and the diameter of the IFA. This was done for two main reasons. First,
these changes directly increased the tolerable frequency shift by expanding the op-
erational bandwidth of the antenna. Second, having a wider wire radius decreases
the percent change caused by the same tolerance shifts to the IFA design and thus in-
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creases the designs resistance to variability in the design process. The performance
of the final IFA design is first depicted in Figure 4.23 and is shown in comparison to
the original design in Figure 5.12. As can be seen in this figure, the redesigned IFA
trades the higher return loss of the original design for a greater VSWR≤ 2 band-
width. As noted previously, the final design has a VSR≤ 2 bandwidth of roughly
30 MHz from 900 MHz to 930 MHz with a minimum S11 of -29 dB at 914.5 MHz.
Figure 5.12: The simulated return loss comparison between the initial IFA design
and the final design.
The final design was fabricated using stereolithography by Protolabs. The part
was printed out of Accura 60 resin in 4 mil layers. The quoted tolerances are
±0.0508 mm for the first inch of the print and ±0.0254 mm per inch afterwards
in the X/Y dimension and ±0.127 mm for the first inch and ±0.0254 mm per inch
afterwards in the Z dimension. The plating was done through RepliForm where 12
µm of copper, just over 5 skin depths, was added. This is a significant improvement
in the fabrication accuracy of the design. But, to be certain that it would function
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properly, the tolerance cases for the design are shown below in Figure 5.13. All
of the physical dimensions of the antenna, including the length, radius, height, and
feed placement, were analyzed in a parametric to measure the potential impact of
the fabrication error. In a worst case scenario, with every compounded tolerance
reaching the maximum value of divergence, the highest measured VSWR value
was approximately 2.3 instead of the desired 2. This is not ideal, but is acceptable
and unlikely to occur.
Figure 5.13: The simulated tolerance case for the IFA built out of house.
The result of out of house fabrication is shown below in Figure 5.14. The IFA
was then connectorized using a section of semirigid coax that was connected to
an SMA cable. This semirigid was electrically connected to the craft using silver
epoxy. The resulting connection is shown in Figure 5.15. Overall, the final product
appeared very close to the designed model with a smooth craft surface and even
copper deposition. The connectorization process was successfully completed and
the antenna was then ready to be measured.
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Figure 5.14: The SUAS ground plane with attached IFA fabricated out of house
Figure 5.15: The connectorization of the antenna made out of house
5.4 Chapter Summary
At first, the goal was to fabricate a SUAS ground plane with an attached IFA us-
ing additive manufacturing and electroplating. However, the in-house fabrication
method that was available simply had too much variability for the existing IFA de-
sign. To solve this, the antenna design was altered to allow for greater variability
in the fabrication process. Finally, the antenna was printed and plated out of house
because of the increased accuracy that is possible and then the connectorization was





6.1 Return Loss Measurements
The first step in the measurement process was to measure the return loss of the
fabricated antenna to determine the VSWR≤ 2 bandwidth. This preliminary mea-
surement should be a benchmark for the level of success of the fabricated design as
previous tolerance analysis has shown that small alterations in the dimension of the
structure greatly affect the return loss of the antenna. The antenna was connected
to the PNA and supported by a block of foam, as shown in Figure 6.1, for the mea-
surements. The measured return loss is compared to the simulated measurement in
Figure 6.2. The measured return loss shows strong agreement with the simulated
design. The VSWR≤ 2 bandwidth of the measured antenna begins at 895 MHz
and ends at 930 MHz with a maximum return loss of 35 dB occurring at 914 MHz.
It should be noted that these original measurements were taken in a semi-metallic
environment because of where the PNA is located in the lab. This affected the re-
turn loss as the values for S11 changed based on how the antenna was oriented. For
the data presented below, the antenna was pointed towards the most open part of the
measurement area. While this does strongly suggest that the antenna is successfully
radiating, it does impact the accuracy of the return loss measurements. Overall, the
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initial results suggest that the fabrication was successful with any deviations in the
results being caused by small changes between the simulated model and the fabri-
cated design and the measurement environment.
Figure 6.1: The experimental setup for measuring the return loss
Figure 6.2: The measured return loss of the SUAS antenna compared to the simu-
lated measurement
90
6.2 Antenna Gain Measurements
With positive results from the initial return loss measurements, the next step in the
measurement process was to measure the gain of the antenna. After calibrating the
realized gain measurements of the chamber using a dipole antenna connected to a
balun operating at 915 MHz, the gain of the IFA was measured in the three cutplanes
shown previously in Figure 4.26. The experimental setup for the first measurement
of the IFA is shown in Figure 6.3. For this design, the bottom of the SUAS ground
plane was first loosely covered with bubble wrap before being inserted into a block
of foam for mechanical support. This support system should not have a significant
impact on the radiation of the structure as Figure 4.22 shows that this part of the
SUAS ground plane has a minimal current distribution. With the SUAS ground
plane supported in a vertical position, the foam block was then attached to the
measurement pedestal in the anechoic chamber, and the gain was measured. The
results of this measurement are shown below in Figure 6.4. Although the general
shape shows a strong agreement between the measured and simulated results, the
measured pattern has a noticeably higher gain than the simulated results for almost
the entire cutplane. This divergence will be further analyzed in the following section
detailing the error analysis of these measurements.
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Figure 6.3: The experimental setup for measuring the φ = 0◦ cutplane
Figure 6.4: The measured vs. simulated realized gain of the Phi=0◦ cutplane at 915
MHz
The next measurement was of the φ = −90◦ cutplane. The experimental setup
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is shown in Figure 6.5. For this measurement, the bottom of the SUAS ground plane
was held by the same foam block used in the first measurement while the side of the
ground plane was supported by another foam block. The results of this measure-
ment are shown in Figure 6.6. Although the measurement shows strong agreement
with the simulated results at broadside, Θ = 180◦, the measured radiation pattern
has a significantly larger backlobe than what was simulated. Furthermore, there is a
significant difference between the measured and simulated data as the measurement
approached the ends of the antenna, Θ = ±(90◦ to 120◦).
Figure 6.5: The experimental setup for measuring the φ = −90◦ cutplane
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Figure 6.6: The measured vs. simulated realized gain of the φ = −90◦ cutplane at
915 MHz
The final measurement was of the Θ = 0◦ cutplane. The experimental setup
is shown in Figure 6.7. For this measurement, the original block of foam once
more holds the bottom of the SUAS ground plane while the top of is supported by
another foam block. The results are shown in Figure 6.8. Although the measured
results generally agree with the simulated pattern, there is a noticeable increase in
the power radiated at φ = 0 and 180 while there is less power radiated at φ = 0 and
−90.
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Figure 6.7: The experimental setup for measuring the Θ = 0◦ cutplane
Figure 6.8: The measured vs. simulated realized gain of the Θ = 0◦ cutplane at 915
MHz
In the end, the measured results are clearly and consistently divergent from the
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simulated model. In each of the measured cutplanes, the realized gain of the fabri-
cated antenna is more directive in the φ = 0◦ cutplane at the cost of less directivity
in the φ = −90◦ cutplane. This divergence from simulation could be caused by a
combination of three distinct sources of errors: simulation inaccuracy, fabrication
tolerances, and the measurement process. These possible sources of error are fur-
ther investigated in the subsequent section in an attempt to find the source of the
measurement error.
6.3 Error Analysis
As discussed previously, the deviation between the simulated and measured results
is likely caused by inaccurate simulations, fabrication, or measurement (or some
combination of the three). The first of these error sources that was investigated was
simulation inaccuracy. There was the potential for a flaw in the design process be-
cause the the original design had its basis in FEKO, while the characterization of
the excited structure was entirely simulated in HFSS. This potential for error was
heightened because HFSS has a difficulty meshing surface curvature, and could
therefore have inaccurately simulated the effects of exciting a resonant wire an-
tenna above a curved surface. To see if this error existed, the model of the SUAS
ground plane with an excited IFA was simulated in FEKO and the results of the
comparison between the simulations in the three primary cutplanes is shown in Fig-
ure 6.9. Although the FEKO model has slightly less realized gain across all of the
cutplanes, it is clear that there is very strong simulation agreement. Both simula-
tion engines independently arrived at almost exactly the same result. This indicates
that there was not simulation error and that one of the other two possible sources of
error is the reason for the difference between the measured and simulated results.
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Figure 6.9: Comparison of realized gain between HFSS and FEKO for the three
primary cutplanes at 915 MHz
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The next source of error that was investigated was inaccurate fabrication. Now
that the simulation accuracy has been confirmed, this error investigation was done
using an HFSS parametric sweep. After sweeping the quoted fabrication tolerances
produced no noticeable change to the realized gain in the two Θ cutplanes, the
tolerances were increased to±0.5 mm for all of the antenna parameters. The results
of this analysis are shown in Figure 6.10. As can be seen from this figure, not
even an analysis of compounded tolerances significantly outside the quoted range
produced a significant change in the realized gain of the IFA on the SUAS ground
structure. Therefore, the error in the realized gain measurements was likely not
caused by fabrication inaccuracy.
Figure 6.10: Tolerance analysis of fabrication effects on the realized gain of the IFA
antenna at 915 MHz
With the divergence between the previous measurements and the simulated re-
sults not due to simulation inaccuracy or the fabrication error, the only remaining
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source of error was measurement error. The first step in identifying the source
of the measurement error was to measure the effect of the foam support system
on the return loss of the antenna. For this experiment, the return loss of the an-
tenna was measured with and without the foam supports in a miniature anechoic
chamber. This chamber, shown in Figure 6.11, minimized the previously discussed
environmental impact on the return loss and improved the accuracy of the measure-
ments. The graphical comparison of the two measurements is shown in Figure 6.12.
Clearly, the foam support does not affect the IFA’s return loss. Furthermore, as de-
picted in Figure 6.13, the return loss measured in the small anechoic chamber more
closely agrees with the simulated values than the initial measurement. The VSWR
bandwidth is practically identical between the secondary measurements and the
simulation. The only divergence between the two is that the measured system has
a lower maximum return loss than what was simulated. This can be explained by
inefficiencies in the connectorization process and surface roughness. Overall, this
measurement primarily proves that the foam supports did not alter the realized gain
patterns by affecting the return loss of the antenna. Additionally, the new mea-
surements in the anechoic chamber further demonstrate that the fabrication was
successful.
Figure 6.11: Measurement setup for the comparative return loss measurements
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Figure 6.12: System return loss with and without foam supports
Figure 6.13: All return loss measurements compared to simulation
After the foam’s effect on the return loss of the antenna was characterized and
subsequently ruled out as a source of error, the next source of error to be investigated
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was the foam’s direct effect on the radiated gain. The greatest divergence in the
lower hemisphere’s radiation pattern, shown in Figure 6.6, occurred at the the angle
where the SUAS antenna would be radiating through the foam support. Because
the measured gain was significantly less than expected in this range, it is possible
that the foam acts as an absorber and therefore is particularly ill-suited to measure
this cutplane. To test this result, the support was replaced by a large section of
cardboard, shown in Figure 6.14. The results of this measurement can be seen in
Figure 6.15. The measurement taken with the large cardboard support is clearly
closer to the simulated result than the measurement taken on the form support.
From this plot, it can be determined that the foam acted as a directional absorber
that affected the accuracy of the gain measurement.
Figure 6.14: Cardboard as a support structure
Now that the foam has been discovered to be the source of the original measure-
ment error, the final step in this process was to improve on the cardboard support
system shown in Figure 6.14. The new cardboard support for the measurement of
the φ = −90◦ cutplane is shown below in Figure 6.16.
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Figure 6.15: Realized gain comparison in the φ = −90◦ cutplane at 915 MHz
Figure 6.16: Improved cardboard support structure
From Figure 6.17, it can be seen that the use of a smaller cardboard support is
the closest match to the simulated realized gain. The improved results are due to the
fact that the small cardboard support minimizes possible reflections and absorbtion
seen by other materials and larger support structures. Future measurements will
rely on efficient cardboard supports to more accurately measure the realized gain.
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Figure 6.17: Comparison of the φ = −90◦ cutplane radiation patterns at 915 MHz
based on the support system used
6.4 Effects of Metallic Loading
After the verification of the antenna performance in ”air” was completed, the effects
of metallic loading on the antenna could be measured. It was shown in [17] that
the compact design of quadcopters and their internal electronics creates a complex
metallic environment that causes severe performance degradation and placement
sensitivity for standard antennas. This antenna system was designed in large part to
prevent this effect by essentially placing a radiation boundary between the radiating
element and the craft’s internals. In order to measure the efficacy of this design in
a practical context, two quadcopter batteries were connected to the back of the
cardboard support structure seen in Figure 6.16. This setup is shown in Figure 6.18
and the results are shown in Figure 6.19.
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Figure 6.18: Small cardboard support structure with SUAS batteries attached to the
back
Figure 6.19 shows that the addition of the batteries to the structure does not
change the realized gain of the antenna. Because [17] discovered that the battery
was the most significant metallic load in the SUAS, and since the batteries in this
test were placed within 0.01λ of the top of the antenna ground plane, it can be stated
with a high degree of certainty that this antenna is not affected by practical metallic
loading from SUAS internals.
The reason why the only realized gain measurements, after the first set of mea-
surements using foam supports, were of the φ = −90◦ cutplane is of note. At first,
this was out of necessity after the initial measurements showed that this cutplane
had the largest divergence between the measurements and the simulated results. Af-
ter successful completion of the measurements in this cutplane, the measurements
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Figure 6.19: Effects of metallic loading on the φ = −90◦ cutplane radiation pattern
at 915 MHz
of the other two cutplanes needed to be redone for greater accuracy and to report
the effects of metallic loading. However, before this could be done, the IFA was
irreparably broken from the body of the craft. Future work will be necessary to take
these measurements
6.5 Chapter Summary
Over the course of the measurement process, several key aspects of the antenna de-
sign were verified. First, the final fabrication method, including the work done out
of house and the connectorization method, was deemed an initial success based on
the close match between the measured and simulated return loss values. Later, the
strong agreement between realized and simulated gain measurements verified that
the antenna synthesis method, fabrication process, and final measurement setup
were valid for future designs and measurements. At the end of the measurement
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process, the entire design hypothesis was validated when the addition of two SUAS
batteries less than 0.01λ away from the ground plane did not significantly alter the
realized gain pattern. In the end, the success of the antenna design and fabrica-
tion was verified as multiple accurate measurements proved that the antenna radi-




Conclusions and Further Work
7.1 Conclusion
Unmanned aerial vehicles are becoming increasingly prevalent in private, commer-
cial, and public use. SUAS communication requires a consistent signal connection
so that the system can be safely remotely operated while maintaining a strong data
up-link for any remote sensing capabilities. The realized gain of the antenna needs
to be quasi-isotropic so that the signal reception will remain strong regardless of
platform orientation. Furthermore, efficient long-range communication for these
SWaP constrained devices necessitates relatively low frequency communication us-
ing antennas that are compact and aerodynamic. The commercial SUAS antenna
market is dominated by two antennas that do not meet these basic requirements.
The first popular antenna is an inefficient inductively loaded monopole antenna that
is relatively aerodynamic at the cost of significant radiation nulls when applied to
a SUAS. The other commonly available SUAS antenna is the skew-planar antenna
that is prohibitively large at the lower frequencies required to avoid significant atten-
uation at longer ranges. While the general capabilities and mechanical complexity
of the SUAS continue to grow as the technology underlying their design develops,
the antenna performance of these vehicles continues to be rudimentary at best.
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Previous attempts to design an antenna that performs demonstrably better led
to the design and characterization of planar quasi-isotropic structures that could be
conformally applied to the SUAS [17]. While these structures showed significant
operational benefits when applied to the foam or plastic wings of fixed wing plat-
forms, their performance suffered notable degradation when applied to quadcopters
because of the densely packed metallic internals. To correct this, a new antenna had
to be designed to optimally function in this environment.
The design of the new antenna began with the creation of an aerodynamic
ground plane that would serve as a radiation boundary to mitigate the impact of
craft internals on the antenna’s radiation. This structure was then analyzed using
the theory of characteristic modes to determine the ideal current distribution on the
ground plane’s surface. A resonant structure with this generalized current distri-
bution was then placed on the structure. This addition both altered the existing
modality of the ground plane and created a new significant mode so that the ex-
citation of the resonant structure resulted in the simultaneous excitation of several
significant ground plane modes. The resulting radiation pattern was quasi-isotropic
in the craft’s lower hemisphere and was unaffected by metallically loading the struc-
ture. Thus, the final design was ideal for the communication system of a quadcopter
SUAS.
7.2 Scientific Impact
Nominally, the overarching goal of this project was completed with the successful
fabrication and measurement of the SUAS antenna. This new antenna was de-
signed specifically for quadcopter SUAS applications and has the potential to sig-
nificantly improve the overall performance of meteorological SUAS by improving
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data fidelity rates and increasing the maximum communication range. However,
the larger contribution to science as a whole was not the design of this specific an-
tenna. Rather, it was the derivation of a novel antenna synthesis process. Previous
research on the method of moments and characteristic modal analysis has relied
almost exclusively on analyzing a metallic structure and designing a feed network
to directly couple into an existing mode. Some research has been done on altering
the metallic structure to improve the bandwidth of a radiating element while other
research has been completed on the creation of MIMO radiators by coupling into
two or more orthogonal modes of the structure. However, to the authors knowledge,
this research is the first time that the theory of characteristic modes has been uti-
lized to select and place a characterized resonant element with the goal of altering
the impedance of the original structure to allow for the efficient and simultaneous
excitation of multiple significant modes on an electrically medium ground plane.
The potential impact of this development is significant as it offers an alternative
antenna synthesis procedure based on the theory of characteristic modes for many
metallic objects.
7.3 Further Work
Initially, the further work needs to be focused upon the collection of additional
measurements and the improvement of the existing design. These measurements
would include the additional realized gain cutplanes for both the loaded and un-
loaded structure as well as measurements of flight data to demonstrate the practical
performance characteristics. Before flight data can be taken, the internals of the
existing quadcopter will need to be slightly adjusted to allow for the antenna to
connect to the SUAS radio. Subsequently, the SUAS ground plane will need to be
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conformally attached to the rest of the craft. With corroborating flight data to vali-
date the chamber measurements, the only remaining goals on this individual project
will be research into improving the practicality of the design. This research would
include, but not be limited to, the design of a hollow core to the SUAS ground plane
to reduce its weight, an investigation of other fabrication methodologies to create a
more stress resistant IFA, and a study on the tradeoffs among the resulting radiation
pattern, aerodynamics, and structural viability of the addition of a radome to the
design that would cover the IFA.
Even once this individual project is complete, the further work into this topic
is potentially expansive. To begin, another attempt at applying the general antenna
synthesis procedure presented in this paper to other electrically medium designs
to determine its efficacy would be important. If the method proves to be effec-
tive, subsequent research could work to expand the theory and build a repository of
functional examples demonstrating its application.
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