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1 Introduction
Definition 1.1 Let A(x) ∈ Z[x] be a polynomial. We say that {θ1, θ2, . . . , θN−1} is an N -
spectrum for A(x) if the θj are all distinct and
A(ǫjk) = 0 for all 0 ≤ j, k ≤ N − 1, j 6= k,
where
ǫjk = e
2pii(θj−θk), θ0 = 0.
Definition 1.1 is motivated by a conjecture of Fuglede [2], which asserts that a measurable
set E ⊂ Rn tiles Rn by translations if and only if the space L2(E) has an orthogonal basis
consisting of exponential functions {e2piiλ·x}λ∈Λ; the set Λ is called a spectrum for E. For recent
work on Fuglede’s conjecture see e.g. [4], [5], [6], [7], [8], [9], [11], [12], [13], [14], [15], [16], [18],
[20], [21], [22]. In the special case when E ⊂ R is a union of N intervals of length 1, Fuglede’s
conjecture was proved in [8] (see also [18], [17], [15], [20]) to be equivalent to the following.
Conjecture 1.2 Let A(x) be a polynomial whose all coefficients are nonnegative integers. Then
the following are equivalent:
(T) There is a finite set A ⊂ {0, 1, 2, . . .} such that A(x) =
∑
a∈A x
a. Moreover, the set A
tiles Z by translations, i.e., there is a set B ⊂ Z (called the translation set) such that every
integer n can be uniquely represented as n = a+ b with a ∈ A and b ∈ B;
(S) A(x) has an N -spectrum with N = A(1).
If (T) holds for some B, we will write A ⊕ B = Z. Throughout this paper we will always
assume that 2 ≤ #A <∞.
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We will also address the question of characterizing finite sets A which tile Z by translations.
This problem has been considered by several authors and is closely related to many questions
concerning factorization of finite groups, in particular periodicity and replacement of factors; see
e.g. [1], [3], [17], [18], [19], [23], [24], [25]. In particular, the following conditions were formulated
in [1]. Let Φs(x) denote the s-th cyclotomic polynomial, defined inductively by
xn − 1 =
∏
s |n
Φs(x). (1.1)
We define SA to be the set of prime powers p
α such that Φpα(x) divides A(x).
Conjecture 1.3 A tiles Z by translations if and only if the following two conditions hold:
(T1) A(1) =
∏
s∈SA
Φs(1),
(T2) if s1, . . . , sk ∈ SA are powers of different primes, then Φs1...sk(x) divides A(x).
It is proved in [1] that (T1)-(T2) imply (T), (T) implies (T1), and that (T) implies (T2)
under the additional assumption that #A has at most two distinct prime factors. It is not
known whether (T) always implies (T2); a partial result in the three-prime case was obtained
in [3].
Conjecture 1.3, if true, implies one part of Conjecture 1.2, since (T1)-(T2) imply (S) with
the spectrum { ∑
s∈SA
ks
s
: 0 ≤ ks < p if s = p
α, p prime
}
\ {0}
(see [15]). In particular, we have (T)⇒(S) if #A has at most two distinct prime factors.
Conjectures 1.2 and 1.3 have been verified in several other special cases. They are both true
under the assumption that the degree of A(x) is less than 3N2 − 1, where N = #A [15]. It also
follows from the results of [14] that Conjecture 1.2 is true for polynomials of the form
A(x) =
xk − 1
x− 1
+ xm
xn − 1
x− 1
= 1 + x+ . . . + xk−1 + xm + xm+1 + . . .+ xm+n−1
with m ≥ k. It is also known [22] that if a set A tiles the nonnegative integers by translations,
then (S) holds (in fact the result of [22] applies to more general sets E ⊂ [0,∞)). Finally, it is
proved in [15] that if A(x) has degree less than 5N2 − 1, where N = #A, then an N -spectrum
must be rational.
The results of this paper are as follows.
Theorem 1.4 Conjectures 1.2 and 1.3 are true if A(x) is assumed to be irreducible. Further-
more, if A(x) is irreducible, then (T),(S) hold if and only if #A = p is prime and A(x) =
1 + xp
α−1
+ x2p
α−1
+ . . .+ x(p−1)p
α−1
for some α ∈ N.
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Our next two theorems concerns polynomials of the form
A(x) =
N∏
i=1
Ai(x), Ai(x) = 1 + x
mi + . . .+ xmi(ni−1) =
xmini − 1
xmi − 1
. (1.2)
Note that each factor Ai is the characteristic polynomial of the set {0,mi, 2mi, . . . , (ni− 1)mi},
which tiles Z with the translation set {0, 1, . . . ,mi − 1}+miniZ. Furthermore, Ai(1) = ni and
each Ai has an ni-spectrum {k/nimi : k = 1, 2, . . . , ni − 1}. It follows from Corollary 2.3 that
A(x) cannot have an M -spectrum with M = n1 . . . nN = A(1) unless all coefficients of A(x) are
0 or 1, i.e. A(x) is a characteristic polynomial of a set A ⊂ Z.
Theorem 1.5 Conjectures 1.2 and 1.3 are true for polynomials of the form (1.2) with N = 2.
Theorem 1.6 Conjecture 1.3 is true for polynomials of the form (1.2) for all N ≥ 2.
2 Preliminaries
It is well known (see e.g. [19]) that all tilings of Z by finite sets are periodic: if A is finite and
A ⊕ C = Z, then C = B ⊕MZ for some finite set B such that #A · #B = M . Equivalently,
A⊕B is a complete residue system modulo M , with M as above. We can rewrite it as
A(x)B(x) = 1 + x+ . . .+ xM−1 (mod (xM − 1)), (2.1)
where B(x) =
∑
b∈B x
b. By (1.1), this is equivalent to
A(1)B(1) =M and Φs(x) |A(x)B(x) for all s |M, s 6= 1. (2.2)
The following lemma is due to A. Granville (unpublished).
Lemma 2.1 If A tiles Z by translations, then it admits a tiling whose period divides the number
L = lcm{s : Φs(x) |A(x)}.
Proof. Fix A, and let A ⊕ B = ZM (modM). Replacing B by {c ∈ {0, 1, . . . ,M − 1} :
c = b (modM) for some b ∈ B} if necessary, we may assume that B ⊂ {0, . . . ,M − 1}. Let
l = (L,M). If d |M but d 6 |L then
Φd(x)
∣∣∣ x
M − 1
x− 1
∣∣∣A(x)B(x)
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but Φd(x) 6 |A(x), hence Φd(x) |B(x). Therefore
xM − 1
xl − 1
=
∏
d |M,d6| l
Φd(x)
∣∣∣B(x).
Let P (x) = B(x)(xl − 1)/(xM − 1) =
∑l−1
j=0 pjx
j. Then
B(x) =
xM − 1
xl − 1
P (x) =
l−1∑
j=0
pj(x
j + xj+l + . . .+ xj+M−l).
Thus the polynomial P (x) has the form P (x) = B0(x), where B0 = {b ∈ B : 0 ≤ b ≤ l − 1}.
Then A(x)B0(x) =
xl−1
x−1 (mod (x
l − 1)) and A(x)B0(x) = Zl (mod l).
We will need the following well known property of cyclotomic polynomials:
Φs(1) =


0 if s = 1,
p if s = pα, p prime ,
1 otherwise.
(2.3)
Finally, we will need the following lemma.
Lemma 2.2 Suppose that A(x) ∈ Z[x] has nonnegative coefficients. Then A(x) cannot have an
N -spectrum for any N greater than the number of non-zero coefficients of A.
Proof. The proof is a simple modification of an argument of [8]. Let A(x) =
∑M
j=1 ajx
αj ,
where aj > 0 for all j. Let {θj : j = 1, . . . , N − 1} be an N -spectrum for A(x), θN = 0,
ǫj = e
2piiθj and ǫjk = e
2pii(θj−θk). Then the condition A(ǫjk) = 0 means that the vectors
uj = (ǫ
α1
j , . . . , ǫ
αM
j )
are mutually orthogonal in CM with respect to the inner product
(v,w) =
∑
akvkwk, v = (v1, . . . , vM ), w = (w1, . . . , wM ).
Since there can be at most M such vectors, it follows that N ≤M .
Corollary 2.3 Assume that A(x) ∈ Z[x] has nonnegative coefficients, and that it satisfies either
(T1)-(T2) or (S). Then all non-zero coefficients of A(x) are 1.
Proof. If A(x) satisfies (T1)-(T2), then it also satisfies (S) [15]. Thus it suffices to consider
the case when (S) holds. But then the corollary is an immediate consequence of Lemma 2.2.
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3 Proof of Theorem 1.4
Throughout this section we assume that A(x) is irreducible. Assume that A tiles Z by trans-
lations. Then (T1) holds, and it follows from the irreducibility of A(x) and (2.3) that A(x) =
Φpα(x) for some prime p. Hence N = A(1) = p and the set {jp
−α : j = 1, 2, . . . , pα − 1} is an
N -spectrum for A.
Suppose now that A(x) has an N -spectrum. Let e(u) = e2piiu,
A(x) =
N−1∑
k=0
xak , a0 =M > a1 > . . . > aN−1 = 0,
let {θ1, . . . , θN−1} ⊂ (0, 1) be a spectrum for A(x),
ǫjk = e(θj − θk), θ0 = 0,
and let z1, . . . , zM be the roots of the polynomial A(x). The matrix (e(θiaj))
N−1
i,j=0 is orthogonal.
Therefore, for j 6= k
N−1∑
i=0
e(θi(aj − ak)) = 0,
or
N−1∑
i=1
e(θi(aj − ak)) = −1. (3.1)
Denote
Sj =
M∑
i=1
zji .
Let G be the Galois group of A(x). Then, by (3.1), for any σ ∈ G
N−1∑
i=1
σ(e(θi))
aj−ak = −1.
Averaging over σ, we get
Saj−ak = −M/(N − 1). (3.2)
By Newton’s identities, if
A(x) =
M∑
j=0
bjx
j,
then
Sj + bM−1Sj−1 + . . .+ bM−j+1S1 + jbM−j = 0. (3.3)
Taking consequently j = 1, . . . ,M − a1 − 1, and using that all coefficients bi in (3.3) are zeros,
we get
S1 = . . . = SM−a1−1 = 0. (3.4)
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Furthermore, for j =M − a1 Newton’s identity gives
SM−a1 + (M − a1) = 0. (3.5)
On the other hand, SM−a1 = −M/(N − 1) by (3.2). Therefore,
M − a1 =M/(N − 1). (3.6)
We claim that
aj−1 − aj ≥M/(N − 1), j = 1, . . . , N − 1. (3.7)
Indeed, suppose the contrary. Then, by (3.4), Saj−1−aj = 0, but this equality does not agree
with (3.2). Hence,
M =
N−1∑
j=1
(aj−1 − aj) ≥
N−1∑
j=1
M/(N − 1) =M.
Thus, the inequalities in (3.7) are actually equalities, and we have
aj =M − jM/(N − 1), j = 1, . . . , N − 1,
and
A(x) =
N−1∑
j=0
xjM/(N−1) =
xMN/(N−1) − 1
xM/(N−1) − 1
.
In particular, all roots of A(x) are roots of unity. Since A(x) is irreducible, A(x) = Φs(x) for
some s ∈ N; moreover, A(1) = N > 1 implies that N = p and s = pα for some prime p. Hence
A(x) = (xp
α
− 1)/((xp
α−1
− 1) and
A = {0, pα−1, 2pα−1, . . . , (p − 1)pα−1}.
It is easy to see that A tiles Z with the translation set B = {0, 1, . . . , pα−1 − 1}+ pαZ.
4 Proof of Theorem 1.6
We will consider polynomials of the form
A(x) =
N∏
i=1
Ai(x), Ai(x) = 1 + x
mi + . . .+ xmi(ni−1) =
xmini − 1
xmi − 1
. (4.1)
It suffices to prove Theorem 1.6 under the assumption that
(m1, . . . ,mN ) = 1. (4.2)
Indeed, suppose that (m1, . . . ,mN ) = d > 1, and let A
′ = A/d, m′i = mi/d. Then A
′ has the
form (4.1) and satisfies (4.2). Furthermore, A tiles Z if and only A′ tiles Z, and A satisfies
(T1)-(T2) if and only if so does A′ (see [1]).
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Assume for now that mi, ni are chosen so that A(x) has 0, 1 coefficients. (By Theorem 1.6,
(4.3) below is a sufficient condition.)
Let m = (m1, . . . ,mN ) ∈ R
N . Consider the projection π : RN → R given by
π : (u1, . . . , uN ) = u→ 〈u,m〉 = u1m1 + . . .+ uNmN .
Let
A = {(j1, . . . , jN ) : jk = 0, 1, . . . , nk − 1}
so that π(A) = A, and
W = {(w1, . . . , wN ) : wi ∈ Z, 〈w,m〉 = 0}.
If A tiles Z with the translation set B, we will write
B = {(u1, . . . , uN ) : 〈u,m〉 ∈ B} = π
−1(B).
Finally, we will denote dij = (mi,mj). We will sometimes identify A with the rectangular box
{x ∈ RN : 0 ≤ xj < nj}.
Lemma 4.1 Assume that A⊕B = Z, then:
(i) A⊕ B is a tiling of ZN ;
(ii) B is invariant under all translations by vectors in W .
Proof. Let w ∈ ZN , then π(w) = a + b for unique a ∈ A, b ∈ B. Let u = π−1(a); we are
assuming that π is one-to-one on A, hence u is uniquely determined. Let also v = w− u. Then
π(v) = π(w)− π(u) = b, hence v ∈ B. This shows that each w can be represented as u+ v with
u ∈ A, v ∈ B. Furthermore, for any such representation we must have π(u) = a and π(v) = b,
so that the above argument also shows uniqueness.
Remark We also have the following converse of Lemma 4.1. Let a tiling A ⊕ B = ZN be
given, where A and B are as above. We claim that if (ii) holds, then A⊕B = Z, where A = π(A)
and B = π(B). Indeed, by (4.2) π is onto. Let x ∈ Z and pick a vector in π−1(x); this vector
can be written as u + v, where u ∈ A and v ∈ B. Therefore x = a + b with a = π(u) ∈ A and
b = π(v) ∈ B. It remains to verify that this representation is unique. Indeed, suppose that
x = π(w) = π(w′), then π(w−w′) = 0 so that w−w′ ∈W . By (ii), the tiling A⊕B is invariant
under the translation by w − w′. Hence if we write w = u + v, w′ = u′ + v′ with u, u′ ∈ A,
v, v′ ∈ B, it follows that u = u′ and consequently a = π(u) = π(u′) is uniquely determined. This
also determines b = x− a.
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Lemma 4.2 Let wij be the vector whose i-th coordinate is mj/dij , j-th coordinate is −mi/dij ,
and all other coordinates are 0. Then
W = {
∑
i,j
kijwij : kij ∈ Z}.
Proof. Denote the set on the right by W ′. Since wij have integer coordinates and 〈wij ,m〉 =
0, it is clear that W ′ ⊂W . We will now prove the converse using induction in N . The inductive
step will not necessarily preserve the property (4.2). However, if the lemma is proved for some
N under the assumption (4.2), it also holds for the same N without this assumption. Indeed,
suppose that (m1, . . . ,mN ) = d > 1, then d divides each dij , so that we may replace each mj by
m′j = mj/d and apply the version of the lemma in which (4.2) is assumed.
The case N = 1 is trivial since 〈w,m〉 = 0 in dimension 1 only if w = 0. Suppose that the
lemma has been proved for N−1. We will show that any w ∈W can be written as w = w′+w′′,
where w′ ∈W ′ and w′′ ∈W , w′′1 = 0; then the claim will follow by induction. It suffices to prove
that
w1 =
N∑
j=2
kj
mj
d1j
for some choice of integers kj ; in other words, that (
m2
d12
, . . . , mNd1N ) divides w1. Since 〈w,m〉 = 0,
we have
m1w1 = −m2w2 − . . .−mNwN .
Hence (m2, . . . ,mN ) divides m1w1. By (4.2), it must in fact divide w1. It only remains to
observe that (m2d12 , . . . ,
mN
d1N
) divides (m2, . . . ,mN ).
Theorem 4.3 Let A be as in (4.1). Then the following are equivalent:
(i) A tiles Z by translations;
(ii) A satisfies (T1)–(T2);
(iii) there is a labelling of the factors Ai for which the following holds:
n1|(
m2
d12
, . . . , mNd1N ),
n2|(
m3
d23
, . . . , mNd2N ),
. . . ,
nN−1|
mN
dN−1,N
.
(4.3)
Recall that we are assuming (4.2) throughout this section, including the proof that follows;
however, it is easy to see that the theorem remains true without this assumption (see the remark
after (4.2)).
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Proof of Theorem 4.3. We will prove that (i) ⇒ (iii) ⇒ (ii); the implication (ii) ⇒ (i) is proved
(for more general A) in [1].
(i) implies (iii): We will say that a set V ⊂ RN has Keller’s property if for each v ∈ V , v 6= 0,
we have vi ∈ Z \ {0} for at least one i. Let L be the linear transformation on R
N defined by
L(u1, . . . , uN ) = (
u1
n1
, . . . ,
uN
nN
).
If we identify A with the rectangular box {x ∈ RN : 0 ≤ xj < nj}, then L(A) is the unit cube
Q in RN , and by Lemma 4.1(i) Q⊕ L(B) is a tiling of RN . We now use the following theorem
of Keller on cube tilings [10].
Theorem 4.4 [10] If Q⊕ V is a tiling of RN , then the set V − V := {v − v′ : v, v′ ∈ V } has
Keller’s property.
It follows that L(B)−L(B) has Keller’s property; in particular, since W ⊂ B−B, L(W ) has
Keller’s property.
We first claim that Keller’s property for W implies the first equation in (4.3) for some
labelling of Ai. Indeed, suppose that the first equation in (4.3) fails for all such labellings. Then
for each i ∈ {1, . . . , N} there is a σ(i) 6= i such that ni 6 |
mi
diσ(i)
. We may find a cycle i1, . . . , ir
such that ij+1 = σ(ij), with ir+1 = i1. We thus have
nij 6 |
mij+1
dij ,ij+1
(4.4)
for j = 1, . . . , r.
Define wij as in Lemma 4.2. If there is a j such that
nij+1 6 |
mij
dij ,ij+1
, (4.5)
then by (4.4), (4.5) Keller’s property fails for wij ,ij+1 . If on the other hand (4.5) fails for all j,
then this together with (4.4) implies that Keller’s property fails for
∑r
j=1wij ,ij+1 . This completes
the proof of the claim.
The remaining equations in (4.3) can now be obtained by induction in N . Indeed, consider
the set
W1 = {(w2, . . . , wN ) : (0, w2, . . . , wN ) ∈W} ⊂ R
N−1.
This set (as a subset of RN−1) has Keller’s property, hence the previous argument with W
replaced by W1 implies the second equation in (4.3). Similarly we obtain the rest of (4.3).
(iii) implies (ii): By the definition of Ai(x),
Φs(x) |Ai(x) if and only if s |mini, s 6 |mi. (4.6)
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We first prove (T1). By the definition of Ai(x), all its irreducible factors are distinct cyclo-
tomic polynomials, so that by (2.3) (T1) holds for each Ai(x). It therefore suffices to prove that
if (4.3) holds, then any prime power cyclotomic polynomial can divide at most one Ai(x).
Let p be a prime such that Φpα(x) divides Ai(x) for some α, i; it suffices to prove that Φpα(x)
cannot divide Aj(x) for any j > i. Let p
βk ||mk and p
γk ||nk for k = 1, . . . , N , then
Φpα(x) |Ak(x) if and only if βk < α ≤ βk + γk. (4.7)
In particular, it follows that γi 6= 0.
Let j > i. By (4.3) we have ni |
mj
dij
, i.e. ni(mi,mj) |mj . Thus γi + min(βi, βj) ≤ βj . Note
that we cannot have min(βi, βj) = βj , since then γi would be 0. Hence min(βi, βj) = βi and
α ≤ βi + γi ≤ βj . This and (4.7) imply that Φpα(x) 6 |Aj(x), as claimed.
We note for future reference that we have also proved the following:
if Φpα(x) |Ai(x) for some α, then βi + γi ≤ βj for all j > i. (4.8)
It remains to prove (T2). We must prove that if s > 1 is an integer such that Φpα(x) |A(x)
for every pα||s, then Φs(x) |A(x). We will in fact show that Φs(x) |Aj(x), where
j = max{k : Φpα(x) |Ak(x) for some p
α||s}.
By (4.6), it suffices to prove that s |mjnj and s 6 |mj .
For every pα||s we have Φpα(x) |Ak(x) for some k ≤ j. Therefore p
α |mjnj; this follows from
(4.6) if k = j, and from (4.8) if k < j. Hence s |mjnj. On the other hand, by the definition of
j there is at least one prime power pα||s such that Φpα(x) |Aj(x). By (4.6) we have p
α 6 |mj , so
that s 6 |mj .
5 Proof of Theorem 1.5
In this section we will assume that A(x) is as in (1.2). Denote also d = (m1,m2). We will prove
that, under the above hypotheses, each of (T), (S), (T1)-(T2) is equivalent to the statement
that one of the following holds:
n1 |
m2
d
, (5.1)
n2 |
m1
d
. (5.2)
We record for future reference that Φs(x) |A(x) if and only if
s |mini, s 6 |mi for at least one of i = 1, 2. (5.3)
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By Theorem 4.3 and the remark following it, the statement that one of (5.1), (5.2) holds
is equivalent to (T) and to (T1)-(T2). In light of [15], Theorem 1.5, this also implies (S). It
remains to show that (S) implies one of (5.1), (5.2).
Suppose that A(x) has an N -spectrum {θj : j = 1, . . . , N − 1}. Let θN = 0, ǫj = e
2piiθj (j =
1, . . . , N − 1), ǫN = 1. Then the numbers
ǫj/ǫk = e
2pii(θj−θk)
are roots of A(x) for all j 6= k, j ≤ N , k ≤ N .
We will first prove that one of the following must hold:
∀j m1n1θj ∈ Z, (5.4)
∀j m2n2θj ∈ Z. (5.5)
Indeed, suppose that (5.4) and (5.5) fail. Then there exist j and k such that
m1n1θj 6∈ Z, (5.6)
m2n2θk 6∈ Z. (5.7)
Since ǫj is a root of A(x), we get from (5.6) that
m2n2θj ∈ Z. (5.8)
Similarly,
m1n1θk ∈ Z. (5.9)
The conditions (5.6)–(5.9) imply
m1n1(θj − θk) 6∈ Z,
m2n2(θj − θk) 6∈ Z.
Thus, ǫj/ǫk is not a root of A(x). This contradiction shows that our supposition cannot occur.
Without loss of generality, we will assume that (5.4) holds.
For l = 0, . . . , n1 − 1 denote
Jl = {j : m1n1θj ≡ l (modn1)}.
For j, k ∈ Jl, j 6= k, the number ǫj/ǫk is not a root of A1(x). Hence, it is a root of A2(x). This
means that, for j, k ∈ Jl, j 6= k, the numbers m2n2(θj − θk) are integers not divisible by n2.
This yields |Jl| ≤ n2. On the other hand, the equality
N = n1n2 =
n1−1∑
l=0
|Jl|
demonstrates that actually |Jl| = n2 for all l, and, moreover, for a fixed k ∈ Jl, the numbers
m2n2(θj − θk) run over the complete residue system modulo n2.
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In particular, there exists j ∈ J0 such that
m2n2θj ≡ 1 (modn2).
Therefore,
m1m2n2
s
θj ≡
m1
s
(modn2). (5.10)
On the other hand, the condition j ∈ J0 means m1θj ∈ Z. Therefore,
m1n2θj ≡ 0 (modn2)
and
m1m2n2
s
θj ≡ 0 (modn2). (5.11)
Comparing (5.10) and (5.11), we obtain (5.2).
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