The design and implementation of an object-oriented simulation environment, OZ, for the Superconducting Super Collider SSC Laboratory is described in this paper. The design applies object-oriented technology to data management and visualization, behavior modeling, and dynamic simulation. A Meta Class Model MCM is proposed to model different types of objects in large systems by their functionality. Our MCM support encapsulation, code reuse, and a loosely coupled development approach. A meta class is a complete set of domain-specific classes that are cohesive and self-contained to fulfill particular responsibilities in a specific domain. It provides four conceptual layers in the design of a simulation environment. The design of each meta class can proceed independently, targeting the responsibilities and protocols ofeach meta class. Our goal is to accumulatively create a complete functionality for each layer for reuse in future software development.
INTRODUCTION
This paper describes the mechanisms used to build an integrated environment for dynamic modeling and simulation of large complex systems using object-oriented approaches. This mechanism has been applied to the development of OZ, a project for dynamic simulation at the Superconducting Super Collider SSC Laboratory. The goal of this project is to build an environment that enables visualization of design data, aids interactive modeling and simulation to exercise the SSC before it is actually built. We developed an object-oriented data model for SSC simulation. A dynamic simulation paradigm is proposed and implemented based on our data 1 a geometric view of the accelerator complex in three dimensions, 2 a symbolic representation of the lattice structure and configuration, 3 a beamline locator, which locates a section of an accelerator in the selected lattice with a name and expands it into its components, and 4 a plotter for examining various lattice optics functions.
2. A dynamic optics function simulator. Users can change some attributes of the accelerator such as initial settings, strength of the magnet, and injection position of the particles. A feedback can be obtained from the dynamic optics function simulator which tells the effect of these changes. Currently, most simulation and modeling tools are designed for either small applications or static batch mode simulation. Such tools generally are not object-oriented and lack graphical and interactive capabilities. Most are not supported by object-oriented databases or by a persistent object management system with a dynamic model. ABLE [Round89] is a knowledge-based simulator for particle accelerator control developed at StanfordLinear Accelerator Center SLAC. ABLE does not support interactive modeling and simulation. Its simulation capability is limited to beam trajectory fitting. It is difficult to change the lattice configuration of an accelerator at a component level for simulation. DIMAD [SerBr85] is another accelerator lattice development tool created at TRRJMF National Laboratory in Vancouver, Canada. DIMAD is based on FORTRAN, and its graphical interface is based on C and X. It does not have the capability to directly interface with an on-line database. It also does not support direct behavior modeling through the object itself.
In both ABLE and DIMAD, data model and application are tightly coupled because of less encapsulation. System decomposition based on procedure rather than object makes dynamic modeling difficult.
In project OZ, we have developed an object-oriented paradigm for data modeling and simulation. In our paradigm, the system SSC is logically decomposed into its components. These components are modeled as objects that can be manipulated through graphical user interfaces. The objects can be decomposed repeatedly until the necessary granularity is reached in terms of the design requirements, yielding an object aggregation hierarchy. By examining and grouping objects at the component level, we can get class hierarchies, in which common features are shared and differences are derived in a generalization specialization process among classes.
The concept of mew class is introduced to tie a group of cohesive classes which share certain common aspects in the modeling, such as data source, magnet and simulator. Meta Class Model MCM imposes a set of protocols between meta classes. MCM facilitates incremental development for simulation software, and promotes encapsulation and code reuse. Our MCM allows not only to build the OZ project with maintainability and extensibility but also to bring reusable software constructs to be shared by successive projects.
The object-oriented approach has been used for simulation since the programming language Simula [DahNy66] . Zeigler developed a formal system called DEVS-Scheme [Zeigl9O] for modeling discrete event simulation. In DEVS-Scheme, model and processors, the main subclasses of the universal class entities, provide the basic constructs needed for modeling and simulation.
Models and processors are abstract classes that serve to provide basic slots needed by their specializations. Atomic-and coupled-model are two major subclasses of model for realizing the atomic-level model and embodying the hierarchical model. At the SSC, we obtain data from a heterogenous source and we manipulate and view the data in a fully interactive and distributed environment. In such an environment, object-oriented tools have to be available for multi-domain development such as data analysis, graphic-based editing, and rapid prototyping [Niels9l].
The Meta Class Model proposed in this paper is influenced by the work of Wirfs-Brock's [WirWi9l] . Her Responsibility-Driven Design approach stresses focusing on functional decomposition of complexities in object-oriented modeling. The concept of contract, a cohesive set of related responsibilities defined by a class, is introduced to model objects and their relationships. We expand the idea ofcontract to a cohesive group of classes meta classes and call these contracts protocols. The horizontal layer concept from Coad and Yourdon [CbaYo9l] also helped us to divide a system into problem domain layer, a meta class.
The remainder of the paper will discuss our Meta Class Model and its implementation in the context ofthe OZ project. Section 2 will discuss the conceptual design ofthe MCM. Section 3 will describe the data model in MCM. Sections 4 and 5 illustrate the modeling of dynamic behavior and simulation in OZ. Section 6 will discuss graphical data visualization. We reach our conclusion at section 7.
CONCEPTUAL DESIGN
The target of object-oriented software development is the object-oriented decomposition of user's needs into executable language constructs [AkBer92]. In object-oriented decomposition, same objects can be grouped into classes and similar classes can be combined into a class inheritance hierarchy where the common features are shared and individual characters are derived through generalization-specialization hierarchy. The process ends up with several class hierarchies, each of which will be designed to fulfill a particular task in the system. In MCM, these classes are grouped again as meta classes depending on their domain and functionalities. Meta classes are themselves independent from each other with less clustering. But each meta class is cohesive self-contained in terms of its designated functionalities. Objects in different meta classes may have relations, collaborations, interactions, and communications in the process of simulation. Meta class defines a set of generic operations that can be performed on these meta classes, such as operation retrieve to a database is generic to both Relational Database Management System RDBMS and Object-oriented Database Management System ODBMS.
We call these generic operations protocol because they stand for a general agreement or contract between meta classes. Within each meta class, these protocols can be interpreted differently based on class and simulation context through dynamic binding [Oscar89J. A protocol includes a list of requests that a client can make of a server, a list of rules that a client has to obey when making the request, and descriptions about the service or responsibility [WirWi89] . When a protocol is no longer adequate to a subclass, either a high-level abstraction is needed or a new protocol should be introduced for that meta class.
In MCM, the protocol design process is both top-down and bottom-up. The top-down process specifies a set of virtual protocols in the base class and defines them in individual subclasses when needed. The bottom-up process seeks similar responsibilities among classes and extracts their abstraction to their base class. In OZ, there are four meta classes, each of which is implemented by a framework of classes or class hierarchies:
1. DATA: classes handling data transmission and transformation, and providing services for modeling and simulation. In simulation, data may come from different sources with different data models, binary data from sensors and ports, flat ASCII files, structures in SDS Self Describing Standard [Saltm9l] files, tables in relational databases, and objects in objectoriented databases. Although various data may represent the same real-world entity, their data model is restricted by the feature of the repository wherein they reside. Data provider and consumer are probably loosely coupled. The meta class DATA isolates the impact of data management schema, whetherfiat file, relational, or object-oriented. It makes the details ofdata transmission and transformation transparent to its clients, and it narrows the semantic gap between restricted data models in various repositories and the object models in analysis and design. At the SSC Laboratory, data describing the structure, identities, and attributes of the accelerator called lattice structure for each accelerator are stored in a RDBMS, SyBase [TraZh9lJ. SDS is used as a vehicle to move data structures between the application and the database. The DATA object maps data from different data models into an object model for other parts of the simulation system, such as a simulator and a graphic plotter. As a result, high-level abstractions through DATA wifi bring flexibility in applications.
2. MODELER: classes organizing the information to represent theessence ofreal-world entities based on interrelations and interactions in the model used for the simulation. MODELER defines the data structure and its external view in terms of the simulation to be conducted. It creates meta data that specify the structure and configuration of objects. An application model is defined or derived from an existing model in MODELER. For example, in an accelerator particle-tracking model, a non-linear model is derived from a linear model by considering high order magnets in the lattice. Each class in MODELER also provides a context in which protocols get interpreted in DATA and SIMULATOR explained below. By using objectoriented techniques, class hierarchy can be used to decompose a large model by two inter component relationships: is-a-an generalization-specialization hierarchy, and part-of -an aggregation hierarchy. Delegation can be used to represent a complex model by its component structures. Class hierarchy facilitates inheritance and makes dynamic binding possible. A model can be derived or composed by existing models.
3. SIMULATOR: objects to practice dynamic simulation. Simulation algorithms are likely to be developed independently by domain specialists. It is not necessary to design, test, and debug those parts with the entire system. They can be built separately and connected to the system later. For example, it is not necessary to change the terminal each time that the CPU is upgraded. Application users can derive their own domain-specific classes from high-level abstract classes in our Meta Class Model. A simulation application can be built by using classes from the four meta classes.
Our Meta Class Model has three major advantages. First, it promotes independent design and development ofdifferent classes hierarchies or frameworks for different knowledge domains. An accelerator physicist builds a magnet class hierarchy; a mathematician builds a number class hierarchy. In a large simulation system, classes ofvarious kinds will likely be designed, developed, and debugged in different environments by different people in their knowledge domains. Each type of class has its own inheritance hierarchy. The relations between these hierarchies are described by the meta class protocols; So design and implementation of each meta class can be relatively independent. Secondly, the MCM increases code reuse and domain knowledge encapsulation. A well-encapsulated class can be instantiated to build a more complex object, while the original object need not be modified or understood. Different applications may use similar objects to save coding effort. Newly derived classes can still share the protocols defined at higher levels in their base class. Derived classes can take advantage of inheritance and dynamic binding to use or redefine the existing protocols as needed. Thirdly, once interfaces between the nodes are clearly specified by protocols, development can proceed in parallel among class hierarchies. Independent development also makes software testing and debugging much easier and more efficient.
OBJECT-ORIENTED DATA MODELING
We differentiate between data modeling and system modeling discussed in section 4 in the sense that data modeling emphasizes the syntax of the data, while system modeling focuses on the semantics ofthe data in a particular model. In data modeling, for example, a picture is just a bitmap.
Each bit has no difference except its color and position. In system modeling, a picture is a collection of objects with behaviors. User can move objects around and change their shape. Data modeling is concerned with how the data in the repository will be presented to the structured frame in the MODELER. A data model is a set ofclasses that can be used to describe the structure of, and operations on a data source in a heterogenous environment. There are several types of data model the simulation deals with at the SSC: a relational model in SyBase RDBMS; an object-oriented
DATA MODELER
INTERFACE model in ObjectStore an ODBMS; a file model in Unix file system and a hardware device model in all detectors and adjusters in the accelerator. Meta class DATA encapsulates the differences between various data models and provides a unified operating interface by a set of protocols.
At the SSC Laboratory, static design data for each lattice are stored in SyBase, or SelfDescribing Standard 5D5 files with several tables such as GEO, OPTICS, and TWISS. Each table consists of rows and columns. An index number ID# is associated with each row also called an entry, or a record and each column corresponds to a particular attribute. Table GEO records geometrical information of all magnets in the lattice. Each magnet has an entry through GEO.
Attributes could be pointers referencing other tables, such as OPTICS and TWISS, that contain detailed information about magnet such as its length, strength, and optical functions. Objects in MODELER are instantiated with information in these tables through DATA objects and stored in ObjectStore [ObDes92] , an ODBMS, with the structure defined in MODELER. Model can be imposed on the structure in ObjectStore to directly support simulation. Data can be shipped among databases, beam position monitors, sensors, and applications on different platforms ofworkstations throughout the network in SDS. SDS can pack a record in a database with its attributes into a C++ structure, assemble the attributes into an object, and load the object to an SDS file. Thus, a database table will correspond to an array of persistent structures in the SDS file. Generally speaking, SDS provides a structured file in the UNIX file system. My abstract data type can be stored in an SDS file directly.
Datasource class hierarchy in meta class DATA is shown in Figure 3 . Datasource is an abstract class in DATA which represents any kind of data information used in simulation.
Database, rile, and Port are three subclasses derived from Datasource. A set of protocols is declared as virtual functions in DataSource and can be shared or defined in its subclasses. The S question that needs to be resolved here is how an object knows which method should be called to respond to a generic protocol. There are three ways to bind a protocol to a method: First is the runtime type of an object, which is the key for dynamic binding. Second is the signature of the parameter list of protocols; different signatures will result in different methods to be selected to fulfill the contract toward a particular protocol. Third is the run-time type of argument passed to the protocol, such as source or mode. Although the identity of database, file, or port will all be represented by class Source, the difference between them can be encapsulated in the protocol and recovered later in the process of method resolution. In C++, the preceding three approaches can be implemented using virtual function dynamic binding and skin-body class structure [Copli92}.
Objectstore's Meta Object Protocol MOP also gives us a run-time type-checking capability through database schemata. The three subclasses derived from DataSource are discussed below. Class Column models an attribute AO corresponding to a column in SyBase. This attribute is pointed by a member variable of TO. AO is able to extract a particular field from an array of structures table. Usually only some of the attributes are involved in the simulation at one time.
Loading a database table into memory takes time and space, and it is not efficient for such simulations, so making an attribute as an object is very useful.
TixneStainp is used for real-time data acquisition. It can be embedded into any DATA object to support real-time operation.
The DataSource itself will not provide any application-oriented data manipulation support.
The mS purpose for creating an object-oriented data model is to facilitate data manipulations through different data sources: files, RDBMS, ODBMS, or physical equipment. DATA provides a set of classes and protocols that can keep its clients from the details of particular data models and repositories. A standard well-encapsulated interface between DATA and other parts of the system will keep the implementation detail transparent to the user, no matter what kind of data repository or source is used.
MODELING DYNAMIC BEHAVIOR
A model is an abstraction possibly a mathematical abstraction of a real-world entity for the purpose of understanding it before building it [RumBl9l] . It is natural in simulation to represent entities in an application domain as objects that respond to a set of well-defined messages. For example, in an accelerator system model, domain objects might be magnets, particles, and accelerators a composite object. In our approach, a model is represented as a set of methods for generating dynamic data for the observables in the real system. New types of models may be created by specializing existing ones. Complex systems can be modeled with composite objects also called submodels and can be used in other models like a built-in type in programming language. A model as a whole is itself a composite object that responds to a set of messages. The tolerant threshold toward certain attributes is called constraint, which is defined as a function fc of some attributes A0 for a particular object, C0 = fcAo. Behavior of the object is modeled as a set of methods Mb, which is a function of attributes A0 and constraints C0 based on algorithms developed with domain knowledge. Dynamic behavior describes those aspects of the object concerned with time, sequencing of operation, and its configuration. These aspects include events that mark changes, sequences of events, states that define the context of events, and the configuration of the system where the object is placed. Modeling dynamic behavior can be divided into a two-step process:
* Structure modeling only for composite object. This step defines the configuration structure of the object, the coupling pattern of its components. * Behavior modeling. This step requires the user to design a set of methods to create dynamic behaviors based on an object's attributes, constraints, and configuration structure.
The MODELER in MCM is a library that contains a set of models and model class hierarchies where each model emphasizes different aspects or represents different levels of the real-world entities. Different models of the same real-world entity provide different abstractions interested in simulations for different purposes. It is the responsibility of MODELER to provide a structured frame or representation schema that interprets the data from the DATA object in terms of the simulation to be conducted. It is also the responsibility of the MODELER to provide all necessary methods to demonstrate behaviors to meet particular simulation requirements. The DATA object drives the MODELER object. The MODELER object generates behaviors based on DATA via its understanding and interpretation.
Structure Modelizw
Structure modeling decomposes the complexity of a system into several sub-systems. The principle of such decomposition is based on domain analysis of inter-relationships within the system. In structure modeling, an accelerator can be decomposed into beamline, a set of magnets placed in a specific order as design components. The structure of an accelerator can be modeled by using configuration binding techniques. Accelerator is on the top of this configuration hierarchy. It is decomposed into major beamlines, such as lattice LEB is decomposed into three major beamlines, trim, triext, triwm as shown in Figure 4 ; these major beamlines are further decomposed ::LEBI jarcwml lssewiiuinil Beamline inherits all members and methods from Magnet, but Beamline has its own methods to specify its structure. Members and methods of Beamline are listed in Table 1 . GetPition;
virtual TrackingParticle* Beamline's own method, which accepts a particle or beam that is derived from a particle object as its argument, does straightforward, magnet-by-magnet tracking at the bottom of the configuration hierarchy through the beamline. The keyword "virtual" means that each beaniline or magnet object must implement such a method. One of the extraordinarily useful features of the virtual method is that it allows us to perform polymorphism on all kinds of beamlines and magnets.
A new lattice configuration can be created by replacing an existing beamline with a new beamline or by changing existing beamline's attributes such as strength. In Figure 4, an existing model to change the behavior of the object modeled.
Behavior Modelinc
Behavior modeling seeks a set of methods governing the object's control logic based on domain knowledge. At the SSC Laboratory, there are three kinds of objects to be modeled: the particle beam, the magnet in the accelerator, and the accelerator itself. The behavior of a particle depends on its momentum, its position, and the distribution of magnet-field strength around it. Particle momentum and magnet strength distribution are determined by the accelerator through which a particle is passing. In simulation the behavior of a bunch of particles beam will be more interesting statistically. Particle distribution hierarchy PDH is used to record such a beam model. is the angular deflection, and 6 is the momentum deviation ofthe particle.
A new beam class can be derived from a beam class library with a graphical user interface. A beam object can be created in three ways: instantiating from a beam class; copying an existing beam from the beam class library and changing the particle distribution or amount of the particles Figure 5; or as a result of beam-tracking simulation. Alter a beam is created, it is sent to an acceleration pattern which is the logical path from its launch position to its end observing position through accelerators for simulation. The momentum will be dynamically bound to the particle when passing though the corresponding accelerator.
The behavior of the magnet depends on its magnet typet, magnet strengths, length1, tilto, The Magnet class provides methods to support operations on the transformation matrix. The Magnet class definition is partially given in Table 3 . Behavior modeling through r1agnet's method is supported by two approaches:
1. Each subclass of Magnet has its so-called behavior file that is included by the virtual function BehaviorMap . A edit window is provided for examining and overriding the previous behavior model such as method BehaviorMap by using C++ code. Behavior binding is implemented by taking advantage of dynamic binding of C++ virtual function. New C++ code has to be recompiled and linked into the system; then the whole process needs to be restarted. As an example, CurrentDipoleBehavior is the behavior file for the dipole, a Transformation is independent of the object to be transferred.
CONSTRUCTING DYNAMIC SIMULATION
This section includes several examples of constructing a dynamic simulator in an interactive environment. Dynamic simulation provides an interactive environment between the user and the simulator. It allows the user to select an appropriate model from the MODELER, to pinpoint objects component in SSC lattice, to modify their attributes and structure, and to rerun the simulation to see the impact of the result system. Most configuration adjustments caused by individual modification will be propagated automatically by the simulator by calling the proper model method.
SIMULATOR is a meta class that exercises models to actually generate dynamic behaviors to meet simulation requirements. Simulator an instance of SIMULATOR is the manager of the entire simulation. It decides when and which method should be invoked in terms of the model used during the simulation process. Objects are controlled under simulator to interact with each other and create dynamic behavior. We stress that "modeling" and "simulation" are two different tasks and we will attempt not to use them interchangeably; one model may be simulated using several different simulation algorithms. The relationship between SIMULATOR and MODELER is quite similar to the relationship between algorithm and data structure. MODELER provides a base for creating behavior. Certain models in the MODELER will create certain behaviors for specific simulation in SIMULATOR. A display panel always prompts attributes ofthe magnet engaged with a pointing device. A particle object can be constructed on the fly using graphical user interface and can track through the beamline under the requested bending force. In the middle of the window shaded pail is the dynamic aperture of the LEB, which basically depends on the attributes ofthe magnet at each point.
The middle part is expanded at the upper right corner. The dashed bar is the BPM reading set by the user. Burnpview simulation only uses magnet model because particle tracking solely deals with leaf-level component. But when a user wants to modify attributes of a magnet or the structure of the beamline, the beamline model kicks in and controls the propagation ofthe modification. When a BPM is engaged for value setting, Detector model for BPM is bound to provide special behavior. Actually Detector model is derived from magnet model for BPM setting. So a model in MODELER can be directly used or inherited for specific simulation. Such extensibility is useful for model reuse. Bumpview simulation will give the following:
1. The setting value of the three nearest adjusters, which will generate the BPM reading set by the user. Three white points actually a three green bar stand for the settings of three kickers around that BPM. The actual values are given as deltaX.', deltaX', deltaX÷' in the "Adjuster settings" box at the bottom of the control panel.
2. To make things simpler, we assume that the adjusting will affect only the three BPM readings nearest to the BPM selected. All other BPMs should have zero readings. The simulation proves the model is correct. From the picture, there are only three solid bars in the middle. The up part of the window is the 13-tron oscillation along the LEB.
Figures 9 and 10 give more examples of dynamic simulations. In Figure 9 , a is the optics function of LEB created by object l'wiss in SIMULATOR; b and c are dynamic particle tracking by turns or by every magnet using Track from SIMULATOR; and d is dynamic tracking of a beam created from beam class hierarchy by using mnit., which is also a simulator object from the SIMULATOR class hierarchy. Emit can also be used to aid the research of relations between particle distribution in the beam and beam survivability. A particle could be lost during the acceleration. It is important to know where it is lost in order to make the correction by using the BumpView simulator. Figure 10 gives such an example. User can change the dynamic aperture and particle emit position in the process oftracking simulation to see under which circumstance the particle will wipe out. sC'wing how many turns that particle survives! and wiping out. By zooming in to the picture, user can find the exact wiping out position. b gives another example of simulating a beam passing through the LEB.
OBJECT-ORIENTED DATA VISUALIZATION
In this section, we will describe the functionality of data visualization in OZ and related implementation issues. Data visualization allows a user to directly manipulate an object and to access information through the graphical user interface to conduct modeling and simulation. It makes modeling and simulation efficient, informative, and much easier to handle.
In OZ the whole SSC complex can be visualized through a window with zooming and scrolling capability. Various physics functions can be dynamically plotted through different windows, and configuration of the beamline component can be edited using graphical interface that supports direct object manipulation. After a particular lattice has been loaded, the position and size of each object can be extracted from DataSource object. The plotting window an object of class Viewplot scales these data based on cuntnt plotting size and displays the object on the screen. have to be zoomed in simultaneously with the same scaling, a virtual function call of zoom operation on all these plots will work polymorphically.
Lattice configuration editing is supported by direct graphical object manipulation. Class Node represents a component graphically and expands its subcomponent into a tree structure. Figure 11 is a graphical interface for the lattice configuration editor that provides an interactive modeling OzView is used to display a geometrical view of the SSC complex with magnets. OzFunc is used to plot various optical functions with sample points. Oz Twi s s is used for dynamic particle tracking with magnet trajectory and particle as the drawing objects.
Most dynamic graphics in Viewplot require incremental drawing. The result of several simulations can be superposed or plotted in different areas of the screen one-by-one at different
times. But what wifi happen if the window is closed and opened later? The current image on the screen should be "remembered" so that when the window is opened later, the previous image can be restored as is. It is not realistic to repeat the entire simulation to recreate these images. A feasible solution is to create an incremental drawing queue no inside the viewplot to record incremental drawing data dynamically. Two methods are used for drawing Figure 13 . Refresh handles initial drawing such as legend, measurement, symbolic representation, and marks. We call these static graphics, and they should be always on the screcn. To draw something dynamic on the screen, call Draw and push data into the nO. Draw will pick up the data from the top of the IDQ and thaw it on the screen. If the window is closed and then opened again, Refresh will get called.
Refresh will in turn call Draw to accumulatively draw whatever is in the IDQ. Figure 13 illustrates how the incremental drawing queue works.
Sometimes because thousands of magnets thousands need to be drawn in viewflot, nrnking each magnet as a structured graphic object in InterViews is not realistic, If we make the whole accelerator an object, then it is difficult to pinpoint an individual magnet object. A feasible solution is to make the whole accelerator a composite object. At the same time, design a set of methods to do the mapping among objects on the screen, their ID# in viewplot, and their data in
DataSource object. Figure 14 shows such a mapping.
attributes of the selected object In ViewPlot, the screen position of each object gets registered when it is drawn. A mouse down event catches an object if it occurs within the sensitive boundary of that object on the screen.
Viewplot keeps a list of all types of mouse-sensitive objects, such as magnet, adjuster, and detector. Sensitivity can also be screened out. A caught object is called a focusing object O.
ViewPlot will do a binary search within the current plotting boundaries to find ID#O1. Then all information of that O can be found through MODELER. Some protocols of viewPlot are listed in Table 5 . Handle add on or called incremental drawing.
ID# Findposition
Return object ID# based on its current registered position.
ShowValueID#
Show attributes of the object with ID# focusing object Or.
As a good example, let's consider thawing a beamline on the screen. A list of graphic objects is created for pictorial representation of the magnet. The corresponding magnet object is either pointed by or embedded in the graphic object. These graphic objects are inserted into the no in the drawing process. Each graphic object knows how to draw itself by calling its member function DrawO. Drawing is recursive in a composite Viewplot. no is a parameterized collection that provides general behaviors at the collection level and different behaviors at the component level.
So different magnets can be aggregated into a collection using a set of protocols such as insert, When the value on which a Connunistk is focused is changed by Coninmnistk::setvalue, the Comunistk calls its RitConnuList method, which informs every ControlLayout in its Coninutist by calling their CominuHit method. A message not only can be sent back and forth between ControlElement and ControlLayout, but also can be sent out to another application using the GLISH event sequencer [Paxso9l] . For the Conninistk to notify the outside world, a message must have a name, which will become a GLISH event name. An event name must be registered though GorganNaster, which is a GLISTK class derived from InterViews' World.
Any change to the Conununistk's focus will trigger the GorgaliMaster to build an event frame and message body and give it to a GLISH executive. An incoming event will be checked against registered Communistk and the indicated change, if any, will be presented to the Coinmunistk to accept or reject and to notify its attached control element.
There are two ways to issue an action: one is to derive a specific glistk, for example, 
CONCLUSION
In this paper, we describe our experience in designing and implementing an object-oriented simulation environment OZ. The issues of building a generalized simulation system have been addressed by proposing a meta class model that decomposes a design into four types of classes meta class that handle data management, user interface, modeling, and simulation, respectively.
We design classes in each of the meta classes not only for the OZ project but also for reuse with other projects. We set the protocol between each of the meta classes before we started to build them. We kept the protocol generic and elementary so that it can achieve maximum reusability. We built each meta class independently and focused on the problem itself rather than struggling with the interface between other meta classes. Such a responsibility-driven apprnach not only achieves productivity but also simplifies the testing process with a more loosely-coupled system.
In our object-oriented data modeling, data, meta data, and procedures that handle data accessing and manipulation are combined as an object. Data as an object is able to describe itself and provide information to the modeling and simulation. Data object has its view which can be directly manipulated through a graphical user interface. A system can be decomposed into aggregation hierarchy with dynamic behaviors. Attributes and constraints are used to model dynamic behavior of the object. Attributes and constraints can be dynamically bound to an object in an inheritance hierarchy. Different configurations can also be dynamically bound to an object through configuration hierarchy. Simulation can be exercised using a particular configuration with data objects as parameters in our modeling system. OZ has been implemented and is currently available on a local network of Unix and X-based workstations at the SSC Laboratory. We used the same approach presented to prototype the BumpView, which is an extension to OZ for dynamic simulation the three bump effect in the accelerator. With the experience we had and with classes already available in developing OZ. it took us only one month to finish the prototyping. The results achieved with our current effort have been encouraging, leading us to believe that the object-oriented approach will provides us more flexibility and extensibility in future software development. We plan to extend our effort to build a more general and complete framework for simulation at the SSC Lab.
