A numerical study of directional solidification has been performed using a fixed-grid front-tracking algorithm. The directional solidification of pure tin, as well as the horizontal Bridgman growth of pure succinonitrile, were investigated. In both cases, the growth front was stable and non-dendritic, but was significantly distorted by the influence of convection in the melt and, for the Bridgman growth case, by the translation of temperatures at the boundaries which represents furnace movement. Results obtained for the directional solidification of pure tin were found to agree reasonably well with experimental and numerical data for temperatures and front locations obtained from the literature. For the Bridgman growth of succinonitrile, the results were compared with detailed experimental data obtained from carefully controlled experiments, and numerical simulations reported in the literature. The predicted interface shapes and melt velocities agree well with experimental results. The predicted front locations exhibit superior agreement to the experimental data than those obtained in the literature using other numerical techniques.
INTRODUCTION
High-performance materials used in aerospace, military and electronics applications require low levels of defects and high levels of solute uniformity. Directional solidification (Fig.   1a ) is a highly controlled process that can be employed to synthesize such high-quality materials.
In directional solidification, heat is extracted from the mold primarily in one direction, and the crystal grows aligned and opposed to the direction of heat extraction. By controlling the rate of heat extraction and the melt superheat, the crystal growth rate can be controlled and the interface can be kept planar rather than dendritic. During directional solidification, heat and mass transfer by both diffusion and convection driven by thermal and solutal gradients influence the shape of this solid/liquid interface and hence the dopant segregation levels, thus directly determining the final crystal quality [1] .
Bridgman crystal growth is one of the directional solidification processes used in industry to produce high quality materials [2] . A schematic of this process is shown in Fig. 1(b) . The furnaces used in the Bridgman growth process results in the existence of a high-temperature zone where the temperature is above the melting point of the crystal, a low-temperature zone, and an adiabatic zone between the two. Initially, the ampoule containing the charge is moved into the high-temperature zone until only the single crystal seed remains unmelted in the low-temperature zone. Later, the ampoule is pulled slowly toward the low-temperature zone to initiate crystal growth. Key process parameters include the applied furnace temperature distribution and rate of translation, ampoule properties and furnace orientation.
Experimental investigations of solidification processes which involve metallic melts are complicated by the opacity, reactivity and high temperatures of the melts. Accurate experimental determination of the interface shape and convection is difficult. As a result, solidification experiments have often been performed with transparent materials that solidify in a manner analogous to metals [3] [4] [5] [6] [7] [8] [9] .
In the present study, numerical simulations were first performed of the directional solidification of pure tin, using a new fixed-grid front-tracking algorithm [10, 11] . The model results for interface shapes and temperatures were compared to experimental data from the literature [12] as well as simulated data generated using other algorithms [13] [14] [15] . It was found that the results compared reasonably well with the experimental and numerical data. Next, simulations of the Bridgman growth of pure succinonitrile (SCN) were performed, under both no-growth and growth conditions. Again, the results from the numerical solution scheme were compared with experimental and numerical data from the literature [16] . The experimental data in [16] were obtained under carefully controlled conditions with a view to benchmarking numerical simulation techniques, and included melt velocity data. It was found that the results produced with the front-tracking algorithm agreed well with the experimental data, and were able to more accurately represent the front location than the numerical simulations reported in the literature, which did not explicity track the front. Finally, the numerical results provide valuable insight into the role of convection in directional solidification processes.
GOVERNING EQUATIONS
The problems under consideration are the directional solidification of pure tin (Fig. 1a) and the Bridgman growth of pure succinonitrile (Fig. 1b) . Thermophysical properties are assumed to be constant but distinct for each phase. In the melt region, the flow is driven by buoyancy-induced natural convection and is considered incompressible. The governing equations for mass and momentum conservation in the liquid phase are the continuity and Navier-Stokes equations:
In Eq. (2) the final term is the Boussinesq approximation for the creation of momentum from density changes due to thermal gradients. For the present work, the reference temperature T 0 is taken to be the melting temperature. The governing equation for conservation of energy is:
In the solid phase, velocities are zero throughout and there is no energy transport by convection.
The initial condition for momentum transport (Eq. 2) is that the fluid is quiescent:
The boundary condition at a plane, impermeable wall is the no-slip/no-penetration condition. The velocity is zero, as are the tangential derivatives of its components:
This relation holds true for both the moving solid/liquid interface and the walls of the domain.
The initial and boundary conditions imposed on the energy equation (Eq. 3) for the directional solidification of tin and the Bridgman growth of succinonitrile are complex and best understood by reference to Fig. 1 . The condition at the solid/liquid interface that relates the release of latent heat at the interface to the interface velocity is the Stefan condition [1, 2] :
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The solution scheme required to solve these governing equations and the initial and boundary conditions for phase-change in directional solidification are described in the following section.
METHOD OF ANALYSIS

Front Tracking and Solution of Governing Equations
The fixed-grid front-tracking method used in the present study has been developed specifically to solve multidimensional phase-change problems. Full details of the scheme are given in Part I of this work [11] and are not repeated here. The process of interface tracking is accomplished in three steps: identification of marker points; calculation of surface normals; and identification of intersection points. Given a normal velocity, the marker points representing the interface can be advected to the next time step, and the interface reconstructed. However, the normal velocities are not known a priori in most problems of practical interest. Governing equations need to be solved in order to determine these velocities.
For the solution of the mass, momentum and energy equations, the spatial domain is discretized using a control volume approach. Fully implicit time discretization is used. The equations are solved using an adaptation of the SIMPLE algorithm [17, 18] with a staggered grid used for pressure correction. Many modifications to the discrete equations are required to handle the presence of the moving solid/liquid interface. These modifications are described in detail in this section.
Consider the general conservation equation:
For a regular control volume not containing the interface, the convective fluxes become 
Thus, Eq. (8) becomes (9) where
For a regular control volume not containing the interface, the diffusive fluxes become
. The final discretized analog of the general conservation equation can therefore be written as:
Multiplying by cv A dt , we get: Table 1 .
Cells that contain the interface
"Cut" cells need treatment that is different from regular cells. A schematic in two dimensions is shown in Fig. 2(a) . The enlarged figure shows the relationship of the marker point, intersection point, and control point with the grid lines. Two different cases can be identified. In 
where l e is section CD, l w is section AB, l n is section BC and l Iv and l Iu are sections DF and AF, respectively.  nb are all variables on the faces of the control cell, which need to be calculated by using the averaged values of two control points. For the values of  e and  Ii , however, linear interpoation between  I and  ip is used. We can rewrite Eq. (14) as
where B W and B N remain the same as in Eq. (9), but B ip and B I are substituted for the coefficients B E and B S .
In the same cut cell shown in Fig. 3 (a), the diffusion coefficients for the discretized equation need to be redefined as well. Equation (10) (16) which can be written as
The lengths along the control surfaces are as described previously. The fluxes through the surfaces of the control cell are still differenced using CDS for the west and north faces, but the other two faces are only differenced to first-order accuracy. Consequently, coefficients D ip , D I and D P in Eq. Applying the pressure correction Eq. (13) to an irregular domain, new coefficients may be derived as shown in Table 2 . The control volume for the cut cell is shown in Fig. 3(b) . The contiunity equation is expressed in discrete form for this control volume ABCD:
Since there is no velocity on the interface, the last term on the left hand side in Eq. (18) is zero.
Upon substitution of the corrected velocities into the discretized continuity Eq. (18), it can be rearranged into the same form as Eq. (13) but with different coefficients. The modified coefficients are listed in Table 2 .
Summary of Solution Scheme
A summary of the solution scheme is as follows:
1.
Define marker points and intersection points and calculate the normal vector.
2.
Calculate the normal velocities at each marker point.
3.
Advect the marker points; the new locations of these points need not lie on the grid.
4.
Obtain new marker points from the advected points, and calculate the surface normals.
5.
Solve the governing equations in both phases, using the SIMPLE algorithm for velocities in the liquid phase as follows: e) Go to step 3, and repeat the process for the next time step.
RESULTS AND DISCUSSION
Unidirectional Solidification of Pure Tin
The first problem considered involves the directional solidification of pure tin at a vertical wall in the presence of liquid superheat. The problem domain, and the initial and boundary conditions are shown in Fig. 1a . Since the present front tracking scheme must always consider the existence of a solid/liquid interface, a small part of the domain (thickness = 0.04 L) on the right hand side was considered to be solid and at the melting temperature at the start of the simulation.
Since the solidification velocity is very fast in the beginning, the error from the difference of the initial condition may be neglected while comparing with experimental and other numerical results.
The important thermophysical properties for this case are shown in Table 3 (Table 4 ) and four time-step sizes (Table 5) at two different finish times. The quantities examined were:
 u max , the maximum magnitude of the horizontal velocity component, and its location  v max , the maximum magnitude of the vertical velocity component, and its location   mid , the value of nondimensional temperature at the midpoint of the solution domain (0.5, 0.375)  x f , the average value of the front location
In the tables, the percentages quoted are a comparison with the result at the last step of refinement.
The results indicate that a spatial discretization of 61 × 46 mesh points (grid size h = 11 0.01667), and a time step of t = 1.25  10 -5 are the appropriate values, and these are applied throughout the simulation shown in this section. This grid size is similar to that used by other researchers who have simulated this problem using single-domain enthalpy-based methods [13, 14] or a coordinate-transforming scheme that explicitly tracks the interface [15] .
Isotherms and velocity vectors at time t = 0.165 h for this simulation are shown in Fig. 4(a) .
By this time, the solidification front has propagated from the chilled wall through the cavity under the action of both conductive and convective heat transfer. As noted in [14] , the isotherms in the solid region are typical of conduction in a solid; the temperature gradient is very steep because of pure conduction only. The isotherms become vertical as they approach the cold wall. In the liquid domain, the isotherms exhibit a distinct reverse "s" shaped distortion, which is characteristic of buoyancy-driven natural convection at a high Rayleigh number [21] . The isotherms compare well with the numerical results of [13] and [14] . The velocity vectors indicate that a strong convective cell has developed with almost quiescent fluid at the four corners of the liquid domain. Hot fluid rises at the hot (left) wall and flows along the top of the cell toward the solidification front, where it is cooled and falls to the lower surface under the action of gravity, circulating once again to the foot of the hot wall. This continual convection of warm fluid to the uppermost segment of the solidification front delays its propagation into the cavity. As a result, the solidification front is distorted into an "s"-shape (more perceptible at the later times in Figs. 4b and 4c) show a single convective cell covering most of the melt domain, as in [13] .
Nondimensional temperatures  (defined in the nomenclature) are shown along three different cavity heights in Fig. 5(a) at time t = 0.077 h. Corresponding experimental values from [12] and predictions from [13, 14] are also shown. The curves for y/H = 0.9 and y/H = 0.5 indicate reasonable agreement with the experimental data. Thermal inertia of the test apparatus is a possible cause for the discrepancies noted. The experimental apparatus was not capable of producing an instantaneous temperature drop to T C at the cold wall at time t = 0; rather 0.033 h elapsed before the cold plate temperature reached T C [12] . The curve for y/H = 0.1 is significantly different from the experimental results, with the numerical values being up to 100% larger than the experimental values. It is very likely that the source of this error is the effect of the imperfect insulation on the bottom of the experimental apparatus. In addition, Wolff and Viskanta also noted that their temperature measurements were subject to scatter. The curves for y/H = 0.5 and 0.9 exhibit superior agreement to the experimental data as do results from [14] compared to those of [13] while the y/H = 0.1 curve deviates further.
The predicted solidification front locations from the present study are compared to experimental measurements from [12] and numerical predictions in the literature [13] [14] [15] in Fig.   5(b) . The predictions from the present study are in acceptable agreement with the experimental results. The discrepancies in front locations at the start may be explained by the observations noted in [12] on the thermal inertia of the experimental apparatus as discussed above. At the later times, the predicted front location tends to lag behind the experimentally determined location. In addition, the numerical results fail to predict the increased thickness of the front at the bottom of the cavity.
Both of these discrepancies may be attributed to the imperfect insulating material at the bottom of the experimental apparatus [12] . There is clearly a need for more carefully controlled experiments against which to benchmark numerical simulations.
Results for Bridgman Growth of Succinonitrile
A different set of simulations were performed to simulate experiments on horizontal Bridgman crystal growth performed in related work [16] . Interface shapes and locations, temperature traces and melt velocities were measured in [16] in order to generate a database against which numerical simulations of solidification processes could be compared. The Bridgman growth process was described earlier with reference to Fig. 1(b) .
The geometry and thermal boundary conditions are defined in Fig. 6 . The origin of the z-coordinate is located at the mid-point of the adiabatic zone. The simulation domain extended from z = 19 mm in the solid to +40 mm in the liquid. Terrestrial gravity of g = 9.81 m/s 2 was applied. The material properties of pure succinonitrile as well as of borosilicate glass are listed in Table 6 . As the result of a grid-independence study, a mesh of 177  24 uniform cells was employed (compared to 200  28 non-uniform cells reported in [16] ). Two-dimensional simulations of the process have been found to be a good approximation for no-growth conditions but not so for growth conditions [16] . In the present study, both are modeled as being two-dimensional. Fully three-dimensional problems cannot presently be accommodated by the solution scheme, but this functionality is being added in ongoing work.
No-growth simulations
A case where the furnaces do not translate was considered first. In this instance, the solid/liquid interface forms in the gradient zone near z = 0 and does not move once steady state is attained. Figure 7 is a plot of the velocity vectors and isotherms for this case, both from the enthalpy formulation [16] and the present front-tracking scheme. The dashed line is the interface location. A single, clockwise rotating longitudinal convective cell has formed in the SCN melt.
Warm bulk fluid moves along the top wall and washes onto the top of the interface. The fluid then falls toward the bottom wall and is convected away. The interface takes on a distinctly curved shape with the solid being concave. This shape is due to the influence of convection on the interface shape; warm fluid introduced to the interface near the top wall acts to melt the interface back. As the fluid cools and falls towards the bottom wall the interface is distorted less. For the results from the present study shown in Fig. 7(b) , the maximum convective velocity was found to be 1.32 mm/s at the location (y, z) of (1.33, +1.00), which is near the interface where the applied temperature gradients are steepest. This value agrees well with the experimentally estimated value of 1.50 ± 0.08 mm/s in the same location and a predited value of 1.515 mm/s from [16] . As can be seen in Fig. 7 , the results found from both simulations are in good agreement.
A comparison of interface shapes from the experiment and the two numerical schemes is shown in Fig. 8 . The experimental data in this figure are from the middle vertical plane of the ampoule. In comparing the numerically calculated (present study) and measured interface shapes, the results agree to within a maximum discrepancy of 0.32 mm. This is acceptable agreement given the variability of the measured temperature boundary conditions (±1°C) and the experimental error of ±0.2 mm in determining the interface location. Other finite-volume, finite-element and finite-difference simulations of the same process [16, 23, 24] exhibit maximum discrepancies of 0.30 to 0.47 mm. Velocity and front location comparison results are summarized in Table 7 .
Growth simulations
Bridgman growth at a 40 µm/s growth rate was investigated next. This is a more demanding problem since the thermal jackets translate at a steady velocity; hence, the solution becomes time-dependent. To simulate the movement of these jackets, the thermal boundary condition was translated at the same steady velocity (40 µm/s). A steady-state solution (with the boundary temperatures immobile) was used as the initial condition. The interface shape eventually reaches a steady profile and the interface as a whole is pulled along by the boundary temperatures moving at 40 µm/s after t = 300 s.
Velocity vectors and isotherms for this case are shown in Fig. 9 , with the simulated results from [16] plotted in Fig. 9 (a) and results from the present study in Fig. 9 Interface shapes for this 40 µm/s growth case are shown in Fig. 10 . The experimental data are from [3] and [16] . Again, the numerically determined interface shape agrees well with the experiments, as well as with the predictions from [16] . The present numerical predictions show better agreement with the experimental front locations and shape than those from [16] . This is not surprising since an explicit front tracking approach is expected to be more successful at predicting interface information when compared to interface-capturing methods such as the enthalpy method employed in [16] . Selected velocity and front location results for this case are compared in Table   8 .
CONCLUSIONS
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A fixed-grid front-tracking algorithm for the simulation of directional solidification with melt convection has been developed. The front-tracking scheme, previously formulated in Part I of this work for conduction-only phase-change problems [11] , has been extended so that a solution scheme for solving convective velocities in the melt is included. This required special adaptations to the discrete forms of convective and diffusive fluxes employed in the finite-volume SIMPLE algorithm [17, 18] .
The performance of this extended algorithm was then examined by simulating the directional solidification of pure tin, and comparing the results to experimental data [12] and computer simulations [13] [14] [15] available in the literature. The numerical results found using the front-tracking approach were found to agree reasonably well with the experimental data, in terms of interface shapes and temperature traces. Additionally, the results exhibited similar good agreement with results from other simulations in the literature. Computational costs for the current scheme were comparable to simpler, single-domain approaches that do not explicitly track the interface.
The horizontal Bridgman growth of pure succinonitrile was also simulated. Both a no-growth and a growth (at 40 m/s) case were considered. The results were compared with experimentally measured interface shape and melt velocity data. It was observed that the agreement between the numerical and experimental results was good. The interface shapes calculated using the front-tracking algorithm exhibited superior agreement with the experiments than those calculated using a single-domain approach that does not explicitly track the front.
Complex, time-dependent velocity, interface shapes and temperature fields were resolved by the algorithm, giving insight into the role of convection on Bridgman growth
The results shown in this paper demonstrate that this front-tracking scheme is an accurate 17 yet highly computationally efficient means of solving directional solidification problems with melt convection. In ongoing work, the fixed-grid front-tracking scheme described in the present study is being extended to handle three-dimensional, alloy solidification problems. The computational domain and applied thermal boundary conditions along the exterior of the top and bottom ampoule walls. These boundary conditions are from experimental measurements in [16] . Table 2 . New coefficients for the discretised pressure correction equation for cut cells. Table 3 . Thermophysical properties for tin [19, 20] . 
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