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Abstract
Tree methodology is a potentially powerful exploratory
analysis tool for survival data, enabling identification of risk
factors, comparison of treatments and prognosis for individual
subjects. In survival trees node membership is dynamic rather than
static, sample sizes changing as subjects drop out of the study. In
the case of time-dependent covariates, subjects m a y also m o v e
within a tree. Delayed or intermittent treatment results in
m o v e m e n t between treatment groups. In particular, this dynamic
behaviour introduces complications relating to sample size at each
node site, while, in general, it introduces complication into
computation, growth, display and interpretation of survival trees.
T o deal with dynamic tree structure, it is necessary to first
develop some mathematical notation. A methodology is required
for graphical and numerical display of the information extracted
from survival trees. A s an integral part of tree-based methods, a
procedure is required for splitting and stopping.
In the context of survival analysis, the aim is usually to
isolate the effect of treatment. Therefore a methodology is required
for the comparison of treatment groups, allowing for the possibility
of unbalanced design, dynamic group membership, and presence of
interaction.
In this thesis, attention is focussed on transitions rather than
subjects. The change in focus is necessary to view the whole

procedure of tree growing as dynamic. A binary labelling scheme
is used for dynamic updating. Both the notation and labelling
scheme m a y also be potentially useful in general C A R T
methodology. T o accomplish the comparison of treatments, the
transition approach is extended to parallel trees.
The Kaplan-Meier formula for the survival function is
adjusted to handle movement from one group to another. S-Plus
functions are developed and can be used in any survival setting for
searching over potential branching covariates and cutpoints.These
functions are capable of dealing with fixed or time-dependent
covariates.
Particular attention has been paid to the graphical and
numerical display of survival trees. This will enhance
communication between statisticians and medical researchers. The
idea and implementation of adjusted sample size, resolves the
complication pertaining to definition of sample size at each node
site. T o demonstrate the potential advantages of the n e w approach,
data sets on heart transplantation and A I D S are analysed.
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Introduction

CHAPTER 1
INTRODUCTION
1.1 What is Survival Analysis?
Survival analysis is today a very active area of statistical
research. The major concern in survival analysis is survival time,
which measures the length of time an individual remains alive or
disease free in a clinical trial, or failure time in industrial reliability.
The modern subject was catalysed by the presentation of the
statistical properties of the product limit estimator by Kaplan and
Meier (1958). This procedure provides a non parametric estimate of
the survival curve. The estimate at time tt involves updating the
estimate at the previous time t^y by multiplying by the proportion of
survivors observed a m o n g those at risk at the beginning of the time
interval.
The proportional hazard model by C o x (1972) is the milestone
that opened up a n e w field to survival analysis. This model provides
a framework for the use of regression methods to test the effects of
covariates on the shapes of survival curves. The proportional hazard

1
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assumption underlying Cox's model requires that the hazard rate for
one individual is proportional to the hazard rate for any other
individual, with the proportionality constant independent of time.
Since 1972, the statistical literature concerned with survival
analysis has grown enormously rich in both theory and application.
Survival analysis is distinguished from most other analysis by the
widespread occurrence of censoring. That is, some individuals m a y
not be followed up to the m o m e n t of failure. For example, some
patients will survive to the end of a clinical trial, and some patients
will withdraw from the study for various, usually unknown, reasons.
Instead of actual survival time, pairs of observations are recorded.
The two values are observed time and a censoring indicator
(indicating failure or censorship).
Often, in practice, the primary goal of survival analysis is to
identify and quantify the effects of prognostic factors that relate to
the course of disease. This is achieved by relating the survival time to
a set of covariates. Sometimes a covariate is time dependent; this
arises w h e n the status of a subject changes during a trial. Such a
covariate can not be represented by a single value for each patient but
takes values that m a y change in time.
The proportionality assumption in Cox's model is violated
w h e n covariate effects on the hazard are best represented by nonlinear functions. For instance, in medical research, individuals in the
treatment group m a y have a high hazard rate at the early stage of
treatment and the benefit of the treatment can be observed as smooth
after this early stage.

2
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1.2 Tree-Based Methods
Non-parametric methods, such as tree based methods, attracted
researchers because no specific forms for the distribution of survival
times are assumed. A lot of mathematical complexity is avoided and
the interpretation of analyses is straightforward. Tree based methods
provide superior means for prognostic classification. Defined by
covariates, recursive partitioning divides a group into subgroups; the
partition selected is the one that maximises between groups'
differences and minimises within group differences. A stopping rule
determines the end of the recursive procedure.
Major advances in the practical and theoretical aspects of tree
based methods were m a d e by Breiman, Friedman, Olshen and Stone
(1984). The availability of the software for classification and
regression trees ( C A R T algorithm) has popularised tree based
methods. The type of data structure usually analysed by C A R T
methods involves a set of measurements for each case m a d e at a
particular time.
A tree m a y be grown step by step by choosing whether or not
to continue branching from a current terminal node and, if so,
choosing an appropriate covariate and cutpoint for the daughter
nodes. The original sample is progressively split into smaller
subgroups as branching continues.
Although the total number of subjects in a survival study is
constant, the numbers w h o are dead, censored or alive will vary with
time. The traditional C A R T procedure of simply stating h o w m a n y
subjects belong to each node of a tree is therefore inadequate. A n
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estimated survival curve is needed at each node to summarise the
survival characteristics of a particular subgroup, and this information
should be supplemented by details of h o w the relevant sample sizes
vary with time.
In a survival study, changes in time should be given
considerable importance. M a n y previous researchers have overlooked
this importance and viewed trees and sample size from a static
viewpoint. Not only do subjects survive for varying time periods, but
right censoring can occur at varying times. Recruitment of subjects to
the study can be m a d e at different dates, which introduces further
complications.

1.3 Aims of Thesis
The aim of this thesis is partly to develop methods for
constructing and comparing separate trees for different treatment
groups or risk groups within a survival study. The method of
constructing trees should take into consideration right censorship that
is present in most survival data sets and should be able to handle
complications such as delay until treatment, or improvement in
medical care towards the end of the study period. Comparison by
informal graphical procedures and formal analyses will enable
conclusions to be drawn about the relative effectiveness of different
treatments, or the importance of a risk factor.
In contrast to standard survival study designs, membership of
treatment groups will vary over time, partly due to failure or
censorship, and partly due to transfer of survivors between groups.

4
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Therefore the usual interpretation of a tree as a subdivision of sample
into homogeneous groups needs to be modified.
T o meet all these constraints, attention should be focussed on
transitions rather than subjects. A transition is defined as an event
involving a single subject at a particular time; the event could be
failure, censoring, or changeover time. Note that, although each
transition involves a single subject, a particular subject m a y undergo
multiple transitions.

The change in focus from subjects to transition in this thesis
makes the concept of growing trees and classification of subjects a
complex and dynamic process.
Segal (1995) addressed this problem using a pseudo-subject
approach, which concentrates on subjects and in turn apparently
assigns more weight to some subjects, by including them in more than
two nodes. The transition approach resolves this situation
systematically by concentrating on transitions rather than subjects in
the first place and by assigning a single subject into different nodes
for proportionate time spans based on subsequent transition times.
In the context of survival analysis, improvement is required
with respect to formulation, implementation and presentation.

A general criticism of the CART method is that it does not
have an elegant mathematical formulation as do more traditional
techniques such as regression. In Chapter 4 and 5 a mathematical
notation is developed for the context of survival trees.

5
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This will facilitate future research in this area and can also be useful
in general C A R T procedures. The transition approach is anticipated
to simplify and clarify the situation (movements of subjects in and out
of the node or tree). In order to compute the effect of a transition
upon a tree or parallel trees, one needs to identify siblings and
ancestor nodes both of which could be implicit in the labelling
scheme.
A formula for survival function is needed which can take into
consideration the variable sample size. During movements from one
group to another, the number at risk needs to be adjusted by the
number and direction of such movements.
T o compare different treatment groups in the presence of
interaction, parallel trees are required, one for each treatment group.
The transition approach for a single tree needs to be extended to
parallel trees. This involves the construction of separate trees for
different treatment groups (eg. experimental and control) or risk
groups within a survival study, and the comparison of these trees by
informal graphical procedures.
This extension will facilitate within and between trees
comparisons, and can very easily identify possible interactions. The
situation in which a covariate is specific to only one tree can be very
easily accommodated.
This dynamic procedure of growing parallel trees can
systematically resolve the situation of selection bias, pointed out by
Gail (1972). The complex situation where the membership varies
from one group to another over time, can be handled with ease
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through parallel trees. The transition approach will in turn simplify
the consultation with medical researchers.
In Chapter 2, some basic methods of survival analysis have
been reviewed. These comprise methods of estimating survival
functions, comparing survival distributions, some important
parametric models, and graphical method of comparing survival
data. The proportional hazards model, its assumptions, and
limitations are also discussed in this chapter. Chapter 3 outlines treebased methods for survival analysis, including methods dealing with
time-dependent covariates. Chapter 4 is dedicated to the transition
approach. The transition approach is extended to parallel trees in
Chapter 5. Chapter 6 describes existing stopping and splitting rules,
and introduces a n e w stopping and splitting rule, which is an essential
part of the tree-growing procedure.
Development of software for implementing the transition
approach is an integral part of this research. In Chapter 7, the logic
behind each function, developed for data analysis via the transition
approach is given in detail, with the help of diagrams and examples.
In Chapter 8, two data sets on Heart transplantation and A I D S are
analysed using this n e w approach.

7
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CHAPTER 2
LITERATURE REVIEW OF
BASIC METHODS OF
SURVIVAL ANALYSIS
2.1 Survival Analysis
For the past two decades, survival analysis has been an
important and exciting field of research.
Survival analysis is concerned with statistical models and
methods for analysing data of times to occurrence of some events.
Survival times measure the time to an event such as failure, death,
or s o m e other response. Such data can arise in m a n y fields such as
demography, medicine, and engineering.
A key difference between survival analysis and other fields of
statistics is the element of censoring. T h e analyst in this field draws
conclusions from the partial information available about the survival
times. Broadly speaking, the main objective of survival analysis is to
draw inferences regarding the distribution of survival times T, until
the occurrence of a specified event, generally referred to as failure.

8
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Although failure may represent a variety of end points, in the
discussion which follows it will be taken to represent death.

2.1.1 Censored Data
A critically important feature of survival data occurs w h e n
some subjects in a study have not experienced the event of interest at
the end of the study, or w h e n it is not k n o w n whether some subjects
have experienced that event. For example, some patients m a y still be
alive at the end of the study period or m a y be lost during this
period. The exact survival times of these subjects are unknown.
These observations are called censored observations.
In a survival study, one option is to observe the subjects for a
fixed period of time. The survival times of the subjects surviving till
the end of the study period are not exactly known. These times are
recorded as at least the length of the study period and are referred
to as type-I censoring.
Another option is to wait until a fixed portion of subjects have
died, after which the surviving subjects are ignored. In this case, the
censored observation times equal the largest uncensored observation
time. This is referred to as type-II censoring.
In studies related to medical statistics, the period of study is
fixed and patients enter the study at different times during that
period. S o m e patients m a y withdraw before the end of the study or
be lost to follow-up. Still others m a y be alive at the end of the study.
For lost patients, survival times are at least the time from their
entrance to the last contact. For patients still alive, survival times

9
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are at least the time from entry to the end of the study. Since the
entry times are not simultaneous, the censoring times are also
different. This situation is referred to as type-Ill censoring.

2.1.2 Functions of Survival Time
Survival times are subject to random variations and, like any
random variable, form a distribution. The distribution of survival
times is usually described or characterised by three functions: the
survival function, the probability density function, and the hazard
function. These three functions are mathematically related. If one of
these is given, the other two can be derived.
In practice, the basic problem is to estimate from sample data
one or more of these functions and to draw conclusions about the
survival pattern in the population. T h e following discussion will,
initially, assume that there is no censoring.

The Survival Function
The survival function, also called the cumulative survival
rate, is usually denoted by S(t) and is defined as the probability that
an individual survives longer than t:

S(t) = P(an individual survives longer than t)
The survival function can be defined in terms of the
cumulative distribution function, F(t), of the time to failure as;

S(t)=l - P(an individual fails before t)

10
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= 1-F(t)

(2.1.1)

Note that S(t) is a decreasing function of time, t, with the
properties:
1 for t = 0
S(t) =
0 for t = oo

The graph of S(t) is called the survival curve.

The Hazard Function
The hazard function is, in effect, a measure of the probability
of failure during a very small interval, assuming that the individual
has survived to the beginning of the interval. It is defined as the
limit of a ratio. The numerator is the probability that an individual
fails in a very short interval t to t + At . The denominator is At,
the length of the time interval. Thus:
lim p( an individual who survives to time t fails in (t, t + At))
A; -> 0

At
(2.1.2)

The hazard function is also k n o w n as the instantaneous failure
rate, force of mortality, conditional mortality rate, and age specific
failure rate. The hazard function gives the risk of failure per unit
time.
The cumulative hazard function is defined as:

11
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H(t) = \X(t)dt
o
X(t) = —H(t)
dt

(2.1.3)

The Probability Density Function
Also of interest is the probability density function /(f) of the
failure time distribution;

f(t) = ^F(t)
dt
= ^-(1-5(0)
dt
= S'(t)

„1yn
(2.1.4)

Other Relationships
From the definitions of S(t), X(t), and f(t) it follows that,

A(0 = / ( 0

S(t)

5(0

= - — log 5(0
A

Thus,
H ( 0 = -log5(0
Equivalently,
5(0= exp(-/f(0)

12
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= exp( -\X(x)dx)
o

(2.1.6)

Thus given any one of the three functions f(t),S(t) and H(t),
the others can be derived.

2.2 Methods of Estimating Survival Functions
In the absence of censoring, let tx, t2,

f n be the

survival times of the n individuals under study. Conceptually, w e
consider this group of patients as a random sample from a large
population of similar patients. W e relabel the survival times
ty,t2,

tn in ascending order such that ty <t2 <

<tn

(assuming no ties). At each time w e estimate 5 ( 0 by:
number of patients surviving longer than t ,
S(t: ) =
total number of patients
n-i

—

i

= 1-1
n
n

(2.2.1)

If two or more tt are equal (tied observations), the largest i
value is used. Note that S(tn) = 0, since no one survives longer
than tn. Also since every individual is alive at the beginning of the
study, 5(0) = 1. For intermediate values of t in the
intervals(0,ty),(ty,t2),......., there are no deaths, so the survival
function does not change within these intervals. Thus S(t) can be
seen as a step function starting at 1.0 and decreasing by steps of Y

13
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(if there are no ties) to zero. Percentiles of the empirical survival
A

function can be read from a plot of 5 ( 0 against t.
If some of the subjects are still alive at the end of the study or
if the element of censoring is introduced into the study, for the
estimation of 5 ( 0 , the product limit estimate (Kaplan and Meier,
1958) given below, is required.

n —i

S(t)=U
—
,.<=, n-i + l

(2.2.2)

where i runs through those positive integers for which tt < t and tt
is uncensored. If some uncensored observations are ties, the smallest
5 ( 0 should be used.

2.3 Comparing Survival Distributions
In medical research, there is often a need to compare survival
distributions. For instance researchers m a y wish to compare the
survival times of patients in one age group to those in another, or to
compare two groups exposed to different risk factors.
W e are then interested in testing;
H0: Sy (0 = ^2 (0 against
Hy:Sy(t)>S2(t) or
HylSy(t)*S2(t)

14
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The following non parametric tests can be used to compare
survival distributions for censored data.

• The Logrank test (Savage, 1956)

• Mantel and Haenszel test (1959)

• Gehan's generalised Wilcoxon test (Gehan 1965)

Cox-Mantel test (Cox 1959,1972, Mantel 1966)

Tarone-Ware test (1977)

• Peto and Peto's generalised Wilcoxon test (1972)

Suppose there are two groups with respectively mx and m2
observations. Let xx,
xj ,

x • be the jx failure observations and

x* be the my - jx censored observations in group 1 and

let yy,

y,-2 be the j2 failure observations and y*2+i>

,)C

be the m2 - j2 censored observations in group 2.
In Gehan's generalised Wilcoxon test, every observation
(failed or censored) of one group is compared with every
observation of the other group and a score wtj- is computed for the
result of every comparison, where

15
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Wy = +1

if xt > yj

or xj > yj

0

if xt = yj

or xj < y-} or yj < x{ or ( xj, yj)

-1

if x{ < yj

or x{ < yj
(2.3.1)

The test statistic to be used is:

W = X2wiy (2.3.2)
i=lj=l

where the sum is over all mxm2 comparisons. Hence there is a
contribution to the test statistic W for every comparison, where
both observations are failures (except for ties) and for every
comparison where a censored observation is equal to or larger than
a failure. W h e n m 1 and m 2 are large, an alternative method based
on the pooled sample is adopted for calculating W (Mantel, 1967).
If the two samples are combined into a single pooled sample of
m{ + m 2 observations, it is the same as comparing each observation
with the remaining m1 + m 2 - 1 . Then W = ^lwi.
i=l

The variance has been shown by Mantel(1967) to be:
ml+m2

mym2 X wf
vaT(W)

=-

-f±-

(my + m2 )(my +m2 —I)

16
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For the Cox-Mantel test, let ty < t2 <

< tk be the distinct

failure times in the two groups together and niX be the number of
failure times equal to t-x, and a n the number of deaths (failures) in
group 1. Let raa and mi2 be the number of patients at the ith
failure time that belong to group 1 and group 2 respectively.
For each of the distinct failure times , the data can be
represented by a 2 x 2 contingency table:

Groups
Group 1

Group 2

Total

No. of Deaths
a

n

fl

i2

No. of Survivals

Total

m

i\~ai\

m il

m

i2 ~ ai2

m 12

n

n;

n

i ~ ni\

n

The Cox-Mantel test statistic is given by:

i^-i^(A-i)
1/2

I,Var(Aiy)
i=l

where,

17
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E{Ali) =

VhL

(2.3.5)

n

i

and
ll

Var(Au)=

9

' ,1V '

llL

(2.3.6)

9

Note that % ~ C corresponds to the Mantel-Haenszel test
statistic (Mantel and Haenszel, 1959). Strictly, the Mantel-Haenszel
test requires independence between the individual contingency
tables, which is not the case in this particular context.
The Tarone-Ware class of statistics has the following form:
k

2>;hi-£o(Ai)]
TW = -^
" k

TJJ

(2.3.7)

''

Xw?var0(An)
J'=I

where wt are constants used to weight the respective tables. Note
that TW statistic includes the Cox-Mantel Statistic as a special case
for wt=\.
Mantel (1966) generalised the logrank test (Savage, 1956).
This generalisation is based on a set of scores, wt, assigned to the
observations. The scores are functions of the logarithm of the
survival function. Altshulter (1970) estimates the log survival
function at t{, using

18
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*('/)= X —

(2-3.8)

n

tfr J

The scores suggested by Peto and Peto are wt = 1 - e(r;) for
an uncensored observation tt and -e(T) for an observation
censored at T. In practice, for a censored observation tj,
Wi = -e(tj), where tj is the largest uncensored observation such
that tj < tj. Thus the larger the uncensored observation, the smaller
its score. Censored observations receive negative scores. The w
scores s u m identically to zero for the two groups together. The
logrank test is based on the sum 5 of the w scores in one of the two
groups i.e
k

i=\

k

m n

n i\

i=\ nt

The Cox-Mantel test statistic can be written as:

C =

1/2

IVar(Aiy)
.1=1

A generalisation of the Wilcoxon two-sample rank s u m test is
described by Peto and Peto (1972). Similar to the logrank test, this
test assigns a score to every observation. For an uncensored
observation t(, the score is ut = S(t+) + S(t-) - 1 , and for an
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observation censored at T, the score is u{ =S(T)-1, where 5 is
the Kaplan-Meier estimate of the survival function. Using the same
notation as used for Cox-Mantel test, the score for an uncensored
observation tt is ut = S(tt) + 5(rl-_1) - 1 and 5(0)=1 and that for a
censored observation tj is Uj =S(tt)-l,

where tt <tj. These

generalised Wilcoxon scores s u m to zero. The test procedure after
the scores are assigned is the same as for logrank test.

2.4 Parametric survival models
The distributions that are most commonly used in the analysis
of survival data are :

• Exponential distribution

• Weibull distribution

• Gamma distribution

• Lognormal distribution

The exponential distribution is the simplest life-time
distribution having a constant hazard function

l(t) = X for all t>0 (2.4.1)

and its survival function is

20

Chapter

2.

Literature review of basic methods of survival Analysis

S(t) = e~Xt

t>0

(2.4.2)

D u e to the assumption of a constant hazard rate, its
application is very restricted, but it was the first survival model to
be commonly used in survival analysis.
Zelen (1966) was the first to point out that analysis methods
are very sensitive to departures from the exponential model and
should be used with great care.
The Weibull distribution is the most widely used survival
model. This model provides a flexible class of distributions of which
the exponential is a special case. Its hazard function and survival
function are respectively:
X(t) = Xy(Xt)J-1 ;>0 (2.4.3)

S(0 = exp(-aOr) t>0 (2.4.4)

where X and /are scale and shape parameters.

The Weibull distribution is a two parameter generalisation of
the exponential model. Another such generalisation is the g a m m a
distribution. The survival and hazard functions of the g a m m a
distribution involve the incomplete g a m m a integral,

]xk-le~xdx

w =

*-rW21
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and are respectively:
S(0 = l-/*O0

(2.4.6)

A(^exp(-W)-'
l-Ik(Xt)
If k=l, the gamma distribution reduces to the exponential.

The lognormal distribution is also widely used in survival
analysis. For this model loge T has a normal distribution with mea
(LL and variance o2, and its survival function is given by:

1

5(0 =

°° 1

1

A

2

j=j-cxV[
ta^/2 n \ x

-(\ogeax) ]—
2 cr

(2.4.8)
x

= l-G(logeat/(j)
where G(y) is the cumulative function of the standard normal
variate and the corresponding hazard function is given by,

i

!gi^sizE)

A(t)=fgV^to
1 _ G( g
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2.5 Graphical Methods
Graphical methods can be very simple and effective. In
comparing survival data to a parametric model, various plots can be
useful. The most useful plots are related to the various functions
used in assessing survival data.
For uncensored data, a histogram or a smooth estimate of the
probability density function of the survival time distribution will
give some guide as to shape. It m a y well rule out some models, eg
the exponential, but can not be easily used to distinguish between
other models, nor to estimate their parameters. Also, with censored
data, adjustment of the estimated probability density function to
allow for censoring is non-trivial. Density plots are not very
effective in survival analysis.
Before proceeding to consider using plots of (functions
estimated from) survival data, it is worth considering the form of
various plots for particular models.

For the exponential distribution;
X (t) = X thus H(t)-Xt

and the time to failure t can be

written as a function of cumulative hazard H, t = — H(t)
X
Since time to failure is a linear function of the cumulative hazard, t
plots as a straight line function of H, the slope of the line is the
m e a n survival time K o f t h e distribution.
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For the Weibull distribution;
X ( 0 = Xy(Xt)r_1

t > 0, and the cumulative hazard function is,

H(t) = (Xt)7, and the time to failure can be written as a function of
the cumulative hazard ,

f = j-[ff(0] Ur
1 1
\ogt = log— + - log 7/(0

or

X

y

Since logt is a linear function of log H(t), t plots as a straight-line
function of H(t) on log- log paper. The slope of the straight line is
Yy

In addition, for l o g # ( 0 = 0 or H(t) = l, consequently

log(0 = log(Yx)' anc*tnus tne corresponding time t equals j/j.
This fact is used to estimate j / and consequently X.
For the lognormal distribution, the cumulative hazard
log t — IA
function can be written as H(t) = loge [1 - G (
— ) ] , therefore
the log of the survival time t as a function of the cumulative hazard
H is;
log(0 = ^ + crG-1 [1 - e~m) ] where G~l is the inverse of the
standard normal distribution function G. Thus log ( 0 is a linear
function of G~l [1 - e~H^ ]. The slope of the line straight line is the
value of the parameter a.

2.6 The Proportional Hazards Model
Cox (1972) introduced a n e w form of likelihood function
k n o w n as partial likelihood, and encouraged the inclusion of time-
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dependent covariates. H e also demonstrated h o w the comparison of
two or more than two treatment groups might itself be put in the
form of a proportional hazards model and proved that this
approach is asymptotically equivalent to the Mantel-Haenszel
logrank test.
The usual models for survival analysis assume that an
individual's characteristics m a y influence the underlying hazard
function which determines the survival distribution.
In the proportional hazards model, the survival time of each
individual in a population is assumed to follow its o w n hazard
function X(t;z), expressed as:
X(t;z) = X0(t)ezl3 (2.6.1)

where X0 (t) is an arbitrary unspecified base-line hazard function
for continuous t, z a vector of measured values of covariates, and /3
the vector of regression coefficients associated with these covariates
that is the same for all individuals. If none of the covariates has any
systematic influence on the hazard function, that is w h e n p=0, then
all individuals would follow the same hazard function X0(t),
regardless of their covariate values. The conditional density function
of T given z can be written as:

f(t;z) = X0(t)ezfiexrj -ez^ j" X0(u)du

25
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T h e conditional survival function for T given z is:
S(f;Z) = [S0(0]exp(2/J) (2.6.3)

where

S 0 (0 = exp

-J X0(u)du

(2.6.4)

o

Thus the survival function of t, for a covariate value z, is to be
obtained by raising the base-line survivor function to a power.

2.7 Method of Estimation
C o x (1975) proposed a method of estimation using the partial
likelihood function. Let tx <t2 <

< tk be the observed distinct

failure times. Suppose for the m o m e n t that no ties are present in the
data, and the censoring mechanism is independent of the failure. Let
us consider the set R(tt) of individuals at risk prior to tt. T h e
conditional probability that item i fails at /,- given that the items
R(ti) are at risk and that exactly one failure occurs at ti is:

X(ti',Zi)

expfc-fl)

lleR^H^l) ZleR(tifMziP)
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The likelihood forft,is then,
(

^

exp(ZiP)

(2.7.1)

/=i ^IsRit^ViZtP)

Equation 2.7.1, is termed as partial likelihood, because the full
likelihood will involve the nuisance function X0 (t). The log
likelihood becomes

logL(/3) = X\(ZiP) -log
i=\

1W)

(2.7.2)

leR(t;)

This likelihood has been constructed as though the
experiments at each failure time were independent of each other. In
fact they are not independent since the items at risk at time ti will
depend on the outcome of the experiment at t^.
C o x (1972) employed this log likelihood equation, to obtain
formulae for iterative estimation of the regression coefficients and
their variances and covariances. The proportional hazards model
requires that, for any two covariate sets z\ and z2, the hazard
functions are related by:

X(t;Zy)ocX(t;z2)
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Although this relationship is descriptive of many situations,
sometimes there are important factors, the different levels of which
produce hazard functions that differ markedly from proportionality.
T o accommodate such factors, a simple extension of the model is
available.
Suppose there is a factor that occurs on q levels and for
which the above equation m a y be violated. The hazard function for
an individual in the jth stratum (or level) of this factor is defined
as:
X(t;Zy)ocX0j(t)exp(zP) for jf=l, 2, q. (2.1 A)

where z is the vector of covariates.
The base-line hazard functions, X0l(.), ,A0 (.), for the q strata
are allowed to be arbitrary and are completely unrelated.
Let t:y, ,tjnm be the failure times of the n- items in the
jth stratum and z jl?

,Zjn. be the corresponding covariates. Let

rj be the rank vector for the jth stratum, the given model is
invariant under the direct product of groups of differentiable
monotone increasing transformations acting on the time scale in
each stratum. T h e marginal likelihood of P is then proportional to
the marginal probability of rx,

L{p)ocf[fj(rj',p) (2.7.5)
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where /. (r;- ;p) is the marginal likelihood within jth stratum.

2.8 Proportional Hazard Assumption
Cox's model is considered as a major framework for survival
analysis. However, there are some weaknesses in this model. First
the assumption of proportionality m a y not hold.
The proportional hazard (PH) assumption requires that the
hazard ratio (HR) is constant over time, or equivalently, that the
hazard for one individual is proportional to the hazard for any other
individual, where the proportionality constant is independent of
time.
The estimated hazard ratio is:

HR

=H ^

(2.8.1)

X(t,z)
where, z (exposed group) = (zy ,z2,
z(unexposed group) = (zy, z2,

,zp)
,zp)

P- r\ %

X0(t)exp^piZi
Thus,

HR =

(2.8.2)
XQ(t)QXp2^PiZi
i=l

Jr

/v

j.

(This equation does not involve t)

= exp
./=i
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Note that the baseline hazard function X0(t) appears in both
the numerator and denominator of the hazard ratio, and cancels out
of the formula. Hence the estimated hazard ratio is constant and does
not involve t; this is the essence of the proportional hazards
assumption.
In medical research it is quite c o m m o n to encounter
situations where this assumption is violated. For example,
individuals in the treatment group (eg surgery) m a y have a high
hazard rate at the early stage of treatment. However, the benefit of
treatment m a y be substantial after this early stage. In this case, the
graphs of the hazard functions in the treatment and control groups
would cross.
In medical research Cox's analysis is sometimes used without
proper checks of model fit (Arjas, 1988). This issue of model
checking became extremely important with the immense popularity
of Cox's model. T o verify the proportional hazards assumption
several procedures have been suggested. C o x (1972) suggested
testing the validity of the proportional hazard assumption by timedependent covariates.
Gray (1990) proposed graphical methods for evaluating the
fit of C o x regression models in survival analysis. H e proposed a
procedure to estimate the baseline hazard separately within
subgroups by applying kernel-based smoothing to standard
cumulative hazard estimates. The different estimates should be the
same, to within sampling variability, when the model is correct.
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Lin (1994) proposed a class of estimation functions for the
vector of regression parameters in the C o x proportional hazards
model with possible time-dependent covariates, by incorporating the
weight functions, commonly used in weighted log-rank tests into the
partial likelihood score function. The resulting estimators behave
m u c h like the conventional m a x i m u m partial likelihood estimator in
that they are consistent and asymptotically normal. W h e n the C o x
model is inappropriate, however, the estimators with different
weight function generally converge to non-identical constant vector.
Based on these facts a method of goodness-of- fit is developed for
the C o x regression model by comparing parameter estimators with
different weight functions.

2.9 Weaknesses of Cox's Approach
There are several options available for analysis w h e n the
proportionality assumption is not valid. First, analyse by stratifying
on the exposure variable; that is do not fit any model, and instead
obtain Kaplan-Meier curves for each exposure group separately.
Second, fit one C o x model for early times and a different C o x
model for later times to get two different hazard ratio estimates.
Third, fit a modified C o x model that includes time-dependent
variables that measures the interaction of exposure with time. This
model is called the Extended C o x Model (Cox, 1975).
The C o x proportional hazard model restricts the log-hazard
ratio to being linear in the covariates. A smooth non-linear
covariates effect m a y go undetected in this model, but can be well
V
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approximated by a spline function. Sleeper and Harrington (1990)
extended the B-spline method to Cox's regression model. They
removed the linear restriction on the log-hazard ratio by
transforming a continuous covariate into a vector of fixed knot basis
splines. There has been modification of some of the smoothing
methods to cope with the survival data setting where the response is
subject to censoring. Specifically, Hastie and Tibshirani (1990)
extended Cox's model by replacing the linear function of covariates
with some additive smooth function. They discussed an exploratory
technique for investigating the nature of covariate effects in Cox's
proportional hazards model. This technique features an additive
p

term X//(*(/)'

p
m

pl

ace

°f

tne

usual linear term X*///^/ • The

i

i

fj(.) are unspecified smooth functions that are estimated using
scatter plot smoothers. These functions can be used for descriptive
purpose or to suggest transformations of the covariates. The
estimation procedure is a variation of the local scoring algorithm
for generalised additive models (Hastie and Tibshirani, 1986).
Gray (1992) also gave a flexible method for analysing
survival data using splines. The idea is to use fixed knot splines with
a fairly modest number of knots to model aspects of the data, and
then to use penalised partial likelihood to estimate the parameters of
the model. H e proposed test statistics, which are analogues to those
used in traditional likelihood analysis, and approximations of the
distributions of these statistics are suggested.
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Changes over time in the influence of covariates are not so
easily discovered, and Cox's model is not well suited for a detailed
description of the time-varying effect of covariates (Aalen, 1989).
The proportional hazard assumption is vulnerable to
modification in the number of covariates modelled and to the
precision of their measurement. If covariates are deleted from a
model or measured with a different level of precision, the
proportionality is in general destroyed. Struthers and Kalbfleisch,
(1986) examined the properties of Cox's partial likelihood and the
results are used to investigate the effects on estimation if the true
model is accelerated failure time, or if covariates are omitted from
the proportional hazard model.
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CHAPTER 3
TREE-BASED METHODS
3.1 Introduction
Tree-based methods were originated by social scientists.
They were introduced by Morgan and Sonquist (1963), motivated
by specific problems in survey data analysis. These problems
included a variety of information about each individual interviewed
in a survey. The very richness of the data creates problems of h o w
to handle them. There are errors in all the measures, not just in the
dependent variable and there is little evidence as to the size of these
errors, or as to the extent to which they are random. O n top of
measurement error, sample variability leads to problems with the
proper application of statistical techniques. Interaction effects,
which exist in almost all surveys, cloud the concept of main effects.
Logical priorities and chains of causation m a y also be present; that
is, some of the predicting characteristics are logically prior to
others in the sense that they can cause them but cannot be affected
by them. For example, where a m a n grows up m a y affect h o w
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m u c h education he gets, but his education cannot change where he
grew u p ( M o r g a n and Songuist, 1963).
Tree methodology was infeasible before computers. Binary
trees give an interesting w a y of looking at data in classification or
regression problems. They should not be used to the exclusion of
other methods. They are not always better, but do add a flexible
non parametric tool to the data analyst's arsenal.

3.2. Classification Trees
Classification uses data based rules to predict a class for a
particular subject. The basic purpose of a classification study can be
either to produce an accurate classifier or to uncover the predictive
structure of the problem.
Tree structured classifiers can be introduced using an
example from Breiman et. al. (1984), a study of heart attack
victims. At the University of California, w h e n a heart attack patient
is admitted to San Diego Medical Centre, 19 variables are measured
during the first 24 hours. These include blood pressure, age and 17
other ordered and binary variables summarising the medical
symptoms considered as important indicators of the patient's
condition.
The goal of the medical study was the development of a
method of identifying high risk patients (those w h o will not survive
at least 30 days) on the basis of the initial 24 hours' data.
Figure 3.1.1 is a picture of the tree structured classification
rule that was produced in the study at San Diego Medical Centre,
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California. The letter F means not high risk; G means high risk.
This rule classifies incoming patients as F and G depending on the
yes-no answers to at most three questions. Its simplicity raises the
suspicion that standard statistical classification methods m a y give
classification rules that are more accurate. W h e n these were tried,
the rules produced were more intricate, but less accurate.

Blood\
yes

no

/ preasureX
>91<
\

G
/ Age \
>6X5< \
yes

no

/
F

/Is \
/ Simus \
yes

G

/Tachycardiax no
/ / present \

F

Fig 3.1.1 T h e tree structure classification rule produced
in the study at S a n Diego Medical Centre, California.

The tree structured classification rule of figure 3.1.1 gives
some interesting insights into the medical diagnostic problem. A n
important criterion for a good classification procedure is that it not
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only produces accurate classifiers (within limits of the data) but that
it also provides insight and understanding into the predictive
structure of the data.
W h a t makes data sets interesting is not only their size but also
their complexity, which can include considerations like high
dimensionality, a mixture of data types, non standard data structure
and perhaps most challenging, model heterogeneity. That is,
different relationships m a y hold between variables in different
parts of the measurement space.
Tree-based methods became a popular applied statistical tool
with the availability of the C A R T algorithm (Breiman, et. al,
1984). C A R T is an interesting, and often powerful, alternative to
parametric methods in classification and regression. It arrives at
prediction by constructing binary trees. The so called binary tree
is obtained by recursive partitioning of the risk set.
At each stage the sample is split according to the question "Is
x{ <c " (univariate split), "Is X a i x ; -c " (nnear combination
i

split) and does xt e A (if xt is a categorical variable). The method
searches to find the best split, with the goodness of a split measured
by h o w m u c h it decreases the variability of the subsample.
L o h and Vanichsetakul (1988), proposed a n e w classification
rule pointing to a particular weaknesses in C A R T , namely its
slowness with large data sets, and inaccuracy compared to linear
discriminant analysis ( L D A ) , (Breiman et al. 1984, sec. 5.7). T h e
technique proposed alternative procedures for each main step of the
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classification tree construction. A modified version of LDA is used
to generate linear combination splits. A principal component
analysis of the correlation matrix is done at each node. Linear
discriminant functions are calculated from those principal
components whose eigen value exceeds p times the largest eigenvalue (P is user defined ). F ratios are used to decide w h e n to
split and w h e n to stop splitting. The focus of the n e w rule is
computational and execution speed.

3.3 Regression Trees
A tree structured prediction is similar to a tree structured
classifier in the sense that a space X is partitioned by a sequence of
binary splits into terminal nodes. In each terminal node n the
predictor response value y(n) is constant.
Regression trees have a number of potential advantages over
linear regression models. Prediction of the outcome variable is
greatly simplified, as one has only to determine the correct
terminal node for a n e w case with the answer to a small number of
dichotomous questions about the value of specific covariates. This
simple structure provides easier interpretation than a regression
equation, as one can quickly determine those variables most
important for the prediction of outcome. Regression trees do not
require distributional assumptions and they tend to be more
resistant to the effects of outliers. Tree-structured methods identify
effects of covariates within subgroups in contrast to regression
methods which examine effects across the entire learning sample.
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Regression trees also are better at detecting interactions a m o n g the
variables than are stepwise regression techniques.
A classification tree with two classes can also be viewed as a
regression tree with a binary response variable. Therefore there is
a strong family connection between two-class trees and regression
trees (Breiman et al. 1984).
In general the best split at a particular node is the split which
most successfully separates the high response values from the low
ones. A n alternative form, given by Breiman et al. (1984), is based
on minimising the within node s u m of squares.

3.4. Regression Trees For Censored Survival
Data
The C A R T algorithm provides a very powerful analysis tool
for exploring the structure of a set of data and for predicting the
outcome of n e w cases. These characteristics would be extremely
useful in clinical trials in gaining an understanding of those patient
characteristics important in determination of prognosis and h o w
these factors interrelate. In a clinical setting, however, the outcome
of primary interest is often duration of survival time to failure, or
s o m e other incomplete (censored) outcome.
Davis and Anderson (1989) extended the methods of Breiman
et al., (1984) to censored survival data with use of a partitioning
criterion based on exponential log-likelihood loss. Recall that the
exponential model is characterised by a constant hazard function
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given in equation 2.4.1. For an exponential model the likelihood
function can be defined as:
., ,

A- „r it

fO

censored

l

Likelihood=riA e ' where ct=<

(3 4 1)
[1 uncensored

i=l

and the log-likelihood is given by

Log-likelihood=ln(A)X^ - AX*,- (3.4.2)

where ct and af are respectively the numbers of censored and
failed observations at time tt respectively. T o account for
prognostic differences based on covariate information, equation
2.4.1 is modified as
X(t) = Xj

for all t in group j,

where the groups are defined by the covariates. For an ordinal
covariate that takes on i distinct values, the number of
computations required to determine the optimal split point is only
of order i. A s the split point k is changed and an individual is
moved from one daughter node to the other, the loss function is
updated by the survival experience of that single case.
The split selected is the partition that minimises the loss among the
possible binary splits defined by the covariates. For instance the
proposed loss function for a node n is
R(n) = -L(n) = Dn-Dn \og(D»/Y ) (3.4.3)
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where Dn is the number of complete observations at the node and
Yn = X ) 7 ; is the total observation time. This function has the
n

property that the overall loss for a tree cannot increase as the result
of additional splitting, since adding an additional split is equivalent
to fitting an additional parameter, which can only increase the
likelihood. Davis and Anderson (1989) integrated the proposed
algorithm into existing computer programs to provide a powerful
analytical tool.
In contrast to a standard classification/regression tree, it is
important to realise that in a survival tree the total sample size
varies over time as subjects are removed by censoring or failure.
The number of subjects within each node also varies with time.
This phenomenon can be very easily grasped from figure 3.3.1.
The vertical distance between the curves labelled U and A
indicates the number of subjects failed, the distance between curves
labelled A and B indicates the number of subjects censored and the
distance between the time axis and the curve labelled B indicates the
number of survivors as a function of time.

3.5 Survival Trees For Time-dependent
Covariates
Tree-based methods can be used for the investigation of timedependent covariates in survival analysis, in which the estimated
risk of a patient's survival is allowed to change from one time point
to the next as the values of the covariates change.
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of Subjects

0

500

1000
time

1500

Fig. 3.3.1. Varying sample size over time.

Bacchetti and Segal (1995) extended the tree-building
procedure to allow for a time-dependent covariate vector z (0For survival data, the outcome observed for subject k is (yk,Sk),
where yk is the last observation time and 8k is 0 or 1, depending
on whether the subject died at yk or was censored at that time. Let
tt denote the ith distinct failure time, ik denote the left truncation
time, t*k the last observation time when Zjk (0 ^ c where c is the
cutpoint.
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For a split based on the form "Is z j ( 0 ^ c ?", subjects with
Zjk ( 0 ^ c for all £ contribute only to the left node and those with
Zjk ( 0 > c contribute to the right node at all times. But subjects with
Zjk(t) < c for some failure times and zjk(t) > c at other failure
times accordingly contribute to the left node some of the time and
to the right node at other times.
Subject k is considered part of left node at failure times tt
such that xk < t{ < tk and part of the right node if tk < tt < yk.
Subject k's survival experience can be viewed as the nonoverlapping survival experience of two pseudo subjects & x and k2.
Pseudo subject kx is only at risk up to time tk, i.e is right censored
at tk while k2 is not at risk until after tk ie is left truncated at t*k.
General time-dependent covariates can be accommodated by
splitting the observations into more than two pseudo-observations.
T o visualise the pseudo-subject approach, right and left
censoring, consider figure 3.5.1 for a single subject on time line:
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Right censoring

Figure

3.5.1

Left censoring

Failure/Censoring

Visual presentation of pseudo-subject
approach
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CHAPTER 4
THE TRANSITION APPROACH
4.1 Forms of Time-dependent Covariates
There are various forms of time-dependent covariate which
can arise in a survival study. See Fig. 4.1.1.

z(t)

0

(a): Step

w

(b): Linear

(c): Irregular or Non-monotone

Figure 4.1.1 Different forms of time-dependent
covariates
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(i) Step function
Delayed treatment, such as a heart transplant after a waiting
time, is an example of this form of covariate. A subject w h o was
transplanted after a waiting time w would have an indicator
covariate of the form;

fO, t<w
z(t) = \
[1,

(4.1.1)
t>w

Another example of a step function would arise if some
dichotomous risk factor changes some time after entry into the
study.

(ii) Linear function
Calendar time is one example of a linear time-dependent
covariate. Provided that dates and survival times are measured in
the same units, a subject w h o entered the study at date e would
have a covariate of the form

z(t) = e + t (4.1.2)

Another example of a linear time-dependent covariate is current
age. Usually age at entry date is considered as a fixed covariate, but
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in a long-term study it is possible that survival prospects might
vary as a subject becomes older.

(iii) Irregular, Non-monotone function
In some studies, subjects are monitored on a regular basis, so
that longitudinal data on covariates such as blood pressure are
available.
For any covariate, whether fixed or time-dependent, tree
methods require the determination of a cutpoint or threshold value
c, so that individuals can be classified according to whether this
covariate is < c or > c. For a time-dependent covariate, it is
possible for one individual to belong to different nodes at different
times. A positive changeover time is defined as a time at which a
time-dependent covariate moves above its threshold, while a
negative changeover time corresponds to a movement below a
threshold. For a step function or linear function, at most one
changeover time can occur for a particular individual, but in
general there can be multiple changeover times, alternating between
positive and negative.

4.2 Time-dependent Covariates
Bacchetti and Segal (1995), extended the regression tree
methodology to successively accommodate right-censored survival
data, left truncation, and time dependent covariates.
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The pseudo-subject approach (detailed in section 3.5) is
introduced to accommodate time dependent covariates in treebased methodology. The basic idea behind this approach is the
inclusion of some of the subjects to two different nodes at different
time points. S o m e of the subjects clearly contribute to left or right
nodes, but s o m e subjects need to contribute to the left node some of
the time and to the right node at other times.
Rather than introducing "pseudo subjects", an alternative,
simpler formulation is to focus on transitions rather than subjects.
A transition is defined as an event involving a single subject at a
point in time, which could be failure, right censoring, or a
changeover time. Note that although each transition involves a
single subject, a particular subject m a y undergo multiple
transitions.
The transition approach is applied to binary trees in this
thesis. It is possible to extend the approach to ternary splits and the
research area is wide open for such considerations.
The time-dependent variables as well as fixed variables will
stay in the analysis after they have been used for a binary split at
one level. Refer to search functions in section 7.13.
Let yir denote the type of the rth event occurring at time tt.
Types 0 or 1 correspond to right censoring or failure respectively.
T h e binary labelling scheme, given in the next section provides a
clear and concise w a y of specifying the types of changeover
transitions. A type n event, where n > 1, corresponds to a
changeover from node n to its sibling node. Such a changeover will
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simultaneously affect nodes along a path beginning at n and
another path beginning at its sibling. The sibling node is implicit in
the binary labelling scheme. Similarly, any path can be specified by
its initial node and final node and therefore does not need to be
explicitly listed.
Every transition refers to a unique subject, and this subject
can be classified by an old terminal node uir immediately before the
transition and a n e w terminal node vir immediately after the
transition. (In the case of a failure or censoring transition, the n e w
terminal node is a missing value.) The quadruple (ti,yir,uir,Vir)
provides a complete specification of a transition.

4.3 Labelling Nodes
Let n denote the position of a node within a tree, arising
from a sequence of binary splits. Rather than labelling nodes
according to the sequence in which they were produced, as is done
by most authors, it is convenient to use a fixed labelling system as
shown in figure 4. 3.1. W h e n binary notation is used, all
descendants of a node begin with the binary expression of that
node. For example, the descendants of node 10 are 100, 101, 1000,
1001, 1010 and 1011, all of which begin with 10. The ancestors of
a node are found by successively removing the final binary digit.
For example, the ancestors of node 1101 are 110, 11 and 1, which
are found by successively removing the final digit from 1101.
Finally, sibling nodes are characterised by having identical binary
expressions apart from the final digit. A final digit of 0 denotes a
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left node while a final digit of 1 denotes a right node. For example,
110 and 111 are sibling nodes .

100

101

110

A A

111

/\ A

1000 1001 1010 1011 1100 1101 1110 llll

Figure 4.3.1. Fixed binary labelling scheme
In most applications, some branches of the tree will terminate
earlier than others. The same fixed labelling scheme is used in this
case. This means that some labels will not be used, as illustrated in
figure 4.3.2.

1100

noi

Figure 4.3.2. Eliminating s o m e labels

It is worth noting that the important issue pertaining to
labelling nodes is the specification of a position for a particular
subject. At any point in time, a particular subject can be classified
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as belonging to one of the terminal nodes. When the binary node
labelling scheme is used, this terminal node can be readily
computed in terms of indicator variables. Starting from node 1, the
daughter node is found by doubling the number of the parent node
and adding the indicator variable associated with the corresponding
branching variable and cutpoint (1 if covariate is above the cutpoint
and 0 otherwise). This process is continued until reaching a
terminal node. For example, a subject in terminal node 6 is found
by the sequence of calculations 1, 1 x 2 + 1 = 3 , 3 x 2 + 0 = 6.
In the subsequent part of the thesis, decimal notation such as 6 will
be used rather than binary notation such as 110, but the labelling
scheme will continue to be based on binary logic.

4.4 Growing a Survival Tree
In the context of ordinary classification and regression trees,
a tree m a y be "grown" step by step by choosing whether or not to
continue branching from any current terminal node, and if so,
choosing an appropriate covariate and cutpoint for the daughter
nodes. The original sample is progressively split into smaller
subgroups as branching continues.
In the case of a survival tree with time-dependant covariates,
the classification of subjects is dynamic rather than static. The
concept of growing a tree is therefore m u c h more sophisticated.
Each n e w level of branching involves the inclusion of additional
transitions, some of which m a y take place prior to the transitions
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already considered in the lower level branches. Consider the
following example, in which the original tree has three nodes.
Nodel

Node 2

Time

Type

Node 3

Old terminal
node

N e w terminal
node

70

0

2

NA

189

1

3

NA

Suppose that a time-dependant covariate is used for
branching at node 3. A subject w h o belongs to node 3 in the
original tree initially belongs to node 6 in the new tree, but moves
to node 7 at time 60. The new table of types and terminal nodes
contains an additional transition time 60, which takes place prior to
the transition times 70 and 189.
Nodel

Node 2 Node 3

Node 6 Node 7
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Type

Old terminal
node

N e w terminal
node

60

6

6

7

70

0

2

2

189

1

7

7

B y adopting the binary labelling scheme described in Section
4.3, a tree can be specified very succinctly by a list of pairs
(jn,cn), where jn identifies which covariate is used for branching
from node n and cn denotes the corresponding cutpoint. The
smaller binary label among a pair of sibling nodes will always
correspond to the < branch from the parent node. In the case of a
terminal node, (jn,cn) are missing values. N o additional
information about the structure of the tree is necessary as
relationships between nodes are implicit in the binary labelling
scheme. Computer implementation is greatly facilitated by use of
the dynamic transition approach and binary labelling scheme.
A detailed discussion of the choice of branching covariates
and cutpoints is given in chapter 6. In the case of fixed covariates,
an approach suggested by some authors (for example Bacchetti and
Segal (1995)) is to maximise the Tarone-Ware statistic over all
possible branching variables and cutpoints. For time-dependant
covariates this approach can be extended but the computation is
m u c h more intensive, as each new value of a cutpoint involves a
n e w set of changeover times. In order to properly address the
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problem of choosing branching covariates, the purpose of
constructing the tree needs to be considered. Prognosis of future
subjects, identification of risk factors, comparison of treatments,
and checking of modelling assumptions are different aims which
could require quite different tree structures.
W h e n a list 0'i>ci)>02>c2)' ••• has been chosen, the next step
is to calculate the changeover times corresponding to each timedependant branching covariate. For some subjects there will be no
changeover time, and in the case of a non-monotone covariate there
m a y be multiple changeover times for the same subject. Associated
with each changeover time is a type y, old terminal node u and
n e w terminal node v as described in Section 4.2. These collectively
specify the corresponding transition. These transitions are appended
to the failure and censoring transitions and the combined transitions
are sorted according to time.

4.5 Modified Kaplan-Meier Method
The standard Kaplan-Meier method for non-parametric
estimation of a survival curve can be easily modified to handle
variable sample sizes. Let tx, t2,

,tn be the ordered times at

which any type of transition occurs. Such transitions include failure
and censoring, as well as node changes. The Kaplan-Meier survival
estimate at tt involves updating the estimate at the previous time
tt_y by multiplying by the proportion of survivors observed among
those at risk at the beginning of the time interval (Kaplan and
Meier, 1958). Usually, the number at risk is updated by simply
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subtracting the numbers of failures and censoring in the previous
time interval. W h e n movements from one node to another are
possible, the number at risk must also be increased or decreased at
all relevant nodes.
Let min and ain denote the number at risk at the beginning of
the ith time interval, and the number of failures at time tt, in the
nth node. At time 0, all subjects are still at risk, so that mQn = mln
is the initial number of subjects in node n , and m 0 1 =mlx

= M.

The quantities min and ain can be computed via the following
algorithm.
Consider transitions one at a time, in chronological order.
W h e n a n e w value of t; is encountered:

m i+l,n<r~ m , in
ain <r- 0

If

for all n

yir = 0, then

mi+ljl <r- mMn

-1

y.r = l,then

mi+ln <- mi+ln
ain <r- ain + 1

-1

yir > 1,

then mi+yn <~ mi+ln -1

for n = uir and
all of its
ancestors

forn = uir and all
of its ancestors

for all nodes n
on the path
between yir and
U

ir
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and

m

M,n <~ ™i+\,n + !

for all nodes n
on the path
between the
sibling of yir and
vir

The modified Kaplan-Meier estimate of the survival function at
node n is given by:

s„a,)=n
*=1V

m

£n ~ akn

(4.3.1)

m kn

Note: <- refers to assignment statement.
A tree constructed using the above algorithm m a y look like
the one given in figure 4.5.1.
Nodes denoted by circles are the nodes considered for
further splitting, and the ones represented by squares are the
terminal nodes. T h e numbers m ,tw and C refer to adjusted
sample size (see section 4.5), the value of the Tarone-Ware test
statistic (equation 2.3.7) and the cutpoint respectively.

4.6 Adjusted Sample Size
In the case of time dependant covariates, some subjects
belong to certain nodes for only a fraction of their survival times.
T o avoid double counting, one approach is to calculate an "adjusted
sample size" at each node by summing the proportions of time spent
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in this node over all subjects. For example, if a certain subject
moves from terminal node 2 to terminal node 6 at time 4, and is
right-censored at time 10, then the contribution to adjusted sample
size is 1 at node 1, 0.4 at node 2, 0.6 at nodes 3 and 6, and 0
elsewhere.
The adjusted sample size at node 1 is given by the total
number of subjects. For any particular subject, the s u m of
contributions to two daughter nodes is equal to the contribution to
the parent node, and therefore the adjusted sample size also satisfies
this additivity property. B y a similar argument, the s u m of
adjusted sample sizes over all terminal nodes is equal to the total
number of subjects. In other words, adjusted sample size satisfies
most of the familiar properties of ordinary sample size in a tree
with no time-dependant variables, except that non-integer values
are possible.
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Nodel
< (m)\

)\twA
Split o n \
Covariate \

Node 10

(C)

/

\
v

Node

(m)

(?)X

X^wyv

/

(C)

/'Node 100
(m)

\

Node 101
(m)

Fig. 4.5.1. Tree constructed using the algorithm
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CHAPTER 5
PARALLEL TREES
5.1 Motivation
An important question in many survival studies is whether or not the
survival prospects of subjects w h o underwent treatment differed from
those w h o did not. W h e n there is a waiting time until treatment, it is not
valid to simply use the indicator variable of treatment as a fixed covariate
in a C o x regression or tree analysis. T o understand why, consider a simple
example involving random selection, with probability p, of patients for the
treatment group after fixed waiting time w. Assuming that the treatment
has no effect, and that the survival function of a randomly selected patient
is S(t), the treatment group survival function will be equal to one between
0 and w, because the treatment group consists only of those patients w h o
survived their waiting time. After the treatment i.e for t>w the survival
function can be expressed as the conditional probability of survival at t
given survival at w .
In order to be included in the treatment group, a patient must
survive for at least the waiting time w. The probabilities of belonging to
the treatment or control groups are therefore pS(w) and 1 - pS(w)
respectively. For a patient in the treatment group, the survival function at
time t given survival time w is given by:
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1

for

S(t)
[S(w)

0<t<w

for t > w

The control group consists of patients w h o did not survive their waiting
time, and those w h o did survive their waiting time but were not selected
for treatment. Both subgroups contribute to the survival function for
0 < t < w, so that the survival function is:
S(t) - S(w) + (1 - p)S(w)
1 - pS(w)
=

5W-£S(w)

0<(iw

1 - pS(w)
Only the latter subgroup contributes to the survival function for t > w,
resulting in :
(l-p)S(t)
1 - pS(w)

t>w

It is worthwhile to note that the survival functions are still different
even if treatment has no effect.
In order to avoid bias, one approach is to compare the pre- treatment
and post-treatment hazard functions. Struther and Kalbfleisch (1986)
recognised the above difficulty in the context of the Stanford heart
transplant data. From the time of admission to the study until the time of
death, the patient was eligible for a heart transplant. The time to treatment
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(the waiting time) is denoted by W and the time to death by T. O n e
possibility would be to consider T and W as variables representing the
time to two different types of failure. O f interest is a comparison of
survival experience of post-treatment and pre-treatment patients. M o r e
specifically,

for f>0,let Xy(t)dt = P{Te[t,t + dt)\T>t,W>t} (5.1.1)

and, for t>w, let X2(t\w)dt = P{T<=[t,t + dt)\T>t,W = w}. (5.1.2)

We are interested in comparing these two hazard functions. This can
be achieved by constructing two separate trees. In order to m a k e
comparisons it is essential that there be no selection bias. O n e possible
approach to the analysis of such data is to specify particular parametric
forms for the hazards Xy(t) and X2(t\w). Alternatively, one might adopt a
nonparametric model such as:

Xy(t) = X\t); X2(t\w) = X*\t), t>w (5.1.3)

where the hazard is affected by treatment, but no further role is played by
the waiting times. Either approach could be modified to incorporate
covariates. Such types of situations can be very easily accommodated by
parallel trees. The method of parallel trees involves constructing separate
trees with identical or nested structure for two or more groups. If waiting
times are used only to determine w h e n transitions between trees occur, then
w e are implicitly assuming equation 5.1.3. Alternatively, waiting time can
also be used as a fixed covariate within the post-treatment tree.
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5.2 Aim
The aim of the parallel tree-based method is to compare different
treatment or exposure groups while allowing for the possibility of
unbalanced design and/or interaction effects. In order to m a k e meaningful
comparisons, the trees should either use identical branching variables and
split points, or possibly one tree could be nested within the other. Nesting
might be appropriate w h e n some covariates only exist for one tree, and
could take either of the forms given in figure 5.1.1.
TREE 2

TREE 1

Al

A2

A1

A2

TREE 2

Al

Figure 5.1.1 Examples of parallel nested trees
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The parallel tree-based method enables easy graphical interpretation.
It also enables easy communication between statisticians and medical
research collaborators. It facilitates both within and between trees
comparisons. It permits ready identification of possible interaction, and can
easily accommodate a covariate specific to only one group. Last but not
least, left truncation can be handled with ease.

5.3 Notation and computation
Consider the case of constructing parallel trees for two or more
groups.
Let yir be as defined in Section 4.2, with the additional of type -g to
denote a transition to group g.
Let gir be the old treatment group at time tt, corresponding to the
rth transition occurring at time tt. Note that left truncation can be handled
by setting g,>=0. A subject w h o is initially in group 0 is not considered to
be at risk until undergoing a transition into group g where g>0.
Let mt and a- denote in the gth group and nth node respectively,
the number at risk at the beginning of the ith time interval, and the
number of failures at time tt.
The algorithm in Section 4.3 can be extended to parallel trees by
accommodating the additional complication of between-tree m o v e m e n t as
follows:
If yir < 0, then

mi+lgn <- mi+ltgn - 1

forg = gir, n = uir and
all ancestors gir>0

and mi+ljgn <- mi+lgn +1 for g = -yir
n = uir and all ancestors
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The modified Kaplan-Meier estimate for the nth node within tree g
is given as:
fm

kgn

V

a

kgn

m kgn

(5.2.1)
J

Figure 5.2.1 illustrates the above algorithm, where yi r = -2
refers to a group change from group 1 to 2. Group 1 is losing one subject
from all nodes in the pathway and consequently that subject is added to all
nodes in the pathway of group 2.
Based on the algorithm in section 5.2, the appearance of typical
parallel trees is shown in figure 5.2.2.

yir = -2

g=2

g=l

Figure 5.2.1. Illustration of algorithm for group change
transition
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5.4 Selection of branching variables and cutpoints
Within a single tree, branching variables and cutpoints are selected
on the basis of maximizing the difference between daughter nodes as
measured by a class of logrank statistics (Tarone-Ware, 1977). The optimal
branching structure will vary between trees for two or more subgroups.
The sort of compromise used in this thesis is to use the test statistics based
on sums of squares from different groups. Detailed discussion is deferred
until Chapter 6.
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GROUP1

CH

Node 11

G ROUP 2
g2
Nodel

Node 10

Figure 5.2.2. Parallel Trees

66

Chapter

6. Splitting and stopping rule

CHAPTER 6
SPLITTING AND STOPPING RULE

6.1 Global and Local Optimisation Criteri
The basic element required for a tree growing procedure is a
goodness of split criterion. Existing methods for tree construction
m a k e use of different splitting and pruning strategies.
In this context, one approach is the maximisation of a global
optimisation criterion which measures heterogeneity between
terminal nodes. Equivalently, the criterion m a y be a pooled
measure of homogeneity within terminal nodes. Examples are the
s u m of squares criterion (Morgan et. al., 1963), likelihood
criterion (Davis et. al., 1989) and least absolute deviation criterion
(Breiman et. al., 1984).
For the s u m of squares criterion, let Y be the response
variable. Then, for the group as a whole the s u m of squares
explained by the m e a n is:

NY>JW
N
67
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and the total sum of squares unexplained by the mean is:

T(r-F)2=yy2-^ZL
^\

j

^

N

If the group is divided into / subgroups of size Ny, ,.
Nj , the global criterion to be maximised is:

Y^NjCYj-Y)2

The number of cases and the sum of the response variable for
any subgroup are enough to estimate h o w much reduction in error
sum of squares would result from separating it from the parent
group, where the error sum of squares is:
J

N

J

ll(Yij-Yjf
7 = 1 i'=l

The goodness of split criterion demonstrated by Breiman et.
al. (1984) is derived from an impurity function 0 defined on a set
the set of all J-tuples of numbers (py,p2,
pj > 0, ^Pj = 1 with the properties:

,Pj) satisfying

(l 1
(i)

<p is m a x i m u m only at the point -,-,

U J
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(ii) 0 achieves its minimum only at the points (1,0,0, , 0),
(0,1,0,

,0),

, (0,0,0,

,1),

(iii) 0 is a symmetric function of P\» , Pj
The impurity measure i(n) of any node n is defined as:

i(n) = (l)(p(l\n),p(2\n), ,p(J\n).
The global criterion to be minimised is:

*£p(n)i(n)
Terminal
nodes

A global optimisation based on a likelihood loss function
administered by Davis et. al.(1989), is detailed in section 3.4.
Another approach is the use of a local optimisation criterion,
based on a measure of difference between two daughter nodes. Note
that the difference in a global criterion before and after branching
defines a local criterion.
For example, if a split s of a node n sends a proportion pR
of cases in n to nR and a proportion pL to nL, the decrease in
impurity is

Ai(s, n) = i(n) - pRi(nR) - pLi(nL).

However a local criterion need not necessarily be associated
with a global criterion, e.g two-sample test statistics. The merits of
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the two-sample rank statistics (Gehan (1965), Prentice (1978),
Mantel-Haenszel (1959), Tarone-Ware (1977)) for censored
responses are discussed by m a n y previous researchers, including
Segal (1988).
It is only through the use of two-sample rank statistics that
best splits (predictor and cutoff) are preserved under monotone
transformations h, of Y to Y = h(Y). This is clearly a worthwhile
property w h e n there is no natural response scale in which to work.
Other advantages include robustness, insensitivity to outliers in the
response space and computational feasibility.
The use of least squares, and to a lesser extent least absolute
deviations, are subject to the familiar sensitivity to extreme Y
observations. In the regression tree setting, this is not necessarily a
drawback, since such outliers will be isolated into their o w n
terminal nodes. Still, the influence on overall tree topology can be
distorting and the interpretation of splits leading to the isolation of
the outlier can be problematic.
The principal motivation for changing the splitting criterion
was to enable tree techniques to be used for survival data, and with
the capacity to deal with the censored observations.
The splitting criterion is based on the Tarone-Ware class of
statistics detailed in section 2.3.
This class of statistics includes the logrank statistic (Peto and
Peto, 1972) w h e n wt=l, as well as m a n y others (Gehan, 1965;
Prentice, 1978; Tarone and Ware, 1977).
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6.2 Forward and Backward Stopping Rules
The A I D program (Morgan and Sonquist, 1963) determined
the desirable tree size by use of a forward stopping rule based on
the s u m of squares criterion.
The splitting rule advocated by Morgan et. al. is based on a
question depending on a preset threshold. If the reduction in error
sum of squares is larger than one percent of the total s u m of
squares for the parent group, i.e > . 0 l ( X ^ 2 ~ N Y 2 ) , then split; if
not, select the next promising group for search for possible
subdivision.
If a node becomes too small or the improvement resulting
from the best split is not sufficient then the node is declared as
terminal.
This criterion proved unsatisfactory because of the rigidity
of thresholds. In some cases, setting a threshold too small has a
consequence of growing a large tree. Alternatively, underfitting
would result from rejection of a split, precluding the emergence of
a subsequent worthwhile split.
Forward stopping rules detailed in C A R T (Breiman et. al.,
1984, Chap. 3), were redressed by initially growing a very large
tree in the first step and then iteratively pruning this tree all the
w a y back to root node, thereby creating a nested sequence of trees.
From this sequence of nested trees, the best tree can then be
selected by using a test sample or cross-validation estimates of
error.
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With unlimited computer time, the best way of growing the
initial large tree would be to continue splitting until each terminal
node contain exactly one unit. The size of the initial tree is not
critical as long as it is large enough; with a smaller but still
sufficiently large tree, the pruning process will produce the same
subtree.
The pruning process called "minimal cost complexity
pruning" (Sec. 3.2 Breiman et al., 1984) results in a decreasing
sequence of subtrees.
The methods of Breiman et al. (1984) were extended to
censored survival data by Davis and Anderson, (1989). The
splitting criterion employed is exponential log-likelihood loss
detailed in section 3.2.
Unfortunately the premise under which the backward
pruning of Breiman et al. is justified m a y not hold, because
required estimates for the within node errors are no longer
available (Zhang et. al., 1996). Breiman et al. (1984, pp. 313-317)
observed that the splitting rule used in the tree growing step tends
to favour end-cut splits, that is, splits in which the proportion of
subjects going to the left node is close to zero or one. T h e problem
was resolved by using a different splitting criterion. Zhang et
al.(1996) proposed a less technical solution to replace the suspicious
split with one which is competitive and that does not entail this
problem, by letting the researcher intervene in selecting splits.
S o m e particular issues are attached to tree-based methods in
epidemiological studies such as a relatively rare outcome (the
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probability of disease is usually less than .01) and the inability of
researchers' control over the growth of the tree to m a k e the
outcome consistent with the underlying science.
In the absence of time dependent covariates, Segal (1988)
proposed a backward like stopping rule based on a pruning
algorithm to analyse censored data. Initially a very large tree is
grown. Then each internal node is assigned the m a x i m u m split
statistic contained in the subtree of which the node under
consideration is root. These maxima are collected and placed in
increasing order.
The first pruned tree of the sequence corresponds to
removing all descendants from the node with the smallest
m a x i m u m . The second tree of the sequence is then obtained by
reapplying this process to the first tree and so on until all that
remains is the root node.
Essentially each internal node is linked with the m a x i m u m
split statistic contained in the subtree for which the node is the root.
The pruning is then determined by the order of these maxima. A
tree is selected by plotting the maximal subtree split statistics
against tree size and picking the tree corresponding to the
characteristic "Kink" in the curve; see Friedman (1985).
Another recursive partitioning procedure is brought forward
by LeBlanc and Crowley (1993). This procedure is based on
maximising the dissimilarity in the survival distributions of patients
between different regions of the covariate space. Dissimilarity is
measured with the log-rank test. The overall performance of the
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tree structure representing recursive partition is the s u m of the two
sample test statistics between sibling nodes of the binary tree. A n
optimal pruning algorithm similar to the C A R T algorithm is used,
and for the selection of tree size, resampling and permutation
techniques are used.
A rule splits the predictor space X into two disjoint regions.
This rule is applied recursively to the data until the space has been
split into m a n y regions, each containing only a few observations. A
split can be induced by any question of the form "Is XczS

where

S <z X ? " . Each split depends on the value of one predictor Xj.
Partitioning of node n involves finding a split, s, a m o n g all
variables, that maximises some measure of improvement, G(s,h).
Here G(s,h) is a standardised two-sample log-rank test statistic. A
tree is grown by finding the best split at each terminal node. The
best split, s , is the split such that G(s ,h) = m a x G(s,h). where sh
sesh

is the set of all possible splits of node h. If s is not unique, then
one of the maximal splits is arbitrarily chosen to partition the data.
The same splitting rule is applied recursively to the resulting nodes
until a large tree is grown with a small number of observations
falling into each node.

6.3 One-step Pruning
In the context of survival analysis, growing a large tree in
the first place is infeasible, due to computational complexity in the
presence of time-dependent covariates, and inability to obtain
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meaningful survival curve estimates w h e n the adjusted sample size
becomes small.
A better approach will be to explore forward stopping rules.
Instead of growing a large tree in the first place and then pruning
to get the final tree, a more feasible approach will be to m a k e use
of available factors for the decision to continue splitting the node
under consideration.
Factors to be considered for the decision of splitting include
the value of the employed test statistic for between node separation,
adjusted sample size at a parent node, and last, but not least,
scientific knowledge of the data. The whole procedure of splitting
or stopping will revolve around examination at each node site. The
following questions must be considered. Is a candidate split
scientifically reasonable? Are sufficient data available? Does the
split produce sufficiently heterogeneous daughter nodes?
The stopping rule advocated is a three w a y traffic. In the
first place, if the sample size at a node site is very small ( < 10),
then the node is declared as terminal. If the sample size is not so
small, then the value of the test statistic employed for the between
node separation will be incorporated to decide the split. If the
examination of the split based on sample size and test statistic leave
doubts regarding the split, then it must be supplemented by
scientific knowledge of the data. Introduction of scientific
knowledge in growing a tree makes the growing procedure semiautomatic, and allows room for the analyst to utilise his knowledge
of the disease or data. The introduction of scientific knowledge in
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growing trees is similar to the concept of repairing (Zhang, et. al.
1996). For example, if approximately similar split points have
been encountered in different parts of the tree it is natural to
consider whether these split points indeed differ. This situation can
be resolved by use of a significant test statistic or otherwise by
consideration of clinical significance. This procedure will allow
users to choose a split based on their o w n judgement or by selecting
from a list of competitive splits suggested by the computer
program.
T o grow parallel trees for different treatment groups, the
whole procedure will be the same with a little alteration to the use
of test statistic. The split function to reward large between-node
separation, is measured by employing the Tarone-Ware class of two
sample statistics, given in equation 2.3.7 with wt = 1.
In general a 5 % level of significance is recommended for
deciding to split the node under consideration.
Splitting a particular node is summarised by the following
steps:

1. Specify relevant candidate covariates.

2. Cutpoint and corresponding split statistic

The software developed for searching over the candidate
cutpoints associated with particular covariates incorporates the
current structure, so that relevant subjects are included.
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A s already said, in survival analysis some covariates m a y not
be relevant. The issue of the candidate covariate to be considered in
a particular study, can be resolved to some extent in consultation
with medical practitioners. A n y previous knowledge of the data can
also throw light on the inclusion or exclusion of covariates. It
means that scientific knowledge can be incorporated into the study
for the decision of covariate selection.
W h e n a decision is reached regarding the covariates, the next
step is the decision regarding a particular cutpoint and associated
covariate.
Ideally searching over pairs of cutpoints would be better if
any interaction exists between the two levels. In the presence of
interaction, it is possible to have good separation lower d o w n the
tree, even though the separation at the top level is poor. However
this would complicate the search procedure computationally. There
is also a logical complication involved. W e do not k n o w apriori
which of the following four structures is appropriate. Therefore it
is unclear whether to search over single cutpoints, pairs of
cutpoints or triples of cutpoints.

c.
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T w o Splus functions (detailed in Chapter 7) are developed
for the search over fixed and time dependent covariates.
Starting with the first covariate (fixed or time dependent)
considered for the study, the search functions will operate over all
candidate cutpoints. The outcome of the search functions will reveal
the significance of each candidate cutpoint, and the associated
covariate. A t this point, the value of the test statistic associated with
each cutpoint will reveal whether to stop or split the node under
consideration. The output of the search function will point to the
largest value of the test statistic and associated cutpoint for each
covariate under consideration. A t this point, the potential cutpoint
with a corresponding largest value of the test statistic is to be
considered as a cutpoint.
For parallel trees, the optimal cutpoint is the one for which
the s u m of the squared of Tarone-Ware for different groups is
maximised.
If the value of any of the test statistic for any cutpoint is
greater than the critical chi-square value with df= no. of groups
(.05 level of significance), then the split is implemented. Otherwise,
a tentative split is m a d e subject to the outcome of searches at the
daughter nodes. This is because the second level of branching m a y
reveal a significant cutpoint, which m a y have been overlooked due
to interaction at first level. If the result of the search at the next
level nodes also reveal no significant cutpoint, then the tree is
pruned upward and the node at the upper level is declared as
terminal. This phenomenon of a provisional split at the node under
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consideration in the absence of significant cutpoint, and possible
pruning back is named as one-step pruning.
The above procedure is repeated at each node site. For the
purpose of illustration, let us consider that the two newly
produced daughter nodes are node 2 and node 3, as shown in
figure 6.3.1.
Node-1

Node-2/

\

Node

"3

Figure 6.3.1 Illustration of splitting a node

To split node 2 or node 3 at the second level of branching,
the following steps are taken.
The first thing to observe is the adjusted sample size at the
parent node, produced by samp function (see chapter 7). If the
sample size is reasonable (greater than 10), then the split
criterion has passed the initial test. If the sample size at node 2 is
very small, then node 2 is declared as terminal, see figure 6.3.2.
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Node-1

Node-3

•

V._..„-*''

Terminal node

Figure 6.3.2 Illustration of declaring a node as
terminal.

N o d e 3 will be considered for the next split. The procedure
for the cutpoint and associated covariate selection is repeated and
will throw light on the significance of each cutpoint and associated
covariate.
Searching over pairs or triples of cutpoints will be
computationally infeasible if there exists a large number of
potential cutpoints. O n e w a y to overcome this difficulty is to
restrict attention to a small number of potential cutpoints. Multiple
testing also requires some compromise between goodness of split at
different locations. O n e approach is to use a s u m of squares of
individual Tarone-Ware statistics, as described for parallel trees.
For clarification of search functions, figure 6.3.2 is
produced.
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Start with undeclared
root Node

Locate potential
Branching Node

Search for best cutpoint for each candidate
Declare as terminal 1

Node

Select covariate with highest split statistic

J

Kparrh af danghfpr rinded

Modify cutpoint
Declare as branching node
and rrexte danghfpr nndpq

Pure daughter nodes
declare as terminal node

Figure 6.3.2

Flow Chart for Search Function
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CHAPTER 7
SOFTWARE DEVELOPMENT
7.1 Introduction
A n integral part of the thesis was development of S-Plus
programs to implement the transition approach. Development of
generalised functions was complicated because of m a n y factors,
such as variety of data structures, numbers of fixed and time
dependent covariates, specification of the particular split/branching
variables, consideration of multiple transitions for a particular
individual, and association of a particular node within a tree with
the covariate and cutpoint used for further branching.
It was not feasible to consider and deal with all these
constraints simultaneously; rather the problem was approached step
by step. T h e R P A R T routines were developed by Atkinson and
Therneau (1997) for implementing survival trees with fixed
covariates; but the software developed in this thesis will deal with
time-dependant covariates and parallel trees.
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7.2 Raw data
Survival data can be structured in a variety of ways. This
structure will become more complicated with the introduction of
time dependent covariates.
The functions developed for implementing the transition
approach require a particular structure. The columns m a y be
ordered in an arbitrary fashion, but if necessary the initial data set
must be pre-processed, based on the following criteria:
•

Each row of the data should correspond to a different
subject;

•

Survival times, both censored and uncensored, should be
stored in a single column;

•

O n e column should contain the censoring status, where '0'
represents right censoring and T represent failure;

•

A n additional column is required for each type of transition,
other than censoring/failure. This column should contain the
time of transition relative to the entry time, or a missing
value, 'NA', if an individual did not undergo this type of
transition;

•

A single column is required for each fixed covariate. In the
case of categorical data, it is assumed that the categories are
ordered, so that a binary split based on the '>' operator can
be implemented. Multiway splits cannot be implemented at
present, although this capability would not be difficult to
introduce;
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• Two or more columns are required for each time dependent
covariate. O n e of these columns contains transition times as
described above. A n indicator variable is also required to
specify the initial status (left node=0, right node=l) of each
individual;
•

Additional transition time columns are needed, if some
individuals undergo multiple transitions. If the same
covariate is used for branching in different parts of the tree,
additional indicator columns are also needed.

7.3 The tree-structure (prelim) function
Broadly speaking, the prelim function is designed to specify
the tree structure, transitions for a particular subject, and the
proportion of time a particular subject resides at a particular node.
T o understand the logic behind this function, it will be better
to divide it into three logical segments, and then explain the logic
behind each segment with the help of diagrams and simple
examples.

Specification of tree structure
It should be kept in mind that the argument branch in the
main function specifies the location columns of branching variables,
and ssplit specifies split points corresponding to these branching
variables.
Consider a simple example, where the arguments branch and
ssplit are:
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branch =

7, 9, N A , N A , 8

ssplit = 0, 20, NA, NA, 50

This shows that the column containing the covariate used to
branch at node 1, is column '7' with corresponding split point '0'.
Similarly, the column containing the covariate used to branch at
node 2, is column 9. There is no column and associated split point
which can be used for split at node 3 and node 4, therefore they are
declared as terminal nodes. The column containing the covariate
used to branch at node 5 is column 8, with corresponding split
point 50.
The arguments branch and ssplit, specify the structure given
in figure 7.3.1.
The segment will continue splitting each node into daughter
nodes or otherwise declaring a node as terminal node and designate
each node by calling term function.
Transition types
The information required for this section are contained in
function arguments ntime, ngroup and type.
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node 1
cov 7 <= 0

cov 7 >0

node 3

node 2

cov 9<=20

terminal
node

node

Figure 7.3.1. Tree structure specification

A s already discussed in the previous section, ntime specifies
the location of the columns containing transition times. The first
location specifies the survival times, and other columns contain
different types of transition times.
type has the same length as ntime, and specifies the types of
transitions corresponding to ntime.
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To understand the logic, consider a simple example for a
particular subject in the raw data set, w h o changes group at time
60, changes node at time 90, and fails at time 100.
ID group censor Transition Times Covariates

col.no.

(1)

(2)

(3)

(4)

(5)

(6) (7) (8) (9)

111 100 60 90 1 4030

The values corresponding to type argument for this
particular data set are 3, -2, and 7. The original type 3 refers to
column 3 in the raw data set to check for censoring/failure. The
original type -2 refers to group change from group 1 to 2. Type 7
is a positive integer which refers to node change, based on a timedependant covariate in column 7.
The prelim function will first sort all transition times, and
will produce the the sorted version with corresponding types. The
original type will be converted to new type (typ2) showing the node
or group change.The sorted version for the above example will
look like;

Transition times: 60 90 100
typ2:

-2

7

In the next step the output types (typ2) will be translated by
virtue of the following translation logic.
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Translation logic
It is worth noting at this stage that the sorted version of
transition times keeps the transition time corresponding to
censoring/failure in the last column.
The logic for the distinction between group changes and node
changes are m a d e simple, by associating signed integers, in the type
column for group changes.
The prelim function will therefore, check the typ2 column
for all transitions except the last one which is reserved for
censoring/failure.
If, for a particular transition time, typ2 is a positive integer,
a node change is anticipated, otherwise a group change will be
made.
If the information in the typ2 column refers to a node
change, the following procedure is adopted. The term function is
called, and information on current covariate values and tree
structure is supplied to it. The term function evaluates the daughter
node for the time-dependent covariate specified by typ2. The n e w
type (typ3) is assigned the label of this daughter node.

For a

group change the absolute value of the signed integer specifies the
n e w group.
The remaining transition associated with censoring/failure
will refer to the particular censoring column.
Consider the previous example, the first type is negative with
absolute value 2, which refers to change to group 2. T h e second
transition is a node change, and the location column of the
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covariate associated with the split point is column 7 (time dependent
covariate). For the time dependent covariate, the corresponding
split point is '0'. A s the old covariate value for this particular
subject is > 0, the subject will move from node 3 to node 2 (see
Figure 7.3.1). Comparison of covariate 9 with a cutpoint 20, and
covariate 8 with a cutpoint 50 send the subject to terminal node 10
through node 5. The third transition is failure (1); therefore no
group or node change will occur. The old type (typ2) will be
translated into new type (typ3) as,

Transition Times: 60 90 100
Type(typ3):

-2

3

1

The dynamic terminal node and group membership for this
particular subject can be represented as;

Transition Time node group
60

90 100

3 3 10

1 2

2

Proportions of time
B y considering different transitions, this segment will
calculate proportions of time for which a particular subject belongs
to a particular group and node. The last segment of the prelim
function is used to calculate the proportions of time spent between
transitions. The logic is detailed in section 7.5
S-Plus listing of prelim function
prelim<-function(raw, ntime, branch, ssplit, ngroup = "NA", type)
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i
N <- length(raw[, 1])
k <- length(type)
node <- matrix(l, nrow = N, ncol = k)
group <- node
if(ngroup != "NA") {
group [, 1] <- raw[, ngroup]
}
else {
ng<-l
}
time <- as.matrix(raw[, ntime])
typ3 <- matrix(0, nrow = N, ncol = k)
for(iin 1:N) {
rb <- branch
for(j in 1 :length(branch)) {
if(branch[j] != "NA") {
rb[j] <- raw[i, branch[j]]
}
node[i, 1] <- term(rb, branch, ssplit)
}
if(k > 1) {
ord <- order(as.matrix(time[i, -1]))
typ2 <-type [ord + 1]
time[i, ] <- time[i, c(ord +1,1)]
for(jinl:(k-l)){
if(time[i,j]=="NA"){
node[i, j + 1] <- node[i, j]
group[i,j + l]<-group[i,j]
}
else {
if(typ2[j] > 0) {

m<- 1
while(branch[m] == "NA" I branch[m] != typ2[
j]) m <- m + 1
typ3[i, j] <- term(rb, branch, ssplit, m )
rb[m] <- 1 - rb[m]
node[i, j + 1] <- term(rb, branch, ssplit)
group[i, j + 1] <- group[i, j]
if(node[i, j + 1] == node[i, j])
time[i, j] <- N A
}
else \
typ3[i,j]<-typ2[j]
node[i,j + 1] <-node[i, j]
group[i, j + 1] <- abs(typ2[j])
}
}
}
}
}
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typ3[, k]<-raw[, type[l]]
old <- rep(0, N )
pr <- N U L L
for(iinl:k) {
ti <- pmax(old, time[, i], na.rm = T)
pr <- cbind(pr, (ti - old)/time[, k])
old <- ti
}
cbind(time, node, group, typ3, pr)
}

7.4 Classification (term) function
The purpose of this function is to is to classify a particular
subject into a terminal node according to the tree structure
specified by the arguments branch and ssplit. Note that this
function is called by the prelim function to classify each individual
at time '0', and at each transition based on a time dependent
covariate.The argument rb contains the particular values of the
covariates in branch for this subject. The binary labelling scheme
enables the terminal node to be determined by successive evaluation
of the formula:
2*n+(indicator variable), where the indicator variable will be '0'
for the left node (ie rb < ssplit), and T for right node (ie rb >
ssplit). This terminates w h e n the split point is missing, or w h e n the
argument m

is encountered. T h e default value of m is '°°' (ie

infinity), but finite values are useful for locating node changes
corresponding to a time dependent covariate.
The above procedure can be explained with the help of figure
7.4.1.
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n

o.
n

Figure 7.4.1

if
'split point
exists

2*n+0

-o

Illustration of term

function

If the split point exists for the second node, then the two
daughter nodes corresponding to parent node 10 (2 in decimal) will
be designated as 100 and 101 (4 and 5 in decimal), as shown in
figure 7.4.2.
If the split point for the next node does not exist, then the
main function will declare this node as terminal. If a value is
provided for m

the program will terminate upon reaching m.
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Q
if
split point
exist

If split point does not
exist

t

Declare the node as
terminal
2*n+l

n*4- 2*n+0

Figure 7.4.2 Illustration of term
S-Plus listing ofterm

function

function

term<-function(rb, branch, ssplit, m = Inf)
{

n<-l
while((n %l% 2) != m & branch[n] != "NA") {
n <- 2 * n + as.numeric(rb[n] > ssplit[n])
}
n
}

7.5 Adjusted sample size (samp) function
The purpose of this function is to determine the adjusted
sample size at node sites.
Recall that the final segment of the prelim function will
provide information on proportions of time for which a subject
belongs to a particular node and group. The samp function will
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calculate the adjusted sample sizes by summing the proportions
over all subjects within each node and group.
Consider calculating adjusted sample size at each node site
and group for the previous example on page 80.
The proportion of time that this particular subject remained
at group 1, node 3, is 60/100. After a first transition at time 60, the
subject transferred to group 2, and remained there at node 3 until
the next transition time 90. Therefore the proportion of time that
the particular individual remained at group 2, node 3, until the
next transition time 90 is (90-60)/100=30/100. At the next
transition time 90, a node change is made, and the subject remained
at group 2, node 10 for proportion of time, (100-90)/100=10/100.
After this, the last transition (failure) is at time 100.
The output of the prelim function is required as an input to
this function, as the proportion of time spent by any subject at a
particular node site is required.

S-Plus listing of samp

function

samp<-function(data, nn)
{
k <- dim(data)[[2]]/5
ng <- length(unique(data[, (2 * k + 1):(3 * k)]))
N <- dim(data)[[l]]
a <- matrix(0, nrow = ng, ncol = nn)
for(iinl:N) {
for(jinl:k){
. for(ninpathway(l, data[i,k+j])) {
g<-data[i, 2 * k + j]
a[g, n] <- a[g, n] + data[i, 4 * k + j]
}
}
}
a

}
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7.6 Stack (first ) function
As we already discussed, there may be multiple transition
times for a single individual, with corresponding dimensions for
type and group. Therefore this function will stack together time,
type, group, node and will assign the initial and final terminal node
corresponding to a particular transition, together with the initial
group. Transitions are then sorted chronologically.
Consider the example based on the output of the prelim
function where each row corresponds to an individual.

node

time

group

typ3

60 100 189

6

7

7

1

1

2

3

-2

1

N A N A 70

2

2

2

1

1

1

NA NA 0

By executing the first function, the above information will
be stacked as;

old terminal new terminal
node

node

u4

v4

1

6

7

0

1

2

2

100

-2

1

7

7

189

1

2

7

7

time

type

60

3

70

old group
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If w e look into the type column, it is clear that it contains a
key to all transitions. In this particular example, the first element in
the type column refers to a node change, the second refers to
censoring, the third element refers a to group change, and the last
one refers to failure.

S-Plus listing of first function
first<-function(data, k)
{
nr <- length(data[, 1])
time4 <- data[l:(k * nr)]
type4 <- c(as.matrix(data[, (3 * k + 1):(4 * k)]))
group4 <- c(as.matrix(data[, (2 * k + 1):(3 * k)]))
u4 <- c(as.matrix(data[, (k + 1):(2 * k)]))
if(k > 1) {
v4 <- c(as.matrix(data[, c((k + 2):(2 * k), 2 * k)]))
}
else {
v4 <- u 4
data4 <- cbind(time4, type4, group4, u4, v4)
data4 <- data4[time4 != "NA", ]
data4 <- data4[order(as.numeric(data4[, 1])), ]
return(data4)
}

7.7 Trace (pathway) function
The purpose of this function is to trace the pathway from the
root node to the terminal node for a particular subject.
For example, if an individual is in the terminal node 1011
(11 in decimal) and the initial node is 1, then the pathway for the
individual is presented in the following diagram with bold lines.
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Once again the binary labelling scheme facilitates the
determination of a pathway for an individual. See figure 7.7.1 for
illustration.
The pathway is determined by starting from the terminal
node and using an integer division.

1

11

10

101

100

1000 1001

110

m

101

°

Figure 7.7.1 illustration of pathway
S-Plus listing of pathway function
pathway<-function(x, y)
{
way <- y
m<-y
while(m > x) {
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m <- m %/% 2
way <- c(m, way)
}
way
}

7.8 Total at Risk (atrisk ) function
This function will utilise the data structure and other
information produced by the first function and will provide the
initial number of subjects at each node site. To clarify the idea,
consider figure 7.7.1 for the pathway function. An individual
contributes to all nodes on the pathway between the root node and
the terminal node. For example, an individual with terminal node
11, also belongs to node 5, 2 and 1.

S-Plus listing of atrisk function
atrisk<-function(data, k, nn, ng)
{
nrisk <- array(0, c(nn, ng))
N <- length(data[, 1])
for(iinl:N){
for(j in pathway(1, data[i, k + 1])) {
nrisk[j, data[i, 2 * k + 1]] <- nrisk[j, data[i, 2 * k +
1]] + 1
}
}
return(nrisk)
}

7.9 Update (second) function
At this stage all the related information, namely structure of
the tree, different transition times, and corresponding types, which

98

Chapter

7.

Software development

classify a particular item to a node and group, are produced by
executing the first function.
This particular function will n o w go through all transition
times and will check, by virtue of looking into the type
corresponding to a particular subject, to decide the transition type
and update the number of subjects at risk and the number of
failures at each node site.
The first segment of this function ensures that the transition
time is a n e w time and subsequently enters into the second segment
which checks for the transition type. If it is censoring, then it will
update the current node and all of its ancestors (defined in
pathway), by subtracting one from the number at risk.
If the transition type is failure then it will update the number
at risk at the current node and all its ancestors (defined in
pathway), by subtracting one from the number at risk, and will
also update failures by adding one to the number of failures along
the pathway.
If the transition type is a group change, then trees will be
updated by subtracting 1 from nodes between the root and terminal
node of the resident tree, and adding 1 to nodes between the root
and terminal node of the target tree.
If the transition type is a node change/then it will update all
nodes (in the pathway). Note that with the node change, nodes
along two pathways will be updated: one along the pathway for the
old terminal node and the other along the pathway for the n e w
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terminal node. The output will provide for each time, the number
at risk and failed at different node sites within each group

S-Plus listing of second

function

second<-function(datal, nn, inrisk)
{
time <- c(0, unique(datal[, 1]))
ut <- length(time)
ng <- length(unique(datal[, 3]))
nrisk <- array(0, c(ut, nn, ng))
ncen <- array(0, c(ut, nn, ng))
nfail <- array(0, c(ut, nn, ng))
N<-length(datal[, 1])
nrisk[l, , ] <- inrisk
nrisk[2, , ] <- inrisk
i<- 1
for(kinl:N) {
if((k>l)&(datal[k, l]>datal[k- 1, 1])) {
i <- i + 1
nrisk[i + 1 , , ] <- nrisk[i, , ]
}
g<-datal[k, 3]
y<-datal[k, 2]
if(y = = 0) {
for(n in pathway(l, datal[k, 4])) {
nrisk[i + 1, n, g] <- nrisk[i + 1, n, g] - 1
ncen[i + 1, n, g] <- ncen[i + 1, n, g] + 1
}
}
if(y = = D {
for(n in pathway(l, datalfk, 4])) {
nrisk[i + 1, n, g] <- nrisk[i + 1, n, g] - 1
nfail[i, n, g] <- nfail[i, n, g] + 1
}
}
if(y < 0) {
gg <- abs(y)
for(n in pathway(l, datal[k, 4])) {
if(g>0)
nrisk[i + 1, n, g] <- nnsk[i + 1, n, g] - 1
nriskji + 1, n, gg] <- nrisk[i + 1, n, gg] + 1
}
}
if(y > D {
y <- y %/% 2
for(n in pathway(y, datal[k, 4])) {
nrisk[i + 1, n, g] <- nrisk[i + 1, n, g] - 1
}
for(n in pathway(y, datal[k, 5])) {
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nrisk[i + 1, n, g] <- nrisk[i + 1, n, g] + 1
}

return(list(nrisk = nrisk, nfail = nfail, ncen = ncen, time = time))}

7.10 Grand (gfunction) function
The main purpose of this function is to incorporate all
functions into one grand function, so as to facilitate analysis. It
will minimise confusion between different entries to the arguments
and save time.
For instance, for each set of data, it is required to execute
prelim, first, and second functions, so as to get the numbers at risk
and failed at each node site within a group. For this, one would
have to go through inputting values to arguments related to each
function.
T o avoid this gfunction is created in a form such that
arguments required for this function will take care of all arguments
required by all other functions.
Numbers of nodes and groups pertaining to a specific data set
are calculated within the body of the grand function.
S-Plus listing of grand (gfunction ) function
gfunction<-function(raw, ntime, branch, ssplit, ngroup = "NA", type)
{
nn <- 2 * length(branch) + 1
k <- length(ntime)
data <- prelim(raw, ntime, branch, ssplit, ngroup, type)
datal <- first(data, k)
ng <- length(unique(datal[, 3]))
inrisk <- atrisk(data, k, nn, ng)
data2 <- second(datal, nn, inrisk)

}
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7.11 Test Statistic (sig) function
W e will employ the Tarone-Ware statistic recommended by
Segal (1988), given in equation 2.3.7, for the comparison of nodes
(refer to section 2.3 for the detailed description).
The information required for this function is the number at
risk and failed at each time at each node site within each group, and
the number of groups.
Care is to be taken while comparing nested subgroups
(nodes). This is accomplished by incorporating the pathway
function to keep track of nested nodes comparison. If a nested
nodes comparison is encountered, adjustment to the upper level
node is made by subtracting from it the c o m m o n units.
This process can be very easily grasped from figure 7.11.1.
node 1

o
X \ node 3
node 2

>

o

O
\

node4y

node 5

O

O

Figure 7.11.1 Illustration of nested nodes
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While comparing nodes 2 and 5, which are nested, the units
common to both are subtracted from node 2. The output of this
function consists of two components, twl and ts . The array twl
contains the Tarone-Ware test statistic (equation 2.3.7) for each
pair of nodes within each group. The array ts provides the sum of
squared Tarone-Ware statistic over all groups, for each pair of
nodes.

S-Plus listing of sig function
sig<-function(data2, branch, ng, wf = F)
{
nn <- 2 * length(branch) + 1
nt <- tnode(branch)
nrisk <- data2$nrisk
nfail <- data2$nfail
twl <- array(0, c(nn, nn, ng))

w<- 1
for(gin l:ng) {
for(n in 2:nn) {
for(min l:(n- 1)) {
a <- nfail[, n, g]
b <- nrisk[, n, g]
A <- a + nfail [, m, g]
B <- b + nrisk[, m, g]
if(wf)
w <- W(data2, g, n, m )
if(any(pathway(l, n) == m)) {

A <- A - a
B <- B - b
}
e <- (A * b)/B
v <- (b * A * (B - A) * (B - b))/((B - 1) * B *
B)
if(sum(v, na.rm = T) > 0) {
twl[n, m, g] <-.sum(w * (a[-l] - e[-l]),
na.rm = T)/((sum(wA2 * v[-l], na.rm = T))A
0.5)
twl[m, n, g] <- - twl[n, m, g]
}
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}
}
}
ts <- apply (twl * twl, M A R = 1:2, F U N = sum)
dimnames(ts)<-list(l:nn, l:nn)
list(ts = ts[nt, nt], twl = twl[nt, nt, ])
}

7.12 Simplified sig (psig) function
This function is a simplified version of the sig function.
The purpose behind the development of this function is the
reduction in execution time. This function is required for the
search functions (given in the next section), each time a new
candidate cutpoint is encountered.
The sig function compares all pairs of related nodes within
each group simultaneously. The psig function only compares one
pair of nodes at a time. The output provides the value of the test
statistic employed for goodness of split i.e sum of squared TaroneWare test statistic given in equation 2.3.7.

S-Plus listing of simplified sig (psig) function
psig<-function(data2, n)
{
a <- as.matrix(data2$nfail[, 2 * n, ])
b <- as.matrix(data2$nrisk[, 2 * n, ])
A <-data2$nfail[, n, ]
B <- data2$nrisk[, n, ]
e <- (A * b)/B
v <- ((b * A ) * (B - A ) * (B - b))/((B - 1) * B * B)
tw <- apply((a - e), 2, sum, na.rm = T)A2/(apply(v, 2, sum, na.rm = T))
sum(tw, na.rm = T)

}
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7.13 Search functions
T w o purposes are simultaneously served by search functions.
The first is to find a significant covariate amongst the candidate
covariates. T h e second is to find a significant cutpoint amongst the
candidate cutpoints for a particular covariate.

Fixed covariate (fcutp) function
Broadly speaking, this search program is meant for searching
independently, over fixed covariates, turn by turn. For each
covariate, it will consider every candidate cutpoint, and will
produce the value of the test statistic employed for between node
separation.
The input to this function will be the candidate cutpoints.
Logically, for each covariate, this function will go through
the following steps:
• Consider first candidate cutpoint;

• Split parent node into two daughter nodes, by incorporating
gfunction;

• Compare two newly produced daughter nodes, by incorporating
psig;

• Record the value of the test statistic;

• Repeat the above procedure for all other candidate cutpoints;
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Produce a table showing the values of test statistics for all
candidate cutpoints;

• Provide the cutpoint for which the value of the test statistic is
maximum.
The above procedure will be carried out for all fixed covariates.
This function will provide all cutpoints and associated values of the
test statistic, alongwith the most significant cutpoint.

Splus listing of fcutp function
fcutp<-function(raw, ntime, branch, ssplit, ngroup = "NA", type, b, cand =
"NA")
{
nc <- dim(raw)[[2]]
nr <- dim(raw)[[l]]
nn <- length(branch) + 1
tw <- N U L L
if(cand[l] == "NA") {
cand <- as.numeric(levels(ordered(raw[, b])))
cand <- cand[ - length(cand)]
}
bp <- length(cand)
for(i in 1 :bp) {
data2 <- gfunction(raw, ntime, c(branch, b), c(ssplit, cand[i]),
ngroup, type)
tw <- c(tw, psig(data2, nn))
return(list(spoint = cand[tw == max(tw)], test = max(tw), tw = tw))

}
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Time-dependent covariate (cutpt) function
This search function is logically the same as scov function.
The only difference is that this function is meant for time
dependent covariates.
The n e w step added to the procedure for a fixed covariate is
the computation of n e w columns each time a new cutpoint is
encountered. These columns are the changeover time column and
indicator column.
For illustration of changeover time and indicator columns,
consider the following diagram

Start of study

Failure/Censorng

fc-

w*^

t

Time line

Cutpoint
Entry date
for a particular
subject

It can be seen from the above diagram that the entry date for
this particular subject is greater than the cutpoint. So there will be
no changeover time. The indicator variable will be T , as the entry
date is greater than the cutpoint.
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Indicator=l
Changeover T i m e = N A
Consider another case where the entry date is less than the
cutpoint, so that for this subject (see figure below)
lndicator=0
Changeover Time= Cutpoint-entry date

Start of
study

Changeover time
Failure/Censoring
<—^

•

T

Time line

Cutpoint

Entry date
for a particular
subject

Another case can be, where failure or censoring occurs
before the cutpoint, so that for this subject (see figure below)
lndicator=0
Changeover T i m e = N A
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Start of study

Failure/Censorng

Time line
Cutpoint
Entry date
for a particular
subject

S-Plus listing of cutpt function
cutpt<-function(raw, ntime, branch, ssplit, ngroup = "NA", type, b, cand)
{
nc <- dim(raw)[[2]]
nr <- dim(raw)[[l]]
nn <- lengfh(branch) + 1
ttt <- N U L L
for(j in cand) {
scov <- as.numeric(raw[, b] > j)
change <- rep(NA, nr)
for(i in 1 :nr) {
if((raw[i, b] <= j) & j < raw[i, b] + raw[i, ntime[l]]
){
change[i] <-j - raw[i, b]
}
}
raw5 <- cbind(raw, change, scov)
final <- gfunction(raw5, c(ntime, nc + 1), c(branch, nc + 2), c(
ssplit, 0), type = c(type, nc + 2))
ttt <- c(ttt, psig(final, nn))
return(list(spoint = cand[ttt == max(ttt)], test = max(ttt), ttt = ttt)
)

}

raw5<-cbind(raw,change,scov)
final<-gfunction(raw5,c(ntime,nc+l),c(branch,nc+2),c(ssplit,0),
type=c(type,nc+2))
ttt<-c(ttt,psig(final,nn))

return(list(spoint=cand[ttt==max(ttt)],test=max(ttt),ttt=ttt))}
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7.14 Survival (surv) function
The purpose of this function is to calculate survival functions
at each time point. This function employs the modified KaplanMeier approach, detailed in section 4.5.
Consider a simple example, for only two groups, and
transitions from one group to another. Column 1 contains the
transition times, columns 2 and 3 contain numbers at risk in
groups 1 and 2, columns 4 and 5 contain numbers failed in
groups 1 and 2, columns 6 and 7 contain numbers censored in
groups 1 and 2. The last two columns are the calculated Modified
Kaplan -Meier survival functions in the two groups.

(6)

(7)

0

0

0

0

3 93 6 3 0

0

0

102 96 84
103 99 87

4 87 9 0 0

0

0

102 96 84 78
1
103 99 87 87

5 85 11 1 1

0

0

10
11

(1) (2)

(3)

(4)

(5)

1 103 0 1 0
2
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3

3

0
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S-Plus listing of surv function
surv<-function(nrisk, nfail, jstart = 2)
{
nt <- dim(nrisk)[l]
nn <- dim(nrisk)[2]
ng <- dim(nrisk)[3]
sur <:-*array(l, c(nt, nn, ng))
for(j in jstart:nt) {
for(n in 1 :nn) {
for(ginl:ng) {
surO, n, g] <- sur[j - 1, n, g]
if(nrisk[j- l,n, g ] > 0 ) {
sur[j, n, g] <- (((nrisk[j - 1, n, g]) - (
nfailO-l,n,g]))*(sur]j-l,n,g]))/(
nrisk[j - 1, n, g])
}
else if((j > 2) & nriskQ - 2, n, g] > 0)
sur[j, n, g] <- N A
}
}
}
if(jstart > 2)
sur<-sur[-(l:(jstart-2)), , ]
sur
}

7.15 tnode function
Depending on the number of branching varaibles this
function will keep track of the newly produced daughter nodes.
Splus listing of tnode function
tnode<-function(branch)
{
tnode <- 1
for(i in 1 :length(branch)) {
if(branch[i] != "NA")
tnode <- c(tnode, 2 * i, 2 * i + 1)
}
}
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APPLICATIONS

8.1 Heart Transplant Data
8.1.1 Introduction
The Stanford Heart Transplant program, described in detail
in Clark, Stinson, Griepp, Schroeder, Shumway, and Harrison
(1971), has received considerable statistical attention in Gail (1972),
Turnbull, Brown, and H u (1974), Mantel and Byar (1974), Brown,
Hollander and Korwar (1974), Crowley and H u (1977), Buckley
and James (1979), Buckley and Prentice (1980), Kalbfleisch and
Prentice (1980), Miller and Halpern (1982), Aitkin, Laird and
Brian (1983), Segal (1988) and Loh (1994).
A brief data description is given below.
For each subject the variables recorded are age, prior
surgery, and donor-recipient variables. Survival times are recorded
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in days while survival status is 1 if a subject is dead and 0 if
censored. T h e transplant status is 1 if transplanted and 0 if not
transplanted. If the subject has undergone prior surgery then prior
surgery status is 1 and 0 otherwise. The donor-recipient variables
are attached to those subjects w h o are transplanted.
A m o n g others, Clark et al. (1971) compare survival posttransplant with survival of non-transplanted patients for candidates
accepted between July 1967 and March 1970. They conclude that
transplant appears to prolong survival.
Gail (1972) raised an objection pointing to the selection bias:
the non transplant patients are those w h o die while waiting for a
heart, while transplanted patients are those w h o survive until a
suitable heart is found. Very high risk patients generally do not
survive the waiting period; thus survival appears better in the
transplanted group because an undue proportion of "high risk
patients" is assigned to the non transplant group by virtue of their
failure to survive the waiting period. Gail concludes that the
advantage attributed to transplant is almost due entirely to selection
bias.
T h e analysis of Turnbull, Brown, and H u (1974), and
subsequent analyses, adjust for this selection bias by using the pretransplant survival of transplanted patients, as well as the survival
experience of the non transplanted patients to estimate survival for
pre-transplant patients. Transplant is treated as a censoring
mechanism. Using this approach to estimate pre-transplant survival
for 8 2 candidates accepted through March 1973, they studied the
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effect of transplant on survival, treating the patient population as
homogenous. They used exponential and Pareto distributions
(without covariates), and found that different models lead to
different inferences about the effect of transplantation. They found
insufficient evidence to support the conclusion that transplanted
patients survive longer, although they note considerable sensitivity
of their results to parametric assumptions about survival time. All
the computations were carried out using G L I M . They preferred to
use the piecewise exponential assumption since they used the
estimated underlying hazard to inspect the proportional hazards
assumptions.
They found that a variety of parametric survival distributions
(lognormal, Weibull, piecewise exponential) all seem to represent
transplant data reasonably well and lead to comparable inferences
about the effect of covariates. They conclude on the basis of other
considerations that the continuation of Stanford heart transplant
study without controls seems justified. A related non parametric
analysis by Mantel and Byar (1974) finds a little evidence to
support a positive conclusion about transplant survival.
Crowley and H u (1977) and Kalbileisch and Prentice (1980),
investigated the effect of several covariates on pre-transplant and
post-transplant survival. Both analyses assume a proportional
hazard model for the effect of transplant. This allows them to use
the partial likelihood approach of Cox(1972) and avoid
specification of a model for the underlying hazard function. Their
main purpose is to examine the effects of covariates and in
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particular the effect of transplant. Their overall findings suggest
that transplantation m a y lower the hazard function for younger
patients.
Aitkin, Laird and Francis (1983) point to the second source
of potential bias that m a y arise if the hazard of pre-transplant
patients is declining. The prognosis of patients w h o survive their
waiting period will then be improved over their prognosis at entry,
even if they receive no transplant. In a proportional hazards model
this source of bias appears not relevant, because further risk
conditional o n survival to the present, is being compared in the pretransplant and post transplant groups.
Because there is no intuitive reason to expect the effect of
transplant to fit the proportional hazard model, their analysis does
not rely on that assumption. This is accomplished by fitting
transplant and post transplant data separately, and the results are
compared with previous analyses. A second objective is to explore
the use of parametric models for the hazard functions.
T h e Stanford study provides an interesting illustration of
varying sample size. At any point in time, each subject can be
classified as either dead, censored, alive without transplant, or
alive with transplant. The total number within these four categories
remains constant, but as time since entry progresses, the subgroup
sizes vary as shown in figure 8.1.1.
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Number of subjects
J
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Time in days

Figure 8.1.1 Varying sample size for Stanford Heart
Transplant study.
Note: The vertical distances between the curves indicates, the
number of subjects failed, censored, survivals in post-transplant
and pre-transplant groups.
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Only s o m e types of transition are possible; for example a
subject can m o v e from the pre-transplant group to the posttransplant group but cannot m o v e in the opposite direction.
In the context of trees, it is important to treat transplantation
as a time-varying rather than a fixed covariate. In other words,
every subject has a transplant indicator of '0' w h e n they enter the
study, but this covariate becomes T at the time of transplant. This
means that all subjects contribute to the estimated pre-transplant
survival curve, but a transplanted subject will contribute to the
estimated post-transplant curve after his or her waiting time.
T o illustrate the parallel tree-based method, the Stanford
heart transplant data (Kalbfleisch and Prentice, 1980) is reanalysed
using the transition approach.

8.1.2 Analysis with Optimal Branching
Covariates and Cutpoints
Potential covariates considered for this study includes, entry
date, age and prior surgery within the pre and post-transplant
groups. A s pointed out by Kalbfleisch and Prentice (1980), waiting
time can be used as a covariate for post-transplant patients. It is
therefore of interest to consider nested parallel trees, with binary
branching based on waiting time within the post-transplant group.
Search functions (detailed in Chapter 7), revealed that entry
date (1968), and age (48), are the significant cutpoints at nodes 1
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and 3 respectively within pre and post-transplant groups. Waiting
time 6 is a significant cutpoint at node 6 in the post-transplant
group only. N o d e 2 in both trees is declared as terminal (see figure
8.1.2).
On the basis of different types of transitions given in section
4.2, parallel trees, for pre and post-transplant groups, are
constructed in figures 8.1.2. The numbers in brackets within the
circles are adjusted sample sizes (refer to section 4.6) and the
values of the test statistic within the circles refer to the TaroneW a r e test statistic given in equation 2.3.8. The modified KaplanMeier (detailed in section 4.3) survival curves within pre and posttransplant patients are given in figure 8.1.3 and 8.1.4 respectively.
For the between groups comparison modified Kaplan-Meier
survival curves are given in figure 8.1.5.

8.1.3 Discussion
It has consistently emerged from the previous analyses that
age is the most significant covariate. For example Miller and
Halpern (1982), find mismatch to be insignificant. The nonparametric approach revealed that age, roughly at 50 years can be
used as a cutpoint. Segal (1988) suggested a cutpoint between 41
and 50. A h n (1994) recommended cutpoints at ages 41 and 48.
The search functions used in this thesis revealed some results
compatible with previous analyses, for example entry date (1968)
and age (48), which are significant cutpoints within pre and posttransplant groups. O n e of the n e w findings of this study is waiting
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time 6 days, which is a significant cutpoint within the posttransplant group.
Within the post-transplant group the fact of better survival
for early entrance can be established by looking at the comparison
of node 2 and node 3. Also the better prognosis for younger
patients can be observed by comparing nodes 6 and 7. This analysis
reveals the same conclusion within the pre-transplant group, which
is clear from the comparison of node 2 with node 3 and node 6
with node 7. This study also agrees with the conclusion of previous
analyses that better prognosis of younger patients was observed
only within the post-transplant group. The importance of waiting
time within the post- transplant group can be seen from the
comparison of nodes 12 and 13. Comparison clearly shows the
prospects of better survival for patients with longer waiting times.
This fact can be attributed to the improvement in medical research
and the surgical environment.
Another n e w finding is the significance of prior surgery
which needs some attention. Prior surgery is left out as a cutpoint
because it is less significant in comparison to other covariates. Still
the value of the test statistic corresponding to prior surgery is
highly significant at some of the node sites. Therefore a rich data
set m a y speak more in favour of this covariate.
Figure 8.1.5 clearly shows no evidence of group differences
a m o n g the pre and post transplant groups.
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T h e decisions to split/stop, provisionally split or prune back
can be easily grasped from the decision Table-1 constructed for
this set of data. This table contains adjusted sample sizes at each
node site, values of the test statistic corresponding to each cutpoint,
along with the decision reached by the splitting and stopping rule
detailed in Chapter 6.
It is worthwhile to note that the transition approach simplifies
the visual interpretation of the analysis. Adjusted sample sizes
within node sites convey the real picture of the number of subjects
that visited a particular node for a proportion of time. This
clarifies the ambiguities related to the pseudo-subject approach, in
which all transplanted subjects are counted twice, once in each tree.
A s stated earlier, survival curves must be supplemented by
varying sample size. Table-2 contains information on varying the
sample size at selected time points. This table throws light on the
movements of subjects within and between groups. These
movements in turn change the sample size at each time point within
the relevant nodes and groups. O f course waiting time 6 days turns
out to be significant cutpoint, but Table-2 on varying sample size
clearly shows that only one subject is left at one of the daughter
node sites. This in turn clouds the comparison.
Table-2a gives the insight into the group comparison. T h e
test statistic values within the body of the table clearly show no
significance difference between the two groups at any node site.
Another w a y of presenting such information can be the
construction of a comparison tree labelling each node with the
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between nodes test statistic. A comparison table or/and comparison
tree can be used as a simple visual device to communicate between
statisticians and researchers in medical fields.
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Post-Transplant

Pre-Transplant

Node 1

Nodel

Node 2

Figure 8.1.2 Parallel trees based on optimal branching
covariates and cutpoints
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Table-1
Decision Table for Heart Transplant data
Node

Adj. S S
Pre 49.75
Post 53.25

Cov

Cut

Chi-Sq

df

Age
Prior Surg
Entry Date
Waiting Time

48
0
68
1

13.93
7.56

2
2

13.23
6.77

Age
Prior Surg
Entry Date
Waiting Time

36.52
46.48

Age 48
Prior Surg
Entry Date
Waiting Time

22.93
33.08

Age 35
Prior Surg
Entry Date
Waiting Time

13.59
13.4

Age 50
Prior Surg
Entry Date
Waiting Time

15.39

2

7.30

1

Decision

Split on Entry Date>68

Adjusted sample size too
small at one of the parent
nodes.
Declare terminal node

0
72
5

15.41
5.73
2.03
7.11

2
2
2
1

Split on Age>48

4.64
2.29
3.34

Split on Waiting Time >6
in Post-transplant group
Stop in pre-transplant
Declare
terminal(Pre)

0
71
6

4.89

2
2
2
1

0
71
1

2.52
1.73
3.34
10.00

2 Stop, User intervention
Adjusted Sample Size too
2
2
Small lower down the tree.
*Declare Terminal(both grs)
1
Stop, adjusted sample size too

1 2 (Post)6.48

Small
Stop, due to nested tree structure
and small adjusted sample size'

1 3 (Post)26.6
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Table-2
Varying sample sizes at different
nodes
Pre Transplant
Post-Transplant
Node->
Time
0

1

2 3 6 7

1 2 3 6 7 1 2 1 3

103 20 83 56 27

0 0

50

16

1

15105

5164533121122

100

4

0

4

2 10

1

0

1 1 0

515

0

0

0

1032

0

0 0 0 0

8

1

7

7

0

1

6

1799

0

0 0 0 0

0

0

0

0

0

0

0

2

0

2

0

0

0

45 4 41 36 5

0

9

0

27

3 6 3 3 3 2 9 4 6 2 3
0

21219181

315

Note: Sample sizes at; node 2+node 3=Sample size at node 1
node 6+node 7=S ample size at node 3
node 12+node 13=Sample size at node 6

Table-2a
Between Trees Comparison Table
Pre and Post-Transplant Groups
Nodes> 1 2 3 6 7
Tarone-Ware
Test-statistic
0.37

0.93 0.87 0.13
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Figure 8.1.3 Modified Kaplan-Meier survival curves
within Pre-transplant group
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A I D S data

8.2.1 Introduction
W e are facing a global pandemic affecting virtually every
country in the world. Almost every country in the world is
threatened by the disease and death, and extensive social and
economical losses are involved. The development of suitable models
m a y resolve the situation by assisting quantitative understanding and
facilitating the better choice of intervention strategies.
There is always a huge number of theoretical models that can
be fitted to the data. Bailey (1988) described a simple model based
on well-known epidemiological concepts. H e presented the flow
chart shown in figure 8.2.1, to proceed on to develop a model.

s

-•

Figure 8.2.1.

B

R

-•

A

-•

D

Stages through which the individual m a y
pass.

(S)- Susceptible ( The h u m a n immuno-deficiency virus (HIV)
infection spreads from infected individuals to those w h o are
susceptible from anal or vaginal intercourse, and by blood
transfusion.
(B)-Infected and infectious with breaking d o w n of i m m u n e defences
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(R)-Infected and infectious

(A)-Full AIDS diagnosis

(D)-Death of patient

The development of treatments for those infected with HIV
have led to interest in the incubation period. Incubation period is
the time from H I V seroconversion (stage B in the above diagram)
to full A I D S (stage A in the above diagram).

8.2.2 Analysis of Hessol's AIDS Data on
Pseudo-subject Approach
Hessol (1994) collected and analysed A I D S data from three
cohorts of male homosexual Hepatitis B vaccine trial participants
from N e w York (N=120), San Francisco (N=168) and Amsterdam
(N=74). Exact month of H I V seroconversion was imputed using
dates offirstpositive and last negative antibody tests and estimates
of the overall seroconversion pattern of the city, and followup was
through the end of 1991. For a detailed description of data
collection and assumptions, refer to Hessol (1994). The basic
information regarding the data setting and variables description are
laid d o w n below.
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Exact dates of last negative and first positive H I V antibody
test were used in imputing seroconversion times. All other analyses
used data discretized to a monthly time scale. A g e at date of
seroconversion has been rounded to the nearest year. A g e at date of
initial A I D S diagnosis has been computed from age at
seroconversion and time of AIDS.
Details of the variables on which data were collected
are listed below.
ID's are randomly generated and have no relation to the original
data set.

C. NO Variable Description
1.

N Y (Indicator of whether subject was in the N e w York
study(l) or not (0))

2

A M (Indicator whether subject was in the Amsterdam
study(l) or not (0).[Subject with both N Y and A M = 0
were from the San Francisco]

3

A G E (Age at time of imputed seroconversion date,
computed as (month of seroconversion-month of
birth/12), rounded to the nearest year)

4

L E F T D A T E (Date of last negative H I V antibody test,
the left end of the interval of possible seroconversion
times)

5

R I G H T D A T E (Date of first positive H I V antibody test,
the right end of the interval of possible seroconversion
times)
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C O N V D A T E (Imputed seroconversion date within
possible interval)

7

A I D S T I M E (Time from C O N V D A T E to diagnosis of
A I D S or end of followup for AIDS)

8

A I D S (Indicator of diagnosis of A I D S at
AIDSTIME(l)or still AIDS-free at the end of followup

9

P C P D X (Indicator that P C P was the AIDS-defining
condition at time of initial diagnosis)

10

N H L D X (Indicator that lymphoma was the AIDSdefining condition at time of initial diagnosis)

11

O T H D X (Indicator that a condition other than K S , P C P
or lymphoma was the AIDS-defining condition at the
time of initial diagnosis) [Subjects with AIDS=1 and
P C P D X , N H L D X and O T H D X all=0, had K S as their
initial AIDS-defining condition]

12

D X A G E (Age at time of initial AIDS diagnosis,
computed as ( A G E + A I D S T I M E / 1 2 ) and rounded to
the nearest year)

13

D E A D T I M E (Time from C O N V D A T E to death with
A I D S or end of survival followup)

14

D E A D (Indicator for death with A I D S at
D E A D T I M E ( l ) or still alive or (died without AIDS) at
the end of followup)

15

S U R V T I M E (Time from diagnosis of A I D S to death
with A I D S or end of survival followup) [Dead should
be used as the censoring indicator for this time]
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T R U N T I M E (Left truncation time

[Subjects should not be considered to be at risk for A I D S or death
until after the date defined ( C O N V D A T E + T R U N T I M E ) ]
A c k n o w l e d g m e n t : Thanks to the Amsterdam and San Fransisco
Department of Public Health and the N e w York Blood Centre.

Bacchetti and Segal(1995) used a tree-structured method for
exploratory data analysis to accommodate truncation and time
dependent covariates.
They extended the methodology of the ordinary regression
tree to accommodate right-censoring, left-truncation and time
dependent covariates. T o achieve this, the pseudo-subject approach
was used; a detailed description of this approach is given in chapter
4. They analysed Hessol's (1994) data and advocated that this type
of data can be readily accommodated by defining the split function
to reward large between node separation as measured by a twosample rank statistic for censored data. The Tarone-Ware statistic
as described in section 2.3. is used by constructing a sequence of
2*2 tables.
Based on the pseudo-subject approach the same data were
analysed for the time between seroconversion to A I D S , with minor
modifications to preserve confidentiality (Bacchetti and Segal
(1995).
The tree constructed is given in figure 8.2.2. The number on
the top of each node shows the number of subjects belonging to
particular node. Note that some of the subjects are included twice
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once at one node site and again at another node site. For example
223 subjects enter the study prior to August 1989.

8.2.3 Progression to Death after
Seroconversion
The data are analysed using the transition approach for the
period between seroconversion and Death.
The time of interest associated with this setting is therefore
D E A D T I M E . The variable acting as an indicator of censoring is

DEAD.
Covariates considered for the possible cutpoints are:
A G E (Fixed Covariate)
C O N V D A T E (Fixed Covariate)
Calendar Time (Time-dependent Covariate): T w o n e w
columns for the changeover times based on cutpointCONVDATE

and indicator variables are created. For a particular

subject the indicator variable is 0, if either entry date is less than
the cutpoint or if failure or censoring occures before the cutpoint
and 1 if entry date is greater than the cutpoint.
O n e of the advantages of the transition approach is to
handling left censoring with ease.
Potential covariates considered for this study include
conversion date, age and calendar time. Search functions (detailed
in Chapter 7) revealed that age (23), conversion date 63 which
refers to M a y 1980, and calendar times 168 and 152, referring to
February 1989 and December 1987 are the significant cutpoints.
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A search over fixed and time-dependent covariates is carried
out at node 1. The outcome of the search revealed that the best
cutpoint is 23 for the corresponding fixed covariate age. The value
of the test statistic associated with this cutpoint can be read from
decision table 3. N o d e 1 is split into nodes 2 and 3 on age(23). A s
the adjusted sample sizes at both node sites are sufficiently large, a
search is carried out at node 2 site for a significant covariate and
corresponding cutpoint. The search revealed no significant cutpoint.
Based on the one step pruning procedure, a provisional split is
m a d e on a cutpoint for which the value of the test statistic is high in
comparison to other cutpoints. A split is m a d e on conversion date
82, to look for a significant cutpoint (if any) at the daughter nodes.
Nodes 4 and 5 are pruned back, as none of the covariates are
significant, and node 2 is declared as terminal. N o d e 3 is split on
conversion date M a y 1980. Nodes 6 and 7 are split on conversion
dates February 1989 and December 1987.
Based on cutpoints obtained at different node sites, the tree
is grown in figure 8.3.2. The decision table is produced in Table-3,
while the table for varying sample size at each node site is produced
in Table-4. Modified Kaplan-Meier survival curves for the
comparison of survival experienced at different node sites are given
in figure 8.2.3.

8.2.4 Discussion
The tree constructed in figure 8.2.2 has four splits one each
on age and conversion date and two on calendar time.
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The first split on age produces more between-node separation
than any of the other splits on conversion date and calendar time.
Better prognosis for younger patients can be established from the
comparison of survival curves for nodes 2 and 3 in figure 8.2.3.
This conclusion is consistent with previous analyses. The better
prognosis for early seroconvertors can be observed by comparing
nodes 6 and 7. The reason might be the mutative nature of the
disease. The study reveals that the progression to death after
seroconversion has slowed in recent years. The reason might be due
to medical facilities and availability of new drugs. This can be
viewed by comparing node 12 with node 13 and node 14 with node
15 in figure 8.2.4.
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Figure 8.2.2 Tree constructed on Pseudo-subject
approach (Bacchetti and Segal, 1995)
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Table 3
Decision Table For Progression to Death after
Seroconversion
Node Adj.SS
Cov
Cut Chi-square d.f
293.76

Age
Conversion date
Calendar Time

25.19

Age
Conversion date
Calendar Time

268.55

Age
Conversion date
Calendar Time

36.33

Age
Conversion date
Calendar Time

232.22

Age
Conversion date
Calendar Time
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Decision

23
66
108

6.10
5.06
4.00

21
82
128

2.50

1

43
63
189

3.44
4.36
1.71

1
1
1

27
54

Split on calendar time>168

1 68

0.74
2.36
4.15

46
91
152

2.76
2.23
5.96

Split on Calendar time>152

1
1
1

Split on Age>23

1.00

1

2.75

1

Total failures too small
for provisional split
Terminal N o d e
Split on Conversion date>63
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Table-4
Varying sample sizes at different nodes
Node->
Time
0

1

2

3

14

1

1 3 0

6

7

1 2 1 3 1 4 1 5

13

0

012

1

20 238 20 218 26 192 26 0 176 16
40 275 23 252 26 226 26 0 198 28~
50 290 23 267 30 237 30 0 182 ~5~7
80 293 28 265 46 219 46 0 29 iTT
100 202 25 177 40 137 40 0 0 1~37
108 185 24 161 39 122 30 9 0 122
1504 1 330 0300
154 0 0 000 OOOO"

Note: Sample sizes at; node 2+node 3=Sample size at node 1
node 6+node 7=Sample size at node 3
node 14+node 15=Sample size at node 7
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Nodel

ode 15

Node 12

Figure 8.2.3 Tree for A I D S data (Seroconversion to
Death)
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Figure 8.2.4 Modified Kaplan-Meier Survival Curves for
AIDS data
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