An upper bound for the number of distinct eigenvalues of a perturbed matrix has been recently established by P. E. Farrell [1, Theorem 1.3]. The estimate is the central result in Farrell's work and can be applied to estimate the number of Krylov iterations required for solving a perturbed linear system. In this paper, we present an improved upper bound for the number of distinct eigenvalues of a matrix after perturbation. Furthermore, some results based on the improved estimate are presented.
Hence, the upper bound in the estimate (1.1) is (rank(B r ) + 1)|Λ(A)| + d(A) = n + r > n. In this case, the upper bound in (1.1) is always invalid (i.e., the upper bound is strictly greater than order n) for all 1 ≤ r ≤ n − 1.
In this paper, we give an improved upper bound for the number of distinct eigenvalues of a matrix after perturbation. Under the same assumptions, we establish that
Applying (1.2) to the above example, we can derive that the improved upper bound of |Λ(C r )|
which is an applicable upper bound, especially in low-rank perturbations.
We give another numerical example to explain our estimate in (1.2). Let 
Preliminaries
In this section, we introduce some basic notations and concepts which are frequently used 
M is called a derogatory matrix. Recall that the geometric multiplicity of an eigenvalue is not greater than its algebraic multiplicity. If Definition 2.1. The defectivity of an eigenvalue λ ∈ Λ(M ) is denoted by d(M, λ), which is the difference between its algebraic and geometric multiplicities, i.e.,
The defectivity of a matrix M is denoted by d(M ), which is the sum of the defectivities of its eigenvalues, i.e.,
Indeed, the defectivity of a matrix can be considered as a quantitative measure of its nondiagonalizability since M is diagonalizable if and only if d(M ) = 0. Moreover, it is clear that the defectivity of a matrix is equal to the number of off-diagonal ones in its Jordan canonical form;
Definition 2.3. The derogatory index of a matrix M is denoted by I(M ), which is defined by
We can find that I(M ) = n − 1 if and only if M is a scalar matrix (i.e., M = cI for some c ∈ C), and I(M ) = 0 if and only if M is nonderogatory.
We finally mention the relation between the degree of minimal polynomial and the number of distinct eigenvalues of a matrix. It is well known that a matrix M can be diagonalized if and only if every zero of its minimal polynomial q M (t) has multiplicity one; see, for instance, [6, 
Main result
We now give the main result of this paper, which provides an improved upper bound for the number of distinct eigenvalues of a perturbed matrix. We next take into account the case that S 1 = ∅ and S 2 = ∅. m g (C, λ). For any M ∈ C n×n , we have λ∈Λ(M ) m a (M, λ) = n, and it follows that
with the convention that m a (M, λ) = 0 (hence, m g (M, λ) = 0) if and only if λ / ∈ Λ(M ).
Let λ be an arbitrary eigenvalue of A. If λ ∈ S 1 , by rank(
If λ ∈ Λ(A)\S 1 , then λI − C is nonsingular, which implies that n − rank(λI − C) = 0, and we have m g (C, λ) = 0 and m g (A, λ) − rank(B) ≤ 0. Thus, we obtain
where we have used the definitions (2.1) and (2.2). It is worth mentioning that the key difference with the proof of Farrell [1] is the steps (3.3b) and (3.3c). By relation (3.2), we can obtain
in other words,
Since |S 1 | ≤ |Λ(A)| and |S 2 | ≤ λ∈S 2 m g (C, λ), from (3.1) and (3.5), respectively, we deduce that
We finally consider two special cases: either S 1 or S 2 is empty. If S 1 = ∅, i.e., Λ(C) ∩ Λ(A) = ∅, then |S 1 | = 0 and S 2 = Λ(C). Repeating the derivation in (3.4) yields
and m g (C, λ) ≥ 1 for all λ ∈ Λ(C), we conclude that |Λ(C)| + d(C) ≤ n is always valid. Hence,
, and |S 2 | = 0. We repeat the derivation in (3.3) and obtain
Using |Λ(C)| ≤ |Λ(A)| yields 
which is a smaller upper bound than the estimate (1.1).
Applications
In view of the improved upper bound for the number of distinct eigenvalues of a matrix after perturbation, we can establish some interesting results.
The following Corollary 4.1 provides a lower bound for the derogatory index of a matrix after perturbation.
Corollary 4.1. Let A, B ∈ C n×n and C = A + B, the derogatory index of the perturbed matrix
Proof. We note that the definition (2.3) implies
The statement follows immediately from Theorem 3.1. ✷
The next corollary plays an important role in the estimate for the number of Krylov iterations after a rank one update.
Corollary 4.2. Suppose that A ∈ C n×n is diagonalizable, rank(B) = 1, and let C = A + B.
If C is also diagonalizable, then
Proof. On the basis of Theorem 3.1, we have Moreover, it is easy to see that other decompositions of A can lead to some different estimates of |Λ(A)|.
