Abstract: Concerns over environmental issues have recently increased. Particularly, construction noise in highly populated areas is recognized as a serious stressor that not only negatively affects humans and their environment, but also construction firms through project delays and cost overruns. To deal with noise-related problems, noise levels need to be predicted during the preconstruction phase. Case-based reasoning (CBR) has recently been applied to noise prediction, but some challenges remain to be addressed. In particular, problems with the distance measurement method have been recognized as a recurring issue. In this research, the accuracy of the prediction results was examined for two distance measurement methods: The weighted Euclidean distance (WED) and a combination of the Jaccard and Euclidean distances (JED). The differences and absolute error rates confirmed that the JED provided slightly more accurate results than the WED with an error ratio of approximately 6%. The results showed that different methods, depending on the attribute types, need to be employed when computing similarity distances. This research not only contributes an approach to achieve reliable prediction with CBR, but also contributes to the literature on noise management to ensure a sustainable environment by elucidating the effects of distance measurement depending on the attribute types.
Introduction
Environmental issues are a growing concern, and environmental pollution is globally recognized as a serious problem in modern society that adversely affects people and their surroundings [1] [2] [3] [4] [5] [6] [7] [8] . Because of environmental pollution and nuisances, a number of related complaints and disputes have arisen [3, [9] [10] [11] [12] [13] . In particular, noise from construction projects is considered a principal pollutant that causes harmful effects to neighboring residents and the surrounding environment [7, 9, 14, 15] . Chronic exposure to noise can lead to significant health problems, such as depression [5, 8, 16, 17] , hearing impairment [5, 18, 19] , cardiovascular disease [3, 20] , impaired cognitive performance [1, 4] , interference of communication [2] , general understanding [4] , hypertension [2, 8, 10, 20] , mental disturbances [3, 4, 8, 16, 18] , short-term memory impairments [1, 2, 4] , and sleep disorders [2, 3, 20] . Such damages are not only restricted to residents, but may also cause economic losses to construction companies through cost overruns and schedule delays [8, 10, 14, 21] . According to the National Environmental Conflicts Resolution Commission (NECRC) in Korea [15] , disputes related to construction noise accounted for over 80% of all noise-related disputes. This indicates that noise is one of the most pervasive stressors and needs to be properly managed. Noise damage can be divided into six types: Mental (35%), building and mental (25%), livestock (11%), farm (6%), building (4%), aquatic products (3%), and others (16%) [15] . The statistics of the NECRC [15] demonstrated that most residents have primarily experienced mental damage [5, 8, 15, 22] . In addition, most of the damage is concentrated in densely populated regions [7, 23] .
Considering these situations, several studies have been conducted to develop methods for the reduction of damage caused by construction and the building of a sustainable environment. These studies considered various approaches, including noise annoyance [24] [25] [26] , noise assessment [13, 27, 28] , noise mapping [29] , noise measurement and simulation [30] [31] [32] , noise prediction [22, 33, 34] , health effects [1] [2] [3] [4] 6, 7, 18, 19, 35] , and noise-related risk assessment [8, 9, 36] . However, the existing approaches have limited abilities to predict and evaluate the noise coming from a site, especially during the preconstruction phase [22] , making it difficult for contractors to manage the noise [8, 22, 37] . Thus, a number of noise-related problems frequently occur. This problem appears to occur because of a lack of adequate data or methodologies for noise prediction in the preconstruction phase [14] . Meanwhile, noise on project sites is commonly managed via approaches, such as using noise barriers, enclosures, and silencers along the boundary of the sites [22, 33, 38] . These approaches have limited abilities for reducing noise-related problems because the noise is propagated to areas adjacent to construction sites owing to divergence, diffraction, and reflection [5, 9, 36, 39] . Thus, noiserelated complaints and disputes continue to arise. Inappropriate noise management may lead to more serious situations and increase expenditure in the form of compensation costs, schedule delays, cost overruns, and even interruptions of the project as well as health problems to residents [5, 8, 22] . Therefore, construction noise should be adequately managed. As a first step for noise management, noise prediction during the preconstruction phase needs to be properly performed [22] . Construction noise can be successfully managed by understanding how loud the noises are that are produced by equipment in the preconstruction phase. This will help realize a sustainable environment and life for residents in site-adjacent areas. Predictions during the preconstruction phase can be utilized as a basis for establishing preventive noise plans and measures [8, 22] .
Case-based reasoning (CBR) has recently been applied in various fields, such as construction cost estimation [40] [41] [42] [43] [44] , construction planning [45, 46] , decision making [47, 48] , litigation resolution [49] , market selection [50] , performance prediction [51] , scheduling [45] , and noise prediction [22, 37] in the preconstruction phase. CBR is an intelligent approach that uses information and knowledge extracted from past similar projects to deal with an existing problem [22, 40, 41] . CBR provides reliable results and accurate predictions [40, 52] . Thus, CBR is widely utilized for making predictions in diverse fields. Despite its benefits and applicability, some challenges remain to be addressed, such as a normalization method, selection and weighting of attributes, and a distance measurement method [40, 49, 52, 53] . In particular, the distance measurement method is a recurring issue that should be logically addressed for the CBR process [40, 41, 54] . In an effort to cope with these issues, some research has been conducted to find an appropriate distance measurement method. However, most previous research applied the equivalent similarity distance method with insufficient consideration of the characteristics of the attributes. In general, a database includes various types of attributes (e.g., numeric, nominal, interval, and ordinal variables). Depending on the distance measurement method, the prediction results can change, which may affect the accuracy or reliability [40] . Therefore, the influence of the distance measurement method depending on the type of attribute needs to be considered when calculating the similarity distance between a given case and previous cases.
In this research, a model is developed for the examination of the prediction accuracy of CBR depending on the distance measurement method. The scope is limited to a comparison of the results predicted from the weighted Euclidean distance (WED) and a combination of the Jaccard and Euclidean distances (JED) measurement methods. This research is organized as follows. First, previous research on noise prediction is reviewed to investigate existing methods for the prediction of noise during the preconstruction phase and to confirm the current limitations of these methods. Next, preliminary research on the CBR methodology and similarity measurements is carried out, and CBR is selected as the primary approach for addressing the identified problems. Furthermore, the WED and JED methods are considered to address the effects of the distance measurement methods as these have important roles in case retrieval.
The developed model for the prediction of the noise level during the preconstruction phase consists of three sub-modules: (1) Case-base establishment, (2) attribute weighting, and (3) case retrieval. First, a qualified case-base is essential to ensuring the reliability of the developed model. The case-base is established from past cases regarding noise-related disputes collected from the NECRC and construction firms. Second, attributes are selected from the case-base and weighted to compute the similarity distance between the cases. Case similarities are determined with the WED and JED methods. Then, cases similar to the given case are extracted, and the noise level during the preconstruction phase is predicted from the retrieved cases. Finally, the developed model is validated by comparing the values predicted from the retrieved cases with those of the test cases. In addition, leave-one-out cross-validation (LOOCV) is employed to determine the overall effect of the distance measurement methods. The proposed model demonstrates the effect of the similarity distance measurement on the prediction results. This model should help improve noise prediction accuracy in the preconstruction phase, which will help in the management of noise onsite and the establishment of noise-related measures in advance. The results of this research can be useful not only for construction noise management, but also for cost estimation, market selection, facility maintenance, medical diagnosis, and risk analysis in which CBR is applicable.
Preliminary Research

Literature Review
The distance measurement has received considerable concerns because it affects the performance and case retrieval of CBR [40, 49, 55] . Much research has been performed to confirm the effect of the distance measurement and improve the accuracy of the derived outcomes, as described in Table 1 . To propose a framework for searching the optimal process for deep foundation construction Ahn et al. [40] investigated the effect of covariance when computing the similarity distance. They thought that the undesirable impacts of the covariance among the attributes may decrease the estimation accuracy and conducted comparative research to identify the covariance effect on the estimated cost. In particular, they focused on the weighted Mahalanobis distance because this method can cover the covariance among attributes. Their research is especially remarkable because they examined a more specific effect of the covariance based on various distance measurements (i.e., the Euclidean distance, Mahalanobis distance, fractional function, and arithmetic summation). They found that the weighted Mahalanobis distance may not be an effective distance measurement as compared to the Euclidean distance, but can still provide an acceptable estimation performance depending on the data conditions. Ding et al. [51] proposed a model for the evaluation of project performance. In their research, three distance algorithms were employed for the measurement of the similarity distance depending on the types of attributes. The research is notable in that they applied three algorithms to calculate case similarities according to the variable type. However, they focused on a wide prediction range and thus could not validate their model owing to the lack of data. Doğan et al. [56] compared the accuracy of cost estimation based on three different weighting methods (i.e., feature counting, gradient descent, and genetic algorithm). The Euclidean distance was used for the calculation of case similarity. The results showed that the costs estimated using the genetic algorithm were more accurate than those determined using gradient descent and feature counting. Du and Bormann [57] suggested an enhanced similarity measurement method to address the nonlinearity between feature and solution spaces and the multicollinearity among input attributes. They applied an artificial neural network (ANN) to deal with the nonlinearity and principal component analysis (PCA) to deal with multicollinearity. Their results showed that the relationship between the feature space and output space is significant for case retrieval with regard to quantitative estimation. However, limited consideration of the correlation can make it difficult to deal with changes in the input attributes. Jin et al. [42] used a multiple regression analysis method to develop a cost prediction model that specifically focused on the revision phase of CBR. They performed a case study in which the revised model demonstrated enhanced accuracy. They considered a limited distance measurement method for nominal variables (i.e., the similarity score was set to 1 if the attributes in the text of the test case were equivalent to those of the collected case and 0 otherwise). Kim and Kim [43] attempted to enhance the accuracy of cost estimation. They used a genetic algorithm to deal with uncertainties according to the judgment of experts. However, they merely computed attribute weights with inadequate consideration of the similarity measurements. Similar to Jin et al. [42] , text attributes were assigned a similarity score of 0 for a non-match and 100 for a complete match. When the attribute was numeric, the similarity score was set to 100 if the variation with the given case was smaller than a specific level and 0 otherwise. Kwon et al. [22] proposed a noise prediction model for noise management based on CBR. They utilized the Euclidean distance as a similarity measure and the analytic hierarchy process (AHP) to weight attributes. They conducted experiments to validate the applicability of the developed model, and the results showed that the model could be applied to noise prediction during the preconstruction phase when there is insufficient noise-related information, with an acceptable error ratio of below 5%. Kwon et al. [37] developed a model for the estimation of compensation costs pertaining to noise based on CBR. The Euclidean distance was used as the distance measurement method and fuzzy-AHP was used for weighting attributes. They estimated the compensation noise based on the noise level and damage days using CBR through experiments. The results were validated with an accuracy of approximately 11.8%. However, further research in this regard is needed because they applied equivalent similarity measurements for nominal and numeric variables. Leśniak and Zima (2010) developed a model that estimates the project cost of a sports field. In their research, factors, such as the environmental impact of the construction activities, impact of construction activities on site-adjacent areas, and materials used, were considered. Depending on the characteristics of the variables, four different equations were employed to compute the case similarity. The verification results showed that the estimation has a mean absolute error ratio (MAER) of approximately 14%. Zhang et al. [46] developed a new model to improve the CBR performance for technical planning of foundation work. They employed the Minkowski distance for computing the similarity among cases and AHP as an attribute weighting method. The performance of CBR was validated, and the accuracy was compared with other methods. Their results showed that the proposed model was outstanding at retrieving similar cases regarding technical planning for foundation work. Despite these benefits, their research had limitations because they applied the same similarity measures to calculate the similarity for case retrieval.
Some researchers developed a model for the prediction of environmental noise based on statistical and scientific approaches, such as machine learning, feature selection, PCA, and multiple regression analysis. Torija and Ruiz [58] proposed a model for the estimation of environmental noise pollution with a specific alternative. To achieve their purpose, they employed three machine-learning approaches, including 1) multilayer perceptron (MLP), 2) sequential minimal optimization (SMO), and 3) Gaussian processes for regression (GPR). In addition, the research used two feature selection methods, namely 1) correlation-based feature-subset selection (CFS) and 2) wrapper for featuresubset selection (WFS), owing to a number of input attributes. Furthermore, PCA was utilized as a method to reduce the complexity of the data. Through those approaches, 12 different models were constructed. Then, the noise levels estimated using these models were compared with the measured levels. The results demonstrated that the machine-learning regression model outperformed the multiple linear regression (MLR) model [58] . Moreover, the estimation results based on the WFS approach were more accurate than those based on CFS, even though WFS involved more computational costs. This work is very significant because the researchers attempted to estimate environmental noise based on scientific approaches, such as machine learning and feature selection methods. Gagliardi et al. [3] evaluated the critical factors affecting aircraft noise based on the coefficients of the regression model. They used PCA with multiple linear regression to determine the relationships between aircraft-related parameters (flight, take off weights, and weather) and noise levels. Results based on PCA indicated that the percentage of the variance was approximately 77%, implying that the converted variables were sufficient to estimate aircraft noise levels. The developed model was validated by comparing training sets and test sets. This research indicated that parameters, such as the altitude, take-off weight, and ground speed, considerably affected noise levels. In summary, most studies have commonly utilized the equivalent distance measurement method for computing the similarity distance among cases. Such approaches have limited abilities for the extraction of similar cases, which may adversely influence the performance and accuracy of CBR. Cases in the database include various types of attributes, such as nominal, ordinal, interval, and numeric. Therefore, it is necessary to examine the effect of distance measurement methods according to the attribute types to achieve more reliable outcomes.
Similarity Distance Measurement with CBR
In this research, the CBR methodology is employed to predict the level of construction noise during the preconstruction phase. CBR originates from cognitive science and is based on how human reasoning works [40, 59] . CBR provides solutions to current problems by using knowledge and experience based on previous similar cases or historical data [22, 44, 54, 55] . This methodology is useful because it can be applied when relevant datasets are limited or inadequate, even if the problems are not well-organized [60, 61] . CBR has been used in a variety of fields, such as cost estimation, safety diagnosis, maintenance, and duration estimation [37, 40, 51] . In general, CBR comprises four steps: Case retrieval, case reuse, case revision, and case retention [14, 20, 33, 35] . Similar cases are retrieved from the case-base when a given case is matched with previously collected cases. Then, the similar cases are reused as a solution to the given problem. If the retrieved similar cases are not suitable for the given problem, the solution needs to be revised to solve the problem. This is because an inappropriate solution may decrease the reliability and accuracy of the results. Finally, the revised solution is stored as a new case in the case-base [40, 55] .
Several studies have focused on case retrieval because this is considered the most important phase of CBR [15, 19, 36] . Two retrieval methods are commonly used: Nearest-neighbor retrieval and inductive retrieval [22, 37] . Nearest-neighbor retrieval is the most commonly used approach for CBR, where one or more similar cases are extracted based on the similarity distance between previous cases and the target case [22, 62] . Inductive retrieval determines which attributes are the best selections for differentiating cases and creates a decision tree structure to organize cases [55] . Similar cases are retrieved according to decisions made at the input level. The retrieval is very effective when the search objectives are well defined and is faster at retrieving similar cases than nearest-neighbor retrieval. However, its weakness is that the searching of similar cases can be impossible if data are omitted or missing [55, 46] . Therefore, the k-nearest-neighbor algorithm is used in this research because it can extract similar cases even when the data are insufficient.
Cases similar to a given case are retrieved according to a similarity score [63, 64] . Therefore, measuring the similarity distance among cases is important [41, 54, 56] . Various distance measurement methods are available, such as the Euclidean distance, Mahalanobis distance, Manhattan distance, arithmetic summation, fractional function, Minkowski distance, Cosine distance, and Jaccard distance [40, 46, 64] . The Mahalanobis distance refers to a distance between two points in multivariate space, which is widely adopted in the cluster and classification analysis [40, 65] because the distance can consider correlated relationships among attributes. The Minkowski distance is considered as a generalization of the Manhattan distance (dimension=1) and Euclidean distance (dimension=2) in a normed space. Cosine distance measures a similarity based on the angle between two non-zero vectors that is often used in information retrieval. In addition, arithmetic summation and fractional function-based similarity is calculated by the format of (r − d)/r and r/(r + d), respectively [40] . Either of these two similarity measures can be applied to the interval and ratio attributes [40] . Among them, the Euclidean distance is the most common similarity measurement method [40, 63, 66] , and the Jaccard distance is effective for the calculation of the similarity of cases that include attributes, such as binary or text formats [64, 67] . Thus, this research considers WED and JED to examine the differences in case similarity depending on the types of attributes and to confirm the effect of distance measurement on the prediction results.
Model Development
This research involves the development of a model to confirm the accuracy of the prediction results depending on the distance measurement method, with a particular focus on the WED and JED methods. As illustrated in Figure 1 , the model comprises three modules: (1) Case-base establishment, (2) attribute weighting, (3) and similar case retrieval. First, a case-base is established with cases are acquired from past projects. The collected cases need to be reviewed because the cases are critical to the performance when estimating the results [37, 40, 56, 66] . Then, related literature, reports, and guidelines are extensively reviewed to identify the variables for the noise prediction. Based on expert interviews, the key attributes for predicting noise using CBR are extracted and selected. Subsequently, the collected cases are reorganized based on the attributes and screened to avoid the accuracy of the results from decreasing owing to erroneous data or cases. Then, the data are normalized to represent the equivalent scale via ratio normalization.
The fuzzy-AHP, weighted Euclidean distance, and Jaccard distance measurements are used as the major methodologies for this research. More specifically, the fuzzy-AHP method is employed to compute attribute weights based on the work of Kwon et al. [37] , which are used to calculate a case similarity. The case similarity is then computed to search for cases most similar to the test cases. Computing the similarity among cases is essential to predict noise levels using CBR. During this process, the WED (approach 1) and JED (approach 2) are utilized to compute the similarity between cases because this research focuses on examining the impact of the distance measurements on the predicted results depending on the type of attributes. Using these two similarity distance measurements, the k-most similar cases are retrieved from the case-base according to the priority of the case similarity. Based on the output of the retrieved cases, the noise levels are predicted in the preconstruction phase. Finally, the predicted values are compared and validated in terms of two aspects: (1) A comparison between the results of the test case and retrieved cases and (2) LOOCV. 
Establishment of the Case-Base
The developed model is based on the concept of utilizing past cases to predict the potential noise during the preconstruction phase. This section describes the process of constructing the case-base and weighting the attributes. This requires collecting reliable data or cases because CBR-based predictions are case-sensitive. If cases that include inappropriate data or information are utilized, the results may be unreliable and inaccurate [22, 63] . Thus, a literature review was performed on various studies, reports, and guidelines, and a case-base was established from noise-related cases provided by construction companies and the NECRC. The NECRC is a recognized trustworthy institution that resolves various environment-related issues, including noise problems [22] . The case-base was established by analyzing construction documents and noise-related dispute cases. The documents include the type and degree of damage, evaluation results, arbitration results, and other related information.
The acquired cases are suitable for CBR-based prediction during the preconstruction phase because they include various data regarding the projects performed by various construction companies [5, 37] . The collected cases are comprehensively analyzed and filtered because erroneous data or omitted information can influence similar case retrieval and decrease the reliability of the output. Next, the data from the collected cases are standardized because attributes were evaluated under equivalent conditions or scales when the similarity between the given case and previous cases was determined [5, 40, 53] . Furthermore, the data should be normalized to comparable or identical scales. Normalization allows for the maintenance of relatively equivalent distances between the converted and original values [22, 63] . Thus, the raw data are rescaled as follows:
where xi, xmin, and xmax are the value of attribute i and the minimum and maximum values of the attributes, respectively. The normalized data are then used to compute the similarity scores among cases.
Attribute Weighting
This section describes the attribute weighting process. The attributes determined by Kwon et al. [37] are utilized to retrieve similar cases. In total, 14 input attributes related to noise (excavator, dump truck, auger, pump car, concrete mixer, breaker, and crusher) and projects in general (project duration, site area, gross area, number of floors, working days, distance, and barrier height) are considered [22, 37] . These attributes could be reliably weighted because they were extracted based on an extensive literature review and interviews with experts that have experienced careers in construction projects. To weight the attributes, the opinions of experts properly aware of the site conditions need to be considered because the noise at a site is associated with interactions among various factors [13, 22, 24] . The qualitative assessment provided by experts can be converted into numerical values through AHP. The AHP was devised and developed originally by Thomas Saaty in the early 1970s, and is commonly used in decision-making processes, including multi-criteria attributes [22, 51, 68] . The AHP technique is one of the most useful tools for handling difficult problems with several criteria; furthermore, it is suitable for reflecting the opinions and experience of experts and examining the relative weights of interrelated and complex attributes [22, 68, 69] . The technique determines the weights between attributes by making paired comparisons. The pair-wise comparisons are mainly conducted via surveys or interviews with respondents using a fundamental scale, which allows the respondents to concentrate on assessing attributes in each level. In general, the AHP is composed of four steps [68, 69] : (1) Defining and structuring the problem, (2) constructing the pair-wise comparison matrix, (3) computing the weights in each level, and (4) calculating the consistency and synthesizing the weights. Here, it is essential to check the consistency ratio so that the consistency of the results evaluated by experts is validated, before synthesizing weights. This is because inconsistency can occur when a number of pair-wise comparisons are conducted. The acceptable consistency ratio should be less than 0.1 [22, [68] [69] [70] . If the consistency ratio exceeds 0.1, the determined weights need to be re-evaluated to ensure consistency [68] [69] [70] [71] . However, such evaluations may be ambiguous and uncertain depending on the linguistic expressions of the variables [37, 51, 72, 73] . To address the limitations of conventional AHP, fuzzy-AHP is utilized to assign attributes. As listed in Table 2 , the attributes are primarily classified into two types: Numeric and nominal. Project-related attributes consist of numeric data, and noise-related attributes are nominal data indicating whether equipment was used or not during construction. Even though the equipment being used is a nominal attribute (i.e., yes or no), this is a key attribute for the prediction of the noise level. This is because most noise-related conflicts are caused by the operation of equipment [8] . Therefore, the identification of the equipment that was used is essential for noise prediction. Fuzzy-AHP based on triangular fuzzy numbers provided by Kaya and Kharaman [72] is employed to weight the attributes. The responded surveys are checked to confirm the consistency of the evaluation. Based on the 27 surveys that passed, the attribute weights are calculated. Attributes, such as the distance to neighbors (0.1117), working days (0.0983), barrier height (0.0873), and usage of breakers (0.0948), were found to be essential for retrieving cases similar to the given case (see Table  2 ). The weights are used to compute the case similarity using the WED and JED. The details on similar case retrieval are described in the following section.
Case Retrieval
The similar case retrieval module elaborates the process of retrieving similar cases by applying different distance measures. Based on the similarity, cases close to the given case are retrieved from the case-base. The retrieval of previous cases comprises two phases. First, different similarity measures are applied depending on the attribute type. The similarity among cases needs to be calculated because cases are extracted according to the similarity priority [22, 74] . In CBR, similarity is defined as the relative distance between the test case and previous cases [41, 56, 63] . As noted previously, to examine the difference of the case similarities and prediction results depending on the attribute type, WED and JED are employed to measure the similarity distance. The WED is conceptualized in the mathematical domain as the shortest line segment between two points in Euclidean space [22, 63, 75] . The distance method is the most frequently used similarity measurement method [22, 41, 63, 66] . The Euclidean distance is determined by the square root of the sum of the squares of the difference between variables [40, 41, 66] as follows:
where SIM(xa, xb) is the weighted similarity between cases xa and xb [21, 47] . DIS(xa, xb) is the weighted distance between the two cases, xa and xb, where ai is the value of the ith attribute of the case, n is the number of attributes, and wi is the attribute weight derived from AHP [41, 63] . The k-nearest neighbor retrieval, which is a fundamental algorithm for the evaluation of the similarity between the test case and previous cases in CBR, is used to retrieve the k-nearest cases [22, 41, 55, 66] . In addition, the Jaccard distance measurement called the Jaccard similarity coefficient is utilized to determine the similarity of cases, including attributes with a binary or text format [46, 64, 67] . This method enables the similarity distance among cases to be computed in a simple and fast manner without data redundancy [46, 64] . The Jaccard coefficient was obtained in the range of 0-1 by determining the shared and different attributes in the datasets. Specifically, it can be calculated by dividing the size of the intersection by the size of the union. The Jaccard distance is defined by subtracting the Jaccard coefficient from 1:
If datasets share equivalent attributes, the Jaccard similarity is 1. In contrast, if they do not share any attributes, the similarity is 0. The distance measurements are used to calculate the similarity scores among cases, including a binary format (e.g., yes or no), and similar cases are then retrieved based on the scores. Based on the two similarity distance measurements (WED and JED), cases similar to the test case are retrieved from the case-base. The output included in the extracted similar cases are utilized to predict the noise levels. In the following section, the impact of the distance measurement methods on the predicted noise level is described specifically through an experiment.
Experiment
Experiment Design and Process
This research focused on examining the effect of distance measurement methods on the predicted results. A comparative experiment using the collected cases was conducted to test the applicability of the model as illustrated in Figure 2 . First, attributes were weighted with fuzzy-AHP to compute the similarity among the cases. Based on the weights, similar cases were retrieved from the case-base. In this research, experiments were performed using two different distance measurement methods to examine the difference in the prediction results. The attributes consisted of numeric and nominal attributes (see Table 2 ). The similarity based on the WED was first computed by applying the equivalent distance measures regardless of the attribute type. Next, the similarity based on the combination of the JED was determined. More specifically, the Jaccard distance measurement was applied to nominal attributes (e.g., use of equipment), and the weighted Euclidean distance was applied to project-related information consisting of numerical attributes (e.g., duration, site area, gross area, and number of floors). Based on the similarity determined using the WED and JED methods, similar cases were retrieved, and the noise levels were predicted in the preconstruction phase. Finally, the applicability of the model was confirmed considering two aspects: (1) Specific comparisons based on the results of randomly selected test cases, and (2) LOOCV of all acquired cases.
Results and Discussion
A comparative experiment was conducted to validate the applicability of the proposed model and examine the effect of distance measurements on the prediction results. The effect of distance measurement methods was confirmed through comparisons between the results of the test cases and retrieved cases and LOOCV. The experiment based on the test cases was performed first. The case similarity was computed, and cases similar to the test cases were retrieved. The 1-, 5-, 10-, 15-, 20-, 25-, and 30-nearest neighbor (NN) approaches were employed to confirm the differences in the results depending on the two distance measurements. Table 3 presents the inputs and profiles of the 10 randomly selected test cases that were utilized to confirm the applicability of the model. The similarity scores between the test cases and previous cases were calculated based on the WED and JED. (1) PI1 = duration; PI2 = site area; PI3 = gross floor area; PI4 = number of floors; PI5 = working days; PI6 = distance to neighboring areas; PI7 = height of barriers; NI1 = excavator; NI2 = dump truck; NI3 = auger; NI4 = pump car; NI5 = concrete mixer; NI6 = breaker; NI7 = crusher. (2) The symbol '-' presents that the equipment was primarily employed in construction. Table 4 presents the average similarities of the 1-, 5-, 10-, 15, 20-, 25-, and 30-NN approaches obtained with the WED and JED methods. Cases similar to the test cases were generally retrieved with a similarity score of over 80%. Similarity values based on the JED presented a higher similarity than those of the WED. However, some cases, such as Case 5, indicated a limited similarity below 80%. The similarity scores were lower than those of the other test cases. This can be explained by the lack of similar cases or the existence of outliers in the case base [22, 37] . Table 4 . Case similarity for 10 test cases.
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Euclidean Jaccard and Euclidean  1-NN 5-NN 10-NN 15-NN 20-NN 25-NN 30-NN 1-NN 5-NN 10-NN 15-NN 20-NN 25-NN 30 The predicted noise levels from the similar cases retrieved by the WED and JED methods were compared for their accuracy. Table 5 presents the predicted noise level and absolute error rate (AER) of the cases summarized by the 5-, 10-, 15-, 20-, 25-, and 30-NN approaches. The noise predicted based on the WED and JED methods was compared with the original noise level through the AER, which can be calculated as follows:
where Lo and Lp indicate the original noise and predicted noise level, respectively. The AER is a measure of the accuracy that was employed to confirm the similarity between the predicted and original values [40] . Table 5 presents the average noise levels based on the WED and the JED methods. In most cases, both the distance measurement methods produced values similar to the original values with error rates of 5%-7%. The MAERs based on the WED for the 5-, 10-, 20-, and 30-NN approaches were 5.70%, 6.27%, 6.49%, and 6.16%, respectively. Meanwhile, the MAERs based on the JED were 5.70%, 5.72%, 5.74%, and 5.56%, respectively. Figure 3 compares the AERs based on the WED and JED methods, which indicates that the latter produced slightly more accurate results than the former. This appears to be because the JED method considers the type of attribute (i.e., nominal attributes). However, the predicted values obtained using the 1-, 5-, and 10-NN approaches in many cases were mostly similar to each other regardless of the distance measurement method. As the number of nearest neighbors increased, the differences and AERs based on the WED and JED methods diverged. To confirm the overall effect of the distance measurement methods on the results, an additional experiment based on leave-one-out cross-validation (LOOCV) was conducted. The LOOCV is a special type of k-fold cross-validation where k equals the number of instances in the database. A single instance is used as a validation data and the remaining instances are set as training data. In the process, all datasets excluding a single test set are repeatedly trained. As presented in Table 6 , the overall similarity scores ranged from approximately 78% to 95%. These similarities show that cases similar to the given case were extracted with a similarity of approximately 0.85, which ensures the reliability of the retrieved cases for prediction. Furthermore, the case similarities based on the JED were higher than those based on only the WED. Table 7 presents the difference and absolute error rate (AER) between the predicted and original levels based on LOOCV. The AERs of the 5-, 10-, 20-, and 30-NN were 5.65%, 5.89%, 6.09%, and 6.02%, respectively, for the WED and 5.67%, 5.83%, 5.95%, and 5.97%, respectively, for the JED. Similar to the results obtained from the 10 test cases, outputs based on the JED were generally slightly more accurate than those based on the WED with an error ratio of approximately 6%. This is because the similarity measurement based on the JED helped improve the accuracy of the results, although the differences in the 5-and 10-NN approaches were marginal. As illustrated in Figure 4 , the differences and AERs based on the WED and JED are observed to slightly differ as the number of nearest neighbors increases, even though the AERs for the 5-NN approach are mostly similar for the WED and JED methods. This may be because the two distance measurement methods had a limited effect on the retrieval of cases with considerably high similarities because of the limited number of collected cases. NN 5-NN 10-NN 15-NN 20-NN 25-NN 30-NN 1-NN 5-NN 10-NN 15-NN 20-NN 25-NN Overall, case similarities based on the JED method were higher than those of the WED. This seems to be because JED took into account the type of attributes (nominal and numerical) within each case, which helped improve the case similarities. Accordingly, the results predicted using the JED method were slightly more accurate than those predicted using the WED. However, there were some cases where the WED method presented more accurate results than the JED, even though the similarities based on the WED presented low similarities. This indicates that a similarity measurement based on the JED method does not necessarily yield accurate results. Thus, this implies that the prediction results can change depending on the test cases and the number of nearest neighbors. In other words, this can be explained because CBR is case-sensitive or extreme cases can be retrieved from the database by a similarity score. Therefore, it is necessary to remove outliers in advance and collect reliable cases when CBR-based prediction is performed. This research demonstrated the effect of distance measurement on the output depending on the attribute type. More improved and reliable results should be achievable if more previous cases are collected. This research highlights issues regarding similarity measurements in the CBR process, which need to be addressed. Noise prediction during the preconstruction stage is essential to address noise-related problems to establish preventive measures and plans in advance. It is extremely challenging to predict the noise on construction sites, especially during the preconstruction stage. This is because the noise-related data of the project are insufficient during the preconstruction stage; it is the stage before construction equipment is actually used and most construction activities are yet to be carried out. In this regard, the predictive model based on CBR would help improve noise management at construction sites. Furthermore, the prediction based on distance measurements considering attribute types enables environment managers to practically predict the noise during the preconstruction phase with high reliability. Furthermore, this research is significant in terms of the following aspects. First, the proposed method is feasible to be tested because a database of cases was established based on actual past projects. Second, predictions obtained using CBR consider a variety of available attributes that help improve the reliability of the prediction results. Third, this research is expected to provide reliable and accurate results because the effects of the distance measurement methods depending on the attribute type were considered, in contrast to current approaches that employ equivalent distance measurement methods. Furthermore, the effect of the distance measurement methods on the results was demonstrated; this can be extended to research on the selection of the appropriate distance measurement method depending on the types of attributes.
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Conclusions
A number of environment-related problems are a concern around the world. Specifically, construction noise is globally regarded as a major nuisance because of its harmful effects on human health and the environment [1] [2] [3] [4] [5] [6] [7] [8] [9] 14, 15] . Such noises may lead to serious risk and excessive expenditure caused by project delays for construction firms [8, 10, 22] . Therefore, construction noise should be carefully managed to ensure a sustainable environment for neighboring residents. As a first step toward noise management, the noise level that would be generated from a site needs to be identified in the preconstruction phase. Although various approaches have been attempted to predict noise, they showed limited abilities for predicting the noise level in a construction project because of uncertainties and irregularities arising from factors, such as site conditions, work activities, and adjacent areas [5, 22] .
CBR is extensively used for performing estimations in diverse areas, including noise prediction during the preconstruction phase. However, CBR has some challenging issues to be addressed, such as attribute weighting, normalization, and distance measurement. The present research focused on identifying the effect of the distance measurement methods on the output, specifically the WED and JED methods. A noise prediction model was developed to compare the accuracy and difference in outcomes based on distance measurements, such as the WED and JED. The model was validated by comparing the results obtained from 10 test cases and performing LOOCV for all the cases. The average similarities of the 5-NN to 30-NN approaches ranged from 0.7799 to 0.9247 with the WED and from 0.8914 to 0.9592 with the JED. The results indicated that the JED method provided a higher similarity score than the WED. Furthermore, the predicted values with the two distance measures were confirmed to be very similar to the original values. Specifically, the AERs of the 1-, 5-, 10-, 15-, 20-, 25-, and 30-NN approaches were 7.07%, 5.65%, 5.89%, 6.15%, 6.09%, 6.04%, and 6.02%, respectively, with the WED and 7.07%, 5.67%, 5.83%, 6.01%, 5.95%, 5.99%, and 5.97%, respectively, with the JED. The experimental results confirmed that the differences based on the distance measurement methods were insignificant. Despite such small differences, the results also confirmed that the JED provided marginally more accurate predictions that were closer to the original values than the WED, which validated the applicability of the developed model. In summary, this research examined the impact of the distance measurement methods depending the type of attributes on the prediction results. This is because the case similarity can vary depending on the similarity of the distance measurements, which affects the accuracy or reliability of the results. In this research, the WED and JED measurement methods were used to compare the accuracy of the estimated results. The WED method is a more common and accurate distance measurement method than other methods (i.e., Mahalanobis distance, Minkowski distance, Manhattan distance, Cosine distance, arithmetic summation, and fractional function) [40, 41, 63, 66] . In addition, the Jaccard distance is effective for the computation of the similarity of cases that have data with a binary or text format. This research examined sensitivities in terms of the case similarities, differences, and AERs of the predicted noise levels. The experimental results confirmed that the variations in the results (case similarity, differences and AERs) obtained based on the distance measurement methods were insignificant. Despite such small differences, the results also confirmed that the JED provided marginally more accurate predictions that were closer to the original values than the WED, which validated the applicability of the developed model. In order words, the experimental results demonstrated that the case similarities and prediction results can differ slightly according to the distance measurement method or cases tested in the experiment. Thus, different distance measurements need to be considered depending on the attribute type, when computing the similarity distance among cases in CBR. This research is academically significant in that the attribute type was considered in the distance measurement, in contrast to existing research with equal distance measurements. The developed model should improve the accuracy of current noise prediction approaches. By analyzing the effect of the distance measurement methods on the results, this research contributes toward achieving reliable predictions in various fields that utilize CBR and to the literature on construction noise management to ensure a sustainable environment. This research focused on not only a comparison of the results with different distance measurement methods, but also on the confirmation of the accuracy of the prediction results. However, there may be limitations in elaborating the differences resulting from the use of different distance measurement because only two distance measurement methods (WED and JED methods) were considered. Thus, further research is needed to address the effects of other distance measurement methods (e.g., Mahalanobis distance, Minkowski distance, Manhattan distance, Cosine distance, arithmetic summation, and fractional function) on the output to achieve more reliable outcomes. Furthermore, the performance of the similarity measurement can change depending on the attribute weights or features of the casebase used in the experiment [22, 40, 63] . Thus, various weighting methods need to be considered to improve the attribute weights. The accuracy of the predictions obtained using CBR depends on the output of the retrieved cases. In this research, cases from the NECRC were mainly utilized. More relevant cases need to be collected from various organizations. Finally, more cases or datasets need to be used in further experiments for the identification of more specific effects of the distance measurement methods on the predictions. The results of this research can be extended to research on selecting an appropriate similarity method depending on the characteristics of the attributes. 
