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1Abstract
This paper develops a theoretical framework for analyzing incentive schemes
under bounded rationality. It starts from a standard principal-agent model
and then superimposes an assumption of boundedly rational behavior on the
part of the agent. Boundedly rational behavior is modeled as an explicit
optimization procedure which combines gradient dynamics with a speciﬁc
form of social learning called imitation of scope. The results predict the un-
derprovision of optimal incentives and deviation from a standard suﬃcient
statistics result from the agency literature. It also allows us to address the
question of creating the optimal incentives in a multicultural environment.
21I N T R O D U C T I O N
Agency relationships form an important part of economic life. Among the
most common examples are managers acting on behalf of an owner, workers
supplying labor to a ﬁrm, and customers buying coverage from an insurance
company. The common feature of all these examples is that unobservable ac-
tions undertaken by one party have payoﬀ relevant consequences for another.
This creates a moral hazard problem. The early papers that incorporated
agency relationships into formal economic models were [6], [10-12], [14].
Currently, there exists a big body of literature devoted to optimal con-
tract design under moral hazard. Although some features of real life contracts
are captured by this literature, several important deviations are worth men-
tioning. First, most real life contracts are incomplete. They neither specify
actions at each possible contingency nor use all available information. Sec-
ond, incentives in the real world are too low powered [8]. Third, insuﬃcient
noise ﬁltering occurs [3], that is the basic suﬃcient statistics result ([4], [6],
[7], [13]) is violated.
The conventional model is build on the assumptions of full rationality. In
this paper I replace this assumption by an assumption of boundedly rational
behavior. Introducing bounded rationality into a model of optimal incentives
3is important for being able properly to address issues of low-powered incen-
tives, insuﬃcient noise ﬁltering, incompleteness of contracts, and robustness
of optimal incentive schemes. As Hart and Holmstr
..
om write: one will have
to go outside the Bayesian framework and introduce bounded rationality in
order to capture the true sense in which incentive schemes need to be robust in
the real world [5]. The model developed in this paper allows us to deal with
the ﬁrst two of these problems. Even though the issues of incompleteness
and robustness are not addresses here, I believe that the model developed
here can be considered as a ﬁrst step to addressing these issues as well. Some
hints along these lines are made in the paper.
Boundedly rational agents have to learn the optimal behavior. Learning is
often a social process. It can be considered as a stochastic rule for adjustment
of the current behavior that utilizes social information. In expectation an
agent adjusts her choice in the direction of utility increase proportionally to
the utility gradient. The agents using such a rule can be considered to be
procedurally rational; under some conditions the process may converge to
the rational outcome. The stochastic component of the rule has the virtue
of reducing the probability of getting stuck at a local maximum at a generic
environment. Endogenising the random component by making it a function
4of others’ actions can facilitate convergence. The endogenising is achieved
by making agents experiment more aggressively when there is less consensus
in the population about the optimal course of action. I will call this type of
behavior imitation of scope.
I ﬁnd that when a principal knows that a population of agents behaves
according to such a process and plans accordingly, the contracts she oﬀers can
be very diﬀerent from those of standard models, and the resulting behavior of
both principal and agents can be more realistic than is depicted in standard
models.
The model also allows us to discuss the optimal incentive provision in a
multicultural environment. Even though the model of bounded rationality
developed in this paper may seem rather speciﬁc, it turns out to be a spe-
cial case of a general social learning rule, studied in Basov [2]. Hence, its
predictions hold generically.
The rest of the paper is organized as follows: Section 2 reviews a standard
principal-agent model, Section 3 considers agents following gradient dynamics
(an example of a learning rule). The central part of the paper is Section 4,
where a social learning rule is proposed for a population of agents, and the
main results about the nature of contract and the resulting agents behavior
5are presented. Section 5 applies the model of the previous section to address
a problem of optimal incentives in a multicultural environment. I revisit the
suﬃcient statistic result in Section 6, and conclude in Section 7.
2 A SIMPLE PRINCIPAL-AGENT MODEL
In this section I will consider a simple conventional principal-agent model.
Let the gross proﬁt of the principal be given by
Π = z + ε, (1)
where z is eﬀort undertaken by the agent, and ε is random noise with zero
mean and variance σ2.O n l yΠ is observable by the principal and veriﬁable
by both parties. The utility of the agent is given by:







where w is the agent’s payment (wage) conditioned on z through Π.T h e
principal wants to maximize expected proﬁts net of the wage, subject to the
incentive compatibility constraint:
6z ∈ argmax(E(w) −
φ
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I will concentrate attention on aﬃne payment schemes:
w = αΠ + β. (5)
It is straightforward to show that the optimal aﬃne contract has:
α =
1
1 + φσ2, β =
φσ2 − 1
2(1 + φσ2)2. (6)
To see this, note that α is chosen to maximize a total surplus W deﬁned as
W = E(U + Π − w), (7)
subject to (3), and β is chosen to insure that (4) holds. Since in this case the
objective function of the agent is strictly concave, the incentive constraint
can be replaced by the ﬁrst order condition z = α. Plugging this into (7),
7solving the maximization program, and using (4) to obtain β, yields (6).
The net proﬁt of the principal and the utility of the agent under the




,U =0 . (8)
O n ec a ns e et h a tt h es l o p eα of the optimal compensation scheme and the
proﬁt of the principal are decreasing in σ, while the utility of the agent
is determined by the reservation utility, which is normalized at zero here.
Hence, noise damps incentives and dissipates social surplus.
3 OPTIMAL INCENTIVES UNDER GRA-
DIENT DYNAMICS
In this section I assume that a single agent is boundedly rational and ad-
justs her eﬀort in the direction of increasing payoﬀ in proportion to the value
of the derivative of her utility. Let the general structure of the model be
the same as in Section 2. As there, restrict attention to aﬃne compensation
schemes. The main diﬀerence between the model in this section and that of
Section 2 is that the agent, instead of responding optimally to the compen-
8sation scheme, adjusts her choices according to the diﬀerential equation:
dz
dt
= α(t) − z, (9)
conditionally on the decision to participate. The function on the right hand
side of (9) is the derivative of the agent’s utility with respect to z.T h i s i s
the reason I call equation (9) the gradient dynamics. It is worth mentioning
that units of utility have meaning in this framework since they determine the
speed of adaptation. This contrasts with the rational paradigm where utility
units are arbitrary.










2 + β ≥ 0. (10)
(To obtain the left-hand side of (10), plug the compensation scheme (5)
into the agent’s utility function (2) and use the assumed expectation and
variance.)
The principal seeks to maximize the discounted expected present value
of net proﬁts, subject to (9) and (10). Solving (10) with equality for β, one












subject to (9). The integrand is the discounted total surplus.
The present-value Hamiltonian for this problem has the form:






+ µ(α − z). (12)
The evolution of the costate variable µ is governed by:
dµ
dt
=( 1 + ρ)µ − 1 + z, (13)




−ρt =0 . (14)
T h et i m ed i s c o u n tr a t eρ will be assumed to be small, in fact I will ﬁxi ta t
zero after using the transversality condition. This is to make the comparison
of the steady state with the outcome of the static model meaningful. (In
the opposite case with a large discount rate the solution is trivial: take the
10level of eﬀort as given and pay the constant wage that ensures that the
participation constraint is satisﬁed. Indeed, since the principal does not care
about the future and since current eﬀort is given, the only problem is one
of optimal risk sharing, which implies the above outcome since the principal
is risk neutral and the agent risk averse. Admittedly, this case is not very
interesting.)
The maximum principle states that the present-value Hamiltonian should















= α − z, (17)
z(0) = z0, lim
t→∞
α(t)e
−ρt =0 , (18)
where z0 is the initial eﬀort exerted by the agent.
11Deﬁne γ by the expression
γ =
q




Then the only solution to the system (16)-(18) is:
α(t)=
1
1 + φσ2(1 + ρ)
+( z0 −
1





1 + φσ2(1 + ρ)
+( z0 −
1
1 + φσ2(1 + ρ)
)e
−γt. (21)
Two things are worth mentioning here. First, the slope of the compen-
sation scheme α(t) converges to a stationary value, which coincides with the
slope of the optimal compensation scheme for a rational agent in the static
model if ρ =0 . Second, on the dynamic path z(t) > α(t) provided that z0 is
greater than the steady-state level; that is, the agent exerts more eﬀort than
would be myopically optimal, though the diﬀerence shrinks in time.
It is straightforward to show that the present value of expected proﬁts of
the principal as a function of the initial conditions has the form:
Π(z0)=Az
2
0 + Bz0 + C, (22)
12with A<0 and C<0. (One has simply to plug (20)-(21) into (11) and
carry out the integration.) This implies that proﬁt sw o u l db en e g a t i v ei f
initial eﬀort is too high. In that case the principal would prefer to stay out
of business. This makes intuitive sense since the principal has to compensate
the agent for wasted eﬀort due to the participation constraint.
Note that the model of this section provides an additional rationale for
simple linear schemes. Under suitable assumptions such schemes provide
the agent with a strictly concave objective function. Agents who search
myopically would eventually learn their globally maximizing eﬀort level in-
dependently of the initial eﬀort level. Since this level of eﬀort maximizes the
total surplus and the agent’s utility is ﬁxed by the participation constraint,
the principal wants the agent to learn the global maximizer. With nonlinear
compensation schemes, the agent’s objective function need not be concave
and hence may have local maxima which are not the global maxima. In that
case, what the agent learns might depend on the initial eﬀort level.
134 OPTIMAL INCENTIVES WHEN AGENTS
ALSO IMITATE
In this section I consider the principal’s problem of designing an optimal
compensation scheme when a population of agents is engaged in a social adap-
tation process. Assume that there is a continuum of identical agents working
for the same principal. Assume that the principal can pay a wage based only
on the output produced by an agent but not on relative performance, and
is bound to pay diﬀerent agents the same wage for the same performance.
Each agent chooses eﬀort x from the interval [c,d]( ∞ >d>c>0) at each
point in time.1 As in Section 2, the instantaneous payoﬀ to the agent from





The constant term in (23) does not depend on x but may depend on α.
E a c ha g e n ts t a r t sa ts o m ee x o g e n o u s l ys p e c i ﬁed eﬀort level x0 ∈ Ω and
a d j u s t si ta tt i m e sk∆t,w h e r ek ranges over the natural numbers and ∆t
1The symbol z will now be used for mean eﬀort level in the agent population.
14is some ﬁxed time interval length. To describe the adaptation rule it is
necessary to specify the information available to the agent at the moment of
adaptation and the rules of information processing.
I will assume that each agent knows the gradient (i.e. the derivative) of
the utility function at the point of her current choice, the population mean z
and population variance v of choices. The utility function is assumed to be
continuously diﬀerentiable and globally concave. The agent’s choices follow
as t o c h a s t i cd i ﬀerential equation:
xt+∆t =( 1 − γ(∆t))(xt +
∂U(xt)
∂x
∆t)+γ(∆t)(yt − xt). (24)
The ﬁrst term represents gradient dynamics, while the second term represents
imitation. In the above formula the imitation weight γ(∆t) is assumed to
be a nondegenerate random variable with compact support, and such that
E(γ(∆t)) = 0. This implies a particular form of imitation: imitation of
scope.S i n c eγ(∆t) assumes both positive and negative values with positive
probability, the agent does not imitate directly the choice of the other agent.
Instead, she opens a search window, the width of which is determined by the
degree of disagreement between her current behavior and the observed choice
of another agent, that is by (yt − xt). Intuitively, since the observation the
15agent makes is the choice of another agent who is also boundedly rational,
there is no good reason to imitate the choice directly. On the other hand,
the spread of the choices in the population indicates that society as a whole
does not know the optimal choice, and hence that there may be returns to
experimentation. The second term in (24) embodies a simple version of this
intuition: |yt − xt| increases probabilistically in the population’s spread.
It will be convenient to assume γ(∆t)=
√
∆tu,w h e r eu is a random
variable, independent of x, with a compact support and such that E(u)=0 ,
and Va r(u)=1. To capture the intuition that it is more likely to move in the
observed direction than in the opposite one, one may allow E(γ(∆t)) = b∆t
with b>0. However, for a strictly concave utility function this term will be
subsumed by the ﬁrst one, and hence will not make any qualitative diﬀerence,
while making the analysis more complicated.
Let f(x,t) denote the density of the choices in the population of agents at
time t. (If we normalize the mass of the population to be one, an equivalent
interpretation of the function f(x,t) would be the probability density of the
choice of an individual at time t.) Its evolution is described by the following
theorem:
Theorem 1 Let the adaptation rule be given by (4.26). Then the continuous-





















Proof. Let P(x,U,∆t) be the probability xt+∆t ∈ U if xt ∈ U ⊂ R,w h e r e
U is a Borel set. Since U(·) is continuously diﬀerentiable, xt,y t ∈ [c,d],a n d




uniformly in (xt,y t,u t),w h e r eut is the realization of u at time t.B u tt h e n
∀ε > 0 ∃δ > 0 such that 0 < ∆t<δ implies |xt+∆t − xt| < ε.L e tUc
ε be the
complement of the ε−neighborhood of point x.T h e n P(x,Uc
ε,∆t)=0for






















Va r(xt+∆t − xt).











Direct calculation proves the Theorem.
To make a speciﬁc prediction, the system (25)-(27) should be supple-
mented by initial and boundary conditions. The initial condition is arbitrary,
but I will impose the following boundary condition:






2 + v)f)=0for x = c,d, ∀t ≥ 0. (28)
The boundary condition (28) guarantees conservation of the full probability.
An important feature of this model is the existence of special kinds of so-
18lutions: wave packets and quasistationary states. Intuitively, a wave packet
is a solution to (25)-(27) in which the mean moves according to the gradient
dynamics and the variance shrinks so slowly that in a ﬁrst-order approxima-
tion it can be considered to be constant. As the mean approaches its steady
state value under the gradient dynamics, a wave packet converges to a qua-
sistationary state, that is to a distribution with a very slowly changing mean
and variance.
To demonstrate the existence of wave packets and quasistationary states,
I need to assume that the choice space is large in the sense that
c< <z 0,
1
1 + φ(σ2 + v0)
<< d, c << a, b << d,
√
v0 << d − c (29)
Here << means “much less,” z0 and v0 are the mean and variance of the
population’s eﬀort distribution at time zero, respectively; and the numbers
a and b (a<b ) are bounds on the support of z0 which guarantee that the
expected proﬁt of the principal at time zero is positive. The inequalities in
(29) say that the initial distribution and quasistationary state are concen-
trated far from the boundary points, and that the principal will never force
19a large probability mass close to the boundary.2
Under (29) I can derive diﬀerential equations that govern the evolution of
z(t) and v(t).T od ot h i s ,d i ﬀerentiate equations (26) and (27) with respect
to time, integrate by parts, and use the boundary condition (28). This yields:
dz
dt
= α(t) − z −
1
2
g(z,d,v)f(d,t) − g(z,c,v)f(c,t) (30)
dv
dt
= −(d − z)g(z,d,v)f(d,t) − (z − c)g(z,c,v)f(c,t) (31)
where g(z,ζ,v)=( ζ − z)2 + v. Under the conditions imposed on the initial
density function, the boundary terms will be small. Indeed, they are small
at time zero by assumption and remain small because the variance shrinks
in time (due to (31)) and the principal has no incentive to push probability
mass close to the boundary. Hence, the system (30)-(31) can be rewritten
approximately in the form:








System (32)-(33) implies that the mean follows the gradient dynamics while
the variance remains constant (I call the solution to this system a wave
packet).
Next, to formulate the principal’s problem, I will specify the participation
constraint as follows. I will assume that each agent observes the variance of
the current output in the population, uses it to evaluate wage variance and
hence, her expected utility, and participates as long as it is greater than
zero. Since an agent is assumed to be boundedly rational, she is assumed
to be incapable of evaluating the expected discounted present value of the
incentive scheme. However, she realizes that her instantaneous gratiﬁcation
is a poor indicator of her future utility stream and hence, chooses to rely
on the population information when evaluating the value of the incentive
scheme. This pins down β(t). Given this, either all agents will decide to















= α(t) − z. (35)
The variance v(t) will be taken to be constant according to the approx-
imation (33); hence I will omit the argument t in the function v(t) below.
The derivation of (34) is similar to the derivation of (11). The only diﬀerence
is that eﬀo r ti sn o ws t o c h a s t i c .T h i sr a n d o m n e s si sr e ﬂected in the expected
cost of eﬀort (E(x2)=z2 + v) and the variance of output, which now has




1 + φ(σ2 + v)(1 + ρ)
+( z0 −
(1 − δ)





1 + φ(σ2 + v)(1 + ρ)
+( z0 −
1










From (36)-(38) one can see that the steady-state incentive α(∞) is lower
than under the pure gradient dynamics, and convergence takes longer. The
principal’s proﬁts are given by
Π =
1
2(1 + φ(σ2 + v))
. (39)
From (39) it is apparent that the steady state proﬁts under bounded rational-
ity are smaller than under full rationality, while agents get the same utility
on average. Hence, the cost of boundedly rational behavior is completely
born by the principal.
5 OPTIMAL INCENTIVES IN A MULTI-
CULTURAL ENVIRONMENT
In this section I study optimal incentives in a multicultural environment.
Assume there are two distinguishable groups of agents such that f1(x,0) 6=
f2(x,0). I will refer to the diﬀerence in the initial eﬀort distributions as a
23diﬀerence in culture. The principal has a choice whether to pool the groups,
s ot h em e m b e r so fb o t hg r o u p sf a c et h es a m ew a g es c h e d u l ea n dc a no b s e r v e
each others choices, or to keep them separate so they cannot observe each
other and have diﬀerent wage schedules. I will refer to the last choice as a
diﬀerential treatment.
As long as there is no direct skill transmission from one group to another,
the conventional model will predict that this choice makes no diﬀerence. The
model of Section 3 agrees with the conventional one on this issue. However,
using the model of Section 4, one can argue that, in the absence of positive
productive externalities, the diﬀerential treatment is always optimal. To see
why, denote the population fraction of group one by α ∈ (0,1) and observe
that under the pooling regime the agent population is characterized by the
density
f(x,t)=αf1(x,t)+( 1 − α)f2(x,t).
The population variance of the eﬀort is given by
v = αv1 +( 1 − α)v2 + α(1 − α)(z1 − z2)
2,
where zi and vi are the population’s i mean and variance of eﬀort respectively.
24Hence, under the pooling regime the principal’s proﬁts satisfy
Π(v)=
1
2(1 + φ(σ2 + v))
<
1
2(1 + φ(σ2 + αv1 +( 1 − α)v2))
.
But now, noting that Π(·) is convex and using Jensen’s inequality,
Π(v) < αΠ(v1)+( 1 − α)Π(v2).
Since the right hand side represents the proﬁts under diﬀerential treatment
the claim is proven.
The above result is very intuitive. It states, that given the cultural dif-
ferences between diﬀerent groups in population, it is better to capitalize
on them than try to smooth them. Formula (38) implies that under the
diﬀerential treatment the more uniform group will face stronger incentives.
Assuming both groups have the same reservation utility, this implies that the
more diverse group will recieve a higher ﬁxed payment. These predictions
distinguish the explanation of the low powered incentives based on the model
of bounded rationality with individualistic preferences from the explanation
based on the model of social preferences with perfect rationality. If the latter
is the case, some preliminary results obtained by the author indicate that
25the more uniform group should face weaker incentives.
6 SUFFICIENT STATISTICS REVISITED
One of the main results of conventional contract theory is that when
several signals of eﬀort are observed, optimal contracts should be based on
as u ﬃcient statistic for eﬀort. Since in the ﬁrst best the principal should
compensate the agent only for eﬀort, it seems quite intuitive that second-
best compensation is based on the best possible estimate of eﬀort available.3
However, this is not the case under bounded rationality. Intuitively, the
reason is that under bounded rationality, eﬀort can be only partly attributed
to the incentive scheme. The other part comes from the social adaptation
process.
Formally, consider a model similar to the model of the previous section
but allow for two measures of output, Π1 and Π2.F o re x a m p l e ,Π1 may be
proﬁta n dΠ2 sales. Let them be determined as follows:
3This intuition is a little misleading since in the equilibrium the principal knows the
eﬀort. However, to create correct incentives, she should pretend that she does not know
and behave as a statistician who tries to estimate eﬀort from available data.
26Π1 = x + ε1 (40)
Π2 = x + ε2. (41)
Here x is eﬀort exerted by the agent, ε1 and ε2 are independent normal
random variables with zero means and variances σ2
1 and σ2
2, respectively.
Suppose the principal is interested in Π1 only.4 The optimal contract under









This is rather intuitive: in the optimal contract, an observation that conveys
more information should be given higher weight. This is reﬂected by the fact
that the ratio of the coeﬃcients before Π1 and Π2 is σ2
2/σ2
1.I n t h e c a s e o f
bounded rationality, going through the same calculations as in the previous
section, one can conclude that this ratio changes to (σ2
2 +v)/(σ2
1+v)5.T h a t
4Everything below will be true if the principal were interested in any convex combina-
tion of Π1 and Π2.
5To obtain this result, one has to assume that agents observe variances of both measures
of output and treat them as independent when calculating the variance of the wage. In
fact, the behavior of the agents creates a correlation between x1 and x2 (though they are
independent conditional on eﬀort) but the agents fail to understand this. If we assumed










The optimal slope α will be given by
α(t)=
1
1 + φζ(1 + ρ)
+( z0 −
(1 − η)

















The intercept β is given by the participation constraint. Its exact value is
not interesting here. (To obtain all these results, one needs to go through
calculations similar to those of the previous two sections.)
It is worth mentioning that the ratio (σ2
2 +v)/(σ2
1 +v) is less sensitive to
changes in the variances of exogenous noise than the ratio σ2
2/σ2
1.I f s o c i a l
noise dominates technological uncertainty, that is v> >max(σ2
1,σ2
2),t h e n
(4.49) can be rewritten approximately as
















In this case, the agents’payments depend on the arithmetic mean of the
signals. The intuitive reason for this is quite straightforward: the principal
wants to pay only for the part of eﬀort that responds to the incentive scheme.
To do so, she must ﬁlter out both technological uncertainly and social noise.
Since social noise is common to both signals, taking the arithmetic mean is
the best way to ﬁlter it. When social noise is much greater than technolog-
ical uncertainty, the issue of ﬁltering out social noise dominates the issue of
ﬁltering out technological uncertainty.
It is interesting to examine some empirical evidence in the light of this
result. Bertrand and Mullainathan [3] found that the actual payment does
not ﬁlter out all technological uncertainty in a variety of contexts. For ex-
ample, compensation of managers in the petroleum industry responded to
changes in proﬁts in the same way, regardless of whether this change came
from better marketing or from changes in the price of oil.
297C O N C L U S I O N
This paper develops a theoretical framework for analyzing incentive schemes
when agents behave in a boundedly rational manner.
Underprovision of optimal incentives, deviations from the suﬃcient sta-
tistics result in the direction of more equal weights on the performance mea-
sures, and gift-exchange behavior are all ubiquitous in agency relationships
in the real world. The ﬁrst two phenomena are directly predicted by the
model studied here.
Furthermore, under the behavioral assumption that replaces rationality in
the model of Section 4, the agents’ choices follow some continuous stochastic
process. The stochastic component of the adaptation rule is determined by
a social adaptation rule. The important property of this adaptation rule is
that it allows for endogenous variance in the distribution of choices in the
steady state. This in turn leads to a dissipation of the social surplus and
the principal’s proﬁts, and it allows us to study the optimal incentives in a
multi-cultural environment.
Even though gift-exchange behavior is not a direct consequence of the
model, the model helps to shed light on its prevalence. The fact that under
social adaptation, incentive contracts become less attractive, conﬁrms the
30intuition expressed, for example, in [1] that gift-exchange is a result of social
interaction. I study it in more detail in Basov [2].
Even though a lot of questions (for example, the robustness of optimal
incentive schemes) remain unsolved in this paper, it can be viewed as a ﬁrst
step in incorporating bounded rationality into incentive problems.
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