Abstract: Lossless data hiding recovers original images precisely after secret data are extracted. Therefore, it has received considerable attention among researchers. This paper offers an adaptive lossless data hiding scheme that is based on the search-order coding (SOC) algorithm for side match vector quantization (SMVQ) compressed images. By combining SOC coding with the SMVQ algorithm, compression performance is further improved while a large amount of free space is generated to hide secret data during the data embedding phase. In the extracting phase, simple steps are used to extract that embedded secret data. The same index table can be reconstructed on the receiver side, which ensures that this proposed scheme can restore the original cover image exactly. Experimental results have demonstrated that the proposed scheme yields a higher embedding rate and a lower compression rate than other related VQ and SMVQ based data hiding schemes.
Introduction
ata hiding has an essential role to play in information security. Using a data hiding technique, secret information is hidden into cover digital content, i.e., images, audio, videos, or texts, before such digital content is transmitted on the public channels like the Internet. Data hiding ensures that cover media has been distorted minimally even though it does contain secret information. That technique can prevent the transmitted content from arousing the attraction of malicious attackers. As a result, the privacy of the secret information is maintained.
Data hiding can be divided into two basic categories based on reversibility. The first is irreversible data hiding [1] [2] [3] [4] . The advantage of irreversible data hiding is that a large amount of secret information can be embedded and transmitted in the popular channel. However, the visual quality of the cover image is permanently distorted and cannot be recovered after extracting the secret information. The second category is reversible data hiding [5] [6] [7] [8] [9] [10] [11] [12] . This category solves the weakness present in the first category that allows the original cover image to be reconstructed precisely after the embedded secret information is extracted completely. This property makes reversible data hiding useful, especially in certain sensitive fields, i.e., military, medicine, and fine artwork, where reconstruction of the original cover images is required after secret data extraction.
Data hiding also can be classified into three domains, namely, spatial, transformative, and compression. In the spatial domain [13, 14] , each pixel in the cover image is modified to hide the secret information. In the transformative domain [15, 16] , the cover image is transformed into coefficients using well-known transform techniques, i.e., the integer wavelet transform [15] and the integer discrete cosine transform [16] . Then to embed the secret information, these coefficients are altered. In the compression domain, the cover image is compressed to save the storage and the bandwidth space of the embedded image. Then, the image-compressed codes are processed to hide the secret information. Many imagecompressed data hiding schemes have been noted in the literature because the sizes of the compressed images will be much smaller than those of the original images before and after data hiding. Various compression techniques, i.e., JPEG [1, 2] , block truncation coding (BTC) [17] , vector quantization (VQ) and side-match vector quantization (SMVQ) [5] [6] [7] [8] [9] [10] [11] [12] have been utilized for data hiding to obtain both a low compression rate and high embedding capacity.
In the past five years, certain data hiding schemes for VQ-compressed images [8, 10, 18, 19] have been proposed. In 2009, Chen and Huang [18] proposed a hybrid reversible data hiding scheme. In their scheme, the combination of dynamic tree coding and modified search order coding is used to obtain the low compression rate. However, the embedding capacity of their scheme is low at about 16384 bits. In the same year, Yang and Lin [10] proposed a new reversible data hiding scheme for VQ indices. In their scheme, the traditional VQ codebook is first sorted and divided into 2 B groups; here B is the number of secret bits that each VQ index will contain. To further improve embedding capacity, in [19] , Yang and Lin replaced the traditional trace for encoding the index table using the fractal Hilbert curve. In the embedding process, the low compression rate is obtained by following the curve. In [8] , Lee et al. exploited the high correlation of neighboring blocks in a VQ-compressed image, and four different state codebooks were generated for data embedding. This scheme provides high embedding capacity, when its embedding capacity is 3 bits per index. However, the average compression rate of this scheme is lower that for the conventional VQ algorithm.
Recently, search order coding (SOC) and side match vector quantization (SMVQ) became two popular techniques and proposed to further improve VQ performance. These two techniques are detailed shown in Section 2. Due to their properties, some schemes are proposed to hide secret messages in SOC code [11, 20] , and some schemes are suggested for embedding data into SMVQ and presented in [7, 9, 12] . In 2010, Lee et al. [7] proposed a new reversible data hiding scheme for SMVQ indices. In their scheme, the VQ index table is modified using the SMVQ technique to generate a new transformed index table. Then, the transformed index table is used to contain the secret data. This scheme can achieve greater embedding capacity than the existing schemes. However, a higher compression rate is required when compared to conventional VQ. To obtain a low compression rate, Qin et al. in 2013 [9] proposed a novel, joint data hiding and compression scheme that combines SMVQ and image inpainting. In Qin et al.'s scheme, data hiding and the compression rate are integrated into a single module. Their scheme provides both a low compression rate (around 0.4 bpp) and a low embedding capacity (around 10,500 bits). In 2014, Wang et al. [12] combined SMVQ and locally adaptive coding (LAC) to embed secret data. Their scheme delivers both high embedding capacity and embedding efficiency. However, in the scheme, to make sure the original index table can be re-constructed correctly; the position of the index in the LAC list should be recorded, therefore, Wang et al.'s scheme offers higher compression rate than the conventional VQ.
In this paper, the high correlation of neighboring SMVQ indices in the index table is explored in order to propose a new SMVQ-based reversible data hiding scheme. Our proposed scheme combines SMVQ and SOC coding to improve both embedding capacity and the compression rate of an SMVQ-compressed image further. In addition, the restoration of the original SMVQ is obtained after extracting the secret data. In the proposed scheme, which is based on SMVQ and SOC, each index is classified into one of five different cases. Then, the indices that belong to Case 1 and Case 2 are used to support a high embedding capacity. Whereas, the indices belonging to Case 4 and Case 5 are used to support a low compression rate. As a result, a great amount of embedding capacity is obtained in the proposed scheme, which successfully solves the weakness (low embedding capacity) of the currentexisting schemes [8, 9, 11, 12] . The experimental D results show the performance of the proposed scheme in terms of embedding capacity, embedding rate, compression rate, and visual quality compared to certain existing schemes [8, 9, 11, 12] .
The rest of the paper is organized as follows. In Section 2, the concept of the SMVQ [21] algorithm and SOC coding [22] is introduced, and Pan et al. [11] is reviewed to give readers sufficient background knowledge. Section 3 describes the proposed reversible data hiding scheme, including its embedding and extracting phases. Section 4 summarizes the experimental results and demonstrates the performance of the proposed scheme. Conclusions and discussion are offered in Section 5.
Related Work
In this section, the side match vector quantization (SMVQ) and search order coding (SOC) algorithms are reviewed in Subsections 2.1 and 2.2, respectively. Then, Subsection 2.3 presents Pan et al.'s scheme [11] , because this scheme achieves a high embedding capacity.
■ Side Match Vector Quantization
Vector quantization (VQ) is a compression technique which is developed by Gray [23] in 1984 to compress an image file. Since VQ is a simple and efficient lossy compression scheme, it is widely applied in image processing and signal processing. VQ looks for the nearest codeword of the input vector X from the finite subset Y ={Y i ;i =1,2, ... ,N},where y i is called a codeword and the set Y is called a super codebook generated by the LBG algorithm [24] . To find the nearest codeword of X, Euclidian distance function is used and it is defined in Equation (1) .
where x j is the jth component of the input block X, and y ij is the jth component of the codeword Y i .
To further improve the image compression rate, in 1992, Kim [21] introduced the SMVQ algorithm. The SMVQ algorithm is a variant of the VQ algorithm. The main idea of SMVQ is that a high correlation between adjacent blocks is utilized to encode the current block. In SMVQ, to maintain the good quality of the reconstructed image, the first row and the first column blocks are encoded using traditional VQ [23] . To obtain the low image compression rate, the remaining blocks, also called residual blocks, are encoded using a smaller state codebook generated according to the side-match prediction algorithm.
Assume that block X is the input block sized of 4×4. A state codebook of block X is first generated using its upper block U and its left block L. Figure 1 shows an example of the relationship between the input block X and its upper block U, and its left block L. The border vector of block X are defined as X = (x 1 , x 2 , x 3 , x 4 , x 5 , x 9 , x 13 ) = (b 1 
■ Search Order Coding
To further compress the VQ index table, in 1996, Hsieh and Tsai [22] proposed the search order coding (SOC) technique. The search path points to the indices that have been encoded in the adjacent area of the current index. The search path goes from the current index (search center) to its neighbors, as shown in Figure 2 . If one index in the search path has the same value as the current index, the current index can be encoded by shorter code (SOC code) by SOC coding. Otherwise, continue checking the following search path. If the repeated index occurs in the search path, the repeated indices are marked by the symbol. SOC coding is determined by the size n of SOC code. This means that the current index can be only encoded by 2 n different indices found in its search path. Therefore, the compression rate can be reduced, because the size of n is always less than the size log 2 N of original index value, where N is the size of super codebook in traditional VQ. If there is no the same index of the current index in the search path, the current index is encoded by OIV code. In SOC coding, one bit indicator, i.e., 0 or 1, is required to separate a SOC code from an OIV code. For example, if SOC code is found, the current index will be encoded as 0||SOC code. Otherwise, it is encoded as 1||OIV code. Figure 2 shows an example of an SOC technique. In this example, the size n of the SOC code is set to 2. This means that the search path only consists of four different indices, and each index can be represented as one of four indicators, i.e., 00, 01, 10, and 11. As shown in Figure 2 , the current index 29 is located at position (4, 4). In the search path, as shown by the arrows, four different indices (31, 27, 30, 29) are found and encoded as 00, 01, 10, and 11 respectively. The indices located in (3, 3) , and (3, 5) , are marked as "x" because their value is the same as the index value in the location (4, 3). The fourth index is equal to the current index, and then the current index is encoded by indicator of the fourth index as "11".
Figure 2. An example of SOC technique

■ Pan et al.'s scheme
In 2013, Pan et al. [11] proposed a data embedding scheme based on SOC coding for VQ indices. In their scheme, there are four cases in the embedding process as shown in Table 1 . If the SOC code of the current index can be found through SOC coding, and the secret bit is 0 (Case 1) or the current index is encoded by OIV value and the secret bit is 1 (Case 4), then the current index will be encoded as seen in SOC coding, and no extra bits are used. If the SOC code of the current index is found and the secret bit be 1 (Case 3), the secret bit is different from the indicator. Instead of transforming the SOC code to an OIV code (1||OIV), the current index is encoded by the indicator 0 and ||11||1||2 bits of the SOC code. If the current index is encoded by an OIV code and the secret bit is 0 (Case 2), the index will be encoded using the 0||11||0||OIV code. Even though extra bits are needed in the encoding process, Pan et al.'s scheme obtains a low compression rate (around 0.5 bpp). However, their scheme offers low embedding capacity where each index can only be used to carry one secret bit. 
Proposed Scheme
In 2013, Pan et al. [11] proposed a data hiding scheme based on a combination of the VQ and SOC algorithms. To embed secret data, in their scheme, the OIV code or the SOC code is used, where the secret bit 1 or 0 is embedded, respectively. Therefore, only one secret bit is embedded into each index value in this scheme. Figure 3 shows the histogram of the compressed image "Lena" using VQ compression and the SOC algorithm. Note that, in Figure 3 , distributions of indices obtained using VQ compression and the SOC algorithm are not very concentrated. This means that in the case of where the SOC code for the current processing index cannot found in its neighboring areas or the secret bit is opposite to the indicator, more bits are used to encode the current index value. As a result, the length of the code stream will increase. To improve the distribution of indices and decrease the length of code stream and increase embedding capacity, our scheme combines SMVQ compression and the SOC algorithm. Figure 4 shows the histogram of the compressed image "Lena" using a combination of SMVQ compression and the SOC algorithm. Obviously, the highest frequency index value is distributed around 0. The proposed scheme can be divided into two phases, i.e., the embedding phase, and the extracting phase. These two phases are presented in Sections 3.1, and 3.2, respectively. . Figure 5 shows the distribution of indices for six test images. Table 2 presents the distribution of the index value of 0 of 6 test images after encoding using SMVQ algorithm. Table 2 indicates the high frequency of index value of 0 in the SMVQ index table. Therefore, in the proposed scheme, the index value of 0 is independently processed to embed more secret bits. For the remained indices, the SOC algorithm is used to embed secret bits and further improve the compression efficiency of the proposed scheme. In the proposed scheme, the size of the SOC code is set to 2-bits, which means that the search path of SOC coding can only cover four different index values, i.e., V 1 , V 2 , V 3 , and V 4 . Each index can be indicated as one of four indicators, i.e., 00, 01, 10, and 11. In the proposed scheme, if the SOC code cannot be found in its neighboring area, a threshold thris used to limit the number of bits to use for encoding index value. Since the original image I is first processed by applying the SMVQ algorithm, the most indices are distributed from 0 to 7 in the SMVQ index table, as shown in Figure 5 . Therefore, let threshold thr be a value of 8. To enhance security, the secret data are scrambled by a secret key to generate the secret message S before embedding. Figure 6 the shows the main processes of the proposed embedding algorithm; embedding algorithm is then described. Step 1: Encode cover image I using SMVQ encoder to get an index table IT.
Step 2: Read the next index P from the index table IT in the raster scan order.
Step 3: If index P = 0, go to Step 4, otherwise, go to step 5.
Step 4: This is Case 1 and the current index P is encoded by P' = 00|| m 1 secret bits, where || represents the concatenation function. The detailed way to encode the index for Case 1 is shown in Table 3 . Then, the encoded index P' is obtained and outputted to CS as CS = CS||P'.
Step 5: Find the SOC code of the current index P; if the SOC code is found go to Step 5.1, otherwise, go to Step 5.2
Step 5.1: This is Case 2, and the current index P is encoded by P' = 01||SOC 2-bit|| m 2 secret bits. The detailed way to encode the index for Case 2 is shown in Table 3 . Then, the encoded index P' is obtained and outputted to CS as CS = CS||P'.
Step 5.2: Find the nearest index V i of the current index P from the four different neighboring indices {V 1 , V 2 , V 3 , and V 4 } which are determined by using SOC coding. These four indices' indicators are 00, 01, 10, and 11, respectively. Let Indicator i be the indicator of the nearest index V i of the current index. Compute the different value d = P -V i . If |d| > thr, go to Step 6, otherwise, go to Step 7.
Step 6: This is Case 3, and the current index P is encoded by P' = 10||OIV of P. The detailed way to encode the index for Case 3 is shown in Table 3 . Then, CS = CS||P'.
Step 7: If d > 0, go to Step 7.1, otherwise, go to Step 7.2
Step 7.1: This is Case 4, and the current index P is encoded by P' = 11||indicator i ||0||log 2 (thr) bits of |d|. The detailed way to encode the index for Case 4 is shown in Table 3 . Then, CS = CS||P'.
Step 7.2: This is Case 5, and the current index P is encoded by P' = 11||indicator i ||1||log 2 (thr) bits of |d|. The detailed way to encode the index for Case 4 is shown in Table 3 . Then, CS = CS||P'.
Step 8: Repeat Steps 2-7 until all indices in index table IT are processed.
Step 9: Output the code stream CS. When all these steps are completed, the code stream CS of the index table IT is obtained. To provide greater efficiency of the proposed scheme, we deliver the proposed scheme into four encoding forms. The first is a compressed scheme in which no secret data are embedded. This scheme is called a compression scheme. To embed the secret data, three different schemes, i.e., under-hiding, normal-hiding, and over-hiding, are performed. The under-hiding scheme concatenates the secret data where the current index is equal to 0 or the SOC code is found. This scheme ensures that the length of the code will be smaller than 8 bits. The normal-hiding scheme concatenates the secret data after the current index is equal to 0 or the SOC code is found to ensure that the length of the code is equal to 8 bits. The over-hiding scheme also concatenates the secret data after the current index is equal to 0 or the SOC code is found to ensures that the length of the code is equal to 9 bits. Those indices that are not equal to 0 or where their SOC code cannot be found are processed to obtain the low compression rate. The encoding rule for these four schemes is presented in Table 3 . Figure 7 , and the threshold thr is equal to 8. The first index P is 4, which is not equal to 0 and where the SOC code cannot be found. Moreover, the nearest index V i of the current index cannot be found in its neighboring areas such that the different value d = P -V i is smaller than threshold thr. Thus, the first index belongs to Case 3 and is encoded by P' = 10||00000100 according to Step 6. For the second index of the index table, where P = 11 according to SOC coding, only one neighboring index V 1 = 4 is determined, and the indicator of V 1 is 00. Therefore, the nearest index V i of P is equal to V 1 = 4. In this scenario, the current index P is not equal to 0, and its SOC code also cannot be found. Then, compute the different value d = P -V i = 11 -4 = 7 < thr , and d = 7 > 0; thus, the current index P is encoded by P' = 11||indicator i ||0||log 2 (thr) bits of |d| = 11||00||0||111 according to Step 7.1 (Case 4). The third index P = 0 can be encoded by two indicator bits 00, followed by m 1 secret bits. In this case, m 1 = 6 as shown in Table 3 , and therefore, P' = 00||101110. More detail of the example is presented in Figure 7 . 
■ Extracting Phase
After receiving code stream CS from the sender, a receiver can directly extract the secret data and reconstruct the original SMVQ index table IT. The flowchart of the extracting phase is shown in Figure 8 , and the extracting algorithm is organized as discussed following the figure.
Figure 8. Flowchart for the extracting phase
Extracting algorithm: Input: Code stream CS in binary form, threshold thr Output: Reconstructed cover image I, retrieved secret message S
Step 1: Read two bits r from code stream CS.
Step 2: If r = 00, read the following m 1 bits from code stream CS to reconstruct secret data s, where m 1 is determined in Table 3 . Then, the reconstructed index P = 0 is inserted to index table IT, and S = S||s.
Step 3: If r = 01, read two subsequent bits, which are the SOC code of the reconstructed index P. The SOC code is scanned to determine the value of index P. Then, read the following m 2 bits from code stream CS to reconstruct secret data s, where m 2 is determined in Table 3 . Then, insert P into index table IT, and S = S||s.
Step 4: If r = 10, read the next 8 bits and change them to a decimal value as the reconstructed index P. Then, index P is sent to index table IT.
Step 5: If r = 11, read the next 2 bits as indicator q of the nearest index V i of the reconstructed index value P. Then, four different neighboring indices {V 1 , V 2 , V 3 , and V 4 } are determined by using SOC coding with their indicators as 00, 01, 10, and 11, respectively. The value of V i is recovered as one of four indices {V 1 , V 2 , V 3 , and V 4 }, and determine one has the indicator = q. Then, read the next bit as indicator z, and read log 2 (thr) bits from the code stream as value |d|. Notably, in the embedding phase, thr is set to 8. Therefore, three subsequent bits are read and converted to the decimal value |d|.
Step 5.1: If z = 0, the reconstructed index P is computed as P = V i + |d|. Then, index P is sent to index table IT.
Step 5.2: If z = 1, the reconstructed index P is computed as P = V i -|d|. Then, index P is sent to index table IT.
Step 6: Repeat Steps 1-5 until all of the indices in index table IT are reconstructed. After all these steps have been processed completely, the entire secret message S is extracted, and the original SMVQ index table is recovered. Then, the SMVQ decoder is used to recover the original cover image I. Note that beside the threshold thr, in the proposed scheme, no extra information is required. Figure 9 offers an example of the proposed extracting phase of the normal-hiding scheme. During the extracting phase, the receiver can extract the embedded secret bits and reconstruct the original index P as follows: First, two bits r = 10 are read from code stream CS (as in Case 3 in Table 2 ). According to Step 4 of the extracting algorithm, the next 8 bits are read and converted to a decimal value as the reconstructed index P = (00000100) 2 = 4. To reconstruct the second index P, the next two bits, r = 11, are read from the code stream CS (as Case 4 or Case 5 in Table 3 ). Then, according to Step 5, the two next bits, q = 00, are read from CS. Then, the SOC algorithm determines four different neighboring indices {V 1 , V 2 , V 3 , V 4 }. However, in this case, only one neighboring index V 1 = 4 is determined, and its indicator is equal to q = 00. Therefore, the nearest index V i is recovered as V 1 = 4. Then, the next bit z = 0 is read. Three subsequent bits (111) 2 are read and converted to a decimal value |d| = (111) 2 = 7. Since, z = 0, according to Step 5.1, the reconstructed index value P is calculated as P = V i + |d| = 4 + 7 = 11. To recover the third index P, the next two bits r = 00 are read from CS, and according to Step 1, the reconstructed index value is 0 and m 1 bits are read as the extracted secret bits. In this example, the normal-hiding scheme is used, and thus m 1 = 6, meaning that 6 secret bits are extracted and sent to the secret message S. Our proposed extracting phase is complete when all the bits in the code stream CS are decoded completely. 
Experimental Results
In this section, certain experimental results are given to demonstrate the proposed scheme' embedding capacity, compression rate, embedding efficiency, and visual quality of reconstructed image. In the experimental result, six 512  512 grayscale images shown in Figure 10 were used as the text images. We test our proposed scheme using codebooks of sizes 256, and the dimension of each codeword is 4  4. Secret message S in binary form is generated using a pseudorandom number generator. All computing was implemented on a PC with a 2.1-GHz Intel (R) Core™2 CPU and 2 GB of RAM. The operating system used was Windows 7 Professional. In this experiment, all algorithms were programmed using MATLAB 10. In the proposed scheme, assume that code stream CS is transmitted over the Internet channel without any attacks. The main purpose of the proposed scheme is to further improve embedding capacity, embedding efficiency, and reduce the compression rate of the SMVQ compressed image.
In this effort, four criteria, i.e., the visual quality of the reconstructed image, compression rate (CR), embedding capacity (EC), and embedding efficiency (EF) were used to estimate the performance of the proposed scheme and the various schemes. The first measurement criterion is the peak signal-to-noise-ratio (PSNR), which can evaluate the quality of the reconstructed image and the original cover image. The PSNR is defined in Equation (3) below:
and the mean square error (MSE) for a W  H grayscale image is defined in Equation (4)
where X ij and X' ij denote the pixel values of the original and reconstructed image, and H and W are the height and width of the cover image, respectively. The second measurement is the compression rate, which is used to estimate the compression performance of data hiding schemes in the compression domain. CR is calculated by comparing the size of the code stream CS with the size of the original cover image. The bit-per-pixel (bpp) is used as the unit of CR, ass defined in the Equation (5).
where ||CS|| is the size of the code stream CS, and H and W are the height and width of the original cover image, respectively.
The third criterion is embedding capacity, which represents how many secret bits are embedded into the SMVQcompressed image. The EC of the proposed scheme is computed as Equation (6): ) (
where N 1 is the number of indices that have a value of 0, and N 2 is the number of indices that can find the same index value by using SOC coding. Further, m 1 and m 2 are denoted for the number of secret bits embedded into the index that belong to Case 1 and Case 2, respectively. The fourth criterion is embedding efficiency (EF), which describes the rate of the embedding capacity and the entire code stream CS. This criterion is used to evaluate the hiding efficiency of the proposed scheme and that of some of the existing schemes. EF is defined in Equation (7).
Where EC is the embedding capacity and ||CS|| is the size of the code stream CS. Table 4 shows the simulation results of these four different schemes, i.e., compression, under-hiding, normal-hiding, and over-hiding, for various test images. As seen in Table 4 , the compression scheme obtains the highest CR among the four offered schemes because this scheme is not embedded with any secret information. Once the under-hiding and normalhiding schemes are used, the CR is smaller or equal to the CR of the traditional VQ algorithm (0.50 bpp).
The over-hiding scheme yields a higher CR than the other two schemes do. However, this scheme can embed more secret bits than the other two schemes when the average EC of three proposed schemes, i.e., under-hiding, normal-hiding, and over-hiding is 3.12, 3.92, and 4.72 bit per index, respectively. In the proposed schemes, the indices belong to Case 1, and Case 2, the number m 1 and m 2 of secret bits are embedded to provide high EC, and the indices belong to three other cases, i.e., Case 3, Case 4, and Case 5, which are used to provide a high CR. In addition, our proposed schemes show very high embedding efficiency, when the average EF of three schemes is roughly 43%, 47%, and 53%, respectively. [12] in terms of visual quality, compression rate (CR), embedding capacity (EC), and embedding efficiency (EF).
In principle, using the smaller state codebook in the SMVQ algorithm will provide a lower PSNR. As a result, the visual quality of the reconstructed image will be poor after SMVQ decoding. Therefore, in the proposed scheme, to ensure the high PSNR has the same value as the traditional VQ algorithm, the size of state codebook will be kept similar to the size of the super codebook in the SMVQ algorithm. Table 5 shows the visual quality results for the five schemes. Obviously, the visual quality obtained by the proposed scheme is the same as that obtained by the four previous schemes [8, 9, 11, 12] . Table 6 shows the performance comparisons between the proposed under-hiding scheme and two previous schemes, Pan et al.'s scheme [11] and Qin et al.'s scheme [9] . These two schemes were used as a comparison for the proposed scheme because Qin et al.'s scheme obtains low CR and high EF, while Pan et al.'s scheme provides high EC and EF. Even though the proposed under-hiding scheme is used as a comparison, our proposed under-hiding scheme remains superior to these two schemes in terms of EC and EF. is their scheme is based on a hybrid of VQ and SOC for hiding data. Each index is used to carry only one secret bit (0 or 1) and is encoded by SOC or original VQ index value, respectively. In addition, as can be seen in Figure 3 , by using a combination of VQ and SOC, the distributions of indices are not very concentrated. This result means that the frequency of SOC code found in its neighboring areas will be low. In this scenario, more bits are required to encode the current index. In contrast, with a combination of SMVQ and SOC, most of the indices are around 0 or their SOC code can be found. In other words, these indices belong to Case 1 or Case 2, and the m 1 or m 2 secret bits are embedded. Moreover, when the indices do not belong to Case 1 or Case 2, they are processed to utilize fewer bits to encode them. Table 7 shows the performance comparisons for the two proposed schemes, normal-hiding and over-hiding, and two previous schemes [8, 12] . In Table 7 , our schemes are compared to these schemes because these schemes obtain high EC and low CR at the same time, which is significantly greater than for the existing schemes. When comparing the proposed normal-hiding scheme with these two schemes, the result obtained by these two schemes is lower those obtained for our normal-hiding scheme for CR, EC, and EF. The performance of the proposed normal-hiding scheme is better than that of the other two schemes [8, 12] because, in Lee et al.'s scheme [8] , four state codebooks of each index are generated from their two neighboring indices. Then, to encode the current index, its state is determined as one of five states, i.e., fine_SB0, fine_SB1, rough_SB0, rough_SB1, or miss state. Obviously, with five states, two or three bits of indicators should be used. Moreover, in Lee et al.'s scheme, the current index will be encoded using a state codebook of its neighboring indices, thus, more bits are required to represent the index. In Wang et al.'s scheme [12] , the combination of SMVQ and LAC is used to embed secret data. However, by using LAC to ensure that the original indices can be obtained in the decoding phase, the position of the indices in the LAC list should be recorded in the output code stream. As a result, more bits are required to encode the index. Conversely, in the proposed scheme, SMVQ and SOC are combined. By doing so, most of the indices are concentrated around 0. Therefore, for index = 0 (Case 1), the index is processed independently to embed more secret bits. In addition, applying SOC coding to the SMVQ indices, the high frequency of indices to find SOC code in indices' neighboring areas is obtained. This means that more secret bits are embedded (Case 2), and a low CR is obtained (Case 4, and Case 5). As mentioned, when a higher EC is required, then the proposed over-hiding scheme is applied. The reason is that the proposed over-hiding scheme provides the highest EC of the four schemes. However, the higher CR is required. Table 8 shows the average execution time for the proposed scheme and the four previous schemes [8, 9, 11, 12] . It is clear that Lee et al.'s scheme requires the highest execution time of the five schemes because in their scheme, when the index is encoded, four state codebooks for its neighboring indices need to be generated. Therefore, their scheme spends more execution time than do the other four schemes, when its execution time is about 16.54 s for both phases. The Qin et al.' scheme is the most saving in execution time, followed by Pan et al.'s scheme, the proposed scheme, Wang et al.'s scheme, and Lee et al.'s scheme. Qin et al.'s scheme has the smallest execution time of the five schemes, because their scheme performs compression process and data embedding, simultaneously. 
Conclusions
In this paper, we introduced a novel adaptive reversible data hiding scheme for the SMVQ-compressed image using SOC coding. By applying a combination of the SMVQ algorithm and SOC coding, a greater amount of free space is generated in the proposed scheme, and it can be used to carry secret data. In doing so, our proposed scheme provides the high EC and high EF while it guarantees a low CR. In addition, the same index table can be reconstructed on the receiver side, which ensures that our proposed scheme will restore the original cover image exactly. The experimental results demonstrated that the proposed scheme has satisfactory performance in terms of embedding capacity, embedding efficiency, compression rate, and image quality. Therefore, we conclude that our proposed scheme achieves a high performance and can be used successfully in real-world data hiding applications.
