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Abstract
We develop a formal statistical approach to investigate the possibility that
leading indicator variables have different lead times at business cycle peaks
and troughs. For this purpose, we propose a novel Markov switching vector
autoregressive model, where economic growth and leading indicators share
a common Markov process determining the state, but such that their cycles
are non-synchronous with the non-synchronicity varying across the different
regimes. An empirical application to monthly US industrial production (IP)
and The Conference Board’s Composite Index of Leading Indicators (CLI) for
the period 1959-2004 shows that on average the CLI leads IP by more than
seven months at peaks, but only by three and a half months at troughs. In
terms of timeliness, the CLI is therefore most useful for signalling oncoming
recessions. Furthermore, we find that allowing for asymmetric lead times leads
to improved real-time dating of business cycle peaks and troughs and more
accurate forecasts of turning points and IP growth.
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1 Introduction
Reliable leading indicators of the business cycle are of great importance for policy-
makers, firms, and investors. It is therefore not surprising that economists set out
on an intensive quest for such leading indicators, ever since the initial attempts of
Mitchell and Burns (1938) for the US economy. This research has provided much
insight into the construction, use, and evaluation of leading indicators, see Marcellino
(2006) for a recent survey.
Reliability of a leading indicator variable includes aspects such as consistency
and timeliness. By consistency we refer to the property that a leading indicator
should systematically give an accurate indication of the future course of the econ-
omy and should not produce false turning point signals too frequently, for example.
Timeliness means that in order to be useful, a leading indicator variable should have
a considerable lead time with respect to business cycle turning points. Most of the
currently popular leading indicator variables are believed to have a lead time between
six and eighteen months. At the same time, it appears to be the case that many of
these variables have a considerably longer lead time at business cycle peaks than at
troughs. For example, the Composite Index of Leading Indicators (CLI) currently
published by The Conference Board has led cyclical downturns in the economy by
eight to twenty months, and upturns by one to ten months during the post-World
War II period (The Conference Board, 2001).
In this paper, we develop a formal approach to investigate whether leading in-
dicator variables have different lead times at peaks and troughs. For this purpose,
we propose a novel Markov switching vector autoregressive model, where economic
growth and leading indicator variables share a common cycle determined by a single
Markov process, but such that their regime-switching is not exactly synchronous
with the length of the displacement, or lead/lag time varying across the different
regimes. We follow a Bayesian approach for estimation of the model parameters,
with posterior results being obtained through flexible Markov Chain Monte Carlo
techniques. The advantage of Bayesian analysis of the model is that it allows us
to treat the lead/lag times as unknown parameters. We can then use their poste-
rior distributions to conduct statistical inference on the asymmetry of the lead/lag
structure at peaks and troughs.
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We provide an empirical application involving monthly US industrial production
(IP) and The Conference Board’s CLI over the period 1959-2004. We find that
on average the CLI leads IP by more than seven months at peaks, but only by
three and a half months at troughs. This suggests that, in terms of timeliness, the
CLI is most useful for signalling oncoming recessions. The posterior results provide
convincing evidence in favor of the presence of a non-synchronous common cycle with
asymmetric lead times. The Bayes’ factor relative to an alternative specification with
equal lead times at cyclical downturns and upturns is very large. The same applies
to models with synchronous cycles and with independent cycles in the different
variables. In addition, the CLI is more consistent and more timely in terms of
signaling oncoming recessions when embedded in the general model specification. In
order to examine the practical usefulness of allowing for asymmetric lead times we
conduct a business cycle dating and forecasting exercise for the period from October
1987 to July 2004, using real-time data for both the CLI and IP. We find that
allowing for asymmetric lead times leads to more timely and precise identification of
peaks and troughs for the 1990-1991 and 2001 recessions, as well as more accurate
out-of-sample forecasts of turning points as well as IP growth rates.
The paper is organized as follows. In Section 2, we introduce our novel Markov
switching vector autoregressive model. In addition, we describe (nested) alternative
specifications, which allow for a non-synchronous common cycle but with identical
lead times at all possible regime switches, for a synchronous common cycle, and
for independent cycles. To facilitate interpretation of the models, we focus on the
bivariate case, where both economic growth (or the coincident indicators) and the
leading indicators are represented by a single variable. We provide details of the
Bayesian approach for parameter estimation and inference in Section 3. In Section 4
we discuss the empirical results based on estimating the different model specifications
over the complete sample period. In Section 5, we consider the real-time performance
of the alternative cycle representations in terms of identifying peaks and troughs,
and forecasting turning points and IP growth. Finally, we conclude in Section 6.
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2 Model specification
Our point of departure is the assumption that the cycles in both output (or another
measure of aggregate economic activity) and the leading indicator consist of two
regimes (although extensions to multiple regimes are possible) labeled ‘recession’
and ‘expansion’, which are characterized by different mean growth rates of these
variables. To make this precise, let y1,t and y2,t denote the growth rates of output
and the leading indicator, respectively, in period t. Consider the unobserved binary
random variables s1,t and s2,t, where sj,t takes the value 0 in case yj,t is in expansion
and 1 in case yj,t is in the recession regime. The mean growth rate conditional on the
state sj,t is denoted as µj,sj,t ≡ E[yj,t|sj,t], for j = 1, 2, where typically µj,1 < 0 < µj,0
such that recessions and expansions correspond to periods with negative and positive
average growth, respectively. The properties of s1,t and s2,t determine the relation-
ship between the cyclical behavior of economic activity and leading indicators, and
we return to these in detail below. For the moment it is sufficient to say that they
are assumed to be homogeneous first-order Markov processes. Finally, assuming
first-order autoregressive dynamics in the demeaned growth rates, we arrive at the
specification
y1,t − µ1,s1,t = φ1,1(y1,t−1 − µ1,s1,t−1) + φ1,2(y2,t−1 − µ2,s2,t−1) + ε1,t
(1)
y2,t − µ2,s2,t = φ2,1(y1,t−1 − µ1,s1,t−1) + φ2,2(y2,t−1 − µ2,s2,t−1) + ε2,t,
where (
ε1,t
ε2,t
)
∼ i.i.d.N
((
0
0
)
,
(
σ1,1 σ1,2
σ2,1 σ2,2
))
, (2)
and ε1,t1 and ε2,t1 are independent of s1,t2 and s2,t2 for all t1 and t2. We may write
this model in vector notation as
(Yt −MSt) = Φ(Yt−1 −MSt−1) + Et, with Et ∼ N(0,Σ) (3)
where
Yt =
(
y1,t
y2,t
)
, St =
(
s1,t
s2,t
)
, MSt =
(
µs1,t
µs2,t
)
, and Et =
(
ε1,t
ε2,t
)
. (4)
The Markov switching vector autoregressive (MS-VAR) model in (3) obviously
needs to be completed by specifying the exact dynamic properties of s1,t and s2,t.
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We consider four different specifications, which allow for varying degrees of interre-
lation between the cycles in economic growth and in the leading indicator. First, an
extreme standpoint would be to assume that these cycles are completely indepen-
dent. In this case, the state vectors s1,t and s2,t can be defined as two independent
first-order two-state homogeneous Markov processes with transition probabilities
Pr[sj,t = 0|sj,t−1 = 0] = pj and Pr[sj,t = 1|sj,t−1 = 1] = qj, j = 1, 2. (5)
Second, the other extreme would be to assume that the variables y1,t and y2,t
share a common business cycle, which is obtained by imposing
s2,t = s1,t, for all t. (6)
As a consequence, a single underlying Markov process with transition probabilities
p and q can be used to model the business cycle. We refer to Krolzig (1997), Paap
and van Dijk (2003), and Chauvet and Hamilton (2006) for extensive treatments of
this model specification.
Third, a more subtle approach, as proposed in Hamilton and Perez-Quiros (1996),
is to assume that, although economic growth and leading indicators share the same
business cycle, the cycle of the leading indicators leads or lags the cycle of economic
growth by κ periods, that is
s2,t = s1,t+κ. (7)
Note that positive values of κ correspond to the situation that the cycle of y2,t leads
the cycle of y1,t by κ periods, whereas negative values correspond to a lag of |κ|
periods. We may treat the lead time κ as an unknown parameter to be estimated.
As discussed in the introduction, stylized facts show that on average leading
indicators have a longer lead time when entering a recession than when entering an
expansion. To capture this phenomenon, we consider a new specification of the state
vectors accompanying the MS-VAR model (3) such that s2,t leads s1,t by κ1 periods
at peaks and by κ2 periods at troughs. This may be formalized by defining s2,t as
s2,t =


κ2∏
i=κ1
s1,t+i if κ1 ≤ κ2
1−
κ1∏
i=κ2
(1− s1,t+i) if κ1 > κ2.
(8)
To understand that this specification indeed gives rise to the desired asymmetric lead
times, consider the case where κ1 ≤ κ2. Defining s2,t as the product from s1,t+κ1 to
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s1,t+κ2 , essentially implies that recessions in y2,t start κ1 periods before recessions
in y1,t, while they end κ2 periods earlier. Note that, consequently, recessions in y2,t
are |κ2 − κ1| periods shorter than recessions in y1,t. On the other hand, if κ1 > κ2,
recessions in y2,t are |κ1 − κ2| periods longer than recessions in y1,t. Obviously,
lengthening of the recession periods is equivalent to shortening expansions. For that
reason we define s2,t in (8) in terms of the product over (1− s1,t) in this case.
Note that the specification of s2,t in (8) embeds the specifications with a syn-
chronous common cycle (κ1 = κ2 = 0), and with a non-synchronous common cycle
with symmetric lead/lag times at peaks and troughs (κ1 = κ2) as special cases. This
facilitates testing for the degree of interrelation between the two cycles. The four
specifications of the state vectors sj,t, for j = 1, 2, discussed above are illustrated in
Table 1.
- Insert Table 1 about here -
The bivariate MS-VAR(1) model in (3) may be extended in several directions to
make it more realistic and useful in empirical practice. First, we may want to con-
sider multiple coincident indicator variables, based on the original idea of Burns and
Mitchell (1946, p.3) that the business “cycle consist of expansions (and recessions)
occurring at about the same time in many economic activities.” Similarly, it may be
beneficial to include multiple leading indicator variables, as different recessions have
different sources and characteristics and thus may be signaled by different leading
indicators, see Stock and Watson (2003), among others. This may be accommodate
by taking yj,t to be a (mj × 1) vector, for j = 1, 2, such that the model includes m1
coincident indicators and m2 leading indicators. In case both m1 > 1 and m2 > 1,
it may be cumbersome to clearly define the relationships between the states sj,t,
j = 1, . . . ,m1 +m2 directly as in (8), as now there are m1 ×m2 different lead/lag
times to consider. A possible solution then is to employ a dynamic factor structure
as in Chauvet (1998), where all coincident and leading indicators are related with
a certain lead/lag time to a latent common factor that exhibits regime-switching
behavior.
Second, the model may be extended to incorporate higher-order dynamics in the
coincident and leading indicators. For any lag order k ≥ 0, the general MS-VAR
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model reads
(Yt −MSt) = Φ1(Yt−1 −MSt−1) + · · ·+ Φk(Yt−k −MSt−k) + Et (9)
=
k∑
i=1
Φi(Yt−i −MSt−i) + Et,
or, using lag polynomial notation
Φ(L)Zt = (I − Φ1L− · · · − ΦkLk)Zt = Et, (10)
where Zt = Yt −MSt .
A third possible extension of the model concerns the possibility of multiple
regimes. Several applications of Markov switching models to US GDP, for example,
have found that allowing for a third regime to capture the so-called ‘bounce-back
effect’, that is a short period of rapid recovery following recessions, considerably im-
proves the description of the cyclical dynamics of output, see Sichel (1994), Boldin
(1996), and Clements and Krolzig (2003), among others. In the case of multiple
regimes, specifying the lead/lag structure of the regime-switches for the different
variables in the model may be complicated and has to be done with care.
Fourth, a model specification in which the transition probabilities of the Markov
processes sj,t, for j = 1, 2, depend on observed explanatory variables may be consid-
ered, see Diebold et al. (1994), Filardo (1994), and Diebold and Rudebusch (1996),
among others.
Fifth and finally, regime-dependent heteroskedasticity and correlations among
the shocks Et may be captured by replacing the assumption Et ∼ N(0,Σ) in (3) by
Et|St ∼ N(0,ΣSt). In the empirical application below we consider another type of
dynamics in the error (co-)variances to accommodate the effects of the ‘Great Mod-
eration’, that is the large and persistent decline in volatility of US macro-economic
time series since the mid-1980s, see McConnell and Perez-Quiros (2000), Sensier and
van Dijk (2004), and Herrera and Pesavento (2005), among others. Specifically, we
allow for a single structural break in the covariance matrix of Et:
Σt =
{
Ω0 if t < τ
Ω1 if t ≥ τ
= Ω0I[t < τ ] + Ω1I[t ≥ τ ], (11)
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where I[·] denotes the indicator function, taking the value one if the condition in
brackets is true and zero otherwise, and Ω0 and Ω1 are (2× 2) covariance matrices.
We treat the break point τ as an unknown parameter to be estimated.
3 Estimation and inference
Parameter estimation and inference on the regimes in MS-(V)AR models is com-
monly done using maximum likelihood coupled with the EM-algorithm, see Hamilton
(1989, 1994) for details. However, as we want to conduct inference on the discrete
lead/lag time parameters κ1 and κ2 in (8), a frequentist approach is not feasible. We
therefore adopt a Bayesian approach. In Section 3.1 we derive the likelihood func-
tion of the model. Sections 3.2 and 3.3 discuss the prior specification and posterior
simulation.
3.1 The likelihood function
We first derive the complete data likelihood function. We focus on the derivation
for the bivariate MS-VAR model (9) with asymmetric lead/lag structure as given in
(8). The likelihood of the other specifications can be derived in a similar way.
Following Hamilton (1989) and Paap and van Dijk (2003) we replace MSt by
MSt = Γ0 + Γ1 ¯ St, (12)
where ¯ denotes the Hadamard or element-by-element product and where St is given
in (4) with (8). Hence, Γ0 = (µ1,0, µ2,0)
′ and Γ1 = (µ1,1 − µ1,0, µ2,1 − µ2,0)′. Model
(9) now reads
(Yt − Γ0 − Γ1 ¯ St) =
k∑
i=1
Φi(Yt−i − Γ0 − Γ1 ¯ St−i) + Et, Et ∼ N(0,Σt) (13)
for t = k + 1, . . . , T , where T denotes the sample size and Σt is specified in (11).
The conditional density of Yt for this model given the past and current states
St = {S1, . . . ,St} and given the past observations Y t−1 = {Y1, . . . , Yt−1} is given by
f(Yt|Y t−1,St,Γ0,Γ1,Ω0,Ω1,Φ, κ1, κ2, τ) = 1
(
√
2pi)2
|Σt|− 12 exp
(
− 1
2
E ′tΣ−1t Et
)
(14)
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where Et follows from (13). Hence the complete data likelihood function for model
(13) conditional on the first k observations Y k equals
L(Y T ,ST |Y k, θ) = pN0,0 (1− p)N0,1 qN1,1 (1− q)N1,0
×
T∏
t=k+1
f(Yt|Y t−1,St,Γ0,Γ1,Ω0,Ω1,Φ, κ1, κ2, τ), (15)
where θ = {Γ0,Γ1,Ω0,Ω1,Φ, κ1, κ2, τ, p, q}, and where Ni,j denotes the number of
transitions from state i to state j. The unconditional likelihood function L(Y T |Y k, θ)
can be obtained by summing over all possible realizations of ST
L(Y T |Y k, θ) =
1∑
s1=0
1∑
s2=0
· · ·
1∑
sT =0
L(Y T ,ST |Y k, θ). (16)
The complete data likelihood in case κ = κ1 = κ2 follows directly from (15). In
case we have separate cycles for the two series in Yt we have to extend (15) with the
likelihood contribution of the second cycle in a straightforward manner.
3.2 Prior specification
We opt for a prior specification that is relatively uninformative compared to the
information in the likelihood. For the transition probabilities p and q, we take
independent and uniformly distributed priors on the unit interval (0, 1)
p(p) = I[0 < p < 1] and p(q) = I[0 < q < 1]. (17)
Under flat priors for p and q special attention must be paid to the priors for Γ0 and
Γ1. It is easy to show that the likelihood has the same value if we switch the role
of the states and change the values of Γ0, Γ1, p and q into Γ0 + Γ1, −Γ1, q and
p respectively, see Fru¨hwirth-Schnatter (2001). This complicates proper posterior
analysis if we are interested in the values of Γ0 and Γ1, see also Geweke (2007) for
a discussion. Following Paap and van Dijk (2003) we take priors for Γ0 and Γ1 on
subspaces which identify the regimes, that is,
p(Γ0) ∝
{
1 if Γ0 ∈ {Γ0 ∈ R2|Γ0,1 > 0}
0 elsewhere,
p(Γ1|Γ0) ∝
{
1 if Γ1 ∈ {Γ1 ∈ R2|Γ0,1 + Γ1,1 ≤ 0}
0 elsewhere.
(18)
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Hence, we impose that growth rate µ for the first series is positive if s1,t = 0 and
negative if s1,t = 1. For the model specification with two independent cycles or, put
differently, two independent Markov processes s1,t and s2,t we take the priors given
in (17) for both sets of transition probabilities. In that case, the prior for Γ0 and Γ1
as given in (18) is augmented with the additional restrictions Γ0,2 > 0 and Γ0,2+Γ1,2
for identification of the regimes of y2,t.
For the shift parameters κj we take a discrete uniform prior
p(κj) =
{
1
2cj+1
if κj ∈ {−cj, . . . , 0, . . . , cj}
0 elsewhere.
(19)
for j = 1, 2. Hence, we allow for a maximum lead/lag time of cj periods. The same
prior is used for the lead time κ in the model specification with a non-synchronous
common cycle but equal lead times at peaks and troughs based on (7).
For the autoregressive parameters we use flat priors
p(Φi) ∝ 1, for i = 1, . . . , k − 1. (20)
and for Ωj we take the uninformative prior
p(Ωj) ∝ |Ωj|−3/2 (21)
for j = 0, 1. This prior results from a standard Wishart prior by letting the degrees
of freedom approaching zero, see Geisser (1965).
Finally, for the break parameter τ we take a discrete uniform prior
p(τ) =
{
1
T−k−2b
if τ ∈ {k + b+ 1, . . . , T − b}
0 elsewhere,
(22)
hence not allowing for a break in the first and last b observations of the sample
period.
The joint prior for the model parameters p(θ) is given by the product of (17)–
(22).
3.3 Posterior distributions
The posterior distribution for the model parameters of the Markov switching vec-
tor autoregressive model is proportional to the product of the prior p(θ) and the
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unconditional likelihood function L(Y T |Y k, θ). To obtain posterior results we use
the Gibbs sampling algorithm of Geman and Geman (1984) together with the data
augmentation method of Tanner and Wong (1987). The unobserved state variables
{St}Tt=1 are simulated alongside the model parameters θ, see Albert and Chib (1993),
McCulloch and Tsay (1994), Chib (1996) and Kim and Nelson (1999), among others.
The Gibbs sampler is an iterative algorithm, where one consecutively samples
from the full conditional posterior distributions of the model parameters. This pro-
duces a Markov chain, which converges under mild conditions. The resulting draws
can be considered as a sample from the posterior distribution, see Smith and Roberts
(1993) and Tierney (1994) for details. In Appendix A we derive the full conditional
posterior distributions resulting from p(θ)L(Y T ,ST |Y k, θ) for the model specification
with asymmetric lead/lag structure.
4 Empirical results
We apply the Markov switching VAR models proposed in Section 2 to examine the
lead times at business cycle peaks and troughs of the Composite Leading Index (CLI)
as issued by The Conference Board. As a proxy of economic growth we consider
seasonally adjusted US Industrial Production (IP). IP is one of the four series that
comprise The Conference Board’s Composite Coincident Index. Both time series are
transformed to monthly growth rates. The sample period runs from January 1959
to June 2004. The estimation results reported in this section use the revised data
as available in July 2004. The next section considers out-of-sample forecasting of
turning points and IP growth based on real-time data.
- Insert Figure 1 about here -
Figure 1 displays a time series plot of the log levels and monthly percentage
growth rates of both series, together with the recession periods as determined by the
National Bureau of Economic Research (NBER). In general, the leading index seems
to have a similar cyclical pattern as the industrial production series, but with turning
points cleary occurring earlier. In addition, the visual evidence in Figure 1 already
suggests that the CLI turning points have a longer lead time for business cycle peaks
than for troughs. We apply the four different specifications of the Markov switching
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model discussed in Section 2 to investigate more formally whether this indeed is
the case, and to examine by how many periods the leading indicator actually is
leading at peaks and troughs. In addition, for comparison we include a linear vector
autoregressive model, which can be obtained from (9) by setting MSt = M for all
t. In the first part of this section we discuss results from the models that do not
allow for a structural break in volatility. In the second part we consider models that
incorporate a single structural break in volatility as in (11).
4.1 No structural break in volatility
To perform inference we use the Bayesian approach as discussed in Section 3 with
the prior specifications given in Section 3.2. We set the parameters c1 and c2 in
the priors for the lead/lag times κ1 and κ2 equal to 12, which implies that we
allow for a maximum non-synchronicity of one year in the cycles of both series. We
consider several specifications for the autoregressive dynamics in (9). Unreported
Bayes factors based on moderately informative priors on Φ indicate that a lag order
k = 1 with additional restrictions φ1,1 = φ2,1 = 0 is most appropriate, see Hamilton
and Perez-Quiros (1996) for a similar specification. Hence, only lagged CLI growth
enters the equations for both IP and CLI.
- Insert Table 2 about here -
Posterior results of the five estimated models are shown in Table 2, based on
100,000 simulations following a burn-in period of 10,000 iterations. The first panel
of the table shows that in the linear VAR model the posterior mean of the average
monthly growth rate over the sample period is 0.26% for industrial production and
0.12% for the composite leading index. In the MS-VAR models we observe clear
differences in the average growth rates during with recession and expansion periods.
Depending on the model specification, the posterior means of the average growth
rates during expansions are between 0.39% and 0.46% for the IP series. For recessions
the posterior means are between –1.09% and –0.84%. The posterior mean of the
probability of staying in an expansion regime is about 0.97, while the probability
of staying in a recession regime is considerably lower at about 0.82. This obviously
reflects the fact that recessions typically last much shorter than recessions. Based on
these average transition probability estimates, the expected duration of a recession
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is between five and six months, compared to 33 months for expansions. Note that
there is much more variability in the posterior means of the probability of staying
in a recession than for the expansion staying probability across model specifications.
In particular, the probability of staying in recession increases to 0.86 in the non-
synchronous common cycle specification of Hamilton and Perez-Quiros (1996).
The fourth panel of Table 2 shows that in the model with a non-synchronous
common cycle (7) the posterior mean of the lead time of the CLI is just over four
months. This corresponds with the lead time of one quarter as found in Hamilton
and Perez-Quiros (1996), who used quarterly GNP and CLI data. In the novel model
specification allowing for asymmetric lead/lag times κ1 and κ2, the posterior mean
of the lead time at peaks is about 6.3 months compared to about 4.0 months at
troughs. This confirms the informal visual evidence in Figure 1 that the CLI signals
oncoming recessions earlier than expansions.
The bottom panel of the table shows the marginal likelihoods of the five mod-
els. As we have proper priors on the transitions probabilities we can compare the
marginal likelihoods of the four Markov switching models to assess the appropri-
ateness of the different cycle specifications. The marginal likelihood of the model
with asymmetric lead/lag structure is clearly smaller than for the other models.
The Bayes factor compared with the non-synchronous common cycle specification is
exp(7.7) ≈ 2208.4 and hence, there is strong posterior evidence for the more general
specification with different lead/lag times at peaks and troughs.
- Insert Figure 2 about here -
We proceed with judging the different model specifications on their ability to
signal turning points and in particular their ability to identify recession periods.
Figure 2 shows the posterior means of the state variables sj,t, j = 1, 2 for the four
Markov switching models. The shaded areas indicate recession periods defined as
six consecutive months where the posterior mean of sj,t is larger than 0.5. This
corresponds with the popular rule of thumb which says that the economy is in
recession whenever economic growth is negative during two consecutive quarters.
We compare our recession periods with those based on the NBER turning points,
thus assuming that the latter are correct. We do note however that our analysis
is solely based on cycles in IP, whereas the NBER focusses on multiple indicators,
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including real GDP, real income, employment, industrial production, and wholesale-
retail sales. The bottom graph reveals that the model with an asymmetric lead/lag
time at peaks and troughs as (8) indicates all the official NBER-dated recessions that
occurred during the sample period. This includes the two most recent recessions in
1991 and 2001, both of which are missed by the other three specifications (except
for the 2001 recessions in the non-synchronous common cycle specification with
symmetric lead/lag times). In addition, the specifications with independent cycles
and with a synchronous common cycle fail to identify the 1970 recession. All four
models also fail to pick up the recession in 1980 in IP, but this may be attributed
to the fact that this recession “officially” lasted for six months only, and hence
is difficult to detect by construction. Note that the asymmetric lead/lag model
specification does indicate a recession period for the CLI and a short period with
negative growth in IP in 1980. Finally, the asymmetric lead/lag model indicates an
additional recession period around 1967, which corresponds with a growth rate cycle
recession.1
4.2 Structural break in volatility
Next, we consider the same set of models but allowing for a single structural break
in the covariance matrix as in (11). The parameter b in the prior for the break date
is set equal to 6, so that we do not allow for a break in the (co-)variances in the first
and last six observations. The other prior specifications are kept the same. Posterior
results for the five models are shown in Table 3.
- Insert Table 3 about here -
The bottom panel of the table shows that the marginal likelihoods of the models
with a structural break are clearly smaller than for the models without, and hence
there is strong posterior evidence for a structural break in volatility. The posterior
mode of the break point parameter τ is 1984.02 in all model specifications, which
corresponds with the break point estimate for GDP volatility as reported by Mc-
Connell and Perez-Quiros (2000), among others. Figure 3 displays the posterior
density of the break parameter for the model with an asymmetric lead/lag structure
1According to the Economic Cycle Research Institute, see http://www.businesscycle.com.
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for the period January 1982-December 1986. Almost all posterior mass is located in
the years 1983 and 1984. In the MS-VAR model with asymmetric lead/lag times,
the posterior means of the variances are such that for IP the variance after the break
is about 30% of the variance before. For the leading indicator the reduction in vari-
ance also is very large at 64%. Computing the posterior means of the correlation
between the IP and CLI growth rates, we obtain 0.458 (0.052) and 0.291 (0.066)
before and after the break, respectively, where the posterior standard deviations are
in parentheses. This suggests that the strength of the co-movement between the
series also declined.
- Insert Figure 3 about here -
The first panel of Table 3 shows that the posterior means of average growth rates
over the observation period become somewhat smaller if we allow for a structural
break, at 0.25% and 0.11% for IP and the CLI, respectively. This also holds for the
posterior means of the growth rates in the expansion and recession periods in the
different Markov switching models.
The posterior mean of the lead time of the leading indicator in the non-synchronous
common cycle model in (7) now is about 3.6 months, slightly more than half a month
less than for the model without the volatility break. The posterior means of κ1 and
κ2 in the model with asymmetric lead/lag times as in also change slightly, but such
that their difference becomes even larger with the posterior mean lead time at peaks
being 7.3 months compared to 3.5 months at troughs. Figure 4 displays the posterior
distribution of the κj parameters, for j = 1, 2 in this model specification, showing
that the posterior mode is κ1 = 6 and κ2 = 4. The posterior probability that κ1 = κ2
is only 0.05, providing complementary evidence that the lead times at the start of
recessions and expansions really are different.
- Insert Figure 4 about here -
Again we find that the marginal likelihood of the model with an asymmetric
lead/lag structure is higher than for the other cycle specifications, although the dif-
ferences in the log marginal likelihood value are smaller than for the models without
a volatility break. The Bayes factor compared with the non-synchronous common
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cycle specification is exp(2.2) ≈ 9.0 and hence, there is still considerable posterior
evidence for the asymmetric lead/lag specification.
- Insert Figure 5 about here -
Figure 5 shows the posterior means of the state variables sj,t, for j = 1, 2. The
most notable difference with the corresponding graphs in Figure 2, is that the alter-
native, simpler cycle specifications are able to identify the 1991 and 2001 recessions
when a break in volatility is allowed for, see panels (b)–(d). Note, however, that the
model with a non-synchronous common cycle with an asymmetric lead/lag structure
is more timely, in the sense that it signals these recessions (by showing an increase in
the probability that s2,t = 1) quite a bit earlier than the other specifications. In fact,
this occurs for all other recessions during the sample period, again demonstrating
the advantage of allowing for different lead times at peaks and troughs. Finally,
even when a volatility break is allowed, only the asymmetric model specification is
capable of identifying the short recession in 1980.
5 Real-time business cycle dating and forecasting
The full-sample estimation results discussed in the previous section demonstrate that
using the CLI within an MS-VAR model delivers an accurate description of US busi-
ness cycle dynamics ex post. The practical usefulness of leading indicator variables,
however, crucially hinges upon their ability to signal changes in the business cycle ex
ante. Furthermore, as both the CLI and IP are subject to substantial revisions after
their initial release, a realistic assessment of this issue requires the use of real-time
data that was actually available when the forecasts were supposed to be made. Two
related aspects of real-time performance are of interest. First, we consider real-time
business cycle dating, as in Chauvet and Piger (2007), and examine how quickly the
different models provide a reliable signal that the business cycle regime has changed.
Second, we consider genuine out-of-sample forecasting of both turning points and
output growth in real time. A number of previous studies examining the real-time
predictive ability of the CLI have rendered mixed results, depending on the choice
of time series model as well as the coincident indicator variable(s), see Diebold and
Rudebusch (1991), Hamilton and Perez-Quiros (1996), Camacho and Perez-Quiros
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(2002), Filardo (1999, 2004), and McGuckin et al. (2007), among others. Here we
examine whether there is any added value of allowing for different lead times at
peaks and troughs for predictive accuracy.
Our real-time data set for the CLI and IP consists of 200 releases, or vintages,
from October 1987 until July 2004. Each vintage contains a complete time series
of monthly observations from January 1959 until one month prior to the release
date. Except for McGuckin et al. (2007), previous studies examining the real-time
predictive ability of the CLI use revised data as available at present for the coincident
indicator(s) or output measure, based on the idea that the revised data is closer to
the truth that we (should) aim to forecast. However, this comes at the cost of
making the real-time experiment less realistic as revisions in output measures are
substantial, see Swanson and van Dijk (2006) for a recent assessment for monthly IP.
As we would like to approximate the actual possibilities of a business cycle analyst
as closely as possible, we make use of real-time IP data instead.
We construct real-time estimates and forecasts of the business cycle indicator s1,t
and the monthly IP growth rate y1,t for each vintage in the period October 1987-July
2004, as follows. Using the data release of month T , which contains observations
until month T−1, we first obtain the posterior distribution of the model parameters.
Of particular interest is the posterior distribution of the state variable p(s1,t|Y T−1)
for t = 1, 2, . . . , T − 1, as this can be used for real-time dating of business cycle
peaks and troughs. Next, we determine the predictive densities p(s1,T−1+h|Y T−1) and
p(y1,T−1+h|Y T−1) for h = 1, 2, . . . . Draws from these predictive densities can easily
be obtained from the Gibbs output for the posterior distribution. Given a draw
from the posterior of the parameters and states S1, . . . ,ST−1, we simply simulate
future observations taking the model as data generating process. We use the means
of the predictive distributions as point forecasts. This implies that the forecast for
s1,T−1+h is the predictive probability that s1,T−1+h equals 1 or, put differently, the
probability that month T−1+h is part of a recession. We consider forecast horizons
up to h = 12 steps ahead, where it should be noted that in fact the one-step ahead
prediction is a nowcast as it is made at the end of month T .
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5.1 Business cycle dating results
For a business cycle dating procedure to be useful in real time, it should strike a
balance between the speed at which regime shifts are detected and the accuracy of
estimated turning point dates. The posterior distribution p(s1,t|Y T−1) constructed
at the end of month T delivers smoothed probability estimates Pr[s1,t = 1|Y T−1]
for t = 1, 2, . . . , T − 1. To convert these recession probabilities into turning point
estimates, we may again use a specific dating rule as we did in Section 4, where
we defined a recession as a period of six consecutive months where the recession
probability exceeds 0.5. Some business cycle analysts, however, may be more inclined
to accept also weaker signals, if the speed of detection is of utmost importance.
Others may prefer to wait longer, in order to gain accuracy and certainty about the
dates obtained. For this reason, instead, we visualize the recession probabilities and
leave the exact dating rule to the reader.
- Insert Figures 6 and 7 about here -
Figures 6 and 7 show the real-time recession probabilities obtained using data
vintages before, during and after the recessions in 1990-1991 and 2001, respectively.
Each row in these graphs gives recession probabilities based on the vintage released
at the end of the month as marked on the vertical axis, where the in-sample estimates
and out-of-sample predictions are separated by the stepwise diagonal line. Looking
across columns for a specific row thus shows the business cycle dating for a particular
vintage. If the probability estimates change such that the color of the graph turns
from blue to red at a certain calendar month and remain red consistently thereafter,
we gain confidence that this date should be marked as a business cycle peak. A
change from red to blue similarly indicates a trough. Conversely, looking across
rows reveals how the assessment of a particular calendar month changes across data
releases when focusing on a specific column and, more generally, how the business
cycle dating changes across data vintages.
For the July 1990 - March 1991 recession, we find that the models with the
synchronous common cycle and the non-synchronous common cycle with identical
lead times at peaks and troughs are clearly outperformed by the models with inde-
pendent cycles and an asymmetric non-synchronous common cycle, as the signals of
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the first two models are not particularly strong and, perhaps more importantly, not
persistent. Comparing the latter two models, the non-synchronous common cycle
specification with different lead times at peaks and troughs provides stronger signals
in the sense that the estimated probabilities are closer to zero or one. Also, this
model does not provide false signals around February 1991 and 1992, which are ob-
served with the independent cycles specification. As regards the speed of detection
of the business cycle peak, we observe a first string of recession probabilities higher
than 0.5 for the data release of January 1991. The probabilities color red persis-
tently as of April, which is around the same date as the NBER’s announcement of
the peak. However, as early as July 1991 our model indicates that the recession
had ended in April. The NBER announced the end of this recession in December
1992, nearly one and a half year after the model’s time of detection. Concerning the
accuracy of our procedure, we note a discrepancy of four months for the peak and
one month for the trough.
Looking at the results for the March - November 2001 recession shown in Figure
7, the two non-synchronous common cycle models provide much more clear signals
than the independent cycles and synchronous common cycle specifications. In a
one-to-one comparison of the first two models, again the asymmetric specification
is to be preferred, as it provides sharper regime switches. Also it does not show
the false signals at the end of 2002. Based on the symmetric model we would have
concluded that the recession started seven months earlier than it started according
to the NBER. Most probably as a result of the asymmetric lead/lag structure, our
novel specification dates the beginning of the recession more sharply. As regards
the speed of detection, we observe that the recession probabilities turn red for the
vintage of July 2001, four months before the NBER’s announcement of this peak.
We detect the trough in May 2002, where NBER announced this trough in July
2003.
- insert Figure 7 about here -
5.2 Forecasting results
We conclude our analysis by evaluating the (relative) accuracy of real-time h-month
ahead forecasts of the business cycle regime and of IP growth, for h = 1, 2, . . . , 12.
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To evaluate the latter forecasts we use the mean squared forecast error (MSFE)
MSFE(h) =
1
T2 − h− T1
T2−h∑
t=T1−1
(
y1,t+h − yˆ1,t|t+h
)2
(23)
where T1 and T2 correspond to the first and last data vintages (October 1987 and
July 2004), where yˆ1,t|t+h denotes the h-step ahead forecast made at time t+ 1 and
where yt+h is the monthly IP growth rate resulting from the release of the series
in July 2004. For the regime variable s1,t we use the turning point forecast error
(TPFE)
TPFE(h) =
1
T2 − h− T1
T2−h∑
t=T1−1
(
NBERt+h − sˆ1,t|t+h
)2
, for h = 1, . . . , 12, (24)
where sˆ1,t|t+h denotes the h-step ahead forecast of the state variable made at time
t + 1, and where NBERt+h is a binary variable which equals 1 if, according to the
NBER turning points, the economy is in recession at time t+ h.
To facilitate the forecast comparison, we take the most general model specifi-
cation, that is, the asymmetric non-synchronous common cycle model as reference
point. The first panel of Figure 8 displays ratios of the TPFE(h) for h-step ahead
forecasts of probability of recession obtained from the MS-VAR models with in-
dependent cycles, with a synchronous common cycle and with a symmetric non-
synchronous common cycle relative to the asymmetric non-synchronous common
cycle model. We observe that the asymmetric model outperforms the other models
in forecasting turning points as all ratios exceed unity, except for the synchronous
common cycle model at h = 12 months ahead. The improvement in forecast ac-
curacy is especially large for short horizons, in particular for the symmetric non-
synchronous common cycle specification of Hamilton and Perez-Quiros (1996). For
horizons longer than 10 months the differences are relatively small. The model
specification with a synchronous common cycle is second best for all horizons.
- insert Figure 8 about here -
We test whether the differences in TPFE’s are statistically significant by means
of the Diebold and Mariano (1995) test of equal predictive accuracy. The results in
the first panel of Table 4 for forecast horizons h = 1, 2, 3, 6, 9, and 12 months lead to
19
slightly different conclusions than the graphical evidence in Figure 8. In particular,
the asymmetric non-synchronous common cycle model provides significantly more
accurate forecast than the symmetric variant only for one month ahead, despite the
still sizable values of the TPFE ratios for longer horizons. The synchronous variant,
although being second best is still significantly worse for forecast horizons of two
and three months.
- insert Table 4 about here -
The second panel of Figure 8 displays the ratios of the MSFE(h) for h = 1, . . . , 12
for IP growth forecasts for the same three models relative to the asymmetric non-
synchronous cycle model. Differences in forecast performance are smaller but still the
novel cycle specification outperforms the other models. The second panel of Table 4
displays the corresponding Diebold and Mariano (1995) test results. Comparing the
general model with the variants with independent cycles and with a synchronous
common cycle, the MSFE differences are significant for 1, 9 and 12 months ahead.
The differences with the symmetric non-synchronous common cycle model are not
statistically significant, except perhaps for the three months ahead forecasts.
In sum, our model produces sharper and more accurate turning point estimates,
in particular for business cycle peaks. Concerning the speed of detection, our model
proves to be advantageous especially to detect business cycle troughs. For the last
two recessions, the troughs where detected over a year ahead of the NBER’s an-
nouncements. The asymmetric non-synchronous common cycle model also provides
more accurate forecasts than the other models, especially for turning points.
6 Conclusions
In this paper, we have developed a formal statistical approach to investigate whether
the lead time of leading indicator variables is different at business cycle peaks and
troughs. A novel Markov switching vector autoregressive model, where economic
growth and leading indicators share a common Markov process determining the
state but with different lead times at switches between the different regimes, was
proposed for this purpose. The empirical application involving monthly industrial
production and The Conference Board’s CLI demonstrates the usefulness of the new
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model specification. For the period 1959-2004, we found that on average the CLI
led IP by seven months at peaks, but only by three and a half months at troughs.
Therefore, in terms of timeliness, the CLI is most useful for signalling oncoming
recessions. In addition, in a real-time business cycle dating and forecasting exercise
for the period from October 1987 to July 2004, we found that allowing for asymmetric
lead times leads to more timely and precise identification of peaks and troughs for
the 1990-1991 and 2001 recessions, as well as more accurate out-of-sample forecasts
of turning points as well as IP growth rates.
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A Full conditional posterior distributions
A.1 Sampling of Γ0
To sample Γ0 we rewrite (13) as
Σ
− 1
2
t
(
(Yt − Γ1 ¯ St)−
k∑
i=1
Φi(Yt−i − Γ1 ¯ St−i)
)
= Σ
− 1
2
t
(
Im −
k∑
i=1
Φi
)
Γ0+Σ
− 1
2
t Et,
(A.1)
where Im denotes the (m×m) identity matrix. This is a regression model with pa-
rameter Γ0 and an error term with unit variance. Hence, the full conditional posterior
distribution of Γ0 is normal with mean (X
′X)−1X ′Z and covariance matrix (X ′X)−1
where Z = (Z ′k+1, . . . , Z
′
T )
′ with Zt = Σ
− 1
2
t
(
(Yt − Γ1 ¯ St)−
∑k
i=1 Φi(Yt−i − Γ1 ¯ St−i)
)
and X = (X ′k+1, . . . , X
′
T )
′ with Xt = Σ
− 1
2
t (Im −
∑k
i=1 Φi), see, for example, Zellner
(1971, Chapter III). The prior restriction for identification can easily be incorporated
by sampling from truncated normal distributions.
A.2 Sampling of Γ1
To sample Γ1 we rewrite (13) as
Σ
− 1
2
t
(
(Yt − Γ0)−
k∑
i=1
Φi(Yt−i − Γ0)
)
= Σ
− 1
2
t
(
Im ¯ (St −
k∑
i=1
ΦiSt−i)
)
Γ1 + Σ
− 1
2
t Et.
(A.2)
This is again a regression model with parameter Γ1 and an error term with unit
variance. The full conditional posterior distribution of Γ1 is normal with mean
(X ′X)−1X ′Z and covariance matrix (X ′X)−1 where Z = (Z ′k+1, . . . , Z
′
T )
′ with Zt =
Σ
− 1
2
t
(
(Yt − Γ0)−
∑k
i=1 Φi(Yt−i − Γ0)
)
and X = (X ′k+1, . . . , X
′
T )
′ with Xt = Σ
− 1
2
t ×(
Im ¯ (St −
∑k
i=1 ΦiSt−i)
)
. Again, the prior restriction for identification can easily
be incorporated by sampling from truncated normal distributions.
A.3 Sampling of Φ
To sample Φ we note that (13) is a multivariate regression model with regres-
sion parameters Φi for i = 1, . . . , k. Define Zt = (Yt − Γ0 − Γ1 ¯ St) and Zj =
(Zk−j+1, . . . , ZT−j)
′. This multivariate regression model can be written as
Z = XΦ + e (A.3)
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where Z = DZ0, X = (DZ1, DZ2, . . . , DZk), D = diag(Σ
− 1
2
k+1, . . . ,Σ
− 1
2
T ), Φ =
(Φ1, . . . ,Φk)
′ and e = (Σ
− 1
2
k+1Ek+1, . . . ,Σ
− 1
2
T ET )′. Hence, the full conditional posterior
distribution of Φ is a matric variate normal distribution with mean (X ′X)−1X ′Z
and covariance matrix Im⊗ (X ′X)−1, see Zellner (1971, Chapter VIII). To sample in
case we have zero restrictions on the elements of Φ we rewrite (A.3) in a univariate
linear regression model with regression parameter vec(Φ) using the vec operator,
that is,
vec(Z) = vec(I ⊗X)vec(Φ) + vec(e) (A.4)
and hence one can sample the nonzero elements of vec(Φ) from a normal distribution
with mean (X˜ ′X˜)−1(X˜ ′vec(Z)) and covariance matrix (X˜ ′X˜)−1 where X˜ contains
the columns of vec(I ⊗X) corresponding to the nonzero elements of vec(Φ).
A.4 Sampling of Ω0 and Ω1
It is easy to see from the conditional likelihood (15) and the prior specification (21)
that the full conditional posterior of density Ω0 and Ω1 is proportional to
p(Ω0,Ω1|sT , θ\{Ω0,Ω1}, Y T ) ∝ |Ω0|− 12 (τ−k)|Ω1|− 12 (T−τ+2)
× exp
(
−1
2
tr
(
Ω−10
(
τ−1∑
t=k+1
EtE ′t
)
+ Ω−11
(
T∑
t=τ
EtE ′t
)))
(A.5)
and hence the covariance matrices Ω0 and Ω1 can be sampled from inverted Wishart
distributions with scale parameters (
∑τ−1
t=k+1 EtE ′t) and (
∑T
t=τ EtE ′t) and degrees of
freedom τ − k − 1 and T − τ + 1, respectively, see Zellner (1971, p. 395).
A.5 Sampling of p and q
From the conditional likelihood function (15) it follows that the full conditional
posterior densities of the transition parameters are given by
p(p|sT , θ\{p}, Y T ) ∝ pN0,0(1− p)N0,1 (A.6)
p(q|sT , θ\{q}, Y T ) ∝ qN1,1(1− q)N1,0 , (A.7)
where Ni,j again denotes the number of transitions from state i to state j. This
implies that the transition probabilities can be sampled from Beta distributions
with parameters N0,0 + 1 & N0,1 + 1, and N1,1 + 1 & N1,0 + 1, respectively. In case
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we have separate state variables st for the two series we can sample both transition
probabilities separately.
A.6 Sampling of τ
The full conditional posterior density of τ is given by
p(τ |sT , θ\{τ}, Y T ) ∝ I[b+ k + 1 < τ ≤ T − b]× |Ω0|− 12 (τ−k)|Ω1|− 12 (T−τ+2)
× exp
(
−1
2
tr
(
Ω−10
(
τ−1∑
t=k+1
EtE ′t
)
+ Ω−11
(
T∑
t=τ
EtE ′t
)))
. (A.8)
As τ has can only take discrete values on the range (ν + k + 1, T − ν] we can easily
sample from its full conditional posterior distribution.
A.7 Sampling of κ
If our model contains non-synchronous cycles in both series we have to sample one
or two κ parameters. As the κ parameters are discrete we can compute the value
of the posterior distribution for κj ∈ {−cj, . . . , cj} and scale these values such that
they add up to one. We can now easily sample a value for κ. Note that we can
sample κ1 and κ2 at once from their joint full conditional distribution.
A.8 Sampling of the states
To sample the states, we need the full conditional posterior density of st, denoted
by p(st|s−t, θ, Y T ), t = 1, . . . , T , where s−t = sT\{st}. Since st follows a first-order
Markov process, it is easily seen that
p(st|s−t) ∝ p(st|st−1) p(st+1|st), (A.9)
due to the Markov property. Hence, the full conditional distribution of st is given
by
p(st|s−t, θ, Y T ) ∝ p(st|st−1, θ) p(st+1|st, θ)
t+k+κmax∏
i=t−κmin
f(Yi|Y i−1,S i, θ), (A.10)
where f(Yt|Y t−1,St, θ) is defined in (14), κmax = max(κ1, κ2), κmin = min(κ1, κ2) and
the constant of proportionality can be obtained by summing over the two possible
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values of st. At time t = T the term p(sT+1|sT , θ) drops out. The first k states can
be sampled from the full conditional distribution
p(st|s−t, θ, Y T ) ∝ p(st|st−1, θ) p(st+1|st, θ)
t+k+κmax∏
i=k+1
f(Yi|Y i−1,S i, θ), (A.11)
for t = 1, . . . , k, where at time t = 1 the term p(st|st−1, θ) is replaced by the uncondi-
tional density p(s1|θ), which is a binomial density with probability (1−p)/(2−p−q).
Sampling of the state variables can be done as follows. Take the most recent
value of sT and sample the states backward in time, one after another, starting with
sT . After each step, the t-th element of s
T is replaced by its most recent draw.
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Table 1: Possible cycle interrelationships in bivariate Markov Switching model
Specification Graphical example
Independent cycles
s1,t
s2,t
t
Synchronous common cycle
s1,t
s2,t
t
Non-synchronous common cycle with lead time κ
κ = 3 s1,t
s2,t
t
Non-synchronous common cycle with asymmetric lead times κ1 for peaks and κ2 for troughs
κ1 = 3 s1,t
κ2 = 5 s2,t
κ1 = 8 s1,t
κ2 = 5 s2,t
t
Note: The table shows four possible types of specifications for the processes s1,t and s2,t in
the bivariate Markov Switching model (3), with different types of relationship between the
cycles in y1,t and y2,t: (i) Independent cycles as implied by (5), (ii) A synchronous common
cycle as in (6), (iii) A non-synchronous common cycle with identical lead/lag time κ at peaks
and troughs as in (7), and (iv) A non-synchronous common cycle with different lead/lag times
κ1 at peaks and κ2 at troughs as in (8). The dark and light grey shaded areas correspond to
recession periods in y1,t and y2,t, respectively.
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Table 2: Posterior means and standard deviations (in parentheses) of parameters in linear and MS-VAR models
without volatility break
Linear VAR MS-VAR
Independent Synchronous Non-synchronous Asymmetric
cycles common cycle common cycle Non-synchronous
common cycle
Mean growth rates µ1,0 0.261 (0.041) 0.411 (0.044) 0.389 (0.046) 0.464 (0.046) 0.442 (0.047)
µ1,1 −0.925 (0.151) −1.087 (0.224) −0.836 (0.131) −0.954 (0.174)
µ2,0 0.123 (0.037) 0.162 (0.038) 0.120 (0.040) 0.226 (0.038) 0.228 (0.038)
µ2,1 −1.269 (0.278) −0.061 (0.057) −0.438 (0.089) −0.394 (0.103)
Transition p1 0.972 (0.010) 0.975 (0.010) 0.973 (0.009) 0.974 (0.009)
probabilities q1 0.783 (0.068) 0.772 (0.079) 0.859 (0.047) 0.828 (0.057)
p2 0.982 (0.015)
q2 0.519 (0.173)
Dynamics φ1,2 0.378 (0.059) 0.400 (0.062) 0.325 (0.060) 0.328 (0.061) 0.324 (0.063)
φ2,2 0.364 (0.040) 0.382 (0.045) 0.372 (0.040) 0.309 (0.043) 0.295 (0.045)
Lead/lag times κ1 4.145 (0.774) 6.270 (1.288)
κ2 3.960 (0.264)
Covariance matrix ω11,1 0.632 (0.039) 0.472 (0.031) 0.486 (0.033) 0.480 (0.031) 0.484 (0.032)
ω11,2 0.149 (0.020) 0.166 (0.020) 0.157 (0.019) 0.158 (0.018) 0.165 (0.018)
ω12,2 0.291 (0.018) 0.258 (0.021) 0.292 (0.018) 0.267 (0.017) 0.264 (0.017)
Log marg. likelihood –1045.6 –1007.5 -1021.1 –996.0 –988.3
Note: The table presents posterior means and standard deviations (in parentheses) of parameters in linear and MS-VAR models,
estimated for monthly growth rates of US IP and the Conference Board CLI over the period January 1959 - June 2004. The four
specifications for the processes s1,t and s2,t in the bivariate MS-VAR model are such that IP and the CLI have (i) independent
cycles as implied by (5), (ii) a synchronous common cycle as in (6), (iii) a non-synchronous common cycle with identical lead/lag
time κ at peaks and troughs as in (7), and (iv) a non-synchronous common cycle with different lead/lag times κ1 at peaks and κ2
at troughs as in (8). Posterior results are based on 100,000 draws. Number of burn-in simulations is 10,000.
Table 3: Posterior means and standard deviations (in parentheses) of parameters in linear and MS-VAR models with
volatility break
Linear VAR MS-VAR
Independent Synchronous Non-synchronous Asymmetric
cycles common cycle common cycle Non-synchronous
common cycle
Mean growth rates µ1,0 0.247 (0.033) 0.374 (0.034) 0.369 (0.036) 0.402 (0.037) 0.385 (0.035)
µ1,1 −0.596 (0.102) −0.646 (0.118) −0.615 (0.132) −0.667 (0.120)
µ2,0 0.113 (0.029) 0.181 (0.071) 0.106 (0.035) 0.184 (0.033) 0.194 (0.035)
µ2,1 −0.602 (0.520) −0.036 (0.038) −0.282 (0.080) −0.227 (0.089)
Transition p1 0.964 (0.013) 0.963 (0.035) 0.966 (0.014) 0.969 (0.013)
probabilities q1 0.804 (0.058) 0.803 (0.076) 0.852 (0.048) 0.843 (0.049)
p2 0.745 (0.308)
q2 0.339 (0.222)
Dynamics φ1,2 0.307 (0.059) 0.294 (0.067) 0.232 (0.062) 0.222 (0.063) 0.209 (0.065)
φ2,2 0.302 (0.042) 0.339 (0.054) 0.306 (0.043) 0.246 (0.046) 0.225 (0.048)
Lead/lag times κ1 3.628 (0.907) 7.342 (2.849)
κ2 3.551 (0.983)
Covariance matrix ω11,1 0.946 (0.079) 0.733 (0.067) 0.739 (0.069) 0.720 (0.065) 0.725 (0.065)
ω11,2 0.233 (0.039) 0.246 (0.039) 0.235 (0.038) 0.234 (0.036) 0.240 (0.036)
ω12,2 0.413 (0.035) 0.374 (0.036) 0.413 (0.035) 0.381 (0.034) 0.378 (0.033)
ω21,1 0.263 (0.025) 0.203 (0.023) 0.204 (0.023) 0.211 (0.024) 0.217 (0.024)
ω21,2 0.052 (0.014) 0.052 (0.013) 0.054 (0.014) 0.052 (0.013) 0.050 (0.013)
ω22,2 0.149 (0.014) 0.127 (0.019) 0.150 (0.014) 0.138 (0.014) 0.137 (0.014)
Most likely break date τ 1984.02 1984.02 1984.02 1984.02 1984.02
Log marg. likelihood –966.0 –962.1 –964.5 –943.1 –940.9
Note: The table presents posterior means and standard deviations (in parentheses) of parameters in linear and MS-VAR models with
a single structural change in the covariance matrix as in (11), estimated for monthly growth rates of US IP and the Conference Board
CLI over the period January 1959 - June 2004. The most likely break date is the mode of the posterior distribution of τ . See Table
2 for definitions of the specifications for the processes s1,t and s2,t in the bivariate MS-VAR model. Posterior results are based on
100,000 draws. Number of burn-in simulations is 10,000.
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Table 4: Diebold-Mariano (1995) tests
Horizon Predicting s1 Predicting y1 (IP)
Independent Synchronous Non-synchronous Independent Synchronous Non-synchronous
cycles common cycle common cycle cycles common cycle common cycle
vs asymmetry vs asymmetry vs asymmetry vs asymmetry vs asymmetry vs asymmetry
1 0.81** 0.45 1.18* 1.80** 2.04** 1.18
(0.40) (0.29) (0.71) (0.83) (0.86) (0.84)
2 0.73* 0.51* 0.94 1.12 1.05 0.98
(0.38) (0.28) (0.58) (0.96) (0.74) (0.72)
3 0.67* 0.47* 0.74 1.04 0.60 1.21*
(0.34) (0.25) (0.46) (1.03) (0.70) (0.65)
6 0.53* 0.28 0.39 1.53 1.06 0.79
(0.28) (0.19) (0.25) (1.02) (0.68) (0.51)
9 0.39* 0.18 0.31 2.07*** 0.92** 0.56
(0.22) (0.17) (0.19) (0.75) (0.42) (0.46)
12 0.14 −0.02 0.14 2.24*** 0.73* 0.18
(0.20) (0.12) (0.13) (0.85) (0.43) (0.41)
Heteroskedasticity and autocorrelation consistent (HAC) standard errors in parentheses.
All numbers are ×100.
∗ ∗ ∗, ∗∗ and ∗ denotes significant at the 1%, 5% and 10% level of singificance, respectively.
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Figure 1: Time series plots of US Industrial Production (dashed lines) and the
Composite Leading Index (solid lines)
(a) Log levels
(b) Percentage growth rates
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Figure 2: Smoothed recession probabilities in MS-VAR models without volatility break
(a) NBER turning points
(b) Independent cycles
s1
s2
(c) Synchronous common cycle
s1
s2
(d) Non-synchronous common cycle
s1
s2
(e) Non-synchronous common cycle with asymmetric lead times for peaks and troughs
s1
s2
Note: The graphs present smoothed recession probabilities in MS-VAR models estimated for
monthly growth rates of US IP and the Conference Board CLI over the period January 1959 -
June 2004, with different types of relationships between their cycles. See Table 2 for definitions of
the specifications for the processes s1,t and s2,t. The dark and light grey shaded areas correspond
to recessions in IP and the CLI, respectively, following the rule that a recession is defined as (at
least) six consecutive months where the posterior mean of sj,t is larger than 0.5.
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Figure 3: Posterior density of the variance breakpoint parameter τ
Note: The graph presents the posterior density of the variance break date τ (for the period January
1982 - December 1986) in the MS-VAR model with a non-synchronous common cycle with different
lead/lag times κ1 at peaks and κ2 at troughs as in (8) and a single structural change in the
covariance matrix as in (11), estimated for monthly growth rates of US IP and the Conference
Board CLI over the period January 1959 - June 2004.
Figure 4: Joint posterior density of the lead/lag parameters κ1 and κ2
Note: The graph presents the joint posterior density of the lead/lag parameters κ1 and κ2 in
the MS-VAR model with a non-synchronous common cycle with asymmetric lead/lag times κ1 at
peaks and κ2 at troughs as in (8) and a single structural change in the covariance matrix as in
(11), estimated for monthly growth rates of US IP and the Conference Board CLI over the period
January 1959 - June 2004.
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Figure 5: Smoothed recession probabilities in MS-VAR models with volatility break
(a) NBER turning points
(b) Independent cycles
s1
s2
(c) Synchronous common cycle
s1
s2
(d) Non-synchronous common cycle
s1
s2
(e) Non-synchronous common cycle with asymmetric lead times for peaks and troughs
s1
s2
Note: The graphs present smoothed recession probabilities in MS-VAR models with a single struc-
tural change in the covariance matrix as in (11) estimated for monthly growth rates of US IP and
the Conference Board CLI over the period January 1959 - June 2004, with different types of re-
lationships between their cycles. See Table 2 for definitions of the specifications for the processes
s1,t and s2,t. The dark and light grey shaded areas correspond to recessions in IP and the CLI,
respectively, following the rule that a recession is defined as (at least) six consecutive months where
the posterior mean of sj,t is larger than 0.5.
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Figure 6: In-sample estimates and out-of-sample predictions of recession probabili-
ties in a rolling horizon: The July 1990 - March 1991 recession
(a) Independent cycles (b) Synchronous common cycle
(c) Non-synchronous common cycle (d) Asymmetric non-synchronous common cycle
Note: The graph presents the estimated and predicted recession probabilities in a rolling horizon,
where at every point in time the latest data vintage is used to compute in-sample estimates for the
past and out-of-sample predictions for the next 12 months ahead. The in-sample estimates and
out-of-sample predictions are separated by the stepwise diagonal line. The announcement date of
the July 1990 business cycle peak (April 25, 1991), is marked by the circle. Likewise, the square
marks the announcement date of the March 1991 business cycle trough (December 22, 1992).
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Figure 7: In-sample estimates and out-of-sample predictions of recession probabili-
ties in a rolling horizon: The March - November 2001 recession
(a) Independent cycles (b) Synchronous common cycle
(c) Non-synchronous common cycle (d) Asymmetric non-synchronous common cycle
Note: The graph presents the estimated and predicted recession probabilities in a rolling horizon,
where at every point in time the latest data vintage is used to compute in-sample estimates for the
past and out-of-sample predictions for the next 12 months ahead. The in-sample estimates and
out-of-sample predictions are separated by the stepwise diagonal line. The announcement date of
the March 2001 business cycle peak (November 26, 2001), is marked by the circle. Likewise, the
square marks the announcement date of the November 2001 business cycle trough (July 17, 2003).
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Figure 8: Regime and industrial production prediction error ratios
(a) Regime
(b) Industrial production
Note: The graphs present forecasting error ratios obtained from the MS-VAR models with inde-
pendent cycles, with a synchronous common cycle and with a symmetric non-synchronous common
cycle relative to the asymmetric non-synchronous common cycle model. In panel (a), the TPFE(h)
for forecasts of the recession probabilities are shown, where h = 1, 2, . . . , 12. Panel (b) shows the
MSFE(h) for forecasts of IP growth.
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