Abstract. As automorphic L-functions or Artin L-functions, several classes of Lfunctions have Euler products and functional equations. In this paper we study the zeros of L-functions which have the Euler products and functional equations. We show that there exists some relation between the zeros of the Riemann zetafunction and the zeros of such L-functions. As a special case of our results, we find the relations between the zeros of the Riemann zeta-function and the zeros of automorphic L-functions attached to elliptic modular forms or the zeros of RankinSelberg L-functions attached to two elliptic modular forms.
Introduction
Since the epoch making paper of G.B.Riemann [10] , the study of the zeros of the Riemann zeta-function and the other zeta-functions are one of the major fields of number theory. He introduced the analytic method to the theory of prime distribution, and clarified the relation between the primes and the zeros of the Riemann zeta-function. After Riemann's paper, the accumulation of studies about the zeros of zeta-functions are enormous ones and many papers about them have been published every years. However almost of them have dealt with the zeros of single zeta-function, even if there exist some studies which deal with the zeros of a family of zeta-functions. An example is the studies related with the GUE-conjecture [6] . It has given a new point of view to the study of the zeros of zeta-functions. This example tells us that studying the relation between the zeros of several different zeta-functions would give a new insight to the theory of the zeros of zeta-functions. Hence, in the present paper, we mainly concern to the relation between the zeros of different zeta-functions rather than individual properties of the zeros of single zeta-function. It is a continuation of the studies in [14] .
In [14] the author showed that there exists some relation between the zeros of a Lfunction L(s) belonging to the Selberg class and the zeros of an associated L-function L χ (s) twisted by a primitive Dirichlet character χ which is a generalization of Linnik's result in [9] . Linnik's result is the asymptotic relation suggests that there exists a relation between the zeros of ζ(s) and L(s, χ). In fact Sprindzuk showed that, under the original Riemann hypothesis (RH), some properties of the zeros of ζ(s) are equivalent to the RH for Dirichlet L-functions by using (1.1) in [13] . The author generalized the Sprindzuk type result to the case of the above pair L(s) and L χ (s) in [14] . Further studies on Sprinduzuk's work in [13] , see Fujii [4, 5] . The aim of this paper is to generalize the relation (1.1) to the class of L-functions as wide as possible. The author believes that such results will give a new view point to the theory of L-functions. Our starting point is the observation about the zeros of principal automorphic Lfunctions. We refer to [11] for notations and properties of them. Let π = ⊗ p π p be an irreducible cuspidal automorphic representation of GL N (A Q ) with unitary central character. The associated L-function L(s, π) is given by a product of local factors L(s, π p ). Except for a finite set of primes, π p is unramified. The local factors L(s, π p ) for unramified primes are given by
where α π (p, j) are the eigen values of the semi-simple conjugacy class {A π (p)} ∈ GL N (C) associated to π p . The generalized Ramanujan conjecture for cuspidal automorphic representation π asserts that |α π (p, j)| = 1 for unramified p.
Observation 1.
Under the general Ramanujan conjecture, the set of all zeros of L(s, π p ) −1 for the unramified prime p is a union of n-piece translations of the zeros of ζ −1
The logarithmic derivative of L(s, π) is written as
where Λ π (n) = Λ(n)a π (n), Λ(n) = log p if n = p m and zero otherwise, and
By an "explicit formula" we usually mean an equation that represents the information of the Euler product and the functional equation in terms of an explicit relation between the zeros of L(s, π) and Λ π (p m ). Let h ∈ C ∞ 0 (R + ) be a smooth compactly supported function, and let h(s) = ∞ 0 h(u)u s−1 du be the Mellin transform of h. Then 5) where δ π = 1 if π corresponds to ζ(s), and zero otherwise,
On the other hand, Poisson's summation formula yields
Observation 2. Combining (1.5) with (1.7), we obtain a relation between the zeros of L(s, π) and the zeros of L(s, π p ) −1 . (We deal with similar things more precisely in §8.3.)
From Observation 1 and Observation 2, we can see a possibility of the generalization of (1.1) to principal automorphic L-functions. Further we notice a possibility of generalizing (1.1) to L-functions which have Euler products and functional equations, because, as explained above, the explicit formula is mainly based on the existence of the Euler product and the functional equation. However it is not so clear that how we generalize (1.1). To obtain a hint of the formulation, we recall the outline of the arguments in [14] .
A special case of Theorem 1 in [14] is stated as
for sufficiently small x > 0 and h ∈ C ∞ 0 (R + ) with ∞ 0 h(u)du = 0, where the function φ χ is given by 9) and τ (χ) = q a=1 χ(a)e 2πia/q is the ordinary Gauss sum. This is a smooth version of the original result (1.1). From the well-known equation 10) we find that φ χ (n) = χ(n) for n ∈ Z. That is, φ χ is an interpolation function of the Dirichlet coefficients χ(n) of L(s, χ). The existence of such interpolation function plays a key roll in [14] . Now we explain it roughly. To obtain (1.8), we consider the sum
with ∞ 0 h(u)du = 0 and calculate the sum S(x) in two ways. By applying Weil's explicit formula for L(s, χ) and u → h(xu), we find that S(x) is asymptotically equal to the left hand side of (1.8). Because φ χ (n) = χ(n), we can replace χ(n) by φ χ (n). Denote byS(x) the replaced sum. Then, by applying Weil's explicit formula again for ζ(s) and u → h(xu)φ χ (u), we find that S(x) is asymptotically equal to the right hand side of (1.8). Since S(x) = S(x), we obtain (1.8). These arguments suggest that the existence of suitable interpolation function of the Dirichlet coefficients is very useful for our purpose. Standing on the above consideration, we adopt Euler products, functional equations and interpolation functions of Dirichlet coefficients as the axis of our formulation.
Here we comment on Euler products. In [7] , Kurokawa showed that the properties of Euler products are deeply related to the possibility of analytic continuation. His results assert that for a wide class of Euler products the unitary property of Euler products is equivalent to the possibility of analytic continuation to the whole plane. The Euler product also plays a very important role to establish our results. Hence our results give a new reason for the importance of Euler products in the theory of zeta-functions. In our results, the Euler product works as a device which connects the zeros of different L-functions with each other. This paper is organized as follows. In §2 we prepare several notations and our settings. In §3 we state our theorems. In §4 we give several examples of our results. In §5 we explain about Weil's explicit formula. It is a main tool for the proof of our results. In §6 we prove Theorem 1 and Theorem 2. In §7 we prove Theorem 3 and Theorem 4. In §8 we deal with some related topics.
Preliminary.
In this section we explain our setting and prepare the notations. Let C ∞ be the space of all smooth function on R + , and let C ∞ 0 be the space of all smooth compactly supported function on R + . Let C D be the space of all smooth slowly increasing functions on R + , that is,
for sufficiently large Re(s). In the rest of this section, we introduce the subclass C L of C D that any elements in C L can be regarded as an interpolation function of Dirichlet coefficients of some zeta-function. To define C L we recall the concept of the Selberg class. The Selberg class S is the class of all function L(s) on C which satisfies the following five axioms; (S1) L(s) is expressed as an absolutely convergent Dirichlet series 
where b(n)'s are zero unless n = p m (m ≥ 1). Further, the estimate b(n) ≪ n θ holds for some θ < . From (S5) the logarithmic derivative of L(s) also has the Dirichlet series expression
where Λ L (n) = b(n) log n is an analogue of the von Mangoldt function Λ(n) defined by
Futher, by the result of Conrey and Ghosh [2] , the Dirichlet coefficients a(n) of L(s) ∈ S are multiplicative. Moreover, the Euler product 
In additon, the Γ-factor has no zero and no pole in the half-plane Re(s) > 0. Therefore L * (s) has no zero outside of the vertical strip 0 ≤ Re(s)
where
and c N (p) = 0 except for finitely many p. When L(s) has a rank N Euler product, we denote by S L the set of all primes for which c N (p) = 0. Now we define the subclass C L (N) and
From the definition, φ ∈ C L satisfies the Ramanujan-Deligne estimate |φ(n)| ≪ ε n ε for any positive integer n, even if φ(u) has rather high order as a function on R + . Remark. The condition |φ(u)| ≤ Cu 2 is technical one to obtain a simple statement. In the case we omit this condition, we can obtain similar results although they are of a more complicated form. See the proof of Lemma 6 in Section 6.
Main Results

3.1.
Relations with ζ(s). 
holds for the numbers c φ,2 (p) defined in (2.8) with some constant A φ and Re(µ) > ν ≥ 0, then
−ε ). Hence ν must be smaller than 1 by (3.3) in this case.
Suppose that φ(n) = ψ(n) for any positive integer n. In the case N ≥ 2, we additionally suppose that φ (and ψ) satisfies the condition (3.4) for the constants A, µ, ν. Then we have
as x → 0 for any fixed ε > 0. Sums on the both sides run over all zeros of ζ * (s) counting with multiplicity.
with the Euler products
We use the notaion S = S φ⊗ψ = S φ ∪ S ψ and denote by c φ,l (p) the l-th coefficient of polynomial
for sufficiently large Re(s). Note that
belongs to the Selberg class S.
−ε ) (3.10)
holds with some constant A φ,ψ and Re(µ) > ν ≥ 0,
as x → +0 for any fixed ε > 0. Moreover the asymptotic formulas
hold, if the corresponding estimate
hold respectively.
Examples
In this section we give simple examples of Theorem 1 ∼ Theorem 4.
4.1. Dirichlet L-functions. Let χ mod q be a primitive Dirichlet character. Then the function φ χ defined in (1.9) belongs to C L (1), since φ χ is bounded on R + and
Hence we re-obtain (1.8) from Theorem 1.
4.2.
Automorphic L-functions attached to cusp forms in S k (N). Let h = {z ∈ C; Im(z) > 0} be the upper half plane and let Γ 0 (N) be the Hecke subgroup of level N of the full modular group. Let S k (N) be the vector space of all holomorhic function
, and f (i∞) = 0. It is well known that any f ∈ S k (N) has the Fourier expansion
By using the Fourier coefficients
This series is absolutely convergent on the right-half plane Re(s) > 1 because of the estimate n≤T |a f (n)| 2 ≪ T k+1 obtained by the Rankin-Selberg method or the more precise estimate |a f (n)| ≪ ε n ε due to Deligne. The automorphic L-function L(s, f ) can be extended to an entire function in s and the function
satisfies the functional equation
where the sign ± is determined by the action of Fricke involution.
Define the function φ f :
From the definiton of φ f , φ f (n) coincides with the (shifted) n-th Fourier coefficient
Also we can easily find that c 2 (p) = −1 and S φ f = {p ; p|N} for φ f (u). Therefore φ f (u) belongs to C L (2) and we find that
for any fixed positive integer N by using integration by parts suitable times. Furthermore, if we assume that ζ(s) has no zero in Re(s) > σ, then
Hence we obtain the following result as a consequence of Theorem 2. 
4.3.
Rankin-Selberg L-functions. Let f, g ∈ S k (1) be normalized Hecke-eigen cusp forms with Fourier expansions
Define α p , β p , γ p and δ p by using the Euler product of
Further it is known that s = 1 is a simple pole if f = g and is a regular point otherwise. Let
(4.10)
Together with the above things, we obtain the following theorem as a consequence of Theorem 4.
Then for any h ∈ C ∞ 0 , the following formula holds:
as x → +0 for any positive ε, where C(h) = 2 −1 h(1/2), δ f =g = 1 if f = g and is zero otherwise.
Weil's Explicit Formula
In this section we state a version of Weil's explicit formula. It is one of the main tools for our proof of the results in this paper. Define the involution h → h
and the Mellin transform of h by
Because h has a compact support, the above integral is absolutely convergent for any s ∈ C. Further the Mellin inversion formula
is valid, where the path of integration is the vertical line Re(s) = σ.
where d = 2 r j=1 λ j and C E is the Euler constant. The functional W λ,µ is given by
The sum L * (ρ)=0 runs over all zeros of L * (s) counting with multiplicity. Sums and integrals contained in the both sides of (5.4) are absolutely convergent, because the Mellin transform h decays very fast by the assumption on h. Proposition 1 is proved by a way similar to the proof of Weil's explicit formula in [8] . There is no essential difference or difficulty in our case because of conditions (S1) ∼ (S5) for L(s). Hence we omit the proof of Proposition 1.
Proof of Theorem 1 and Theorem 2
6.1. Lemmas. In this part we prepare several lemmas which are necessary for our proof of Theorem 1 and Theorem2. For L(s) ∈ S, h ∈ C ∞ 0 and x > 0, we define the sum S L (x) by
and
where θ is the constant in axiom (S5) of the Selberg class.
Proof. We have
This is assertion (6.2). Recall that Λ L (n) = b(n) log n and |b(n)| ≪ n θ . Then we have
This is our assertion (6.3).
Proof. Applying Proposition 1 to L(s) and u → h(xu) we have
The third term on the right hand side is bounded, because it is equal to h(0). The fourth term and the fifth term on the right hand side is zero for sufficiently small x > 0 because the support of h is compact. Furthermore the sixth term on the right hand side is absorbed into the error term. In fact
for sufficiently small x > 0 and the right hand side is bounded as x → +0 since Re(µ) ≥ 0 and λ > 0.
for any ε > 0.
Proof. It suffices to show that
By using partial summation (cf. [12, page 2]) we obtain
From Lemma 1 the right hand side is estimated as
This implies (6.9).
Here we describe the relation between the Dirichlet coefficients of L φ (s) and those of its logarithmic derivative (L ′ φ /L φ )(s). Define the numbers r m (p) by
By simple series calculations, we find that
where n p = deg P p (X) and the numbers c j (p) are the coefficients of the polynomial P p (X) defined in (2.7), (2.8) . Note that φ(p 0 ) = φ(1) = 1 which can be seen from the form of the Euler product attached to L φ (s). Then the Dirichlet coefficient
Additionally, it is useful for us to note the relation
where α φ (p, i) are the roots of the polynomial P φ,p (X) associated with φ ∈ C L (M).
Proof. From (6.11) we have
Because |φ(n)| ≤ C ε n ε for any positive integer n,
say. Therefore, by (6.12), we obtain
Hence
From Lemma 4, we can take θ = ε for any fixed ε > 0 in (S5) for L φ (s) with φ ∈ C L . Now we define S(x) by
say, where
Proof. This is a direct consequence of (6.11) and (6.12).
Lemma 6. Let φ ∈ C L (N) and let S 1 (x) be as above. Then
Proof. First we show that
for any ε > 0. By a way similar to the proof of Lemma 3, we obtain
−ε ) (6.22) by using Lemma 1 and partial summation. This leads to (6.21) because
Applying Proposition 1 to ζ(s) and u → h(xu)φ(u) we have
(6.23)
As for the third term and the sixth term on the right hand side, we have
for sufficiently small x > 0. Because |φ(u)| ≤ Cu 2 , the right hand side of (6.24) is bounded as x → 0. The fourth term and the fifth term on the right hand side are zero for sufficiently small x > 0 because the support of h is compact. Hence we obtain
(6.25) Lemma 6 follows from (6.21) and (6.25).
Lemma 7.
Let φ ∈ C L (N) with N ≥ 2 and let S 2 (x) be as above. Theñ
for sufficiently small x > 0. Further we obtain
for any ε > 0, when
holds for some constant A φ and Re(µ) > ν > 0.
Proof. Suppose that the support of
This is the first assertion. By using partial summation we have
Applying the assumption of the Lemma we find that the right hand side of (6.30) is equal to
Lemma 8. Let φ ∈ C L (N) with n ≥ 2 and let S 3 (x) be as above. Then
Proof. By using partial summation we have
From the proof of Lemma 4, we have c 2 (p) ≪ p 2ε . Hence
From (6.32) and (6.33) we have S 3 (x) = O(1).
Proof of Theorem
belongs to S with θ = ε. Hence we obtain
by Lemma 2. Here we note that Λ φ (n) = Λ(n)φ(n) for φ ∈ C L (1). Therefore
By applying Proposition 1 to ζ(s) and u → h(xu)φ(u), we obtain
in a way similar to the proof of Lemma 2. Theorem 1 follows from (6.34) and (6.36). 2
and Lemma 4, L φ (s) belongs to S with θ = ε. Hence we obtain
by Lemma 2. On the other hand we have
by Lemma 3. Together with Lemmas 5, 6, 7 and 8 we obtain
where J φ (x, h) =S 2 (x). Theorem 2 follows from (6.37), (6.39) and Lemma 7. 2
Proof of Theorem 3 and Theorem 4.
Theorem 3 and Theorem 4 are proved by an argument quite similar to the proof of Theorem 1 and Theorem 2, so we only describe the outline of the proof.
Define the numbers Λ φ⊗ψ (n) by
if n is not a power of a prime, (7.2) and the following Lemma 9 is proved similarly to Lemma 1.
for l ≥ 1, and
Proof. First we note the relation
for p ∈ S φ and the estimate b φ (n) ≪ ε n ε for φ ∈ C L which follows by Lemma 4. From these we have
. Hence (7.3) is obtained by the same arguments as in the proof of Lemma 4. Because L φ⊗ψ (s) ∈ S,
For any fixed h ∈ C ∞ 0 and x > 0 we consider the sum
Theorem 3 or Theorem 4 is proved by computing the sum S(x) in two ways. Applying Proposition 1 to L φ⊗ψ (s) and u → h(xu), we have
for sufficiently small x > 0. By using Lemma 9 and partial summation, we obtain (7.11) and divide the sum S(x) into two parts as 12) say. For S 1 (x) we obtain
by Lemma 9. Applying Proposition 1 to L φ (s) and u → h(xu)ψ(u), we obtain
For S 2 (x) we find thatS
−ε ) (7.14)
for sufficiently small x > 0. In fact, when the support of
by Lemma 4 and ψ(p m ) ≪ p mε . This implies (7.14). Here we note that
(7.16) By using (7.16) we divide S 2 (x) into two parts as
say. By partial summation S 3 (x) is expressed as
If (3.21) holds, we have
by substituting (3.21) into (7.17). Also, by using the integral expression
we obtain
−ε ), (7.20) for sufficiently small x > 0. Further we find that
hold, if the estimates (3.21), (3.22 ) and (3.23) hold respectively. We omit the process of calculations for S 6 (x), S 7 (x) and S 6 (x), because thay are calculated in almost the same way as that for S 2 (x) or S 4 (x). For S 5 (x) we have
By applying Proposition 1 to ζ(s) and u → h(xn)φ(n)ψ(n) we have
for sufficiently small x > 0. Combining (7.9), (7.23) and (7.25) we obtain the latter half of Theorem 4. Also we obtain the latter half of Theorem 3 by the same equations, if we replace c ψ,2 (p) by 0. 2
Additional Topics
8.1. Explicit equations. Our theorems in §3 are asymptotic results. We can also obtain a result which is an explicit version of our theorems in §3, if we use an interpolation function of
However there is a possibility that such interpolation functions are not so useful for applications. At least it seems that a well-chosen interpolation function of Dirichlet coefficients is more useful than an interpolation function of (8.1) for some specific purposes. This is one reason why we adopt asymptotic formulas as main results. Anyway we will establish our explicit identities. The key of the following results are the equations
for any non-negative integer n. Then we have the following explicit identitiy
where h Ω (u) := h(u)Ω φ (u) and W λ,µ (·) is the functional defined in (5.5). 
Theorem 7 is obtained by calculating the sum ∞ n=1 Λ φ (n)h(n) in two ways. Theorem 8 is obtained by calculating the sum ∞ n=1 Λ φ⊗ψ (n)h(n) in three ways. These processes are very similar to the proofs of Theorem 1 ∼ Theorem 4, therefore we omit the details of their proofs. We deal with one way to construct Ω(u) in the next section. for some fixed y > 0 and η ∈ R, or
For φ ∈ C L (n), we can construct the interpolation function Φ(u) of φ(n), since φ(n) ≪ ε n ε . Of course Φ ≡ φ as a function on (0, ∞) in general. Similarly we can construct the interpolation function Ω φ (u) of ω φ (n), since ω(n) ≪ ε n θ+ε for any fixed ε > 0 from Lemma 4.
8.3. Symmetries of zero-sums. In §8.2, we gave one way to construct an interpolation function. However, there is no reason that the interpolation in §8.2 is a canonical one. Actually, there are infinity many possibilities of interpolation functions, when we restrict them to the class of smooth functions. However the non-existence of canonical interpolation is not unfortunate. The existence of several different interpolation functions gives a symmetry of zero-sums. Let φ χ (·), ψ χ (·) be two different interpolation functions of a primitive Dirichlet character χ mod q, let φ f (·), ψ f (·) be two different interpolation functions of Fourier coefficients of f ∈ S k (1) and let φ g (·), ψ g (·) be two different interpolation functions of Fourier coefficients of g ∈ S k (1). They give several "symmetries" of the sums ζ * (ρ)=0 , L * (ρ,·)=0 etc. For example, for a suitable test function h ∈ C ∞ 0 , we have h ρ + µ j (φ) λ j (φ) (8.12) where L φ,∞ (s) −1 is the reciprocal Γ-factor of L φ (s). Next we show a relation between the global zeros and the local zeros. From Proposition 1, we obtain for a test function h ∈ C ∞ 0 , the relation (8.18) can be interpreted as a relation of two distributions. That is, at least in the level of distribution, the relation (8.18) shows that Z(L φ ) is the "translation" of Z(ζ) by φ(·). The local relations (8.11), (8.12 ) are extended to the global relation (8.18 ) via the interpolation function φ(·). We may say that the original RH for ζ(s) implies the RH of L φ (s) in the level of distribution. This suggests that if the original RH is false, the RH for automorphic L-functions is also false. To show this rigorously, we need to establish the Sprindzuk type theorem as in [13] . Althogh it is one of the most important applications of our results, we postpone such a study to a forthcoming work.
