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Sum m ary
Advances in digital technology in the last decade have motivated the development 
of very efficient and high quality speech compression algorithms. While in the early 
low bit rate coding systems, the main target was production of intelligible speech at 
low information rates, expansion of new applications such as mobile satellite systems 
increased the demand for high quality speech at lowest possible bit rates. This resulted 
in the development of efficient param etric models for speech production system. These 
models were the basis of powerful speech compression algorithms such as CELP and 
Multiband excitation. CELP is a very efficient algorithm at medium bit rates and has 
achieved almost toll quality at 8 kb/s. However, the performance of CELP rapidly 
reduces at bit rates below 4.8 kb/s. The sinusoidal based coding algorithms and in 
particular multiband excitation technique have proved their abilities in producing high 
quality speech at bit rates below 5 kb/s. In recent years, another efficient speech 
compression algorithm called prototype waveform interpolation (PW I) has emerged. 
PW I presented a novel model which proved to be very efficient in removing redundant 
information from speech. While the early PW I systems produced high quality speech 
at bit rates around 3.5 kb/s, its latest versions produce an even higher quality at the 
bit rates as low as 2.4 kb/s.
The key to the success of PW I is the approach it exploits in reducing the distortion 
associated with low bit ra te  coding algorithms. However, the price for this achievement 
is a very high computational demand which has been the main hurdle in its real time 
applications. The aim of the research in this thesis is the development of low complexity 
PW I systems without sacrificing the high quality. While the target of the m ajority of 
PW I systems is efficient coding of the excitation signal in the LP model of speech, 
this research focuses on exploiting PW I to  directly encode the original speech. In the 
first part of the thesis, basic techniques in low bit rate speech coding are described 
and proper tools are developed to be exploited in a PW I based coding system. In 
the second part, the original PW I algorithm operating in the LP residual domain is 
briefly explained and application of PW I in speech domain is introduced as a method 
to cope with problems associated with the original PWI. To demonstrate the abilities 
of this approach, various coding schemes operating in the range of 1.85 to  2.95 kb/s are 
developed. In the final stage, a new technique which combines the two powerful low 
bit rate coding techniques, i.e multiband excitation and PW I, is developed to produce 
high quality synthetic speech at 2.6 kb/s.
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C hapter 1
In troduction
1.1 B ackground
Speech is the most im portant form of communication between human beings. Invention 
of the telephone in 1876 which enabled long distance delivery of speech was a historical 
point in speech communication. For decades after this event, the speech signal was con­
veyed through telephone network only in analogue form. The vulnerability of analogue 
signal to noise which inevitably exists in the communication lines, however, limited the 
long distance service of telephone systems. A remedy for this problem was found to 
be the use of digital form of speech signal. In a digital system, the initially analogue 
speech signal is first sampled at a proper frequency. The obtained samples are then 
quantised to provide a bit stream of data called digital signal. The digital signal has 
several advantages over its analogue counterpart. The most prominent characteristic 
of a digital signal is its robustness against channel noise since its bit stream can be 
reproduced in regular intervals to remove the distortion introduced by noise. Besides, 
encryption techniques can be applied to digital signal more easily and efficiently. Fur­
thermore, digital speech can be protected against channel errors using error protection 
methods.
Although use of digital speech was proposed in 1938, it could not be put in practice 
before the development of semiconductor integrated circuits technology. The first prac­
tical application of digital speech in the form of pulse code modulation (PCM) simply 
consisted of sampling the band-limited speech at 8 kHz and representing each sample 
by 8 bits, rendering a total bit rate of 64 kb/s. Such rate could be delivered over 
trunk telephone links where a wide bandwidth is available. However, because of fast
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expansion of satellite, digital mobile radio and other communication systems where 
the bandwidth is severely limited, demand for speech coding algorithms which operate 
at lower bit rates increased. This resulted in the development of speech compression 
algorithms which basically attem pted to model the speech production system of the 
human being. The parameters of this model were extracted from the original speech 
signal and transm itted. The research on such approaches in the last two decades has 
resulted in very efficient compression algorithms which are able to encode speech at bit 
rates as low as 2.4 kb/s.
The first studies on speech compression focused on specific applications such as military 
use. Therefore, in those works the main target was achieving intelligible speech at as 
low bit rate as possible. However, in applications which involve public networks, quality 
of produced speech is as im portant as the reduction in bit rate, if not more. The CELP 
[1] coding algorithm introduced in early 80s was the first major coding technique which 
could achieve high quality speech at medium and low bit rate. An 8 kb /s CELP coder 
has recently been accepted by ITU as standard. Although the CELP based coders can 
operate at bit rate as low as 4.8 kb/s, their quality rapidly degrades with reduction in 
bit rate. M ultiband excitation (MBE) [2] algorithm developed in 1987, was the solution 
for the applications which required high quality speech at bit rates below 5 kb/s. A 
version of this algorithm called IMBE [3] has been adopted as standard for mobile 
satellite communications. In 1991, a new speech coding algorithm named prototype 
waveform interpolation (PW I) [4] which could produce high quality speech at bit rates 
as low as 3.5 kb /s was introduced. Its ability in compressing speech at such a low bit 
rate attracted a number of research works which led to the development of a version 
of this coder (WI coder) which could produce high quality speech at 2.4 kb/s.
The aim of this thesis is to investigate different aspects of PW I coding algorithm. After 
an introduction to the principles of PW I technique, the thesis focuses on a special 
application of this technique which forms the main body of the work. The final target 
of this research work is design of a low complexity high quality coding algorithm based 
on PW I principles.
1.2 O utline o f  th esis
Since the main drawback of the reported PW I algorithms is their huge computational 
demand, the basic focus of this thesis is to present a low bit rate and low complexity
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PW I system.
Chapter 2 starts with an introduction to the m ajor issues in speech coding. This 
follows with a brief description of common techniques in low bit rate speech coding. 
This includes description of well known LP model of speech which is widely used in 
this thesis. The two dominant algorithms in low bit rate coding, i.e CELP and MBE, 
are briefly described in this chapter.
Speech classification and pitch determination are two basic tools in speech coding. In 
the first part of chapter 3, the major features used in voiced/ unvoiced classification of 
speech are discussed. Using this features, a V /U V  classifier is designed for PW I coders. 
Since declaring a voiced frame as unvoiced in PW I algorithm creates more serious 
problems than the opposite case, measures have been considered in order to minimise 
such errors. Furthermore, since detection of onset frames has a major contribution to 
the performance of the PW I system presented in this chapter, special attention is paid 
to  proper onset detection. The second part of chapter 3, addresses the crucial problem 
of pitch determination. First, the major pitch detection algorithms are reviewed. The 
fast algorithm which was recommended in the original PW I work is then examined 
and new techniques are suggested to enhance its performance. Proper extraction of 
prototype waveforms depends on accurate calculation of pitch at the extraction point. A 
method is proposed to calculate this pitch from the initially estim ated pitch.
The major blocks of the PW I coding algorithm are explained in chapter 4. This 
includes extraction, interpolation and quality enhancement techniques. In the first 
part, the prototype extraction process is modified in order to give a more accurate 
description of the prototype waveform. The chapter then discusses the performance of 
the PW I in the residual domain and highlights special cases where mere application of 
PW I results in wrong energy variation in the synthetic speech.
A proper solution to the problems discussed in chapter 4, is to  employ the PW I tech­
nique to directly encode the speech waveform. This approach is elaborated in chapter 
5. Discontinuity at the boundaries of pitch cycles is a major problem when dealing 
with high energy original domain prototype waveforms. A new technique namely dy­
namic extension of prototypes is introduced to remove this effect. Besides, new quality 
enhancement techniques are introduced. Inaccurate modelling of the transient frames 
was the main factor limiting the performance of the original PW I algorithm. A new 
model for such regions based on defining voiced and unvoiced cycles is discussed at the 
end of chapter 5.
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Chapter 6 is dedicated to investigation of various quantisation algorithms. In the first 
part, three major time domain schemes are discussed. Single pulse excitation is the 
lowest bit rate and also fastest technique in encoding the prototype waveforms. Higher 
quality, however, can be obtained by exploiting other techniques. The modified single 
pulse and multi-pulse excitation are two techniques which are explored in this regard. 
Such techniques can provide fairly good quality at bit rates below 3 kb/s. However, for 
a quality close to that of the unquantised coder, higher bit rate time domain algorithms 
should be employed. Frequency domain quantisation seems to be the only approach 
to obtain high quality speech at low bit rates below 3 kb/s. This technique is covered 
in detail in the second part of chapter 6 where the magnitude spectra of prototypes 
are encoded in an efficient low bit rate scheme. The quantisation of other parameters 
such as energy envelope are discussed in the continuation of this chapter. Chapter 6 
concludes with results of a subjective test held to assess the performance of various 
coding schemes and a discussion on the results obtained.
The performance of the original PW I was basically limited due to use of two different 
algorithms for voiced and unvoiced speech and also inaccuracy of linear interpolation 
model for mixed type speech. Such problems were essentially removed in a later version 
of PW I called the WI algorithm where voiced and unvoiced components of each frame 
were encoded independently. This algorithm resulted in both a significant increase in 
the quality and a substantial decrease in bit rate. The principles of this algorithm are 
explained in the first part of chapter 7. In the second part, a new approach to the 
PW I in the original domain called m ultiband PW I is explained. In fact, this method 
is the dual of the WI algorithm in the original speech domain. However, the approach 
to separate the V and UV components and their reproduction is completely different. 
Chapter 7 concludes with design of a high quality multiband PW I coder operating at
2.6 kb/s.
The summary of the work covered in this thesis is reviewed in chapter 8. This chapter 
also includes directions which can be followed to  either improve the performance of 
the presented method or exploiting them  for other applications in the area of speech 
coding and processing.
1.3 O riginal ach ievem en ts
In summary, the original work covered in this thesis is as follows
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• Design of a speech classifier for PW I coders using various features of the speech 
signal. Also, the performance of the pitch determination algorithm proposed in 
the original PW I work is improved and a new technique is introduced to calculate 
the pitch period of prototypes at the extraction locations.
• Presenting new methods to modify the extraction algorithm in the original PW I 
algorithm and maintaining energy variation of the original speech.
• Applying PW I technique to  directly encode the original speech and presenting 
new techniques to  enhance the quality of the synthetic speech.
• Presenting various time and frequency domain quantisation algorithms for quan­
tising the prototype waveforms of the original speech. Various PW I coders op­
erating in the range of 2.15-2.85 kb/s have been developed using the above algo­
rithms. Particularly a fast coding algorithm operating at 2.4 kb /s is developed.
•  Developing a multiband PW I coding algorithm based on m ultiband analysis and 
PW I coding in order to exploit high performance of PW I on purely voiced speech. 
The result of this combination is a high quality coder operating at 2.6 kb/s.
Some of the above results have been published in different papers. A list of these 
publications is given in appendix 1.
C hapter 2
Speech coding techn iques
2.1 Introduction
Digital speech coding can be defined as the application of digital signal processing 
techniques to represent the speech signal. Therefore, in the first step speech should 
be sampled and digitised. The first digital coding form of speech was the pulse code 
modulation (PCM) technique introduced in 1938. However, digital transfer of speech 
could not be realised before advances in digital technology in early 70s. Introduction of 
PCM was the beginning of an era in speech communication which rapidly progressed 
in the following years. Digital transmission of speech demonstrates several advantages 
over analogue transmission. The binary nature of digital signal enables development 
of algorithms to recover it when the transmission channel is erroneous. Furthermore, 
it can easily be manipulated by software developed for different purposes.
The main focus of the early digital speech coding systems was to transm it the sampled 
analogue waveform as accurately as possible. For example the PCM coder directly 
digitised the 8 kHz sampled speech. However such approaches although able to produce 
high quahty speech, required fairly wide bandwidths for transmission. Because of 
advances in mobile and satellite communications in the last two decades, the demand 
for coding the digital speech at lower rates was ever increasing. Such demand motivated 
wide spread research works which resulted in development of highly efficient coding 
algorithms amongst which LPC, CELP, MBE and PW I can be seen as milestones. 
Using these algorithms high quality speech could be achieved at bit rates as low as
2.4 kb/s. At such low bit rates, however, the waveform characteristics of the speech 
signal could not be maintained. Therefore, it is not surprising tha t none of the very
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low bit rate coding algorithms can be classified as waveform coders. In fact to  achieve 
high efficiency in coding, some special features of the speech signal which separates 
it from the other band limited sound signals should be employed. Obviously, to find 
out these features, the speech production system of humans should be studied and 
modelled accurately. The powerful linear predictive and m ultiband excitation models 
have been the result of such studies.
W hilst reduction in bit rate  was the main concern of the early low bit rate algorithms, 
rapid growth of public communication networks also gave high priority to other aspects 
of coding system such as quality, required delay, robustness to channel errors, complex­
ity of the algorithm and so on. Depending on the application, however, some of these 
factors become more im portant than the others. For example in a voice mail service 
the delay is not a crucial issue while it is extremely im portant in the communication 
systems which uses satellite links.
This chapter reviews the basic techniques used in low bit rate speech coding. In section
2.2 the basic classes of digital speech coders are explained. This is followed by a look 
at factors in evaluating the performance of a speech coder in section 2.3. The speech 
production model and the well known LP technique together with a discussion on the 
LP based coders is the subject of section 2.4. Perceptual noise reduction techniques 
are discussed in section 2.5. This is followed by a review of another group of coders 
,namely, frequency domain coders in section 2.6. Finally the PW I coding algorithm 
which is the main subject of this thesis is introduced in section 2.7.
2.2 C lassification  o f sp eech  coding techn iqu es
The above discussion showed tha t speech coding algorithms can be classified into two 
main categories : algorithms which encode the speech waveform and techniques which 
utilises the specific characteristics of the speech signal to transm it the perceptually 
im portant information included in speech rather than  its waveform. The first group is 
classified as waveform coding algorithms whilst the second one is usually referred to as 
voice coding or briefly vocoding techniques. In recent years a th ird  group named hybrid 
coding methods which make use of both techniques has also emerged. These groups 
can further be split into various sub-groups according to the techniques employed in 
individual coding schemes.
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2.2 .1  W aveform  cod in g
The main focus in waveform coding algorithms is accurate reproduction of original 
speech waveform. Therefore, a similarity measure such as signal to  noise ratio (SNR) 
can be used for evaluating the performance of a waveform coder. Waveform coders 
generally produce high quality speech. However, since they treat the speech signal 
as an ordinary signal i.e without considering its specific characteristics, they can only 
operate at high bit rates.
The most popular waveform coding algorithm which has been widely used in digital 
telephone networks is the CCITT 64 kb /s pulse code modulation (PCM) system [5]. 
It uses 8 bits to  encode each sample of the 8 kHz sampled speech. PCM was the first 
(and for a long time the only) standard digital speech coding algorithm. Differential 
coding is another common method broadly used in the waveform coding techniques. 
It can be used either in form of simple delta modulation or more advanced adaptive 
delta modulation schemes. Such methods can also be combined with PCM to form 
differential PCM systems. The CCITT 32 kb/s adaptive differential PCM (ADPCM) 
employs such techniques to reduce the PCM bit rate by half [6].
2.2 .2  V oice cod in g
In voice coding strategies, the main target is to model the speech production system. 
Studies in this field have led to the development of parametric models in which a 
short segment of speech is described by a set of parameters extracted for tha t specific 
period. These parameters are then encoded and transm itted. At the decoder the 
speech signal is produced by the artificial speech production system built from the 
received parameters. Such an approach is called analysis and synthesis procedure. In 
fact in the voice coders (vocoders), the objective is to  produce a signal which sounds 
similar to the original speech. Therefore, in contrast to waveform coders, the similarity 
measures cannot be used to  assess the performance of a vocoder. Because of this, the 
performance of vocoders are evaluated in subjective tests where the perceptual quality 
of the reproduced speech is scored.
Vocoding techniques are very efficient in reducing the coding bit rate. Historically, 
although the first vocoder was presented more than half a century ago, vocoding sys­
tems were not in practical use until mid 1970s when LPCIO [7]vocoder was introduced.
CHAPTER 2. SPEECH CODING TECHNIQUES
LPCIO and many of its successors employed the well known linear prediction (LP) 
model of speech production system. This model has proved to be very efficient in re­
ducing the coding bit rate and will be discussed in detail later in this chapter. Vocoders 
may be designed for different applications and hence their target bit rate and quality 
may vary. For example in a case where available power is limited, reduction in bit rate 
is a dominant factor while in telecommunication applications, the quality of produced 
speech is of as much importance, if not more.
Advances in the development of DSP chips enabled exploitation of complicated al­
gorithms in the design of high quality and low bit rate vocoders. The multiband 
excitation (MBE) vocoder [2] introduced in 1987 could produce high quality speech at 
8 kb/s. Later versions of this coder e.g IMBE could reduce the bit ra te  to 4.15 kb/s. 
The prototype waveform interpolation (PWI) coder developed in recent years and its 
modified version, the W I coder which produce high quality speech at 2.4 kb /s are other 
examples of progress in vocoder design.
2 .2 .3  H yb rid  cod in g
This group of coding algorithms attem pts to incorporate the advantages of the two 
groups. Therefore, they could be expected to operate at bit rates between the operating 
rates of waveform coders and vocoders. In fact the best performances of these coders 
are achieved at moderate bit rates i.e in the range of 5 to 16 kb/s.
The most popular hybrid coders which have been very successful in achieving high 
quality speech are the LP based hybrid coders. These coders employ the linear pre­
diction model of speech production system in which the speech signal is assumed to 
be produced by exciting an all pole filter. In these schemes the filter coefficients are 
described by the LP model. Depending on the method used to code the excitation 
signal, various types of LP based coders have been developed among which regular 
pulse, multi pulse and code excited LP coders are the most famous ones. The code 
excited LP (CELP) coder [1] in particular has been very popular and different versions 
of this coder have been developed in recent years. CELP coders employ two powerful 
techniques i.e analysis by synthesis (AbS) and vector quantisation, to improve quality 
and reduce the bit rate. Using such methods enabled CELP systems to achieve high 
quality at bit rates as low as 4.8 kb/s. Different versions of CELP coder are currently 
used in some mobile communication networks with some have been chosen as standard 
in fixed networks [8].
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Since hybrid coders use vocoding and waveform coding approaches, both objective 
measures (SNR) and subjective tests are used in their assessment. For example, SNR 
is usually used with CELP coders as a measure to  assess the accuracy of excitation 
coding while the quality of the coder is evaluated in subjective tests. Since CELP is 
used in combination with the original PW I system, it is discussed in more detail later 
in this chapter.
2.3 C oding perform ance
The operating bit rate and output quality are usually the most important factors 
considered in the development of a coding algorithm. However, other factors such as 
complexity, the incorporated delay and robustness also affect the coding design. In 
practice, a compromise has to  be made between these often conflicting factors. For 
example, high quality techniques are usually very complicated or low bit rate methods 
incorporate a noticeable time delay. However, the final trade off between these factors 
depends entirely on the application. For instance, in a communication system which 
includes satellite links, the delay is very im portant, while in a voice store and forward 
system a fairly long delay is acceptable. The main factors affecting the design of a 
coding algorithm are described in the following.
2 .3 .1  Q u ality  and b it ra te
These factors inherently oppose each other, i.e, in general a reduction in bit rate results 
in a lower quality. To reach a compromise between these factors, two trends are com­
mon. In the first, the target is to reach the lowest possible bit rate for a given quality. 
This is usually the approach where the high quality of the speech is crucial e.g in public 
switch telephone networks (PSTN). In the second case the aim is to obtain the highest 
quality at a given bit rate. This case normally applies where employing a low bit rate 
coder is essential, such as when the available bandwidth or power is limited.
One basic objective in the above issue is the assessment of the quality. While objective 
measures such as SNR can be used to evaluate the quality of the waveform coders, 
such approaches are not suitable for vocoders where the target is to achieve the highest 
perceptual quality rather than accurate reconstruction of speech waveform. In such 
cases use of subjective tests seems to be inevitable. In this regard several subjective
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tests have been exploited, the most common of which are the Mean Opinion Score 
(MOS) and Diagnostic Rhyme Test (DRM). In the MOS method, the quality of speech 
is scored by different listeners. The score usually ranges from 5 to  1 for excellent to 
poor quality, respectively. The resultant average score is used as the measure for the 
quality of the coder. In DRM approach, different words from a set of similar rhyming 
set are processed by the algorithm under test. The listeners are asked to decide about 
the words. The coder score would be the percent of correctly recognised words.
2,3 .2  R ob u stn ess
The objective of speech communications is to transfer speech between two distant 
points. During this process, the signal passes through different media and hence is 
subjected to various noise sources. This degrades the quality of received signal. In the 
case of digital communication, the effect of noise appears as conversion of some bits 
from 0 to 1 and vise versa in the bit stream received at the decoder. This, of course 
degrades the quality of the synthetic speech. The amount of degradation in this case, 
however, depends on the coding algorithm exploited. For example the effect of noise 
on the vocoding methods is expected to be much higher compared to waveform coding 
techniques. In fact since the vocoders represent a short segment of speech with a set 
of parameters, an error in a single bit (which may change the value of one parameter 
substantially) can affect the whole segment of speech. The effect is even more serious in 
the case of very low bit rate coders where for higher efficiency in coding, the parameters 
are quantised differentially. In such an event, an error in a param eter can affect a long 
section of speech consisting of several frames. Because of this, the quantised parameters 
should be protected against channel noise in a practical system. This is achieved by 
adding some protection bits to the coded bit stream. Obviously the higher the level of 
noise is in the channel, the more protection is required. This in turn  means a higher 
to tal bit rate. From the above discussion it concludes that an efficient coding algorithm 
is the one which not only uses low number of bits to encode speech but also employs the 
parameters which require less protection. An example for this is use of Line Spectral 
Frequencies (LSF) (to be defined in section 2.4.3.2.) rather than LPC parameters in 
an LP based coder since the ascending characteristic of LSF parameters make them  
inherently more robust to errors. Because of its crucial role, the above subject has 
been widely investigated and various methods have been employed for efficient coding.
CHAPTER 2. SPEECH CODING TECHNIQUES_____________________________ U
2 .3 .3  D elay
In all algorithms using parametric model of speech, an inherent delay exists since the 
whole of a speech segment should be taken before it can be processed. The same case 
applies to  the decoder which means the minimum of two frame delay for a low bit 
rate coder. Such delay is usually referred to as source coding delay. The computation 
delay which is associated with the time required to extract the model parameters 
should also be added to  the above delay. Besides, in practice most of the low bit rate 
coders introduce more delay to confirm the reliability of the values of the extracted 
parameters. For example in the IMBE coder, the source coding delay at the encoder is 
more than three frames [3]. In real time applications such delays may create echo and 
therefore be annoying. This is especially true when the signal goes through a satellite 
link which itself introduces a fairly long transmission delay. In such cases, employing 
echo canceller helps to remove the created echo. In fact, according to regulations, use 
of echo canceller is obligatory if the end to  end delay exceeds a certain amount. An 
alternative solution to  reduce the delay is to decrease the analysis frame size. The 
penalty for this is however, an increase in bit rate because of higher update of the 
speech model parameters. If delay is a crucial issue, again a good solution may be a 
compromise between the maximum tolerable delay and bit rate.
2.4 Linear pred iction  in low b it rate coding
Linear prediction (LP) method is the most popular technical tool used in low bit rate 
coding algorithms. It assumes th a t the speech signal is produced by exciting an all 
pole filter with an excitation signal. In this model, the excitation signal is assumed to 
be produced by vocal cord and the vocal trac t is represented by the all pole filter. The 
basic attem pt in the LP model is extraction of the filter parameters. The excitation 
signal is modelled by other blocks of the coding algorithm. In fact, because of the 
efficiency of the LP method, several LP based coding algorithms have been developed 
which are different in the way they represent the excitation signal.
In the z  domain, the transfer function of the vocal tract filter in the LP model can be 
presented as :
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i=i
in which
A{z) =  1 -  ^  a jz   ^ (2.2)
i=i
and p is the order of the all pole filter. In the time domain, the filter can be described 
by the following equation :
s(n) =  Gx(n) +  ^  a js (n  — j )  (2.3)
i=i
Equation 2.3 states that the current sample of speech can be expressed by sum of the 
weighted current excitation sample and p previous speech samples. Because of this, the 
LP method is also referred to as short term  prediction (STP) method. The objective 
is now to  calculate the LP coefficients a j  so that the best prediction for the speech 
segment under analysis is obtained. To achieve this, the predicted and error signals s 
and e are defined as:
= (2.4)
e(n) =  s(n) — s(n) = s(n) — ^  ajs(n  — j )  (2.5)
i=i
The best prediction can be achieved by minimising the total error signal i.e the cu­
mulative error B  for the analysis segment (frame). This error can be calculated as
B = J2^ ^H== Ê  -  i)l^ (2.6)
N  N  N  3=1
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where N  is the length of the analysis frame. E  can be minimised by setting its partial 
derivatives to  zero i.e :
H  =  0 (2.7)
This equation can be rewritten as :
(2.8)
in which
-  ^ ) s { n - j )  (2.9)
n
Thus, to  obtain the LP coefficients, the values of are calculated followed by solv­
ing equation 2.8. According to different assumption, various methods are developed for 
this purpose. The so called autocorrelation and covariance methods are the most com­
mon approaches to calculate the LP coefficients. The former is however, more popular
since although less accurate, it guarantees the stability of the LP filter. Therefore, in
the following, only the autocorrelation method is discussed. A detailed description of 
covariance and other methods can be found in [9].
2.4 .1  A u to co rre la tio n  m eth o d
In this method, the speech signal is assumed to  be zero outside the analysis frame. 
This converts equation 2.9 to :
iV+p—1
4 ^ ; )  =  s { n - i ) s { n ~ j )  l < i < p  , l < i < p  (2.10)
n = 0
Where N  is the length of the analysis frame. However, setting the speech samples 
to zero outside the frame increases the prediction error close to the boundaries where 
either a sample is predicted from zero amplitude samples or non-zero samples are used
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to predict a zero sample. Therefore, to reduce this effect it is suitable to  taper s{n) 
used in the analysis by a window function such as the Hamming window defined as :
w{m) = 0 . 5 4 - 0 . 4 6 c o g ( ^ )  ; 0 <  m <  ^ - 10 ; otherwise (2 .11)
The above assumption (samples being zero outside the analysis frame) converts the 
correlation function in equation 2.10 to autocorrelation :
(f){iJ) = R { \ i - j \ )  l < i < p  , l < i < p
where the autocorrelation function R  is defined as :
(2.12)
N—1—k
R{k) = ^  s{n)s{n-\-k)
71=0
in this case equation 2.8 can be w ritten as :
(2.13)
I) =  i?(z), l < i < p
In the m atrix form the above equation can be w ritten as :
(2.14)
■ iJ(0) R{1) R{p — 1) ■ ai ' j%(l) 1R{1) R{p — 2) «2 — R{2)
.  ^{P — 1) .  . . -R(p).
This m atrix is both symmetric and Toeplits i.e all elements in each diagonal are equal. 
This property has been exploited to develop efficient methods to solve the above equa­
tion among which the Durbin’s algorithm [10] is the most widely used one. The LP 
coefficients obtained from solving equation 2.5 are then quantised and transm itted.
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2.4*2 P ro p er tie s  o f th e  LP m o d el
LP analysis provides a fairly accurate estimation of amplitude spectrum of the analysed 
frame. This approximation is especially more accurate at the peaks of amplitude 
spectrum called formants . This, however, could be expected since the LP analysis was 
based on an all pole model for vocal tract filter. Formants have a key role in conveying 
linguistic information and therefore should be preserved during the coding process. 
Figure 2.1 demonstrates the spectra of a speech frame and tha t of the magnitude of 
the frequency response of the LP filter with p =  10.
1
s
o 1000 2000 40003000
Frequency (Hz)
Figure 2.1: Spectral envelope estimation by LP method
As stated earlier, the LP coefficients can be used to  predict the current sample of speech 
signal from the previous samples. The signal obtained by subtracting the value of the 
predicted sample from the actual value, i.e, e{n) in equation 2.5, is called the error 
or residual signal. This process, also called inverse filtering, produces a signal which 
has a significantly lower dynamic range than the original speech signal. As a result 
the residual signal can be encoded using less number of bits. In the frequency domain, 
inverse filtering is equivalent to removing the spectral envelope. This means th a t the 
remaining residual signal has a rather fiat spectrum. Figures 2.2 and 2.3 illustrate 
the performance of inverse filtering on a segment of voiced speech. Lower amplitude 
and flat spectrum of the residual signal can be observed in figures 2.2 (b), and 2.3 (b) 
respectively. The periodic pulses in figure 2.2 (b) and the harmonic structure in figure
2.3 (b) also indicate the basic assumption of the LP model in which the residual signal 
is assumed to represent the vibration of vocal cords in voiced speech.
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Figure 2.2: Inverse LP filtering of a voiced segment of speech (a) original speech (6 ) 
residual signal
'■ " " ■ SpcciJt spectrum LP spectral envelope
— —  Residual spectrum
1
o 1000 2000 3000 4000
Frequency (Hz)
Figure 2.3: Spectra of (a) the original speech and (b) the residual signal
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The LP analysis is performed on a segment of speech for which the speech signal can 
be assumed to be stationary. This limits the length of the segment to 20-30 ms which 
is the common frame lengths in low bit rate speech coding algorithms. In each frame, 
usually up to five formants can be recognised. Since each formant can be identified 
with a pair of conjugate poles, the order of LP filter should be equal or greater than 
8 . However, in order to estimate the spectrum more accurately, most of speech coding 
algorithms use 10*^  order filter in the analysis. The performance of the LP model on 
a segment of speech is usually evaluated by a parameter called prediction gain which 
is the ratio of energies of the original speech and residual signal. A high prediction 
gain means that the LP model has been successful in removing most of the short term  
correlation from the speech signal. This in turn  renders a low energy residual signal 
which can be encoded efficiently using few number of bits.
2.4 .3  O th er rep resen ta tion s o f  LP p aram eters
The LP coefficients can directly be quantised and transm itted. However, the inevitable 
error introduced by the quantisation process may result in an unstable filter. A solution 
is to represent the LP model by parameters which are less sensitive to the quantisation 
and other errors. Some of the most common representations are reviewed here.
2.4.3.1 PARC OR and Log-Area Ratio Coefficients
The LP model can be represented by the reflection coefficients ki i =  0 ,1 ,. ,p also 
called PARCORs [1 1 ]. These coefficients can be calculated by Durbin’s algorithm. 
The advantage of these coefficients over a  in section 2.4 is tha t the stability of the LP 
synthesis filter can be guaranteed if — 1 <  <  1 .
In spite of the above property, the PARC OR coefficients are not suitable for direct 
quantisation since the values close to  unity require a more accurate quantisation. This 
suggests the use of a new set of parameters obtained by a non-linear transformation of 
PARCORs. The Log-Area Ratios (LARs) [12] are suitable alternatives for PARCORs. 
The relation between PARCORs and LARs is expressed as below :
L A R i  = l o g ( i i l i )  (2.15)i  — Ki
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The lower sensitivity of LARs to quantisation errors makes them  more suitable as 
representatives for the LP model.
2.4.3.2 Line spectral pairs and line spectral frequencies
The line spectral pairs (LSPs) and Line spectral frequencies (LSFs) have been the 
most popular alternatives for LP coefficients. To obtain these parameters, first a set 
of polynomials are formed as :
P{z)  =  A(z) + (2.16)
Q{z) = A{z) -  «“ (”+^>A(z-i) (2.17)
The roots of P{z)  and Q{z) show the following properties [13] :
• For an even p, P(z)  and Q(z) have only one real root at z—-1 and z = l. The other 
roots which are located on the unit circle can be expressed as Half of these
roots are located on the upper half of the unit circle and the others on the lower
half. These two sets form conjugate pairs and therefore the polynomials can be 
obtained knowing the location of roots at half of the unit circle.
• The roots of P{z)  and Q{z) interlace.
If Up. and wg. represent the angles of roots of P{z)  and Q{z)^ the LSPs are expressed 
as :
LSP{2i) = c o s {loq . )  (2.18)
L S P { 2 i - ^ l )  =  cos{upf) i =  0 ,1 ,..., ^  — 1
The LSFs are the frequencies of the above roots and thus can be obtained by :
LSF{{)  =  (2.19)
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In which T  is the sampling period.
The LSFs possess special properties which make them  attractive for quantisation pur­
pose. The intra-frame correlation of the LSFs illustrated in Figure 2.4 is the most 
advantageous characteristic of these parameters. This characteristic can he employed 
efficiently both in a differential quantisation scheme and as a means for error control. 
Inter-frame correlation, i.e, the correlation between LSFs of same order in neighbouring 
frames, is another property of LSFs which again can be exploited for efficient quantisa­
tion. The LSFs are also related to the peaks of magnitude spectrum, i.e, the formants. 
Each formant is usually indicated by a pair of LSFs. The difference between the LSF 
values in such pairs can also be used as a measure for bandwidth of the related formant. 
Figure 2.5 shows the relation between formants and LSFs for the speech frame of figure 
2 .1.
4000.0
3000.0
(c 2000.0
1000.0
0.0
Time (Frame)
Figure 2.4: Intra-frame relation of LSFs for a sequence of frames
The roots of P{z)  and Q{z) can be found using various methods. One method is to 
convert these polynomials to ones with real roots and apply well known numerical 
methods to solve the new polynomials [13]. Calculating LP coefficients from LSFs is 
more straightforward. Knowing the roots of P{z)  and Q(%), the transfer function A{z)  
can be calculated from :
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A{z) P(^) + Q{z) (2 .20)
The LP coeiEcients are then calculated as coefficients of A{z).
LSF indexl 2 3 4 5 6 7 S
0 1000 2000 
Frequency (Hz)
3000 4000
Figure 2.5: Relation of LFSs and formants 
2 .4 .4  Q u an tisa tion  o f LP p aram eters
As mentioned in the previous section, the line spectral frequencies are the most suitable 
parameters for quantisation. Selection of a proper distortion measure is one of the most 
im portant issues in the design of a quantiser. Since the aim of the LP method is to 
minimise the energy of the residual signal, it is reasonable to employ the same criterion 
here. However, since in this case each search in the quantisation process would involve 
a transformation of LSF to LP coefficients as well as the filtering process, the required 
computational work is prohibitively high. Therefore, in practice other distortion are 
employed.
Spectral Distortion (SD) is widely used as a measure for evaluating the performance 
of spectrum quantisation [14] [15]. The SD is defined as :
(2 .21)
where S{u)  and S{u:) represent the spectra of the original and quantised signals re­
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spectively. In the case of quantisation of the LP parameters, S{oj) and S{uj) can be 
defined as :
5'(w) =  , „  (2 .2 2 )A(w)
S H  =  - 7 — 2 (2.23)I A{u>) I
where
A(a)) =  l - ÿ ; a i e ^ '"  (2.24)
Î = 0
In the discrete domain, the spectral distortion can therefore be calculated from :
=  (2.25)
where M is the number of spectral components in the range of 0-4 kHz. It is generally 
accepted tha t a transparent quality is achieved if the average SD is less than  1 dB and 
the number of outlier frames having SD greater than 2 dB is less than 2%.
Scalar quantisation is the easiest method for LSF quantisation. In this scheme each 
LSF is quantised to its closest quantisation level. However, this method usually require 
fairly high number of bits to  achieve transparent quality. A more efficient method is to 
employ the inter and/or intra frame correlation of LSFs in a differential quantisation 
scheme [16]. The highest efficiency is obtained when both of these properties are 
exploited. However, similar to all differential quantisation methods, such approaches 
are highly sensitive to  channel errors.
Vector quantisation (VQ) [17], is the most popular method for coding LSFs at low 
bit rates. In this technique, the LSFs are considered as elements of a vector which 
is quantised using a trained codebook. In such approach, reasonably low distortion 
can be achieved using a 20 bit codebook [18]. This obviously shows a remarkable 
improvement. However, the search process using such huge codebook is extremely 
computationally demanding. The above problem can be reduced using a split vector
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quantisation method (SVQ). In this method, the LSFs are split into different frequency 
bands each of which is vector quantised independently. The price for the reduction in 
the complexity is slight increase in the required bits. The number of these additional 
bits is directly related to the number of frequency bands involved. In practice usually 
two or three frequency bands are used in a SVQ scheme. The required bits in a VQ 
approach can further be reduced by employing the intra-frame correlation of LSFs [19].
The LSF quantisers used in this research, operate on the principles presented in [20]. 
In this work, the LSFs are split into low and high frequency bands. The lower band 
included 4 and the high band 6  LSFs. The distortion measure used was in the form of 
a weighted Euclidean measure as :
10
4 A / )  =  -  f i )?  (2.26)î=i
where f i  and f i  are the LSFs in the test and reference vectors /  and / ,  and Wi and 
Ci are weighting functions. The weighting function Wi is defined as :
(2.27)
where P { f )  is the power spectrum associated with the test vector. This function is 
considered for more accurate quantisation of the LSFs in the formant regions. The 
second weighting function c* is formulated as :
1 . 0 fo r  I < i < 8
0 . 8 fo r  i = 9 (2.28)
0.4 fo r  z =  1 0
This function operates in favour of low frequency LSFs which are located in the high 
energy region of the spectrum. Transparent quality is achieved by this algorithm at 
24-26 bit/fram e. In such scheme each frequency band is vector quantised using a 12 
bit codebook.
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2 .4 .5  LP b ased  cod in g  a lgorith m s
Because of the efficiency of the LP model, it has been exploited in several coding al­
gorithms. Extraction and quantisation of the LP coefficients as described, is common 
within all such coders. However, these algorithms employ different approaches to en­
code the excitation (residual) signal. Analysis-by-Synthesis (AbS) LP based methods 
have been the most successful coding techniques developed in recent years. In these 
algorithms, the synthetic speech is also produced at the encoder. In this way, the ex­
citation signal is quantised so as to  minimise the difference between the original and 
synthetic speech.
2.4,5.1 Closed loop LP system s
The excitation signal may be calculated in an open or closed loop process. The simple 
method explained in section 2.4 is an open loop approach. In this m ethod the calculated 
LP coefficients are used to calculate the error signal directly (equation 2.5). The 
error signal is then quantised independently. Although this approach is simple to 
perform, it is not the most efficient one. In a closed loop method which is the basis 
of all AbS systems, the speech samples are predicted from the previous samples of the 
reconstructed speech (rather than  the original speech). In such a system the excitation 
signal is quantised so tha t the energy of the error signal (difference between the original 
and predicted speech) is minimised. Figure 2.6 illustrates the block diagram of a closed 
loop LP system. In this Figure, s{n) and r{n) indicate the original speech and closed 
loop residual signals and s{n) and 5 (n), the synthetic and predicted signal respectively. 
The residual signal can therefore be formulated as:
p
r{i) = s{i) — ^  s(z — m) (2.29)
Under the condition of no error occurrence in the channel, the decoder receives a copy 
of r(n) and synthesises speech using :
p
s(i) =  f{i)  -f ^  s{i — m)  (2.30)
571=1
The closed loop quantisation is significantly more efficient than open loop quantisation
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since in the latter the error signal r{n) — f{n)  is subjected to prediction gain while in 
the former this effect is considered in quantisation of the residual signal [18]. The price 
for this efficiency is higher computational work required at the encoder in the search 
for the best quantised residual.
S(n)
S(n)
r(n)
S(n) r(n)
r(n)S(n)
S(n)Predictor
Predictor Quantiser
LP
AnalysisQuantiser
Channel
Figure 2.6: Block diagram of closed loop LP system
2.4.5.2 Quantisation of residual signal
The principles of LP based AbS coding systems was explained in the previous section. 
To quantise the excitation signal in a closed loop system, various methods have been 
developed. In order to offer an efficient coding scheme, such approaches attem pt to 
make use of the characteristics of the residual signal. As can be seen in Figure 2.2, the 
residual signal consists of a sequence of periodic pulses. This property is the basis of 
many quantisation algorithms which have been developed to encode the residual signal. 
For example in multi-pulse linear prediction systems [21], each frame of residual signal 
is modelled by a number of pulses whose amplitudes and locations within the frame
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are transm itted to  the decoder. Another approach is to represent each frame with a 
number of pulses with fixed intervals [22] [23] as used in the pan European mobile 
communication system (GSM) [24].
Perhaps the most successful method in terms of reduction in bit rate  has been the code 
excited linear prediction (CELP) algorithm proposed by Atal. In this approach, the 
quantisation of the residual signal is performed in two stages. In the first stage, the long 
term  correlation still remaining in the residual signal is removed by a method called long 
term  prediction (LTP). The remaining signal which looks like a random signal is then 
quantised using a codebook which contains vectors with random elements. Employing 
these principles CELP coder, we can achieve high quality speech at bit rates as low as
4.8 kb/s.
2.4.5.3 Long term  prediction
The LP inverse filtering process is able to remove short term  correlation from speech. 
However, long term  correlation can still be found in the residual signal. Such correlation 
especially exists for voiced speech where similar events appear within pitch cycle inter­
vals. In an efidcient coding scheme, the long term  correlation should also be modelled. 
A direct method is to  increase the order of the filter so tha t the prediction process 
involves more of the previous samples. This, however, requires significantly higher 
number of bits to encode the additional LP coefficients. A more efficient method is 
to remove the long term  correlation in a separate stage called long term  or pitch pre­
dictor. This approach relies on the basic LP model in which the residual (excitation) 
signal represents the contribution of the vocal cords in the speech signal. This implies 
tha t the pitch characteristics still exist in the residual signal and therefore the long 
term  prediction can directly be applied to this signal. In this way, in the long term  
prediction stage, the current samples of the residual signal are predicted from a sample 
occurring a pitch period interval. In the simplest form, the current sample is predicted 
from a sample occurred a pitch period earlier. Therefore, in such a case it is required 
to  calculate the pitch period and the prediction coefficients (also called the LTP gain). 
This can again be achieved using the minimum square error criterion. If the prediction 
coefficient is /3 and the pitch period T, the prediction error e(n) and the to tal error E  
can be formulated as :
e{n) — r{n) — /3r{n — T)  (2.31)
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^  =  E  =  E  [KO -  ^r{i  -  T)]^ (2.32)
î = 0  î = 0
where N  is the frame length. Setting | f  to  zero gives ;
E r{i)r{i -  T )
0  =    (2.33)E K(* -  T)
î= 0
To obtain /? from the above equation the value of the pitch period should be known. 
This can be done by expressing £? as a function of T  and finding the value of T  which 
minimises E.  Substituting in equation 2.32 results in :
N ~ \
N - I  [E r(i)r(i-r)]^
£  =  E  K (0  -    (2.34)
•■ = »  E K ( i - r )
î= 0
which gives E  as a function of T. To find the value of T  which minimises the energy 
of the error signal, all possible values of T  should be examined in the above equation. 
In equation 2.34, the first term  indicates the energy of the residual frame and is hence 
constant. Consequently, minimisation of E  becomes equivalent to maximisation of the 
second term  which is the normalised autocorrelation of r{i). This means th a t the pitch 
value can be found by finding the maximum of the autocorrelation function. Since this 
maximum may be found in an integer multiple of the actual pitch (rather than pitch), 
the obtained value for T  is sometimes referred to  as delay (indicated by D) instead of 
pitch. The search for pitch (delay) is usually performed on pitch period values between 
20 and 160 samples which corresponds to  pitch frequencies of 400 and 50 Hz in the 
case of 8  kHz sampling rate. The error minimising pitch is then put in equation 2.33 
to  provide the long term  prediction gain.
The long term  correlation can be removed from the residual signal by applying equation 
2.31 with the optimal values of (d and T  obtained in the above process. Figure 2.7 and
2 . 8  demonstrate the effect of removal of the long term  correlation from the residual 
frame of a voiced section of speech in the time and frequency domain, respectively.
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Removal of periodicity and harmonic structure of the residual signal is clearly seen in 
figure 2.7 (c) and 2.8 (c).
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Figure 2.7: Performance of the long term  prediction in the time domain : (a) original 
speech, (6) residual signal and (c) error signal after removal of the long term  correlation
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Figure 2 .8 : Performance of the long term  prediction in the frequency domain : (a) 
Original speech (6) residual signal and (c) error signal after removal of long term  
correlation
The long term  prediction model, as expected, performs better for the voiced sections 
of speech because of their periodicity. Hence, in the voice coding systems (vocoders)
CHAPTER 2. SPEECH CODING TECHNIQUES_____________________________ ^
which classify speech frames before coding, the long term  prediction may be ignored 
for unvoiced speech in order to  increase the efficiency.
2.4,5.4 CELP coding algorithm
In the previous sections it was shown that the short and long term  correlations of speech 
can be modelled using three sets of parameters, i.e, LP coefficients, pitch and long term  
prediction gain. The coding of the speech signal is completed by quantising the output 
of the LTP filter e(n). In the CELP algorithm, this task is done by vector quantising 
this signal. Each vector in this technique consists of components with random values. 
For more accurate coding, each frame of e{n) is split into few sub-frames, each of 
which is then represented by a vector. Similar to the LTP analysis, each sub-frame is 
represented by a vector under the MSE criterion. Therefore, the same procedure can 
be followed here. More details on this can be found in [13]. Following this procedure, 
the most suitable candidate vector and its associated gain are calculated. This means 
tha t each sub-frame in the CELP algorithm is represented by two parameters namely 
the index of the selected vector in the codebook (k) and its associated gain (g).
In practice, to  achieve a higher performance, both LTP analysis and codebook search in 
the CELP algorithm are performed in a closed loop form as explained in section 2.4.5. 
Furthermore, to make the model more accurate, the LTP analysis is also performed on 
sub-frame basis. If the number of subframes is L, this means th a t for each frame L  
pitch values and LTP gains together with L  vectors and gains are calculated. Figure
2.9 illustrates the block diagram of the CELP coding algorithm. In the first stage, LP 
analysis is carried out on each speech frame. In the next step the effect of LP filter 
memory (remained from the process of the previous frame) is reduced from the input 
frame. A closed loop LTP analysis is performed in the third stage. The CELP process 
is completed by vector quantisation of the remaining signal in the final stage.
Introduction of CELP in 1984 was a big step towards the development of low bit rate 
speech coding algorithms. The main problem with the original CELP technique was 
however, its enormous computational demand which was mainly related to the code­
book search. For example using 4 sub-frames per 30 ms frame and a 10 bit codebook 
(which is common in a low bit rate CELP schemes) means more than , 100000 search 
per second in the vector quantisation stage. This, initiated a large number of research 
works which resulted in both improvement of the quality and reduction of the com­
plexity of the original CELP algorithm [25] [26] [27] [28] [29].
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Figure 2.9: Block diagram of the basic CELP coding system
R ed u cin g  p ercep tu a l d istortion
The basic aim in CELP and other AbS coding systems was to produce a replica of the 
original waveform. Because of this, minimisation of MSE was used in such systems 
to produce the best m atch between the original and synthetic waveform. However, 
this task becomes more difficult at lower rates where due to inaccurate quantisation 
of the model parameters, the energy of the quantisation noise increases. A solution to 
this problem is to make this noise less perceptually disturbing by making use of the 
characteristics of the human auditory system. In this regard two major techniques i.e 
spectral weighting and post-filtering have been widely employed in low bit rate speech
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coders.
2.5 .1  S p ectra l w eigh tin g
This technique makes use of the well known frequency masking property of the auditory 
system i.e high energy signal masks a lower energy signal in the same frequency band. 
As a result the perceptual annoyance of the quantisation noise is reduced if its energy 
level is kept below the energy level of the speech signal. Since the lowest energy levels of 
speech are identified by valleys of its frequency spectrum, to keep the noise energy below 
these levels, it is reasonable to give more emphasis to these regions when applying the 
minimum error criterion. This is the main objective in the technique named spectral 
weighting first proposed by Schroeder and Atal in [30]. The transfer function of the 
spectral weighting filter is defined as :
where A{z)  is as in equation 2.2 and 7  is a factor which controls the spectral shape. 
In the above function the value of 7  is between 0  and 1 . This causes an emphasis in 
the valley and a de-emphasis in the formant regions, A typical value for 7  is 0,8. How­
ever, the most suitable value depends on the coding algorithm and for each particular 
algorithm is usually found by subjective experiments.
2 .5 .2  P o st filtering
The spectral weighting technique is an effective tool in reducing the perceptual dis­
tortion in low bit rate LP based AbS coding systems. However, such technique is not 
sufficient to remove the perceptual effect of noise when dealing with low bit rate algo­
rithms. Adaptive post-filtering [31] is a technique used at the decoder side to enhance 
the quality of the synthetic speech. It basically attem pts to reduce the perceived noise 
by emphasising the formant and de-emphasising the valley regions. Both all-pole [32] 
and zero-pole [33] filtering post-filters have been proposed for LP coders. The transfer 
function of a zero-pole post-filter is described as :
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where ai are the LP coefficients and /? and 8 the factors controlling the spectral shape. 
The first term  in the numerator expresses a high pass filter which is used to compensate 
the muffling effect introduced by post-filter. The tilt of this high pass filter is defined 
by fj,. Further, since the energy of the output of the post-filter differs from the energy of 
the input signal, use of a gain controller is also necessary [13]. The suitable values for 
different parameters in equation 2.36 again depends on the coding algorithm employed. 
Typical values are : 0.2 < < 0.4 , 0.5 <  <  0.7 and 0.8 <  6  <  0.9.
2.6 Frequency dom ain  cod ing algorithm s
In parallel to the development of tim e domain coding algorithms, encoding speech using 
its frequency domain characteristics were also under investigation. The focus was es­
pecially on exploiting the harmonic structure of the spectrum of voiced speech in order 
to present low bit rate coding schemes. Employing this property, the synthetic speech 
was then produced by adding a number of sinusoidal waveforms whose amplitudes and 
phases were encoded and transm itted to the decoder [34] [35] [36], In spite of their 
simple model, these algorithms suffered from two major drawbacks namely, discontinu­
ities at the boundaries of the synthetic speech frames and inaccuracy in reproduction 
of the unvoiced speech. Introduction of sine wave excited linear prediction (SWELP) 
algorithm was an attem pt to solve the first problem [37] . In this technique, sinusoidal 
modelling was used to encode the LP residual rather than the original speech signal. In 
fact the memory of the LP synthesis filter left from the previous frame helps to reduce 
the mentioned discontinuity. M ultiband excitation (MBE) [2] and its later versions 
have been the most successful frequency domain low bit rate coding algorithms. The 
success of the MBE algorithm is especially due to  its voicing model. In this model each 
frame of speech is assumed to  have both voiced and unvoiced components. This relaxes 
the inaccurate single V /U V  decision employed in many low bit rate  coding schemes.
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2,6.0,1 M ultiband excitation algorithm
M ultiband excitation has been the most successful frequency domain coding method. 
Because of its capabilities this algorithm was selected for land mobile satellite commu­
nication in INMARSAT standard-M (IMBE) system [3]. In this approach, the initial 
bit rate of 8  kb/s was reduced to 4.15 kb/s by employing an innovative phase modelling. 
Figure 2.10 shows a simplified block diagram of the IMBE encoder and decoder. In the 
first stage discrete Fourier transform of each speech frame is calculated. In a separate 
stage an initial estimation of pitch period is also calculated. The initially estimated 
pitch is then refined to obtain a more accurate pitch value in the pitch refinement 
block. The refined pitch value and the frequency spectrum are then used to extract 
the other parameters of the IMBE ,i.e, harmonic magnitude and voicing decision.
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Figure 2.10: Block diagram of the IMBE algorithm (a) encoder and (b) decoder
The innovative voicing decision introduced in the MBE model is the key point to its 
ability in producing high quality speech. In this model, each speech frame is assumed
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to have both voiced and unvoiced components. To perform this, using the refined 
pitch value, a synthetic spectrum is constructed. This spectrum is then compared 
with the spectrum of the original speech frame in different frequency bands (in IMBE 
system each band consists of 3 harmonics). If the two spectra are close enough (by 
meeting a matching threshold) in a particular frequency band, tha t band is declared 
as voiced and otherwise as unvoiced. At the decoder the voiced components of each 
frame are produced by adding sinusoidal components using the voiced components of 
the transm itted spectrum. The unvoiced components on the other hand are produced 
using a random generator whose output is spectrally shaped and scaled using the 
unvoiced spectrum. The voiced and unvoiced components are finally added together 
to produce the synthetic speech.
2.7 D iscussion
In the previous sections the basics of tim e and frequency domain coding algorithms 
for low bit rate speech coding were discussed. Among the different proposed and 
implemented algorithms two have been the most successful i.e CELP in the tim e and 
MBE in the frequency domain. For the medium bit rates, CELP and its various 
versions have been the dominant algorithms. A high quality CELP based coder has 
been recently selected as standard for speech coding at 8  kb/s [8 ]. However, by moving 
towards lower bit rate, the quality of synthetic speech produced by CELP type coders 
deteriorate rapidly and it is extremely difficult to achieve high quality speech from a 
CELP algorithm at bit rates below 4.8 kb/s. This is essentially due to this fact tha t 
at such bit rates enough bits are not available for accurate representation of speech 
waveform. As a result the noise reduction techniques are no longer able to eliminate 
the perceptual effect of high energy quantisation noise. The new multiband coding 
techniques on the other hand have been able to operate at bit rates around 4 kb/s. 
This low bit rate could be reached by modelling the phase spectrum at the decoder. 
In this way, there is no need to  encode the phase information at the encoder which in 
turn  results in a substantial reduction in the required bit rate.
The success of the above algorithms are due to their efficient modelling of the speech 
signal which enables to effectively reduce the inherent redundancy of speech. In recent 
years another efficient model has been proposed and employed to encode speech at bit 
rates below 4 kb/s. This algorithm, which is called prototype waveform interpolation 
(PW I) and is the subject of this research work, has proved its potentials by producing
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high quality speech at bit rates as low as 2.4 kb/s. The PW I coding technique was 
originally designed to encode the voiced section of speech. However, the algorithm was 
later generalised to  include both voiced and unvoiced sections. The PW I technique 
and its various versions will be addressed in detail in the following chapters.
2.8 C onclusion
In this chapter the basic issues related to speech coding at low bit rates were reviewed. 
The LP technique is a powerful tool in modelling the short term  correlation of speech. 
Based on this technique, a number of low bit rate coding algorithms have been de­
veloped, among which CELP has been the most successful. The complexity of this 
method which was the main hurdle in its implementation was overcome by both intro­
ducing new versions of CELP and development of more powerful DSP chips. The high 
performance of CELP based techniques is limited to bit rates above 4.8 kb/s. At lower 
rates use of other approaches is inevitable. Multiband excitation coding is one of the 
most efficient coding algorithms which has proved to be able to encode speech at such 
low bit rates. Prototype waveform interpolation is a fairly new algorithm which has 
introduced a highly efficient model to encode speech. Although initially designed to 
encode voiced speech, its later versions encoded both voiced and unvoiced speech and 
produce high quality speech at 2.4 kb/s.
C hapter 3 
B asic too ls in low  bit rate speech  
coding
3.1 In troduction
To compress the speech signal, special features of this signal should be considered. 
Some of these features such as short term  correlation were reviewed in the previous 
chapter. To be able to remove redundant information from speech, however, more of 
these features should be exploited. Classification of the speech signal has been widely 
employed in low bit rate coding algorithms. In these techniques, the speech signal is 
split into different distinctive groups for each of which proper compression technique is 
applied. This approach is very efficient in reducing the required bit rate  since it treats 
the different groups according to their specific characteristics.
Binary voiced/ unvoiced (V/UV) classification is very common in low bit rate coding 
techniques. In this approach each frame of speech is identified as either voiced or 
unvoiced. Periodicity is the basic factor in deciding to which class a speech frame 
belongs. The voiced frames are usually marked by their quasi periodic characteristic 
while the unvoiced parts show random character. Furthermore, the voiced sections own 
higher energies. These and other features are usually employed in low bit rate coding 
techniques to classify speech frames as voiced or unvoiced.
The voiced sections of speech have the most contribution to its perceptual quality. 
Therefore accurate coding of these sections is essential in designing a high performance 
coder. The most prominent feature of the voiced speech is its periodicity known as
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pitch. Almost all low bit rate coding algorithms use this feature in order to  encode 
the voiced frames. Therefore the pitch determination process has a special place in the 
whole coding algorithm and many techniques have been developed to determine this 
essential parameter.
Correct classification of speech as well as proper calculation of the pitch period play 
essential roles in the performance of any vocoder. This chapter discusses these issues 
in two basic sections. In the first section, the basic algorithms for speech classification 
are reviewed in section 3.2. This is followed by a discussion of the specific features 
used for V /U V  determination in section 3.2.1. The developed algorithm for the V /U V  
classifier for PW I coders is discussed in section 3.2.2 while the case of transient frames 
and effect of error in V /U V  determination on the performance of coders are described 
in section 3.2.3. The second focus of this chapter is the review of basic pitch deter­
mination algorithms. The main algorithms, i.e, time, frequency and cepstrum domain 
techniques are explained in sections 3.3.1 to 3.3.3. These methods are then compared 
in section 3.3.4. Removal of formant structure which improves the performance of pitch 
determination algorithms is described in section 3.3.5. The selected pitch determina­
tion algorithm and the employed technique for calculation of the pitch period of the 
prototype waveforms are covered in sections 3.3.5 to 3.3.8.
3.2 V /U V  classification
The objective of speech classification is to decide whether a speech frame is voiced 
or unvoiced. The most straightforward method is to use the distinctive features of 
the voiced speech to separate out the voiced frames. However there are two problems 
with such classification, i.e, the decision about the transient frames (the frames which 
include both voiced and unvoiced parts), and, speech frames containing sounds which 
include both periodic and noisy components (for example fricatives such as V,Z,...). In 
such cases, a binary V /U V  decision is unable to indicate the proper phonetic state of 
the frame. As a result, some tonal artifacts appear in the output of vocoders which 
use such binary decision. Nevertheless, the amount of degradation in speech quality 
is widely dependent on the coding scheme involved. One simple solution which helps 
to solve the first problem is to split each frame into a number of subframes and make 
the decision on subframe basis. This method is a direct compromise between bit rate 
and quality i.e while it improves the quality, it reduces the coding efficiency. Another 
approach, which was first introduced in the multiband excitation (MBE) coding, is
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to consider each frame as a combination of both voiced and unvoiced components. 
The MBE technique uses the frequency domain for V/UV analysis and decides which 
frequency band should be declared as voiced or unvoiced. To achieve this, the original 
spectrum of the speech frame is compared with the synthetic spectrum (this spectrum 
is built by assuming that all spectral components are voiced). The frequency bands in 
which the two spectra match (within a certain accuracy) are declared as voiced and the 
others as unvoiced. Although such an approach seems to be more efficient in coping 
with the case of mixed type speech, it has its own inaccuracies. In fact to  prevent 
excessive bit allocation to V /U V  decision, each band in the low bit rate versions of 
MBE algorithm contains three harmonics and the maximum number of bands is also 
limited. As a result, the accuracy of the MBE model depends on the pitch period of 
speech. This leads to a less accurate decision for low pitch (male) speakers which in 
turn  degrades the output speech quality for such speakers [38].
The above discussion indicates tha t there is no single perfect speech classification al­
gorithm. Yet, selection of a V /U V  classifier is usually affected by other factors such as 
computational complexity. On the other hand, the performance of a classifier should be 
assessed together with the coding algorithm which exploits it. In other words, although 
the accuracy of the classifier affects the performance of the coder, the final quality also 
depends on the sensitivity of the coder to V /U V  errors. This suggests tha t there is no 
unique classifier that can be fitted in all coders. Thus, for each coding algorithm it is 
preferable to design a suitable speech classifier.
3.2 .1  B asic  fea tu res for V /U V  d ecision
The main feature in separating the voiced and unvoiced frames is to employ the periodic 
nature of the voiced signals. However, considering the special characteristics of speech, 
other distinctive features can also be employed for this purpose. The basic features 
which are usually used for V /U V  classification can be categorised as :
1 . P e r io d ic ity  : This is the most prominent feature of voiced speech and can be
examined in a number of ways. Long term  prediction gain, as described in the previous 
chapter, is usually higher for periodic signals. This is also true for the short term  pre­
diction gain. The periodic signals usually show a strong short term  correlation. Higher 
magnitudes of the LP coefficients, especially the first coefficient, can thus be used as 
an indicator for voicing decision. The spectra of voiced signals show a harmonic struc­
ture. Therefore, matching of the original spectrum with an estimated reconstructed
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spectrum based on the calculated pitch, can be used as a measure for periodicity. High 
magnitude of cepstral peak corresponding to  the pitch period can also be used as an 
indication of periodicity of speech.
2 . E n e rg y  Energy is another im portant feature in V /UV decision. In general, voiced 
speech has noticeably higher energy than unvoiced speech. Speech is by nature a low- 
pass signal. As a result, in voiced speech, almost all of the energy is contained in 
the lower frequencies. This characteristic is less obvious for the noise shape unvoiced 
signal. Therefore, the ratio of the energy of the low frequency band to that of the 
higher band can be used as another measure for V /U V  determination.
3. Z ero -crossing  : Because of the natural limitation of the fundamental frequency 
and higher relative energy of the low frequency harmonics of voiced speech, these 
signals have lower zero-crossing rates compared to unvoiced signals which are random 
by nature.
4. C o n tin u ity  : The duration of the voiced or unvoiced sections is usually longer 
than the frame length. This is especially true for voiced parts. As a result, forward 
and backward looking decision techniques can be applied to improve the performance 
of the V /U V  classifier. The variation of the pitch period of a voiced section is limited. 
Therefore, the amount of allowable change in the value of the pitch period can also be 
used as a continuity measure.
Although all of the above features can be employed for V/UV decision, the effectiveness 
of each, is largely dependent on the characteristics of the speech signal. In other words, 
one feature may work better than  others for a frame of signal while after a few frames 
another one may be better. For example, average energy is a very efficient measure 
in general. However, it fails to operate when high energy unvoiced signals such as 
plosives are present in speech. On the other hand, zero-crossing rate and the ratio 
of high frequency band energy to low frequency band energy might work well in such 
cases although they may not perform as efficiently when some unvoiced components 
are associated with a low amplitude voiced signal. From the above discussion, it can be 
concluded th a t for a high performance V /U V  classifier, more than one feature should 
be employed. To select the features and find the relevant threshold value for each 
feature, some statistical analysis is required. Figures 3.1 to 3.5 show the distribution 
of some of the above features for voiced and unvoiced frames of a speech database (the 
decision was made by visual inspection). These figures confirm tha t a single feature is 
not sufficient for an accurate decision, since in almost all of the cases, the curves for
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voiced and unvoiced frames have some overlap sections.
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Figure 3.1: PDF of zero-crossing rate for (a) voiced frames and (6 ) unvoiced frames.
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Figure 3.2: PDF of the ratio of the  energy of high frequency band to  the energy of low 
frequency band for (a) voiced frames and (6 ) unvoiced frames.
3.2*2 D esign  o f  V /U V  classifier
The features discussed in the previous section can be employed to design the required 
V /U V  classifier. Obviously the more features exploited in the decision, the more ac­
curate the classification will be. However, calculation of all features requires a huge 
amount of computational effort. This means th a t a compromise has to be made between 
the complexity and accuracy. Among the features discussed, some such as zero-crossing 
and energy are easy to  calculate. Others like LP coefiicient, long term  prediction and 
frequency spectrum may have already been calculated in other parts of the coding^ al­
gorithm and hence, the V /U V  classifier may benefit from the available results. Apart
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Figure 3.3: PDF of long term  prediction gain for (a) voiced frames and (6 ) unvoiced 
frames.
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Figure 3.4: PDF of the first LP coefficient for (a) voiced frames and (6 ) unvoiced 
frames.
from these factors, some of the features are more efficient in making the decision. For 
example, by looking at the above graphs it can be concluded that energy and the energy 
ratio of the high frequency band to low frequency band are more effective compared to 
zero-crossing and first LP coefficient.
From the above discussion it follows tha t on the basis of the effectiveness and simplicity 
of calculation, energy is the most suitable feature. However the problem with energy 
is tha t it depends on the speaker, and even for the same speaker, may largely change. 
A suitable technique to cope with this problem is therefore required. One solution is 
to first obtain an estimate of the speech energy and then include the energy threshold 
in the V /U V  decision.
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Figure 3.5; PDF of normalised energy for (a) voiced frames and (6) unvoiced frames.
Apart from energy, three other features are selected for the designed classifier. These 
are : 1. The energy ratio of the high frequency band to low frequency band 2 . The 
long term  prediction gain and 3. The zero-crossing rate. The first two were selected 
because of their effectiveness and the th ird  because of the simplicity of calculation. For 
each feature a threshold is considered which indicates whether the calculated feature 
for the current frame suggests a V or UV decision. If V, the flag for tha t feature is set 
to 1 and otherwise to 0. The three flags are then summed up and assigned to another 
parameter. If the flags for energy ratio, long term  gain and zero crossing are LH, LT 
and ZC, parameter VD for the final decision can be expressed as :
VD =  L if  +  LT +  Z C (3.1)
The final V /UV decision is made by comparing VD to a threshold. Although for final 
decision, the thresholds (either for different features or for VD) can be fixed, a more 
accurate decision can be achieved if different thresholds are defined for different parts of 
the input speech. Furthermore, an estimation of the speech energy should be obtained 
before it can be included in V /U V  decision. The whole process which is demonstrated 
in the block diagram of Fig. 3.6, can be summarised as follows :
1 , The first silence frames are detected (region 1). For this purpose the feature 
thresholds are changed slightly in favour of unvoiced decision so that no silence frame 
is detected as voiced.
2 . After detection of the first voiced frame, the thresholds are returned to normal. 
Meanwhile, for the first few seconds of speech, energies of the frames which are detected
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Figure 3,6: Block diagram of the designed V /UV classifier 
as unvoiced are averaged (region 2 ).
3. For the rest of speech (region 3), the energy is also considered in the decision. 
This is achieved by increasing or decreasing the value of VD where the frame energy 
is noticeably higher or lower than the obtained unvoiced average energy. In the case 
where the frame energy is much higher or lower than the average unvoiced energy, the 
decision is forced to voiced or unvoiced respectively.
4. In the case of several consecutive unvoiced frames (unvoiced section), a test for 
sudden change in energy is also performed in order to detect the onset frame (the first 
partially voiced frame after an unvoiced section). This is especially im portant for the 
first onset which starts after silence.
5. To improve the reliability of the decision, a forward-backward check can be added 
to  the whole process. This test is used to prevent voiced-unvoiced-voiced (VUV) and 
unvoiced-voiced-unvoiced (UVU) patterns. The forward check, obviously requires an 
extra frame delay. If such a delay is not possible only the backward test is performed. 
In general, the voiced sections of speech are longer than the unvoiced sections. For 
example in the database employed 57.1% of speech was voiced and 42.9% unvoiced (
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the database consisted of monologue speech and the silence was considered as unvoiced 
speech). Consequently the UVU pattern  is even more unusual than VUV. Therefore, 
the test may be performed to prevent only UVU cases.
6 . The onset frame may be detected as voiced or unvoiced. This, depends on the 
contribution of voiced and unvoiced sections in the onset frame. As will be seen later 
in this thesis, in the developed PW I algorithms, it is suitable to always detect onset 
frames as voiced. On the other hand the long term  gain is usually low for the onset 
frames because of the preceding unvoiced frames. This suggests a simple method for 
more accurate detection of onset frames. In this technique, whenever an unvoiced 
section is followed by a strongly voiced frame, the decision for the previous frame is 
re-assessed by lowering the threshold for long term  prediction gain. The price for this 
higher accuracy is however an extra frame delay (as in 5).
Fig, 3.7 shows the performance of the classifier on a segment of speech Figures 3.7(b), 
3.7(c) and 3.7(d) show the zero-crossing rate, the energy ratio of higher frequency 
to  lower frequency band, and the long term  prediction gain respectively. The energy 
variation of speech frames is plotted in Fig. 3.7 (e). The corresponding threshold for 
each feature is depicted in the same graph. To be able to demonstrate these thresholds 
together with the features, logarithmic scaling is used for the vertical axes in graphs 
(c), (d) and (e). As can be seen, the threshold values are different for the above 
mentioned regions. The energy feature is taken into account only in region 3. Fig. 
3.7(f) shows the value of parameter VD resulting from the evaluation of the first three 
features together with the VD threshold in different regions. The final V /UV decision 
is plotted in Fig. 3.7(g). The high levels indicate a voiced decision. In regions 1 and 
2  only the comparison of VD with its threshold determines the decision. However in 
region 3, this decision is modified according to  the energy criteria (included in graph 
(e)). The effect of this modification is demonstrated in Fig. 3.8 where the energy 
criteria has forced low energy frames to be classified as unvoiced.
To evaluate its performance, the classifier designed in this research was used to separate 
out the voiced and unvoiced frames of various speech material. The result was then 
compared with what was obtained by visual test. Table 3.1 shows the results. It is seen 
tha t the m ajority of errors consisted of declaring unvoiced frames are as voiced. This 
was mainly because the thresholds were selected to be in favour of voiced selection since 
in such cases, the output of PW I coder is distorted less than when the voiced frames 
are taken as unvoiced. Furthermore, most of the cases where a voiced frame is declared 
as unvoiced happened when the voiced frame had a very low energy or the frame was
CHAPTER 3. BASIC TOOLS IN LOW BIT RATE SPEECH CODING 45
rl r2 r3
50 100 150 200
50 200O 1 0 0 150
O 50 1 0 0 200150
O 1 0 0 20050
O 2005 0 1 OO 1 SO
n nj J1C Z ]
5 0 1 oo 1 50
CO
200
5 0 1 OO (S> 150 200
Figure 3.7: Example of speech signal and contribution of different features in V /U V  
decision (a) Speech signal (6 ), (c), (d) and (e) zero-crossing rate, energy ratio of high 
frequency to low frequency band, long term  prediction gain and average energy and 
their thresholds, ( / )  accumulative function VD and (g) final V /U V  decision
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Figure 3.8: Modification of the decision obtained from parameter VD, by energy cri­
terion (a) speech signal, (6) speech energy and the energy threshold (c) parameter VD 
obtained by other features and its threshold and (d) the final decision
mixture of a voiced and a strong unvoiced component. One should remember, however, 
th a t the visual classification itself is not perfect and there are several cases where even 
visual voicing decision is difficult.
It is expected that by employing a larger database, more accurate values for thresh­
olds could be obtained. Also by dynamic calculation of energy thresholds a higher 
performance is expected.
Total accuracy Total error V to UV error UV to V error
97.51% 2.49% 0.55% 1.94%
Table 3.1: Accuracy of the voicing decision of the designed classifier
3 .2 .3  O n set and offset fram es
In the context of speech classification, decisions regarding onset (transient from un­
voiced to voiced) and offset (transient from voiced to unvoiced) frames require special 
care. Such frames and in particular onsets are only partially voiced. However, in a 
binary V /U V  classification they should be decided as either voiced or unvoiced. In 
either case, distortion could be expected in the synthetic speech, due to the inaccurate
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decision. Usually, declaration of onset and offset frames as voiced introduces some 
buzziness in the synthetic speech while in the opposite case, the output suffers from 
harshness. Nevertheless, the actual form of the distortion completely depends on the 
coding algorithm. In the case of the PW I coding technique, since the onset and offset 
frames are synthesised by interpolating between the adjacent voiced and unvoiced pro­
totype waveforms, it is preferable to declare them  as voiced even if the voiced portion 
of these frames are a small fraction of the whole frame. This is especially true for onset 
frames which play an im portant role in the perceptual quality of speech. One method 
to  detect the onset frames is to analyse the previous frame more accurately, whenever a 
strongly voiced frame is detected after an unvoiced section. This method was included 
in the classifier explained earlier in this chapter. Another approach, for example, is 
to split speech frames into smaller portions and analyse these sections separately. As 
soon as one section is detected as voiced, tha t frame can be considered as onset and 
therefore declared as voiced.
3.3 P itch  d eterm in ation
Periodicity is the most prevalent characteristic of voiced sections of speech. This feature 
can well be described by its period known as pitch period. Almost all low bit rate coding 
techniques employ this param eter for efficient encoding of voiced speech. Consequently, 
the subject of pitch determination has a ttracted  much research in the area of low bit 
rate coding. In these studies, it is assumed tha t for a short segment of voiced speech, 
i.e, a frame length, the pitch period is fixed. The pitch determination algorithms are 
therefore aimed to calculate the value of this pitch. In spite of numerous research work 
on the development of such algorithms, the issue of accurate determination of pitch 
period for all speech materials has still remained unsolved and none of such methods 
work perfectly. This is mainly related to  the nature of the speech signal which even for 
a short duration is not stationary. In other words, these methods try  to find the pitch 
period for a signal which is fundamentally quasi (and not perfectly) periodic. The result 
is of course inaccuracy in the calculated pitch period. Nevertheless, since employing 
the pitch period is an essential tool in low bit rate  speech coding, these methods have 
found wide application in speech compression algorithms. In such algorithms, the 
input speech signal is low-pass filtered before applying the actual pitch determination 
technique. This pre-process technique stems from this fact tha t the pitch frequency of 
human voice is limited in range (mostly between 50 and 400 Hz). A cut-off frequency 
of about 800 Hz is therefore suitable for this low-pass process. The pitch determination
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algorithms can be categorised in two main groups which are described in the following 
sections.
3.3 .1  T im e d om ain  a lgorith m s
In time domain pitch determination techniques, a segment of voiced speech is compared 
with its shifted version, using a similarity measure. In such methods the shift which 
results in the highest similarity between the two signals, is declared as the pitch period 
of tha t section of speech. In contrast, an error function can also be used to indicate 
the non similarity of these signals. In this case, the shift which minimises the error 
function is considered as the pitch period. The auto-correlation and average magnitude 
difference function (AMDF) are the most common measures used to identify the pitch 
period in time domain.
3.3.1.1 Auto-correlation m ethod
The most popular method in finding the shift which yields the highest similarity, is 
the minimisation of the direct distance between the two signals. This distance can be 
expressed as :
1 JV—l
w E  + ’■)l^  (3-2)
 ^ n = 0
where s is the speech signal, r  the shift (also called delay) and N  the frame length. 
Assuming tha t the speech signal is stationary within a short period of time, the above 
equation can be w ritten as :
E(T) =  2[7Z(0) -  E(T)] (3 .3 )
in which
^(T) =  4  Z )  5 (w)s(n -f- r )  (3.4)
n = 0
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expresses the auto-correlation function.
Since the value of R(0) is fixed, minimisation of the error function is equal to max­
imisation of the auto-correlation function. Thus the value of shift param eter r  which 
results in the highest auto-correlation can be selected as pitch period. Fig. 3.9 shows 
a segment of a voiced speech and its relevant auto-correlation values.
Delay
Figure 3.9: (a) A segment of voiced speech and (6 ) pitch determination by autocorre­
lation method
The auto-correlation method as described above, is susceptible to the well known prob­
lem of pitch multiple selection. This problem especially happens when there is a sudden 
change in the speech volume within a voiced frame. Fi.g 3.10 shows such an occasion. In 
Fig. 3.10(a), the amplitude of adjacent cycles has changed noticeably within the illus­
trated frame. The auto-correlation function for this frame is depicted in Fig. 3.10(b). 
It is observed tha t the maximum of this function has now occurred in the triple of 
the actual pitch. Therefore this value is wrongly selected as pitch. To alleviate this 
problem, energy variation should be considered in the above formulations. This can be 
performed by including a weighting factor in the error function i.e :
1 iV—1
^(i") = (3.5)
n = 0
in which j3 is the gain factor. Setting d E (r^P ) ld ^  — 0  gives the value of (3 for the 
minimum error as :
N~1
V  s{n)s{n -f- r )
---------------  (3-6)
Y ,  5 ^ (ri-fr)
n = 0
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By substituting this value in 3.5, the error is found as :
N~1
JV-1
^ s \ n  + r)
(3.7)
n = 0
The first term  in the above equation indicates the frame energy and therefore does not 
vary with r .  Consequently, to  minimise the error, it is enough to maximise the second 
term  also known as the normalised auto-correlation function :
N - l
N - l
+  7-)
n = 0
(3.8)
Time
Selected pitch
True pitch
Delay
Selected pitch
Delay
Figure 3.10: (a) A voiced frame with noticeable energy variation, (6 ) wrong determina­
tion of pitch by direct autocorrelation method and (c) correct pitch obtained by using 
the normalised autocorrelation method
Because of the squaring in the numerator and denominator, this function gives positive 
values even for negative correlation. Consequently, the pitch period may be selected 
at the maximum negative correlation. This usually leads to the known problem of
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pitch halving. To prevent this error, it is preferable to maximise the square root of the 
function in Eq. 3.8 as :
Rn{r) =
N—1
[ I ]  s(n)s(n +  r)]
  (3.9)JV-1
71=0
Fig. 3.10(c) shows the normalised autocorrelation values for the signal in Fig. 3.10(a). 
It can be observed tha t applying this method has resulted in the detection of the correct 
pitch.
3.3.1,2 AM DF m ethod
The autocorrelation method is a straightforward and fairly accurate method for pitch 
determination. It, however, requires a considerable amount of computational work 
which prohibits its application where a limited computational capacity is available. In 
such cases, the AMDF technique is a suitable alternative. To reduce the complexity, 
this method introduces another error function as :
2^ JV—1
^(T ) =  ^  I ]  k ( 4  -  +  r ) | (3.10)
n = 0
Another advantage of this method is lower dynamic range of its error function. This 
is especially important in real time application using fixed point DSP chips [38]. Fig. 
3.11 shows the AMDF technique applied to the same speech material of Fig. 3.10. The 
selected pitch is indicated in Fig. 3.11(b).
The AMDF technique provides good results despite its simple algorithm. It has been 
used in the US government standard LPCIO vocoder. However, since the introduction 
of DSP chips in mid 1980s, the simplicity of AMDF approach is not of great advantage 
anymore. Furthermore, as with the autocorrelation method, AMDF technique also 
suffers from inaccuracy whenever there is a sudden change in the amplitude and/or 
pitch within a voiced frame.
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Figure 3.11: (a) A voiced speech frame and (6 ) pitch determination using the AMDF 
method
3.3 .2  F requ en cy  dom ain  a lgorith m s
As an alternative to the time domain pitch determination algorithms, pitch frequency 
(reciprocal of pitch period) can be obtained by analysing the voiced frame in the 
frequency domain. The main feature of the frequency spectrum of a voiced segment 
is its harmonic structure, i.e, peaks of the amplitude spectrum at equal frequency 
intervals. This is the basic characteristic that all the frequency domain pitch detection 
algorithms employ. Some of these techniques are discussed in the following sections.
3.3.2.1 Harmonic peak detection
The most straightforward way to determine pitch from the frequency spectrum is to 
locate the first harmonic. This can be achieved by finding the lowest frequency peak. 
This, however, requires that such a harmonic exists in the signal which may not always 
be the case. The peak for the first harmonic is usually weak and may not even appear in 
the spectrum. A more reliable method is to detect all the peak frequencies and calculate 
the fundamental (pitch) frequency by finding the spacing between these frequencies.
The spacing between the harmonics can be found by adding the samples of the am-
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plitude spectrum at equal trial frequencies and detecting the pitch frequency as the 
frequency which yields the highest sum. To apply this method a comb function C(w, cjq) 
can be used to  sample the spectrum. This function can be formulated as :
Om /wo ^
C(w,wo) =  ^  6 { u j  —  k L j Q )  A; =  l , 2 , ..., 
fc=i
(3.11)
in which 0 ^  is the maximum frequency in the speech spectrum. The sum of the 
sampled spectrum at equal intervals of lOx is then obtained as :
A(cJo) =  7 ^  S{ku}Q)C{kijJo) 
k~l (3.12)
where S{oj) represents the frequency spectrum. The pitch frequency (wo) is the fre­
quency which maximises function A  in Eq. 3.12. Fig, 3.12 shows the case where the 
fundamental frequency is picked by this method.
2000O lOOO 3000
Figure 3.12: Frequency spectrum of a voiced frame and the pitch frequency selected 
by harmonic peak detection method
3.3.2.2 Spectrum  sim ilarity m ethod
In this method, the original spectrum of the speech frame is compared with synthetic 
spectra made by a series of trial pitch frequencies. The pitch candidate whose spec­
trum  matches best with the original spectrum is selected as the pitch frequency. The
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amplitude of the synthetic spectrum at the trial harmonics are calculated from the 
speech spectrum and the similarity criterion is the minimisation of the energy of the 
spectral error. This criterion can be formulated as :
E { i ü x )  =  —  /  Wa;)|^dw (3.13)ZTT J“7T
in which Sw  is the spectrum of the original speech frame, Sw{^-,^x) is reconstructed 
spectrum at frequency lOx and E{uJa:) the resulting error function. The MBE coding 
technique, uses this approach for pitch detection [2 ].
3.3.2.3 Harmonic similarity
The spectrum of the a voiced frame can be considered as a number of similar lobes. 
The spacing between the centres of these lobes is the fundamental frequency. This 
characteristic can therefore be used to find the pitch frequency by applying a similarity 
measure. As Chilton [39] proposed, the autocorrelation method can be used for this 
purpose. The similarity measure in this case is expressed as :
Nb
^  6'(A:)6'( +  F )
5:(Fr +  F)5'(A: +  F )
where S { K )  is the DPT of the speech signal used for pitch determination and Nb is 
the number of the spectral samples within the bandwidth of the signal used for pitch 
determination. For example, if a 512 point FFT  is used and the speech is low-passed 
by a filter with the cut-off frequency of 1000 Hz, then Nb is 64. This method proves to 
be more robust against additive noise. However, it needs a significant computational 
work to obtain a reasonable resolution.
3.3 .3  T h e C ep stra l p itch  d eterm in a tio n
This technique is based on the well known model for the speech production system. In 
this model, voiced speech is assumed to  be produced by a filter excited by a sequence
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of pulses separated by the pitch frequency. The filter and pulse train  represent the 
vocal tract and vocal cord vibration respectively. This means tha t if e[i) and h{i) 
describe the excitation and impulse response of the filter, the produced speech s{t) can 
be expressed as :
s{t) = e{t) ^ h{t) (3.15)
In the frequency domain, this model can be described as :
W )  =  E7(jF)Ff(/) (3.16)
The power spectral density function can now be calculated from :
f  ( / )  =  S(y)6^%/) (3.17)
Using S{ f )  from 3.16 results in :
f  ( / )  =  |E ;(y)riFf(/)|' (3.18)
By taking the logarithm of the power spectral density in 3.18 it follows tha t :
(/)] =  2W I^ (/)I  +  2 W |^ ( /) | (3.19)
The above formulation describes the log power spectral density function as the addition 
of two frequency components associated with the vocal tract and excitation. The 
harmonic structure observed in this function is due to the excitation while the slow 
varying vocal tract appears as the to tal envelope. The real cepstrum is defined as the 
inverse Fourier transform of the log power spectral density, i.e, :
C(T) =  f (/)]] (3.20)
or, equivalently
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C{t ) = 2F-^[log\E{f)\] +  2F-Uog\H{f)\  (3.21)
C{t ) is a time domain function which measures the contribution of the different spectral 
features (in the cepstral domain C{r)  is usually defined as a function of quefrency rather 
than  tim e). In this function the pitch structure appears as a high peak which can easily 
be picked. The location of the first peak of cepstral value specifies the pitch period 
directly. Fig. 3.13 shows the cepstrum of the speech material of the previous examples. 
As can be observed, the pitch value is indicated by the location of the high amplitude 
pulse.
Cepestrum
lO
Quefercncy
Figure 3.13: Cepstrum method in pitch determination
The cepstrum pitch determination algorithm which was first proposed by Noll [40] [41], 
proves to be highly accurate. However because of its complexity it was not practically 
in use before the introduction of the new DSP chips. The disadvantage of this method 
is its reliance on the speech production model which is not always accurate. Moreover, 
the accuracy deteriorates in the presence of background noise [42].
3 .3 .4  C om parison  o f diflferent m eth o d s
Among the various pitch determination algorithms, the time domain technique which 
relies on the autocorrelation method is the most commonly used method. The popular­
ity of this method is partly because its main arithmetical requirement simply involves 
multiply and add which can be found as a single instruction in most of the new genera­
tions of the DSP chips. In contrast, all frequency domain algorithms require a Fourier 
transform of speech which is inherently very computationally demanding. Although 
development of fast algorithms such as fast Fourier transform (FFT) means that more
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elTcient transform methods are available, the frequency domain algorithms are still 
far more complex than their tim e domain counterparts. However, frequency domain 
methods are better suited to the coding schemes which involve Fourier transform for 
other functions in the coder.
The accuracy of the time domain methods depends on the sampling rate. For an 8  
kHz sampling frequency, the accuracy of these methods varies from 2.5 to 0.3 percent 
for pitch frequencies of 400 and 50 Hz respectively. For a higher accuracy, the speech 
signal may be upsampled. The accuracy of the frequency domain algorithms, on the 
other hand, depends on the resolution of the Fourier transform and also on the method 
employed. In the multiband coding scheme, the autocorrelation method is used to 
initially predict the pitch period and a spectrum  matching method is used to increase 
the accuracy of the initial pitch estimation.
3.3 .5  R em ov in g  th e  sp ec tra l en velop e
One of the problems in reliable estimation of the pitch period is the effect of the 
formant structure on measurements which are related to the periodicity of speech. This 
problem especially occurs when the pitch is affected by a major formant in speech. By 
removing the effect of the formants, a more accurate estimation of the pitch period 
can be expected. This process is called spectral flattening. Soundhi [43] proposes two 
methods for this purpose of which the centre clipping method is more popular. In this 
non-linear method, the signal values below a threshold (named clipping level) are set 
to zero while those above this level are offset by the clipping level. The input-output 
characteristics of this method is illustrated in Fig. 3.14 in which 0 ^  indicates the 
clipping level. The clipping level proposed by Soundhi is 30 percent of the maximum 
absolute value of the speech waveform within the frame.
3.3 .6  T h e em p loyed  p itch  d eterm in a tio n  a lgorith m
The most im portant factors in selecting a pitch determination algorithm are accuracy, 
complexity and delay. The method used by Kleijn [44] and also Burnet [45] in their PW I 
coding schemes is a simple and fast autocorrelation method proposed by Dubnowski 
[46]. Because of its simplicity, the same algorithm with some modification (explained 
in the following sections) is employed in the PW I coders developed in this research. 
In this method, the low-pass filtered speech is divided into 30 ms frames. Each frame
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Output
Input+c
Figure 3.14: Input output characteristic of a centre clipper
is then centre clipped. To calculate the pitch period, the autocorrelation is applied 
to  the clipped signal. A peak detector then, picks the value of the lag for which the 
autocorrelation function is maximised. This lag is labelled as the pitch period for the 
frame under process. The clipper used in this method is a sign clipper. Fig. 3.15 shows 
the input-output characteristics of this clipper. It can be seen tha t the signal above the 
clipping level is set to a fixed value. This reduces the effect of the large energy variation 
on pitch determination (refer to section 3.3.1.1). Furthermore, since the output of the 
clipper is either -1 , 0  or 1 , the multiphcation in the autocorrelation function is reduced 
to a simple logical decision which effectively reduces the complexity of calculation. To 
determine the clipping level, the maximum absolute levels of speech in the first and 
last 10 ms of speech are found. The clipping level O l is then set to  80 percent of the 
smaller of these two maximum values [46]. In calculating the autocorrelation function, 
the samples outside the current frame are assumed to be zero. This weights the values 
of the autocorrelation function linearly, with lower lag values having higher weights. 
This is to lower the peak values for multiples of pitch period which in turn  helps to 
avoid the problem of selecting pitch multiples instead of actual pitch.
Output
Input
Figure 3.15: Input output characteristic of the employed centre clipper
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As stated earlier, the above algorithm is designed to calculate the pitch period for 30 
ms speech frames while in a high performance PW I coding algorithm, it is necessary to 
limit the frame size to 20 ms (or less). In the experiments conducted in this research, 
it was found that to achieve a satisfactory result with a shorter frame size it is enough 
to  increase the clipping level. This is reasonable since the signal variation within a 
shorter tim e interval is expected to be less. These experiments showed th a t changing 
the clipping factor from 80% (for 30 ms frames) to 85-90 percent (for 20 ms frames) 
maintains the same accuracy. Fig. 3.16 shows the performance of this coder on a 
frame of voiced speech. Fig. 3.16(a) demonstrates the filtered speech together with the 
clipping levels. The output of the clipper and the autocorrelation values are illustrated 
in Figures 3.16(b) and 3.16(c).
— Speech signal 
■ — Clipping levels
60 14020 100<C)
Figure 3.16: (a) A voiced speech frame and the clipping levels, (6) centre clipped signal 
and (c) autocorrelation values
3 .3 .7  Im proving th e  p erform an ce
Although the above algorithm performs well in majority of cases, there are some cases 
where its accuracy decreases. One case appears when several pitch candidates return 
similar values for the autocorrelation function. Fig. 3.17 illustrates this problem where 
the autocorrelation function is maximised for different delay values (Fig. 3.17(c)). 
This effect is a direct consequence of using a sign function for clipping together with 
selecting a high clipping level. Therefore, a solution could be either to replace the 
clipping function with a more suitable one (similar to what has been explained in section 
3.3.5) or to reduce the clipping level and re-calculating the autocorrelation function for
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all the pitch candidates which produced maximum autocorrelation. Comparing these 
methods, the second solution was found to  be more effective especially since it involves 
less computational work. Fig. 3.17(d) illustrates the performance of this solution. This 
figure, shows the maximum section of the curve in Fig. 3.17(c) together with the values 
of the autocorrelation function obtained by a lower clipping level. The pitch period 
can be picked up at the new maximum.
Speech  frame
Clipping levels
20 60 100 140 D elay
Selected pitch
Delay45 50 65 70
Figure 3.17: Multiple maximum problem in the autocorrelation method
The second problem with this method is the well known pitch multiple problem. Al­
though the linear tapering introduced in  calculating the autocorrelation function is 
very efficient in preventing the pitch multiple problem, there are special cases where 
this problem may appear. An example is when there is a sudden decrease in the frame 
energy in the middle. Fig. 3.18 demonstrates such a case. In Fig. 3.18(a), the middle 
cycle could not reach the clipping level. Therefore, there is no middle pulse in Fig. 
3.18(b) and as a result, the maximum autocorrelation value has appeared at the double 
of the actual pitch period (the multiple maximum problem can also be observed in this 
example). This problem can easily be eliminated by including a pitch tracking process 
in the pitch determination algorithm.
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Figure 3.18: Multiple pitch problem (a) a voiced speech frame, (6) the clipped waveform 
and (c) the autocorrelation values.
3.3 .8  P itch  p eriod  at sp ecific  p o in ts
The speech signal is a non-stationary waveform which evolves even within a frame 
interval and so are the parameters describing it (including the pitch period). Thus, 
what is calculated as the pitch period of a frame may represent the pitch period at 
the beginning, middle or end of the frame. It may even give the average pitch period 
(depending on the algorithm). This inherent inaccuracy is usually not a problem in 
speech coding applications when the frame length is small. However, in the case of 
PW I coding technique where a pitch cycle of the voiced speech should be extracted, 
an accurate estimation of the pitch period at the location of extraction is required. 
To calculate this local pitch, the obtained pitch period can be considered as a rough 
estimation for the pitch period at the desired point. It means tha t the search for the 
pitch period at this point can be performed in the vicinity of the already obtained 
pitch. The local pitch can be calculated by finding the length for which the correlation 
of small pieces of signal at two sides of this length is maximised. If Pi is the pitch 
period of the current frame, and Pn the pitch period at location n {n samples from the 
beginning of the frame), the above method can be formulated as :
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argmax ^  S'(n -f i) 6 '(n +  +  i)
^  .'=-d
Pi -  Ap <  <  Pi +  Ap
(3.22)
In which 2d is a constant specifying the length over which the correlation is computed 
and Ap is the maximum offset from the estim ated pitch Pi, The process is illustrated in 
Fig. 3.19 in which the pitch period at the beginning of the frame [n = 0) is calculated. 
The bold sections of the waveform indicate the segments over which the correlation 
function given by Eq. 3.22 is calculated. Note th a t the left hand section is fixed while 
the right hand section varies according to the candidate pitch period . In this figure, 
the right section for the selected pitch period is shown.
Speech signal 
Frame boundaries
I'l - AT»
Figure 3.19: Determination of pitch period at the beginning of a frame
The performance of the above method is very much dependent on the value of A P. 
Experiment showed tha t the method works reliably with A P  values as high as 4 ( 8  
pitch candidates around the originally estim ated pitch). However, studies from large 
speech databases by Sundberg [47] have shown th a t the pitch frequency variation may 
be as high as 1 % per ms for a voiced section of speech signal. To consider such rapid 
changes, A P  should be increased to higher values. This, however, means a decline 
in the reliability of the method. A solution for this problem is to force the pitch
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determination algorithm to select the pitch values in the neighbourhood of the area 
that the prototype is extracted (the first half of the frame). Realisation of this idea, 
depends on the algorithm employed. For the pitch detection technique introduced in 
the previous section, this can be achieved by weighting voiced frame with a tapered 
linear function.
A close look at the method discussed in section 3.3.6 reveals th a t the high amplitude 
sections of the voiced frames have the most contribution in calculating the autocor­
relation function. This follows from the fact that the clipping level is selected from 
the lower amplitude section of the frame. Consequently, there are more samples in 
the high amphtude part th a t exceed this level, leaving more nonzero samples for the 
clipped signal related to these portions. This means that it is more likely tha t the 
selected pitch belongs to the high amplitude section of the frame. Therefore, it can 
be concluded tha t if the speech frame is forced to possess higher amplitudes at the 
beginning, the calculated pitch will indicate the pitch period at the beginning of the 
frame. This can easily be obtained by weighting the voiced frame with a suitable lin­
ear function when the amplitude at the first th ird  of the frame is less than tha t of 
the last third. Figures 3.21 and 3,22 illustrate an example for such a case. Figures 
3.21(a), 3.21(b) and 3.21(c) show the original voiced frame, the clipped signal and the 
autocorrelation function respectively. It is observed tha t the pitch period picked by 
the maximum of the autocorrelation function, indicates the pitch period of the higher 
amplitude section of the frame (the last third). Fig. 3.22 depicts the same waveforms 
after the speech frame is weighted with a linear function. In this case, the maximum of 
the autocorrelation function points to  the pitch period at the beginning of the frame.
The linear function can be calculated so as to make sure tha t the weighted speech frame 
has a lower absolute maximum at the last third of the resultant signal. However, a 
simple function which starts with value of one and ends with a value of 0.4 was found to 
perform the same. This is because cases where a rapid decline in amplitude is associated 
with a significant change in the pitch period, are extremely rare. Nevertheless, to take 
care of such events, the starting and end values can be calculated for each frame if 
the additional required computational work can be fitted within the coding algorithm. 
It should also be noted tha t the above process (weighting the speech signal) is only 
carried out if the clipping level is selected from the first third of the frame. Therefore, 
although this weighting can be imposed on all voiced frames, to reduce the average 
computational effort, clipping levels (from the first and third part of the frame) can be 
examined before making a decision about weighting.
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Figure 3.20: Pitch détermination when the clipping level is selected at the last third 
of a voiced frame (a) speech frame, (6 ) clipped signal and (c) autocorrelation function
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Figure 3.21: Effect of linear weighting on pitch determination (a) speech frame, (6 ) 
clipped signal and (c) autocorrelation function
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3 .3 .9  C onclu sion
In this chapter two basic tools in low bit rate speech coding techniques namely V /UV 
classification and pitch determination were discussed. The V /U V  classification is an 
essential tool in reducing the bit rate for coding since voiced and unvoiced speech require 
different coding schemes according to their different characteristics. To separate voiced 
and unvoiced segments of speech, various features may be employed. The more features 
used, the more accurate the result would be. However, using more features means an 
increase in the complexity of the system. Moreover, because of the transient regions and 
mixed type speech, there is an inherent inaccuracy in all binary V /U V  classifications. 
In spite of this inaccuracy, the efficiency of such classification is an attractive tool in 
reducing the bit rate. Furthermore, the performance of the other approaches such as 
the one used in the multiband method, is limited by other factors, e.g, coarse decision 
for low pitch signals.
A binary classifier which employs four of the main features, was developed in the first 
section of this chapter. The energy was dynamically calculated and the final decision 
was corrected according to the calculated average energy.
In the second section, different pitch determination algorithms were reviewed. Com­
paring the two major groups of algorithms i.e time and frequency domain, the former 
have found wider application in low bit rate coding systems mainly because of its less 
complex algorithms. In general, time domain algorithms work better in estimating 
the pitch period of high pitch spealcers (female speakers). This is because there are 
more pitch cycles in a speech frame for such speakers. However, because of the lower 
number of samples in one cycle, the accuracy of the calculated pitch would be less. 
A simple and efficient time domain algorithm was selected for use in the PW I coders 
developed in this research work. This algorithm which was basically designed to work 
with 30 ms frame length was modified to  work for shorter frame. Because of the high 
value for clipping level, the autocorrelation of the clipped signal may be maximised at 
several points, making the method inaccurate for some speech signals. This problem, 
together with the (less frequently encountered) pitch multiple problem were studied 
and suitable solutions were accordingly included in the modified algorithm. In a PW I 
system, the pitch period at a specific point (extraction point) is required. In the last 
section of this chapter a simple algorithm was introduced which employs the calculated 
pitch to  determine the pitch period at a desired point within the voiced frame.
C hapter 4
P ro to ty p e  W aveform  Interpolation
4.1 In troduction
CELP and MBE have been the most popular speech compression algorithms since 
their introduction in early and late 1980s. Because of their ability in efficient coding 
of speech at medium and low bit rates, these algorithms have become the subject of 
many succeeding research works. Such research led to the development of CELP type 
coders which could produce good quality speech at 4.8 kb/s [26] and multiband coding 
algorithms, able to compress the speech signal to bit rates as low as 2.4 kb /s [48].
In 1991 Kleijn introduced a new algorithm named prototype waveform interpolation 
(PW I) which was able to produce high quality speech at bit rates below 4 kb /s [4]. 
This technique was essentially designed to encode the voiced sections of speech. Such 
sections have the most contribution to the perceptual quality of speech and usually 
need more bits for accurate coding. Hence, the high performance achieved by the PW I 
technique in coding the voiced sections was a major event in the history of low bit rate 
speech coding. However, in spite of its great achievements, the original PW I coder 
suffered from two drawbacks, i.e, limited performance of the overall system and the high 
complexity. In fact to provide a complete coding system, it was necessary to  combine 
PW I technique with another method for unvoiced coding (CELP algorithm was found 
to be good for this purpose). The above combination worked well for purely voiced or 
unvoiced sections. For the transient frames, however, the PW I/CELP coder failed to 
achieve the high performance of each individual coders. In other words, although the 
performance of the complete system was quite superior to those of the other coding 
systems operating at the same rate, it was noticeably lower than the performance of
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the PW I coder for voiced section (or CELP for unvoiced parts). Another problem was 
the computational demand of the system which prevented it from being implemented 
in a real time design [44].
To alleviate these problems, Kleijn presented the waveform interpolation (WI) algo­
rithm  which was a modified version of the old PW I technique in 1995 [49]. In the WI 
method, each speech frame was considered to include both voiced and unvoiced com­
ponents which were then encoded separately. This new concept, eased the problem of 
binary V /U V  decision which created speech degradation in the transient regions and 
mixed type speech, resulting in a better quality system. Moreover, by careful selection 
of the parameters for coding, the bit rate was reduced down to 2.4 kb/s. However, the 
high complexity of the coding algorithm was still an obstacle in its real tim e implemen­
tation. In a very recent work [49], a number of techniques are presented to effectively 
reduce the complexity of the system, in order to make it implement able in a single 
DSP chip.
This chapter basically describes the original PW I algorithm and discusses different 
approaches to reduce the complexity of this technique and improve its performance. 
The principles of the PW I algorithm are explained in section 4.2. This is followed by 
basic coder description in section 4.3. In section 4.4, the performance of the coder 
is discussed. Special cases which affect the performance of the PW I coder are de­
scribed in section section 4.5. This chapter concludes with suggestions on improving 
the performance of PW I algorithm and an introduction to a new approach to the PW I 
algorithm.
4.2 P rincip les o f  th e  P W I algorithm
The voiced or periodic parts of speech have the most contribution to its perceptual 
quality. Hence, a system which is able to produce high quality voiced speech at low bit 
rates is essential in the development of a low bit rate speech coder. Based on this fact, 
the PW I algorithm only focuses on encoding voiced speech. In fact most of the distor­
tions appearing in the low bit rate coders can be attributed to the inaccurate coding of 
the voiced speech. For example, in low bit rate  CELP coders, the inadequate number 
of bits dedicated to quantisation of LTP and codebook gain, as well as the limitation in 
the size of codebook results in a poor representation of the voiced residual signal. This 
produces a noisy synthetic speech which cannot maintain the high correlation which
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exists in the original voiced speech. Shoham showed that an increase in the periodicity 
of the output speech in CELP coder, results in perceptual quality improvement, al­
though the SNR is reduced [50]. On the other hand, reverberation associated with low 
bit rate sinusoidal coders and buzziness in linear predictive coders (such as LPClOe) 
are related to excessive periodicity introduced in synthetic speech. Therefore, main­
taining the correct periodicity plays an im portant role in reducing different forms of 
distortion at low bit rates. This is why the proper representation of the voiced speech 
and preserving the correct degree of periodicity is the main focus of PW I algorithm. 
To achieve this, PW I techniques represent each voiced frame by a pitch cycle called 
prototype waveform (or simply the prototype). This means tha t voiced sections are 
modelled by a series of pitch cycle waveforms encoded and transm itted every 20-30 ms. 
At the receiver, the prototype waveforms are interpolated to recover the missing inter­
mediate pitch cycles. In principle, the waveform coding of the prototype waveforms in 
PW I is similar to CELP technique where the main idea is to encode the shape of the 
signal. However, since in a PW I coder the synthetic and original waveforms are not 
aligned, in contrast to CELP, the SNR cannot be used as a measure for evaluating the 
performance of a PW I system.
Since the prototype waveforms are the key elements in the PW I technique, their accu­
rate quantisation is of great importance. On the other hand, maintaining the correct 
correlation between the pitch cycles within a voiced section is also very im portant and 
hence suitable interpolation functions or some other means should be considered for 
this purpose. In the original PW I algorithm, a linear function was employed to interpo­
late the prototype waveforms. However, in the case of mixed type speech where there 
is a noise component associated with a periodic signal, the use of linear interpolation 
function for unvoiced components results in buzzy speech. Furthermore, the quanti­
sation process affects the correlation of the neighbouring prototypes. Therefore, some 
additional measures are required in order to  maintain the correct degree of periodicity 
in the synthetic speech. To achieve this, Kleijn introduced two new param eters namely 
short and long term  signal to change ratios. These parameters describe the dynamic 
changes of the adjacent pitch cycles and the prototype waveforms. As will be explained 
later, he employed a coding scheme in which the correlation between the adjacent pro­
totype waveforms is maintained without needing additional bits. For higher quality, 
however, the correlation between the adjacent pitch cycles should also be maintained. 
Nevertheless, to  keep the bit rate low this short term  correlation is only modelled in 
the original PW I algorithm.
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4.3 C oder description
The whole coding process can be split into four major stages, namely, prototype se­
lection, quantisation of the selected prototype, interpolation and quality enhancement 
techniques. Employing the LP model of the speech production system, Kleijn and oth­
ers [45] [51] used the PW I technique to encode the LP residual signal (rather than the 
original speech). Nevertheless, as will be discussed in the next chapter, PW I method 
can also be exploited to encode speech directly. In this chapter, however, only the 
original PW I approach is described.
Fig. 4.1 shows the block diagram of the basic PW I coding algorithm. The LP coeffi­
cients of speech are first extracted and quantised. At the same time a V /U V  classifier is 
employed to separate the voiced and unvoiced sections of the speech signal. The pitch 
period of each frame is calculated by a pitch detector. This pitch period is then used 
to extract the prototype waveform of tha t frame. The unvoiced sections are encoded 
using a CELP coder.
Speech
frame
Pitch
V/UV
Quantised
Prototype
UV
Index & 
Gain
Pitch
Detector
Prototype
extraction
CELP
Coder
LP
Analysis
V/UV
Classifier
Prototype
Quantisation
Parameter
Quantiser
Figure 4.1: Block diagram of PW I encoder
Fig. 4.2 illustrates the block diagram of PW I decoder. The prototype waveforms are 
first reconstructed and then interpolated to yield the synthetic voiced residual signal. 
The synthetic voiced speech is obtained by passing the residual signal through the LP 
synthesis filter. A CELP decoder is used to synthesise the unvoiced speech.
The transient frames are also reconstructed by employing the PW I algorithm. However, 
in such cases only one prototype waveform is available (the previous or next frame is 
unvoiced). To cope with this problem, three possible solutions are presented in [44]. 
These solutions suggest different methods to artificially create the absent prototype.
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Figure 4.2: Block diagram of PW I decoder
In the current work a form of the first presented approach is used in which the absent 
prototype waveform consists of the last samples of the neighbouring unvoiced frame. 
The pitch period of this prototype is simply set to tha t of the voiced section of the 
transient frame.
4 .3 .1  E x tra ctio n  o f  th e  p ro to ty p e  w aveform s
In his early works on PW I technique [4], Kleijn presented two methods for extraction 
of prototype waveforms. The first method extracts the prototypes directly from the 
LP residual. In this method, the pitch marker concept [52] is employed to define 
prototype waveforms. However, the process of finding the pitch markers includes the 
use of four parameters which are obtained empirically and hence the performance 
of this method tends to be speaker dependent. Furthermore, the fixed location of 
the pitch markers restricts the flexibility in selecting suitable prototypes. Because of 
these, in his later works, he employed another method which is discussed next. In 
this method, the prototype waveforms are extracted from the original speech. The 
residual prototypes are then obtained by passing the extracted prototypes through the 
LP inverse filter whose coefficients are obtained by LP analysis of the relevant voiced 
frame. It should be noticed that in this method, although the prototype waveforms 
are initially extracted from the original speech, the target is to obtain the residual 
domain prototypes and hence the original PW I is essentially different from the PW I 
system which will be introduced in the following chapter (even the extraction method 
in section 5.2 is different from what is explained here).
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4.3.1.1 Prototype extraction based on maximum prediction gain
To extract a prototype waveform, an accurate description of the pitch period at the 
location of extraction is required. To obtain this, a suitable approach is to  first obtain 
an initial estimation of the pitch period. In this regard, any of the methods explained 
in the previous chapter can be used (in this work, the method discussed in section 3 .3 . 6  
has been employed). A set of pitch periods in the vicinity of the initially estimated 
pitch are then grouped to form the pitch period candidates for the prototype waveform. 
The search for the prototype waveform starts from an arbitrary point at the beginning 
of the speech frame (to minimise the impact of changes in the energy of the signal on 
the performance of the system, it is better to start from a low energy portion). For each 
pitch period candidate Pt, a trial pitch cycle consisting of Pt samples starting from the 
selection point is talcen as the candidate prototype waveform. This waveform is then 
repeated to produce a periodic signal. If the selected pitch cycle is not an accurate 
representative of the true pitch cycle, discontinuities occur at the connection points 
(where the cycles start in the process of the periodic extension). As a result when 
the linear prediction technique is applied to this signal, a poor prediction gain will be 
obtained since the above periodic signal cannot be predicted across the boundaries,
i.e, where the discontinuities occur. Therefore, the prediction gain can be exploited as 
a measure to calculate the accurate pitch period and also to select the most suitable 
pitch cycle (as the prototype waveform). In other words, the candidate pitch period 
and associated pitch cycle which produce the highest prediction gain are considered as 
the final pitch period and prototype waveform that should be quantised.
In applying the above method, it should be noted that the periodic characteristic 
of voiced speech is usually obscured by the conunon 8  kHz sampling process. Con­
sequently, a better performance can be achieved if up-sampling technique is applied 
before employing the maximum prediction gain criterion. In the reported PW I works 
[44], an up-sampling factor of 10 is recommended. The residual domain prototype is 
obtained by passing the selected original domain prototype through an inverse LP filter 
(the LP coefficients of this filter is obtained by LP analysis of the upsampled signal). 
The obtained upsampled residual is then downsampled to give the residual domain 
prototype at the original sampling rate.
The maximum prediction gain method as described above, generally results in an 
accurate description of the pitch period and the prototype waveform especially since it 
deals only with a single cycle of the signal and therefore is minimally affected by the
CHAPTER 4. PRO TO TYPE WAVEFORM INTERPOLATION 72
non-stationarity characteristic of speech waveform. However, in cases where the speech 
waveform undergoes some changes even within a single pitch cycle, this method may 
give erroneous results. Fig. 4.3 shows one of such cases. The original speech and the 
repeated pitch cycle with the highest prediction gain are illustrated in Figures 4.3 (a) 
and 4.3 (b), respectively. It can be observed th a t the resulting pitch period is slightly 
longer than  the true pitch. To show the performance of the described method on the 
pitch cycle with actual pitch period, the waveform produced by repeating such pitch 
cycle is shown in Fig. 4.3 (c) where the discontinuity is visible at the boundary of the 
first cycle (this boundary is indicated by markers in Figures 4.3 (b) and 4.3 (c) ),
polecte<l pitch period.
Xruc pitch period
Figure 4.3: Example showing the inaccuracy of the maximum prediction gain method 
(a) original speech signal (6 ) repeated signal which gives the highest prediction gain 
and (c) periodic signal obtained by repeating the signal with a length equal to the 
actual pitch period
A close look at Fig. 4.3 (a) reveals tha t the status of signal at the beginning of the 
first cycle and a pitch period later is not the same, i.e, the first cycle begins around 
zero level (indicated by dotted horizontal axis) while after a pitch period, it has a fairly 
noticeable positive value. This causes a discontinuity when a section of speech equal 
to the actual pitch period is repeated (as in Fig. 4.3 (c)). However, the maximum 
prediction gain criterion, results in a longer pitch period so tha t the end point of the 
first cycle is close to zero level as can be seen in Fig. 4.3 (b).
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4.3.1.2 A new approach to  the maxim um  prediction gain m ethod
The example in the above section indicates th a t the occasional problem with the max­
imum prediction method may be well related to the fixed location of the prototype 
starting point. Therefore, a solution may be found by giving more flexibility to  this 
point. An easy way is to try  all first n  samples around the selected starting point as 
the trial starting point. However, this increases the already heavy computational load 
by a factor of n. An alternative method is to decimate the up-sampled signal for each 
candidate pitch period and examine the obtained trial pitch cycles by the maximum 
prediction criterion. In this method, for each candidate pitch period rn trial pitch 
cycles are extracted (m being the up-sampling factor). If S  is the current up-sampled 
voiced frame and L  the starting point, the trial pitch cycle for the pitch candidate 
Pt is defined as :
w{i) — S{L-\-ixm-\-n)  z =  0 ,1 ,. . . . ,P t“ l n =  0 , 1 , . . . ,7n — 1 (4.1)
For each candidate, a periodic signal is produced and the prediction gain is calculated. 
The pitch cycle with the highest prediction gain is selected as the prototype waveform 
and its associated pitch as the final pitch which should be transm itted. The above 
process implies that for each candidate pitch period, the starting point of the trial 
pitch cycle may be as far as m — 1 samples from the initial starting point N  which 
means more flexibility in the location of this point. Furthermore, the final product 
would be a prototype waveform at the original sampling rate. Fig. 4.4 shows the 
performance of this method for the same speech material of Fig. 4.3. For comparison, 
Fig. 4.3 (a) and (b) are also repeated here.
4,3,1.3 Remarks
Although the above techniques perform well in presenting an accurate description of 
prototype waveforms and their associated pitch periods, the performance of this method 
depends on a number of factors. The most im portant factor is how close is the initial 
estimated pitch to the pitch value of the finally selected prototype. In other words, 
the closer the two pitch periods are, the better performance can be expected. This is 
because when the search area for the pitch is wide, there is a possibility that a better 
match (higher prediction gain) happens for a wrong pitch value. Fig. 4.5 demonstrates
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Figure 4.4: Applying the new maximum prediction gain method(a) original speech (6 ) 
pitch period obtained by the original method and (c) pitch period obtained by applying 
the new method
an example for such a case in which the original maximum prediction gain method is 
used to obtain the prototype waveform. Fig. 4.5(a) illustrates a section of a voiced 
frame. Figures 4.5(b) and 4.5(c) show the extracted prototypes when the search area 
includes 6  and 10 pitch values around the initial pitch, respectively. It can be seen 
tha t for the narrower search area, the correct pitch is detected (despite of the observed 
discontinuity). However, when the search is performed on a wider area a better match 
is found for a wrong (longer) trial pitch period.
The above discussion suggests tha t the initial pitch determination routine should be 
designed so tha t the estimated pitch indicates a pitch value close to the pitch period 
at the extraction point i.e at the beginning of the frame. In this work, the method 
discussed in section 3.3.8 has been exploited.
The above techniques for extraction of the prototype waveforms in the original speech 
domain provide an accurate description of the residual domain prototype. Although 
such a precise definition is required when dealing with unquantised coder to  demon­
strate the capabilities of the PW I method, it is extremely difficult to maintain this 
accuracy during the quantisation process, especially in the case of low bit rate  coding. 
As a result, simpler methods may also be exploited to extract the prototype wave­
forms provided that the pitch period at the extraction point can be determined with 
a reasonable accuracy. A simple technique is to select the prototype waveforms from
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Figure 4.5: Inaccuracy of the maximum prediction gain method due to wide range for 
pitch candidates (a) original speech, (6 ) extracted prototype when 6  pitch candidates 
around the initially estimated pitch are examined, and (c) prototype waveform when 
the number of pitch candidates is 1 0
the residual signal under the criterion of having low energy at the boundaries (this is 
necessary to prevent discontinuity in the reconstruction process). If r is the residual 
frame and w is its prototype waveform, the above extraction process can be formulated 
as :
2 ==0,1, ..., Pjv — 1 (4.2)
i=^Pn/G
N  = argmin S^{n +  2) +  S^{n +  +  2)
71 i= —Pnl&
0 < n < P„ (4.3)
Where Pn is the pitch period at location n. The value Pn/ 6  is arbitrary and values 
less than tha t may also be used. Subjective tests showed tha t the perceptual dif­
ference between the synthetic speech obtained by using the two extraction methods 
(proposed method and the original one) is insignificant. In the rest of this work, the 
prototype waveforms are extracted from the residual signal using the above method, 
unless otherwise stated.
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4 .3 .2  S yn th esis
In the synthesis stage, the prototype waveforms are linearly interpolated to recover 
the missing intermediate pitch cycles of the excitation signal. Prior to  interpolation, 
the prototype waveforms should be aligned, i.e, placed at right location so tha t the 
interpolation process provides a smooth evolution of pitch cycle waveforms.
4.3.2.1 Calculation of the number of cycles
The number of intermediate cycles for each voiced frame is calculated from the pitch 
period of the current and next prototype waveform. If /  is the frame length (in samples) 
and Po and Pk  are the pitch period of the current and the next prototype waveforms, 
the number of intermediate cycles K  (including the prototype waveform) can be cal­
culated as :
' ' ■ - l Â T f t l  < « >
where [ X J denotes the closest integer to X.
The pitch period of cycle is calculated using a linear function
Pi =  + ^ P k \  i = l , . . . , K - l  (4.5)
In order to minimise the difference between the length of the original and synthetic 
speech, the difference between the sizes of the original and synthetic frames should be 
considered when calculating the number of cycles for the next frame. To achieve this, 
a left over length can be calculated as
e =  / - E ^ -  (4.6)i=0
This means tha t equation 4.4 should be modified as :
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Note tha t e can be positive or negative. Also e should be reset to zero at the begin­
ning of each voiced section. The above process confirms tha t the maximum difference 
between the original and synthetic signal does not exceed the pitch period of the last 
prototype of the last voiced section.
4 .3 .2 . 2  A lig n m en t
As mentioned earlier, to produce a smooth synthetic waveform, the prototype wave­
forms should be aligned before interpolation. This means tha t the prototype of the 
next frame needs to be shifted in order to  gain the highest similarity with the current 
prototype. If wo and Wn are the prototype waveforms of the current and next frame, 
the required shift A can be determined as :
A =  argmin F  [ wo(i )  , Wn(z -  <^) ] % =  0 ,1 ,..., Fn -  1a
where is the pitch period of the second prototype waveform and F  represents the 
function for the similarity measure (here the normalised cross-correlation function is 
employed). It should be noted tha t since a prototype waveform is considered to be a 
single cycle of a periodic waveform, a circular shift (rotation) should be applied in the 
above formulation. Besides, in  calculating the normalised cross correlation, the two 
prototypes should be made equal in length by zero padding the shorter prototype at 
both ends.
Production of a high quality synthetic speech is very sensitive to the accuracy of the 
alignment process. Although good quality speech can be achieved by aligning the 
prototype waveforms within the accuracy of the sampling period, a more accurate 
alignment results in a higher performance. For this, two methods can be exploited :
1 .Employing the up-sampled version of the second prototype.
2 .Taking the DFT of the second prototype and shifting the phase so that the rotation 
is performed for the desired (fraction of the sampling period) interval.
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In both cases it is computationally more effective to  carry out the alignment in two 
stages, namely, coarse and fine resolution. In the first stage, the two waveforms are 
aligned within the accuracy of the original sampling period. In the second step, how­
ever, either of the two proposed methods is employed for fine alignment. For example 
if in the first step a circular shift of A samples results in the maximum correlation, the 
search area in the second step will be from A — 0.5 to A -|- 0.5.
Fig. 4.6 shows the alignment process for two excitation prototype waveforms. The 
prototype waveforms are illustrated in Figures 4.6(a) and 4.6(6) and the coarse and 
fine aligned prototypes are shown in Fig. 4.6(c) (for the sake of clarity, only the high 
energy portions i.e pitch pulses which have the highest contribution in the alignment 
process are shown). The resultant correlations in this figure are 0.65 and 0.70 for the 
coarse and fine alignment respectively.
----------- Previous prot.
-----------Ooareelly alined second prototype  Fine aligned second prototype
Figure 4.6: Alignment of the prototype waveforms (a) first prototype (6 ) second pro­
totype and (c) coarse and fine alignment
4.3.2.3 Interpolation
The last stage in the synthesis of the excitation signal is interpolation of the aligned 
prototype waveforms. For this purpose, first the sine and cosine coefficients in the 
Fourier series representation of the two prototype waveforms are obtained. The sine 
and cosine coefficients of each interm ediate cycle is then obtained by linear interpolation 
of the above coefficients. To do this, the amplitude spectrum of the prototype with
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less number of harmonics (shorter prototype) is zero-padded at the end to make its 
size equal to the spectrum of the longer prototype waveform. The sine and cosine 
coefficients are then interpolated and the first coefficients are taken for the 
intermediate cycle [hm is the number of harmonics of the pitch cycle). If ao(^), &o(%),
anii) and hn{i) are the sine and cosine coefficients of the first and second prototypes, 
the intermediate cycle Wm can be expressed as ;
W rrt{ i)  =  G m ( ^ ) a m ( ^ ^ )  -f h m { h ) c o s i ^ ^ )  (4.9)k-o ^
where is the pitch period of the longer prototype waveform, K  = [Pm/2] and a^. 
and hrr>. can be calculated from
—  fYi j j iam{k) = — —— ao{k) P  j^an{k)  m =  1 ,2 ,..., A — 1 (4.10)
/y — r n  Ynbm(k) = — —— b o { k ) ~ b n { k )  m =  1 ,2 ,. . . . , A - 1 (4.11)
in which N  is the number of the intermediate cycles.
Fig. 4.7 shows a frame of the synthetic excitation signal produced by the PW I tech­
nique. Fig. 4.7(a) shows the original excitation signal in which the extracted prototype 
waveforms are indicated by windows. Figures 4.7(6) and 4.7(c) illustrate the two ex­
tracted prototypes. The synthetic residual is shown in Fig. 4.7(d) where the prototypes 
and intermediate cycles (recovered by linear interpolation) are indicated by different 
height windows.
4 .3 .3  Q uality  en h an cem en t tech n iq u es
The linear interpolation as described, results in a smooth evolution of pitch cycle wave­
forms, the case which is prevalent in the voiced speech. However, such a simple model 
cannot preserve the waveform dynamics of the original speech accurately. This is es­
pecially true for mixed type speech where the unvoiced component clearly cannot be 
reconstructed by a linear model. In a PW I coding system, the quantisation process
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Figure 4.7; SyntEesising the excitation signal from its prototype waveforms (a) original 
excitation signal, (6 ) first prototype, (c) second prototype and {d) synthetic excitation 
signal
particularly at low bit rates causes an inaccurate representation of the prototype wave­
forms which again distorts the waveform dynamics. These distortions which are usually 
perceived as buzziness and reverberation in the synthetic speech affect the performance 
of the PW I coder. Therefore, to produce a high quality speech, preserving the wave­
form dynamics is essential. To present a mathematical model for waveform evolution, 
Kleijn introduced a param eter called signal to  change ratio (SCR) of two pitch cycles 
[4]. SCR is in fact a special representation of maximum SNR between two cycles in 
which the second waveform is shifted to gain the maximum SNR. If v and w are two 
equal sized waveforms (the shorter one is zero-padded) the maximum SNR between v 
and aw  is obtained when
a < v^w >< w^w > (4.12)
in which < >  is the cross correlation function defined as
< v , w  >— y^^v{i)w{i)
4=0
(4.13)
and Pm, is the pitch period of the longer cycle. The maximum SNR is then calculated
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as :
SNRmaxi'i^i _ <V,W>^  (4.14)
< v ,v X w ,w >
In the case of pitch cycle waveforms, the maximum SNR can be achieved when one of 
them  is circularly shifted by a certain number of samples. If this shift is called 0, the 
SCR can be defined as
S C R  ~  argmax SNRmax{v,  w, 0) , .
0  (4.1Ô;
As mentioned earlier, the value of SCR is not equal in the original and coded signals 
due to  the quantisation and simple linear model used. To equate this measure in two 
signals, Kleijn defined long term  SCR (LTSCR) and short term  SCR (STSCR) as the 
SCR between two adjacent prototypes and SCR between two adjacent pitch cycles, 
respectively. To keep the LTSCR of the quantised signal equal to tha t of the original 
one, a technique is used which does not require any additional bits to be transmitted.
In this method the quantised second prototype Wq is decomposed into two components
Wqp and Wqo where Wqp is in parallel and Wgo orthogonal to the quantised first prototype 
Vn i.e :
tOq — Wqp ~j“ Wqo (4.16)
where <  Vq,Wqo > = 0 .
By changing the contribution of Wqp and Wqo in Wq while maintaining the energy of Wq^  
the LTSCR can be adjusted. This can be employed in maintaining the LTSCR of the 
original signal in the process of quantisation. It is shown [44] tha t if the LTSCR of the 
original signal is 7 , the quantised prototype signal w'  ^ defined as ;
K  =  +  [(1 -  ^  (4.17)
with
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will have the same energy as Wq and its LTSCR with Vq would be equal to 7 . More about 
the above formulation can be found in [18]. It is reported that maintaining the LTSCR 
using the above technique improves the quality of the output speech although the SNR 
of the Wg may be less than tha t of Wq. This improvement is, however, limited to low 
pitch speakers where there are only a few pitch cycles in a frame. For other speakers 
(the majority of cases), maintenance of STSCR should also be considered. To achieve 
this, the STSCR is calculated for adjacent cycles using Eq. 4.14 (or more accurately 
the average STSCR obtained from different frequency bands is determined using the 
same equation). This value is then quantised and transm itted to the decoder. During 
the synthesis of the excitation signal, the STSCR is preserved by replacing appropriate 
portion of the synthetic excitation signal with noise.
Although maintaining the STSCR helps to improve speech the quality of the PW I 
system, a significant number of bits is required to encode this parameter, especially 
noticing tha t this param eter is calculated for each intermediate pitch cycle and hence 
for high pitch speakers transmission of up to 8  parameters per frame may be required. 
Perhaps because of this, quantisation of this parameter has not been discussed in the 
literature. It seems tha t it needs more bits than what can be accommodated in a low 
bit rate scheme. In fact, in the formal tests conducted to evaluate the performance of 
the original PW I coder, the test material was selected so that the effect of adaption 
of STSCR would be minimal [44]. It is, however, possible to consider the use of this 
param eter at higher rates.
4 .3 .4  Q u an tisa tion
The prototype waveforms of the residual signal can be quantised either in the time or 
the frequency domain. In the original PW I work, the first technique was exploited. 
The frequency domain quantisation will be addressed in chapter 6 .
The employed tim e domain technique used the same principles developed for analysis 
by synthesis LP coders. To make use of the similarities of the adjacent prototype wave­
forms, a differential coding scheme was employed. Each prototype waveform in this 
method is quantised using a contribution from the previous quantised prototype and
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entries from one or more codebooks. To exploit spectral masking effect, the prototype 
waveforms were spectrally weighted in the quantisation process. In the 3.5 kb/s PW I 
coder, two pulsed codebooks were used. In the first codebook each vector contained 
only a single pulse while the other was in the form of multi-pulse codebook. In both 
cases, codebook vectors consisted of Fourier series coefficients of band limited pulse(s). 
The vector dimension in each codebook was 80 to  correspond with the number of har­
monics of the prototype waveform with the longest pitch period (50 samples). For the 
prototype waveforms with n harmonics, the first n elements of each codebook entry 
were selected as trial vector. Also to optimise the quantisation process, orthogonalisa­
tion technique was employed. The full prototype quantisation process can be found in 
[44].
The unvoiced frames in the original PW I were coded using a 4.8 kb /s CELP coder. 
This selected coding rate was probably because of use of a standard CELP coder. 
Furthermore, since the basic target of the PW I was to present a low bit rate coding 
method for voiced speech, bit rate for the unvoiced sections were not important. How­
ever, since the unvoiced sections show no periodic characteristics, the performance of 
the long term  predictor (adaptive codebook) within the CELP system would be poor 
for such sections. Consequently the required bit rate can be reduced by removing the 
LTP block from the CELP coder employed.
4.4  Perform ance
The 3.5/4.8 PW I/CELP coder as reported in [44] ,gained a fairly high MOS of 3.45. 
This is especially significant when compared to the MOS of the higher rate coders 
included in the same test. However, it seems tha t the high score gained was somehow 
related to the speech material used in the test. For example, as noted in the report, the 
effect of the adaption of STSCR for the speech material used in the test was insignifi­
cant. Instead, to avoid excessive periodicity at high frequencies which is perceived as 
buzziness, noise was added to the synthetic speech for frequencies above 2 kHz [44]. 
This strategy is very efficient since it does not involve the use of additional bits. The 
improvement gained by such technique, however, depends on the speech material used. 
In the report it was also stated tha t most of the degradation in the synthetic speech 
were related to the transient regions, i.e, when the coding algorithm is switched from 
CELP to PW I and vice verse. As mentioned earlier, this is due to the simple model 
employed for these regions (section 4.3). On the other hand, the inaccuracy of this
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model for the high pitch speakers seems to  be higher because of the more cycles in­
volved. This again means th a t the performance of the employed PW I algorithm is 
speech dependent.
4.5 D iscu ssion
The PW I/CELP coding system is able to  produce high quality speech at bit rates 
as low as 3.5 kb/s. This is especially true for the voiced speech which has a major 
contribution to the perceptual quality. However, in spite of this high quality, the per­
formance of the whole system is limited because of the problem of the transient regions 
discussed above. Therefore, to focus on the performance of the basic algorithm and 
demonstrate the ultim ate performance of PW I coder regardless of the quantisation 
accuracy, unquantised prototypes were employed in the conducted experiments. Using 
this approach, the overall high quality of the PW I algorithm was observed. However, 
these experiments revealed cases where the energy variations of the original signal could 
not be maintained by the discussed PW I algorithm. Such an effect is also reported 
in [53], Further investigation revealed tha t this effect stems from the interpolation of 
residual domain prototypes. In fact linear interpolation of the residual domain pro­
totypes cannot guarantee correct energy variation of the synthetic speech. In other 
words, the interpolation of the residual domain prototypes may create synthetic inter­
mediate cycles whose energies are different from the actual intermediate cycles. As a 
result, when these cycles pass through the synthesis LP filter, a synthetic speech may 
result whose energy may be significantly different from that of the original speech.
The uncharacteristic energy variations in the output speech is usually perceived as 
either monotonous speech or in less frequent cases as warbles or sudden uncharacteristic 
changes in the energy. The la tter case especially happens when there is a sudden 
change in the prediction gain of the LP filter. Such a case usually occurs when there is 
a transient from a steady portion of speech to  a section where the speech signal changes 
rapidly. Fig. 4.8 demonstrates an example of such case. Figures 4.8 (a) and 4.8 (6) 
show the original speech and residual signals, respectively, with prototype waveforms 
indicated by windows. The reconstructed residual and output speech can be seen in 
Figures 4.8 (c) and 4.8 (d). The (unquantised) prototype waveforms and the retrieved 
intermediate cycles in Fig. 4.8 (c) are indicated by high and short windows. As can 
be seen, the second frame is built by interpolation of a low energy (left hand side) 
prototype and a prototype which possesses a distinct pitch pulse (right hand side).
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This has led to gradual build up of the pitch pulse. Comparison of the synthetic 
residual frame with the original one in Pig. 4.8 (6 ) shows the inaccuracy of the linear 
interpolation model. On the other hand, the low energy left hand prototype signifies a 
high prediction gain. As a result when the falsely created pulses pass through the high 
gain LP synthesis filter, a sudden uncharacteristic change in the energy of the synthetic 
speech appears, as can be observed in Fig. 4.8 (d). The next frames in Fig. 4.8 also 
show that the energy variation of the output speech does not follow that of the original 
speech, again because of the inaccuracy of linear interpolation model. This latter 
difference in the energy behaviour is generally perceived as monotonous quality which 
contributes unnaturalness to the synthetic speech. The former, i.e, sudden change in 
energy, however, produces significant degradation in the quality and can be perceived 
as audible warbles.
(a)
(b)
Figure 4.8: Inaccurate energy variation in the PW I algorithm(u) original speech (b) 
original residual (c) synthetic residual and (d) synthetic speech
To reduce the above effects, two methods are suggested. In the first m ethod which will 
be covered in the following chapters, speech is encoded by applying the PW I technique 
directly to the original speech. This is especially effective in reducing the sudden 
energy changes. In the second approach the energy variations of the synthetic speech 
is modified using the encoded energy envelope of the original speech. This method is
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also addressed in the following chapters where the energy envelope concept is used to 
both modify the energy variation of the voiced sections and also to  reconstruct the 
transient frames properly. This method proves to  be noticeably effective in improving 
the output quality. However, it should be noticed tha t encoding of the energy envelope 
needs additional bits which consequently increases the total bit rate of the coding 
system. Hence, the achieved improvement should be evaluated regarding such increase.
Another problem when using PW I to  encode the excitation signal arises when the LP 
inverse filter is able to remove even the long term  correlation of a voiced section, render­
ing a low amplitude and noisy shape residual signal. This happens particularly when 
a section of speech shows very distinct formants structure which can be well modelled 
by LP technique. Such a case can be seen at the beginning of the speech signal of Fig. 
4.8 (a). The corresponding section in Fig. 4.8(b) demonstrates a residual signal with 
almost no correlation. This will result in the  selection of prototype waveforms which 
lack dominant pitch pulses. In such a case, the alignment process discussed in section
4.3 is meaningless and if performed may result in a severely distorted output. This 
problem can be solved by employing the speech domain prototypes to  find the required 
amount of shift for alignment. This process is illustrated in block diagram of Fig. 4.9. 
In this process, whenever the correlation between two adjacent prototype waveforms 
becomes less than a threshold value, the prototype waveforms are passed through their 
relevant LP synthesis filters to create the speech domain prototype waveforms. These 
prototypes are then used to determine the amount of shift required to  properly align 
the second residual domain prototype with the first one. In fact the above process can 
be applied to aU excitation domain prototype waveforms to eliminate the sensitivity of 
the algorithm to the selected threshold. The price, however, would be a slight increase 
in the average computational demand.
4.6 C onclusion
Prototype waveform interpolation is one of the leading techniques in producing high 
quality speech at bit rates below 4 kb/s. In the PW I algorithm presented by Kleijn 
each frame of the LP residual signal of voiced speech is represented by a single pitch 
cycle called prototype waveform. In this chapter the basic blocks of this algorithm 
were discussed and new techniques were introduced to improve their performance. In 
particular, it was found that the PW I system in its reported form is unable to always 
m aintain energy variations of the original speech. This leads to occasional distortion
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Figure 4.9: Modification of the alignment process for poorly correlated prototype wave­
forms
in the synthetic speech, A suitable solution in such cases was found to be the use of 
the prototype waveform concept to directly encode the original speech signal. Such 
method, if performed properly, not only preserves the evolution of the voiced speech 
spectrum, but also keeps a good track of the energy envelope of the original signal. 
Because of such characteristics the next three chapters are dedicated to development 
of the PW I coders which are operating in the original speech domain.
The original PW I coding technique was developed to code the voiced parts of speech at 
low bit rates. Experiments which involved only the voiced speech proved its capability 
in reproducing high quality voiced speech. In order to develop a complete coding 
system, the PW I algorithm was combined with a CELP coder which encoded the 
unvoiced sections. This, however, reduced the performance of the whole coder mainly 
because of the poor modelling of the transient regions. Encoding the energy envelope 
or similar approach can be employed to improve the performance of the original PW I 
in the transient regions. However, because of the efficiency of the PW I technique 
in speech domain, efforts will be focused to employ such techniques when developing 
speech domain PW I algorithm in the following chapters.
C hapter 5
P W I in th e  speech  dom ain
5.1 In troduction
The special cases faced when interpolating the residual prototype waveforms and the 
relevant proposed solutions in the previous chapter initiates the search for another 
interpolation scheme which can operate properly in all such cases. Review of the 
presented solutions shows that employing the PW I technique to directly encode the 
original speech can be considered as an efficient alternative method. Such method 
is especially effective in elimination of sudden uncharacteristic changes in the energy 
of the synthetic speech. Fig. 5.1 shows the application of speech domain PW I to the 
speech waveform of Fig. 4.8. For comparison, the output of the original PW I algorithm 
is also depicted in this figure. It can be seen tha t the speech domain PW I preserves the 
energy variation of the original signal more accurately. The pitch cycles of the original 
speech are usually more correlated than those in the residual domain. Therefore, it is 
expected tha t by exploiting such similarities, more efficient quantisation schemes could 
be developed when applying PW I technique directly to  speech.
The original PW I which basically encodes and transm its the prototype waveforms of 
the residual signal, employs the widely accepted LP model of speech . In this model 
the spectral envelope of speech is assumed to be represented by the LP coefficients and 
therefore the excitation has a rather flat spectrum. This allows the spectral envelopes 
of the original speech and spectra of the residual domain prototypes to be interpolated 
independently. In contrast, through the new scheme the prototypes of the speech 
waveform are interpolated directly. However, regarding the flatness of the spectrum of 
the residual signal, the performance of the two methods are close for a small frame size
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(a)
(b)
(c)
Figure 5.1: Applying the original domain PW I to the speech material of figure 4.8 (a) 
original speech (6 ) synthetic speech by PW I in the residual domain and (c) synthetic 
speech by PW I in the original domain
e.g. 2 0  ms.
In his works, Kleijn points out that PW I technique may also be applied to directly 
encode the speech signal [18]. However, he does not explain how this can be performed. 
In [53], the inaccurate energy variation of speech in the residual domain algorithm is 
stated and the speech domain PW I is suggested as an alternative efficient method. 
Furthermore, in [54], although the prototype waveforms are extracted from the residual 
domain, the interpolation is performed on the speech domain prototype waveforms. 
Although the above references have addressed the application of PW I technique in 
the original speech domain, the whole subject including the extraction, interpolation, 
special cases and other related issues have not been covered in these works.
This chapter is dedicated to an investigation on different aspects of PW I technique 
when applied to the original speech signal. Section 5.2 describes the extraction of 
the speech domain prototypes. Discontinuity is the main problem of interpolating
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high energy speech domain prototypes. Techniques for reducing this effect are the 
subject of section 5.3. A new quality enhancement, and methods to  improve coding 
and reconstruction of the transient frames are the main subjects in section 5.4. This 
chapter will conclude with a discussion on different aspects of the developed PW I 
technique.
5*2 P ro to ty p e  ex traction
The speech domain prototypes are extracted at the beginning of each voiced speech 
frame with the criterion of having the minimum boundary energies. The concept is 
similar to what was discussed in extraction of the residual prototypes in section 4 .3 . 
However, in a residual prototype the pitch pulse is the only high energy section of the 
cycle and therefore our concern was just to keep it away from the borders, while having 
the minimum boundary energy is more crucial here. This is because the high boundary 
energy prototypes are more susceptible to produce discontinuities in the alignment and 
interpolation process. If S  is the current speech frame and w its prototype waveform, 
the extraction process can be formulated as :
w{i) — S { N  + i) z =  0 ,1 ,..., Pjv “  1 (5.1)
where
i = l
N  -  argmin ^  S^{n +  %)-)- S^{n + P^ + i) 0 < n  < Pn (5 .2 )n i=-i
in which Pn ,the pitch period at location n  can be obtained following the process 
described in section 3.3.8.
5*2*1 M od ification  o f  th e  ex tra c te d  p ro to ty p e
In order to gain high quality synthetic speech, the extracted prototype should represent 
a pitch cycle of speech as accurately as possible. An inaccurate description of proto­
types may cause slight discontinuities when the prototypes are aligned for interpolation 
purpose. These discontinuities are completely eliminated only if each prototype can
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be defined as an exact single cycle of a periodic waveform. However, the extraction of 
prototype waveforms as described above, cannot meet this condition. As stated in the 
previous chapter, this is because the periodicity of the voiced speech signal is usually 
obscured by the sampling process. Furthermore, the speech signal is not completely 
stationary and there might be cases where the structure of the semi-periodic voiced 
signal changes significantly even within one cycle. This is especially true for long pitch 
period cycles. A reasonably good description of the prototype waveforms can be ob­
tained by exploiting the up-sampled signal as explained in section 4,3.1. This method 
mainly targets the problem caused by coarse sampling of the analogue speech. Here, 
another method is presented to solve the above problem by applying a slight modi­
fication to the extracted prototypes. In this method the extracted signal is modified 
near the borders in order to  reduce the above mentioned discontinuity. To achieve 
this, the samples around the prototype boundaries are substituted by interpolation 
between their original and predicted amplitudes. To obtain the predicted values for 
the first few samples, LP analysis is performed on the extracted prototype. Recalling 
tha t a prototype is assumed to be a cycle of a periodic signal, the last samples of the 
prototype can be used to predict the first samples. If w is the extracted prototype with 
pitch period P , the predicted waveform wi can be obtained by :
p—i
wi{0) = ' ^  aiw{P — I — i) (5.3)
i= 0
p—1
w i(l) =  uoWi(O) -b ^  aiw(P -  i) (5.4)
N —1 p—1
wi{N) = ^  aiWi{i) -f aiw{P N  — 1 — i) (5.5)
Î—0 i=N
where p is the order of the LP filter and N  the number of samples to  be modified. The 
first N  samples of the modified prototype w' can now be obtained by interpolating the 
first N  samples of w and lüi. The remaining P  — 1 — N  samples will be copied from 
w. In other words, w' can be obtained as :
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' i V - l > * > 0
w \ n )  = < (5.6)
, w{n) P — 1 > i > N
Alternatively, the last N  samples can be modified in a backward process. To accomplish 
this, first waveform Wf, is generated as
Wb{i) = w{P — 1 — i) 2 =  0, .. . . ,P  — 1 (5.7)
In other words, Wb is the mirror image of w. The first N  samples of this signal (the last 
N  samples of w) are predicted as in equation 5.3 to  5.5. However, this tim e the samples 
of predicted signal Wbi are obtained from Wb- The last N  samples of the predicted signal 
w\ are now simply be obtained by
wi{P — 1 — i) ~  Wbi{i) 2 =  0 ,...., #  — 1; (5.8)
and the last samples of the modified prototype by
P  -  i— «’(») +  i = p - N , . . . , p - i  (5 .9 )
while the first P  — 1 -■ iV samples of w' will be equal to  those of w.
For a better performance, modification can be carried out on samples close to both 
borders. In this case, the modified prototype of the first process (where the first 
N  samples are modified), is again modified at the right border. Fig. 5.2 shows an 
example of the prototype modification. Fig. 5.2(a) illustrates the initially extracted 
and modified prototypes (three samples at each side are modified). Fig. 5.2(b) depicts 
the discontinuity resulted from repeating the initially extracted prototype. Fig, 5.2(c) 
illustrates the improvement achieved by applying the above method. It can be noticed 
th a t the discontinuity is reduced noticeably.
In objective measurements, prediction gain (as discussed in section 4.3.1) was used as 
a measure to assess the performance of the above method. The average increase in the 
prediction gain was found to  be about 21 percent. The experiments also showed that
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pg=63
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(c)
Figure 5.2: (a) Original and modified prototypes, (b) discontinuity resulted from re­
peating the initially extracted prototype and (c) effect of modification in reducing the 
discontinuity
in most cases, modification of the prototypes at one side performs well. However, if the 
additional computational load is acceptable, it is preferable to modify the extracted 
prototype at both sides. It should also be noted tha t in the above method, according 
to  the required accuracy and available computational power, higher order LP analysis, 
may be employed with an expected higher performance.
5.3 In terpolation
To synthesise the voiced sections of speech, the prototype waveforms are interpolated 
at the decoder. The method is similar to  what was employed in interpolation of the 
residual prototypes, i.e, sine and cosine Fourier components of the aligned prototypes 
are interpolated linearly to produce the sine and cosine Fourier components of the 
intermediate cycles. However, the accuracy of alignment is more critical when interpo­
lating the speech prototypes. In fact, since the interpolation of the speech prototypes 
includes the interpolation of both excitation and spectral envelope, a more accurate 
alignment results in a smoother evolution of pitch cycles. A fine alignment also helps 
to  reduce the discontinuity in the synthetic waveform.
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Discontinuity at the connection points of adjacent pitch cycles is the dominant source of 
distortion when interpolating the prototypes in the original speech domain. Although 
the prototypes are selected to have minimum energy at their boundaries, the alignment 
process may result in a prototype with significant energy at its borders. Fig. 5.3 
illustrates an example of such a case. Fig. 5.3(a) shows the prototypes extracted from 
the original speech signal. In the synthetic waveform of Fig. 5.3(b), it can be seen that 
although the first cycles have little boundary energies, the next ones have considerable 
energy at the borders. In this figure, the discontinuity appearing at the connection 
point of the last prototype is a direct consequence of the high boundary energies of 
this and the previous cycle.
In order to eliminate this problem, the prototypes should be defined in a dynamic 
way, i.e, whenever the problem of high boundary energy appears, the prototype should 
be replaced by a low boundary energy prototype. However, the alignment process 
fixes the position of the prototypes. To solve this contradiction, a method called 
dynamic extension of prototypes has been employed. This method employs the basic 
characteristic of the prototype waveforms, i.e, being a cycle of a periodic signal. Using 
this, whenever a prototype with high energy at the borders (or even on one side) is 
detected, the right hand side prototype (one which has created the discontinuity) is 
continued periodically at the end of the interpolation process until it holds the minimum 
energy at its boundaries. This signal is then taken as the new prototype. If Wi is the 
prototype with high boundary energy and Wi is the periodic signal created by repeating 
w i , the new prototype Wn can be presented by the following formulation.
Wn{i) = wi{L + i) z =  0,1, ....,P i — 1 (5.10)
where
T =  argmin ^  +  %) T Wi (^Z +  ^  +  %)] 0  <  / <  Pi (5 .1 1 )
I « = - 1
in which Pi is the pitch period of the prototype waveform. To decide weather a 
prototype should be extended or not, a measure is needed. For this purpose, the 
boundary energy of the aligned second prototype is compared with tha t of the desired 
prototype (obtained from dynamic extension). If the ratio of these energies is more
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than a threshold, the dynamic extension is applied, otherwise the interpolation process 
will proceed normally.
(b)
(d)
Figure 5.3: {a) Prototypes of the original signal (6 ) evolution of prototypes with low 
to high boundary energies and the resultant discontinuity (c) dynamic extension of the 
middle prototype and (c?) output after modification of the middle prototype
This method not only modifies the prototype which caused the discontinuity, but also 
enables the next prototype to  have a low boundary energy according to  its alignment 
with this newly selected prototype. Figures 5.3(c) and 5.3(d) show the application 
of the discussed method to improve the signal in Fig. 5.3(b). Fig. 5.3(c) shows the 
dynamic extension of the middle prototype. The solid window shows the previous mid­
dle prototype (by which the last interpolation was performed) and the dotted window 
shows the new prototype produced by periodic extension of that prototype. Fig. 5.3(d) 
illustrates the output speech resulted from applying this technique. It can be observed 
tha t the discontinuity has almost disappeared. Moreover, the next prototype has now 
very little  energy at its boundaries.
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To make sure tha t this method does not produce an unreasonably long synthetic speech 
signal (due to extension of the second prototype), the re-definition of the prototype 
can be carried out as a forward or backward process. In other words, whenever the 
required continuation of the second prototype is found to be more than half of its 
pitch period, the interpolation of the current prototypes can be halted towards its end, 
as soon as a suitable prototype is obtained. Fig, 5.3(c) shows an example of forward 
extension. A case for backward selection can be observed in Fig. 5.4. In this figure, the 
current prototype which is at the end of the current reconstructed frame is indicated 
by solid line window. It can be seen tha t the required forward extension is more than 
half of the prototype pitch period, therefore, the last interpolation stops at point B.  
The window between points A  and B  indicates the backward selected prototype which 
will be used for the alignment of the next prototype. It should be noticed tha t since 
the backward selected prototype is extracted from the reconstructed speech, its pitch 
period depends on the point of selection and hence should be calculated. This can be 
achieved by conventional interpolation of the prototype pitches for tha t specific point 
(point A  in the above example).
C u rre n t p ro to ty p e  
B a c k w a rd  s e le c te d  p ro to ty p e  
F o rw ard  s e le c te d  p ro to ty p e
Figure 5.4: Example of backward selection of prototype
The remaining minor discontinuity which may occur at the connection points of the low 
border energy pitch cycles can easily be removed by applying any smoothing technique 
such as overlap and add method [55].
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5.3 .1  S m ooth in g  tech n iq u es
To smooth the synthetic waveform at the connection points, various techniques can be 
utilised. Overlap and add method has been widely used for this purpose. To apply 
this method to the synthesis part of the PW I technique, each pitch cycle (either being 
the prototype or an intermediate cycle) is periodically extended on both sides. For 
a good smoothing a 3 to 5 sample extension is usually enough. For each pitch cycle, 
new amplitudes are calculated for the first and last few samples. The new amplitude 
for each of these samples is obtained by linear combination of the original amplitude 
with tha t of the extended neighbouring cycle. The contribution of the amplitude of the 
extended adjacent cycle decreases with distance to the connection point. If tt>o, and 
W2 are the previous, current and next pitch cycles, Pi is the pitch period of the current 
frame and N  is the length of extension is N  samples, the modified current pitch cycle 
IÜJ can be obtained by the following formulation :
+  ^^W o(z) N  ~ l > i > 0
=  t(;i(») P i - A T - 1 > 2 > #  (5.12)
. -  1 >  » >  f  1 -  #
Although the overlap and add m ethod is an efficient method in smoothing the synthetic 
waveform, since the discontinuity at these points is not significant, simpler method may 
also be exploited. One such method is to modify only the first few samples of the next 
pitch cycle using the last sample of the previous frame as reported in [54]
5.4 Q uality enhancem ent
In section 4.3.3 the use of the signal to change ratio concept for improving the perfor­
mance of the PW I technique in the residual domain was discussed. Since similar to the 
residual domain PW I, the basic elements in the original domain PW I are pitch cycles, 
the same concept can also be applied here. However, because of the eminent similari­
ties of the prototype waveforms extracted from the original speech, new techniques for 
quality enhancement can also be explored. Such techniques involve modification of the 
linear coefficients or use of a new set of coefficients. This is why such methods could 
be referred to as non-linear interpolation methods. Here, two different methods are
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investigated. In the first approach, a pair of (non-linear) coefficients are calculated for 
each intermediate cycle based on the similarity of tha t cycle to its adjacent prototypes. 
These coefficients, which represent the contribution of each prototype to  tha t specific 
intermediate cycle, are then scaled in order to represent the energy of the cycle as 
well. In the second approach, the energy envelope of the speech signal is employed to 
modify the linear interpolation coefficients used in the original PW I algorithm. Both 
techniques can be applied to enhance the quality. However, according to  the desired 
bit rate, computational complexity and amount of the improvement, one approach may 
be more suitable for a specific application.
5.4 .1  O p tim al linear in terp o la tio n  m eth o d
This technique is based on the idea tha t the evolution of pitch cycle waveforms from 
one prototype to another does not necessarily follow a linear rule, i.e, in this gradual 
transformation the intermediate cycles may be more similar to one of the prototypes 
than what the linear coefficient indicates. In order to determine the contribution of 
each prototype to each intermediate pitch cycle, a similarity measure is needed. A good 
choice is the normalised cross-correlation. Using this measure, the cross-correlations 
of each intermediate pitch cycle with respect to  the two neighbouring prototypes are 
determined and the new coefficients are calculated so that the reconstructed cycle 
maintains the same correlations. The above discussion can be formulated as follows :
Let X  and Y  be the prototypes and Cxw and Cyyj the normalised cross-correlation of 
the intermediate pitch cycle W  with these prototypes. The new non-linear coefficients 
A  and B  can be calculated by solving the following set of equations
=  F(%, (A % -k B y ))  (5.13)
f  (y, (A % -{- B  y ))  (5.14)
in which F  represents the cross-correlation function. Solving the above equations, we 
get
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A  = (5.15)
B  = 1
( )( 4#y2 (i) (5.16)
where Ca-y is the cross-correlation between the prototypes and all summations are over 
the pitch period. These coeihcients should further be scaled in order to  include the 
energy of the relevant intermediate cycles. Fig. 5.5 demonstrates the whole process of 
calculation of non-linear coefEcients,
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Figure 5.5: Calculation of non-linear coefficients
In the above process the normalised cross-correlation C of two signals u and v can be 
calculated from the well known formulation
C (5.17)
C is usually calculated in the tim e domain, however in this application i.e. where the 
frequency spectra of the signals are similar, C  can also be calculated in the frequency 
domain. In the time domain, the waveforms should be aligned prior to calculation of 
the cross-correlation (the process is similar to what was explained in section 4.3.2). In 
the frequency domain C  is calculated by employing the magnitude spectra of the two 
waveforms. To carry this out, the spectrum of the shorter prototype is zero-padded
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at the end to make the spectra equal in length. Considering the equal size spectra 
as u and u, Eq. 5.17 can be used to calculate the cross correlation of the two signals 
in the frequency domain. Comparing the two methods, the frequency domain process 
requires more computational effort, however it produces slightly higher quality speech. 
W hether the tim e or frequency domain correlation is used, the obtained non-linear 
coefficients perform better for the low frequency components of the synthetic speech. 
This is because the high energies of these components are dominant in calculation of the 
cross-correlation (and consequently the calculated coefficients). A higher performance 
can therefore be expected by calculating the new coefficients for different frequency 
bands. However, this will obviously increase the number of bits required to encode 
the increased number of coefficients. Therefore, according to the bit rate, it could be 
decided how many of these coefficients can be transm itted.
5.4.1.1 Practical approach to  the new quality enhancement technique
In the technique discussed in the previous section, it is assumed tha t an integer number 
of pitch cycles exists between two consecutive prototype waveforms. This implies that 
an integer number of pitch cycles should be extracted between two adjacent prototypes. 
This in tu rn  requires tha t the prototype waveforms are selected on the basis of having 
the highest correlation which is a different criterion from what was introduced earlier 
(minimum boundary energy). In fact for a short frame size, the two criteria lead to the 
same result in the m ajority of cases. However, there are cases where different results 
may be achieved. Fig. 5.6 shows an example of such a case. In this figure the solid and 
dotted windows in the right side indicate the prototypes which are selected according 
to  the highest correlation and minimum boundary energy criteria, respectively. It 
can be noticed tha t four distinct pitch cycles exist between the solid windows, for 
which the nonlinear coefficients can be calculated following the described process. This 
example confirms tha t for calculation of the non-linear coefficients, the prototypes 
selected under the highest correlation criterion should be employed. In other words, 
different strategies should be followed for prototype extraction for coding and prototype 
extraction for calculation of non-linear coefficients. However, even if the two methods 
result in different prototype waveforms, since the alignment process at the decoder 
puts the second prototype at the highest correlation position, negligible effect on the 
performance of the system could be expected.
To calculate the cross-correlation C^x and Cwy, accurate description of the intermediate
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Figure 5.6; Different selected prototypes according to different criteria
cycles is required. For this, first the number of these cycles should be calculated. If 
D  is the distance between the beginnings of the two adjacent prototypes with pitch 
periods P I  and P2, the number of the intermediate cycles, n , can be obtained from :
n P 1 + P 2 (5.18)
The intermediate pitch cycles can be extracted using their pitch periods and n. The 
pitch period of each cycle is obtained in two stages. In the first stage it is estimated 
by linear interpolation of the pitch periods of the adjacent prototypes. In the second 
stage, the estimated pitch period is modified following the method introduced in section 
3.3.8.
In rare cases where there is an unusual sudden change in the shapes and pitch peri­
ods of adjacent pitch cycles, the above process may result in wrong location of pitch 
cycles. This can be either because of inaccurate calculation of the pitch periods of 
the intermediate cycles or inaccurate location of the next prototype waveform. Fig. 
5.7 shows an example of an irregularity in the speech signal in which the pitch pe­
riod of the pitch cycle adjacent to  the right prototype cannot be calculated accurately 
from the described method. In such cases employing the described method may result 
in incorrect coefficients which in tu rn  may introduce some distortion in the synthetic 
speech. However, these cases can be easily detected by monitoring the values of the 
cross-correlation of each intermediate cycle and its related prototypes (or preferably 
the sum of the two correlations). If this value becomes less than a certain threshold, 
the resultant (optimal) coefficients for th a t frame should be discarded. In this case, the 
coefficients may be substituted by linear coefficients or more efficiently, by coefficients 
which represent the energy variation of the pitch cycles (explained in the next section).
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Figure 5.7: Example of irregularity in the evolution of pitch cycles 
5 .4 .1 ,2  O p tim a l lin e a r coeffic ien ts u s in g  th e  en erg y  envelope
By employing the non-linear coefficients described in the previous sections, significant 
improvement in the performance can be achieved. However, the price for this im­
provement is the bits that should be allocated to encode these sets of coefficients. An 
alternative method which involves the use of only one set of parameters is to employ 
energy envelope of the speech signal to modify the linear coefficients. In this approach, 
first each intermediate cycle is reconstructed using the linear interpolation method. 
The energies of the original and synthetic cycles are then used to calculate the mod­
ifying factors for each cycle. If w and Ws are the original and synthetic cycles, the 
modification factor A  can be obtained from the following formulation :
\ (5,19)
where the summations are over the pitch period of the intermediate cycle. The obtained 
factors for each frame are then considered as a vector representing the energy envelope 
of th a t frame. At the decoder, the linear coefficients are scaled with the relevant 
modifying factors before being used in the interpolation process. Fig. 5.8 shows the 
block diagram of this process at the encoder and decoder.
In a similar approach, the energy envelope can be obtained by normalising the energy 
of each intermediate cycle by the (quantised) prototype waveform of th a t frame. At the 
decoder, the energy of each cycle is calculated from the energy of the synthesised pro­
totype and the normalising factor (recovered from the energy envelope). The linearly 
interpolated cycles are then scaled to  possess the proper energies.
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Figure 5.8: Use of the energy envelope to modify the linear coefficients (a) calculation 
of modifying factors at the encoder and (6) scaling the linear coefficients at the decoder
Comparing the two methods, in the first one, the scaling factors have a lower dynamic 
range since in their calculation, the evolution of pitch cycles is taken into account 
(by a linear model). In the second approach, however, there is no need to include a 
synthesis stage in the encoder. This imposes less computational load on the encoder 
side. However, at the decoder the process of calculating the scaling factors makes the 
decoder side more complex. In general, neither of the two methods shows an obvious 
superiority to the other one and hence either of them  can be employed.
5 .4 .2  T ransient fram es
One of the main factors which limited the performance of the original PW I coders 
was its poor performance in the transient frames. These sections of speech, especially 
the transients from unvoiced to voiced or onsets, have a major contribution in the 
perceptual quality of speech and therefore their proper reconstruction is essential in a 
high quality coding system. The problem in the traditional PW I coder is th a t such
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frames cannot be presented accurately by either of the involved coding algorithms, i.e, 
CELP and PWI. The exploited CELP coder (the CELP coder without LTP stage) 
is too simple to be able to represent such rapidly evolving frames. On the other 
hand, reconstructing these frames by linear interpolation of a voiced and an unvoiced 
prototype waveform results in a buzzy speech which lowers the performance of the whole 
system. In the context of the original domain PW I, these frames are still synthesised 
by the PW I technique. However, by exploiting non-linear interpolation and other 
techniques, the transient frames are reconstructed more accurately resulting in a far less 
buzzy synthetic speech. These techniques as applied to the onset frames are elaborated 
in the following sections. The offset frames (transients from voiced to unvoiced) can 
be treated similarly.
5.4.2.1 Encoding the onset frames
As pointed out, the onset frames are encoded using the PW I technique. This means 
tha t for such frames, a prototype waveform should be extracted. However, since the 
onset frames are only partially voiced, the process of extraction, as mentioned before, 
may not be always applicable. For example, if the distance of the beginning of the 
onset frame from the beginning of the voiced section within tha t frame is more than P , 
the pitch period of the prototype, the search area for finding prototype waveform (the 
first 2P  samples) would not be enough to extract the appropriate waveform. This is 
because no complete pitch cycle can be found in this area. Fig. 5.9 shows an example 
of such a case. In this figure, the whole search area includes only a part of the first 
pitch cycle and therefore the prototype obtained by the extraction algorithm, does not 
represent an accurate description of a cycle of the following periodic signal. The result 
would clearly be a severely distorted synthetic speech signal.
One solution to this problem seems to be extension of the search area for these frames. 
However, in such cases, information about the location of the new prototype waveform 
should be transm itted in order to enable the decoder to have a proper estimation of 
the number of the intermediate cycles. Moreover, there are cases where the whole 
onset frame does not include a complete pitch cycle (this happens especially for long 
pitch speech). In such an event, the above method is not effective, no m atter how long 
the search area is extended. These and similar problems indicate th a t the extraction 
method does not work reliably for the onset frames. A possible solution to this problem 
is to employ the prototype waveform of the next fully voiced frame and an unvoiced
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Figure 5.9: Problem of selection of prototype waveform at onsets
prototype from the previous frame to reconstruct the onset frame. The intermediate 
cycles of these frames are then rebuilt by a contribution from either of the two prototype 
waveforms. In this method, the pitch period of the unvoiced prototype is set to that of 
the voiced one. The location of the unvoiced prototype is not im portant and the last P  
samples of the last unvoiced frame can be taken as the unvoiced prototype waveform. 
Fig. 5.10 demonstrates the selection of the two prototypes for the onset frame of Fig. 
5.9.
V Prototype
IS
Figure 5.10: Selection of the prototype waveforms for the onset frame
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5.4.2.2 Interpolation coefficients for the onset frames
For an onset frame, the number of intermediate cycles is calculated following the 
method in section 4.3.2. Each intermediate cycle within such a frame is declared 
as voiced or unvoiced. For a voiced cycle, the coefficient representing the contribu­
tion from the unvoiced prototype is set to zero. Similarly, for an unvoiced cycle, the 
contribution of the voiced prototype is set to zero. The process of classifying the in­
term ediate cycles and calculating the non-zero coefficients is as follows : Starting from 
the voiced prototype and moving backwards, the last P  samples are taken as the test 
cycle to be examined for the V /U V  decision (P  is the pitch period of the voiced pro­
totype waveform). The measure for this decision is again the cross correlation of the 
test cycle and the prototype waveform. If this correlation is above a threshold, the test 
cycle is declared as voiced, otherwise as unvoiced. The above process helps to separate 
the voiced and unvoiced cycles by a marker whose location is then transm itted. For 
example, if there are 3 unvoiced cycles in the onset frame, the value of 3 is transm itted. 
This indicates to the decoder tha t for the first three cycles only contribution from the 
first (unvoiced) prototype waveform should be considered. The rest of the pitch cycles 
will however be synthesised with only a contribution from the voiced prototype. The 
above process can be interpreted as setting one of the non-linear coefficient to zero 
for each intermediate pitch cycles. The non-zero coefficient is simply calculated from 
the energy ratio of the interm ediate pitch cycle and the relevant prototype waveform. 
Fig. 5.11 shows the voiced and unvoiced intermediate cycles in the onset frame of the 
previous examples.
V I*rototype
V Cycle . ”V cycle
UV Prototype
UV cycle
Voicedl fraraie
N-I-3LN —X
Figure 5.11: Voiced and unvoiced cycles of the onset frame of Fig. 5.9
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The onset frames are synthesised similar to other voiced frames, i.e, by interpolating 
the voiced and unvoiced prototypes. However, in the case of an unvoiced intermedi­
ate cycles apart from the energy scaling, the phase of the unvoiced prototype is also 
randomised during the synthesis process. Besides, to prevent any possible discontinu­
ity at the connection points of the unvoiced pitch cycles, overlap and add method is 
applied. Furthermore, to  reduce any remaining buzziness, a pitch jitte r is introduced 
when synthesising the voiced cycles.
In Fig. 5.11 the unvoiced signal between points a and b is not encoded. This results 
in a shorter synthetic onset frame. If the tim e interval between a and b was more 
than half of the prototype pitch cycle, an extra unvoiced intermediate cycle would be 
included, resulting in a longer reconstructed onset frame. Therefore, on average, the 
difference between the sizes of the original and synthetic speech would be negligible.
In the above approach, the non-linear coefficients and location of the marker are the 
only parameters that are encoded for the onset frames. Therefore, a considerable 
number of bits which are allocated to prototype and pitch coding in the voiced frames, 
are not used here. To employ the voiced frame bit pattern  for the onset frames, the 
prototype waveform and pitch period of onset frames can be considered the same as 
the prototype waveform and pitch period of the adjacent unvoiced and voiced frames, 
respectively. However, if a ternary classification of frames, i.e, voiced, unvoiced and 
onset can be used, the remaining bits may be used to describe the evolution of the 
onset frames more accurately. For instance, they may be used to  encode the length of 
section ab in the above example.
5.5 D iscu ssion  and com parison
In the original PW I approach, the voiced sections were synthesised by linear interpola­
tion of the prototype waveforms. Although such a simple technique was very effective 
in presenting a very low bit rate coding system, for a high quality system which can 
perform well for all speakers, a modification was needed. The signal to change ratio 
(SCR) concept was therefore introduced to improve the performance of the basic PW I 
system. However, encoding the short term  signal to change ratio which was required 
to provide high quality speech for moderate and high pitch speakers use a significant 
number of bits per frame (section 4.3.3). Furthermore, the linear model employed could 
not m aintain the energy variation of the original speech.
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Although the SCR concept can also be used in the original domain PW I system, a 
more efficient method seems to be modification of the linear coefficients or use of non­
linear coefficients. To recover the energy variations of the original speech, the initial 
linear coefficients can be modified by transm itting the energy envelope of the original 
speech. This energy envelope can be encoded using a few number of bits (section 
6.3.4), making this approach suitable for low bit rate PW I coding. Use of non-linear 
coefficients, on the other hand, is a more efficient approach which not only recovers 
the energy variations but also models the spectral evolution of the pitch cycles fairly 
accurately. However, this method involves the use of more bits and requires higher 
computational effort to calculate the non-linear coefficients.
From the above discussion, it can be concluded that the energy envelope method is both 
the simplest and the most efficient method for low complexity/low bit rate applications. 
On the other extreme, conveying accurate information about the spectral variation 
of the pitch cycles in the form of the SCR parameter is the most efficient method 
regarding the quality enhancement. However since encoding of this parameter requires 
a significant number of bits, it can be employed for the higher ra te  applications. In 
the case of non-linear coefficients, each set of coefficients can be encoded using the 
same method applied for energy envelope coding. Therefore, the required bits will be 
almost twice that of the energy envelope approach. For low pitch (long pitch period) 
speech, i.e, where there are only a few number of intermediate pitch cycles within 
a frame, these two methods perform similarly. However, a different output quality 
can be perceived for high pitch speech or wherever there is a noticeable change in 
the spectral structure of the pitch cycles. Fig. 5.12 shows the synthetic waveforms 
resulting from applying the discussed techniques on a difficult section of speech. Fig. 
5.12(a) shows the original signal and Figures 5.12(b), 5.12(c) and 5.12(d) demonstrate 
the synthetic speech produced by linear interpolation, modified linear interpolation 
(using the energy envelope) and non-linear interpolation, respectively. It can be seen 
tha t the energy envelope, recovers the energy variations of the signal while using the 
non-linear coefficients recovers both shape and energy variations. This is especially 
obvious in the interpolation of the rightmost prototype waveforms.
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Figure 5.12; (a) Original speech (6) synthetic speech using linear coefficients(c) Syn­
thetic speech with energy envelope enhancement (d) Synthetic speech w ith non-linear 
interpolation.
C hapter 6
Q uantisation  o f m odel param eters
6.1 In troduction
The basic blocks of the speech domain PW I coding algorithm were described in the pre­
vious chapter. The subjective tests reported later in this chapter confirm the accuracy 
of the model. For a high quality coding algorithm, however, accurate quantisation is at 
least as crucial as the accuracy of the model. Among the extracted parameters, quanti­
sation of some parameters such as pitch period (for voiced signal) and voiced/unvoiced 
indicator is straightforward. However, the basic element in a PW I system is the proto­
type waveform and in fact the performance of such a system essentially depends on the 
accuracy in the quantisation of the prototype waveforms. Therefore, the major body 
of this chapter is dedicated to  this issue.
The prototype waveforms can be quantised either in time or frequency domain. In the 
time domain approach, our main concern is to quantise the prototypes so tha t the shape 
of the synthetic prototypes are similar to original ones as much as possible. Therefore, 
similarity measures such as SNR can be used to  evaluate the performance of these 
quantisation schemes. On the other hand, in the frequency domain quantisation, we 
mainly attem pt to encode the spectral magnitudes of the prototype waveforms. In this 
approach, the phase information is not much in concern and is usually encoded using 
a few bits or entirely modelled at the decoder. Because of this phase modelling, the 
frequency domain quantisations are usually more efficient in terms of bit requirement.
The original PW I algorithm used tim e domain quantisation to encode the prototype 
waveforms of the LP residual signal. This method mainly used the coding techniques
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developed for CELP coders (differential coding, use of codebook(s),..). These tech­
niques as employed cannot be directly used in quantising the speech domain prototypes, 
and some modifications are required. The latest versions of the residual domain PW I 
coders which will be discussed in the next chapter encode prototype waveforms in the 
frequency domain in order to reduce the required bit rate. In a similar approach, fre­
quency domain quantisation can be employed to encode the prototypes of the original 
speech at lower bit rates.
This chapter covers various schemes for quantisation of the speech domain prototype 
waveforms and other parameters. In section 6.2, the time domain methods are discussed 
where three main techniques for three different bit rates are described. The frequency 
domain approaches are reviewed in section 6.3. This is followed by coding of the 
unvoiced frames in section 6.4. Section 6.5 is dedicated to implementation of the 
described coding methods including bit allocation to different parameters, application 
of noise reduction techniques and so on. The results of subjective tests are presented 
in section 6.6. This is followed with a comparison of different methods in section 6.7.
6.2 Q uantisation  in  th e  tim e dom ain
The techniques used in quantising the residual domain prototypes cannot be directly 
used to quantise the prototypes of the original speech. For example since the resid­
ual pitch cycles usually include a dominant pitch pulse, the residual prototypes can 
be differentially quantised without any need for time scaling. However, in the case 
of speech domain prototypes, use of time scaling seems to be inevitable in a differen­
tial coding scheme. On the other hand, time scaling (and rescaling) requires several 
Fourier transforms which is computationally demanding. Therefore, to keep the com­
plexity reasonably low, in this research work the prototype waveforms are quantised 
independently.
The LP technique has proved to be an efficient method in coding the speech signal. To 
employ this efficiency, a set of LP coefficients is calculated for each prototype waveform 
in a conventional LP analysis. It should be noticed that because of the periodic nature 
of the prototype waveforms, there is no need to window these waveforms in the analysis 
process [44]. The calculated LP coefficients are used in different quantisation schemes 
to  quantise the prototype waveforms.
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The lowest possible bit rate  in quantisation of a speech domain prototype can be 
achieved if the prototype waveform is represented by the impulse response of its LP filter 
(the filter whose coefficients are calculated in the mentioned LP analysis). For a higher 
quality which obviously involves a higher bit rate, more accurate representation of the 
prototype waveforms is required. To achieve this, different strategies may be followed. 
Two of such methods are discussed here. The impulse response of the LP filter conveys 
information about the spectral magnitude of the prototype waveform. However, for 
accurate reconstruction of the waveform phase information is also required. Therefore, 
in the first approach in addition to the LP coefficients, some phase information is also 
transm itted to the decoder. In the second approach, a multi-pulse excitation scheme 
is exploited.
6♦2.1 S ing le p u lse  ex c ita tio n
Single pulse excitation (SPE) method is a popular technique in coding speech at low 
bit rates and is employed in several LP based coding algorithms such as [56] and [57]. 
In these works each pitch pulse of the residual signal is represented by a single pulse. 
In the context of PW I in speech domain, however, SPE means representation of each 
prototype waveform with the impulse response of its LP filter. The pulse amplitude 
and location can be easily obtained by applying the following procedure. Let w be the 
prototype signal, P  its pitch period and h the first P  samples of the impulse response 
of the LP filter. For each possible location n of the impulse, a new signal h\ can be 
defined as
hi{i) — h{P — n P i) 0 <  % < n (6.1)
hi{i) = h{i — n) n < i < P  (6.2)
In other words, h\ is the circularly shifted version of A by n samples. This waveform 
can be a ttributed to the excitation pulse at location n. The best m atch is determined 
by finding the location and amplitude of the excitation pulse tha t gives the highest 
correlation between hi and w. To achieve this, for each location, the correlation C  is 
calculated from :
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C =   (6.3)
Î = 0
The location which leads to the highest C is selected as the final pulse location. The 
amplitude of this pulse is then obtained using :
cx — i=0P~1E h l ( i )i=0
(6.4)
Following the above process, both the amplitude and location of the pulse can be 
obtained. However, since in the PW I technique the synthetic speech is not generally 
aligned with the original one, the pulse location is not required at the decoder. In fact 
the pulse location can be set to zero since the alignment process at the synthesis stage 
puts the reproduced prototype at the correct position anyway.
Although the highest SNR can be obtained by the described process, this does not 
necessarily produce the highest perceptual quality. The problem appears whenever the 
correlation between two aligned quantised prototypes is much less than that of the 
unquantised prototypes. In such a case, the poor alignment of these prototypes may 
create a distorted signal in the interpolation process. To cure this problem, the criterion 
for selecting the most suitable pulse should be modified so that in addition to SNR, 
the correlation of the adjacent quantised prototypes is also considered. To achieve 
this, in the quantisation process, for the pulse candidates which produce the highest 
SNR values, the correlation of the relevant quantised prototypes with the previously 
quantised prototype are calculated. The pulse whose calculated correlation is closest 
to  the correlation of the unquantised prototypes, is finally selected as the most suitable 
candidate. A closer look at the SPE method reveals that the correlation of possible 
quantised prototypes (associated with different candidate pulses), with the previously 
quantised prototype can be either of two values (related to the polarity of the candidate 
pulse). This means tha t the search for the closest correlation should only continue until 
a change in the sign of the pulse amplitude is observed.
Fig. 6.1 shows an example of the discussed case. Fig. 6.1(b) demonstrates the syn­
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thetic speech based on maximising SNR. In this figure a distortion can obviously be 
observed in the interpolation of the second and th ird prototypes. The normalised cross 
correlation of the unquantised and quantised prototypes are 0.69 and 0.42, respectively 
and the SNR for the quantised prototypes are 4.7 and 6.5 dB. The quantised prototypes 
of Fig. 6.1(c) are obtained under the new defined criteria. The better alignment of 
the prototypes in this figure has removed the distortion. The cross correlation between 
the quantised prototypes in this Fig. is 0.79 which is closer to that of the unquantised 
prototypes, however the SNR of the second prototype has been reduced to 3.1 dB.
Figure 6.1: (a) Original speech (b) synthetic speech using the highest SNR criterion 
and (c) synthetic speech using the closest correlation criterion
To take care of LP filter memory in the process of obtaining the impulse response, it 
is preferable to  use a sequence of pulses (rather than  a single pulse) as excitation. The 
separation of pulses in this pulse sequence should be equal to  the pitch period of the 
prototype. By exciting the LP filter with this pulse train, the memory of the LP filter 
is built up after one or two cycles. Therefore the suitable waveform can be taken from 
the third cycle of the output. Fig. 6.2 shows the response of an LP filter to a pulse 
sequence. The excitation pulses and the output are shown in Figures 6.2 (a) and 6.2
(6). The effect of memory build up can be clearly seen in the output signal.
The truncation of the impulse response by pitch period which was exploited in the SPE 
technique may cause a discontinuity in the alignment process. This is where the scaled
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truncated impulse response (quantised prototype) is rotated in order to be aligned with 
the previous quantised prototype. By applying a smoothing process we can reduce this 
discontinuity efficiently.
Figure 6.2: (a) The pulse train  and (6) effect of memory build up on the impulse 
response
By employing the described techniques, the voiced parts of speech can be coded at bit 
rates as low as 2.15 kb/s. In PW I coders, the unvoiced parts are traditionally encoded 
using a CELP coder without the long term  prediction. However at such low bit rates 
only a very limited number of bits are available (40 bits per frame for 50 Hz frame 
rate). By taking out the number of bits tha t should be allocated to encode the LP 
coefficients (about 24 bits for a reasonable quality), and pulse amplitude (4-5 bits), it 
can be seen tha t the remaining number of bits is not sufficient at all to be used in a 
CELP system, even by increasing the sub-frame size to 10 ms (80 samples). Therefore, 
another method is required to encode unvoiced speech. A recent work [58] has shown 
tha t high quality unvoiced speech can be produced by substituting its residual signal 
with random noise without a need for pattern  matching (as in CELP). In this method 
small sections of the unvoiced residual signal are represented by random noise. Using 
this technique, the unvoiced parts can also be encoded at very low bit rates. The 
details of implementation of this technique and the bit allocation are described later 
in this chapter.
6.2*2 C od in g  at h igher ra tes
The single pulse excitation method performs well for its very low bit ra te  requirement 
and simple algorithm. However, it cannot reproduce all prototype waveforms accu­
rately enough to achieve high quality speech. This means tha t more bits are required
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in order to encode the prototypes more accurately. Two methods will be described 
in this section. In the first approach the inclusion of more pulses in the excitation is 
investigated while in the second method transmission of phase information is consid­
ered. A more efficient technique using multi-pulse excitation vectors is described in a 
separate section.
6,2.2.1 Increasing the number of pulses
The most straightforward method to  increase the SNR of the quantised prototypes is 
to introduce a second excitation pulse. In this scheme the amplitudes of pulses and 
the relative location of the second pulse should be quantised and transm itted. The 
amplitudes of pulses can be calculated sequentially (which is of course sub-optimal) or 
jointly. The first method is easier to  implement while the second one results in a better 
m atch with the price of considerably higher computational effort. The joint calculation 
can be performed as follows
Let h be the impulse response of the LP filter, Wi the prototype waveform rotated to 
best m atch with A, gi and Q2 the pulse amplitudes, and k the separation of two pulses. 
The noise energy due to quantisation can be expressed as
-  92h{i -  k )Y  (6.5)
i=0
In which e is the noise energy and P  is the pitch period of the prototype. To minimise 
the noise energy, the partial differential of the above equation with respect to gi and 
Ç2 should be equal to zero which results in :
_  -  k)J^w{i)h{i)  -  T,w{i)k{ i  -  k ) ^ h { i ) h { i  -  k)
^  E  h^(i) E  - k ) - E  E  -  k) .
E  h^{i) E h \ i - k ) ~  [E h{i)h{i -  k)f  '■ ■ ’
W ith all the summation over the pitch period. For each value of k the two amplitudes 
and then the noise energy are calculated. The k value which results in the lowest
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noise energy, together with its related amplitudes will be the final parameters to be 
quantised.
Experiments showed an average increase of about 3 dB due to the inclusion of the 
second pulse. Further experiments showed that inclusion of a third pulse increases the 
average SNR by only 1 dB and the quality of the resultant speech was just slightly 
better than tha t of the two pulse excitation.
Although including a second pulse improves the quality of the synthetic speech, the 
fairly high additional number of bits required in this method (5 bits for amplitude of 
the second pulse and 7 bits for separation) indicates that this method may not be the 
most efficient approach to achieve high quality at low bit rates. Other experiments 
indicated tha t the efficiency of this method becomes even less if we attem pt to  increase 
the number of pulses.
6.2.2.2 Phase m odification of the impulse response
The spectrum of the impulse response of the LP filter is a good representative of the 
prototype spectrum. However, for an accurate reconstruction of a prototype both 
amplitude and phase of the impulse response are required. A recent research work has 
shown that including the phase information in the quantisation stage can improve the 
quality of CELP coder significantly [59]. Although this work is essentially experimental 
and gives no clue on how to implement the idea, it demonstrates the potentials of such 
an approach. Here, transmission of phase information for accurate quantisation of the 
prototype waveform is investigated.
To obtain a higher quality, the phase of all or most of the harmonics should be quan­
tised and transm itted. However, in a low bit rate application, the available bits are not 
sufficient for this purpose. Moreover, since the number of harmonics for each prototype 
depends on the value of the pitch period, a variable bit allocation pattern  would be 
required. Therefore, in a practical system, the number of harmonics whose phases are 
quantised, should be limited. Although phases of specific harmonics of the extracted 
prototypes can be quantised and transm itted, this approach is not the most efficient 
method. Moreover, when a limited number of phases are transm itted, this direct ap­
proach may even result in a degradation in quality since the contributions of different 
phase components in the waveform shape are not independent. Alignment of prototype 
with the impulse response again places the prototype in the right position for transmis-
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sion of phases. In fact the alignment process mainly aligns the strongest harmonics of 
the two signals. As a result, the phases of these harmonics in the two signals become 
closer by this process. Consequently, the phase differences of these components are 
distributed in a narrow area making it more suitable for coding.
The above discussion indicates tha t the alignment process reduces the dynamic range 
of the phase differences of the strongest harmonics. These components are identified by 
the impulse response of the LP filter which is available both at the encoder and decoder 
(from now, the order of a harmonic refers to  its position after sorting the harmonics 
according to their energies). Fig. 6.3 shows the PD F of the phase differences of the 
first three harmonics. The horizontal axis indicates the phase difference in terms of 
degrees. The database used in this experiment consisted of 2000 prototype waveforms 
of four different speakers. The graph of Fig. 6.3(a) shows tha t the phase difference of 
the first harmonic is scattered in a very narrow area. This area becomes wider for the 
second harmonic in Fig. 6.3(b) and even wider for the th ird one in Fig. 6.3(c).
Table 6.1 shows the number of bits required for efficient quantisation of the above 
phase differences together with the increase in SNR achieved by transm itting this phase 
information. The index in the first column indicates the order of different harmonics 
after being sorted according to their energies. The number of bits allocated to each 
phase was obtained by experiment. From the data in this table, it can be decided which 
phases should be quantised. For example if only 2 bits are available, only the phase of 
the first harmonic is quantised. W ith three bits, it is better to quantise the phase of 
the second harmonic (this is preferred to  an increase in the accuracy of quantisation 
of the first harmonic). In the case of four bits, the phase differences of the first and 
second harmonics can be quantised, each using two bits. For five bits and upward the 
phases of the first two harmonics are quantised using the number of bits specified in 
table 6.1 and the remaining bits are used for quantisation of the remaining phases.
It is interesting to notice that the phase of the second harmonic has a higher effect on the 
resultant SNR than the phase of the first one (note tha t although more bits are allocated 
to  the phase of the second harmonic, the accuracy of the quantisation is roughly the 
same because of a wider PDF for the phase of this harmonic). This is mainly because 
the first (strongest) harmonic is well aligned in the process of alignment and therefore 
its phase modification increases the SNR only by a small amount. However if more 
than one phase is to be modified, the first harmonic should be one of them. In general, 
because of the highly non-linear behaviour of the phase components, it is very difficult 
to find a fixed method for selecting the most effective harmonics. Nevertheless, the
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Figure 6.3; PDF of phase difference of (a) the strongest harmonic (6) the second 
strongest harmonic and (c) the third strongest harmonic
Indices of 
quantised 
harmonics
Number of 
bits
SNR
(dB)
Increase in 
SNR (dB) 
(regarding SPE)
Maximum increase in 
SNR (dB)
(no quantisation)
0 0 7.1 0.0 0.0
1 2 7.9 0.8 0.95
2 3 8.1 1.0 1.1
3 4 7.9 0.8 0.9
1,2 5 9.2 2.1 2.3
1,2,3 9 10.1 3.0 3.3
1,2,...,6 21 12.0 4.9 5.4
Table 6.1: Bit allocation and increase in SNR in phase modification technique.
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experiment showed tha t selecting the highest energy harmonics for phase modification 
is a simple and effective method.
To find out the final performance of this method, the number of modified phases 
was increased to 15 or half of the pitch period, if the pitch period is less than 30. 
Surprisingly, the average SNR only increased to 15 dB. Further investigation revealed 
tha t the SNR of some of the quantised prototypes improves very little  by this phase 
modification (the minimum improvement was less than 0.5 dB). In a final step, the 
spectral phases of the impulse response were entirely replaced by tha t of the prototype 
waveform. The average SNR increased to only 15.5 dB and the improvement in SNR 
of some prototypes was still less than 0.5 dB. From these results it can be concluded 
tha t the problem lies in the inaccuracy of the LP model in representing the magnitude 
spectrum  of prototypes. Fig. 6.4 shows a case where the substitution of all phases 
results in an improvement of less than 3 dB in SNR. Comparison of Figures 6.4(c) and 
6.4(d) shows that the spectrum of the impulse response cannot present the amplitudes 
of the th ird and fourth harmonic accurately. However, this little inaccuracy will limits 
the SNR to less than 8 dB.
The above experiments reveal th a t the efficiency of the phase modification method 
depends on the accuracy of the LP model in representing the prototype spectrum. 
To confirm this, in another experiment, the amplitude spectrum of the impulse re­
sponse was replaced by the (scaled) amplitude spectrum of the prototype waveform 
for frequencies less than 1 kHz. The phases were modified as before. The substantial 
improvement in performance can be observed from the results in table 6.2. For the 
prototype waveform of Fig. 6.4, the modification of only three phases resulted in SNR 
of 10 dB. The above experiment shows tha t modification of the spectral amplitudes of 
the impulse response at low frequencies may be a suitable technique to enhance the 
performance of the phase modification method. This for example can be performed by 
vector quantisation of the amplitude differences of low frequency harmonics.
From the experiments discussed in the phase modification method, we conclude that 
this method is more efficient when only a few number of phases are encoded. For higher 
rates, however, the method does not show any advantage over other methods. For ex­
ample for a SNR equal to 12 dB, 1.05 kb /s additional bits are required (comparing to 
SPE technique) which is relatively high. It is expected that by joint quantisation of the 
selected phases a better result could be achieved. Comparing to  the two pulse quantisa­
tion method, the phase modification method produces better objective and subjective 
results at similar bit rate. In terms of complexity, the phase modification method can
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Figure 6.4: An example showing the limited performance of the phase modification 
technique (a) prototype waveform, (6) impulse response, (c) prototype spectrum and 
{d) spectrum of the impulse response
Indices of 
harmonics
Number of 
bits
Previous
SNR
New
SNR
0 0 7.1 7.9
1 2 7.9 9.2
1,2 5 9.2 11.0
1,2,3 9 10.1 12.8
1,2,...,6 21 12.0 16.4
Table 6.2: Performance of the phase modification method after modification of the 
spectral amplitude of the impulse response
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still be considered as a low complexity technique since its additional computational 
effort (over SPE technique) is only computation of a DFT.
6.2*3 M u lti-p u lse  e x c ita tio n
In the previously discussed methods, the focus was on improving the quality of the 
single pulse excitation technique. Although these methods perform well at lower rates, 
for a high performance, the bit requirement of such methods increases dramatically. 
Therefore, these techniques can be applied wherever a low bit rate /  low complexity 
system is required. For high quality and low bit ra te  applications, other methods should 
be investigated. In such a case the emphasis on having a low complexity system could 
obviously be relaxed.
Multi-pulse excitation techniques have been successfully used to quantise the residual 
signal at higher rates [21]. Here, this technique is employed to produce the prototype 
waveforms by assuming tha t each prototype can be reproduced by passing a multi-pulse 
vector through an LP filter. The basic assumption behind exploitation of this method 
is th a t the number of excitation vectors, which can produce all prototype waveforms 
within a certain accuracy, is limited. Therefore, if these fundamental vectors are saved 
in a codebook, this codebook can then be used to encode the excitation. One important 
point to notice is that since prototype waveforms are of different lengths, time scaling 
of vectors should be performed both in training and search processes. This means that 
all entries of the codebook should be tim e scaled to have fixed length. At the decoder, 
the selected vector is re-scaled to the proper length, i.e, the prototype pitch period.
6,2.3,1 Calculation of vectors
To obtain a multi-pulse excitation vector for a prototype waveform, first the prototype 
is aligned with the truncated impulse response of its LP filter (the first pitch period 
samples of the impulse). The amplitude of the first impulse is then calculated employing 
a process similar to that of the single pulse excitation. A trial construction of the 
circularly shifted prototype is then carried out by adding a number of shifted and scaled 
versions of the impulse response. If the circularly shifted prototype and truncated 
impulse response are called Wi and A, the quantisation error e can be formulated as
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f —1 N~1
e =  ^  [wi(Q -  Y ,  9rih{i -  ln)Y P > i > l n  (6.8)
t= 0  n = 0
in which N  is the number of pulses, gn the amplitude of the pulse , In the location 
of this pulse (?o is always zero) and P  the pitch period of the prototype.
To solve the above equation to obtain g(n) and l{n), the error e should be minimised. 
This will lead to the following set of equations
de =  0 n =  0 ,1 ,...., TV — 1 (6.9)%(n)
As discussed in [13], the pulse locations and amplitudes can be calculated sequentially. 
It means tha t in each step, the location and amplitude of one pulse is calculated. The 
number of pulses per prototype excitation is decided by either satisfying a similarity 
threshold between the original and quantised prototypes or reaching the maximum 
allowable number of pulses. After calculation of the pulse locations and amplitudes, 
the pulse amplitudes are optimised by assuming that the pulse positions are fixed. 
In this way, the set of equations in Eq. 6.9 reduces to a simple linear set which 
can be solved by known numerical methods [60]. For the database employed in this 
experiment, the optimisation of pulse amplitudes resulted in an average increase of 2 
dB in SNR.
Before saving each excitation vector in a codebook, the amplitudes are scaled so tha t 
each vector possesses unit energy. Furthermore, to  have a uniform length for vectors 
associated with different prototypes, the pitch periods are time scaled to  a fix value Pf.  
The new locations of the pulses (after the tim e scaling) can be found by the following 
formula :
(6T0)
in which l'{n) is the new location of pulse n, P  is the pitch period of the prototype and 
[ X J represents the closest integer value to  X.
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6.2.3.2 Codebook design
To create the excitation codebook, a large database of prototype waveforms is required. 
The first vector of the codebook is obviously obtained by calculating the excitation vec­
tor for the first prototype of the database. From then, each prototype is reconstructed 
by trying the previous entries of the codebook. To cater for possible phase difference of 
the prototypes, all the rotated versions of the codebook vectors should also be consid­
ered in the search process. Moreover, each excitation vector should be time scaled to the 
pitch period of the prototype under investigation. If the prototype can be constructed 
by the existing codebook entries (by satisfying a similarity threshold), it is discarded; 
otherwise a new excitation vector is created and added to the codebook. The above 
process is illustrated in Fig. 6.5. In this figure the dotted box represents the vector 
calculation process. According to the result of the search, the decision box determines 
whether a new excitation vector should be created and added to the codebook.
Database Codebook
Buffer Search
Calculation
impulse res.
Alignment Calculation
vector
Decision
Vector 1Prototype 1
Figure 6.5: Block diagram of the codebook design process
The size of the trained codebook depends primarily on two factors, i.e, the size of the 
database and the similarity threshold. Therefore, for a fixed database, the codebook 
size essentially depends on the value of the similarity threshold. In other words, a higher 
threshold produces a larger codebook. Two other factors, which mainly contribute in
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the calculation of an excitation vector, also affect the codebook training process and 
consequently the codebook size. These are the maximum number of pulses per vector 
and the similarity threshold in calculating a vector (between the original prototype 
and its quantised version). Apart from the size of codebook which mostly affects 
the computational effort in the encoding process, the above three parameters have 
also a major contribution to the quality of the synthetic speech. Therefore a careful 
study of them  can help to train  a codebook with the best compromise between the 
complexity and performance. The effect of these factors are demonstrated in the graphs 
of Figures 6.6 through 6.8. In each figure two of the above factors are fixed and the 
th ird  one is varied. This means tha t the horizontal axes shows the variation of the third 
factor. In the first graph of each figure, the variation of the codebook size (relative to 
the size of the database) is depicted. The average S N R  of the quantised prototypes 
(either the prototypes which produced an excitation vector or the others) is shown 
in the second graph. The number of pulses per vector plays a substantial role in 
the computational effort during the search period. The variation of this param eter is 
therefore illustrated in the th ird  graph. In order to obtain reliable information from 
these graphs, it is obvious tha t the prototype database should consist of many prototype 
waveforms from different speakers. However, since the processing tim e for a database 
of n prototypes is roughly proportional to providing such information for a large 
database is impractical. Instead, in a sub-optimal experiment prototype waveforms of 
a single speaker were used. It should also be pointed out tha t the fixed values in these 
experiments i.e N P  ~  12 for the maximum number of pulses, S N R y  =  15 dB for the 
vector generation threshold and SNRg = 12 dB for the search threshold were selected 
empirically. By reviewing these graphs, the following points can be concluded :
In Fig. 6.6(a), the codebook size initially decreases by increase in the maximum allow­
able number of pulses in a vector. However, later it remains almost at a fixed level. 
In Fig. 6.6(b) we can see tha t the average S N R  also stays at a fixed level after a 
relatively sharp rise in the beginning. It is interesting to note th a t this fixed value 
corresponds to the similarity threshold for vector calculation (15 dB). The average 
number of pulses per vector in Fig. 6.6(c) indicates that at the lower maximum al­
lowable number of pulses, almost all vectors have this number of pulses. However, as 
this maximum number increases, the difference between these two values increases. It 
means tha t for this specific S N R  threshold, i.e, 15 dB, there are a significant number of 
vectors in the codebook whose number of pulses is considerably less than the maximum 
allowable number of pulses. From the above discussion it can be concluded tha t filling 
the maximum allowable number of pulses at a number around 14 is a suitable choice.
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Figure 6.6: Variation of (a) relative codebook size, (6) average S N R  and (c) average 
number of pulses per vector, versus maximum number of pulses per vector. The fixed 
parameters are : S N R s =12 db, and S N R v = l à  dB
The graphs of Fig. 6.7 have almost the same shape of the graphs in Fig. 6.6. However 
this time the variable is S N R y  i.e the S N R  threshold in the vector calculation process. 
Fig. 6.7(c) indicates th a t by having a higher S N R  for the threshold of the similarity 
in determining the excitation vector, vectors usually possess more pulses. In this 
specific case it can be seen that by increasing the threshold to 20 dB, almost all of the 
vectors will have the maximum allowable number of pulses (here 12). This could be 
expected since for a higher threshold generally more pulses are needed in an excitation 
vector. However as Fig. 6.7(a) indicates, this increase in threshold and number of 
pulses per vector, causes a reduction in the size of codebook which cannot be deduced 
theoretically. The small decrease in the codebook size (2%) confirms tha t this strange 
result may well be related to the database employed. A review of graphs in Fig. 6.7 
show tha t S N R y  can be fixed around 16 dB or slightly more.
Fig. 6.8(a) shows tha t with a fix number of pulses and a fixed SNRy^  increasing 
the S N R  threshold in the search process results in a sudden increase in the size of the 
codebook. This is obvious since by decreasing the difference of the two S N R  thresholds, 
less prototypes can be reconstructed by the existing vectors and consequently more 
vectors should be produced. In Fig. 6.8(a), the number of codebook entries has
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Figure 6.7: Variation of (a) relative codebook size, (6) average S N R  and (c) average 
number of pulses per vector, versus SNR threshold in vector calculation : The fixed 
parameters are : NP=12  and S N R s —12 dB,
increased by a factor of 2.5 by changing SNRg  from 10 to 15 dB. The graph in Fig. 
6.8(b) shows tha t the increase in S N R s  leads to increase in average to tal S N R .  This 
is again clear since with higher threshold, all the quantised prototypes should meet a 
higher S N R  either in the vector determination or in the search process. Fig. 6.8(c) 
indicates tha t increase in S N R s  causes a slight decrease in the average number of pulses 
per vector. This means tha t the new entries to  the codebook due to the increase in 
S N R s  have low number of pulses per vector. Besides, this result is consistent with the 
results of Figures 6.6 and 6.7. For fixed S N R  thresholds in Fig. 6.6, a decrease in the 
size of the codebook can be related to an increase in the average number of pulses per 
vector and a higher difference between the S N R  thresholds in Fig. 6.7 corresponds to 
a higher average number of pulses and a smaller codebook. From the figures in Fig. 
6.8(c), it is difficult to define a value for S N R s ,  especially, because of the variation 
of the codebook size and average S N R  which are in opposite desirable directions. A 
good compromise may be obtained by maintaining a difference of 3 to 5 dB between 
the two S N R  thresholds.
The database used to train  the codebook consisted of prototype waveforms of speech 
signals of 18 speakers (9 males and 9 females). The total length of speech was 11700
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Figure 6.8: Variation of (a) relative codebook size, (b) average S N R  and (c) aver­
age number of pulses per vector, versus SNR threshold in search process. The fixed 
parameters are : NP=12  and SNR^=16  dB.
frames (234 sec) and the number of extracted prototypes was 6398, To make the final 
decision about the thresholds, the training was performed for four sets of thresholds. 
These sets were selected regarding the results of the above experiments. The results 
are reported in table 6.3. It can be seen th a t the second and third sets results in a 
higher performance with the second one requiring more computational effort (because 
of more pulses per vector). However, if the computational requirement is the main 
concern, the last set will be more suitable. In the codebook which is later used in the 
multi-pulse PW I coder, the third set was employed for training.
Set
index
Number of 
pulses
Codebook
size
Average
SNR
Average 
No. of pulses
1 12 15 12 0.446 14.52 11.01
2 20 18 12 0.413 15.81 18.75
3 14 18 12 0.418 14.93 13.95
4 14 18 10 0.259 12.91 1349
Table 6.3: Codebook specification for different training thresholds
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6 .2 .3 .3  S earch  p rocess
To encode a prototype waveform, the excitation codebook should be searched in order 
to find the most suitable vector. Similar to the training process, the search process 
is performed in a closed loop form. In other words, each vector is first time scaled 
to  the pitch period of the prototype to be quantised. All the rotated versions of this 
time-scaled vector are then passed through the LP filter to be compared with the 
original prototype. The vector which yields the best match is selected and its index 
and associated gain are quantised. The process is similar to the codebook search in 
a CELP system (apart from the time-scaling and rotation) and therefore the same 
formulation can be applied for calculating the gain associated with each vector.
Although this method results in high quality synthetic speech, the rotation process 
imposes a heavy computational load, i.e, the number of trials in a codebook with n 
entries, becomes n x pitch which depending on the value of the pitch period may result 
in a huge number. Therefore, some new techniques should be introduced to reduce 
this complexity. The technique employed here, makes use of the alignment process 
used in the calculation of excitation vectors. Since all prototypes were aligned with 
their LP impulse response in producing codebook entries, it can be expected that by 
applying the same process, the prototype is placed in the right position. It means 
that by aligning the prototype with the impulse response, it can be expected that no 
rotation is needed in the search process. In experiments, it was observed tha t in more 
than 70 percent of the cases the maximum similarity was obtained by this alignment. 
In the rest of the cases the excitation vector candidate obtained using the alignment 
process resulted in a matching very close to tha t of the other method (when all rotated 
versions of the vectors were tried). In terms of objective measures, the difference was 
less than 0,5 dB and, subjectively, the quality difference of the synthetic speech from 
the two methods was almost indistinguishable. The above technique reduces the search 
procedure to that of a binary CELP coder [25]. In such a system, because of the limited 
number of non-zero elements in an excitation vector, the LP filtering of each vector 
reduces to a number of shift and add of the impulse response of the LP filter. Besides, 
other techniques may also be investigated to reduce the complexity even further. For 
example, the prototypes may be classified according to their characteristics. Based 
on this classification, the codebook can be split into a number of smaller codebooks. 
In the search process, a pre-processor can be employed to specify the most suitable 
codebook for quantisation.
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6.3 Q uantisation  in  th e  frequency dom ain
The prototype waveforms can also be encoded in the frequency domain. In fact many 
of the low bit rate speech coding algorithms such as new multiband excitation and 
new waveform interpolation [49] algorithms use frequency domain for coding. This is 
because the human auditory system is fairly insensitive to  phase distortion. Conse­
quently, only an accurate coding of the spectral magnitude is sufficient to achieve high 
quality speech. Depending on the coding algorithm, a few number of bits may also 
be considered to  transm it some phase information to the decoder side. However, the 
phase may completely be modelled at the decoder such as in the IMBE algorithm [3]. 
In the context of PW I in the original speech domain, the prototype waveforms can 
be quantised using the above principles i.e quantising the spectral magnitude of the 
prototype waveforms and modelling the phase at the decoder. In fact by considering 
tha t there is always an integer number of pitch cycles between any two adjacent pro­
totype waveforms, the spectral phases of all these cycles can be set to a fixed default 
value. Therefore, at the decoder only the magnitude spectra of the intermediate cycles 
are required which can easily be obtained by linear interpolation of the (quantised) 
magnitude spectra of the relevant prototypes. The above method can be used when no 
dynamic extension of the prototype waveforms is applied. In such an event, however, 
the phase of the intermediate cycles (as well as the next prototype) should be set equal 
to  tha t of the previously extended prototype.
The above technique indicates tha t to reconstruct the prototype waveforms, only their 
magnitude spectra are required at the decoder. Different methods for efficient encoding 
of these spectra are the subject of the following sections.
6.3 .1  R ep resen tin g  th e  sp ec tru m  u sin g  L PC  tech n iq u e
The prototype spectra can be encoded using different methods. One such method is 
what has been used in the IMBE system. However, such approach requires a consider­
able number of bits which is not suitable for bit rates under 4 kb/s. Another method 
which has successfully been adopted into the multiband technique is to  use the LP 
model to encode the magnitude spectrum of the speech signal [48]. The same approach 
can be employed in a PW I scheme.
As discussed in chapter 2, the frequency response of the LP filter represents the spectral
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envelope of the section of speech for which the LP coefficients are calculated. Therefore, 
the spectral magnitude at any desired frequency can be obtained by sampling this 
spectral envelope at that specific frequency. In the case of the PW I algorithm, since 
a prototype waveform is considered as a cycle of a periodic signal, only the samples 
at the harmonic frequencies are required. From the above discussion, the process of 
encoding the prototype spectra and retrieving the spectral magnitude at the decoder 
is as follows :
1.The LP coefficients for each prototype are calculated following the method described 
in sections 2.4 and 6.2.
2.The obtained coefficients are transformed to LSFs which are then encoded and trans­
mitted.
3 .At the decoder, the LP coefficients are retrieved from LSFs. Using these coefficients, 
the impulse response of the LP filter is determined.
4 .The DFT of the above impulse response is calculated and sampled at the harmonic 
frequencies to represent the prototype spectrum.
This method results in a low bit coding algorithm since several efficient methods exist 
for quantising the LSF coefficients at bit rates below 1.5 kb/s [20] Experiments showed 
tha t an average SNR as high as 15.6 dB between the synthetic and original spectrum 
can be achieved by this method. Fig. 6.9 depicts the distribution of the above men­
tioned SNR for 1900 prototype waveforms selected from speech signal of 6 different 
spealcers. It can be observed tha t although the average SNR is noticeably high, there 
are cases where it reduces to as low as 3 db. Such cases are the main sources of speech 
deterioration when using the above algorithm. As discussed in section 6.2.2, these 
cases are mostly related to poor representation of the low frequency harmonics of the 
prototype spectrum, in the LP model. Therefore, to overcome this problem, some bits 
should be allocated to modify the LPC spectrum  at such frequencies which in turn  
increases the bit rate.
6.3 .2  D irect q u an tisa tion  o f  m agn itu d e sp ectru m
The magnitude spectrum can also be quantised directly. The main problem with direct 
quantisation of the magnitude spectrum is that the number of harmonics in a prototype
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Figure 6.9: PDF of the SNR of the quantised spectral amplitude obtained in the LPC 
method
depends on its pitch period, i.e, it is not fixed. Therefore, to apply a fixed bit rate 
strategy for coding, one of the following approaches should be followed.
1.The number of bits allocated to each harmonic (or frequency band) is selected ac­
cording to the number of harmonics.
2 .The magnitude spectrum is extended to a fixed length. This fixed length extended 
spectrum is then quantised by fixed number of bits.
The first m ethod is used in the IMBE coding algorithm [3] where up to  73 bits are 
allocated to encode the whole spectrum. An example of the second approach is the 2.4 
kb /s MBE [61]. In general, comparing the two methods, the first is more straightfor­
ward while the second is more efficient in terms of a compromise between the bit rate 
and the quality achieved. For this reason, here the second technique is used.
6.3.2.1 Extension of the m agnitude spectrum
To be able to encode the magnitude spectra of the prototype waveforms using a fixed 
bit pattern  strategy, the spectra should be extended to  a fixed length. The number of 
harmonics for each prototype waveform is directly related to its pitch period. If P  is 
the pitch period and N  the number of harmonics, this relation can be formulated as :
iV <  I  ( 6 . 1 1 )
Therefore, the fixed length to which the spectra are extended should be greater or equal 
to half of the longest possible pitch period. Both linear and non-linear interpolation
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can be used to extend the magnitude spectra. In [61] the two methods are employed 
to quantise the spectrum in a low bit rate  multiband coder. As discussed there, the 
linear extension is less complex while the other is more efficient in terms of quality. 
However, in the case of a PW I system, the performance of the two methods is expected 
to be closer. This is especially due to this fact tha t the magnitude spectrum of a 
prototype waveform exists only at the harmonic frequencies. Therefore, the spectral 
components added by the interpolation process are only used to extend the spectrum 
to a fixed length and can be ignored in the search process (this will be elaborated later 
in this chapter). This means tha t the inaccuracy in the added spectral components 
is less im portant when the linear extension is applied to  the spectrum of a prototype 
waveform.
In the employed linear extension model, all spectra are extended to  the length equal 
to Lmax =  Pmaa;/2 where Pmax 18 the maximum possible pitch period. The location of 
the harmonic after extension, rin can be simply calculated from :
rin =  (6.12)
Knowing the new locations of the harmonics, the empty gap between two adjacent 
harmonics can be filled by spectral components whose amplitudes are calculated by 
linear interpolation of the adjacent harmonic amplitudes. Fig. 6.10 shows the extension 
of a spectrum consisting of 11 harmonics to  a length equal to  74 (corresponding to 
maximum pitch period of 147). Figures 6.10(a) and 6.10(b) illustrate the original and 
extended spectra where the interpolated spectral amplitudes are shown by thin lines.
6.3.2.2 Quantisation of the extended m agnitude spectrum
To achieve an efficient coding scheme, it is beneficial to normalise the spectrum en­
ergy to unit before quantisation. The obtained gain will be encoded separately. The 
resultant unity energy spectrum can now be quantised using a single or a number of 
codebooks. In a single codebook design, the whole spectrum is considered as a single 
vector. Since the energy of this vector is already normalised, the criterion to find the 
best m atch is equivalent to looking for the mean square error between the normalised 
spectrum and the codebook vectors. If s is the extended prototype spectrum and V{ 
the vector in the codebook, the index of the most suitable vector can be obtained 
by :
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Figure 6.10; An example of linear extension of a prototype spectrum
m =M
I  =  argrain ^  ( s{m) — Vi{m) )' (6.13)
m=l
where M  and N  are the extended fixed length and number of codebook vectors, re­
spectively.
As mentioned earlier, a better match can be obtained if only the scaled harmonics are 
considered in the search process. It means tha t the interpolated harmonics can be 
discarded during this process. This is true since in the down sampling process at the 
decoder, i.e, when the quantised spectrum is retrieved from the selected vector, such 
harmonics are discarded anyway. Therefore, in the above formulation only the vector 
elements are considered whose indices correspond to  the following values
i =  [h- P - 1 (6.14)
where nh is the number of harmonics in the spectrum of the prototype waveform. The 
improvement achieved by this method depends on the number of harmonics involved 
in the calculation of the error in Eq. 6.13, i.e, lower number of harmonics results in 
higher improvement. Therefore, the improvement can be expected to be better for the 
high pitch speakers namely female and children. In the experiment involving different 
speech materials an increase of 2.1 dB in the average SNR was observed.
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The above method results in an efficient coding scheme in terms of bit rate. However, 
since in the speech domain prototype waveforms, the energy of the low frequency 
harmonics are significantly higher, they dominate in the search process, i.e, the selected 
vector show a noticeably better m atch at low frequencies. In an experiment, the SNR 
of frequency regions below and above 3 kHz was calculated (a 12 bit codebook was 
used). It was observed tha t while the average SNR for the lower frequency region is 
more than 20 dB, the SNR for the high frequency band frequently drops to less than 0 
dB. The poor m atch of the high frequency harmonics, appears as high frequency noise 
in the synthetic speech. A solution for this problem is to consider a weighting factor 
for the high frequency harmonics. However, for the same codebook size, this results in 
lower accuracy for the lower harmonics (compared to  when no weighting is introduced) 
which in turn  causes distortion in the synthetic speech. Therefore, to have a good 
match for all frequencies, we have to increase the codebook size. This, however, means 
higher computational work in the search process which may not be fitted in a practical 
system.
To secure a good match in all frequency regions and keep the computational demand low 
at the same time, the extended spectrum can be split into a number of fixed frequency 
bands each of which is then encoded using a separate codebook. Experiments showed 
tha t the use of three regions is enough to produce high quality speech at bit rates below 
3 kb/s. In order to prevent any discontinuity caused by use of different codebooks, 
it is more appropriate to use overlapped frequency regions. A similar technique is 
reported in the 2.4 kb/s MBE coder. Fig. 6.11 shows the frequency regions when three 
overlapping regions are exploited.
Harmonic12 18 36 42 74
Figure 6.11; Frequency regions in split vector quantisation method
At the decoder, the amplitudes of the synthetic harmonics at the overlapping regions 
are calculated by linear interpolation of the vectors extracted from the adjacent regions. 
This means that if the boundary harmonics for an overlapping region are rii and ng 
(t22 > ) with amplitudes hi and Z&g, the amplitude hs for harmonic ns in between
can be obtained from
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n2-ri3^ , 7 2 3hs — hi H--------
U2  —  M l
Ml h,
M2 -  Ml
(6.15)
Using this method, we obtain a more uniform m atch for different frequency regions. 
Fig, 6,12 shows the distribution of SNR for different frequency regions of Fig. 6.11 
where 9 bit codebooks were used to encode the extended spectra of the prototype 
waveforms of different speech materials. As can be seen, the m atch even for the high 
frequency region is fairly high. The weaker match at the higher frequency regions can 
be directly related to  higher number of elements involved in the vectors as indicated 
by Fig. 6.11 (18, 24 and 38 elements for low, intermediate and high frequency regions 
respectively). Similar to Fig. 6.9, low SNR values can be noticed in graphs of Fig. 
6.12. However, an investigation revealed tha t almost all such values, are due to the 
inaccuracy of the employed V /UV classifier. As mentioned in chapter 3, the classifier 
is designed so tha t to operate in favour of voiced decision. This means tha t there are 
cases where an unvoiced frame is declared as voiced. In such a case, the spectrum of 
the prototype waveform of that frame has little in common with the spectra of the 
mainly voiced prototypes used in the codebook training database. Thus a poor match 
can be expected.
10 15 20 4025 30 35 45 50
=11.11 dB
=10.3 dB
dB
Figure 6.12: Distribution of SNR for (a) low ,(6) medium and (c) high frequency regions
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6 .3 .3  Q u an tisation  o f  gain
As mentioned earlier, the extended spectrum  is normalised to have unit energy before 
quantisation. Therefore the resultant gain should also be quantised and transmitted. 
The quantisation levels are obtained following a method similar to [24]. In this method 
the maximum relative error is fixed for all quantisation regions. As a result the distance 
between adjacent quantisation levels increases with increase in the gain value. Figure 
6.13 illustrates the PDF of the gain values for the database employed together with the 
quantisation levels in a 5 bit gain quantiser. Note tha t because of the above criterion, 
more quantisation levels are concentrated in the left side (lower values) in spite of lower 
probability in this region.
V\
eo o o o 1o oooo
Figure 6.13: PDF of gain and quantisation levels in a 5 bit scalar quantiser
6 .3 .4  Q u antisa tion  o f  en erg y  en velop e
The energy envelope of each voiced frame is calculated on pitch cycle basis. Therefore, 
for a fixed frame length, the number of elements in the energy envelope depends on the 
pitch period of that frame. This means tha t the energy envelope can be represented by 
a vector with variable length. Hence, a procedure similar to what was used to quantise 
the spectral amplitude of the prototype waveforms, can also be exploited here. In other 
words, first each energy vector is extended to  a fix;ed length. The extended vector is then 
quantised using a codebook with fixed length vectors. It should, however, be noticed 
tha t since in calculation of the energy envelope of each voiced frame, all intermediate 
pitch cycles are normalised with the energy of the prototype waveform of tha t frame, 
no gain factor is involved in the quantisation process. The fixed length to which all 
energy envelope vectors are extended before coding, can be any value greater or equal
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to the maximum possible number of the pitch cycles in a single voiced frame. For a 
frame length of 20 ms and the minimum pitch period of 20 samples, this number is 
equal to  8.
6.4  Q uantisation  o f  unvoiced  fram es
The redundancy found in the unvoiced sections of speech is much less than what can 
be found in the voiced portions. This means tha t more bits are required to encode 
the unvoiced speech. However, they convey far less perceptual information compared 
to voiced sections. This means tha t for a good quality synthetic speech, accurate 
quantisation of the unvoiced speech is not a necessity. In fact, it has been shown [58] 
tha t in the LP model of speech, very high quality synthetic unvoiced speech can be 
obtained if the excitation signal is replaced by noise with the same energy contour. 
In other words, for a good subjective reproduction of unvoiced speech, accurate repre­
sentation of the spectral envelope (defined by LP coefficients) and energy variation of 
the residual signal is sufficient. Since accurate algorithms exist for quantising the LP 
coefficients at less than 30 bits per frame [20], the total bit rate required for coding 
of unvoiced speech depends on the accuracy in representation of the energy variations 
of the excitation signal. In experiments, it was found that by splitting each unvoiced 
residual frame to 4 subframes and transm itting the gain values for these subframes, 
high quality unvoiced speech can be achieved. The final bit rate, then depends on the 
number of bits allocated to quantise the LP coefficients of the unvoiced frame and gain 
associated with each subframe. Table 6.4 shows the bit allocation for parameters of 
unvoiced frames at different bit rates. In this work, the LP coefficients are quantised 
following the method described in section 2.4.4 whereas scalar quantisers were used to 
encode the gain values.
Parameters Bits
V /U  decision 3
LP coefficients 24-28
Subframe gains 4 * (4-7)
Total bits 43-59
Table 6.4: Bit allocation for the unvoiced frames at different bit rates
In order to  prevent possible discontinuity in the synthetic signal caused by quantising 
the subframe gains, it is suitable to interpolate these values at the decoder before scaling
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Figure 6.14: Block diagrams of the (a) encoder and (6) decoder for unvoiced frames
the noise excitation to  the right energy. For this purpose, the gains are considered to 
belong to samples at the middle of the subframes. The gain for each excitation sample is 
then obtained by interpolating these middle gains. The block diagrams of the encoding 
and decoding processes for unvoiced frames are illustrated in Fig. 6.14.
6.5 Coder configurations
To evaluate the performance of the presented quantisation methods, these methods 
were employed to design different PW I coders. All these techniques were exploited 
in a non-differential quantisation scheme. To assess the performance of the designed 
coders, several subjective tests were conducted. The implementation of different rate 
PW I coders and the results of the tests are explained in the following sections.
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6.5 ,1  S P E -P W I cod er at 2 .15 k b /s
The single pulse excitation technique was employed to design a coder operating at 
2.15 kb/s. Each prototype waveform was encoded by transm itting its LP coefficients 
together with the pulse amplitude. The LP coefficients were encoded using 24 bits fol­
lowing the method presented in section 2.4.4. The pulse amplitude was quantised using 
a 5 bit scalar quantiser. The energy envelope was quantised using a 4 bit codebook. 
Table 6.5 shows the bit allocation for the voiced speech in the 2.15 kb /s PW I coder. 
For the unvoiced frames, the gain values associated with subframes were quantised 
using a 4 bit scalar quantiser.
Subjective tests showed that the SPE-PW I in general works better for low pitch speak­
ers (males). This is mainly due to the less number of intermediate cycles for such 
speakers which can be modeled more accurately by interpolation methods. The MOS 
result for this coder is reported later in this chapter.
To test the limits of performance at the lowest possible bit rate in a PW I scheme, linear 
interpolation was employed, i.e, the energy envelope was not encoded. Also a single 
V /UV classifier was used. The unvoiced frames were split into three subframes and 
the gain values were quantised by a 4 bit scaler quantiser (use of vector quantisation 
which may be more suitable at such low rates was not examined). The output of this 
coder operating at 1.85 kb /s was quite intelligible and the identity of the speaker was 
fairly preserved. The main difference in the performance of the two coders was higher 
buzziness appearing in the output speech of the lower rate coder. This is mainly due to 
the inaccurate reconstruction of onset frames where the voiced and unvoiced prototype 
waveforms were interpolated linearly.
Parameters Bits
V /U  decision 3
LP coefficients 24
Pitch period 7
Pulse gain 5
Shape index 4
Total bits 43
Table 6.5: Bit allocation for the voiced frames of the 2.15 kb/s SPE-PW I coder
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6 .5 .2  M u lti-p u lse  P W I cod er a t 2 .85 k b /s
For higher quality, multi-pulse excitation was employed to  design a 2.85 kb/s coder. 
Fig. 6.15 shows the block diagrams of the encoder and decoder. To reduce the effect 
of quantisation noise and hence enhance the perceptual quality, the synthetic speech 
was passed through a post-filter. The post-filtering process is performed on pitch cycle 
basis (pitch-synchronous post-filtering). In this method, the LP parameters, used in 
the post-filtering process, are updated for each pitch cycle. This can be simply achieved 
by interpolating the current and previous LP coefficient. The process can be included 
in the interpolation stage, as illustrated in Fig. 6.16.
Table 6.6 shows the bit allocation for parameters of the voiced frames in this coder. 
The LP parameters were vector quantised using 26 bits following the method described 
in section 2.4.4. The gain value was scalar quantised using 5 bits. For unvoiced frames 
7 bits were used to quantise the gain of each subframe. It should be noticed tha t at this 
bit rate, a CELP coder with subframe size of 10 ms can also be employed to encode 
unvoiced frames.
Fig. 6.17 shows the output waveform of the unquantised and the 2.85 kb/s coder. 
Objective measurements showed an average 14.3 dB S N R  for the quantised prototypes. 
The conducted subjective tests showed th a t similar to the SPE coder, the performance 
of multi-pulse coder is slightly higher for male speakers.
Parameters Bits
V /U  decision 3
Pitch period 7
LP coefficients 26
Excitation index 11
Excitation gain 5
Shape codebook index 5
Total bits 57
Table 6.6: Bit allocation for the voiced frames of the 2.85 kb/s multi-pulse PW I coder
6.5 .3  2 .4  k b /s  freq u en cy  d om ain  cod er
The frequency domain coding algorithm described in section 6.3.2 was employed to 
design a 2.4 kb /s coder. Fig. 6.18 illustrates the encoding and decoding processes of 
the voiced frames of this algorithm.
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Figure 6.15: Block diagrams of (a) encoder and (6) decoder of the multi-pulse PW I 
coder
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Figure 6.17: (a) Original speech (6) synthetic speech of the 2.85 kb/s multipulse PW I 
coder and (c)synthetic speech of the unquantised coder
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Figure 6.18: Block diagram of (a) encoder and (6) decoder of the 2,4 kb /s frequency 
domain PW I coder
Table 6.7 shows bit allocation for different parameters of voiced frames of this coder. 
The magnitude spectrum of prototypes were encoded using three 9 bit codebooks. The 
frequency regions of these codebooks were the same as indicated in Fig. 6.11. Also a 
6 bit scalar quantiser was employed to encode the spectral gain.
The average SNR of the synthetic spectrum produced by this algorithm was 20.82 
dB (22.35 dB for female speakers and 19.19 for male speakers). The higher SNR for 
high pitch (female) speakers could be expected since for these speakers, the number of 
harmonics involved in the search process is less and therefore the possibility of finding 
an accurate m atch would be higher. However, in spite of the noticeable difference
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Parameters Bits
V /U  decision 3
Pitch period 7
Spectral codebook index 3*9
Spectral gain 6
Shape CO debook index 5
Total bits 48
Table 6.7: Bit allocation for the voiced frames of the 2.4 kb/s frequency domain PW I 
coder
in SNR, the subjective tests showed minor difference between these two groups of 
speakers. This is again due to more accurate representation of energy variation for low 
pitch speakers.
In subjective tests, slight buzziness was noticed in the output speech. This is mainly 
due to the fact that in the employed algorithm the phases of all harmonics are set 
to  fixed values. Such technique, as explained, works well for purely voiced waveforms 
while sometimes the apparent periodic speech also contains unvoiced components. The 
uncharacteristic periodicity introduced by treating the unvoiced components as voiced, 
is the main source of the perceived buzziness. The unvoiced components in such mixed 
type speech usually appear in high frequency regions. In order to  lower the periodicity 
of these components in an experiment a phase jitte r was introduced for all harmonics 
with frequencies higher than 3 kHz. This resulted in a significant reduction in buzzi­
ness. This experiment demonstrates tha t higher quality can be achieved by accurate 
separation of voiced and unvoiced spectra and introducing phase jitte r  for unvoiced 
components during the signal synthesis. To reduce the perceived buzziness even fur­
ther, similar to the multi-pulse PW I, a pitch synchronous post-filter was included in 
the decoder.
6.6 S ub jective test resu lts and d iscussion
The different PW I coders discussed in this chapter, were subjected to  MOS test. In 
order to compare the quality three standard coders namely LPClOe (operating at 2.4 
kb /s), IMBE coder (operating at 4.15 kb/s) and FS1016 [62] (A CELP coder operating 
at 4.8 kb/s) were also included in the test. Also to assess the ultim ate performance 
of the proposed methods, the unquantised tim e and frequency domain coders were 
also included. The speech material in the test consisted of both male and female
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speech. Table 6.8 shows the results of this test. In this table terms FD and MP 
stand for frequency domain and multi-pulse coder. Also UQFD and UQTD represent 
unquantised time and frequency domain coders, respectively.
CODER Operating rate (kb/s) MOS
SPE-PWI 2T5 2.22
LPClOe 2.4 1.36
FD-PWI 2.4 3.30
MP-PW I 2.85 &36
IMBE 4.15 3.25
FS1016 4.8 3.54
UQFD _ 3.83
UQTD - 4.0
Table 6.8: MOS results of different PW I coders
The high scores of the unquantised coders confirm the accuracy of the models employed. 
It can also be observed that the frequency domain and multi-pulse (time domain) coder 
performs similarly. However, the lower operating rate of the frequency domain coder 
proves tha t this algorithm performs more efficiently. This can be well related to the 
bit rate where these coders operate, i.e, under 3 kb/s. At such bit rates, it is extremely 
difficult to encode the waveform shape accurately enough to  produce very high quality 
synthetic speech. This is why CELP type algorithms fail to perform well at such bit 
rates and the original PW I coders could achieve good results at bit rates not less than 
3.5 kb/s. On the other hand in the case of frequency domain method, only half of 
the information (magnitude spectrum) is encoded and the other half is just modelled 
at the decoder. This effectively reduces the number of bits needed to encode the 
required information, leading to high performance coding at bit rates below 3 kb/s. 
However, the table shows a higher score for the unquantised time domain coder over 
the unquantised frequency domain coder. This suggests tha t for higher performance, 
higher rate time domain coding schemes are suitable solutions.
The optimum selection of frequency regions and the size of codebooks employed in the 
quantisation of magnitude spectra play key roles in the performance of the frequency 
domain coder. The frequency regions in the developed coder were specified based on 
the equal energy criteria. This though reasonable, may not be the best choice. This 
suggests tha t higher performance may be achieved by investigating use of different 
frequency bands with different codebook sizes.
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To extend the magnitude spectrum, linear interpolation was employed because of its 
simplicity. On the other hand, as suggested in [61], the so called band-limited interpo­
lation which is a fairly complex non-linear method, can result in a higher performance. 
Therefore, more investigation is required to  compare the performance of the two meth­
ods.
To make the coding algorithms less sensitive to channel errors, in all described al­
gorithms non-differential coding approach was employed. Besides, to maintain high 
quality, the frame size was limited to 20 ms. However, if high compression is the main 
concern or in cases where a low noise channel is in use, employing a longer frame size 
together with a differential coding scheme, is expected to  result in a reduction in the 
required bit rate.
Among the three presented PW I algorithms, the SPE algorithm requires the lowest 
computational effort and the multi-pulse technique is the most complex one. The 
complexity of this technique is primarily due to the large codebook size. Selection of the 
third cycle of the LP filter output (discussed in section 6.2.1) increases this complexity 
even more. Hence, if this approach is considered for a time domain coding at higher bit 
rates, suitable methods should be developed to reduce its computational requirement. 
In general, the frequency domain algorithm seems to be the best trade off between 
quality and complexity. Nevertheless, the two other techniques can also be employed if 
the low complexity or high quality is the main concern. Because of the simple model for 
the unvoiced sections, they require less computational work for coding compared to the 
voiced sections. Furthermore, for the voiced sections, the computational requirement 
for each frame depends on the length of its prototype. Table 6.9 shows the maximum 
number of operation per second in terms of MOPS (millions of operation per second) 
for different blocks of the 2.4 kb/s frequency domain coder described in this chapter. It 
can be seen tha t the computational requirement of this algorithm is far less than tha t 
of the original PW I [44], The V /UV classifier and pitch detector algorithms discussed 
in chapter 3, require another 0.49 and 0.85 MOPS respectively. This means tha t the 
overall MOPS for the encoder reaches 5.06. It should, however, be noted that although 
the employed pitch detector algorithm performs good for its simplicity, it suffers from 
the inherent inaccuracy of the autocorrelation method. In fact experiments showed that 
this inaccuracy is the main source of the occasional distortion in the synthetic speech. 
This means tha t by employing a more accurate pitch detection algorithm, the coding 
system operates more reliably. Such algorithms either exploit a combination of the 
autocorrelation and frequency domain methods or operates entirely in the frequency 
domain (chapter 3). The computational requirement for these algorithms is usually in
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the range of a few MOPS, For example the algorithm reported in [63] requires about 4.5 
MOPS. By including such high performance pitch detection algorithms, the maximum 
computational requirement for a full duplex (encoder and decoder) operation increases 
to  about 11 MOPS.
Block Operations (MOPS)
Prototype Extraction 0.04
Prototype Quantisation 2.52
Energy Envelope Extraction 1.11
Energy Envelope Quantisation 0.05
Encoder 3,72
Decoder &28
Table 6,9: Computational requirement for different blocks of the 2.4 kb/s frequency 
domain coder
An estimation of the memory requirement for the coding algorithm is given in table 
6.10. For each floating point number in the codebooks, one word is considered and 2 
words are dedicated to the fixed values and filter coefficients. In this table, only the 
memory space required for the voiced sections is reported. The main functions involved 
in the unvoiced coding are the calculation of the LP parameters (Durbin’s algorithm), 
LPC to  LSF conversion, LP inverse filter and calculation of gain values. The table 
for gain quantisation levels requires 32 words (for the 5 bit quantiser employed). The 
memory requirement for the other functions can be found in literature [39].
The maximum algorithm delay associated with all proposed PW I algorithms is 2 frames 
at each side (encoder and decoder). The delay at the encoder is due to the need for the 
prototype waveform of the next frame for calculation of energy envelope. Similarly, the 
prototype waveform of the next frame is required at the decoder for synthesising the 
current frame. It should, however, be noticed tha t techniques such as forward pitch 
tracking , will increase the algorithm delay at the encoder.
6.7  C onclusion
In this chapter different methods for quantising the prototype waveforms were dis­
cussed. The basic coding algorithms were grouped as time and frequency domain
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Function ROM (words) RAM (words)
Spectral codebooks 37888 -
Spectral gain levels 64 -
Energy envelope codebook 256 -
Fixed values 34 -
Low-pass filter coefficients 42 -
FFT 1024 256
Input buffer - 320
Prototype buffer - 147
Prototype buffer (decoder) - 147
Pitch detector buffer - 20
V /UV classifier buffer - 10
Total 39308 900
Table 6.10: Memory requirement for voiced sections of the 2.4 kb/s frequency domain 
coder
techniques. In the first group, the single and multi pulse excitation methods together 
with the phase modification technique were introduced and in the second group, a 
magnitude spectral coding approach was explained. The described algorithms were 
then employed to design various ra te  coders ranging from 1.85 to 2.85 kb/s. The 
performance of these coders were evaluated in a subjective test.
The designed coders perform reasonably well for their low bit rate and fairly low com­
plexity. The basic problem of the original PW I coders, i.e, the buzziness perceived in 
the transient regions and the monotonous quality of the voiced parts was essentially 
eliminated by combining the multiple V /U V  decision with the energy envelope concept. 
The only remaining problem is the proper reconstruction of the unvoiced component 
in mixed type speech. In the above coders, such components are basically treated as 
purely voiced components. This results in a minor remaining buzziness which espe­
cially appears when the relative energy of these unvoiced components are high (e.g, 
fricatives such as ’z’ and V ’). Development of an algorithm to eliminate this artifact 
is the subject of the following chapter.
C hapter 7 
W aveform  In terpolation  and  
M ultiband  P W I A lgorithm s
7.1 In troduction
Introduction of PW I/CELP coding system which was able to produce high quality 
speech at bit rates as low as 3.5 kb /s was a milestone in the history of speech com­
pression. The eminent success of the PW I algorithm was mainly due to its efficient 
modelling of the voiced sections, noticing tha t accurate representation of such sections 
plays a key role in producing high quality synthetic speech. However, in spite of its 
significant achievement, the performance of this coding technique was limited because 
of inaccurate representation of transient regions and mixed type speech. The simple 
method presented in the PW I algorithm for reproduction of the transient frames, i.e, 
interpolation between the voiced and the defined unvoiced prototypes, could not model 
the transient regions accurately. As a result, buzziness appeared in the output speech. 
Besides, the simple solution employed to  remove buzziness from the synthetic mixed 
type speech (section 4.4) was not able to eliminate this buzziness efficiently.
Early attem pts to remove the above problems were focused on reducing the contribution 
of the unvoiced components in the mixed type speech [64] [51]. Such methods reduce 
the buzziness effectively. However, the price for this, was more unnaturalness caused by 
elimination of unvoiced components. In 1995, Kleijn presented a new version of PW I 
technique to solve the above problems [65]. Based on this method a coding algorithm 
operating at 2.4 kb/s was developed. This was of course another major step towards 
achieving higher quality at lower bit rates. In this work, which again operated on the
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residual domain, frames of the residual signal were assumed to contain both voiced 
and unvoiced components. These components were separated by a filtering process. 
The voiced components were then encoded using the basic PW I model, i.e, by a series 
of prototype waveforms. The unvoiced components were simply represented by noise 
signal with the same energy contour. Although in this algorithm the voiced components 
were encoded using the PW I principles, there was a significant difference in the method 
employed to quantise the prototype waveform i.e the idea of quantising the prototype 
waveform in the tim e domain was abandoned.
The problems associated with the basic PW I system discussed above also appear when 
the PW I algorithm is employed to encode the speech signal directly. To alleviate the 
problem related to the modelling of the transient frames, a technique based on com­
bination of multiple V /U V  decision and energy envelope concept was introduced in 
chapter 5. Exploiting this method reduces the buzziness in the output speech substan­
tially. On the other hand, introducing phase jitte r at high frequencies in the frequency 
domain quantisation scheme helps to reduce the buzziness produced by inappropriate 
interpolation of the high frequency unvoiced harmonics (section 6.5.3). As shown in 
the previous chapter, these techniques in the frequency domain algorithm result in an 
efficient and high performance coding system operating at 2.4 kb/s. Although intro­
ducing phase jitte r after a fixed default frequency helps to keep the bit ra te  low, it is 
not the best method to eliminate buzziness from the synthetic mixed type speech. This 
especially emerges when contribution of the unvoiced component in the mixed speech 
is significant. Such problem initiates the idea of using an adaptive frequency marker 
to  indicate the voiced and unvoiced harmonics. This can be achieved by adopting a 
m ultiband analysis in a speech domain PW I algorithm.
This chapter discusses different approaches to improve the quality of the PW I systems 
at low bit rates. Techniques employed in the new versions of the PW I coder, are 
briefly reviewed in section 7.2. In section 7.3 a new algorithm is introduced in which 
a combination of the multiband analysis and PW I coding algorithm is exploited to 
develop a high quality and low bit rate coding system. In section 7.4 other approaches 
to m ultiband PW I method are discussed. This chapter concludes with a discussion on 
the proposed methods.
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7.2 P rincip les o f  W I a lgorithm
As mentioned before, the PW I algorithm fails to produce high quality mixed type 
synthetic speech. On the other hand PW I is a very efficient technique in encoding 
purely voiced speech. This suggests tha t an efficient coding algorithm can be achieved 
if the voiced and unvoiced components of speech are separated and PW I is employed 
only to encode the voiced portion.
To extract voiced and unvoiced components, various strategies may be followed. One 
suitable approach, which can be adopted in a PW I system, is to  employ the basic 
concept of prototype waveform to separate these components. To achieve this, the 
update rate of prototype waveforms is increased so tha t each two adjacent prototypes 
have a noticeable overlapped section. The evolution of different harmonics of these 
prototypes is then monitored. The harmonics which evolve smoothly are considered to 
belong to  the voiced components and the others to the unvoiced components [65].
Although unvoiced segments of speech have a high information rate from the informa­
tion theory point of view, their perceptual information is low. In fact it has been shown 
[58] th a t high quality unvoiced speech can be achieved if only the magnitude spectra of 
such sections together with their energies are encoded accurately. This means tha t de­
spite the high prototype update rate  required for representing the unvoiced parts, they 
still could be encoded at low bit rates. On the other hand, high quality voiced speech 
can be achieved at low bit rates by transm itting the prototype waveform only every 
20-25 ms. The above discussion indicates tha t the prototype waveform concept can be 
effectively employed to separate the voiced and unvoiced components and encode them  
at low information rates, although the required transmission rate and quantisation ac­
curacy are different for these two types of signals. To merge these requirements in a 
single system, Kleijn developed a new PW I algorithm called waveform interpolation 
(WI) coding technique [65]. In this approach, the residual signal is represented by 
prototype waveforms which are updated much more frequently than in the traditional 
PW I coders. The obtained signal then undergoes a filtering process which separates 
the voiced and unvoiced components. The unvoiced components are encoded by coarse 
quantisation of their spectral magnitude and energy. The voiced prototypes, however, 
are down sampled to the rate of one prototype per 25 ms before being quantised. A 
frequency domain quantisation scheme is used to  encode the voiced prototypes. At 
the decoder, the voiced prototypes and unvoiced components are retrieved from their 
quantised parameters. The voiced component is produced by linear interpolation of its
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prototypes (as in the traditional PW I). The two components are then added together 
to  produce the synthetic residual waveform. The output speech is obtained by passing 
the synthetic residual through LP synthesis filter. Fig. 7.1 shows the overall block 
diagram of the W I encoder and decoder.
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Figure 7.1: Block diagrams of (a) encoder and (6) decoder of W I coder
In the context of WI coder, the prototype waveform, voiced prototype and unvoiced 
components are called by more general names as characteristic waveform (CW), slow 
evolving waveform (SEW) and rapid evolving waveform (REW) respectively. In this 
way, speech is represented by a series of CWs whose voiced and unvoiced components 
are SEWs and REWs. As explained in [65], the evolving CW can be expressed by a 
tim e dependent Fourier series as :
K
i6(A »^) == ak{t)cos{k(j)) +  bk(t)sin{k<j))fc=i ( 7 .1 )
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in which w(A </>) is the evolving CW and ak{t) and bk{t) are the time dependent Fourier 
coefficients. The SEWs are extracted from the CWs by low pass filtering u{t (^f>) in 
t  direction, i.e, each ak{t) k =  1,.. is low pass filtered to produce the same order 
coefficient for SEW. Similarly, the REW  is obtained by high pass filtering u{ty(j)). 
More about principles and techniques employed in WI coders can be found in [65] and 
^6].
The W I coder developed by Kleijn operates at 2.4 kb/s. The CW update rate in this 
algorithm is 480 Hz. The SEWs and REWs are separated from the CWs by low and 
high pass filters with cut off frequencies of 20 Hz. The SEW is then down sampled to 
rate of 40 Hz. Both SEWs and REWs are quantised in the frequency domain where 
only the magnitude spectra are quantised and the phase spectra are modelled at the 
decoder side. The coder is reported to produce very high quality speech (MOS of 3.78) 
at such low operating rate. The complexity of this coder is reported to  be about 4 
times tha t of FS1016 coder [62], although in a later work [49], an attem pt was made 
to reduce the computational demand of this algorithm.
7.3 M ultiband  P W I cod ing algorithm
In the previous chapter, it was shown tha t the frequency domain quantisation is the 
most efficient approach for producing high quality speech at low bit rates. It was 
also observed tha t buzziness in the synthetic speech can effectively be reduced by 
introducing phase jitte r for harmonics above 3 kHz (assuming tha t these harmonics 
represent the unvoiced components). However, to eliminate buzziness more efficiently, 
the unvoiced harmonics should be specified more accurately. Various methods may be 
employed to identify these harmonics, one of which namely the m ultiband approach is 
discussed here. As explained in chapter 2, the basic idea in developing the multiband 
excitation systems was to  present a model for the mixed type speech signals. Therefore, 
such an approach may be used to separate the voiced and unvoiced harmonics of a 
mixed type prototype waveform. Knowing the unvoiced harmonics at the decoder, 
their phases are randomised during the interpolation process. Including such simple 
process in the coding algorithm results in a noticeable enhancement in the quality of 
the synthetic speech.
Although the above algorithm is highly effective in reducing the remaining buzziness, 
in the present form (allocating 1 bit for voicing decision of each band), it needs a
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considerable number of bits to encode the decisions. Therefore, in order to have an 
efficient coding system, either the multiband voicing procedure or encoding of the ob­
tained voicing decision should be modified before being adopted in the PW I algorithm. 
One way to  achieve this, is to exploit multiband voicing technique to identify a marker 
which separates the voiced and unvoiced frequency bands. The location of this marker 
is then encoded and transm itted. Such an approach needs considerably fewer bits than 
the direct coding of the muliband voicing decision. For example in IMBE system, 
12 bits are dedicated to encode the voicing decision (corresponding to  12 frequency 
bands). In the proposed technique, however, the location of the frequency marker can 
be encoded using only 4 bits. To investigate the accuracy of this approach, the voicing 
decision of all speech data files used in this research work were reviewed. This review 
showed th a t in more than 88% of the cases, the voiced and unvoiced bands can be sep­
arated by a single marker. Other experiments showed that the perceptual difference 
between the synthetic speech of the two methods (multiple voicing decision and use of 
the frequency marker) when included in the 2.4 kb/s coding algorithm is insignificant.
For the remaining cases, i.e, whenever there are some unvoiced bands between voiced 
bands, a decision should be made. In such cases, the marker can be chosen either as the 
first unvoiced band after the first set of voiced bands or the first unvoiced band after the 
last voiced band in the whole frequency range. Experiments revealed th a t the second 
choice produces a higher quality synthetic speech. This could be expected since treating 
the voiced bands as unvoiced (first choice) introduces some harshness in the synthetic 
speech due to  randomisation of the phases of the voiced harmonics. Fig. 7.2 illustrates 
case where there are several voiced and unvoiced bands in a mixed type speech frame. 
The speech waveform and its spectrum are shown in Figures 7.2(a) and 7.2(b). In Fig. 
7.2(b), it can be seen tha t two unvoiced bands are located between voiced bands (the 
voiced bands are indicated by windows). Hence, according to the above discussion, the 
frequency marker is located at the end of the last (highest frequency) voiced band.
Another point to notice is the case of transient frames. As mentioned in chapter 
2, the m ultiband model for speech operates in the frequency domain, i.e, it specifies 
frequency bands as voiced or unvoiced. This model, however, is not very accurate in 
the transient regions where there is an distinct separation between voiced and unvoiced 
sections. This implies tha t for these regions, the frequency marker technique does not 
work as accurately as for the other portions of speech. For such regions, use of the 
multiple voicing decision in the time domain employed in the previous chapter would be 
considerably more effective. To differentiate between the two different domain voicing 
decision, the term  time marker is used for time domain decision hereafter.
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Figure 7.2: (a) A mixed type frame of speech, and (6) voiced and unvoiced bands and 
the frequency marker
The above technique was employed to develop a m ultiband PW I coder operating at 2.6 
kb/s. Fig. 7.3 shows the block diagram of the encoder and decoder of the multiband 
PW I (MBPWI) coding algorithm. In this figure the blocks related to unvoiced sections 
are illustrated by broken lines. The M BPW I coder is principally the same as the 2.4 
kb /s coder described in the previous chapter. The only difference is in the way it 
identifies the unvoiced components. The extra 4 bits required to encode the frequency 
marker increases the bit rate to  52 bits per frame or 2.6 kb/s. In the case of unvoiced 
frames, these bits can be used either to  encode the LSFs or the gain values more 
accurately. In the subjective test reported in chapter 6, the M BPW I coder showed a 
noticeable improvement over the other designs. The MOS obtained for this coder was 
3.55.
7.4 Future work on  M B P W I concept
The phase randomisation technique is a simple and efficient method for generating the 
unvoiced components. However, other approaches may also be considered in represent-
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Figure 7.3: Block diagrams of (a) encoder and (6) decoder of m ultiband PW I system.
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ing the unvoiced components. One such method is exploiting the multiband voicing 
analysis to split speech frames into the voiced and unvoiced components. The PW I 
algorithm is then used to encode only the voiced components. The unvoiced portions 
are coded by a separate algorithm. At the decoder, the synthesised components are 
added together to provide the final synthetic speech. Fig. 7.4 shows the block diagram 
of this process. As before, the m ultiband analysis is employed to find the voiced and 
unvoiced frequency regions of the input speech frame. However, the obtained voicing 
information is now used to separate the voiced and unvoiced components by a filtering 
process. The voiced filter suppresses the unvoiced components simply by setting the 
amplitudes of the unvoiced harmonics to zero and applying inverse DFT to the resul­
tan t spectrum. The unvoiced components can be obtained following a similar process. 
The voiced component obtained by the above method can be encoded using any of the 
previously described tim e domain methods. However, since this time the prototype 
waveforms are extracted from purely voiced frames, they are expected to be encoded 
more efficiently by the LP model. The unvoiced component is encoded following the 
m ethod described in chapter 6.
In the m utiband voicing analysis each frequency band contains a number of harmonics. 
This, limits the accuracy of the model since in the band declared as voiced, one (or 
even two) harmonics may actually be unvoiced and vice verse. In the above method, 
however, the resolution of the voicing analysis may be reduced to a single harmonic 
since this analysis is only used to separate the voiced and unvoiced components and 
there is no need to transm it any voicing decision. Therefore, employing a modified 
m ultiband voicing analysis with a resolution of one harmonic per band is expected to 
improve the performance of the proposed algorithm.
Comparing the above method with the M BPW I coder of section 7.3, it can be seen that 
the new approach requires more bits. However, due to more accurate representation 
of the voiced and unvoiced components and also because of the exploitation of a time 
domain quantisation algorithm, a higher performance could be expected. As a result, 
to  reduce the overall bit rate in this method, increasing the frame length may be 
considered.
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Figure 7.4: Block diagrams of (a) encoder and (6) decoder of the new approach to 
multiband-PW I algorithm
7.5 C oncluding rem arks
In this chapter new approaches to the PW I algorithm were discussed. All these tech­
niques aimed to solve the problems of the original PW I method in encoding the mixed 
type speech. The W I technique is the new version of the original PW I algorithm which 
employs a novel mathematical model of the speech signal to separate the voiced and 
unvoiced components. In this approach, the voiced component is coded using a PW I 
scheme while the unvoiced component is coded by rough quantisation of its spectrum 
and energy.
Accurate identification of the voiced and unvoiced components followed by proper 
representation of these components can also result in a substantial improvement in the 
performance of the original domain PW I systems. Based on this, a technique exploiting
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a simplified multiband voicing analysis and PW I coding system was introduced in this 
chapter. This method can be seen as the dual of the WI algorithm in the original 
speech domain. The frequency marker employed to  identify the voiced and unvoiced 
components could be encoded using only a few number of bits. As a result, the frame 
size could still be kept at 20 ms in a low bit rate  coding scheme. This is specially 
crucial in maintaining high quality for high pitch speakers.
Since at the time of this research, the source code (or executable source) of the WI 
coder was not available, direct comparison of the performance of the WI and MBPWI 
coder was not possible. However, a comparison of the MOS results reported in [65] 
and tha t of the MBPWI (section 7.3) shows tha t the performance of the two coders 
are comparable (especially by considering the score for FS1016 coder included in the 
above report and table 6.8)
C hapter 8
C onclusion
The main objective of this thesis has been the investigation of new approaches to 
prototype waveform interpolation technique in order to develop high quality and low 
complexity coding algorithms. In the first part of this thesis m ajor issues related 
to low bit rate coding were addressed. The focus on this part was to introduce the 
main coding techniques employed in low bit rate speech coding and describe the basic 
tools employed in these algorithms. Meanwhile, these methods were used to develop 
tools which suit the PW I based coding algorithms. In the second part, after a brief 
introduction to  the original PW I work, the principles of this coding technique were 
employed to apply waveform interpolation to encode the speech signal directly. The 
PW I technique has been improved rapidly in the very recent years both  in terms of 
efficiency in compression and the quality of speech produced. To follow the latest 
events in this area, a new scheme of PW I, whose performance is comparable to tha t 
of the latest reported version of PW I, was developed in the last part of this research 
work. Since the complexity of PW I systems has always been a drawback to  their real 
time implementation, reduction in complexity has been a main point throughout the 
whole work. In the first section of this chapter the main subjects and results of the 
previous chapters are highlighted. In the second part, new research works to improve 
the performance of the developed coding schemes.
8.1 C oncluding sum m ary
• Increase in demand for high quality and low bit rate speech coding systems has 
led to the development of efficient techniques in the last two decades. Among
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such, algorithms, CELP and MBE have been the most successful ones. The 
CELP approach employs the well known linear prediction model of speech and 
presents a parametric model for the LP residual signal. In contrast, the multiband 
technique focuses on direct coding of the speech signal using its frequency domain 
representation. While CELP is the dominant algorithm in the medium bit rates, 
it cannot produce high quality speech at bit rates below 4.8 kb/s. Employing 
a frequency domain approach in IMBE algorithm (a version of MBE) on the 
other hand we can produce high quality speech at bit rates about 4 kb/s. PW I 
algorithm is a fairly new algorithm which originally achieved high quality speech 
at 3.5 kb/s. This bit rate in a later version was reduced to 2.4 kb/s while the 
quality was also improved. A review of the basic techniques employed in low bit 
rate  speech coding together with a brief description of the above major algorithms 
was the subject of chapter 2 (the PW I technique was explained in more detail in 
chapter 4).
• In order to reach high efficiency in coding, most of the low bit rate  coding tech­
niques including the original version of PW I employ a classifier to separate voiced 
and unvoiced speech. This may be in the form of hard or soft decision. In the 
hard decision, speech frames are declared as either voiced or unvoiced. Such de­
cision is based on various features of the speech. Since the voiced and unvoiced 
frames are usually encoded using different strategies, any error in V /U V  decision 
may cause severe deterioration in the quality of the coded speech. This means 
tha t the performance of low bit rate coders depends strongly on the accuracy of 
the classifier employed. In the first part of chapter 3, after a discussion on dif­
ferent features of speech, a V /U V  classification algorithm is developed for PW I 
coders. Determination of pitch frequency or period is a key issue in low bit rate 
speech coding which has motivated numerous research works. According to the 
sensitivity of the main coding algorithm to errors in pitch, usually one of such 
pitch determination methods is employed. While in the m ajority of cases, esti­
mation of an average pitch is sufficient, in the PW I algorithm the pitch value at 
the prototype extraction point is required. In the second part of chapter 3, the 
most common pitch determination algorithms were explained and the selected 
algorithm is modified to fit in a PW I coding scheme.
• In the PW I algorithm, voiced speech is represented by a series of pitch cycles 
called prototype waveforms. The encoded prototypes are interpolated in the 
decoder to produce the synthetic voiced speech. This demonstrates the impor­
tance of the prototype waveforms as the key element in the PW I coding system.
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Therefore, proper extraction of prototype waveforms is extremely crucial in such 
a system. This and other related subjects were addressed in chapter 4 and a new 
m ethod was presented to improve the performance of the extraction algorithm 
proposed in the original PW I. The original PW I was employed to encode the LP 
residual signal. Although such approach has some advantages, it is unable to 
m aintain the energy variation of the original speech accurately. To alleviate this 
problem two methods were suggested in chapter 4 one of which i.e exploitation 
of PW I in the original domain was elaborated in the following chapters.
•  In chapter 5, the principles of PW I in the speech domain were addressed. Such an 
approach proves to be more efficient in handling the energy variation of speech. 
However, special care should be considered when deaHng with the high energy 
speech domain prototype waveforms. Such prototype waveforms are suscepti­
ble to  create discontinuity in the interpolation process. To avoid this effect the 
m ethod of dynamic extension of prototypes was introduced. In order to im­
prove the quality, employing non-linear interpolation as well as modification of 
the linear model were discussed in chapter 5. Combination of the modified linear 
interpolation with a multiple V /U V  classification was in particular found to be 
effective in accurate modelling of the transient frames. This is especially im­
portant since the main factor which limited the performance of the original PW I 
algorithm was the accurate representation of the transient frames. The high MOS 
achieved for the unquantised version of the PW I system, developed in chapter 5, 
indicated the accuracy of the model employed.
• Accurate quantisation of the prototype waveforms has the most im portant con­
tribution to  the performance of a PW I coding system. Chapter 6 was dedicated 
to this subject. Similar to the original PW I, the early attem pts were focused on 
tim e domain quantisation. The lowest bit rate in this domain can be achieved 
when each prototype is represented by the impulse response of an LP filter. Such 
algorithm is especially attractive when the bit rate and the complexity are the 
main issues. In the next step, two other time domain algorithms, i.e, phase mod­
ified single pulse excitation and multi-pulse excitation were investigated. Subjec­
tive tests proved th a t such algorithms are able to produce good quality speech 
at b it rates below 3 kb/s. To reach lower bit rates, frequency domain coding 
techniques can be used. The frequency domain coding algorithm developed in 
chapter 6 proved to  produce high quality speech at bit rates as low as 2.4 kb/s. 
The quantisation of other parameters of the model presented in chapter 5 were 
also described in chapter 6.
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• Although the original PW I method was able to produce very high quality voiced 
speech, the reported high performance could not be held for normal speech signal 
which consists of both voiced and unvoiced components. The reason was the 
inaccurate modelling of the transient regions and mixed type speech. Therefore 
in the later versions, a uniform approach was employed for all types of speech 
signal. Besides to reduce the bit rate  further, the time domain quantisation in 
the original PW I method was replaced with a frequency domain scheme. The 
case of the transient regions, when applying the PW I technique in the speech 
domain, was discussed in chapter 5 and suitable solutions were presented. To 
enhance the quality for mixed type speech, a new method based on multiband 
analysis was introduced in chapter 7. In this approach, the m ultiband analysis 
was used to  provide a frequency marker which separates the voiced and unvoiced 
speech. At the decoder, the phases of the unvoiced components were randomised 
in the interpolation process in order to represent the random nature of such 
components. The result was a significant increase in the quality with the price 
of only 4 bits per frame.
• In all quantisation schemes discussed in this research work, the model parameters 
were quantised independently. This helps to provide a source coding algorithm 
which inherently is more robust to channel errors since each error is localised and 
hence its effect is limited only to  tha t particular frame. In contrast, the low bit 
rate  operation of the other PW I designs rely intensely on differential coding of 
the model parameters. Therefore, a more logical performance comparison can be 
achieved if both the proposed and other PW I coders are evaluated when subjected 
to an erroneous channel. In such a case, a higher performance could be expected 
from the proposed coding algorithms at similar overall bit rate (source coding 
plus error protecting bits).
8.2 Future work
The future work on PW I algorithm can be divided into two groups, i.e, works towards 
improvement of quality and bit rate and/or reducing the complexity and plans to 
employ this coding technique in other areas. In the first group the following ideas may 
be followed
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• Use of differential quantisation to achieve lower bit rate coding
In applications where the channel error is low, exploitation of differential quanti­
sation schemes can result in a substantial reduction in bit rate. This is confirmed 
by noticing the high correlation of the model parameters of adjacent frames in 
either of the PW I quantisation schemes discussed in chapter 6.
• Increasing the frame length to  further reduce the bit rate
The above bit ra te  reduction technique can be combined with an increase in the 
length of the analysis frame from 20 ms to further reduce the bit rate. In fact 
in many of the low bit rate coding algorithms, the frame length is equal or even 
more than 25 ms. Since such an increase in frame length alone can reduce the bit 
rate by a factor of 0.8, the combination of the above two techniques is expected 
to reduce the overall bit rate below 2 kb/s. However, the effect of such decrease 
on the output quality should be investigated. As an alternative approach, the 
final bit rate  can be fixed at 2.4 kb/s and the earned bits be used to  quantise the 
prototype waveforms more accurately.
e Enhancing quality by exploiting more complicated algorithms
In the research work presented in this thesis, one of the priorities has been the 
simplicity of the coding system. For example, blockwise interpolation was used 
instead of interpolation on sample basis. As another example, in the 2.6 kb /s 
frequency domain algorithm, linear interpolation was used rather than  more com­
plicated band-limited interpolation. Nevertheless, if the additional computational 
work is acceptable, the above and other more complex algorithms may be inves­
tigated in order to improve the quality while maintaining the low bit rate.
• O ptim ised quantisation of parameters
In the proposed algorithms, factors such as quantisation levels, codebook sizes, 
number of frequency regions and number of pulses per excitation vector in the 
different quantisation schemes were determined experimentally. It is expected 
tha t further experiments and especially exploiting larger databases in training 
leads to higher performance at similar bit rates. In particular, optimal selection 
of frequency regions and sizes of the relevant codebooks is expected to improve 
the performance of the frequency domain coders.
• Improvement of speech classifier and other blocks
The performance of all proposed coding methods in this thesis is heavily depen­
dent on accurate performance of the V /U V  classifier. Even the multiband PW I 
scheme which makes use of the classifier of the multiband algorithm still needs
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to employ some speech feature for accurate identification of the transient frames. 
This emphasises the key role of the classifier in a high quality PW I system. Thus 
the development of more accurate classification algorithms can be considered for 
future work.
In the second group two major ideas may be discussed :
• PW I in variable bit rate applications
Pronounced similarities of the adjacent cycles in the voiced speech waveform 
mcdces PW I a suitable tool for variable bit rate coding applications. In a simple 
plan, the variable frame length can be specified by the number of pitch cycles. To 
determine this number, correlations of the current prototype (representing the 
current frame) and the next few pitch cycles are calculated. The last cycle, whose 
correlation with this prototype exceeds a certain threshold, is considered as the 
prototype waveform for the next frame. In such a design the number of cycles 
should also be transm itted. Furthermore, a higher performance can be obtained 
by considering another criterion for the maximum difference in the pitch period of 
the adjacent prototypes. Because of the unpredictable behaviour of pitch cycles 
in speech waveform, a higher quality can be expected for the variable rate scheme 
compared to a fixed rate coder operating at the same rate.
• Tim e scaling of speech.
Time scaling of speech is a technique which has found a large number of ap­
plications in different areas. Since tim e scaling of voiced speech can easily be 
performed by including or excluding one or more pitch cycles from the speech 
frame, PW I techniques can be suitably tailored for such application.
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A p p en d ix  B  
E xtraction  o f op tim u m  linear  
coefficients
To obtain the optimal linear coefficients A  and B  for a intermediate cycle, in the first 
step, the cross correlations of that cycle and the two adjacent prototypes are obtained. 
A  and B  are then calculated so that the calculated correlations are maintained. If 
X  and Y  are the prototypes, and Cxw and Cy^ u the normalised cross-correlation of 
the intermediate pitch cycle W  with these prototypes, the above discussion can be 
formulated as
C m w  =  CA-X" h r ) )  (B.l)
== F ( ] r ,  (v4 -k (13.2)
Using the formulation for the normalised autocorrelation in the first equation we wil 
obtain
r  -  E X ( A X { i )  + B Y { i ) )
] i / 2
This results in
( B .4 )
P i
I
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where o;i =  ( and A  =  (
Following a similar process, Cy^j can be obtained as
(B.5)P2
in which « 3  =  ^  =  ( ^ ^ 4 )  A  =  (
Equations Bs and B 5 can now be w ritten as
oil A  A  Cxy B  = /3i Cxw (B.6)
Cxy A  -{- Ol2 B  ~  ^ 2  Cyxj (B.7)
Solving the above equation for A  and B  and substituting a i, 0 :2 , ^ i  and ^ 2  will give
( Cxw CywCxy )(
A = ------------------ I _ g 2  ^    (B.8)'^xy
( Cy -^C,„C,y )( )!/:
B  = ----------------- , ' '-------  (B.9) ^ ^  xy
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List o f A b b reviation s
AbS
AM DF
CCITT
CELP
DFT
IM BE
LAR
LP
LTP
LSF
LSP
M BE
M B PW I
M OPS
MGS
MSE
PCM
PW I
SCR
SPE
STP
W I
Analysis by Synthesis
Average Magnitude Difference Function
International Telegraph and Telephone Consultative Committee
Code Excited Linear Prediction
Discrete Fourier Transform
Improved M ulti-Band Excitation
Log-Area Ratio
Linear Prediction
Long Term Prediction
Line Spectral Frequencies
Line Spectral Pairs
Multi-Band Excitation
Multi-Band Prototype Waveform Interpolation
Millions of Operations Per Second
Mean Opinion Score
Mean Square Error
Pulse Code Modulation
Prototype Waveform Interpolation
Signal to Change Ratio
Single Pulse Excitation
Short Term Prediction
Waveform Interpolation
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