We consider a certain variational problem on Caccioppoli partitions with countably many components, which models immiscible fluids as well as variational image segmentation, and generalizes the well-known problem with prescribed mean curvature. We prove existence and regularity results, and finally show some explicit examples of minimizers.
Introduction
In this paper we consider a variational problem on Caccioppoli partitions, i.e. partitions whose interface area is locally finite. More precisely, we will be concerned with the following problem: given Ω ⊂ R n open, minimize Φ H (U; Ω) := P (U, Ω) + inf
among all countable partitions U of Ω (here, P (U, Ω) is the perimeter of U in Ω, and (U i ) i represents an "arrangement" of U, while H = (H i ) i is a sequence of functions in L 1 (Ω)). The functional defined in (0.1) generalizes a previous one, introduced and initially studied by U.Massari (see [14] , [15] ), and related to a notion of generalized scalar mean curvature of the boundary of a Caccioppoli set. The problem above is subject to various interpretations: for instance, it models a certain immiscible fluid system, where the surface tensions of the interfaces are all equal to 1 and fluids are influenced by selective force fields: to be more precise, it models an optimal filling of an empty container by immiscible fluids chosen from a set of available fluids (see [10] ). Another interpretation comes from computer vision: suppose that a digitized "image" g : Ω → {t 1 , . . . , t k } is given, with added noise or blurring (here, Ω is a 2-dimensional rectangle -the "screen" -and t i ∈ R 3 is a vector whose components represent the percentage of red, green and blue light of a color); then, we may define H i (x) = h(t i − g(x)), with h(v) = c|v| 2 . Therefore, the minimization of (0.1) will lead to a segmentation U of the screen Ω, whose component U i reconstructs an "object" with approximated color t i . In this sense, (0.1) resembles the so-called Mumford-Shah functional in the case of piecewise constant segmentation (see [18] , [4] ).
We represent our variational problem within the framework of countable Caccioppoli partitions, endowed with a suitable metric structure (see [13] , [10] ). The need of partitions with infinitely many regions is motivated by two main reasons: first of all, the possibility of dealing with problems where no a-priori bounds on the number of regions of minimizing partitions are available; second, the representability of each region of a Caccioppoli partition as "connected" in a certain sense (see [10] 3.2), which becomes of interest in conjunction with local finiteness results (Theorem 3.11).
After some basic facts and definitions presented in Section 1 (mostly about Caccioppoli sets), we introduce in Section 2 the measurable and Caccioppoli partitions of an open domain Ω ⊂ R n , and define a distance function on them. Some fundamental properties of these partitions are then collected. In Section 3 we study (0.1) and the associated variational problem: after a semicontinuity and compactness result, we prove some facts for a better characterization of the solution, and show that (0.1) properly extends Massari's functional; finally, we prove a regularity result (Theorem 3.9) and state a local finiteness result (Theorem 3.11), whose proof can be found in [10] . In Section 4 we discuss two different techniques with the aim of producing explicit examples of minimizers of (0.1): the first one generalizes a technique due to Barozzi, Gonzalez and Tamanini ([3] ), to prove that every Caccioppoli partition minimizes (0.1) for a suitable choice of H ⊂ L 1 (Ω), while the other, known as paired calibration, due to Lawlor and Morgan ( [9] ), lets us find the "right" H in some special cases. Some examples of minimizers are shown.
Basic definitions and preliminary results
R n denotes the real Euclidean space of dimension n (n ≥ 2). By B r (x) we denote the open Euclidean n-ball with center x ∈ R n and radius r > 0; B r is used in place of B r (0). The volume (Lebesgue measure L n ) of the unit ball of R n is denoted by ω n . By homogeneity, the volume of B r is |B r | = ω n r n (|A| is preferably used in place of L n (A)). We also denote by H n−1 the (n − 1)-dimensional Hausdorff measure in R n , and will sometimes use the notation S instead of H n−1 (S). Given two sets A and B, we define their symmetric difference by
If Ω is an open set, we say that A is relatively compact in Ω (and write A ⋐ Ω) if the closure of A is a compact subset of Ω; we say that A is a compact variation of B in Ω if A△B is relatively compact in Ω.
The next lemma, whose proof is routine, will be frequently used in the following sections: Lemma 1.1 Let (X, M, µ) be a measure space and let (A i ) i be a sequence of measurable sets, such that µ(
Given a Borel set E ⊂ R n and α ∈ [0, 1], we define the set of points of density α of E as
Obviously, E(α) ⊂ ∂E for all α ∈ (0, 1). Moreover, E(1) is the Lebesgue set of E, hence |E(1)△E| = 0. Another remarkable density set is E( 1 2 ), as will be later shown.
For E, A ⊂ R n , with A open and E Borel, the perimeter of E in A is defined as follows:
When A = R n , we use P (E) instead of P (E, R n ). We say that E is a set of locally finite perimeter (or a Caccioppoli set) if P (E, A) < ∞ for every bounded open set A ⊂ R n . For additional properties of the perimeter, we refer to [6] and [7] .
Given a Borel set E, its characteristic function is denoted by χ E (x), taking the value 1 if x ∈ E and 0 otherwise. When E is a Caccioppoli set, we have that χ E is a function of locally bounded variation, thus we can consider the traces (from outside and from inside) of E on ∂B r or, more generally, on every Lipschitz boundary, which are denoted, respectively, by χ + E and χ − E (see [7] ). One can consider the so-called reduced boundary ∂ * E of a Caccioppoli set E, which is a subset of E( 1 2 ) where a certain measure-theoretical, unit normal vector ν E exists: for the precise definition, see e.g. [7] . The following properties are of crucial importance (for the proof, see [5] , [7] ):
Spaces of partitions
Given a Lebesgue-measurable set Ω ⊂ R n , we define the measurable partitions of Ω as the countable collections E of measurable subsets of Ω, such that |Ω \ E| = 0 and |E 1 ∩ E 2 | = 0 for all E 1 = E 2 ∈ E (see [10] ).
In general, it is convenient to identify two collections E 1 and E 2 if every nonnegligible component of E 1 coincides, up to a negligible set, with one of E 2 . We are thus naturally led to the following definition of subdivision of Ω, in which the elements of a partition appear in an ordered sequence: Definition 2.1 We call subdivision of Ω every sequence E = (E h ) h of measurable subsets of Ω (with possibly zero measure) such that
Then, we define Subd(Ω) as the collection of all subdivisions of Ω.
For every E ∈ Subd(Ω), we define the set of effective indices of E (i.e. indices identifying the so-called effective regions):
Now we consider the following relation on Subd(Ω): given two subdivisions E and F, we say that E ∼ F if and only if there exists a bijective map φ :
for all i ∈ I E . It is immediate to check that ∼ is an equivalence relation.
Definition 2.2
We define the collection of measurable partitions of Ω, by setting
A partition E, i.e. an element of Part(Ω), is thus an equivalence class of subdivisions: this essentially means that E is a subdivision up to changes of measure 0 and to rearrangements of its effective regions. Hence, with a little abuse of notation, we will sometimes identify E with the (disordered) collection of the effective regions of an arbitrarily chosen representative of E, and write E ∈ E to intend that E is an effective region of E (while "E is a term of a sequence E ∈ E with |E| > 0" would be the right expression for that) . In some cases, as we shall see below, this "short notation", even though less precise, is surely more compliant than the "rigorous notation" involving equivalence classes of subdivisions.
Let us proceed with some more definitions: given a measurable set A ⊂ Ω, we define the restriction of E to A as the following measurable partition of A:
(we tacitly assume that |E∩A| > 0, since we only need to specify the effective regions of E A). Given two partitions E, F ∈ Part(Ω), we use the expression "E = F in A" to intend that E A = F A. Given an open set Ω ⊂ R n and two partitions E, F ∈ Part(Ω), we say that F is a compact variation of E in Ω if there exists O ⊂ Ω open and relatively compact in Ω, such that E = F in Ω \ O. Observe that this is equivalent to the existence of two subdivisions E ∈ E and F ∈ F, such that
It is possible to define a quite natural metric over Part(Ω). We take a bounded, continuous function g : R n → (0, +∞) such that R n g < +∞ (if |Ω| < +∞, we simply put g = 1) and consider the finite measure µ(A) = A g. Then, we define the non-negative function
where E, F ∈ Part(Ω) and δ(E,
In the following theorem we summarize the basic properties of d (for the proof, see [10] or [13] ):
The following statements hold:
(1) for all E, F ∈ Part(Ω) and for every fixed subdivision F ∈ F (resp. E ∈ E) we have that
(2) For all E, F ∈ Part(Ω) there exist E ∈ E and F ∈ F such that d(E, F) = δ(E, F).
(3) The function d is a bounded distance on Part(Ω), and the metric space is complete and separable.
We say that E ∈ Part(Ω) is a Caccioppoli partition if it has locally finite perimeter, i.e.
. From now on, we will denote by CP(Ω) the collection of all Caccioppoli partitions of Ω. Further properties of CP(Ω), like semicontinuity, and compactness, can be found in [1] or [4] . We recall here only the following result:
Theorem 2.4 (Structure) Let U be a Caccioppoli partition of Ω and let U ∈ U be an associated subdivision. Then
Summing up, according to Theorem 2.4, a Caccioppoli partition of Ω yields a decomposition of Ω into "solid components" F i (1) ∩ Ω, along with a set ∂U ∩ Ω (the union of all "interfaces"
∩ Ω separating F i and F j inside Ω), and a H n−1 -negligible set containing e.g. "multiple points" where three or more regions meet. Moreover, we are allowed to redefine the interface S ij to be ∂ * F i ∩ ∂ * F j ∩ Ω, owing to property (a) of page 3, this becoming our default setting from now on. With this notation, we also have
Partitions with prescribed curvatures
Let us consider the following problem: minimize
with respect to F , where Ω is an open subset of R n , F ⊂ R n has finite perimeter in Ω and H ∈ L 1 (Ω). If E is a solution to (3.1), we say that E has prescribed mean curvature H or, equivalently, that H is a curvature for E. Functional M H was introduced and initially studied by U.Massari, who proved existence and regularity of solutions under some additional summability assumptions on H (see [14] and [15] ). The existence theorem is a straightforward application of the direct methods of Calculus of Variations (the semicontinuity and compactness properties follow essentially from the properties of the perimeter and from the continuity of the "volume term"
F ∩Ω H(x) dx), while the hardest part is the proof of the regularity of solutions. It seems quite natural to extend problem (3.1) to partitions of Ω. First of all, one can immediately generalize Massari's functional to subdivisions with a fixed number of regions: let U = {U i } k i=1 be such a finite subdivision, and let
This functional could represent a model for a certain immiscible fluid system, where the surface tension coefficients of the fluid interfaces are all equal (as for soap bubble clusters) and fluids are subject to selective force fields determining the potential energies U i H i . Functionals with more general surface energies have been considered in [22] , [2] and [11] .
Another possible interpretation comes from image segmentation problems: suppose that a digitized "image" g : Ω → {t 1 , . . . , t k } is given, with added noise or blurring. Here, Ω is a 2-dimensional rectangle -the "screen" -and t i ∈ R 3 is a vector whose components represent the percentage of red, green and blue light of a color, but we could simplify the problem by considering only scalar values, i.e. grey levels t i ∈ R. Then, we may define
with c > 0 (of course, there are plenty of possible choices). Therefore, the minimization of the resulting functional would lead to a partition U of the screen Ω, whose region U i reconstructs an object with approximated color t i .
In this sense, functional (3.2) is quite similar to the well-known Mumford-Shah functional ( [18] ) in the special case of piecewise-constant segmentations ( [4] , [16] ):
where g : Ω → R, U = (U i ) i and t = (t i ) i (note that here the grey-levels t i are not a-priori given, but determined by the minimization itself). Indeed, each subdivision
For such problems it also seems natural to consider partitions with an arbitrary (and possibly infinite) number of regions. The main advantages of the approach based on such objects are (1) the absence of restrictions on the number of regions and (2) the control over the number of "connected" regions of minimizers (see e.g. Theorem 3.11 and [10] ). Moreover, an explicit example of infinite partition, related to a kind of optimal image segmentation, is shown in [12] and revisited in Section 4 (Example 4.8).
Hence, a way to write (3.2) on the metric space Part(Ω) is the following:
where H = (H i ) i is a given sequence of L 1 -functions (from now on called "curvatures"). The inf over U ∈ U is needed to drop the dependence upon rearrangements, and it is especially meaningful in the context of infinite partitions. A very mild requirement on H is that
which simply ensures that inf Φ H > −∞. However, (3.5) is not simple to check, and therefore we shall assume the following condition:
As shown in Lemma 3.1 below, (3.6) is equivalent to (3.5).
Lemma 3.1 The two conditions (3.5) and (3.6) are equivalent and, moreover, M = H L 1 (Ω) .
Proof. To prove that (3.6) implies (3.5), we fix a subdivision U = {U i } i of Ω and use the definition of H(x) to get
This means also that M ≤ H L 1 (Ω) . Conversely, we suppose that |Ω| < ∞ and consider the set N := x ∈ Ω : H(x) = +∞ : we are going to show now that N has zero Lebesgue measure. We choose h ∈ N and define
Clearly, the family {V i } i is pairwise disjoint and its union contains N , therefore we obtain |N | = i |N ∩ V i |, but we also have
and this, by the arbitrary choice of h, yields |N | = 0. Now, we take ε > 0 and define
Again, this is a pairwise disjoint family of measurable subset of Ω and, moreover, it is a subdivision of Ω, since its union contains Ω \ N . Therefore we can write
and, for all R > 0, we repeat the previous argument with Ω R in place of Ω. The conclusion is then achieved by letting R → ∞.
Proposition 3.2 Suppose (3.6) is verified, then the functional Φ H defined in (3.4) is lower-semicontinuous. Moreover, if {U h } h is a sequence of partitions of Ω and
then there exists a subsequence (U h k ) k converging to a partition U ∈ CP(Ω).
Proof. Let us consider a sequence of partitions U h converging to a limit partition U. Then it is sufficient to show that lim inf 8) since the perimeter is lower-semicontinuous on Part(Ω). For all ε > 0 there exists
Moreover, we have
and this gives
therefore we obtain
Now, taking the sum over i on both sides of this last inequality and taking into account (3.6) and Lemma 1.1, we get
for all U h ∈ U h , where ν(A) = A H and η ≥ 0 is infinitesimal as ε → 0 (thanks to (3.9) and to the absolute continuity of ν with respect to Lebesgue measure). Hence, taking the infimum over all U h ∈ U h , we have for all
and (3.8) follows immediately. Finally, condition (3.7) implies that
hence compactness follows by classical results.
At this point we are able to apply the direct method of Calculus of Variations, therefore deducing the existence of a minimizer V of Φ H . A little drawback of this setting is that we do not have an immediate correspondence between the effective regions of the minimizing partition V and the elements of H, i.e. it might not be clear which curvature has been "selected" by an effective region V i of V. What actually could happen is that the curvatures "really selected" need not belong to H, but rather to its weak closure in L 1 . To clarify this point with a trivial example, take H i = −c i χ A , where A is a given Borel subset of Ω with positive and finite Lebesgue measure, and c i is a strictly increasing sequence of positive real numbers converging to c ∞ ∈ R as i tends to ∞. Now, by considering the trivial partition V = {Ω} we have
hence V minimizes the functional and G = −c ∞ χ A is the "optimal curvature" associated with V = Ω, which does not belong to H = {H i } i but only to its closure in L 1 . More generally, fix V ∈ V and consider a minimizing sequence of subdivisions V h ∈ V with the corresponding bijective functions φ h : I V → I V h (see Section 2), such that
There are two possibilities: 1) φ ∞ (i) < ∞, hence we can extract a subsequence of φ h (i), with φ ∞ (i) as limit (i.e. φ h (i) = φ ∞ (i) for large h), and this suggests that the region V i of the subdivision V "selects" G i = H φ∞(i) .
2) φ ∞ (i) = ∞, therefore we need to look at some convergence of the sequence H φ h (i) . It is an easy matter to check that, under the assumption (3.6), the Dunford-Pettis criterion applies, thus ensuring the weak convergence in L 1 (Ω) of a subsequence of H φ h (i) to a function G i ∈ L 1 (Ω), which could be a limit curvature selected by V i .
We have indeed the following proposition, which holds for all U ∈ Part(Ω).
Proposition 3.3 (Selection of curvatures)
For all U ∈ Part(Ω) and U = (U i ) i ∈ U, there exists an "optimal selection", i.e. a family G = (G i ) i∈I U of L 1 (Ω)-functions, such that G is contained in the weak closure of H in L 1 (Ω), and
In addition, |G i | ≤ H almost everywhere in Ω, for all i ∈ I U .
Proof. Following 1) and 2) above, suppose that a diagonal subsequence U h k of U h has been selected, such that for all indices i ∈ I U the sequence H φ h k (i) converges weakly to a function G i ∈ L 1 (Ω). It is then immediate to prove that
, we have that a k i → b i for all i ∈ I U , as k → +∞, and moreover for all ε > 0 there exists i ε ∈ I U such that for
thanks to the summability of the uniform bound H. The last assertion follows by the weak convergence of H φ h k (i) to G i and by (3.6)).
Here we prove a technical lemma about the selection (G i ) i , that will be used in the proof of Theorem 3.9.
Lemma 3.4
The selection (G i ) i of Proposition 3.3, depending upon a fixed pair (U, U), satisfies the property
for all W ∈ Part(Ω).
Proof. Let us recall that G i is the weak-limit of H φ h k (i) as k → +∞, for all i ∈ I U . Now, suppose for simplicity that I U is finite (otherwise a truncation argument is needed), take W ∈ W ∈ Part(Ω) and fix ε > 0; for k sufficiently large, and owing to the finiteness of I U , we can find W ∈ W, such that | W φ h k (i) △ W i | = 0 for all i ∈ I U , and
hence the conclusion is achieved by letting ε → 0 + and by taking the infimum over all subdivisions W ∈ W.
Remark 3.5 -If H is weakly-closed in L 1 (Ω), then all possible selections G are contained in H, and the solution U to the minimum problem associated with H verifies
for a suitable choice of U ∈ U. This is a dual interpretation, in the sense that we are keeping H = (H i ) i fixed and selecting a suitable arrangement U of U. Moreover, it can be sometimes useful to switch from the problem on partitions to a corresponding problem on subdivisions (for example, in order to apply calibration techniques as done in Section 4).
Here we show that the functional Φ H defined in (3.4) is a natural extension of M H defined in (3.1). More precisely, the minimum problem associated with M H can be rewritten as a problem on partitions: given H ∈ L 1 (Ω), we define H = (H i ) i with H 1 = H and H i = 0 for all i > 1 (another possibility is H i = H if i is odd, otherwise H i = 0; notice that in both cases H is closed in L 1 ). Then the following equivalence holds:
Proof. We firstly observe that Φ H is minimized by a bipartition, since any selected G i (see Proposition 3.3) must necessarily be equal to H or identically zero, therefore
for all W ∈ Part(Ω) and for a suitable choice of W ∈ W, whence the bipartition W * = {W 1 , Ω \ W 1 } does not increase the value of the functional Φ H . To prove necessity, suppose V = {E, Ω \ E} minimizes Φ H , hence
for all bipartitions W = {F, Ω \ F }. If E H ≤ Ω\E H then, taking into account that P (U, Ω) = P (E, Ω) and P (W, Ω) = P (F, Ω), we conclude
To prove sufficiency, suppose that E minimizes M H , then arguing as before we obtain
for all F , therefore this is also true if we take Ω \ F in place of F . In conclusion, setting W = {F, Ω \ F }, we have
which holds when Ω \ E minimizes M H as well. This means that V is a minimizer of Φ H among bipartitions of Ω; according to our initial remark, this completes the proof.
Remark 3.7 -Similarly, one can prove that, given H = (H i ) i with H 1 = G 1 and H i = G 2 for all i ≥ 2, then the above equivalence holds with H = G 1 − G 2 . We could basically follow the same argument used to prove Proposition 3.6, now taking into account that
is equivalent to
Before proceeding further, we recall a lemma playing a central role in the regularity theory for minimal and quasi-minimal partitions. This result (known as Elimination Lemma) says that, roughly speaking, if m components of a quasi-minimal partition fill a sufficiently large portion of a small ball B r , then they completely fill the (smaller) ball B r/2 . We omit the proof, which can be found in [17] (see also [21] and [10] ). Lemma 3.8 (Elimination) Suppose U ∈ CP(B R ) is such that, for every r ∈ (0, R) and every compact variation W of U in B r ,
with ε(r) ≥ 0 infinitesimal as r → 0. Then, for every m ∈ N there existsr < R such that, if U ∈ U and r <r satisfy
where η = ω n [4(m + 1)] −n , then
We are now in a position to apply the previous results to the following theorem:
Theorem 3.9 (Existence and Regularity) Let H = sup
(Ω) for some p > n. Then Φ H has an absolute minimizer V ∈ Part(Ω) with P (V, Ω) < ∞, each effective region V of V is open, and K = Ω \ V is closed in Ω and satisfies K = K reg ∪ K sing , where
Proof. Existence is a direct consequence of Proposition 3.2. As for regularity, we start by choosing r ∈ (0, R) and a compact variation W of V in B r (again, recall Section 2). Then, from Lemma 1.1, it follows that
On the other hand, by Theorem 2.3 (2) we can find V ∈ V and W ∈ W such that
(notice however that V i △ W i need not be contained in B r ). Thanks to Proposition 3.3, we can consider the selection (G i ) i∈I e V depending on (V, V), for which
By the minimality assumption on V and by Lemma 3.4, we get
Now, by using Lemma 1.1 with µ(A) = A H, we obtain for
Notice that from (3.15), (3.16) we have
while, by Hölder's inequality,
, with η(r) ≥ 0 infinitesimal as r → 0 + . In conclusion, we have by (3.15)
where, thanks to (3.15),
This implies, in particular, that V is a bipartition near every point of ∂V (recall Theorem 2.4 and the subsequent definition of ∂V to deduce that V is "very close" to a bipartition near any point of ∂V, then apply Lemma 3.8). At this point, one can combine the equivalence between the bipartition case and the classical formulation, for which a regularity theorem exists (see [15] , Proposition 3.6 and Remark 3.7), and finally Theorem 2.4 to achieve the result. 
where i, j are such that x ∈ ∂ * V i ∩ ∂ * V j , K reg is oriented by the normal pointing from V i to V j , and curv(K, x) denotes the scalar mean curvature of K at x. In general, as pointed out in [1] , (3.17) holds only in a distributional sense; however, smoothness of the selected G k implies smoothness of K reg (for instance, if the G k 's are of class C k,α or analytic, then K reg is of class C k+2,α or analytic).
We finally quote a result about the local finiteness of a minimizer of Φ H . Its proof is quite technical, so we only give a sketch of it (a complete proof can be found in [17] and [10] ). Theorem 3.11 (Finiteness) Let V be a local minimizer of Φ H and let H ∈ L p , p ≥ n. Then, V is locally finite at all x ∈ Ω. Sketch of proof. We first choose x ∈ Ω. Since the set of prescribed curvatures is (uniformly) in L p with p ≥ n, by Hölder's inequality we get that V is a local quasiminimizer for the perimeter. By suitably blowing up V at x, i. e. by considering a suitable sequence of dilations (V h ) h∈N of V at x, one obtains an area-minimizing conical partition C in the limit, as h goes to +∞. Then, by a deep result of [20] , C necessarily consists of, at most, K(n) regions, where K(n) is a positive integer depending only on the dimension n. On the other hand, V h is very close to C when h is large enough, so that we can apply Lemma 3.8 and get the same (local) upper bound K(n) for the number of regions of V h (and hence of V) meeting at x.
Examples of minimizers: the inverse problem and the calibration technique
An interesting and, in general, extremely difficult problem is that of giving explicit examples of minimizers for functionals depending on "geometric terms" (surfaces, interfaces). As for functionals like (3.4), we may follow two different approaches: the first one gives a quite general but not always "optimal" answer, while the second one only works in some cases but, at the same time, is able to produce more precise results. Barozzi, Gonzalez, and Tamanini proved in [3] that every set of finite perimeter has mean curvature in L 1 (R n ), that is, minimizes M H for H ∈ L 1 (R n ) suitably chosen. Here we present their result, without proof:
A key step in the proof of Theorem 4.1 (see [3] and, in particular, [19] ) is to find two functions H int and H ext : the former defined on E and playing the role of a curvature with respect to internal variations, i.e.
for all F ⊂ E; the latter defined on R n \ E and playing a similar role there. It is then easy to see that H = H int χ E − H ext χ R n \E is indeed a curvature for E.
In the general case of partitions of R n , the same result can be obtained by choosing a curvature with respect to internal variations, for each effective region of the partition. Here is the result: (3.5) , and such that U minimizes Φ H among all partitions of R n .
Proof. We fix U ∈ U and, for each i ∈ N, we find (as in [3] ) H i ∈ L 1 (R n ), such that (i) H i ≤ 0, (ii) H i = 0 outside U i and (iii) U i minimizes M H i with respect to all internal variations (i.e. (4.1) holds with E and H int replaced by U i and H i ); it is then possible to prove that H = (H i ) i satisfies (3.5), as a consequence of the results of [3] . Now, take a competing partition V, fix V ∈ V, and observe that V i ∩ U i is an internal variation of U i . Hence, by summing on i, one obtains
We are going to prove that
As a first step, we claim that
for all Caccioppoli sets U = U (1) and V = V (1). To see this, we define
and show that
thanks to Theorem 2.4, this implies (4.3). To prove (4.4), fix x ∈ M and observe that x / ∈ U ∪ V since
as a consequence of
By (4.5), one similarly gets x / ∈ U (0) ∪ V (0), therefore the relation x / ∈ ∂U ∩ ∂V implies x ∈ N U ∪ N V , as wanted. Now we apply (4.3) and get
On the other hand, thanks to Lemma 1.1, we have
and therefore, owing to (2.2), we obtain
thus proving (4.2). Hence, by the choice of H i , one gets
for all V ∈ Part(R n ). Now, we describe the calibration method (see [9] ) which can be used to prove the local minimality of a partition with respect to an "optimal" choice of curvatures. Definition 4.3 (Calibration) Let A, Ω ⊂ R n be open sets, with A ⊂ Ω and ∂Ω Lipschitz, and let U =∈ Part(Ω) be such that P (U, Ω) = H n−1 (∂U ∩ Ω) < ∞ (here, ∂U denotes the topological boundary of U). We will say that a countable family of Borel vectorfields g i : Ω → R n , i = 1, 2, . . ., is a calibration for U in A if and only if (i) there exist U ∈ U and a closed,
Theorem 4.4 If U has a calibration {g i } i in A and H i = div g i , then one gets
for all compact variations W of U in A.
Proof. By Divergence Theorem (see Chapter 2 of [7] for details) one obtains, for all set E of finite perimeter in Ω and all i,
where n e denotes the outward pointing normal vector to ∂Ω and χ + E is the trace of χ E on ∂Ω. Then, since W i is a compact variation of U i , we get the following identity:
for all i. By recalling that
we can split the integrals in (4.8) over the interface set {S ij }, and then sum over i, j. Since ν ij = −ν ji and thanks to (ii), we obtain
Our aim is to use Theorem 4.4 in order to show that a certain partition is a local minimizer of (3.2) with respect to a careful choice of curvatures, being optimal in some sense. We start with a classical example (see [9] ) shown in Figure 1 . ), then g 2 and g 3 will be obtained by rotating g 1 counterclockwise of, respectively, 120 and 240 degrees. These three vectorfields form a calibration for Y, with associated curvatures H i = 0, hence Theorem 4.4 guarantees that Y is a local minimizer of the perimeter.
Example 4.6 -(Logarithmic 3-spiral) Let Ω be as in Example 4.5 and let L = {L 1 , L 2 , L 3 } be the partition obtained by modifying Y, such that the interfaces S hk are rotated copies of a logarithmic spiral (see Figure 2) . To simplify the notation, we identify R 2 with the complex plane C and define, for k = 1, 2, 3 and β(t) = − log(t), L k = te i[β(t)+α] : 0 < t < 1, 2 3 (k − 1)π < α < 2 3 kπ .
Then, we define g k (te iθ ) = ] (note that g k is constant on every circle centered at the origin). Moreover, a simple computation shows that {g 1 , g 2 , g 3 } is a calibration for L. The integrability of the corresponding curvatures H k = div g k is easily checked by direct computation: one has and this proves that H k ∈ L q for all 1 ≤ q < 2. By means of Theorem 4.4 we conclude that L has curvatures in L q for all 1 ≤ q < 2. Another nice property of L is the self-similarity, i.e. if we magnify it by a factor e 2π/3 , then the restriction to Ω coincides with L itself.
The next example arises from a previous one, due to Gonzalez, Massari and Tamanini [8] , and concerning a set of finite perimeter with prescribed mean curvature in L p (p = n = 2) having a singular boundary point (the case p = n is critical in this sense). Example 4.7 -(Bilogarithmic 3-spiral) Here we "spiralize" Steiner's partition in a suitable way, so that the resulting partition has curvatures in L 2 . One of the most remarkable properties of such spiral is that it blows-up to any rotation of Y (for a precise definition of blow-up of partitions, see [10] ). The construction of this new spiral B follows essentially the same steps of Example 4.6. We only need to choose β(t) in such a way that β(t) → +∞ as t → 0 + and, at the same time, A good choice is β(t) = log(1 − log(t)), as shown in [8] .
The L 2 -summability of the curvatures is somehow optimal for a spiral, since we can easily prove that whenever H k ∈ L p (Ω), for some p > 2, then β is a function of bounded variation on (0, 1), thus it cannot produce a spiral. To see this, we firstly observe that H k ∈ L p if and only if Example 4.8 -(Concentric annuli) This last example has already been considered in [13] as a counterexample to local finiteness of optimal segmentations. Here, we are interested in the summability of the generalized curvatures of the partition shown in Figure 3 . By means of calibration, we can see that this partition has generalized curvatures in L p , for all 1 ≤ p < 2. This completely agrees with the result of
