This paper analyzes the direction of the causality between crude oil, gold and stock markets for the largest economy in the world with respect to such markets, the US. To do so, we apply non-linear Granger causality tests. We find a nonlinear causal relationship among the three markets considered, with the causality going in all directions, when the full sample and different subsamples are considered. However, we find a unidirectional nonlinear causal relationship between the crude oil and gold market (with the causality only going from oil price changes to gold price changes) when the subsample runs from the first date of any year between the mid-1990s and 2001 to last available data (February 5, 2015). The latter result may explain the lack of consensus existing in the literature about the direction of the causal link between the crude oil and gold markets.
Introduction
The crude oil and gold markets are the main representative of the large commodity markets and seem to drive the price of other commodities (see Sari et al., 2010) . On the one hand, gold is the leader in the precious metal markets and is considered as an investment asset. Gold is a safe haven to avoid an increase in financial risk (see Aggarwal and Lucey, 2007) , a store of value (see Baur and Lucey, 2010 ) and a hedge against inflation (see Jaffe, 1989) ; consequently it is used as a fundamental investment strategy (see Baur and McDermott, 2010) . On the other hand, crude oil is the main source of energy and is also used as an investment asset. Therefore, investors often include one of the two commodities -gold and crude oil-or both in their investment portfolios as a diversification strategy (see Soytas et al., 2009) .
There seems to be a close relationship between the price movements of the two commodity markets, but there is no consensus on the direction of the influence. Baffes (2007) , Zhang and Wei (2010) and Sari et al. (2010) found that gold prices respond significantly to changes in oil prices. However, there are some authors such as Narayan et al. (2010) and Wang and Chueh (2013) that argue that oil and gold prices affect each other. 1 Reboredo (2013) pointed out the four mechanisms through which crude oil and gold (seen as an investment asset) are linked: a) the increase in oil prices leads to inflationary pressures (see, e.g. Hooker, 2002; Chen, 2009; Álvarez et al., 2011) that induces gold prices to increase since gold is seen as a hedge against inflation; b) high oil prices have a negative impact on economic growth (see Hamilton, 2003; Jiménez-Rodríguez and Sánchez, 2005; Kilian, 2008; Cavalcanti and Jalles, 2013) and asset values (see Reboredo, 2010) , which gives rise to an increase in gold price since it is seen as an alternative asset to store value; c) higher oil prices have a positive effect on revenues in net oil exporting countries, which increases their investment in gold to maintain its share in the diversified portfolios and, consequently, gold price increases due to higher gold demand (see Melvin and Sultan, 1990) ; and d) when the US dollar depreciates oil prices rise (see Reboredo, 2012) and investors may use gold as a safe haven.
Given that oil and gold are used as investment asset, 2 they are closely related to the evolution of stock market indices since any influence on decisions about investment portfolios affects the stock market returns (see Ciner et al., 2013) .
The relationship between changes in oil prices and stock market indices has been widely studied. Authors such as Jones and Kaul (1996) , Sadorsky (1999) , Ciner (2001) , Park and Ratti (2008) , Kilian and Park (2009), Ciner (2013) and Jiménez-Rodríguez (2015) found that an oil price increase has a negative impact on stock returns in oil importing countries, 3 while Bjørnland (2009) and found a positive impact of oil price increases on the stock market in oil exporting countries. However, there are fewer authors who have analyzed how gold prices affect stock market indices, and vice versa. Smith (2001) 4,5 studied the relationship between gold prices and the US stock price indices over the 1991-2001 period. He considered four gold prices (three set in London: 10.30 a.m. fixing, 3 p.m. fixing, and closing time; and one set in New York: Handy & Harmon) and six stock price indices (the Dow Jones Industrial Average, NASDAQ, the New York Stock Exchange, Standard and Poor's 500, Russell 3000, and Wilshire 5000) and showed evidence of a short-run relationship, but not a long-run link. He also found evidence of feedback between gold price set in the afternoon fixing and US stock price indices by using linear Granger causality test, but unidirectional causality from US stock price indices to gold price set in the morning fixing and closing time. Bhunia and Das (2012) analyzed the causal link between gold prices and Indian stock market returns, showing the bidirectional Granger-causality.
The study of the link between the two commodity markets (crude oil and gold) and the stock market indices is of interest to policymakers since the movements in the stock market has an important influence on macroeconomic variables development. To the best of our knowledge, there is no study in the related literature that analyzes the relationships between crude oil, gold and stock markets for the largest economy in the world, the US. 6 The contribution of this paper is to extend the literature on the relationships between the crude oil and gold markets and the Standards and Poor's 3 It is worth noting that there are some authors that did not find any significant impact of oil price changes on stock markets (see Huang et al., 1996; Apergis and Miller, 2009) .
4 Authors such as Sherman (1982) , Herbst (1983) and Jaffe (1989) had previously studied the role of gold in investment portfolio.
5 There are authors who state the relative benefits of including gold in the investment portfolios (see Sherman, 1982; Hillier et al., 2006; Baur and Lucey, 2010) . Sherman (1982) indicated that gold has less volatility than stocks and bonds and improves overall portfolio performance. Hillier et al. (2006) found that portfolios that include precious metals outperform those with standard equity portfolios. Baur and Lucey (2010) showed that gold can be considered as a hedge against stocks on average and a safe haven in extreme stock market conditions.
6 See the last Gross Domestic Product ranking table based on Purchasing Power Parity provided by the World Bank for 2013 (http://data.worldbank.org/data-catalog/GDPranking-table). 500 index by analyzing the direction of the causality and by considering data from the Great Moderation onwards. To do so, we apply the nonlinear Granger causality test for the full sample and for different subsamples in order to analyze the sensitivity of the results to the use of different sample periods. Additionally, we perform the nonlinear Granger causality test for windows of one natural year from 1986 up to 2014 to investigate the causal link within each specific year.
The paper is structured as follows. Section 2 describes the data and the methodology. Section 3 presents the results and discussion. Section 4 concludes.
Data and methodology
The empirical sample used for the present study consists of Standard and Poor's 500 daily adjusted closing price (SP500), West Texas Intermediate crude oil spot price (WTI) and Gold Bullion LBM US/Troy Ounce (Gold) from January 2nd, 1986 to February 5th, 2015, with a total of 7351 observations. All data are available from Bloomberg. These dates were chosen in order to capture different economic moments in the relationships between the series.
Prices were transformed into series of continuously compounded percentage returns by taking the first differences of the natural logarithm of the prices, i.e. r t = 100(ln(p t ) − ln(p t−1 )), where p t is the price on day t. We denote the return time series for SP500, WTI and Gold by SP500R, WTIR and GoldR, respectively. Figure 1 shows the behavior of the prices and returns for each series. Table 1 presents the descriptive statistics of the return time series. The statistics are consistent, as expected, with some of the stylized facts of financial and economic time series (see Cont, 2001 ). In particular, the kurtosis indicates that return distributions are leptokurtic. Moreover, the Jarque and Bera (1987) statistic confirms returns are not normally distributed.
We first analyze the stationarity of the variables considered 7 by applying the Augmented Dickey and Fuller (1981) test and the Residual Augmented Least Squares (RALS) test proposed by Im et al. (2014) , which does not require either knowledge of a specific density function of the error term or knowledge of functional forms. In addition to stationarity, it is standard to test for linearity of the asset variables. Thus, we apply the BDS test (Brock et al., 1996) and the Tsay (1986) test to our variables. Whereas the Tsay test is a direct test for non-linearity of a specific time series, the BDS test is an indirect test.
The aim of the Tsay (1986) test is to detect quadratic serial dependence in the data (see Tsay, 1986 , for further details). The BDS test was originally developed to test for the null hypothesis of independent and identical distribution (iid) in order to detect non-random chaotic dynamics, but when it is applied to the residuals from a fitted univariate linear time series model the test uncovers any remaining dependence and the presence of an omitted nonlinear structure. Consequently, if the null hypothesis cannot be rejected, then the fitted univariate linear model cannot be rejected. However, if the null hypothesis is rejected, the fitted univariate linear model is misspecified, and in this sense, it can also be treated as a test for nonlinearity (see Zivot and Wang, 2006) . There are two main advantages of choosing the BDS test: (1) it has been shown to have more power than other linear and nonlinear tests (see Brock et al., 1991; Barnett et al., 1997) ; and (2) it is nuisance-parameter-free and does not require any adjustment when applied to fitted model residuals (see F de Lima, 1996) . See Brock et al. (1996) for further details.
We analyze the Granger causality relationship among the variables considered. Notice that for a strictly stationary bivariate process {X t , Y t } the process {Y t } is Granger caused by {X t } if the past and current values of {X t } contain additional information of future values of {Y t } that is not contained in past and current values of {Y t } alone. 8 Recently, there has been an increase of interest in nonparametric versions of the Granger noncausality hypothesis against linear and nonlinear Granger causality (see Hiemstra and Jones, 1994; Bell et al., 1996; Su and White, 2008) . Given that the linear Granger causality test might fail to uncover nonlinear causal relationships, we use the Diks and Panchenko (2006) nonlinear Granger causality test (hereafter, DP test).
The DP test is a nonparametric Granger causality test based on the use of the correlation integral between time series and based on Baek and Brock (1992) but without the assumption of the time series being mutually and individually independent and identically distributed. It has has also been shown to be more display short-term temporal dependence, since it reduces the over-rejection whenever the null hypothesis is true.
We next describe the DP test closely following the description offered by Diks and Panchenko (2006) . It is denoted by X
.., Y t ) the delay vector of X t and Y t , respectively. The null hypothesis tested is the lack of causality, that is, that past observations of X t do not contain additional information about Y t+1 :
Considering a strictly stationary bivariate time series {X t , Y t }, the null hypothesis is a statement about the invariant distribution of the (
Assuming that the null hypothesis is a statement about the invariant distribution of W t , the time subscript can be dropped and it can be just written as W = (X, Y, Z). To simplify the test description, it is assumed that l X = l Y = 1. Thus, the conditional distribution of Z given (X, Y ) = (x, y) is the same, under the null hypothesis, as that of Z given Y = y. In terms of joint probability density function, f X,Y,Z (x, y, z), and its marginals, the null hypothesis has to ensure:
for each vector (x, y, z) in the support of W . Thus, it can be stated that X and Z are independent conditionally on Y = y for each value of y (see Bekiros and Diks, 2008; Wolski, 2014) . Diks and Panchenko (2006) show that the reformulated null hypothesis implies the q statistic to be noted as
where the proposed estimator for q is:
where I U ij = I( U i − U j < ǫ n ), with I(·) being an indicator function, · being the maximum norm and ǫ n being the bandwidth which depends on the sample size. Denotingf U (U i ) as the local density estimator of the vector U at U i ,i.e.,f
the test statistic simplifies to
(6) Considering one lag (which implies that
, for a sequence with bandwidth ǫ n = Cn −β , where C > 0 and 1/4 < β < 1/3, the test statistic satisfies
where S n is an estimator of the asymptotic standard error of T n (·) and D −→ denotes convergence in distribution. We implement a one-tailed version of the test, rejecting the null hypothesis if the left hand side of the equation (7) is too large. See Diks and Panchenko (2006) for further details. Notes: The null hypothesis is that there is a unit root. The lag was selected by using Bayesian Information Criteria. One/two/three asterisks mean a p-value less than 10%, 5% and 1%, respectively. Table 2 shows the results of the ADF and the RALS. Both tests fail to reject the null hypothesis that the series in levels are non-stationary and reject the null hypothesis that the series in first differences are non-stationary at the 5% critical level. Thus, the series in levels are integrated of order one, I(1).
Empirical Results
We perform the BDS test on the residuals of the return time series for dimensions up to 4 and values of ǫ equal to 0.5σ x , σ x , 1.5σ x , where σ x represents the standard deviation of the return time series x t . The results of the tests show the rejection of the null hypothesis in all cases (see Table  3 ), from which the nonlinearity of the series can be inferred. Table 4 shows the results of the Tsay (1986) test, showing that we reject the null hypothesis of linearity and confirming results found with the BDS test. Therefore, there seems to be a nonlinear univariate structure behind all our time series. This information is considered and we use the nonlinear Granger-causality test proposed by Diks and Panchenko (2006) . We apply the DP test to the delinearized series. The series have been delinearized by using a VAR filter, whose lag length is chosen on the basis of Bayesian Information Criterion. As Hiemstra and Jones (1994) and Bampinas and Panagiotidis (2015) state "by removing linear predictive power with a VAR model, any causal linkage from one residual series of the VAR model to another can be considered as nonlinear predictive power ". We perform the DP test for the full sample and for different subsamples to investigate the sensitivity of such results to the use of different sample periods. Additionally, we apply the DP test for windows of one natural year from 1986 up to 2014 in order to analyse the causal link within each specific year. Table 5 presents the results of DP test for the full sample (January 2, 1986 -February 5, 2015) in a compact way following the simplifying notation of Bekiros and Diks (2008) , who consider one/two/three asterisks to indicate that the corresponding p-value of a test is lower than 10%, 5% and 1%, respectively. Directional causalities will be denoted by the functional representation , i.e., x y means that the VAR filtered r x series does not Granger cause the VAR filtered r y series. (·, ·, ·) denotes the value of p for the V AR(p) filter of the series {x, y}, {x, z} and {y, z}. Finally, x represents SP500R, y refers to WTIR and z is GoldR. y y x x z z x y z z y 1 * * * * * * * * * * * * * * * * * * 2 * * * * * * * * * * * * * * * * * * 3 * * * * * * * * * * * * * * * * 4 * * * * * * * * * * * * * * 5 * * * * * * * * * * * * * * Note: Note: One/two/three asterisks mean a p-value less than 10%, 5% and 1%, respectively. The null hypothesis is that r x does not Granger cause r y (i.e., x y). Denoting SP500R, WTIR and GoldR as x, y and z, respectively. Table 5 indicates that the three markets considered (the crude oil, gold and stock markets) are interrelated, with the causality going in all directions. The bidirectional causality between the price movements of the two commodity markets is in concordance with Narayan et al. (2010) and Wang and Chueh (2013) , showing the mutual influence of the two investment assets since the Great Moderation. Moreover, the bidirectional causality between the Standard and Poor's 500 returns and changes in the price of the two commodities implies that movements in S&P's 500 index may be monitored by observing changes in commodity prices and vice versa. The feedback relationship between the crude oil and stock markets is in line with Ciner (2001) , among others. The bidirectional causal relationship between One, two and three asterisks mean a p-value less than 10%, 5% and 1%, respectively. The null hypothesis is that r x does not Granger cause r y (i.e., x y). Denoting SP500R, WTIR and GoldR as x, y and z, respectively. Even though the DP test is run considering different lags (l = 1, 2, 3, 4, 5), it is only reported for each sample the lowest significance level (*,** or ***) for the cases in which causality appears at every lag considered. If no asterisk appears for a particular sample, it means that the causality may exist at some specific lag but not at all possible lags considered.
the gold market and the US stock price index is very relevant and has been only found by Smith (2001) for a specific gold price (3 p.m. fixing).
To analyze whether the results obtained depends on the sample period considered we apply the DP test to different subsamples, with subsam-ples containing a minimum of five years of observations. Whereas Table  6 presents the results for the subsamples that run from January 2, 1986 to the last available observation of the year indicated under the notation "ending year", Table 7 shows the results for the subsamples that run from the first available observation of the year indicated under the notation "starting year" to February 5, 2015. Both Tables only report for each sample the lowest significance level (*,** or ***) for the cases in which causality appears at every lag considered. If no asterisk appears for a particular sample, it means that the causality may exist at some specific lag but not at all possible lags considered. Tables 6 and 7 show that we reject the null hypothesis of that S&P's 500 returns do not Granger cause oil price changes at the 1% critical level for most subsamples. We also reject that oil price changes do not Granger cause S&P's 500 returns at a 5% critical level for an important number of subsamples. Thus, the bidirectional causality between the crude oil and stock markets found for the full sample is verified when different subsamples are considered, although the causality from oil price changes to S&P's 500 returns seems to weaken depending on when the sample starts and ends.
Tables 6 and 7 also indicate the rejection of the null hypothesis when the returns of the gold and stock markets are considered, showing so a bidirectional causality for almost all subsamples and confirming the results obtained for the full sample. Additionally, these tables reveal the feedback relationship between the crude oil and gold markets when the sample starts in January 2, 1986 and ends in the last available observation of any year beyon 1991. However, a unilateral Granger causality was found from oil price changes to gold price changes when the sample starts in the first available observation of any year between the mid-1990s and 2001 and ends in February 5, 2015 . This may explain why some authors (see, e.g. Zhang and Wei, 2010 ) find a unilateral causality.
Finally, Table 8 reports the results of the DP test for windows of one natural year from 1986 up to 2014, although these results have to be considered with caution since the DP test is an asymptotic test. Table 8 shows no evidence of a causality within most of the years considered. The main exception to this is for the years 2008 and 2009 (the period of global financial crisis), where the three markets appear interrelated. These causal relationships might be due to the fact that gold is considered a safe haven for investors in times of financial crisis and economic instability and also due to investors seeking refuge on gold and other commodities such as oil and energy derivatives after the collapse of the real state market. One, two and three asterisks mean a p-value less than 10%, 5% and 1%, respectively. The null hypothesis is that r x does not Granger cause r y (i.e., x y). Denoting SP500R, WTIR and GoldR as x, y and z, respectively. Even though the DP test is run considering different lags (l = 1, 2, 3, 4, 5), it is only reported for each sample the lowest significance level (*,** or ***) for the cases in which causality appears at every lag considered. If no asterisk appears for a particular sample, it means that the causality may exist at some specific lag but not at all possible lags considered.
Conclusions
This paper provides new evidence on a nonlinear causal link among the three markets considered (with the causality going in all directions) for the full sample, for subsamples starting in January 2, 1986 and ending in the last available observation of any year beyond 1991 and for subsamples starting in the first available observation of any year beyond 1987 and ending in February 5, 2015. The only exception to this is the existence of a nonlinear unidirectional causal relationship between the crude oil and gold market (with the causality only going from oil price changes to gold price changes) for subsamples that going from the first date of any year between the mid1990s and 2001 to February 5, 2015. Therefore, the causality between the price movements of the crude oil and gold markets seems highly dependent on the sample used, which may explain the contradictory results found in the related literature.
The causal link found among the three markets implies that changes in the S&P's 500 index may be monitored by observing changes in the returns of the two commodity markets considered (and vice versa), which is valuable for policymakers
