ABSTRACT: The usefulness of time-series simulation of daily rainfall for estimating large quantiles of the distribution of 10 d seasonal maximum rainfall is questioned. The emphasis is on rare 10 d events having a mean recurrence time much longer than the length of the historical record. Time-series simulation uses nonparametric resampling. With a theoretical example assuming no temporal dependence, it is shown that simulation of a long-duration sequence by resampling from the original historical record using the standard bootstrap method yields a much better estimate of a large quantile of the 10 d seasonal maximum distribution than fitting a Gumbel or Generalized Extreme Value (GEV) distribution to the 10 d seasonal maxima from the original data. This is because a sample of daily values contains more information on the distribution of the 10 d maxima than the individual 10 d seasonal maxima from the sample. Using observed daily rainfall data from Stuttgart (Germany), it is demonstrated that the tail of the distribution of the daily rainfall amounts and temporal dependence strongly influence the distribution of extreme 10 d rainfalls. The incorporation of temporal dependence into the simulated data using nearest-neighbour resampling is considered. Using a first-and second-order resampling model, it is demonstrated that misspecification of the order of dependence may lead to a substantial bias in the quantiles of the 10 d seasonal maximum distribution. It is shown that the underestimation of large quantiles of the distribution of the 10 d maxima, resulting from the inability to generate larger daily values than those observed, is small. Despite these biases, it is expected that, in the case of temporal dependence of daily rainfall data, nearest-neighbour resampling is able to provide reliable estimates of large quantiles of the distribution of multi-day rainfall amounts, as in the example of no dependence.
INTRODUCTION
There is currently a large literature on the stochastic simulation of daily rainfall sequences. This Monte Carlo approach is sometimes viewed as a 'magic tool' for producing much-wanted data. For instance, a time series of sufficient length can be generated if the historical rainfall record is too short for the desired application. However, a simulation model does not contain more information than is available in the existing data. Moreover, the generated rainfall time series may not have the same statistical properties as the observed rainfall data. This brings into question the benefit of generating long synthetic sequences. The author was faced with this problem after the presentation of preliminary results from a rainfall generator for the Rhine river basin.
Despite the large number of time-series simulation studies in the climatological and hydrological literature, the question of whether or not a stochastic simulation can result in better estimates of a design variable than a statistical analyses of the historical data alone has seldom been addressed. One study (Vogel & Stedinger 1988) examined the value of stochastic streamflow models for the design of storage reservoirs. They concluded that a simple log-normal first-order autoregressive model generally lead to improved estimates of the design capacity in terms of root mean square error than when only the historical flow data were considered, even in situations of model misspecification.
In the present study, the estimation of a large quantile of the distribution of 10 d seasonal maximum rainfall is considered. The motivation for choosing 10 d rainfall is that prolonged heavy rainfall during the winter is the major cause of extreme flows of the Rhine river in the Netherlands. Non-parametric resampling techniques are used to generate synthetic sequences. Section 2 considers a simple daily rainfall model for which the distribution of the 10 d seasonal rainfalls is known. Quantile estimates from resampled sequences using the bootstrap method are compared with those based on extrapolation of distributions fitted to the 10 d seasonal maximum rainfall amounts from the original data. The sensitivity of the 10 d seasonal maximum distribution to model assumptions is discussed in Section 3. Nearest-neighbour resampling is introduced in Section 4, as an extension of the bootstrap method for autocorrelated data, to demonstrate some aspects of deficiencies in the model. Section 5 closes the paper with a discussion and conclusions.
EXTREME 10 d RAINFALL IN A STOCHASTIC MODEL
Here, we assume that the probability of rain p wet is not dependent on rainfall occurrence on previous days and on the time of the year. For the wet days, it is assumed that the rainfall amounts are mutually independent and identically distributed. The positively skewed distribution of these wet-day rainfall amounts is taken to be exponential with scale parameter α:
(1) Let S D be the total rainfall amount over some period of D days, and N D the number of wet days in that period. The distribution of S D follows through conditioning on
Since the sum of n independent values from the exponential distribution (Eq. 1) has a gamma distribution with shape parameter n and scale parameter α, the conditional distribution of S D on the right-hand side of Eq. (2) is given by 
The distribution of S D, max can easily be calculated with Eqs. (4), (5) & (6). We now consider the estimation of a large quantile of this distribution through resampling from a short data record from the underlying stochastic rainfall model. We take p wet = 0.5, D = 10 and I = 20. The season of interest has thus a length of 200 d (e.g. a winter or summer half-year). Because the performance criteria used are insensitive to the scale parameter α of the exponential distribution, we set α = 1.
A large number of sequences of J = 20 yr were generated. For each sequence, the seasonal maxima S 10,max were determined. The S 10,max for the first 3 simulation runs are presented as a Gumbel plot in Fig. 1 . For short and moderate return periods, there is little difference between the 3 simulations. The ordered maxima almost fall on the line representing the true distribution from Eq. (6). The largest values in the 3 simulations, however, greatly differ. This shows that it is not possible to get reliable estimates of large quantiles of the distribution of S 10,max from the observed 10 d maxima in a short record of J = 20 yr, e.g. the 10 d rainfall amount that is exceeded on average once in T = 100 yr. The question is whether or not time-series simulation can provide better estimates of such quantiles. This is explored here with the bootstrap method.
A 20 yr simulation contains 20 × 200 = 4000 values. For each simulation, a new series of J* = 499 yr was generated by random sampling with replacement from these 4000 values. Thus, no new daily values were generated, and a specific daily value was generally sampled several times. The largest 10 d rainfalls in the For the quantile S D,max (100) that is exceeded on average once in 100 yr (the '100 yr event'), Table 1 compares the estimates based on extrapolation of distributions fitted to the 10 d seasonal maximum rainfall amounts in the original record of J = 20 yr with those obtained from resampled sequences of J* = 499 and J* = 1999 yr. Both the Gumbel and Generalized Extreme Value (GEV) distributions were fitted to the S 10,max distributions using probability weighted moments (Landwehr et al. 1979 , Hosking et al. 1985 . For the resampled data, the 100 yr event was also estimated as the r th largest seasonal maximum MAX* r , with r = (J* + 1)/100. The bias, standard error (SE) and root mean square error (RMSE) of the various quantile estimates were derived from 399 simulated 20 yr sequences using the stochastic daily rainfall model. In Table 1 , these performance measures are divided by the true value (17.75) of S D,max (100).
The Gumbel distribution overestimates S D,max (100) by about 3% in all cases. This departure from the true distribution can be seen in Figs. 1 & 2 where the true distribution appears as a slightly concave curve rather than a straight line. The more flexible GEV distribution is able to describe such a concave plot. This higher flexibility is, however, paid for by an increase in the SE of the 100 yr event, especially for the original 20 yr series. As a result, for small samples, the estimate from the GEV distribution is not better than that from the Gumbel distribution in terms of RMSE. There is also some bias in the GEV estimate for J = 20 which is, unlike the bias in the Gumbel estimate, mainly due to the small sample size. This bias of the GEV estimate almost disappears in the longer resampled series. More important than the differences in bias are the smaller SEs of the estimates from the resampled sequences resulting from the better use of the available informa- tion about extreme 10 d rainfall events in the data. The RMSEs of these estimates are, therefore, less than half those of the best estimate from the seasonal maximum rainfalls in the original 20 yr series.
From the theory of order statistics, a simple approximation can be given to the variance of the r th largest value MAX r in a sequence of J years (David 1981 , his Section 4.6): (7) where T is the return period, r = (J + 1)/T and ƒ D,max (.) is the probability density of S D,max (8) where F D (x) is given by Eq. (5) and (9) The SE based on Eq. (7) is given in parentheses in Table 1 . It is smaller than the corresponding SE for the resampled data. The extra variation of MAX* r is due to the limited length of the records from which the data are resampled. For a finite record length of J years, var(MAX* r ) tends to a non-zero limit with growing J*. The variance can then only be further reduced by resampling from records longer than J years. This also applies to other estimates of S D,max (T ). For the estimate of the 100 yr event in Table 1 , the decrease in SE and RMSE is small if J* is increased from 499 to 1999, in particular for the estimates from the Gumbel and GEV distributions.
SENSITIVITY OF THE 10 d MAXIMA TO MODEL ASSUMPTIONS
Some extensions to the simple stochastic rainfall model in the previous section are possible that allow for easy calculation of the S 10,max distribution. First, the exponential distribution for the wet-day rainfall amounts can be replaced by the more general gamma distribution. The conditional distribution of S D given the number N D of wet days then becomes: (10) where Γ(.) is the gamma function, α is the scale parameter and ν the shape parameter of the gamma distribution for the wet-day rainfall amounts. For ν = 1 (exponential distribution), Eq. (10) 
reduces to Eq. (3).
A second extension is to vary the wet-day probability p wet between the D-day periods according to a beta distribution. This leads to the beta-binomial distribution for the number N D of wet days (e.g. Prentice 1986): (11) with π wet the mean of p wet (the unconditional probability of a day being wet). The probabilities that N D = 0 and N D = D follow from Eq. (11) by adopting the con-
The beta-binomial distribution is an example of a compound distribution, i.e. a distribution that arises by assigning a distribution to one or more parameters of a particular family of distributions. The randomness of p wet may be interpreted as a persistence effect, wet days tend to be clustered in D-day periods with relatively high values of p wet . The degree of clustering increases with increasing γ. For γ = 0, the beta-binomial distribution reduces to the binomial distribution, given by Eq. (4). The use of the beta distribution is similar to that in Hansen & Mavromatis (2001) and Wan et al. (2005) who perturbed the probability of rain in each month in their stochastic models to get an increase in the interannual variability of the frequency of wet days.
A third extension is to introduce persistence in the wet-day rainfall amounts as well by varying the scale parameter α of the gamma distribution in Eq. (10) between the D-day periods. The most tractable way to do so is to assume that 1/α has a gamma distribution with shape parameter τ and scale parameter β (e.g. Johnson et al. 1994 Chapter 17, Koutsoyiannis 2004 ). The conditional distribution of S D then becomes a beta distribution of the second kind: (12) with B(.,.) the beta function.
The different models are now compared using the 10 d maximum rainfall amounts at Stuttgart (Germany) in the 180 d periods 2 October to 30 March (29 March in leap years) of the 34 winters 1961/62,…,1994/95. In order to reduce the effect of the annual cycle, the 180 d period was divided into three 60 d seasons. For each season, the wet-day probabilities p wet in Eq. (4) and π wet in Eq. (11) were set equal to the observed fraction of wet days (days with 0.1 mm rainfall or more). The parameters of the exponential and gamma distributions of the wet-day rainfall amounts were estimated by the method of moments. The method of moments was preferred here to avoid bias in the standard deviation (SD) of the 10 d rainfall amounts due to parameter estimation. Such a bias may occur if the gamma distribution is fitted by the method of maximum likelihood because of underestimation of the SD of the wet-
day rainfall amounts (Wilks 1999 ). An estimate of the parameter γ of the beta-binomial distribution was obtained for each season by equating the theoretical variance of N 10 to the corresponding sample variance. Fig. 3 compares frequency distributions of N 10 from the fitted distributions with the observed distribution of N 10 . It can be seen that the binomial distribution is too concentrated about its mean; it underestimates the frequency of both 10 d periods with a large number of wet days and those with a large number of dry days. The beta-binomial distribution fits quite well. The estimation of the parameters ν, β and τ of the compound gamma distribution for wet-day rainfall is given in Appendix 1. Eqs. (2) & (6) were applied to obtain the distribution F 10,max,i (x) of the maximum 10 d rainfalls for each of the three 60 d seasons (i = 1, 2, 3), from which the distribution of the maximum for the whole 180 d winter period follows as (13) Fig. 4 shows that the simple rainfall model in Section 2 with no persistence in daily rainfall occurrence and exponentially distributed rainfall amounts grossly underestimates the quantiles of the 10 d winter maximum distribution. The underestimation is roughly halved if the gamma distribution is fitted to the wetday rainfall amounts. The latter fits the upper tail of the distribution of the wet-day rainfall amounts much better than the exponential distribution. The underestimation (20 to 25%) of the quantiles of the distribution of the 10 d winter maxima is mainly due to the absence of persistence in the daily rainfall amounts. Bootstrapping the historical daily values results in an underestimation of similar magnitude (Brandsma & Buishand 1999 ). Due to the absence of persistence, the SD of the 10 d rainfall amounts S 10 is underestimated by about 25%, resulting in too few 10 d periods with extreme rainfall. The use of the beta-binomial model for rainfall occurrence reduces the underestimation of the quantiles of the distribution of the 10 d winter maxima, but these quantiles are still not satisfactorily reproduced. This is in line with results elsewhere that incorporation of persistence in the occurrence of wet and dry days is generally not sufficient to preserve the standard deviation of monthly rainfall totals (e.g. Katz & Parlange 1998). The beta-binomial model with independent wet-day rainfall amounts from the gamma distribution underestimates the SD of S 10 by 13%. Introducing randomness of the scale parameter of the gamma distribution leads to a further increase of the quantiles of the 10 d winter maximum distribution. There is still some underestimation of the SD of S 10 (about 7%) with this extension. The reproduction of the 10 d winter maximum distribution looks, however, reasonable.
NEAREST-NEIGHBOUR RESAMPLING
From Section 3 it is clear that we need an extension of the standard bootstrap method to build persistence into the simulated daily rainfall sequences. Nearestneighbour resampling is such an extension. Lall & Sharma (1996) discussed the connection between nearest-neighbour resampling and Markov chain modelling and explored the utility of the method for resam- compared with the 10 d maximum distributions for 4 stochastic rainfall models: number of wet days binomial with exponentially (Bin/exp) or gamma (Bin/gam) distributed wet-day rainfall amounts; and number of wet days beta-binomial with a gamma (Beta-bin/gam) or a compound gamma (Beta-bin/beta2) distribution for the wet-day rainfall amounts pling hydrologic time series. Young (1994) and Rajagopalan & Lall (1999) used nearest-neighbour resampling for generating daily weather data. Different resampling models can be defined which may lead to different extreme-value distributions of the generated multi-day rainfall amounts. In Section 4.1, a first-order resampling model is compared with a second-order model. The fact that the highest generated value cannot be larger than the highest historical daily value may limit the use of re-sampling techniques. This limitation is explored in Section 4.2 using the 10 d winter maximum rainfalls at Stuttgart.
First-and second-order resampling models
In the first-order model, resampling is conditioned on the last generated value x* t . This is achieved by finding the k nearest neighbours of x* t in the historical record in terms of Euclidean distance: (14) where x s is the s th historical value. For the Stuttgart data, the search for nearest neighbours was restricted to the historical values for the season of interest. One of the k nearest neighbours was selected at random and the historical value subsequent to that nearest neighbour was adapted as the simulated value for the next day t + 1. As in Lall & Sharma (1996) , the j th closest neighbour was selected with probability (15) If there were several potential j closest neighbours because of an equal distance from x* t , then one of these days was sampled at random. This occurred e.g. if x* t = 0, in which case one of the N dry dry days in the 60 d season of interest was selected with probability 1/N dry . For each 180 d winter period, the value for the first day (2 October) was randomly sampled from the historical values in the first 60 d season.
A second-order resampling model is obtained by including the value simulated for day t -1 in the search for nearest neighbours, using the metric: (16) For simplicity, the weights w 1 and w 2 were taken to be 1. The optimization of weights is discussed by Mehrotra & Sharma (2006) . Their algorithm considers the minimization of the error of predicting a new value rather than statistics of extremes. The simulation was started by sampling 2 successive historical values in the first 60 d season.
The models defined above were used to generate 1999 yr sequences for Stuttgart. Fig. 5 compares the distribution of the 10 d winter maxima of the simulated data with that of the observed 10 d winter maxima. The parameter k was taken to be 5 in these simulations. The values for the simulated data in Fig. 5 refer to the average ordered 10 d winter maximum amounts in 5 runs of 1999 yr each. Both the first-and second-order model reproduce the observed winter maximum distribution well, in particular the second-order model. For long return periods, the quantiles from the simulations with the secondorder model exceed those from the first-order model. This was also found in simulations with k = 10 and k = 50.
The first-and second-order models underestimate the SD of the 10 d rainfall amounts S 10 by 5 and 3%, respectively. In practice, it is often difficult to decide which is the correct model. Misspecification of the order of dependence may lead to a substantial bias in the large quantiles of the 10 d winter maximum distribution. For the simulations in Fig. 5 , the quantiles from the second-order model differ about 5% from those from the first-order model if T > 20 yr.
Significance of larger daily amounts than observed
In Section 2, long daily rainfall sequences were generated by resampling from a relatively short series of 20 yr. Despite the fact that the highest simulated value could not be larger than the highest daily value in the 20 yr series, a large quantile of the 10 d seasonal maximum distribution was adequately reproduced. The extreme 10 d rainfalls S 10 in that example mainly and of the 10 d maxima in resampled sequences. Plots for the resampled data are based on 5 simulation runs of 1999 yr with a first-order or second-order nearest-neighbour model refer to 10 d periods with moderately large rainfall over a number of days rather than to 10 d periods with very large rainfall on a single day. A daily value exceeding S 10,max (100) occurs, for instance, only once in 500 000 yr. The situation can, however, be quite different for heavy-tailed distributions. Several classes of heavy-tailed distributions can be defined (Embrechts et al. 1997, their (18) The parameter θ determines the shape of the distribution. The distribution is subexponential if θ < 0. For θ = 0, the distribution should be interpreted as the limit of Eq. (18) as θ → 0, giving (19) This distribution arises if we truncate the distribution in Eq. (1) at the threshold u and is also known as the exponential distribution. If θ > 0, the GPD has an upper bound of u + α /θ. Unfortunately, it is not possible to get an accurate estimate of the parameter θ from a series of 35 yr. Quite often θ can be assumed to be constant over a certain geographical area and a reasonable estimate of θ can then be derived from a large number of records for that area. For daily maximum rainfalls in the winter halfyear (October to March), such regional analyses have been performed by Buishand (1983) for the Netherlands, Brandsma & Buishand (1999) for the German part of the Rhine basin, and Gellens (2002) for Belgium. These analyses suggest that θ < 0. Here, we consider the GPD with the shape parameter taking values θ = -0.2, -0.1 and 0. The parameter α was estimated as (1 + θ)(x u -u) with x u the mean of the daily rainfall amounts exceeding u. The threshold u was set equal to 20 mm (17 exceedances), 17 mm (14 exceedances) and 14 mm (16 exceedances) for the first, second and third 60 d seasons, respectively.
Whenever the largest or second largest historical daily rainfall amount of a 60 d season occurred in the 1999 yr simulated sequence, it was replaced by a value from the GPD. This value was conditioned to exceed the third largest historical value. Details are given in Appendix 2. For the second-order resampling model, Table 2 compares some estimated quantiles (MAX* r ) of the 10 d winter maximum distribution from the original simulations with those from the perturbed simulations. The values of MAX* r in the table are averages over 5 simulation runs of 1999 yr. The effect of the perturbation is small for return periods shorter than the length of the historical series. For longer return periods, the quantiles of the simulations that were perturbed with values from the tail of the exponential distribution are lower than the corresponding quantiles of the original simulations. The opposite is found if the perturbations are based on the GPD with θ = -0.2. The relative differences are about 5% for T = 100 and T = 250 yr. Similar differences were obtained by replacing the 4 largest historical daily rainfall amounts of each 60 d season in the simulated sequences by random numbers from the tail of the GPD. The earlier mentioned regional analyses of daily maximum rainfalls suggest that the upper tail of the distribution of the daily rainfall amounts is longer than that of the exponential distribution, but not as long as that of the GPD with θ = -0.2. It can therefore be assumed that the relative differences between the perturbed simulations in Table 2 are larger than the potential bias caused by the inability of the resampling procedure to generate larger values than the highest historical daily rainfall.
DISCUSSION AND CONCLUSIONS
Resampling of daily rainfall data was used to estimate a quantile of the distribution of the 10 d seasonal maximum rainfall amounts. The emphasis was on quantiles with a mean recurrence time exceeding the length of the historical record. For synthetic data generated with a simple stochastic rainfall model assuming no temporal dependence in the probability and amount of rain, it was demonstrated that resampling by the standard bootstrap method could provide a much better estimate of a large quantile of the 10 d seasonal maximum distribution than the classical method of fitting a Gumbel or GEV distribution to the 10 d seasonal maximum rainfall amounts. The longer the record from which the data are resampled, the more accurate the quantile estimate will be that is obtained with the bootstrap method.
For daily rainfall data from Stuttgart it was shown that both the persistence in the occurrence of rain and the wet-day rainfall amounts have to be taken into account if the distribution of extreme 10 d rainfalls has to be preserved, which is not the case for the standard bootstrap method. Nearest-neighbour resampling was employed to reproduce the temporal dependence structure of these data. Resampling with a second-order model then resulted in somewhat higher quantiles of the 10 d winter maximum distribution than resampling with a first-order model. Particular attention was given to the potential bias in large quantiles of the distribution due to the inability of a resampling procedure to generate larger daily rainfall amounts than the highest observed daily value. Replacing the largest simulated daily rainfall amounts by random values from the tail of the GPD suggests that this bias is small. This study was restricted to daily rainfall simulation at a single site. The joint simulation of several weather variables at a single site was discussed in early papers examining nearest-neighbour resampling (Young 1994 , Rajagopalan & Lall 1999 . Buishand & Brandsma (2001) and Leander et al. (2005) used the method for multi-site simulation of daily rainfall and temperature. In contrast to the simulations presented in this paper, Sharma & Lall (1999) applied nearest-neighbour methods to generate first the wet and dry spells, and then the daily rainfall amounts for each wet spell. Harrold et al. (2003a) formulated a nearest-neighbour model for generating daily rainfall occurrence that was able to reproduce long-term variability. The wet-day rainfall amounts were generated from a kernel-based nonparametric estimate of the probability density (Harrold et al. 2003b) . The advantage of the latter is that larger values than the highest observed daily rainfall amounts can be generated. It is uncertain, however, whether or not the method properly describes the extreme upper tail of the daily rainfall distribution.
To summarize: stochastic simulation offers the opportunity to obtain reliable estimates of large quantiles of the distribution of multi-day rainfall amounts. However, one should realise that the SE of a quantile estimate cannot be made arbitrarily small by generating very long records and one should be aware of the consequences of model misspecification. In Section 3, a compound gamma distribution for wet-day rainfall was defined by varying its scale parameter α between the D-day periods. Let K ≤ IJ be the number of wet D-day periods in the season of interest, i.e. D-day periods for which N D > 0. Then the wet-day rainfall amounts x ik can be represented as (A1) with n k the number of wet days in the kth wet D-day period, g ik a gamma variable with scale parameter 1 and shape parameter ν, and α k a random scale parameter. g ik and α k are assumed to be independent. It is further assumed that 1/α k has a gamma distribution with scale parameter β and shape parameter τ.
For the derivation below we need the first 2 moments of α k , which are given by
The model for the wet-day rainfall amounts has 3 unknown parameters: ν, β and τ. In this study, these parameters were estimated from the mean, the within D-day periods sums of squares SS w and the between D-day periods sums of squares SS b of wet-day rainfall. The latter 2 quantities are defined by:
with n the total number of wet days,
x. k the mean wet-day rainfall amount in the kth wet D-day period,
and x the overall mean wet-day rainfall amount,
For the mean wet-day rainfall amount, it follows from Eqs. 
Since the mean of the term within square brackets equals zero, the mean of SS b is given by:
because the x. j 's are independent. For the variances of the x. j 's in the right-hand side of Eq. (A13) we can write:
Substitution of Eq. (A14) into Eq. (A13) gives, after some algebra:
The estimates of ν, β and τ are readily obtained by replacing μ wet , E(SS w ) and E(SS b ) in Eqs. (A9), (A11) & (A15) by x, SS w and SS b , respectively. The fit to SS w and SS b ensures that the total variance of wet-day rainfall is preserved as in the model with fixed parameters for the gamma distribution. 
