Abstract-We extend our previous work on space-frequency quantization (SFQ) for image coding from wavelet transforms to the more general wavelet packet transforms [2]. The resulting wavelet packet coder offers a universal transform coding framework within the constraints of filterbank structures by allowing joint transform and quantizer design without assuming a priori statistics of the input image. In other words, the new coder adaptively chooses the representation to suit the image and the quantization to suit the representation. Experimental results show that, for some image classes, our new coder gives excellent coding performance.
in [7] to search for the best wavelet packet transform. Substantial coding improvements were reported of the resulting wavelet packet coder over wavelet coders for different classes of images, whose space-frequency characteristics were not well captured by the wavelet decomposition. However, the simple scalar quantization strategy used in [7] does not exploit spatial relationships inherent in the wavelet packet representation. Furthermore, the results in [7] were based on first order entropy. In this work, we introduce a new wavelet packet SFQ coder that undertakes the joint optimization of the wavelet packet transform and the powerful SFQ scheme. Experiments verify the high performances of our new coder.
Our current work represents generalizations of previous frameworks. It includes both the coders of [1] and [7] as special cases. It solves the joint transform and quantizer design problem by means of the dynamic-programming based fast single tree algorithm, thus significantly lowering the computational complexity over that of an exhaustive search approach. To further reduce the complexity of the joint search in the wavelet packet SFQ coder, we also propose a much faster, but suboptimal heuristic in a practical coder with competitive coding results. The practical coder still possesses the capability of changing the wavelet packet transform to suit the input image and the space-frequency quantizer to suit the transform for maximum coding gain.
The extension of the SFQ algorithm to spatially varying wavelet packets was done in [8] . More generalized joint time-frequency segmentation algorithms using wavelet packets appeared in [9] and [10] with improved performance in speech and image coding.
II. PREVIOUS WORK

A. Wavelet Packets
One practical way of constructing wavelet bases is to iterate a twochannel perfect reconstruction filterbank over the lowpass branch. This results in a dyadic division of the frequency axis that works well for most signals we encounter in practice. However, for signals with strong stationary highpass components, it is often argued that wavelet basis will not perform well, and improvements can be generally found if we search over all possible binary trees for a particular filter set, instead of using the fixed wavelet tree. Expansions produced by these arbitrary subband trees are called wavelet packet expansions, and mathematical groundwork of wavelet packets was laid by Coifman et al. in [2] . Wavelet packet transforms are obviously more general than the wavelet transform, they also offer a rich library of bases from which the best one can be chosen for a fixed signal with a fixed cost function. The advantage of the wavelet packet framework is thus its universality in adapting the transform to a signal without training or assuming any statistical property of the signal.
The extra adaptivity of the wavelet packet framework is obtained at a price of added computation in searching for the best wavelet packet basis, so an efficient fast search algorithm is the key in applications involving wavelet packet. The problem of searching for the best basis from the wavelet packet library was examined in [2] and [7] , and a fast single tree algorithm was described in [7] using a rate-distortion optimization framework for image compression.
The basic idea of the single tree algorithm is to prune a full subband tree (grown to certain depth) in a recursive greedy fashion, starting from the bottom of the tree using a composite Lagrangian cost function D +R. coder. The Lagrange multiplier is a balancing factor between R and D, and the best can be searched by an iterative bisectional algorithm [11] to meet a given target bit rate.
B. Wavelet-Based SFQ
We give a very simplified description of SFQ as applied to wavelet transforms here, referring the reader to [1] for details. There are two quantization modes in SFQ: i) zerotree quantization with respect to spatial groupings of coefficients in tree-structures and ii) scalar quantization with respect to frequency groupings of coefficients in subbands. A spatial coefficient tree is defined as the set of wavelet coefficients from all bands that correspond to the same spatial location of the image. Parent-child relationships can be identified on the spatial coefficient tree in the same fashion as in [6] . Zerotree quantization assigns all descendants of a parent node in the spatial coefficient tree either to their original values or all zeros. The basic idea of SFQ is to use zerotree quantization to identify a pruned subset of significant wavelet coefficients to be scalar quantized and throw away the rest. The goal of SFQ is to jointly optimize its two quantization modes, i.e., to search for the optimal balance between choosing a large subset of coefficients to be scalar quantized with low precision and a small subset of coefficients to be scalar quantized with high precision.
The SFQ algorithm of [1] achieves the above-mentioned joint optimization in an operational rate-distortion sense with a cost function D + R. To find the best scalar quantization stepsize, we search over a predetermined set of admissible stepsizes, and choose the one that minimizes the Lagrangian cost. The optimal is searched using the bisectional algorithm [11] to meet the target bit rate. The resulting jointly optimal SFQ scheme uniformly outperforms Said and Pearlman's set partition in hierarchical trees (SPIHT) coder [12] by 0.2 dB for Lena and 0.7 dB for Barbara at the same bit rate.
III. WAVELET PACKET SFQ
We now extends the concept of SFQ to arbitrary wavelet packet expansions. Central to the idea of wavelet packet SFQ is the generalization of the spatial coefficient tree structure from wavelet to wavelet packet transform coefficients.
The spatial coefficient tree structure defined for the wavelet case was designed to capture the spatial relationships of coefficients in different frequency bands. Parent-child relationships reflect common spatial support of coefficients in adjacent frequency bands. For the generalized wavelet packet setting, we can still define a spatial coefficient tree as the set of coefficients in different bands that correspond to a common spatial region of the image. Fig. 1 gives examples of spatial coefficient trees corresponding to several different wavelet packet transforms. The parent-child relationship for the wavelet case can be imported to the wavelet packet case as well. We designate nodes in a lower band of a coefficient tree as parents of those in the next higher band. As the frequency bands (or wavelet packet tree) can now be arbitrary, the parent-child relationship could involve multiple or single children of each parent node and vice versa.
We now propose a wavelet packet SFQ coder by allowing joint transform and quantizer design. We use the single tree algorithm to search for the best wavelet packet transform, and the SFQ scheme to search for the best quantization for each transform. Since the single tree algorithm and the SFQ scheme both rely on the rate-distortion optimization framework, the combination of these two is a natural choice for joint transform and quantizer design, where the Lagrangian multiplier (or rate-distortion equalizer) plays the role of connecting the transform and quantizer together.
In wavelet packet SFQ, we start by growing the full subband tree. We then invoke the extended definition of spatial trees for wavelet packet, as illustrated in Fig. 1 , and use the SFQ algorithm to find an optimally pruned spatial tree representation for a given rate-distortion tradeoff factor and scalar quantization stepsize q. This is exactly like the algorithm of SFQ in [1] , except run on a wavelet packet transform. 1 The minimum SFQ cost associated with the full wavelet packet tree is then compared with those associated with its pruned versions, where the leaf nodes are merged into their respective parent nodes. Again, we keep the smaller cost as the winner and prune the loser with higher cost. This single tree wavelet packet pruning criterion is then used recursively at each node of the full wavelet packet tree. At the end of this single tree pruning process, when the root of the full wavelet packet tree is reached, the optimal wavelet packet basis from the entire family and its best SFQ are therefore found for fixed values of and q. As in SFQ, the best scalar quantization stepsize q is searched over a set of admissible choices to minimize the Lagrangian cost, and the optimal found bisectionally to meet the desired bit rate budget. The block diagram of the wavelet packet SFQ coder is shown in Fig. 2 .
IV. WAVELET PACKET SFQ CODER DESIGN
Although the extension from wavelet-based SFQ to wavelet packet SFQ is conceptually simple, in the practical coder design, computational complexity must be taken into account. It is certainly impractical to design a SFQ coder for each basis in the wavelet packet library in order to choose the best one. In this section, we first describe a locally optimal wavelet packet SFQ coder. It involves the joint application of the single tree algorithm and SFQ. The complexity of this approach grows exponentially with respect to the wavelet packet tree depth. We then propose a practical coder in which the designs of transform and quantizer are decoupled, and the single tree and the SFQ algorithms are applied sequentially, thus achieving computational savings.
A. Optimal Design: Joint Application of the Single Tree Algorithm and SFQ
In the optimal design of the wavelet packet SFQ coder, we first grow a full subband tree, and then start pruning the full tree using the single tree algorithm, with the cost at each node generated by calling 1 A practically equivalent implementation is to rearrange the wavelet packet transform coefficients in a wavelet-transform-like fashion, and apply SFQ as designed for wavelet transforms.
the SFQ algorithm. In other words, at each stage of the tree pruning, we first call modified versions of the SFQ algorithm (based on the wavelet packet tree in the current stage) to generate the minimum costs for the current tree and its pruned version with four leaf nodes merged into one parent node. We then make a decision on whether to keep the current tree or its pruned version based on which one gives smaller cost. This single tree pruning decision is made recursively at each node of the wavelet packet tree, starting from the leaf nodes of the full tree. Due to the greedy nature of the single tree pruning criterion, we are guaranteed at each stage of the pruning to have the minimum cost so far and its associated best wavelet packet tree. When the tree pruning reaches the root node of the full wavelet packet tree, we have exhausted the search, and found the optimal pruned wavelet packet tree to use for the input image, together with its best SFQ.
B. Fast Heuristic: Sequential Applications of the Single Tree Algorithm and SFQ
The optimal wavelet packet SFQ design is computationally costly because the SFQ algorithm has to be run at each stage of the single tree pruning. To further reduce the computational complexity of the optimal wavelet packet SFQ design, we now propose a practical coder that is orders of magnitude faster than the optimal one. The basic idea is to decouple the joint transform and quantizer design, and to optimize the transform and quantization operators sequentially instead.
In the practical coder, for fixed values of and q, we first choose a near-optimal wavelet packet basis using the single tree algorithm and the Lagrangian cost function D + R. This is done by using MSE of scalar quantization as distortion D and first order entropy of the scalar quantized wavelet packet coefficients as rate R. Note that we only apply scalar quantization to the transform coefficients. No zerotree quantization is applied at this stage. We then apply the SFQ scheme on the decomposition given by the above near-optimal wavelet packet basis. We use the same values of and q in both the single tree algorithm and the SFQ algorithm, which guarantee the same quality factor () is used in both the transform and the quantizer designs. The best scalar quantization stepsize q is searched within the admissible set Q and the best is found using the bisection algorithm. Essentially, the suboptimal heuristic can be considered as the applications of the single tree algorithm in [7] and a modified SFQ algorithm of [1] in tandem. The overall complexity of the practical wavelet packet coder using the suboptimal heuristic is thus the sum of the complexities of the two algorithms.
V. EXPERIMENTAL RESULTS
We apply our wavelet packet SFQ algorithm to a variety of input images used by the image coding community. Both the 7/9 biorthogonal filters of [3] and the 10/18 biorthogonal filters of [13] are used in our experiments. Adaptive arithmetic coding [14] is used to code the quantized wavelet packet coefficients. All reported bit rates, which include 85 b that are needed to inform the decoder of the best wavelet packet tree (of maximum depth-4), are calculated from the "real" coded bitstreams.
We first compare the performance of the wavelet packet SFQ coder with that of other coders (e.g., the SPIHT coder) with different filters, transform structures and quantizers. We chose the SPIHT coder as it is computationally about five times faster than SFQ, and it generates an embedded bitstream. For fair comparisons, we build a wavelet packet SPIHT coder, where the quantizer of the optimal wavelet packet SFQ coder is replaced by that of the SPIHT coder of [12] .
Numerical PSNR values for the 512 2 512 Barbara image at several bit rates are presented in Table I . For the Barbara image, we conclude that our wavelet packet SFQ coder outperforms the state-of-the-art SPIHT coder of [12] by 1.5-2.1 dB. 0.3-0.5 dB of this gain is from the filters (7/9 versus 10/18), 0.8-1.3 dB is from the transform structure (wavelet versus wavelet packet), and 0.5-0.7 dB is due to the quantizer (SFQ versus SPIHT).
We also compare the performance of the sequential wavelet packet SFQ design with the optimal wavelet packet SFQ design for the Barbara image. Numerical PSNR values obtained from the sequential wavelet packet SFQ design are tabulated in Table II . The original Barbara image together with the wavelet packet decomposed and decoded Barbara images at 0.5 b/pixel are shown in Fig. 3 . By comparing the coding results in Tables I and II , we see that the performance difference between the joint optimal wavelet packet SFQ design and the suboptimal heuristic is at most 0.1 dB at comparable bit rates. The computational savings of the suboptimal heuristic, however, is quite impressive. In our experiments, we only need to run the SFQ algorithm once in the practical coder, but 85 times in the optimal coder! Based on the near-optimal performance of the practical coder, we henceforth use the practical coder exclusively in our experiments for other images. Results of the wavelet packet SFQ coder for the 512 2 512 boat and Lena are also tabulated in Table II. The original boat image together with the wavelet packet decomposed and decoded boat images at 0.3 b/pixel are shown in Fig. 4 .
To demonstrate the versatility of our wavelet packet SFQ coder, we benchmark against a 768 2 768 (8 b resolution) fingerprint image using the FBI wavelet scalar quantization (WSQ) standard [15] . Brislawn et al. reported a PSNR of 36.05 dB when coding the fingerprint image using the WSQ standard at 0.5882 b/pixel (43366 bytes) [15] . Using the wavelet packet SFQ algorithm, we get a PSNR of 37.30 dB at the same rate. The original fingerprint together with the wavelet packet decomposed and decoded fingerprint images at 0.5882 b/pixel are shown in Fig. 5 .
VI. CONCLUSION
A new wavelet packet SFQ coder is presented in this correspondence. It allows joint transform and quantizer design within the framework of wavelet packet transform and SFQ. A practical wavelet packet SFQ coder is also described in a suboptimal heuristic with sequential optimizations of transform and quantizer. The practical coder achieves significant computational savings, while providing near-optimal coding performance. Our wavelet packet SFQ coder can be considered as a superset of the wavelet-based SFQ coder with coding results no worse than those obtained from the wavelet-based SFQ coder. For some image classes, the wavelet packet SFQ coder produces considerable gain over the wavelet-based SFQ coder. The main advantage of the wavelet packet SFQ coder is its versatility in adapting the wavelet packet transformation to diverse classes of images.
