A study of the self-organization of vacancy clusters in irradiated materials is presented. Using a continuum stochastic model we take into account dynamics of point defects and their sinks with elastic interactions of vacancies. Dynamics of vacancy clusters formation is studied analytically and numerically under conditions related to irradiation in both reactors and accelerators. We have shown a difference in patterning dynamics and studied the external noise influence related to fluctuation in a defect production rate. Applying our approach to pure nickel irradiated under different conditions we have shown that vacancy clusters having a linear size ≃ 6 nm can arrange in statistical periodic structure with nano-meter range. We have found that linear size of vacancy clusters at accelerator conditions decreases down to 20%, whereas a period of vacancy clusters reduces to 6.5%.
A study of the self-organization of vacancy clusters in irradiated materials is presented. Using a continuum stochastic model we take into account dynamics of point defects and their sinks with elastic interactions of vacancies. Dynamics of vacancy clusters formation is studied analytically and numerically under conditions related to irradiation in both reactors and accelerators. We have shown a difference in patterning dynamics and studied the external noise influence related to fluctuation in a defect production rate. Applying our approach to pure nickel irradiated under different conditions we have shown that vacancy clusters having a linear size ≃ 6 nm can arrange in statistical periodic structure with nano-meter range. We have found that linear size of vacancy clusters at accelerator conditions decreases down to 20%, whereas a period of vacancy clusters reduces to 6.5%. 
I. INTRODUCTION
Metals and alloys under laser and particle irradiation are typical examples of nonequilibrium systems manifesting self-organization processes of point defects with nanosize patterns forming a corresponding microstructure. It is well known that depending on irradiation conditions (displacement damage rate and temperature) point defects can arrange into objects of higher dimension like clusters (di-, tri-, tetra-vacancy clusters), defect walls with vacancy and interstitial loops [1, 2] , voids [3] , precipitates [4] , bubble lattices [5] [6] [7] . Patterns with spatial structures of nano-meter size can be observed as in a bulk as on a surface of irradiated materials, for example, at ion-beam sputtering [8] [9] [10] [11] [12] , condensation from gaseous phase [13, 14] and molecular beam epitaxy [15, 16] . Theoretical and experimental investigations of such dissipative structures are widely discussed in literature [7, [17] [18] [19] [20] [21] . Numerical studies of defect clusters formation allow one to set up conditions for different kind of patterns emerging in diffusion processes and in processes of defects interaction [22, 23] . A production of defects and the resulting microstructure can principally modify the physical and mechanical properties of an irradiated material leading to swelling, hardening and embrittlement [24] [25] [26] [27] [28] . Therefore, from practical and theoretical viewpoints a study of microstructure of material, defects and their arrangement into clusters is a quite urgent problem in modern material science and statistical physics.
According to the standard theory of defects production (see Refs. [29] [30] [31] [32] [33] ) a formation of point defects is of thermo-fluctuation character; the probability of such processes grows with temperature and irradiation flux. It can be realized also at large defects density due to activation barrier height change for defect formation related to elastic deformation of the medium caused by defects * Electronic address: dikh@ipfcentr.sumy.ua presence. It is known that the thermo-fluctuation mechanism for defects generation plays a central role in a structural disorder formation. In this case a concentration of defects exceeds their equilibrium concentration by several orders (concentration of nonequilibrium vacancies is ≃ 10 17 ÷ 10 20 cm −3 ). These defects can migrate in solid, annihilate, collapse into loops or interact with other defects forming spatial dissipative structures. The last one is possible beyond some threshold defined by material properties and irradiation conditions. In such a case a uniform distribution of defects becomes unstable due to their self-organization. As far as a formation of organized defect clusters requires the production of defects in cascades the corresponding microstructure was observed under neutron or ion irradiation. Experimentally (see, for example Ref. [34] ) it was shown that under 3M eV protons irradiation at low doses (≃ 0.01 dpa) a distribution of stacking fault tetrahedrons in N i and Cu is homogeneous, whereas at elevated doses (≃ 0.1 dpa) fluctuations of point defect clusters were observed. At doses up to 0.65 dpa one gets well periodic structure of defect clusters. Moreover, as was shown in Ref. [35] vacancy clusters in the form of stacking fault tetrahedra can be formed from collision cascades at low temperatures when vacancies do not make their motion by thermal activation. Formation of stacking fault tetrahedron was experimentally observed even under electron irradiation of foils [36] [37] [38] . It was shown that vacancy clusters in electron irradiated metals, appear under the circumstances of local enrichment of vacancies as the result of the behavior of interstitials atoms. In experimental studies vacancy clusters have linear size on several nano-meters (in the interval 2 ÷ 7 nm depending on irradiation conditions and used material target) with 7 ÷ 20 vacancies inside clusters [38] .
Understanding of the defect population dynamics and microstructure transformations is thus of fundamental importance, not for its intrinsic interest, but also for its technological significance. It allows one to describe macroscopic ordering processes, phase separation in solids under different conditions of external influence [39] [40] [41] [42] [43] . Despite the main mechanisms of radiation damage in solids are known [44] nowadays multiscale approaches treating the system under consideration at different hierarchical levels (from atomic to mesoscopic level) are used to study microstructure transformation in irradiated materials [45] [46] [47] . On a mesoscopic level such processes can be studied within the framework of a rate theory where concentrations/densities of main structural elements (defects, their clusters, sinks) are considered [17, 20, 21] . Usually such models take into account defects production rate, their annihilation and diffusion of mobile species (vacancies and interstitials) [30, 31] . Unfortunately, a generation of defects caused by elastic deformation of the medium and their interactions caused by "chemical" forces are not considered as usual. Moreover, as far as irradiation occurs at elevated temperatures (depending on the irradiation conditions, namely, dose rate K ∼ 10 −6 ÷ 10 −3 dpa/sec and temperature T ∼ 500 ÷ 1000 K) fluctuations of defects production lead to stochastic dynamics of defect populations. Properties of stochastic defects production in irradiated materials and stochastic formation of stacking fault tetrahedrons (vacancy clusters) were discussed in Refs. [40, 48] . A stochastic production of defects during irradiation influence was proposed in Ref. [49] , where it was assumed that the corresponding stochastic athermal mixing of atoms caused by irradiation can be described as spatially correlated random process giving the effective flux opposite to the diffusion one. This idea was exploited studying ordering, patterning and phase separation in irradiated materials [50] [51] [52] [53] . In such a case the corresponding fluctuations are caused by an external influence (energy dispersion of particles in irradiation flux, dispersion in an incidence angle, etc.) and are considered as an external noise. From the other hand in systems with birth-and-death processes or "chemical reactions" (production of defects and their annihilation) and diffusion there is another kind of fluctuation source relevant to internal nature of the system. The corresponding internal noise is defined by a heat bath. Its influence on arrangement of ensemble of vacancies was studied theoretically in Refs. [22, 23, 54] , where it was shown that depending on internal noise properties different kinds of vacancy structures emerge.
From both theoretical and practical viewpoints it is important that dynamics of defects and, therefore, the corresponding microstructure are quite different at conditions relevant to irradiation in reactors (K = 10 −6 dpa/sec, T = 773 K) and in accelerators (K = 10 −3 dpa/sec, T = 900 K). Under reactor conditions the principal role belongs to diffusion processes, whereas irradiation in accelerators gives high damage rates with small contribution of diffusion processes. It results in different spatial arrangement of defects in these two cases. Therefore, the studying different physical processes of defects arrangement in irradiated materials under different irradiation conditions is actual. In this paper we are aimed to study dynamics of defects at their self-organization under reactor and accelerator conditions considering behavior of point defects and their sinks. Using the approach proposed in Ref. [30] we take into account defects production caused by local elastic deformation of material and stochastic effects induced by external noise influence. In our study pure N i (as most wide-spread constructional material in atomic energy) was selected as a reference system. We will show that the external noise influence can be different in the case of irradiation under reactor and accelerator conditions. In the first case it promotes large difference in vacancy clusters occupation numbers comparing to the second case. Moreover, it is able to reduce the linear size of vacancy clusters and a period of their arrangement. It will be shown that both linear size of vacancy clusters and their period are of several nano-meter range.
The paper is organized as follows. In Section II we present a generalized model describing the main mechanisms of defects formation with two spatial scales related to diffusion scale and defects interaction scale. In Section III we consider a reduced one-component model analytically assuming constant sink densities. Here we find critical values for both defect damage rate and temperature limiting the patterning in the system. Section IV is devoted to study a general model for pattern formation in system of defects numerically. Here we discuss the difference in defects arrangement under reactor and accelerator conditions. We conclude in Section V.
II. MODEL
In the framework of the rate theory evolution equations for populations of vacancies c v and interstitials c i are of the form [30, 31] :
Here the equilibrium vacancy concentration c 0v = e −E f v /T is defined through vacancy formation energy E f v and temperature T ; K is the defect damage rate; ε i and ε v relate to cascades collapse efficiency (ε v ≫ ε i ); 
/Ω is defined through the interaction radius of defects r 0 , the atomic volume Ω and the corresponding diffusivities. Evolution equations for the loop densities are as follows [30, 31] :
Here b is the Burgers vector with modulus b ≡ | b|, r 0 v is the initial vacancy loop radius, N is the sinks density.
Using renormalized quantities ρ
In such a case we arrive at the system of three equations: one for the vacancy population x ≡ x v and two others for loop densities; next we drop primes.
It should be noted that a formation of point defects is of thermo-fluctuating character and the corresponding probability increases with a growth in the temperature, irradiation or defects density [33] . As was shown in Ref. [55] physically it relates to a change in the activation barrier for defects formation due to elastic deformation of the medium caused by defects presence. To take into account such effects one can introduce the component relevant to this mechanism in the form: G exp(E e (r)/T ), where the prefactor
/T describes probability of this process governed by vacancy formation and migration energies E f v and E m v , Debye frequency ω D and the probability factor p ≪ 1; E e (r) is the activation energy changing due to elastic field produced by defects. Following Ref. [55] , we assume G exp(εx/(1 + x 2 )), where ε ≡ 2ZE 0 e /T is given by the energy of deformations E 0 e and coordination number Z. Generally this additional term is essential at laser irradiation comparing to defects production in cascades. Next, following Ref. [22] we retain this term without loss of generality.
From physical viewpoint vacancies are mobile species. Therefore, we have to introduce their flux. Generally, it contains pure diffusion part −L
For the interaction potential we assume self-consistency relation [22, [56] [57] [58] 
is the attraction potential with properties ũ(r)r 2n+1 dr = 0. Assuming that x(r) does not change essentially on the distance r 0 ≃ Ω 1/3 , one can use an expansion
Here the first term leads to the well-known relation between the elastic field potential and the defects concentration U = −κ̟∇ · u; for the displacement vector u one has ∇ · u ∝ ̟x, κ is the elastic constant, ̟ is the dilatation parameter [33] . The second part in Eq. (3) is responsible for microscopic processes of defect interactions in the vicinity of the interaction radius r 0 . Under normal conditions this term is negligible comparing to the ordinary diffusion one. However, in the absence of the second term in Eq.(3) for the flux one gets J ∝ −(1−̟κx/T )∇x, where the the concentration depending diffusion coefficient (1 − ̟κx/T ) can be negative at some interval for x. It means that homogeneous distribution of defects starting from some critical speed of its formation related to the temperature, sinks density, and dilatation volume becomes unstable. The emergence of the directional flux of defects results in supersaturation of vacancies and formation of clusters or pores. From mathematical viewpoint such divergence appeared at short time scales can not be compensated by nonlinear part of the reaction terms. The second term in expansion (3) can prevent divergencies of the derived model due to microscopic properties of defect interactions. Therefore, the term with the second derivative must be retained. It will be shown that this term governs the typical sizes of defect clusters. Taking into account all above mechanisms one arrives at the system of dynamical equations of the form
where the renormalized defect flux is
Here we have used renormalization r ′ = r/L d and introduced dimensionless length
The time scale for the vacancy population evolution is several times larger than relaxation of cascades. It means that a particle bombardment occurs every time at new spatially organized system. In other words, the cross-section of defects formation or defect damage rate and/or cascade collapse efficiency generally can be considered as fluctuating parameters [40, 48] . In such a case, formally, one can consider stochastic nature of P assuming P → P + ζ(r, t) where ζ(r, t) represents corresponding fluctuations with properties ζ = 0 and
Here σ 2 is the noise intensity proportional to P meaning that fluctuating source emerges only if irradiation is included; δ-correlated noise describes fast relaxation of cascades comparing to evolution of the population field. In such a case this term should be included into dynamics of the system (4) where stochastic dynamics we will treat in the Stratonovich calculus. As a reference system we consider pure nickel with following material constants: E 
III. ONE-COMPONENT SYSTEM
Comparing time scales for vacancy and interstitial loop densities with time scale for vacancy population one finds that τ i ≫ τ v ≫ 1. It allows one to consider ρ i and ρ v as slow quantities. Hence, we can consider a spatial modulation of the vacancy concentration field assuming µ ≡ (1 + ρ i + ρ v ) ≈ const. Therefore, the system (4) can be effectively reduced to the one-component model with the external noise:
where
Let us consider stability of the stationary homogeneous state x s as a solution of the equation R x (x) = 0. The corresponding phase diagram in the plane (K, T ) and stationary dependencies of vacancy concentration are shown in Fig.1 . It follows that due to influence of the elastic field the system manifests bistable regime (cf. curves in insertion at different p). In the domains I the system is monostable. The bistability domain II bounded by interval K ∈ [K b1 , K b2 ] shrinks with decrease in E 0 e . Considering dynamics of the averaged fluctuation δx = x − x s in the Fourier space we obtain
where the Lyapunov exponent is
Here the last term represents a contribution from the Stratonovich drift leading to destabilization of the homogeneous state. The noise action leads to destabilization increasing the value of Λ. A dispersion relation describing instability with respect to inhomogeneous perturbations is given by
It follows that unstable modes with ω(k) > 0 are characterized by wave-numbers 0 < k < k c , where
It is seen that in the simplest case of ℓ → 0 in monostable domain (below the cusp) all states with x s > 1/ε are unstable with respect to inhomogeneous perturbations with k c → ∞, whereas states with x s < 1/ε are stable. In the actual case ℓ = 0 the system states characterized by x s > 1/ε are unstable with wave numbers lying in the interval 0 < k < k c . In the bimodal domain the system is always unstable with respect to inhomogeneous perturbations. The wave number for the most unstable mode k 0 can be found from the solution of the equation dω(k)/dk = 0 giving k 0 = k c / √ 2. Dependencies ω(k) at different values for µ are shown in Fig.2 (top  panel) . An increase in sinks density leads to lower value of x s . This results to a stabilization of the uniform defects distribution, as was shown previously in Ref. [30] : in the studied system the maximal value of ω(k) decreases resulting to a shift of k c toward small values (see Fig.2  (bottom panel)) . Hence, at elevated sink densities a number of unstable modes decreases and period of patterns characterized by most unstable mode k 0 grows.
Next, let us consider the system behavior in the stationary case setting ℓ ≪ 1. It allows one to use meanfield approximation resulting in ∇ 2 x → (x − η) and (∇x) 2 → (x−η) 2 , where η ≡ x is the mean field (in systems undergoing order-disorder phase transitions it plays a role of the order parameter) describing ordering effects [59] . The averaging is provided according to stationary distribution function P s (t → ∞; x, η) = P s (x, η) as solution of the corresponding Fokker-Planck equation [60] : 
Its stationary solution
defines the mean field in a self-consistent manner
constant N (η) takes care of the normalization condition ∞ 0 P s (x; η)dx = 1. Solutions of the self-consistency equation (14) are shown in Fig.3a . It follows that the mean field falls down with the temperature increase meaning a loss of spatial order. Comparing the corresponding curves at different defect damage rates one obtains that spatial organization is larger at elevated K due to formation of new interacting defects. The external noise action does not change principally the dependencies η(K, T ). Here one has small decrease of the mean field at actual temperature regime relevant to reactors, for example, and small increase in η at elevated temperatures. As far as external fluctuations decrease η the stationary value of concentration x s (in stochastic case it is reduced to most probable value) decreases too leading to an extension of the number of unstable modes, comparing to the deterministic case (see Eqs. (10,11) ). Therefore, the period of pattern described by the wave number k 0 grows with the noise influence.
Using mean field results one can obtain critical values of η limiting supersaturation of point defects above which spatial modulation is realized. Indeed, as far as η is a measure of the averaged point defects population η ≡ x we can define the supersaturation in the standard manner ∆ ≡ (η − x 0 )/x 0 , where ∆ = ∆(K, T ), x 0 relates to the equilibrium vacancy population. Next, choosing a value of K we can obtain the critical value of the temperature from the phase diagram obtained from the linear stability analysis (follow the arrow in Fig.3a) . This is the maximal temperature T max bounding the temperature domain (T < T max ) for spatial instability, whereas K min is the minimal damage rate (K > K min ) bounding spatial instability. The critical value η c we define as η c = η(K min , T max ). Therefore, we arrive at the dependence of the critical supersaturation ∆ c (K, T ) of point defects limiting spatial organization of defect structure (see Fig.3b ). It follows that ∆ c decreases with growth of both K and T meaning emergence of ordering/patterning processes at low population of point defects at elevated K or T . The physical reason for this effect lies in production of large amount of defects by irradiation and their generation by the thermo-activation mechanism. 
IV. THREE-COMPONENT SYSTEM
In the three-component stochastic model we take ρ i,v = ρ i,v (t), giving µ = µ(t). Therefore, instead of the deterministic system (4) we arrive at
here R x and g x are given by Eq.(7). For the deterministic components R i , R v and noise amplitudes g i , g v one has:
In our study we make numerical analysis on 2-dimensional square lattice N × N where N = 128 with periodic boundary conditions and mesh size ∆l = 1.0. For the numerical integration the Milshtein method was used [59] . The time step is ∆t = 2.5 × 10 −4 . In all numerical experiments initial conditions correspond to equilibrium concentration of vacancies with no loops, i.e, c(r, 0) = c eq , with small dispersion (δc(r, 0)) 2 = 10 −1 c eq ; ρ i (r, 0) = ρ v (r, 0) = 0. We consider two regimes of irradiation corresponding to reactor and accelerator conditions. In the modeling scheme we put ℓ = 0.25 in order to stabilize the computational algorithm. An estimation for this parameter for pure N i gives ℓ N i = 0.015. Hence, in numerical data analysis we will use the renormalization parameter χ ≡ ℓ N i /ℓ = 0.06 to estimate a linear size of defect clusters d 0 and a characteristic length of their spatial distribution L 0 .
A. Patterning under reactor conditions
Let us consider patterning under reactor conditions. Typical snapshots of the system evolution are shown in Fig.4 . Here first, second and third columns correspond to dynamics of the dimensionless fields x(r, t), ρ i (r, t) and ρ v (r, t), respectively. It is seen that at early stages of the system evolution starting from the Gaussian distribution of vacancies around the equilibrium value the spatial arrangement of defects is realized. Here small spherical clusters and extended ones representing defect walls are organized (see first column). Their spatial structure is slightly changed at further system evolution. Increasing the irradiation dose Kt one can observe well organized structure of vacancy loops repeating spatial structure of vacancy clusters, whereas interstitial loops density behaves vice verse to the vacancy loops density. Moreover, at early stages one can find smearing of the fields ρ i and ρ v in the vicinity of the extended defects. With the irradiation dose increase the number of loops grows.
To study self-organization of vacancy clusters we consider dynamics of the quantity (δx)
2 . In patterning processes it plays a role of the effective order parameter measuring symmetry breaking of initial Gaussianly distributed field [51, 57, 59] . Considering its dynamics together with the averaged concentration x one finds that at early stages the number of point defects increases toward its maximal value (see Fig.5 ). From this time the variance (δx) 2 grows meaning formation of spatial order. Here due to a supersaturation of vacancies produced by irradiation cascades a vacancy enriched phase (spherical clusters and defect walls) appears. As a result the number of free vacancies decreases due to migration to sinks. An emergence of weak oscillations here corresponds to processes when migrating vacancies can be absorbed by clusters and emitted from them absorbing by sinks. At irradiation dose increase the quantity x attains the stationary value with small fluctuations. It means that new vacancies formed in cascades move to sinks with small amount in a bulk. Domains having small amount of vacancies contain elevated interstitial loop densities (see second column in Fig.4) . Comparing dependencies in Fig.5 at different noise intensities one can conclude that the noise action accelerates formation of spatial order due to instability described by the Stratonovich drift as was shown in the previous Section. From the other hand it reduces the averaged vacancy concentration and a value of the order parameter. The last means small variance of the concentration field in the system at elevated intensity of external fluctuations. In other words another kind of the spatial modulation of vacancy field is realized with small value of the averaged vacancy concentration. Indeed, comparing snapshots for vacancy field distribution at different noise intensities it is seen that external fluctuations promote spatial rearrangement of vacancies with preferable formation of spherical clusters (see Fig.6a ). From the obtained histograms of the vacancy cluster size distribution it follows that in the deterministic case there are three well-defined peaks in distributions corresponding to small spherical clusters characterized by areas s < s and extended clusters with s ≃ s and s > s . At elevated noise intensity extended clusters can not be formed due to large fluctuations in defects production rate resulting in formation of small clusters. Here the probability density takes large values at s < s ; extended clusters have small probability for organization. Moreover, with the noise intensity increase the peak of the corresponding distribution shifts toward s/ s = 1.
To study the noise influence on a period of patterns we consider a spherically averaged structure function for the vacancy concentration field S(k, t) = N −2 k<|k|<k+∆k S(k, t), where S(k, t) = δx −k δx k , δx = x − x , x k = drx(r, t)e ikr . The corresponding dependencies at fixed time are shown in Fig.6b . In the deterministic case the peak of S(k) is smeared due to realization of extended structures. At elevated noise intensities the number of extended structures decreases and we get a narrow peak with higher value for S(k). It is well seen that period of structures decreases slightly due to formation of the large number of spherical vacancy clusters. The area under curves S(k) decreases with the noise intensity growth that well corresponds to lower values of the order parameter (δx) 
The corresponding distribution functions f (x) are shown in Fig.6c in both deterministic and stochastic cases. It is seen that most of clusters are characterized by concentration less that mean value x , however, there is well defined peak related to vacancy clusters with concentration x > x . The external fluctuations increase vacancy concentration in clusters shifting two main peaks of f (x) toward large x. The smeared peak around x = 0 corresponds to state where some vacancies are distributed inside crystalline matrix, not arranged into clusters. From physical viewpoint it caused by vacancy diffusion processes playing here a major role.
Considering a behavior of sink densities ρ i , ρ v one finds that during the system evolution the corresponding averages grow continuously with the irradiation dose increase (see Fig.7a ). It means that interstitial and vacancy loops attracting vacancies grow in time due to positive feedback with vacancy field dynamics. The external noise decreases the corresponding averages. The most essential contribution of the noise can be seen on the sink density ρ i . It is interesting to note that quantities ρ i , ρ v behave themselves in linear manner at large time intervals, i.e., ρ i (t) , ρ v (t) ∼ t. Such dynamics of the sink density ρ v is well observed even at early stages of the system evolution, whereas linear growth of ρ i is realized at t ≫ 1 only. The noise action suppresses dynamics of ρ i at initial stages moving the universal part of its evolution toward large time scales. Such delaying dynamics leads to a weak arrangement of sink densities. At large time intervals one has well-organized vacancy clusters, whereas fields of sink densities have weak spatial modulation (see snapshots of ρ i (r) and ρ v (r) at t = 1000 at different noise intensities in Fig.7b ). In such a case the distributions of fields ρ i (r) and ρ v (r) are quite noisy.
B. Patterning under accelerator conditions
Let us examine behavior of the system under accelerator conditions. Here we consider the typical case of T = 900K and K = 10 −3 dpa/sec. In the corresponding simulations due to large damage rate K the related time step is ∆t = 15 × 10 −5 in order to stabilize the numerical scheme.
Comparing dynamics of the averaged vacancy concentration under reactor and accelerator conditions one finds that in the second case the defects arrangement occurs essentially faster (cf. Fig.5 and Fig.8a) . Moreover, number of defects increases by an order. The variance (δx) takes large values by two orders comparing to the previous case. It means that there is high difference in defect concentrations over the whole system. At high damage rate defects arrange into spherical clusters without extended structures (see Fig.8b ). At such conditions the noise influence is opposite to the previous case: here due to combined effect of high-speed defect production and Comparing distributions of vacancy clusters by the size s in deterministic and stochastic cases it follows that external fluctuations lead to vacancy migration between clusters. As a result s attains the mean value s (see top panels in Fig.9 ). The noise action does not influence on vacancy clusters densities n/N 2 essentially, the number of clusters slightly grows with an increase in σ in Fig.9b it follows that the external noise shifts slightly the peak position leading to formation of clusters distributed with small period. With the noise intensity growth the area under the curves S(k) increases that well corresponds to elevated values of the order parameter (δx) 2 in the stochastic case. Comparing data for the period of vacancy clusters L 0 related to the same data for irradiation under reactor conditions one gets
The lower value of L 0 relates to large noise intensities. In other words vacancy clusters emerging at irradiation under accelerator conditions decrease down to 6.25 ÷ 6.6% under the same stochastic conditions. For the averaged linear size of vacancy clusters one has d 0 ≃ 1.25χL d ≃ 7.5 nm. The distribution function f (x) of vacancy clusters occupation is shown in Fig.9c for both deterministic and stochastic cases. In contrast to the previously studied case here the most of clusters are characterized by elevated vacancy concentration x > x . It is principally important that the external fluctuations act in opposite manner comparing to the stochastic case discussed above. Indeed, here due to formation of mostly spherical clusters the stochastic contribution decreases vacancy concentration in clusters shifting main peaks of f (x) toward small x. It is interesting to note that the maximal value of the distribution function in the point x = 0 is larger by an order comparing to the same value under reactor conditions. It means that irradiation under accelerator conditions results to fast motion of vacancies to clusters leading to an emergence of a dense state of material without vacancies: the diffusion processes are suppressed here and all vacancies are collected in clusters. Studying dynamics of sink densities (see protocol shown in Fig.10 ) one finds here that the linear growth law is observed, i.e., ρ v (t) , ρ i (t) ∝ t. Comparing behavior of the sink densities at irradiation under reactor conditions with data shown in Fig.10 it follows that at large defect production rate K the universal growth law is realized even at initial stages of the system evolution. There is no delayed dynamics caused by diffusion processes. The external fluctuations decrease values for sink densities as in previous case without delaying dynamics. At large K one gets sink densities by three orders larger than under reactor conditions.
V. CONCLUSIONS
In this paper we have studied self-organization processes of vacancy clusters in stochastic system of point defects subjected to irradiation under reactor and accelerator conditions. As a prototype physical model the pure nickel with initial equilibrium vacancy concentration is used. We have considered a general case by taking into account dynamics of interstitial and vacancy loops. Within the framework of analytical and numerical analysis we have shown that free vacancies can arrange in defect clusters of nano-meter size. Obtained results are in good correspondence with experimental data (see Refs. [34, [37] [38] [39] ) and theoretical predictions [30, 31, 33] . Using mean field approximation for the one-component system we have found critical values of both irradiation temperature and damage rate limiting self-organization of vacancies into clusters. From obtained numerical data we conclude that spatial arrangement of defects under both reactor and accelerator conditions differs by spatial modulation of vacancy concentration and sink densities fields. From the other hand values of the corresponding averaged quantities differ by three orders. The universal linear growth law for sink densities is observed at early stages of the system evolution due to high speed of point defects arrangement at high damage rates. It is principle important that in both studied cases the external fluctuations accelerate spatial organization of defects. However, under reactor conditions the external noise decreases the averaged point defects concentration, whereas at irradiation in accelerators such noise increases the corresponding value. In the stochastic case one has lower sink densities than in deterministic case. The noise delays dynamics of the sink densities essentially under irradiation in reactor conditions. We have found that period of vacancy clusters decreases with the noise intensity growth. Moreover, comparing the corresponding data it was shown that irradiation at elevated temperatures and high defect production rate decreases the period of vacancy clusters down to 6.5%. From obtained results for linear sizes of vacancy clusters it follows that the irradiation in accelerators leads to decrease of the linear size of vacancy clusters comparing to irradiation in reactors down to 20%. We have found that this characteristic does not depend on the intensity of external fluctuations. Such difference in linear sizes (period of structures and their diameter) at irradiation under reactor and accelerator conditions relates to large difference in defect production rate leading to different speeds of the corresponding diffusion processes. The same situation is clearly seen from dynamics of defect sinks. Studying distribution functions of vacancy clusters occupation we have found that one has fast organization of vacancy clusters with dense state of material without free vacancies under accelerator conditions due to suppressed diffusion processes comparing to the case of irradiation under reactor conditions. The external noise increases the vacancy concentration in clusters under reactor conditions, whereas it decreases an occupation of vacancy clusters at irradiation in accelerators.
