Oriented edges in images commonly occur in co-linear and co-circular arrangements, obeying the "good continuation law" of Gestalt psychology. The human visual system appears to exploit this property of images, with contour detection, line completion, and grouping performance well predicted by such an "association field" between edge elements [1, 2] . In this paper, we show that an association field of this type can be used to enhance the sparse representation of natural images. First, we define the SparseLets framework as an efficient representation of images based on a discrete wavelet transform. Second, we extract second-order information about edge co-occurrences from a set of images of natural scenes. Finally, we incorporate this prior information into our framework and show that it allows for the extraction of features relevant to natural scenes, like a round shape. This novel approach points the way to practical computer vision algorithms with human-like performance.
THE SPARSELETS FRAMEWORK
Images from natural scenes often contain prototypical shapes such that smooth curves are a priori more likely to happen than random ones [3] . To better understand the mechanisms underlying biological vision for the low-level representation of images, we will first describe a generic sparse coding framework for natural images. In the following section, we then present a novel and simple algorithm built on top of this framework to include prior information on the smoothness of contours. A sparse coding representation for any image may be built using a large set of edge filters (that is, localized and oriented), along with some non-linear processing. The linear representation corresponding to such a set of filters at different positions and scales performs a wavelet transform. We will use log-Gabor wavelets [4] (see Figure 1 ) as such filters provide an efficient wavelet basis for coding images from natural scenes [5] . However, such the complete set is highly * This work was supported by EC IP project FP7-269921, "BrainScaleS". Correspondence and requests for materials should be addressed to the author (email:Laurent.Perrinet@univ-amu.fr).
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Sparse edge image over-complete, and so the linear transform provides a dense and relatively inefficient representation of the distribution of edges in natural images. As such, it is of interest to combine this over-complete wavelet representation with a sparse coding algorithm. This defines a computational framework similar to the function of the primary visual cortex that we coined "SparseLets" (See Figure 1) .
As proposed in [6, 7] , we may approximate a sparse representation of any image using a greedy approach based on the physiology of the primary visual cortex (V1). In V1, inhibitory interneurons have been shown to decorrelate excitatory cells, sparsifying the pattern of neural activities [8, 9] . We use this local, non-linear architecture to iteratively modify the linear representation [10] . Greedy approaches are often applied when the optimal combination is difficult to solve globally, but it can be solved progressively, one element at a time. For this sparse coding problem, the greedy approach The relationship between a pair of edges can be quantified in terms of the difference between their orientations θ, the ratio of scale σ relative to the reference edge, the distance d = AB between their centers, and the difference of azimuth (angular location) φ of the second edge relative to the reference edge. Additionally, we define ψ = φ − θ/2, which is symmetric with respect to the choice of the reference edge, with ψ = 0 for co-circular edges. (B) The probability distribution function p(ψ, θ) represents the distribution of all possible different geometrical arrangements of edges' angles, which we call a "chevron map". This distribution is computed over a database of 600 natural images for which we extracted 2048 edges each using the generic SparseLets framework (See Figure 1) . We show here the histogram for natural images, illustrating the preference for co-linear edge configurations. For each chevron configuration, deeper and deeper red circles indicate configurations that are more and more likely with respect to a uniform prior (with an average maximum of about 4 times more likely), and deeper and deeper blue circles indicate configurations less likely than a flat prior (with a minimum of about 0.7 times as likely). Conveniently, this "chevron map" shows in one graph that natural images have on average a preference for co-linear and parallel angles (the horizontal middle axis, with θ near zero), along with a slight preference for co-circular configurations (ψ = 0 and θ near zero). Figure plots data from [11] .
corresponds to first choosing a single filter Φ i that best fits the image along with a suitable coefficient a i , such that the single source a i Φ i is a good match to the image. Examining every filter Φ j , we find the filter Φ i with the maximal correlation coefficient ("Matching" step), as computed by the wavelet transform:
·, · represents the inner product, and · represents the L 2 (Euclidean) norm. The index ("address") i gives the position (x and y), scale and orientation of the edge. Since filters at a given scale and orientation are generated by a translation, this operation can be efficiently computed using a convolution [4] , but we keep this notation for its generality. The associated coefficient is the scalar projection:
Second, knowing this choice, the image can be decomposed as
where R is the residual image ("Pursuit" step). We then repeat this 2-step process on the residual (that is, with I ← R) until some stopping criterion is met.
Globally, this procedure gives us a sequential algorithm for reconstructing the signal using the list of sources (filters with coefficients), which greedily optimizes the 0 pseudonorm (i.e., achieves a relatively sparse representation given the stopping criterion). The procedure is known as the Matching Pursuit (MP) algorithm [13] , which has been shown to generate good approximations for natural images [6] . In summary, the whole coding algorithm is given by the following nested loops in pseudo-code:
1. draw an image I from the database, 2. initialize linear coefficients ∀j, a j =< I, Φ j >, 3. while the residual energy I 2 is above a threshold do:
(a) select the best match: i = ArgMax j |a j |,
4. the final sparse representation vector represents the image as the set of tuples π i = (i, s i ), The performance of the algorithm can be measured quantitatively by reconstructing the image from the list of extracted edges [7] . 1 
USING THE PRIOR STATISTICS OF EDGE CO-OCCURENCES
A natural extension of the SparseLets framework is to use the prior knowledge of edge co-occurrences (see Figure 2) . Using the probabilistic formulation of the edge extraction process, one can apply this prior probability to the choice mechanism (Matching) in the Matching Pursuit algorithm. Indeed, at any step of the edge extraction process, one can include the knowledge gained by the extraction of previous edges, that is, the set I = {π i } of extracted edges, to refine the loglikelihood of a new possible edge π * = ( * , a * ) (where * corresponds to the address of the chosen filter, and therefore to its position, orientation and scale). Knowing the probability of co-occurences p(π * |π i ) from the statistics observed in natural images, we derive that the matching step may be modified to include this prior knowledge -compare to (1):
where I is the residual image and η quantifies the strength of this prediction. Basically, this shows that, similarly to the association field proposed by [16] which was subsequently observed in cortical neurons [17] and applied by [1, 10] , we facilitate the activity of edges knowing the list of edges that were already extracted. This comes as a complementary local interaction to the inhibitory local interaction implemented in the Matching step (see Equation (1)) for which we implicitly state that the extraction of each edge is independent of the other. This last equation is derived by stating that the likelihood of an edge depends on previous edges but that this dependence can be factorized by pairs of edge co-occurrences. Note that though this model is purely sequential and feedforward, this results in a sort of "chain rule", because when edges along a contour are extracted, the activity is facilitated along it for as long as the image of this contour exists in the image. This "chain rule" is similar to what has been used to model psychophysical performance [2] or to filter curves in images [18] . Our novel implementation provides a simple and rapid solution for using prior statistics of edge coocccurences that we illustrate for the first time here on a segmentation problem.
In figure 3 , we apply this formula to a synthetic image of a circle embedded in noise (panel A), to evaluate the probability that edges belong to the same contour. While many edges from the background are extracted in the plain SparseLets framework (panel B), edges belonging to the same circular contour "pop out" from the computation similarly to a chain rule (panel C). An important and novel contribution is that unlike classical hierarchical models, these results use a single layer of edge detection filters that communicate through local diffusion. No recursive propagation is required, since the greedy algorithm is applied sequentially. Biologically, interactions of this type have been well established in area V1. There is even evidence that this type of interaction can be modulated dynamically for different tasks, such as favoring co-linear versus co-circular edges [19] . Exploiting this type of modulation opens a wide range of potential applications to computer vision, such as robust segmentation and algorithms for the autonomous classification of images [11] . More generally, it shows that simple feed-forward algorithms such as the one we propose may be sufficient to account for the sparse representation of images in lower-level visual areas.
CONCLUSION
In this paper, we have extended a classical sparse model to include contextual information about the probability of edge co-occurrences, mimicking a key feature of the primary visual cortex in primates. We have shown in a basic but concrete example how sparse models could provide an efficient framework for biologically-inspired computer vision algorithms. So far, this approach has only been tested on simple synthetic images of circles, as a proof of concept for our approach. But the result observed was actually non-trivial, because the image training data for this system had no such circles -instead, the results for the circle reveal the general properties of good continuation learned from a wide variety of actual images, i.e. that co-circularities are more probable edge co-occurrences than random ones.
An obvious extension of this approach would be to apply it to a range of natural images, for instance by testing if the reconstructed images from the sparse edges are closer to the original images when including such prior information. This would be particularly useful when considering images degraded by instrumental noise -such as video-surveillance images obtained under low-light conditions -the remaining un-corrupted edges in the images may be sufficient to faithfully restore the original pattern of edges, exploiting the common patterns of correlation known to occur in images. Such an approach makes it possible to implement a range of theoretical concepts (such as the good continuity of contours) in a principled but practical way.
In mammals, one of the main possible substrates for an association field is the set of long-range lateral connections between neurons in V1 [20] . To work as an association field, lateral connections would need to be orientation specific and aligned along contours [21] , precisely what has been found in V1 of the tree shrew [20, 22] and the monkey [23] . This
( C) Fig. 3 . Application to rapid contour segmentation We applied the original SparseLets framework to (A) the synthetic image of a circle embedded in noise. This noise is synthesized by edges at random positions, orientations and scales with similar first-order statistics as natural scenes, but no second-order structure. (B) We overlay in red the set of edges which were detected by the original SparseLets framework, which does not make use of second-order statistics. (C) We overlay in blue the set of edges found after introducing second-order information in the evaluation of the probability in the sparse edges framework (with η = 0.15). There is a much stronger match of the edge extraction with the circle, as would be predicted by psychophysical results of human segmentation of contours. This shows that second-order information as introduced in this feed-forward chain may be sufficient to account for contour grouping, without necessarily requiring a recursive chain rule such as used in [2] .
elementary circuit could serve as the basis of synchronous activation of neurons along a contour [24] . The known circuitry is compatible with the implementation of the good continuation of co-circular contours in natural images [3] , and of curvature detection [25] . Thus an important additional area of future work will be to incorporate these effects into computational models of processing in the biological systems, to help understand how the interactions affect visual representations and possibly uncover additional mechanisms useful for computer vision [12] .
We have demonstrated here a sequential approach to image representation applied to a static image. To highlight the novelty of our approach, we have focused on a feed-forward implementation, starting from a blank image and converging to a full set of edges. A natural extension of this work is to use a dynamical stream of images. The algorithm presented here is actually a model of the dynamical analysis of an image at the coding time scale, that is, in the order of a few milliseconds [6] . By including information from previous frames within this short time scale, we hope to be able to extend it to a continuous stream of images. Using a probabilistic approach to the representation of information using edges, this will take the form of a predictive coding algorithm [26] . Such algorithm would include a prior knowledge on the transition probability of edges between successive frames. As a side result, this would reconcile our current purely feed-forward approach with the dynamical approach, which is more natural to describe processing in biological visual systems.
Note that this framework does not aim at competing with state-of-the-art edge detection algorithms but rather to provide novel insights for future biologically-inspired computer vision algorithms. This work helps advance both biologically-driven computer vision algorithms, and our understanding of V1. Current knowledge of V1 is largely incomplete [27] , and so there are likely to be many future discoveries that can help move computer vision forward. Such discoveries could even be accelerated by using a modeldriven approach, such as the one described here, to drive visual stimulation in physiological studies [28, 29] , systematically probing neural computations for a given visual task.
