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a b s t r a c t
Using a concept of random fuzzy variables in credibility theory, we formulate a
credibilistic model for unichain Markov decision processes under average criteria. And a
credibilistically optimal policy is defined and obtained by solving the corresponding non-
linear mathematical programming. Also we give a computational example to illustrate the
effectiveness of our new model.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Many contributions of Markov decision processes (MDPs) have been made (cf. [1,3,4,16,17]) in which the transition
probability of the state at each time is assumed to be uniquely given. However, this assumption is too rigid for real-life
decision making problems. In fact, in a real application of MDPs, the transition probability will be estimated through the
measurement of various phenomena. In such a case, the real value of the state transition probability may be partially
observed by dimness of perception or measurement imprecision. For example, in a famous automobile replacement
problem [3], the true value of the probability qij that the car is within age j after six months, given that the car is within age
i at that time, may not be observed exactly. Usually, it is linguistically or roughly perceived, like: the probability is “almost
0.3”, “considerably larger than 0.3”, “approximately between 0.2 and 0.4”, etc. A possible way of handling a situation such as
this is to apply the theory of fuzzy sets and extend the model of the classical MDPs to the flexible model which it is possible
to treat with ambiguous information.
Kurano et al. [8,9] have described the ambiguous information for the unknown transition probability matrices by fuzzy
sets and developed the theory of Pareto-optimization based on Zadeh’s extension principle [2,19]. Also, by the same idea as
above Kageyama [7] has treated the fuzzy information by a fuzzification operator with a deviation parameter and considered
the model-identification problem for various values of the deviation parameter.
Liu [12,13], in his Uncertain Theory, developed the credibility theory axiomatically where a concept of credibility measure
was introduced in order to measure credibility of the behavior of fuzzy phenomena.
In this paper, using the concept of the random fuzzy variable in credibility theory we introduce the new model, called
credibilistic MDPs, in order to treat the unknown transition matrices of classical MDPs with credibilistic information. And a
credibilistically optimal policy is defined, which is obtained by solving the corresponding non-linear programming problem.
Credibility theory has been received increasing attention and widely applied in the area of fuzzy optimization and
decision-making [5,6,10,14,18]. Recall that a random variable is a measurable function from a probability space to the set of
real numbers, and a fuzzy variable is a function from a credibility space to the set of real numbers [12]. In order to describe
a quantity with both fuzziness and randomness, Liu [10] introduced a concept of random fuzzy variable. A random fuzzy
variable is a fuzzy variable taking random variable values.
E-mail address: kageyama@ism.ac.jp.
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.04.035
M. Kageyama / Journal of Computational and Applied Mathematics 224 (2009) 140–145 141
This paper is arranged as follows: In Section 2, we recall some basic results of classical MDPs. In Section 3, we define
a credibilistic model. In Section 4, we show how to analyze credibilistic MDPs. In Section 5, we apply my results to a the
example-Taxicab Problem in [3].
2. Preliminaries
Let S andA be finite sets denoted by S = {1, 2, . . . ,N} andA = {1, 2, . . . , k}. And, we also define P (S), P+(S), P (S|S)
and P+(S|S) as follows:
P (S) ,
{
pi = (pi1,pi2, · · · ,piN)





P+(S) , {pi = (pi1,pi2, · · · ,piN) |pi ∈ P (S),pii > 0, i = 1, 2, . . . ,N } ,
P (S|S) ,
{
q = (qij : i, j ∈ S)
∣∣∣∣∣qij ≥ 0, N∑
j=1
qij = 1, i ∈ S
}
,
P+(S|S) , {q = (qij : i, j ∈ S) ∣∣q ∈ P (S|S), qij > 0, i, j ∈ S } .
Let r : S ×A→ R+ = [0,∞) be an immediate reward function, and
Q , {q = (q(a) : a ∈ A) |q(a) ∈ P (S|S), a ∈ A} ,
Q+ , {q = (q(a) : a ∈ A) |q(a) ∈ P+ (S|S), a ∈ A} .
For any q ∈ Q, we consider MDPs defined by a state space S, an action spaceA and an immediate reward function r and the
transition matrix q. Furthermore, let F = {f |f : S → A} be the set of all stationary policies. That is, q(f ) = (qij(f )) ∈ P (S|S)
with qij(f ) = qij(f (i)), i, j ∈ S. Next, we consider the expected average reward of stationary policy,








r(Xt, f )|X0 = i
]
, (1)
where (Xt)∞t=0 is the Markov chain which is induced by the transition matrix q(f ) with initial state X0 = i, and r(Xt, f ) =
r(Xt, f (Xt))(t ≥ 0).
Lemma 1 (cf. [17]). Let q ∈ Q+. Then,
(i) ϕi(q(f )) is independent of i ∈ S. Here we put ϕ(q(f )) = ϕi(q(f )),
(ii) ϕ(q(f )) =∑i∈S pii(q(f ))r(i, f ), where pi(q(f )) = (pi1(q(f )), . . . ,piN(q(f ))) ∈ P (S) is the stationary distribution, given by
pii(q(f )) = Dii(q(f ))N∑
j=1
Djj(q(f ))
, i = 1, 2, . . . ,N, (2)
where Dii(q(f )) is the cofactor of the ith diagonal elements of the matrix (q(f )T − I), q(f )T is a transpose of q(f ) and I is an
identity matrix.
(iii) The above pi(q(f )) is a unique solution of the equation pi(q(f )) = pi(q(f ))q(f ), pi(q(f )) ∈ P (S).
Lemma 2 (cf. [17]). For f ∈ F and q ∈ Q+, the expected average reward ϕ(q(f )) is a unique solution of the following equation,
ϕ(q(f ))+ vi = r(i, f )+
∑
j∈S
qij(f )vj (i ∈ S) with v1 = 0. (3)
3. Credibilistic MDPs
In this section, we define MDPs on credibility space. First, we give axioms of credibility theory [13]. LetΘ be an arbitrary
nonempty set, and P(Θ) the power set of Θ . If the following four axioms are satisfied, the set function Cr is said to be a
credibility measure.
Axiom 1. Cr{Θ} = 1.
Axiom 2. Cr is increasing, i.e., Cr{A} ≤ Cr{B}whenever A ⊂ B.
Axiom 3. Cr is self-dual, i.e., Cr{A} + Cr{Ac} = 1 for any A ∈ P(Θ).
Axiom 4. Cr {∪i Ai} = supi Cr{Ai} for any {Ai} ⊂ P(Θ)with supi Cr{Ai} < 0.5.
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Then the triplet (Θ,P(Θ),Cr) is called a credibility space. Let ξ be a fuzzy variable which is a function from a credibility
space to real numbers R, and its membership functions derived from the credibility measure is
µ(x) = (2Cr{ξ = x}) ∧ 1, x ∈ R. (4)




Cr{ξ ≥ r}dr −
∫ 0
−∞
Cr{ξ ≤ r}dr (5)
provided that at least one of the two integrals is finite [11]. Next, we consider random fuzzy variable.
Definition 1. A random fuzzy variable is a function from the credibility space (Θ,P(Θ),Cr) to the set of random variables.




Cr{θ ∈ Θ|E[ξ(θ)] ≥ r}dr −
∫ 0
−∞
Cr{θ ∈ Θ|E[ξ(θ)] ≥ r}dr (6)
provided that at least one of the two integrals is finite [15].
Assume that ξ is a simple fuzzy variable where the membership function is given by
µ(x) =

µ1 if x = a1
µ2 if x = a2
· · ·
µm if x = am,
(7)
where max{µi; i = 1, 2, . . . ,m} = 1 and a1, a2, . . . , am are distinct numbers. Then, it is easily obtained that the expected





where the weights are as follows:
wk = 12
(
max{µj|aj ≤ ak} −max{µj|aj < ak}
+ max{µj|aj ≥ ak} −max{µj|aj > ak}) (k = 1, 2, . . . ,m). (9)
Credibilistic MDPs we consider in this paper are four-tuple{
S,A, {ξ˜f : f ∈ F}, r
}
,
where {ξ˜f : f ∈ F} is a family of random fuzzy variables such that there exist q1, q2, · · · , qm ∈ Q+,µ1,µ2, · · · ,µm(max{µi; i =




1)with membership degree u1
Zf (q
2)with membership degree u2
· · ·
Zf (q
m)with membership degree um,
where Zf (q) is a random variable for q ∈ Q+, f ∈ F which is defined by






r(Xt, f ), (10)
where {Xt}∞t=0 is the Markov chain with the transition matrix q(f ) and the initial state X0 = i ∈ S. The expected value of ξ˜f
will be defined as the expectation (8) of the fuzzy variable ξf whose membership function is given by
µf (x) =

µ1 if x = E[Zf (q1)]
µ2 if x = E[Zf (q2)]
· · ·
µm if x = E[Zf (qm)].






where the weight wk = wk(f ) is given in (9) with aj = ϕ(qj(f ))(j = 1, 2, . . . ,m). The problem of credibilistic MDPs is to
maximize E[ξ˜f ] over all f ∈ F. The policy f ∈ F is called to be credibilistically optimal if E[ξ˜f∗ ] ≥ E[ξ˜f ] for all f ∈ F. In order to
make it possible, we need the following:
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Assumption 1. For all policy f ,
E[Zf (qk)] 6= E[Zf (ql)](k 6= l), 1 ≤ k < l ≤ m.
4. Theorems and corollary
In this section, we characterize the expected value E[ξ˜f ] for credibilistic MDPs given in the preceding section and it will
be shown that a credibilistically optimal policy is obtained by solving the corresponding non-linear programming.




pii(f )r(i, f ), (12)






Proof. By Lemma 1(ii), ϕ(qk(f )) =∑Ni=1 pii(qk(f ))r(i, f ), so that (12) follows from (11). 
Theorem 1. Let f ∈ F. Then, the following holds:
(i) There exists q∗ = (q∗ij(a)) ∈ Q+ (depending on f ) such that
(a) E[ξ˜f ] = ϕ(q∗(f )) and
(b) E[ξ˜f ] is a unique solution of the equations:
vi(f )+ E[ξ˜f ] = r(i, f )+
∑
j∈S
q∗ij(f )vj(f ) (i ∈ S), v1(f ) = 0. (14)







where pii(f ) is given in (13).
Proof. From Lemma 1, the stationary distribution pi(qk(f )) is
pi(qk(f )) = pi(qk(f ))qk(f ) (k = 1, 2, . . . ,m). (16)





















where q∗ij(f ) is given by (15). Thus, pi(f ) = (pi1(f ), . . . ,piN(f )) is a stationary distribution for q∗(f ) = (q∗ij(f )), which implies
from (12) and Lemma 1(i) that (a) of (i) in Theorem 1 holds. Also, (b) of (i) obviously holds from Lemma 2. 
Corollary 1. Let f ∈ F. If there exists g ∈ F such that
vi(f )+ E[ξ˜f ] ≤ r(i, g)+
∑
j∈S
q∗ij(g)vj(f ) (i ∈ S), (17)
then E[ξ˜f ] ≤ E[ξ˜g].
Proof. Applying the usual discussion for ordinary MDPs, we set E[ξ˜f ] ≤ ϕ(q∗(g)). By Theorem 1, we have E[ξ˜f ] ≤ E[ξ˜g]. 
The following results show that credibilistic MDPs are solved by the corresponding mathematical programs.
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Table 1
State Action Transition probability Reward
1 2 3 r(i, f (i))
1 1 .5 .25 .25 8
2 .0625 .75 .1875 7.25
3 .25 .125 .625 4.25
2 1 .5 0 .5 16
2 .0625 .875 .0625 24
3 1 .25 .25 .5 7
2 .125 .75 .125 4
3 .75 .0625 .1875 4.5
Table 2.1
State Action Transition probability
µ = 1 µ = .6 µ = .3
1 2 3 1 2 3 1 2 3
1 1 .5 .25 .25 .5 .25 .25 .5 .25 .25
2 .0625 .75 .1875 .0625 .75 .1875 .0625 .75 .1875
3 .25 .125 .625 .25 .125 .625 .25 .125 .625
2 1 .5 0 .5 0 .5 .5 0 .5 .5
2 .0625 .875 .0625 0.25 .5 .25 .25 .5 .25
3 1 .25 .25 .5 .25 .25 .5 .5 .25 .25
2 .125 .75 .125 .125 .75 .125 .5 .5 0
3 .75 .0625 .1875 .75 .0625 .1875 .25 .25 .5











j (i ∈ S),
vk1 = 0, (k = 1, 2, . . . ,m)
f ∈ F
(P)
Proof. For any f ∈ F, by Lemma 2, αk = ϕ(q∗(f ))(k = 1, 2, . . . ,m) holds. Thus, from Theorem 1 the statement of Theorem 2
follows obviously. 
5. Numerical example
In this section, we use the same notations as those in previous sections. Let’s consider the Taxicab Problem in [3]. A taxi
driver has an area of operation encompassing three towns. If he is in town 1, he has three alternatives:
(i) He can cruise in the hope of picking up a passenger by being hailed.
(ii) He can drive to the nearest cab stand and wait in line.
(iii) He can pull over to the curb and wait for a radio call.
In town 3, he has same alternative(action), but in town 2, the last alternative is not available since there is no radio cab
service in that town. Assigning hypothetical numbers, the date for the problem can be shown in Table 1. In this problem, we
have 3 states; there 3 actions in states 1 and 3, and 2 in state 2. Therefore, there exist 18 possible policies.
In Tables 2.1 and 2.2, we show the data for a credibilistic version of this problem. With the membership grade µ = 1,
transition probabilities are the same as in Table 1. The date for µ = .6 is different from that in Table 1 at state 2. The data
for a µ = .3 is different from that in Table 1 at state 2 and 3. The optimal policy for a usual MDPs in Table 1 is f ∗ = (2, 2, 2)
and the total reward is ϕ(q(f ∗)) = 12.34. In our credibilistic MDPs at Tables 2.1 and 2.2, the credibilistically optimal policy
is f ∗ = (1, 2, 2) and the total reward is estimated as E[ξ˜f∗ ] = 11.92. So, we see that our credibilistic MDPs has shown some
differences from the usual MDPs because it includes credibility.
6. Conclusion and some problems in the future
A new approach is proposed to analyze uncertain MDPs in this paper. This approach is very useful and powerful because
the model is more flexible and based on an axiomatic foundation of credibility theory given by Liu [12,13]. Our credibilistic




µ = 1 µ = .6 µ = .3
1 1 8 8 8
2 7.25 7.25 7.25
3 4.25 4.25 4.25
2 1 16 9 9
2 24 15 15
3 1 7 7 7.5
2 4 4 4.5
3 4.5 4.5 5
MDPs are quite different from those in references [7,8]. For example, Pareto-optimality was used in [7,8], while in our model
such a notion is not needed. Our definition of expectation E[ξ˜] in this paper is a crisp one using the Choquet integral.
Therefore, we can recognize that it is optimality clearer than that of the previous works [7,8]. However, there exists a
problem which we should overcome. When we estimate the credibilitically optimal policy, we cannot employ the policy
improvement and the value iteration (cf. [3,17]). In our model, the corresponding non-linear programming problem must
be solved. Here, we dealt with the average case under the unichain assumption. However, the fuzzy credibility approach is
thought to be applicable to solve problems of multichain case, discounted case, infinite state case and so on, in the future.
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