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Abstract
Cellular asymmetry is critical to the generation of complexity in both metazoans and many
microbes. However, several molecular mechanisms responsible for translating asymmetry into
differential cell fates remain unknown. Caulobacter crescentus provides an excellent model to
study this process because every division is asymmetric. One daughter cell, the stalked cell, is
sessile and commits immediately to S phase. The other daughter, the swarmer cell, is motile and
locked in G1.
Cellular differentiation requires asymmetric distribution or activation of regulatory factors. In
Caulobacter, the master cell cycle regulator CtrA is selectively activated in swarmer cells,
deactivated in stalked cells, and reactivated in predivisional cells. CtrA controls DNA
replication, polar morphogenesis and cell division, and its cell-type and cell cycle-specific
regulation is essential to the life cycle of Caulobacter. In swarmer cells, activated CtrA binds to
the origin of replication and holds cells in G1. In stalked cells, CtrA deactivation allows for the
initiation of DNA replication. Finally, in predivisional cells, CtrA is reactivated and acts as a
transcription factor for >100 genes including those involved in polar morphogenesis and cell
division. CtrA regulation is determined by the polarly localized histidine kinase CckA, but how
CckA is differentially regulated in each cell type and why activity depends on localization are
unknown.
This thesis demonstrates that the unorthodox kinase DivL promotes CckA activity and that the
phosphorylated regulator DivK inhibits CckA by binding to DivL. Differential cellular fates are
achieved by regulating the phosphorylation state of DivK. In swarmer cells, DivK is
dephosphorylated, thereby activating CckA and arresting the cells in G1. In stalked cells,
phosphorylated DivK inactivates CckA, thus allowing for DNA replication initiation.
Paradoxically, in predivisional cells, while phosphorylated DivK levels remain high, CckA is
reactivated to initiate cellular division and morphogenesis. CckA activation in this cell type relies
on polar localization with a DivK phosphatase. Localization thus creates a protected zone for
CckA within the cell, without the use of membrane-enclosed compartments. These results reveal
the mechanisms by which CckA is regulated in a cell-type-dependent manner. More generally,
these findings reveal how cells exploit subcellular localization to orchestrate sophisticated
regulation.
Thesis Supervisor: Michael T. Laub
Title: Associate Professor of Biology
Acknowledgements
This research could not have been conducted without the help and support of many people. First
and foremost, I would like to thank my advisor, Michael Laub for all of his scientific insight and
personal support over the past five years. I couldn't have asked for a better advisor and mentor.
If only your intellect were as contagious as your enthusiasm. I would also like to thank my thesis
committee members, Angelika Amon for her insights as well as her confidence in me and her
support of my endeavors, and Stephen Bell for his invaluable guidance and advice.
Many friends and colleagues have contributed to this research over the years. I would like to
especially acknowledge David McClain for helpful scientific discussions, and for helping to
move my couch twice and the entire contents of my apartment three times within the past two
years. I was taught a tremendous amount during my time in the Sauer lab, and absorbed some of
it - for that I would like to thank Andreas Martin, Kathleen McGuinness, Sean Moore, and Bob
Sauer who took me in when I arrived in Cambridge, as well as Steven Glynn, for his defensive
playing, lightning speed, friendship, and also input on this thesis.
I would like to especially acknowledge the past and present members of the Laub lab for their
intellectual and technical contributions to this work, and for making graduate school and the lab
a much more enjoyable place to be. I would like to highlight Josh Modell for his almost
automatic willingness to split an order of buffalo wings with me, Sri Kosuri for his free spirit and
mentorship, Jeff Skerker for his tacos, as well as Erin Chen, Chris Aakre, Andy Yuan, and
Barrett Perchuk.
Without the Biology Department administrative staff I would not have remembered to enroll for
first term classes, much less managed to submit a thesis. I would like to thank the Biology
Education Office and Financial Office staff, especially Betsey Walsh, Janice Chang, Nick
Polizzi, Luke McNeill, and Mary Mango, for all of their patience and help.
I would like to thank the custodial staff of Building 68, particularly Raoul, Doug, and Brian, for
being the main supporters of my late-night research efforts.
I would also to thank the entire Boston Fire Department, especially Frank Jones and John
Centrino, for putting out the fire on Beacon St and rescuing my cats. I would like to thank my
cats, Little and Shayla, for allowing themselves to be rescued, and for being furry.
I would like to thank Rebecca and Isabella Lubin, for their refreshing personalities and their
dedication to their sister and me.
I would like to thank my family for their unconditional support and love. There is no greater
comfort than knowing that you will always stand by me.
Finally, I would like to thank Emma Lubin, who convinced the fire fighters to go in after our cats
after only a few seconds after I had been trying for close to half an hour. I can't imagine having
done any of this without you. Thank you.
Table of Contents
Abstract ................................................................................................................................... 3
Acknowledgem ents........................................................................................................... 4
Table of Contents .................................................................................................................... 5
Chapter 1 Introduction...............................................................................................................11
Cellular asym m etry and differentiation........................................................................... 12
Sporulation in B. subtilis .................................................................................................... 12
Asym m etric m ating type switching in S. cerevisiae ........................................................ 14
The par system in C. elegans ................................................................................................ 15
Caulobacter crescentus as a model for asymmetric division and differentiation............16
Early genetic studies reveal intricate coordination between cell cycle events in Caulobacter
............................................................................................................................................... 18
Analysis of flagellar development reveals connections between developmental programs
and cell cycle......................................................................................................................... 18
CtrA coordinates polar morphogenesis, DNA replication and cell division...................... 19
CtrA is regulated by transcription, phosphorylation and proteolysis................................ 20
Isolation of the CtrA kinase, CckA .................................................................................... 22
Isolation of other genes in the CtrA regulatory pathway .................................................. 23
CtrA is a two component response regulator whose activity is regulated by phosphorylation
............................................................................................................................................... 2 3
Two com ponent signal transduction.................................................................................. 24
Early genetic and biochemical studies of two component signal transduction.................24
Histidine kinases ................................................................................................................... 26
Response regulators...............................................................................................................27
Histidine kinase and response regulator interactions ......................................................... 30
Variations on the phosphotransfer architecture in two component signaling ................... 32
Sensor dom ains ..................................................................................................................... 33
Two component signaling in the Caulobacter crescentus cell cycle.................................. 40
C ck A .......................................................................................... ........ -... ------------. 4 0
D ivK .................................................................................................- .... . ------------------............ 42
D ivL ................................................................................................... .. --------............. .----- 43
The role of localization in the regulation of CtrA ............................................................. 44
Localization of the two DivK regulators, PleC and DivJ.................................................. 44
Localization of CckA and DivL ........................................................................................ 46
How and why are regulatory proteins localized to cell poles?.................... . . . . . . . . . . . . . . . . . . . . 47
Localization of the chemotaxis signaling system improves its sensitivity........................ 47
Recognition of membrane curvature .................................................................................. 48
Localization of the division ring at the mid-cell by inhibiting its formation elsewhere ....... 49
Conserved localization determinants localize the Shigella polar virulence factor IcsA ....... 50
Polar localization of regulatory proteins in Caulobacter .................................................. 51
Summary and Outline of Results....................................................................................... 53
References ...............................................................................................-----...-----------........... 55
Chapter 2 A dynamic complex of signaling proteins uses polar localization to regulate cell
fate asymmetry in Caulobacter crescentus ............................................................................. 62
Summary.........................................................................................................-----------...........63
Introduction .................................................................................................................-----...--- 64
Results ..................................................................................................---.......-----------............. 67
divL acts between divK and cckA in the CtrA regulatory pathway .................................... 67
DivL regulates CtrA by promoting CckA activity ............................................................. 69
DivL is required to localize CckA at the nascent swarmer pole ........................................ 73
Phosphorylated DivK directly binds DivL.........................................................................77
Mutations in DivL that affect DivK binding in vitro affect CckA kinase activity in vivo.... 80
Mutations in DivK that affect DivL binding in vitro affect CckA activity in vivo............82
Localization to the swarmer pole activates CckA by localizing it with a DivK phosphatase
...............................................................................................................................................
8 4
Discussion....................................................................................................................----..----.-89
DivK dictates cell cycle progression and cellular asymmetry by regulating CckA.......... 90
Non-canonical topologies and activities for two-component signaling proteins .............. 93
Molecular mechanisms for producing and maintaining cellular asymmetry .................... 94
Experim ental Procedures .................................................................................................. 95
Acknowledgm ents..................................................................................................................106
References .............................................................................................................................. 107
Chapter 3 Conclusions and Future Directions ....................................................................... 111
Sum m ary of the CtrA regulatory pathway.........................................................................112
Activation upon localization.................................................................................................112
PleC and DivJ...................................................................................................................... 112
CckA and DivL ................................................................................................................... 113
Asymmetric activation of CckA results in a CtrA gradient prior to division ................. 114
Attempts to measure direct interactions between DivL and CckA .................................. 117
M olecular dissection of CckA signaling dom ains...............................................................120
M olecular dissection of DivL signaling dom ains................................................................123
Determ ining which factors are required for DivL localization.........................................123
How does phosphorylated DivK inhibit DivL.....................................................................124
Concluding rem arks..............................................................................................................124
References .............................................................................................................................. 126
7
Figures
Figure 1.1 - Asymmetric cell division in B. subtilis and S. cerevisiae. ..................................... 13
Figure 1.2 - The Caulobacter crescentus life cycle.................................................................. 17
Figure 1.3 - CtrA activity is regulated by phosphorylation and proteolysis. ............................ 21
Figure 1.4 - Diagram of two component signal transduction....................................................25
Figure 1.5 Structural changes in a response regulator upon phosphorylation. .......................... 28
Figure 1.6 - Crystal structure of a histidine kinase in complex with its cognate response
regu lator. ............................................................................................................................... 3 1
Figure 1.7 - Primary and secondary structure of a PAS domain............................................... 34
Figure 1.8 - Histidine kinase structure/function states. ............................................................ 36
Figure 1.9 - Model for allosteric regulation of a histidine kinase by an N-terminal PAS domain.
............................................................................................................................................... 3 8
Figure 1.10 - Diagram of the CtrA regulatory pathway, including known phosphotransfer events.
............................................................................................................................................... 4 1
Figure 1.11 - Polar localization of CtrA regulatory proteins. .................................................. 45
Figure 2.1 - DivL is required for CtrA activity.........................................................................68
Figure 2.2 - Epistasis analysis places divL between divK and cckA in the CtrA regulatory
p athw ay . ................................................................................................................................ 70
Figure 2.3 - DivL is required to activate CckA as a kinase in vivo...........................................72
Figure 2.4 - DivL is required to localize CckA-GFP to the swarmer pole of predivisional cells. 74
Figure 2.5 - DivK inhibits CckA kinase activity at the G1-S transition. ................................... 76
Figure 2.6 - Mutations in DivL that affect DivK binding in vitro affect CckA activity in vivo. .. 79
Figure 2.7 - Mutations in DivK that affect DivL binding in vitro affect CckA activity in vivo... 83
Figure 2.8 - CckA and DivL both localize at the swarmer pole with PleC to avoid
dow nregulation by D ivK .................................................................................................. 87
Figure 2.9 - Model of regulatory circuitry controlling CtrA, cell cycle transitions, and cell fate
asym m etry in Caulobacter crescentus ............................................................................. 91
Tables
Table 2.1 - Strains and Plasm ids ................................................................................................. 102
Table 2.2 - Prim ers ...................................................................................................................... 105
10
Chapter 1 Introduction
Cellular asymmetry and differentiation
Asymmetric cell division is the building block of differentiation and multicellular complexity.
Although different organisms use a wide range of molecular mechanisms to produce and
maintain asymmetry, there are also several similarities between these diverse systems. First, a
decision is made by the cell to execute a developmental program that commits the cell to
becoming asymmetric. This decision can be made in response to a stimulus such as nutrient
depletion, as is the case for B. subtilis sporulation, or it can be an intrinsic part of the life cycle of
an organism, as in the case of mating-type switching in S. cerevisiae. Once the decision has been
made, there is a mechanism to distribute the differentiation-determining regulatory factors
asymmetrically. Finally, asymmetrically distributed factors drive different developmental
programs in the progeny cells. Several examples of asymmetric division, described below, have
been examined in molecular detail.
Sporulation in B. subtilis
In harsh environmental conditions such as nutrient starvation, B. subtilis will undergo
asymmetric division to form a stress-resistant spore (Figure 1.lA). The process initially
produces a mother cell and a forespore; the mother cell eventually engulfs the forespore, which
develops into a spore that is released by lysis of the surrounding mother cell (Stragier and
Losick, 1996). The decision to sporulate is determined by the phosphorylation state of the
transcription factor SpoOA that receives inputs from multiple different kinases and phosphatases.
When phosphorylated, SpoOA initiates transcriptional changes that result in the localization of
the normally mid-cell division septum to one of the cell poles (Ben-Yehuda and Losick, 2002).
This establishes the initial asymmetry between the mother and forespore compartments.
B. subtilis sporulation
Asymmetric Asymmetric Engulfment Coat formation Mother cell lysis Spore release
septum formation divisioncIPzD + -,$ .............
B. S. cerevisiae cell division
Aship mRNA
transported to daughter
Ashi p mRNA is translatedAship mRNA and protein inhibits
localized HO expression
4+
Figure 1.1 - Asymmetric cell division in B. subtilis and S. cerevisiae.
(A) In B. subtilis sporulation, localization of the division septum divides the
cell asymmetrically. Downstream of this, oW is specifically activated in the
forespore resulting in transcription of spore-specific genes there, but not the
mother cell. (B) In S. cerevisiae, each cell division results in a large mother
cell and smaller daughter cell. Mating-type switching is inhibited specifically
in the daughter cell, but not the mother cell. This occurs through the mRNA
Ashlp which encodes an inhibitor of mate-type switching. Ashlp mRNA
transcribed prior to division is shuttled to the daughter cell along the
cytoskeleton. After division, translation of Ashlp in the daughter cell results
in mate-type switching in the daughter cell, while mate-type switching in the
mother cell remains uninhibited.
It is thought that the asymmetric positioning of the division septum plays a role in the
downstream regulation of spore differentiation (Stragier and Losick, 1996). Following division,
the sigma factor, aF, is specifically activated in the forespore, but not the mother cell. aF initiates
what is known as "criss-cross" regulation, which involves complementary and parallel
transcriptional programs in the mother and forespore compartments that result in the
development of a completed spore (Stragier and Losick, 1996). The mechanism for the initial
asymmetric activation of aF in the forespore but not the mother compartment is unclear. Prior to
division, aF is repressed by the anti-sigma factor SpoIIAB. Upon division, the anti-anti-sigma
factor SpoIIAA is activated at the same rate in both the mother and forespore through
dephosphorylation by the phosphatase SpoIIE. One model proposes that, since the size of the
forespore compartment is smaller, the concentration of activated SpoIIAA is much higher in it
than in the mother compartment, thereby removing SpoIIAB inhibition of aF specifically in the
forespore (Stragier and Losick, 1996). It has also been suggested that asymmetric distribution of
the chromosome after formation of the septum results in the differential expression of regulatory
genes. When the septum is created, the forespore cell contains only ~30% of the chromosome,
and this region does not include the gene coding for the anti-sigma factor SpoIIAB. The model
proposes that, consequently, levels of SpoIIAB drop in the forespore compartment relative to the
mother compartment, resulting in forespore-specific CYF activation (Barik and Wilkinson, 2005;
Dworkin and Losick, 2001).
Asymmetric mating type switching in S. cerevisiae
In S. cerevisiae, cell division is inherently asymmetric, producing a larger "mother" cell that is
capable of mating-type switching and a smaller "daughter" cell that is not (Figure 1. 1B, Horvitz
and Herskowitz, 1992). The actin cytoskeleton in S. cerevisiae is polarized, with the plus end
located in the daughter cell. This polarization enables the localization of cell-type specificity
determinants via actin-mediated transport. In particular, the mRNA coding for the mating
asymmetry determinant, Aship, is shuttled along the actin cytoskeleton and localized to the
smaller daughter cell. Translation of this mRNA produces Ashlp, a transcriptional inhibitor of
mating-type switching genes (Long et al., 1997). Specifically, the Aship inhibitor prevents
daughter cell expression of the HO gene, an endonuclease that stimulates the genetic
rearrangement necessary for mating-type switching (Maxon and Herskowitz, 2001).
The par system in C. elegans
In C. elegans, after egg fertilization, the embryo divides into a larger anterior AB and a smaller
posterior P1 daughter cell. Entry of the sperm at the region that will become the posterior end
creates a change in distribution of proteins in the cell cortex. PAR-3 and PAR-6, which are
normally distributed evenly throughout the cortex, are displaced by the sperm centrosome. PAR-
1 and PAR-2 take their place in this region, expanding their coverage until the anterior half of the
cell cortex is covered with PAR-3 and PAR-6 while the posterior is covered by PAR-I and PAR-
2 (Cowan and Hyman, 2004; NeumUller and Knoblich, 2009). Changes in the cortical
actomyosin network are required to establish PAR protein polarity, and PAR proteins are
required to establish the asymmetric distribution of the effectors of differentiation. Interestingly,
PAR proteins represent a common mechanism for establishing polarity in several eukaryotes,
including mammalian cells. In each case, the PAR system is slightly modified to recruit
appropriate polar factors and have the biochemical properties to develop the specific asymmetry
desired (Nance and Zallen, 2011). Understanding such pathways is important because mutations
in several factors involved in establishing asymmetry has been implicated in the uncontrolled
cellular proliferation seen in some cancers (Neumiller and Knoblich, 2009).
While the examples above highlight certain general similarities involved in the development of
asymmetry, they also underscore the great diversity in mechanisms used to establish cellular
asymmetry and execute differentiation. For example, in the three examples described above,
regulatory factors are effectively asymmetrically partitioned, but in each case the mechanism of
partitioning and the type of factors partitioned are widely different.
Caulobacter crescentus as a model for asymmetric division and differentiation
Caulobacter crescentus is a bacterium with a complex life cycle that has emerged as a model for
understanding the molecular basis of cellular differentiation and the bacterial cell cycle.
Caulobacter exhibits clear polarity such that every cell division produces two differentiated
daughter cells, a sessile stalked and a motile swarmer cell (Figure 1.2). Swarmer cells are not
capable of replication, and instead must differentiate by ejecting their flagellum and constructing
a stalk at the same site. After replication initiation, stalked cells enter the predivisional phase
during which, in addition to completing replication of the chromosome and preparing the
division septum, a developmental program is initiated that creates a swarmer pole at the end of
the cell opposite the stalk. This program includes the synthesis of a new flagellum as well as the
membrane-proximal portions of pili, which are eventually extended into full pili after cell
division. These pili serve as phage receptors, which ultimately make swarmer cells, but not
stalked cells, susceptible to attack by certain RNA phages (Shapiro et al., 1971). Although many
prokaryotes initiate developmental programs, what has made Caulobacter particularly appealing
as a model organism is that its developmental programs result in experimentally accessible
asymmetric polar structures associated with clear cellular functions. In addition, studies of
Caulobacter are facilitated by the ease with which mixed populations of cells can be
Cell type: swarmer
/
-0
Morphogenesis:
Chromosome
replication:
differentiation
into stalked cell
DNA replication
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flagellar for nation cell
division
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replication and segregation
Figure 1.2 - The Caulobacter crescentus life cycle.
Black bars indicate the timing of events involved in differentiation,
morphogenesis, and chromosome replication.
predivisionalstalked
0
0
0......
0
synchronized, allowing for the monitoring of cell cycle events in bulk populations (Shapiro,
1976).
Early genetic studies reveal intricate coordination between cell cycle events in Caulobacter
The developmental processes involved in polar morphogenesis were studied in some detail early
on in the cultivation of Caulobacter as a model organism. Mutations were identified that affect
flagella synthesis or function, and others were found that affect phage receptor production
(Marino et al., 1976; Skerker and Shapiro, 2000). Additionally, mutations were found that affect
both of these processes, indicating that they are likely part of the same developmental program
(Kurn et al., 1974). Interestingly, this program is cued by DNA replication. If initiation of DNA
replication is blocked, the new pole, along with the associated polar flagellar and pili structures,
fails to form (Osley and Newton, 1977; Osley et al., 1977). However, how transcription, polar
morphogenesis, and DNA replication are coordinated in the cell cycle of Caulobacter remained
incompletely understood.
Analysis of flagellar development reveals connections between developmental programs
and cell cycle
Studies of flagellum biogenesis at the new swarmer pole have revealed a hierarchical genetic
program that coordinates transcription of genes required for the construction of this polar
organelle. The flagellar genes must be transcribed during a specific time during the cell cycle,
immediately before and during flagellar construction. Synchronized cultures treated with a
transcriptional inhibitor during this specific window of the cell cycle fail to form flagella
(Newton, 1972). As different genes involved in the flagellar pathway were identified, it became
clear that 1) transcription of these genes coincides with the time of the specific functions of their
protein products (Ohta et al., 1985) and 2) that genes transcribed earlier often have a role in the
regulation of genes transcribed later on (Champer et al., 1987). Therefore the various genes
identified have been classified into three groups known as Flagellar Class I, III, and IV
(reviewed in (Brun et al., 1994)). Class I was reserved for the putative initiator of the cascade.
Supporting the existence of this hypothesized initiator, a consensus sequence was discovered in
several of the promoters of Class II flagellar genes, suggesting that there was a specific binding
site for a Class I transcription factor (Alley et al., 1991; Stephens and Shapiro, 1993; Van Way et
al., 1993; Zhuang and Shapiro, 1995). Furthermore, this same site was identified in genes such as
ccrM, a DNA methyltransferase known to be involved in the regulation of DNA replication.
These findings served as the first indication that there might be a transcription factor that both
regulates flagellar development and coordinates this process with the cell cycle, potentially
providing a mechanism for the observed link between DNA replication and polar morphogenesis
(Alley et al., 1991; Stephens et al., 1995; Zweiger et al., 1994).
CtrA coordinates polar morphogenesis, DNA replication and cell division
This Class I factor, an essential DNA-binding protein called CtrA, was eventually uncovered in a
screen for mutants that affected transcription from the promoter of a Class II flagellar gene, fliG,
and that produced a temperature sensitive cell division defect (Quon et al., 1996). Since its
discovery, CtrA has been shown to directly regulate the expression of nearly 100 genes (Laub et
al., 2000), including genes involved in flagellar biogenesis, pili biogenesis, cell division,
membrane synthesis, and DNA replication control. Overall, 25% of the -550 genes whose
expression varies during the cell cycle are controlled directly or indirectly by CtrA (Laub et al.,
2000). In addition to regulating transcription, CtrA also directly regulates DNA replication by
binding to and silencing the origin of replication (Domian et al., 1997). Active CtrA is
responsible for the inhibition of DNA replication in swarmer cells and its deactivation during the
swarmer-to-stalked cell transition is required for DNA replication initiation. Thus, the
differential activity of CtrA in swarmer and stalked cells after cell division is essential in
determining their asymmetric replicative fates.
In sum, CtrA is a master regulator of several cell cycle processes including DNA replication,
morphogenesis and cell division, and its activity must be tightly controlled for Caulobacter to
progress through its cell cycle and to establish asymmetry. If expressed and activated
constitutively, the GI to S transition is blocked (Domian et al., 1997). Conversely, a loss of
CtrA function results in loss of polar morphogenesis, the inability to complete cell division and
over-replication of the chromosome (Quon et al., 1998).
CtrA is regulated by transcription, phosphorylation and proteolysis
Given the central importance of CtrA to cellular asymmetry and cell cycle progression, cells
tightly control its activity through a combination of regulated transcription, proteolysis, and
phosphorylation (Figure 1.3). CtrA activity is high in swarmer cells to maintain the Gl state,
cleared in stalked cells to allow for DNA replication, and again activated in predivisional cells to
coordinate morphogenesis and transcription. Although ctrA transcription is regulated in a cell
cycle dependent manner, CtrA activity still cycles in cells constitutively expressing ctrA
(Domian et al., 1997; Quon et al., 1996) due to the regulation of CtrA proteolysis and
phosphorylation. CtrA is actively degraded by the cellular protease ClpXP specifically in stalked
cells, but is stable in swarmer and predivisional cells (Domian et al., 1997; Jenal and Fuchs,
1998). However, even if CtrA degradation is inhibited by disrupting its C-terminal degradation
tag, cells do not arrest in G1 because CtrA activity is regulated also by phosphorylation.
Cell type: swarmer
0
CtrA proteolysis
CtrA phosphorylation
7
CtrA~P promotes transcription
origin of replication cell division genes
flagellar genes
DNA replication genes
Figure 1.3 - CtrA activity is regulated by phosphorylation and proteolysis.
The stages during the Caulobacter cell cycle where CtrA is active are
highlighted by shading. The black bars indicate the timing of CtrA regulation
by phosphorylation and proteolysis. Active CtrA is responsible for the
regulation of >100 genes including those involved in cell division, polar
morphogenesis, and DNA replication. CtrA also directly binds to and
represses the origin of replication.
stalked predivisional
Concomitant with its proteolytic destabilization in stalked cells, CtrA is dephosphorylated
specifically in this cell type, rendering it inactive. Thus, the primary mechanism of regulating
CtrA is through phosphorylation, with additional contributions from transcription and proteolysis
(Domian et al., 1997).
Isolation of the CtrA kinase, CckA
The kinase responsible for the regulatory phosphorylation of CtrA, CckA, was identified through
a genetic screen similar to that which uncovered CtrA (Jacobs et al., 1999). Specifically, mutant
strains that were defective in multiple aspects of new pole development were isolated by
selecting for resistance to infection by the bacteriophage CDCbK, indicating a defect in polar pili
formation, and by screening for a motility defect, indicating that lack of flagellar development.
Further, mutants were required to be temperature sensitive (37'C) lethal to isolate mutations that
were also defective in cell cycle progression. The similarity of this screen to the one that
identified CtrA was highlighted by the fact that four mutations that mapped to ctrA were
identified by the screen prior to identifying cckA. The cckA' mutant identified by this screen
closely phenocopies ctrA's in its cell division and chromosome overreplication phenotypes.
Further, CckA is essential for CtrA phosphorylation in vivo (Jacobs et al., 1999). Interestingly,
AcckA was not bypassed in cells producing CtrA harboring a phosphomimetic mutation at the
site of phosphorylation, even though that same allele of ctrA fully complemented a ActrA strain.
This is due to the fact that CckA also prevents CtrA proteolysis (Jacobs et al., 2003). CckA was
thus shown to regulate both CtrA phosphorylation and proteolysis. The mechanistic basis for
this coordinate regulation will be discussed further below.
Isolation of other genes in the CtrA regulatory pathway
Prior to the discovery of CtrA, several additional Caulobacter genes were determined to be
involved in CtrA regulation were identified in a genetic screen. Once again, mutant strains were
isolated that inhibited flagellar function and decreased susceptibility to the swarmer pole specific
phage CDCbK. Mutants isolated under these conditions are thought to be involved in the initial
developmental program that creates the new pole in predivisional cells (Sommer and Newton,
1989, 1991). One such screen identified the gene pleC (Sommer and Newton, 1989). A
subsequent screen searching for mutants that restored the swarm phenotype of a pleC's strain at
the restrictive temperature and conferred a cold-sensitive cell division phenotype identified three
genes involved in the same pathway: divJ, divL and divK (Sommer and Newton, 1991).
Further genetic analysis indicated that these genes were involved in the CtrA regulation pathway.
A screen for suppressors of the growth and swarm phenotype of a divK" strain at the restrictive
temperature resulted in the isolation of a mutation in ctrA (Wu et al., 1998). Later it was also
shown that loss of divK function resulted in a failure to dephosphorylate and proteolyze CtrA at
the swarmer to stalked cell transition, mimicking the phenotype of the phosphomimetic non-
degradable CtrA allele described previously, which indicated that divK is an essential inhibitor of
CtrA activity (Hung and Shapiro, 2002). However, the mechanism by which DivK regulates
CtrA remained unclear, including whether or not it exerts its effect through the kinase CckA.
CtrA is a two component response regulator whose activity is regulated by phosphorylation
CtrA belongs to a class of proteins known as response regulators. These proteins participate in a
signaling modality known as two component signal transduction, a mechanism of signaling
through phosphotransfer that is prevalent in bacteria but also found in many eukaryotes and
plants. These signaling pathways involve histidine kinases and their cognate response regulators.
cckA, divJ, pleC, and divL all encode histidine kinases, whereas divK, like ctrA, encodes a
response regulator. Since two component signaling plays a major role in the regulation of CtrA
activity and thus the determination of cellular asymmetry and differentiation in Caulobacter, I
will first provide a brief history and current understanding of two component signaling
mechanisms before returning to a discussion of how the Caulobacter two-component signaling
genes pleC, divJ, divL, cckA, and divK, regulate CtrA activity.
Two component signal transduction
Canonically, two component signaling refers to a signaling modality in which a histidine kinase
autophosphorylates a conserved histidine residue and then transfers the phosphoryl group to an
aspartate on a response regulator. The phosphorylation state of the response regulator
determines its activity (Figure 1.4).
Early genetic and biochemical studies of two component signal transduction
Before the mechanism of two-component signaling was understood, genetic analyses had
identified regulatory genes controlling a wide range of processes that were homologous to one
another. A prominent case was the genes encoding NtrC and NtrB in E. coli, which were
identified as critical regulators of the transcription of glutamine synthetase, an enzyme required
in all microorganisms capable of using ammonia as the sole nitrogen source (Magasanik, 1982).
The transcription of glutamine synthetase in E. coli is not constitutive, but instead is turned on in
response to limiting nitrogen conditions. Through extensive genetic analysis, it was discovered
that NtrC is capable of both repressing and stimulating transcription of glutamine synthetase, and
that NtrC activity is modulated by a genetically upstream factor NtrB (Magasanik, 1982). In vitro
transcription experiments revealed that NtrC is able to directly stimulate transcription from the
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Figure 1.4 - Diagram of two component signal transduction.
On the left, the canonical system involving a histidine kinase (HK) and a
response regulator (RR) is shown. On the right is a hybrid histidine kinase
phosphorylating a response regulator through a phosphotransferase (HPt).
glutamine synthetase promoter but only in the presence of NtrB and ATP (Hunt and Magasanik,
1985). It was subsequently discovered that NtrB transfers the gamma phosphoryl group of ATP
to NtrC, thereby modulating its activity as a transcriptional regulator (Ninfa and Magasanik,
1986). Shortly thereafter, sequence analysis studies revealed proteins with homology to NtrB
and NtrC. Intriguingly, these proteins regulate diverse cellular functions, including chemotaxis,
the phosphate starvation response, and osmolarity adaptation (Nixon et al., 1986). It became
clear that the two component signaling phosphotransfer modality is capable of initiating a rapid
response to intracellular and environmental stimuli and that it is a common signaling mechanism
in prokaryotes.
Since their discovery and basic characterization, extensive structural and biochemical work has
revealed the mechanism by which two component signaling proteins function (reviewed in
(Stock et al., 2000)).
Histidine kinases
The core of a histidine kinase is a four helix bundle formed by the dimerization of two kinase
monomers. This core is known as the dimerization and histidine phosphotransfer (DHp) domain,
and as the name implies, in addition to dimerizing, it harbors the catalytic histidines. Attached to
the C-terminus of each DHp domain is a catalytic ATP binding (CA) domain that catalyzes the
hydrolysis of ATP and the transfer of the y-phosphoryl group to the catalytic histidine residue
(Stock et al., 2000). In some histidine kinases, autophosphorylation occurs in cis, from the CA
to the DHp within the same monomer. In other kinases, autophosphorylation occurs in trans
from the CA domain of one monomer to the DHp domain of the other monomer. This difference
is thought to depend on the packing of the four-helix bundle which results in different
orientations of the CA domains relative to the target histidines (Casino et al., 2009). Regardless
of whether kinases phosphorylate in cis or trans, all known examples require dimerization of the
DHp domains for autophosphorylation.
Most histidine kinases are also bifunctional: not only can they phosphorylate response regulators,
but they can also inactivate them by stimulating their dephosphorylation. The phosphatase
activity of a histidine kinase is often separable from the phosphotransfer reaction. In some cases,
the phosphorylatable histidine is not required for phosphatase activity. Instead, the phosphatase
reaction occurs using catalytic residues of the response regulator, a reaction that is often
stimulated by interactions with the histidine kinase. Therefore, histidine kinases can have both
positive and negative effects on their cognate response regulators (Stock et al., 2000).
Response regulators
Response regulators are the effector molecules of two component signaling pathways. All
response regulators contain receiver domains which harbor the aspartate that is phosphorylated
by histidine kinases. Residues in this receiver domain catalyze the transfer of the phosphoryl
group from the histidine on the kinase to the aspartate on the receiver domain (Stock et al.,
2000). Phosphorylation of the aspartate causes the propagation of conformational changes to
two regions in the receiver domain (Figure 1.5). The first is the P3-a3 linker region just
downstream of the phosphorylation site. The second is the p4-a4 linker (Casino et al., 2009; Lee
et al., 2001). Due to the lability of the response regulator phosphoryl group, beryllium fluoride
was used as a phosphorylation analog in obtaining these structures; beryllium fluoride has been
shown to bind noncovalently to the phosphorylation site of response regulators and cause
changes in the receiver domain function that are identical to that of the phosphorylated receiver
domain (Yan et al., 1999).
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Figure 1.5 Structural changes in a response regulator upon phosphorylation.
Crystal structures of the Thermatoga maritama response regulator RR468 in the
unphosphorylated (PDB: 3DGF colored purple) and phosphorylated (PDB: 3GL9
colored yellow) states. The two regions which exhibit the most change upon
phosphorylation, the s3-a3 and p4-a4 linkers, are highlighted in red. The
phosphorylation site is highlighted in orange. These structures were published in
Casino et al., 2009.
These two regions, described above, found to change the most upon phosphorylation of a
response regulator, are also the regions involved in executing phosphorylation-dependent
functions. For example, the best characterized response regulators have DNA-binding domains
attached to the C-terminus of the receiver domain. Upon phosphorylation, the receiver domains
homodimerize through an interface that includes the p4-a4 linker that undergoes conformational
change upon phosphorylation (Gao et al., 2008). The dimerization of the receiver domains
results in two DNA binding domains poised to cooperatively bind DNA and thereby enhance or
repress transcription. In the case of the E. coli response regulator PhoB, which regulates the
transcription of phosphate starvation genes in low phosphate conditions, replacement of the
receiver domain of PhoB with dimerizing b-zip domains renders it constitutively active (Mack et
al., 2009). Induced dimerization is likely the primary mechanism by which CtrA, which is also
part of the DNA binding response regulator subfamily, is also regulated by phosphorylation.
Although the DNA binding domain is the most common and best-characterized type of output
domain fused to receiver domains of response regulators, this is not the only output domain
utilized in two component signaling. For example, PleD in Caulobacter crescentus has a
receiver domain fused to a guanylate cyclase domain which catalyzes the synthesis of cyclic di-
guanosine monophosphate (Paul et al., 2004). Other response regulators have no added output
domains and instead use the receiver domain to both receive the signal and effect the output. An
example of this is CheY, a chemotactic regulator that controls the direction of flagellar rotation
in E. coli. A crystal structure of CheY bound to its target FliM reveals that binding occurs at the
p4-a4 linker region that undergoes the most noticeable conformational change upon
phosphorylation (Lee et al., 2001). Caulobacter DivK is also a single-domain response
regulator, but its downstream binding target remained unknown for 20 years after DivK's
identification. In Chapter 2 I describe the identification of DivL as the primary target of DivK.
Histidine kinase and response regulator interactions.
After the discovery of two component signaling, it quickly became apparent that this signaling
system is widely used throughout bacteria, with most species encoding dozens, if not hundreds,
of such systems. How then does the kinase interact with and phosphorylate its cognate regulator
while avoiding crosstalk to other non-cognate response regulators, which would result in
undesirable signal propagation? Specificity is determined mainly at the level of molecular
recognition and does not appear to rely significantly on scaffolds or other cellular context-based
mechanisms (Skerker et al 2005). A set of specificity-determining residues was identified
through computational analyses of amino acid coevolution in cognate pairs of histidine kinases
and response regulators. These specificity residues include a set of ~6 residues within the DHp
domain of histidine kinases at the bottom of the four-helix bundle (Skerker et al., 2008).
Mutating these residues in EnvZ to match those found in a different kinase, RstB, was sufficient
to reprogram substrate specificity of the regulator from OmpR to RstA. The corresponding
residues in the response regulator responsible for phosphotransfer specificity have also been
identified (Capra et al., 2010).
Our understanding of kinase-regulator interactions was advanced further by the recent solution of
a co-crystal structure of the Thermatoga maritima histidine kinase HK853 in complex with its
cognate response regulator RR468 (Figure 1.6, Casino et al., 2009). This structure corroborates
the residues experimentally determined to be involved in phosphotransfer specificity by showing
that they are indeed located at the interface between the two molecules. Nevertheless, this
structure is likely representative not of the phosphotransfer reaction but of the dephosphorylation
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Figure 1.6 - Crystal structure of a histidine kinase in complex with its
cognate response regulator.
Co-crystal structure (PDB: 3DGE) of T. maritama response regulator RR468
(shown in yellow) docking with its cognate kinase, HK853 (a dimer, one
monomer colored green and the other in cyan). The regions of the response
regulator which change the most upon phosphorylation are highlighted in red.
The phosphorylation site on the regulator is highlighted in orange. The
catalytic histidine on the histidine kinase is shown as an orange and blue stick
diagram. This structure was published in Casino et al., 2009.
reaction. As mentioned above, histidine kinases not only phosphorylate response regulators but
also stimulate their dephosphorylation. In this structure, the response regulator in the co-crystal
structure is bound to the phosphomimetic beryllium fluoride causing a conformational change to
the phosphorylated state (Figures 1.5 and 1.6). Since the regulator is already phosphorylated, the
kinase is presumably interacting with the regulator to stimulate its dephosphorylation. In this
interaction, additional contacts are made between the p4-a4 linker of the response regulator and
the DHp-CA linker of the kinase as well as between the linker downstream of the phosphorylated
aspartate of the response regulator and the CA domain of the kinase. As mentioned previously,
these regions of the response regulator that make the additional contacts to the kinase undergo
the most significant conformational changes between the unphosphorylated and phosphorylated
response regulator states, indicating that the additional contacts might be induced by
phosphorylation. This structure helped guide our mutational analysis of the interaction between
the response regulator DivK and the non-canonical histidine kinase DivL in Chapter 2.
Variations on the phosphotransfer architecture in two component signaling
Although most histidine kinases autophosphorylate and then transfer a phosphoryl group from a
histidine to an aspartate on a response regulator, a common variant, called a phosphorelay,
involves additional phosphotransfer steps. The kinases involved in phoshorelays are usually so-
called hybrid histidine kinases because in addition to the usual DHp and CA domains, they also
have a receiver domain, similar to those found in response regulators, fused to their C-termini.
This class of kinases includes the Caulobacter cell cycle kinase CckA. In such systems, the
kinase autophosphorylates as before, but then transfers the phosphoryl group to the aspartate of
the C-terminal receiver domain within the same polypeptide chain. The phosphoryl group is
then transferred to a histidine phosphotransferase (HPt) domain, which often bears weak
homology to a histidine kinase although these proteins cannot autophosphorylate. This HPt
domain is sometimes a separate protein, and other times it is a domain within the hybrid kinase.
Finally, the phosphoryl group is transferred from the histidine of the phosphotransferase to the
aspartate of a response regulator, thereby modulating its function, as with canonical two
component signaling pathways. While it has been hypothesized that the added complexity of the
phosphorelay allows for more points of regulation than a typical two-component pathway, it is
not entirely clear why such systems are used in some cases but not others.
Sensor domains
In addition to the domains required for autophosphorylation and phosphotranfer, most histidine
kinases have multiple additional upstream domains involved in sensing signals and modulating
catalytic activity. One very common domain found in histidine kinases is the Per-Arnt-Sim
(PAS) domain named after the first three proteins that were initially found to contain these folds.
Several histidine kinases have been shown to require PAS domains, connected to the kinase
domains through an alpha helix, to regulate their activity (reviewed in (Moglich et al., 2009b;
Taylor and Zhulin, 1999)).
PAS domains are approximately 100 amino acids in length and are characterized by a relatively
conserved core made up of a five-stranded antiparallel P sheet that is flanked by a helices (Figure
1.7). In contrast to the core p sheet, the helices are more variable in their conformations
(Moglich et al., 2009b). Despite having key structural signatures, PAS domains share little
pairwise sequence identity (<20%), leaving many PAS domains overlooked or mis-annotated by
protein domain search algorithms (Moglich et al., 2009b). For example, CckA and DivL each
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Figure 1.7 - Primary and secondary structure of a PAS domain.
Diagram of primary and secondary structure of the PAS domain, YtvA. It is
difficult to identify PAS domains from sequence alignment alone because, on
average, there exists <20% homology between PAS domains. Despite minimal
sequence homology, PAS domains are characterized by a very specific secondary
structure (2 P strands, 4 a helices, 3 p strands) as seen in the case of YtvA
(MOglich, Ayers et al. 2009). Furthermore, there is a conserved 3 amino acid
motif following the last s strand (Maglich, Ayers et al. 2009), shown here in
green. Therefore, PAS domains can be identified by a combination of primary
and secondary structure alignment. The secondary structure of potential PAS
domains can be predicted relatively accurately using the algorithm PSIpred
(Jones, Bryson et al. 2005). For example, in the case of YtvA, the secondary
structure predicted by the PSIpred algorithm (not shown) agrees well with that
determined from the crystal structure.
are annotated by domain search algorithms to have one PAS domain each, but a combination of
secondary structure prediction algorithms (Jpred) and sequence alignment analyses suggest
CckA has two and DivL at least three PAS domains upstream of the catalytic kinase domains
(Tsokos and Laub, unpublished).
PAS domains have been shown to frequently dimerize using hydrophobic residues on the outer
surface of the P sheet core (Moglich et al., 2009b). In histidine kinases, PAS domains are
attached to the N-terminus of the kinase DHp domains (described above) which inherently
dimerize, and furthermore do so with great specificity for the homodimeric state over formation
of heterodimers with DHp domains of other kinases (Ashenberg et al., submitted). Therefore, it
is unlikely that PAS domain homo- or heterodimerization is used to induce or dictate specificity
of kinase domain dimerization. Instead, a key feature of a PAS domain dimer is its plasticity
(Moglich et al., 2009b), suggesting they function in receiving and transducing signals. Some
PAS dimers form parallel dimers, while others form antiparallel dimers and others dimerize in
some intermediate form. Interestingly, some, such as PAS B from Bradyrhizobium japonicum
FixL (Ayers and Moffat, 2008) and PAS A from B. subtilis KinA (Lee et al., 2008), have been
crystallized in multiple dimerization orientations (Moglich et al., 2009b). This indicates that the
dimerization of PAS domains has the potential to be flexible.
How PAS domains might regulate histidine kinases is better understood in the context of recent
crystal structures showing the various conformations adopted by the histidine kinase DesK from
B. subtilis (Figure 1.8, Albanesi et al., 2009). The kinase domain of DesK was crystallized in
three different conformations, thought to represent the unphosphorylated state initiating
autophosphorylation, the phosphorylated state poised for transfer to the response regulator DesR,
and the phosphatase state which stimulates dephosphorylation of DesR. This was accomplished
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Figure 1.8 - Histidine kinase structure/function states.
Structures of the histidine kinase DesK in the phosphatase-competent (PDB:
3EHJ), kinase-competent (PDB: 3GIE), and phosphotransferase-competent
(PDB: 3GIG) states. The corresponding reaction diagrams are shown below.
These structures were published in Albanesi et al., 2009). This figure was
adapted from Figure 6 in Albanesi et al., 2009.
by crystallizing the kinase with and without the opportunity to autophosphorylate with ATP, as
well as using point mutations which mimic the phosphorylated state, H188E, and the
phosphatase state, H188V (Albanesi et al., 2009). Experimentally, both of those mutations
resulted in kinases that form stable complexes with the response regulator DesR, as assayed by
gel filtration, where, under the same conditions, the unphosphorylated wild type kinase does not
complex with DesR. The three conformations shown in the crystal structures highlight the
plasticity of the DHp and CA domains of the kinase, which provides a mechanism for regulation
of kinase/phosphatase activities (Albanesi et al., 2009). Presumably, allosteric changes
propagated from upstream PAS domains through the connecting a helix may induce such
conformational changes in the kinase domains, resulting in the observed activity changes in
response to input signals (Figure 1.9).
For some PAS domains the input signal is known, and their structures have been solved in the
presence and absence of the input signal. For example, the structure of blue-light regulated
YtvA PAS domain from B. subtilis (which is not connected to a histidine kinase), has been
solved in both the light and dark states (Moglich and Moffat, 2007). The two structures reveal
conformational changes throughout the PAS domain and a 5' rotation of the dimers relative to
each other. Such conformational changes could be harnessed to allosterically activate
downstream kinase domains.
Unfortunately, while there are structures of the kinase domains in their active and inactive
conformations, as well as structures of PAS domains in their active and inactive conformations,
there is not yet a high-resolution structure of a PAS domain linked to a histidine kinase domain.
However, advances in the understanding of how PAS domains might convey signals were made
through studies in which the blue-light sensing PAS domain, YtVA from B. subtilis, was attached
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Figure 1.9 - Model for allosteric regulation of a histidine kinase by an N-
terminal PAS domain.
Structure of the PAS domain dimer (PDB: 2PR5, colored green and cyan), YtvA
from B. subtilis, as well as the histidine kinase HK853 from T. maritama (PDB:
3DGE, colored green and cyan). Often times, PAS domains are found N-
terminally attached to histidine kinase domains. In this figure, the structures are
of two different proteins, because a high resolution structure containing both
domains is not available. When a PAS domain is N-terminally attached to a
histidine kinase, the C-terminal a helices of the PAS domains are continuous with
the a helices that form the catalytic core of the histidine kinase. A model for how
PAS domains might regulate downstream histidine kinases is shown to the right.
Specifically, structural changes in the PAS domains are transmitted to the
downstream kinase domains through rigid a helices, causing the changes in
ternary and quaternary structure seen in Figure 1.8. These structures were
published in Moglich and Moffat, 2007 and Casino et al., 2009.
to the histidine kinase FixL, and consequently made FixL regulatable by blue light (Miglich et
al., 2009a). As noted above, the YtvA PAS domain normally regulates the activity of a protein
that is completely unrelated to histidine kinases. The successful fusion of the YtVA PAS domain
to FixL thus suggests that the conformational changes associated with signal recognition by a
PAS domain is transmitted allosterically to downstream domains rather than through a regulated
interaction with downstream domains since the YtvA domain presumably would not have the
residues required to interact with FixL.
PAS domains have been implicated in the regulation of the histidine kinases involved in cell-
cycle regulation and asymmetry in Caulobacter as well. DivJ is a stalked pole localizing
histidine kinase which phosphorylates the regulator DivK that is involved in negatively
regulating CtrA activity. A study which aimed to find the determinants of DivJ stalked pole
localization by constructing C-terminal truncations and internal deletions identified a region of
DivJ between the transmembrane domain and the kinase domains which was required for
localization (Sciochetti et al., 2002). Sequence analysis of this region indicates that this is a
previously unannotated PAS domain (Tsokos and Laub, unpublished data). Recently, an internal
deletion was made in the CckA hybrid histidine kinase removing a putative PAS domain, which
diminished the bipolar localization of the protein and resulted in a mild cell cycle defect
(Angelastro et al., 2010). Unfortunately, in this study, the PAS domain was mis-annotated and a
portion of the PAS remained undeleted in the studied construct (Tsokos and Laub, unpublished).
In sum, PAS domains most likely have a role in regulating histidine kinases involved in the
Caulobacter cell cycle and may also have a role in their subcellular localization.
Two component signaling in the Caulobacter crescentus cell cycle
The signaling networks governing cellular asymmetry and the cell cycle in Caulobacter are
driven primarily by two component signaling proteins. Below I describe the role played by each
of the essential regulators, CckA, DivK, and DivL (Figure 1.10).
CckA
CckA is a hybrid histidine kinase that is essential for CtrA phosphorylation and important for
regulating its proteolysis. However, CckA does not contain a phosphotransferase domain, nor
does it directly transfer phosphoryl group from itself to CtrA, suggesting that a
phosphotransferase must shuttle phosphoryl groups from CckA to CtrA. Although the genetic
screens which had identified CtrA and CckA did not find a phosphotransferase, one was
uncovered through a computational approach in which the Caulobacter genome was searched for
genes sharing some of the characteristics of other known phosphotransferases, including being
relatively small (<250 amino acids) and mostly (> 70%) a-helical. Candidates were also selected
by identifying genes whose orthologs existed only in organisms that also contained CckA and
CtrA orthologs. Based on this search, the protein ChpT was isolated. Purified CckA, ChpT, and
CtrA were then used to reconstitute the phosphotransfer signaling system with the phosphoryl
group flowing from ATP to CckA to ChpT to CtrA (Biondi et al., 2006).
Since CckA was known to affect CtrA stability in addition to its phosphorylation, a
phosphoprofiling approach (Skerker et al., 2005) was used to search for additional targets of
CtrA. ChpT was phosphorylated and then examined for its ability to transfer a phosphoryl group
to each of the 44 response regulators encoded in Caulobacter genome. ChpT displays a clear
kinetic preference for CtrA and another response regulator, CpdR (Biondi et al., 2006). The
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Figure 1.10 - Diagram of the CtrA regulatory pathway, including known
phosphotransfer events.
CckA phosphorylates CtrA through the phosphotransferase ChpT. CckA also
phosphorylates CpdR (not shown) which regulates CtrA proteolysis. DivK, as
shown, is regulated differentially at the two cell poles (discussed later). At the
swarmer pole, PleC dephosphorylates and inactivates DivK, while at the
stalked pole, DivJ phosphorylates and activates DivK. When phosphorylated
DivK inhibits CtrA, but through an unknown mechanism. DivL, another
histidine kinase, promotes CtrA activity, but the mechanism is also an
unknown . DivL stimulation of CtrA does not require DivL kinase activity,
indicating that DivL functions using a mechanism not common in normal two
component signal transduction.
strain AcpdR has a defect in the degradation of CtrA, while a strain expressing cpdR(D51A), in
which the catalytic aspartate residue is changed to an alanine thereby making CpdR
unphosphorylatable, resulted in increased CtrA proteolysis (Iniesta et al., 2006). Collectively,
these results reveal that unphosphorylated CpdR promotes CtrA degradation, and that this
process is inhibited by CpdR phosphorylation through the CckA-ChpT phosphorelay.
CpdR was further shown to be essential for the subcellular localization of the primary protease
for CtrA, ClpXP, to the same site where CtrA is localized (Iniesta et al., 2006). However, a
subsequent study showed that localization of CtrA is not required for its efficient degradation
(Taylor et al., 2009). The exact mechanism by which CpdR stimulates ClpXP-mediated
degradation of CtrA remains unknown.
DivK
CckA was thus shown to be responsible for the two main mechanisms of CtrA regulation,
proteolysis and phosphorylation. However, it was initially unclear how CckA itself was
regulated. DivK was implicated as a likely effector of CckA regulation, as it was shown to be an
essential negative regulator of both CtrA phosphorylation and degradation; without DivK, CtrA
remains active and prevents DNA replication in stalked cells, causing a GI arrest (Hung and
Shapiro, 2002), but mechanistically how DivK regulated CtrA was unclear.
DivK, like CtrA, is a response regulator whose activity is regulated by phosphorylation (Hecht et
al., 1995). Unlike CtrA, it is composed solely of a receiver domain; it does not have a C-
terminal effector domain. Two genes encoding for histidine kinases - pleC, which was isolated
as a regulator of new pole development, and divJ, the gene found as a suppressor ofpleC's - were
found to regulate DivK phosphorylation levels in vivo (Wheeler and Shapiro, 1999). As with
most histidine kinases, both DivJ and PleC have been shown to be bifunctional in vitro: each is
capable of acting as a kinase and a phosphatase DivK (Hecht and Newton, 1995; Hung and
Shapiro, 2002). Despite their bifunctional capabilities, genetic analysis in vivo indicates that
DivJ is biased towards the kinase state, while PleC has primarily phosphatase activity (Wheeler
and Shapiro, 1999). The strain AdivJ has decreased levels of DivK phosphorylation and a
corresponding increase in CtrA activity (Pierce et al., 2006), while the strain ApleC has increased
levels of DivK phosphorylation and decreased CtrA activity (Biondi et al., 2006; Radhakrishnan
et al., 2008).
DivL
divL, an essential cell division mutant discovered in the same pleCs suppressor screen that
uncovered divJ, also encodes a histidine kinase. However, DivL is atypical in that it has a
tyrosine instead of the conserved histidine residue at its active site. divL was shown to be
required for CtrA phosphorylation in vivo (Reisinger et al., 2007), but this activity does not
require its catalytic residues (Reisinger et al., 2007), and purified DivL has no activity as a
kinase in vitro (Tsokos and Laub, unpublished data).
A recent study examined whether divL regulates CtrA through the CckA kinase or through
another pathway (Reisinger et al., 2007). They examined whether the loss of divL affected both
the phosphorylation and stability of CtrA, which are coordinately regulated by CckA.
Measurements of CtrA and CpdR phosphorylation in vivo, as well as CtrA stability, in a divL's
strain showed that CtrA phosphorylation was decreased by ~50% relative to wild type, but that
CpdR phosphorylation remained similar to wild type. Further, pulse chase analysis indicated
that CtrA stability was not affected in divL's. These results were suggested that DivL likely does
not function through CckA. However, the phosphorylation experiments were done in divLts cells
grown at a permissive temperature, where there was only a minor defect in cellular morphology.
The pulse chase experiments were done at the restrictive temperature, but after the strain had
been left at the restrictive temperature for four hours. These cells were thus highly filamentous
and likely losing viability, making a direct comparison to the unperturbed wild type difficult. A
subsequent report demonstrated that divL is required for CckA activation (Iniesta et al., 2010),
but the precise mechanism and the relationship of DivK to DivL and to CckA remained obscure.
In Chapter 2, I examine how DivL regulates CtrA, showing that it does in fact regulate CckA and
that DivK, in turn, negatively regulates CckA through a direct interaction with DivL.
The role of localization in the regulation of CtrA
As described earlier, the establishment of cellular asymmetry ultimately requires the asymmetric
distribution of regulatory factors that execute different developmental programs in daughter
cells. Hence it is not surprising that several of the two component signaling proteins involved in
CtrA regulation exhibit defined subcellular localization patterns (Figure 1.11). To understand
how CtrA is asymmetrically activated in daughter cells we must understand how regulatory
proteins are localized within cells and what role subcellular localization plays in controlling the
activities of these regulators.
Localization of the two DivK regulators, PleC and DivJ
Two of the first polarly localized histidine kinases identified in Caulobacter were PleC and DivJ,
the phosphatase and kinase, respectively, for DivK (Wheeler and Shapiro, 1999). Using fusions
to GFP and epi-fluorescence microscopy PleC was found to localize exclusively to the swarmer
pole, in swarmer and predivisional cells, while DivJ was found localized to the stalked pole in
stalked and predivisional cells. Swarmer cells were subsequently shown to contain low levels of
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Figure 1.11 - Polar localization of CtrA regulatory proteins.
PleC is localized specifically at swarmer poles throughout the cell cycle, in
part by the activity of PodJ (not shown). PleC dephosphorylates and
inactivates the CtrA inhibitor DivK (not shown) at that pole. DivJ localizes to
the stalked pole throughout the cell cycle, in part by the activity of SpmX (not
shown). DivJ phosphorylates and activates DivK at that pole. CckA is
delocalized in swarmer cells, localized in stalked cells at the stalk pole, and
then bipolarly localized in predivisional cells. DivL is localized primarily at
the swarmer pole in predivisional cells. The reason for CckA and DivL
localization was unclear.
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DivK phosphorylation, while stalked cells have high levels of phosphorylated DivK; together
these results indicated that, at least for PleC and DivJ, localization correlates with their activity
(Jacobs et al., 2001). These data also correlate well with the genetic studies indicating that DivK
negatively regulates CtrA. In swarmer cells when PleC is localized, DivK phosphorylation is
low and CtrA is active. Conversely in stalked cells when DivJ is localized, DivK
phosphorylation is high and CtrA is inactive. However, in predivisional cells when DivJ and
PleC are both localized, but at opposite poles of the cell, bulk measurements of DivK have
indicated that phosphorylation levels remain comparable to those of stalked cells (Jacobs et al.,
2001) and yet CtrA activity reaches its maximal level. This conundrum indicates that there must
be a mechanism to sustain the activity of CckA and CtrA, despite the high levels of
phosphorylated DivK in this cell type.
Localization of CckA and DivL
CckA also localizes to the cell poles during some stages of the cell cycle. It is largely
delocalized in swarmer cells, and is localized in a small proportion of stalked cells. However, in
predivisional cells it is almost always localized to the new pole and often to the stalked pole as
well (Angelastro et al., 2009; Chen et al., 2009). DivL is delocalized in both swarmer and
stalked cells, but localizes to the nascent swarmer pole in predivisional cells. Recently, it was
shown that DivL is required for CckA phosphorylation and for its localization to the swarmer
pole in predivisional cells (Iniesta et al., 2010). However, why CckA and DivL must be polarly
localized remained unclear as they ultimately regulate a transcription factor, CtrA, which can
diffuse throughout the cell. Moreover, both daughter cells inherit CckA, suggesting that
localization does not facilitate asymmetric inheritance.
How and why are regulatory proteins localized to cell poles?
The polar localization of proteins is common in Caulobacter and in many other bacteria. In
addition to CckA, DivL, DivJ, and PleC, a genome-wide survey of protein localization in
Caulobacter crescentus identified nearly 300 proteins which are subcellularly localized, with
greater than 40% of these exhibiting polar localization (Werner et al., 2009). How and why
these proteins are subcellularly localized is unknown for the vast majority of these polarly
localized proteins, highlighting our lack of understanding of the underlying biology.
Polar localization has been found to serve a variety of purposes. In some cases, localization is
necessary to bring a protein to its place of action. For instance, Caulobacter flagellar proteins
are, necessarily, localized to the swarmer pole where they are assembled into a flagellum. In
other cases a protein may be localized to one pole or the other as a means of asymmetrically
distributing the protein to daughter cells. A prime example is DivJ and PleC, which are localized
to the stalked and swarmer pole in predivisional cells at least in part to ensure their asymmetric
inheritance by daughter cells.
Localization of the chemotaxis signaling system improves its sensitivity
Polar localization may also help create a subcellular microenvironment that influences the
activity of a given protein. The best-characterized such example is that of the bacterial
chemotaxis histidine kinase CheA in E. coli. CheA assembles at the cell poles along with the
chemoreceptors Tar and Tsr, and CheW, the protein which couples Tar and Tsr to CheA
(Maddock et al., 1993). The clustering of multiple chemoreceptors into a single supramolecular
complex is critical to achieving the high cooperativity that underlies the exquisite sensitivity of
the chemotaxis machinery (Sourjik and Berg, 2004). Subcellular localization effectively enables
each receptor to integrate signals from a small neighborhood of receptor molecules, resulting in a
system that is sensitive enough to detect just a few molecules of a chemoattractant (Wolanin and
Stock, 2004). Whether the subcellular localization of other two component signaling proteins
serves a similar function is unknown.
How are proteins localized specifically to the poles in bacteria? Several different mechanisms
have been suggested and are described below.
Recognition of membrane curvature
The poles of rod-shaped bacterial cells, such as Caulobacter, are notable for having much higher
curvature than the rest of the cell body. Studies in E. coli and B. subtilis, have shown that
membrane curvature may represent a cue that directly or indirectly drives the localization of
proteins. In E. coli, polar lipid composition at the poles is thought to be influenced by membrane
curvature. Cardiolipin is preferentially localized to the poles, a bias which is lost if the
membrane curvature is mechanically distorted (Renner and Weibel, 2011). Interestingly, the
localization of several proteins is dependent on cardiolipin (Romantsov et al., 2010).
In B. subtilis, SpoVM is a small membrane associated protein which is required in late stages of
spore formation. During spore formation, the cell divides asymmetrically to form mother and
spore cell compartments, after which the mother engulfs the spore. This results in a spore
enclosed in its own membrane within the cytoplasm of the mother cell. SpoVM is produced
within the mother cell cytoplasm and is required for the formation of the spore protein coat
(Levin et al., 1993). SpoVM was found to localize specifically to the positive curvature of the
spore membrane (Ramamurthi et al., 2009). SpoVM does not localize if the spore septum fails
to pinch off and create a curved spore membrane. Furthermore, it was found to localize to the
positively curved exterior of vacuoles in S. cerevisiae, as well as to the outside of lipid vesicles
produced in vitro, with a greater affinity for smaller vesicles due presumably to their increased
membrane curvature (Ramamurthi et al., 2009). In contrast to SpoVM, the B. subtilis division
protein DivIVA was shown recently to bind to negatively curved membranes (Lenarcic et al.,
2009; Ramamurthi and Losick, 2009). Together, these studies indicate that membrane geometry
can be a localization determinant, although whether polarly localized proteins in Caulobacter
rely on such a mechanism is unknown.
Localization of the division ring at the mid-cell by inhibiting its formation elsewhere
Another mechanism of localization is found during the process of bacterial cell division and
involves localization of the essential cytokinetic ring protein FtsZ. Cell division must occur
once, after chromosomes have been replicated, and in a specific location, at mid-cell, such that
each daughter cell receives one chromosome. Rather than actively localizing FtsZ to midcell, its
localization occurs through a mechanism that inhibits its polymerization in proximity to DNA;
hence FtsZ rings can form only at mid-cell as chromosomes are partitioned away from one
another to opposite sides of the cell. This process, called nucleoid occlusion, is mediated by the
protein Noc in B. subtilis, which binds to specific DNA sequences scattered throughout the
chromosome to prevent cell division in its vicinity (Wu and Errington, 2004; Wu et al., 2009),
and in E. coli by SlmA, which has been shown to bind both DNA and FtsZ and thereby inhibit
FtsZ polymerization in areas where nucleoid is present (Cho et al., 2011; Tonthat et al., 2011).
In addition to blocking cell division over DNA, division is also blocked by the Min system at the
cell poles which are often devoid of nucleoid. The FtsZ polymerization inhibitor MinC is polarly
localized and activated by MinD (reviewed in (Errington et al., 2003)). This prevents cells from
dividing at or near the poles to create minicells that do not contain a chromosome and are not
viable. The Min system is also thought to actively clear FtsZ from poles created from recent
division events (Gregory et al., 2008). Taken together, these results indicate that division septum
localization at the midcell is determined at least in part by negative regulation and delocalization
in other parts of the cell.
Conserved localization determinants localize the Shigella polar virulence factor IcsA
IcsA is an example of a subcellularly localized protein whose mechanism of localization is
widely conserved in bacteria, indicating that there may be dedicated bacterial localization
systems. IcsA is an outer membrane autotransporter protein in Shigella that is secreted
specifically at the old pole where it is required for actin-based movement of the pathogen
through the cytoplasm of infected mammalian cells (Goldberg, 2001; Lett et al., 1989).
Interestingly, IcsA is capable of polarly localizing in species of bacteria which normally do not
produce it, including other Enterobacteriacae such as E. coli and as well as non-
Enterobacteriacae such as Vibrio cholera, indicating that its mechanism of localization is
conserved (Charles 2001). Furthermore, all known autotransporters in the same class as IcsA are
secreted at the same pole (Jain et al., 2006). Localization of IcsA is independent of its secretion
into the outer membrane, indicating that this mechanism of localization is theoretically available
to non-secreted proteins as well (Brandon et al., 2003; Charles et al., 2001). Localization of IcsA
is not due to known mechanisms of localization: it does not depend on membrane curvature, as it
can localize to future poles prior to division, nor does localization depend on localized division
ring components such as FtsZ or nucleoid occlusion (Janakiraman and Goldberg, 2004).
Although the exact mechanism of IcsA polar localization is unknown, it is clear that this
mechanism is used for several different proteins and in various bacteria. This example highlights
that there may be bacterial polar localizing systems yet to be discovered.
Polar localization of regulatory proteins in Caulobacter
As described earlier, each of the cell cycle histidine kinases in Caulobacter is polarly localized.
Considerable progress has been made in recent years to characterize the mechanisms responsible.
For DivJ, a recent study showed that stalked pole localization depends on another polar factor
called SpmX (Radhakrishnan et al., 2008). In cells without SpmX, DivJ no longer localizes and
has severely reduced kinase activity. This study also indicated that SpmX and DivJ
coimmunoprecipitate from wild type cells. However, it has not been tested whether SpmX can
stimulate DivJ kinase activity without localization, or whether localization without SpmX is
sufficient for DivJ activation. How SpmX itself gets localized to the stalked pole is unclear, but
it is intriguing that the periplasmic domain of SpmX has homology to a peptidoglycan binding
protein and is required for localization, suggesting it may recognize pole-specific cell wall
material (Radhakrishnan et al., 2008).
PleC localization to the swarmer pole is mediated by PodJ. PodJ, like SpmX has a domain
which is thought to bind to peptidoglycan (Lawler et al., 2006). Deletion of podJ produces
morphological phenotypes similar to a ApleC strain (Hinz et al., 2003; Viollier et al., 2002), but a
direct measurement of PleC activity in these strains has not yet been performed. Furthermore, a
direct interaction between PleC and PodJ has yet to be shown. Nevertheless, these results
indicate that either localization or binding to a polar factor increases PleC phosphatase activity,
although the exact role localization plays remains unclear.
Some polarly localized factors in Caulobacter are believed to bind to the polymerizing, polarly
localized protein PopZ (Bowman et al., 2008; Ebersbach et al., 2008). PopZ is believed to
polymerize in areas where the nucleoid is not present, which is normally the two poles and cell
division site, similar to the mechanism in which FtsZ polymerization is inhibited from
polymerizing over the nucleoid (Wu and Errington, 2004). The poles in many bacteria including
Caulobacter have been shown to be relatively devoid of nucleoid (Ebersbach et al., 2008). PopZ
has been shown to be required for the localization of SpmX and DivJ, as well as stalked pole
localization of CckA, but again, a direct interaction has not been shown. Deletion of PopZ
results in the delocalization of DivJ, SpmX and CckA, and overproduction of PopZ results in an
increased area of localization of these same proteins at the stalked pole, indicating that
overpolymerization gives more area for the proteins to bind (Bowman et al., 2010). Other
proteins localizing at the same pole but in a PopZ-independent manner, such as CheA, do not
show this increased area of localization and remain at the tip of the cell (Bowman et al., 2010).
Taken together, these data indicate that PopZ might be one of the first proteins on site at the
poles of Caulobacter that polymerizes and forms a scaffold for other proteins to bind to.
However, even though PopZ itself localizes to the swarmer pole, it is not required for the
localization of several swarmer pole localized factors including the DivK phosphatase PleC and
the pilus assembly protein CpaE (Bowman et al., 2010; Ebersbach et al., 2008). Furthermore,
even though PopZ shows bipolar localization, the stalked pole localizing factors SpmX and DivJ
show no swarmer pole localization (Radhakrishnan et al., 2008), indicating that there are
additional factors, protein or other, which are responsible for the polar specificity of the
DivJ/SpmX complex.
While PopZ had little to no effect on the subcellular positioning of swarmer pole localizing
factors, TipN has been shown to affect the proper localization of swarmer pole localized proteins
(Huitema et al., 2006; Lam et al., 2006). TipN localizes to the division site after FtsZ division
ring formation, and remains at the new pole after division, marking the site where the swarmer
pole is to be formed. Overproduction of TipN can result in mislocalization to sites other than the
cell division septum, and render those ectopic sites capable of polar morphogenesis (Lam et al.,
2006). Without TipN, flagella assemble at ectopic sites. Furthermore several factors normally
localized to the swarmer pole mislocalize in the absence of TipN, including the pilus assembly
protein CpaE and the flagellar protein FliG, as well as the swarmer pole associated histidine
kinase PleC (Huitema et al., 2006; Lam et al., 2006). In sum, TipN may mark the spot for polar
morphogenesis, but in its absence, swarmer pole proteins still localize, albeit in abnormal
locations, indicating that it is not directly causing subcellular foci to form, but instead ensuring
that they form at the new pole. Recently, it was shown that TipN may not even be the first factor
to localize to the division site to establish the new pole. The Tol-Pal complex, which is known
from E. coli for its involvement in outer membrane integrity, arrives to the division site even
prior to TipN and appears to recruit TipN to the division site either directly or indirectly (Yeh et
al., 2010). Additional components and the nature of this division site assembly remain poorly
understood.
Summary and Outline of Results
In this thesis, I present results that elucidate the regulatory pathway that controls CckA. In
Chapter 2, I show that (i) the non-canonical histidine kinase DivL promotes CckA kinase activity
and (ii) that phosphorylated DivK downregulates CckA by binding directly to DivL. These
results demonstrate that transitions in the phosphorylation state of DivK ultimately drive cell
cycle transitions. When swarmer cells differentiate into stalked cells, a sharp increase in DivK
phosphorylation leads to the inhibition of CckA, which in turn permits the initiation of DNA
replication. Paradoxically however, DivK remains highly phosphorylated in predivisional cells
when CckA is most active as a kinase. I resolve this apparent conundrum by demonstrating that
in predivisional cells CckA is activated by DivL mediated localization to the swarmer pole along
with PleC, the primary DivK phosphatase. These results reveal a rationale for why CckA is
polarly localized and how the elaborate spatial arrangement of regulatory proteins in
Caulobacter enables both cell cycle progression and the establishment of asymmetric daughter
cell fates.
However, several questions about CckA regulation still remain unanswered. How does DivL
stimulate CckA activity, and how does DivK inhibit this stimulation? DivL localizes CckA to
the swarmer pole, but what localizes DivL? We have found several previously unannotated PAS
signaling domains in both CckA and DivL (Tsokos and Laub, unpublished); what role do they
play in regulating activity and subcellular localization? In Chapter 3, I outline future experiments
to address these questions.
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Summary
Cellular asymmetry is critical to metazoan development and the life cycle of many microbes. In
Caulobacter, cell cycle progression and the formation of asymmetric daughter cells depend on
the polarly-localized histidine kinase CckA. How CckA is regulated and why activity depends on
localization are unknown. Here, we demonstrate that the unorthodox kinase DivL promotes
CckA activity and that the phosphorylated regulator DivK inhibits CckA by binding to DivL.
Early in the cell cycle, CckA is activated by the dephosphorylation of DivK throughout the cell.
However, in later stages, when phosphorylated DivK levels are high, CckA activation relies on
polar localization with a DivK phosphatase. Localization thus creates a protected zone for CckA
within the cell, without the use of membrane-enclosed compartments. Our results reveal the
mechanisms by which CckA is regulated in a cell-type-dependent manner. More generally, our
findings reveal how cells exploit subcellular localization to orchestrate sophisticated regulatory
processes.
Introduction
Asymmetric cell divisions are critical to the generation of cellular complexity in both metazoans
and many microbes. However, the molecular mechanisms responsible for robustly translating
asymmetry into differential cell fates remain incompletely understood. The bacterium
Caulobacter crescentus represents an excellent model to dissect this process as each cell division
is asymmetric (see Figure 2.9). One daughter cell, the stalked cell, is sessile and commits
immediately to S phase. The other daughter, the swarmer cell, is motile and locked in G1 until it
differentiates into a stalked cell. Strikingly, many of the key regulatory proteins that govern cell
cycle progression and cell fate asymmetry in Caulobacter are localized to specific sites within
the cell (reviewed in (Curtis and Brun, 2010)). However, the role that localization plays in
governing the functions and activities of these regulatory proteins is largely unknown.
Localizing regulatory proteins can serve many different functions. Cells often localize proteins
that control morphogenetic processes to their primary site of action (reviewed in (Rudner and
Losick, 2010)). For example, in both eukaryotes and prokaryotes, proteins regulating cell
division often localize to the cytokinetic ring at mid-cell. Similarly, bacterial proteins that
regulate assembly of a polar flagellum often localize, not surprisingly, to the cell pole.
Localization can also facilitate the differential inheritance of proteins by daughter cells, as is the
case with Ashlp in Saccharomyces cerevisiae which is preferentially retained in daughter cells
to prevent mating-type switches (Sil and Herskowitz, 1996). However, the reason for subcellular
localization of many proteins is not self-evident. In bacteria, regulatory proteins are frequently
localized to the cell poles without having any direct function at those positions and despite
regulating factors that freely diffuse.
In Caulobacter, the master histidine kinase CckA dynamically localizes to the cell poles, usually
first to the nascent swarmer pole and then to both poles prior to cell division (Angelastro et al.,
2009; Chen et al., 2009) (see Figure 2.9). CckA is essential for cell cycle progression and the
generation of daughter cells positioned at different cell cycle stages (Jacobs et al., 1999).
However, why CckA must be polarly localized is mysterious as it ultimately regulates a
transcription factor that is dispersed throughout the cell. Moreover, both daughter cells inherit
CckA, suggesting that localization does not facilitate asymmetric inheritance.
The primary target of CckA in Caulobacter is CtrA, an essential response regulator (Quon et al.,
1996) that directly controls the expression of nearly 100 genes (Laub et al., 2002). In G1
swarmer cells, phosphorylated CtrA also binds to the origin of replication to inhibit DNA
replication (Quon et al., 1998). As swarmer cells differentiate into stalked cells, CtrA must be
dephosphorylated or degraded to permit the initiation of DNA replication (Domian et al., 1997).
Once S phase begins, new CtrA is synthesized and phosphorylated allowing it to act as a
transcription factor for target genes, many of which are required for cell division.
CckA initiates two phosphorelays that control CtrA (Biondi et al., 2006) (see Figure 2.9). One
culminates in CtrA phosphorylation while the other leads to the phosphorylation of CpdR, which
somehow inhibits CtrA proteolysis (Biondi et al., 2006; Iniesta et al., 2006). Activation of CckA
as a kinase thus simultaneously drives CtrA phosphorylation and increases CtrA stability. In vivo
phosphorylation assays indicate that CckA is active in swarmer cells, inactive in stalked cells,
and highly active in predivisional cells (Jacobs et al., 2003). Notably, the peak in activity in
predivisional cells correlates with and depends on polar localization (Angelastro et al., 2009;
Chen et al., 2009; Jacobs et al., 1999).
How CckA activity is regulated remains largely undefined, although the essential, single-domain
response regulator DivK may play an important role (Hecht et al., 1995). Conspicuously, a divK
loss-of-function mutant arrests in Gl suggesting that without DivK, CckA may remain active,
leading to a maintenance of CtrA activity and a continual silencing of DNA replication (Biondi
et al., 2006; Hung and Shapiro, 2002). Consistently, CckA activity is moderately elevated in this
divK mutant, but it is unclear whether DivK directly inhibits CckA.
Here, we show that (i) the non-canonical histidine kinase DivL promotes CckA kinase activity
and (ii) that phosphorylated DivK downregulates CckA by binding directly to DivL. These
results demonstrate that transitions in the phosphorylation state of DivK drive cell cycle
transitions. When swarmer cells differentiate into stalked cells, a sharp increase in DivK
phosphorylation leads to the inhibition of CckA which, in turn, permits the initiation of DNA
replication. Paradoxically however, DivK remains highly phosphorylated in predivisional cells
when CckA is most active as a kinase. We resolve this apparent conundrum by demonstrating
that in predivisional cells CckA is activated by localizing at the swarmer pole with PleC, the
primary DivK phosphatase. Our data reveal a rationale for why CckA is polarly localized and
how the elaborate spatial arrangement of regulatory proteins in Caulobacter enables both cell
cycle progression and the establishment of asymmetric daughter cell fates.
Results
divL acts between divK and cckA in the CtrA regulatory pathway
Previous studies have implicated DivL in the CtrA regulatory pathway, but its precise role has
remained unknown (Iniesta et al., 2010; Pierce et al., 2006; Reisinger et al., 2007; Wu et al.,
1999). To further characterize DivL we examined cells harboring divL346, a temperature-
sensitive allele of divL (Wu et al., 1999), hereafter referred to as divL'S. We found that divL' cells
shifted from 30'C to 37'C became extremely filamentous and accumulated multiple
chromosomes, phenotypes shared by ctrA" and cckA"s mutants that result from continued growth
and DNA replication in the absence of cell division (Figure 2.lA). Using DNA microarrays, we
also found that CtrA-dependent gene expression was affected in the divL'S mutant in a manner
similar to ctrArs and cckA'S (Figure 2. 1B). These data confirm that DivL positively regulates CtrA
and that divL346 is a loss-of-function allele at 37'C.
To map the position of divL in the regulatory circuitry controlling CtrA, we conducted epistasis
experiments, using chromosome content as a readout for CtrA activity. Because CtrA silences
the origin of replication, excess CtrA activity results in a G1 arrest, whereas too little CtrA
activity results in a disruption of cell division and the accumulation of multiple chromosomes per
cell.
First, we sought to establish the relative order of divK and divL in the CtrA regulatory pathway.
DivK inhibits, either directly or indirectly, CtrA activity by decreasing both its phosphorylation
(Biondi et al., 2006) and stability (Hung and Shapiro, 2002). Consequently, a loss of divK
function results in increased CtrA activity and a G1 arrest. By contrast, a loss of divL function
results in decreased CtrA activity and a consequent accumulation of multiple chromosomes
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(Figure 2. lA). We engineered a strain that harbors the divL'" mutation and a single copy of divK
under the control of a vanillate-inducible promoter. When grown in the absence of vanillate to
deplete DivK and at 37'C to inactivate DivL, this strain accumulated multiple chromosomes as
with the divL's strain (Figure 2.2A), suggesting that divL lies genetically downstream of divK and
that DivK is a negative regulator of DivL. We corroborated this result by constructing a strain
harboring the divK341 (or divKfs) mutation and in which the only copy of divL is driven by a
xylose-inducible, glucose-repressible promoter (Sciochetti et al., 2005). When grown in the
presence of glucose to deplete DivL and at 22'C to eliminate DivK activity, this strain
accumulated multiple chromosomes, confirming that divL is genetically downstream of divK
(Figure 2.2C).
Because divL is downstream of divK, we tested whether divL functions between divK and cckA in
the CtrA regulatory pathway. Previously, we identified a mutation in CckA, G319E, that
significantly increases its kinase activity and, when expressed from a high-copy plasmid, results
in a GI arrest similar to that seen with divK's (Chen et al., 2009). To test the relationship between
divL and cckA, we constructed a strain carrying a xylose-inducible copy of cckA(G319E) in a
divL's background. Growth in the presence of xylose and at 37'C led to a GI arrest indicating
that CtrA activity remained high and prevented the initiation of DNA replication, despite the loss
of DivL function (Figure 2.2B). The overexpression of cckAG319E is thus epistatic to divL346.
These data are consistent with divL functioning upstream of cckA and with DivL acting as a
positive regulator of CckA.
DivL regulates CtrA by promoting CckA activity
Our epistasis analyses suggest that divK and divL both lie upstream of and regulate CckA (Figure
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Figure 2.2 - Epistasis analysis places divL between divK and cckA in the
CtrA regulatory pathway.
(A) Phase contrast images and flow cytometry analysis of wild type, divK
depletion, divL'" and double mutant (divK depletion and divL's) strains
grown without vanillate for 4 hours to deplete divK followed by a shift
to 37'C for an additional 4 hours.
(B) Phase contrast images and flow cytometry analysis of wild type, divLs,
cckA(G319E) overexpression, and double mutant (divL's and
cckA(G319E) overexpression) strains grown with xylose for 4 hours to
induce cckA(G319E) and then shifted to 37'C for an additional 4
hours.
(C) Phase contrast images and flow cytometry analysis of wild type,
divK'', divL depletion, and double mutant (divK's and divL depletion)
strains each grown at 22'C, the restrictive temperature for divKV, and
without xylose for 30 h to deplete divL.
(D) Summary of genetic pathway regulating CtrA.
. xylo..,n-2C
2.2D). Formally though, divK and divL could function in a pathway parallel to and independent
of CckA that activates CtrA. To distinguish between these possibilities, we measured CckA
activity in vivo in the divL'S strain by immunoprecipitating CckA after labeling cells with [y32P]-
ATP (Figure 2.3A-B). At the permissive temperature of 30*C, CckA phosphorylation levels in
the divLts strain were slightly elevated relative to wild type. However, after a shift to the
restrictive temperature of 37'C for 15 min, CckA phosphorylation in the divL'" strain fell to
-42% that of wild type at 37'C and ~29% the level in divL'" at 30'C. These data are consistent
with a recent study showing that divL is necessary for full activity of a chimeric CckA-FixL
reporter (Iniesta et al., 2010).
If DivL regulates CckA, then DivL should also affect CtrA degradation in vivo as CckA controls
the phosphorylation of CpdR through ChpT (Biondi et al., 2006). However, a previous study saw
no major changes in CtrA stability in a divL510 mutant, a different ts-allele of divL, after 4 hours
at the restrictive temperature (Reisinger et al., 2007). We measured the levels of phosphorylated
CpdR and CtrA in our divL'" strain after a 15 minute shift to the restrictive temperature and found
that both were significantly decreased (Figure 2.3A-B). In addition, using pulse-chase analyses,
we found that CtrA stability was significantly decreased in divL's (half-life of 8 minutes) relative
to wild type (half-life of 29 minutes) at the restrictive temperature (Figure 2.3C). At the
permissive temperature, the half-life of CtrA was nearly identical in wild type and divL's (34 and
33 minutes, respectively). These data support the notion that a loss of divL function leads to a
drop in the phosphorylation of both CpdR and CtrA, further indicating that DivL promotes CtrA
activity through CckA.
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Figure 2.3 - DivL is required to activate CckA as a kinase in vivo.
(A) In vivo phosphorylation assays of wild type and divL's strains grown at
the permissive temperature (30'C) or shifted to the restrictive
temperature (37'C) for 15 min. Equal optical densities of cells were
pulsed with radiolabeled ATP, lysed, and CckA, CtrA, or CpdR
immunoprecipitated. Samples from each immunoprecipitation were
examined by SDS-PAGE and phosphorimaging (gel images labeled
CckAP, CpdR~P, and CtrA~P). Western blot analysis was performed
on samples that were not pulsed (gel images labeled CckA, CpdR, and
CtrA).
(B) Quantification of bands from panel A. Error bars represent standard
deviations from two independent replicates.
(C) Pulse-chase analysis of CtrA. Wild type and divL's strains were pulsed
with radiolabeled L-methionine for 5 min, and then chased with excess
unlabeled L-methionine and casamino acids. Cultures were examined
at the permissive temperature (30'C) or immediately after a shift to the
restrictive temperature (37*C). Each experiment was repeated twice
with representative gels and quantifications shown. The half-lives
calculated for CtrA are included within each graph.
DivL is required to localize CckA at the nascent swarmer pole
Notably, although CckA usually localizes to both poles of a predivisional cell (Angelastro et al.,
2009; Chen et al., 2009), DivL typically localizes only to the nascent swarmer pole (Sciochetti et
al., 2005). These observations suggest that CckA is normally most active at the swarmer pole and
that DivL may help localize CckA to that pole. We therefore examined the subcellular
localization of CckA-GFP in synchronized divL's cells as they progressed through the cell cycle.
For cells incubated at the restrictive temperature of 37'C, CckA-GFP localized only to the
stalked pole of the predivisional cell; cells did not accumulate a swarmer pole focus of CckA nor
did they divide (Figure 2.4A). By contrast, divL's cells grown at 30'C localized CckA to both
poles of predivisional cells and divided, as seen with wild-type cells (Figure 2.4A). A similar
result was obtained on mixed populations, with divL'" cells shifted to 37 C for 4 hours rarely
showing swarmer pole foci of CckA-GFP (Figure 2.4B), consistent with similar findings in a
recent study (Iniesta et al., 2010). To ensure that the lack of swarmer pole localization was not
due simply to a loss of CtrA activity or cell filamentation, we examined CckA-GFP localization
in a ctrA's strain at 37'C. Unlike divL'", these cells accumulated CckA-GFP foci at both poles and
sometimes at intervals throughout the cell (Figure 2.4B). Together, these data demonstrate that
DivL is required for CckA to localize to the swarmer pole and that a failure to localize likely
prevents the activation of CtrA and, consequently, cell division.
These observations do not, however, reveal why localization is necessary for CckA activity.
There are two general possibilities: (i) DivL recruits CckA to the pole where another factor
activates it, or (ii) localization of DivL and CckA to the swarmer pole sequesters them away
from a negative regulator. We favored the latter, given our genetic studies indicating that DivK is
an upstream, negative regulator of DivL. We therefore turned our focus to DivK.
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Figure 2.4 - DivL is required to localize CckA-GFP to the swarmer pole of predivisional
cells.
(A) CckA-GFP localization through the cell cycle in wild type and divL" at the permissive
(30'C) and restrictive (37'C) temperatures. Swarmer cells were isolated, placed on
agarose pads and followed by time-lapse fluorescence microscopy with minutes post-
synchrony indicated above the images. White arrows indicate the new pole which, in
predivisional cells, becomes the swarmer pole.
(B) CckA-EGFP localization in wild type, ctrAs, and divL'" grown at the permissive
temperature (30*C) or shifted to the restrictive temperature (37'C) for four hours. Strains
express cckA-egfp from the native chromosomal cckA locus. White arrows indicate divL'
cells at 37'C lacking CckA-EGFP at the swarmer pole, identified as the pole opposite the
stalked pole.
DivK inhibits the activation of CckA as a kinase
To confirm that DivK, like DivL, affects CckA kinase activity in vivo, we measured CckA
phosphorylation in the divKC mutant strain (Figure 2.5A). CckA phosphorylation was previously
measured in a mixed population of divKf cells, revealing a modest increase in CckA~P levels
per cell, but not per protein (Biondi et al., 2006). However, DivK's essential function occurs
during a narrow window of time immediately before DNA replication (Hung and Shapiro, 2002).
We therefore measured CckA~P levels in synchronized stalked cells from the wild type and
divKi strains. CckA protein was present at similar levels in stalked cells from the two strains, but
CckA~P levels were significantly higher in divK cells than in wild-type cells (Figure 2.5B), on
both a per protein and per cell level. These data demonstrate that DivK is normally required to
downregulate CckA kinase activity in vivo and that the failure to do so in a divK" strain results in
a failure to downregulate CtrA and thus to initiate DNA replication (Figure 2.2A).
We also examined CckA-GFP localization in wild-type and divK" cells grown in the same
conditions used to measure CckA phosphorylation. For both strains, CckA-GFP was either
dispersed throughout the cell or formed a focus at the stalked pole, with localization to the pole
opposite the stalk seen in fewer than 2% of cells (Figure 2.5C). Hence, in a divK mutant, CckA is
either active at the stalked pole or the delocalized pool of CckA is active. To help distinguish
between these possibilities, we examined DivL-GFP localization in the divf" mutant and found
that it was consistently delocalized (Figure 2.5C). Recall that the Gi-arrest phenotype of a divK
depletion strain, and thus CckA activity in these cells, depends on DivL activity (Figure 2.2A).
Taken together, our results indicate that localization of CckA to the swarmer pole is not an
obligatory step in its activation. Instead, it appears that the inactivation of DivK is sufficient to
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Figure 2.5 - DivK inhibits CckA kinase activity at the G1-S transition.
(A) Diagram of CckA and CtrA activity during the swarmer-to-stalked cell
transition in wild type and divK.
(B) In vivo phosphorylation measurements of CckA in synchronized
stalked cells harboring either divK or divKf at the native chromosomal
locus. Assays were performed as in Figure 2.3A, except that stalked
cells were isolated by allowing synchronized swarmer cells to
differentiate for 50 minutes at 20'C, the restrictive temperature for
divK". Error bars represent standard deviations from three independent
replicates.
(C) Fluorescence microscopy of wild type and divK" stalked cells
expressing CckA-EGFP. Strains were grown and stalked cells isolated
exactly as in panel B.
(D) Cell cycle localization pattern of DivL-EGFP. Swarmer cells
expressing divL-gfp were isolated, placed on agarose pads containing
M2G* and followed by time-lapse fluorescence microscopy (top). Cell
cycle Western blot analysis of DivL and SciP (bottom). Swarmer cells
were isolated, released into rich media with samples taken for Western
blot analysis every 30 minutes. Samples were also taken from swarmer
(SW) and stalked (ST) cells collected immediately after cell division.
activate CckA, regardless of its cellular location, provided that DivL is functional.
If DivK does downregulate CckA kinase activity via DivL to drive the initiation of DNA
replication, then stalked cells should harbor DivL. Although DivL is present in stalked cells that
result from the differentiation of swarmer cells (Sciochetti et al., 2005), DivL-GFP localizes
mainly to the swarmer pole of predivisional cells leaving open the question of whether stalked
cells resulting from cell division harbor DivL (Figure 2.5D). To address this question, we
synchronized wild-type cells, allowed them to proceed once through the cell cycle, and then
harvested daughter swarmer and stalked cells immediately after cell division. Western blotting
revealed that DivL is present at nearly equal levels in the two daughter cells (Figure 2.5D). As a
control, we confirmed that SciP, a swarmer cell-specific factor, was present only in daughter
swarmer cells (Gora et al., 2010).
Phosphorylated DivK directly binds DivL
DivK was previously found to bind DivL in a yeast two-hybrid system (Ohta and Newton, 2003).
To test whether DivK binds directly to DivL in vitro we used Forster resonance energy transfer
(FRET). We purified C-terminal fusions of DivK and DivL to CFP and YFP, respectively. For
DivL, we used a construct lacking only the putative N-terminal transmembrane domain; for
FRET studies we refer to this construct simply as DivL. The FRET ratio measured after mixing
DivK-CFP and DivL-YFP was not significantly different from that of free CFP and YFP (Figure
2.6A-B), indicating that no significant FRET occurs between DivL and unphosphorylated DivK
in our conditions. However, as a response regulator, DivK activity likely depends on
phosphorylation. To test the effect of phosphorylation on binding, we added substoichiometric
amounts of untagged DivJ, the cognate kinase for DivK (Ohta et al., 1992), and ATP to a
reaction containing DivK-CFP and DivL-YFP. We then observed a rapid and significant increase
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Figure 2.6 - Mutations in DivL that affect DivK binding in vitro affect
CckA activity in vivo.
(A) In vitro FRET analysis of the DivL-DivK interaction. DivK-CFP and
DivL-YFP (each at 2.5 [tM) were mixed together with 5mM MgCl2 and
500[tM ATP. At t=0, 100 nM DivJ was added and the ratio of the 527
nm to 475 nm emissions (FRET ratio) was measured while exciting the
samples at 433 nm. A mixture of free CFP and YFP (denoted with
minus signs) each at 2.5 RM was included as a control. DivK-CFP was
tested for binding to DivL-YFP and the mutants indicated.
(B) In vitro FRET analysis of DivK-CFP binding to DivL-YFP (left), the
same construct used in panel A, as well as with a shorter DivL-YFP
construct (right) which only contains the kinase domain (DHp and CA
domains) of DivL. Domain diagram lengths correspond to number of
amino acids and are drawn to scale.
(C) Phase contrast microscopy and flow cytometry analysis of cells
expressing either divL or divL(A601L) under the control of a xylose-
inducible promoter on a high-copy plasmid. Cells were grown in the
presence of glucose; leaky expression from the high-copy plasmid leads
to moderate, constitutive levels of expression.
(D) In vivo phosphorylation measurements of CckA in synchronized
stalked cells expressing either divL or divL(A601L) as in panel C.
Assays were performed as in Figure 2.3A, except that stalked cells
were obtained by allowing synchronized swarmer cells to differentiate
for 35 minutes. Error bars represent standard deviations from three
independent replicates.
(E) Fluorescence microscopy of CckA-EGFP in stalked cells expressing
divL or divL(A601L). Strains were grown and stalked cells exactly as in
panel D.
(F) Phase contrast microscopy and flow cytometry analysis of strains with
the chromosomal copy of divL deleted and expressing either divL or
divL(Y550F) from the native divL promoter on a low-copy plasmid
grown at 30'C or 37'C for 4 hours.
(G) Phase contrast microscopy and flow cytometry analysis of strains
harboring the pleC:: Tn5 disruption with the chromosomal copy of divL
deleted and expressing either divL or divL(Y550F) from the native divL
promoter on a low-copy plasmid grown at 30'C or 37'C for 4 hours.
in FRET efficiency (Figure 2.6A). A construct containing only the DHp and CA domains of
DivL fused to YFP also strongly interacted with DivK-CFP upon addition of DivJ and ATP, with
a FRET efficiency ~85% that seen with the longer version of DivL (Figure 2.6B). These
experiments demonstrate that the phosphorylation of DivK strongly increases its affinity for
DivL.
Mutations in DivL that affect DivK binding in vitro affect CckA kinase activity in vivo
To bolster the notion that DivK~P binding to DivL is relevant in vivo, we tested whether
mutations in divL and divK that perturb CtrA activity in vivo also affect their interaction in vitro.
A transposon insertion in divL causing a truncation after amino acid 657 was previously
identified in a screen for suppressors of pleC (Reisinger et al., 2007). As the loss of pleC
decreases CtrA activity, suppression requires a compensatory mutation that increases CtrA
activity. We hypothesized that the divL657 mutation may achieve such an increase by disrupting
the ability of DivK-P to inhibit DivL and thereby downregulate CckA as a kinase. To test this
hypothesis, we purified a construct, DivLACA-YFP, that lacks the putative transmembrane
domain and the last 112 amino acids of DivL. This construct did not show a significant FRET
signal with DivK, either with or without DivJ (Figure 2.6A), suggesting that it indeed no longer
had the ability to strongly bind DivK.
Next, we wanted to examine a point mutation in DivL that disrupts binding to DivK, as point
mutants are less likely to affect folding or tertiary structure. We created a series of DivL point
mutants at sites predicted to interface with DivK based on comparison to a co-crystal structure of
a histidine kinase-response regulator complex from T. maritima (Casino et al., 2009). One
mutation, A601L, completely eliminated binding of DivL-YFP to phosphorylated DivK-CFP in
vitro (Figure 2.6A). To test whether this mutation also disrupted binding in vivo, we expressed
divL(A601L) from a xylose-inducible promoter on a plasmid in wild-type cells. Growth in the
presence of glucose led to leaky, constitutive expression of divL(A601L). Using flow cytometry
we found that most cells expressing divL(A601L) contained a single chromosome (Figure 2.6C),
similar to the G1 arrest seen with the divK's strain. We then synchronized swarmer cells
expressing either divL(A601L) or divL, released them into media at 30'C, and allowed them to
develop into stalked cells for 35 minutes. We measured CckA phosphorylation in each
population of cells and found that CckA-P levels were more than five times higher in the cells
expressing divL(A601L) (Figure 2.6D). CckA-GFP was also not localized to the swarmer pole in
these cells (Figure 2.6E), again indicating that CekA activation does not require swarmer pole
localization if DivK cannot bind and inhibit it via DivL. Collectively, these findings suggest that
DivK does not bind DivL(A601L) in vitro or in vivo, thereby preventing the normal
downregulation of CckA and CtrA, and so yielding a GI arrest (Figure 2.6C). We infer that
DivL(A601L) is not simply misfolded as it can still activate CckA; this mutant appears
specifically disrupted for binding DivK-P. Importantly, these results also indicate that DivL is
the primary target of DivK in regulating CckA and CtrA, as the divL(A601L) strain retains wild-
type DivK but cannot properly down-regulate CckA or CtrA.
We also tested the effect of mutating tyrosine-550 in DivL to phenylalanine. DivL shares
extensive homology to histidine kinases but contains a tyrosine in place of the usual
phosphorylatable histidine (Wu et al., 1999). DivL(Y550F) does not affect CckA localization
(Iniesta et al., 2010), but could affect DivK binding and hence CckA activity. We thus purified
DivL(Y550F)-YFP and tested binding to DivK-CFP by measuring FRET. Compared to the wild-
type construct, DivL(Y550F) produced a higher FRET signal when mixed with DivK-CFP and
substoichiometric amounts of DivJ and ATP (Figure 2.6A). If DivL(Y550F) binds DivK more
tightly than wild-type DivL in vivo, introducing this mutation should negatively affect the
activity of CckA and CtrA. To test this possibility, we constructed strains in which either divL or
divL(Y550F) is carried on a low-copy plasmid as the only copy of divL. At 30'C both strains had
relatively normal morphology and chromosomal content (Figure 2.6F). However, at 37'C, cells
expressing divL(Y550F) became filamentous and showed a modest accumulation of
chromosomes per cell, reflecting a loss of CtrA activity (Figure 2.6F). These phenotypes were
significantly exacerbated by introducing a pleC: Tn5 mutation which, as noted above, sensitizes
cells to other mutations that downregulate CtrA (Figure 2.6G). We conclude that the Y550F
mutation renders DivL better at binding DivK~P in vitro and, consistently, disrupts CtrA
activation in vivo.
Mutations in DivK that affect DivL binding in vitro affect CckA activity in vivo
Next, we tested the ability of DivL to bind mutants of DivK. First, we tested DivK(D90G), the
mutant encoded by divK'" that prevents downregulation of CckA and CtrA in vivo. DivK(D90G)
is phosphorylated in vivo to a similar extent as wild-type DivK suggesting its defect may be an
inability to bind and inhibit DivL (Hung and Shapiro, 2002). Indeed, purified DivK(D90G)-CFP
produced a significantly weaker FRET ratio when incubated with YFP-DivL along with DivJ
and ATP (Figure 2.7A).
We also examined a mutation in DivK that increases binding. In a screen for point mutants of
DivK that affect its interaction with DivL, we found that the substitution Q55A significantly
increased binding in our FRET assay (Figure 2.7A). We predicted that this mutant would
hyperactivate DivK in vivo and, consequently, downregulate the CtrA regulatory pathway. To
test this possibility, we engineered strains expressing either wild-type divK or divK(Q55A) under
the control of a xylose-inducible promoter on a low-copy plasmid. In the presence of glucose,
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(A) In vitro FRET analysis of DivL-YFP binding to wild type DivK-CFP
and the mutants indicated. Assays were performed as in Figure 2.7A.
Wild-type and free CFP/YFP traces are the same experiments as in
Figure 2.7A and are duplicated to facilitate comparison.
(B) Phase contrast microscopy and flow cytometry analysis of strains
expressing either divK or divK(Q55A) from a low-copy plasmid under
the control of a xylose-inducible promoter. Cells were grown in glucose
or in the presence of xylose for 6 hours.
(C) In vivo phosphorylation measurements of CckA in a mixed population
of cells expressing divK or divK(Q55A). Assays were performed as in
Figure 2.3A, except strains were induced with xylose for 2 hours and
compared to identically treated, but uninduced cultures. Error bars
represent standard deviations from three independent replicates.
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neither strain exhibited major defects in cellular morphology or chromosomal content. However,
when grown in xylose for 6 hours, cells expressing divK(Q55A) became extremely filamentous
and accumulated multiple chromosomes, similar to divL, cckA, and ctrA mutants (Figure 2.7B).
The phenotypes for divK(Q55A) were more severe than for cells overexpressing wild-type divK.
Using in vivo phosphorylation assays, we verified that overproducing DivK(Q55A) for 2 hours
led to a significant decrease in CckA phosphorylation levels, similar to the decrease seen in
divL'" cells (Figure 2.7C). These data lend further support to a model in which phosphorylated
DivK antagonizes CckA by binding directly to DivL. Mutations that increased or decreased
DivK-DivL binding in vitro led to a corresponding decrease or increase, respectively, of CckA
kinase activity in vivo.
Localization to the swarmer pole activates CckA by localizing it with a DivK phosphatase
In sum, our findings support a model in which (i) DivK inhibits CckA by binding to DivL and
(ii) cell cycle transitions are ultimately driven by changes in the phosphorylation state of DivK.
Such a model is consistent with the reciprocal changes in DivK-P and CckA-P early in the cell
cycle (Jacobs et al., 2003; Lam et al., 2003). In GI swarmer cells, DivK is predominantly
unphosphorylated while CckA retains activity and is phosphorylated. In stalked cells, DivK
phosphorylation increases while CckA phosphorylation drops to its lowest level during the cell
cycle. However, in predivisional cells, DivK remains phosphorylated and yet CckA is highly
active, in apparent conflict with the model. Conspicuously though, the DivK phosphatase PleC
(Ohta et al., 1992) is located at the swarmer pole of predivisional cells (Wheeler and Shapiro,
1999), along with DivL and CckA. Thus, we hypothesized that PleC phosphatase activity may
protect DivL and CckA from DivK-P at the nascent swarmer pole in predivisional cells, thereby
allowing the accumulation of high levels of phosphorylated CtrA in this cell type.
If this hypothesis is correct, the phosphorylation levels of CckA and CtrA should decrease in a
pleC mutant. In a ApleC mutant we found that CckA-P levels in vivo dropped to ~82% of wild-
type levels (Figure 2.8A), while in a pleC:: Tn5 mutant CtrA~P drops to ~10% of wild type
levels (Biondi et al., 2006). Consistently, pleC mutants are highly sensitive to other mutations
that decrease CtrA activity, often with synthetic, nearly lethal phenotypes (Chen et al., 2009).
Conversely, pleC null mutants are suppressed by mutations in genes that promote CtrA activity
(Sommer and Newton, 1991). Nevertheless, for cells harboring only a pleC null mutation, the
consequent decrease in CckA~P and CtrA~P does not lead to a severe cell cycle phenotype or
major changes in CtrA-dependent gene expression (Figure 2.8B), as with divL and cckA mutants.
Either another DivK phosphatase exists or cells compensate for the loss of pleC; the latter
possibility is suggested by previous observations that pleC null strains exhibit alternative patterns
of localization for many key regulatory proteins (Reisinger et al., 2007; Wheeler and Shapiro,
1999).
To better address the consequence of losing PleC phosphatase activity, we measured CckA-P
levels in a pleC's strain 15 minutes after shifting to the restrictive temperature. In this case, we
found that CckA-P levels dropped to ~18% of wild-type, similar to the decrease measured in
divL's cells, and with virtually no change in CckA protein level (Figure 2.8C). Moreover, DNA
microarray analysis revealed that in pleC's cells grown at 37'C for 1 hour, CtrA regulated genes
were down-regulated much more significantly than in the ApleC, and comparable to that seen in
divL'S (Figure 2.8B). These data demonstrate that pleC is, in fact, critical to maintaining the
activity of CckA in predivisional cells.
Based on these findings, we conclude that in swarmer cells, PleC maintains a low level of
DivK~P allowing DivL to associate with and promote CckA activity. In stalked cells, DivJ
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Figure 2.8 - CckA and DivL both localize at the swarmer pole with PleC to
avoid downregulation by DivK.
(A) In vivo phosphorylation measurements of CckA in wild type and
ApleC.
(B) CtrA-dependent gene expression in pleC mutants. Oligonucleotide
microarrays were used to measure global gene expression patterns in
ApleC and pleC's relative to wild type at 30 C and in pleC's relative to
wild type at 37'C for 1 hr. The log ratio for each CtrA-regulated gene
was compared to the log ratio of expression in divL's relative to wild
type, each grown at 37'C for 4 hours (see Figure 2.1B). The best fit
line and equation are shown on each plot.
(C) In vivo phosphorylation measurements of CckA in wild type and pleC's
at the permissive temperature (30'C) and after shift to the restrictive
temperature (37'C) for 15 minutes. Error bars represent standard
deviations from three independent replicates.
(D) divK and divK(Q55A) were each fused to cfp and expressed from a low-
copy plasmid under the control of a xylose-inducible promoter.
Subcellular localization was examined by epi-fluorescence microscopy
after growth in xylose for 6 hrs. For cells expressing divK(Q55A)-cfp,
white arrows indicate swarmer pole foci, where swarmer poles were
identified as those opposite stalked poles.
(E) CckA-EGFP and DivL-EGFP localization in cells harboring Py-
divK(Q55A) on a low-copy plasmid and grown in the presence of
glucose or in xylose for 2 or 6 hours. At the 6 hour time point, white
arrows indicate foci of CckA-GFP or DivL-GFP at the putative
swarmer pole, identified as the pole opposite the stalked pole.
replaces PleC at the old pole and drives a surge in DivK phosphorylation, resulting in the down-
regulation of CckA. In predivisional cells, DivJ continues to phosphorylate DivK, but the
localization of CckA and DivL to the swarmer pole along with PleC enables CckA to function
again as a kinase and drive CtrA phosphorylation.
This model further suggests that the mutant DivK(Q55A) may downregulate CckA as a kinase
by binding more tightly to DivL at the swarmer pole and thus overcoming the effects of PleC. To
test this prediction, we examined the localization of a DivK(Q55A)-CFP fusion expressed from a
low-copy plasmid in an otherwise wild type background. Most cells expressing DivK(Q55A)-
CFP showed clear, significant polar foci as well as irregular foci within filamentous cells at
pinched sites that likely represent nascent poles (Figure 2.8D). In cells producing DivK(Q55A),
we also found that DivL-GFP and CckA-GFP formed foci at the cell poles and at highly pinched,
nascent poles within the cell, similar to the pattern seen with DivK(Q55A)-CFP (Figure 2.8E).
Collectively, our data indicate that DivK(Q55A), by virtue of its tighter binding to DivL, can
effectively overcome the PleC phosphatase, infiltrate the swarmer pole, and downregulate CckA,
without disrupting the polar localization of DivL or CckA. We speculate that this ability to
bypass PleC may be due in part to competition between DivL and PleC for DivK~P binding;
enhanced binding to DivL may thus protect DivK-P from PleC. Taken together with our
analyses of pleC mutants, these data strongly support a model in which the joint localization of
PleC, DivL, and CckA at the swarmer pole normally enables CckA to avoid downregulation by
DivK-P.
Discussion
Throughout biology, developmental processes rely heavily on the subcellular localization of key
regulatory proteins. For many proteins, localization enables the regulation of a morphogenetic or
structural process that is itself localized, such as the cytokinetic ring, DNA replication, and
flagellar assembly. For other proteins, localization may promote asymmetric inheritance
following cell division, as with Ashlp in S. cerevisiae (Sil and Herskowitz, 1996) and with DivJ
and PleC in Caulobacter (Wheeler and Shapiro, 1999). Localization can also directly stimulate
the activity of some regulatory proteins. For instance, the polar localization of chemotaxis
proteins in E. coli (Maddock and Shapiro, 1993) facilitates the assembly of a supramolecular
cluster that enables signal adaptation and exquisite sensitivity, properties critical to chemotaxis
(Hansen et al., 2010). Finally, localization can act to sequester regulatory proteins from their
targets, as with the nucleolar localization of the phosphatase Cdc14 in S. cerevisiae (Visintin et
al., 1999).
Why CckA localizes to the poles of Caulobacter predivisional cells had previously been unclear.
CckA does not directly regulate a morphogenetic process nor is it asymmetrically inherited. A
major clue came from our observation that in certain mutants, the activity of CckA is no longer
dependent on localization to the swarmer cell pole (Figure 2.5B-C ; 2.6D-E). Conversely, in cells
producing hyperactive DivK, CckA remains localized to the swarmer pole but is not active
(Figure 2.7C, 2.8E). These results highlight another reason for subcellular localization: to create
a microenvironment within the cell where CckA can avoid downregulation by its inhibitor,
DivK-P. In predivisional cells, bulk measurements indicate that DivK~P levels are high (Jacobs
et al., 2001). Although this DivK~P can diffuse throughout the cell, our data suggest that the
enforced proximity of CckA and PleC, a DivK phosphatase, at the pole promotes CckA kinase
activity. Consistently, the immediate consequence of losing PleC activity is a downregulation of
CckA and CtrA (Figure 2.8C). It is then the transition from a delocalized to localized state which
triggers CckA kinase activity and, in turn, drives the late stages of cell cycle progression.
DivK dictates cell cycle progression and cellular asymmetry by regulating CckA
Our results underscore DivK as a key regulator of the Caulobacter cell cycle and the
establishment of cellular asymmetry. Although DivK was first identified almost 20 years ago
(Hecht et al., 1995; Sommer and Newton, 1991), it has been unknown precisely how it regulates
development and the cellular asymmetry of Caulobacter. DivK is a single-domain response
regulator and hence was presumed not to directly affect transcription. Indeed, our results indicate
that DivK's primary cell cycle role is the regulation of CckA through a direct, phosphorylation-
dependent interaction with the essential, non-canonical kinase DivL.
Synthesis of our results with those published previously yields a molecular-level model for the
regulation of Caulobacter cell cycle progression and cell fate asymmetry (Figure 2.9). In
swarmer cells, polarly localized PleC actively dephosphorylates DivK to permit a productive
interaction between DivL and CckA and, consequently, to maintain the phosphorylation of CtrA
and a GI state. During the swarmer-to-stalked cell transition, PleC is replaced by DivJ at the
stalked pole, resulting in the rise of DivK phosphorylation and, consequently, the
downregulation of CckA kinase activity via DivL. The inhibition of CckA and consequent loss
of CtrA binding to the origin permits DNA replication to initiate. As the stalked cell develops
into a predivisional cell, CckA, DivL, and PleC are recruited to the nascent swarmer pole. PleC
phosphatase activity shields CckA from DivK-P and thus drives the phosphorylation of CtrA,
enabling the late stages of cell cycle progression and morphogenesis. CckA is also found at the
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Figure 2.9 - Model of regulatory circuitry controlling CtrA, cell cycle
transitions, and cell fate asymmetry in Caulobacter crescentus.
(A) Localization of CtrA regulatory factors and CtrA activity throughout
cell cycle. PleC and DivJ are localized to the swarmer and stalked
poles, respectively. After DNA replication initiates in stalked cells,
DivL, CckA, and PleC are recruited to the nascent swarmer pole.
(B) Model of protein-protein interactions regulating CckA in swarmer and
stalked cells and at the poles of predivisional cells. In swarmer cells,
DivK is dephosphorylated by PleC allowing DivL to promote CckA
kinase activity and, consequently, phosphorylation of CtrA. In stalked
cells, DivJ phosphorylates DivK which then binds to DivL, inhibiting
CckA kinase activity and ultimately driving the dephosphorylation of
CtrA. In predivisional cells, CckA localizes with DivL and PleC at the
swarmer pole, enabling CckA to escape downregulation by DivK~P.
CckA is also frequently found at the stalked pole of stalked and
predivisional cells. However, DivL is either absent from the stalked
pole (not shown) or present but inhibited by phosphorylated DivK
(shown); in either case, CckA remains in a phosphatase state.
= PleC
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stalked pole of predivisional cells. DivL is usually absent from this pole, but even when present,
it would be inhibited by DivK~P. Like most histidine kinases, CckA is bifunctional such that
when not stimulated as a kinase, it functions as a phosphatase (Chen et al., 2009). Predivisional
cells thus have CckA in the kinase and phosphatase states at opposing poles, resulting in a
gradient of phosphorylated CtrA across the cell (Chen et al., 2010). Following cell division, the
daughter swarmer cell retains PleC and hence dephosphorylates DivK to maintain CckA and
CtrA activity. The daughter stalked cell inherits DivJ, leading to DivK phosphorylation, which
prevents DivL from stimulating CckA kinase activity, thereby facilitating the onset of DNA
replication in this cell type.
Protein-protein interactions underlying the control of CckA activity
At the heart of our model is a dynamic protein-protein interaction system comprising DivK,
DivL, and CckA. Our results indicate that a complex of DivL and CckA is active with respect to
CckA autophosphorylation and phosphotransfer, and that the binding of DivK-P to DivL inhibits
CckA. Toggling the phosphorylation state of DivK thus inversely toggles the phosphorylation
state of CckA and, consequently, CtrA. Whether DivL and CckA directly interact is not yet clear,
although both proteins localize to the swarmer pole and were suggested to co-immunoprecipitate
(Iniesta et al., 2010).
Our results do, however, demonstrate that the interaction between DivK-P and DivL is direct
and several lines of evidence indicate that binding is similar to canonical two-component
signaling interactions, but without phosphotransfer occurring. First, binding requires only the
DHp and CA domains of DivL, the same domains used in canonical HK-RR interactions. Also,
the substitutions Y550F and A601L in DivL that affect binding are at sites likely to mediate
canonical two-component protein interactions. In the co-crystal structure of HK853 and RR468
from Thermotoga maritima (Casino et al., 2009), the residues in HK853 corresponding to Y550
and A601 directly contact RR468. Similarly, for DivK, the substitution D90G decreases binding
to DivL (Figure 2.7A) and the corresponding residue in RR468 is in contact with HK853.
Notably, aspartate-90 resides at the N-terminus of alpha-helix 4 in DivK (Guillet et al., 2002).
For most response regulators, the a4-s5-a5 face changes conformation in a phosphorylation-
dependent manner to effect an output (Gao et al., 2007), often by modulating protein-protein
interactions. We propose that the phosphorylation of DivK induces a conformational change that
enables tighter binding to DivL.
Although binding occurs, DivL and DivK likely do not participate in phosphotransfer reactions.
DivL does not harbor significant autokinase or DivK-P phosphatase activity in vitro (CGT and
MTL, unpublished) and a previous report found that the ATPase domain of DivL is not required
to support viability (Reisinger et al., 2007). Nevertheless, we cannot rule out that tyrosine
phosphorylation of DivL plays a regulatory role.
Finally, our data suggest that DivL is the primary output for phosphorylated DivK during cell
cycle progression. DivK was suggested to independently control CpdR (Iniesta and Shapiro,
2008). However, the fact that divL(A601L) led to an increase in CckA activity and a GI arrest
indicates that DivK acts primarily through DivL to downregulate CpdR and CtrA.
Non-canonical topologies and activities for two-component signaling proteins
The connectivity of the two-component signaling proteins that regulate the Caulobacter cell
cycle includes both canonical and non-canonical features. The phosphorylation and
dephosphorylation of DivK by DivJ and PleC, respectively, and the multistep phosphorelays
initiated by CckA exemplify the two most common topologies for two-component proteins.
These pathways are, however, connected in a highly unconventional manner, with the response
regulator DivK~P binding the non-canonical kinase DivL to, in turn, modulate the activity of
another histidine kinase, CckA. There are very few examples of other two-component proteins
wired together in such unorthodox ways. In P. aeruginosa, the histidine kinase RetS directly
modulates the activity of another histidine kinase, GacS (Goodman et al., 2009), although in that
case, the two kinases have nearly identical DHp domains and probably heterodimerize.
Most histidine kinases mediate adaptive responses to environmental signals by binding small
molecule inducers or ligands. However, CckA may not respond to anything other than DivK and
DivL. Although DivL and CckA are transmembrane proteins, neither has a substantial
periplasmic domain. The transmembrane domains thus may serve mainly to facilitate polar
localization. Each kinase does have several intracellular PAS domains, and while these domains
sometimes modulate response to environmental or metabolic signals, they are also often involved
in protein-protein interactions (Lee et al., 2008). While CckA and DivL may not directly
integrate environmental signals, PleC and DivJ may.
The regulation of DivL and CckA by DivK also highlights the expanding role of single-domain
response regulators in bacteria. Although the majority of response regulators control
transcription, single-domain regulators are relatively common and modulate a wide range of
physiological processes through protein-protein interaction (Jenal and Galperin, 2009).
Molecular mechanisms for producing and maintaining cellular asymmetry
The identification of DivL as an intermediary between DivK and CckA fills a major gap in our
understanding of the regulatory circuit governing the Caulobacter cell cycle. Central to this
circuit is the response regulator DivK, which ultimately dictates cell cycle progression and
replicative asymmetry via DivL. Our work further suggests that the subcellular localization of
regulatory proteins is crucial to the development and cell cycle of Caulobacter for at least two
reasons. First, as noted, the localization of factors such as DivJ and PleC likely promotes their
asymmetric inheritance, helping to enforce the asymmetry of daughter cells. Second, we now
find that the localization of CckA, DivL, and PleC to a single pole of the predivisional cell
effectively partitions the cytoplasm but without the use of membrane-enclosed compartments or
other physical barriers. Our findings reveal a remarkable mechanism through which bacterial
cells can create and exploit a heterogeneous cytoplasm to activate a master kinase and to produce
cell fate asymmetry.
Experimental Procedures
Growth conditions
Caulobacter crescentus strains were grown in PYE (rich medium), M2G (minimal medium),
M2G* (M2G + 1% PYE), or M5G (phosphate-deplete medium) supplemented when necessary
with oxytetracycline (1 pg/mL), kanamycin (25 gg/mL), chloramphenicol (2 pg/mL),
gentamycin (0.6 pg/mL), novobiocin (100 pg/mL), 0.2% glucose, or 0.3% xylose. Cultures were
grown at 30'C unless otherwise noted and diluted when necessary to maintain exponential
growth. Escherichia coli strains were grown at 37'C in LB supplemented when necessary with
carbenicillin (100 pg/mL), oxytetracycline (12 pg/mL), kanamaycin (50 pg/mL),
chloramphenicol (30 ptg/mL), or gentamycin (15 gg/mL). Synchronies were performed as
described previously (Jones et al., 2001).
Protein expression, purification, and antibody production
Protein expression and purifications were performed as described (Skerker et al., 2005) except
with modified expression conditions. After reaching mid-exponential phase, cultures were
induced with 0.5 mM IPTG for 16 hours at 18'C. Fluorescent fusion protein concentrations were
determined using absorbances at 433 nm for CFP fusions (molar extinction coefficient 32,500 M~
1cm-1) or 514 nm for YFP fusions (molar extinction coefficient 83,400 M-1cm'). Non-fluorescent
protein concentrations were determined by measuring absorbance at 280 nm and using extinction
coefficients calculated with the Protparam tool (http://ca.expasy.org/tools/protparam.html).
Purified His6-DivL, expressed from pHIS-divL and lacking only the putative N-terminal
transmembrane domain, was used to generate rabbit polyclonal antiserum (Covance). Crude
antisera were used at a 1:5000 dilution.
In vivo phosphorylation measurements
In vivo phosphorylation measurements were carried out as described previously (Domian et al.,
1997) with the following modifications. One colony was inoculated into M5G medium and
grown overnight at 30'C until the optical density at 660 nm was between 0.2 to 0.4. Cultures
were normalized by optical density to the least dense culture in the batch and 1 mL of cells from
each culture pulsed with 1 pM [y32P]-ATP having a specific activity of 30 Ci/mmol (Perkin
Elmer) for 5 minutes. Labeling was carried out at the temperatures indicated.
Immunoprecipitations were performed using Protein A agarose beads (Roche). In synchrony
experiments, swarmer cells were isolated from cultures at OD660 ~0.2 and resuspended in the
original media, which was filter sterilized, to avoid replenishing phosphate in the culture. Cells
were grown at the temperatures and for the times indicated to isolate synchronized stalked cells.
In vivo CtrA stability measurments
CtrA pulse-chase experiments were performed as described previously (Gora et al., 2010) with
the exception that Protein A agarose beads from Roche were used.
Band quantification
Quantifications of bands on SDS-PAGE gels were done using the Gel Analyzer function in
ImageJ (http://rsbweb.nih.gov/ij).
FRET
FRET was performed at 301C, reading 70 ptL reactions from 96-well polystyrene plates
(Coming) using a Varioskan Flash fluorescence plate reader (ThermoFisher Scientific). Samples
were excited at 433 nm and emission measured at 525 nm and 475 nm.
DNA microarrays
Gene expression profiles were obtained as described previously (Gora et al., 2010) using custom
Agilent arrays. RNA was collected from divL's cells grown to mid-exponential phase in rich
media at 30'C and compared to RNA from cells shifted to 37'C for two or four hours.
Flow Cytometry
DNA content per cell was determined as described previously (Chen et al., 2009) except cells
were not treated with rifampicin.
Microscopy
Both live and fixed cells were mounted onto M2G* 1.5% agarose pads (supplemented with
xylose when applicable) and imaged using a Axiovert 200 microscope (Zeiss) with a 63X/1.4NA
objective (Zeiss) with 1.6X Optivar and an Orca II camera (Hamatsu) controlled using software
from Metamorph (Universal Imaging, PA). Fluorescent images were obtained using an EXFO X-
cite 120 light source and CFP or GFP filters (Chroma). Fluorescence images were taken on live
cells transferred from culture to agarose pads and kept at the temperatures indicated using an
objective heater (Bioptechs) during the imaging process. Cells examined were in mid-
exponential phase.
Plasmid construction
Plasmids and primers used in this study are listed in Table 2.1 and 2.2, respectively. pML83-divL
was made by amplifying the divL coding region with the primers CT 114 and CT14, digesting the
PCR product with NdeI and KpnI, and ligating into similarly digested pML83 (pJS71-Psyi) to
create a transcriptional fusion of divL and the xylose promoter. pENTR-Pxy-divL was made by
amplifying the Py-divL fusion from pML83-divL using primers CT102 and CT14 and cloning
the amplification product into pENTR-D-TOPO. pENTR-Psy-divL(A601L) was made by site
directed mutagenesis of pENTR-Pxy-divL using primers CT242 and CT243. pENTR-Py-
cckA(G319E) was made by amplifying the Py,-cckA(G319E) fusion from pML83-Py-
cckA(G319E) using primers CT102 and CT18 and cloning the amplification product into
pENTR-D-TOPO. pJS14-Psyn-divL, pJS14-PyI-divL(A601L), and pJS14-Psyn-cckA(G319E) were
made by recombining pENTR-PY1-divL, pENTR-Psy-divL(A601L), and pENTR-PY-
cckA(G319E), respectively, into pJS 14-DEST.
pENTR-divK was made by cloning the divK coding region, amplified using primers CT 175 and
RR32rev, into pENTR-D-TOPO. pENTR-divK(Q55A) was made by site-directed mutagenesis of
pENTR-divK using primers CT244 and CT245. pENTR-divK-ecfp was made by first amplifying
the coding region of divK using primers CT175 and CT174 as well as ecfp from pRG31 using
primers CT171 and CT8. The two PCR products were then joined in a splicing by overlap-
extension (SOE) PCR reaction creating an in-frame fusion of divK to ecfp which was cloned into
pENTR-D-TOPO. pENTR-divK(D90G)-ecfp and pENTR-divK(Q55A)-ecfp were made by site
directed mutagenesis using primers CT182/183 and CT244/CT245, respectively. pLXM-divK,
pLXM-divK(Q55A)-ecfp, and pLXM-divK(Q55A)-ecfp were made by recombination of pENTR-
divK, pENTR-divK(Q55A), pENTR-divK-ecfp, and pENTR-divK(Q55A)-ecfp, respectively, into
pLXM-DEST.
pENTR-divL-meyfp was made by first amplifying the cytoplasmic region of divL using primers
CT148 and CT173 and meyfp from pRG88 using primers CT171 and CT8. The two PCR
products were then joined in a SOE-PCR reaction creating an in-frame fusion of the cytoplasmic
region of divL to ecfp which was cloned into pENTR-D-TOPO. pENTR-divL657-meyfp was
made by the same method except primer CT233 was used instead of CT173. pENTR-
divL(A601L)-meyfp and pENTR-divL(Y550F)-meyfp were made by site-directed mutagenesis of
pENTR-divL-meyfp using primers CT242/CT243 and CT205/CT206, respectively. pENTR-divL
was made by amplifying the cytoplasmic region of divL using CT148 and CT14 and cloning the
product into pENTR-D-TOPO.
For protein purification, E. coli expression vectors were made by recombining pENTR clones
into pHIS-DEST.
Strain construction
Strains used in this study are listed in Table 2.1. Electroporation, conjugation, and generalized
transduction using bacteriophage <DCr-30 were performed as described previously (Ely, 1991).
The allele divL346, which encodes for DivL(A288V) and is referred to here as divLs, was moved
from a CB15 background into CB15N by transduction of a linked kanamycin-resistant
transposon, creating strain ML 1852. The divL depletion strain ML 1853 was made by sequential
transductions of kanamycin-resistance linked Pxyl-divL from PC3590 into CB15N followed by
the transduction of gentamycin-resistance linked AdivL, also from PC3590. The double mutant
harboring divK's and Py-divL, strain ML1854, was made by the same method except using
LS3313 as the recipient strain. The double mutant harboring divL's and PvanA-divK, strain
ML1855, was made by transducing a chloramphenicol-resistance linked divL's from ML1798
into LS4400. Strain ML 1856 was made by electroporating pJS 14-Pyr-cckA(G319E) into CB15N.
The double mutant harboring divL's and PyI-cckA(G319E), strain ML1857, was made by
electroporating pJS 14-Py-cckA (G319E) into ML 1852.
The strains ML1858, ML1859, and ML1860, used to monitor CckA-EGFP localization in ctrAs,
divL's, and divKs, respectively, were made by transducing a gentamicin-resistance linked cckA-
egfp allele from ML1681 into LS3346, ML1852, and LS3313, respectively. Strains ML1861,
ML1862, and ML1863 were made by conjugating the plasmids pMR20-Py-M2-divK(Q55A),
pJS14-PsyI-divL, and pJS14-Psy-divL(A601L), respectively, into ML1681.
Strain ML 1864 was made by transducing the gentamicin-resistance linked divL-egfp fusion from
ML1756 into LS3313. The plasmid pMR20-PsY-M2-divK(Q55A) was introduced into ML1756
by conjugation to create ML 1865.
The strains ML1866 and ML1867 used to monitor the localization of wild type DivK and
DivK(Q55A) were made by conjugating the plasmids pMR20-Pxyl-M2-divK-ecfp and pMR20-
Pxyl-M2-divK(Q55A) -ecfp, respectively, into CB 15N.
Strains ML1868, ML1869, ML1870, and ML1871 were made by conjugating the plasmids
pJS14-Pxy-divL, pJS14-Py-divL(A601L), pMR20-Pxyl-M2-divK, and pMR20-Pxyl-M2-
divK(Q55A), respectively, into CB 15N.
ML1426 and ML1428 were made by electroporating pKR174 and pSK54, respectively, into
CB15N. ML1872 and ML1873 were created by transducing AdivL from PC3590 into ML1426
and ML1428. ML1874 and ML1875 were made by transducing pleC:.Tn5 from LS3194 into
ML 1872 and ML 1873, respectively.
Table 2.1 - Strains and Plasmids
Organism
or Plasmid Strain or Plasmid
Category Name Description
C. crescentus
CB15N
PC3590
PC4403
PC5454
LS3313
LS3346
Synchronizable derivative of wild-type CB1 5
CB15 AdivL PyrdivL (kanR, gentR)
CB15 divL'" (kanR)
CB15N pleCt '(kanR)
CB15N divK*s
CB15N ctrA'
CB15N pleC::Tn5
CB15N AdivK PvanA-divK (gentR)
CB15N ApleC (tetR)
CB15N + pMR20-PivL-divL (tetR)
CB15N + pMR20-PivL-divL(Y550F) (tetR)
CB15N cckA-egfp (gentR)
CB15N divL-egfp (gentR)
CB15N divL's (chlorR)
CB15N divL's (kanR)
CB15N AdivL Py-divL (kanR, gentR)
CB15N divK** AdivL PxyrdivL (kanR, gentR)
CB15N divL'" AdivK Pv,A-divK (gentR, chlorR)
CB15N + pJS14-PxyrcckA(G319E)
CB15N divL's + pJS14-Py-cckA(G319E) (kan",
chlorR)
CB 15N ctrA's cckA-egfp (gentR)
CB15N divL'" cckA-egfp (gentR, kanR)
CB1 5N divKc* cckA-egfp (gentR)
CB15N cckA-egfp + pMR20-PxyrM2-divK(Q55A) (tetR
gentR)
CB15N cckA-egfp + pJS14-Pyr-divL (chlorR, gentR)
CB15N cckA-egfp + pJS14-Pxy-divL(A601L) (chlorR,
gentR)
CB15N dive** divL-egfp (gentR)
CB15N divL-egfp + pMR20-PyrM2-divK(Q55A) (tetR
gentR)
CB15N + pMR20-PyrM2-divK-ecfp (tetR)
CB15N + pMR20-Pxy-M2-divK(Q55A)-ecfp (tetR)
CB15N + pJS14-PxyrdivL (chlorR)
CB15N + pJS14-PxyrdivL(A601L) (chlorR)
CB1 5N + pMR20-Pxy-M2-divK (tetR)
CB15N + pMR20-Psy-M2-divK(Q55A) (tetR)
CB15N AdivL + pMR20-PdiL-divL (gentR tetR)
Source or
Reference
Evinger and Agabian,
1977
Sciochetti et a., 2005
Wu etal., 1999
gift from A. Newton
Hung and Shapiro, 2002
Jacobs et a., 2003
Wheeler and Shapiro,
1999
Iniesta et a!., 2008
Skerker et a., 2005
this study
this study
Chen et a., 2010
Chen et a., 2010
Chen et a., 2010
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
this study
LS3194
LS4400
ACC2482 pleC
ML1426
ML1428
ML1681
ML1756
ML1798
ML1852
ML1853
ML1854
ML1855
ML1856
ML1857
ML1858
ML1859
ML1860
ML1861
ML1862
ML1863
ML1864
ML1865
ML1866
ML1867
ML1868
ML1869
ML1870
ML1871
ML1872
ML1873
ML1874
ML1875
E. coli DH5a
BL21-Tuner
ccdB Survival Ti R
TOP10
CB15N AdivL + pMR20-Pdiv-divL(Y550F) (gentR, tetR)
CB15N pleC::Tn5 AdivL + pMR20-PdivL-divL (kanR,
gentR, tetR)
CB1 5N pleC::Tn5 AdivL + pMR20-PdivL-divL(Y550F)
(kanR, gentR tetR)
General cloning strain
Strain for protein expression and purification
Strain for propagation of destination vectors
General cloning strain for pENTR/D-TOPO clones
pJS14; high-copy (chlorR)
pMR20; low-copy (tetR)
pET-His6 (ampR)
Chen et al., 2009
Skerker et al., 2005
Skerker et a!., 2005
pENTR/D-TOPO
pHX-divL
pHX-divL(A601L)
pHX-cckA(G319E)
pLXM-divK
pLXM-divK(Q55A)
pLXM-divK-ecfp
pLXM-divK(Q55A)-ecfp
pKR174
pSK54
pHlS-divK-ecfp
pHlS-divK(D90G)-ecfp
pHlS-divK(Q55A)-ecfp
pHIS-divL-mEYFP
pHlS-divL(A601L)-meyfp
pH|S-divL(657trunc)-meyfp
pHIS-divL(Y550F)-meyfp
pHIS-divL
pRG31
pRG88
pTRX-HIS-CC1063
pENTR-PxyrdivL
pENTR-PxyrdivL(A601L)
pENTR-PxyrcckA(G319E)
pENTR-divK
ENTRY vector for Gateway cloning system (kanR)
pJS14-PxyrdivL (chlorR)
pJS14-PxyrdivL(A601L) (chlorR)
pJS14-PyrcckA(G319E) (chlorR)
pMR20-PxyrM2-divK (tetR)
pMR20-Py-M2-divK(Q55A) (tetR)
pMR20-PxyrM2-divK-ECFP (tetR)
pMR20-Pxyr-M2-divK(Q55A)-ECFP (tetR)
pMR20-PivL-divL
pMR20-Pdiv-divL(Y550F)
pET-His 6-divK-ECFP (ampR)
pET-His 6-divK(D90G)-ECFP (ampR)
pET-His6-divK(Q55A)-ECFP (ampR)
pET-His6-divL-mEYFP (ampR)
pET-His6-divL(A601L)-mEYFP (ampR)
pET-His6-divL(657trunc.)-mEYFP (amp")
pET-His6-divL(Y550F)-mEYFP (ampR)
pET-His6-divL (ampR)
source of ecfp
source of meyfp
pET-TRX-His6-divJ
PxyrdivL in pENTR/D-TOPO (kan R)
Pxy-divL(A601L) in pENTR/D-TOPO (kanR)
PyrcckA(G319E) in pENTR/D-TOPO (kanR)
divK in pENTR/D-TOPO (kanR)
Invitrogen
this study
this study
this study
this study
this study
this study
this study
Reisinger et al., 2007
Reisinger et al., 2007
this study
this study
this study
this study
this study
this study
this study
this study
Gao et al, 2008
Gao et al, 2008
Skerker et al., 2005
this study
this study
this study
this study
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destination
vectors
this study
this study
this study
Invitrogen
Novagen
Invitrogen
Invitrogen
pH-DEST
pLXM-DEST
pHIS-DEST
general
purpose
vectors
Caulobacter
expression
vectors
E. coi
expression
vectors
entry vectors
pENTR-divK(Q55A)
pENTR-divK-ecfp
pENTR-divK(D90G)-ecfp
pENTR-divK(Q55A)-ecfp
pENTR-divL-meyfp
pENTR-divL(A601L)-meyfp
pENTR-divL657-meyfp
pENTR-divL(Y550F)-meyfp
pENTR-divL
pML83
pML83-divL
pML83-PxyrcckA(G319E)
divK(Q55A) in pENTR/D-TOPO (kanR)
divK-ecfp in pENTR/D-TOPO (kanR)
divK(D90G)-ecfp in pENTR/D-TOPO (kanR)
divK(Q55A)-ecfp in pENTR/D-TOPO (kanR)
divL-meyfp in pENTR/D-TOPO (kanR)
divL(A601L)-neyfp in pENTR/D-TOPO (kanR)
divL657-meyfp in pENTR/D-TOPO (kanR)
divL(Y550F)-rneyfp in pENTR/D-TOPO (kan R)
divL in pENTR/D-TOPO (kanR)
pJS71-Ps, (oriented against P;,,)
Pxy-divL in pJS71 (specR)
Pxy-cckA(G319E) in pJS71 (specR)
this study
this study
this study
this study
this study
this study
this study
this study
this study
M. Laub, unpublished
this study
Chen et al., 2009
cloning
intermediates
Table 2.2 - Primers
Gateway Primer # Sequence
Pxyl-fwd (entry) CT1 02 CACCTCGAACAGGGCCGTCAGG
divL-rev CT14 GGGGTACCCTAGAAGCCGAGTTCGGGCT
cckA-rev CT18 CAGCAGAAGCTTCTACGCCGCCTGCAGCTGCT
divK-fwd (entry) CT 75 CACCATGACGAAGAAGGTCCTCATCG
divK-rev CT246 TCATGCAGGCTGCCTTTCCAGCAG
Site Directed Mutagenesis
divK(Q55A)-fwd CT244 TGATTCTGATGGACATCGCGCTGCCCGAAATCTCGG
divK(Q55A)-rev CT245 CCGAGATTTCGGGCAGCGCGATGTCCATCAGAATCA
divK(D90G)-fwd CT1 82 CTTCGCCATGAAGGGGGGTGAGGAGCGCATCCGCG
divK(D90G)-rev CT1 83 CGCGGATGCGCTCCTCACCCCCCTTCATGGCGAAG
divL(A601L)-fd CT242 ACGACGTGCTGGACATGCTCCAGATCGACGCCGGCG
divL(A601L)-rev CT243 CGCCGGCGTCGATCTGGAGCATGTCCAGCACGTCGT
divL(Y550F)-fwd CT205 CGTCGGCAATGTCTCCTTCGAGCTGCGCACGCCGC
divL(Y550F)-rev CT206 GCGGCGTGCGCAGCTCGAAGGAGACATTGCCGACG
SOE-PCR
c/yfp (right fragment)-fwd CT171 CTGGTGCCACGCGGTTCTGGTGGCCATATGGTGAGCAAGGGCGAGGAG
c/yfp (right fragment)-rev CT8 CAGCAGAAGCTTTTACTTGTACAGCTCGTCCATGCCG
divK (left fragment)-fwd M 75 CACCATGACGAAGAAGGTCCTCATCG
divK (left fragment)-rev M 74 CCAGAACCGCGTGGCACCAGGCCACCGCCTGCAGGCTGCCTTTCCAGCAG
divL (left fragment)-fwd CT148 CACCGGCGGCTCGGACGACGCC
divL (left fragment)-rev CT173 CCAGAACCGCGTGGCACCAGGCCACCGCCGAAGCCGAGTTCGGGCTGC
divL657-meyfp (left fragment)-rev CT233 CCAGAACCGCGTGGCACCAGGCCACCGCCCAGGCGCTTGCCGTCACCC
Restriction Site Cloning
divL-Ndel-fwd
divL-KpnI-rev
CT 14 GGCATATGACTTCGTACGACCTGATCC
CT14 GGGGTACCCTAGAAGCCGAGTTCGGGCT
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Chapter 3 Conclusions and Future Directions
Summary of the CtrA regulatory pathway
The work presented in this thesis enables a more complete understanding of the pathway that
regulates CtrA and thus how cellular asymmetry is controlled in Caulobacter (See Conclusions
in Chapter 2, and Figure 2.9). At the heart of CtrA regulation are a number of two component
signaling proteins. CtrA activity is ultimately regulated by its cognate histidine kinase, CckA,
which drives the phosphorylation and proteolytic stabilization of CtrA. I have shown that CckA
kinase activity requires DivL, a non-canonical histidine kinase, and that DivL in turn is inhibited
by the single domain response regulator DivK. DivK activity is phosphorylation dependent:
DivK binds DivL when phosphorylated, thereby inhibiting DivL, but when DivK is
dephosphorylated, DivL is free to stimulate CckA kinase activity. Thus, the phosphorylation
state of DivK determines the activity of CckA.
Activation upon localization
PIeC and DivJ
The asymmetric and cell-cycle regulated activity of CtrA is in large part dependent on histidine
kinases that are activated by subcellular localization. DivK phosphorylation is regulated by the
swarmer-pole-localized phosphatase, PleC, and the stalked-pole-localized kinase, DivJ. As
mentioned in the introduction of this thesis, the PleC phosphatase is localized to swarmer poles
and loss of the PleC localization determinant PodJ mimics the loss of PleC (Viollier et al., 2002).
Similarly, for DivJ the loss of SpmX both delocalizes DivJ and results in significantly decreased
kinase activity (Radhakrishnan et al., 2008). The end result is that the dephosphorylation and
inactivation of DivK occurs at the swarmer pole where PleC is localized, and the
phosphorylation and activation of DivK occurs at the stalked pole where DivJ is localized.
Consequently, in swarmer cells, since only PleC is localized, DivK is primarily
dephosphorylated, and in stalked cells, since only DivJ is localized, DivK is primarily
phosphorylated. In predivisional cells, where both PleC and DivJ are localized, DivK is
dephosphorylated at the swarmer pole by PleC and phosphorylated at the stalked pole by DivJ.
CckA and DivL
How are CckA and DivL regulated by polar localization? CckA is localized bipolarly in
predivisional cells, whereas DivL is localized primarily to the swarmer pole of predivisional cells
(Angelastro et al., 2010). DivL is required both for the activation of CckA and its localization to
the swarmer pole, but does CckA require subcellular localization to be activated, and if so, why?
We observed that if DivK binding to DivL is blocked, by making point mutations in either DivK
or DivL, localization of CckA is no longer required for its activation. In fact, CckA remains
active in stalked cells, allowing CtrA to maintain repression of the origin and causing cells to
arrest in Gl. Additionally, increasing the binding affinity of DivK for DivL, as seen in the
DivK(Q55A) mutant, results in decreased CckA activity in cells even though CckA and DivL
remain localized to the swarmer pole. Together these results suggest that swarmer pole
localization is not a strict requirement for CckA activation. Instead, the affinity of DivK for DivL
determines CckA activation.
DivK affinity for DivL is primarily regulated by DivK phosphorylation, where phosphorylated
DivK has a higher affinity for DivL. Measurements of whole-cell DivK phosphorylation levels
indicate that DivK is, on average, phosphorylated, predicting that CckA should remain inactive
in this cell type. However, CckA is active. Conspicuously, the DivK phosphatase, PleC, which
acts to decrease DivK affinity for DivL localizes to the swarmer pole of predivisional cells where
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CckA and DivL are also localized. Loss of PleC activity results in a loss of CckA function.
Localization of DivL and CckA serves mainly to colocalize them with PleC at the swarmer pole,
where DivK is locally dephosphorylated preventing downregulation of CckA.
Asymmetric activation of CckA results in a CtrA gradient prior to division
The work presented in this thesis indicates that CckA must be localized at the swarmer pole to
avoid inhibition by phosphorylated DivK, suggesting that the main reservoir of active CckA
kinase in wild type predivisional cells is located at the swarmer poles. The other main reservoir
of CckA protein, found at the stalked pole, is not active as a kinase, and thus, due to the
bifunctional nature of histidine kinases (see "Two Component Signal Transduction" in
Introduction), likely functions as a phosphatase. These findings predict that in predivisional cells
where the kinase and phosphatase are localized at opposite poles there may be a gradient of
phosphorylated CtrA. Because there are no tools to directly visualize a CtrA phosphorylation
gradient within individual Caulobacter cells, our lab indirectly monitored CtrA activity at the
poles based on its ability to inhibit the origin of replication (Chen et al., 2011).
Previous studies had clearly shown that CtrA silences the origin of replication in swarmer cells
while in stalked cells, CtrA is dephosphorylated and degraded so that replication can initiate
(Domian et al., 1997). These data further suggested that the establishment of replicative
asymmetry depended on cytokinesis. However, there are more recent indications that
replicative asymmetry is developed prior to division. When bacterial cells are treated with a cell
division inhibitor, such as cephalexin, which blocks septum formation, DNA replication
continues and cells eventually accumulate multiple chromosomes per cell. In E. coli, where
chromosome firing is not thought to be asymmetric, cells accumulate chromosomes
exponentially, and are observed to have one, two, four, and even eight chromosomes. However,
when Caulobacter cells are blocked with a division inhibitor, they accumulate chromosomes
linearly, going from one to two to three, indicating that in a cell with two origins, one will fire
while another remains dormant (Chen et al., 2011).
Interestingly, the two origins in a Caulobacter predivisional cell are located at the two poles; one
is located at the stalked pole where CckA is not active as a kinase, while the other is located near
the swarmer pole where CckA is active as a kinase. We predicted that stalked pole localized
origin would be more likely to fire than the swarmer pole origin. Origin firing can be visualized
in individual cells using a fluorescent repressor-operator system in which an array of tet operator
sites is placed near the origin and TetR-YFP is expressed from an inducible promoter. In non-
replicating cells, a single TetR-YFP focus can be observed near the origin. In stalked cells, when
origins fire and the tet operator sites are consequently duplicated and then segregated as part of
normal chromosome replication and partitioning, the TetR-YFP focus splits into two foci which
are localized to opposite poles. Cells can then be treated with cephalexin and replication of the
swarmer- and stalked-pole origins examined for additional replication. As expected, in a
population of -200 cells, 82% of cells treated with the division inhibitor fired the stalked pole
origin, while only 16% fired the swarmer pole origin, and only 2% fired both origins.
Furthermore, either abolishing CtrA activity in as in divL' at the restrictive temperature or
removing the CtrA repression sites at the origin resulted in the loss of this asymmetry (Chen et
al., 2011). These data indicated that there is more phosphorylated CtrA at the swarmer pole than
there is at the stalked pole, confirming the model developed in this thesis that the main reservoir
of activated CckA kinase resides at the swarmer pole.
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Measuring CckA and CtrA phosphorylation status in vivo
Our lab is currently exploring methods to examine the spatial distributions of phosphorylated
CtrA and CckA more directly. DNA binding response regulators such as CtrA are typically
induced to dimerize upon phosphorylation, thereby increasing their ability to cooperatively bind
DNA. In one recent systematic study of response regulator dimerization, the authors monitored
dimerization by making N-terminal fusions of CFP and YFP to the 14 DNA-binding response
regulators found in E. coli and measuring the change in Forster resonance energy transfer
(FRET) upon phosphorylation. Of the 14, FRET signal was observed in vitro upon
phosphorylation for 13, with the outlier still dimerizing upon phosphorylation, but not producing
a FRET signal (Gao et al., 2008). By fusing of CFP and YFP to CtrA, we might be able to
monitor CtrA activation by phosphorylation. Depending on the quality of the FRET signal that
we observe in vitro, we may be able to monitor dimerization induced phosphorylation of CtrA in
vivo, and thus be able to measure the CtrA phosphorylation gradient more directly.
Another approach to measuring in vivo phosphorylation patterns is to attempt to measure CckA
activity at each pole. This could be done by making an antibody that specifically binds to the
phosphorylated histidine of CckA and using immunofluorescence. Phosphorylation specific
antibodies, although widely used in eukaryotic biology to monitor the phosphorylation of
tyrosines, serines, and threonines, have not been used to study histidine kinases and response
regulators because the high lability of both phospho-histidine and phospho-aspartate makes
antibody production impossible. Recently, a group has developed a phospho-histidine analog
which can be incorporated into synthesized polypeptides and used to raise antibodies that will
cross-react with phosphorylated histidines (Kee et al., 2010). We are collaborating with the
authors of this work to develop such an antibody for CckA that can differentiate between
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phosphorylated and unphosphorylated CckA. Using immunofluorescence microscopy, we will
try to determine the activity of stalked and swarmer pole localized CckA. However, it remains to
be seen whether the immunofluorescence fixation protocols can be adapted so that the CckA
phosphorylation states are not altered substantially by the procedure.
Attempts to measure direct interactions between DivL and CckA
The molecular mechanism for CckA regulation remains largely unknown. DivL was found to be
upstream of CckA, but DivL and CckA are both histidine kinases, and the regulation of one
kinase directly by another is unconventional. One example of such regulation exists where one
histidine kinase, RetS, inhibits the activity of another histidine kinase, GacS (Goodman et al.,
2009). However, RetS and GacS, unlike DivL and CckA, share very high sequence homology
for their dimerization and histidine phosphotransfer (DHp) domains. Since histidine kinases
must dimerize to become active, RetS could simply be blocking GacS dimerization. Although
we have been able to observe homodimerization of CckA and DivL independently using FOrster
resonance energy transfer (FRET) of N-terminal fusions of CFP and YFP to their DHp domains,
we have not observed the formation of heterodimers (Tsokos and Laub, unpublished).
DivL is required both for CckA localization to the swarmer pole and for CckA activation as a
kinase. Recently, we have performed preliminary experiments which indicate that DivL is
required not just for the initial localization of CckA to the swarmer pole, but also for
maintenance of localization. In divL'S cells synthesizing CckA-GFP, the swarmer pole focus of
CckA becomes delocalized within 15 minutes after a switch to the restrictive growth temperature
(Tsokos and Laub, unpublished data). Furthermore, DivL and CckA have been shown to
coimmunoprecipitate in vivo (Iniesta et al., 2010). Collectively, these data make it tempting to
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speculate that DivL and CckA directly interact, but efforts to demonstrate a direct interaction
have been unsuccessful.
We have also not been able to observe DivL stimulation of CckA in vitro. The CckA-ChpT-
CtrA phosphorelay can be reconstituted in vitro using the cytoplasmic portion of CckA as well as
the full length ChpT and CtrA proteins. Adding radiolabeled ATP results in CckA
autophosphorylation, followed by phosphotransfer to ChpT and then to CtrA (Biondi et al.,
2006). Not only does this occur in the absence of DivL, but addition of the purified cytoplasmic
region of DivL, the same construct shown to bind DivK in a phosphorylation specific way in
Chapter 2, does not stimulate CckA activity (Tsokos and Laub, unpublished). Either there is
another factor that acts as an intermediate between CckA and DivL, or there is something
missing in our experimental setup or in the cytoplasmic constructs of CckA and DivL that we
used.
There is precedence that insertion into lipid bilayers is required for proper histidine kinase
regulation. For example, the cytoplasmic construct of the cold-sensing, membrane-bound
histidine kinase, DesK, is capable of autophosphorylation in vitro, however its autokinase
activity no longer displays the temperature sensitivity observed in vivo (Albanesi et al., 2009).
However, when the full length DesK protein including the transmembrane domains was inserted
into purified E. coli liposomes, the temperature sensitivity was restored in vitro (Albanesi et al.,
2009). It is possible that full length DivL will stimulate full length CckA if they are also inserted
into liposomes.
Since we hypothesized that membrane insertion might be required for an interaction between
CckA and DivL, we tested for a direct interaction between the two proteins using a bacterial two-
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hybrid system which has been used extensively to study interactions between proteins involved
in bacterial cell division, many of which are also membrane bound (Karimova et al., 1998). In
this system, two parts of adenylate cyclase must be brought together by interacting proteins to
produce an active enzyme capable of making cAMP. Complementation can happen at the cell
membrane, and cAMP can diffuse freely to activate a promoter fused to a reporter gene. While
we observed an interaction between full length CckA and full length DivL in this system, we
found the interaction to be nonspecific as other histidine kinases such as E. coli PhoR also
interacted with DivL. Furthermore, we made a mutation in DivL which replaced the DivL
transmembrane domain with that of PhoR which eliminated the interaction with CckA in the
bacterial two hybrid; however, this construct supported viability when expressed as the only
copy of divL in Caulobacter, indicating that it was still capable of stimulating CckA without its
native transmembrane domain (Tsokos and Laub, unpublished).
An alternative method of testing whether CckA and DivL interact when inserted into a
membrane would be to assay CckA autophosphorylation in E. coli cells. CtrA and its regulators
are specific to alpha-proteobacteria, and are therefore absent from E. coli (Brilli et al., 2010).
Nevertheless, if we were to express full length CckA and DivL ectopically in E. coli, they might
be inserted properly in the E. coli membrane. We could then measure CckA activity directly by
in vivo phosphorylation, similarly to when we measured CckA autophosphorylation in
Caulobacter. If CckA is DivL-responsive in E. coli, it would be a promising indication that the
two are interacting directly, and not through a third factor specific to the CtrA regulatory
pathway. This experiment would not, however, exclude the less likely possibility that an
intermediate exists that is highly conserved among prokaryotes and is important in multiple
pathways.
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Molecular dissection of CckA signaling domains
We decided to turn our attention to CckA domain analysis using in vivo experiments to
determine which domains were responsible for protein function. Histidine kinases are known to
be regulated by upstream domains (MOglich et al., 2009b; Stock et al., 2000). CckA contains a
large region upstream of the domains which participate in phosphotransfer. These upstream
domains, the majority of which are cytoplasmic, make up greater than 40% of the protein. In a
recent study, the upstream domains of CckA were fused to the catalytic portion of a another
histidine kinase, FixL (Moglich et al., 2009a). The fusion resulted in the catalytic activity of
FixL being DivL-dependent in Caulobacter, indicating that the upstream domains of CckA are
responsible for at least part of the responsiveness of CckA activity to DivL (Iniesta et al., 2010).
The protein domain composition of most of the upstream region of CckA is not known. A search
for homology to known protein domains indicated that amino acids 80 to 149 encode for part of
a Per-Arnt-Sim (PAS) domain, while the rest of the sequence shows no significant sequence
homology to known domains (Angelastro et al., 2010).
Per-Arnt-Sim (PAS) domains have emerged as a common signaling module used in several
signal transduction proteins, and are especially common in histidine kinases (Chapter 1,
(MOglich et al., 2009b). They are known to detect various environmental and cellular signals,
including redox state and blue light stimulation, and also to interact with themselves and other
protein domains. Although the exact mechanism of how a signal input at a PAS domain is
translated into regulation of histidine kinase activity remains an active area of study, recent
advances have suggested that changes in PAS domain tertiary and quaternary structure in
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response to the input of signal may cause allosteric changes in the downstream
kinase/phosphotransfer domains.
PAS domains share on average less than 20% sequence homology, making their identification by
customary sequence analysis tools difficult. Nevertheless, comparison of all the PAS domain
crystal structures reveals that they have the same overall fold: a central antiparallel p-sheet, and
several a-helices. We suspected that PAS domains were under-identified in several histidine
kinases in Caulobacter, including CckA. Previous analysis of CckA identified one incomplete
PAS domain encompassing the amino acid residues 80 to 149, and left the remaining ~150
amino acids between that domain and the kinase domains unannotated. Because PAS domains
show such high structural conservation, but very little sequence conservation, we complemented
sequence inspection with secondary structure predictions using PSIpred (Jones et al., 2005).
Aligning secondary structures of PAS domains with solved crystal structures reveals a distinct
pattern and homology which is more informative than just a primary sequence alignment
(Moglich et al., 2009b). Preliminary results indicate that regions 80 to 182 (PASA) and regions
183 to 295 (PASB) of CckA display the same signature secondary structure pattern as that of
known, crystalized PAS domains. Further characterization of these domains will be required to
establish that they are in fact PAS domains.
An additional characteristic of PAS domains appears to be their modularity: a PAS domain from
a blue-light sensing protein which has no homology to histidine kinases has been attached to the
histidine kinase FixL and conferred to it blue-light sensitivity (Moglich et al., 2009a). This study
encouraged us to think that we could delete a PAS domain from CckA and still produce a
functional protein, allowing us to potentially study the role of CckA's PAS domains without
disrupting the functionality of the kinase. I have recently shown that both PASA and PAS_B
domains of CckA can be deleted but still support viability.
Our preliminary results show that CckA(APASA) results in a severe loss of CckA and CtrA
activity, which resembles divL", cckA", and ctrA at the restrictive temperatures but is just barely
viable. Furthermore, CckA(APASA) fused to GFP fails to localize to either the swarmer or
stalked pole. Since DivL is required for CckA localization to the swarmer pole, one possible
interpretation is that PASA is the region of CckA to which DivL binds in order to bring it to the
swarmer pole. In this scenario, stalked pole localization is also disturbed by deletion of PAS_A
because PASA is important for binding to a yet unidentified stalked pole factor. While PAS_A
is necessary for bipolar localization of CckA, we have yet to show that it is sufficient. This
could be tested by fusing just the APASA of CckA to GFP and determining if this construct
localizes bipolarly.
A deletion of PASB has less of an effect on CtrA activity than PASA. Cells appeared normal
by cell morphology and FACS measurements of DNA content per cell, indicating that CtrA and
thus CckA was neither overactive nor underactive as a kinase. Preliminary results indicate that
CckA(APASB) is properly localized to the swarmer pole. Interestingly, I found that in the
cckA(APAS) strain I was able to delete divL. While this could be explained by a higher baseline
kinase activity for CckA(APASB), I would expect that this would have resulted GI arrest due to
too much CtrA phosphorylation. Instead, it appears that deletion of PASB renders CckA
unresponsive to DivL stimulation. These data may indicate that PASB plays a role in signal
transmission from PASA to the kinase domain, or it may be directly bound by DivL and be the
input for DivL stimulation of CckA, leaving PASA to act primarily as a localizing determinant.
Taken together, our preliminary results indicate that both PAS domains of CckA are important
for CckA function, but their mechanisms of action warrant further investigation.
Molecular dissection of DivL signaling domains
The protein domain composition of the non-canonical histidine kinase DivL, like CckA, is
largely unidentified by sequence homology. Greater than 60% of the protein is composed of the
region upstream from the kinase DHp and CA domains. While one PAS domain is annotated by
sequence homology analysis, we identified two additional PAS domains for a total of three using
PSIpred (Jones et al., 2005) secondary structure predictions (Tsokos and Laub, unpublished).
We are in the process analyzing the function of each of these PAS domains. Specifically we are
asking if each of these PAS domains are required for CckA activation, CckA localization, or
localization of DivL itself.
Determining which factors are required for DivL localization
In Chapter 2, we demonstrated that DivL is required for CckA localization. This begs the
question, what localizes DivL? Normally, DivL is localized to the swarmer pole of predivisional
cells (see Figure 2.9). The only described mutant which mislocalizes DivL is ApleC, which
results in the bipolar localization of DivL (Reisinger et al., 2007). However, PleC is known to be
required for stalked pole biogenesis, and ApleC is morphologically characterized as having two
flagellar poles (Sommer and Newton, 1989). Thus, the bipolar localization of DivL in this
mutant is not surprising. I have tested whether DivL localization requires the swarmer pole
factor PodJ, which, as described in the introduction, is required for localization and activation of
PleC. In the strain ApodJ, DivL is bipolarly localized, mimicking the localization pattern
observed in ApleC. ApodJ, like ApleC, is characterized by two flagellar poles, indicating that
PodJ, like PleC, most likely does not have a direct role in DivL localization. In the future, we
plan on testing mutants of the swarmer pole factor TipN for mislocalization of DivL.
How does phosphorylated DivK inhibit DivL
I showed in Chapter 2 that DivK interacts with DivL in a phosphorylation dependent manner,
thereby inhibiting DivL's ability to stimulate CckA activity. I have shown that DivK binds to
the DHp-CA domain of DivL, indicating that it might be interacting with DivL in the same way
phosphotransferring kinase-regulator pairs do. In fact, several of the mutations we made in DivK
and DivL which affected their interaction were based on residues that were at the interface of the
kinase-regulator interaction seen in the recently reported co-crystal structure (Casino et al.,
2009). We are collaborating with a crystallography group to try to co-crystalize DivK and DivL
in order to determine how the two molecules are interacting and how DivK might be inhibiting
DivL activity. Ultimately, any of the resulting models will be more informed if the mechanism
by which DivL stimulates CckA is determined.
Concluding remarks
The work presented in this thesis has increased our understanding of how Caulobacter executes
transcriptional and replicative asymmetry through the master regulator CtrA. Studying
asymmetry in Caulobacter has revealed new examples of the role subcellular localization plays
in both the establishment of cellular asymmetry and the regulation of two component signaling.
Nevertheless, several important questions remain unanswered. In particular, how DivL
stimulates CckA and how DivK inhibits this stimulation remain unknown and will be studied in
our lab in the future. These studies should shed light on how non-canonical two component
signaling interactions accomplish complex regulatory tasks in bacteria.
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