Abstract-Existing systems for automatic genre classification follows a supervised framework that extracts genre-specific information from manually-labeled music data and then identifies unknown music data. However, such systems may not be suitable for personal music management, because manually labeling music based on individually-defined genres can be labor intensive and subject to inconsistence from time to time. This work studies an unsupervised paradigm for music genre classification. It is aimed to partition a collection of unknown music recordings into several clusters such that each cluster contains recordings in only one genre, and different clusters represent different genres. This enables users to organize their personal music database without needing specific knowledge about genre. We investigate how to measure the genre similarities between music recordings and estimate the genre population size of a music collection. Our experiment results show the feasibility of clustering music recordings by genre.
INTRODUCTION
A music genre represents a type of music that has the common characteristics shared by its members and can be distinguished from other types of music. Automatic classification of music genres [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] serves as an effective way to structure and organize vast numbers of music files nowadays. So far, most genre classification systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] follow a supervised framework that extracts genre-specific information from manually-labeled music data and then identifies unknown music data. However, such systems may not be suitable for personal music management, because manually labeling music based on individually-defined genres can be labor intensive and subject to inconsistence from time to time. Unlike the supervised genre classification, this work studies an unsupervised paradigm for music genre classification. It is aimed to partition a collection of unknown music recordings into several clusters such that each cluster contains recordings in only one genre, and different clusters represent different genres. This enables users to organize their personal music database without needing specific knowledge about genre.
As a closest related work to this study, [12] proposed an unsupervised classification framework to identify the genres of music clips. They used hidden Markov modeling to characterize the genre information of each music clip, thereby measuring the similarities between clips. Although music clips can then be grouped into clusters after knowing which clips are similar or dissimilar to each other, [12] did not study the issue as to how many clusters should be generated. In general, the greater the number of clusters generated, the higher the chance that within-cluster music clips belong to the same genre. However, if too many clusters are generated, music clips in the same genre would be split across multiple clusters, and hence the clustering will not be completed. Clearly, the optimal number of clusters equals the number of genres, which is unknown and needs to be estimated. Our major efforts in this study are thus put on investigating how to measure the genre similarities between music recordings and estimate the genre population size of a music collection.
The remainder of this paper is organized as follows. In Section II, we formulate the problem of genre-based clustering of music data and describe the performance assessment method used in this study. Section III introduces the major components of the proposed system, namely, inter-recording similarity computation, cluster generation, and the estimation of the optimal number of clusters. Section IV discusses our experiment results. Then, in Section V, we present our conclusions and indicate the direction of our future work.
II. PROBLEM FORMULATION
Given a set of N unknown music recordings, each in one of the P different genres, where N ≥ P, and P is also unknown, our aim is to produce a partitioning of the N music recordings into M clusters such that M = P, and each cluster consists exclusively of recordings associated with only one genre.
To evaluate the clustering performance, we consider two metrics: cluster purity [13] and the Rand index (RI) [13, 14] . Cluster purity indicates the probability of correct clustering. For cluster c m , its purity is computed by 
where n m* is the number of recordings in cluster c m , and n mp is the number of recordings in cluster c m that are performed in the p-th genre. To evaluate the overall performance of Mclustering, we compute an average purity:
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Obviously, a perfect clustering should produce an average purity of one. However, this does not work both ways. The value of the average purity generally increases as the number of clusters increases, since the metric does not consider errors that music data in the same genre are placed in different clusters. Hence, the cluster purity is only suitable for comparing the performance of different clustering methods if the number of clusters is specified a priori.
In contrast, the Rand index (RI) indicates the probability of incorrect clustering. It is computed by
where n *p is the number of recordings performed in the p-th genre. Obviously, the smaller the value of R(M), the better the clustering performance will be. Unlike the cluster purity metric, which favors a large M value, RI usually decreases with an increase in the value of M initially, and reaches the minimum at M = P. When M > P, RI starts to increase as the value of M increases. Hence, RI is suitable for comparing the performances of different clustering methods involving different numbers of clusters generated.
III. SYSTEM CONFIGURATION
The proposed clustering system consists of three major components: computation of inter-clip similarities, generation of clusters, and estimation of the optimal number of clusters.
A. Inter-clip similarity computation
The inter-recording similarity computation begins by characterizing each music recording as a set of genre-related parameters. Motivated by [1] , our strategy for generating genre-related parameters is to perform timbre-based feature extraction followed by Gaussian mixture modeling.
Although music genre information resides in timbre, rhythm, harmony, melody, etc., it is found [1] that timbrebased features are more useful than the others in distinguishing between genres. Among the timbre-based features investigated in [1] , Mel-scale Frequency Cepstral Coefficients (MFCCs) feature [15] is observed superior to the others. However, this study found that another feature not explored in [16] , called Renyi Entropy (RE), outperforms MFCCs in music genre classification. Based on this finding, we further propose a new feature, called Renyi Entropy Cepstral Coefficients (RECCs), by combining the MFCCs with RE.
Given a waveform signal, we use a fixed-length sliding Hamming window (frame) to compute its fast Fourier transform (FFT) with size J. Let |X t,j | 2 denote the signal's energy with respect to FFT index j in frame t, where 1 ≤ j ≤ J. Then, RECCs are computed by (4) where B is the number of triangular filter banks used in MFCCs, l b is the lowest frequency index in the b-th bank, u b is the highest frequency index in the b-th bank, T b ( j) is the response of the b-th bank, and r is a non-negative integer. We set r = 3 empirically in the study.
Feature vectors extracted from a music recording is then represented by a Gaussian Mixture Model (GMM). It is assumed that each piece of music has its own genre pattern that reflects in the distribution of timbre-based features over a span of time. A GMM approximates any genre patterns by a mixture of Gaussian densities, each consists of means and covariances. If there are N music recordings, X 1 , X 2 ,…, X N , to be clustered, we generate N recording individual GMMs λ 1 , λ 2 ,…, λ N . It is hoped that, if two music recordings, say X i and X j , belong to the same genre, the GMMs λ i and λ j would be more similar in some sense, compared to any two GMMs associated with different genres. To measure the similarity between GMMs, we consider the following metrics.
(i) Cross likelihood ratio [17] :
where Pr(X i |λ j ) is the likelihood probability that music recording X i belong to the genre characterized by GMM λ j .
(ii) Inverse Euclidean norm:
B. Cluster generation
After computing the inter-clip similarities, a hierarchical agglomerative clustering method [18] is used to sequentially merge the clips deemed similar to one another. It consists of the following procedure:
The similarities between a pair of clusters, say c i and c j , can be derived from the inter-recording similarities, according to one of the following heuristic measures:
where #(X n ∈c i , X k ∈c j ) denotes the number of recording pairs involved in the summation. The outcome of the agglomeration procedure is a cluster tree with the number of clusters ranging from 1 to N.
C. Estimation of optimal number of clusters
As mentioned in Sec. II, RI usually decreases with an increase in the value of M initially, and reaches the minimum at M = P. When M > P, RI starts to increase as the value of M increases. Thus, the optimal number of clusters can be determined by estimating RI for each node of the cluster tree, and then choosing the one achieving the smallest value of RI. The first term can be computed based on the clustering result, and the second term is a constant irrelevant to clustering. However, the third term requires that the ground truth is known in advance, which cannot be computed directly. To solve this problem, we represent (8) is then approximated by the normalized similarity between X i and X j . Specifically,
where X ξ i is the clips most similar to X i . Hence, the optimal set of cluster indices can be determined by
. (10) IV. EXPERIMENTS
A. Music data
The music data used in this study was extracted from the Training Set and Development Set of Magnatune [19] 
B. Experimental results
The first experiment was conducted under the condition that the number of manually-specified genres is known, which means the number of clusters to be generated is given a priori. This allows us to test the validity of the first two components of our music clustering system, namely, the computation of inter-recording similarity and generation of clusters. In this case, our aim is to partition the music recordings into 6 clusters, such that each cluster contains music data associated with only one genre. Table I shows the results obtained with various audio features and inter-recording similarity measures. Here, the number of Gaussian components used in each GMM was empirically determined to be 32. Note that the system using MFCC feature and cross likelihood ratio could represent a baseline system proposed by [12] . We can see that RE feature performs better than MFCC feature, which shows the higher value of purity and lower value of Rand index. It is also clear that RECC feature further outperforms both MFCC feature and RE feature. Among the three inter-recording similarity measures, we can observe that cosine measure performs best, cross likelihood ratio performs worst, and reverse Euclidean norm are between them. Thus, in the subsequent experiments, we used the system with RECC feature and cosine measure. Fig. 1 shows the resulting purity and Rand index as a function of the varied number of clusters. Naturally, the value of purity increases as the number of clusters increases. When 56 clusters were generated, we obtained a purity of 1.0. However, it is obvious that such a clustering result is not perfect, since multiple music recordings in the same genre are placed in different clusters. On the other hand, we can see from We then examined the system under the condition that the number of manually-specified genres (true genre population sizes) is unknown and must be estimated. The database was divided into three subsets involving different genre population sizes. The first subset consisted of the 40 classical songs, 40 electronic songs, and 40 jazz songs. The second subset consisted of the 40 rock & pop songs, 40 punk & metal songs, and 40 world songs. The third subset was the whole database, i.e., 240 songs in the six genres. We conducted clustering experiment for each subset separately, in order to examine if the optimal numbers of clusters determined by using (10) could be close to 3 or 6. Fig. 2 shows the clustering results. We can see that the minimum value of the approximated Rand indices were located close to the true genre population sizes. The above experiments show that roughly 70% music recordings in the same genre were correctly clustered, given the result of Rand index = 0.28. Although the results are far from perfect, they show the feasibility of using unsupervised clustering to index music data by genre.
V. CONCLUSIONS
We have studied an unsupervised clustering paradigm for identifying music recordings in the same genre. This is done by measuring the similarities between music recordings and using the hierarchical agglomerative clustering to group together the recordings deemed similar to one another. We have also proposed a method based on the Rand index to determine the optimal number of clusters automatically, corresponding to the genre population size. Experiments show the feasibility of using unsupervised clustering to index music data. Despite the viability, the methods proposed in this study can only be regarded as a preliminary investigation in realistic music data indexing applications. To be of more practical use, more work is needed to study the effectiveness and efficiency of clustering a large scale of music collection. The fundamental problem would be how to characterize music data as audio features more closely related to music genre. 
