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Data qualityAbstract Data mining plays an important role in analyzing the massive amount of data collected
in today’s world. However, due to the public’s rising awareness of privacy and lack of trust in orga-
nizations, suitable Privacy Preserving Data Mining (PPDM) techniques have become vital. A
PPDM technique provides individual privacy while allowing useful data mining. We present a novel
noise addition technique called Forest Framework, two novel data quality evaluation techniques
called EDUDS and EDUSC, and a security evaluation technique called SERS. Forest
Framework builds a decision forest from a dataset and preserves all the patterns (logic rules) of
the forest while adding noise to the dataset. We compare Forest Framework to its predecessor,
Framework, and another established technique, GADP. Our comparison is done using our three
evaluation criteria, as well as Prediction Accuracy. Our experimental results demonstrate the suc-
cess of our proposed extensions to Framework and the usefulness of our evaluation criteria.
ª 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is
an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
As technology has advanced, so has the ability to gather mas-
sive amounts of data. Data Mining plays an important role in
data collection, pre-processing, integration and pattern
extraction from the collected data. Due to the wide use of data
mining, it is important to consider the ramiﬁcations. The mostprominent ramiﬁcation is perhaps the breach of individual
privacy. This public awareness of privacy and lack of trust in
organizations (Arnott, 2011) may introduce additional com-
plexity to data collection. As a result, organizations may not
be able to fully enjoy the beneﬁts of data mining. Privacy
Preserving Data Mining (PPDM) techniques have therefore
become vital. A PPDM technique provides individual privacy
while allowing useful data mining on a dataset. Typical PPDM
techniques include noise addition to a dataset, data swapping,
aggregation and masking (Brankovic et al., 2007; Dankar and
Eman, 2012; Adam and Worthmann, 1989; Farkas and
Jajodia, 2002). The two main aims of the PPDM techniques
are high security and high data quality/utility.
In this paper, we propose a novel technique called Forest
Framework as a modiﬁcation of an existing technique called
Framework (Islam and Brankovic, 2011). Forest Framework
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terns of the unperturbed dataset are preserved many more than
is possible with Framework. We also propose two novel data
quality evaluation techniques called ‘‘Evaluation of Data
Utility using Domain Similarity’’ (EDUDS) and ‘‘Evaluation
of Data Utility using Splitting Criteria’’ (EDUSC).
Additionally, we propose a security analysis technique called
‘‘Security Evaluation using Record Similarity’’ (SERS). We
carry out experiments on ﬁve natural datasets available from
UCI Machine Learning Repository (Bache and Lichman,
2013). Our experimental results indicate the effectiveness of
all our techniques. The organization of the paper is as follows:
Section 2 provides a relevant background study; Section 3
presents Forest Framework; Section 4 presents EDUDS;
Section 5 presents EDUSC; Section 6 presents SERS; and
experimental results are presented in Section 7. Section 8 gives
concluding remarks and avenues for future research.
We consider a dataset as a two dimensional table where
rows represent the records and columns represent attributes.
Each attribute can be numerical or categorical. Out of the
attributes, one is a class attribute. Fig. 1 shows an example
decision forest having two trees T1 and T2 obtained from a
dataset. Decision tree algorithms iteratively discover which
attribute best explains the class attribute for the given segment
of records deﬁned by the preceding attribute splits (e.g. A > 7
in Fig. 1) (Quinlan, 1993; Quinlan, 1996). In this example, each
of the trees has three leaves L1;L2, and L3. The leaves of a tree
divide the dataset into mutually exclusive horizontal segments
of records.
2. Background study
There are many privacy preserving data mining techniques in
the literature, ranging from output privacy (Wang and Liu,
2011) to categorical noise addition (Giggins, 2012) to differen-
tial privacy (Friedman and Schuster, 2010), to many others
discussed in surveys (Brankovic et al., 2007; Adam and
Worthmann, 1989; Farkas and Jajodia, 2002; Wu et al.,
2010). Framework – one such privacy preservation technique
– was proposed in 2011 (Islam and Brankovic, 2011). It ﬁrst
builds a decision tree from an original dataset in order to learn
the existing patterns (logic rules) of the dataset. It then adds
noise to all attributes (both numerical and categorical) of a
dataset in a way that preserves patterns discovered by the deci-
sion tree built from the original dataset. The basic idea of
Framework is to add noise to the value of a numerical attri-
bute of a record, but in such a way that the perturbed valueA
B
>7 ≤7
>6 ≤6
C1 C2
C1
D
E
>6 ≤6
>5 ≤5
C1 C2
C1
L1 L2
L3 L1
L2 L3
T1 T2
Fig. 1 An example decision forest with two trees.falls within the range that satisﬁes the logic rule of the leaf
where the record originally belongs to. That is, if a record in
an unperturbed dataset falls in a leaf of the tree obtained from
the original dataset, then Framework adds noise in such a way
that the record still falls in the same leaf of the tree even after
noise addition.
For a categorical attribute, it ﬁrst discovers which values
are similar. Using a user-deﬁned probability it then changes
each value to another value having high similarity with the
original value. For a class attribute, it shufﬂes the class values
of the records belonging to the same leaf in such a way so that
the distribution of class values among the records remains the
same.
Two main aims of noise addition techniques are to perturb
a dataset in order to preserve individual privacy and maintain
high utility in the perturbed dataset. Measuring data utility is a
challenging task (Ntoutsi et al., 2008; Osei-Bryson, 2004).
Generally, the quality of a perturbed dataset is measured
through the Prediction Accuracy of a decision tree, built from
the perturbed dataset, while it is applied on an unperturbed
testing dataset (Islam and Brankovic, 2011; Ray et al., 2011).
It has also been shown that an assessment of data quality pro-
vided by a comparison of Prediction Accuracy may differ from
an assessment provided by a comparison of decision tree sim-
ilarity (Islam, 2007; Lim et al., 2000). The utility of a perturbed
dataset is sometimes evaluated through the similarity of deci-
sion trees, the accuracy of the trees, and statistical properties
such as mean and correlation matrix (Islam and Brankovic,
2011). Finding a suitable technique to compare the similarity
of two trees can be a challenge.
General Additive Data Perturbation (GADP) perturbs only
those attributes which are deemed conﬁdential by a user, thus
allowing data quality to remain as high as possible for the
non-conﬁdential attributes (Muralidhar et al., 1999).
However, it takes all attributes into account when perturbing
conﬁdential attributes, and thus maintains all correlations
among the attributes of a dataset. Modiﬁcations of GADP
such as CGADP and EGADP have been proposed in order
to preserve statistical parameters in datasets having non-
multivariate normal distribution or small number of records
(Sarathy et al., 2002; Muralidhar and Sarathy, 2005).
We will also be using the same benchmark perturbation
technique used in the original paper: Random Technique
(RT) (Islam and Brankovic, 2011). RT is a random noise addi-
tion technique which is used as a means for evaluating the
effectiveness of other perturbation and evaluation techniques.
It adds uniform noise to all attributes indiscriminately.3. Our perturbation technique: forest framework
Forest Framework is a modiﬁcation of an existing technique
called Framework (Islam and Brankovic, 2011), with an aim
to better preserve the original data quality in a perturbed data-
set. Unlike Framework, it ﬁrst builds a decision forest (Islam
and Giggins, 2011) from an unperturbed dataset in order to
learn the existing patterns (logic rules) of the dataset. The con-
struction of a forest allows for far more patterns to be discov-
ered, and therefore preserved. In our experiments we will be
using the SysFor forest-building algorithm (Islam and
Giggins, 2011), which harnesses the popular C4.5 tree building
algorithm (Quinlan, 1993; Quinlan, 1996). Forest Framework
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way that the record still falls in the same leaf for each tree, even
after the noise addition.
We ﬁrst present its steps and then give a more detailed
description of the steps.
Step 1: Build a decision forest.
Step 2: Intersect the leaves of each tree with the leaves of
every other tree.
For each record, DO:
Step 3: Find the intersection that it falls in.
Step 4: Add noise to all numerical attributes.
Step 5: Add noise to all categorical attributes (including the
class).
End DO.
Step 1: Build a decision forest. Many datasets have natural
class attributes. For example, a patient dataset may have a
class attribute called Diagnosis. If a dataset does not have
any natural class attribute, a user can consider any suitable
categorical attribute as the class attribute. In the absence of
a categorical attribute a user can discretize a numerical attri-
bute into a suitable number of categories. We then apply an
existing decision forest algorithm such as SysFor or Credal
(Islam and Giggins, 2011; Abella´n and Masegosa, 2010) in
order to build a decision forest F having a user deﬁned number
of decision trees, F ¼ fT1;T2; . . .Tfg.
Step 2: Intersect the leaves of each tree with the leaves of
every other tree. Forest Framework then detects intersections
of all leaves of the trees. As mentioned for our Fig. 1 example,
the leaves of a tree divide the dataset into mutually exclusive
horizontal segments. However, the leaves of two trees repre-
sent overlapping segments. Therefore, we can produce an
intersection of the leaves of the trees. For example in Fig. 1,
the intersection of L1 of T1 and L1 of T2 is the segment where
all records have A > 7;B > 6 and D > 6.
If the logic rule for a leaf in Tree T1 is:
A > 5 ^ B > 3 ^ E > 9! C1 and the logic rule for a leaf in
T2 is: A 6 8 ^ B > 7! C1 then the intersection of the leaves
(logic rules) is: A½R : 6; 8 ^ B > 7 ^ E > 9; meaning that the
value of attribute A is within a range 6 and 8 inclusively, B
is greater than 7, and E is greater than 9. We call the range
of values of an attribute within a segment/intersection as a
‘‘sub-domain’’ of the attribute. Note that we use only non-
class attributes in building the intersections.
Step 3: For each record, ﬁnd the intersection that it falls in.
Each record of a dataset is then assigned to the intersection
that it falls in – i.e. the intersection for which the conditional
values match the attribute values of the record. A record can
only fall in one and only one intersection.
Step 4: For each record, add noise to all numerical attributes.
Forest Framework then adds noise to each numerical attribute.
Let v be the original value of attribute A; v0 be the perturbed
value of the attribute, and  be the noise value then v0 ¼ vþ .
The noise value  is generated from a Gaussian distribution
having mean l and variance r2. We also apply a wrap-around
approach (Islam and Brankovic, 2011) to maintain the range
(sub-domain) of an attribute within an intersection. For
example, we maintain the range/domain of attribute A within
the intersection introduced in Step 2 as A½R : 6; 8.Step 5: For each record, add noise to all categorical attri-
butes (including the class attribute). We swap the values for
each categorical attribute among the records belonging to an
intersection. Let the domain of the categorical values for
attribute X be fX1;X2; . . . ;Xsg, where s is the sub-domain size
of the attribute within an intersection. Let Ni be the number of
records having value Xi. We ﬁrst change the X values of all
records within the intersection to null, and then randomly
choose Ni number of records and assign the value Xi; 8i.
Therefore, the number of records Ni having a value Xi; 8i
remains the same both before and after noise addition.
However, with some probability, each categorical value for
each individual record is altered.
The time complexity of Forest Framework is as follows.
Step 1 has the same time complexity as the decision forest algo-
rithm chosen by the user. Step 2 depends on the total number
of leaves from all trees, which depends on the size of the trees,
which in turn is largely dependent on the chosen decision forest
algorithm. In ordinary circumstances it will have an insigniﬁ-
cant time complexity. Step 3 is OðnÞ, where n is the number
of records. Step 4 and 5 combined is OðnmÞ, where m is the
number of attributes. Thus the overall time complexity of
Forest Framework excluding Step 1 is OðnmÞ, which reduces
to OðnÞ assuming n m.
4. Evaluation of Data Utility using Domain Similarity
(EDUDS)
We now introduce our ﬁrst data quality evaluation technique:
‘‘Evaluation of Data Utility using Domain Similarity’’
(EDUDS). The technique measures the similarity of an origi-
nal and a perturbed dataset by evaluating the similarity of
the forests built from the original and the perturbed dataset.
If two forests – one built from an original dataset and the other
one built from a perturbed dataset – are found to be similar
then the two datasets are also considered to be similar. The
technique estimates the similarity of two forests by estimating
the similarity between each pair of intersections; one intersec-
tion of the pair belonging to the original dataset and the other
intersection belonging to a perturbed dataset. It is worth not-
ing that EDUDS provides us with a single metric for similarity
comparison, unlike the approach taken in (Islam and
Brankovic, 2011).
EDUDS estimates the similarity of the segments based on
each record from an original dataset, DO. If a record
Ri 2 DO falls in (belongs to) the intersections IO and IP then
the technique measures the similarity of the intersections IO
and IP, where IO, and IP are an intersection in the original
dataset and an intersection in the perturbed dataset, respec-
tively. To compare two intersections, EDUDS compares the
sub-domains of each attribute to check how closely they
match.
Sub-domains of numerical attributes have 2 parts: the lower
limit and the upper limit. The difference between the lower
limit in an intersection (IO) in the original dataset and the lower
limit in the corresponding intersection (IP) in a perturbed
dataset can easily be calculated. The same process can also be
repeated for the upper limits of the segments. By adding these
differences together, we can quantify the similarity between
an attribute’s sub-domains. This value is then normalized by
dividing it by the total domain size of the attribute as shown
Table 2 Notation table for EDUSC.
Symbol Meaning
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original or perturbed intersections are discounted.
Diffra ¼
jLDomrO;a  LDomrP;aj þ jHDomrO;a HDomrP;aj
domainra
ð1Þ
Diffra ¼
1 ifTestðI rO;aÞ _ TestðI rP;aÞ ¼ 1
0 ifTestðI rO;aÞ ^ TestðI rP;aÞ ¼ 1
Discounted Otherwise
8><
>: ð2Þ
SDSO;P ¼ 1
n
Xn
r¼0
1
k
Xk
a¼0
ð1Diff ra Þ ð3Þ
In the case of a categorical attribute, the similarity of two
intersections is calculated in the same way, except that if one
intersection tests the attribute and the other does not then
the normalized sub-domain difference is considered to be 1,
as shown in Eq. 2. The normalized sub-domain difference is
considered to be 0 if the attribute is tested by both segments.
Moreover, the attribute is discounted if it is not tested by the
logic rules of either segment. As shown in Eq. 3, the process
is then repeated for every attribute of the record, and for every
record in the dataset.
Not only does the technique have the advantage of using
forests, but it can also work equally well with single trees.
To the best of our knowledge, none of the existing evaluation
techniques attempt to compare forests. It can also often be
challenging to ﬁnd the best matching rules from the original
and perturbed trees, such as is required by an existing
technique (Islam and Brankovic, 2011). EDUDS handles this
problem by calculating similarity on a per-record basis.
Using EDUDS on a pair of forests (instead of a pair of trees)
can provide a better evaluation of the similarity between two
datasets, as forests typically extract a larger spread of logic
rules.
5. Evaluation of Data Utility using Splitting Criteria (EDUSC)
Our second proposed data quality evaluation technique is
named ‘‘Evaluation of Data Utility using Splitting Criteria’’
(EDUSC), and it can also evaluate data quality using single
trees or forests. It can use any (normalized) splitting criteria
such as Gain Ratio (Quinlan, 1993), Information Gain andTable 1 Notation table for EDUDS.
Symbol Meaning
k Total number of attributes counted
domainra Domain size of attribute a for the segment where the
record r falls in in the original dataset
r A record
Diffra Sub-domain diﬀerence based on attribute a for a record r
n Total number of records
TestðIrX;aÞ Returns 1 if attribute a is tested in the segment where the
record r falls in, in dataset X; otherwise 0
LDomrX;a Lower limit of attribute a for the segment where the
record r falls in, in dataset X
HDomrX;a Higher limit of attribute a for the segment where the
record r falls in, in dataset X
SDSO;P Sub-domain similarity of the original and the perturbed
datasetGini Index (Abella´n and Masegosa, 2010). We now describe
EDUSC using forests and Gain Ratios, as an example.
We consider that splitting criteria (used in decision tree
building), such as the Gain Ratios of attributes, are a strong
property of a data segment. Therefore, we compare the seg-
ments of a perturbed dataset with the segments of an original
dataset through the comparison of Gain Ratios. For all the
segments, of an original dataset, that are naturally obtained
through a tree, EDUSC explores the corresponding data
segments in a perturbed dataset. It does so by artiﬁcially/
forcefully building a decision forest from a perturbed dataset,
where each tree (of the forest) is exactly the same as the
corresponding tree in the forest that is naturally built from
the original data set. An artiﬁcial/forced tree has exactly the
same nodes and splitting points as the corresponding natural
tree. EDUSC then calculates the Gain Ratios of every attri-
bute within each forced segment/node of the perturbed dataset.
Gain Ratios are calculated for leaf nodes as well.
The data segments are compared by the differences of the
Gain Ratios for each attribute – provided that at least one
of the pair of Gain Ratios for the attribute is over a threshold.
This threshold is the same as the user deﬁned minimum Gain
Ratio used in building a decision forest by SysFor (Islam
and Giggins, 2011).
If GaO;s and G
a
P;s are the Gain Ratios of attribute a in the
original (O) and perturbed (P) data segments s then we calcu-
late the similarity of the data segments in terms of attribute a
as 1 jGaO;s  GaP;sj. We repeat this process for all applicable
attributes and for all data segments of a pair of trees t (one
obtained naturally from the original and the other one
obtained forcefully from the perturbed dataset) as shown in
Eq. 4 and Table 2.
Simt ¼ 1 1
St
XSt
s¼0
1
k  total
Xk
a¼1
jGao;s  Gap;sj  affectedO;s ð4Þ
We then repeat the process of calculating similarity according
to Eq. 4, for all corresponding pairs of trees of the two forests.St Total number of nodes/segments in the tth tree
GaP;s Gain ratio of attribute a in segment s of perturbed
dataset
s A node
affectedO;s Number of records in the segment s of the original
dataset
k Total number of attributes counted
total Total number of records in original dataset
a An attribute
Simt Similarity based on the segments of a natural tree t
obtained from the original dataset and a forced tree
obtained from the perturbed dataset
TO Total number of trees in a forest built from the original
dataset
Sim Similarity based on all natural trees obtained from
original dataset and forced trees obtained from
perturbed dataset
GaO;s Gain ratio of attribute a in segment s of original
dataset
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and the forced trees obtained from the perturbed dataset, a
similarity of two datasets is then calculated by averaging the
similarities for each pair of trees, as shown in Eq. 5.
Sim ¼ 1
TO
XTO
t¼0
Simt ð5Þ6. Security Evaluation using Record Similarity (SERS)
Following an existing approach (Islam and Brankovic, 2011),
we propose a novel security analysis called SERS. Let DO
and DP be an original and a perturbed dataset, respectively.
Let ROi 2 DO and RPi 2 DP be the ith original and the ith
perturbed record, respectively. Also consider that ROi;j is the
jth attribute value of the ith record in the original dataset.
Moreover, let jROi j be the number of attributes and jROi;jj be
the domain size of the jth attribute. If the ﬁrst N attributes
are numerical and the next C attributes are categorical, then
we calculate the distance between ROi and R
P
k as follows.
di;k ¼
PN
j¼1
jRO
i;j
RP
k;j
j
jRO
i;j
j þ
PNþC
j¼Nþ1dðROi;j;RPk;jÞ
jROi j
ð6Þ
where dðROi;j;RPk;jÞ is equal to 0 if ROi;j ¼ RPk;j; otherwise 1. The
similarity of the ith original record and the kth perturbed
record is deﬁned as Si;k ¼ 1 di;k. We then normalize the sim-
ilarity values as follows, where jDOj is the number of records.
eSi;k ¼ Si;kPjDO j
l¼1 Si;l
ð7Þ
Using the normalized similarity eSi;k we then calculate the
entropy for each original record as follows. The higher
entropy indicates more uncertainty (i.e. security) in record
re-identiﬁcation for the ith original record, which is the target
record of an intruder.
Hi ¼ 
XjDO j
k¼1
eSi;klog2 eSi;k ð8Þ
The average entropy for all original records (H ¼PjDO ji¼1 HijDO j) is
then considered as the overall security of the perturbed
dataset.7. Experimental results
We implement our technique, Forest Framework, and com-
pare it to its predecessor, Framework (Islam and Brankovic,
2011). We also compare it to GADP (Muralidhar et al.,Table 3 Details of the datasets.
Name Records Numerical attributes Ca
Wine 178 12 1
WBC 683 9 1
Credit 653 6 10
CMC 1473 2 8
Abalone 4177 7 21999) and Random Technique (RT) (Islam and Brankovic,
2011) in order to evaluate EDUDS, EDUSC and SERS. The
techniques are applied on ﬁve real life datasets (see Table 3)
that are publicly available from UCI Machine Learning
Repository (Bache and Lichman, 2013). All datasets have
multivariate normal distribution, and none of the datasets
have any missing values.
In our experiment, the SysFor algorithm (Islam and
Giggins, 2011) is used to build decision forests. It allows for
6 parameters to be user-deﬁned. For all experiments, we keep
5 of them the same: the minimum gain ratio is 0.01; the conﬁ-
dence factor for pruning is 0.25; the goodness threshold is 0.50;
the separation threshold is 0.30; and the number of trees con-
structed when building a forest is 3. The values for minimum
gain ratio, conﬁdence and separation are the values recom-
mended by the authors (Quinlan, 1993; Islam and Giggins,
2011), and were kept at the default values in order to demon-
strate the effectiveness of Forest Framework in an ordinary
scenario. Goodness threshold was increased from the default
0.30 to 0.50 in order to better guarantee the uniqueness of each
of the trees (Islam and Giggins, 2011), thus preventing the
logic rules of each tree from being too similar when intersect-
ing them. A major advantage of SysFor is that it discovers the
best logic rules in the dataset with a substantially smaller num-
ber of trees than competing techniques such as Random Forest
(Breiman, 2001), and so the number of trees constructed can be
reliably set at 3. We recommend keeping this value low so as to
keep the number of intersections manageable. The remaining
parameter – minimum number of records in each leaf (min.
leaf size) – was altered depending on the size of the dataset,
and is presented in Table 3. In order to avoid over-ﬁtting
(Quinlan, 1993) it is undesirable to have very small leaves,
however datasets with less records will naturally require smal-
ler minimums than larger datasets. For example, the minimum
leaf size for Abalone is larger than the entire Wine dataset.
We perturb each dataset by using 4 techniques: Forest
Framework (FF), Framework (F), GADP, and Random
Technique (RT). For each dataset a 10-fold cross-validation
approach is used. That is, for each dataset, we prepare 10 train-
ing fTR1;TR2; . . . ;TR10g and 10 testing fTS1;TS2; . . . ;TS10g
datasets in such a way that each record is included in a testing
dataset once. We then perturb each training dataset 10 times
using a technique and thereby produce 10 perturbed datasets
from each training dataset for each technique.
We build decision forests from each original training data-
set (TRi) and each of the ten corresponding perturbed datasets
fPi1;Pi2; . . . ;Pi10g. The decision forests are then evaluated using
Prediction Accuracy on TSi, EDUDS and EDUSC. The
average accuracy of all ten decision forests built from Pij; 8j
is considered as the accuracy of the ith fold. These same
decision forests are then compared to the decision forest builttegorical attributes Class size Minimum leaf size
3 10
2 45
2 30
3 60
28 180
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are also compared against the original datasets using SERS.
Similar tests are carried out for all 10 folds and then averaged.
Therefore, for each perturbation technique we use 100 (i.e.
10 10) tests for each evaluation criteria.
Fig. 2 shows the average Prediction Accuracy of the pertur-
bation techniques on the datasets, using Credal Voting
(Abella´n and Masegosa, 2010) to consolidate the predictions
of each of the decision trees into a single prediction. The exper-
imental results indicate that the accuracies of the forests built
from datasets perturbed by Forest Framework (FF) are higher
than those of Framework (F) and GADP for all datasets
except Credit, and are clearly higher than those of RT for all
datasets. ‘‘Original’’ in Fig. 2 refers to the accuracy of the
forest built from the original training dataset and applied on
the original testing dataset. Abalone reports a much lower
Original Prediction Accuracy due to the large number of class
values – in general it is much easier to predict one value out of
two or three possibilities than it is to predict one value out of
28 possibilities.
Fig. 3 shows the similarity, between the original and per-
turbed datasets, using the EDUDS technique. Forest
Framework performs better than the other three techniques
for all datasets, except Abalone. We can see that whenFig. 2 Prediction Accuracy of the classiﬁers made from datasets pertu
Framework and its extension, Forest Framework.
Fig. 3 EDUDS results of the classiﬁers made from datasets perturbed
The two striped columns signify Framework and its extension, Forestevaluating the information quality of perturbed datasets,
Prediction Accuracy fails to distinguish between Framework
and Forest Framework for four out of ﬁve datasets.
However the EDUDS results demonstrate that there is a
difference in the structure of the decision trees created by the
perturbed datasets when comparing Framework and Forest
Framework, for three of the datasets. Additionally, EDUDS
shows a sharp decline in the similarity between decision trees
when using GADP to perturb data, for all datasets.
Meanwhile several datasets report GADP having similar
Prediction Accuracy results to Framework and Forest
Framework. These empirical results support what EDUDS
aims to achieve in theory – identify when the logic rules have
remained close to their original domains after perturbation.
Framework and Forest Framework both aim to preserve the
domains, while GADP and RT have no such capability, and
this is seen in Fig. 3 by the larger difference between the former
and latter groups than the distance within them.
The results of EDUSC are presented in Fig. 4. Forest
Framework performs better than the other three techniques
for all datasets, as expected. We can also see that EDUSC does
not punish GADP in the same way that EDUDS does, since
GADP aims to preserve the information quality of the dataset
in different ways. As expected, EDUSC shows that GADP canrbed with the different techniques. The two striped columns signify
with the different techniques, compared to their original datasets.
Framework.
Fig. 4 EDUSC results of the classiﬁers made from datasets perturbed with the different techniques, compared to their original datasets.
The two striped columns signify Framework and its extension, Forest Framework.
Table 4 SERS results for the perturbed datasets. Lower
values indicate less entropy, and thus less security.
Wine WBC Credit CMC Abalone
RT 7.317 9.568 9.165 10.309 11.859
F 7.315 9.248 9.174 10.333 11.860
FF 7.314 9.243 9.176 10.327 11.860
GADP 7.316 9.241 9.171 10.329 11.836
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well, but not as well as Framework in most cases and Forest
Framework in all cases. Interestingly RT does not fall as much
as expected, indicating that it is perhaps not as destructive of
the patterns as ﬁrst thought. This theory is supported by the
occasionally high Prediction Accuracy results reported by
RT. It is worth noting that EDUDS and EDUSC provide us
with a single value for similarity comparison, unlike some of
the measures used in the original Framework paper (Islam
and Brankovic, 2011).
If a data miner only intended to use decision trees as a
‘‘black box’’, where they did not care about the patterns them-
selves, Prediction Accuracy might be enough. However one of
the major strengths of decision trees is their ability to provide
humanly readable patterns discovered in the data, thus provid-
ing analysts with valuable information for making decisions
and guiding further exploration. By being able to detect
changes in the structure of the created decision trees,
EDUDS and EDUSC provide additional valuable information
to the privacy preserving data miner.
Table 4 presents our security evaluation based on the
results of SERS, where the security level achieved by FF is
comparable with the other techniques, including RT.
Therefore, FF preserves signiﬁcantly better data quality than
other perturbation techniques at the cost of only slightly worse
security.
8. Conclusion
We present a novel noise addition technique called Forest
Framework, two novel data quality evaluation techniquescalled EDUDS and EDUSC, and a novel security evaluation
technique called SERS. We compare Forest Framework with
three existing techniques (Framework, GADP and RT) based
on four evaluation criteria – Prediction Accuracy, EDUDS,
EDUSC and SERS. We carry out 100 tests for each technique
on each dataset, following a 10-fold cross validation approach.
Our experimental results indicate that Forest Framework
preserves data quality better than the other three perturbation
techniques.
EDUDS and EDUSC provide us with a mechanism to eval-
uate data quality through the similarity analysis of datasets in
a natural way using tree similarity, instead of the prediction
accuracies of the trees. Prediction Accuracy is not always
considered to be a good evaluation of data quality (Islam
and Brankovic, 2011; Islam, 2007; Lim et al., 2000).
Moreover, our experimental results indicate that EDUDS
and EDUSC successfully identify RT (which is designed to
be a low quality technique for comparison purposes only) as
inferior to FF for all datasets. In fact, RT performs the worst
for all datasets overall (see Fig. 3 and Fig. 4). EDUDS and
EDUSC also show close results for the two comparable
techniques, FF and F, as expected. This substantiates the
effectiveness of EDUDS and EDUSC in capturing changes
in data quality that would be otherwise missed. We plan to
carry out more experiments to explore the impact of varying
amounts of noise on data quality and security.Acknowledgment
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