Abstract. Given a multiplicative function f which is periodic over the primes, we obtain a full asymptotic expansion for the shifted convolution sum |h|<n≤x f (n)τ (n − h), where τ denotes the divisor function and h ∈ Z {0}. We consider in particular the special cases where f is the generalized divisor function τz with z ∈ C, and the characteristic function of sums of two squares (or more generally, ideal norms of abelian extensions). As another application, we deduce a full asymptotic expansion in the generalized Titchmarsh divisor problem |h|<n≤x, ω(n)=k τ (n−h), where ω(n) counts the number of distinct prime divisors of n, thus extending a result of Fouvry and Bombieri-Friedlander-Iwaniec. Our main tools are an effective combinatorial formula of Heath-Brown's type for the divisor function τα with α ∈ Q, and an interpolation argument in the z-variable for weighted mean values of τz.
Introduction
Understanding correlations of arithmetic functions is a fundamental question in analytic number theory. In an explicit form, the problem can be stated as determining the asymptotic behaviour of the sum (1.1) 1<n≤x f (n)g(n − 1), where f, g : N → C are arithmetic functions of multiplicative nature. Many important problems in number theory can be rephrased in terms of correlations of arithmetic functions, the twin prime conjecture or the Goldbach conjecture being two famous examples (see e.g. [Ell94, Chapter 1]). Sums of the form (1.1) also come up prominently in the study of growth properties of L-functions in the critical strip. In this context, the problem is known as the shifted convolution problem and has a long and rich history (see [Mic07] for an overview).
In general, determining the precise asymptotic behaviour of the unweighted correlation (1.1) is a difficult task and only very few unconditional results are known in this direction, all of them requiring at least one of the involved functions to be very close -in the convolution sense -to the constant function 1, the divisor function τ (n) or to Fourier coefficients of GL 2 -automorphic forms. Note that when f and g are bounded, the logarithmically weighted correlation 1<n≤x f (n)g(n − 1) n has been the object of a recent breakthrough of Tao [Tao16] . The case of odd-order correlations for bounded f, g was recently settled in [TT17] .
In the present paper, we focus on the particularly important case g(n) = τ (n) of the unweighted problem (1.1), which is at the edge of current techniques. If the average value of f is not too small, it was already observed by Vinogradov [Vin65] (in the case of primes; see also [Rod65, Hal67] ) that simple asymptotic equivalences for the sum (1.2) 1<n≤x f (n)τ (n − 1) can be obtained from analogues of the Bombieri-Vinogradov and Brun-Titchmarsh inequalities. We refer to [Gre18, GS18] for recent works on this topic. It is a considerably more difficult problem to obtain full asymptotic expansions for (1.2), say, with an error term of the form O(x(log x) −N ) where N > 0 is fixed but can be chosen arbitrarily large. The gap in difficulty is related to the "x 1/2 "-barrier for primes in arithmetic progressions on average over moduli. To our knowledge asymptotic expansions are known for only very few specific examples of functions f of arithmetic interest:
-the indicator function of primes [BFI86, Fou85] , -the indicator function of integers without large prime factors [Dra15] , -the k-fold divisor functions τ k (n), k ∈ N, k ≥ 2 [Mot94, Top16, Top17b] .
The methods from the last example can also be used to handle the case where f is given by Fourier coefficients of GL 2 -automorphic forms, although this does not seem to be worked out explicitly in the literature.
The purpose of the present paper is to introduce two new methods which lead to an asymptotic expansion for (1.2) for a wide class of multiplicative functions. Let A, D ≥ 1 be fixed integers. Define F D (A) to be the set of all multiplicative functions f : N → C which are D-periodic over the primes in the sense that f (p 1 ) = f (p 2 ) for any primes p 1 and p 2 with p 1 ≡ p 2 mod D, and which satisfy the growth condition,
where τ A (n) denotes the generalized divisor function. Our main result is the following preliminary asymptotic formula for the sum (1.2) for f ∈ F D (A). Remarks.
-The main term in (1.3) can be evaluated asymptotically by classical methods, for instance the Selberg-Delange method [Ten15, Chapter II.5]. We spell this out in detail in three particular cases below. -We stress that the implied constant is uniform in all f ∈ F D (A), and depends only on A, D and N .
This feature can be useful in applications (see Section 1.3). It is not easily obtained, as we explain in Section 1.4 below. -On the other hand, our result is badly behaved with respect to D, partly due to the use of the SiegelWalfisz theorem. The arguments presented here do not seem sufficient to obtain an improvement in this aspect, although this does not affect our applications. -The error term in (1.3) corresponds to an application of the Siegel-Walfisz theorem. If the Riemann hypothesis is true for all Dirichlet L-functions, then it can be improved to O(x 1−δ ) for some absolute constant δ > 0. Theorem 1.1 may also be interpreted as a result of Bombieri-Vinogradov type "beyond √ x" for the average of f ∈ F D (A) in the residue classes of a fixed integer and without absolute values:
We refer to [Gre18, GS18] for work related to this point of view.
In many applications correlation sums with more general shifts appear and it is important to have results which are uniform in large ranges of the involved parameters. Our methods are robust enough to be applied to these cases as well, and Theorem 1.1 is in fact the special case a = h = 1 of the following more general result.
Theorem 1.2 (General shifts). Let
and where the implied constant depends only on A, D and N .
Unfortunately, the range of uniformity in h in Theorem 1.2 is comparatively short. This is due to a known uniformity issue of arguments based on exponential sums estimates underlying our bilinear sums estimate (see [FI83, p. 200] ). Out of the same reason, the methods used here are not able to address the dual problem
(for which results are available for instance when f = τ or f = τ 3 , see [Mot94, Top16] ).
We mention that results are known for affine correlations whose linear parts are pairwise independent [Mat12, Mat16] , or when there is an additional, long enough average over the shift [Mik92, MRT17a, MRT17b] . See also [ABSR15, BSF17] for a function field analogue in the large q limit.
Finally, we mention the work of Pitt [Pit13] . He considered an analogue of the Titchmarsh divisor problem (see Section 1.3) with the divisor function replaced by Fourier coefficients of holomorphic cusp forms. In many situations, these Fourier coefficients and the divisor function exhibit a similar behaviour, since the latter can also be viewed as the Fourier coefficients of an Eisenstein series (see e.g. [Iwa02, Chapter 3.4]). Remarkably, Pitt obtained an estimate with a power saving in the error term unconditionally, something which is not known for the original Titchmarsh divisor problem. It seems possible that his ideas can be adapted to our setting, and that one might obtain an analogue of Theorem 1.2 with the divisor function replaced by Fourier coefficients of holomorphic cusp forms and with a power saving in the error term. We do not pursue this here.
We apply Theorem 1.2 to three functions f of particular arithmetic interest:
(1) the generalized divisor functions τ z (n) with z ∈ C, (2) the indicator function of integers n which are norms of an integral ideal in an abelian extension, (3) the indicator function of integers n with exactly k different prime factors.
In the case k = ℓ = 2, a similar asymptotic formula holds in a much larger range of uniformity for h, although with a weaker error term (see [Meu01] for the currently best results in this direction). For k, ℓ ≥ 3 the problem remains completely open. The functions τ k are special cases of coefficients of the Dirichlet series
for z ∈ C and Re(s) > 1.
On prime powers, they are given explicitly by
The functions τ z for z ∈ N have a more complicated behaviour than those for z ∈ N. When z = −1 for instance, we recover the Möbius function τ −1 (n) = µ(n). Theorem 1.2 leads to an asymptotic expansion of D z,2 (x, h) for arbitrary z ∈ C, uniformly in any fixed disk |z| ≪ 1. 
where the implicit constant only depends on A, N and ε.
The coefficients λ h,ℓ (z) can be computed explicitly; see (7.4) infra for an expression of the leading coefficient. If z is a non-positive integer, all the coefficients λ h,ℓ (z) vanish and (1.5) effectively becomes an upper bound.
Our method leads to a power saving error term in Theorem 1.3 when z = k ∈ N. This is solely due to the fact that in these cases the k-th power of Dirichlet L-functions L(s, χ) k can be continued analytically to a strip Re(s) ≥ 1 − δ for some δ > 0 (excluding the possible pole at s = 1). We do not focus of the case z ∈ N here, since the works mentioned above then give quantitatively stronger estimates.
1.2. Norms of integral ideals. Let K/Q be a Galois extension with discriminant ∆ K . We define
This set has a rich multiplicative structure, described by the Artin reciprocity law. When the extension is abelian, the Dedekind function ζ K (s) factorizes into Dirichlet L-functions mod ∆ K , so that the integers in N K can be detected by looking at the congruence classes of their prime factors mod ∆ K . Theorem 1.2 eventually applies and leads to the following result. 
where the implicit constant depends only on K, N and ε.
An interesting special case is given by the extension Q(i)/Q. In this case, N Q(i) is simply the set of integers which can be written as a sum of two squares, and Theorem 1.4 takes the following form. (1.7)
|h|<n≤x n∈B
where the implicit constant depends only on N and ε.
The first term in the asymptotic formula for the left-hand side of (1.7) can also be obtained using a recent extension of the Bombieri-Vinogradov theorem due to Granville and Shao [GS18] , along with the Brun-Titchmarsh inequality. The coefficients κ h,ℓ (K) and β h,ℓ can be computed explicitly; see (7.5) infra for an evaluation of the leading coefficient β h,0 in (1.7). Note that, since the indicator function b(n) of the set B correlates with both the principal and the non-principal character mod 4, there are two genuine contributions on the right-hand side in (1.3) when f (n) = b(n). This also explains the discrepancy between the conjectures made in [Iwa76] and [FKR17] on autocorrelations of b(n).
We stress that the multiplicity of representations as ideal norms in Theorem 1.5 is not taken into account. Thus the estimate (1.7) is more difficult to obtain than an estimate for the correlation sum |h|<n≤x r 2 (n)τ (n − h) with r 2 (n) := {(r, s) ∈ Z 2 : r 2 + s 2 = n} , for which classical methods suffice. 
An interesting generalization of this problem concerns the sum (1.10)
where ω(n) denotes the number of distinct prime divisors of an integer n. An asymptotic equivalence for this sum was proven by Khripunova [Khr98, Theorem 3], uniformly for k ≪ log log x and h ≪ x. Our methods allow to obtain a full asymptotic expansion for (1.10), at least for small shifts h. In order to circumvent the obstacle that the indicator function for integers n with ω(n) = k is not multiplicative, we use a classical method due to Selberg [Sel54] , which allows us to reduce the evaluation of (1.10) to the evaluation of the correlation sum of the divisor function with the multiplicative function n → z ω(n) . This eventually leads to the following result. Theorem 1.6. Let N ≥ 1 and ε > 0. There exist a constant δ > 0 and polynomials
where the implicit constants depend only on N and ε.
The case k = 1 recovers the best-known asymptotic formula (1.9) for the Titchmarsh divisor problem. As before, the polynomials P k h,ℓ can be computed explicitly; in particular, the leading coefficient in the asymptotic expansion is given by
This result is non-trivial throughout the range k ≪ log log x. The case k/ log log x → +∞ is an interesting question which would require different tools, due to the sparsity of the set of integers under consideration (not unlike the situation for friable integers [Har12] ). We do not address this here.
1.4. Overview of the proof of Theorem 1.2. For the sake of clear exposition, we will focus here on the case D = 1, as our arguments extend without much difficulty to the case of general moduli and the arising complications are mainly of technical nature.
Note that any f ∈ F 1 (A) can be approximated (in the convolution sense) by a suitable generalized divisor function, so that it suffices to consider the case f = τ z with z ∈ C. The proof of Theorem 1.2 then divides into two parts: We first prove the theorem for rational z, and then extend this result to all z ∈ C.
For z ∈ Q, the general structure of the proof of Theorem 1.2 follows the setup of [Fou85, BFI86] (see also [Fou84] ). The strategy naturally splits into two steps:
(1) We decompose the function f into convolutions with either large smooth components (type I) or suitably localized components (type II). (2) We solve the question for both types of sums.
The bulk of the present work concerns the first step. Combinatorial decompositions for prime numbers have a long history since the works of Vinogradov [Vin37] (we refer to the survey [Ram13] for an account and further references). Yet, it was not until recently that analogous identities emerged for generalized divisor functions. Montgomery and Vaughan (private communication) have recently developed a combinatorial identity of Vaughan's type [Vau75] for τ 1/2 , which initially motivated largely the present work. Unfortunately, as for primes, the bilinear sums coming from a raw application of this identity are not quite localized enough to be effective for Titchmarsh's problem, and even though this can sometimes be fixed by iterating the formula [Fou81] , our early attempts were unsuccessful. Instead we follow the more flexible approach of Heath-Brown [HB82] (which is related to [Gal68] ).
Our first result (Theorem 3.2 below) is a uniform combinatorial formula of Heath-Brown's type for the divisor function τ u v with u/v ∈ Q. In the simplest case 0 < u < v, it reads
where K ∈ N >0 is arbitrary and where c ℓ,K,u/v ∈ Q. A more general formula holds for any rational number u/v (see Theorem 3.2). A crucial property of this formula is that it is sensitive almost only to the archimedean size of u/v. Indeed, for |u/v| ≤ A, the coefficients c ℓ,K,u/v , the length of the ℓ-sum and the value at primes n = p of each ℓ-summand on the right-hand side are bounded in terms of A and K only (but not of v). Thus, the only loss due to the size of v comes from the number O(v) of terms in the convolution, which has essentially no effect on what follows.
In the same way, we can express any rational convolution power * u/v f of a multiplicative function in terms of higher convolutions * k f with 1 ≤ k ≤ K and a bilinear term with one component supported on the interval [x ε , x 1/K ]. However, to our knowledge asymptotic formulae for the correlation sums
for k ≥ 2 are currently known for only very few functions f (essentially constant functions and Dirichlet characters). This is the main obstacle towards using decompositions of this form to prove Theorem 1.2 for complex-fold convolutions of multiplicative functions.
Regarding the second step, we are mostly able to use the harmonic analysis arguments underlying [Fou85, BFI86] . They are based on bounds on Kloosterman sums on average [DI82b] , along with Voronoi summation (for type I) and Linnik's dispersion method (for type II). We will follow the treatment made in [Dra17, Top17b] , although some work is needed in order to cast the main terms from these works in a form suitable for us. Eventually, the arguments described above yield a proof of Theorem 1.
N . It is in principle not difficult to extend this result to real parameters using Dirichlet's approximation theorem. This method has however no bearing for f = τ z with z ∈ C R, so that we need to go a different route in these cases.
Being unable to use further combinatorial properties of τ z when z ∈ C Q, we thus return to the correlation sum
with z ∈ C, |z| ≪ 1. The main observation is that this expression is a polynomial in z, and that we know how to evaluate it on rational numbers with small denominators. Even though D(z) initially has degree of the order of log x, we can use large deviation bounds on the function ω(n) (and a convolution argument) to approximate it, up to an admissible error, by the polynomial
which has degree at most O(log log x). This enables us to use Lagrange interpolation on a suitably chosen set of rational sample points to transfer our estimates for z ∈ Q to estimates of the same quality for z ∈ C. Indeed, this process introduces an error which grows exponentially in the degree of the polynomial. As our estimates for D(z) for z ∈ Q save an arbitrarily large power of log x, we are still able to obtain an asymptotic formula at the end. Note that for the above arguments to work it is crucial that estimates with a saving of a large power of log x for D(z) for z ∈ Q are available, which we can fortunately obtain here from the SiegelWalfisz bound (an unfortunate consequence of the last fact, however, is that most of our results are not effective).
We mention that, as in Heath-Brown's work [HB82] , the arguments sketched above can be used to obtain asymptotic formulae for short sums Plan. In Section 2, we introduce our main notations and the subsets of functions of F D (A) we will mainly work with. In Section 3, we present a combinatorial decomposition for τ α , α ∈ Q. In Section 4, we state some auxiliary computations in order to use the results of [Top17b, Dra17] . In Section 5, we treat the case of rational parameters, and in Section 6 we interpolate the obtained results to all functions in F D (A). Finally, in Section 7, we estimate the main terms and prove Theorems 1.3, 1.4 and 1.6.
First reductions
2.1. Statement of the main proposition. For n, h ∈ Z with n ≥ 1 and n − h ≥ 1, let
Note that τ h (n; R) = τ (n − h) if R > √ n − h and n − h is not a perfect square. We will eventually choose R of size (log n) O(1) . We have a trivial bound
The function τ h (n; R) should be thought of as an approximation to τ (n − h) on average. The main work in proving Theorem 1.2 consists in showing that, for any f ∈ F D (A), we have
where R x is some slowly growing function in x (some appropriate power of log x). Once this is established, we can evaluate the sum on the right by standard methods. In view of this, it is convenient to define
for any interval I ⊆ R + . The main part of this article is concerned with proving the following proposition, which puts the statement (2.3) into precise terms, and from which the results described in the introduction can be deduced easily (see Section 7). 
where δ > 0 is some absolute constant and where B, C > 0 are constants which depend only on A and D.
Restricting the set of functions.
It is known in multiplicative number theory that, to a certain degree of precision, the magnitude of the mean value of a multiplicative function f depends mostly on the values f (p), p prime. The following lemma quantifies the analogous phenomenon in our case.
Lemma 2.2. Let f, g : N → C be multiplicative functions, which satisfy the following conditions,
Furthermore, assume there are constants ̺, δ ∈ (0, 1] and B, C ≥ 1 such that, for all x ≥ 1 and all
for some parameter T ≥ 1. For the sum on the left we use the assumption (2.5), so that
provided that the parameters a, h and R satisfy
For the sum on the right we use the trivial bound Σ g (I/n 2 ; an 2 , h; R) ≪ ε,M Rx 1+ε /n 2 , and get
The lemma follows on setting T = x δ/3 and δ ′ = min(
). In view of this, in order to prove Proposition 2.1, we will restrict to the following two subsets of F D (A). The first subset, denoted by F τ D (A), consists of functions f : N → C, which are the coefficents of Dirichlet series of the form
where the parameters b χ are complex numbers such that |b χ | ≤ A. Note that τ z ∈ F We then set
We have (f * g
This proves the first part of the lemma.
For the second part, we define g 2 by its Dirichlet series
The fact that g 2 satisfies the required conditions can be shown using similar computations as above.
Let us at this point also note the following result, which is an easy consequence of the proofs of Lemmas 2.2 and 2.3, and which will become useful later on.
Lemma 2.4. Let f ∈ F D (A) and let ψ mod q be a Dirichlet character. Then the Dirichlet series associated to ψf is given by
where H ψ (s) is some holomorphic function defined in Re(s) > 1 2 and where
with v f (n) as defined in (2.9). Moreover, for any fixed σ 0 > 
A generalization of Heath-Brown's identity
Our aim in this section is to obtain a combinatorial decomposition analogous to [HB82] for the function n → τ α (n) in the case α ∈ Q. Our argument is based on the following polynomial identity. 
The coefficients (b ℓ ) are unique and given explicitly by
Proof. An identity of the form (3.1) exists if and only if we can find b 1 , . . . , b K such that the first K − 1 derivatives of the polynomial on the right hand side of (3.1) vanish at X = 1. This is equivalent to saying that the
Let C be the matrix on the left, and B ℓ the same matrix but with the upper row and the ℓ-th column removed. Note that C is a Vandermonde matrix, and B ℓ is a product of a Vandermond matrix with a diagonal matrix. Hence, we deduce
Since det C = 0, we obtain by Cramer's rule that there is a unique solution (b ℓ ), given by
which yields (3.2). 
and, for r ≥ 1, 
Proof. Let

G(s)
We first look at (3.5). Here we use Lemma 3.1 with N = 0 and X = ζ(s) 
Then (3.5) follows by comparing the Dirichlet coefficients on both sides.
In order to show (3.6), we use Lemma 3.1 with the same X as before and with N = r − 1, and then multiply both sides by ζ(s)
and (3.6) follows again by comparing the Dirichlet coefficients on both sides.
Remark. With r = v = 1 and u = 0, the identity (3.6) leads to the decomposition of µ(n) described in [IK04, (13.38)].
Auxiliary estimates
In this section we collect some estimates on ∆ h (n, R), which will be needed in the following sections.
4.1. The second moment of ∆ h (n; R). On several occasions, we will require the following rough upper-bound for the "main terms".
Lemma 4.1. For x ≥ 3, R ≥ 1 and (a, h) ∈ Z 2 such that 1 ≤ a, |h|, R ≤ x 1/4 , the following estimate holds,
Proof. We have
and we now proceed to estimate the two sums G 1 and G 2 separately.
We first look at G 1 . For notational convenience, let
and t := (a, h).
We start by splitting the sum according to the size of t * = (an − h, t ∞ ) as follows,
In order to estimate G 1a we choose b, y ∈ Z such that a ′ b = 1 + yt * and write
The sum over m can now be estimated via [Shi80, Theorem 2] or [BV69, Theorem 1], which leads to
In G 1b we bound all the summands trivially and get
so that together with (4.1) we deduce
Next we look at G 2 . Here we first rewrite τ h (an; R) as
so that after expanding the square we are led to 
χ(n) .
If χ 1 and χ 2 are induced by the same primitive character, we use the trivial bound S (χ 1 χ 2 , y) ≤ y. Otherwise, the Pólya-Vinogradov bound applies and S (χ 1 χ 2 , y) ≪ τ (q 1 q 2 )R log R. Inserting these bounds, we eventually obtain
by our assumption R ≤ x 1 4 . This concludes the proof.
Comparison of main terms.
We begin by two technical lemmas related to the main terms that will appear later. Let X ≥ 1, and let f and v be two smooth functions which are both compactly supported inside R * + . We assume that supp f ⊂ [C 1 X, C 2 X], where C 1 and C 2 are some fixed constants, and that for some Ω ∈ (0, 1], we have
for all j ≥ 0. Furthermore, we define
denotes the Ramanujan sum.
Lemma 4.2. For
Proof. Recall the definition (2.1). By partial summation and the Pólya-Vinogradov inequality, we have
The condition (bm, q) = (h, q) in the sum on the right-hand side is equivalent to
Using Möbius inversion and our hypotheses on f and v, we can replace the m-sum by the corresponding integral and obtain
The main term on the right-hand side may be rewritten as
where H(x) = q≤x 1/q = log x + γ + O(x −1 ). This gives the claimed estimate.
Next, we define
where
Moreover, if χ mod D is primitive, we have
Using Gauß sums,
This last expression vanishes unless D(b, D
This yields our first claim. For the second, the computations are similar to the previous Lemma. If D > R, we get
2 by a simple computation from (4.4). If D ≤ R, the bound (4.5) applies to all the characters involved in the definition of τ h (bm; R), except all those which are induced by χ. We obtain
Similarly as above, the main term in the right-hand side can be rewritten
The χ-factors impose the conditions b • |h and (D, h/b • ) = 1. We rewrite the q-sum as
whence the claimed expression. 
The implied constants depend only on the function v and the constants ε, C 1 and C 2 .
Proof. Note that we can always assume bM ≍ X, since otherwise the sums in consideration are empty. Let f : (0, ∞) → [0, ∞) be a smooth weight function, which is compactly supported in supp f ⊂ [C 1 X/2, 2C 2 X], which has value f (ξ) = 1 for all ξ ∈ I, and whose derivatives satisfy
for some constant Ω ≤ 1. We can then encode the condition bm ∈ I by using the function f (ξ) via
so that it suffices to consider the smoothed sum on the right hand side. Assume first that χ is the trivial character. In [Top17b, Section 3] it is shown that
, where the main term M f,v (b, h; M ) is given by (4.2). By Lemma 4.2, we obtain
The estimate (4.6), in the case D = 1 and χ = 1, now follows from (4.7) with the choice Ω = bX − 2 3 . Now assume that χ is a primitive character modulo D, where D ≤ R and bD ≪ X 1−ε . We write
so that we can use our former result (4.8) to get 
The implied constant depends only on the constants ε, C 1 and C 2 , and the functions v 1 and v 2 .
Proof. Note that we can make the assumption b ≍ X M1M2 , as otherwise the sum in consideration is empty. Also, as in Lemma 4.4, we can exchange the original sum by its smoothed version,
with an error of the size of O ΩX 1+ε b −1 . Let χ 0 := χ 1 χ 2 . The results of [Top17b] cannot be quoted as a black box, however, the computations of [Top17a] on which they are based may be adapted with little change. We write
where D(a) is the defined as
and
The sum D(a) is now of the same shape as the sum (a, b) . The computations of Section 3 of [Top17a] can then be adapted with the following changes. In Section 3.1 of [Top17a] , the expressions Σ 0 AB and Σ ± AB have an additional factor χ 0 (au 2 /u * 2 ) in the summands. In the sums in the definition of R ± AB , p.159 ibid, the summand has to be multiplied by an additionnal factor χ 0 (c), and the altered relation
The rest of the argument of [Top17a] is adapted with the only change that the Kuznetsov formula is applied with nebentypus χχ 0 instead of χ. This has no effect on the error terms, since the bounds in Theorem 2.6 and Lemmas 2.7, 2.8 and 2.9 of [Top17a] are uniform with respect to the nebentypus.
By the bound (3.4) of [Top17a] , with b
, where m 2 denotes any integer such that m 2 · m 2 ≡ 1 mod D. We sum over a (mod D), exchange the aand m 2 -sums, and change variables a ← am 2 . We obtain 
, and two sequences (β n ), (γ n ) are given, under the conditions 1 ≤ R, |a| , |h| ≤ X δ , and
Proof. Recall that ∆ h (an; R) ≪ RX ε . In the left-hand side of (4.11), the contribution of those n such that (n, (ah)
Next, we have
Finally, we note that there are at most O(X 1/2+ε ) tuples (λ 1 , λ 2 , m, n) with λ 1 λ 2 mn ∈ I for which the expression aλ 1 λ 2 mn − h is a perfect square, and
where the notation u R (n; q) is defined in formula (5.1) of [Dra17] . Now, for each (λ 1 , λ 2 , λ 3 ), the sum
is of the same shape as in formula (5.6) of [Dra17] , with three differences:
(1) the quantity τ A (λ 1 )τ A (λ 2 ) has to be factored out for the condition (5.4) of [Dra17] to hold, (2) the sums over m and n must be restricted to dyadic intervals, which is done at the cost of an additionnal factor (log x) 2 , (3) the sums over m, n and q are not separated. The last point can be implemented by a standard argument (see e.g. page 720 of [Dra17] ), cutting the (m, n) sums into intervals of type [ 
. Assuming δ is small enough in terms of η, we obtain
We sum this over (λ 1 , λ 2 , λ 3 ) satisfying
which yields our claim by reinterpreting δ and B.
The case of rational parameters
Let χ 1 , . . . , χ T be distinct Dirichlet characters mod D, and the function f ∈ F τ Q D (A) be defined by
with b 1 , . . . , b T ∈ Q, which we write in the form
For notational convenience we also define
Our goal is to prove estimate (2.4) for the function f defined in (5.1). In fact, we will prove a result which is slightly more precise in term of uniformity in D and T . 
where δ > 0 is some absolute constant, and where B, C > 0 are constants which depend only on A and T .
The rest of this section is now concerned with proving Proposition 5.1.
Application of the combinatorial identity. Denote τ
The expression on the left hand side of (5.2) now reads
By Theorem 3.2 with K = 4 we can write τ χj bj (m j ) as
where (k ℓ,j ) 
so that the sum Ξ can be split as
Note that this last sum is in fact finite, since Ξ ℓ becomes empty if the coordinates of ℓ are large enough, namely if ℓ 1 , . . . , ℓ k ≫ log x. We will now estimate the sums Ξ ℓ in different ways, depending on the sizes of the supports of the variables m i .
5.2. Case I. First assume that ℓ has at least one coordinate, say ℓ 1 , satisfying 
. This leads to
where we have made use of the fact that
5.3. Case II. Next assume that ℓ has at least two non-zero coordinates, say ℓ 1 ≥ ℓ 2 ≥ 1. We can also assume that x 
, so that altogether we are led to
5.4. Case III. Finally, we need to consider the case, where ℓ has at most one non-zero coordinate, say ℓ 1 , for which we have M ℓ1 ≪ x 1 3 +η . We split the sum Ξ ℓ into two parts,
ℓ . We split this sum according to the value of
and write accordingly
After defining
and renaming n ← n 1 · · · n µ and m ← m 1 · · · m k n µ+1 · · · n k ′ , we can write Ξ
(1)
Note that γ n = 0 if n > x 1/4+η . Moreover, we can bound the quantities β m and γ n by
Hence we can apply Lemma 4.6 with A ← 2 r 1 + 8T , and we see that
where δ 1 , B 1 > 0 are certain constants which depend solely on η and A. Summing over µ, we deduce
The other sum Ξ (2) ℓ can be estimated similarly -the role of the variables n 1 , . . . , n k ′ is now played by the variables m 2 , . . . , m k . Eventually, we get
where δ 2 , B 2 > 0 are certain constants which again depend solely on η and A.
5.5. Conclusion. Grouping the different bounds (5.6), (5.7), (5.8) and (5.9), setting B := max(B 1 , B 2 ) and choosing δ > 0 small enough, we get
with the implicit constant depending only on A and T . This finally proves Proposition 5.1.
Interpolation to complex parameters
Let r 1 , . . . , r ϕ(D) be the residues mod D which are relatively prime to
we can also write
Our aim here is to show that the bound (2.4) holds for Σ f (I; a, h; R), for all f ∈ F ω D (A). By Lemma 2.5 this will imply Proposition 2.1.
Let χ 1 , . . . , χ ϕ(D) be the Dirichlet characters mod D, let Q be the unitary matrix 
By definition, both these polynomials have degree at most L in each variable. Furthermore, let
and note that b ∞ ≤ D 1 2 A. Using this notation, we can now write the sum Σ f (I; a, h; R) simply as
In order to have better control over the degree of P ∞ (Z), we cut off all the terms of degree larger than some fixed real number L ≥ 1. For a tuple ζ = (ζ 1 , . . . , ζ ϕ(D) ) satisfying |ζ j | ≤ AD 1 2 and any real number E ≥ 1, this leads to an error term of the following form,
The different factors can be estimated via [Ten15, Theorem II.6.1], and Lemma 4.1, and we get Obviously, all these numbers are bounded by |β ℓ | ≤ AD After adding all the terms we had cut off earlier, we are finally led to for 1 ≤ a, |h|, R ≤ x δ , which is exactly the statement we wanted to prove.
7. Proof of Theorems 1.2, 1.3, 1.4 and 1.6
In this section we want to deduce Theorem 1.2 from Proposition 2.1, and afterwards apply this result to the problems mentioned in the introduction. Before doing so, we first need to prove an auxiliary result, which is concerned with bounds on average for functions in F D (A) twisted by a Dirichlet character. 
Both the constant c and the implicit constant depend at most on A, B and D.
Proof. Let F χ (s) be the Dirichlet series associated to the function χ(n)f (n). By Lemma 2.4 we know that F χ (s) can be written as Using this zero-free region, the bound (7.1) follows using a standard contour integration argument; see e.g. [MV07, Section 11.3].
We now proceed to prove Theorem 1.2. We set R = (log x) L where L ≥ 1 is some constant which depends only on A, B and D, and which we will determine at the very end. Note that in any case we can assume x to be large enough so that D ≤ R is satisfied.
We start by splitting the sum D f (x; a, h) into two parts as follows,
While the first sum can be estimated by trivial means, we can use Proposition 2.1 to evaluate the second (after first dividing the range of summation into dyadic intervals). This eventually shows that there exists an absolute constant δ > 0, and a constant B depending only on A and D, such that, for all 1 ≤ a, |h| ≤ It remains to evaluate this last sum.
