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COUPLING OF DEFINITIZABLE OPERATORS IN KREI˘N
SPACES
VLADIMIR DERKACH AND CARSTEN TRUNK
Abstract. Indeﬁnite Sturm-Liouville operators deﬁned on R are often consid-
ered as a coupling of two semibounded symmetric operators deﬁned on R+ and
R−, respectively. In many situations, those two semibounded symmetric op-
erators have in a special sense good properties like a Hilbert space self-adjoint
extension.
In this paper we present an abstract approach to the coupling of two (deﬁni-
tizable) self-adjoint operators. We obtain a characterization for the deﬁniti-
zability and the regularity of the critical points. Finally we study a typical
class of indeﬁnite Sturm-Liouville problems on R.
1. Introduction
Let K be a Hilbert space with the inner product (·, ·) and let J be a linear
operator in K, such that J = J∗ = J−1. The space K endowed with the Hermitian
sesquilinear form [., .]K = (J ·, ·) is called a Kre˘ın space and is denoted by (K, [., .]K),
for details see [4, 10] or Section 2.1 below.
The Hermitian sesquilinear form [., .]K induces in an obvious way sign type spec-
trum for linear operators. E.g., a real isolated eigenvalue is of positive type if all
the corresponding eigenvectors are positive with respect to [., .]K. In the last two
decades this notion was frequently used in theoretical physics in connection with
PT -symmetric problems, we mention here only [8, 9, 13, 22, 41] and in the study
of PT -symmetric operators we refer to [2, 12, 43, 44].
A self-adjoint operatorA in a Kre˘ın space (K, [., .]K) is said to be deﬁnitizable [38],
if its resolvent set ρ(A) is nonempty and there exists a real polynomial p such that
p(A) is nonnegative in (K, [., .]K). If α1 < α2 < · · · < αN is the set of all real
zeros of p then there exists a spectral function E(Δ) of A, which is deﬁned on all
intervals Δ, such that the endpoints of Δ do not belong to the set {αj}Nj=1, E(Δ)
takes values in the set of orthogonal projections, commuting with A and E(Δ)
is monotone on each interval (αj , αj+1). These intervals are classiﬁed in [38] as
intervals of positive and negative type and the points αj which separate intervals of
diﬀerent types are called critical. A critical point α is called regular, if the operators
E(Δ) are uniformly bounded for all small Δ containing α, ortherwise it is called
singular. The set of critical points of A is denoted by c(A), the set of regular
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(singular) critical points of A is denoted by cr(A) (cs(A), respectively). The notion
of local deﬁnitizability of a self-adjoint operator A in a Kre˘ın space (K, [., .]K) was
introduced in [24, 25], see Section 3 below.
In the present paper the following problem is studied: The problem of the deﬁni-
tizability of the coupling A of two symmetric operators A+ and A− and the regu-
larity of its critical points. Remind the deﬁnition of the coupling from [42] adapted
to the case of Kre˘ın spaces. Let a Kre˘ın space (K, [., .]K) be the orthogonal sum
K = K+[+˙]K− of (K, [ · , · ]) of two Kre˘ın spaces (K+, [., .]K+) and (K−, [., .]K−), such
that the subspaces
D+ =
{
f ∈ K+∩ (domA) :Af ∈ K+
}
and D− =
{
f ∈ K−∩ (domA) :Af ∈ K−
}
are dense in K+ and K− and the restrictions
A+ = A|D+ and A− = A|D−
are symmetric operators with defect numbers (1, 1) in the Kre˘ın spaces (K+, [ · , · ]K)
and (K−, [ · , · ]K), respectively. The operator A is called a coupling of two symmetric
operators A+ and A−. The coupling A of two symmetric operators A+ and A−
is not uniquely deﬁned by the above deﬁnition. We will make this deﬁnition more
precise in Theorem 4.4 by using the boundary triple approach developed in [14, 33,
11, 21]. For diﬀerential operators with indeﬁnite weights the coupling method was
used in [29], and also in [31, 30, 34] to study the similarity problem and in [7] to
study deﬁnitizabilty.
The main result of the paper is Theorem 4.6 where conditions for regularity of
the critical point ∞ ∈ c(A) are found under the assumptions that the symmetric
operators A+ and A− admit deﬁnitizable and semibounded extensions A+,0 and
A−,0. The proof is based on the K. Veselic´ criterion of regularity [46] adapted to
the case of deﬁnitizable operators in [23]. In the case when A+ and A− are Hilbert
space symmetric operators similar results were obtained in [34] and [15].
Typically, such problems arises in the study of indeﬁnite Sturm-Liouville opera-
tors
(f)(t) :=
sgn t
w(t)
(
−
d
dt
(
df
r(t)dt
)
+ q(t)f(t)
)
for a.a. t ∈ R, (1.1)
where the coeﬃcients r, q and w are real functions on R satisfy the conditions
(C1) r, q, w ∈ L1loc(R) and r, w > 0 a.e. on R,
(C2) the expression  is in the limit point case at −∞ and at +∞.
(C3) minimal diﬀerential operators B± generated by ± in L2w(R±) is semi-
bounded from below.
The operator A generated by the diﬀerential expression (1.1) in the Kre˘ın space is
the coupling of two semibounded symmetric operators A± := ±B±. In Proposi-
tion 5.1 it is shown that the operator A is deﬁnitizable over a neighborhood of ∞
and conditions (4.18) for ∞ ∈ cs(A) are formulated in terms of the m-coeﬃcients
of the operators B±. In the case w ≡ 1 the conditions (4.18) are fulﬁlled automat-
ically, [15]. This fact was proved earlier by another method in [16].
1.1. Notations and preliminaries. By C+ we denote the set of all z ∈ C with
positive imaginary part and we set C := C ∪ {∞} and R := R ∪ {∞}.
A complex function m is called a Nevanlinna function if m is holomorphic at
least on C \R and satisﬁes the following two conditions
m(z) = m(z) and Imm(z) ≥ 0, for all z ∈ C+. (1.2)
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For facts on Nevanlinna functions we refer to [28] and [20, Chapter II].
All operators in this paper are closed densely deﬁned linear operators. For such
an operator T we use the common notation ρ(T ), dom(T ), ran(T ) and ker(T ) for
the resolvent set, the domain, the range and the null-space, respectively, of T . We
deﬁne the extended spectrum σ˜(A) of A by σ˜(A) := σ(A) if A is bounded and
σ˜(A) := σ(A) ∪ {∞} if A is unbounded and we set ρ˜(A) := C \ σ˜(A).
2. Definitizable operators in Kre˘ın spaces
2.1. Kre˘ın spaces. We recall standard notation and some basic results on Kre˘ın
spaces. For a complete exposition on the subject (and the proofs of the results
below) see the books by Azizov and Iokhvidov [4] and Bogna´r [10]. A vector space
K with a Hermitian sesquilinear form [., .]K is called a Kre˘ın space if there exists a
so-called fundamental decomposition
K = K+
.
+ K−,
which are orthogonal to each other with respect to [., .]K such that (K+, [., .]K)
and (K−,−[., .]K) are Hilbert spaces. Those two Hilbert spaces induce in a natural
way a Hilbert space inner product (., .) and, hence, a Hilbert space topology on the
Kre˘ın space K. Observe that the indeﬁnite metric [., .]K and the Hilbert space inner
product (., .) of K are related by means of a fundamental symmetry, i.e. a unitary
self-adjoint operator J which satisﬁes
(x, y) = [Jx, y]K for x, y ∈ K. (2.1)
If H and K are Kre˘ın spaces and T : H → K a bounded operator, the adjoint
operator T+ of T with respect to the Kre˘ın spaces H and K is deﬁned by
T+ := JHT
∗JK,
where JH and JK are the fundamental symmetries associated with H and K, re-
spectively; the operator T+ satisﬁes [Tx, y]K = [x, T
+y]K for all x ∈ H, y ∈ K. If A
is a densely deﬁned operator in K then the adjoint A+ of A with respect to [ · , · ]K
is deﬁned analogously. In fact, if J is a fundamental symmetry on
(
K, [ · , · ]K
)
and
(., .) is the corresponding Hilbert space inner product (2.1), then A+ = JA∗J . The
operator A+ satisﬁes
[Ax, y]K = [x,A
+y]K for all x ∈ dom(A), y ∈ dom(A
+).
In analogy with the deﬁnitions in Hilbert spaces, A is symmetric in
(
K, [ · , · ]K
)
if
A+ is an extension of A and A is self-adjoint in
(
K, [ · , · ]K
)
if A = A+.
A densely deﬁned operator A is called nonnegative in
(
K, [ · , · ]K
)
if [Af, f ]K ≥ 0
for all f ∈ dom(A). A nonnegative self-adjoint operator in a Kre˘ın space can have
an empty resolvent set; a speciﬁc example is given in [38, Section 1.2] and [10,
Example VII.1.5]. But if a nonnegative self-adjoint operator in a Kre˘ın space has
also nonempty resolvent set, then it has real spectrum only.
An operator A is called semibounded from below in the Kre˘ın spaces
(
K, [ · , · ]K
)
,
if there exists α ∈ R such that
[Af, f ]K ≥ α[f, f ]K, f ∈ dom(A).
4 VLADIMIR DERKACH AND CARSTEN TRUNK
2.2. Deﬁnitizable operators. In this section we recall some facts on deﬁnitizable
operators in Kre˘ın spaces. For an overview we refer to [39], see also [37]. For this
purpose it is convenient to introduce in Deﬁnition 2.1 below the notion of sign-type
spectra, cf. [5, 26, 36, 40].
Let A be a closed operator in a Kre˘ın space
(
K, [ · , · ]K
)
. A point λ0 ∈ C is said
to belong to the approximative point spectrum σap(A) of A if there exists a sequence
(xn) in dom(A) with ‖xn‖ = 1, n = 1, 2, . . . , and ‖(A − λ0)xn‖ → 0 if n → ∞.
For a self-adjoint operator A in
(
K, [ · , · ]K
)
all real spectral points of A belong to
σap(A) (see e.g. [10, Corollary VI.6.2]).
Deﬁnition 2.1. For a self-adjoint operator A in
(
K, [ · , · ]K
)
a point λ0 ∈ σ(A) is
called a spectral point of positive (negative) type of A if λ0 ∈ σap(A) and for every
sequence (xn) in dom(A) with ‖xn‖ = 1, n = 1, 2, . . ., and ‖(A − λ0)xn‖ → 0 for
n → ∞, we have
lim inf
n→∞
[xn, xn]K > 0 (resp. lim sup
n→∞
[xn, xn]K < 0).
The point ∞ is said to be a point of positive (negative) type of the extended
spectrum of A if A is unbounded and for every sequence (xn) in dom(A) with
limn→∞ ‖xn‖ = 0 and ‖Axn‖ = 1, n = 1, 2, . . ., we have
lim inf
n→∞
[Axn, Axn]K > 0 (resp. lim sup
n→∞
[Axn, Axn]K < 0).
We denote the set of all points of σ˜(A) of positive (negative) type by σ++(A)
(resp. σ−−(A)). In the following proposition we collect some properties. For a proof
we refer to [5].
Proposition 2.2. (i) The sets σ++(A) and σ−−(A) are contained in R.
(ii) The non-real spectrum of A cannot accumulate to σ++(A) ∪ σ−−(A).
(iii) The sets σ++(A) and σ−−(A) are relatively open in σ˜(A).
(iv) Let λ0 be a point of σ++(A) (σ−−(A), respectively). Then there exists an
open neighbourhood U in C of λ0 and a number M > 0 such that
‖(A− λ)−1‖ ≤
M
|Imλ|
for all λ ∈ U \ R.
We shall say that an open subset Δ of R is of positive type (negative type) with
respect to A if
Δ ∩ σ˜(A) ⊂ σ++(A) (resp. Δ ∩ σ˜(A) ⊂ σ−−(A)).
An open set Δ of R is called of deﬁnite type if Δ is of positive or negative type
with respect to A. If we relate Deﬁnition 2.1 to nonnegative operators in Kre˘ın
spaces (cf. Section 2.1) we obtain from the properties of the spectral function of a
nonnegative operator in a Kre˘ın space, see, e.g., [3, 4, 39], and [5, Proposition 25]
the following.
Proposition 2.3. Let A be a nonnegative operator with ρ(A) = ∅ in a Kre˘ın space(
K, [ · , · ]K
)
. Then c(A) ⊂ {0,∞} and
σ(A) ∩ (0,∞) ⊂ σ++(A) ⊂ R \ (−∞, 0), σ(A) ∩ (−∞, 0) ⊂ σ−−(A) ⊂ R \ (0,∞).
In particular, we have
c(A) = σ˜(A) \ (σ++(A) ∪ σ−−(A)). (2.2)
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A generalization of the class of nonnegative operators in Kre˘ın spaces is given
by the class of deﬁnitizable operators. Recall, that a self-adjoint operator A in
a Kre˘ın space
(
K, [ · , · ]K
)
is called deﬁnitizable if ρ(A) = ∅ and if there exists a
rational function p = 0 having poles only in ρ(A) such that [p(A)x, x]K ≥ 0 for all
x ∈ K. Such a function p is called deﬁnitizing function for A. Then the spectrum
of A is real or its non–real part consists of a ﬁnite number of points. Inspired by
Proposition 2.3 we introduce the set of critical points of a deﬁnitizable operator A
via
c(A) := σ˜(A) \ (σ++(A) ∪ σ−−(A)). (2.3)
It is known (cf. [39]) that c(A) is contained in {t ∈ R : p(t) = 0} ∪ {∞}.
For the deﬁnitizable operator A the spectral function E(Δ) can be introduced
for every interval Δ such that the endpoints of Δ belong to intervals of deﬁnite
type, see [39], [25]. We mention only that E(Δ) is deﬁned and is a self-adjoint
projection in (K, [·, ·]K) for every such interval. Moreover,(
E(Δ)K, [ · , · ]K
)
is a Hilbert space whenever Δ ⊂ {t ∈ R : p(t) > 0}. (2.4)
If a critical point α is the endpoint of two intervals (λ1, α) and (α, λ2) of deﬁnite type
then the sequences E
(
[λ1, t]
)
and E
(
[t, λ2]
)
are monotone in (λ1, α) and (α, λ2),
resp. The point α is called a regular critical point of A, if the limits
lim
t↑α
E
(
[λ1, t]
)
and lim
t↓α
E
(
[t, λ2]
)
(2.5)
exist in the strong operator topology. A critical point of A which is not regular
is called singular critical point of A. The set of all singular critical points of A is
denoted by cs(A).
In Subsection 4.2 we essentially use the following resolvent criterion of K. Veselic´
[46] for∞ ∈ cs(A). We state a special case of this criterion as it has appeared in [23,
Corollary 1.6].
Theorem 2.4. Let A be a deﬁnitizable self-adjoint operator in a Kre˘ın space
(K, [ · , · ]). Then:
(a) ∞ ∈ cs(A) if and only if there is η0 > 0, such that the set of numbers∫ η
η0
Re [(A− iy)−1f, f ]Kdy (η ∈ (η0,∞))
is bounded for every f ∈ K.
(b) Let ξ0 ∈ R. Then ξ0 ∈ cs(A) and ker(A − ξ0) = ker(A− ξ0)2 if and only if
there is η0 > 0, such that the set of numbers∫ η0
η
Re [(A− ξ0 − iy)
−1f, f ]Kdy (η ∈ (0, η0))
is bounded for every f ∈ K.
A characterization of deﬁnitizable operators via their sign-type spectrum to-
gether with some growth conditions for the resolvent is provided by the following
theorem. Its proof follows from [26, Deﬁnition 4.4 and Theorem 4.7]).
Theorem 2.5. Let A be a self-adjoint operator in the Kre˘ın space
(
K, [ · , · ]K
)
.
Then A is deﬁnitizable if and only if the following holds.
(i) The non-real spectrum σ(A) \ R consists of isolated points which are poles
of the resolvent of A, and no point of R is an accumulation point of the
non-real spectrum σ(A) \ R of A.
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(ii) There is an open neighbourhood U of R in C and numbers m ≥ 1, M > 0
with
‖(A− λ)−1‖ ≤ M(|λ|+ 1)2m−2|Imλ|−m for all λ ∈ U \ R.
(iii) Every point λ ∈ R has an open connected neighbourhood Iλ in R such that
both components of Iλ \ {λ} are of deﬁnite type with respect to A.
3. Locally definitizable operators and their direct sum
3.1. Locally deﬁnitizable operators in Kre˘ın spaces. In view of Theorem 2.5
it is natural to introduce a local version of deﬁnitizability which will play an im-
portant role in the following. The next notion is due to P. Jonas, see [24, 25], we
mention also the overview in [45].
Deﬁnition 3.1. Let Ω be a domain in C which is symmetric with respect to R such
that Ω ∩R = ∅ and the intersections with the open upper and lower half-plane are
simply connected. Let A be a self-adjoint operator in the Kre˘ın space (K, [ · , · ]K).
The operator A is called deﬁnitizable over Ω if the following holds.
(i) The non-real spectrum in Ω, i.e. σ(A) ∩ (Ω \R), consists of isolated points
which are poles of the resolvent of A, and no point of Ω ∩R is an accumu-
lation point of the non-real spectrum σ(A) \ R of A.
(ii) For every closed subset Δ of Ω ∩ R there exist an open neighborhood U of
Δ in C and numbers m ≥ 1, M > 0 such that
‖(A− λ)−1‖ ≤ M(|λ|+ 1)2m−2|Im λ|−m for all λ ∈ U \ R.
(iii) Every point λ ∈ Ω ∩ R has an open connected neighborhood Iλ in R such
that both components of Iλ \ {λ} are of deﬁnite type with respect to A.
Let A be deﬁnitizable over Ω. Similar as in (2.3) we call a point t ∈ Ω ∩ R a
critical point of the operator A if there is no open subset Δ of deﬁnite type with
t ∈ Δ. The set of critical points of A is denoted by c(A). Similar as in Section 2.1
critical points admit a classiﬁcation into singular and regular critical points: If for
some λ ∈ c(A) \ {∞} the limits analogous to (2.5) exist, then λ is called a regular
critical point of A. If ∞ is a critical point of A and the limits (2.5) exist in the
strong operator topology for some λ1, λ2 ∈ R\ {0}, then ∞ is called regular critical
point of A. A critical point of A which is not regular is called singular critical point
of A. The set of all singular critical points of A is denoted by cs(A).
Theorem 2.4 has a counterpart for locally deﬁnitizable operators: LetA be deﬁni-
tizable over a neighbourhood Ω of ∞. Then A admits an orthogonal decomposition
into two operators: a deﬁnitizable one with spectrum in Δ and a self-adjoint one
with spectrum outside Δ, where Δ(⊂ Ω) is a neighbourhood of ∞, for details we
refer to [26, Theorem 4.8]. Then the following theorem follows easily from this
decomposition and Theorem 2.4.
Theorem 3.2. Let a self-adjoint operator A in a Kre˘ın space (K, [ · , · ]) be locally
deﬁnitizable over a neighborhood Ω of ∞. Then ∞ ∈ cs(A) if and only if there is
η0 > 0, such that the set of numbers∫ η
η0
Re [(A− iy)−1f, f ]Kdy (η ∈ (η0,∞))
is bounded for every f ∈ K.
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Similarly, if ξ0 ∈ R and A is locally deﬁnitizable over a neighborhood Ω of ξ0,
then ξ0 ∈ cs(A) and ker(A− ξ0) = ker(A− ξ0)2 if and only if there is η0 > 0, such
that the set of numbers∫ η0
η
Re [(A− ξ0 − iy)
−1f, f ]Kdy (η ∈ (0, η0))
is bounded for every f ∈ K.
Roughly speaking, the property of an operator to be deﬁnitizable or to be locally
deﬁnitizable is stable under ﬁnite rank perturbations. This is made more precise in
the following theorem which is taken from J. Behrndt [6, Theorem 2.2].
Theorem 3.3. Let A0 and A1 be self-adjoint operators in a Kre˘ın space (K, [ · , · ]K)
with ρ(A0)∩ρ(A1) = ∅ and assume that for some λ0 ∈ ρ(A0)∩ρ(A1) the diﬀerence
(A0 − λ0)
−1 − (A1 − λ0)
−1
is a ﬁnite rank operator. Then A0 is deﬁnitizable over Ω if and only if A1 is
deﬁnitizable over Ω.
Moreover, if A0 is deﬁnitizable over Ω and δ ⊂ Ω ∩ R is an open interval with
endpoint μ ∈ Ω ∩ R and the spectral points of A0 in δ are only of positive type
(negative type), then there exists an open interval δ′, δ′ ⊂ δ, with endpoint μ
such that the spectral points of A1 in δ
′ are only of positive type (negative type,
respectively).
Theorem 3.3 also holds for deﬁnitizable operators as the class of deﬁnitizable
operators over C coincides with the class of deﬁnitizable operators ([26, Theorem
4.7]). For deﬁnitizable operators this fact is already contained in [27].
3.2. Local deﬁnitizability of the direct sum of two operators. In this section
we characterize the deﬁnitizability of an operator which is the direct sum of two
deﬁnitizable operators. For this we provide the following deﬁnition.
Deﬁnition 3.4. We shall say that the sets S1 and S2, S1, S2 ⊂ R, are separated
by a ﬁnite number of points if there exists a ﬁnite ordered set {αj}Nj=1, N ∈ N,
−∞ = α0 < α1 ≤ · · · ≤ αN < αN+1 = +∞,
such that one of the sets Sj , j = 1, 2, is a subset of
⋃
k is even
[αk, αk+1] and the other
one is a subset of
⋃
k is odd
[αk, αk+1]. Here we agree that 0 is even, [α0, α1] stands
for (−∞, α1] ∪ {∞} and [αN , αN+1] for [αN ,∞) ∪ {∞}.
The following theorem can be considered as a reﬁnement of [32, Theorem 3.6].
Theorem 3.5. Consider two operators A and B where A is self-adjoint in the
Kre˘ın space
(
K+, [ · , · ]K+
)
and B in
(
K−, [ · , · ]K−
)
. Let the direct sum of the two
Kre˘ın spaces
K = K+[+]K−
be endowed with the natural inner product
[f, g]K := [P+f, P+g]K+ + [P−f, P−g]K− (f, g ∈ K), (3.1)
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where P± are the orthogonal projections onto K±. Then the sum of the operators
A[+]B is self-adjoint in the direct sum of the Kre˘ın spaces K with the natural inner
product from (3.1). Set
S+ := σ++(A) ∪ σ++(B) and S− := σ−−(A) ∪ σ−−(B).
Then A[+]B is deﬁnitizable if and only if the operators A and B are deﬁnitizable
and S+ and S− are separated by a ﬁnite number of points.
Proof. The non-real-spectrum of A[+]B coincides with the union of the non-real
spectra of A and of B. Therefore, if A[+]B is deﬁnitizable, then item (i) of Theorem
2.5 holds for A and for B. Conversely, if A and B are both deﬁnitizable, then (i) of
Theorem 2.5 holds for A[+]B. Therefore, it is no restriction to assume that A[+]B,
A, and B have real spectrum only.
If A[+]B is deﬁnitizable, then by the deﬁnition of the inner product in K =
K+[+]K− a deﬁnitizing function p for A[+]B is also a deﬁnitizing function for A
and for B. From (2.4) we deduce
{t ∈ R : p(t) > 0} ⊂ σ++(A) ∪ ρ(A), {t ∈ R : p(t) < 0} ⊂ σ−−(A) ∪ ρ(A),
{t ∈ R : p(t) > 0} ⊂ σ++(B) ∪ ρ(B), {t ∈ R : p(t) < 0} ⊂ σ−−(B) ∪ ρ(B),
and, hence, the zeros of p are the points separating S+ and S−, cf. Deﬁnition 3.4.
It remains to prove the converse. Assume that S+ and S− are separated by the
points {α0, . . . , αN+1}, cf. Deﬁnition 3.4, then we have
S+ ∩ S− ⊂ {α0, . . . , αN+1}.
Note that S+ and c(A) may have an non-empty intersection (and the same applies
to S+ ∩ c(B), S− ∩ c(A), and S− ∩ c(B)). Indeed, let λ ∈ σ++(B) (and, hence,
λ ∈ S+) such that λ is an isolated spectral point of A which belongs to c(A). Then
λ ∈ S+ ∩ c(A) and, moreover as λ /∈ S−, we have in addition λ /∈ {α0, . . . , αN+1}.
We deﬁne
Λ := {α0, . . . , αN+1} ∪ c(A) ∪ c(B)
and for λ ∈ S+ \ Λ the following statements are true.
(i) λ ∈ σ++(A) ∪ σ++(B) (as λ ∈ S+),
(ii) λ /∈ σ−−(A) ∪ σ−−(B) (as λ /∈ S−),
(iii) λ /∈ c(A) ∪ c(B) (as λ /∈ Λ).
Thus, by (2.2) applied to both A and B, we obtain
λ ∈ σ++(A) ∪ ρ˜(A) and λ ∈ σ++(B) ∪ ρ˜(B).
This implies
λ ∈ σ++(A[+]B)
and we obtain
S+ \ Λ ⊂ σ++(A[+]B) (3.2)
and with similar arguments,
S− \ Λ ⊂ σ−−(A[+]B). (3.3)
From (2.2) we conclude
σ˜(A[+]B) = σ˜(A) ∪ σ˜(B)
= σ++(A) ∪ c(A) ∪ σ−−(A) ∪ σ++(B) ∪ c(B) ∪ σ−−(B)
= S+ ∪ c(A) ∪ c(B) ∪ S− ⊂ S+ ∪ S− ∪ Λ.
(3.4)
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Obviously, for the operator A[+]B the statements (i) and (ii) from Theorem 2.5 are
satisﬁed as A and B are deﬁnitizable operators. It remains to show (iii). Clearly,
for λ ∈ C \ σ˜(A[+]B) (iii) in Theorem 2.5 is satisﬁed. Let λ ∈ σ˜(A[+]B). If
λ ∈ (S+ ∪ S−) \ Λ we deduce from (3.2) and (3.3) that either λ ∈ σ++(A[+]B) or
λ ∈ σ−−(A[+]B). As the sets σ++(A[+]B) and σ−−(A[+]B) are relatively open in
σ˜(A[+]B) (cf. Proposition 2.2), (iii) follows. By (3.4), it remains to consider λ ∈ Λ.
For λ ∈ {α0, . . . , αN+1} (iii) follows from (3.2) and (3.3). Therefore, consider
λ ∈ c(A)∪c(B). It is suﬃcient to consider λ ∈ c(A)\{α0, . . . , αN+1}. It follows from
the deﬁnition of the points {α0, . . . , αN+1} and the fact that λ /∈ {α0, . . . , αN+1}
that there exists open connected neighbourhoods Iλ, Jλ in R of λ with
(Iλ \ {λ}) ∩ σ˜(A) ⊂ σ++(A) and (Jλ \ {λ}) ∩ σ˜(B) ⊂ σ++(B)
or
(Iλ \ {λ}) ∩ σ˜(A) ⊂ σ−−(A) and (Jλ \ {λ}) ∩ σ˜(B) ⊂ σ−−(B).
This shows (Iλ∩Jλ \{λ})∩ σ˜(A[+]B) is a subset of σ++(A[+]B) or of σ−−(A[+]B)
and (iii) follows.

Corollary 3.6. Let A+ and A− be self-adjoint and semibounded from below in the
Kre˘ın spaces
(
K+, [ · , · ]K+
)
and
(
K−, [ · , · ]K−
)
, respectively,
[A±f±, f±]K± ≥ α±[f±, f±]K± , f± ∈ dom(A±) (3.5)
for some α± ∈ R. Let ρ(A+) = ∅, ρ(A−) = ∅. Then their direct sum A+[+]A− is
deﬁnitizable over
Ω := C \ [min{α+, α−},max{α+, α−}] (3.6)
in the direct sum of the Kre˘ın spaces K = K+[+]K−. In particular, A+[+]A− is
deﬁnitizable if and only if the sets S+ and S− from Theorem 3.5 are separated by
a ﬁnite number of points.
This is fulﬁlled in the following special cases.
(i) α− = α+.
(ii) α− < α+ and either σ(A+) ∩ (α−, α+) is ﬁnite or σ(A−) ∩ (α−, α+) is
ﬁnite.
(iii) α+ < α− and either σ(A+) ∩ (α+, α−) is ﬁnite or σ(A−) ∩ (α+, α−) is
ﬁnite.
Proof. The assumptions on A± imply that A+ −α+ and A− −α− are nonnegative
operators and, hence, A± are deﬁnitizable operators. Then, with Proposition 2.3
we see that
(α±,∞) ∩ σ(A±) ⊂ σ++(A±) and (−∞, α±) ∩ σ(A±) ⊂ σ−−(A±) (3.7)
and properties (i)–(iii) from Deﬁnition 3.1 for the operator A+[+]A− and Ω as in
(3.6) are easily shown, cf. Proposition 2.2. Therefore, A+[+]A− is deﬁnitizable over
Ω.
The statements on the deﬁnitizability of the operator A+[+]A− now follow di-
rectly from (3.7) and Theorem 3.5. 
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4. Coupling of definitizable operators in Kre˘ın spaces
4.1. Boundary triples and Weyl functions of symmetric operators. Start-
ing from this section we will denote by A a closed densely deﬁned symmetric op-
erator in a Kre˘ın space
(
K, [ · , · ]K
)
. Let ρ̂(A) denotes the set of points of regular
type of A, see [1] and let Nz denote the defect subspace of the operator A
Nz := H ran(A− z¯) = ker(A
+ − z), z ∈ ρ̂(A).
In what follows we assume that the operator A admits a self-adjoint extension A˜
in
(
K, [ · , · ]K
)
with a nonempty resolvent set ρ(A˜). Then for all z ∈ ρ(A˜) we have
dom(A+) = dom(A˜)Nz direct sum in H. (4.1)
This implies, in particular, that the dimension dim(Nz) is constant for all z ∈ ρ(A˜).
Deﬁnition 4.1. Let Γ0 and Γ1 be linear mappings from dom(A
+) to Cd such that
(i) the mapping Γ : f → {Γ0f,Γ1f} from dom(A+) to C2d is surjective;
(ii) the abstract Green’s identity
[A+f, g]K − [f,A
+g]K = (Γ0g)
∗(Γ1f) − (Γ1g)
∗(Γ0f) (4.2)
holds for all f , g ∈ dom(A+).
Then the triplet Π = {Cd,Γ0,Γ1 } is said to be a boundary triple for A+, see
[21, 17, 18, Sect.3.1.4] for much more general setting.
It follows from (4.2) that the extensions A0, A1 of A deﬁned as restrictions of
A+ to the domains
dom(A0) := ker(Γ0) and dom(A1) := ker(Γ1) (4.3)
are self-adjoint extensions of A.
If A has a self-adjoint extension, lets say A˜, with ρ(A˜) = ∅, then the operator
A+ admits a boundary triple with d = dimNz, such that A0 = A˜ and d = dimNz
(z ∈ ρ(A0)). In this case for every z ∈ ρ(A0) the decomposition (4.1) holds with
A˜ = A0 and the mapping Γ0|Nz is invertible for every z ∈ ρ(A0). Therefore, the
operator-function
γ(z) := (Γ0|Nz)
−1 (4.4)
is well deﬁned and takes values in B(Cd,Nz). The operator-function γ(z) is called
the γ−ﬁeld of A, associated with the boundary triple Π. Notice, that γ(z) satisﬁes
the equality
γ(z) = (A0 − z0)(A0 − z)
−1γ(z0) (z, z0 ∈ ρ(A0)).
Deﬁnition 4.2. The matrix valued function M : ρ(A0) → C
d×d is deﬁned by the
equality
M(z)Γ0fz = Γ1fz, fz ∈ Nz, z ∈ ρ(A0). (4.5)
The matrix valued function M is called the Weyl function of A corresponding to
the boundary triplet Π = {Cd,Γ0,Γ1}.
Clearly,
M(z) = Γ1γ(z), z ∈ ρ(A0), (4.6)
and henceM(z) is well deﬁned and takes values in Cd×d. It follows from the identity
that the Weyl function M(λ) satisﬁes the identities
M(z)−M(w)∗ = (z − w¯)γ(w)+γ(z), z, w ∈ ρ(A0). (4.7)
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With w = z¯ the identity (4.7) yields that the Weyl function M satisﬁes the sym-
metry condition
M(z¯)∗ = M(z) for all z ∈ ρ(A0). (4.8)
The identity (4.7) was used in [35] as a deﬁnition of the Q-function. In the case
when
(
K, [ · , · ]K
)
is a Hilbert space it follows from (4.7) and (4.8) that M is a
Nevanlinna function; cf. (1.2).
In what follows the function
f̂(z) := [f, γ(z¯)]K (f ∈ K, z ∈ ρ(A0))
is called the generalized Fourier transform of f associated with the boundary triplet
{C,Γ0,Γ1}. A motivation for this name is hidden in the fact, that the mapping
f → f̂ is a unitary mapping from K to a reproducing kernel Kre˘ın space with the
kernel M(z)−M(w¯)z−w¯ (see [15] for the Hilbert space case).
Proposition 4.3. [35, 17, 18] Let A1 be the self-adjoint extension of A with the
domain deﬁned in (4.3) and let d = 1. For every z ∈ ρ(A0) the following equivalence
hold:
z ∈ ρ(A1) ⇐⇒ M(z) = 0
and the resolvent of A1 can be found by the formula
(A1 − z)
−1f = (A0 − z)
−1f −
f̂(z)
M(z)
γ(z)
for all f ∈ H and all z ∈ ρ(A0) ∩ ρ(A1).
4.2. Construction of the coupling of two self-adjoint operators in a Kre˘ın
space. In this section we consider two Kre˘ın spaces
(
K+, [ · , · ]K+
)
and
(
K−, [ · , · ]K−
)
.
Let their direct sum
K = K+[+]K−
be endowed with the natural inner product (3.1). Consider two closed symmetric
densely deﬁned operators A+ and A− with defect numbers (1, 1) acting in the Kre˘ın
spaces
(
K+, [ · , · ]K+
)
and
(
K−, [ · , · ]K−
)
. Let
(
C,Γ±0 ,Γ
±
1
)
be a boundary triple for
A+±. Let M± be the corresponding Weyl function and γA± the γ-ﬁeld. By A±,0 we
denote the self-adjoint extension of A± which is deﬁned on
dom(A±,0) = ker(Γ
±
0 ) by A±,0 = A
+
±|ker(Γ±
0
).
and assume that ρ(A+,0) ∩ ρ(A−,0) = ∅. Then the functions M± are deﬁned and
holomorphic on ρ(A±,0).
The following theorem is the indeﬁnite version of a result from [19], (see also [15]).
Theorem 4.4. Under the general assumptions of this subsection we have:
(a) The linear operator A deﬁned as the restriction of A++[+]A
+
− to the domain
dom(A) =
{(
f+
f−
)
:
Γ+0 (f+) = Γ
−
0 (f−) = 0,
Γ+1 (f+) + Γ
−
1 (f−) = 0,
f± ∈ dom(A
+
±)
}
(4.9)
is closed, densely deﬁned and symmetric with defect numbers (1, 1) in the
Kre˘ın space K.
(b) The adjoint A+ of A is the restriction of A++[+]A
+
− to the domain
dom(A+) =
{(
f+
f−
)
: Γ+0 (f+)− Γ
−
0 (f−) = 0, f± ∈ dom(A
+
±)
}
. (4.10)
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(c) A boundary triple
(
C,Γ0,Γ1
)
for A+ is given by
Γ0f = Γ
+
0 f+, Γ1f = Γ
+
1 f+ + Γ
−
1 f−, f =
(
f+
f−
)
∈ dom(A+). (4.11)
(d) The Weyl function M(z) and the γ-ﬁeld of A relative to the boundary triple(
C,Γ0,Γ1
)
are given by
M(z) = M+(z) +M−(z), γ(z) =
(
γA+(z)
γA−(z)
)
z ∈ C \ R. (4.12)
(e) The self-adjoint extension A1 of A such that dom(A1) = ker(Γ1) coincides
with the restriction of A++[+]A
+
− to the domain
dom(A1) =
{(
f+
f−
)
:
Γ+0 (f+)− Γ
−
0 (f−) = 0,
Γ+1 (f+) + Γ
−
1 (f−) = 0,
f± ∈ dom(A
+
±)
}
, (4.13)
and is called a coupling of A+ and A− relative to the boundary triples(
C,Γ+0 ,Γ
+
1
)
and
(
C,Γ−0 ,Γ
−
1
)
.
(f) The self-adjoint extension A0 of A coincides with the direct sum A+,0[+]A−,0
and ρ(A 0) = ρ(A+,0) ∩ ρ(A−,0) = ∅.
(g) The resolvent set ρ(A1) is nonempty if and only if
M+ +M− ≡ 0.
For every z ∈ ρ(A1) ∩ ρ(A0) and f =
(
f+
f−
)
∈ K = K+[+]K− the
resolvent of A1 is given by
(
A1 − z
)−1
f =
(
A0 − z
)−1
f −
f̂A+(z) + f̂A−(z)
M+(z) +M−(z)
γ(z), (4.14)
where
f̂A+(z) := [f+, γA+(z¯)]K+ , f̂A−(z) := [f−, γA−(z¯)]K− . (4.15)
Proof. (a)–(c) Since
(
C,Γ±0 ,Γ
±
1
)
is a boundary triple for A+± it follows from (4.2)
that for all f± ∈ dom(A
+
±)
[A++f+, g+]K+ − [f+, A
+
+g+]K− + [A
+
−f−, g−]K− − [f−, A
+
−g−]K−
= (Γ+0 g+)(Γ
+
1 f+) − (Γ
+
1 g+)(Γ
+
0 f+)
+ (Γ−0 g−)(Γ
−
1 f−)− (Γ
−
1 g−)(Γ
−
0 f−).
(4.16)
Denote by T the restriction of A++[+]A
+
− to the set of the right hand side of
(4.10). If f =
(
f+
f−
)
, g =
(
g+
g−
)
∈ dom(T ) then
Γ+0 f+ = Γ
−
0 f− and Γ
+
0 g+ = Γ
−
0 g−
and hence one obtains from (4.16)
[Tf, g]K − [f, T g]K = Γ
+
0 g+(Γ
+
1 f+ + Γ
−
1 f−) − (Γ
+
1 g+ + Γ
−
1 g−)Γ
+
0 f+. (4.17)
Now it follows from (4.17) that A is a closed, densely deﬁned and symmetric oper-
ator in the Kre˘ın space K, T = A+ and a boundary triple for A+ can be chosen in
the form (4.11).
(d) The formulas for M and γ are implied by (4.11), (4.4) and (4.5).
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(e)&(f) As
(
C,Γ0,Γ1
)
is a boundary triple for A+, the extension A1 with
dom(A1) = ker(Γ1) is a restriction of A
+
+[+]A
+
−. The formula (4.13) for the domain
follows from A1 ⊂ A+ (see (4.10)) and dom(A1) = ker(Γ1). The statement (f) is
immediate from (4.10) and (4.11).
(g) The statement (g) is implied by (4.12) and Proposition 4.3. 
Remark 4.5. The construction in Theorem 4.4 shows that the coupling of two self-
adjoint operators A+,0 and A−,0 is not uniquely deﬁned. Namely, let alongside with
the boundary triple Π− = {C,Γ−0 ,Γ
−
1 } another boundary triple Π˜
− = {C, Γ˜−0 , Γ˜
−
1 }
be deﬁned by
Γ˜−0 = cΓ
−
0 , Γ˜
−
1 = c¯
−1Γ−1
for some non-zero c ∈ C, c = 1. Then the extension A˜1 deﬁned as the restriction
of A++[+]A
+
− to the domain
dom(A˜1) =
{(
f+
f−
)
:
Γ+0 (f+)− cΓ
−
0 (f−) = 0,
Γ+1 (f+) + c¯
−1Γ−1 (f−) = 0,
f± ∈ dom(A
+
±)
}
is also a coupling of A− and A+ with A˜1 = A1.
However, when the boundary triples {C,Γ±0 ,Γ
±
1 } are ﬁxed then the coupling A1
of the operators A± is uniquely deﬁned by the formula (4.13) and is called the
coupling of the operators A±,0 relative to the boundary triples {C,Γ
±
0 ,Γ
±
1 }.
Let us suppose that the operators A±,0 are semibounded from below, that is
there exists α± ∈ R such that (3.5) holds. Then the results of Section 3.2 allow
to show that the coupling A1 of the operators A+,0 and A−,0 is at least locally
deﬁnitizable in a neighborhood of ∞. In the next theorem suﬃcient conditions for
regularity of the critical point ∞ are given.
Theorem 4.6. Under the general assumptions of this subsection assume that the
operators A±,0, the γ−ﬁelds γ± and the Weyl functions M± satisfy the following
assumptions:
(A1) The operators A±,0 are semibounded from below, ρ(A±,0) = ∅, and
∞ ∈ cs(A±,0).
(A2) (w(z) :=)|M+(z) +M−(z)| ≡ 0 on ρ(A+,0) ∩ ρ(A−,0).
(A3) There is y1 > 0, such that for all fA± ∈ K±∫ ∞
y1
|f̂A±(iy)|
2
w(iy)
dy < ∞,
∫ ∞
y1
|f̂A±(−iy)|
2
w(iy)
dy < ∞. (4.18)
where the generalized Fourier transforms f̂A+ and f̂A− are deﬁned by (4.15).
Then the coupling A1 of the operators A+,0 and A−,0 is deﬁnitizable over Ω, where
Ω is as in (3.6). Moreover, we have
∞ ∈ cs(A1).
Proof. By Corollary 3.6 the operator A0 = A+,0[+]A−,0 is deﬁnitizable over Ω. In
view of Theorem 4.4 the assumption (A2) yields ρ(A1) = ∅. Since the operator A1
is a two-dimensional perturbation of A0, by Theorem 3.3, the operator A1 is also
deﬁnitizable over Ω.
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Clearly, ∞ ∈ cs(A0) and it follows from Theorem 3.2 that there is y2 > y1 > 0,
such that ∫ ∞
y2
|Re [(A0 − iy)
−1f, f ]K|dy < ∞ for all f ∈ K.
Let us set
A(f, iy) :=
(f̂A+(iy) + f̂A−(iy))(f̂A+(iy) + f̂A−(iy))
M+(iy) +M−(iy)
. (4.19)
We show ∫ ∞
y2
|A(f, iy)|dy < ∞ for all f ∈ K.
It follows from (A3) that for every fA± ∈ K±∫ ∞
y2
∣∣∣f̂A±(iy)f̂A±(−iy)∣∣∣ dyw(iy)
≤
(∫ ∞
y2
∣∣∣f̂A±(iy)∣∣∣2 dyw(iy)
)1/2(∫ ∞
y2
∣∣∣f̂A±(−iy)∣∣∣2 dyw(iy)
)1/2
< ∞.
(4.20)
Similarly, one obtains for all fA± ∈ K±∫ ∞
y2
∣∣∣f̂A+(iy)f̂A−(−iy)∣∣∣ dyw(iy) < ∞. (4.21)
Combining (4.20) and (4.21) one obtains from (4.19) for all f ∈ K∫ ∞
y2
|A(f, iy)|dy =
∫ ∞
y2
∣∣∣∣∣ (f̂A+(iy) + f̂A−(iy))(f̂A+(−iy) + f̂A−(−iy))M+(iy) +M−(iy)
∣∣∣∣∣ dy < ∞.
Now the statement ∞ ∈ cs(A1) is implied by Theorem 2.4 and (4.14). 
Theorem 4.7. Under the assumptions of this subsection we assume that the op-
erators A±,0, the γ−ﬁelds γ± and the Weyl functions M± satisfy the following
assumptions:
(A1 ′) The operators A±,0 are semibounded from below, ρ(A±,0) = ∅, one of the
conditions (i), (ii) or (iii) of Corollary 3.6 holds, and α := min{α−, α+}
satisﬁes
α ∈ cs(A±,0).
(A2 ′) (w(z) :=)|M+(z) +M−(z)| ≡ 0 on ρ(A+,0) ∩ ρ(A−,0).
(A3 ′) There is y1 > 0, such that for all fA± ∈ K±∫ y1
0
|f̂A±(α+ iy)|
2
w(α + iy)
dy < ∞,
∫ y1
0
|f̂A±(α− iy)|
2
w(α + iy)
dy < ∞.
Then the coupling A1 of the operators A+,0 and A−,0 is a deﬁnitizable operator and
α ∈ cs(A).
Proof. In view of Corollary 3.6 the operator A0 := A+,0[]A−,0 is deﬁnitizable. By
Theorem 4.4 the assumption (A2′) implies ρ(A!) = ∅. Then by [27] the operator
A1 is also deﬁnitizable.
By the assumption (A1′) α ∈ cs(A±,0) and hence α ∈ cs(A0). Since by Theo-
rem 2.4 there is y2 ∈ (0, y1), such that∫ y2
0
|Re [(A0 − α− iy)
−1f, f ]K|dy < ∞ for all f ∈ K.
COUPLING OF DEFINITIZABLE OPERATORS 15
it remains to show that∫ y2
0
|A(f, α+ iy)|dy < ∞ for all f ∈ K,
where A is deﬁned as in (4.19). The proof of this inequality is similar to that in
Theorem 4.6 and is based on the assumption (A3′). 
5. Application to Sturm-Liouville operators with indefinite weights
Consider the diﬀerential expression
(f)(t) :=
sgn t
w(t)
(
−
d
dt
(
df
r(t)dt
)
+ q(t)f(t)
)
for a.a. t ∈ R, (5.1)
where the coeﬃcients r, q and w are real functions on R satisfying the conditions:
(C1) r, q, w ∈ L1loc(R) and r, w > 0 a.e. on R,
(C2) the expression  is in the limit point case at −∞ and at +∞.
Let H± = L2w(R±) be the standard weighted L
2-space with the positive deﬁnite
inner product
(f, g)± =
∫
R±
f(t)g(t)w(t)dt (f, g ∈ L2w(R±)).
Consider minimal diﬀerential operators B± generated by ± in L2w±(R±), here w±
denotes the restriction of w to R±. Since we assume that  is in the limit point
case at ±∞, the operator B± is a densely deﬁned symmetric operator with defect
numbers (1, 1) in the Hilbert space L2w±(R±) and
dom(B∗±) =
{
f ∈ L2w±(R±) : f, (r
−1f ′ ∈ ACloc[0,±∞), (f) ∈ L
2
w±(R±)
}
,
dom(B±) =
{
f ∈ dom(B∗±) : f(0) = f
′(0) = 0
}
,
B±f := ±(f), f ∈ dom(B±). (5.2)
In addition to (C1), (C2) assume that
(C3) B+ and B− are semibounded from below in L
2
w+(R+) and L
2
w−(R−), re-
spectively.
Let z ∈ C \R and denote by ϑ(·, z) and ϕ(·, z) the unique solutions of the equation
−(r−1 f ′)′ + qf = zwf
satisfying the boundary conditions
ϕ(0, z) = 1, (r−1 ϕ′)(0, z) = 0 and ϑ(0, z) = 0, (r−1 ϑ′)(0, z) = 1, respectively.
Since we assume that ± are in the limit point case at ±∞, for each z ∈ C\R there
is a unique solution
ψ±(t, z) = ϕ(t, z)±m±(z)ϑ(t, z), t ∈ R±, (5.3)
of the restriction of ±(f) = zf to R± which belongs to L2w±(R±). Relation (5.3)
deﬁnes the function m± : C \ R → C uniquely. The function m± is called the
Dirichlet m-coeﬃcient of the restriction of the expression ± to R±.
A boundary triple for B∗± is
(
C,Γ±0 ,Γ
±
1
)
, where
Γ±0 f := f(0±), Γ
±
1 (f) = ±(r
−1 f ′)(0±), f ∈ dom(B∗±). (5.4)
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It follows from (4.6) and (5.4) that the Dirichlet m-coeﬃcient m± deﬁned by (5.3)
coincides with the Weyl function of the operator B± in (5.2) relative to the bound-
ary triple in (5.4).
It is natural to consider the expression  in the Kre˘ın space
(
K, [·, ·]K
)
, where
K = L2w(R) is the standard weighted L
2-space endowed with the indeﬁnite inner
product
[f, g]K = (Jf, g)L2
w
(R) =
∫
R
sgn tf(t)g(t)dt, f, g ∈ L2w(R),
and the operator
(Jf)(t) = (sgn t)f(t), f ∈ L2w(R),
is a fundamental symmetry on
(
K, [·, ·]K
)
. Set
K± =
{
f ∈ L2w(R) : f = 0 a.e. on R∓
}
.
Then K = K+[+˙]K− is the fundamental decomposition corresponding to J .
Let the operators A± := ±B± be considered as semibounded symmetric opera-
tors in Kre˘ın spaces (L2w±(R±),±(·, ·)L2w± (R±)
). Then the triples (5.4) are boundary
triples for A+±. The corresponding Weyl functions of the operators A+ and A− take
the form
M+(z) = m+(z), M−(z) = m−(−z).
Consider a symmetric operator A in the Kre˘ın space
(
K, [·, ·]K
)
determined by the
conditions (4.9). Then the domain of the adjoint operator A+ is characterized by
the boundary condition (4.10), which in view of (5.4) takes the form
f(0+) = f(0−).
Consider the coupling A1 of A+ and A− relative to the boundary triples (5.4). A1
is characterized by the boundary conditions (4.13), which now can be rewritten as
f(0+) = f(0−), (r−1f ′)(0+) = (r−1f ′)(0−).
Therefore, the operator A1 is associated with the expression in (5.1) in the Hilbert
space L2w(R); that is A1f = (f) for all
f ∈ dom(A1) =
{
f ∈ L2w(R) : f, r
−1f ′ ∈ ACloc(R), (f) ∈ L
2
w(R)
}
.
Notice, that the assumptions (A1) of Theorem 4.6 is satisﬁed in view of (C3) and the
assumptions (A2) is satisﬁed since if m+(z)+m−(−z) ≡ 0 then m+(z) = −m−(−z)
is holomorphic on the half-line (−β−,∞), what is impossible for the m-coeﬃcient
of the Sturm-Liouville operator. These considerations and Theorem 4.6 justify the
following
Proposition 5.1. Let the diﬀerential operation  satisfy (C1), (C2) and let the
minimal diﬀerential operators B± generated by ± in L2w(R±) satisfy (C3) and let
m± be the Dirichlet m-functions of B±. Then the coupling A1 of A+ and A− is
locally deﬁnitizable in the Kre˘ın space
(
K, [·, ·]K
)
. If, in addition, m+ and m−
satisfy the condition (4.18), then ∞ ∈ cs(A1).
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