Efficient data distribution scheme for multi-dimensional sparse arrays by Lin, Chun-Yuan
JOURNAL OF INFORMATION SCIENCE AND ENGINEERING 23, 315-327 (2007) 
315  
Short Paper_________________________________________________ 
 
Efficient Data Distribution Scheme for  
Multi-Dimensional Sparse Arrays 
 
CHUN-YUAN LIN AND YEH-CHING CHUNG P* P P P 
Institute of Molecular and Cellular Biology  
P
*
PDepartment of Computer Science 
National Tsing Hua University 
Hsinchu, 300 Taiwan  
E-mail: ychung@cs.nthu.edu.tw 
 
Array operations are useful in a large number of important scientific codes, such as 
molecular dynamics, finite-element methods, climate modeling, etc. It is a challenging 
problem to provide an efficient data distribution for irregular problems. Multi-dimen- 
sional (MD) sparse array operations can be used in atmosphere and ocean sciences, im-
age processing, etc., and have been an extensively investigated problem. In our previous 
work, a data distribution scheme, Encoding-Decoding (ED), was proposed for two-  
dimensional (2D) sparse arrays. In this paper, ED is extended to be useful for MD sparse 
arrays first. Then, the performance of ED is compared with that of Send Followed Com-
press (SFC) and Compress Followed Send (CFS). Both theoretical analysis and experi-
mental tests were conducted and then shown that ED is superior to SFC and CFS for all 
of evaluated criteria. 
 
Keywords: data compression method, data distribution scheme, data layout, distributed 
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1. INTRODUCTION 
 
Array operations are useful in a large number of important scientific codes, such as 
molecular dynamics [5], finite-element methods [9], climate modeling [18], etc. It is a 
challenging problem to provide an efficient data distribution for irregular problems [17]. 
An intuitive method, Send Followed Compress (SFC), has been proposed to implement 
data distributions for two-dimensional (2D) sparse arrays [18-20]. The SFC is performed 
in the following order: data partition, data distribution, and data compression. In data 
partition phase, a global sparse array in a host processor is partitioned into local sparse 
arrays. Local sparse arrays are then distributed to processors in data distribution phase. 
In data compression phase, each local sparse array is compressed by a data compression 
method [7]. 
In our previous work [12], two data distribution methods, Compress Followed Send 
(CFS) and Encoding-Decoding (ED), were proposed for 2D sparse arrays. The CFS is 
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another intuitive method and similar to SFC except that the data compression phase is 
performed before the data distribution phase. The ED is a novel concept that the data 
compression phase is divided into two steps: encoding and decoding. In ED, the data 
partition phase is performed first, then the encoding step, followed by the data distribu-
tion phase and the decoding step. In [12], it has shown that CFS and ED are superior to 
SFC due to less data distribution time by only distributing non-zero array elements to 
processors. 
Multi-dimensional (MD) array operations can be used in atmosphere and ocean sci-
ences [6], image processing [16], etc., and have been an extensively investigated problem 
[4, 11, 13, 19]. Hence, in this paper, ED is extended to be useful for MD sparse arrays 
first. Then, the performance of ED is compared with that of SFC and CFS. In order to 
evaluate SFC, CFS, and ED, in the data partition phase, row partition (RP), column parti-
tion (CP), and 2D mesh partition (MP) with/without load-balancing methods(MPL/ 
MPNL) are used. For three- (3D) or higher dimensional arrays, RP, CP, and MP are 
similar to (*, …, Block, *), (*, …, *, Block), and (*, …, Block, Block), respectively [19]. 
Cyclic(k) and Block-cyclic partition methods [10] do not be considered in this paper and 
will be our future work. The detail of used load-balancing method can be found in [19]. 
In the data distribution phase, local sparse arrays are sequentially sent to processors in 
order to simplify the comparisons. In the data compression phase, two data compression 
methods, Compressed Row Storage (CRS) [2] and Compressed Column Storage (CCS) 
[2], are used. Due to page limited, the details of CRS and CCS can be found in [2, 14]. 
Both theoretical analysis and experimental tests were conducted. In theoretical analysis, 
SFC, CFS, and ED are analyzed in terms of the data distribution time and the data com-
pression time. Here, the data partition time is not considered since the comparisons of 
them are all based on the same partition method. In experimental tests, they are all im-
plemented on an IBM SP2 parallel machine. These results show that ED outperforms 
SFC and CFS. There are two reasons. First, the data distribution time of ED is less than 
that of SFC since SFC sends entire local sparse arrays to processors. Second, the data 
distribution time of ED is less than that of CFS since CFS packs compressed local sparse 
arrays into buffers and then sends these buffers to processors. 
This paper is organized as follows. In section 2, a brief survey of related work is 
presented. Section 3 describes SFC, CFS, and ED in detail. Section 4 analyzes the theo-
retical performance of these schemes. The experimental results are given in section 5. 
2. RELATED WORK 
Zapata et al. [19] have proposed two data distribution schemes, Block Row Scatter 
(BRS) and Multiple Recursive Decomposition (MRD). The BRS is based on the division 
of any computation domain into several blocks, all of the same spatial shape and size. 
The MRD can be considered as a generalization of Binary Recursive Decomposition [3]. 
For BRS and MRD, in the data partition phase, Block and Cyclic(k) partition methods are 
used; CRS and CCS are used in the data compression phase. Ziantz et al. [20] proposed a 
run-time optimization technique that was applied to sparse arrays for array distributions 
and off-processor data fetching to reduce the communication time and the computation 
time. In their technique, Block data distribution scheme with a bin-packing algorithm is 
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used to distribute a global sparse array to processors. Local sparse arrays are compressed 
by CRS and CCS. Lee et al. [4] presented an efficient library for parallel sparse array 
computations with Fortran 90 array intrinsic functions [1]. Since Fortran 90 provides a 
rich set of array intrinsic functions for MD array operations, two data compression meth-
ods similar to CRS and CCS were proposed. Besides, a data distribution scheme similar 
to MRD was also presented. 
3. SFC, CFS, ED  
Since the procedures of SFC, CFS, and ED based on RP are similar to those based 
on CP, MPL, and MPNL, we use MPNL as a sample to describe these three schemes. 
Assume that a 4 × 4 × 4 sparse array A with 16 non-zero array elements shown in Fig. 1 
is stored in a host processor. The goal is to distribute sparse array A in the host processor 
to a 2 × 2 processor array. 
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Fig. 1. A 4 × 4 × 4 sparse array A in a 2D view [19]. 
 
3.1 SFC  
 
In the data partition phase, sparse array A is partitioned into four local sparse arrays 
in a host processor as shown in Fig. 2 (a). Each of local sparse arrays needs to be packed 
into a buffer before sending it to a corresponding processor in the data distribution phase. 
The reason is that array elements of a local sparse array are not stored in consecutive 
memory locations [13]. Fig. 2 (b) shows the corresponding local sparse arrays received 
by each processor. In the data compression phase, each local sparse array in a corre-
sponding processor is compressed by CRS or CCS. Fig. 2 (c) shows the compressed re-
sults by CCS. For higher dimensional sparse array, SFC is similar to that of a 3D sparse 
array. 
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(a) The data partition phase. 
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(b) The data distribution phase. 
 
(c) The data compression phase. 
Fig. 2. An example of SFC for sparse array A. 
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3.2 CFS 
In the data partition phase, the process of CFS is the same as that of SFC. In the data 
compression phase, each local sparse array in the host processor is compressed by CRS 
or CCS. In the data distribution phase, arrays RO, CO, KO, and VL of each local sparse 
array are packed into a buffer and then sent it to the corresponding processor. After re-
ceiving the corresponding buffer, each processor unpacks it to get arrays RO, CO, KO, 
and VL. Since the values stored in array CO are global array indices, they need to be con-
verted to local array indices when each processor unpacks the received buffer. An exam-
ple of CFS is given in Fig. 3. The partition results of CFS are the same as those of SFC 
shown in Fig. 2 (a). Fig. 3 (a) shows the compressed results by CCS. Fig. 3 (b) only 
shows the data distribution phase for processor P B1,0 B. Processor PB1,0 B converts the values 
stored in array CO to local array indices by subtracting 2 from them. For processors PB0,0 B, 
PB0,1 B, and PB1,1 B, the packing, the send/receive, and the unpacking procedures are similar to 
those of processor PB1,0 B. For higher dimensional sparse array, CFS is similar to that of a 
3D sparse array. 
           
(a) The data compression phase.           (b) The data distribution phase.   
Fig. 3. An example of CFS for sparse array A. 
3.3 ED  
The data partition phase of ED is the same as that of SFC. In the encoding step, each 
local sparse array is encoded into a special buffer B. Fig. 4 shows the formats of special 
buffer B for a 3D sparse array. For CRS format, RBiB is used to store the number of 
non-zero array elements in the row i. The C Bi,jB, K Bi,jB, and VBi,jB are used to store column index, 
third-dimension index, and the value of the jth non-zero array element in the row i, re-
spectively. The CBi,jB, K Bi,jB, and VBi,jB are alternately stored in the special buffer B and each CBi,jB 
is a global array index. For CCS format, the special buffer B can be obtained as that of 
CRS format. In the data distribution phase, these buffers B are sequentially sent to proc-
essors. In the decoding step, each buffer B is decoded to get arrays RO, CO, KO, and VL 
in the corresponding processor. 
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(a) For CRS format. 
 
(b) For CCS format. 
Fig. 4. The formats of special buffer B for a 3D sparse array. 
 
To get array RO, in each processor, RO[0] is first initialized to 1. Then, RO[i + 1] = 
RO[i] + R BiB. To get array CO, KO, and VL, in each processor, we move all of C Bi,jB, K Bi,jB, and 
VBi,jB to arrays CO, KO, and VL, respectively. Since each C Bi,jB is a global array index, each 
CBi,jB needs to be converted to a local array index in the decoding step. An example of ED 
is given in Fig. 5. The partition results of ED are the same as those of SFC shown in Fig. 
2 (a). Fig. 5 (a) shows the special buffer B of each local sparse array in CCS format. Fig. 
5 (b) shows the special buffer B received by the corresponding processor. Fig. 5(c) only 
shows the decoding step for processor PB1,0 B. Processor PB1,0 B subtracts 2 from CBi,jB to convert 
them to the desired local array indices. For processors PB0,0 B, PB0,1 B, and PB1,1 B, the decoding 
step is similar to that of processor PB1,0 B. For higher dimensional sparse array, ED is similar 
to that of a 3D sparse array.  
 
(a) The encoding step. 
 
(b) The data distribution phase. 
Fig. 5. An example of ED for sparse array A. 
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(c) The decoding step. 
Fig. 5. (Cont’d) An example of ED for sparse array A. 
4. THEORETICAL ANALYSIS 
In this section, we analyze the theoretical performance of SFC, CFS, and ED based 
on RP, CP, and MPNL. Due to page limited, we only show the analysis results for CRS. 
For CCS, the results can be obtained by the same analysis procedure. Moreover, we do 
not show the results for these three schemes based on MPL and those can be found in 
[15]. Table 1 lists the notations used in the theoretical analysis. In order to simplify the 
analysis, we use TBOperation B to present the average time of doing an operation for an array 
element. TBDistribution B includes the packing/unpacking time and the send/receive time. In ED, 
TBCompressionB includes the encoding/decoding time. For MP, the p processors are treated as an 
r × q processor array. The sparse ratio for a local sparse array is the number of non-zero 
array elements divided by the number of array elements. The largest sparse ratio in the 
set S is denoted as s′. Assume that an n P3 P 3D sparse array A is stored in a host processor 
and we assume that the sparse probability [8] for each array element is equal. 
Table 1. The notations are used in the theoretical analysis. 
Notations Descriptions 
A A global sparse array 
p The number of processors 
s The sparse ratio of sparse array A 
T BStartupB The startup time of a communication channel 
T BDataB The transmission time of sending an array element 
T BOperationB The average time of doing an operation for an array element 
T BDistribution B The data distribution time in the data distribution phase 
T BCompression B The data compression time in the data compression phase 
S = {s Bi B|B Bi = 0, 1, …, p – 1} The set of sparse ratios of local sparse arrays on a processor pBi B 
 
4.1 The Row Partition Method (RP) 
 
4.1.1 SFC 
 
The RP partitions sparse array A into p local sparse arrays in the host processor and 
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the size of each local sparse array is B B /n p⎡ ⎤⎢ ⎥ B B× n P2 P. The largest number of non-zero array  
elements among local sparse arrays isB B /n p⎡ ⎤⎢ ⎥ B B× n P2 P × s′. In the data distribution phase,  
each local sparse array is packed into a buffer and then sequentially sent to the corre-
sponding processor until all of them are sent to processors, T BDistribution B = p × T BStartup B + n P3 P × 
TBData B + n P3 P × TBOperation B. In the data compression phase, local sparse arrays in all processors  
are compressed simultaneously by CRS, TBCompression B = B B ( /n p⎡ ⎤⎢ ⎥ B B× n P2 P × (1 + 4s′)) × T BOperation B. 
 
4.1.2 CFS  
 
After the data partition phase, in the data compression phase, each local sparse array 
in the host processor is sequentially compressed by CRS until all of local sparse arrays 
are compressed, TBCompression B = (n P3 P × (1 + 4s)) × T BOperation B. In the data distribution phase, 
each compressed local sparse array is packed into a buffer and then sequentially sent it to 
the corresponding processor until all of compressed local sparse arrays are sent to proc-
essors. All buffers are simultaneously unpacked to get arrays RO, CO, KO, and VL, TBDistributionB 
= p × T BStartup B + (3n P3 Ps + n + p) × T BData B + (3n P3 Ps + B B /n p⎡ ⎤⎢ ⎥ B B× n P2 P × (3s′ + 1/n P2 P) + n + p + 1) × 
TBOperation B.  
 
4.1.3 ED  
 
After the data partition phase, in the encoding step, each local sparse array in the 
host processor is sequentially encoded into a buffer B in CRS format until all of local 
sparse arrays are encoded into buffers B. In the data distribution phase, each buffer B is 
sequentially sent to the corresponding processor without be packed until all of buffers B 
are sent to processors, TBDistribution B = p × T BStartup B + (3n P3 Ps + n) × TBData B. In the decoding step, 
these buffers B in all processors are simultaneously decoded to get arrays RO, CO, KO,  
and VL, T BCompression B = B B ( /n p⎡ ⎤⎢ ⎥ B B× n P2 P × (3s′ + 1/n P2 P) + n P3 P × (1 + 4s) + 1) × TBOperation B. 
Table 2 lists the data distribution time and the data compression time of SFC, CFS, 
and ED for an n PkP k-dimensional sparse array A, where k > 2. We use symbols N and M to  
substitute symbols n PkP and B B /n p⎡ ⎤⎢ ⎥ B B× n Pk-1 P, respectively. 
Table 2. The data distribution time and the data compression time in RP with CRS. 
Method Complexity Cost 
T BDistribution B P × T BStartupB + N × T BDataB + N × T BOperation B SFC 
T BCompression B (M × (1 + (k + 1)s′)) × T BOperation B 
T BDistribution B 
p × T BStartupB + (ksN + n + p) × T BDataB + (N × (ks) + M × (ks′ + 1/n Pk-1P) + 
n + p + 1) × T BOperation B CFS 
T BCompression B (N × (1 + (k + 1)s)) × T BOperation B 
T BDistribution B P × T BStartupB + (ksN + n) × T BDataB ED 
T BCompression B (N × (1 + (k + 1)s) + M × (ks′ + 1/n Pk-1P) + 1) × T BOperation B 
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4.1.4 Discussions 
 
From Table 2, for the data distribution time, first, we can see that the data distribu-
tion time of ED is less than that of CFS. Second, if the sparse ratio s is less than 1/k, the 
data distribution time of CFS and ED is less than that of SFC, respectively. In [14], we 
have shown that the sparse ratio s of a k-dimensional sparse array must be less than 1/k if 
we want to use CRS to compress it. Therefore, we have the following remark. 
 
Remark 1: T BDistribution B(ED) < T BDistribution B(CFS) < T BDistribution B(SFC). 
 
For the data compression time, we have the following remark. 
 
Remark 2: TBCompression B(SFC) < T BCompression B(CFS) < T BCompression B(ED). 
 
For the overall performance, we have the following remarks. 
 
Remark 3: The ED outperforms CFS.  
  
Remark 4: The ED or CFS outperform SFC if it is satisfied for the condition TBData B > ((k 
+ 1)s/1 − ks)T BOperation B or TBData B > ((2k + 1)s/1 − ks)T BOperation B. 
 
From Remark 4, we can see that these two conditions will be affected by four fac-
tors: k, s, T BData B, and TBOperation B. In general, TBData B is larger than or equal to TBOperation B on 
distributed memory multicomputers. Since the sparse ratios s of sparse arrays in practical 
applications are very small (< 0.1) [12], the conditions can be satisfied easily.  
 
4.2 The Column Partition Method (CP) and the 2D Mesh Partition without  
Load-Balancing Method (MPNL) 
 
Tables 3 and 4 list the data distribution time and the data compression time of SFC, 
CFS, and ED based on CP and MPNL for sparse array A. In Table 3, we use symbols N  
and M to substitute symbols n PkP and B B /n p⎡ ⎤⎢ ⎥ B B× n Pk-1 P, respectively; in Table 4, N and M are  
used to substitute symbols n PkP and B B /n r⎡ ⎤⎢ ⎥ B B× B B /n q⎡ ⎤⎢ ⎥ B B× n Pk-2 P, respectively. From Tables 3  
and 4, we have similar observations as those of Remarks 1, 2, 3, and 4.  
Table 3. The data distribution time and the data compression time in CP with CRS. 
Method Complexity Cost 
T BDistribution B p × T BStartupB + N × T BDataB + N × T BOperation B SFC 
T BCompression B (M × (1 + (k + 1)s′)) × T BOperation B 
T BDistribution B 
p × T BStartupB + (ksN + pn + p) × T BDataB + (N × (ks) + M × (k + 1)s′ + pn + p 
+ n + 1) × T BOperation B CFS 
T BCompression B (N × (1 + (k + 1)s)) × T BOperation B 
T BDistribution B p × T BStartupB + (ksN + pn) × T BDataB ED 
T BCompression B (N × (1 + (k + 1)s) + M × k + 1)s′ + n + 1) × T BOperation B 
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Table 4. The data distribution time and the data compression time in MPNL with CRS. 
Method Complexity Cost 
T BDistribution B r × q × T BStartupB + N × T BDataB + N × T BOperation B SFC 
T BCompression B (M × (1 + (k + 1)s′)) × T BOperation B 
T BDistribution B 
r × q × T BStartupB + (ksN + qn + rq) × T BDataB + (N × (ks) + M × (k + 1)s′ + 
⎡ ⎤rn / B B+ qn + rq + 1) × T BOperation B CFS 
T BCompression B (N × (1 + (k + 1)s)) × T BOperation B 
T BDistribution B r × q × T BStartupB + (ksN + qn + rq) × T BDataB ED 
T BCompression B (N × (1 + (k + 1)s) + M × (k + 1)s′ +B B /n r⎡ ⎤⎢ ⎥ B B+ 1) × T BOperation B 
5. EXPERIMENTAL RESULTS 
In experimental tests, we implement SFC, CFS, and ED on an IBM SP2 parallel 
machine. This system uses an IBM RISC System/6,000 POWER2 CPU with a clock rate 
of 66.7 MHz. There are 40 IBM POWER2 nodes in this system. All programs are written 
in C + Message Passing Interface (MPI) [17] codes. The sparse ratio is set to 0.1 for all 
of test 3D sparse arrays which are random data used as test samples. Due to page limited, 
we only show the experimental results for CRS. Moreover, we do not show the results for 
these three schemes based on MPL and those can be found in [15]. 
 
5.1 The Row Partition Method (RP) 
 
Fig. 6 shows the data distribution time and the data compression time in RP with 
CRS. From Fig. 6 (a), we can see that the data distribution time of ED is less than that of 
CFS that is less than that of SFC. This result matches Remark 1. The reasons are 
two-fold. First, SFC sends entire local sparse arrays to processors, yet CFS and ED do 
not. Second, CFS packs compressed local sparse arrays into buffers and then sends them 
to processors, yet ED does not. From Fig. 6 (b), we can see that the data compressing 
time of SFC is less than that of CFS that is less than that of ED. This result matches Re-
mark 2. The reason is that CFS and ED compress or encode all of local sparse arrays in a 
host processor, yet SFC does not. From Fig. 6 (c), we can see that the sum of the data 
distribution time and the data compressing time of ED is less than that of CFS that is less 
than that of SFC.  
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(a) The data distribution time.                 (b) The data compression time. 
Fig. 6. The data distribution time and the data compression time in RP with CRS. 
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Number of Processors-Array Size 
(c) The sum of the data distribution time and the data compressing time. 
Fig. 6. (Cont’d) The data distribution time and the data compression time in RP with CRS. 
 
This result matches Remarks 3 and 4. The reason is that the conditions, TBData B > TBOperation B 
and T BData B > 4/7 × TBOperation B, for CFS and ED shown in Remark 4 are satisfied, respectively. 
From Fig. 6 and Table 2, we can estimate that TBData B = 1.2 × TBOperation B. 
 
5.2 The Column Partition Method (CP) and the 2D Mesh Partition without  
Load-Balancing Method (MPNL) 
 
Figs. 7 and 8 show the data distribution time and the data compression time in CP 
and MPNL with CRS, respectively. From Figs. 7 and 8, we have the same observations as 
those of the Fig. 6. These results match Remarks 1, 2, 3, and 4.  
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(c) The sum of the data distribution time and the data compressing time. 
Fig. 7. The data distribution time and the data compression time in CP with CRS. 
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Fig. 8. The data distribution time and the data compression time in MPNL with CRS. 
6. CONCLUSIONS 
In this paper, we have extended ED for 2D sparse arrays to MD ones. We have 
compared the performance of ED with that of SFC and CFS. From the theoretical analy-
sis and the experimental results, we showed that ED outperforms CFS that outperforms 
SFC for MD sparse arrays. For ED, there are two potential advantages. First, a simple 
strategy can be used in ED before the data distribution phase to do load-balancing if the 
number of non-zero array elements is unknown in the data partition phase. For ED, it can 
use a simple partition method as RP first and then the encoding step can be done. Finally, 
the array elements can be easily exchanged among buffers B to do load-balancing before 
the data distribution phase. Second, the partition method used in ED can be changed be-
fore the data distribution phase if the partition method (or the data compression method) 
is inconsistent with the sparse array operation. From [11], we can see that the perform-
ance of an array operation is poor if the data layout (or the order of loops) is inconsistent 
with this array operation. Similarly, in [14], we can see that the performance of a sparse 
array operation is poor if the data layout (or data compression method) is inconsistent 
with this sparse array operation. Therefore, the performance of a sparse array operation 
will be pool if the partition method (or the data compression method) is inconsistent with 
this sparse array operation. There is a global optimization problem that how to optimize 
the overall performance for a program with different sparse array operations. The ED 
may be useful for solving this problem in parallel programs. 
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In the future, we plan to work on the following directions: (1) Apply ED in data par-
allel programming languages to help users to write or automatically generate efficient 
data parallel programs. (2) Develop efficient data parallel programs based on ED. (3) 
Discuss or evaluate the performance of ED by using Cyclic(k) partition methods, Block- 
cyclic partition methods, and other data compression methods. We believe that these 
three directions are importance in parallel sparse array operations. 
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