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For the free boundary dynamics of the two-phase Hele-Shaw and
Muskat problems, and also for the irrotational incompressible Euler
equation, we prove existence locally in time when the Rayleigh–
Taylor condition is initially satisfied for a 2D interface. The result for
water waves was first obtained by Wu in a slightly different sce-
nario (vanishing at infinity), but our approach is different because
it emphasizes the active scalar character of the system and does
not require the presence of gravity.
Euler | Hele–Shaw–Muskat | incompressible | well-possedness
T here are several interesting problems in fluid mechanicsregarding the evolution of the interface between two fluids
[theHele-Shaw cell (1, 2) and theMuskat problem (3)] or between
a fluid and vacuum or another fluid with zero density, as in mod-
els of water waves. In all of them the first important question
to be asked is to guarantee local existence, usually within the
chain of Sobolev spaces. However, such a result turns out to be
false for general initial data. First, Rayleigh (4), Taylor (5), and
Saffman and Taylor (2), and later Beale et al. (6), Wu (7, 8),
Christodoulou and Lindblad (9), Ambrose (10), Lindblad (11),
Ambrose and Masmoudi (12), Coutand and Shkoller (13), Cór-
doba and Gancedo (14), Shatah and Zeng (15) and Zhang and
Zhang (16) gave a condition that must be satisfied to have a solu-
tion locally in time; namely, the normal component of the pressure
gradient jumpat the interfacehas tohave adistinguished sign.This
is known as the Rayleigh–Taylor condition.
In refs. 17 and 18 we have obtained local existence in the
2D case: for the Hele-Shaw and Muskat problems, our result
addresses the more difficult case when the two fluids have differ-
ent densities and viscosities; for water waves, we give a different
proof of the important theorem of Wu (7) where gravity plays
a crucial role in the sign of the Rayleigh–Taylor condition. In
our proof, however, we consider the two cases, with or without
gravity, and with initial data always satisfying the Rayleigh–Taylor
condition.
When that condition is not imposed initially there are several
cases where ill-posedness has been proved. Let us point out the
works of Ebin (19, 20), Caflisch and Orellana (21), Siegel et al.
(22), and Córdoba and Gancedo (14).
We regard these models as transport equations for the density,
considered as an active scalar, with a divergence-free velocity field
given by Darcy’s law (Hele-Shaw and Muskat) or Bernoulli’s law
(irrotational incompressible Euler equation). It follows that the
vorticity is then a delta distribution at the interface multiplied by
an amplitude. The dynamics of that interface is governed by the
Birkhoff–Rott integral of the amplitude from which we may sub-
tract any component in the tangential direction withoutmodifying
its evolution (see ref. 23). We treat the case without surface ten-
sion which leads to equality of the pressure on the free boundary,
and in both problems it is assumed that the initial interface does
not self-intersect. We quantify that property by imposing that the
arc-chord quotient be initially strictly positive. It is part of the evo-
lution problem to check carefully that such a positivity prevails for
a short time (see ref. 24), as does the Rayleigh–Taylor condition,
although depending, in both cases, on the initial data.
1. Equations
The free boundary is given by the discontinuity of the densities and
the viscosities (in the case of the free boundary for the irrotational
incompressible Euler equation, the viscosity is zero) of the fluids
(μ, ρ)(x1, x2, t) =
{
(μ1, ρ1), x ∈ Ω1(t)
(μ2, ρ2), x ∈ Ω2(t) = R2 − Ω1(t),
and μ1, μ2, ρ1, ρ2 (μ1 = μ2 and ρ1 = ρ2) are constants.
Let the free boundary be parameterized by
∂Ωj(t) = {z(α, t) = (z1(α, t), z2(α, t)) : α ∈ R}
where
(z1(α + 2kπ, t), z2(α + 2kπ, t)) = (z1(α, t) + 2kπ, z2(α, t)), [1]
with the initial data z(α, 0) = z0(α). We will study also the case of
a closed curve:
(z1(α + 2kπ, t), z2(α + 2kπ, t)) = (z1(α, t), z2(α, t)). [2]
We consider that the velocity v = v(x1, x2, t) is irrotational, i.e.,
ω = ∇ × v = 0, in the interior of each domain Ωj (j = 1, 2).
Therefore, the vorticity ω has its support on the curve z(α, t) and
it has the form
ω(x, t) =  (α, t)δ(x − z(α, t))
i.e., ω is a measure defined by
< ω,η >=
∫
 (α, t)η(z(α, t))dα,
with η(x) a test function.
Then z(α, t) evolves with a velocity field coming from the Biot–
Savart law, which can be explicitly computed; it is given by the
Birkhoff–Rott integral of the amplitude  along the interface
curve:
BR(z, )(α, t) = 1
2π
PV
∫
(z(α, t) − z(β, t))⊥
|z(α, t) − z(β, t)|2  (β, t)dβ, [3]
where PV denotes principal value (see ref. 25).
We have
v2(z(α, t), t) = BR(z, )(α, t) + 1
2
 (α, t)
|∂αz(α, t)|2 ∂αz(α, t),
v1(z(α, t), t) = BR(z, )(α, t) − 1
2
 (α, t)
|∂αz(α, t)|2 ∂αz(α, t), [4]
where vj(z(α, t), t) denotes the limit velocity field obtained
approaching the boundary in the normal direction inside Ωj and
BR(z, )(α, t) is given by Eq. 3. It provides us with the velocity
field at the interface from which we can subtract any term in the
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tangential direction without modifying the geometric evolution of
the curve
zt(α, t) = BR(z, )(α, t) + c(α, t)∂αz(α, t). [5]
A wise choice of c(α, t) namely:
c(α, t) = α + π
2π
∫
T
∂αz(α, t)
|∂αz(α, t)|2 · ∂αBR(z, )(α, t)dα
−
∫ α
−π
∂αz(β, t)
|∂αz(β, t)|2 · ∂βBR(z, )(β, t)dβ, [6]
allows us to accomplish the fact that the length of the tangent
vector to z(α, t) only depends on the variable t:
A(t) = |∂αz(α, t)|2.
Next, to close the system we apply Darcy’s law or, respectively,
Bernoulli’s law for the case of Euler equations, which leads to an
equation relating the parametrization z(α, t) with the amplitude
 (α, t).
1.1. Darcy’s Law. Darcy’s law is the following momentum equa-
tion for the velocity v
μ
κ
v = −∇p − (0, gρ), [7]
where p is the pressure, μ is the dynamic viscosity, κ is the per-
meability of the medium, ρ is the liquid density, and g is the
acceleration due to gravity. Together with the incompressibility
condition ∇ · v = 0, Eq. 7 implies the identity
p2(z(α, t), t) = p1(z(α, t), t),
(see also ref. 17). Let us introduce the following notation:
[μv](α, t) = (μ2v2(z(α, t), t) − μ1v1(z(α, t), t)) · ∂αz(α, t).
Then, taking the limit in Darcy’s law we obtain
[μv](α, t)
κ
= −(∇p2(z(α, t), t) − ∇p1(z(α, t), t)) · ∂αz(α, t)
− g(ρ2 − ρ1)∂αz2(α, t)
= −∂α(p2(z(α, t), t)−p1(z(α, t), t))−g(ρ2−ρ1)∂αz2(α, t)
= −g(ρ2 − ρ1)∂αz2(α, t),
which gives us
μ2 + μ1
2κ
 (α, t) + μ
2 − μ1
κ
BR(z, )(α, t) · ∂αz(α, t)
= −g(ρ2 − ρ1)∂αz2(α, t),
so that
 (α, t) = −Aμ2BR(z, )(α, t) · ∂αz(α, t) − 2κg ρ
2 − ρ1
μ2 + μ1 ∂αz2(α, t).
[8]
where Aμ = μ2−μ1μ2+μ1 .
1.2. Bernoulli’s Law. In this sectionwededuce the evolution equa-
tion for the amplitude of vorticity (α, t) fromBernoulli’s law. Let
us consider an irrotational flow satisfying the Euler equations
ρ(vt + v∇v) = −∇p − (0, gρ),
and the incompressibility condition ∇ · v = 0, and let φ be such
that v(x, t) = ∇φ(x, t) for x = z(α, t). Then, we have the expression
ρ
(
φt(x, t) + 12 |v(x, t)|
2 + gx2
)
+ p(x, t) = 0.
From the Biot–Savart law, for x = z(α, t), we get
φ(x, t) = 1
2π
PV
∫
arctan
(
x2 − z2(β, t)
x1 − z1(β, t)
)
 (β, t)dβ.
Let us define
Π(α, t) = φ2(z(α, t), t) − φ1(z(α, t), t),
where again φj(z(α, t), t) denotes the limit obtained approaching
the boundary in the normal direction inside Ωj. It is clear that
∂αΠ(α, t) = (∇φ2(z(α, t), t) − ∇φ1(z(α, t), t)) · ∂αz(α, t)
= (v2(z(α, t), t) − v1(z(α, t), t)) · ∂αz(α, t)
=  (α, t),
therefore, ∫ π
−π
 (α, t)dα = 0.
Now, we observe that
φ2(z(α, t), t) = IT(z, )(α, t) + 1
2
Π(α, t),
φ1(z(α, t), t) = IT(z, )(α, t) − 1
2
Π(α, t). [9]
where
IT(z, )(α, t) = 1
2π
PV
∫
arctan
(
z2(α, t) − z2(β, t)
z1(α, t) − z1(β, t)
)
 (β, t)dβ.
Then, usingBernoulli’s law inside eachdomain and taking limits
approaching the common boundary, one finds
ρj
(
φ
j
t(z(α, t), t) +
1
2
|vj(z(α, t), t)|2 + gz2(α, t)
)
+ pj(z(α, t), t) = 0,
and since
p1(z(α, t), t) = p2(z(α, t), t)
(see also ref. 18), we get
[ρφt](α, t) + ρ
2
2
|v2(z(α, t), t)|2 − ρ
1
2
|v1(z(α, t), t)|2
+ (ρ2 − ρ1)gz2(α, t) = 0 [10]
where we have introduced the following notation:
[ρφt](α, t) = ρ2φ2t (z(α, t), t) − ρ1φ1t (z(α, t), t).
Then, it is clear that φjt(z(α, t), t) = ∂t(φj(z(α, t), t)) − zt(α, t) ·∇φj(z(α, t), t), and using Eq. 9 we find
[ρφt](α, t) = ρ
2 + ρ1
2
Πt(α, t) + (ρ2 − ρ1)∂t(IT(z, )(α, t))
− zt(α, t) · (ρ2v2(z(α, t), t) − ρ1v1(z(α, t), t)).
Eqs. 4 and 5 in Eq. 10 give us
Πt(α, t) = −2Aρ∂t(IT(z, )(α, t)) + c(α, t) (α, t)
+ Aρ|BR(z, )(α, t)|2 + 2Aρc(α, t)BR(z, )(α, t) · ∂αz(α, t)
− Aρ | (α, t)|
2
4|∂αz(α, t)|2 − 2Aρgz2(α, t). [11]
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where Aρ = ρ2−ρ1ρ2+ρ1 . Easily we find the identity:
∂α∂t(IT(z, )(α, t)) = ∂t(BR(z, )(α, t) · ∂αz(α, t))
= ∂t(BR(z, )(α, t)) · ∂αz(α, t)+BR(z, )(α, t) · ∂αBR(z, )(α, t)
+c(α, t)BR(z, )(α, t)·∂2αz(α, t)+∂αc(α, t)BR(z, )(α, t)·∂αz(α, t)
Then taking a derivative in Eq. 11 and using the identity above
we get the desired formula for  , which in the case Aρ = 1, i.e.,
ρ1 = 0, reads as follows
t(α, t) = −2∂tBR(z, )(α, t) · ∂αz(α, t) − ∂α
( | |2
4|∂αz|2
)
(α, t)
+ ∂α(c )(α, t)+ 2c(α, t)∂αBR(z, )(α, t) · ∂αz(α, t)+ 2g∂αz2(α, t).
[12]
That is, we have obtained the standard water waves model where
g is the acceleration due to gravity.
2. Rayleigh–Taylor Condition
Our next step is to find the formula for the difference of the
gradients of the pressure in the normal direction:
σ(α, t) = −(∇p2(z(α, t), t) − ∇p1(z(α, t), t)) · ∂⊥α z(α, t).
2.1. Darcy’s Law. Applying Darcy’s law and approaching the
boundary, we get
σ(α, t) = μ
2 − μ1
κ
BR(z, )(α, t) · ∂⊥α z(α, t) + g(ρ2 − ρ1)∂αz1(α, t).
[13]
2.2. Bernoulli’s Law. We will consider the case Aρ = 1, which
yields−∇p(x, t) = 0 insideΩ1(t) and therefore∇p1(z(α, t), t) = 0.
Next, we define the Lagrangian coordinates for the free boundary
with the velocity v2
Zt(γ, t) = v2(Z(γ, t), t))
Z(γ, 0) = z0(γ).
Wehave the same curvewith different parameterizationsZ(γ, t) =
z(α(γ, t), t) and two equations for the velocity of the curve, namely,
Zt(γ, t) = zt(α, t) + αt(γ, t)∂αz(α, t)
= BR(z, )(α, t) + c(α, t)∂αz(α, t) + αt(γ, t)∂αz(α, t)
[14]
and another one given by
Zt(γ, t) = BR(z, )(α, t) + 12
 (α, t)
|∂αz(α, t)|2 ∂αz(α, t). [15]
Next, we introduce the function (see refs. 6 and 12)
ϕ(α, t) = 1
2
 (α, t)
|∂αz(α, t)| − c(α, t)|∂αz(α, t)|, [16]
and we observe that the dot product of Eqs. 15 and 14 with the
tangential vector gives
αt(γ, t) = ϕ(α, t)|∂αz(α, t)| .
Taking a time derivative in Eq. 15 yields
Ztt(γ, t) · ∂⊥α z(α, t)
= (∂tBR(z, )(α, t) + αt(γ, t)∂αBR(z, )(α, t)) · ∂⊥α z(α, t)
+ 1
2
 (α, t)
|∂αz(α, t)|2 (∂αzt(α, t) + αt(γ, t)∂
2
αz(α, t)) · ∂⊥α z(α, t)
and therefore
σ(α, t)
ρ2
= (∂tBR(z, )(α, t) + ϕ(α, t)|∂αz(α, t)|∂αBR(z, )(α, t)) · ∂
⊥
α z(α, t)
+ 1
2
 (α, t)
|∂αz(α, t)|2
(
∂αzt(α, t) + ϕ(α, t)|∂αz(α, t)|∂
2
αz(α, t)
)
· ∂⊥α z(α, t) + g∂αz1(α, t). [17]
3. Local Existence
Our main results consist on the existence of a positive time τ
(depending on the initial conditions) for which we have a solu-
tion of the periodic Muskat problem (Eqs. 5, 6, and 8) and of the
free boundary of the irrotational incompressible Euler equations
in vacuum (Eqs. 5, 6, and 12) during the time interval [0, τ] so
long as the initial data belong to Hk(T) for k sufficiently large,
F(z0)(α,β) < ∞, and
σ0(α) = −(∇p2(z0(α), 0) − ∇p1(z0(α), 0)) · ∂⊥α z0(α) > 0,
where pj denote the pressure in Ωj and the function F(z), which
measures the arc-chord condition (see ref. 24), is defined by
F(z)(α,β, t) = |β||z(α, t) − z(α − β, t)| ∀α,β ∈ (−π,π), [18]
with
F(z)(α, 0, t) = 1|∂αz(α, t)| .
Theorem 3.1. Let z0(α) ∈ Hk(T) for k ≥ 3, F(z0)(α,β) < ∞, and
σ0(α) = −(∇p2(z0(α), 0) − ∇p1(z0(α), 0)) · ∂⊥α z0(α) > 0.
Then there exists a time τ > 0 so that there is a solution to Eqs. 5, 6,
and 8 in C1([0, τ];Hk(T)) with z(α, 0) = z0(α).
Theorem 3.2. Let z0(α) ∈ Hk(T), 0(α) ∈ Hk−1, and ϕ(α, 0) =
ϕ0(α) ∈ Hk− 12 defined in Eq. 16 for k ≥ 4,F(z0)(α,β) < ∞, g ≥ 0,
and
σ0(α) = −(∇p2(z0(α), 0) − ∇p1(z0(α), 0)) · ∂⊥α z0(α) > 0.
Then there exists a time τ > 0 so that there is a solution to
Eqs. 5, 6, and 12 with z(α, t) ∈ C1([0, τ];Hk(T)),  (α, t) ∈
C1([0, τ];Hk−1(T)) for z(α, 0) = z0(α) and  (α, 0) = 0(α).
Remark 3.1. Notice that the parametrization is defined by proper-
ties Eqs. 1 or 2. But in the Hele-Shaw and Muskat problems we
can show easily that ∫ π
−π
σ(α, t)dα = 0
for a closed curve, making impossible the task of prescribing a sign
as in the Rayleigh–Taylor condition.
4. Sketch of the Proof
First, we consider the operator T(u)(α) = 2BR(z, u)(α) · ∂αz(α)
associated to a smooth H3 curve z satisfying the arc-chord condi-
tion. T is a smoothing compact operator in Sobolev space whose
adjoint T∗, acting on u, is described in terms of the Cauchy inte-
gral of u along the curve z, and whose real eigenvalues have an
absolute value strictly less than one (see ref. 26).
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In our proof it is crucial to get control of the norm of the inverse
operators (I − ξT)−1, |ξ| ≤ 1. The arguments rely on the bound-
edness properties of the Hilbert transforms associated to C1,α
curves, for which we need precise estimates obtained with argu-
ments involving conformal mappings, Hopf maximum principle,
and Harnack inequalities (see refs. 27 and 28).
We then provide upper bounds for the amplitude of the vor-
ticity, the Birkhoff–Rott integral, the parametrization of the
curve, the arc-chord condition, and theRayleigh–Taylor condition,
namely:
4.1. A Priori Estimates for Theorem 3.1.
‖‖Hk ≤ expC
(‖F(z)‖2L∞ + ‖z‖2Hk+1),
‖BR(z, )‖Hk ≤ expC
(‖F(z)‖2L∞ + ‖z‖2Hk+1),
d
dt
‖z‖2
Hk
(t) ≤ − κ
2π(μ1 + μ2)
∫
T
σ(α, t)
|∂αz(α)|2 ∂
k
αz(α, t)
· (∂kαz)(α, t)dα + expC(‖F(z)‖2L∞(t) + ‖z‖2Hk ),
and
d
dt
‖F(z)‖2L∞(t) ≤ expC
(‖F(z)‖2L∞(t) + ‖z‖2H3 (t))
where the operator is defined by the Fourier transform ̂f (ξ) =
|ξ|̂f (ξ) and σ(α, t) is the difference of the gradients of the pressure
in the normal direction. The first inequality in our list above is
where we use the precise control of the norm of the inverse opera-
tor. The third estimate depends crucially on the positive sign of the
Rayleigh–Taylor condition and the chosen well-adapted parame-
trization. The second and the fourth follow from the standard
Sobolev embedding.
We then define the quantity E(t) for the Muskat problem
given by
E(t) = ‖z‖2
Hk
(t) + ‖F(z)‖2L∞(t)
to get
d
dt
E(t) ≤ − κ
2π(μ1 + μ2)
∫
T
σ(α, t)
|∂αz(α)|2 ∂
k
αz(α, t)
· (∂kαz)(α, t)dα + expC(E(t)). [19]
4.2. A Priori Estimates for Theorem 3.2. In the case of Bernoulli’s
law our previous comments can be applied in the following setting:
For some universal constant q
‖BR(z, )‖Hk ≤ C
(‖F(z)‖2L∞ + ‖z‖2Hk+1 + ‖‖2Hk )q,
‖zt‖Hk ≤ C
(‖F(z)‖2L∞ + ‖z‖2Hk+1 + ‖‖2Hk )q,
‖t‖Hk ≤ C
(
expC
(‖F(z)‖2L∞ + ‖z‖2H3))(‖F(z)‖2L∞
+ ‖z‖2
Hk+2 + ‖‖2Hk+1 + ‖ϕ‖2Hk+1
)q,
‖‖Hk ≤ C
(‖F(z)‖2L∞ + ‖z‖2Hk+1 + ‖‖2Hk−1 + ‖ϕ‖2Hk )q.
We define the quantity E(t) in this case by
E(t) = ‖z‖2
Hk−1 (t) +
∫
T
σ(α, t)
ρ2|∂αz(α, t)|2
∣∣∂kαz(α, t)∣∣2dα
+ ‖F(z)‖2L∞(t) + ‖‖2Hk−2 (t) + ‖ϕ‖2
H
k− 12
(t).
If we take
m(t) = min
α∈T
σ(α, t)
and using that
∥∥∂4αz∥∥2L2 (t) =
∫
T
σ(α, t)
σ(α, t)
∣∣∂4αz(α, t)∣∣2dα
≤ 1
m(t)
∫
T
σ(α, t)
∣∣∂4αz(α, t)∣∣2dα,
we obtain
d
dt
E(t) ≤ 1
mp(t)
C exp(CE(t)), [20]
with p ∈ N.
4.3. The Evolution of the Rayleigh–Taylor Condition. It is clear that
in the evolution of the quantities E(t) in both contour dynamics
problems in Eqs. 19 and 20, everything depends on the sign of
σ(α, t). Therefore, to integrate the systems, it is crucial to study
the evolution of
m(t) = min
α∈T
σ(α, t).
Let us then introduce theRayleigh–Taylor condition in adefinition
of energy as follows:
ERT (t) = E(t) + 1m(t) .
Similar arguments (see ref. 29) allow us to accomplish the fact that
m′(t) = σt(αt, t) for almost all t. Since we can use Eqs. 13 and 17
and the above estimates, it is possible to control ‖σt(αt, t)‖L∞ by
means of ERT (t). It yields finally
d
dt
ERT (t) ≤ C exp(CERT (t)),
for C a universal constant.
4.4. Existence. To conclude the existence proof we introduce reg-
ularized evolution equations (allowing us to take limits) satisfying
uniformly the above a priori estimates and for which the local exis-
tence follows by standard arguments. Furthermore, in the case of
theHele-Shaw andMuskat problem, to take advantage of the pos-
itivity of σ, we have to use a pointwise inequality satisfied by the
nonlocal operator  (see ref. 29).
ACKNOWLEDGMENTS. A.C. was supported in part by Ministerio de Edu-
cación Y Ciencia Grant MTM2005-04730 D.C and F.G. were supported in part
by Ministerio de Educación Y Ciencia Grant MTM2008-03754 and European
Research Council Grant ERC-2007-StG-203138-CDSIF.
1. Hele-Shaw (1898) The flow of water. Nature 58:34–36.
2. Saffman P-G, Taylor G (1958) The penetration of a fluid into a porous medium
or Hele-Shaw cell containing a more viscous liquid. Proc R Soc London Ser A 245:
312–329.
3. Muskat M (1937) The Flow of Homogeneous Fluids through Porous Media (McGraw–
Hill, New York).
4. Rayleigh Lord JWS (1879) On the instability of jets. Proc Lond Math Soc 10:
4–13.
5. Taylor G (1950) The instability of liquid surfaces when accelerated in a direction
perpendicular to their planes. Proc R Soc Lond Ser A 201:192–196.
6. Beale T, Hou T, Lowengrub J (1993) Growth rates for the linearized motion of fluid
interfaces away from equilibrium. Commun Pure Appl Math 46:1269–1301.
7. Wu S (1997) Well-posedness in Sobolev spaces of the full water wave problem in 2-D.
Invent Math 130:39–72.
8. Wu S (1999) Well-posedness in Sobolev spaces of the full water wave problem in 3-D.
J Am Math Soc 12:445–495.
9. Christodoulou D, Lindblad H (2000) On the motion of the free surface of a liquid.
Comm Pure Appl Math 53:1536–1602.
10. Ambrose D (2004) Well-posedness of two-phase Hele-Shaw Flow without surface
tension. Eur J Appl Math 15:597–607.
11. Lindblad H (2005) Well-posedness for the motion of an incompressible liquid with
free surface boundary. Ann Math 162:109–194.
12. Ambrose D, Masmoudi N (2005) The zero surface tension limit of two-dimensional
water waves. Commun Pure Appl Math 58:1287–1315.
13. Coutand D, Shkoller S (2007) Well-posedness of the free-surface incompressible Euler
equations with or without surface tension. J Am Math Soc 20:829–930.
14. Córdoba D, Gancedo F (2007) Contour dynamics of incompressible 3-D fluids in a
porous medium with different densities. Commun Math Phys 273:445–471.
10958 www.pnas.org / cgi / doi / 10.1073 / pnas.0809874106 Cordoba et al.
M
AT
H
EM
AT
IC
S
15. Shatah J, Zeng C (2008) Geometry and a priori estimates for free boundary problems
of the Euler equation. Commun Pure Appl Math 61:698–744.
16. Zhang P, Zhang Z (2008) On the free boundary problem of three-dimensional
incompressible euler equations. Commun Pure Appl Math 61:877–940.
17. Córdoba A, Córdoba D, Gancedo F (2009) Interface evolution: The Hele-Shaw and
Muskat problems. Ann Math, in press.
18. Córdoba A, Córdoba D, Gancedo F (2008) Interface evolution: The water wave
problem in 2D. arXiv:0810.5340v1 [math.AP].
19. Ebin D-G (1987) The equations of motion of a perfect fluid with free boundary are
not well posed. Commun Partial Differential Equations 12:1175–1201.
20. Ebin D-G (1988) Ill-posedness of the Rayleigh-Taylor and Helmholtz prob-
lems for incompressible fluids. Commun Partial Differential Equations 13:
1265–1295.
21. Caflisch R, Orellana O (1989) Singular solutions and ill-posedness for the evolution of
vortex sheets. SIAM J Math Anal 20:293–307.
22. Siegel M, Caflisch R, Howison S (2004) Global existence, singular solutions, and
ill-posedness for the Muskat problem. Commun Pure Appl Math 57:1374–1411.
23. Hou T, Lowengrub J, Shelley M (1994) Removing the stiffness from interfacial flows
with surface tension. J Comput Phys 114:312–338.
24. Gancedo F (2008) Existence for the α-patch model and the QG sharp front in Sobolev
spaces. Adv Math 217:2569–2598.
25. Stein E (1993) Harmonic Analysis (Princeton Univ Press, Princeton, NJ).
26. Baker G, Meiron D, Orszag S (1982) Generalized vortex methods for free-surface flow
problems. J Fluid Mech 123:477–501.
27. Caffarelli L-A, Córdoba A (2006) Phase transitions: Uniform regularity of the interme-
diate layers. J Reine Angew Math 593:209–235.
28. Dahlberg BEJ (1979) On the Poisson integral for Lipschitz and C1-domains. Studia
Math 66:13–24.
29. Córdoba A, Córdoba D (2004) A maximum principle applied to quasi-geostrophic
equations. Commun Math Phys 249:511–528.
Cordoba et al. PNAS July 7, 2009 vol. 106 no. 27 10959
