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1. Introduction
In this paper, we study the asymptotic tail probabilities of randomly weighted sums of some real-valued dominatedly-
varying-tailed random variable sequence {Xi, i = 1,2, . . .} with nonnegative random weight sequence {Θi, i = 1,2, . . .},
which is independent of {Xi, i = 1,2, . . .}. Denote the randomly weighted sums and their maxima as follows:
Sθn =
n∑
i=1
Θi Xi, n 1, Mθn = max
1mn
Sθm, n 1,
Sθ∞ =
∞∑
i=1
Θi Xi, S
+θ∞ =
∞∑
i=1
Θi X
+
i , M
θ∞ = max
1m<∞
Sθm,
where x+ = max{x,0} = x ∨ 0 and x− = −min{x,0} = −(x ∧ 0) for any real number x. From now on, we assume that the
weights {Θi, i = 1,2, . . .} are not degenerate at 0 (to avoid triviality).
Estimating the asymptotic tail probabilities of randomly weighted sums is quite common in insurance and ﬁnancial risk
models, where the two random variable series have concrete meanings. Take the discrete-time risk model for example.
In such models, when considering the asset risk of the surplus of one insurance company, we represent the net loss (the
total claim amount minus the total incoming premium) of the insurer at year i by Xi and represent the discount factor
since year i by Θi . Then the randomly weighted sum Sθn represents the total discounted amount of the net loss till the
end of year n. In such an environment, Pr(Sθn > x: for some 1  n < ∞) or Pr(Mθ∞ > x) is the ultimate ruin probability;
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surplus of the insurance company. More information about the discrete-time risk model and the ﬁnite and inﬁnite ruin
probabilities can be found in many articles, for example: Nyrhinen [13,14], and Tang [16,17].
Due to the importance of this topic, there are many decent papers addressing it. As far as we know, Resnick and
Willekens [15] got the relation
Pr
( ∞∑
i=1
Θi Xi > x
)
∼
∞∑
i=1
Pr(Θi Xi > x) ∼ F (x)
∞∑
i=1
EΘαi (1)
where F (x) = 1 − F (x), for nonnegative independent and identically distributed (i.i.d.) random variables (r.v.’s) {Xi, i = 1,
2, . . .} with common distribution F from the regularly-varying-tailed class R−α , α > 0 (deﬁnition is in (4)), when the related
sums of the moments of the weights are ﬁnite.
Later Tang and Tsitsiashvili [18] extended similar relations to i.i.d. real-valued r.v.’s {Xi, i = 1,2, . . .} from the class of
L ∩ D (deﬁnitions are in (2) and (3)) with special weights Θi =∏ik=1 Yk , i = 1,2, . . . , where {Yk, k = 1,2, . . .} are i.i.d.
nonnegative r.v.’s and have some ﬁnite moments. The uniformity of the asymptotic relation therein was veriﬁed in Tang and
Tsitsiashvili [20] for the ERV class (deﬁnition is in (5)). Chen and Su [5] treated the same problem by making assumptions
about the density functions.
Tang and Tsitsiashvili [19] again established similar relations for i.i.d. real-valued r.v.’s {Xi, i = 1,2, . . .} from several
heavy-tailed distribution classes with uniformly bounded weights. Chen et al. [4] derived the relation for Mθn of i.i.d. real-
valued r.v.’s {Xi, i = 1,2, . . .} from the regularly-varying-tailed class R−α , where the weights are bounded above with
bounds satisfying some property.
Goovaerts et al. [12] extended the results in Resnick and Willekens [15] to real-valued situation for Mθn . Wang et al. [21]
extended them to i.i.d. real-valued r.v.’s {Xi, i = 1,2, . . .} from the consistently-varying-tailed class C (deﬁnition is in (6))
for Mθn . And Wang and Tang [22] further extended them to the class of L ∩ D. Some other results about weighted sums
may be found in Geluk and De Vries [10] and others.
So far, {Xi, i = 1,2, . . .} are supposed to be independent. Though such assumption facilitates mathematical treatment,
independence is too stringent in application. Thus, more and more attention is paid to dependent situations. As far as we
know, when deriving the relation Pr(
∑n
k=1 Xk > x) ∼
∑n
k=1 Fk(x) for independent but not identically-distributed real-valued
random variables X1, . . . , Xn , Geluk and Tang [11] introduced two quite general dependence structures, called Assumption A
and Assumption B. Zhang et al. [24] introduced bivariate upper tail independence structure from a bivariate copula function
and derived relation (1) for real-valued r.v.’s {Xi, i = 1,2, . . .} with one common distribution function from the ERV class.
Chen and Yuen [6] adopted the pairwise quasi-asymptotic independence structure for nonnegative r.v.’s {Xi, i = 1,2, . . .}
from the ERV class and reached a similar relation to (1). Gao and Wang [9] extended the results in Zhang et al. [24] to
dominatedly-varying-tailed class, which was studied in Aljancˇic´ and Arandelovic´ [1].
Inspiring by the results in Chen and Yuen [6], we are going to study the case when {Xi, i = 1,2, . . .} are non-identically
distributed and with pairwise quasi-asymptotic independence structure.
The remaining part of this paper is divided into three sections. In Section 2 we prepare some related knowledge for use
and also explain some symbols. In Section 3 we state our main results and their proofs are presented in Section 4.
2. Preliminaries
The usual assumption about the distribution function (d.f.) F of X is F is heavy-tailed. We say a r.v. X or a d.f. F belongs
to the class of heavy-tailed distributions, if EetX = ∞, ∀t > 0. Here we review some important classes of heavy-tailed
distributions.
We say that a d.f. F is long-tailed, denoted as F ∈ L, if for any y > 0, we have
lim
x→∞
F (x+ y)
F (x)
= 1. (2)
We say that a d.f. F belongs to the dominatedly-varying-tailed class, denoted as F ∈ D, if for any y > 0, we have
limsup
x→∞
F (xy)
F (x)
< ∞. (3)
We say that a d.f. F belongs to the regularly-varying-tailed class, denoted as F ∈ R−α , if there exists some α  0, such that
for any y > 0, we have
lim
x→∞
F (xy)
F (x)
= y−α. (4)
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some 0 α  β < ∞ such that for any y > 1, we have
y−β  lim inf
x→∞
F (xy)
F (x)
 limsup
x→∞
F (xy)
F (x)
 y−α. (5)
We say that a d.f. F belongs to the consistently-varying-tailed class, denoted as F ∈ C , if
lim
μ↗1 limsupx→∞
F (μx)
F (x)
= 1 or lim
μ↘1 lim infx→∞
F (μx)
F (x)
= 1. (6)
The following relationships are well known:
R ⊂ ERV ⊂ C ⊂ D ∩ L ⊂ L.
For more details about the classes of heavy-tailed distributions, please refer to Bingham et al. [2] and Embrechts et al. [8].
For some examples to illustrate the relationships between those classes, Cai and Tang [3] and Cline and Samorodnitsky [7]
are recommended additionally.
Now let’s introduce the upper and lower Matuszewska indices (J+F and J
−
F ) for distribution F . We adopt the deﬁnition
in Tang and Tsitsiashvili [18]:
J
+
F = − limy→∞
log F ∗(y)
log y
, J−F = − limy→∞
log F ∗(y)
log y
,
where F ∗(y) = lim infx→∞ F (xy)/F (x) and F ∗(y) = limsupx→∞ F (xy)/F (x). These indices were introduced in Bingham et al.
[2] ﬁrst, and later Cline and Samorodnitsky [7] restudied them. But for our purpose, the way in Tang and Tsitsiashvili [18]
is more convenient. By the way, due to Theorem 2.1.5 in Bingham et al. [2], it’s easy to get the following equalities:
J
+
F = inf
{
− log F ∗(y)
log y
: y > 1
}
, J−F = sup
{
− log F
∗(y)
log y
: y > 1
}
.
Now we introduce another index for distribution F as in Yang and Wang [23]:
LF = lim
y↓1 F ∗(y). (7)
From the deﬁnition of F ∗(y) and F ∗(y), we know: for any y > 0, F ∗(y) = 1/F ∗( 1y ). Thus, we have LF = limy↓1 F ∗(y) =
1/ limy↑1 F ∗(y), which will be applied often later. By the deﬁnition of the class C , it is easy to see LF = 1 for F ∈ C .
Now let’s introduce the deﬁnition of the dependence structure of random variables we will adopt: quasi-asymptotic
independence. This is deﬁned in Chen and Yuen [6].
Deﬁnition 1 (Quasi-asymptotic independence). Two nonnegative random variables X1 and X2, with distributions F1 and F2
respectively, are said to be quasi-asymptotically independent if
lim
x→∞
Pr(X1 > x, X2 > x)
Pr(X1 > x) + Pr(X2 > x) = 0. (8)
More generally, two real-valued random variables, X1 and X2, are still said to be quasi-asymptotically independent if the
relation (8) holds with (X1, X2) in the numerator replaced by {X+1 , X+2 }, {X+1 , X−2 }, {X−1 , X+2 }.
In fact random variables X1 and X2 with identical distribution are called to be asymptotically independent or upper tail
independent if the relation (8) holds. See, for example, Zhang et al. [24].
We close this section by explaining some symbols which will be used later. We will use , , ∼ and  to con-
nect two functions, say f1(x) and f2(x), as follows: f1(x)  f2(x) when limsupx→∞ f1(x)f2(x)  1; f1(x)  f2(x) when
lim infx→∞ f1(x)f2(x)  1; f1(x) ∼ f2(x) when limx→∞
f1(x)
f2(x)
= 1; f1(x)  f2(x) when 0 < lim infx→∞ f1(x)f2(x)  limsupx→∞
f1(x)
f2(x)
<∞.
We say f1(x) and f2(x) are weakly equivalent if f1(x)  f2(x).
3. Main results and some remarks
Suppose that {Xi, i = 1,2, . . .} are pairwise quasi-asymptotically independent but non-identically-distributed real-valued
r.v.’s, denoting the distribution of Xi by Fi ∈ D, i  1. The nonnegative sequence of {Θi, i = 1,2, . . .} is independent of
{Xi, i = 1,2, . . .}.
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(A1) {Xi, i = 1,2, . . .} satisfy
lim
x→∞
Pr(Xi < −x)
Pr(Xi > x)
= 0, i  1.
(A2) The tails of the distribution functions Fi(x), i  1, satisfy the following relation:
0 < S := inf
i1
lim inf
x→∞
F i(x)
G(x)
 sup
i1
limsup
x→∞
F i(x)
G(x)
=: M < ∞, (9)
where G is some distribution function.
Obviously, G is dominatedly-varying-tailed, and by the deﬁnitions of upper and lower Matuszewska indices it is not dif-
ﬁcult to see that J±G = J±Fi . And it is also easy to see LFi  SM LG , i  1, and
∧
i L Fi := limn→∞
∧
1in LFi = limy↓1
∧
i F i∗(y).
We introduce the following constant for later use:
L :=
∧
i
L Fi . (10)
Due to assumption (A2), by Potter’s inequality in Bingham et al. [2], for p1 < J
−
G , p2 > J
+
G , there exist positive and ﬁnite
constants C1, D1, C2, D2, such that for all k,
Fk(y)
Fk(x)
 C1
(
x
y
)p1
, for all x y  D1, (11)
Fk(y)
Fk(x)
 C2
(
x
y
)p2
, for all x y  D2. (12)
Here are our main results and their proofs are in Section 4.
Theorem 1. Suppose assumption (A1) holds. For some ﬁxed n, let EΘ pi < ∞ (1 i  n), for some p >
∨n
j=1 J
+
F j
. Then we have
Ln
n∑
i=1
Pr(Θi Xi > x) Pr
(
Sθn > x
)
 Pr
(
Mθn > x
)
 L−1n
n∑
i=1
Pr(Θi Xi > x),
n∑
i=1
Pr(Θi Xi > x) Pr
(
n∑
i=1
Θi X
+
i > x
)
 L−1n
n∑
i=1
Pr(Θi Xi > x),
where Ln =∧1kn LFk and LF is deﬁned in (7).
Remark 1. (1) If additionally Fi ∈ C , then LFi = 1, 1 i  n. Thus by Theorem 1 we have
Pr
(
n∑
i=1
Θi Xi > x
)
∼
n∑
i=1
Pr(Θi Xi > x),
which is Theorem 3.2 in Chen and Yuen [6].
(2) If additionally assumption (A2) holds, we have for all n:
L
n∑
i=1
Pr(Θi Xi > x) Pr
(
Sθn > x
)
 Pr
(
Mθn > x
)
 L−1
n∑
i=1
Pr(Θi Xi > x),
n∑
i=1
Pr(Θi Xi > x) Pr
(
n∑
i=1
Θi X
+
i > x
)
 L−1
n∑
i=1
Pr(Θi Xi > x),
where L is deﬁned in (10).
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(1) if 0 < J+G < 1, there exists δ > 0 such that J
−
G − δ =: p1 > 0, J+G + δ =: p2 < 1 and
∞∑
i=1
EΘ p1i < ∞,
∞∑
i=1
EΘ p2i < ∞, (13)
(2) if 1 J+G < ∞, there exists δ > 0 such that J−G − δ =: p1 > 0 (set J+G + δ =: p2), and
∞∑
i=1
(
EΘ p1i
) 1
p2 < ∞,
∞∑
i=1
(
EΘ p2i
) 1
p2 < ∞. (14)
Then we have
L
∞∑
i=1
Pr(Θi Xi > x) Pr
(
Mθ∞ > x
)
 L−2
∞∑
i=1
Pr(Θi Xi > x), (15)
∞∑
i=1
Pr(Θi Xi > x) Pr
(
S+θ∞ > x
)
 L−2
∞∑
i=1
Pr(Θi Xi > x). (16)
Remark 2. If {X1, X2, . . .} are identically distributed by F , the relation (9) in assumption (A2) holds with S = M = 1. There-
fore L = LF , then our results reduces to those in Gao and Wang [9]. And if F ∈ C , then LF = 1 and our results reduces to
those in Chen and Yuen [6]. Thus Theorem 2 has extended the results in Gao and Wang [9] and Chen and Yuen [6].
4. Proofs of main results
4.1. Some lemmas
Hereafter, C denotes an absolute and positive constant whose value may vary from place to place.
Lemma 1. Let X andΘ be two independent random variables. X is distributed by F ∈ D withMatuszewska indices 0 < J−F  J+F < ∞;
Θ is nonnegative. Then for any ﬁxed p1 , p2 satisfying 0 < p1 < J
−
F  J
+
F < p2 < ∞, there exists some constant C (irrespective of Θ)
such that, for all large x,
Pr(Θ X > x) C F (x)
(
EΘ p1 ∨ EΘ p2). (17)
Proof. We follow Wang and Tang [22] to prove this lemma. Choose D2 as in the inequality (12). For x D2 we have:
Pr(Θ X > x) = Pr(Θ X > x,Θ  x/D2) + Pr(Θ X > x, x/D2 > Θ  1) + Pr(Θ X > x,Θ < 1) =: I1 + I2 + I3.
According to (12), we have
I1  Pr(Θ  x/D2) Dp22 x
−p2 EΘ p2  C2
F (D2)
F (x)EΘ p2 .
To deal with I2, we introduce V to denote the distribution function of Θ . By the inequality (12), for all x D2, we have
I2 = E
[
Pr(Θ X > x, x/D2 > Θ  1|Θ)
]= x/D2∫
1
Pr
(
X >
x
t
)
dV (t) = Pr(X > x)
x/D2∫
1
Pr(X > xt )
Pr(X > x)
dV (t) C2F (x)EΘ p2 .
Similarly, using the inequality (11), for all x D1,
I3 = E
[
Pr(Θ X > x,Θ < 1|Θ)] C−11 F (x)EΘ p1 .
So let C =max(C2,1/C1,C2/F (D2)), for all xmax(D1, D2), (17) holds. 
Remark 3. Clearly, under the conditions of the lemma, for the non-identically distributed {Xi, i = 1,2, . . .} that we study,
by (11), (12) and assumption (A2), for any ﬁxed p1, p2 satisfying 0 < p1 < J
−  J+ < p2 < ∞, for suﬃciently large x, thereG G
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∞∑
i=1
Pr(Θi Xi > x) CG(x)
∞∑
i=1
EΘ p1i ∨ EΘ p2i .
When (14) holds, for large enough i, we have EΘ p1i ∨ EΘ p2i  (EΘ p1i )
1
p2 ∨ (EΘ p2i )
1
p2 . Thus the sum on the right-hand side
is bounded above under the conditions of Theorem 2.
Lemma 2. Let X and Θ be two independent random variables. X is distributed by F ∈ D and Θ is nonnegative. Then for any ﬁxed
p > J+F , there exists a positive constant C such that for all x > 0,
E
(
Θ X+
)p
I(Θ X  x) C Pr(Θ X > x)xp .
Proof. By Theorem 3.3(iv) of Cline and Samorodnitsky [7] or Lemma 3.9 in Tang and Tsitsiashvili [18], the distribution
function H of Θ X belongs to the class D and J±H = J±F . Then by (12), for every p˜ ∈ (J+F , p), there exist positive constants C2
and D2 such that, uniformly for all x y  D2,
H(y)
H(x)
 C2
(
x
y
)p˜
.
Thus, when x D2,
E
(
Θ X+
)p
I(Θ Xx)  xp  xp
H(x)
H(D2)
 CxpH(x).
When x > D2,
E
(
Θ X+
)p
I(Θ Xx) 
x∫
0
H(t)dtp 
( D2∫
0
+
x∫
D2
)
H(t)dtp  CxpH(x) +
x∫
D2
H(x)C2
(
x
t
)p˜
dt p  CxpH(x).
Obviously, C only relates to F and p. 
Remark 4. By (12), for the {Xi, i = 1,2, . . .} we study, we can choose one common C for all i  1 such that for any ﬁxed
p > J+G and all x > 0:
E
(
Θi X
+
i
)p
I(Θi Xi  x) C Pr(Θi Xi > x)xp .
4.2. Proof of the main results
Proof. Mimicking the proof of the corresponding theorem in Chen and Yuen [6], one can prove Theorem 1 easily. We only
prove Theorem 2.
First let’s see (15). On one hand, for any ﬁxed and suﬃciently large m, by Theorem 1 and Lemma 1, we have
lim inf
x→∞
Pr(max1n<∞
∑n
i=1 Θi Xi > x)∑∞
i=1 Pr(Θi Xi > x)
 lim inf
x→∞
Pr(max1nm
∑n
i=1 Θi Xi > x)∑m
i=1 Pr(Θi Xi > x)
· lim inf
x→∞
∑m
i=1 Pr(Θi Xi > x)∑∞
i=1 Pr(Θi Xi > x)
 L ·
(
1− limsup
x→∞
∑∞
i=m+1 Pr(Θi Xi > x)∑∞
i=1 Pr(Θi Xi > x)
)
 L ·
(
1− C
( ∞∑
i=m+1
EΘ p1i ∨ EΘ p2i
))
.
The last inequality is due to Pr(Θi Xi > x)  Pr(Xi > x) which is by Theorem 3.3 of Cline and Samorodnitsky [7]. Letting
m → ∞, we get
Pr
(
max
1n<∞
n∑
i=1
Θi Xi > x
)
 L
∞∑
i=1
Pr(Θi Xi > x). (18)
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limsup
x→∞
Pr(max1n<∞
∑n
i=1 Θi Xi > x)∑∞
i=1 Pr(Θi Xi > x)
 limsup
x→∞
Pr(max1nm
∑n
i=1 Θi Xi > (1− ν)x)∑∞
i=1 Pr(Θi Xi > x)
+ limsup
x→∞
Pr(
∑∞
i=m+1 Θi X
+
i > νx)∑∞
i=1 Pr(Θi Xi > x)
=: I1 + I2,
I1  limsup
x→∞
Pr(max1nm
∑n
i=1 Θi Xi > (1− ν)x)∑m
i=1 Pr(Θi Xi > (1− ν)x)
· limsup
x→∞
∑m
i=1 Pr(Θi Xi > (1− ν)x)∑m
i=1 Pr(Θi Xi > x)
· limsup
x→∞
∑m
i=1 Pr(Θi Xi > x)∑∞
i=1 Pr(Θi Xi > x)
 L−1 ·
∨
1im
F ∗i (1− ν).
Now let’s see I2. By Lemma 1,
Pr
( ∞∑
i=m+1
Θi X
+
i > x
)

∞∑
i=m+1
Pr
(
Θi X
+
i > x
)+ Pr( ∞∑
i=m+1
Θi X
+
i I(Θi X+i x) > x
)
 CG(x)
∞∑
i=m+1
(
EΘ p1i ∨ EΘ p2i
)+ x−p2 E( ∞∑
i=m+1
Θi X
+
i I(Θi X+i x)
)p2
=: CG(x)
∞∑
i=m+1
(
EΘ p1i ∨ EΘ p2i
)+ J1.
If 0 < J+F < 1, apply the inequality: |a+ b|r  |a|r + |b|r (0 < r < 1, ∀a,b), Lemmas 2 and 1,
J1  x−p2
∞∑
i=m+1
E
[
Θi X
+
i I(Θi Xix)
]p2  x−p2 ∞∑
i=m+1
C Pr(Θi Xi > x)x
p2 = C
∞∑
i=m+1
Pr(Θi Xi > x)
 CG(x)
∞∑
i=m+1
(
EΘ p1i ∨ EΘ p2i
)
.
So we have
Pr
( ∞∑
i=m+1
Θi X
+
i > x
)
 CG(x)
∞∑
i=m+1
(
EΘ p1i ∨ EΘ p2i
)
.
If J+F > 1, apply the Minkowski’s inequality, Lemmas 2 and 1,
J1  x−p2
( ∞∑
i=m+1
(
E
(
Θi X
+
i
)p2 I(Θi Xix)) 1p2
)p2
 C
( ∞∑
i=m+1
(
Pr
(
Θi X
+
i > x
)) 1
p2
)p2
 CG(x)
( ∞∑
i=m+1
(
EΘ p1i
) 1
p2 ∨ (EΘ p2i ) 1p2
)p2
.
So we get
Pr
( ∞∑
i=m+1
Θi X
+
i > x
)
 CG(x)
( ∞∑
i=m+1
(
EΘ p1i ∨ EΘ p2i
)+( ∞∑
i=m+1
(
EΘ p1i ∨ EΘ p2i
) 1
p2
)p2)
.
Since Pr(Θ1X1 > x)  Pr(X1 > x), by assumption (A2) we have
I  C · F ∗(ν) · g(m+ 1),2 1
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g(m+ 1) =
{∑∞
i=m+1(EΘ
p1
i ∨ EΘ p2i ) if (13) holds,∑∞
i=m+1(EΘ
p1
i ∨ EΘ p2i ) + (
∑∞
i=m+1(EΘ
p1
i )
1
p2 ∨ (EΘ p2i )
1
p2 )p2 if (14) holds.
Thus,
limsup
x→∞
Pr(max1n<∞
∑n
i=1 Θi Xi > x)∑∞
i=1 Pr(Θi Xi > x)
 L−1
∨
1im
F ∗i (1− ν) + C F ∗1(ν)g(m+ 1).
Letting m → ∞ and ν ↘ 0, by (13), (14) and Remark 3, we have
Pr
(
max
1n<∞
n∑
i=1
Θi Xi > x
)
 L−2
∞∑
i=1
Pr(Θi Xi > x). (19)
Consequently, combining (18) and (19), we obtain (15). The proof of (16) can be given straightforwardly by going along the
same lines as above. 
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