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Abstract 
Physical load carriage is an essential duty for military personnel. Physical load 
carriage induces psychological and physiological effects, but the influence of load 
carriage on brain activity and subsequent cognitive performance is largely unknown. 
This due to difficulties in disentangling the subtle behavioural effects under load 
carriage in complex occupational settings. To investigate how load carriage 
influences cognition directly, continuous measures of brain activity must be obtained 
in realistic settings. Mobile EEG is ideally suited to this task.  
Across four studies, mobile EEG recordings were used to assess to what extent load 
carriage influences attention. Four objectives were defined. 1. To evaluate mobile 
EEG as a viable tool in real-life settings (studies 1-4). 2. Investigate the influence of 
walking on attentional processes (study 1, selective attention; study 2, change 
detection). 3. Establish the impact of load carriage on brain activity during walking 
(study 3). 4. Assess the interaction of load carriage on attentional processes during 
walking (study 4). Interpretaions of resulting data were conceptualised in the 
proposed dynamic resource allocation model of cognitive performance. 
Successful application of Mobile EEG was evident and found signal quality 
comparable to EEG recorded in a laboratory. Moreover, walking influenced 
attentional processes in an indirect way, moderated by the environment and 
concurrent perceptual load. While a steady state neural index of walking was 
recorded in a natural setting, this was invulnerable to load carriage effects. Further, 
and most pressing for this thesis, load carriage had little influence on neural indices 
of attention. Despite this, there is some indication from the data that fatigue plays a 
prominent role in the interaction of load carriage and cognitive function, and further 
exploring the neural underpinnings of motivation may prove fruitful in future studies 
of load carriage and cognitive function. 
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Introduction 
Overview of research purpose 
The purpose of this thesis is to investigate how load carriage can influence cognitive 
performance assessed by mobile EEG methods. To do so, mobile EEG is applied to 
elucidate the functional relations between neural processes underpinning walking and 
attentional cognition in non-laboratory settings. Further, the effect of physical load 
carriage on these processes are investigated. 
There are four key aspects in this assessment: 
1. To establish that mobile EEG can achieve viable and accurate recordings of 
brain activity in natural settings  
2. To investigate the influence of walking on attentional processes  
3. To establish if there are any effects of load carriage on walking in the cortical 
response of the brain  
4. To assess if there is an interaction of load carriage effects with walking and 
attentional processes 
Novelty 
The novelty in this research is two-fold. First, the topic under investigation has 
received very little previous attention, with cognitive performance during load 
carriage only investigated using behavioural assessments. This topic is of vital 
interest in applied settings, such as in the military where soldiers in the field typically 
carry around 58 kg of mass during operations. Second, the methodological approach 
employed, mobile EEG, is a new technological advancement undergoing rapid 
development. Mobile EEG has the potential to develop applied cognitive 
neuroscience research further, in that models of cognitive function generated from 
laboratory research may now be tested using the same methods in real world settings.  
Outline 
This thesis begins with a review of the literature (Chapter 1) relevant to the 
assessment of cognitive performance during load carriage. The research base 
investigating cognitive measures during load carriage is small, and as such, it is 
necessary to look to similar research areas to conceptualise the potential mechanisms 
17 
 
that underpin cognition during load carriage. This will assist with generating 
hypotheses for empirical testing. Similarly, because the mobile EEG technique 
employed in this research is highly novel, assessment of basic cognitive processes 
outside laboratory settings during free movement are reviewed to establish a 
foundation of cognitive abilities against which the impact of load carriage may be 
assessed. Specifically, research reviewed looks at the relationship between walking 
and cognitive function and the effects of physical activity factors upon cognition. In 
each instance, attention is given to EEG measures of these variables, and how mobile 
EEG techniques may further inform knowledge. Throughout, physiological factors 
are also considered as these contribute to affect and ability, which are integral to 
supporting cognitive performance.  
Chapter 2 discusses the mobile EEG technique. This begins with an overview of 
traditional EEG methodology and how this has informed knowledge of cognitive 
function from laboratory-based research, and then discusses what can be gained from 
truly mobile EEG applications. Truly mobile EEG should enable free movement 
without concern for excessive artefact interference or tethering to a power source. It 
should give a window into natural, real-life brain function in all its complexity, 
enabling the study of the human brain during everyday activities with minimal 
interference from the recording system. Being better able to theorise the interactions 
of dynamic neural systems will help target the most effective mechanisms for 
optimal functional behaviour in healthy and patient populations. The mobile EEG 
systems used in this research are introduced, and an outline of the developmental 
iterations in implementing such a system is presented. 
Empirical studies are presented in Chapters 3-5. These are carried out in two main 
phases. Phase 1 (Chapter 3) investigates attentional processes during walking in non-
laboratory settings, forming the foundation for phase 2. Phase 2 involves the 
assessment of  walking during load carriage in non-laboratory settings (Chapter 4), 
and the interaction of walking, attention and load carriage (Chapter 5). 
Chapter 6 presents a discussion of findings from phase 1 and 2 empirical studies and 
what these contribute to knowledge of cognitive performance during load carriage. 
Finally, suggestions are offered as to how these findings may be applied in 
occupational settings. 
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1 Chapter 1. Literature review 
1.1 Load carriage and cognition 
The average dismounted close combat (DCC) soldier must carry 58.07 kg of 
equipment over 12 hours while on patrol (personal communication). Duties while 
doing so involve the detection, identification and recognition of potential threats, 
during the day and night (ibid). DCC soldiers are highly trained to perform such 
tasks, however, there is little in the way of an evidence base to support the DCC 
soldiers’ ability to accomplish such tasks from a cognitive perspective. The 
psychological body (Figure 1.1-1) illustrates elements that constitute human 
behaviour and the associated measures used to quantify and assess ability. The 
psychological body is a conceptualisation of multiple processes that are 
operationalised to study behaviour in real-life settings and demonstrates how each of 
these elements interact dynamically in the study of load carriage as reviewed in this 
thesis. This review demonstrates that there is a clear impact of load carriage on the 
body and affective measures. However, because no aspect of the psychological body 
functions in isolation, this means that assessing cognitive effects during load carriage 
is complicated with these associated affective and body variables.  
19 
 
 
Figure 1.1-1. The Psychological Body. An illustration to conceptualise how potential 
measures of human behaviour in applied settings are interlinked and related.  
Early research of soldier load carriage focused on assessing the optimum way in 
which to carry loads. In the following studies, different body pack structures were 
evaluated through body (physiological) and affective (perceived exertion) measures. 
Goslin and Rorke (1986) assessed load carriage at 0, 20, and 40 % of body weight 
and at speeds of 0.75 and 0.95 statures (a unit of relative speed, normalised by 
height) on a treadmill. They recorded ratings of perceived exertion (RPE) (Borg, 
1998) and cardiorespiratory and ventilator measures. A linear relationship found each 
of these measures to increase with increased load and speed, and further, RPE nearly 
doubled with the addition of load (Goslin & Rorke, 1986). In another study, Kirk and 
Schneider (1992) found that as the duration of load carriage increased, ratings of 
perceived exertion also increased. In this study, different backpack frames were 
compared for load carriage of 33 % of body weight for a duration of one hour. There 
were no effects of the backpack structure, but RPE increased over time while 
measures of oxygen consumption, heart rate, minute ventilation, and respiratory 
exchange ratio remained constant (Kirk & Schneider, 1992). RPE generally 
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correlates well with actual measured heart rate (Borg, 1998), yet in this case it does 
not. This suggests that subjective ratings of exertion and physiological measures of 
the body do not tap into the same mechanisms, and thus, an alternative approach, 
such as examining brain activity directly, might be better suited to study the impact 
of load carriage ability. What is clear is that that subjective perceptions (or, affect) 
are very sensitive to the addition of load carriage, even when physiological measures 
remain constant.  
Military studies assessing cognitive performance during load carriage have found 
minimal effects of load carried on cognitive ability. Knapik and colleagues (1997) 
assessed cognitive ability following a maximal effort 20 km road march, where 
personnel carried loads of 34, 48 and 61 kg in two differently structured backpacks. 
Knapik and colleagues (1997) administered memory, math, and visual and auditory 
target detection tasks to assess cognitive ability prior to marching for familiarisation 
and after each of the six marches. Cognitive performance improved slightly 
following marching with no evident effects of load on cognition (Knapik et al., 
1997). However, time to complete the march increased with load, and heart rate 
remained steady for loads of 48 and 61 kg, but was higher for 34 kg. The increased 
time to complete the march suggests that there was an effect of fatigue with 
increasing loads, indicating an affective influence. However, the improved cognitive 
performance may be due to learning and habituation to the tasks, as assessment was 
carried out 6 times, meaning improvement in cognitive performance is likely due to 
practice effects on relatively simple tasks. 
In another study, Crowell (1999) assessed cognitive ability (math, memory and 
monitoring) during a one-hour march (around 4 km) over different terrains while 
carrying loads of 22.77 and 36.94 kg. There were gains in cognitive monitoring from 
time one to time two during the lighter load carriage that was not seen with the 
heavier load (Crowell, 1999), but there were no other effects on cognitive ability. 
The positive initial increment in monitoring during light load carriage may well 
reflect a boost to cognitive processing resulting from the onset of physical activity, or 
potentially practice effects, but this was not sustained. However, affective ratings of 
perceived exertion were consistently greater with heavy loads and increased over 
time, and participants specifically rated the load carried as a significant contributor in 
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their workload assessment. Despite the physical challenges presented during road 
marching, assessment in the aforementioned studies is relatively simple in 
comparison to the field conditions of the DCC soldier.  
On active duty, personnel must be able to detect, identify and recognise potential 
threats during the day and night during load carriage. Cognitive function clearly 
suffers under load carriage in circumstances that closer reflect the DCC soldier 
working conditions. For example, Lieberman and colleagues (2006) have shown that 
during a sustained operation scenario performance in a range of cognitive domains 
decreased. Vigilance, reaction time, learning, memory and logical reasoning were all 
impaired following a 53 hour field assessment in circumstances of extreme stress in 
experienced military personnel (Lieberman, Caruso, Niro, & Bathalon, 2006). 
Moreover, cognitive function declined more extensively and rapidly than physical 
performance. In field operations, the surrounding environment may further encumber 
cognitive performance. Mahoney and colleagues (2007) assessed vigilance under a 
40 kg load with and without the presence of obstacles. Predictably, the 40 kg load 
induced greater ratings of perceived exertion and poorer performance on the 
vigilance task than when walking without the load and this was further compounded 
by additionally navigating around obstacles (Mahoney, Hirsch, Hasselquist, Lesher, 
& Lieberman, 2007). 
The research discussed in military personnel indicates that cognitive performance is 
susceptible to effects from load carriage, especially when assessment reflects typical 
settings and duties. Research in non-military personnel on the theme of load carriage 
and cognition tends to produce mixed results. One reason for this variability could be 
differences in the difficulty of the task. Where load carriage has no evident effect on 
cognition the task is relatively simple. For example, in a treadmill walk task carrying 
8.5 and 20 kg of weight, cognitive assessment was measured by recalling the months 
of the year in reverse order and showed no variation in performance due to load 
carried (Qu, 2013). However, Qu (2013) found that dynamic stability during walking 
altered under the heavier load, indicating an effect of load may have a cognitive 
component, but which this task showed no susceptibility to. Further, the weight of 
the load may also determine effect on cognitive performance. Mastroianni and 
colleagues assessed load carriage at 10 % of body weight over 40 km at a self-paced 
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walk and found no effects on pattern matching, code substitution, or tapping speed 
(Mastroianni, Chuba, & Zupan, 2003). However, with greater weight carried, 
decreases in cognitive performance become evident under specific circumstances.  
Under 40 kg of load carriage, error rates increased in an auditory go/no-go task 
during a two hour walk (Eddy et al., 2015). However, Eddy and colleagues also 
assessed visual target detection, and found no significant effect on performance due 
to load, although reaction times to targets increased towards the end of the two hour 
period. Initially, it may seem that these results suggest that auditory tasks may be 
more sensitive to the effects of load carriage than visual tasks. However, it is more 
plausible that the top down processes engaged in facilitating auditory processing are 
the mechanisms susceptible to load carriage. May and colleagues (2009) employed a 
very different protocol, but, similar to Eddy et al (2015) found negative effects on an 
auditory task. This study assessed decision making using auditory stimuli under 
carriage of 30 % body weight (M = 23 kg ± 3.46 kg) during balance control. Unlike 
Eddy and colleagues (2015) study, there was no walking. Participants remained 
stationary while balance was periodically perturbed in a test of 22 minutes duration. 
Nevertheless, it was found that under load carriage, responses to the auditory task 
were disrupted (May, Tomporowski, & Ferrara, 2009).  
While both Eddy et al. (2015) and May et al. (2009) use auditory stimuli, they both 
also assessed higher levels of cognitive control. Inhibition is required for successful 
performance in the go/no-go task and executive computations are necessary in the 
decision making task. Where no significant effects were found in the visual 
monitoring task in Eddy et al. (2015), this may be accounted for the lesser degree of 
cognitive computation required by visual monitoring. Top down cognitive control is 
associated with prefrontal activity in the brain, and is predicted to be negatively 
affected during long lasting physical activity by the transient hypofrontality 
hypothesis (Dietrich, 2003) (discussed further in Chapter 1.2.7). However, due to the 
short duration and relative lack of physical activity in May and colleagues (2009) 
study, the transient hypofrontality hypothesis is a less convincing explanation. 
Nevertheless, there is evidence to suggest that balance perturbations correlate with 
activity in the prefrontal cortex (PFC) (Mihara, Miyai, Hatakenaka, Kubota, & 
Sakoda, 2008) (discussed further in Chapter 1.3.2). In sum, the compromised 
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auditory task effects seen in each of these tasks may result from the involvement of 
PFC activity, which then appear exacerbated by concurrent heavy load carriage. 
Nevertheless, loads much lighter than those discussed above have resulted in 
decreased cognitive performance. In a previously discussed study, it was described 
that the addition of navigating around obstacles reduced cognitive performance when 
compared to carrying a 40 kg load without obstacles (Mahoney et al., 2007). 
Hawkins and colleagues (2011) examined performance on a probe reaction time task 
while stepping over obstacles and carrying anterior loads of 2, 5 and 10 kg. They 
found that as loads increased, reaction times to the probes increased and suggested 
that this is due to the need for greater attentional control during obstacle negotiation 
(Hawkins et al., 2011). Again, this implies PFC involvement, for both attentional 
control to the probes, and for active posture control when stepping over obstacles. 
Importantly, the delay in probe reaction time increased with weight of load carried, 
again demonstrating an interaction with weight of load carried and PFC control.  
The discovery that even light loads may impinge on cognitive ability is a concern for 
those on active duty. However, the variability in previous findings suggest that the 
weight of the load carried is unlikely to be the only factor determining cognitive 
performance. Task type may also affect performance, particularly ecological validity 
of the task used. For instance, detrimental cognitive effects are not evident under 20 
kg of load carriage for simple recall tasks (Qu, 2013) or for around 13 kg of load 
carriage on a 40 km walk (Mastroianni et al., 2003). While very different in protocol, 
each of these studies are unrepresentative of field conditions. Qu (2013) tested on a 
treadmill in a laboratory, and used a simple recall task as a measure of cognitive 
ability during load carriage. This reduces the ecological validity of the results, and 
potentially fails to account for variables (such as obstacles) that may be key in 
understanding cognition during load carriage. For instance, obstacle navigation is a 
typical occurrence in the field for the DCC soldier. Indeed, Mastroianni and 
colleagues (2003) conducted their study in a natural, challenging environment, but 
assessed cognitive ability prior to and following each walk and failed to capture 
cognitive performance during load carriage. Thus, estimating the dynamics of load 
carriage on cognitive ability is not possible from this study. 
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There are two common factors across studies that found effects of load carriage on 
cognition. These are concurrent assessment of cognitive performance during load 
carriage, and an active role for the PFC. Clearly, these factors are key in determining 
to what extent load carriage may influence cognitive ability. Notably, in each of the 
studies discussed, behavioural responses determine cognitive assessment. 
Behavioural responses are secondary measures resulting from cognitive 
transformations and cannot capture the true extent of cognitive ability to meet task 
demands, because behavioural responses are executed following cognitive 
commands. While behavioural reactions may be most pertinent in practical settings, 
there is little insight available on what processes specifically are susceptible to load 
carriage effects. The outcomes from the previous behavioural studies discussed show 
a lot of variability during load carriage. Electroencephalography (EEG) would reduce 
this variability by monitoring cognitive processing directly and highlight differences 
in cognitive function even when performance measures are similar. This will help 
establish if there is true cause for concern regarding limited cognitive abilities during 
load carriage in occupational settings. 
The studies discussed above suggest that concurrent assessment of cognitive 
performance during load carriage is necessary, and implicates a role for the PFC. 
EEG can assist in the investigation of both these elements. EEG provides a measure 
of continuous assessment and can be used to examine the neural signatures 
underlying cognitive behaviours, and perhaps see differences even when similar 
behavior is apparent. Further, there is a need for ecological assessments to elicit 
realistic occupational behaviour, and tap into subtle cognitive differences. Mobile 
EEG is an ideal method for such investigations. Mobile EEG records brain activity 
non-invasively during walking and under load carriage in natural settings, while 
enabling concurrent assessment of ability using a cognitive task. Thus, mobile EEG 
can isolate and investigate specific neural correlates of cognitive behaviour during 
load carriage. With these possibilities in place, this thesis lays the foundations for 
understanding cognitive function during load carriage with relevance to the DCC 
soldier. 
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1.2 Physical activity and cognition 
There are many studies investigating the effects of physical activity on cognition. 
Very early studies noted an influential effect of physical activity on reaction times, 
where time taken to react to a stimulus decreased following physical training (Burpee 
& Stroll, 1936; Pierson & Montoye, 1958), but this effect was not always consistent 
(Beise & Peaseley, 1937). Further studies found that physical activity was 
particularly effective in improving reaction times in older populations (Spirduso, 
1980), with greater gains than those observed in equivalent studies with younger 
adult comparison groups (Sherwood & Selder, 1979; Spirduso, 1975; Spirduso & 
Clifford, 1978). Until more recently, investigations on younger adult populations 
remained limited. However, the desire to explain how physical activity may 
influence cognition has come to light in part owing to neuroimaging methods 
allowing access to psychophysical processes, and with it many more studies on 
younger adults. Consensus on the ultimate effects of these studies varies in large part 
due to differences in protocols, measures, and the definition of terms under 
investigation.  
While it is beyond the scope of this thesis to delve to deeply into these waters, this 
section aims to provide an overview of key research and conceptual understanding 
arising mainly from behavioural studies of the effects of physical activity on 
cognition. Literature reviewed in this section was included if empirical and review 
studies examined the links between physical activity and cognition using behavioural 
methods. These are in sections discussing the effects of short lasting exercise on 
cognitive domains, the effects of longer lasting exercise and exercise interventions, 
descriptions of the relationship between exercise and cognition, the influence of co-
variates, and an overview of meta-analysis studies. A discussion of potential 
conceptual frameworks and current perspective on the literature concludes this 
section. 
1.2.1 Definitions and general overview 
In assessing physical activity effects, it is important to have definitions of 
terminology. Caspersen, Powell, and Christenson (1974) set out clear definitions on 
the differences between physical activity, exercise and physical fitness. They defined 
physical activity as any sort of movement made during daily living, while exercise is 
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a type of physical activity that is planned, has a structure, and is a means to 
maintaining or improving physical fitness. Physical fitness is characterised by the 
measurement of certain features that are either health or skill related. In addition to 
these definitions of physical activity, there are multiple terms to describe how it is 
measured.  
Measurement terms used to compartmentalise the activity and obtain a value of 
exertion are as follows. Activity is defined by duration as acute, usually lasting 20 
minutes or less, or prolonged (greater than 20 minutes). Sometimes, activity is 
quantified by measures of cardiovascular output (VO2, heart rate, muscle fatigue) and 
is referred to as maximal or sub-maximal. Investigation of activity also varies 
depending on study aims. This can be through a single (acute) testing session, an 
intervention, a longitudinal follow up, or a cross sectional comparison. Further, the 
populations investigated may also vary in terms of baseline fitness or experience, 
age, health or lifestyle choices. In addition to the multiple dimension of assessing 
physical activity, there are also multiple ways of defining effects on cognition. 
Typically, cognitive effects are characterised in terms of processing speed and 
response, as well as accuracy. Tests commonly used to assess cognitive performance 
are the digit span test, choice reaction time, Stroop interference task and flanker tasks 
(Smith, Potter, McLaren, & Blumenthal, 2013). Usually, cognitive assessment takes 
place before and after the application of activity (known as pre-post testing), but may 
also be assessed during activity. Some studies, particularly those examining the 
interaction between cognitive performance and exercise during acute bouts of 
activity, distinguish between post-tests immediately following activity, and those 
occurring after a recovery time window (delayed testing). 
Physical activity has a small, beneficial effect on cognition, with an effect size of 
around 0.25 (Etnier et al., 1997). It is purported that by engaging in physical activity, 
the structure of the brain alters and facilitates more efficient functioning, which in 
turn assists cognitive processing abilities. Changes in brain structure following 
engagement with physical activity is evident in both human and animal studies 
(Kramer & Erickson, 2007). Animal and human performance following fitness 
training shows demonstrable beneficial and facilitative effects on a neuronal as well 
as behavioral level. Specifically, neurochemical changes in brain-derived 
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neurotrophic factor (BDNF) levels and structural change in the development of new 
capillaries have been observed in rats (Swain et al., 2003; Vaynman, Ying, & 
Gomez-Pinilla, 2004). Notably these physiological changes were associated with 
improved behavioural performance in Morris maze learning (van Praag, 2005) and 
the passive avoidance task (Alaei et al., 2006). In humans the beneficial changes 
included decrease in distraction in the flanker task (Colcombe et al., 2004) and 
increases in verbal learning and memory (Colcombe et al., 2004). Moreover, animal 
models have shown that exercise particularly affects the hippocampus, promoting 
neurogenesis and maintaining health throughout ageing. Translating this to human 
cognitive effects, this essentially equates to the protection of memory and learning 
through exercise (Hamilton & Rhodes, 2015). The protective effects of exercise may 
relate only to general ability, as effects are evident following longer-term activity 
participation and presumable alterations in neuronal plasticity. Currently, there is 
little evidence of incremental or shorter-term exercise having demonstrable effects 
on specific processes underlying cognitive performance.  
In general, exercising keeps the brain healthy over the lifespan. Positive cognitive 
effects are evident from executive function in terms of task switching, selective 
attention, and inhibition and working memory capacity, however, these positive 
effects are most prominent in aged populations (Guiney & Machado, 2013). Further, 
in older age, there is a positive relationship between cardiorespiratory fitness and 
certain structural brain volumes (anterior cingulate, lateral prefrontal and lateral 
parietal cortex) whereby fitness is associated with greater volume (Hayes, Hayes, 
Cadden, & Verfaellie, 2013). These observations give rise to the proposition that 
physical activity induces specific improvements in cognitive function by globally 
improving or maintaining brain health. However, the relationship is a little more 
complicated due to a multitude of factors more thoroughly discussed in the sections 
below.  
1.2.2 Acute exercise effects on cognitive domains  
Cognition is most commonly assessed using executive function or memory tasks to 
enable evaluation of speed of processing by reaction times, or performance by 
accuracy of responses. Acute bouts of exercise are arguably the most studied test 
protocols in assessing cognition. Acute bouts of exercise (usually of 20 minutes) are 
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performed on a treadmill or static cycle where intensity may vary. Typically, 
cognitive performance following acute bouts of exercise in general follows a pattern 
of enhancement in performance evidenced by improved accuracy, and faster speed of 
processing shown by reduced reaction times. This is most prominent in tasks of 
executive function, such as the Stroop interference task (Chang, Chu, Wang, Song, & 
Wei, 2015; Griffin et al., 2011; Tam, 2013); flanker task (Bullock & Giesbrecht, 
2014); switch cost tasks (Barenberg, Berse, & Dutke, 2015) or choice reaction time 
tasks (Davranche, Burle, Audiffren, & Hasbroucq, 2005). Often, these effects are 
more prominent on reaction time than accuracy (Rattray & Smee, 2013). 
The effects of physical activity on memory are more variable. Roig and colleagues 
(2013) examined the effects of acute and longer-term exercise on short and long-term 
memory in a meta-analysis. Data from 29 acute exercise, and 21 long-term exercise 
studies were extracted and analysed. Results found that in relation to short-term 
memory, acute exercise had a moderate, positive effect, and longer-term exercise had 
small, positive effects. Regarding long-term memory, acute exercise had moderate 
positive effects, where long-term exercise had none (Roig, Nordbrandt, Geertsen, & 
Nielsen, 2013). Discussing these results, Roig et al (2013) suggest that the resultant 
effects of acute and long-term exercise represent independent but related functions 
that improve memory. The authors relate the effects of exercise to underlying 
physiological structures underpinning cognitive functions, and suggest that acute 
exercise improves memory by means of timely priming of those physiological 
processes responsible for encoding and consolidation of new information, whereas 
longer-term exercise results in slower, growth related changes and as such stimulates 
the capacity for response. 
Acute exercise in general has positive benefits on speed of processing and can 
improve accuracy performance in executive functions and short-term memory. 
However, the intensity of exercise performed also influences positive exercise 
effects. Within acute assessments, exercises performed at a higher intensity 
frequently have greater beneficial effects than those of a moderate intensity (Alves et 
al., 2014; Audiffren, Tomporowski, & Zagrodnik, 2009; Chang et al., 2011) and this 
is particularly clear in assessments of executive functions, in inhibition, updating and 
shifting attention (Chen, Yin, Yan, & Yang, 2011). Further, those who take part in 
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regular exercise and maintain a moderate level of physical fitness tend to 
demonstrate better cognitive performance than their matched inactive peers. Frequent 
physical activity, and to some extent better aerobic fitness, predict both better 
cerebral blood flow regulation and better cognitive inhibitory control (Guiney, 
Lucas, Cotter, & Machado, 2015).  
The individual studies discussed above indicate that short bursts of high intensity 
exercise may improve speed and accuracy in cognitive functions. However, only a 
small significant mean effect size was found (g = 0.14, p < .01) in a meta-analysis of 
53 studies investigating the effect of different intensities of acute exercise on the 
speed and accuracy of cognitive function (McMorris & Hale, 2012). This meta-
analysis found that moderate intensity1 exercise improves speed of processing in 
central executive tasks in comparison to recall or attention and alertness tasks. Speed 
of processing is maximal under moderate intensity exercise, but there is no similar 
pattern of results when examining task accuracy. McMorris and Hale’s (2012) meta-
analysis found improved accuracy in task performance only applied following acute 
bouts of exercise, unaffected by intensity. Overall, the majority of the effects of 
exercise on speed and accuracy of cognition was attributable to the effect of speed, 
rather than accuracy (McMorris & Hale, 2012).  
Accuracy as measured in these studies may not be sensitive to the effects of exercise. 
However, processing speed appears to generally show small improvements, 
particularly at moderate intensities. This however, differs from the effect of faster 
processing found following higher intensity exercise reported in the individual 
studies above. This may be due to differences in parameters assessed, such as 
baseline fitness levels. The effect of differing parameters across studies was 
highlighted in a large meta-analysis of the effects of acute exercise on cognitive 
performance assessed over three time points (during, immediately after, and after a 
delay) by Chang and colleagues (2012). Data from 79 studies found small, positive 
effects of physical activity on cognition (g = 0.097, n = 1034) and this was mirrored 
in all three assessed time points; during exercise (g = 0.101; 95 % CI; 0.041 - 0.160), 
immediately following exercise (g = 0.108; 95 % CI; 0.069 - 0.147), and after a delay 
                                                 
1 Guided by Borer (2003), intensity of exercise defined in terms of maximum power output (WMAX): 
light <40%, moderate 40-79%, and heavy >80% (McMorris & Hale, 2012). 
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(g = 0.103; 95 % CI; 0.035 - 0.170) (Chang, Labban, Gapin, & Etnier, 2012). 
However, the authors highlighted that there were many moderators involved in this 
association, such as exercise duration, intensity, baseline physical fitness and the 
type of cognition assessed, and by accounting for these, it was possible to gain larger 
effect sizes (Chang et al., 2012). Taken together, these findings support the notion 
that the effects of acute physical activity on cognition are at best, variable, depending 
on the parameters and the aim of the study in question.  
1.2.3 Longer duration exercise and exercise interventions 
Research on the effects of prolonged exercise on cognition is sparse, with only two 
studies on the topic being identified though this literature search. In the first, 
cognitive assessment was undertaken before, every 20 minutes during, and 
immediately after 3 hours of sub-maximal cycling in a trained group. Using changes 
in a critical flicker fusion and map recognition task as the primary measure of 
cognition, the authors found that task performance increased until the 120 minute 
mark during exercise and deteriorated afterwards (Grego et al., 2005). In a shorter 
duration study, cognitive performance was assessed before and immediately after a 
40-minute cycling exercise. Results found no facilitation of set switching or short-
term memory, but there was an improvement in free recall (Coles & Tomporowski, 
2008). Again, these results are somewhat mixed, with specific cognitive processes 
and domains more susceptible to exercise than others. One possible explanation for 
these findings might be effects of deoxygenation in the brain. During maximal 
exercise, fNIRS measures show deoxygenation in prefrontal, premotor, and motor 
cortices (Subudhi, Miramon, Granger, & Roach, 2009), implying that each area is 
intricately linked during exercise. In prolonged bouts of exercise, these areas seem to 
reach a capacity (much like during maximal exercise) that hinders cognitive 
processes.  
Studies employing a period of exercise intervention tend to show benefits in 
cognitive performance that improves as a function of time. For example, cognitive 
flexibility improved with increasing frequency of physical activity undertaken 
(Masley, Roetzheim, & Gualtieri, 2009). In an examination of visuospatial and 
verbal memory, concentration performance, and affect following 6 weeks of a 
running intervention, only visuospatial memory improved (Stroth, Hille, Spitzer, & 
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Reinhardt, 2009). In an 8 week intervention of resistance training, no change was 
found in cognitive function as measured by the mini mental state exam (MMS) (Ruiz 
et al., 2015). However, longer interventions show favourable improvements. In a 12 
week intervention improvements in performance were found in the Tower of London 
task (Chapman et al., 2013) showing positive effects of a longer-term intervention on 
cognitive performance.  
Longer exercise interventions may allow time for structural brain changes to take 
place, and thus facilitate or preserve information transfer processes. In a 6 month 
intervention of prescribed exercise and spatial navigation training, activation of the 
spatial navigation network was modulated by individual fitness, and changes in 
cardiovascular fitness positively correlated with changes in specific brain areas 
(medial frontal gyrus and cuneus). However, there were no associations between 
spatial learning performance and fitness level (Holzschneider, Wolbers, Röder, & 
Hötting, 2012). This suggests that exercise may benefit brain function through 
improved structures and stronger neural communications, but not necessarily 
enhance cognitive ability. Interestingly, the effects of exercise on cognition may also 
be training type specific. Over 6 months, endurance training (cycling) led to 
improvements in memory tasks, and non-endurance (stretching and co-ordination) 
training to improvements in selective attention (Hötting et al., 2012). One potential 
explanation is that repeatedly tapping into these specific cognitive processes through 
the specific exercise interventions may result in practice effects.  
The mechanisms underlying improvement in cognitive function are difficult to 
disentangle. It is clear that regular physical activity can lead to structural 
enhancement in the brain that may form protective mechanisms from deterioration 
due to natural ageing. This is evidenced by long-term intervention studies in aged 
populations. A 6 month aerobic intervention improved episodic memory in older 
participants (Ruscheweyh et al., 2011), and in a 1 year intervention, task switching 
accuracy was mediated by brain-derived neurotropic factor (BDNF) in those age 71 
and over (Leckie et al., 2014). However, despite the positive anatomical effects, it is 
difficult to assess if there are specific benefits to cognitive functions, and by turn, 
specific improvements in cognitive performance. Theoretically, a stronger, healthier 
brain supported by regular exercise should enable faster communications in cognitive 
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processing. However, there may be limits imposed by other factors that are not 
associated with brain structure, such as executive resource availability (or, 
computational power) that limit cognitive performance.  
1.2.4 Describing the relationship between exercise and cognition 
The inverted U (Figure 1.2-1) is a function first described by Yerkes and Dodson 
(1908) to show how performance relates to arousal. With increasing arousal, there is 
a gradual increase in performance measures that peak and then decline if arousal 
levels continue to increase. The inverted U can describe how moderate intensity 
exercise results in improved speed of processing more so than low or high intensity 
exercise protocols. It also applies in non-experienced athletes, where cognitive 
performance steadily improves with exercise intensity before peaking and 
deteriorating with continued intensity increase (Hüttermann & Memmert, 2014). 
Further, the inverted U can also explain how the effects of exercise on cognition may 
be time-sensitive and closely tied to immediate physiological changes. Kashihara and 
colleagues (2009) review the positive effects of acute and moderate physical exercise 
on cognitive function from a physiological perspective. Briefly, the assessment of 
physical capability relates to the lactate threshold, or the limit of aerobic conversion 
in the muscles of the limbs. Kashihara and colleagues (2009) highlight cognitive 
performance improves to a specific point, after which deterioration is evident. 
Deterioration relates to the anaerobic threshold, a point that indicates the physical 
limitation of the body and prevents further improvement, until recovery is achieved 
(Kashihara, Maruyama, Murota, & Nakahara, 2009).  
 
Figure 1.2-1. Illustration of the inverted U function. 
However, cognitive performance necessitates allocation of resources to task relevant 
information, even during maximal exercise. For example, in a comparison of speed 
of cognition during heavy exercise with rest, heavy exercise produced notable 
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positive effects on performance on complex tasks, but not on simple tasks (McMorris 
& Greydon, 2000). In this way, the inverted U is inefficient in explaining 
performance outcomes in specific tasks. Further, the inverted U does not fit well to 
performance outcomes in experienced groups. For example, experienced athletes 
show improving performance over increasing intensities (Hüttermann & Memmert, 
2014), and experienced cyclists exhibit improved reaction times and reduced alerting 
effects following both moderate and intense bouts of exercise, but showed no effect 
in orienting or executive control (Huertas, Zahonero, Sanabria, & Lupiáñez, 2011). 
Due to the variation in performance outcomes across groups, tasks, and exercise 
intensities the inverted U function is considered too simplistic to capture the 
differential effects of both within performance measures and across individual 
baseline fitness.  
Metabolic explanations may better account for variances between individual fitness 
levels and ability to perform under differing intensities. The role of catecholamines, 
such as epinephrine (adrenaline), norepinephrine (noradrenaline), and dopamine have 
been proposed as facilitators in improving speed of processing as a result of exercise 
(McMorris & Hale, 2012; McMorris and Greydon, 2000), however, it is difficult to 
directly measure catecholamines in a timely manner. Brain-derived neurotropic 
factor (BDNF) levels are accessible biochemical markers of neuronal growth and 
maintenance known to be associated with physical fitness levels. Tsai and colleagues 
(2014) found no correlation between elevated BDNF levels and changes in 
behavioural performance after acute exercise for both high and low activity groups 
(Tsai et al., 2014). The lack of correlated behavioural outcomes to BDNF levels 
suggest that BDNF markers might better represent a general level of fitness, or 
system health, than cognitive ability.  
The idea that BDNF levels represent general fitness corroborates with evidence from 
an fMRI study. Li and colleagues (2014) assessed working memory following acute 
activity with fMRI and found increased activity in the right middle prefrontal gyrus, 
the right lingual gyrus, and the left fusiform gyrus with deactivations in the anterior 
cingulate cortices, the left inferior frontal gyrus, and the right paracentral lobule. 
However, behaviourally, there were no differences in performance (Li et al., 2014). 
Thus, changes in metabolic and cardiovascular systems induced by exercise does not 
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necessarily benefit behavioural performance, at least in the short-term. It is not 
disputed that biological changes effect cognitive function, however, the evidence 
presented here suggests that mechanisms which facilitate cognitive performance as a 
result of exercise are difficult to measure. For this reason, EEG is an ideal method for 
investigating the effects of exercise and cognition. EEG (described in detail in 
Chapter 2) records brain activity directly in real time and as such, is better suited to 
describe the pattern and time course of the neural signatures of cognitive processes 
active during exercise.  
1.2.5 Exercise related co-variables which impact cognitive performance 
Other exercise-based variables may have an influence on cognitive performance. 
These are co-dependent variables, such as fatigue and affect. Including measurement 
of these variables may allow a more accurate model of cognitive capability during 
physical activity. Fatigue is a multifaceted concept that has psychological as well as 
physiological components. One meta-analysis of the effect of acute exercise on the 
ability of the body to perform movement found that the perception of effort might 
have a greater impact on movement performance than actual, physiological fatigue 
(McMorris, Hale, Corbett, Robertson, & Hodgson, 2015). This may be indicative of 
an interaction between cognitive function and affective effort.  
Affect refers to an emotional state, and involves the interplay of motivation, 
physiology, and perceived ability. During assessments of physical activity on 
cognition, there may be confounds due to affective perceptions that are not often 
quantified. Indeed, in studies that have included affect as a covariate, it seems that 
perceived affective effort may take priority over physiological capacity. For 
example, EMG and event related potential (ERP) measures correlated with ratings of 
perceived exertion (RPE) during a physiologically fatiguing elbow flex task, 
suggesting that motor commands are linked to the perception of effort (de Morree, 
Klein, & Marcora, 2012). Further, physiological fatigue induces self-reported 
increases in perception of effort and RPE, limiting exercise tolerance (Marcora & 
Staiano, 2010), and further, perceived exertion correlates with time to exhaustion 
(Marcora, Staiano, & Manning, 2009). Interestingly, perceptions of success were 
considerably stronger predictors than ability in partaking in aerobic dance activity 
(McAuley, Wraith, & Duncan, 1991). Affect may constrain or facilitate cognitive 
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function in a similar manner as physiological boundaries, and should be factored into 
interpretations of the relationship between physical activity and cognition.  
1.2.6 Meta-analyses of exercise effects on cognition 
The previous sections highlighted the difficulty in attributing a cause and effect 
relationship between the effects of physical activity and cognitive performance. 
There is an assumption that physical activity effects cognition, and that this is most 
likely facilitated, or in some circumstances, hindered by the production of 
catecholamines (McMorris, 2016). However, it is very difficult to measure 
fluctuating catecholamines directly in humans with timely precision. The studies 
discussed serve to highlight a circular argument that has become apparent throughout 
the discussion, namely that specific results arise from specific circumstances. Rather 
than test predictions directly, hypotheses are confirmed by the specific design and 
selective variables in each study. As such, each study investigates intensity or 
duration or fitness level, rather than looking at the interaction of intensity and 
duration and fitness level in one study. Consequentially, it remains unclear whether 
there is a causal effect of exercise on cognition. In order to aid clarification in this 
area, a few meta-analytical studies have addressed how physical activity effects 
cognition by examining randomised control trial interventions (Smith et al., 2010), or 
performing meta-regression analyses to tease out potential mediators (Etnier et al., 
1997; Lambourne & Tomporowski, 2010).  
The methodological inconsistencies in assessing the effects of physical activity on 
cognition are highlighted in Smith and colleague’s (2010) meta-analysis of 
randomised controlled studies. They argue that for a coherent discussion on the topic, 
data must meet certain standards of rigorous testing. In this instance, they opted to 
review studies meeting the following quality criteria; effects of physical activity were 
measured over a period of at least one month, were supervised and of sufficient 
(aerobic) intensity and included a non-aerobic control group for comparison to which 
participants may be randomly assigned. 29 studies were included in analysis. 
Analyses found that those engaged in physical activity training showed small 
improvements in attention and processing speed (g = 0.158; 95 % CI; 0.055 – 0.260; 
p = .003), executive function (g = 0.123; 95 % CI, 0.021 – 0.225; p = .018), and 
memory (g = 0.128; 95 % CI, 0.015 – 0.241; p = .026) (Smith et al., 2010). Overall, 
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the data suggest that engaging in physical activity can improve cognitive 
performance over time.  
Whilst the study by Smith and colleagues (2010) focused on exercise for at least one 
month, Lambourne and Tomporowski (2010) assessed the short-term effects of 
physical activity on cognition in meta-regression analyses and found less clear 
results. The first 20 minutes of exercise found cognitive impairments, whereas 
enhanced performance on rapid decision tasks and automatic behaviour was 
observed beyond 20 minutes, which the authors attributed to exercised-induced 
arousal. Testing after exercise found increases in cognitive performance in memory 
and retrieval, which held true regardless of the type of exercise performed (steady 
state, fatigue or inverted U protocols). However, the type of exercise performed led 
to specific results; cycling resulted in enhanced performance during and after 
exercise, whereas treadmill running led to impaired performance during exercise and 
a small improvement in performance following exercise. In sum, exercise induced 
arousal will have specific and variable effects depending on what is being measured, 
and in all likelihood is mediated by a number of unaccounted variables (Lambourne 
& Tomporowski, 2010). 
The effect of an unknown or un-tested moderator is also a partial driver for the meta-
regression analysis by Etnier and colleagues (2006). Specifically, they make the 
argument that the baseline level of aerobic fitness is ignored in many studies testing 
the effects of physical activity on cognition, and in this way, any gains induced by 
physical activity cannot reliably be assessed. Moreover, this study identified a range 
of differing results, with negative associations found in cognitive performance when 
assessed before and after physical activity. Etnier and colleagues (2006) highlight the 
importance of methodological consistency in the field, and as a caution to ensure to 
measure purported aims. As such, Etnier and colleagues (2006) advised the 
consideration of both physiological and psychological potential moderating factors in 
assessment of the effects of physical activity on cognitive performance.  
1.2.7 Models of physical activity and cognition 
In an early, popular review of the evidence surrounding the effects of exercise on 
cognition, Tomporowski and Ellis (1986) highlighted inconsistencies in the 
outcomes of such work. They suggested that the lack of an operationalizable 
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theoretical framework may be responsible for incompatible results across studies and 
additionally, encouraged researchers to include assessment of fatigue and motivation 
in future work. However, only a handful of models proposed are adequate to begin to 
explain the relationship between physical activity and cognition.  
Tomporowski (2003) proposed the use of Sander’s (1983) cognitive energetic model. 
The energetic model stresses the importance of interaction between computational 
processes, executive function and resource availability processes in relating 
physiological states to cognitive transformations. While these relationships likely 
exist, this model cannot satisfactorily account for specific physiological 
transformations taking place and resultantly, is somewhat dated.  
Modern techniques are perfectly able to gain insight into how physiological 
transformations relate to resultant behavioural outcomes, and by association, indicate 
effects on cognitive function. In this vein, McMorris and colleagues (1999) put 
forward the use of the catecholamine hypothesis (Cooper, 1973). This hypothesis 
outlines outline how exercise-related increases in catecholamines in the body plasma 
induce increases in the neurotransmitters noradrenaline and dopamine. This in turn 
facilitates cognitive function. This model is supported by evidence from animal 
studies, but has less of a sound evidence base in humans due to the difficulties in 
measuring the neurotransmitters involved. However, the catecholamine hypothesis 
only holds for short-term tasks, and is considered insufficient to account for effects 
of longer-term physical activity. 
The reticular-activating hypofrontality (RAH) model of acute exercise (Dietrich & 
Audiffren, 2011) is a neurocognitive model that accounts for the links between the 
brain and behaviour during exercise. Primarily, it consists of two pathways, one that 
describes the links to cognition, and another which mediates resource allocation and 
emotional suppression. First, there is activation of the reticular connective tissue by 
exercise, which stimulates the production of neurotransmitters and serves to heighten 
information processing capabilities. Second, exercise suppresses activity of the 
prefrontal cortex inducing a transient hypofrontality state. This functions to limit the 
drain on resource availability and minimise the effect of emotional input when the 
goal is movement maintenance. While this model is effective in mapping out the 
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roles and interactions of physical activity and cognition, it fails to account for the 
active role of emotion in higher intensity and prolonged exercise.  
As previously argued, affect has a demonstrable impact on performance during dual 
activity and cognition assessments. Therefore, any models explaining the relationship 
between physical activity and cognition must also actively describe the role of affect 
in behavioural outcomes. Audiffren and André (2015) propose incorporating 
Baumeister’s strength model of self-control (Baumeister, Vohs, & Tice, 1994) when 
reviewing existing and future data to assist in understanding the role of self-
regulation. The strength model of self-control as applied to exercise psychology 
could prove useful in showing that resources for self-control are limited in capacity 
following acute exercise in the short-term, resulting in detrimental cognitive effects. 
However, in the long-term, this model would predict that engaging in exercise results 
in a positive mood, which in turn boosts self-control and improve ability to 
responsibly self-regulate (Audiffren & André, 2015).  
Recently, McMorris (2016) has compiled a comprehensive and informative textbook 
on the effects of physical activity on cognitive function. In closing, McMorris (2016) 
sums up current perspective on this topic, which very much reflects the outcomes of 
this brief overview. In the long-term, engaging in regular physical activity 
undoubtedly has beneficial effects on cognitive function. However, the effects of 
engaging in short-term exercise on cognition are less clear. Typically, speed of 
cognition is improved by moderate bouts of exercise, and is relatively unaffected by 
more intense and prolonged exercise. The effects of physical activity have a 
negligible impact on accuracy of cognition, but this may in part be due to the 
simplistic nature of the cognitive tasks. The neurotransmitters noradrenaline and 
dopamine elicited by exercise are crucial for cognitive facilitation effects, but can be 
detrimental to prefrontal activity and are difficult to assess. Furthermore, this 
overview argues that affective measures must be considered in models of the effects 
of psychical activity on cognition and as such, suggest that application of 
Baumeister’s strength of self-regulation model may prove informative in future 
interpretations of data.  
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1.3 EEG measures of physical activity and cognition 
Electroencephalography (EEG) is a non-invasive technique to study brain function. 
Using surface electrodes mounted on the head, EEG was originally used to study 
epilepsy but has since evolved into a powerful tool to study neural correlates of 
information processing associated with cognition, learning and motor control. 
Broadly, there are two main measures of brain activity extracted from the EEG for 
analysis, oscillatory activity and event-related potentials (ERPs).  
Oscillatory activity reflects the continuous changes in activity patterns of neuronal 
populations in the brain that create rhythmic fluctuations in electrical energy. This 
oscillatory activity is characterised by its frequency, power and phase. ERPs reflect 
neural activity responsible for processing a specific event (see Chapter 2 for a 
detailed discussion of EEG methodology). In the context of physical activity and 
cognition, EEG is employed to identify how and what brain processes are active 
during physical activity, and how these change over time. Literature reviewed in this 
section was included if EEG measures were used to assess brain activity following 
and/or during of physical activity.  
1.3.1 ERP assessment during physical activity 
Typically, ERPs derived from EEG show increased neural activity following acute 
bouts of exercise. The ERP reflects neural activity involved in processing a specific 
event. One particular component of interest is the P3, a positive deflection in the 
ERP waveform observed when participants attend to a specific stimulus. The P3 is 
very robust component of cognitive activation and has been one of the most 
frequently used brain markers of cognition in the context of exercise. For example, 
Kamijo and colleagues (2009) conducted a study where the P3 amplitude derived in a 
go/no-go task was compared between habitually active and inactive participants. 
Following an acute bout of cycling activity, the greatest gains in P3 amplitude were 
seen for the inactive group, reflecting increased responsiveness to the cycling 
exercise (Kamijo, Nishihira, & Higashiura, 2009). Comparable results were also 
observed in a switch task (Kamijo & Takeda, 2010). These results seem to suggest 
that a brief bout of acute activity can enhance neuronal activity more so for 
habitually inactive groups. However, the facilitative effects of acute activity on ERP 
measures were also observed in habitually active participants.  
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In a range of tasks, acute exercise enhances ERP measures. Both habitually active 
and inactive groups demonstrate comparably increased amplitude and reduced 
latency P3 components, along with increased N400 amplitude following exercise 
(Magnié et al., 2000). This P3 alteration (increased amplitude, reduced latency) was 
also seen in habitually moderate to highly active participants during the flanker task 
following aerobic activity compared to baseline measurements (Hillman, Snook, & 
Jerome, 2003). Finally, another study which investigated visual attention following 
acute activity observed increased P3 amplitudes in the highly active group, along 
with increased contingent negative variation (CNV) area and reduced reaction times 
across highly and moderately active participants after exercise (Tsai et al., 2014). 
Together, these studies suggest that physical activity induces larger amplitudes and 
shorter latencies in ERP measures, which couples well with faster behavioural 
response times. This implies that acute exercise induces faster processing and more 
rapid response globally rather than facilitating any one particular function. At the 
same time, the literature indicates that the participant’s habitual level of fitness can 
modulate this exercise effect on ERPs, but the nature of this association is less clear.  
1.3.2 Oscillatory activity during physical activity  
Oscillatory activity is a common choice for characterising cortical activity during 
exercise. Early research indicates that cortical activity progressively increases with 
metabolic intensity. Power the gamma, theta and alpha frequency bands increase as a 
function of increased metabolic demand, and power in the beta band decreases 
(Kubitz & Mott, 1996; Kubitz & Pothakos, 1997; Mechau et al., 1998; Sasaki, 1998). 
Spectral delta power is lower in exercisers than non-exercisers, and increases during 
physical activity (Lardon & Polich, 1996). Another study demonstrated that not only 
does power in the delta frequency band also increase during exercise, but also that it 
is lower in exercisers compared to non-exercisers (Polich & Lardon, 1997). This 
outlines that there is a clear response in brain activity associated with the demands of 
participating in physical activity. Recent research has begun to examine if there are 
effects of specific types of activity (e.g. cycling, running) on different tasks, or if the 
recorded EEG response represents a general reaction to physical activity.  
Several studies have examined physical activity on sensorimotor tasks and indicate 
that performance outcomes differ in relation to the physical activity and task 
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performed. Participants who undertook a run–to-exhaustion task prior to performing 
a sensorimotor tracking task were quicker to adapt to task demands than those who 
did not run (Mierau et al., 2009). This suggests that running can facilitate adaptation, 
and might be explained by enhanced efficiency in neuronal communication 
following running. However, in this instance, there was no evident differences in 
EEG measures between groups to support this idea. Contrastingly, following a cycle-
to exhaustion protocol, participants were tasked with producing a specific knee 
movement-and-hold position that they had previously been trained to perform. 
Ability to reproduce this movement after cycling decreased compared to baseline 
performance, and this was coupled with EEG measured increases in theta power, and 
decreases in alpha power (Baumeister, Reinecke, Schubert, Schade, & Weiss, 2012). 
Both studies deployed exercise to exhaustion protocols, but task demands made by 
Mierau and colleagues (2009) involved use of the hands, and Baumeister and 
colleagues (2012) required use of the leg. In Mierau and colleagues (2009) the task 
performing limb (the arm), was relatively independent from the running exercise 
protocol, whereas the leg was required for task performance in Baumeister and 
colleagues (2012) and was essential in the cycling protocol. This suggests that if 
exercise is able to enhance cortical efficiency, it may have been masked by localised 
muscular fatigue. 
The differences in protocols discussed above make it difficult to identify if physical 
activity specifically affects localised cortical activity in relation to the exercise 
performed, or if there is general, lasting enhancement of either specific or global 
processes due to increased physiological activity. EEG assessments of cycling have 
highlighted that specific areas show increased activity after participation in the 
exercise. In a comparison of active (participant controlled) and passive (mechanically 
controlled) cycling, ERP amplitudes elicited reduced in active cycling in comparison 
to passive cycling conditions. Further, during active cycling, beta frequency 
desynchronization was evident in electrodes overlying the leg representation area of 
the cortex (Jain et al., 2010). This indicates that the cortex is actively engaged in the 
control of leg movements, and is presumably activated by command signals 
originating from the motor cortex. Further, in a study examining EEG current source 
density during cycling, assessment of activity in the prefrontal cortex (PFC), primary 
motor cortex (PMC) and primary sensory cortex (PSC) found increased activation in 
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the PMC only as a result of cycling (Brümmer, Schneider, Strüder, & Askew, 2011). 
Together, it is clear that active cycling exercise induces engagement of the motor 
cortex for control purposes. Therefore, it is assumed that during physical activity 
participation there is a baseline level of cortical engagement to maintain steady state 
behaviour (e.g. cyclic leg movement). By varying the intensity of the exercise, it can 
be examined if the cortical response varies from baseline activity that is required to 
maintain steady state behaviour.  
Clear patterns of cortical activity emerge from EEG assessments of physical activity 
intensity. While acute exercise of moderate intensity increases power in alpha and 
theta bands (Nishifuji, 2011), other research suggests that maximal effort induces 
increased beta power, with no effect on alpha (Moraes et al., 2007). Increases in beta 
power coupled with lower heart rates are associated with tolerance for physical 
activity intensity (Korobeinikova et al., 2007) and may serve well as an indicator for 
physical fitness. In sum, the discussion above suggests that physical activity induces 
increased power in alpha, gamma, delta and theta bands, but decreases power in the 
beta band. However, if an increase in beta power observed across time correlating 
with increasing physical activity intensity, this may signal ‘maximal effort’. This 
concept forms the basis of the beta intensity hypothesis.  
The beta intensity hypothesis outlines that an increase in beta band power will signal 
maximal effort while participating in physical activity. This reinforces evidence from 
self-reported perceptions of effort. Perception of effort is a critical concept in 
exercise research and typically refers to the subjective experience. However, self-
reported effort is not necessarily a true reflection of actual effort. Obtaining objective 
neural markers, such as beta activity, is therefore an important step forward. The beta 
intensity hypothesis is explored in this context in a number of studies. For example, 
Brownsberger and colleagues (2013) found correlations between increases in EEG 
measured beta power with increases in self-rated perceptions of fatigue 
(Brownsberger, Edwards, Crowther, & Cottrell, 2013). 
Rarely is the increase in beta power as a sign of maximal effort recognised in 
existing literature. Rather, assessments concentrate on decreases in beta power as a 
sign of exhaustion. For example, an alpha to beta ratio was calculated in an 
examination of beta activity under hot and neutral thermal conditions on the 
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assumption that increases in alpha power are coupled with decreases in beta power, 
and signal exhaustion. Following strenuous activity in hot conditions, there was 
greater change in alpha/beta ratio from activity onset than the ratio recorded in 
activity performed in mild, temperate conditions (Ftaiti, Kacem, Jaidane, Tabka, & 
Dogui, 2010). Further, a prolonged intensive cycling performance in the heat found 
decreased beta activity across the whole brain, suggestive of decreased arousal (De 
Pauw et al., 2013). Activity in the heat induces quicker time to exhaustion than 
neutral temperatures (Ftaiti et al., 2010) which implies greater physiological intensity 
is induced. However, in contrast to the theoretical foundation for beta increase as a 
target mechanism associated with subjective effort perception, the literature in this 
area is relatively limited as most studies have focused on the alpha band.  
1.3.3 Changes in EEG with age, and the effects of physical activity 
In general, the cognitive abilities of younger participants are more efficient than 
those of older populations, yet there are enhanced benefits in performance in both 
young and older physically active groups (Dustman et al., 1990; Themanson, 
Hillman, & Curtin, 2006). In a switch task, ERP measures of attention, inhibition and 
orientation typically show enhanced cognitive function in physically active older 
populations alongside improved accuracy and quicker reaction times in comparison 
to age matched older groups (Dai, Chang, Huang, & Hung, 2013; Themanson et al., 
2006). However, after an acute bout of exercise, younger groups show cortical 
changes that are not seen in older groups (Moraes et al., 2011), which may be related 
to baseline levels of general physical fitness. For example, in an aged population, no 
alterations in lower and upper alpha event related desynchronization (ERD) were 
found in the relationship between fitness and cognitive performance on the Stroop 
task, however, acute exercise elicited higher alpha desynchronization in comparison 
to a younger control group (Chang et al., 2015). This suggests that there may be 
immediate benefits from short-term bouts of exercise that are not wholly maintained 
longer-term in older adults.  
However, as discussed in Chapter 1.2.1, regular participation in physical activity may 
preserve brain function in ageing populations. Evidence suggests that physically 
active older adults demonstrate enhanced neurocognitive processing capabilities to 
support behaviour (Wang et al., 2014). A potential explanation for this is that older 
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adults rely on the PFC function more than younger adults. Where younger adults can 
carry out a simple motor task with minimal input from the PFC, older adults show 
greater PFC activation in completing the same task, because greater cognitive control 
is required to compensate for declining sensorimotor abilities (Berchicci, Lucci, 
Perri, Spinelli, & Di Russo, 2014). Physical activity may therefore increase ability in 
cognitive control in older adults.  
1.3.4 EEG measures of affect during physical activity 
As outlined in Chapter 1.2.6, affect refers to an emotional state and involves the 
interplay of motivation, physiology, and perceived ability, and is related to self-rated 
perceptions of exhaustion (Marcora & Staiano, 2010; Marcora et al., 2009). 
Davidson’s model of affect during physical activity has stimulated many studies in 
this area. It states that positive affect, as measured by left frontal asymmetry is 
induced following exercise (Davidson, 1998). The association of left frontal 
asymmetry to affect is particularly prominent in the alpha band (Davidson, 1988). In 
fact, many studies have recorded resting EEG and found that left frontal alpha band 
activations correlate with self-reported affective responses following exercise 
(Gapin, Etnier, & Tucker, 2009; Hall, Ekkekakis, & Petruzzello, 2007, 2010; 
Petruzzello, Hall, & Ekkekakis, 2001). However, others suggest that resting EEG 
activity is a poor indicator of predicted affect after exercise. For example, Lochbaum 
(2006) examined affective responses during and following low, moderate and high 
intensity exercise. They found that resting EEG asymmetry predicts affective 
responses during low intensity exercise only (Lochbaum, 2006). Others have found 
no association of alpha measures to affect (Severtsen & Bruya, 1986), or 
contradictory evidence of resting alpha power in predicting or modulating 
psychological mood states through exercise intervention (Lattari et al., 2014).  
In assessing Davidson’s (1998) model, some studies have neglected to examine brain 
activity in frequency bands other than alpha, or across hemispheres. Crabbe and 
Dishman (2004) highlight this in their meta-analysis of brain activity measured with 
EEG during and following exercise. Examining effects from 18 studies, Crabbe and 
Dishman’s analysis describes that there is no specific changes in brain activity 
directly attributable to alpha activity or hemispheric location (Crabbe & Dishman, 
2004). Moreover, EEG analyses examining the range of frequency bands in 
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assessment of physical activity and affect find increased power in theta and beta 
frequencies (Field, Diego, & Hernandez-Reif, 2010; Gioux, Arne, Paty, & Bensch, 
1984). This suggest that studies which find associations between resting EEG alpha 
and affective responses to exercise may represent a narrow perspective on this 
phenomenon, and as such, cannot fully account for the complexity of this 
relationship. 
Nevertheless, alpha band activity clearly plays an important role in affective 
responses to exercise. Relationships have been identified between perceived physical 
state, psychological strain, motivational state and EEG activity in the alpha and beta 
bands following running at low, preferred and high intensities (Schneider et al., 
2009). Further, cortical activation patterns may be associated with individual 
preference for a particular type of exercise, and these reflect activity of the alpha 
response (Schneider, Brümmer, Abel, Askew, & Strüder, 2009). Despite the 
associations of alpha activity to positive affect, there is a gap in understanding 
regarding the underlying functional role alpha activity plays in generation of positive 
affect after exercise. One potential functional link between affect and alpha is a 
potential mechanism whereby alpha frequency activity relates to muscular pain 
management. Plattner and colleagues (2014) induced muscle damage (pain and 
swelling) in the bicep through exercise in 16 participants and followed recovery over 
5.5 days. Compared to a control group, the induced-damage group showed changes 
in alpha activity over time, with increases in lower alpha reflecting compensatory 
neuromuscular function during movement, and increases in upper alpha related to the 
suppression of pain (Plattner, Lambert, Tam, & Baumeister, 2014). Therefore, alpha 
may boost positive affect following exercise by inciting affirmative, or in the case of 
injury, protective processes.  
Although the previous paragraphs suggest that alpha is linked to affect, possibly due 
to a functional role in muscular pain management, there is no systematic variation in 
alpha amplitude during long-lasting exercise where muscular pain management 
would be present (24 hour marathon running) (Doppelmayr, Sauseng, Doppelmayr,  
& Mausz, 2012). However, in a similar study, cognitive performance-related brain 
oscillations as well as Oddball ERPs were obtained during a 24 hour marathon.  
There was a decrease over time (exercise duration) in lower alpha event related 
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desynchronization (ERD), the N2b and P3 amplitude, and an increase in the P3 
latency. These results indicated a reduction in automatic stimulus evaluation with 
exercise duration (Doppelmayr, Sauseng, & Doppelmayr, 2007). These data 
demonstrate that although there were no obvious effects relating to the measurement 
of alpha activity in an extended bout of physical activity, cognitive resource 
availability reduced over time in physically challenging circumstances.  
1.3.5 Effects of physical activity on cognition 
There is consensus that any amount of physical activity has a positive effect on 
cognition, and this reflects in the EEG signal. In measurement of the P3 ERP, 
amplitudes are greater and latencies shorter in more active participants, and are 
observed alongside general improvements in behavioural performance (Hillman, 
Kramer, Belopolsky, & Smith, 2006), yet there is also evidence of no effects on the 
P3 variable by fitness level (Scisco, Leynes, & Kang, 2008). The relationship 
between general cognitive functions and physically active state is clearly complex 
and mediated by multiple factors.  
Recent years have seen a surge of interest in the role of neuronal networks, bringing 
to the fore the concept of functional connectivity and with it how information is 
transmitted and transformed into behavioural actions. One way in which physical 
activity is thought to have a positive influence upon cognitive performance is by 
enhancing functional connectivity and the efficiency of neural networks (Kamijo, 
Takeda, & Hillman, 2011). In this way, physical activity can act to create, maintain 
and apportion demand on neuronal pathways allowing information transfer to occur 
with minimal effort. This idea has led to the proposition of the transient 
hypofrontality theory which in essence suggests that functional processes are more 
efficiently executed when cortical activity is reduced (or, the brain works better as it 
slows down) (Dietrich, 2006). Translated into the context of exercise, where habitual 
engagement improves and maintains structural architecture, this theory proposes that 
neural transmissions are made effortless, thereby enhancing demonstrable cognitive 
ability.  
1.3.6 Physiological effects on EEG recordings  
Recording EEG during physical activity introduces additional challenges that are not 
present in studies where the body is largely stationary. Pontifax and Hillman (2008) 
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discussed several factors that may potentially impinge upon the EEG signal during 
gross body movement. One of the biggest is indeed the movements performed 
(discussed in detail in Chapter 1.5.2). Further considerations arise for task 
instruction, position of testing materials (if any) in the stimulus environment and 
electrode impedance (Pontifex & Hillman, 2008). Essentially, the normal concerns of 
the EEG researcher are intensified in studies involving whole body movement.  
The major artefacts in conventional laboratory based EEG are those due to breathing, 
movement, eye movement, muscle noise and drift from reduction in signal quality 
(e.g. through sweating). These artefacts are seen in mobile EEG, and in some cases 
can be exacerbated in studies of physical activity and movement. For example, 
breathing is a physiological aspect that occurs during all EEG studies and is 
considered a source of artefact due to breathing inducing minor movement in 
electrodes. In physical activity studies, breathing is naturally exacerbated, and 
several studies have looked for respiratory effects in the signal. One study 
demonstrated no association between breathing activity and cortical activity when 
investigating breathing-related potentials (Jutand et al., 2012). However, another 
showed that different respiratory frequencies could exert an opposite effect on the 
EEG spectra during individual phases of the respiratory rhythm (Busek & Kemlink, 
2005). Although results are mixed, the studies so far suggest that if there were an 
effect on the EEG signal it would be through exacerbated breathing, and would 
become apparent during artefactual reduction processes.  
In addition to the concurrent physiological responses that may present in the EEG 
signal, there may be longer-term physiological effects which result from taking part 
in particular types of physical activity. For example, there is evidence of differences 
in the resting state oscillations between fastball athletes and dancers (Ermutlu et al., 
2015), suggesting that physical training can alter the rhythm of the resting brain. 
Therefore, it might be advisable to take account of individual participation in 
physical activity when examining brain activity. Sleep is another pertinent factor in 
brain physiology. There is evidence of increased total power density, and increased 
delta activity during sleep after completing a running exercise that was not observed 
in sleep following no physical activity (Torsvall, Åkerstedt, & Lindbeck, 1984). 
Moreover, following sleep deprivation, associations were found in daytime 
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fluctuations in skin temperature and EEG spectral power (Ramautar, Romeijn, 
Gómez-Herrero, Piantoni, & Van Someren, 2013). This suggests that assessments of 
brain activity and physical activity should control for sleep effects.  
One of the major strengths of EEG lies in the continuous recording of brain activity 
in real time. Ideally, studies of physical activity would monitor ongoing brain 
activity as physical activity is performed. However, due to the sensitivity of EEG to 
artefact interference, this may be too great a challenge. The studies discussed above 
suggest that EEG studies of physical activity are subject to the same caveats as EEG 
studies conducted at rest, however, some effects may be exacerbated by the 
liberation of movement. This is where mobile EEG may prove particularly 
beneficial. Mobile EEG is minimally invasive and highly portable enabling 
unrestrained movement, and is likely to feature heavily in future research of brain 
activity during physical activity. Hopefully, this will help further elucidate the 
specific processes and functions that link physical activity to cognitive function. 
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1.4 Walking and cognition  
Cognition plays an active role during walking. However, there is little understanding 
of the direction of this relationship. This section reviews literature related to the role 
of cognition in walking based on behavioural measures on the themes of postural and 
movement control, dual task studies, brain activity, the role of attention and ageing 
and patient populations. Literature was included if behavioural measures were used 
to assess associations between walking and cognitive activity. 
1.4.1 Role of cognition in walking 
Typically, research on isolated movements (reaching, grasping) is conducted while 
stationary, and is more abundant than research on whole body movement. There are 
multiple computational models describing movement control that outline the process 
via various pathways. Forward models involve activation by the central nervous 
system (CNS) of planning, control and learning to facilitate movement prediction 
(Miall & Wolpert, 1996). Dynamic models describe interactions between central 
programmes (autonomous, spinal, central pattern generator) and feedback (sensory 
perceptions) mechanisms (Rossignol, Dubuc, Gossard, & Dubuc, 2006). Minimum 
variance models account for dynamic interactions with kinematic intentions 
(Kawato, 1999). In neurophysiological terms, walking is considered under 
locomotion control. Locomotive control is thought to engage comparable 
mechanisms to those involved in upper limb reaching movements (Drew, Prentice, & 
Schepens, 2004), with complex interactions involving mechanical kinematics and 
cognitive perceptual transformations. Although the basic control of walking is 
thought to be automatic with minimal cortical involvement, there is some degree of 
cognitive recruitment as walking requires adaptation to the external environment.  
Evidence of cognitive involvement during walking is present in studies where 
walking must be adapted to environmental conditions. For example, entraining 
walking strides to match a metronome swing results in global alteration in biological 
structure when compared to walking without timing strides to a metronome (Rhea, 
Kiefer, D’Andrea, Warren, & Aaron, 2014). This was measured by fractal patterns 
that change through adaptation to the environment. In this case, a visual stimulus, the 
metronome, altered walking dynamics (Rhea et al., 2014). Sensorimotor training in 
discordant environments can also alter walking dynamics, enabling quicker 
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adaptation to unstable environments (Batson et al., 2011). However, sensorimotor 
training can only facilitate particular adaptations, dependent on an individual’s 
reliance on different senses. For example, those who relied highly on their visual 
senses during training protocols struggled adapt when visual processes were not 
required (Brady et al., 2012). Nevertheless, during adaptation, walking results in a 
cost to cognitive processing (Peters et al., 2013). This may be due to additional 
demands placed on attentional resources which are essential to maintain walking 
behaviour (Clark, 2015).  
Attention is actively involved in walking adaptation evidenced by differences in 
handling of cognitive and mechanical alterations. For example, when walking down 
a slope, the cognitive system is more actively involved in controlling frontal plane of 
the body, and the mechanical system the sagittal plane (Al-Yahya et al., 2009). The 
phenomenon of active attention in walking control is also evident during 
simultaneous cognitive task performance. When attention is necessarily devoted to a 
concurrent task, the need to maintain walking like behaviour affects behavioural 
performance. This was shown when accuracy on a Stroop task was impaired when 
concurrently stepping in place quickly at a frequency of 0.5 Hz compared to stepping 
at slower frequencies of 1-5 Hz (Ikeda, Okuzumi, & Kokubun, 2014). This study 
demonstrates that cognitive performance is disrupted in favour of maintaining the 
stepping movements. This is a typical finding, and is observed in studies of postural 
control. 
When cognitive load is high and the environment is rich in stimuli, sensory 
integration processes involving attention and inhibition are disrupted to maintain 
postural control (Redfern, Jennings, Martin, & Furman, 2001). This is somewhat 
intuitive; if postural control were not prioritised then there would be a risk of falls. 
However, it is interesting to note that cognitive and motor tasks have differential 
effects on postural control, with cognitive tasks inducing greater movement in the 
trunk than motor tasks (Asai, Misu, Doi, Yamada, & Ando, 2014). This suggests that 
there are potentially multiple processes working to harmoniously maintain a stable 
posture. Interestingly, standing utilises more cortical involvement than walking, and 
this is likely due to the fact that walking relies on spinal networks to a greater extent 
(Lau, Gwin, & Ferris, 2014). When there is contention between maintaining posture 
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and cognitive performance, the later phases of postural reactions are more affected 
than early, automatic stages (Maki & McIlroy, 2007), again highlighting the 
interaction of cognition and motor control. 
1.4.2 Executive function and walking: fNIRS studies 
Neuroimaging evidence corroborates cortical involvement during walking, and 
further, greater activation of the cortex is seen with concurrent cognitive tasks or 
during postural perturbation. During simply walking without another task, functional 
near infrared spectroscopy (fNIRS) measures of oxygenation in the medial primary 
sensorimotor cortices (SMC) and supplementary motor areas (SMA) increase (Miyai 
et al., 2001). Further, as increased cognitive control is required during walking, there 
is increased activation in the prefrontal cortex (PFC). This is evidenced by studies 
showing that walking backward induces greater activation than walking forward 
(Kurz, Wilson, & Arpin, 2012), and that walking while balancing a ping pong ball on 
a bat held in the hand further activates the dorsolateral prefrontal (dPFC) cortex and 
rostral prefrontal cortex (rPFC) (Atsumori et al., 2013). With regards to postural 
control, when balance is upset, again significant activation in the PFC (including the 
dPFC and frontal eye field (FEF)) occurs, with and without a warning signal (Mihara 
et al., 2008). The warning signal functions an indication that a perturbation is about 
to occur, providing information to allow the participant to prepare themselves. 
Although the PFC is active in both condition, when a warning signal is provided, 
additional activation in the right posterior parietal cortex (rPPC) and SMA is 
detected (Mihara et al., 2008). This highlights that on reception of prior information, 
additional preparation processes activate. Together, fNIRS evidence demonstrates 
that the PFC is actively engaged in postural control.  
Enhanced oxygenation in the PFC during dual tasking is related to cognitive load 
during walking (Mirelman et al., 2014). PFC oxygenation levels are increased during 
walking when talking in comparison to normal pace walking alone (Holtzer et al., 
2015). Further, PFC oxygenation levels are lower in older populations than younger 
groups indicating the PFC may be underused in the elderly (Holtzer et al., 2011). An 
alternate explanation for these age-related differences is that certain components of 
the PFC may be essential for walking control; the left PFC is involved in walking 
speed (alongside SMA and SMC), and age related decline in this area may indicate 
52 
 
natural diminishing of function (Harada, Miyai, Suzuki, & Kubota, 2009). The PFC 
therefore plays an integral role in maintaining walking, and greater activation is 
required with greater cognitive demands. In sum, neuroimaging studies demonstrate 
active engagement of the PFC in motor control, and further, that PFC activation 
increases when greater cognitive resources are required for motor control. 
Importantly these studies also suggest that the demand for motor and cognitive 
control are in competition for neural resources. 
1.4.3 Behavioural dual task studies 
Early dual task studies of cognitive performance during walking found differences 
across the walk cycle. When one foot is in contact with the ground, reaction time in 
the cognitive task increased in comparison to when two feet are in contact with the 
ground (e.g. when stationary) (Ebersbach, Dimitrijevic, & Poewe, 1995; Lajoie, 
Teasdale, Bard, & Fleury, 1993). Interestingly, it was found that healthy participants 
favour execution of motor components in concurrent dual tasks over execution of a 
cognitive component in complex postural tasks (Bloem, Valkenburg, Slabbekoorn, & 
Willemsen, 2001). This led to the concept of the ‘posture-first principle’, where the 
maintenance of walking is prioritised over secondary cognitive tasks (Woollacott & 
Shumway-Cook, 2002). Further research demonstrated that attentional costs during 
an auditory probe reaction time task suggest that the control of walking is not 
automatic (Abernethy, Hanna, & Plooy, 2002). Instead, attentional demands vary 
according to the difficulty and requirements of each task performed (Woollacott & 
Shumway-Cook, 2002). Additionally, this extra attention demand has the potential to 
be altered, as tDCS can modulate the cost of cognitive performance during dual task 
walking (Zhou et al., 2014).  
Attention demanding tasks alter the walking pattern to some extent, and alterations in 
executive function will disturb walking maintenance (Yogev-Seligmann, Hausdorff, 
& Giladi, 2008). Cognitive tasks that involve internal interfering factors (i.e. mental 
calculations) disturb walking performance more than those involving external 
(environmental detection) interfering factors, suggesting that cognitive load (or, 
resource availability) is important to maintaining normal walking (Al-Yahya et al., 
2011). However, this is not a straight forward causal relationship, for example, 
performance on a spatial working memory task is not associated with changes in 
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walking speed (Kline, Poggensee, & Ferris, 2014), and self-selected walk speed is 
not compromised when concurrently performing a working memory task (Grubaugh 
& Rhea, 2014). Additionally, greater activity in the PFC is required to compute 
cognitive tasks during walking, but walking parameters are maintained (Meester, Al-
Yahya, Dawes, Martin-Fagg, & Piñon, 2014).  
As can be seen above, different requirements in executive function have different 
effects. There are multiple interactions during dual task performance, and the 
cognitive dynamics employed to carry out dual tasks are reorganised to support 
function (Kiefer, Riley, Shockley, Villard, & Van Orden, 2009). Therefore the type 
of task used and timing of analysis are essential considerations when studying 
walking control at the cortical level (Abbud, Li, & DeMont, 2009), and moreover, 
the differential requirements of executive function have differential effects on 
walking parameters (Knaepen et al., 2015). Motor and cognitive processes 
sometimes conflict but this depends on the type and perceived complexity of the 
cognitive task being performed (Patel, Lamar, & Bhatt, 2014). For example, young 
adults can continue texting while walking, displaying flexible prioritisation 
(Plummer, Apple, Dowd, & Keith, 2015).  
While walking is normally prioritised over cognitive performance, this can be 
reversed under explicit instruction to attend to one aspect of a task (Verghese et al., 
2007). In doing so, performance is enhanced in the attended task, while costs result 
in the unattended task (Kelly, Janke, & Shumway-Cook, 2010). This is clearly seen 
in Parkinson’s patients. Interestingly, Parkinson’s patients attempt to maintain 
cognitive processing over walking (Bloem, Grimbergen, van Dijk, & Munneke, 
2006), yet, in mild to moderate Parkinson’s, instructing prioritisation efforts can 
enhance walking performance (Canning, 2005). This suggest that the relationship 
between walking and cognition is bidirectional.  
Evidence from studies in ageing populations support the notion of bi-directionality 
between walking and cognition. Better fluid cognition is associated with faster 
walking in older people, and faster walking is associated with better fluid cognition 
(Gale, Allerhand, Sayer, Cooper, & Deary, 2014). In ageing studies, the relationship 
between cognitive function and walking depends, in part, on the analytic approach 
used, walking parameters assessed, and walking condition. One study was able to 
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demonstrate these specific and complex effects, whereby executive attention, 
memory and verbal IQ were related to speed of walking, memory was related to 
number of steps per minute, and executive attention to stride length (Holtzer, Wang, 
& Verghese, 2012). Alterations in walking parameters may also indicate general 
cognitive decline onset (Montero-Odasso, Verghese, Beauchet, & Hausdorff, 2012; 
Verghese, Wang, Lipton, Holtzer, & Xue, 2007). Generally, dual-task walking is 
more cognitively demanding than normal walking in older populations. This may be 
due to deteriorating automatic motor control, with associations evident between 
decreased trunk stability and brain atrophy during dual-task walking (Doi et al., 
2012).  
In sum, the studies discussed suggest that typically, walking parameters alter during 
dual tasks to accommodate a cognitive load. This requires involvement from the PFC 
and is particularly prominent when attentional resources are required to meet task 
demands. However, in aged and patient populations, this effect becomes more 
pronounced, and there is evidence of bi-directionality where maintaining stable 
walking may also effect cognitive ability. To understand the allocation of cognition 
during walking, it is important to employ continuous measures of brain activity 
during dual tasks in healthy adult populations. Mobile EEG may be useful in this 
regard to allow identification of potentially subtle shifts in cognitive function during 
walking.   
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1.5 EEG measures of walking and cognition 
Traditionally, challenges have been faced when examining walking using EEG. 
These revolve around the set up required for EEG. The amplifier requires an 
electrical source, wired connections are needed to transfer data recorded from the 
scalp to a digital storage space, and the risk of poor quality data due to motion related 
artefacts is high. Thus, the first studies of this nature examined stepping behaviours. 
With time, the challenges of recording EEG during walking have lessened, first with 
improved signal processing techniques, and second, with redesign of EEG 
equipment. EEG recording equipment is now discrete and fully portable which 
enables realistic assessment of brain activity during walking. Literature presented in 
this review was included if EEG had been used to record brain activity during 
walking, or walking-like behavior (such as stepping).  
1.5.1 Cortical control of walking from oscillation analyses 
Early research applying EEG methodologies to understanding the cortical control of 
walking focused on partial walking-like actions from stepping movements. For 
example, during rhythmic stepping movements executed while seated, cortico-
muscular coherence at stepping frequencies was found between central midline and 
frontal mesial areas (Raethjen et al., 2008). Passive stepping motions produced in 
supported postural positions found movement-related potentials in areas associated 
with human walking (primary motor, premotor, supplementary motor, cingulate, 
primary somatosensory, and somatosensory association cortices) (Wieser et al., 
2010). Further, Wieser and colleagues (2010) also found alpha and beta suppression 
over the leg area during passive movement. However, conducting such 
measurements when seated and supported reduces activity involved in upright 
postural control, which more recent research shows is integral to understanding the 
cortical control of walking.  
Connectivity analyses can show the efficiency of communication between different 
regions of the brain. Lau and colleagues (2014) examined connectivity between 
sensorimotor brain regions during standing and walking, and found weaker 
connections between sensorimotor regions when walking than when standing. This 
implies that greater cortical involvement is required for standing than walking, and 
this may be due to greater reliance on the spinal neural networks over cortical control 
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during walking than when standing (Lau et al., 2014). For example, EEG recorded 
over the leg area of the motor cortex is functionally coupled to EMG recorded from 
the tibialis anterior muscles during the swing phase of the walk cycle when walking 
on a treadmill in the 24 - 40 Hz band, suggesting that rhythmic activity may be 
transferred by the corticospinal tract (Petersen, Willerslev-Olsen, Conway, & 
Nielsen, 2012). This corroborates with evidence from robot assisted gait training 
(RAGT) studies. RAGT ensures smooth, cyclic gait patterns by aided support of 
robotic devices often applied in clinical locomotor rehabilitation settings (Schwartz 
& Meiner, 2015). In RAGT studies, mu and beta rhythms are suppressed over 
midline areas during active (e.g. participant driven) walking in comparison to passive 
(e.g. mechanically driven) walking, and lower gamma in the premotor cortex is 
suppressed during active walking (Seeber, Scherer, Wagner, Solis-Escalante, & 
Müller-Putz, 2014; Wagner et al., 2012). However, as discussed in Chapter 1.4, the 
timing of analysis is important in studies on walking. An alternate explanation may 
be that these decreases in power may represent different stages of sensory and motor 
processing across the gait cycle (illustrated in Figure 1.5-1) (Wagner et al., 2012), or 
the engagement of different neural networks for timing and movement functions 
(Seeber et al., 2014). 
Such studies have well characterised which areas are recruited during walking. 
Decoded EEG during treadmill walking reveals a fronto-posterior cortical network 
involved in the control of both attentive and normal walking (Presacco, Goodman, 
Forrester, & Contreras-Vidal, 2011), with further, complex, distributed networks 
over the anterior, right lateral and right anterior-occipital regions that imply distinct 
neural networks for the feedforward and feedback control of walking (Presacco, 
Forrester, & Contreras-Vidal, 2012). Analyses across the walking cycle show intra-
stride changes in spectral power in the anterior cingulate, posterior parietal and 
sensorimotor cortex during treadmill walking. Specifically, alpha and beta power 
increases over left and right sensorimotor cortex and the dorsal anterior cingulate 
cortex during the contact and push off phases of walking, with power increases most 
evident during ipsilateral push-off over the left/right sensorimotor cortex. Further, 
high gamma spectral power increases were observed during intra-stride phases in the 
anterior cingulate, posterior parietal and sensorimotor cortex. Based on these 
changes, it is proposed that sensorimotor activation may index lower limb 
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recruitment, and that the dorsal anterior cingulate cortex may be involved in error 
detection needed for stable walking (Gwin, Gramann, Makeig, & Ferris, 2011; 
Severens, Nienhuis, Desain, & Duysens, 2012).  
 
 
Figure 1.5-1. Illustrated phases of the gait cycle from Neumann (2010). 
Spectral power changes have also been identified during active agent-driven walking 
(as opposed to passive, set speed treadmill walking). Over both the left and right 
motor areas and posterior parietal cortex, sustained desynchronization in the mu band 
is evident alongside decreases in beta power in the right motor area and posterior 
parietal cortex. Further, during the walking cycle, low gamma band power in the 
prefrontal and posterior parietal cortices increased during double support phase and 
early swing phase (the period of speed adjustment). Interestingly, speed related 
desynchronization was seen in both the mu band over the left motor cortex and 
posterior parietal regions, and the beta band over posterior parietal regions, implying 
that less power necessitated enhanced cortical involvement for increased walking 
speed (Bulea, Kim, Damiano, Stanley, & Park, 2015). 
The cortical control of walking is well characterised, with even the intention to walk 
identifiable in the EEG signal before the onset of movement (Velu & de Sa, 2013). In 
addition, there is an oscillatory signature indicating movement through space. Theta 
activity was found to encode space during free exploration in a virtual reality 
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situation and is correlated to walking speed (Snider, Plank, Lynch, Halgren, & 
Poizner, 2013). Moreover, alpha suppression is found during turning movements, 
which is further suppressed if sensory information is incongruent with visual 
information. However, alpha activity increases in anterior regions of the brain when 
only vestibular information is provided. This implies that it is the demands placed on 
visual-attentional processes during spatial navigation that result in alpha 
desynchronization (Ehinger et al., 2014). 
1.5.2 Artefacts in the EEG signal during walking 
Artefacts can be a major concern in EEG studies of walking. The problem is that 
activity from non-neural sources can contaminate the signal of interest from the 
brain. This is an issue with traditional EEG recordings at rest, but by design, 
unwanted activity is minimised through instruction. Eye gaze is fixed, recordings 
typically happen seated, electrode wires are taped in place and distractions are 
minimal. Artefacts that unavoidably contaminate the signal, such as undesirable eye 
activity, are eliminated by removal of affected segments or attenuation by modelling 
artefact patterns and then reconstructing the data with interpolation processes. With 
walking, there is a greater degree of motion from stepping, head movement, arm 
swing and trunk stabilisation that may agitate the electrodes and introduce artificial 
variances in the data. 
Several studies have examined the effects of artefact contamination on EEG recorded 
during treadmill walking. Most follow a similar approach of applying modelled 
templates to the data to identify stable patterns that are considered artefacts, and 
examine the characteristic properties of these. Gwin and colleagues (2010) were 
amongst the first to report on this issue. They recorded EEG during standing, 
walking at 0.8 and 1.25 m/s, and running at 1.9 m/s, while a concurrent cognitive 
task was performed. Walking related artefacts were attenuated using an artefact 
reduction template and spatial filtering. Following this, it was found that spectral 
power was reduced in the 1.5 to 8.5 Hz frequency range. However, ERPs elicited 
while standing and walking were clearly visible and comparable prior to artefact 
removal procedures. In contrast, the ERPs elicited during the running condition were 
only revealed after artefact removal (Gwin, Gramann, Makeig, & Ferris, 2010). This 
study revealed that while data collected during running was compromised and 
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required noise reduction procedures, artefact effects on the walking ERPs were 
negligible. 
Subsequent studies have identified motion related contamination in a range of 
frequencies, with low delta and high gamma bands highlighted as particularly 
susceptible to contamination from motion related artefact. Examining motion 
artefacts in the EEG, Castermans and colleagues (2014) used an accelerometer 
placed on the head to estimate movement effects from walking. They found common 
attributes in time-frequency properties between accelerometer and EEG data that 
indicate the presence of walking artefact, with noise around the low delta band and 
increasing noise in higher gamma frequencies with increased speed (Castermans, 
Duvinage, Cheron, & Dutoit, 2014). Appraising Castermans and colleagues (2014), 
Nathan and Contreras-Vidal (2016) carried out a replication study. The protocol 
remained highly similar with EEG and accelerometer data recorded during walking 
on a treadmill at speeds of 1.5, 3.0 and 4.5 kmph. Data were processed using fast 
Fourier transform (FFT) and wavelet methods, and an artefact reduction model 
(Artefact Subspace Reconstruction, ASR) was applied. In this case, minimal 
evidence of contamination in the EEG signal from head motion artefacts was found 
(Nathan & Contreras-Vidal, 2016). However, like Gwin et al. (2010), motion 
artefacts were detected at higher speeds. Nathan and Contreras-Vidal (2016) argue 
that the difference in results between the two studies is due to the positioning of the 
accelerometer. Nathan and Contreras-Vidal (2016) placed a small, wireless sensor on 
the forehead, whereas Castermans et al. (2014) located the accelerometer on top of 
the head, which may have directly interfered with the EEG electrodes, and 
resultantly heightened the correlation between head motion and EEG data.  
In fact, finding minimal correlations between accelerometer recorded head motion 
and EEG data is the more typical result emerging from studies examining the effects 
of motion artefact in the EEG signal. Further, as seen in the studies discussed, 
walking related artefacts only really become troublesome in higher frequencies 
during recordings of faster speeds. Kline, Huang, Snyder, and Ferris (2015) clearly 
demonstrated the phenomenon by studying the effect of artefacts without input from 
neural signals. A non-conductive cap worn on the scalp blocked neural activity while 
EEG was recorded from a conductive wig worn atop the obstructive layer. Motion 
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artefact was characterised at walking speeds from 0.4, 0.8, 1.2 and 1.6 m/s on a 
treadmill with EEG and an accelerometer. Spectral fluctuations increased in 
amplitude with increased walking speeds in higher frequency bands, with minimal 
correlation between the EEG dynamics and accelerometer data. Further, the moving 
average sliding window and wavelet transforms applied to detect artefacts were 
sufficient for this purpose at lower frequencies, but inadequate at higher frequencies, 
with remnants of the artefact remaining in the signal (Kline, Huang, Snyder, & 
Ferris, 2015). Thus, only at higher frequencies does artefact contamination pose a 
problem.  
In contrast to oscillatory potentials, ERPs may not be subject to the same level of 
motion artefact, although there are fewer studies that investigate these phenomena in 
ERP research. Investigation of the impact of motion artefacts on the P3 component in 
a BCI framework and found that motion artefacts do no dramatically alter the P3 
(Castermans et al., 2011). In sum, motion artefacts that cannot be minimised have 
negligible effects on the EEG signal, and will only interfere with analyses at higher 
frequency bands. Furthermore, ERPs seem relatively robust to motion-related 
contamination. This highlights that EEG recordings of walking are entirely feasible, 
but are subject to limitations in designs and analysis.  
1.5.3 ERP evidence of cortical response to walking  
Initial ERP research on walking-like movements found movement related cortical 
potentials (MRCPs) over anterior sites correlated to EMG detected muscle activity 
during stepping (Saitou, Washimi, Sakurai, & Koike, 1994). In addition, evoked 
steady state visual potentials (SSVEPs) did not differ between sitting and mimicked 
walking while on the spot (Touyama, 2010). MRCPs can further predict walking 
intention from a forward stepping movement (Jiang, Gizzi, Mrachacz-Kersting, 
Dremstrup, & Farina, 2015). However, MRCP recorded during walking-like 
movements cannot fully capture the cyclic motion essential to maintaining stable 
walking.  
Gait related cortical potentials (GRCP) from treadmill walking produce a series of 
positive and negative peaks (Figure 1.5-2). The positive peaks reflect processing of 
sensory information with activity localised to the primary motor, primary 
somatosensory and somatosensory association cortex. The negative peaks are 
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thought to reflect activity in the cingulate and prefrontal cortex (Knaepen, Mierau, 
Tellez, Lefeber, & Meeusen, 2015). This corroborates with investigations of 
somatosensory evoked potentials (SEPs) which vary across the gait cycle. Within the 
cycle, P50 - N80 and N80 - P110 amplitudes were larger before footfall and smaller 
at the start of the support phase; thus, sensory processing is facilitated during the 
swing phase and relatively inhibited during the support phase (Altenmüller et al., 
1995). Further, this sensory processing is unaffected by the level of cortical control 
of movement engagement with similar sensory processes recruited during active and 
passive cycling trials (Jain, Gourab, Schindler-Ivens, & Schmit, 2013). However, the 
level of cortical control engaged to produce movement has recordable, but variable 
effects on both motor and perceptual processes. 
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Figure 1.5-2. The gait related cortical potential (GRCP) with phases of the gait cycle 
depicted. Peaks 1 and 3 (heel strike) are negative in voltage and peaks 2 and 4 (toe-
off) positive. Average peak-to-peak amplitude across the gait cycle was 4.37 µV. 
From Knapean et al. (2015). 
During active cycling, motor ERP amplitudes are reduced in comparison to passive 
cycling conditions (Jain et al., 2013), and SSVEPs amplitudes were found to be 
reduced during treadmill walking in comparison to a standing condition (Lin, Wang, 
Wei, & Jung, 2014). It is unlikely that the degree of cortical control required to 
maintain functional walking results in attenuated processing of perceptual stimuli 
purely due to increased engagement of the motor systems. Rather, both stimuli 
processing and active motor system functioning are likely orchestrated by a common 
control resource. This resource has limited capacity, and its allocation to processing 
may be limited by task demands. As such, when demands are high, control functions 
(e.g. monitoring, inhibition and attention) are directed for optimal operation. 
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1.5.4 Cortical response when walking is disrupted  
Cognitive control processes should be prominent when disruption occurs to the 
smooth, cyclic nature of normal walking patterns. This is evident in the literature 
examining cortical responses to obstacle avoidance and balance perpetuations. 
Balance performance is correlated with fronto-central and centro-parietal theta 
power, suggesting that error monitoring and detection processes are being recruited 
with increasing balance perturbations (Hülsdünker, Mierau, Neeb, Kleinöder, & 
Strüder, 2015). During treadmill walking, obstacle avoidance tasks found enhanced 
EEG activity over the rPFC (Haefeli, Vögeli, Michel, & Dietz, 2011). Similarly, 
functional connectivity measures during walking on an unbalanced treadmill found 
modulation in alpha frequencies over the anterior cingulate and posterior parietal 
cortex (Snyder, Vindiola, Vettel, & Ferris, 2013). Each of these areas are implicated 
in cognitive control and executive function with the right prefrontal cortex involved 
in attentional supervision, the anterior cingulate relevant for motor planning, and the 
posterior parietal cortex monitoring errors (Cole & Schneider, 2007; Fassbender et 
al., 2004). 
1.5.5 How cognition is affected by walking  
Brain dynamics operate differently during movement than when stationary (Gramann 
et al., 2011). These alterations may not be due to the action of movement per se, but 
result from the increased activation of cognitive processes on a global scale. Walking 
is largely automatic, but can engage cognition to a lesser or greater degree depending 
on the environment and intentions. Therefore, cognitive processing of perceptual 
stimuli will be relatively and conditionally affected depending on the environment. 
This is due to dynamic and effortful engagement of cognitive control during 
simultaneous walking behaviour, and is observed in the differences between studies 
using EEG to investigate cognition during paced treadmill tasks (De Sanctis, Butler, 
Green, Snyder, & Foxe, 2012; Kline et al., 2014) and free-walking tasks (De Vos, 
Gandras, & Debener, 2014; Debener, Minow, Emkes, Gandras, & de Vos, 2012).  
Several paced treadmill examinations of cognition have found no differences in 
cognitive performance or neurocognitive indices between standing and varying 
speeds of walking execution. For example, equivalent P3 and event related negativity 
(ERN) components were found across all conditions (standing, walking slow, 
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walking fast) during a visual go no-go task (De Sanctis et al., 2012). Similarly, no 
significant changes in cognitive task performance or electrocortical activity were 
found in relation to walking speed in a spatial working memory task (Kline et al., 
2014). However, in truly mobile EEG studies recording activity during free walking, 
the P3 component elicited to infrequent stimuli in an auditory oddball task was 
smaller in amplitude in walking conditions compared to seated conditions (De Vos et 
al., 2014; Debener et al., 2012). This suggests that there may be an environmental 
influence of cognition in the natural studies that is not seen in the controlled 
laboratory environment.  
1.5.6 Cognition and walking in natural settings 
Based on the above and previous sections, it is argued that walking behaviour 
executed in truly natural environments (e.g. outside laboratory conditions) will result 
in attenuated cognitive processes, due to reduced executive control resources, as 
there is a need to monitor the external environment during walking behaviour. This 
premise builds upon the fact that laboratories conducting analyses of the relationship 
between movement behaviour and cognition are highly controlled environments, and 
subtract much of the perceptual and affective material that truly represents real-life 
settings. In doing so, many of the executive control processes assumed for normal 
function in everyday life are also restricted. For example, traversing a paved 
walkway while recounting ones’ shopping list involves the concurrent execution of 
maintaining items in working memory, monitoring sensory input and feedback from 
uneven surfaces, postural control, error monitoring and simultaneously integrating 
motion information from objects and people. Only studies in natural environments 
may fully elicit such complex interactions. Highly controlled laboratory studies are 
essential to isolate and understand specific cognitive processes underlying behaviour, 
however, to fully comprehend the nature of how these same processes operate and 
interact in real-life, it is prudent to study cognition in natural settings, and more so 
when there are implications for cognitive function in applied occupational settings, 
such as with military personnel.   
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1.6 Theoretical perspective 
The previous section argued that to truly understand cognitive processes underlying 
behaviour, it is essential to view the brain in action, or, in other words, natural, real-
life settings. Studies of cognition in natural settings are important because by 
understanding better the basic mechanisms that underpin behaviour in context, 
researchers and practitioners will be better able to target the most effective 
mechanisms for optimal functioning in a range of settings. A great deal has been 
learnt from laboratory research providing a sound foundation of knowledge that can 
now be assessed in alternative settings. Importantly, the previous section stressed that 
due to the nature of scientific testing in laboratory studies, there is an absence of 
detail typically found in every-day life. In this way, the brain may perform optimally 
and without distraction, attending fully to the task at hand. There is a risk that this 
approach has inflated the capabilities of the brain, for rarely are people ever truly 
distraction free. Consequentially, based on the literature reviewed in Chapter 1, I 
propose a model of dynamic resource allocation that represents the finite nature of 
processing capacity in natural settings (Figure 1.6-1).  
Effectively, this model of dynamic resource allocation states that in natural settings, 
task specific performance will always be attenuated in comparison to laboratory-
based studies due to the additional processing required by sensory, perceptual and 
affective elements for maintaining functional behaviour. In this way, task specific 
cognitive performance is viewed as the result of interacting systems that are 
inextricably and inevitably linked. This framework is used to interpret the empirical 
studies presented in this thesis. Drawing on resource models of cognitive function it 
is claimed that performance is tied to the availability of resources for effective 
function.  
Lavie’s load theory of selective attention (Lavie, 1995; 2005; 2010; Lavie, Beck & 
Konstantinou, 2014; Lavie, Hirst, de Fockert & Viding, 2004) is of particular 
relevance in this framework. Load theory states that perceptual processing loads 
interact with attentional deployment, and that the spread of cognitive resources will 
depend on how challenging the task is. If the task is simple, and consequentially, 
distraction is limited, then attention deploys in an unselective way. However, if the 
task is more complex and necessarily recruits more processes to manage task 
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requirements, attention deploys in a much more focused way. There are of course 
limits to how much resources can be dedicated to any one task, and this is 
demonstrated in phenomena such as inattentional blindness (Lavie, Beck & 
Konstantinou, 2014). This is where otherwise obvious, standout stimuli are simply 
not detected due to attentional focus processing a large volume of task relevant 
information. In the dynamic resource model proposed here, the processes of maintain 
operational behaviour in everyday life serve as distractions to the ongoing task. 
However, the degree to which such distractions are noticeable depends on both the 
dynamics of the environment and how challenging the task is. 
Following this, the dynamic resource model acknowledges that basic physiological 
moderators such as sleep and nutritional state, and psychological factors, such as 
motivation and affective state, form a condition of effective resource availability, and 
will relatively affect resource availability to meet ongoing task demands. When 
assessed in natural settings, effective resource availability for task-oriented goals is 
relatively attenuated due to the relatively more stimulus-rich environment, which 
requires an increase in effective resources for sensory and perceptual processing, as 
well as functional motor and movement processing. These predictions are assessed in 
the empirical chapters of this thesis. 
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Figure 1.6-1. Model of dynamic resource allocation representing the finite nature of 
cognitive resources available for typical function. Top row estimates the maximum 
volume of resources available in optimum conditions in the laboratory (low 
distraction), and in natural settings (high distraction). Bottom row estimates the 
availability of effective resources under less-than-optimum conditions. Top left: 
Within controlled laboratory settings, task specific cognitive processes are readily 
available. Top right: In natural environments, task specific resources are reduced as 
the demands placed on motor, sensory and perceptual processes are increased to 
maintain normal behaviour. Bottom left: Compromised physiological factors reduce 
the availability of effective resources in laboratory settings. Bottom right: As 
predictability in the environment reduces, so do the effective resources available for 
maintaining behaviour. 
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1.7 Research questions 
The overall goal of this research is to investigate what influence load carriage has on 
attentional function, using mobile EEG. Mobile EEG is a relatively new and 
evolving technique, and at the onset of this body of research only two proof-of-
concept studies had been published with a research-grade mobile EEG system 
demonstrating the feasibility of EEG recordings in daily life (De Vos et al., 2014; 
Debener et al., 2012). In this way, the following series of studies are an example of 
applying mobile EEG to a specific research problem enabled only by the portability 
of this neuroimaging technique.  
To gain insight into cognitive abilities during load carriage without confounds from 
behavioural responses, it is essential to isolate the effects of the factor of interest, in 
this case, load carriage. This means minimising potential effects that may arise from 
load carriage, such as fatigue, and accounting for potential interacting factors, such 
as the effect of walking and enabled full body movement, and the role of the external 
environment.  
To achieve this aim, this research has four objectives:  
1. To establish that mobile EEG can achieve viable and accurate recordings of 
brain activity in natural settings  
2. To investigate the influence of walking on attentional processes  
3. To establish if there are any effects of load carriage on walking in the cortical 
response of the brain  
4. To assess if there is an interaction of load carriage effects with walking and 
attentional processes 
To achieve the objectives outlined, mobile EEG was used to explore cognition in two 
phases. Phase one examines cognition in natural settings to address objectives one 
and two. Objective one will be achieved through a successful replication of the 
proof-of-concept studies previously mentioned (presented in Chapter 3.1), and 
evidenced by the accumulation of good quality EEG data across all studies (Chapters 
3 - 5). Objective two is examined in the studies presented in Chapter 3 that are 
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designed to elicit selective and orienting attentional responses, and investigate and 
variations in the resulting ERPs due to walking. Phase two examines the influence of 
physical load carriage on cognition and addressed objectives three and four. 
Objective three considers the effect of load carriage on the cortical control of 
walking, and is assessed by measures of the gait-related cortical potential (GRCP) in 
Chapter 4. Chapter 5 presents the outcome of objective four. Objective four brings 
together the evaluations made in Chapters 3 and 4 to assess to what extent physical 
load carriage influences attentional function by examining the interaction of selective 
attentional processes when walking and during physical load carriage.  
Following this, Chapter 6 presents a discussion of the findings from Chapters 3-5 in 
relation to each of the objectives detailed above, and deliberates the implications of 
the findings in addressing to what extent load carriage influences attentional function 
as assessed by mobile EEG.  
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2 Chapter 2. Mobile EEG development 
2.1 Traditional EEG technique 
2.1.1 EEG overview 
Electroencephalography (EEG) records electrical signals from the brain. Electrodes 
placed on the scalp pick up neural generated signals from the brain that are visualised 
through amplification and plotting over time. These signals are electrical in nature 
and represent the flow of activity from underlying neural sources. There are two 
types of neural electrical activity, action potentials (AP) and postsynaptic potentials 
(PSP). AP are distinct instantaneous voltage spikes representing the flow of current 
along an axon from the cell body to terminal, and PSP represent voltage changes 
from dendrites to the cell body when neurotransmitters bind to membrane receptors 
on postsynaptic cells, lasting tens to hundreds of milliseconds. Singular AP and PSP 
activity cannot be detected by scalp EEG, owing to AP timing and location of 
individual PSP activities. However, combined neuronal AP and PSP activity forms 
dipoles (paired positive and negative charges separated by a discreet distance). When 
many neurons synchronise to perform an operation, they become aligned in 
orientation and time to form an equivalent current dipole. It is this summed PSP 
activity that is detected by scalp EEG electrodes (Figure 2.1-1). 
Luck, 2005 
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Figure 2.1-1. Illustration of how post-synaptic activity is detected at the scalp from 
Luck (2005a). 
The EEG electrodes record the voltage potential at the scalp. Voltage is the potential 
for current to move from one place to another. This is measured by differential 
amplifiers in which three types of electrode are used to record activity. These are 
active electrodes (A) placed over scalp at specific sites (following coordinates such 
as the 10-20 system), the ground (G, a common reference point for electrical devices) 
which creates a virtual ground in the amplifiers circuitry on a participants body, and 
the reference (R, a single point on scalp against which to measure differences in 
voltage across the head). The difference in amplitude is calculated as the sum of the 
average and ground electrodes minus the sum of the reference and ground electrodes. 
The ground activity is subtracted out, leaving voltage potential as active site minus 
reference site. In selecting reference sites the tip of the nose, ear lobes or mastoids 
are often chosen. However, there are no (electrical) activity free places on the body, 
thus body reference sites should be sensible, convenient, comfortable, avoid 
hemispheric bias and be consistent across experiments.  
Amplifiers are used to enhance the signal and convert it for digital storage. In this 
way voltage changes in the EEG is converted to numbers. The rate at which this 
happens refers to the amplifiers sampling range (the number of times a second that 
the amplifier selects and converts the signals value). This is expressed in data points 
(an amplifier with a sampling that of 500 Hz will select and record the signal every 2 
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ms). The sampling rate required of the amplifier is constrained by the Nyquist 
theorem. This states that all information in an analogue signal can be captured 
digitally as long as the sample rate is at least twice that of the highest frequency in 
the signal. Low sampling rates will cause information to be lost and induce artificial 
low frequencies in the digitalised data. In this way, a low sampling rate can act as a 
low pass cut off filter (a filter which ‘cuts off’ frequencies above a certain frequency, 
and allows all signals below the specified frequency to pass. Researchers should aim 
for a sampling no higher than that which meets their needs. Following digital storage 
of the signal, processing may begin offline.  
There are common signal processing steps that are broadly followed by EEG 
researchers to extract parameters of interest. Briefly, the EEG signal must be filtered, 
epoched, baseline corrected, subject to artefact rejection and then averaged into 
segments of interest (unless performing single trial analyses). To achieve this, a clean 
dataset is desirable; as much non-neural ‘noise’ as possible must be eliminated for 
good signal to noise ratio and clear experimental effects. Ideally, noise should be 
eliminated during recording, but there are several techniques applied to reduce noise 
both during and after data collection. During EEG recording, researchers can limit 
noise from external sources in the environment by using DC (direct current) lights 
instead of AC (alternate current) lights which induce an artefact at 50/60 Hz, by 
shielding the EEG recording unit or experimental room in a Faraday cage to reduce 
general electrical noise, and effects from skin potentials can be minimised by 
ensuring low impedances (<5 kOhms is ideal, however this depends in part on the 
amplifier) at scalp electrodes to optimise current flow. Further, participants are 
typically asked to remain as still as possible to prevent generating artefacts from 
moving electrodes. Some amplifiers filter the data online (i.e. as it is recorded). This 
limits the amount of electrical noise in the data but can also curtail offline analysis 
options and even induce artificial frequencies into the data. After the data is 
recorded, noise can be reduced by applying frequency filters to the signal 
(eliminating high frequency muscle noise, or low frequency drift), signal to noise 
ratio can be increased by averaging trials together (noise decreases as a function of 
the square root of the number of trails in the average), and finally artefact ridden 
chunks of the signal can be removed, or attenuated using more specific analyses.  
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The raw EEG signal contains summed activity from many neural dipole sources. 
This is traced in a graph showing amplified voltage (y axis) as a function of time (x 
axis) for each scalp electrode. EEG researchers operate upon the principle that brain 
activity in reference to a sensory, cognitive or motor related event is embedded 
within this raw signal. Furthermore, the brains’ response to such events is assumed to 
be stable over time, with the scalp recorded voltage fluctuations to each event 
assumed to recruit the same underlying processes resulting in a pattern of activity 
time-locked to that particular event. Typically in EEG research, the same event is 
presented many times over in order to increase the trial number and so the signal to 
noise ratio (see above paragraph). By averaging the resulting brain response to the 
stimulus, a signal specific to that event becomes apparent. These are known as 
evoked or event related potentials (ERP’s) (Vaughan, 1969).  
This approach to signal processing identifies common responses to the same event 
(signal) that may be extracted from unrelated ongoing activity (noise) (Dawson, 
1950). Original ERP research computed superimposed sensory activity from the 
ongoing EEG by hand (Davis, 1939). However, the advent of computer averaging 
(Galambos & Sheatz, 1962) made the exploration of cognitive components (Sutton, 
Braren, Zubin, & John, 1965; Walter, Cooper, Aldridge, McCallum, & Winter, 1964) 
much simpler and accessible. Since then, many ERP studies concerning cognition, 
sensory and motor function have been invaluable to understanding the human brain. 
However, the caveats faced then remain relevant today.  
The inverse problem poses a significant limitation to the understanding of what ERPs 
reflect. Essentially, the underlying neural generators contributing to an ERP cannot 
be known due to volume conduction, which is due to the neural signal from an area 
being propagated to a wider area throughout the scalp before being recorded by EEG 
electrodes. There is no single estimate that can trace the source of a signal from the 
scalp to its potentially spatially disparate neural origins; hence, this inverse inference 
is problematic. For example, if told the answer to a problem is 32, you might infer 
that the problem was to compute 10+10+12, or 30 + 2; there are multiple options 
with multiple units involved. However, there are modern computation techniques 
that can estimate the source of a neural dipole under restraint. For example, if when 
solving for 32, the formula is constrained to include the number 4, the possible 
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combinations are reduced and likelihood of certainty increases. While developments 
in dipole source analysis are ongoing, the question of what neural processes are 
reflected in the ERP remains.  
2.1.2 Informative value of ERPs   
It is all too easy to view the visualised average ERP waveform as a fully 
representational aspect of brain activity in response to an event. In fact, there are 
several important distinctions in terminology when referring to the ERP which are 
integral to understanding ERP research. The terms waveform, peak amplitude, peak 
latency and component are all common in the ERP literature, but often misperceived 
(Luck, 2005). The ERP waveform is simply a visualisation of the averaged scalp 
recorded voltage changes over a period of time that reflects processes elicited by an 
event. This waveform is composed of a series of negative and positive peaks relative 
to a baseline. These ERP peaks represent the positive and negative maxima voltages 
changes to an event, which, due to averaging, are reliably free of signal noise. 
Finally, the ERP component is what is under investigation. An ERP component 
reflects the neural activity involved in processing a specific event, recorded at the 
scalp. As the inverse problem states that backwards inference cannot determine the 
ERP source, this is further complicated by the fact that the visualised ERP waveform 
does not represent a single ERP component, but rather, reflects multiple components 
from multiple neural sources employed in a functional role of event processing.  
Figure 2.1-2 illustrates a typical ERP waveform. An ERP component is characterised 
as a part of a waveform with a physiological substrate specifying the topographic 
scalp distribution and a functional substrate depicting the relationship to 
experimental variables (Donchin, Ritter, & McCallum, 1978). From this definition, 
there are several restrictions on the inferences that may be made from ERP research. 
(i) Differences in the ERP from two experimental conditions with a common 
baseline represent the limit to which it takes the brain to process the stimuli 
differently. (ii) If the ERP amplitudes differ, but scalp topography remains the same, 
it may be said that the same neural generators are involved but are differentially 
active across conditions. (iii) Difference in scalp topography indicate differing neural 
generators across conditions. Thus, differing neural sources are recruited implying 
that different cognitive functions are operating.  
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Figure 2.1-2. Illustration of a typical ERP waveform in response to a rare (red) 
stimulus and a frequent (blue) stimulus. The difference wave (green) is the result of 
the rare minus frequent waveform. Various components are labelled that are 
associated with underling cognitive processes. From McFadden and Rojas (2013).    
It is also important to note that some researchers distinguish between evoked 
potentials (EP) and potentials related to events (ERP). In general, evoked responses 
are frequently associated with automatic, sensory events occurring within the first 
100 milliseconds with relatively small amplitudes (< 1 µV) that relate to stimulus 
features. Event related potentials have longer latencies (100 ≥ 600 ms), larger 
amplitudes (typically 10 ≥ 100 µV) and are believed to represent functions of a 
cognitive nature. It should also be noted that not all EEG researchers focus solely on 
the potential of the ERP, but rather explore oscillatory activity in response to an 
event (defined as ‘evoked activity’) in which signal frequency, power and phase are 
analysed.  
2.1.3 EEG oscillatory activity 
Oscillatory activity recorded in the EEG signal reflects the rhythmic, dynamic, 
activity of neuronal populations. Oscillatory activity can be measured using three 
parameters; frequency, power and phase. Frequency is the speed of the oscillation 
measured in Hertz (Hz, cycles per second). Frequency can be fast or slow, and 
through signal processing, oscillatory activity is banded by frequency (further 
described in Chapter 2.2.2) to help explain the association between neural activity 
and cognitive functions (discussed in detail in Chapter 2.2.1). Power refers to the 
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amount of energy in a frequency band (defined by the squared amplitude of the 
oscillation). Phase is the radius or degree measurement of the time point of the 
oscillation within the sine wave, used in connectivity analyses to determine 
information transfer between neural areas. Power and phase measures are 
independent, resulting in differing perspectives on neural dynamics. 
Measuring oscillatory activity enables researchers to better explain the neural 
dynamics underpinning cognitive processes. Neural oscillations are important for 
orchestrating communications from synapses to cells to wider cognitive networked 
activity. As recorded by EEG, oscillatory activity is multi-dimensional, and it can be 
analysed in both temporal and spatial domains (Verala et al. 2001). The visualisation 
of oscillatory analyses is dependent on the element under investigation; frequency, 
time, space or time-frequency. Cohen (2014) advocates thinking of oscillation 
parameters as a time-frequency cube (time on the x-axis, frequency on the y-axis and 
space on the z-axis). Each element represents a slice of the data. Acknowledging 
these distinctions helps to better understand the data and relation to the underlying 
processes. Frequency analyses are typically shown in a line graph depicting power 
(y-axis) by frequency (x-axis) collapsed over time. Time analyses select a specific 
frequency band and plot the power within that band (y-axis) as a function of time (x-
axis) in a line graph. Space analyses are visualised in a topographical plot, where 
only one frequency point across different time points, or an average over time and 
frequency is referenced. Time-frequency plots show frequency on the y-axis and 
time on the x-axis, with colour (z-axis) used to code specific activity (power, phase 
clustering, connectivity or correlational coefficient). 
In general, analyses are better placed to examine either the time or frequency 
domains (as focus on one results in poorer resolution in the other). Of note, 
measurement of oscillatory activity can also cross the animal-human boundary, with 
processes common to each frequently identified in signals recorded. In sum, 
oscillatory activity underlies all human behaviour, and similar to ERP research, 
oscillations are elicited in response to task demands. Studies of neural dynamics in 
this way have been associated with many cognitive functions. However, in addition 
to being elicited by task demands, there is also ‘background oscillatory activity’ that 
is always present and is indifferent to task events. This background activity clearly 
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reflects essential functions, but cannot be interpreted in relation to the experimental 
parameters. However, background activity it is attenuated during processing through 
normalisation procedures to reveal only task related activity. This task related 
activity may be phase-locked or non-phase locked. This means that on a trial by trial 
basis, activity identified to be in the same phase is phased locked (like an ERP), and 
activity presenting different phases with each trial are non-phase locked.  
Some researchers argue that neural oscillations are simply spectral representations of 
the ERP waveform, and that it cannot be known that EEG truly captures underlying 
neural oscillations. Cohen (2014) counters that there have been many discoveries 
from EEG oscillation analyses have not been possible through ERP research such as 
those obtained from resting state and connectivity analyses. From this perspective, 
oscillation research offers a potentially much richer data source to work with, and in 
a way, may be a more complete representation of underlying brain activity. In 
addition, the assumption that the EEG oscillations represent neural oscillations is an 
equivalent assumption to suggesting that an ERP waveform is a manifestation of a 
specific cognitive process, rather than a reflection of specific elements of it. Cohen 
(2014) further argues that neural oscillations underlie the production of frequency 
band specific EEG activity, and in a similar way, are associated to task specific 
behaviour.  
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2.2 Understanding cognition from traditional EEG 
In 1929, Hans Berger reported a discovery that began the exploration of brain 
activity with EEG. Much of the ERPs we recognise today were acknowledged in the 
early years. Before computers existed, Davis et al. (1939) recorded the first sensory 
ERPs from awake humans. However, the dawn of the computer brought the ability to 
efficiently average ERPs (Galambos & Sheatz, 1962) and thus set a more accessible 
precedence for discovering neural processes. The first cognitive ERP on record is the 
contingent negative variation (CNV) (Walters et al., 1964). Walters and colleagues’ 
(1964) experiment found sensory ERPs to a warning ‘click’ (auditory) and target 
‘flash’ (visual), but when a button response was required for the target, a slow 
negative shift at frontal sites occurred. This was the CNV, a cognitive response in 
preparation to upcoming target. Sutton, Baren, Zubin and John (1965), reported soon 
after the discovery of the P3. In this experiment, stimulus modality (auditory or 
visual) had to be predicted. Sutton et al (1965) found that when prediction was 
uncertain, there was a larger positive amplitude peaking at roughly 300 ms post 
stimulus onset, which they called the P300 (positive peak 300 ms after the stimulus 
occurred; often shortened to ‘P3’).  
Vaughan (1969) began discussions around defining the ERP. Early research focused 
on evoked potentials. These are involuntary reactions to stimuli and are dependent on 
the stimulus (e.g. auditory, visual), and are exogenous (externally influenced). On the 
other hand, the ERP is a stable potential related to an event by time. The ERP reflects 
cognitive processes rather than stimulus processing and is endogenous (influenced by 
internal factors). There are several advantages and disadvantages to using the ERP 
technique. The advantages are that it is inexpensive, non-invasive, and can measure 
covert processes in real time. Further, there is continuous monitoring of activity 
between stimulus and response, revealing which processes are active in the time it 
takes to produce behaviour. However, the disadvantages are that the functional 
significance of the ERP can be difficult to interpret, and the source of the signal (and 
by association the process) is hard to define. Experiments can also run on the long 
side due to the need for many trials to elicit effects large enough to be measured. 
Still, we have learnt much about cognition from EEG studies.  
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2.2.1 Established ERPs 
What follows is a brief overview of established ERP components. Very early 
responses typically cannot be intrinsically suppressed, and are briefly outlined in the 
tables below to visual stimuli (Table 2-1), and auditory stimuli (Table 2-2). 
Cognitive ERPs are elicited subject to experimental manipulations, and are outlined 
in the sections below. 
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Table 2-1 Early visual ERP components and their characteristics 
Early visual ERP components and their characteristics 
 C1 P1 N1 P2 N170/ Vertex 
positive potential 
(VPP) 
Site Posterior 
midline 
Lateral 
occipital 
Anterior / 
posterior  
Anterior / 
central 
Central midline 
(VPP)  
Lateral occipital 
(N170) 
Polarity Varies Positive Negative Positive Positive (VVP) 
Negative (N170) 
Onset With 
stimulus 
60 - 90 ms Follows P1 Follows N1 ~150 ms 
Peak Can merge 
with P1 
100 – 130 
ms 
100 – 150 ms 
(posterior) 
150 – 200 ms 
(anterior) 
Anterior, 
similar to 
P3 
Posterior, 
difficult to 
disentangle 
from N1, 
N2 and P3  
150 – 200 ms 
Sensitivity Visual field 
stimulus 
parameters: 
contrast, 
spatial 
frequency 
Stimulus 
parameters 
Spatial 
attention 
Arousal 
Spatial 
attention 
(discriminative 
processing) 
Infrequent 
targets. 
Anterior, 
simple 
stimulus 
features 
Faces, familiar 
stimuli 
Origin V1 
(calcarine 
fissure) 
Dorsal 
extrastraite 
cortex 
Parietal cortex, 
Occipital 
lateral cortex 
Little is 
known 
Possibly multiple: 
bilateral 
occipitotemporal 
cortex, 
posterior/right 
fusiform gyrus, 
posterior superior 
temporal sulcus  
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Table 2-2 Early auditory ERP components and their characteristics 
Early auditory ERP components and their characteristics 
 Very early 
Auditory 
brain stem 
responses 
(ABR) 
P1 N1 (3 subcomponents) Mismatch 
negativity 
Site Midline Frontocentral 1. Frontocentral 
2. Vertex 
3. Lateral 
Central 
midline 
Polarity Varies Positive Negative Negative 
Onset 10 – 50 ms 50 ms 90 – 120 ms 90 – 140 ms 
Peak 10 ms 100 ms 1. Frontocentral 75 
ms 
2. Vertex 100 ms 
3. Lateral 150 ms 
160 – 220 
ms 
Sensitivity Auditory 
stimuli 
Stimulus 
parameters 
Attention Infrequent 
unattended 
stimuli 
Origin Medial 
geniculate 
primary 
auditory 
cortex 
Primary 
auditory 
cortex 
1. Frontocentral 
auditory cortex 
dorsal on temporal 
lobes 
2. Vertex unknown 
3. Lateral superior 
temporal gyrus 
Bilateral 
superior 
temporal 
gyrus Right 
inferior 
frontal gyrus 
 
2.2.1.1 N2 ERPs 
These ERPs appear about 200 ms post stimulus onset. Typically, the N2 ERP is 
larger to deviants in a repetitive train of stimuli. If the deviant stimulus is task 
irrelevant, a MMN (N2a) ERP is elicited; if the deviant stimulus is task relevant, an 
N2b ERP effect appears later, reflecting a categorisation process. For auditory 
stimuli, the N2 range of ERPs can be identified over central sites; whereas for visual 
stimuli the ERPs are typically posterior. When ERPs to visual deviant stimuli are 
investigated spatially, rather than temporally, three distinct sites of N2 ERPs are 
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found reflecting independent processes. Bilateral anterior N2 ERPs are elicited to 
non-target stimuli, target deviants elicit a posterior N2, and a posterior contralateral 
ERP, N2pc, is found when directing spatial attention, rather than under probabilistic 
assessment.  
2.2.1.2 P3 ERPs 
The P3 can be seen at two distinct sites; the P3a is a frontal component that is elicited 
in response to ‘surprising’ stimuli. The P3b is a parietal component resulting from 
‘anticipated’ stimuli, whose physical properties are known, but whose occurrence 
cannot be predicted.  The P3b is the more commonly studied and is sometimes 
referred to as the P300 (as per the original paper reporting the effect), or P3. The P3 
is thought to reflect processes of context updating (Donchin & Coles, 1988). It is 
influenced by target probability (larger positive amplitude for lower probabilities), 
task defined stimulus class (rather than physical stimulus properties), resource 
allocation (larger positive amplitude with increased perceptual effort), and indicates 
categorisation independent of response selection and execution processes.  
2.2.1.3 Error related ERPs 
A component called the ‘error related negativity’ (ERN) is elicited following an 
incorrect response. The ERN is a negative deflection at frontal and central sites 
(sometimes called Ne) and is most evident if negative feedback is given after an 
incorrect response is made, or if an incorrect response by someone else is observed. 
It is thought that the ERN is generated in the anterior cingulate cortex (ACC) and is 
reflective of monitoring processes and/or sensitivity to conflict. Similar to the ERN, 
the Pe is a positive deflection in the waveform following an incorrect response, but is 
dissociable from the ERN. It is thought that the Pe reflects conscious awareness of 
error, or attentional orientation to the response outcome. However, the functional 
significance of this component is still debated (Falkenstein et al. 2000).  
2.2.1.4 Response related ERPs 
There are a host of response related ERPs that occur under different conditions. 
Movement related cortical potentials (MRCP) are essentially response related ERPs 
in the absence of external triggers. In other words, these ERPs are elicited due to 
movement onset and maintenance (such as the gait related cortical potential (GRCP)) 
without a perceptual trigger. There are also potentials that are somewhat predictive 
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and reflective of preparation or anticipation processes prior to responding, rather than 
resulting from a response. The readiness potential (RP) or Bereitschaftspotential (BP) 
is a well-studied component. This ERP is characterised by slow negative shifts at 
frontal and central sites about 1000 ms before response execution. Topographic 
presentation is sensitive to the effector prepared for response. The lateralised 
readiness potential (LRP) is generated in the motor cortex and is reflective of 
preparation processes. It is also localised to the contralateral hemisphere of the 
effector prepared for movement. The contingent negative variation (CNV) was noted 
in the very first cognitive ERP studies. The CNV presents as a broad negative 
deflection between warning and target stimulus, and is thought to be partly related to 
motor preparation, but may also reflect temporal expectancy processes.  
2.2.2 Oscillatory signals 
As discussed above, time-frequency analyses of neural oscillations reflected in the 
EEG has injected another dimension to understanding cognitive function, and indeed, 
created closer ties to the association with neural dynamics. Such analyses expand 
beyond the temporal dimension of ERP research and have been informative on 
processes that could not be identified with ERPs, such as those related to 
connectivity, resting state, non-phase locked and pre-stimulus activity, and activity 
greater than 20 Hz (Cohen, 2014). Beside this, ongoing research indicates that 
specific power fluctuations in certain frequency bands are markers of certain 
functions and processes that help to explain how the brain orchestrates behaviour. 
Key aspect of these frequency bands are outlined below.  
Delta Δ: Delta frequency ranges from 2 - 4 Hz and is most often associated with 
sleep.  
Theta θ: Theta ranges from 4 - 8 Hz and when detected over the prefrontal cortex is 
associated with working memory and cognitive control (Sauseng et al. 2010) 
Alpha α: Alpha ranges from 8 - 12 Hz and is often suppressed when cortical 
activation occurs. Alpha is often interpreted as reflecting inhibitive processes 
(Klimesch, Sauseng and Hanslmayr 2007).  
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Mu μ: Mu ranges from 9 - 11 Hz and is evident over the motor cortex in movement 
related tasks.  
Beta β: Beta ranges from 15 - 30 Hz and is linked to motor activity (Lattari et al., 
2010).  
Gamma γ: Lower gamma ranges from 30 - 80 Hz and upper gamma from 80 - 150 
Hz. Gamma is thought to be integral to coordinating and synchronising function 
across the brain.  
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2.3 Implementing mobile EEG 
EEG has a long, rich history in uncovering the neural basis of behavior, and 
throughout its development, a number of guidelines (Eimer, 1998; Light et al., 2010; 
Luck, 2005; Picton et al., 2000) have been published to set standards for optimum 
experimental rigor during EEG use. However, restrictions are inherent in this, and as 
such, constrain human behavior to laboratory standards. While this has been a 
positive and functional approach to establish concepts and theories about the brain 
and its relationship to behaviour, it lacks ecological validity. Here we introduce the 
circular problem; concepts generated from laboratory-based experiments will be 
confirmed in laboratory based tests, while the most basic of queries remain: how do 
these theories apply in real life? Mobile EEG can assist in this by moving recording 
out of the laboratory and into more natural settings. Similar protocols can be tested 
and assessed in situations that better reflect real human interaction and thus narrow 
the knowledge gap with regards to the association between real life brain function 
and behavior.  
Mobile EEG development has undergone rapid expansion in the last 5 years. 
Technological development moves quicker in response to consumer desires and 
initially, ‘mind controlled’ EEG-type headsets were targeted and brought to market 
for the gaming industry. A few forward-thinking scientists recognized the potential 
in these consumer headsets for developing systems suitable for neurocognitive 
studies. For an EEG system to be suitable for the needs of the cognitive neuroscience 
researcher, it must be small, light, wireless, as non-invasive as possible and have 
enough electrodes to generate meaningful data (De Vos & Debener, 2014). At its 
inception, there were few products on the market (for a short overview, see 
(Kranczioch, Zich, Schierholz, & Sterr, 2013). However, to meet the needs as a 
functional research system, a few tweaks were needed.  
In an innovative move, Debener and colleagues (2012) reported on their 
development of a research-grade mobile EEG system (hereafter termed the 
‘Oldenburg system’). The commercially available emotiv epoc (Emotiv, Hong Kong, 
www.emotiv.com) hardware was altered to fit with specially designed EEG caps 
from EasyCap (www.easycap.de) to form a fully head mounted EEG recording unit 
that transferred data from the amplifier to a laptop via Bluetooth. This amplifier was 
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small in size (dimensions: 49 x 44 x 25 mm) and light in weight (48 g), with a 
sampling rate of 128 Hz and a 0.16 – 45 Hz bandpass filter. The amplifier was 
connected to a cap with an infracerebral cut (i.e. the cap encapsulates the entire skull 
area) in which 14 sintered Ag/AgCl electrodes are embedded. These embedded 
electrodes have shorter than normal wire connections, terminating in a socket at the 
base of the skull. This terminal socket is connected to its partner on the amplifier, 
which is held in place by a pocket in the cap at the base of the skull. Several studies 
have reported on the validity of this system (De Vos et al., 2014; Debener et al., 
2012; Zich, De Vos, Kranczioch, & Debener, 2014), and in early 2014, research 
studies contributing to this thesis commenced using this same mobile technology.  
2.3.1 Mobile EEG as applied in this thesis 
The Oldenburg system was employed in study 1 for experiments 1 and 2 (Chapter 
3.1). These were simple auditory oddball experiments highly similar to those 
previously reported (De Vos et al., 2014; Debener et al., 2012). Experimental stimuli 
presentation and EEG signal collection were simultaneously delivered and acquired 
on the same laptop (Toshiba Portege Z830-10N, 316 x 227 x 8.3 mm, 1 kg) running 
OpenViBE software (version 0.17.1) (Renard et al., 2010). OpenViBE is a free open 
source software developed for real time analysis and processing of brain-computer 
interface (BCI) paradigms. Compatible with many mobile and standard laboratory 
EEG amplifiers and simple to use, the designer feature employs ready-made ‘boxes’ 
of functions for the novice user to select and implement to required needs. Some 
basic scripting in the accepted coding language (in this case, ‘lua’) is necessary for 
event control and collected data is saved as GDF (geographical data file) files.  
With experiment 1 in study 2 (Chapter 3.2), use of OpenViBE was continued for 
experiment presentation and EEG data collection. However, a brand new, built-for-
purpose mobile EEG system by mBrainTrain (www.mbraintrain.com) was received. 
mBrainTrain produced the SMARTING system specifically for use in the research 
community, with particular focus on neurofeedback investigations. The SMARTING 
differs from the Oldenburg system in that it has a greater number of channels (24), a 
higher sampling rate (500 Hz), bandwidth from DC to 250 Hz and a built in 3D 
gyroscope. SMARTING is equally small (size 82 × 51 × 14 mm) and lightweight (64 
g) and is sufficiently powered for a days’ testing without charge. It is important to 
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note that at this point in time, each of these mobile EEG systems we employed were 
still in the testing stages, before being commercially available. Common to each of 
these mobile systems at that time was their focus on development for the BCI 
markets. However, this was not our intended purpose, instead we required 
programmes that would also enable behavioural data collection (such as button press 
responses) while on the move.  
For this reason in experiment 2 of study 2, use of the SMARTING was continued 
and used of OpenViBE discontinued. While OpenViBE is equipped to meet the need 
to collect behavioural responses, the hardware was not. A switch to using 
Presentation® software (Version 18.1, Neurobehavioral Systems, Inc., Berkeley, CA, 
www.neurobs.com) was made for experimental stimulus delivery, and paired with 
Lab Streaming Layer (LSL, https://github.com/sccn/labstreaminglayer/wiki). LSL is 
an integrative open source platform for recording multiple streams of time-series 
data, originally developed at the Swartz Centre for Computational Neuroscience. 
LSL acquires the times stamps of stimulus delivery provided by Presentation while 
simultaneously recording the signal transmitted by the SMARTING amplifier, and 
combines each of these data streams in a single xdf (extensible data format) file. 
Once satisfied that this provided a functional and reliable mobile set up, further 
studies then adapted the setup to allow the recording of behavioural responses. 
As such, for the final studies, (Chapters 4 and 5), the functionality of using a 
computer mouse was tested as a behavioural response receiver controlled by 
Presentation® software (Version 18.1, Neurobehavioral Systems, Inc., Berkeley, CA, 
www.neurobs.com) and incorporated into the LSL recording. As such, the ‘mobile 
laboratory’ was complete after multiple iterations to determine suitability. Notably, 
the equipment used during the experimental phases of this thesis has very much been 
a work in progress. As with all novel techniques, the software and hardware has 
gradually become more popular and better known in the research community during 
the progression of this PhD. As such, their use has also become better supported 
enabling more sophisticated experiments and reliable results. This thesis is very 
much a reflection of applying new technology at an early stage (Figure 2.3-1). 
Mobile EEG as applied in this thesis is very much in its infancy, and will no doubt 
continue to evolve into more sophisticated systems for real world experiments.  
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Figure 2.3-1. Timeline of experimental progress employing mobile EEG in this 
research.  
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3 Chapter 3. Phase one empirical studies: examining cognition in 
natural settings using mobile EEG 
3.1 Assessment of the P3 in natural settings  
3.1.1 Abstract 
The present study investigates the influence of walking and environmental setting on 
selective attention. It was proposed that walking will induce recalibration of 
cognitive resources available to meet task demands, and these would vary across 
environments as predicted by the dynamic resource allocation model. The Oldenburg 
mobile EEG system was deployed in an assessment of the P3 elicited by selective 
attention to an infrequent target tone considering two factors, environment (indoors 
and outdoors) and action (seated and walking) across two experiments varying by 
response mode (counting and button press). It was found that environmental 
perceptual effects attenuate P3 amplitudes in all three conditions in comparison to 
the indoor seated condition. In general, walking attenuated the signal in comparison 
to seated conditions and attentional processes were modulated by action, with 
amplitudes to target tones larger in seated conditions in comparison to walking 
conditions, while frequent traces are equal in variance when seated and walking. 
Together, these results suggest that selective attention processes are attenuated due to 
a reduction in the availability of effective resources, which is induced by both 
walking and the increase in perceptual complexity in natural environments.  
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3.1.2 Introduction    
For healthy individuals, walking feels like an autonomous, natural and easy to 
perform task. We perform regular, everyday concurrent cognitive activities during 
walking such as seeking an address while walking a street or recounting ingredients 
needed for that evening’s dinner on the walk home from work with minimal 
difficulty. Typically, these dual processes concur without overt awareness. This is in 
part due to the automation of walking (Lau et al., 2014). However, circumstances can 
arise in which performance in either walking, or cognitive function may be 
interrupted. Largely, such interruptions go unnoticed without significant impact to 
activities of daily living due to highly effective compensatory mechanisms of the 
brain. However, in certain neurological disorders and even normal ageing, the need 
for effortful cognition becomes apparent to maintain typical walking patterns.  
3.1.2.1 Effects of walking on cognition 
At present, it is not well understood how walking may impact cognitive functions. 
However, clear correlations have been found between cognitive function and walking 
parameters (Verghese et al., 2007; Woollacott & Shumway-Cook, 2002). Dual task 
studies suggest that information processing slows during walking (Abernethy et al., 
2002; Lajoie et al., 1993) and is most prominent when selective attention is required 
during walking (Yogev-Seligmann et al., 2008). EEG recordings of treadmill 
walking display the engagement of a fronto-posterior cortical network (Presacco et 
al., 2011) whereby oscillatory (Bulea, Kilicarslan, Ozdemir, Paloski, & Contreras-
Vidal, 2013; Bulea, Kim, Damiano, Stanley, & Park, 2015) and ERP (Knaepen et al., 
2015) activity shows rhythmic and cyclic processing of sensory and movement 
related variables associated with sequential strides. Interestingly, functional near 
infrared spectroscopy (fNIRS) measures show increased activation in the prefrontal 
cortex with increasing attentional load during walking (Holtzer et al., 2011, 2015; 
Mirelman et al., 2014), suggesting an anatomical overlap of attentional processes 
with walking control.   
In addition to an overlap with attentional processes, the activation pattern engaged 
during the control of walking overlaps with cortical areas recruited in dynamic 
models of executive function (prefrontal, dorsal anterior cingulate, and parietal 
cortices) (Fassbender et al., 2004; Niendam et al., 2012), strongly implicating an 
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active role for executive processes during walking. This has recently been 
highlighted in a systematic review of brain activity during walking in which the 
authors conclude that walking relies on cortical control but also that brain activity is 
flexibly allocated in response to situational demands (Hamacher, Herold, Wiegel, 
Hamacher, & Schega, 2015). In support of this, several studies have examined 
cognition and associated ERPs during paced treadmill walking. These studies of 
younger adults typically find no difference in cognitive performance or 
neurocognitive indices between standing and walking at a variety of speeds. For 
example, equivalent P3 and event related negativity (ERN) components were found 
in conditions of standing, walking slow and walking fast during a visual go no-go 
task (De Sanctis et al., 2012; Gramann, Gwin, Bigdely-Shamlo, Ferris, & Makeig, 
2010). Similarly, no significant changes in cognitive task performance or 
electrocortical activity were found with increasing walking speed in a spatial 
working memory task (Kline et al., 2014). From these studies, it appears that 
performing a cognitive task while walking has minimal interference effects when in a 
highly controlled laboratory, showing flexible resource allocation for task goals.  
3.1.2.2 Walking and cognition in natural settings  
Performance of similar dual tasks during natural walking, by which it is meant non-
laboratory settings, shows greater attenuation of attention in the signal while 
walking. Using mobile EEG, two studies have examined selective attentional 
processing during natural walking (De Vos et al., 2014; Debener et al., 2012). In the 
first, Debener et al. (2012) employed a novel head-mounted, wireless EEG system 
(the Oldenburg system, discussed in Chapter 2) to record the P3 during a two-tone 
auditory Oddball task conducted whilst participants were seated in an office and 
walking around outdoors. There was reduced P3 amplitude in in the walking 
condition compared to the seating condition, although both conditions showed 
greater P3 amplitudes to infrequent targets compared to frequent tones as expected in 
an oddball paradigm (Debener et al., 2012). These results were interpreted as 
indicating that walking in natural settings impacts upon attentional processes. In a 
comparison of attentional processing when seated and walking outdoors (De Vos et 
al., 2014), results replicated the earlier finding, with the P3 component reduced while 
walking in comparison to seated conditions, and depicting more positive amplitudes 
to infrequent target stimuli across conditions (De Vos et al., 2014). The findings 
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from these studies are in line with conclusions of Hamacher and colleagues (2015) in 
that there is flexible allocation of resources in response to situational demands, 
however, the attenuation of the P3 reflecting attentional allocation would suggest that 
that these resources are finite.   
3.1.2.3 Environmental influence on cognition 
The divergence of ERP results in the naturalistic studies with those found in 
treadmill studies suggest that walking may not be the most influential factor in the 
availability of functional resources for task completion. Rather, there may be more of 
a perceptual influence due to the increase of external environmental stimuli, which 
necessitates additional processing, and therefore has more impact on cognition. 
Perceptual load theory (Lavie, 1995) states that attention cannot be selective of 
information until sufficiently loaded; in low perceptual loads, all information is 
processed regardless of relevance but when perceptual loads are high, attention 
becomes much more focused, and irrelevant information passes unprocessed. 
However, cognitive control helps reduce interference from distracting stimuli in low 
load conditions, but when cognitive load is high, this breaks down, and it becomes 
difficult to ignore irrelevant information (Lavie, 2010). Synthesising this with the 
dynamic resource allocation model, it is proposed that the richness of environmental 
stimuli in natural studies in comparison to the limited perceptual stimulation of the 
laboratory studies may require cognitive control of selective attention, resulting in 
the attenuated P3 found during walking in the naturalistic studies. 
An attenuated P3 may be expected under competing resources (Polich, 2007). In dual 
task paradigms, the P3 has shown relative attenuation under competing processes in 
the cognitive (attention and working memory; Capizzi, Correa, and Sanabria, 2013), 
sensory (visual and auditory perception; Giraudet et al., 2015), and motor (target 
tracking and somatosensory stimulation; Kida, Kaneda, and Nishihira, 2012) 
domains, indicating reduced processing capacity under high loads. If executive 
control is required to maintain typical walking patterns, then the smaller P3 found in 
De Vos et al. (2014) and Debener et al. (2012) in outdoors conditions may be 
indicative of a sufficiently loaded perceptual system to attenuate availability of 
attentional resources for task goals. With the application of the dynamic resource 
allocation model, it is speculated the additional complexity of environmental stimuli 
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encountered during natural walking (in comparison to the treadmill studies) in 
concurrence with maintaining stable walking, may account for the apparent 
attenuation.  
To test this, the work of De Vos et al. (2014) and Debener et al. (2012) is extended 
by combining the indoors seated, outdoors seated and outdoors walking conditions 
and including an indoors walking condition in a factorial experiment contrasting the 
effects of both environmental (indoor/outdoor) and action (seated/walking) factors on 
selective attentional processing. In addition, we also examined the effect of response 
mode. Some researchers argue that response mode is unrelated to P3 presentation and 
therefore has no impact on the underlying component (Duncan-Johnson & Donchin, 
1977; Polich, 1989), while others have shown a relationship (Verleger, Grauhan, & 
Śmigasiewicz, 2016; Verleger, Jaśkowski, & Wascher, 2005). Typically, the P3 
elicited when targets are counted is generally smaller in amplitude in comparison to a 
button press response (Lew & Polich, 1993). 
3.1.2.4 Effects of response mode on the P3 ERP 
There is an element of working memory involved in counting responses requiring 
verbal rehearsal and context updating (Lew & Polich, 1993), which may additionally 
load the executive control system. However, by employing a button response with 
the hand, there is an additional weight on the motor system, which may feed into the 
P3 during walking. If executive control is required to maintain regular walking 
patterns, then the P3 should appear reduced in these conditions according to the 
dynamic resource allocation model. If working memory is necessary for counting, 
then P3 presentation may be smaller still in comparison to a button press owing to a 
greater distribution of executive resources, as predicted by the dynamic resource 
allocation model. Thus, the impact of response mode is examined in two separate 
experiments. In experiment one, targets were silently counted (working memory 
load, as in De Vos et al, 2014; Debener et al.,2012), and in experiment 2, targets 
were acknowledged via the execution of a push-button response (motor load).  
3.1.2.5 The present study 
In each independent experiment examining response mode, EEG activity was 
recorded in four conditions; indoors seated (simulating a laboratory environment), 
indoors walking, outdoors seated, and outdoors walking, to elucidate any differences 
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in auditory target detection by varying the environment (indoors/outdoors) and action 
(walking/seated). While the differences in walking and seated conditions are 
obvious, the environmental manipulation requires a brief explanation. Outdoors, the 
environment is much less constrained and predictable than indoors. Indoors floor 
surfaces are smooth, walls narrow perceptual fields and noise is limited to infrequent 
passing conversations of minimal people. Outdoors, ground surfaces are uneven 
(despite paving and tarmac) with slopes and inclines, the visual field is greater in 
scope with many more elements competing for visual capture (birds, people, trees) 
and noise is infinitely more variable in type and volume (traffic, wildlife, people). As 
explained in the dynamic resource allocation model, this makes the outdoors 
environment less predictable than the indoors environment, and may require 
additional cognitive resources to maintain performance. In each condition, 
participants were asked to track infrequent target tones amongst a stream of frequent 
standard tones and infrequent deviant tones in a three-tone auditory Oddball task, 
placing priority with the cognitive task.  
It was hypothesised that in all conditions infrequent target stimuli would elicit a 
larger P3 than infrequent deviant tones and frequent standard tones, indicating 
attentional selectivity (hypothesis 1). Furthermore, the expected increase in 
perceptual load and additional need for cognitive control should attenuate P3 
amplitudes in the outdoors (both seated and walking) condition as well as the indoors 
walking condition in comparison to the indoors seated condition (hypothesis 2). 
Factors that may interact with task-related information processing were also 
investigated. If walking affects information processing, then we would expect 
amplitudes to be attenuated in comparison to seated conditions (hypothesis 3). If 
environment affects information processing (indoors conditions represent lower 
loads than outdoors conditions) then attenuated amplitudes are expected outdoors 
(hypothesis 4). Finally, if response mode affects information processing, then we 
would expect attenuation of the P3 for counting responses compared to button press 
responses due to the greater load on executive resources (hypothesis 5).   
95 
 
3.1.3 Methodology 
3.1.3.1 Participants 
In experiment 1, 20 healthy university students (14 female) aged 18-29 years (M = 
20.3) took part, of which 17 were right handed (assessed by the Edinburgh 
Handedness Inventory, EHI (Oldfield, 1971)). In experiment 2, 20 healthy university 
students (15 female) aged 19-31 years (M = 22.2) participated, with 18 right handed 
(assessed by EHI (Oldfield, 1971)). In each experiment, self-reported screening 
measures ensured participants had a BMI below 30 Kg/m2, no history of hearing 
difficulties or epilepsy, and were habitually rested. Participants were offered the 
option of collecting lab tokens or a modest monetary sum in exchange for 
participation. Written informed consent was obtained from each individual. This 
study was given a favourable ethical opinion by the University of Surrey ethics 
committee, and conforms to the standards laid out in the declaration of Helsinki.  
3.1.3.2 Design and Stimuli 
EEG was continuously recorded in a repeated measures design whereby participants 
completed a three-tone auditory Oddball task in each of four conditions: indoors 
when seated, indoors when walking, outdoors when seated and outdoors when 
walking, with order of conditions counterbalanced across participants. Accuracy data 
(total count of target tone) was collected by verbal report to the researcher. The 
Oddball task (similar to that in De Vos et al., 2014) consisted of 750 frequent tones 
(900 Hz, 72 % occurrence), and two infrequent tones of 105 presentations each (600 
Hz, 1200 Hz, 14 % occurrence), one of which was designated as target, and the other 
as distractor. Tone duration was 62 ms (10 ms rise and fall time) presented binaurally 
through in-ear headphones (Sennheiser MX375) at a participant controlled volume. 
A mean inter-stimulus interval of 1000 ms was used. 
3.1.3.3 Procedure 
Experiment 1 sessions took place in dry weather conditions (temperature range 2 - 12 
ºC, M = 7.31 ºC). Experiment 2 sessions took place in mild weather conditions 
(temperature range 8 – 21 ºC, M = 16 ºC). Prior to experimentation, volume level of 
the auditory stimuli was adjusted to each participant’s preference for the experiment 
duration. 60 seconds of training then ensued. Following this, participants were 
escorted to the start of the experimental condition of interest. In each condition, 
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participants were instructed to focus their attention entirely on the tones presented 
through the headphones, and were either asked to silently count the target tone 
(experiment 1), or indicate the target tone by performing a button press (experiment 
2). Experimental sessions were all recorded within University of Surrey premises.  
All participants were tested in four different conditions, the order of which was 
counterbalanced across participants. In the indoors seated condition, participants sat 
in a quiet room, in the outdoors seated condition participants sat on a bench in a part 
of campus with minimal footfall. In walking conditions, participants were escorted 
by the researcher who indicated the route to be followed, and set the pace for 
walking. Indoors, this involved traversing stairs, open doors, and passing others in 
the corridors. Outdoors, the route followed a tarmacked path with little variation in 
gradient around campus and involved passing others, general road traffic and 
crossing quiet roads. Participants wore a backpack (300 x 150 x 400 mm) that carried 
the laptop presenting experimental stimuli and storing the recorded EEG data. The 
routes and locations remained the same for all participants. At the end of each 
condition, participants reported the number of times they heard the target tone to the 
researcher.  
3.1.3.4 EEG Recording 
The Oldenburg mobile EEG recording unit consisted of an adapted Bluetooth 
enabled Emotiv (www.emotiv.com) amplifier (dimensions: 49 x 44 x25 mm, 48 g), 
with 128 Hz sampling rate and 0.16 - 45 Hz band-pass filter. The amplifier was 
attached to the back of an infracerebral electrode cap (www.easycap.de) with 14 
sintered Ag/AgCl electrodes placed according to the international 10 - 20 system 
(Fpz, F3, Fz, F4, C3, Cz, C4, Tp9, Tp10, P3, Pz, P4, O1, O2). An online reference 
was located at AFz, and ground at FCz. Impendences were checked for consistency 
with Emotiv software. Data were acquired on a lightweight laptop (Toshiba Portege 
Z830-10N, 316 x 227 x 8.3 mm, 1.12 kg) running OpenViBE (version 0.17.1) 
(Renard et al., 2010), which also implemented the experimental paradigm.    
3.1.3.5 Data Analysis 
Accuracy data were calculated as a percentage of the total number of target stimuli 
(105) from the number of targets reported. EEG data were analysed offline using 
EEGLAB 13.05.4b (Delorme & Makeig, 2004) and MATLAB R2012b (Mathsworks 
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Inc., Natick, MA). Extended infomax independent component analysis (ICA) was 
used to semi-automatically attenuate ocular artefact in the signal (Viola et al., 2009). 
Data were then low pass filtered at 20 Hz and re-referenced to the average of TP9 
and TP10 and were then epoched from -200 ms to 800 ms, around each stimulus 
(target, deviant and standard) and baseline corrected from -200 ms to stimulus onset. 
Epochs containing artefacts were identified by improbable deviations in the signal 
exceeding three standard deviations of the mean probability distribution across all 
channels, and were rejected at a rate of 9.6 % for indoor seated, 10.9 % for outdoor 
seated, 12.9 % for indoor walking, and 15.77 % for outdoor walking. ERPs were then 
calculated for target, deviant and frequent tones across each condition 
(seated/walking, indoors/outdoors). To equalise the number of frequent tones to that 
of target and deviant tones, every 5th frequent tone was extracted and the remainder 
discarded. Global field power to target tones was calculated to determine latency 
windows for P3 ERP analysis. Subsequently, mean amplitudes were extracted in the 
350 – 650 ms time window at electrode Pz for target, deviant and standard trials for 
further analyses.  
3.1.3.6 Statistical Analysis 
For experiments 1 and 2, behavioural accuracy was analysed in a mixed ANOVA 
comprising the factors action (seated/walking) and environment (indoors/outdoors) 
by experiment (counting/button press). For ERP analysis, mean amplitudes 
calculated at electrode Pz for the P3 were entered into an ANOVA considering 
factors action (seated/walking), environment (indoors/outdoors) and stimulus 
(target/deviant/frequent) between experiments (counting/button press). Significant 
interactions were followed up in further separate t-tests. To quantify EEG signal 
power, signal to noise ratio (SNR) was calculated by dividing the standard deviation 
of the 200 ms baseline interval prior to target tone onset with the mean amplitude 
350 - 650 ms post stimulus onset at electrode Pz (Debener, Hine, Bleeck, & Eyles, 
2008). This was converted this to a power value (20*log10), which was then analysed 
in an ANOVA comparing the factors action (seated/walking) and environment 
(indoors/outdoors) by experiment (counting/button press).  
All statistical analyses were carried out in R (version R-3.0.2, R Core Team, 2013) 
with use of the ez package (Lawrence, 2013) for analysis of variance computations 
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and ggplot2 (Wickham, 2009) for graphical production. Graphs display sample-based 
bounded ranges of data for ease of visual comparison of variance. For descriptive 
data, ranges depict lower and upper Gaussian confidence limits based on the t-
distribution of sample data for each factor displayed (e.g. 95 % confidence interval of 
normalised data). For statistical comparisons, graphs display the mean and Fisher’s 
least significant difference (FLSD) surrounding the mean. FLSD is the smallest 
significant difference found between two means in the test of variance (Fisher, 
1935). Use of alternative range estimates in graphs (e.g. standard error) are clearly 
labelled. Effect sizes reported for ANOVA are generalised eta squared (nG
2) 
categorised as small at 0.02, medium at 0.13 and large at 0.26 (Bakeman, 2005) and 
for t-tests, Cohen’s d (d) categorised as small at 0.2, medium at 0.5 and large at 0.8 
(Cohen, 1988).  
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3.1.4 Results  
3.1.4.1 Behavioural 
Behavioural mean accuracy rates are presented in table 3-1 by condition for each 
experiment, and visualised in Figure 3.1-1. These data were entered into a mixed 
ANOVA considering the factors action (seated/walking) and environment 
(indoors/outdoors) by experiment (counting/button press). A main effect of action 
(F(1,38) = 15.36, p < .001, nG
2 = .05) identified that participants were more accurate 
when seated (Mseated = 96.18 %, SE = 0.62) than when walking (Mwalking = 93.24 %, 
SE = 1.05). There was no effect of environment (F(1,38) = 2.10, p = .155; Mindoors = 
94.00 %, SE = 0.84, Moutdoors = 95.41 %, SE = 0.63), no effect of experiment (F(1,38) 
= 1.97, p = .169; Mcount = 93.71 %, SE = 0.81, Mpress = 95.70 %, SE = 0.66) and no 
interactions between experiment, action or environment (all F(1,38) > 1.24, p > 
.173). 
Table 3-1 Behavioural accuracy  
Behavioural accuracy  
 Counting Button press 
 M % (SE)  M % (SE) 
Seated indoors 94.56 (1.54) 97.20 (0.86) 
Seated outdoors 96.55 (0.76) 96.30 (1.31) 
Walking indoors 91.10 (2.22) 93.05 (1.65) 
Walking outdoors 92.55 (1.46) 96.25 (1.25) 
 
Notes. Accuracy expressed as a percentage of the number of target tones reported in 
each condition in each experiment. 
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Figure 3.1-1. Behavioural accuracy results plotted with bounded ranges of responses. 
A 95 % confidence intervals of the percentage accuracy calculated in each condition, 
in each experiment. B Main effect of action present in the ANOVA, FLSD = 1.77, 
with significance highlighted in grey. Accuracy is greater in the seated condition than 
in the walking condition.   
3.1.4.2 ERP analysis 
The ERPs for the counting and button press experiments are depicted in Figure 3.1-2. 
Visual inspection suggests that the ERPs elicited are highly similar across 
experiments and across conditions, however target ERPs appear greater in the indoor 
seated conditions compared to all other conditions during the P3 time window 
(Figure 3.1-3). 
101 
 
 
Figure 3.1-2. ERPs at electrode Pz to target (blue ), deviant (black ) and frequent 
(red) tones in each experiment, with the counting task in solid line and button press 
in dashed line. Time window in which P3 mean amplitude was calculated is 
highlighted in grey. ERPs are highly similar across experiments. 
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Figure 3.1-3. 95 % confidence intervals of P3 mean amplitudes calculated at 
electrode Pz for each stimulus (deviant in black, frequent in red, target in blue) in 
each condition and experiment.  
Analysis of variance of the effects of action (seated/walking) and environment 
(indoors/outdoors) on stimulus discrimination (target/deviant/frequent) by 
experiment found a main effect of action (F(1,38) = 10.88, p = .002, nG
2 = .02) in 
which amplitudes elicited while seated were greater than those elicited while walking 
(Mseated = -0.65 µV, SE = .25, Mwalking = -1.78 µV, SE = .29). There was also a main 
effect of stimulus (F(1,38) = 77.40, p < .001, nG
2 = .37), where targets evoked larger 
mean amplitudes than both deviant and frequent stimuli (Mtarget = 1.95 µV, SE = .33, 
Mdeviant = -1.96 µV, SE = .27, Mfrequent = -4.18 µV, SE = .33). There was no main 
effect of environment (F(1,38) = 1.62, p = .209; Mindoor = -1.01 µV, SE = .24, Moutdoor 
= -.142 µV, SE = .30), or experiment (F(1,38) = 0.15, p = .696; Mcount = -1.30 µV, SE 
= .23, Mpress = -1.13 µV, SE = .31). Furthermore, there were no interactions between 
experiment and action (F(1,38) = 0.38, p = .536), experiment and environment 
(F(1,38) = 0.17, p = .674), or experiment and stimulus (F(2,76) = 0.22, p = .800). 
Further, there was no interaction between environment and stimulus (F(2,76) = 0.02, 
p = .979). However, as seen in Figure 3.1-4, there were interactions between action 
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and environment (F(1,38) = 14.38, p <  .001, nG
2 = .02), and action and stimulus 
(F(2,76) = 3.10, p = .050, nG
2 = .007) were evident 
 
Figure 3.1-4. ANOVA interaction effects from analysis of P3 mean amplitude, with 
significant effects highlighted in grey. A Depicts the action and stimulus interaction, 
showing target amplitudes in the seated condition differ from both deviants and 
frequent stimuli, and mean target amplitudes from the walking condition (FLSD = 
0.877). B The action and environment interaction displaying greater mean 
amplitudes elicited in the indoors seated condition in comparison to all other 
conditions (FLSD =1.36). 
To follow up on the significant interactions between action and stimulus, and action 
and environment, paired sample t-tests were calculated. For the action and stimulus 
interaction (Figure 3.1-4A), seated and walking mean amplitudes were considered 
for targets, deviants and frequent ERPs separately. For targets, mean amplitudes 
were greater seated (Mseated = 2.93 µV, SE = 0.37) than walking (Mwalking = 0.98 µV, 
SE = 0.35), t(79) = 5.01, p < .001, d = .56, and this same pattern was found for 
frequent ERPs (t(79) = 2.77, p = .007, d = .31; Mseated = -3.75 µV, SE = 0.28, Mwalking 
= -4.61 µV, SE = 0.27). Deviants did not differ between seated and walking 
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conditions, (t(79) = 0.99, p = .320, d = .11; Mseated = -1.11 µV, SE = 0.26, Mwalking = -
1.72 µV, SE = 0.60). 
For the action and environment interaction (Figure 3.1-4B), indoors and outdoors 
mean amplitudes were considered for seated and walking separately. Seated, mean 
amplitudes were greater indoors (Mindoors = 0.05 µV, SE = 0.36) than outdoors 
(Moutdoors = -1.34 µV, SE = 0.34), t(119) = 5.41, p < .001, d = .49. There was 
however, no difference between indoors and outdoors mean amplitudes while 
walking (t(119) = -1.29, p = .19, d = .11; Mindoors = -2.07 µV, SE = 0.37, Moutdoors = -
1.50 µV, SE = 0.49).  
3.1.4.3 Signal to noise ratio 
As mobile EEG is a novel technique, and movement may introduce artefacts, signal 
to noise ratio (SNR) was analysed across conditions and experiments (Figure 3.1-5). 
There was a significant main effect of action (F(1,38) = 17.25, p < .001, nG
2  = .007), 
in which SNR was greater for seated conditions in comparison to walking conditions 
(Mseated =13.62 µV
2, SE = 1.23, Mwalking = 8.54 µV
2, SE = 1.00). There was no main 
effect of environment (F(1,38) = 0.11, p = .744; Mindoor =11.31 µV
2, SE = 1.14, 
Moutdoor = 10.86 µV
2, SE = 0.95), or experiment (F(1,38) = 0.23, p = .637; Mcount 
=11.54 µV2, SE = 0.90, Mpress = 10.63 µV
2, SE = 1.18). There was no interaction 
between action, environment or experiment (all F(1,38) <  2.99, p > .091).   
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Figure 3.1-5. Signal to noise ratio calculated as power (µV2). A Descriptive overview 
SNR plotted as 95 % confidence intervals in each condition in each experiment. B 
Main effect of action found in SNR where power is greater in the seated conditions 
in comparison to the walking conditions (FLSD = 2.78), significance is highlighted 
in grey. 
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3.1.5 Discussion 
Framed within the model of dynamic resource allocation, it was hypothesised that in 
natural environments the availability of resources to meet cognitive task demands 
may be reduced when walking. This study demonstrated that walking resulted in 
poorer target detection accuracy and P3 attenuation when compared to seated as 
hypothesised (hypothesis 3). There was also an interaction between environment 
(indoors/outdoors) and action (seated/walking) in the attention related ERP data, 
where post hoc tests found a significantly greater P3 in the indoors seated condition 
in comparison to all other conditions. The modulated P3 of the indoors seated 
condition somewhat confirms our hypothesis with regard to load effects (hypothesis 
2). However, the attenuated response found to frequent stimuli when walking 
suggests that the influence of a stimuli rich environment is unlikely to be attention 
specific. Rather, the pattern of results indicate that there are global effects on stimuli 
processing outside of laboratory conditions. Nevertheless, target amplitudes were 
greater than deviant and frequent amplitudes in all conditions demonstrating accurate 
engagement with the task (hypothesis 1). It is important to note that there were no 
main effects specific to environment (hypothesis 4), however the environment and 
action interaction outlined above suggests that there is an influence of environment 
on neural task-related processing, but this may be masked by the influence of 
walking in this study. Finally, in this paradigm there was no effect of response type 
(button press/counting) identified on attentional processing as predicted by 
hypothesis 5. 
3.1.5.1 Is this an effect of walking?  
The finding that walking reduced the P3 response to target tones and accuracy in 
behavioural discrimination results suggest that stimulus discrimination becomes 
more difficult when walking. This is in line with evidence from behavioural dual task 
studies showing a slowing of information processing during walking behavior 
(Abernethy et al., 2002; Lajoie et al., 1993), with the most prominent effects when 
selective attention is required (Yogev-Seligmann et al., 2008). These effects mirror 
those reported by both Debener and colleagues (2012) and De Vos and colleagues 
(2014). In each case, an attenuated P3 was found walking outdoors in comparison to 
a seated condition. With EEG studies of the P3 in natural settings, a trend is 
becoming apparent in which selective attention allocation results in attenuated P3 
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responses. However, this study highlights that there is a general attenuation in 
amplitudes in settings not recorded in the laboratory, therefore, walking may not be 
in direct competition with attentional function as such, but may interact with 
alternative factors such as perceptual load.  
Furthermore, the reduced the P3 found during walking is consistent with current 
thinking in the field around a dynamic resource allocation model of executive 
function (Engel, Maye, Kurthen, & König, 2013). In this model, brain activity during 
walking is flexibly employed to meet task demands (Hamacher et al., 2015). It is 
proposed that the interaction between walking and cognitive information processing 
is bidirectional, and can be selected depending on the instructed context of the task. 
In healthy adults, the ‘posture-first’ principle (Woollacott & Shumway-Cook, 2002) 
prioritises walking over cognitive task performance in dual-task scenarios (Bloem, 
Valkenburg, Slabbekoorn, & Willemsen, 2001). This has also been found in recent 
mobile brain-body imaging (MoBI) approaches assessing cognition during dual task 
treadmill walking, where by stride is altered to accommodate increased walking 
speeds. Although early MoBI studies found little variation in cognitive ERPs 
produced across stationary and walking conditions (De Sanctis et al., 2012; Gramann 
et al., 2010), further studies using this approach have uncovered differing ERP 
presentation across seated and walking conditions (De Sanctis, Butler, Malcolm, & 
Foxe, 2014; Malcolm, Foxe, Butler, & De Sanctis, 2015).  
MoBI studies which have found differing ERPs when seated and walking (De 
Sanctis et al., 2014; Malcolm et al., 2015) employed a visual go no-go task to elicit 
the N2 and P3 ERPs during conditions of seating and varying speeds of walking. In 
younger adults, behavioural accuracy and reaction times to task did not differ across 
conditions, but the ERPs varied. These studies also captured mechanical data in 
relation to walking and found that during faster speeds of walking, stride length was 
purposely altered during task performance. Due to this alteration in walking, the 
authors suggest that cognitive processing is recalibrated (De Sanctis et al., 2014) and 
that flexible resource allocation is employed to maintain regular gait patterns during 
dual tasks (Malcolm et al., 2015). In the present study, participants were explicitly 
told to prioritise the cognitive task while walking alongside the researcher. Walking 
and navigation processes were secondary to the cognitive task, ensuring that the 
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cognitive task given was priority. However, to maintain operational walking 
behaviour, modulation of the P3 to target tones during walking occurred. This is 
similar to the MoBI studies and is in line with the theoretical assumption that 
executive cognitive control processes are integral to the maintenance of normal 
walking patterns in every day settings.  
In such dual task (walking and cognition) scenarios, the executive capacity available 
for information processing is reduced during the walking condition. This may be a 
compensatory mechanism of the brain, involving reallocation of resources in order to 
maintain operational walking (Hamacher et al., 2015). However, it is suggested 
walking does not have a direct impact on cognitive function, because walking 
patterns can adapt to the environment to maintain operational behaviour. Rather, dual 
task functioning requires more effort and resultantly, there is flexible recalibration 
for cognitive function. It is suggested that the additional effortful load placed on 
resources to maintain smooth, safe and operational walking results in recalibrated 
processes. There is evidence to suggest that this may be induced by optic flow and 
motion perception. 
Zink and colleagues (2016) carried out mobile EEG recording during a cycling study 
in a natural setting. In three conditions, the P3 was recorded in an auditory Oddball 
task which was performed on a bike, once static, once static and peddling, and once 
pedalling around campus (Zink, Hunyadi, Huffel, & Vos, 2016). Interestingly, the P3 
was attenuated only during the active cycling condition, but not in the static, or static 
peddling conditions. It seems that the observation of movement of surroundings 
during active cycling induced attenuated ERPs, possibly due to competition with 
optic flow processing. 
3.1.5.2 Is there an effect of environment?  
Optic flow adds to the perceptual complexity of the environment that results in a 
need for recalibration for cognitive control. This may partly explain our results. In 
both walking conditions, amplitudes are reduced in comparison to the seated 
conditions, as would be expected from the results of Zink and colleagues. However, 
the action and environment interaction revealed that the outdoor seated condition is 
also attenuated in comparison to the indoor seated condition. Optic flow observes 
movement of the self, in relation to the environment, and the movement of the 
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environment, in relation to the self. In the indoors seated condition, motion was 
absent when seated in a static environment. However, in all other conditions, motion 
was present, both when walking and when seated outdoors. Seated outdoors, this 
motion could be observed from people walking by, and the wind blowing leaves and 
such around. In this way, there is a greater level of perceptual complexity that may 
produce competing cognitive resources during task performance.    
Therefore, despite the outdoors seated condition in our study involving no movement 
by the participant, there was a relatively greater volume of movement around them in 
comparison to the indoors seated condition. While this study found no clear 
differences in indoors and outdoors both behaviourally and in ERP recordings as an 
effect of environment, the ERP data revealed an interaction of action and 
environment suggests that the indoor seated condition was significantly different in 
terms of perceptual load. Indeed, the amplitudes elicited in the outdoors seated 
condition were equal to those in the walking conditions. This suggests that the effects 
of walking can only partly explain the results, and that other information processes 
(such as perceptual processing) also has an effect. Auditory perceptual processes are 
influenced by both bottom up (environment) and top down (executive function) 
factors (Alain, Arnott, & Picton, 2001). However, attention processes (executive 
control) are able to suppress irrelevant information (in the environment) to facilitate 
task goals (Sussman, Bregman, Wang, & Khan, 2005). Again, this indicates an 
element of recalibration whereby the brain flexibly redirects resources to meet task 
demands. Despite there being no deficit in performance behaviourally between 
indoors and outdoors seated conditions, the interaction revealing an attenuation in P3 
in the outdoors seating condition suggests that resources are flexibly allocated, but 
somewhat reduced to meet task demands.   
3.1.5.3 Is there an effect of response mode?  
If response mode is related to the P3 ERP, it was not found in this study as evidenced 
by a lack of differences between experiments. It may be that these effects were slight 
in comparison to those for walking and for the environment (indoors/outdoors), 
meaning that our experimental measures were not sensitive enough to find this subtle 
difference. Alternatively, it could be that similar cognitive processing did indeed 
occur in both cases  
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3.1.5.4 A model of dynamic resource allocation during walking in natural situations 
Walking attenuates attentional resource availability when performing a cognitive 
discrimination task, even when participants are told to give this task priority. 
Furthermore, there is evidence that this attenuation increases when walking 
behaviour occurs outside. The data support the assumption that walking draws on 
executive function and this is flexibly deployed to meet task demands (Hamacher et 
al., 2015). As such, the interactions between walking and executive processes may be 
viewed as dynamic, but limited by situational task demands. These results fit with the 
theoretical framework proposed in Chapter 1.6. The model of dynamic resource 
allocation predicts that the cognitive processes normally employed are differentially 
allocated when perceptual and motor demands are multi-level and multi-sensory.  
This is clear in this study, where the indoors seated environment elicited the largest 
amplitudes in comparison to each of the other conditions. These three conditions all 
had greater perceptual complexity than the indoors seated condition. Furthermore, 
there were attention specific effects evident in performance in the comparison of 
seated and walking behaviour. When walking, amplitudes to were reduced in 
comparison to those elicited when seated. This suggests that the walking conditions 
recruit a greater volume of resources to maintain safe and efficient walking in natural 
settings. There is likely a form of competition, particularly for attentional processes, 
to maintain effective performance in both walking and target detection. Thus, 
resources are dynamically allocated to allow participants to perform at an optimum 
level, but these resources are finite, so are effectively limited by competing 
processes. 
3.1.5.5 Mobile EEG technology 
The SNR analysis found a small increase in power in the seated conditions in 
comparison to the walking conditions, with no effects evident across environments or 
between experiments. This effect was driven by greater SNR in the indoors seating 
condition. This may indicate a slightly ‘noisier’ signal in the walking condition, due 
to the induction of motion related artifacts. However, data suggest that the 
components obtained in the outdoors seated condition are comparable to those of the 
walking conditions, rendering this an improbable effect of unwanted artefacts from 
walking alone. The difference in power in the signal may be more reflective of a lack 
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of consistency in a common response across individuals in natural environments. 
Thus, because there was an uncontrollable element of variance in the natural 
conditions between each participant, the signal would be more variable in the 
average. Subsequently, this means that common patterns are more difficult to 
identify. Further research is needed to better quantify the influence of variance in 
natural settings.  
The mobile EEG system employed in the present study is a relatively new 
technology currently undergoing rapid development. However, allowing participants 
free movement in various terrains and weather conditions will always introduce the 
potential for additional biological activity in the EEG signal. This is not to say this 
should be treated as artefactual as such, as any such representation may indeed 
reflect necessary functional processes that are integral to operational behaviour. Prior 
research testing the feasibility of obtaining brain generated activity at rest (De Vos, 
Kroesen, et al., 2014; Zich, De Vos, Kranczioch, & Debener, 2014) and during 
movement (De Vos et al., 2014; Debener et al., 2012) using this same system has 
confirmed that neural processes are indeed distinguishable in the signal. Coupled 
with the SNR analysis carried out in the present study, it is argued that the data 
presented are as viably representative of the cognitive processes under examination 
as possible, considering the challenge involved in taking EEG technology into 
everyday settings. Moreover, the picture emerging from these data support a 
theoretical line of thought that can subsequently be tested under more controlled 
laboratory settings and replicated in future studies in similar designs.   
3.1.5.6 Limitations 
Environmental auditory noise is potentially the largest confounder for auditory target 
processing in our study. Recent animal studies suggest that auditory control 
processes may be suppressed during locomotion (Schneider, Nelson, & Mooney, 
2014). Thus, increases in environmental noise may hinder cognitive processes 
involved in auditory saliency detection particularly whilst walking. This however is 
clustered under the umbrella challenge of how to measure natural perceptual stimuli 
in potentially noisy environments. This may be addressed in future by obtaining 
measures of any environmental noise between conditions. It should be noted that 
auditory noise levels fluctuate and cannot be considered consistent across conditions 
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and participants; therefore, it is unlikely that there are systematic effects evident in 
the data. This study may also be improved with richer behavioural data (e.g. reaction 
times) for behavioural correlations to EEG parameters. However, at the time of data 
collection, this was not possible with the EEG system used. Nevertheless, the latest 
iterations of mobile EEG systems have the capacity to simultaneously collect 
behavioural reactions. This will enable further elucidation of the cognitive motor 
interference phenomena, which is particularly apparent in gait in the elderly and in 
neurological disorders (e.g. Parkinson’s), and may assist in developing targeted 
interventions.       
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3.1.6 Conclusion 
This study demonstrated poorer performance and less attention-related processing (as 
indexed by smaller P3 amplitude) during a three tone auditory oddball task in the 
walking conditions in comparison to the seated conditions. This effect may be 
somewhat moderated by less power in the walking condition in comparison to the 
seated condition as evidenced by the SNR analysis. Moreover, there are no clear 
perceptual load effect induced solely by the indoor and outdoor manipulations, and 
no differences in response mode used. However as anticipated by the dynamic 
resource allocation model, task performance in real life environments attenuate ERP 
amplitudes in all conditions in comparison to the indoor seated condition. This was 
evident in the action and environment interaction, which is driven by the larger 
amplitudes in the indoor seated condition. In sum, these results confirm previous 
findings that walking may reduce resources available for cognitive tasks. There is 
also an indication that environment may play a role, with the outdoors seating 
condition exhibiting significantly attenuated ERPs compared to the indoors seating 
condition. This could be due to increased optic flow resulting from the increased 
richness of stimuli in natural environments. These results fit well with the dynamic 
resource allocation model and suggests that task performance in everyday 
environments reduce resources available for cognition. 
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3.2 Change detection and the mismatch negativity in typical daily tasks  
3.2.1 Abstract 
This study assessed to what extent varying degrees of posture control and movement 
during typical, everyday tasks effects early stimulus processing. Mobile EEG was 
continuously recorded in three conditions of seated, standing and walking in an 
assessment of change detection processes to simple physical features in a two-tone 
auditory Oddball task that was ignored. Further, this study examined the extent to 
which executive function is deployed in the instructed task context across two 
experiments. Instructed task context involved ignoring an auditory stream of tones 
with the help of a distractor task. In the first experiment (experiment 3 in this thesis), 
the distractor task was both active and goal driven (e.g. playing a game), and in the 
second experiment (experiment 4 of this thesis), the distractor task was passive in the 
absence of a goal (e.g. watching a video). Measures of stimulus processing and 
change detection was characterised by the mismatch negativity (MMN) ERP 
component. Results found a larger MMN when walking than when seated, and an 
interaction of condition and experiment. The active experiment found similar ERP 
results across all conditions; however, the passive task found MMN magnitude to be 
greater in the walking condition in comparison to the seated and standing conditions. 
Moreover, the passive task resulted in a later MMN component in comparison to the 
active task. In line with the dynamic resource allocation model, findings indicate that 
effective resources available for early stimulus processing when walking differ to 
resources available when seated and standing. Within this, load theory further helps 
to contextualise the data and strengthen the proposition that that executive resource 
deployment drives the differences found in this study. Consequently, the role of 
executive monitoring is argued to be crucial to operational behaviour in everyday 
settings, the deployment of which varies across typical, everyday settings adding 
further support for the model of dynamic resource allocation outlined in Chapter 1.6.   
115 
 
3.2.2 Introduction 
Currently there are few studies that examine simple cognitive processes during 
walking. In cognitive psychology, complex cognitive transformations and simple 
cognitive processes are frequently conceptualised in terms of top-down (complex) 
and bottom-up (simple) processing. In the most simplistic explanation, top-down 
control involves effortful, engaged computation and transformation of information to 
express an outcome. Conversely, bottom-up processing is the irrepressible, 
automatic, stimulus-driven processing of features. If top-down processing perceives 
the picture on a jigsaw puzzle, bottom-up processing perceives only the individual 
jigsaw pieces.  
There is a wealth of research presenting evidence for top-down and bottom-up 
hierarchical structure in information processing, and in anatomical organisation of 
the stages of information processing (e.g. visual processing). Evoked potentials in the 
EEG are often used as an example of evidence for irrepressible bottom-up processing 
(see tables 2-1 and 2-2). However, Engle and colleagues (2001) have argued that 
function, structure and anatomical organisation do not always overlap, and thus 
hierarchal organisation may not present the best explanation for functional 
information processing. Rather, information processing should be viewed as a 
dynamic system of interactions through functional connectivity (Engel, Fries, & 
Singer, 2001). Modern EEG research is mindful of this dynamic operations 
approach, in part fuelled by better computational techniques (Makeig, Debener, 
Onton, & Delorme, 2004). However, an alternative way to explore the dynamics of 
information processing is to study processes in real-life settings.  
3.2.2.1 An environmental influence of ERPs? 
EEG recordings of brain function during walking has shown that there are typically 
differences in cognitive processing of stimuli than when the body is at rest. Studies 
of selective attention found attenuated neural activity during walking (De Vos et al., 
2014; Debener et al., 2012) and studies of inhibitory control suggest that there is 
recalibration of functional processes in order to maintain normal walking patterns 
(De Sanctis et al., 2014; Malcolm et al., 2015). In each of these cases, the studies 
performed look at relatively complex cognitive transformations, those which occur 
following initial sensory processing and which arguably require more effortful 
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computations by means of comparison and categorisation at a higher level. There is 
minimal research that examines simple, evoked activity in the EEG during walking. 
Bottom-up evoked potentials are generally thought of as relatively robust to 
influence from the external environment. However, if information systems operate in 
a dynamic and fluid way then there should be evidence of differences in evoked 
potentials due to external environmental influence that is not associated with 
processing of stimulus features. To test this, this study will examine the evoked 
response to a physical change in a stimulus feature during typical, everyday tasks.  
3.2.2.2 Motor control 
Walking is an everyday process typically described as a low-level function, requiring 
minimal cortical engagement. Walking involves the interaction of mechanical 
kinematics and cognitive perceptual transformations that involve planning, control 
and prediction (Miall & Wolpert, 1996). Dynamic models of walking suggest that 
this involves central programmes (autonomous, spinal, and central pattern 
generators) and feedback (sensory perceptions) mechanisms (Rossignol et al., 2006). 
Walking is mostly autonomous, yet is flexible in adapting to the external 
environment. For walking to flexibly adapt to the environment, greater cognitive 
control is required.  
The external environment can influence walking patterns (Rhea et al., 2014) which 
facilitates adaptation (Batson et al., 2011). This indicates that the degree of cortical 
control involved in walking will vary depending on the environment. However, 
adaptation is reliant on sensory input, and adaptation proficiency in one sensory 
domain (e.g. visual) does not necessarily translate to proficiency in another sensory 
domain (e.g. auditory) (Brady et al., 2012). This suggests that sensory processing is 
relatively compartmentalised and may help explain how walking can results in costs 
to cognitive processing during adaptation (Peters et al., 2013). This may be due to 
additional demands placed on attentional resources used to orchestrate sensory 
processing which are essential to maintain walking behaviour (Clark, 2015).  
Cognition is actively involved in walking adaptation (Al-Yahya et al., 2009). 
Complicated reactions, such as stepping, appear to require more resources than 
reactions that do not involve leg movement (e.g. a button press response of the hand) 
(Ikeda et al., 2014; Maki & McIlroy, 2007). Postural control also requires active 
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cognition. Concurrent cognitive and motor tasks have differential effects on trunk 
response in dual task situations (Asai, Misu, Doi, Yamada, & Ando, 2014b; Redfern 
et al., 2001). As such, standing requires greater cortical involvement than walking, 
and this is likely due to the greater reliance on spinal networks and cerebellum 
during autonomous walking (Lau et al., 2014).  
3.2.2.3 Sensory processing 
Walking and indeed, postural control is adaptable to the environment, and requires 
executive control. However, the studies discussed in the previous section have 
focused on the effects of external stimuli on mechanical behaviour, and assume that 
these same external stimuli are processed consequence-free of motor behaviour. This 
implicates a one-way relationship from sensory processing to flexible motor 
behaviour via higher-level cognitions, yet as discussed above, motor control is 
conceptualised through a dynamic network of feedback and prediction. The question 
remains if stimulus processing is similarly differentially affected by motor 
adaptation. As outlined in Chapter 3.2.2.1, few studies have examined if evoked 
potentials are subject to influence from top-down processes due to dynamic 
interactions. Studies which have investigated stimulus evoked activity during motor 
adaptation have focused on the N1 ERP component as a marker of sensory 
processing. For example, when balance is disturbed, an N1 potential is evoked in the 
EEG signal (Adkin, Quant, Maki, & McIlroy, 2006). The occurrence of a N1 due to a 
perturbation in balance is thought to reflect sensory deviations in afferent input 
(Dietz, Quintern, & Berger, 1984; Dietz, Quintern, Berger, & Schenck, 1985). 
Further, the N1 morphology alters according to perturbation amplitude (Staines, 
McIlroy, & Brooke, 2001), and stance width (Dimitrov, Gavrilenko, & Gatev, 1996). 
The characteristics of the N1 under these circumstances is thought to relate to the 
detection of instability (Maki & McIlroy, 2007).  
3.2.2.4 What is the MMN 
The N1 component is a large, reliable marker of sensory perception that attenuates 
with familiarity. The mismatch negativity (MMN) is an ERP component following 
immediately after the N1 component and is related to stimulus processing by means 
of deviance detection. Typically, the MMN is studied with auditory stimuli. To elicit 
an MMN, auditory stimuli are presented in a repetitive train to establish a predictable 
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pattern. This could be a pattern in sound frequency, temporal presentation, pitch class 
or a combination of these elements. When the established pattern is deviated from, 
prediction processes experience failure and as a result, an MMN is elicited signalling 
a change in the pattern has been detected (Näätänen, Paavilainen, Rinne, & Alho, 
2007). Early studies of the MMN focused on varying physical stimulus properties 
such as frequency and intensity of auditory stimuli. This method evokes an automatic 
and irrepressible response in the signal indicating a change in the stimulus train has 
been detected.  
Original interpretations explained the MMN as a phenomenon reflecting acoustic 
register, later called acoustic short-term memory. Specifically, it was thought that 
these physical stimulus features were encoded in the primary auditory cortex and 
then stored in short-term memory (Näätänen, 1992; Näätänen, Gaillard, & 
Mäntysalo, 1978) and change detection would thereby occur through a constant 
update of the store stimulus characteristics with those of subsequent stimuli. 
Critically this process occurs without overt attention to the auditory stream and 
demonstrates orienting or pre-attentive processing. However, recent interpretations 
suggest that the MMN does not necessarily represent sensory memory as studies 
show memory of the trace can last longer than typically predicted by theories of 
short-term memory storage. Additionally, the MMN is often elicited by relevance to 
the current task. For example, not only do different physical features elicit the MMN, 
but abstract rules and relationships also produce the MMN (Paavilainen, 2013). What 
is important for MMN elicitation is the categorisation and probability of incoming 
stimuli (Picton, Alain, Otten, Ritter, & Achim, 2000). A better way to think of the 
MMN is to say that it is elicited under deviance by regularity violation, in 
comparison to previous events (Winkler, 2007).  
The MMN represents prediction based on prior observations. If an event is 
unexpected, an MMN appears. The MMN occurs for both physical stimulus 
properties (referred to as concrete, first order or simple) and for rules or relationship 
features (referred to as abstract, higher order or categorical) (Paavilainen, 2013) and 
recruits a frontal-temporal network during change detection (Opitz, Rinne, 
Mecklinger, von Cramon, & Schröger, 2002). As aforementioned, some simple 
MMN studies give the impression that the MMN is completely independent of 
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attention, as it occurs even when no implicit instructions have been issued to listen to 
an auditory stream. However, in more complex, dichotic listening tasks, the MMN 
has been found to be moderated by attentional function. When instructed to attend to 
a stream of information presented to one ear, the MMN is greater than that elicited to 
deviance in the unattended ear (Näätänen et al., 2007). Some researchers argue that 
abstract features need attention to identify rules and regularities, whereas physical 
feature deviants do not. In this sense, the auditory context of the task is important 
(Sussman, 2007). 
3.2.2.5 Active and passive MMN tasks 
In dual task studies of the MMN attention is actively deployed away from the deviant 
tones, yet they are still task relevant. Tasks typically follow the format of a go-no go 
paradigm, where instructions indicate to ignore S1 (which sometimes presents a 
deviant) with responses made to the S2 deviant. Following a deviant S1, an MMN is 
elicited, and response to S2 is delayed (Schröger, 1996). Attention may modulate the 
MMN, but this may be due to the effect of overlapping components. However, the 
magnitude of attention effects may depend on environmental influences (Muller-
Gass & Campbell, 2002). If the deviant is more difficult to detect, then more 
resources are needed. The MMN is larger under active engagement. For example, 
reading is a common ‘distractor’ task in MMN studies; however, it has been shown 
that the instructed context of the task matters. When simply reading as a ‘passive’ 
distraction, the MMN is relatively smaller then when participants are aware that they 
will be questioned on the material being read (‘active’ distraction) (Muller-Gass, 
Stelmack, & Campbell, 2005). Conversely, the MMN may not be susceptible to 
distractor task loads across modalities. When a visual discrimination task was 
employed as a distractor task from auditory stimuli, comparison of the auditory 
MMN elicited under high (difficult discrimination) visual loads and low (easy 
discrimination) visual loads found no differences in the MMN as a function of visual 
load (Muller-Gass, Stelmack, & Campbell, 2006).  
3.2.2.6 Perceptual load and the MMN 
Varying perceptual load in one sensory domain appears to have little impact on 
deviant detection in another sensory domain. The results of Muller-Gass et al. (2006) 
indicate that crossover of difficulty in sensory systems is minimal. In fact, it has been 
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suggested that the auditory system is not susceptible to perceptual load (Murphy, 
Fraenkel, & Dalton, 2013); however, others argue that sometimes it is (Fairnie, 
Moore, & Remington, 2016). Supporters of the idea that load effects cross sensory 
domains claim that that the magnitude of the MMN response is reduced under load, 
although the cortical representation does not change (Chait, Ruff, Griffiths, & 
McAlpine, 2012). However, there are also differences in opinions on how the MMN 
is presented, and this relates to whether attentional processes have been recruited in 
the detection of a deviant, or not. A ‘pure’ MMN is found under distraction when 
attention is directed away from the auditory stream. Thus, the MMN elicited to 
deviant stimuli occurs without interference from attention-related components, such 
as the P3a (Näätänen, Kujala, & Winkler, 2011). The MMN initiates attentional 
switching to changes in the auditory environment, whereas the P3a is typically 
generated by novelty (e.g. a third unexpected stimulus).  
Load theory (Lavie, 1995; 2005) explicitly predicts circumstances in which task-
irrelevant distractors may or may not be subject to the same level of sensory 
processing. In sum, whether a distractor is processed or not is dependent on the type 
and how much information is currently being processed. Essentially, under 
conditions of rest and minimal activity there is an inability to deploy attention 
effectively for selective filtering of incoming stimuli. When loads are increased, 
distractor processing becomes either eliminated or increased. If distractor stimuli 
belong to the same perceptual class (e.g. visual, auditory) as task relevant stimuli, 
distractor processing will be minimal, due to limits on sensory processing. However, 
when a task requires executive engagement (e.g. attentional monitoring), processing 
of task-irrelevant distractors is increased. This is because executive monitoring 
resources are typically busy with task demands and cannot selectively filter out 
distractors due to a limit on resources. In this context, it would be expected that task-
irrelevant stimuli induce greater activation of early sensory processes when executive 
control is required to meet task demands. In relation to studies of the MMN where a 
distraction task is used, this scenario presents the deviant stimulus as task-irrelevant 
(as it is ignored), and the distractor task becomes the primary focus of attention. If 
executive control were required in the distractor task, then the MMN elicited to the 
‘task-irrelevant’ deviant would be larger than an MMN elicited under a distractor 
task requiring no executive control.  
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3.2.2.7 The present study 
To investigate differences in early stimulus processing due to the recruitment of 
executive control, early stimulus processing is examined under different distractor 
tasks across two experiments, and under three different conditions of movement and 
postural control within these experiments (seated, standing, walking). The goal was 
to simulate typical, everyday activities and in doing so, assess stimulus processing 
within the framework of the dynamic resource allocation model (Chapter 1.6). This 
model states that under environments that are more diverse there is likely to be 
cognitive resources limitations on ability to attain goals, which might be represented 
at the neural level. Thus, this study investigates the relaxing of rigid laboratory 
conditions to assess functional neural processing in more ecologically valid settings.  
To do so, a simple two-tone (frequent standard and infrequent deviant) auditory 
Oddball task with one physical feature deviant was employed in two separate 
experiments investigating distractor task load effects. In experiment 3, task demands 
were high and required active engagement of executive functions by completing a 
spatial navigation game when seated, a reading and comprehension task while 
standing, and a navigation and counting task when walking. This is referred to as 
active distraction, as tasks are goal oriented and require cognitive computations. In 
experiment 4, task demands were low, and required passive audio-visual observation 
of a video while seated and standing, and observation of surroundings while walking. 
This is referred to as the passive task, in the absence of a goal. The MMN was used 
as markers of early perceptual processing during each of these conditions. 
It was hypothesised that increased executive function recruitment will increase 
MMN amplitudes due to required attentional involvement. This was predicted to be 
incremental with the smallest responses while seated, then walking, and with the 
largest responses when standing. The role of distractor task demands on early 
sensory processing during movement and postural control was assessed between 
experiments with high, goal-oriented tasks (experiment 3) and low, observational 
tasks (experiment 4). It was predicted that generally, early sensory processing should 
be enhanced under high task demands, and relatively modulated under low task 
demands.  
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3.2.3 Methodology 
3.2.3.1 Participants 
In experiment 3, 12 healthy university students took part aged 19-28 (M = 21.9 
years), 6 were female and 11 were right handed (determined by the EHI (Oldfield, 
1971)). In experiment 4, 12 healthy university students took part, aged 18-35 (M = 
23.5 years), 9 were female, and 10 were right handed (assessed by EHI (Oldfield, 
1971)). Screening by self-report ensured participants had a body mass index within 
the healthy range (18.5-25 Kg/m2), had no history of hearing difficulties or epilepsy 
and were habitually well rested. Written informed consent was obtained from each 
participant. This study was approved by the University of Surrey ethics board and 
conforms to the declaration of Helsinki. 
3.2.3.2 Design and stimuli 
EEG was continuously recorded in a repeated measures design whereby a two-tone 
auditory Oddball task was passively presented in three different conditions; seated, 
standing and walking.  
In experiment 3 (active), participants were actively encouraged to ignore the tones 
and focus attention on distractor tasks for which specific goals had to be achieved. 
Participants performed a different distractor task in each condition; while seated, a 
spatial reasoning and planning game was played on a tablet computer; while standing 
a reading and comprehension task was performed; and while walking, a dual spatial 
navigation and counting task was completed. Each distractor task required similar 
head and hand movements across conditions, to isolate the effect of increasing 
degrees of locomotive behaviour (sitting, standing, or walking) on the MMN.  
In experiment 4 (passive), a passive, non-goal oriented distractor task was 
performed, whereby participants were asked to watch a video (engaging visual and 
auditory processes) while seated and standing; and while walking, were asked to 
‘concentrate on their surroundings’.  
The two tone auditory Oddball task (similar to that in Debener et al., 2012) consisted 
of 525 frequent standard tones (600 Hz experiment 3, 850 Hz experiment 4) 
presented 84 % of the time, and 100 infrequent deviant tones (1200 Hz experiment 3, 
1100 Hz experiment 4) occurring 16 % of the time. Each tone was presented 
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binaurally through in-ear headphones (Sennheiser MX375) at 80 dB for a duration of 
62 ms (10 ms rise and fall time), in a pseudo-randomised order, with a minimum 
occurrence of two standard tones prior to presentation of deviant tone. An inter-
stimulus interval of 800 ms was used, and task duration was 8 minutes and 20 
seconds.  
3.2.3.3 Procedure 
Experiment 3 (active) and experiment 4 (passive) both took place in mild weather 
conditions on University of Surrey premises. Prior to experimentation, two minutes 
of baseline EEG was recorded containing 30 seconds each of eyes closed, eyes open, 
horizontal eye movements and blinking for artefact characterisation. Following this, 
participants were escorted to the start of the experimental condition of interest 
(seated, standing or walking), the order of which was counterbalanced across 
participants. In each condition, participants were instructed to focus their attention 
entirely on the distractor task, and to ignore the auditory stream presented through 
the headphones. Distractor tasks varied by experiment.  
Distractor tasks for experiment 3 followed thus; in the seated condition, participants 
were sat in a quiet room and asked to complete as many tablet-presented games as 
possible in two 4 minute timed trials, with an aim of improving their score (M = 
15.5, SE = 1.42 games completed across participant). While standing, participants 
were placed in front of a 1 meter by 0.5 meter display board upon which a variety of 
academic research papers were displayed, and asked to answer questions presented 
interactively on a tablet computer with regards to the material exhibited in front of 
them. During walking, participants were provided with a campus map and tasked 
with navigating from multiple designated ‘start’ points to ‘finish’ points while 
counting their footsteps, which were verbally reported to the researched at each 
finish point.  
Distractor tasks in experiment 4 were by comparison, passive, in the absence of a 
specific goal. In the seated condition, participants sat upright with feet uncrossed on 
the floor and hands on their lap as they watched a video from a distance of 0.5 meters 
on an 8 inch tablet computer at an audible level for a small, quiet room, with the 
centre of the screen elevated to participants’ eye level. The same procedure was used 
in the standing condition, with the additional instruction that participants should 
124 
 
adopt and maintain a relaxed posture, with feet hip-width apart and arms held by 
their sides. Minimal movement was advised in each condition. In the walking 
condition, participants were instructed to observe their surroundings and notice the 
environment as they maintained pace with the researcher while a set route was 
followed around campus.  
For both experiments, participants were requested to cease activity when the tones 
stopped. In the walking and standing conditions, participants wore a backpack (300 x 
150 x 400 mm) that carried the laptop presenting experimental stimuli and that stored 
the recorded EEG data. This laptop was placed near the participant in the seated 
condition.  
3.2.3.4 EEG recording 
The mobile EEG recording unit consisted of a small (82x51x12 mm), light (50g), 
Bluetooth enabled SMARTING amplifier (mBrainTrain, www.mbraintrain.com) 
with 24 channels, 500 Hz sampling rate and 0-250 Hz bandwidth; which was 
attached to the back of an infracerebral electrode cap (www.easycap.de) with 24 
sintered Ag/AgCl electrodes placed according to the international 10 - 20 system 
(Fp1, Fp2, F7, F8, Fz, FC1, FC2, Cz, C3, C4, T7, T8, CPz, CP1, CP2, CP5, CP6, 
TP9, TP10, Pz, P3, P4, O1, O2). An online reference was located at AFz, and ground 
at FCz. Impendences were checked with SMARTING software and kept below 5 
kOhms. Data were acquired on a lightweight laptop (Toshiba Portege Z830-10N, 316 
x 227 x 8.3 mm, 1.12 kg) running OpenViBE (version 0.17.1) (Renard et al., 2010), 
which also implemented the experimental paradigm in experiment 3. For experiment 
4, Presentation® software (Version 18.1, Neurobehavioral Systems, Inc., Berkeley, 
CA, www.neurobs.com) controlled the experimental paradigm and EEG data were 
acquired by SMARTING software. Experimental stimuli and EEG recordings were 
integrated in Lab Streaming Layer (LSL, https://github.com/sccn/labstreaminglayer) 
and stored in a single file for offline analysis.   
3.2.3.5 Data analysis 
EEG data were processed and analysed using the same procedures for experiments 3 
and 4. EEG data were preprocessed offline using EEGLAB v12.0.2.4b (Delorme & 
Makeig, 2004) and MATLAB R2012b (MathWorks Inc.). EEG data were high pass 
filtered at 1 Hz and ocular artefacts were attenuated following semi-automatic 
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identification by extended infomax independent component analysis (Viola et al., 
2009). Data were then low pass filtered at 20 Hz and re-referenced to the average of 
Tp9/10. Tp9/10 were selected for re-referencing due to insufficient spatial coverage 
offered by the 24 channel SMARTING amplifier for an average reference (for which 
a minimum of 32 channels are typically recommended). Trials were epoched from -
200 ms to 600 ms around each stimulus, then baseline corrected (-200 ms to 0 ms) 
and epochs containing transient, improbable activity exceeding 3 standard deviations 
from normalised channel activity across all electrodes were rejected. This resulted in 
an average rejection rate of 12 % for deviant trials, and 13 % for standard trials 
across all conditions, for both experiments. To equalise the number of standard tone 
trials to deviant tone trials, every 5th standard tone (total 100) was retained and the 
remaining 425 discarded.  
For the MMN, a difference wave was calculated in each condition (deviant ERP 
minus standard ERP) for each participant upon which all statistical analyses were 
performed. Global field power of the difference wave combined across all conditions 
found an increase in power from 90-250 ms post stimulus onset, thus this window 
was selected for analysis of the MMN. Following the analyses of Näätänen, 
Pakarinen, Rinne, and Takegata (2004), the most negative peak at electrode Fz was 
selected within this period and mean amplitude in a 40 ms window centred on this 
calculated for each participant in each condition. Latency data was extracted from the 
most negative peak in 90 - 250 ms period post stimulus onset.  
3.2.3.6 Statistical Analysis 
Analysis of the MMN examined first if a MMN was present by confirming if 
amplitude measures were less than zero in a one-tailed t-test for each condition in 
each experiment. Following this, for experiments 3 and 4, both the peak mean 
amplitude and peak latency were examined in an ANOVA considering factors 
condition (seated, standing, and walking) between experiments (active, passive). 
Significant interactions were followed up in further separate ANOVAs and 
Bonferroni adjusted mean differences compared in paired sample t-tests.  
To quantify EEG signal power, signal to noise ratio (SNR) was calculated by 
dividing the standard deviation of the 200 ms baseline interval prior to target tone 
onset with the mean amplitude of the target N1 (20 ms peak in a 70 – 250 ms 
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interval) at Fz, and converting this to a power value (20*log10), which was then 
analysed in an ANOVA comparing the factors condition (seated, standing and 
walking) by experiment (active, passive).  
All statistical analyses were carried out in R (version R-3.0.2, R Core Team, 2013) 
using the ez package (Lawrence, 2013) for analysis of variance computations and 
ggplot2 (Wickham, 2009) for graphical production. Graphs display sample-based 
bounded ranges of data for ease of visual comparison of variance. For descriptive 
data, ranges depict lower and upper Gaussian confidence limits based on the t-
distribution of sample data for each factor displayed (e.g. 95 % confidence interval of 
normalised data). For statistical comparisons, graphs display the mean and Fisher’s 
least significant difference (FLSD) surrounding the mean. FLSD is the smallest 
significant difference found between two means in the test of variance (Fisher, 
1935). Degrees of freedom are adjusted for Greenhouse-Geisser corrections where 
appropriate and are annotated by *GG in the results. Effect sizes reported for ANOVA 
are generalised eta squared (nG
2) categorised as small at 0.02, medium at 0.13 and 
large at 0.26 (Bakeman, 2005) and for t-tests, Cohen’s d (d) categorised as small at 
0.2, medium at 0.5 and large at 0.8 (Cohen, 1988).  
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3.2.4 Results 
3.2.4.1 MMN 
Figure 3.2- depicts the target and deviant waveforms calculated in each condition for 
experiment 3 (active, Figure 3.2-A) and experiment 4 (passive, Figure 3.2-B), from 
which the difference waves were calculated (Figure 3.2-2) to isolate the MMN in 
each condition. The MMN is highlighted in the grey box in Figure 3.2-2. Figure 
3.2-2A shows the MMN from experiment 3 under the active distractor task. Small 
variations in the MMN trace can be seen between the standing (red), seated (green) 
and walking (blue) conditions. Figure 3.2-B shows the MMN from experiment 4, the 
passive distractor task. There is greater variation across conditions in these MMN 
ERPs. The walking trace is much larger than the standing or seated trace, and the 
seated trace appears to peak later also.  
 
Figure 3.2-1. ERPs to standard (red) and deviant (grey) tones recorded at electrode 
Fz, with MMN analysis window highlighted in grey. A ERPs elicited in experiment 3 
(active distraction). B ERPs elicited in experiment 4 (passive distraction).  
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Figure 3.2-2. Difference waves isolating the MMN ERPs recorded at electrode Fz 
plotted by condition in each experiment. A Experiment 3 under the active distractor 
task. ERPs show little variance across conditions. B Experiment 4 under the passive 
distractor task. The walking ERP is greater in amplitude than the seated and standing 
ERPs. Timeframe of analysis is highlighted in grey.  
To test that the MMN differed from zero, amplitude data for each condition was 
assessed in each experiment in a one tailed t-test. Presence of the MMN was 
confirmed in the active experiment for each condition; seated (t(11) = -6.45, p  < 
.001, d = 1.86), standing (t(11) = -6.98, p < .001, d = 2.01) and walking (t(11) = -
4.47, p < .001, d = 1.29). The MMN was similarly found in the passive experiment 
for each condition; seated (t(11) = -5.20, p  < .001, d = 1.50), standing (t(11) = -3.99, 
p = .001, d = 1.15) and walking (t(11) = -6.45, p < .001, d = 1.86). 
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Figure 3.2-3. Descriptive MMN data extracted from the difference waveforms at 
electrode Fz for analysis. A 95 % confidence intervals of mean amplitudes of the 
MMN from each condition in each experiment. Walking mean amplitudes of the 
passive experiment are greater than mean amplitudes in all other conditions. B 95 % 
confidence intervals of peak latency of the MMN. MMN peak latency in the active 
experiment shows a slightly earlier onset than in the passive experiment, which 
visually, appears to be driven by the standing condition.  
Figure 3.2-3 depicts the range of data for the MMN in each condition for mean 
amplitudes (Figure 3.2-3A) and latency (Figure 3.2-3B). These data were entered 
into a mixed factor ANOVA considering effects across conditions (seated, standing 
and walking) and between experiments (active and passive) for amplitude and 
latency separately.  
The MMN amplitude ANOVA results are displayed in Figure 3.2-4. There was a 
main effect of condition following Greenhouse-Geisser corrections for the degrees of 
freedom (F(1.31, 28.95) = 5.54, p = .018*GG, nG
2 = 0.13) (shown in Figure 3.2-4A). 
Bonferroni corrected means compared in paired sample t-tests found this driven by 
the difference between the smaller mean amplitude of the seated condition (Mseated = 
-2.39 μV, SE = 0.18) and the larger mean amplitude of the walking condition 
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(Mwalking = -3.92 μV, SE = 0.42), p = .047. The standing condition (Mstanding = -2.44 
μV, SE = 0.22) differed from neither the seated or walking conditions. There were no 
main effects of experiment (active, passive) (F(1,22) = 0.27, p = 6.07; Mactive = -3.04 
μV, SE = 0.31, Mpassive = -2.79 μV, SE = 0.37), however, a small effect was evident 
in the interaction of experiment and condition following Greenhouse-Geisser 
correction of the degrees of freedom (F(1.31, 28.95) = 3.44 p = .063*GG, nG
2 = 0.08), 
shown in Figure 3.2-4B.  
This was followed up by examining the condition effects in separate ANOVAs for 
each experiment. Experiment 3 (active) found no differences in amplitudes across 
conditions (F(1.30,14.38) = 0.12, p = .803*GG, Mseated = -2.97 μV, SE = 0.46; Mstanding 
= -2.91 μV, SE = 0.42, Mwalking = -3.26 μV, SE = 0.73). Experiment 4 (passive) found 
differences across conditions (F(1.30,14.30) = 5.54, p = .004*GG, nG
2 = 0.33). The 
walking condition (Mwalking = -4.58 μV, SE = 0.71), was found to have greater MMN 
amplitudes than both the seated condition (Mseated = -1.80 μV, SE = 0.34; p = .005), 
and the standing condition (Mstanding = -1.98 μV, SE = 0.49, p = .044) as shown in 
Figure 3.2-4B. There was no difference between the seated and standing conditions 
(p = .998).  
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Figure 3.2-4. Results of MMN amplitude ANOVA with significance highlighted. A 
Main effect of condition in which the walking MMN was greater in amplitude than 
the seated condition (FSLD = 1.12). B Interaction of condition and experiment 
(FLSD = 1.48). Conditions were comparable in the active study (grey bars). Walking 
condition differed in comparison to both the seated and standing conditions in the 
passive study (red bars).  
Figure 3.2-5 depicts the results of the MMN latency ANOVA. MMN latency 
analysis found no main effect of condition (F(2,44) = 1.37, p = .26, Mseated = 117.08 
ms, SE = 11.28; Mstanding = 152 ms, SE = 13, Mwalking = 178 ms, SE = 9.81) (Figure 
3.2-5A). There was a main effect of experiment in which the peak latency of the 
MMN was achieved earlier in the active experiment (M = 158.50 ms, SE = 4.81) than 
in the passive experiment (M = 179.55 ms, SE = 4.19), F(1,22) = 5.44, p = .029, nG
2 
= 0.03 (Figure 3.2-5B). There was no interaction of experiment and condition 
(F(2,44) = 1.25, p = .29).  
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Figure 3.2-5. Results of MMN latency ANOVA with significance highlighted. A 
There was no evident differences in peak MMN latency across conditions (FLSD = 
39.59), despite the peak latency of the standing condition occurring slightly earlier. B 
Main effect of experiment was present. Peak latency was delayed in the passive 
experiment in comparison to the active condition (FLSD = 21.19).  
 
3.2.4.2 Signal to noise ratio 
Analysis of variance of the SNR (Figure 3.2-6) considered the factors condition 
(seated, standing, walking) by experiment (active, passive). There was no main effect 
of condition (F(2,44) = 1.23, p = .300; Mseated = 2.31μV2, SE = 1.61, Mstanding = 0.56 
μV2, SE = 2.08, Mwalking = 4.74 μV2, SE = 1.77) and no main effect of experiment 
(F(1,22) = 4.04, p = .056; Mactive = 0.60 μV2, SE = 1.45, Mpassive = 4.47 μV2, SE = 
1.51). Further, there was no interaction between experiment and condition (F(2,44) = 
0.358, p = .700).  
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Figure 3.2-6. Description of signal to noise ratio displayed as 95 % confidence 
intervals. SNR power is similar in all conditions, and no significant differences were 
found in the data.  
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3.2.5 Discussion  
This study investigated differences in early stimulus processing in everyday tasks. It 
was hypothesised that executive function processes will variably affect the MMN 
amplitude due to the distribution of attentional processes in the distractor tasks. It 
was predicted that this effect should be seen in a difference in how stimuli are 
processed in goal-oriented tasks (experiment 3) and observational tasks (experiment 
4), and across conditions of seated, standing and walking. Affirmative results from 
the MMN amplitude analysis found a small MMN when seated relative to the 
walking condition. The walking condition also produced the largest MMN, 
suggesting that walking induces a need for executive function deployment more so 
than when seated. Further, a small interaction of condition by experiment found that 
executive function is deferentially deployed in the passive task, when compared to 
the active task. Follow up analyses on this effect found that in the active task, where 
executive functions were necessary to meet the demands of the distractor task, the 
MMN elicited did not differ across conditions. However, in the passive task, where 
the deployment of executive function was not essential to task completion, the 
walking condition elicited larger a MMN than both the standing and sitting 
conditions. The enhanced MMN found during walking may reflect the recruitment of 
executive functions, and thus, heighten attentive state.  
The attenuated MMN found in the seated and standing conditions in comparison to 
the walking conditions suggest that the MMN reflects pre-attentive sensory 
processing in that the auditory system processes all stimuli irrespective of ongoing 
activity. However, by increasing attentional orientation to the surroundings in the 
walking condition, the MMN is enhanced in this condition. This signals that by 
increasing awareness, the detection of auditory deviants is enhanced. This pattern of 
results mirrors those found in comatose patients. There is evidence to suggest that in 
early coma onset, auditory detection mechanisms are intact in both subsequent 
survivors and non-survivors alike (Tzoava et al., 2013); however, only patients who 
regain consciousness elicit an MMN (Kane et al., 1996; Fischer et al., 1999). This 
indicates that the MMN modulates under conditions of increased awareness.  
Predictions also stated that the influence of postural task would be seen across 
conditions with incremental effects. The literature reviewed in the introduction 
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suggested that the role of executive function should be greater when standing than 
when walking, thus, the smallest responses should be elicited while seated, then 
walking, and largest responses found when standing. This pattern was not clearly 
identified in the MMN analysis as it was found that the standing MMN was more 
similar to the seated MMN in both the active and passive tasks. However, the degree 
of activity required in the passive walking conditions resulted in an enhanced MMN, 
whereas the active walking MMN was attenuated. In the case of the passive task, the 
difference found between the seated and standing, and walking conditions may be 
due to acoustic interference.  
Murphy, Fraenkel and Dalton (2013) state that the auditory system is optimised for 
continuous monitoring of the environment, and maintains capacity for processing 
sound at all times. The passive seated and standing MMN reflects this line of 
thought. When the video was attended to, the auditory stimuli were clearly processed 
supporting the idea that the auditory system maintains capacity for processing all 
sounds. In the absence of competing sounds, the MMN is larger in the walking 
condition of the passive task. This suggests that the instructions to ‘observe the 
surroundings’ during the passive walking task increased awareness of the acoustic 
environment and elicited a larger MMN, despite instruction to ignore the stimuli.  
However, this awareness may be subject to competition from attentional processing, 
as also predicted. That the MMN was similar across conditions in the active 
experiment suggests that there is an effect of goal orientation on the auditory system. 
In this case, there was minimal acoustic competition from task demands, but there 
was firm, attentional allocation away from the stimuli. MMN ERPs were elicited, 
suggesting that the MMN reflects early, pre-attentive processing. However, as seen 
in these data, there is specific attenuation depending on the acoustic environment and 
goal orientation.  
3.2.5.1 Effects of motor control on the MMN 
If the walking MMN was attributable to the control of walking via activation of the 
motor system only, then a similar or indeed larger standing MMN might be 
anticipated. However, this was not the case. It was predicted that standing would 
elicit the largest MMN because standing is theorised to require greater cortical 
involvement than walking (Lau et al., 2014), and thus would require more executive 
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resources to actively maintain an upright posture. However, there were differential 
effects by condition evident across experiments that varied with the requirements for 
executive control in the distractor task. In the active task, the MMN was comparable 
across conditions. This suggests that the influence of motor control is minimal in this 
case. However, in the passive task, there were differences in the MMN between 
walking, and both seated and standing. Here, there appears to be an influence of 
motor control, whereby the walking condition induced a need for greater resource 
deployment that was not seen in either of the other conditions. Nevertheless, the 
standing MMN did not differ from the seated condition, and was smaller than the 
walking MMN. This indicates that the processes involved in maintaining postural 
control are distinguishable from those involved in the control of walking.  
The effect of walking found in the passive task is not however, evident in the active 
task. Rather, in the active task, the deployment of resources across conditions is 
comparable. This suggests that the resources involved in the control of motor 
processes are not additive. If motor control processes were additive, then an effect of 
walking should be evident with increasing loads on executive functioning. The active 
task required executive computation for performance across conditions. By 
necessitating extra executive deployment in motor control, it would be expected that 
the MMN would be modulated. This appears not to be the case, and rather, the 
specific effects of executive resources involved in motor control are masked by task 
demands. This suggests that deployment of executive function is not specific to 
maintenance of individual processes (e.g. walking or task performance), but rather, is 
a global phenomenon dynamically allocated to facilitate operational behaviour.  
The global effects of executive function are predicted by the dynamic resource 
allocation model outlined in Chapter 1.6. This states that in natural settings there will 
be a reduction in effective resources available to meet task demands across domains, 
due to an increase in the volume of perceptual stimuli that must be negotiated to 
maintain operational function. This is due to global executive function deployment, 
consisting of processes of monitoring, inhibition and maintenance. There was 
evidence of this effect in Chapter 3.1, where attentional selection processes were 
attenuated outside of highly controlled laboratory conditions, indicating that there 
was direct competition for resources to meet task demands. Furthermore, rather than 
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display compromised behavioural performance (e.g. in walking), resource allocation 
for task performance was effectively restricted, but remained operational. This 
demonstrates the dynamic maintenance of a global (e.g. executive) monitoring 
system. Interestingly, while this study demonstrates an active role for executive 
functioning on early stimulus processing by means of change detection, the outcome 
of the effect does not result in attenuated responses as seen in Chapter 3.1, but rather, 
shows an enhancement in change detection due to the deployment of executive 
function. This might seem counterintuitive if the above explanation is true, and 
effective resource availability is restricted by maintenance of multiple simultaneous 
processes. However, this enhancement is specifically predicted by load theory.  
3.2.5.2 Executive function in change detection processes 
While ignored, the deviant auditory stimuli presented in this study had the potential 
to reorient attention from the active and passive tasks. Thus, they may be considered 
as distracting stimuli. Load theory (Lavie et al., 2004) proposes two independent 
mechanisms of selective attention to explain how potential distractor stimuli are 
processed. This encompasses a perceptual mechanism that decreases distractor 
processing under increasing perceptual loads, and a cognitive control mechanism that 
increases distractor processing under increasing cognitive demands. Both are subject 
to capacity limits in resources available. The perceptual mechanism is passive, and 
reflects limits on perceptual capacity. When distractor stimuli are congruent with the 
object of attentional orientation, the potential for distraction decreases under 
increasing loads due to limits on perceptual processing capacity.  
The cognitive control mechanism is active, and reflects ability to attain task goals. 
When cognitive mechanisms (e.g. monitoring, inhibition) are necessitated to achieve 
a specific process, the capacity to filter out distracting stimuli is limited due to an 
inability to effectively deploy active control mechanisms that are required to inhibit 
distractors. This is because the focus of selective attention is on task goals, and 
control mechanisms prioritise achieving these. Therefore, in the absence of task goals 
the predicted effects of distractor processing draws on the perceptual mechanism, 
and where there is a requirement for goal attainment, the cognitive control 
mechanism deploys selective attention to task demands, but subsequently lacks 
surplus capacity to inhibit distractor interference.  
138 
 
The assessment of task goal effects in the active and passive distraction tasks found a 
difference in change detection processes. Magnitude of the MMN was comparable 
across conditions of the active goal-oriented task, yet walking was found to elicit a 
larger MMN in comparison to both seated and standing conditions of the passive 
task, where no goal was specified. By reasoning of load theory outlined in the 
paragraph above, it is suggested that greater executive function deployment narrowed 
the focus of attention to attaining goals in the active task, by loading control 
processes. Resultantly, this increases distractor interference due to occupied control 
mechanisms that cannot effectively supress distractors. In the passive task, it might 
be expected that distractor interference is also high due to the absence of any task 
goals. This is not evident in these data. There is modulation in the passive walking 
condition in comparison to both the seated and standing condition. This suggests that 
during passive walking, active control mechanisms were deployed, thus increasing 
distractor processing. Alternatively, it may be that congruent perceptual loads were 
low (e.g. minimal competition from sounds in the environment).  
Research suggests that the auditory system is optimised to register all acoustic 
information in the environment (Murphy et al., 2013), and thus, sensory processing 
of sound is maintained regardless of task. In this way, the auditory system cannot 
selectively suppress incoming acoustic information. When a novel, or deviant 
stimulus is presented, a phenomena called auditory attentional capture (AAC) occurs 
(Dalton & Lavie, 2004), which triggers attentional awareness, and allows for 
adaptive behaviour. However, AAC can be attenuated by top down control 
mechanisms if the distractor is not relevant to task goals (Dalton & Lavie, 2007). 
When the deviant was presented in the passive seated and standing conditions, it may 
be that the  AAC briefly orients attention towards the sensory deviance. This suggest 
the smaller magnitude of the MMN reflects a lack of necessity for focused selective 
attention. However, the increase observed during passive walking suggests a more 
attentive state, requiring control mechanisms to suppress distraction, more like the 
MMN observed in each condition of the active task. 
The difference in MMN magnitude between the passive walking condition and both 
the seated and standing conditions is attributed to the requirement for executive 
resources. The passive seated and standing conditions involved observing a video, in 
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the absence of any goals. This is a relaxed state, where there is no risk to 
compromised behaviour. Thus, there are minimal requirements placed on higher 
cognitive computations thereby rendering perceptual load low. In this scenario, 
attention cannot be effectively deployed due to the lack of key conditions, such as a 
goal. Therefore, as expressed by load theory, all stimuli will be processed 
unselectively. The auditory stream of standard and deviant tones is covertly 
monitored but pose no distractive potential to the task of observing a video. In this 
way, resources dedicated processing the tones is minimal. The presence of the MMN 
component indicates that a change has been detected by briefly captured attention 
following deviant presentation, but requires no further processing. Conversely, the 
walking MMN in the passive experiment is more like the walking MMN of the 
active experiment, indicating that walking necessitates the involvement of executive 
function, and resultantly, induces a more alert state and greater resources dedicated 
to monitoring the auditory stream. 
However, there is an alternative and perhaps simpler explanation for the difference 
across conditions in the passive experiment. It is possible that the auditory stream of 
tones was attended to when walking, and not when seated. The MMN is often similar 
in morphology whether elicited to an attended stream or unattended stream 
(Näätänen et al., 2007), however, occasionally, a larger MMN will occur to attended 
streams. Nevertheless, it is unlikely that the larger walking MMN is the result of 
explicit attention to the tones. Attended-to effects are typical in more abstract MMN 
paradigms which include a novelty stimulus and which evoke further ERP 
components that overlap with the MMN, and for which this study was designed to 
avoid. 
Further to effects in MMN magnitude across conditions of the passive experiment, 
there was also a later MMN peak in the passive task in comparison to MMN peak 
latency of the active task. The delayed MMN peak found in the passive task may be 
due to fluctuations in attention to the primary task (Haroush, Hochstein & Deouell, 
2010). This may be explained by a load-dependent shared attentional resource 
mechanism across modalities (Molloy et al., 2015). Cross modal distractor 
interference is most evident behaviourally in inattentional deafness studies which 
show that high visual search tasks abolish auditory distractor detection (Macdonald 
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and Lavie, 2011; Raveh and Lavie, 2015). The cross modal distraction effects 
suggest attentional processes are at least partially shared across visual and auditory 
modalities, and the resultant ‘blindness’ to distractor stimuli suggest a limit to the 
resources available.  
This shared attentional resource was suggested in Molloy and colleagues (2015) use 
of MEG to demonstrate that auditory awareness was delayed under high visual loads. 
They presented four different frequencies of distractor sounds with equal probability 
on a high and low load visual search task. The auditory distractor response attenuated 
during high loads at around 100 ms, moreover, a P3a was evident in the low visual 
load condition, but absent in the high visual load condition. Using the P3a as an 
index of auditory processing (Molloy et al., 2015) suggest that the absent P3a in this 
study serves as a neural index of intentional blindness. However, the MMN is more 
appropriate for teasing apart load dependent cross modal attentional mechanisms.  
While current consensus from the literature suggests the MMN is relatively robust to 
attentional effects, there is emerging evidence that suggests selective attention may 
influence the auditory MMN in concurrent visual tasks. Haroush, Hochstein and 
Deouell (2010) found via single trial analysis earlier MMN peak latency onset under 
increasing visual loads. Effectively, the single trial analysis was necessary to identify 
where attention was allocated during the auditory distractor presentation. It was 
found that when attention was focused on the visual task MMN peak latency varied 
according to load. This is parallel to the results of the present study, in the active 
task; peak MMN latencies are earlier than in the passive task. It was discussed above 
that the active task required more attentional resources to attain specific goals, and 
this seems to be reflected in the MMN latency results. Thus, the variance in MMN 
latency across experiments is explained by the limited resource model of shared 
attention across modalities (Lavie, Beck & Konstantinou, 2014), and fits well with 
the account of dynamic resource allocation in real life settings set out in Chapter 1.6.      
3.2.5.3 Potential confounding effects 
One element of this study that potentially may have confounded the results is the 
change in the degree of frequency between the standard and deviant tones across 
experiments. Experiment 3 employed a standard tone of 600 Hz and a deviant of 
1200 Hz. There is research to suggest that such stimuli belong to the same pitch class 
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owing to the increase by one octave, and that such a degree of change results in 
stimuli that are more similar than those for which the degree of difference belong to 
differing pitch classes (Opitz et al., 2002). Consequently, it becomes more difficult 
for the deviant to be identified as different from the standard. Thus, the degree of 
difference in frequency between stimuli was altered in experiment 4 to 850 Hz for 
the standard tone and 1100 Hz for the deviant tone. The MMN was reliably elicited 
in all conditions in each experiment, and the magnitude of MMN did not differ 
between experiments suggesting that deviance was equally detected in each 
condition.  
Furthermore, this study may potentially be confounded by the reliance on assumed 
operations, namely, executive function. The involvement of executive components 
has been relied on to interpret these data. While predictions are based on prior 
research indicating a role for executive control in each of our movement conditions, 
and indeed in task loads, it remains that the role of executive recruitment has been 
hypothetically operationalised. This is typical of research in its infancy. Ideally, 
perceptual loads in the environment would be continuously monitored for later scene 
analysis, for example, walking and posture control would be measured by pressure 
sensors or EMG electrodes to determine variance or correlation to stimulus 
processing, and eye trackers could indicate attentional capture and monitor 
engagement during the task. Currently, a set up with all these potential measures 
would be limited in ability to resemble ‘natural’ behaviour; however, future 
technological development will undoubtedly fulfil requirements if there is demand.  
Of course, assumptions are a caveat in many psychological studies of human brain 
function yet are somewhat more prominent in experimental assessments in 
naturalistic settings. The volume of information that cannot be controlled or 
measured may be viewed as a drawback in this study, but at the same time, studies in 
natural settings are essential to fully comprehend how the brain functions in 
everyday life. Mobile EEG is able to make valuable inroads in understanding the 
brain and behaviour in everyday life and this study aimed to interpret the 
consequences of applying knowledge gained from laboratories to more typical 
everyday settings. In sum, this study suggests that effective resources available for 
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efficient stimulus processing is dependent on the deployment of executive functions 
to meet task demands in everyday settings.   
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3.2.6 Conclusion 
There is a relationship between early sensory processing and whole body movement 
and control but this is mediated by task demands, and more specifically, by the 
deployment of executive function in task demands. In the active experiment, MMN 
magnitude was similar across conditions. The passive experiment found the MMN to 
be modulated in the walking condition in comparison to the seated and standing 
conditions. Furthermore, the passive experiment found a later MMN compared to the 
active experiment. The deployment of executive resources accounts for the pattern of 
results found here. Where task demands are low but the environment is multi-
sensory, the impact of change detection as measured by the MMN shows minimal 
awareness, which may be due to low perceptual loads, or a shared resource for cross-
modal processing. However, when a more attentive state is activated, such as 
walking while observing the surroundings, or while working on goal attainment as 
demonstrated in the active task, the strength of the MMN response is larger, 
indicating that the sensory system is more alert to irregularities. Moreover, when 
control systems are further loaded by executive demands, such as when walking and 
performing an engaging task, the MMN amplitude decreases. Together, these results 
implicate a shared and limited resource that deploys to enable efficient behaviour. 
The variances found here supports the dynamic resource allocation model in that 
tasks performed in real life settings reveal flexible deployment of neural processes 
depending on the scenario.    
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4 Chapter 4. Phase two empirical studies: examining the influence 
of physical load carriage on cognition: part one 
4.1 The gait related cortical potential under physical load carriage  
4.1.1 Abstract 
Physical load carriage in an essential duty of military personnel in fieldwork 
operations. Currently, there is minimal research available on the cortical response of 
the brain under physical load carriage during walking. This study uses a relatively 
novel ERP component, the gait related cortical potential (GRCP) to assess the impact 
of physical load carriage on the cortical response. Over a duration of three minutes, 
participants walked at their own pace both without a physical load, and carrying a 
load of one-third their body weight. Results showed no modulation in the GRCP 
amplitude due to load carriage in comparison to walking without a load. However, 
walking with a load induced increased stride lengths and faster walking speed that 
resulted in increased self-reported differences in perceptions of effort and fatigue, 
when compared to walking without a load. While load carriage has clear effects on 
walking patterns, and subsequent psychological perceptions of affect, it is concluded 
that load carriage has little additional impact on resources available for neural 
function over a very short duration.  
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4.1.2 Introduction 
Military populations are highly trained to cope with the demands of their operations. 
Load carriage is an essential element of fieldwork with personnel frequently carrying 
loads of up to 64 kg for extended periods. Research into the physiological and 
biomechanical effects of load carriage in these populations is mature. However, there 
is a shortfall in understanding how the brain operates under load carriage. Mobile 
EEG can assist in providing deeper insight into the neural function under load 
carriage, by recording brain activity in real time during load carriage. This chapter 
will outline what is known about the effects of load carriage on the body and 
highlight key aspects that may prove illuminating to understanding the effects of load 
carriage on the brain.  
4.1.2.1 Effects of load carriage on walking  
Walking related changes during load carriage are dependent on load mass and 
method of carriage (Nottrodt & Manley, 1989). The biomechanical effects of load 
carriage are clear and consistent. Liew, Morris and Netto (2016) carried out a 
systematic review of 54 studies examining the effects of load carriage on 
biomechanics. Liew and colleagues (2016) found load carriage caused increased 
flexion through the hip, ankle and trunk, resulting in the carrier adopting a ‘forward 
lean’ posture to accommodate posterior load. Further, force of contact with the 
ground increases under load in conjunction with increased cadence (steps per minute) 
and decreased stride length (Liew, Morris, & Netto, 2016), suggesting that shorter, 
quicker and heavier steps are taken to adjust for the effects of load. These parameters 
become more prominent with increasing loads, with evidence of foot set down 
executed faster and uplift slower under weights increased in 10 % increments from 
20 % to 60 % of body weight (Charteris, 1998). It is clearly understood that walking 
patterns alter to accommodate load in a predictable way (Lee, Roan, Smith, & 
Lockhart, 2009), insofar that a single accelerometer can estimate mass of load 
carriage by measuring body movement (Williamson et al., 2015). 
Load mass is a key indicator of performance outcomes of those operating under load 
carriage. The frontal plane of the body is greatly affected by posterior load carriage 
in terms of mass and size of the load. Forward lean, torso stability and abdominal 
muscle activity all undergo increased engagement. Additionally, load mass and size 
146 
 
can also affect the muscles that support the spine (Muslim & Nussbaum, 2016), 
which may lead to instability in the body. For example, increasing load in militarily 
personnel results in higher muscle tension which is associated with injuries 
(Attwells, Birrell, Hooper, & Mansfield, 2006), and the changes in walking patterns 
observed during load carriage over 12.8 km in 32 Royal marines was associated with 
stress fractures that are frequently seen in military populations (Rice, Fallowfield, 
Allsopp, & Dixon, 2016). However, the back pain often occurring from load carriage 
may not be associated with poorer coordination strategies (Yen, Gutierrez, Ling, 
Magill, & McDonough, 2012), but rather result from an interaction of environmental, 
fatigue and motivational influences.  
It is acknowledged that in occupations requiring load carriage, physiological capacity 
is reduced (Drain, Billing, Neesham-Smith, & Aisbett, 2016). However, establishing 
guidelines on the limits and capacity of typical populations in load bearing 
occupations is complicated by multiple influential interactions, such as the 
environmental setting, fitness level, and motivation. Measurement of the metabolic 
cost of load carriage can be accurately predicted using equations (Duggan & 
Haisman, 1992) such as that proposed by Pandolf and colleagues. Pandolf’s equation 
considers factors such as body mass, velocity and load mass coupled with 
environmental factors, such as terrain and gradient (Pandolf, Givoni, & Goldman, 
1977). Yet, it is argued that in some circumstances these equations are ineffective 
(Bach, Costello, Borg, & Stewart, 2016). Thus, although the physical effects of load 
carriage can be estimated based on physiological and environmental parameters, the 
efficacy of these might be enhanced by assessing the psychological and affective 
state of the individual.  
4.1.2.2 Influence of load carriage on affect 
Effects of psychological and affective state under load carriage becomes particularly 
prominent with greater loads. Light load carriage (around 4.5 kg) typically has 
minimal impact on energy output, postural control and ratings of perceived exertion 
(Madras, Cornwall, & Coast, 1998). Temperature does not affect metabolic rate 
under load carriage, unless under very cold conditions (-10 °C) whereby respiration 
can become more laboured, and likely to decrease time to exhaustion (Hinde, Lloyd, 
Low, & Cooke, 2017). In a graded speed test to exhaustion carrying a 25 kg 
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backpack, little variation was found in ventilatory threshold and peak oxygen 
consumption measures in comparison to baseline (no load carried) in males and 
females. However, power output in these measures and task duration significantly 
decreased under load carriage, with increased ratings of perceived exertion (Phillips, 
Stickland, Lesser, & Petersen, 2016; Phillips, Stickland, & Petersen, 2016). Thus, 
fatigue and the perception of exhaustion may be elements of load carriage that 
impact performance outcomes more so than environmental factors (e.g. temperature).  
However, altering the environment may exacerbate these effects. Steeper gradients 
increase the strain and fatigue of load carriage (Paul, Bhattacharyya, Chatterjee, & 
Majumdar, 2016), indicating a role for metabolic stress during load carriage. This has 
been demonstrated under experimental conditions, where increases in cortisol 
production was found to match increases with heart rate (HR), oxygen consumption 
(VO2), minute ventilation (VE), and energy expenditure (EE) (Paul et al., 2015). 
Load carriage also had tangible aftereffects on sensori-motor function. For example, 
fine motor control, indexed by marksmanship performance, has been shown to be 
reduced following 45 minutes of load carriage at a load mass of 40 % body weight. 
At the same time, sensitivity to light touch on the fingers was reduced. These effects 
were observed 15 minutes after the load carriage task ceased and load was removed. 
The most likely cause for the load effects reported for the sensorimotor system is a 
reduction in microvascular blood flow to the fingers constricted by the carriage of the 
load (Hadid et al., 2016). Another potential explanation suggests that load carriage 
affects both motor as well as sensory (haptic) functions by neural rather than 
peripheral physiological mechanisms.  
In some ways, the effects of load carriage can be attenuated through training. For 
example, training the inspiratory (breathing) muscle can minimise the effects of load 
carriage on the cardiovascular system (Faghy & Brown, 2016). Additionally, the way 
loads are carried can minimise discomfort, by dispersing mass vertically across the 
whole back rather than horizontally overloading the lower back (Jacobson, Cook, 
Altena, Gemmell, & Hayes, 2003). Such techniques are well known and incorporated 
into training protocols in specialised occupations such as the military, resulting in 
highly functional people. They however, are not immune to the effects of fatigue, 
perceived exhaustion, motivation and physiological stress discussed above. These 
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factors all have a psychological element that, in this context, has not received a lot of 
attention from the research literature. The majority of research on load carriage 
focusses on the biomechanical and physiological effects. Resultantly, the 
contribution of the brain has been somewhat overlooked.  
4.1.2.3 Brain activity during load carriage 
While EEG studies of brain activity during load carriage are presently non-existent, 
some insight can be gained from studies of the effects of physical activity on the 
brain. Early research indicates that cortical activity progressively increases with 
metabolic intensity, with power in the gamma, theta and alpha frequency bands 
increasing, and decreases in the beta band (Kubitz & Mott, 1996; Kubitz & Pothakos, 
1997; Mechau et al., 1998; Sasaki, 1998). Spectral delta power is also lower in 
exercisers than non-exercisers, and increases during physical activity (Lardon & 
Polich, 1996). Acute, short lasting exercise of moderate intensity increases power in 
alpha and theta bands (Nishifuji, 2011), while tests of maximal effort increase beta 
power only (Moraes et al., 2007). Beta power increases are further associated with 
tolerance for physical activity intensity (Korobeinikova et al., 2007). Together these 
findings give rise to the beta intensity hypothesis. This idea postulates that the 
increase in beta power with greater intensity may be a sign of ‘maximal effort’.  
The beta intensity hypothesis measured with EEG correlates with self-reported 
perceptions of fatigue (Brownsberger, Edwards, Crowther, & Cottrell, 2013), 
highlighting a link between affect and cortical activity. This has also been found in 
the alpha band, with relationships identified between perceived physical state, 
psychological strain, motivational state and both alpha and beta activity (Schneider et 
al., 2009). If load carriage induces changes in fatigue, perceived exhaustion, 
motivation and physiological stress, it might be expected that there are measurable 
elements in the EEG signal indicating the impact of these on cortical activity. Having 
established that there is likely an effect of load carriage on neural function, the 
purpose of this study was to focus on the physiological stress element of load 
carriage, and assess neural activity under load carriage conditions. Therefore, this 
study recorded brain activity with EEG to determine if there were effects on the 
neural control of the motor system during load carriage.  
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To do so, event related potentials were examined. The strategy applied here looked at 
the addition of load carriage on walking-related cortical potentials. Research on 
cortical potentials elicited during walking is limited, partly due to the issues around 
recording EEG during whole body movement. Early work examined stationary 
stepping, imitating walking-like movement. Movement related cortical potentials 
(MRCPs) were identified which correlated with EMG recorded muscle activity 
(Saitou et al., 1994). Further, MRCPs can predict walking intention from a forward 
stepping movement (Jiang et al., 2015). However, MRCPs recorded from stepping 
motions cannot fully capture the cyclic motion essential to maintaining stable 
walking.  
Recent research has examined cortical potentials from treadmill walking (Knaepen et 
al., 2015), and has identified a series of positive and negative peaks time-locked to 
each phase of the walking stride (heel set down, toe push off). These have been 
called gait-related cortical potentials (GRCP) (Figure 1.5-2). The positive peak is 
thought to reflect processing of sensory information with activity localised to the 
primary motor, primary somatosensory and somatosensory association cortex, and 
negative peaks with activity in the cingulate and prefrontal cortex (Knaepen et al., 
2015). As such, GRCPs are characteristic of cortical involvement in the control of 
walking, and can be considered as baseline neural activity in the absence of any 
alternative task or processes to execute walking. It was the intention of this study to 
examine if there is any modulation in the GRCP with the addition of load carriage, in 
order to identify if load carriage additionally weights upon the cortical control of 
walking.  
4.1.2.4 The present study 
The biomechanical effects of load carriage and eventual and inevitable psychological 
effects of fatigue, motivation and physiological strain are well characterised. It is 
expected that if protocols were developed to examine these factors under load 
carriage, there would be clear effects in neural activity, particularly in the alpha and 
beta frequencies as discussed above. However, the current protocol aimed to 
minimise psychological effects, and focus on the physiological effects of load 
carriage in the EEG signal. The aim was to establish if the effects of load carriage on 
neural activity are purely psychological, or alternatively, also related to neural 
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function in response to physiological demands. To do so a load of one-third body 
weight (to a maximum of 24 kg) was carried for a short duration (3 minutes per 
condition) by participants of a good level of fitness over easy to navigate terrain (e.g. 
relatively flat tarmacked pavement). Carriage of one-third of body weight is the 
traditional consensus on what a healthy individual with a good level of fitness can 
comfortably carry without inducing excessive energy costs, depending on workload 
(Haisman, 1988). A duration of 3 minutes was chosen to enable estimates of reliable 
neural activity, with minimal effects from accumulating fatigue or exertion. Finally, 
walking assessments were carried out along a straight stretch of level, tarmacked 
pavement providing a firm surface and easy navigation. This enabled examination of 
the impact of load carriage on the neural control of walking in a natural environment 
while minimising extraneous effects (e.g. fatigue, environment) in as much as 
possible.  
To establish what impact physical load carriage has on neural activity during 
walking, brain activity was assessed by comparing gait related cortical potentials 
(GRCPs) measured during walking with and without carrying a physical load (load 
and no load conditions). In a two factor repeated measures design, there were four 
conditions of 3 minutes’ duration in which brain activity was continuously recorded 
using the SMARTING mobile EEG system described in Chapter 2.3.1. Experimental 
conditions comprised of the factors activity (standing or walking), and load (load 
carriage and no load carriage). In the standing conditions, baseline neural activity 
was established with load, and without load. In the walking conditions, GRCPs were 
expected, and, if there was an effect of load carriage, the GRCP would differ 
between conditions (load or no load).  
Psychological effects of load carriage were estimated by self-reported ratings of 
perceived exertion (RPE) (Borg, 1998) and the subjective exercise experiences scale 
(SEES) (McAuley & Courneya, 1994). Walking parameters were also measured. 
Walking speed, cadence (steps per minute) and stride length was calculated under 
load and no load carriage conditions to check for walking related effects. This study 
is the first to investigate GRCPs while walking in ‘natural’ (e.g. outdoors) settings, 
and during physical load carriage. It was hypothesised that GRCPs will be 
identifiable during walking, when compared to a standing condition. Further, if load 
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carriage further tasks the neural control of the motor system, this will be evident in 
the resulting GRCPs. Additionally, it was predicted that 3 minutes of load carriage 
during walking will induce affective changes in comparison to 3 minutes of walking 
without load, while walking parameters were expected to alter to accommodate load 
carriage.   
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4.1.3 Methodology 
4.1.3.1 Participants 
17 healthy university students (9 female) aged 18-31 years (M = 21.82) took part, of 
which 15 were right handed (assessed by the EHI (Oldfield, 1971)). Self-reported 
screening measures ensured participants had a BMI below 30 Kg/m2, no history of 
hearing difficulties or epilepsy, and were habitually rested. Additionally, participants 
all met or exceeded minimum activity participation of 2.5 hours of moderate physical 
activity per week with 9 scoring as sufficiently active (> 600 MET-M/week) and 8 as 
highly active (> 3000 MET-M/week) as assessed by the International Physical 
activity questionnaire (IPAQ) (Craig et al., 2003). Participants had a mean weight of 
65.81 kg (49 – 86 kg) and mean height of 171 cm (157 – 190 cm). Median load 
carried was 22 kg (16 – 24 kg) with only 4 participants carrying a load which was 
less than one-third their body weight (by 1 kg, 2 kg, 3 kg and 5 kg, all male). Sample 
characteristics are displayed in table 4-1 by gender. Within table 4-1 it can be seen 
that the male sample is subject to greater variation than the female sample. Due to 
this variation, and the relatively small number of participants per gender, gender 
effects are not reported in the analysis of these data. Participants were offered the 
option of collecting lab tokens or a modest monetary sum in exchange for 
participation. Written informed consent was obtained from each individual. This 
study was given a favourable ethical opinion by the University of Surrey ethics 
board, and conforms to the standards laid out in the declaration of Helsinki.  
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Table 4-1 Gendered Characteristics 
Gendered Characteristics 
 Height (cm) Weight (kg) Load (kg)  Fitness  
(MET-M/week) 
Activity 
 M (SE) M (SE) Mdn (range) M (SE) N 
Male 
(N = 8) 
175.62 (3.32) 72 (4.09) 24 (8) 6133.87 
(2478.30) 
5 High  
3 Moderate 
Female 
(N = 9) 
166.89 (1.39) 59.11 (2.51) 19 (7) 3819 (908.39) 3 High  
6 Moderate 
Sample  171 (1.05) 65.18 (2.77) 22 (16-24) 4908.35 
(1251.56) 
8 High 
9 Moderate 
 
4.1.3.2 Design 
EEG was continuously recorded in a repeated measures design of four conditions for 
3 minutes duration in each in which participants carried one-third of their body 
weight in a posterior worn backpack when standing and when walking, and while 
standing and walking without the load. Standing conditions were recorded first, 
followed by the walking conditions. Load carriage order was counterbalanced across 
participants. Affective measures were gathered using the rating of perceived exertion 
scale (RPE) (Borg, 1998) and subjective exercise experiences scale (SEES) 
(McAuley & Courneya, 1994) following each of the walking conditions.  
The RPE is a single-factor estimate of physical exertion intensity measured on a 
scale from 6 - 20. Participants are prompted to select a single digit which represents 
their current state of physical effort, with 6 representing no effort given, and 20 
maximal effort. In healthy adults, the RPE score multiplied by ten correlates well to 
actual heart rate (Borg, 1998) and thus is an accurate reflection of physical state. The 
SEES is a 12-item self-rated measure of psychological state in response to exercise. 
It is comprised of three factors, positive well-being, psychological distress and 
fatigue state. Factors are assessed with the prompt ‘I feel…’ followed by a single 
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word that is associated with psychological positivity, distress or fatigue. Each factor 
is scored by four items on a Likert scale of 1 ‘not at all’ to 7 ‘very much so’. 
Responses to items are summed for each factor to indicate current psychological 
state, with higher scores indicating greater agreement. Data were recorded on a 
laptop (Toshiba Portege Z830-10N, 316 x 227 x 8.3 mm, 1.12 kg) carried by the 
researcher. During walking conditions, left heel strikes were estimated by a marker 
manually initiated by the researcher on visualizing contact of the left heel with 
ground. Distance covered during the 3 minute walking conditions was measured 
using a GPS enabled device.  
4.1.3.3 Procedure 
Experimental sessions took place in mild weather conditions (temperature range 7 – 
16 ºC, M = 11.8 ºC; humidity range 51 – 91 %, M = 71.6 %; wind speed range 2 – 
14 mph, M = 7.75 mph). In the laboratory, participants were first weighed and fitted 
with the posterior worn backpack to one-third their current body weight with weight 
distribution evenly dispersed across the back. Adjustments for comfort and security 
were made using two vertical shoulder straps and two horizontal torso straps across 
the chest and waist. Participants were then fitted for EEG recording. Standing 
conditions were recorded first in the laboratory. For 3 minutes, participants were 
instructed to stand with a neutral posture; feet hip width apart, hands relaxed by their 
sides, and eye gaze forward towards a fixation point. This was repeated twice, once 
with load and once without with a short rest period between conditions.  
Subsequently, participants were escorted by the researcher to walk for a duration of 3 
minutes (once with load and once without) along a set route outdoors at their own 
pace (thus, distance travelled varied between participants and within conditions). The 
researcher carried the recording laptop and indicated via button press each time the 
participants left heel made contact with the ground, marking the EEG stream with the 
onset of each stride. After the completion of each walking condition, participants 
were requested to provide their ratings of perceived exertion and complete the 
subjective exercise experiences scale. Experimental sessions were all recorded within 
University of Surrey premises.  
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4.1.3.4 EEG recording 
The mobile EEG recording unit consisted of a small (82 x 51 x 12 mm), light (50 g), 
Bluetooth enabled SMARTING amplifier (mBrainTrain, www.mbraintrain.com) 
with 24 channels, 500 Hz sampling rate and 0-250 Hz bandwidth. The amplifier was 
attached to the back of an infracerebral electrode cap (www.easycap.de) with 24 
sintered Ag/AgCl electrodes placed according to the international 10 - 20 system 
(Fp1, Fp2, F7, F8, Fz, FC1, FC2, Cz, C3, C4, T7, T8, CPz, CP1, CP2, CP5, CP6, 
TP9, TP10, Pz, P3, P4, O1, O2). An online reference was located at AFz, and ground 
at FCz. Impendences were checked with SMARTING software and kept below 5 
kOhm. Data were acquired on a lightweight laptop (Toshiba Portege Z830-10N, 316 
x 227 x 8.3 mm, 1.12 kg) with EEG streams from SMARTING and response data 
from Presentation® collated by Lab Streaming Layer (LSL, 
https://github.com/sccn/labstreaminglayer) and stored for offline processing.  
4.1.3.5 Data analysis 
Affective data generated from the RPE (Borg, 1998) and SEES (McAuley & 
Courneya, 1994) was scored according to published guidelines. The RPE required 
the selection of only one value per condition and this was used as an estimate of 
physical exertion. For the SEES, scores were summed for factors assessing positive 
wellbeing (POSITIVE), psychological distress (DISTRESS) and fatigue (FATIGUE). Walking 
parameters were assessed with walking speed (kmph), calculated as distance 
travelled in km divided by duration of the task; cadence (steps per minute, spm), 
calculated from number of trials divided by duration of task then multiplied by two 
to estimate the rate of walking; and stride length (m), calculated from walking speed 
(converted to meters per minute) divided by cadence (spm).  
EEG data were analysed offline using EEGLAB v13. 4.4b (Delorme & Makeig, 
2004) and MATLAB R2012b (Mathsworks Inc., Natick, MA), and followed the 
analysis reported in Knaepen and colleagues (2015) closely. EEG data were high-
pass filtered at 1 Hz and epoched into segments of 1000 ms. For stand data, 
continuous data was segmented in 1000 ms non-overlapping epochs from recording 
onset to end. For walk recordings, epochs were segmented from -100 ms prior to left 
heel strike marker to 900 ms after, encompassing the whole gait cycle. Baseline 
correction was performed by subtracting the mean amplitude of the whole epoch 
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from each trial, and then ocular artefacts attenuated by extended infomax 
independent component analysis (ICA) (Viola et al., 2009). Following this, epochs 
displaying artefact characteristics based on the criteria outlined below were 
automatically detected and removed. 1. Amplitudes deviating more than 5 standard 
deviations of mean kurtosis or of mean probability distribution. 2. Amplitude drifts 
greater than 50 μV/epoch with R-square limit less than 0.3. 3. Deviations from mean 
spectra of ±50 dB in the 0 – 2 Hz and by +25 or −100 dB in the 20 – 30 Hz 
frequency window. Mean rejection rate of epochs was 10.23 % for walking with 
load, 9.89 % for walking without load, 5.90 % for standing with load, and 5.68 % for 
standing without load.  
Following artefact rejection, data were 30 Hz low pass filtered and re-referenced to 
the average of Tp9 and Tp10. ERPs were then calculated for surviving epochs in 
each condition. Global field power to ERPs from both walking conditions at 
electrode Cz was calculated to determine latency windows for ERP analysis. Three 
distinct time windows showed equal power fluctuations; 120 – 382 ms, 384 – 652 
ms, and 654 – 904 ms post epoch onset. These power fluctuations correspond to the 
onset of the 3 phases of the gait cycle captured, left heel strike, right toe off and right 
heel strike. Subsequently, the gait cycle was characterised for each of these windows 
by searching electrode Cz for peak amplitudes from which latency and a 20 ms mean 
was calculated around the peak to provide two estimates (latency and amplitude) for 
peaks 1, 2 and 3. Relative changes in mean peak amplitude were then calculated 
from peak to peak, for peaks 1 and 2, and peaks 2 and 3 for further statistical 
analysis. For standing data, the mean amplitude was calculated from the average 
activity of the 1000 ms averaged epoch.  
4.1.3.6 Statistical Analysis 
Affective measures consisting of ratings of perceived exertion collected following 
completion of the two walking conditions (load and no load) were examined in a t-
test. The subjective exercise experiences scale was also administered following each 
of the walking conditions and the three factors (POSTIVE, DISTRESS and FATIGE) analysed 
in an ANOVA considering walking condition (load and no load) by factor score. 
Significant interactions were followed up in further separate ANOVAs and 
Bonferroni corrected means compared by t-tests. Walking parameters speed, cadence 
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and stride length were compared using paired sample t-tests between conditions of 
walking with load and walking without. For ERP analysis, presence of the GRCP 
was first assessed in an omnibus ANOVA comparing mean peak amplitudes for 
peaks 1 2 and 3 and mean stand amplitudes by condition (load and no load). The 
GRCP was further assessed by examining changes in amplitude from peak to peak in 
a 2 x 2 ANOVA of the factors condition (load and no load) and amplitude change 
(peak 1-2 and peak 2-3). Peak latency for peaks 1, 2 and 3 was compared between 
conditions (load and no load) in a 2 x 3 ANOVA. All ANOVAs were followed up 
with t-tests with Bonferroni correct means where significant interactions were found. 
To quantify EEG signal power, signal to noise ratio (SNR) was calculated by 
dividing the standard deviation of the 1000 ms averaged standing epoch by the 
averaged amplitude of peak 1 from the gait related potential in each condition (load 
and no load) at electrode Cz (Debener, Hine, Bleeck, & Eyles, 2008). This was 
converted to a power value (20*log10), which was then analysed in an t-test 
comparing SNR between conditions (load and no load).  
All statistical analyses were carried out in R (version R-3.0.2, R Core Team, 2013) 
using the ez package (Lawrence, 2013) for analysis of variance computations and 
ggplot2 (Wickham, 2009) for graphical production. Graphs display sample-based 
bounded ranges of data for ease of visual comparison of variance. For descriptive 
data, ranges depict lower and upper Gaussian confidence limits based on the t-
distribution of sample data for each factor displayed (e.g. 95 % confidence interval of 
normalised data). For statistical comparisons, graphs display the mean and Fisher’s 
least significant difference (FLSD) surrounding the mean. FLSD is the smallest 
significant difference found between two means in the test of variance (Fisher, 
1935).  Use of alternative range estimates in graphs (e.g. standard error) are clearly 
labelled. Degrees of freedom are adjusted for Greenhouse-Geisser corrections where 
appropriate and are annotated by *GG. Effect sizes reported for ANOVA are 
generalised eta squared (nG
2) categorised as small at 0.02, medium at 0.13 and large 
at 0.26 (Bakeman, 2005) and for t-tests, Cohen’s d (d) categorised as small at 0.2, 
medium at 0.5 and large at 0.8 (Cohen, 1988).  
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4.1.4 Results  
4.1.4.1 Affective  
Ratings of perceived exertion provided after each walking condition were higher 
after carrying the load than when walking without load (t(16) = 8.19, p < .001, d = 
1.98; Mload = 12.88 SE =.69, Mno load = 7.94 SE =.41). Figure 4.1-1 displays scores 
from the subjective experiences scale on fatigue, distress and positive feelings 
following each of the walking tasks (load and no load). Analysis of the subjective 
exercise experiences scale found a main effect of factor (POSITIVE, DISTRESS and 
FATIGUE) (F(1.26,20.28) = 29.44, p < .001
*GG, nG
2 = .55), in which mean scores for 
each factor differed from each other (Mdistress = 6.23 SE =.56, Mfatigue = 11.23 SE = 
1.08, Mpositive = 17.47 SE = 1.19). A main effect of condition was also present 
(F(1,16) = 10.78, p = .004, nG
2 = .01), where mean scores in the load condition were 
greater than in the no load condition (Mload = 12.17 SE =.59, Mno load = 11.11 SE 
=.45). Further, an interaction between factors and conditions was evident 
(F(1.35,21.69) = 7.78, p = .006*GG, nG
2 = .03). To find in which conditions the 
factors varied, further t-tests were carried out for each factor independently. There 
were no differences between conditions for the DISTRESS (t(16) = 1.95, p = .068; Mload 
= 6.59 SE =.64, Mno load = 5.88 SE =.54) or POSITIVE (t(17) = 0.56, p = .579; Mload = 
17.24 SE = 1.23, Mno load = 17.71 SE = 1.30) components. However, differences were 
clear between conditions for measures of FATIGUE (t(16) = 5.75, p < .001, d = 1.39) 
whereby scores of fatigue in the load condition were greater than in the no load 
condition, Mload = 12.71 SE = 1.15, Mno load = 9.76 SE = 1.07 (highlighted in Figure 
4.1-1).  
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Figure 4.1-1. Subjective experience scores following walking with load (black lines) 
and without a load (red lines), higher scores reflect greater agreement with statement 
of feeling. Differences in fatigue components scores are highlighted in grey, where 
the load condition scored higher that the no load condition. Standard error bars are 
plotted.  
4.1.4.2 Walking parameters 
Walking speed was compared in a t-test between conditions of walking with load and 
walking without and found a medium size significant effect (t(16) = 2.28, p = .037, d 
= 0.55); with walking speed faster in the load condition than the no load condition, 
Mload = 6.35 kmph SE =.19, Mno load = 5.92 kmph SE =.13. Measures of cadence 
found no difference in the number of steps per minute between the load and no load 
walking conditions (t(16) = 0.23, p = .819; Mload = 120.78 spm SE =.05, Mno load = 
120.77 spm SE =.04). However, there was a significant difference in stride length 
between the load and no load walking conditions (t(16) = 2.27, p = .037, d = .55), 
where strides were longer in the load condition in comparison to the no load 
condition; Mload = 1.75 m SE =.05, Mno load = 1.63 m SE =.04.   
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4.1.4.3 ERP analysis 
Figure 4.1-2 depicts the ERPs recorded during load carriage (A), and without load 
carriage (B). Red traces show a clear GRCP in comparison to the black traces 
representing standing data. The period of increases in global field power are 
highlighted, and peak point entered into analysis are labelled. Both figures show a 
high degree of similarity across conditions.  
 
Figure 4.1-2. Gait-related cortical potentials recorded in each condition at electrode 
Cz, with time frames of analysis highlighted in grey shades, and each peak labelled.   
Figure 4.1-3A shows the mean amplitudes for each peak in each condition. An 
omnibus ANOVA was performed on data from the stand and walk conditions 
considering the factors condition (load and no load) and analysis window (peak 1, 2 
and 3, and stand). There was a main effect of analysis window (F(1.03,16.60) = 7.28, 
p = .015*GG, nG
2 = .22) in which mean amplitudes elicited in each analysis window 
differed from the other. This is depicted in Figure 4.1-3B and values are displayed in 
table 4-2. These show that the GRCP peak amplitudes differ across time, and are 
reliably different from activity elicited during standing. However, there was no 
evident differences in load or no load conditions (F(1,16) = 0.09, p = .758; Mload = 
0.79 µV, SE = 0.86; Mno load = 0.69 µV, SE = 0.69), or an interaction between 
condition (load and no load) and analysis window, F(3,48) = 0.01, p = .998. 
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Figure 4.1-3. A Descriptive overview displaying 95 % confidence intervals of mean 
amplitudes recorded in the walking conditions (P1, P2, and P3) and stand conditions 
for load (black lines) and no load (red lines). Data is highly similar across conditions. 
B ANOVA results of peak mean amplitudes across conditions. A significance 
difference was found between each of P1, P2, P3 and stand amplitudes (FLSD = 
4.04).  
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Table 4-2 Means and p-values resulting from the main effect of analysis window 
Means and p-values resulting from the main effect of analysis window 
 Stand P1 P2  P3 
 M = -0.0003 µV  
SE = 0.001 
M = 4.37 µV 
SE = 1.21 
M = -4.32 µV 
SE = 1.42 
M = 2.94 µV 
SE = 1.05 
P1 p = .006 - - - 
P2 p = .027 p = .011 - - 
P3  p = .050 p = .047 p = .033 - 
 
Peak to peak amplitude differences were calculated between peaks 1-2, and peaks 2-
3 to examine changes across the GRCP in relation to each of the walking conditions 
(load and no load). These data are displayed in Figure 4.1-4A. There was a difference 
in the degree of change from peaks 1-2 and peaks 2-3, (F(1,16) = 8.27, p = .011, nG
2 
= .002); MP1-P2 = 8.69 µV, SE = 2.57; MP2-P3 = 7.26 µV, SE = 2.45) (displayed in 
Figure 4.1-4B). However, there was no effect sensitive to load during walking, 
F(1,16) = 0.09, p = .766; Mload = 7.76 µV, SE = 2.56; Mno load = 8.19 µV, SE = 2.47) 
or an interaction of peak amplitude change across the GRCP due to load or no load 
carried during walking (F(1,16) = 0.04, p = .843).  
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Figure 4.1-4. A Peak to peak amplitude differences recorded in the walking 
conditions for load (black line) and no load (red line). Bars depict 95 % confidence 
intervals and show a high degree of similarity within conditions. B ANOVA results 
plotting the significance difference (p = .011) found in amplitude difference from P1-
P2 and P2-P3 (FLSD = 1.05).  
Figure 4.1-5A shows latency of peak onset across load and no load walking. Analysis 
of variance of peak latency across conditions (load and no load) for peaks 1, 2 and 3 
found a main effect of peak (Figure 4.1-5B), F(2,32) = 1650.29, p < .001, nG
2 = .92. 
This indicates that peaks occurred at different times across the GRCP (MP1 = 239.76 
ms, SE = 11.35; MP2 = 506.47 ms, SE = 15.13; MP3 = 783.52 ms, SE = 13.98; all p < 
.001). There was no significant difference in peak latency due to variation in 
condition (load and no load) (F(1,16) = 2.61, p = .125), however, it can be seen in 
Figure 4.1-5A that the load condition shifts to a relatively later onset, and this is a 
small effect (nG
2 = 0.02). Table 4-3 displays the mean peak onset latencies for each 
peak in each condition, and the difference in latencies between conditions. It can be 
seen that the difference in peak latencies between conditions is similar across peaks, 
demonstrating a general, small shift to a later onset in the load condition. However, 
there was no interaction of peak latency and condition (F(2,32) = 1.01, p = .377  
164 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1-5. A 95 % confidence intervals of mean peak latency for each timeframe 
examined the walking conditions for load (black line) and no load (red line). The 
load condition shows a very small trend of later onset in comparison to the no load 
condition. B Significance difference (p < .001) found in ANOVA of peak latencies 
across the GRCP (FLSD =19.28).  
Table 4-3 Peak latencies and differences by condition analysis window 
Peak latency and differences by condition 
 P1 P2  P3 
 M (SE) M (SE) M (SE) 
Load 247.17 (15.24) 522.35 (17.27) 790.82 (16.01) 
No load 232.35 (11.00) 490.58 (16.81) 776.23 (15.82) 
Difference 14.82 31.77 14.59 
 
Notes. Means displayed are in milliseconds.  
A B 
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4.1.4.4 Signal to noise ratio 
Comparison of the SNR by load (load carried/ no load) found no attributable 
differences by load carriage (t(16) = -0.91, p = .374; Mload = 27.65 µV
2, SE = 1.37, 
Mno load = 26.77 µV
2, SE = 1.31).  
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4.1.5  Discussion 
The effects of load carriage were assessed at the neural level during walking. It was 
found that when carrying a load during a 3 minute walk, participants reported a 35 % 
increase in levels of perceived exertion and 10 % increase in levels of fatigue than 
when walking without a load. Analysis of walking parameters found an increase in 
walking speed during load carriage by 0.43 kmph in comparison to no load carriage, 
and this was matched with a longer stride length which increased by 12 cm during 
load carriage than when walking without a load. However, there was no change in 
cadence, thus steps per minute remained constant for walking with and without a 
load. EEG analysis showed that walking was represented by the presence of a GRCP 
that was absent during standing, however, this GRCP showed no significant variance 
attributable to load carriage in either peak amplitude or peak-to-peak amplitude 
change. There was no significant variation in peak latency, but there was a small 
effect (nG
2 = 0.02) of later peak latencies in the load condition, reflective of longer 
strides taken to accommodate the load. Moreover SNR analysis found no difference 
in power estimates across conditions, indicating similar signal to noise ratios for load 
and no load walking conditions. Thus, the effects of load are clear in affective and 
behavioural measures, and are supported by subtle shifts in neural function.  
4.1.5.1 The GRCP as a steady state potential 
This study is the second only to assess the GRCP as an event-related component 
elicited from walking, and is the first to show that a GRCP is elicited during natural 
walking. The data presented are highly similar to the results of the laboratory 
treadmill study of Knaepen and colleagues (2015), demonstrating viable translation 
of studying the neural basis of walking in ecological valid settings. Furthermore, in 
addition to identifying a GRCP, Knaepen et al. (2015) performed source localization 
on EEG data and identified activity from the primary somatosensory cortex, 
somatosensory association cortex, primary motor cortex, cingulate cortex and 
prefrontal cortex as contributing to the temporal characteristics of the GRCP. It 
should be assumed the neural sources underpinning the GRCP in laboratory studies 
were similarly recruited in the present study, and thus, further support to the concept 
that walking is not and entirely automated response. The results of this study and 
Knaepen and colleagues (2015) joins the growing evidence base of mobile fNIRS 
techniques showing prefrontal cortex activation during natural walking. 
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The GRCP analysed at electrode Cz showed minimal variations due to load carriage, 
when compared to walking without a load. There was a small increase in peak 
latency during load carriage that is likely associated with the increased stride length 
also found during load carriage, reflecting a relative temporal shift in lower limb 
motor control to accommodate load carriage. However, it is interesting to note that 
there was no modulation of the GRCP amplitude due to load carriage. This suggests 
that there is no additional cortical resources required for short-term load carriage, and 
that the processes used to enable functional load carriage are absorbed by mechanical 
means, without necessarily affecting the resources available to the neural response. 
Nevertheless, if prefrontal cortex activity contributes to the maintenance of walking, 
it can be assumed that walking recruits executive function to maintain stable walking 
patterns. Thus, it is conceivable that if the environment was more demanding on a 
perceptual level, attenuation of the GRCP might occur. However, these data suggest 
that the GRCP is a steady state potential reflecting the neural response to maintain 
stable walking that, under these circumstances, is relatively robust to the effects of 
load carriage.  
4.1.5.2 Load carriage induces changes in walking  
It is not the case that load carriage in this study had no effect, as it is clear from 
ratings of perceived exertion that load carriage induced greater perception of effort, 
and subjectively, participants scored higher on measures of fatigue, in comparison to 
walking without a load. Further, there were some clear indicators in the analysis of 
walking parameters that suggested that walking strategies altered to accommodate 
load carriage. While cadence measures were consistent across load and no load 
walking, walking with a load increased stride length and resultantly increased speed 
in comparison to walking without a load. Load carriage typically induces slower, 
heavier and shorter footsteps and consequentially, slows pace. The results of the 
current study are counterintuitive in this regard.  
This study aimed to isolate the effects of load carriage on the brain without 
necessarily inducing additional psychological effects from fatigue or physiological 
stress. For this reason, participation was only required for 3 minutes, and the 
environment in which walking occurred was along a straight, level pavement of 
which 0.32 km was visible from the start point. Participants were instructed to walk 
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toward the end of the path, until told to stop, and were aware that this would only be 
for 3 minutes. It is possible, that with ‘the end in sight’, participants devised a 
strategy to complete the load task as quickly as possible, despite the invariant time 
parameter, and inadvertently covered a greater distance with an increased speed in 
the 3 minute duration. An alternative strategy may relate to motivation and 
performance effects. Potentially, participants may have wished to demonstrate ability 
with load carriage and show capability in a challenging physical task. This however 
is unlikely. If performance and capability were motivators, then it might be that 
subjective ratings would have been equal to the walking with no load condition. It is 
more likely that the former ‘end in sight’ strategy inadvertently contributed to greater 
subjective ratings of fatigue and exertion.  
4.1.5.3 Training to mediate affective responses to load carriage 
The design of this study allows insight into just how quickly load carriage can begin 
to affect psychological state. However, the discussion in the previous paragraph 
indicates that it might be difficult to disentangle psychological factors from 
behavioural effects, or potential physiological factors. Clearly, devising effective 
strategies to cope with load carriage is interlinked to motivation and goal perception, 
and even in a 3 minute task these begin to show clear effects. While load carriage has 
minimal effect on the resources available for neural function during walking, it is 
likely that psychological effects may become evident very quickly in the signal, 
particularly those which are associated with fatigue and effort. Future research might 
be better placed to examine alpha and beta activity in particular and how these relate 
to measures of fatigue and effort during load carriage. These factors are likely to 
result in behavioural modification and can be subject to training to attempt to 
mediate this relationship.  
Training to moderate perception of effort and fatigue might be best approached with 
Audiffren and André's (2015) proposed model, which incorporates Baumeister’s 
strength model of self-control (Baumeister, Vohs, & Tice, 1994). This model 
explains how by building tolerance to the negative and uncomfortable effects of 
initially engaging in physical activity one can learn to self-regulate and downplay the 
impact of negative affect. Therefore, through training, the ability to tolerate intense 
physical activity could improve responsible and functional responses. Nevertheless, 
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such techniques will become exhaustive as mechanical and physiological limitations 
cannot forever be surpassed. However, considering perspectives and motivation of 
the individual in training protocols may moderate ability to an extent.  
Load carriage is an important aspect of many occupations, such as firefighters or 
military personnel, and requires a certain level of training and practice to enable 
efficient and safe operation. The participants in this sample were novices to load 
carriage, and as such have not experienced load carriage of significant mass in their 
day-to-day lives. However, all participants scored a sufficient level of fitness to be 
able to carry a third of their body weight for a short period. In this untrained sample, 
load carriage had limited impact on the amplitude of the GRCP. However, despite 
the short duration of the task, this novice population were clearly susceptible to 
modification of walking strategies due to load carriage that in turn resulted in fatigue 
effects, and self-reports of additional effort. This is likely due to the relative novelty 
of the physical impact of this task. In trained populations, it is possible that fatigue 
onset and reported effort will be moderated through practice and training of a 
combination of behaviour and motivational goals.  
4.1.5.4 Methodological limitations 
There is a potential methodological limitation in the design of this study that could 
account for the lack of difference in the GRCP. Timing is a prominent consideration 
in ERP research and the method used to assess the GRCP in this study could be 
viewed as less than ideal. Left heel strikes were used as a marker for the onset of the 
GRCP, however, in order to estimate these, visual cues of left heel strike were timed 
to coincide with a button press by the researcher thus making the mark of the left 
heel strike external to the actual process. While this approach relieved participants of 
any additional tasks, and potential motor preparation confounds, the method here is 
still relatively underdeveloped to those of laboratory based treadmill studies in which 
the onset of heel strikes can be monitored by sensors and directly embedded in the 
EEG signal (Gramann, Ferris, Gwin, & Makeig, 2014; Reis, Hebenstreit, Gabsteiger, 
von Tscharner, & Lochmann, 2014).  
It is argued that the potential delay is minimal, and GRCP reported here varies little 
from the temporal characteristics of the GRCP reported in Knaepen and colleagues 
(2015). Knaepen and colleagues (2015) report on four oscillating peaks in the GRCP 
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occurring close to right heel strike (peak 1), left toe off (peak 2), left heel strike (peak 
3) and right toe off (peak 4) as shown in Figure 1.5-1. A grand average difference of 
483 ms from peak 1 to 3 and a difference of 522 ms from peak 2 to 4 was reported. 
This study found a difference of 544 ms from peak 1 to peak 3 in the walking 
without load condition, which is in range of the values reported by Knaepen and 
colleagues (2015), considering that there is likely to be some variation in sample 
characteristics and experimental design between studies. While it is difficult to 
ascertain if the first peak reported in the present study is more closely associated with 
the left heel strike, to which the marker was anchored, or the previous left toe off, 
any delay may be assumed consistent in variance. Further, no claims are made 
regarding functional processes or transformations resulting in the GRCP. Rather, this 
study supports the concept that the GRCP is reflective of the neural processes 
supporting the cyclic nature of walking.  
To further examine the functional processes and transformations resulting in the 
GRCP in natural settings, mobile sensors are required. Ideally, they would be small 
enough not to impinge on behaviour and communicate with a small recording device 
wirelessly. Commercially, tracking devices exist that are worn in footwear to monitor 
fitness and activity that communicate with applications registered on smartphones. 
Future research will no doubt utilize such concepts to develop miniature, wireless 
and truly mobile systems to monitor behaviour in real life settings.  
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4.1.6 Conclusion 
Load carriage forms an essential element of many occupations. Until now, the impact 
of carrying a relatively substantial load on brain activity in natural settings was 
unknown, with research rather focusing on physiological and psychological research 
in load carriage studies. This study suggests that in an untrained but healthy, active 
sample, load carriage does not modulate walking related neural resources in 
comparison to walking without a load. This is evidenced by a GRCP that shows 
similar amplitudes while walking with and without a load. However, walking 
strategies differ during load carriage. Walking with a load resulted in longer strides 
and consequential speed increases in comparison to walking without a load. This 
approach to walking during load carriage also found self-reported increases in ratings 
of fatigue and exertion in comparison to walking with no load. This may be due to 
the lack of experience of the sample with heavy load carriage, and with the short 
time of assessment. In sum, load carriage had minimal additional influence on the 
GRCP over a short duration of time in a natural environment.  
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5 Chapter 5. Phase two empirical studies: examining the influence 
of physical load carriage on cognition: part 2  
5.1 Interaction of walking, load carriage and selective attention  
5.1.1 Abstract 
In this final empirical chapter, the findings from Chapters 3 and 4 are drawn together 
and assessed. This study aimed to investigate if there was an interaction between 
selective attention, walking and physical load carriage, assessed by the P3 ERP. A 
three-tone auditory Oddball task containing an infrequent target for identification 
was presented in three conditions, seated, walking while carrying a physical load of 
one-third body weight (load), and walking without the physical load (no load). The 
mobile EEG recordings were complemented with measures of behavioural reaction 
time and accuracy in the target detection task. Results found that physical load 
carriage showed no variance in the neural response in comparison to the walk with 
no load condition, yet each walk condition elucidated reduced neural responses in 
comparison to the seated condition. Additionally, there were no differences in 
accuracy or reaction time of target detection across all conditions, or in walking 
speed between load and no load conditions. There were, however, increased ratings 
of perceived exertion and fatigue during the load condition, compared to no load. In 
sum, there was an effect of load carriage on self-rated perceptions, but this effect did 
not extend to the neural recordings in this instance. Interpretations suggest that 
walking in everyday environments result in reduced functional resources for task 
specific goals, when compared to seated laboratory conditions. It is proposed that 
this is due to dynamic resource allocation in cognitive operations to maintain 
functional behaviour in more natural settings.  
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5.1.2 Introduction 
Chapter 4 outlined how load carriage does not seem to modulate the GRCP in 
comparison to walking without a load. Chapter 3 demonstrated that walking can have 
variable effects on cognitive function. This chapter brings together these two strands 
of research to determine if load carriage effects neural responses related to cognitive 
function, specifically markers of attention. Previous discussions suggested that 
performing a cognitive task while concurrently walking leads to altered walking 
patterns and resulting costs to cognitive processing (Peters et al., 2013). This is 
attributable to additional demands placed on attentional resources recruited during 
walking (Clark, 2015). The dynamic resource allocation model espoused in Chapter 
1.6 accounts well for this phenomenon, stating that there are limits to the resources 
available for efficient attentional in natural settings, and particularly when there is 
additional demand placed on physiological function. The physiological aspect of this 
model is assessed here, by means of questioning the physiological demand of load 
carriage on attentional resource availability.  
5.1.2.1 Load carriage and cognition 
Load carriage studies have primarily focused on behavioural responses. In military 
personnel, it has been found that carriage of loads around 40 kg typically result in 
deteriorating behavioural performance in terms of reaction times and accuracy (Eddy 
et al., 2015; Lieberman, Caruso, Niro, & Bathalon, 2006; Mahoney, Hirsch, 
Hasselquist, Lesher, & Lieberman, 2007; Qu, 2013). Further, deterioration in 
cognitive performance onset has been found prior to deterioration in physical 
performance (Harris et al., 2006). As such, cognitive performance may be an early 
indicator of the limits of ability and could help inform task allocation during 
operations.  
By comparison, research of load carriage in untrained populations produces variable 
results. Some studies have found that load carriage has minimal impact on cognitive 
function. For example, in a balance task carrying 8.5 kg and 20 kg of weight, 
cognitive functioning as measured by a phonological task was unaffected (Qu, 2013). 
Further, carrying 10 % of body weight over 40 km at a self-paced walk had no 
impact on cognitive measures (Mastroianni, Chuba, & Zupan, 2003). Moreover, 
conditions of mild heat stress coupled with modest rehydration and short hiking treks 
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do not appear to negatively affect executive function or vigilance (Parker et al., 
2013). However, other studies found an effect of load on cognitive function. In an 
auditory go/no-go task, error rates increased under physical load (Eddy et al., 2015), 
and accuracy as measured by an auditory decision making task decreased with a load 
of 30 % body weight during balance control (May, Tomporowski, & Ferrara, 2009). 
Furthermore, attentional demands required for a probe reaction time task increased, 
as evidenced by increasing reaction time with increasing loads while stepping over 
obstacles (Hawkins et al., 2011). As discussed in Chapter 1.1, this variance in 
cognitive performance may be due to differences in how load is manipulated in terms 
of mass, positioning, and duration of carriage across studies. In addition, it is likely 
that attentional recruitment affects cognitive function under load carriage conditions.  
5.1.2.2 Attentional processes during physical activity 
Attentional function is integral to cognitive performance in many operations. Chapter 
3 demonstrated that during walking, attentional resources reduce in comparison to 
seated and standing conditions. The reduction in available resources found during 
walking is an effect mirrored in the literature surrounding the effects of physical 
activity on cognitive function. In an EEG study of long lasting physical activity (a 24 
hour marathon), Doppelmayr, Sauseng and Doppelmayr (2007) found that, cognitive 
performance-related EEG activity slowly decreased throughout the race. Doppelmayr 
and colleagues (2007) assessed cognition using an auditory Oddball task and found 
that the P3 amplitude decreased, and P3 latency increased with ongoing exercise 
duration. In addition, the difference between frequent standard and infrequent target 
tones at the N2b component, and in the lower alpha ERD decreased with time 
indicating a reduction in automatic stimulus evaluation (Doppelmayr, Sauseng, & 
Doppelmayr, 2007). This suggest that under conditions of extreme physical 
endurance, attention related EEG phenomena deteriorate.  
5.1.2.3 Effects of walking on ERP indices 
However, in much less challenging circumstances, ERP recordings have found 
variable effects on resultant neural activity. Paced treadmill examinations of 
cognition have found no differences in cognitive performance or neurocognitive 
indices between standing and varying speeds of treadmill walking. A visual go no-go 
task found equivalent P3 and event related negativity (ERN) components across all 
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conditions (standing, walking slow, walking fast) (De Sanctis, Butler, Green, Snyder, 
& Foxe, 2012). Similarly, no significant changes were found in cognitive task 
performance or EEG activity with variable walking speed in a spatial working 
memory task (Kline, Poggensee, & Ferris, 2014). Conversely, in truly mobile EEG 
studies recording activity during free walking, the P3 component elicited to 
infrequent target stimuli in an auditory Oddball task was smaller in amplitude in 
walking conditions when compared to seated conditions (De Vos et al., 2014; 
Debener et al., 2012). To explain the differences in the findings between treadmill 
studies and studies of natural walking, Chapter 3 outlined that the differences in 
activity may be accounted for by the availability of resources to meet task demands, 
as outlined in the dynamic resource allocation model (Chapter 1.6).   
5.1.2.4 Neural representation of affect 
Furthermore, it was discussed that alpha activity may reflect affective state. Alpha 
activity is typically associated with attentional processes and alertness. Thus, 
changes in alpha measures during physical activity may index effects on cognition. 
Despite the findings that alpha activity has shown no systematic variation in a case 
study during marathon running (Doppelmayr et al. 2012), other research has found 
associations in alpha activity and perceived physical state alongside associations with 
psychological strain and motivational state (Schneider et al., 2009). Additionally, 
alpha activity is related to the suppression of pain (Plattner, Lambert, Tam, & 
Baumeister, 2014). Altogether, this suggests that any effect of physical activity may 
be moderated by perceived psychological state, which may interact with the neural 
response of the brain.  
5.1.2.5 The present study 
The discussion around attenuated ERP responses found during natural walking and 
under extreme physical activity, coupled with evident modulations in the alpha band 
related to physiological fatigue and psychological perceptions highlights that there 
may be effects demonstrable in the neural response to cognitive tasks as a 
consequence of physical load carriage. Specifically, the question of interest asks if 
physical load carriage further reduces cognitive resource availability for information 
processing in an auditory target detection task during walking. If load carriage 
reduces resource availability for functional cognitive processing, this has 
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implications in occupational roles (e.g. military) where simultaneous load carriage 
and efficient cognitive performance is an essential duty. Thus, enhanced 
understanding of this relationship may better inform working condition policy and 
mitigate costs that may result from limited ability, such as error or injury. It is 
therefore the objective of this protocol to investigate further the interaction of the 
brains’ resource availability for cognitive information processing and for cognitive 
control of the motor system, by adding a physical load. Physical load carriage will 
serve as an additional variable upon motor system function and allow investigation 
of which specific cognitive sub-processes are vulnerable during dual-task behaviour 
(e.g. the cognitive control of walking and/or information processing).  
To address this, brain activity was measured during a three tone auditory Oddball 
detection task performed in three conditions; seated, walking while carrying a 
physical load (load), and walking without the load (no load). Similar to the Oddball 
task reported in Chapter 3.1, this was presented as a stream of auditory tones 
comprised of three different pitches, one occurred frequently, and two equally 
infrequently. Of the infrequent tones, one was designated the target, and the other as 
a to-be-ignored deviant. ERPs elicited to target and deviant tones were compared 
across conditions (seated, load and no load). A button press response was required 
each time a target tone was detected, which enabled recording of accuracy and 
reaction time. The Oddball task was first carried out seated in a quiet room, and then 
during two walking conditions, one completed while carrying a load of one third the 
participants body weight to a maximum of 24 kg, and one without. Participants were 
required to score at least a moderate level of fitness to minimise potential fatigue 
effects. Each condition lasted for a duration of 12 minutes and 40 seconds, and when 
walking, a predefined route was followed at a participant determined pace. Similar to 
the protocol detailed in Chapter 4, after completion of each walking condition, self-
reported measures of perceived exertion and subjective experiences of the task were 
completed to control for psychological effects. Walking speed was also calculated to 
check for walking related effects across load and no load conditions.  
It was predicted that in all conditions, the P3 ERP elicited to target tones would be 
greater than that elicited to the deviant tone. The target P3 should also be attenuated 
in the walking conditions in comparison to the seated condition, due to reallocated 
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attentional resources to maintain functional walking. Any modulation of the target P3 
recorded during the load condition in comparison to the no load condition would 
indicate an effect of physical load carriage. Further, load carriage should result in 
greater ratings of perceived exertion and cause variance in subjective measures, in 
comparison to walking with no load, and walking speed should differ across load and 
no load conditions. Any effects arising from behavioural differences in accuracy and 
reaction time were explored.  
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5.1.3 Methodology 
5.1.3.1 Participants 
16 healthy university students (8 female) aged 18-31 years (M = 21.94) took part, of 
which 13 were right handed (determined by the EHI (Oldfield, 1971)). Self-reported 
screening measures ensured participants had a BMI below 30 Kg/m2, no history of 
hearing difficulties or epilepsy, and were habitually rested. Additionally, participants 
all met or exceeded minimum activity participation of 2.5 hours of moderate physical 
activity per week with 9 scoring as sufficiently active (>600 MET-M/week) and 7 as 
highly active (>3000 MET-M/week) as assessed by the International Physical 
activity questionnaire (IPAQ) (Craig et al., 2003). Participants had a mean weight of 
65.84 kg (49 – 86 kg) and mean height of 171. 5 cm (157 – 190 cm). Median load 
carried was 22 kg (16 – 24 kg) with only 4 participants carrying a load which was 
less than one-third their body weight (by 1 kg, 2 kg, 3 kg and 5 kg, all male). Sample 
characteristics are displayed in table 5-1 by gender. Within table 5-1 it can be seen 
that the male sample is subject to greater variation than the female sample. Due to 
this variation, and the relatively small number of participants per gender, gender 
effects are not reported in the analysis of these data. Participants were offered the 
option of collecting lab tokens or a modest monetary sum in exchange for 
participation. Written informed consent was obtained from each individual. This 
study was given a favorable ethical opinion by the University of Surrey ethics 
committee, and conforms to the standards laid out in the declaration of Helsinki.  
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Table 5-1 Gendered Characteristics 
Gendered Characteristics 
 Height (cm) Weight (kg) Load (kg)  Fitness  
(MET-M/week) 
Activity 
 M (se) M (se) Mdn (range) M (se) N 
Male 
(N = 8) 
175.62 (3.32) 72 (4.09) 24 (8) 6133.87 
(2478.30) 
5 High  
3 Moderate 
Female 
(N = 8) 
167.36 (1.48) 59.75 (2.75) 19 (7) 3469.88 (950.91) 2 High  
6 Moderate 
Sample  171.5 (2.05) 65.88 (2.86) 22 (16-24) 4801.88 
(1327.56) 
7 High 
9 Moderate 
 
5.1.3.2 Design 
EEG was continuously recorded in a repeated measures design whereby participants 
completed a three tone auditory Oddball task by responding to a designated target 
tone using the left button of a mouse held in the dominant hand in each of three 
conditions, seated in a laboratory (seated), walking outdoors (no load), and walking 
outdoors carrying a load of one-third body weight (to a maximum of 24 kg) (load). 
Sessions began in the seated condition after which each of the walking conditions 
(load and no load) were counterbalanced across participants. In the seated condition, 
participants sat in a quiet room and were instructed to adopt a relaxed posture with 
gaze maintained on a designated point in front of them while performing the task 
with hands and response mouse in their lap. In the no load condition, the Oddball 
task was performed as participants walked at a self-determined pace around a set 
route designated by the researcher. The same procedure was followed in the load 
condition, with participants additionally carrying one-third of their body weight in a 
posterior worn backpack. The Oddball task consisted of 750 frequent tones (900 Hz, 
72 % occurrence), and two infrequent tones presented 105 times each (600 Hz, 1200 
Hz, 14 % occurrence), one of which was designated as target, and the other as 
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deviant. Tone duration was 62 ms (10 ms rise and fall time) presented binaurally 
through in-ear headphones (Sennheiser MX375) at 70 dB SPL.  
Presentation® software (Version 18.1, Neurobehavioral Systems, Inc., Berkeley, CA, 
www.neurobs.com) was used to control the experimental stimuli with pseudo-
random presentation whereby target and deviant tones were preceded by a minimum 
of two standard tones at an inter-stimulus interval of 1000 ms. Labstreaming layer 
(LSL, https://github.com/sccn/labstreaminglayer) was employed to collet timestamps 
of stimulus presentation and response button presses in order to integrate this 
information into the EEG signal with high accuracy in real time. Data were presented 
from and acquired on the same laptop (Toshiba Portege Z830-10N, 316 x 227 x 8.3 
mm, 1.12 kg), positioned close beside the participant in the seated condition, and 
carried with the participants in the walking (load and no load) conditions (as part of 
the weighted backpack in the load condition, and in a small (300 x 150 x 400 mm, 
700 g) backpack in the no load condition. Affective measures were gathered using 
the ratings of perceived exertion scale (RPE) (Borg, 1998) and subjective exercise 
experiences scale (SEES) (McAuley & Courneya, 1994) (detailed in Chapter 
4.2.3.2). Briefly, the RPE is a single factor estimate (on a scale of 6-20) of sensed 
exertion intensity resulting from physical activity which correlates highly with actual 
hear rate (Borg, 1998). The SEES is a three factor assessment of psychological state 
(POSITIVE, DISTRESS and FATIGUE) in response to exercise, evaluated by degree of 
agreement with a phrase prompt, measured on a Likert scale, which defines a feeling 
related to one of the three factors assessed. Scores are summed over the factors 
(POSITIVE, DISTRESS and FATIGUE), with higher scores reflecting greater subjective 
experience. During the walking conditions, distance travelled for was recorded using 
a GPS enabled device. 
5.1.3.3  Procedure 
Experimental sessions took place during in dry weather conditions (temperature 
range 7 – 16 ºC, M = 11.6 ºC; humidity range 51 – 91 %, M = 72 %; wind speed 
range 2 – 14 mph, M = 7.75 mph). In the laboratory, participants were first weighed 
and fitted with the posterior worn backpack to one-third their current body weight 
with weight distribution evenly dispersed across the back. Adjustments for comfort 
and security were made using two vertical shoulder straps and two horizontal torso 
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straps across the chest and waist. Participants were then fitted for EEG recording, 
and then took part in a two minute training protocol. Participants then completed the 
Oddball task in the seated condition. Subsequently, participants were escorted 
outside by the researcher to the starting point of a designated route that would be 
followed during the walking conditions. The route was circular and approximately 
1.5 km long. For each condition, this was followed either clockwise or anti-
clockwise from a common starting point, with the direction of travel counterbalanced 
across participants, and the order of experimental conditions (load and no load) also 
counterbalanced across participants. The Oddball task was performed as participants 
walked at their own pace (thus, distance travelled varied between participants and 
within conditions). After the completion of each walking conditions (load and no 
load), participants were requested to provide ratings of perceived exertion and 
complete the subjective exercise experiences scale. Experimental sessions were all 
recorded within University of Surrey premises.  
5.1.3.4 EEG recording 
The mobile EEG recording unit consisted of a small (82 x 51 x 12 mm), light (50 g), 
Bluetooth enabled SMARTING amplifier (mBrainTrain, www.mbraintrain.com) 
with 24 channels, 500 Hz sampling rate and 0-250 Hz bandwidth. This was attached 
to the back of an infracerebral electrode cap (www.easycap.de) with 24 sintered 
Ag/AgCl electrodes placed according to the international 10 - 20 system (Fp1, Fp2, 
F7, F8, Fz, FC1, FC2, Cz, C3, C4, T7, T8, CPz, CP1, CP2, CP5, CP6, TP9, TP10, 
Pz, P3, P4, O1, O2). An online reference was located at AFz, and ground at FCz. 
Impendences were checked with SMARTING software and kept below 5 kOhms. 
Data were acquired on a lightweight laptop (Toshiba Portege Z830-10N, 316 x 227 x 
8.3 mm, 1.12 kg) with EEG streams from SMARTING and stimulus and response 
data from Presentation® software (Version 18.1, Neurobehavioral Systems, Inc., 
Berkeley, CA, www.neurobs.com) collated by Lab streaming Layer (LSL, 
https://github.com/sccn/labstreaminglayer) and stored for offline processing.  
5.1.3.5 Data analysis 
Data collected from the RPE (Borg, 1998) and SEES (McAuley & Courneya, 1994) 
were scored according to published guidelines to achieve measures of affect. The 
RPE provided a single estimate of perceived exertion for the load and no load 
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conditions. For the SEES scale, four items were summed for each of the factors 
measured (POSITIVE, DISTRESS and FATIGUE) in the load and no load conditions Walking 
speed (kmph) was calculated as distance travelled in km divided by duration of the 
Oddball task. Behavioural data collected measured accuracy, error rates and reaction 
time. Accuracy was computed from percentage of correct responses to target tones, 
error rates were calculated as a percentage of summed incorrect responses to deviant 
and standard tones and missed targets, and reaction time as button press onset in 
response to correctly identified targets.  
EEG data were analysed offline using EEGLAB v13. 4.4b (Delorme & Makeig, 
2004) and MATLAB R2012b (Mathsworks Inc., Natick, MA). EEG data were high 
pass filtered at 1 Hz and extended infomax independent component analysis (ICA) 
was used to semi-automatically attenuate ocular artefact in the signal (Viola et al., 
2009). Data were then re-referenced to the average of Tp9 and Tp10 and low pass 
filtered at 20 Hz. Trials (target, deviant standard) were then epoched from -200 ms to 
800 ms, then baseline corrected from -200 ms to stimulus onset, and improbable 
epochs exceeding three standard deviations of the mean probability distribution 
across all channels. Rejection rates were 11.56 % for the no load condition, 11.91 % 
for the load condition, and 11.78 % for the seated condition. ERPs were then 
calculated for correct responses to target and deviant tones across each condition 
(seated, load and no load). Global field power to target tones was calculated to 
determine latency windows for P3 ERP analysis. Subsequently, mean amplitudes 
were calculated in the 306 – 458 ms time window at electrode Pz, and were extracted 
for target and deviant trials for further analyses.  
5.1.3.6 Statistical Analysis 
Ratings of perceived exertion collected from the load and no load conditions were 
compared in a t-test. Summed SEES ratings were compared in a 2 x 3 ANOVA 
considering the factors condition (load and no load) and psychological experience 
(POSITIVE, DISTRESS and FATIGUE). Walking speed was compared in a t-test between load 
and no load conditions. Behavioural measures of accuracy, reaction time and error 
rates were each analysed in a one-way ANOVA comparing results from each 
condition (seated, load and no load). For ERP analysis, mean amplitudes for the P3 
were entered into a 2 x 3 ANOVA considering the factors stimulus (target and 
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deviant) and condition (seated, load and no load). Significant interactions were 
followed up in further separate ANOVAs and Bonferroni adjusted means compared 
by paired t-tests. To quantify EEG signal power, signal to noise ratio (SNR) was 
calculated by dividing the standard deviation of the 200 ms baseline interval prior to 
target tone onset with the mean amplitude 306 - 458 ms post stimulus onset at 
electrode Pz (Debener, Hine, Bleeck, & Eyles, 2008). This was then converted to a 
power value (20*log10), which analysed in a one-way ANOVA comparing the factors 
condition (seated, load and no load).  
All statistical analyses were carried out in R (version R-3.0.2, R Core Team, 2013) 
using ez package (Lawrence, 2013) for analysis of variance computations and 
ggplot2 (Wickham, 2009) for graphical production. Graphs display sample-based 
bounded ranges of data for ease of visual comparison of variance. For descriptive 
data, ranges depict lower and upper Gaussian confidence limits based on the t-
distribution of sample data for each factor displayed (e.g. 95 % confidence interval of 
normalised data). For statistical comparisons, graphs display the mean and Fisher’s 
least significant difference (FLSD) surrounding the mean. FLSD is the smallest 
significant difference found between two means in the test of variance (Fisher, 
1935). Use of alternative range estimates in graphs (e.g. standard error) are clearly 
labelled. Degrees of freedom are adjusted for Greenhouse-Geisser corrections where 
appropriate and are annotated by *GG. Effect sizes reported for ANOVA are 
generalised eta squared (nG
2) categorised as small at 0.02, medium at 0.13 and large 
at 0.26 (Bakeman, 2005) and for t-tests, Cohen’s d (d) categorised as small at 0.2, 
medium at 0.5 and large at 0.8 (Cohen, 1988).  
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5.1.4 Results  
5.1.4.1 Affective  
Ratings of perceived exertion provided after each walking condition were greater in 
the load condition than the no load condition (t(15) = 12.65, p < .001, d = 3.16; Mload 
= 14.75 SE =.41, Mno load = 8.88 SE =.53). Figure 5.1-1 displays scores from the 
subjective experiences scale on fatigue, distress and positive feelings following each 
of the walking tasks. The ANOVA of the subjective exercise experiences scale found 
a significant main effect of factor (F(1.26,19.02) = 31.91, p < .001*GG, nG
2 = .57), in 
which mean scores for POSITIVE, DISTRESS and FATIGUE differed from each other (Mdistress 
= 6.59 SE =.61, Mfatigue = 11.65 SE = 1.03, Mpositive = 18.37 SE = 1.23). A main effect 
of condition was also present (F(1,15) = 23.69, p < .001, nG
2 = .06), where mean 
scores in the load condition were greater than in the no load condition (Mload = 13.29 
SE =.60, Mno load = 11.12 SE =.51). Further, an interaction between factor and 
condition was evident (F(2,30) = 13.46, p < .001, nG
2 = .07). To find in which 
conditions the factor scores varied, further ANOVAs were carried out for each factor 
(POSITIVE, DISTRESS and FATIGUE) independently. There were no differences between 
conditions for DISTRESS (t(15) = 1.57, p = .136; Mload = 7.18 SE =.86, Mno load = 6 SE 
=.55) or POSITIVE (t(15) = -0.18, p = .853; Mload = 18.31 SE = 1.28, Mno load = 18.43 SE 
= 1.27) factors. However, differences were clear between conditions for measures of 
FATIGUE (t(15) = 5.92, p < .001, d = 1.48) whereby scores of FATIGUE in the load 
condition were greater than in the no load condition, Mload = 14.37 SE = 1.22, Mno load 
= 8.93 SE = 1.04.  
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Figure 5.1-1. Subjective experience scores following load and no load conditions. 
Higher scores reflect greater agreement with statement of feeling. Differences in 
fatigue components scores are highlighted in grey, with load condition scoring higher 
than no load. Standard error bars are plotted. 
5.1.4.2 Behavioural 
Walking speed was compared in a t-test between conditions of walking with load and 
no load and found no difference between conditions (t(15) = 1.02, p = .320; Mload = 
5.05 kmph SE =.11, Mno load = 5.17 kmph SE =.16). Figure 5.1-2 depicts an overview 
of ANOVA results from assessments of accuracy (A), error rates (B) and reaction 
time (C) in each condition (seated, load and no load). No differences were found in 
accuracy of correct target identification across conditions (seated, load and no load) 
(F(1.47,22.1) = 2.93, p = .089*GG ; Mload = 94.10 % SE = 1.91, Mno load = 90.53 % SE 
= 2.31, Mseated = 91.96 % SE = 1.73, Figure 5.1-2A). Similarly, no differences were 
found between conditions for error rates (F(1.14,17.16) = 1.67, p = .215*GG ; Mload = 
2.63% SE = 0.57, Mno load = 2.72 % SE = 0.36, Mseated = 3.22 % SE = 1.24, Figure 5.1-
2B). Finally, there was no differences in reaction time to correctly identified target 
tones between conditions (F(2,30) = 0.14, p = .863; Mload = 443.08 ms SE = 15.51, 
Mno load = 445.58 ms SE = 16.31, Mseated = 441.78 ms SE = 15.67, Figure 5.1-2C). 
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Figure 5.1-2. ANOVA results of behavioural response to target tones by condition. A 
Accuracy (FLSD = 3.02) showing no difference, although visually, performance 
appears most accurate in the load condition. B Error rates (FLSD = 1.51) 
demonstrating no significant difference across conditions. C Reaction times to 
correct targets (FLSD = 18.04) displaying a high degree of similarity across 
conditions.  
5.1.4.3 ERP analysis 
Figure 5.1-3 displays the ERPs recorded in each condition. The walking target P3 
appears attenuated in comparison to the seated P3, and there is little variation 
between the walking with load and no load conditions.  
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Figure 5.1-3. ERPs recorded at electrode Pz with analysis time window for the P3 
highlighted in grey. A-C Target ERPs in red and deviant ERPs in black for each 
condition. D Target ERPs plotted by condition. Seated (black) ERP is modulated in 
comparison to the walking ERPs. Load and no load P3 display highly similar 
characteristics.  
Figure 5.1-4 displays the P3 amplitudes from each condition. Analysis of variance of 
the effects of condition (seated, load and no load) on stimulus discrimination (target 
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and deviant) found a main effect of stimulus (F(1,15) = 19.33, p < .001, nG
2 = .10) 
(Figure 5.1-5A), where targets evoked larger mean amplitudes than deviants (Mtarget 
= 2.22 µV, SE = .49, Mdeviant = .75 µV, SE = .26). A main effect of condition (F(2,30) 
= 7.86, p = .001, nG
2 = .12) (Figure 5.1-5B) in which amplitudes elicited while seated 
were greater than those elicited while walking in both load and no load conditions 
was found (Mseated = 2.60 µV, SE = .54; Mload = 0.85 µV, SE = .46, Mno load = 1.01 
µV, SE = .34; both p = .002). However, no difference was found between load and 
no load conditions following Bonferroni corrections (p = .1). Further, there was no 
interaction between condition (seated, load and no load) and stimulus (target and 
deviant) (F(2,30) = 0.82, p = .444).  
 
  
Figure 5.1-4. Descriptive overview of the 95 % confidence intervals of the P3 mean 
amplitudes to each stimulus in each condition. Relative difference in deviant and 
target mean amplitudes is similar across conditions, with seated data clearly greater 
than walking data in both load and no load conditions.  
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Figure 5.1-5. Main effects from ANOVA analysing P3 mean amplitude with 
significance highlighted. A Main effect of stimulus where target amplitudes are 
greater than deviants (FLSD = 0.71) B Main effect of condition, in which seated 
amplitudes are greater than the walking conditions (FLSD = 1.00). 
5.1.4.4 Signal to noise ratio 
Figure 5.1-6 shows the analysis of variance results of the SNR by condition (seated, 
load and no load). No differences were found to be attributable to condition, F(2,30) 
= .94, p = .398 (Mseated = 6.59 µV
2, SE = 3.23, Mload = 3.20 µV
2, SE = 2.23, Mno load = 
5.21 µV2, SE = 2.45).  
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Figure 5.1-6. Results of ANOVA on signal to noise ratio, with no significant 
difference across conditions (FLSD = 5.06).  
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5.1.5 Discussion 
This study aimed to assess the effects of load carriage on attentional function by 
examining the P3 response to a designated target during walking with and without 
carrying a physical load and when seated. It was found that there were psychological 
effects from load carriage that resulted in reporting 41.92 % greater exertion, and 
19.42 % greater subjective fatigue when compared to walking without load, 
however, the effects of load carriage did not extend beyond this. Across the three 
conditions of seated, load and no load, there were no differences in behavioural 
performance in the Oddball task with regards to accuracy, error rates or reaction 
time. Further, there was no significant difference in walking speed between load and 
no load, although participants walked 0.12 kmph faster in the no load condition. 
Examination of the P3 ERP found that response to targets was greater than those to 
deviants, indicating that selective attention was deployed. Further, there was a main 
effect of condition, in which amplitudes elicited were generally larger in the seated 
condition in comparison to each of the walking conditions. There was however, no 
significant difference between the amplitudes of walking with and without a load.  
5.1.5.1 No influence of load carriage on attentional processes 
In sum, these results suggest that while there is some attenuation of the neural 
response during walking, this is unlikely related to load carriage, and in this instance, 
does not show evidence of effects on attentional processes specifically. What this 
research does highlight, is that given the relatively short duration of the task (12 
minutes 40 seconds), fatigue and exertion effects are felt by the participants due to 
load carriage. These however do not translate to impact behavioural performance on 
the Oddball task, nor is there evidence of attentional processes indexed by the P3 
specifically showing vulnerability during load carriage, as demonstrated by the lack 
of an interaction between stimuli amplitudes elicited varying by condition. 
Therefore, the differences observed in the ERP amplitudes between seated and 
walking conditions are more likely due to additional demands placed on perceptual 
processes that are necessitated during walking.  
5.1.5.2 Environmental perceptual effects and dynamic resource allocation 
Load theory (e.g. Lavie, 2010, Lavie, Beck, & Konstantinou, 2014) fits well with 
these findings. Briefly, load theory states that for simple tasks selective attention 
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functions more efficiently under high perceptual load where there is minimal 
capacity for processing distracting information. However, when tasks are more 
complex and require executive management, the potential to block out distracting 
information is lessened, and the efficiency of selective attention is lessened, due to 
limited capacity in executive management. Thus, applying this theory within the 
dynamic resource allocation model, it is proposed that real life tasks, such as walking 
and navigation, necessitate sufficient executive management that when a concurrent 
cognitive task is performed, the neural indices of cognition will vary from those 
observed in optimal laboratory conditions.  
In this study, the seated condition was relatively free of distraction, other than the 
requirements of the Oddball task. In comparison, both load carriage and no load 
carriage walking tasks present more perceptual challenges. Due to task requirements, 
selective attention is evident in the seated condition, with minimal distraction. When 
walking, deploying selective attention to the task must compete with walking 
maintenance while navigating dynamic environments, thus, although the task is 
relatively simple, devoting the same level of resources as available in the seated 
condition becomes unobtainable, as predicted by the dynamic resource allocation 
model, and as such, the resources are more thinly spread to meet demands. 
Moreover, such effects would enhance with the addition of a load during walking, as 
this presents further challenges to maintain stable and functional walking. This is 
evident in in that physical fatigue increased under load in comparison to no load, 
implying that load carriage had an external influence on participants walking 
performance. However, there is minimal evidence of fatigue effects evident in the 
neural response beyond that observed in the no load condition.  
This is somewhat discordant with prior research of the P3 following acute exercise. 
In assessments of cognitive processing following acute bouts of exercise at differing 
intensities, the P3 was enhanced in amplitude compared to baseline when intensity is 
moderate with RPE scores of  11 and 13 (Kamijo et al., 2004), and RPE M = 12.92 
SE = 0.26, (Kamijo et al., 2007). However, at high intensities (RPE score of 15, 
Kamijo et al., 2007; RPE M =19.50 SE = 0.23, Kamijo et al., 2004) the P3 reduced. 
Compared to the current study, the no load condition (RPE M = 8.88, SE = .53) 
might have predicted an enhanced P3 compared to the seated condition (e.g. 
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baseline), and compared to the load condition (RPE M = 14.75, SE = .41) attenuation 
of the P3. However, the present study was shorter in duration and assessed task 
performance during walking activity, rather than following a 20 minute bout of acute 
exercise (Kamijo et al., 2004; Kamijo et al., 2007).  
This suggest that the P3 in the present study shows minimal influence from engaging 
in walking or from fatigue from walking with a load. It is more likely, and in line 
with the results presented in Chapter 3 that there is a perceptual load effect induced 
by task performance in everyday settings. Resultantly, the ERPs measured in the load 
and no load condition showed attenuation of amplitudes measured to both target and 
deviant stimuli while walking with and without a load, in comparison to the seated 
condition. This suggests an effect on overall attentional control, or executive 
monitoring, of which selective attention sub-serves.  
The interpretation of these results with the dynamic resource allocation model is also 
supported by concepts derived from dual task behavioural studies examining 
cognitive function in conjunction with walking. This is embodied by the ‘posture-
first’ principle (Woollacott & Shumway-Cook, 2002). In healthy adults, maintaining 
operational walking is prioritised over cognitive task performance in dual-task 
scenarios (Bloem, Valkenburg, Slabbekoorn, & Willemsen, 2001). This indicates 
that neural resources are first dedicated to maintain walking function in natural 
environments, with task requirements lined up second. The absence of the need to 
walk in the seated condition would allow entire devotion of resources to the task, 
thus attenuation in neural responses would be expected when walking. There is 
however, a certain caveat with these interpretations, in that the reduction of neural 
resource availability evident in this study does not extend to behavioural effects. 
5.1.5.3 Dynamic resource allocation model explains behavioural effects 
In this study, there were no significant variances in accuracy, error rates or reaction 
time to targets across all three conditions, or differences in walking speed between 
the load carriage and no load carriage walking conditions. Typically, behavioural 
effects are evident in studies supporting load theory (Molloy, Griffiths, Chait, & 
Lavie, 2015) and the posture first principle (Woollacott & Shumway-Cook, 2002). In 
this case, they are not. This suggests that neural processing occurs below a threshold 
of awareness. Several assessments of load theory have demonstrated differential 
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sensory processing under differing loads in the visual modality, without 
corresponding overt behavioural effects (see Lavie et al. (2014) for a review). This is 
suggestive of top-down modulation below conscious awareness, which fits well with 
the general attenuation of walking amplitudes found in this study. 
It is suggested that, in this case, the attenuated neural response found during walking 
may be less relevant to attention, but more so to a more general, top-down controller. 
The dynamic resource allocation model predicts this effect where task specific 
resources are reduced in natural settings by additional demands placed on motor and 
sensory processes to maintain behaviour. Thus, effective resources available for 
functional purposes are restricted. The effectiveness of the top-down controller is 
reduced by demands from multiple operations, but still allocates resources to 
maintain efficient behaviour. This is more in line with prior studies using 
neuroimaging and EEG to study cognition during walking.  
Portable fNIRS studies of walking and cognitive function (Holtzer et al., 2011, 2015; 
Verghese, Wang, Lipton, Holtzer, & Xue, 2007) have found increased activation in 
the frontal cortex during walking which is also typically activated under increased 
perceptual load (Scalf & Beck, 2010; Shim, Alvarez, Vickery, & Jiang, 2010). In 
EEG treadmill studies comparing cognitive control when seated, standing and 
walking in healthy young populations (De Sanctis et al, 2014; Malcolm et al, 2015) 
neural responses to task stimuli differ across conditions, but behavioural reaction 
time and accuracy measures remain similar across conditions. This suggests that the 
influence of increased load from walking is subtle, but crucial to coping with 
demands. Similarly, in studies of dual task natural walking and attentional function, a 
reduction of P3 amplitudes during walking indicated the reduced availability of 
resources (De Vos et al., 2014; Debener et al., 2012). Evidence is building to suggest 
that this is not an effect of walking as such, but more an effect of maintaining 
successful operation by effectively deploying available resources under competing 
demands. 
5.1.5.4 Effective performance despite physical load carriage 
In applied research of load carriage and cognitive function, highly trained military 
personnel typically show eventual decreases in behavioural performance, indicating 
reduced cognitive ability to maintain efficient performance (Eddy et al., 2015; 
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Lieberman, Caruso, Niro, & Bathalon, 2006; Mahoney, Hirsch, Hasselquist, Lesher, 
& Lieberman, 2007; Qu, 2013). Such studies assess under greater mass of load 
carriage and for longer durations than those used in this study. In untrained 
populations, increased errors and poorer accuracy rates have been recorded under 
load carriage (Eddy et al., 2015; May et al., 2009), as have increased reaction times 
(Hawkins et al., 2011). However, no effects on behavioural performance were 
identified here. This is likely due to mass of load carried and duration of task, as 
these studies assessed at loads of 40 kg for 2 hours (Eddy et al., 2015), 30% body 
weight for 22 minutes (May et al., 2009) and at 10 kg of anterior load with obscured 
obstacles (Hawkins et al., 2011). In comparison, this study was shorter (12 minutes 
40 seconds), required load carriage of one-third body weight (capped at 24 kg), and 
was obstacle free. It is possible that the current study did not present the same 
volume of challenge via load carriage compared to the aforementioned studies.  
Nevertheless, the addition of load carriage appears to have no further modulation on 
the P3 response when compared to walking without load carriage. This indicates that 
in taxing the motor system and movement control, there are limited effects on neural 
responses for cognitive function. The duration of the task was relatively short, at 12 
minutes 40 seconds and as such, is shorter than typical assessments of acute bouts of 
physical activity on cognition. This was intentional, in order to isolate the effect of 
physical load carriage (e.g. physiological effects) on cognitive function, without 
necessarily inducing potential fatigue or psychological effects that may play a role in 
cognitive function. As such, the aim here was to obtain a pure assessment of the 
effect of load carriage, in as representative a situation as possible, without 
contamination. Thus, the data suggest that load carriage as an independent factor has 
little additional effect on attentional function other than that attenuated during 
walking without load in real life settings. However, there is evidence of a 
psychological impact in this study.  
5.1.5.5 Load carriage and affect 
There were clear differences in ratings of perceived exertion and in subjective 
measured following load carriage in comparison to no load carriage. Perceived 
exertion was rated 41.92 % higher during load carriage and subjective experience 
measured showed comparable ratings for positive perceptions and subjective 
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perceptions of distress, but fatigue was rated 19.42 % higher following load carriage. 
This indicates that there was indeed an effect of load carriage over and above the 
experience of walking without load carriage. This is interesting in the context of 
applied load carriage studies, and suggests that psychological perceptions may play 
an eventual role in cognitive function when examined with physical activity factors.  
Psychological affect may influence cognition during physical activity, and this is 
worth noting for future studies. For example, Audiffren and André (2015) suggest 
that Baumeister’s strength model of self-control (Baumeister, Vohs, & Tice, 1994) 
could explain how long-term engagement in habitual exercise results in a positive 
mood which in turn boosts self-control and improves ability to responsibly self-
regulate, or, mediate functional cognition. Measuring activity in the alpha band may 
enable further insight into the relationship between affect and cognitive performance, 
due the relationship of alpha activity to perceived physical properties of the body, 
such as pain (Plattner et al., 2014), state, strain and motivation (Schneider et al., 
2009). Thus, following extended assessment of load carriage, it might be difficult to 
dissociate psychological effects from cognitive function. Again, however, this study 
set out to isolate physical load carriage and successfully found no additional neural 
effects in comparison to walking. This suggests that fatigue may affect cognition 
more than actual load carriage.  
While alpha is commonly used as an indicator of attentional function and fatigue, it 
may not be the best marker. For example, during marathon running no clear patterns 
in alpha amplitude was found (Doppelmayr, 2012). However, examining ERP 
responses to stimuli processing shows processes susceptible to extreme physical 
activity. Over time, P3 amplitudes and alpha event related desynchronisation 
decreased showing reduced ability to process stimuli (Doppelmayr et al., 2007). 
These effects, rather than being susceptible to high perceptual load, result from 
accumulating fatigue. Thus, top down control may not necessarily be influenced by 
load carriage or physical acts, but by associated factors, namely the environment and 
psychological perceptions, which effect attentional focus by limiting available 
resources for efficient processing due competition to maintain operational behaviour 
as predicted by the dynamic resource allocation model.  
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5.1.5.6 Study limitations 
These interpretations may be contested on the basis that this study did not have 
operational measures of perceptual load, and rather, relies on inferred assumptions of 
this effect. Presently, the value in proposing potential explanations based on the 
observable data available is stressed, and debate and innovation is encouraged to 
assess these propositions. This is a caveat of such innovative research. Conducting 
studies in real life will inevitably be subject to influences beyond the standard 
manipulations of the laboratory, but simultaneously are essential to understanding 
operational behaviour in everyday life. Nevertheless, some additional measures and 
alterations are foreseeable to aid this work.  
To estimate the environmental influence on target detection during walking with and 
without load, this task could be executed on a treadmill. In this instance, perceptual 
influence could be minimised (in comparison to outdoor natural walking), and would 
assist in uncovering the extent of movement effects. This would remove components 
of optical flow and reduce auditory noise, and limit extraneous sensory input. 
Further, the design of this study could be altered in small ways to further examine 
affect. An increase in task duration would help pinpoint if fatigue effects attentional 
function, either behaviourally, or at the neural level. Moreover, trained personnel are 
likely to fare better under these conditions than healthy, but novice populations. 
Again, it would strengthen the perceptual load effect hypothesis if this was present in 
experienced load carriers.  
Further, additional measures might assist interpretation of the results of this study. 
To better estimate the direction of the relationship between walking maintenance and 
attentional function, measures of the gait cycle (such as cadence, stride length, and 
force) should be taken. This could be achieved in laboratory settings where walking 
platforms are equipped with sensor technology, but in natural settings, a small, non-
invasive wireless pressure sensor would be required and integrated into the EEG 
recording stream. Further physiological data could be incorporated, such as heart 
rate, to better measure actual as opposed to perceived fatigue. This could currently be 
implemented independently of other measures, but ideally, this data should also be 
combined into a single recording with the EEG data. Additionally, this study would 
be better supported with audio-visual recordings of the walking environment for 
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scene analysis and estimation of perceptual load. Of course, with the greater number 
of measures comes a greater volume of equipment and procedure, detracting from the 
‘natural’ element of this research.  
It is clear from this study is that the effects of physical load carriage on selective 
attentional processes are minimal, and do not necessarily task cognitive function 
beyond that observed during walking. It is more likely that attentional processes are 
susceptible to environmental and fatigue effects by means of indirect interaction. Top 
down control mechanisms such as monitoring and inhibition may dictate resource 
allocation, within the constraints of available effective resources, however, there is 
potential for modulation through targeted training if the precise role of each process 
is clarified.  
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5.1.6 Conclusion 
This study aimed to investigate if there was an interaction between selective 
attention, walking and physical load carriage. The P3 was assessed as a marker of 
selective attention to target tones in an auditory Oddball task when seated and 
walking with and without carrying a physical load of one-third body weight. It was 
found that physical load carriage induced no variance in the neural response in 
comparison to the walk with no load condition, yet each walk condition elucidated 
reduced neural responses in comparison to the seated condition. Further, there were 
no differences in accuracy, error rates or reaction time of target detection across all 
conditions, or in walk speed between load carriage and no load carriage. There was 
however increased ratings of perceived exertion and fatigue during load carriage, 
compared to no load. This suggests that although there was an impact of load 
carriage, this did not translate to the neural recordings in this instance. Interpretations 
suggest that navigating everyday environments result in reduced resources for task 
specific goals, when compared to laboratory conditions. As predicted by the dynamic 
resource allocation model, this is due to the stimulus rich natural environments 
necessitating greater perceptual processing that is absent in highly controlled 
environments.  
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6 Chapter 6. Discussion 
6.1 Overview of findings from empirical chapters 
The purpose of this research was to address what influence load carriage has on 
attentional function using mobile EEG. To assess this, a series of experiments were 
carried out with four main objectives. (1) To establish that mobile EEG could 
achieve viable and accurate recordings of brain activity in natural settings, (2) to 
investigate the influence of walking on attentional processes, (3) to establish if there 
were any effects of load carriage on brain activity during walking, and (4) to assess if 
there was an interaction of physical load effects with walking and attentional 
processes. Objective one was addressed primarily by study one presented in Chapter 
3.1, and in all subsequent studies with analysis of the signal to noise ratio. Objective 
two was addressed in Chapter 3.1 and Chapter 3.2 by examining the influence of 
walking on selective attention and attentional orienting responses represented by 
ERPs. Chapter 4 addressed objective three by examining the effect of load carriage 
on the GRCP, and Chapter 5 presented the final test of the research question in 
addressing objective 4 and examined the effect of load carriage on selective 
attention. 
This thesis presents a successful demonstration of applying mobile EEG to a research 
problem and achieves good quality data throughout. With study one (Chapter 3.1) a 
partial replication was performed of the studies of Debener and colleagues (2012) 
and De Vos and colleagues (2014) and found ERP results in line with the findings 
from those papers, indicating a successful application of the mobile EEG technique. 
Subsequent studies also found ERPs of high quality evidenced by the signal to noise 
ratio analysis (table 6-1). Further, loss of trials from artefact rejection was slight and 
showed minimal variation across conditions both within and between studies (table 
6-2), suggesting that mobile EEG is a viable tool for collecting data in natural 
settings and is comparable to laboratory recordings. This will be discussed further in 
Chapter 6.2.1. 
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Table 6-1 Signal to noise measured in each condition across experiments 
Signal to noise measured in each condition across experiments 
 Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 
 M (SE) M (SE) M (SE) M (SE) M (SE) M (SE) 
Indoor 
seat 
15.82 (1.27) 13.88 (2.29) 0.74 (2.47) 3.87 (2.07)  6.59 (3.23) 
Indoor 
walk 
7.87 (1.87) 7.64 (2.93) - - - - 
Outdoor 
seat 
12.88 (1.89) 11.88 (2.40) - - - - 
Outdoor 
walk 
9.56 (1.69) 9.08 (1.52) 1.53 (1.88) 7.94 (2.76) 27.60 (1.49) 5.21 (2.45) 
Standing - - -0.47 (3.18) 1.60 (2.80)   
Walk 
with load 
- - - - 28.36 (1.49) 3.20 (2.23) 
 
Notes. Means are a measure of power in the signal (µV2). Power is calculated from 
the measure of the ERP component under investigation and divided by the standard 
deviation in the baseline of the ERP, except for experiment 5, where the epoched 
standing data served as a baseline. Exp.1 = counting task and Exp. 2 = button press 
task in study 1. Exp. 3 = active distraction and Exp. 4 = passive distraction in study 
2. Exp. 5 = study 3, walking and physical load carriage, Exp. 6 = selective attention 
during load carriage, study 4.  
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Table 6-2 Artefact rejection rates by condition across studies 
Artefact rejection rates by condition across studies 
 Study 1 Study 2 Study 3 Study 4 
 M % M % M % M % 
Indoor seated 9.6 12.8 - 11.7 
Indoor walking 12.9 - - - 
Outdoor seated 10.9 - - - 
Outdoor 
walking 
15.7 12.6 9.8 11.5 
Standing - 11.6 5.6 - 
Stand with load - - 5.9 - 
Walk with load - - 10.2 11.9 
Mean 12.2 12.3 7.8 11.7 
 
Notes. Means are percentage of total trials rejected in each condition following 
artefact rejection criteria outlined in the methods section of each chapter.  
 
To investigate the effect of walking on attentional processes, two studies were 
carried out. The first was an assessment of the P3 as a marker of selective attention 
(Chapter 3.1) and the second, an assessment of the MMN as a marker of automatic 
change detection (Chapter 3.2). In the P3 study, a simple auditory discrimination task 
in a 2 by 2 manipulation of action (seated and walking) and environment (indoors 
and outdoors), was employed to elicit a P3 in response to target selection. This was 
carried out twice, with differing response modes; the first, a counting response, and 
the second, a button press response. Accuracy data found higher incidence of correct 
target detection when seated than when walking, with no evident effects of 
environment, response mode or interactions. This was also reflected in the P3 
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response where amplitudes to targets were greater than to deviant and standard tones, 
indexing the P3 to correct attentional selection. 
Briefly, amplitudes measured were larger in the seated conditions in comparison to 
walking conditions, however there were no main effects of environment or response 
mode, or interactions of environment and stimulus, or with response mode. An 
interaction of action and environment found that when walking, there were no 
differences in amplitudes elicited between indoors and outdoors conditions, but when 
seated, outdoors amplitudes were attenuated in comparison to indoors amplitudes. 
Further, the interaction of action and stimulus factors found targets and standards 
elicited attenuated amplitudes when walking in comparison to seated conditions, with 
no difference in deviant amplitudes between seated and walking conditions, 
indicating a global reduction in neural responses when walking compared to seated 
conditions. Further, signal to noise assessment found greater power to targets in 
seated conditions in comparison to walking conditions, although this effect was 
small. 
In sum, there was attention-related attenuation in the signal, although the fact that the 
indoors seated condition was distinguishable from all other conditions suggests that 
walking alone may have only a partial effect, and rather, associated processes 
involved in the control of walking also effect attentional resources. This concept was 
also evident in study 2 where the MMN was examined as a marker of change 
detection.  
Study 2 examined if early sensory processing differed during seated, standing and 
walking conditions due to executive function involvement. A two-tone auditory 
Oddball stream which contained one rare deviant physically differing in pitch from a 
standard repetitive tone was ignored in two experiments, one of active distraction and 
one of passive distraction. A small MMN was found when seated relative to the 
walking condition, with the walking condition producing the largest MMN. The 
standing condition found a MMN numerically larger than seated but smaller than 
walking. There was a small interaction effect between conditions and experiments 
and when this was followed up, it was found that the active experiment showed no 
differences across conditions, while in the passive experiment, the walking condition 
was modulated in comparison to both the seated and standing conditions. A later 
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MMN peak latency was also found in the passive experiment, suggesting that stimuli 
processing in the passive experiment differed from stimuli processing in the active 
experiment. Further, SNR analysis found no variance in power within conditions or 
across experiments suggesting that signal quality was comparable within this study. 
Together these results demonstrated that there are effects of moevement related 
postural control on early sensory processes, however the pattern of results and 
examination of these in conjunction with task demands suggests that motor functions 
have minimal effects, and that rather, executive resource deployment during each 
condition may better explain the findings of this study (discussed further in Chapter 
6.2.2). Overall, the results from Chapter 3 suggest that walking does indeed influence 
attentional function, however, these effects are not necessarily related to the act of 
walking directly, but may be related to functions that enable operational walking. 
Therefore, there is an interaction between the dynamic processes that maintain 
walking and functional cognitive operations. 
Based on the concept that walking has a cortical component and requires input from 
executive resources to enable successful maintenance, it was examined how the 
addition of physical load carriage would influence this. Analysis was focused on the 
GRCP, the cyclic nature of which is associated with sensory and motor processing. 
By taxing the motor system with additional physical weight, any variation in the 
GRCP would suggest changes in sensory or motor capabilities at the cortical level. 
During a three minute walk, participants reported higher levels of perceived exertion 
and greater levels of fatigue during load carriage than when walking without a load. 
EEG analysis showed that walking was represented by the presence of a GRCP that 
was absent during standing, however, this GRCP showed no significant variance 
attributable to load carriage. Finally, walking speed was increased during load 
carriage in comparison to walking without a load, and this was due to longer strides 
taken to accommodate the load, thus demonstrating a change in walking strategies.  
While these results showed that the GRCP is somewhat robust to the addition 
physical load carriage, this is the first study to show that a GRCP is elicited during 
natural walking. In sum, data indicate that there is an element of cortical control 
underpinning the control of walking, and these results are highly similar to the 
laboratory treadmill study of Knaepen and colleagues (2015), demonstrating viable 
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translation and improved ecological validity in investigating of the cortical control of 
walking. 
Finally, the interaction of attention, load carriage and walking was examined with the 
P3 response to a designated target tone during walking with and without carrying a 
physical load and when seated. While the previous experiment found no effect of 
load carriage on the cortical control of walking, it was anticipated that due to the 
dynamic relationship between walking and attentional resource allocation identified 
in studies 1 and 2, there may be an effect of load carriage on attention during 
walking. Psychological effects were identified during load carriage whereby there 
were reports of greater exertion and subjective fatigue when compared to walking 
without load, however, the effects of load carriage did not extend beyond this. 
Across the three conditions of seated, walking and walking with load, there were no 
differences in behavioural performance with regards to accuracy, error rates or 
reaction time. Further, there was no difference in walking speed between walking 
with and without a load. P3 data found that response to targets were greater than 
those to deviants, indicating that selective attention was deployed. A main effect of 
condition saw amplitudes generally larger in the seated condition in comparison to 
each of the walking conditions. There was however, no difference in the amplitudes 
elicited during walking with and without a load. Together, these results suggest that 
while there is some attenuation of the neural response during walking, this is unlikely 
related to load carriage, and in this instance, does not show evidence of an influence 
on attentional processes specifically. 
However, given the relatively short duration of the task, fatigue and exertion effects 
were reported following load carriage. These however do not translate to impact 
behavioural performance, nor is there evidence of attentional processes specifically 
showing vulnerability during load carriage as demonstrated by the lack of an 
interaction between stimuli amplitudes elicited varying by condition. 
Consequentially, the differences observed in the ERP amplitudes between seated and 
walking conditions are more likely due to additional demands placed on perceptual 
processes that are necessitated during walking. 
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In sum, the influence of physical load carriage on attentional function is indirect. 
Subsequent effects identified following load carriage are likely due to associated 
processes arising from the dynamic deployment of executive function across multiple 
domains to ensure successful maintenance of behaviour to meet task demands, as 
outllined in the dynamic resource allocation model. This concept is discussed further 
in the following sections. 
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6.2 The influence of load carriage on attentional function assessed by mobile 
EEG  
6.2.1 Mobile EEG demonstrates good signal quality 
Movement related artefacts are a substantial consideration during EEG studies of 
walking. Evidence suggests that oscillatory signatures of gait activity may be 
susceptible to artefact interference. In a comparison of EEG signal data and 
movement data from an accelerometer during treadmill walking, common harmonics 
were found in the EEG and accelerometer spectra. This indicates that that prior 
conclusions based on frequency analysis of the gait cycle may be contaminated by 
the frequency elicited by motion artefacts (particularly at higher gamma bands), and 
appropriate steps should be taken to clean the EEG spectra prior to analysis 
(Castermans et al., 2014). However, ERPs are not subject to the same level of motion 
artefact (Castermans et al., 2011). 
Contamination of the EEG signal by movement artefacts are for the most part 
minimal and rather, artefacts present in the EEG signal during fully mobile testing 
are subject to the same considerations as traditional, stationary EEG recordings. 
Artefacts in this sense may be physiological (e.g. eye movements or skin potentials) 
or externally induced. For example, if the cap is ill fitting or if the electrode wires are 
not immobilised the electrodes may move around and result in externally induced 
noise. The mobile systems employed (discussed in Chapter 2.3) in these studies have 
been designed specifically to minimise these effects. The cut of the cap encompassed 
the entire skull to ensure a close fit, and the length of the wires have been carefully 
cut to terminate at the base of the skull where the amplifier is securely attached to the 
cap. This leaves little room for noise induced by moving electrodes. While there is 
currently no research available on movement related artefact contamination in fully 
mobile EEG studies, the signal quality of the systems employed in this research can 
be inferred at least equal to that of traditional, stationary recordings. 
This is in part due to the similarity of the results achieved in study 1 to those reported 
in Debener and colleagues (2012) and De Vos and colleagues (2014). In each 
instance, the ERPs elicited during walking were smaller in amplitude than those 
recorded while seated. This is also clear in the results presented here. A signal to 
noise measure is also calculated in all studies, and comparable measures found across 
208 
 
conditions and experiments in each study (Table 6-1). However, signal processing 
techniques presented in this study diverge prior mobile EEG studies (De Vos et al., 
2014; Debenrer et al., 2012) with regards to artefact rejection. 
The studies presented in this thesis are the result of modest artefact rejection 
procedures. It should be noted that the studies of Debener and colleagues (2012) and 
De Vos and colleagues (2014) were focused on showing that mobile EEG recordings 
are feasible in everyday settings, but also in particular for creating closed-loop 
feedback systems. This is of relevance for brain-computer interfaces and applications 
in medically assistive devices, such as cochlear implants. This however, was not the 
focus of this thesis. The purpose here was to use the EEG data generated for 
conceptual, interpretative purposes based on experimental design and represent the 
current state of the technology in doing so. ICA was used to attenuate eye 
movements in the signal and epochs were removed if the signal demonstrated clear 
non-neural contamination. This was determined by specific thresholds detailed in the 
data processing sections of each study chapter, and were consistent across conditions 
for each study. This is a typical procedure in EEG experimental research. The 
percentage of rejected epochs in each condition for each study are shown in table 6-
2. The total values are highly similar across studies, and comparable to artefact 
rejection rates of stationary EEG recordings. Based on this, it can be said that the 
data presented in this thesis is of sound quality and comparable to that generated in 
stationary EEG recordings. 
Future studies however, may wish to deviate from ERP research and examine 
oscillatory activity. It was discussed in Chapter 1.5.2 that the low delta and high 
gamma frequency bands were susceptible to containing motion related artefact. 
There are research groups working on solving this problem. New computational 
methods are being developed to minimise artefacts, such as template correlation 
rejection (Oliveira, Schlink, Hairston, König, & Ferris, 2017). Template correlation 
rejection scans the signal recorded at each channel and based on amplitude 
variations, correlates data to a model of artefact like properties. This can then be 
decomposed into independent components and separated from the neural data. This, 
like the ICA function employed in this thesis to identify eye movements, will assist 
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in identifying motion related activity and enable attenuation of motion related 
artefacts. 
There are also methods being tested for potential online analysis during walking. One 
such method is the weighted phase lag index. This is a measure of dynamic 
connectivity to estimate ongoing neural activity which normalises phase weight 
differences in the signal with limited influence from unrelated sources (Vinck, 
Oostenveld, van Wingerden, Battaglia, & Pennartz, 2011). This approach has 
successfully been applied to online analysis of event-related cognitive function 
during walking on a treadmill (Lau, Gwin, McDowell, & Ferris, 2012), but is yet to 
be assessed in a natural setting. However, using the weighted phase lag index to 
examine connectivity would be particularly interesting in studies that wish to 
examine brain activity during everyday activities over longer periods of time. 
These advanced signal processing techniques may unleash a wealth of opportunities 
for EEG assessments of the brain in everyday settings however, there is certainly an 
argument for extensive laboratory testing in the first instance. Computational models 
are theoretically impressive, and practically, can be powerful tools in research. 
However, a recent study has shown that model estimates of activity can be 
inaccurate. Snyder and colleagues (2015) examined how artefacts are represented in 
commonly used ICA decompositions and source localisation techniques. Neural 
signals were blocked with a swim cap during treadmill walking at speeds of 0.4, 0.8, 
1.2 and 1.6 m/s, while EEG was recorded from a conductive wig placed on top of the 
swim cap. In theory, data recorded should only represent motion related activity 
because the neural signals could not be transmitted. EEGLAB was used to implement 
ICA and dipole fitting on the recorded EEG data to estimate how accurately ICA and 
dipole fitting can identify these signals as non-neural. This was successful in 99 % of 
cases, however, neural sources were identified in 1 % of cases, despite topographical 
maps, power spectra, time courses and event related spectral perturbations 
representing non-neural sources (Snyder, Kline, Huang, & Ferris, 2015). This 
suggests that there are some issues with the computational models used in this 
assessment, which may need refinement before use in naturalistic EEG studies. 
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6.2.2 The influence of walking on attentional processes 
Chapter 1.6 set out a theoretical framework following a review of the literature 
related to investigating the influence of load carriage on cognition. With this, the 
concept of dynamic resource allocation was explained. This states that in studies 
reflecting more typical, everyday settings, brain activity relating to task performance 
would be attenuated due to a limit on effective resources available, enforced by 
typical behavioural maintenance. Part of this thesis focused on the everyday act of 
walking. Indeed, the studies presented in Chapter 3 indicated that there is an 
influence of walking on attentional processes. However, the findings suggest that 
walking as such does not cause a change in attentional processing because there is no 
clear universal shift in attentional function as a result of walking, in comparison to 
seated or standing conditions, but there are variances evident. This suggests that 
walking and the differing patterns of brain activity across conditions are linked, and 
this is best explained by a dynamic resource allocation model. 
Walking for the most part is an automatic process but there are clear elements of 
cognitive control. This is evident in how walking adapts to the environment (Batson 
et al., 2011; Brady et al., 2012; Rhea et al., 2014), and how walking has been shown 
to result in a cost to cognitive processing (Peters et al., 2013). The deployment of 
cognitive control is also found in studies of postural control, in dual task studies and 
in neuroimaging measures. In sum, the literature reviewed suggested a bi-directional 
relationship between walking and cognitive function in which focus on one can 
influence performance on the other. This is mediated by environmental influences. 
There is clear evidence of the environment mediating the relationship between 
walking and cognition from the studies presented in Chapter 3. In study 1 selective 
attention was assessed in four conditions across two experiments. These were 
designed to tease out the interaction of movement (walking and seated), and 
environment (indoors and outdoors). There was a difference in accuracy 
performance, where participants were more accurate when seated than when 
walking. This is in line with dual task studies which show that walking can result in a 
cost to cognitive performance. There was however, no effect of environment on 
accuracy but this was present in an interaction in the ERP results. This suggest that 
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the influence of environment is subtle, and while not necessarily a problem for 
performance, there are effects in how the brain handles information. 
The ERP results show that selective attention processes are attenuated during 
walking, in comparison to seated conditions. This fits well with load theory, and by 
extension, the dynamic resource allocation model. Load theory is also demonstrated 
in the environment and action interaction, where the indoors seated condition 
produced larger amplitudes overall, indicating full resources availability, where all 
other conditions were attenuated, suggesting effective resource availability was 
reduced to tend to other maintenance processes. 
In sum, there was attention related attenuation in the signal, although the fact that the 
indoors seated condition was distinguishable from all other conditions suggests that 
walking alone may have only a partial effect, and rather, associated processed 
involved in the control of walking also affect attentional resources. This concept was 
also evident in study 2 where the MMN was examined as a marker of change 
detection. 
Change detection was assessed to simple changes in physical stimulus features in this 
study. This design should elicit automatic processes that involve prior matching, and 
should be free of higher order cognitive computations. In this way, there is less 
control over what is processed, however, there may be limits to resources available 
for processing and this would be demonstrated in attenuated MMN components. 
Study 2 manipulated cognitive load in two ways, through distraction (active or 
passive) and through posture (seated, standing and walking). If the change detection 
process was immune to load effects, then the MMN would be similar across 
experiments and conditions. However, a smaller MMN was found when seated 
relative to the walking condition, with the walking condition producing the largest 
MMN. This was mainly driven by the results of the passive task, in which the seated 
and standing MMN was attenuated in comparison to the walking condition, whereas 
in the active task, MMN amplitude was equal across conditions. This suggests that 
there is differential deployment of change detection processes across active and 
passive tasks, and across conditions, and such a scenario is predicted by load theory. 
Effectively, when the brain is busier (e.g. executive resources are in use) attention is 
deployed in a much more focal way. Passively watching a video while seated and 
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standing requires minimal additional processing in comparison to walking where 
high perceptual monitoring and feedback is essential to maintaining safe walking. 
Thus, under lower perceptual loads, attention is supplied unselectively, and the 
processes dedicated to detecting changes are washed out to an extent. 
Comparing these results to those of study one, it is interesting that the ERPs 
measured do not always attenuate during walking. If walking had a global repression 
on effective resources, or was subject to a unilateral relationship with cognitive 
function it would be expected that ERP components would attenuate under 
competing demands. However, it seems that there are other factors which interact 
and prioritise resource allocation for effective function also. This is likely executive 
mechanisms involved in the maintenance, prioritisation and inhibition of behaviour. 
Treadmill studies have found that while cognitive performance behavioural effects 
are not always evident in younger adults, there are specific effects in inhibitory 
processes identified by in the EEG signal (De Sanctis et al., 2014; Malcolm et al., 
2015). Inhibition processes were recalibrated to cope with the demands of waking, 
and preserved cognitive performance, however, there was a change in walking 
behaviour correlated with maintaining performance on the cognitive task. 
Behavioural performance was found to be poorer when walking in study 1. This 
might be reflective of the additional cognitive load and consequential limited 
effective resources induced by testing in non-laboratory conditions. 
Each of the studies presented in Chapter 3 show that there are specific effects on the 
processes that underlie attention, which can impact cognitive behavioural 
performance. It is postulated that this is due to deployment of executive functions 
rather than the specific effect of walking. There is almost certainly a role of the 
external environment as a mediator in the relationship between walking and 
cognitive performance, and ideally, knowledge in this area could be extended by 
examining how executive operations are affected in everyday settings. 
6.2.3 Effects of load carriage on walking in the cortical response of the brain 
Chapter 4 presents the first study to examine the cortical response during natural 
walking. Inspired by Knaepen and colleagues (2015), the results of this experiment 
demonstrate that a cortical component can be identified during natural walking, and 
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this is temporally compatible with the gait cycle. Further, this GRCP is robust to the 
addition of physical load carriage, indicating that the GRCP displays characteristics 
of a steady state potential involved in the maintenance of walking control. Chapter 
1.5.1 discussed EEG studies examining oscillatory activity during walking and 
walking related movements. Within this, a there is clear evidence for sensory and 
motor activation in the cortical response. It would be expected that during load 
carriage, processing would be more effortful to maintain operational behaviour and 
this should be visible in sensory or motor activations. However, the GRCP in this 
instance was equivocal across conditions, suggesting the load carriage has minimal 
direct influence on the functional capability of the brain. 
Nevertheless, during a three minute walk, participants reported higher levels of 
perceived exertion and greater levels of fatigue during load carriage than when 
walking without a load. While the cortical response shows steady maintenance, the 
psychological system shows clear susceptibility. The aim of this experiment was to 
minimize fatigue effects and isolate the effect of the load carriage in as much as 
possible. However, it is clear from self-reported ratings, that there are effects of load 
carriage on fatigue and exertion. It is interesting to note that there were no 
corresponding differences in positive mood or negative affect across conditions. 
These results suggest that the biggest challenge to maintaining operation during load 
carriage is self-perceived fatigue and exertion. 
Chapter 1.3.4 outlined EEG studies examining the role of affect in exercise, in 
relation to Davidson’s (1998) model. This states that there is left frontal asymmetry 
evident in analyses of alpha band activity following exercise which correlates with 
assessments of mood and affect. While this left frontal asymmetry in alpha activity is 
not always found (Crabbe & Dishman, 2004), there is a clear role for alpha band 
activity involved in perception and affect (e.g. Schneider et al., 2009). This implies 
that there are cortical responses involved in the perceptions of fatigue that manifest 
in the alpha frequency and future studies attempting to pinpoint at what point load 
carriage may affect cortical involvement should examine associations of alpha 
activity of self-rated fatigue. Further, this could be carried out in an exhaustive 
protocol such as those used in studies of the effects of physical activity to obtain 
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cardiovascular measures such as VO2 output, heart rate and muscle fatigue. This 
would help disentangle physical fatigue from mental fatigue. 
Mental fatigue is characterized by a state of impaired behavioural performance and 
can have a detrimental effect in many occupations, such as vehicle drivers 
(Williamson et al., 2011). While mental fatigue is typically thought of as a cognitive 
state, there is also a motivational influence (Boksem, Meijman, & Lorist, 2006; 
Möckel, Beste, & Wascher, 2015). Mental fatigue during a cognitive task 
performance has been represented in the EEG signal in the theta frequency band 
(Wascher et al., 2014), and studies of physical activity have also found increases in 
theta and beta frequencies related to fatigue (Field, Diego, & Hernandez-Reif, 2010; 
Gioux, Arne, Paty, & Bensch, 1984). There may be an overlap in how mental and 
physical fatigue are defined at the cortical level, which could be moderated by 
motivation or self-perception. 
Based on the discussion above, it is suggested that perceptions of fatigue and 
exertion may influence behaviour more so than the act of load carriage. This concept 
was also proposed in Chapter 1.2.5 following a review of the relevant literature. 
McMorris and colleagues (2015) suggest that perceptions of effort relate closely to 
cognitive performance, and moreover, performance is bound by perceptions of effort 
and fatigue (Marcora & Staiano, 2010; Marcora, Staiano, & Manning, 2009). This 
highlights that capability is only part of the function. While performance might be 
possible, this may not always translate to equivocal ability. Rather, there is a 
moderator in the form of desire or motivation. 
Motivation in task performance may be a more functional factor to investigate how 
the brain responds during load carriage. With EEG, this might be approached by 
examining activity in the theta band (Wascher et al., 2014). If neural indices of 
motivation are found to differ under load carriage, then this factor could be targeted 
to assist in cognitive performance. Targeting motivation would involve devising 
training protocols to enhance ability to cope with task demands. While training may 
help mitigate the effects of fatigue and encourage longer performance, this is likely 
to be expendable as shown by the common inverted U model of performance and 
exertion. Preferably, understanding how motivation influences fatigue and in turn 
performance at the neural level would assist in understanding of how recovery from 
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fatigue functions. In turn, this could help the introduction of appropriate breaks in 
occupational performance, and protocols could be developed to invigorate and 
regenerate for safe operation. 
6.2.4 Interaction of physical load effects with walking and attentional processes 
In the final test of this thesis, the interaction of physical load effects with walking 
and attentional processes were investigated. Chapter 5 reported psychological effects 
resulting from load carriage as indicated by reports of greater exertion and subjective 
fatigue when compared to walking without load. However, there were no other 
evident effects of load carriage. There were no differences in behavioural 
performance with regards to accuracy, error rates, and reaction time or with walking 
speed between walking with and without a load. The P3 ERP found that response to 
targets were greater than those to deviants, indicating that selective attention was 
deployed and a main effect of condition found amplitudes elicited were generally 
larger in the seated condition in comparison to each of the walking conditions. 
However, there were no differences between the amplitudes of walking with and 
without a load. Subsequently, results suggest that while there is attenuation of the 
neural response during walking, this is unlikely related to load carriage, and in this 
instance, does not show evidence of influence on attentional processes specifically. 
In Chapter 5.1.5 an extensive discussion of these results is presented. Briefly, these 
suggest that the data achieved in this study highlight an influence of walking on the 
P3 due to the interaction of environmental factors, and that load carriage increases 
estimates of perceived exertion and fatigue. However, there is no accompanying 
decrements in behavioural performance as a result. The attenuated neural responses 
found during walking are to be expected under interpretations of load theory (e.g. 
Lavie, 2010; Lavie, Beck, & Konstantinou, 2014). Load theory states that the greater 
the perceptual load present for processing, the more selective filtering applied to 
designated targets. Walking in natural settings may be assumed to induce a greater 
perceptual load than seated in a quiet environment. The seated condition is relatively 
free of distraction during task performance. On the contrary, the walking conditions 
take place in an everyday environment with a greater volume of perceptual activity. 
As such, the distraction level may be assumed greater when walking than when 
seated. However, the observed effects in this study are not necessarily specific to 
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selective attentional processes. Attenuation of amplitudes is evident to both target 
and deviant stimuli while walking, in comparison to the seated condition. This 
suggests an effect on overall attentional control, or executive monitoring, of which 
selective attention sub-serves. This idea fits with the dynamic resource allocation 
model that accounts for reorganised cognitve functions to cope with the demands of 
everyday environments.  
Furthermore, these effects may also be expected when interpreted within the 
‘posture-first’ principle (Woollacott & Shumway-Cook, 2002). In healthy adults, 
maintaining operational walking is prioritised over cognitive task performance in 
dual-task scenarios (Bloem, Valkenburg, Slabbekoorn, & Willemsen, 2001). This 
indicates that neural resources would first be dedicated to maintain walking function 
in natural environments, with task requirements subsequently addressed. The absence 
of the need to walk in the seated condition would allow entire devotion of resources 
to the task, thus attenuation in neural responses would be expected when walking. 
Nevertheless, the reduction of neural resource availability evident in this study does 
not extend to behavioural effects. 
In this study, there were no significant variances in accuracy or reaction time to 
targets across all three conditions, or differences in walking speed between the load 
carriage and no load carriage walking conditions. Behavioural effects are usually 
present in studies supporting load theory (Molloy, Griffiths, Chait, & Lavie, 2015) 
and the posture first principle (Woollacott & Shumway-Cook, 2002). The differences 
in the neural indices across the seated and walking conditions in this study indicate 
that neural processing occurs below a threshold of awareness. This is not altogether 
unusual. In some studies examining cognitive load theory there have been variations 
in sensory processing under differing loads in the visual modality, without 
corresponding overt behavioural effects (see Lavie et al. (2014) for a review). This 
suggest that top-down modulation occurs below conscious awareness, and fits well 
with the general attenuation of walking amplitudes found in this study. 
A top down controller may be responsible for the attenuated neural responses found 
during walking. This interpretation agrees with prior EEG and neuroimaging studies. 
Portable fNIRS studies of walking and cognitive function (Holtzer et al., 2011, 2015; 
Verghese et al., 2007) have shown that the frontal cortex demonstrates greater 
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activity during walking and when perceptual loads are increased (Scalf & Beck, 
2010; Shim et al., 2010). Further, EEG treadmill studies comparing cognitive control 
when seated, standing and walking in healthy young populations (De Sanctis et al., 
2014; Malcolm et al., 2015) show differential neural responses associated with task 
stimuli without covert differences in behavioural responses. Consequentially, it can 
be said that there is a subtle influence of increased cognitive load occurring during 
walking that does not necessarily impact behaviour. 
The available evidence indicates that the increased cognitive load induced by 
walking is not necessarily an effect of walking, but an effect of maintaining 
successful operation. The idea that there are reduced resources available to dedicate 
to task demands was explicitly predicted by the dynamic resource allocation model 
outline in Chapter 1.6. The dynamic resource model states that there will be a limit to 
effective resources available to meet task demands in settings outside of the 
laboratory. Further, the availability of effective resources does not solely rely on 
cognitive resource availability but exists in an interaction between affective and 
physiological measures which all contribute to maintaining typical behaviour. 
Affective influences were present in study four, with differences in ratings of 
perceived exertion and in subjective measures following load carriage in comparison 
to the no-load carriage condition. Similar results were reported in study three 
(Chapter 4). Perceived exertion was rated higher during load carriage and subjective 
experience measured showed comparable ratings for positive perceptions and 
subjective perceptions of distress, but the fatigue component was rated higher 
following load carriage. Load carriage had an influence on subjective feelings that 
was not present during walking alone. This finding was discussed in detail in Chapter 
6.2.3. As a consequence, it was suggested that motivation characterised by neural 
indices may prove an interesting factor to investigate during cognitive performance 
in physical activity studies. 
In assessing the interaction of load carriage with walking and attentional function, 
this study found minimal effects of physical load carriage on selective attentional 
processes and does not task cognitive function more so than when walking without a 
physical load. Based on the data available, the discussion took the stance that 
attentional processes are susceptible to environmental and fatigue effects by means 
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of indirect interaction. Top down control mechanisms such as monitoring and 
inhibition may control resource allocation, but in young, healthy individuals this does 
not manifest in behavioural performance. However, it is argued that behavioural 
performance may be disrupted under longer periods of load carriage, and this is 
likely tied to the effects of fatigue. However, perceptions of fatigue may be mediated 
by the influence of motivation, and thus highlight a potential factor for further study.  
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6.3 Implications 
The goal of this research was to investigate what influence load carriage has on 
attentional function, using mobile EEG. Consequently, it was found load carriage has 
little influence on the neural indices of attentional function as measured by mobile 
EEG. However, it was confirmed that mobile EEG was successfully applied in 
everyday research and found signal quality comparable to EEG recorded in a 
laboratory. It was found that walking influences attentional processes in an indirect 
way, moderated by the environment and concurrent perceptual load. Further, a steady 
state neural index of walking was recorded in a natural setting that is invulnerable to 
load carriage effects. Moreover, it was argued that fatigue plays a prominent role in 
the interaction of load carriage and cognitive function, and further exploring the 
neural underpinnings of motivation may prove fruitful in future studies of load 
carriage and cognitive function. 
This research was conceptualised in a theoretical framework that proposed a dynamic 
resource allocation model. This model demonstrated that there are multiple 
interacting factors that all contribute to and have the potential to affect task 
performance. The dynamic resource allocation model represents the finite nature of 
cognitive resources available for normal function. Within controlled laboratory 
settings, task specific cognitive processes are readily available. However, as 
predictability decreases in natural environments, these available resources are 
reduced as the demands placed on motor, sensory and perceptual processes are 
increased to maintain functional behaviour. Further, compromised physiological 
factors (e.g. sleep and nutrition) will similarly reduce the availability of effective 
resources both in laboratory settings and natural environments.  
The results from each of the studies carried out very much fit with the dynamic 
resource allocation concept. The studies presented in Chapter three demonstrated that 
there were subtle, but clear effects on the P3 ERP as an index of selective attention, 
and the MMN ERP as an index of change detection, depending on the action (seated, 
standing or walking), the environment (indoors or outdoors), and the task (detect or 
ignore tones). In sum, these data show that task performance is variable depending 
on the availability of effective resources. Moreover, it should be noted that further to 
the reduction of available resources for task performance, that this was not thought to 
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be caused by any one specific factor under investigation, but rather, differences in 
performance were evident based on an influential combination of the situation. This 
implicates a role for an executive monitoring system, the efficacy for which depends 
on external demands. 
Study three highlights how strain on psychological factors might affect resources 
available for task performance, albeit in an indirect way. Study three examined the 
effect of load carriage on walking. The GRCP was recorded during natural walking, 
time-locked to the gait cycle, and did not differ under load carriage. This suggests 
that GRCP is steady state potential, similar to the movement-related cortical potential 
(MRCP) that is involved in the maintenance of locomotive control. The GRCP is 
robust to the effects of load carriage, however load carriage certainly had a 
psychological influence. Following load carriage of one-third body weight (to a 
maximum of 24 kg) for a duration of three minutes, there were increased reports of 
exertion and fatigue when compared to no load carriage. 
Discussion around this almost instant self-reported effect of fatigue focused on the 
extrapolation to motivational influences, and desire to meet task demands. This 
serves to strengthen the dynamic resource allocation concept which states that when 
physiological and psychological factors are compromised, effective resources 
available to meet task demands are further reduced. Further, it was highlighted that 
theta band activity may serve as a neural index of motivation as it relates to fatigue, 
and might be an informative tool in future investigations of how the brain responds 
during physical activity. 
The self-reported exertion and fatigue effects during load carriage were also found in 
study four, where the interaction of load carriage on selective attention during 
walking was explored. In addition to the fatigue effects, the results of this study 
indicate that load carriage has a limited influence on the neural markers of attentional 
function and on behavioural outcomes over and above that found when walking 
without a load. In comparison to a seated condition, however, the ERPs were 
attenuated during the walking conditions, demonstrating a general reduction in 
available resources. The evidence suggests that the generally attenuated amplitudes 
in study four are a consequence of reduced resource availability for task performance 
during the walking conditions. However, this is not necessarily an effect of walking, 
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but an effect of maintaining successful operation of walking in a typical, everyday 
setting. Again, this is predicted by the dynamic resource allocation model. In natural 
settings, task specific resources will be reduced to accommodate safe, functional 
movement in settings with lower predictability.  
There are several key points to be highlighted from this body of research. First, that 
behavioural measures do not always fully represent neural function. It may be argued 
that behavioural performance is the cornerstone of everyday function and that if this 
shows no evident disruptions then neural operations are not necessarily of interest. 
While this may be true for young, healthy adults; studying brain functions in 
everyday life becomes much more pertinent in old age and in patient populations, 
when behaviour is frequently disrupted and typical operation becomes challenging. 
There may very well be a way to moderate behavioural performance in such cases, 
but only if the interactions between behaviour and neural processes are understood.  
Mobile EEG is an invaluable tool in this regard. Small and non-invasive, it is 
possible to monitor brain activity continuously in everyday and occupational settings. 
The outcome of this thesis has shown that there is not always a clear cause and effect 
relationship evident despite experimental manipulations designed to induce such 
patterns. Without the EEG recordings, cause may have been misattributed, when 
rather, only a relationship is present. This will be a salient point in studies outside the 
laboratory. Controlling for confounders will be much more difficult than in a 
laboratory and thus gathering data from as many approaches as possible to help 
elucidate the facts will be a pertinent consideration.  
Moreover, a final key point from this research applies to occupational settings in 
which load carriage is an essential duty. Prior to the onset of this work, there was 
very little insight into how the brain functioned during heavy load carriage. Military 
personnel, as discussed in Chapter 1.1, perform complex operations under extremely 
heavy loads for lengthy durations. Further, the terrain in which they operate can be 
varied and unfamiliar and uncertain. Based on the studies presented here, this makes 
for an incredibly challenging mix in which to operate effectively and safely. While 
load carriage may have limited direct influence on cognitive function there are 
certainly influential factors that may exacerbate the influence of load carriage, for 
example, negotiating unknown environments. However, by far the more prominent 
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effect clear in this thesis is the effect of perceived fatigue and exertion. An argument 
was made for the role of motivation and its relationship to cognitive performance. It 
was suggested that motivation could be considered in training protocols to prolong 
behavioural performance (or promote recuperation), however, it is unlikely to be 
entirely protective.  
For this reason, it is important to look further at perceived fatigue and motivation 
effects at the level of the brain, to establish when safe and efficient function becomes 
untenable. Mobile EEG is an ideal tool for this purpose. It was discussed that theta 
band activity may serve as a neural index of motivation, and alpha and beta band 
activities have also appeared prominent in the physical activity literature. Continuous 
recording of EEG during physical activity and specifically examining motivational 
effects will help determine when detrimental effects on cognition become apparent, 
and help in defining appropriate recuperation procedures. 
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6.4 Conclusions 
The aim of this thesis was to investigate the influence of load carriage on attentional 
function using mobile EEG. The focus was on the physiological influence of load 
carriage on brain activity in a natural setting, thus, it was essential to minimise 
potential confounding effects that may arise from load carriage, such as fatigue, and 
account for potential interacting factors, such as from walking and the external 
environment. To achieve this, four studies were carried out. Studies one and two 
examined attentional processes (selective attention and change detection) during 
walking, study three examined the effect of load carriage on walking and study four 
assessed the interaction of load carriage on selective attention during walking. In 
each of the load carriage studies, the recommended guidelines of one-third body 
weight (to a maximum of 24 kg) (Haisman, 1988) was used and only for short 
durations (three minutes in study three, and 12 minutes 40 seconds in study four) in 
an attempt to induce load carriage effects, without unwarranted fatigue. 
There were four objectives defined to investigate what influence load carriage has on 
attentional function, using mobile EEG. The first, to establish that mobile EEG can 
achieve viable and accurate recordings of brain activity in natural settings. The 
second, to investigate the influence of walking on attentional processes. The third, to 
establish if there are any effects of load carriage on brain activity during walking and 
the fourth, to assess if there is an interaction of load carriage effects with walking 
and attentional processes. Interpertaions of these objectives were situated in the 
framework of the dynamic resource allocation model. This states that outside 
laboratory condtions, effective resources avalible to meet task demands will be 
relativly attenuated due to environmental, movement and psychological interactions 
within the body.  
Objective one was achieved through a successful replication of the proof-of-concept 
mobile EEG studies (De Vos et al., 2014; Debener et al., 2012), and evidenced by the 
accumulation of good quality EEG data across all studies. Objective two was 
examined by the studies presented in Chapter 3 investigating selective and orienting 
attentional responses indexed by the P3 and MMN respectively during walking. It 
was found that walking influences attentional processes in an indirect way, 
moderated by the environment and concurrent perceptual load. Objective three 
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considered the effect of load carriage on the cortical control of walking, and was 
assessed by measures of the gait-related cortical potential (GRCP) in Chapter 4. The 
GRCP was found to be a steady state neural index of walking that is invulnerable to 
load effects. Objective four was a culmination of the studies contained in Chapters 3 
and 4 and assessed to what extent physical load carriage influences attentional 
function by examining the interaction of selective attentional processes when 
walking and during physical load carriage. It was found that load carriage had 
minimal influence on attentional processes over those observed when walking alone, 
however, there was attenuation effects apparent by comparison to the seated 
condition.  
This further supports the notion of bound and limited effective resources in studies 
carried outside of laboratory conditions, as predicted by the dynamic resource 
allocation model. Further, based on the outcome of studies three and four, it was 
argued that fatigue plays a prominent role in the interaction of load carriage and 
cognitive function, as measured by increases in self-rated perceived exertion and 
fatigue during load carriage in comparison to no load conditions. Further exploring 
the neural underpinnings of motivation using mobile EEG may prove fruitful in 
future studies of load carriage and cognitive function. 
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