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The nonsingular, nonlinear Volterra integral equation of the second kind for the surface temperature of a 
sphere object to a general boundary condition is solved numerically by a linear multistep procedure based on 
the composite formula. A linearly increasing step size along with an alternating combination of Simpson’s 
rule together with the trapezoid rule is used to carry out the numerical integration. A two-phase integration 
sequence is devised to eliminate an excessive number of linear steps for convection and radiation parameters 
greater than one. A linear boundary condition for which an analytical solution exists is used to test the 
accuracy of the numerical method, whereas the Stefan-Boltzmann law is considered as a nonlinear example 
of some physical significance. A finite-difSerence numerical calculation is also performed to verifv that the 
integral method is computationally less expansive than the$nite-d@erence formulation. 
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1. Introduction 
Many engineering practices require the surface tempera- 
ture of a body that exchanges energy with its surround- 
ings through a convective or radiative mode, or a combi- 
nation of both. When the transfer of energy occurs solely 
in the convective mode the problem can be readily solved 
in closed form. However, if the heat transfer coefficient 
is a function of time,’ as happens in geothermal studies 
where the heating (or cooling) of the rock adjacent to 
water flowing through a crevice is of great interest, there 
is no other choice but to resort to a numerical approach, 
due to the nonlinearity of the boundary. The transfer of 
energy by thermal radiation between two bodies is 
another case that is not possible to tackle analytically. 
The radiation heat exchange mechanism depends on the 
difference of the individual absolute temperatures of the 
bodies each raised to the fourth power. Evidently, the 
importance of radiation increases al high temperatures. 
Typical examples where radiation contributes substanti- 
ally to the heat transfer range from heating of solids 
within furnaces2 to thermal transients of nuclear re- 
actors. 
Address reprint requests to Dr. Villasenor at the Instituto de Invest- 
igaciones Electricas, Sistemas de CombustGn, Interior Internado Pal- 
mira, 62000 Cuernavaca, Mar., Mexico. 
Received 21 May 1993; accepted 23 December 1993 
Another area that has received considerable attention 
is the cooling of satellites. As higher altitudes are attained 
the importance of convective heat transfer diminishes in 
comparison with other modes of heat transfer. At high 
altitude in the rarefied upper atmosphere, the effect of 
radiation becomes significant indeed. For relatively rapid 
changes in speed and altitude, it becomes desirable to be 
able to predict the time variation of temperature. It is 
this time-dependent problem, as applied to a sphere, that 
is considered in this work. 
One way of attempting to solve this class of problems 
is to express the unsteady heat conduction equation with 
the appropriate boundary conditions in finite-difference 
form. Nonetheless, for multidimensional space problems 
it becomes not only unnecessary but computationally 
expensive, as only the surface temperature is of interest. 
One can show, by using Duhamel’s principle,3 that the 
temperature distribution within the solid is completely 
specified when the surface temperature is known. With 
this in mind a nonlinear problem is split into a nonlinear 
integral equation (IE) for the boundary condition, and a 
linear problem subject to the known temperature dis- 
tribution at the boundary. 
The pioneering work of Mann and Wolf,4 Chambre,5 
and Abarbane16 set forth the foundations for the develop- 
ment of solutions to heat conduction problems for- 
mulated in terms of integral equations subjected to 
nonlinear boundary conditions. The numerical schemes 
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developed by Mann and Wolf4 and Chambre5 were 
based on successive approximations. AbarbaneSj devel- 
oped asymptotic expansions and proved that his solu- 
tions were consistent with results deduced from physical 
arguments. The methods are limited to a restricted range 
of the independent variable. In the last decade more 
refined analytical approximations’s7 and numerical tech- 
niques 1,8+gP10 have been developed with good numerical 
stability and convergence properties. Most of these 
methods have placed a lot of emphasis on solving non- 
linear Volterra equations with singular kernels, but little 
consideration has been given to convolution integrals 
with nonsingular kernels involving infinite series. In this 
study an integral formulation of the heat conduction 
equation gives rise to a convolution integral equation 
with a nonsingular kernel expressed in terms of infinite 
series. Therefore, it is the purpose of this investigation to 
develop a method for solving this kind of equation. 
2. Formulation of the IE 
The nonsingular Volterra equation of the second kind 
for the surface temperature is solved numerically by a 
linear multistep procedure”,‘* based on the composite 
formula.i3 This approach permits the upper limit of the 
integral to vary in a linear fashion. The approximate 
solution of the nonlinear Volterra equation proceeds by 
means of a sequence of steps. Solving a single nonlinear 
algebraic equation in a single unknown yields the surface 
temperature in each step. This procedure makes the 
step-by-step method computationally more attractive 
than the expansion method, which regards the Volterra 
equation as a Fredholm equation on a finite range. 
The finite-difference technique is, as mentioned above, 
a plausible approach to solving the heat conduction 
equation, under appropriate side conditions. A disad- 
vantage encountered here is that much unnecessary in- 
formation concerning the internal sphere temperature 
must be obtained. The finite-difference formulation is 
satisfactory, but it is drastically curtailed for convection 
or radiation numbers greater than one due to the signifi- 
cant heat transfer rates at the surface of the object. 
Materials having a high internal-conduction resistance 
in comparison with surface convection resistance or 
surface radiation resistance exhibit large temperature 
gradients. This causes the initial surface temperature to 
decay substantially in very short times. As a result, the 
time step that the discretized equation requires to resolve 
these temperature gradients has to be extremely small. 
Consequently, a comparative study between the integral 
method and the finite-difference equation (FDE) method 
will be of great help in corroborating the effectiveness of 
the former over the latter. 
This paper consists of five parts. The second part 
presents the governing equations subjected to the im- 
posed boundary conditions. The numerical method for 
solving the nonlinear Volterra equation of the second 
kind is explained in section three. Also, this section 
presents the finite-difference algorithm for the heat con- 
duction equation using an implicit scheme. The fourth 
section is a presentation and discussion of the numerical 
results for both linear and nonlinear boundary condi- 
tions. Finally, conclusions and suggestions for future 
work are presented in the last section. 
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Using dimensionless variables the unsteady heat conduc- 
tion equation for a homogeneous sphere initially at a 
uniform temperature can be expressed as 
a8 i a -=-- 
a7 r* al? 
(1) 
Subject to the initial condition f3(~, 0) = 1. The symmetry 
condition requires that 
p (0, z) = 0 (2) 
The boundary condition at the surface of the sphere can 
be conveniently written as 
The condition given by equation (3) represents a general 
boundary condition. Specifically we will use the linear 
condition F = Bid, for which the analytical solution is 
known as a test of the accuracy of the method, and the 
radiation condition F = Ed: as a nonlinear example of 
some physical significance. For the linear boundary 
condition the Biot number, Bi, is defined as Bi = hR/k. 
Here h is the convection heat transfer coefficient, k is the 
thermal conductivity of the sphere, and R is the sphere 
radius. The parameter E for the nonlinear boundary 
condition is the radiation modules given by E = 
caTiR/k, where E is the sphere’s emissivity, a is the 
Stefan-Boltzmann constant, and To is the initial tempera- 
ture of the sphere. The dimensionless variables in equa- 
tion (1) are defined as follows: 
8 = T/T, (4) 
r/ = r/R (5) 
T = CrtlR2 (6) 
where c1 is the thermal diffusion, r is the radial coordinate, 
and t is time. 
The integral equation is obtained by applying the 
Laplace transform and the convolution theorem (see 
Appendix) to equation (l), giving the convolution 
integral 
@I, 7) = 1 - f 
II=1 
x sin exp[ -(T - v)&] dv 
VI sin pL, 1 
tan CL, = P” (8) 
Setting rl = 1 yields the temperature distribution at the 
surface of the sphere giving the final form of the Volterra 
integral equation as 
OS = 1 - 
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3. Numerical solution 
3.1 Integral equation method 
The numerical method for solving the nonlinear 
Volterra equation of the second kind is discussed next. 
It is convenient to express equation (9) in a more general 
form for subsequent treatment. Hence the convolution 
integral equation in the interval 0 I x I X can be 
written as 
f(x) - 
s 
1 ‘y(x, Y; FCf(Y)l) dY = g(x) (10) 
We will require the existence of a unique solution to this 
nonlinear equation. We further suppose, for the moment, 
that Y(x, y; F[f(y)] and g(x) are smooth functions. By 
the use of a linear multistep method,“-I3 the solution 
of the Volterra equation is obtained by writing down 
equation (10) in a sequence of equidistant points, 
xj = x0 + jh. Thus, the integral can be approximated by 
adapting the idea of the quadrature rule leading to a 
discrete convolution integral, 
kh 
4(Y) dY z ? K,j$(jh) (11) 
Jo j=O 
The weights, Wk,j, are calculated below. 
The quadrature role provides an equation 
P(kh) - i K,jy(kh, jh; F&h)]) = g(kh) (12) 
j=O 
with k = 0, 1, 2, . . . The trapezium rule fails to give good 
accuracy and is not strongly recommended unless 
Y = Y(x, y; F[f(O)]). Evidently, this is not our case and 
the integration procedure requires another alternative. 
From the point of view of the local truncation error, 
Simpson’s rule is to be preferred. However, in the 
procedure of computing the solution for the temperature 
distribution, k takes even as well as odd values, and a 
modification is necessary because the repeated version of 
Simpson’s rule is used only when k is even. As a result 
a repeated version of Simpson’s rule together with the 
two-point trapezium rule is used when k is odd.i4*” This 
alternating combination’3 generates the set of weights 
that is needed to carry out the integration. When the 
integer k takes on even values, equation (11) becomes 
s 2Ih 0 44~) dy = f CcW) + 4GW + : ygl 4Wd J 1 
+ F y$ &2jh + h) 
J 0 
(13) 
and for odd values of k, the following expression results: 
s 
(2f+ l)h 
0 
b(y) dy = 5 [4(O) + $(2lh + h)l 
l-1 
+ h C Wjh + h) 
j=O 
+ h i &‘jh) 
j= 1 
(14) 
with 1 = 0, 1, 2, . . . Note that equation (14) has 
substantial advantages due to the small truncation error 
achieved as h --t 0. As the time variable increases, a new 
set of weights has to be determined so that the solution 
can proceed in a step-by-step fashion. A condition 
satisfied by equation (9) is that f(0) = g(0). Then, if 
f(h), f(2Q . . ., f((l - l)h), have been found in sequence, 
we get the equation 
f”(kh) - W,,, y&h, kh; FC!(kh)l) 
k-l 
= g(kh) + c Wk,jY(kh, jh; FC?(jh)l) (15) 
j=O 
The linear multistep scheme has converted the 
nonlinear integral equation into a nonlinear algebraic 
equation for a single unknown, which we represent in 
compact form as 
A&h)) = 0 (16) 
The order of equation (16) will depend on the kind of 
boundary condition. The Stefan-Boltzmann radiation 
law gives rise to a fourth-order algebraic equation. 
Solving this equation yields the surface temperature in 
each step. The real zeros of the continuous function given 
by equation (16) are found by the Regula-Falsi 
method.” 
Often the question arises as to whether the qualitative 
behavior of the discretized equation reflects that of the 
original problem. Lubich12 and Amini’(j have analyzed 
this question and the stability problem. Lubich12 points 
out that the linear multistep method for linear integral 
equations will be stable provided that f(x) remains 
bounded whenever g(x) is bounded. On the other hand, 
Amini”j extends his analysis to include the nonlinear 
convolution integral and establishes that uniform 
boundedness of the differential resolvent is necessary and 
sufficient for uniform stability assuming sufficient 
smoothness in Y and g(x). Because the surface 
temperature distribution of a radiating object obeys a 
monotonous decreasing (or increasing) function, we 
anticipate that the method will be stable over the entire 
time domain. 
3.2 Finite-difSerence equation method 
In the interest of simplicity, the previous assumption 
of angular symmetry is retained in this analysis. To find 
the transient temperature distribution, equation (1) must 
be finite differenced and numerically evaluated. The 
system given by equations (l-3) is well posed and to set 
up the solution scheme, the spatial derivative in equation 
(1) is finite differenced by using standard central 
difference techniques. The term, ~“(%I/c?v), can be 
approximated at yli+ 1,2 = (vi + yIi+ ,)/2 and time, r, by 
Similarly, 
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where ri-112 = (vi-i + ~,)/2. Next, at interior mesh 
point, vi, one can write 
1 
9, = (Vi+ I/2 - Vi- I/2) 
which requires C, = 0; N is the total number of grid 
points equally distributed along the radial coordinate. 
The exponent a in equation (26) is set equal to three for 
the nonlinear case, and equal to zero for the linear case 
with E replaced by Bi. 
(19) 
Denoting the current time index as k, and the subsequent 
time index for which Q is being solved as k + 1, then the 
time derivative in equation (1) is discretized with a 
forward finite-difference equation as 
ae f-p+‘-ek 
I 
-_= 
az AZ 
’ + O(Ar) (20) 
Thus, equations (17)-(20) comprise the finite-difference 
formulation of the transient conduction equation, which 
is based on the Laasoneni7 method. It is well-known 
that the stability of explicit numerical schemes limits the 
size of the time step, AZ, relative to the spatial step, Ay. 
To eliminate stability problems in the evaluation of the 
temperature, an implicit scheme is adopted. Combining 
the finite-difference form of the temporal term and the 
diffusion term of the heat conduction equation yields a 
tridiagonal system of equations that can be put in the 
following form: 
Ai@:; + B,e:+’ + c,ef:: = Di (21) 
In equation (21) the independent vector, Di = -of, and 
the coefficients, AiBiCi are given respectively by 
A, = 0.5Ar(l + Vi- l/Vi)’ ’ (Vi+1 - Vi-I)(uli Vi-1)
[ 0.5Ar Bi=- l+~+~ i (l + Yi+I/VJ2 - V -I) (Vi+1 - 4) 
+ C1 + rli-Il’lJ2 (Yi - ni- 1)II 
0.5Ar(l + Vi+ i/Vi)’ 
ci = (Vi+1 - Vi-I)(Yi+ 1 -Vi)
(24 
(23) 
(24) 
Of great importance in the temperature evaluation is 
the incorporation of the boundary conditions into the 
tridiagonal coefficient matrix of the interior node points. 
At the center of the sphere, Ai = 0, so that the tridiagonal 
form of the equation can be written as 
-(,.;A+:“+%8:i’= -6: (25) 
At the surface of the sphere the following expression 
results: 
A41 + VN- lb/N)' ,-,k+l 
2(1N - t-1)’ N 1 
1 + 2ArE(P); + Ar(l + ilN+1/%V)2 
hN - VN- 1) 2(qN - YIN- II2 
x ok+1 = -ok N N W-9 
4. Results 
The weights in equation (11) are easily obtained; however 
it should be noted that they change as r varies; 
consequently they will have to be recalculated for each 
r. Because of the rapid variation of 8, for small r it is 
crucial to get a few values of OS for small r from an 
asymptotic expansion. Abarbane16 gives the equation 
0 s z 1 - 2Efi. For the linear case one simply 
substitutes E for Bi. Typically, five temperature values 
are enough to start the numerical computation. Due to 
the fast convergence of the exponential term in equation 
(9) only six roots of the transcendental equation for p, 
(see equation (8)) are actually used in equation (15). 
The analytical solution3 of a sphere that exchanges 
energy subject to a linear boundary condition serves as 
a benchmark to test the validity of the numerical 
procedure. Figure 1 compares the IE numerical 
calculations with the analytical solution for three Biot 
numbers (0.01, 0.1, 1.0). The numerical solution of the IE 
method starts with an initial time step of 0.01. The 
analytical solution uses the same initial time step. Also 
shown in Figure 1 is the finite-difference equation (FDE) 
solution obtained in implicit form applying the Laasonen 
method.17 The FDE scheme, with 100 grid points 
uniformly spaced along the radial coordinate, uses the 
same initial time step as in the above two cases. A 
tridiagonal matrix algorithm” solves the nonlinear 
algebraic equations of the discretized heat conduction 
-..-“- Analytical 
0 Intg. Eq. 
A FDE 
0123456789 10 11 
7 
Figure 1. Predicted (integral equation formulation and finite- 
difference approximation) and exact surface temperature of a sphere 
subjected to a linear boundary condition for Biot numbers of 0.01, 
0.1, and 1 .O. 
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0.01 , , , , , , , , , , , 
0123456789 IO 11 
7 
Figure 2. Surface temperature of a sphere subjected to a 
nonlinear boundary condition for radiation parameters of 0.01, 0.1, 
1.0, and 5.0 obtained with the integral equation formulation and 
the finite-difference approximation method. 
equation. The numerical solutions produced with the IE 
and FDE schemes agree perfectly well with the analytical 
solution for every z in the time range covered. 
Figure 2 shows the surface temperature results for the 
radiating sphere subject to the nonlinear boundary 
condition. Calculations are performed for four radiation 
numbers (0.01, 0.1, 1.0, 5.0). The temperature profiles 
obtained with the IE approach for the radiation 
parameters of 0.01 and 0.1 use an initial time step 
h = 0.01, whereas the FDE solution is performed with 
Ar = 0.005. The radial coordinate is discretized with the 
same number of grid points as in the linear case. 
The heat transfer rate at the surface of the sphere 
changes drastically for small r as the radiation number 
becomes larger. The initial time step has to be 
substantially decreased in order to maintain good 
numerical stability and convergence properties. How- 
ever, the computer time doubles when the initial time 
step is cut by half. This can be too costly for large 
radiation parameters. The numerical solution from z = 0 
to r = 10 takes eight minutes on a PC with E = 1.0 and 
h = 0.005 (see Figure 2). A shortcut is devised to avoid 
computationally expensive runs for large E due to a small 
h. The solution is found in a two-phase integration 
sequence. First, the code is run for a given E with a very 
small h to a specified r sufficiently large (T I 0.05). 
Second, within the prescribed time range (0 < r I 0.05) 
we choose from five to six computed temperature values 
that are selected arbitrarily but taken at uniform 
intervals based on an initial time step h that is a number 
of times larger than the original h of the first phase. Then, 
the code is run again for the new h. In this form the 
complete temperature distribution can be easily ob- 
tained. Following this procedure the code takes only 
three minutes to run on a PC with E = 5.0 and 
(h, = 0.0001, z1 = 0.05; h, = 0.01, z2 = 10) and re- 
produce the curve shown in Figure 2. 
The FDE solutions for E = 1.0, 5.0 are determined 
using AZ = 0.0005. Such a small delta is indispensable to 
resolve the temperature values for small z. A run using 
the FDE numerical scheme takes 13 min on a 
microcomputer (VAX-3100) with E = 5.0. Therefore the 
IE method is computationally less expensive than the 
FDE method. A comparison of the IE and FDE 
solutions is also shown in Figure 2. The results of the 
two methods are in excellent agreement over the whole 
nondimensional time domain. Abarbane16 has derived an 
asymptotic solution for large values of time. He arrives 
at an equation given by T/T, = 0, = l/$Er. A quick 
calculation reveals that both the IE and FDE numerical 
solutions tend to the asymptotic value T/T, = 0.48, 0.22, 
0.13 for E = 0.1, 1.0, 5.0 at T = 10. This also confirms the 
validity of such results. Finally, notice that the surface 
temperature profile for the linear boundary condition 
(Figure I) decays more rapidly than the distribution for 
the nonlinear case (Figure 2). The fourth power of 
temperature of radiating objects is responsible for this 
kind of behavior. 
5. Conclusion 
The use of the linear multistep method based on the 
composite formula worked well over the entire time 
range. For very large radiation parameters, (E > l), the 
two-phase integration sequence as described in section 
four gave acceptable results. The FDE approach is 
shown to be satisfactory but rather wasteful because 
much unneeded information concerning the internal 
sphere temperature must be obtained. 
Future work should consider the many problems that 
may be solved by the present method using the most 
general boundary condition, a&l, 7)/8~ = -F[Q,, r]. 
The cylindrical geometry should be investigated too. 
Changes in the geometry change the form of the kernel 
in the integral equation, but the general principles used 
should be applicable. 
Generalizing the physical problem to include factors 
such as nonuniform temperature, nonconstant material 
properties, and the presence of a surrounding medium is 
a long-range goal that would involve considerable 
difficulty. The original problem would no longer be 
linear so it would be difficult to set up the kernel of the 
integral equation as an analytical expression. 
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Appendix 
This section presents the derivation of the nonlinear 
Volterra equation of the second kind. The differential 
heat conduction equation given by equation (1) can ‘be 
rewritten in the form 
(AlI 
subject to the initial condition, e(r~, 0) = 1, and the 
boundary conditions given by equations (2) and (13). 
d2ii 
--ssu= -u(O,yl) 
dr1’ 
644 
where a change in variable has been introduced as 
~(0, ‘I) = n&q, 0) = ‘I. The general solution to this linear, 
nonhomogeneous, second-order differential equation is 
given by 
r$ = q/s + C cash &)I + D sinh &n (A3) 
Given that in the middle of the sphere (q = 0), the 
temperature 0(r, 0) and its transform 0(s, 0) cannot be 
infinitely-large, then one can clearly see that C = 0, as 
lim $_0 $(s, a) -+ 0. Therefore, equation (A3) becomes 
t? = l/s + D sinh J&/q (A4) 
The constant of integration D is determined by 
differentiating equation (A4) and equating the resulting 
expression with the boundary condition at the surface of 
the sphere in the Laplace’s domain. Doing the algebraic 
work the general solution turns out to be 
F sinh &s/q 
e(vl’ ‘) = ‘Is - 4 cash & - sinh 4 
(A5) 
In order to invert equation (A5) one makes use of the 
convolution theorem, which states that 
IS 
r 
1 G(z - v)F(v) dv 
0 I 
= F(s)G(s) (‘46) 
The two Laplace transforms F, G are chosen as 
sinh &II 
G(s) = A cash A _ sinh &; F(s) = El(F) (A7) 
Through the inversion theorem G(z) may be recovered; 
that is, 
W = & s y+icc ezr sinh J& (A8) ytim ,fzcosh& - sinh& 
Because of the presence of (z)“~, it would appear that 
z = 0 is a branch point. That this is not so can be seen 
by noting that 
sinh ,/& z1’2(yl + zq3/3! + z2$/5! + . ..) 
&cosh&-sinh&= z”2(1 + z/2! + z2/4! + . ..) - zl’2(1 + z/3! + z2/5! + . ..) 
(A9) 
from which it is evident that there is no branch point at From Cauchy’s residue theorem 
z = 0. However, there is a simple pole at z = 0. The 
residue at z = 0 may be obtained from the series 
1 
expansion of the integrand of equation (A8) 
96 = (k _ I)! [ 
dk-’ (z - &(z)] 
dzk-’ (All) ,?=(I 
f(z) = 
(1 + zz + . ..)@I + zrJ3/3! + z2$/5! + . ..) one determines the residues. For the single pole a = 0 
z(1/2! - l/3!) + z2(1/4! - l/5!) + .‘. 
and k = 1, 
(AlO) So = q/(1/2! - l/3!) = 3q (Al2) 
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Besides the single pole G(s) has an infinite number of 
poles at z = -pi. Those can be evaluated as follows: 
To transform equation (A13) from the complex plane to 
the real plane, use is made of the identity, sinh iz = i sin z. 
Thus, 
Ka; = lim (z - z,) 
ezr sinh & - 
&coshv/lS - sinh& 
G(r) = 31 + 2 2 !!n!!!! ,-I’% (A14) 
Z-Z” n=l smK 
z sinh ipq 
= 2e-‘“n 
sinh iu 
(A13) 
where ,u(. is the nth root of the transcendental equation 
e cash m - sinh m = 0. Hence, the in- 
verse function of equation (A5) occurs in the form of a 
Volterra integral equation of the second kind, i.e., 
O(q, 7) = 1 - 3+2 F slnPL,q 
n=~ vsink 
exp[ --z - v)p,2] 
1 
dv (Af5) 
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