Convergence proofs for the multi-grid iteration are known for the case of finite element equations and for the case of some difference schemes discretizing boundary value problems in a rectangular region. In the present paper we give criteria of convergence that apply to general difference schemes for boundary value problems in Lipschitzian regions. Furthermore, convergence is proved for the multi-grid algorithm with Gauss-Seidel's iteration as smoothing procedure.
1. Introduction. Systems of linear equations arising from boundary value problems can be solved very fast by the multi-grid iteration (cf.
[l]- [6] , [9] , [11] ). Although, the multi-grid algorithms are applied successfully to a general class of problems, the proofs of convergence are restricted to a very special class of problems. In the case of special finite element equations for boundary value problems with smooth boundaries proofs of convergence are given by Astrachancev [1] and Nicolaides [9] .
In [6] the author established general criteria and proved the convergence for general finite element problems.
The second important class of problems are systems of difference equations discretizing boundary value problems. The model problem of Poisson's equation in a rectangle (and similar problems) can be analyzed easily by means of Fourier transformation (cf. Fedorenko [4] ). In the case of certain difference schemes for problems with variable coefficients and a rectangular region, Bachvalov [2] and Wesseling [11] proved the convergence of the multi-grid iteration. But two gaps are still to be filled. Convergence proofs are missing for the case of nonrectangular regions. Moreover, all proofs cited above require a special smoothing procedure (cf. Section 4) related to the Jacobi iteration. In practice smoothing by the Gauss-Seidel iteration is preferred (cf.
[3], [5] ). This paper contains general criteria that apply to difference schemes in general regions and to smoothing by Gauss-Seidel.
In Section 2 we describe the multi-grid algorithm very briefly. For further comments we refer, for instance, to [6] . As pointed out in [6] the convergence can be concluded from an 'approximation property' and a 'smoothing property'. The first one is studied in Section 3. A criterion is proved and its assumptions are verified in the case of a very general difference scheme. It turns out that the crux of the assumptions is a certain regularity condition (3.6b ) that is proved in [7] for the case of Dirichlet boundary values. The smoothing property is investigated in Section 4, in particular, for the case of Gauss-Seidel's iteration as smoothing procedure.
2. Multi-Grid Iteration. Let The meaning of the parameters is the following. / > 0 is the actual level number. fG Vj is the right-hand side to the problem in consideration (e.g., /= f¡ in case of (2.3)). u has an arbitrary input value uy* G V¡ (i: number of iterations). The procedure mgm computes the next iterate u = u$'+1' as output. The procedure depends on the positive numbers v (number of iterations of the smoothing procedure G¡) and y (number of mgm iterations per level). The smoothing procedure is of the form (2-4) G,(v,, fi) = G,v, + H,f, (v,, f, e V,) with G, + H^, = I.
The convergence of the multi-grid algorithm depends on the choice of v, y, on the coarsest step size hQ and on the maximal ratio sup{h¡_x/h¡: I > 1} <°°. Usually,the last ratio is constant, e.g. equal to 2. In the following y -2 is fixed (for y = 1 compare [6, Corollary 3.8]).
We say that the multi-grid iteration 'converges' if it converges for a suitable choice of hQ and v; more precisely if the iteration matrix Ml = M¡(v, h0,h1, . . . ,h¿)
[defined by u\'+l^ -u¡ = M,(u\** -u¡), ul = Lf1^] satisfies (2.5) ||Af,l|<C(»)<l fotvmln<p<Pu"(hl\l>l,
where C(v) -* 0 as v -► °° and vmax(h) -► °° as h -> 0. The matrix norm || ■ || is associated with some suitable vector norm on V¡.
We recall the following result of [6] . Here and in the sequel C denotes a generic constant independent of /. 
where Sz_j is small enough in the following sense:
r\_ j ¡ is a suitable restriction involved in (3.3) given below. If L¡ is the stiffness matrix of a finite element method, (3.1a) holds with 5¡_x = 0 (cf. [6] ). 8¡_x vanishes, too, if L¡_x is defined as in [5] .
Moreover, we need the estimate (3.4b) ll'/-i,/»o,o<C> Ur',-i,ih,3<C 9>0. Proof. Since [7 - 
Hence, (2. Note that this requirement is weaker than the requirement "order of interpolation >2m" of Brandt [3, p. 377 ].
Since L¡ and L¡_ x should be consistent discretizations of the same differential operator (2.2), the difference ô,_j = r¡_x ¡Llpll_x -L¡_x is expected to consist of terms of the following form: The fractional powers of A := (L¡ 0)l^2m^ are well defined.
Then \u\s and \Asu\0 are equivalent:
(1/C')| u\s < IA^Iq < C'\u\s,for -m < x < m. C' does not depend on h,.
Proof. Use Lemma 2.1 of [7] .1c) yields (2.6). D First we shall verify the conditions of Criteria 3 and 3* for positive definite schemes. In a second step it is shown that additional terms of lower order may be added. Hence, all difference schemes with a hermitian principle part satisfy the smoothing property. In a third step we treat perturbations of order 0(hj~2m) located at points near the boundary. Such perturbations often arise from special discretizations at the boundary.
Usually, the function C0(i>) of (2.6) < C and IGf |00 < C. Hence Criterion 3* implies (2.6). D Note 6 and Criterion 5 establish the following result. Note 7. Assume (4.3) and C~l\u\2m < Re(7,,u, u) + X0l«lo < C\u\2m for some real X0 (H™-coerciveness of L¡). L¡ must consist of the terms Tydßc(x, h/)dß described in Lemma 1. Gt is defined by (4.2a), where the splitting (4.2b) is 2-cyclic with \D71100 < Ch2m. Then the smoothing property (2.6) holds with C0(v) from (4.7).
Proof. Define L\ = (L, + Lf)/2 + X07 and 7," = L¡ -L\. \L'[l0 0 < Cft2"1-1 and IT^Mq.o <Chfm imply \D'-l\00 <C'h2m for sufficiently small ft,. Hence, Note 6 shows that (4.4a) and (4.4b*) hold for L\ and G¡. (2.6) follows by Criterion 5. D 4.5. Perturbation at the Boundary. In particular, if special discretizations are used at points near the boundary, the difference scheme Ll is a sum of a scheme L\ with smooth coefficients as studied in the foregoing section and a further term L'¡ with (L"u)(x) ¥= 0 only at points near the boundary. The following note shows the smoothing property for an important class of discretizations.
Atore 8. Let Ll = L\ + L'¡ and L\ have 2-cyclic splittings with diagonal matrices D}, D\ and define G¡ and G\ by (4.9) . If(L'¡u)(x) =¿ 0 for some u, \x -x'\ < Ch¡ must hold for some x' = v'h¡ i £l(h¡) (cf. Lemma 2). Moreover, (L¡u) (x) and (L'tu)(x) must depend only on u(x') with \x' -x\ < Ch¡(x, x' G Í2(ft;)). Assume that (4.4a) and (4.4b*) hold for L\, G\, and G¡ with C(v) from (4.7) (sufficient condi- It is to be emphasized that D¡ is not required to be uniformly bounded. yields the first inequality of (4.13a):
(4.13a) \D'íD71Lt\2m>0<C, \D¡*Df-lLf\2mt0 <C.
Similarly, the second estimate is proved.
(2) Let dx,d2, r, and x be as in the proof of Lemma 6. (4.12b) yields 0 < d~7 1s < d'7~ V, etc. Hence (4.13c) W'rXDfi;]i<C, WG'/Dfi'r'lKC (l<P<»max(kt)).
The proof of the second one is similar.
(3) (4.13a) and (4.13b) imply (4.13d) \Lfif\0t_2m < C, |7,/G/"|2m,o < C (Ku< vmax(hx)).
E.g., the first inequahty follows from \Wf\a,-2m<íLlDrlD?0,-2JD¡-lDtG»\0>0 <|7);*7)/*-17,/*l2m,0ll7);-17)/G/l<C.
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