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Given the current, limited, size of quantum information processing devices, it makes sense to
consider the advantages of quantum computation in terms of space-eciency (as well as the usual
time-eciency). We present a number of small and simple problems that can be solved by a quantum
algorithm in a space smaller than that required by any corresponding classical algorithm. Here space
is dened as the number of qubits or bits required. One problem, the Deutsch-Josza problem, can
be solved with a single qubit quantum computer, but would require two or three classical bits.
Another problem, a variant on Grover’s search, requires an n-bit register to code the answer. This
can be solved by an n-qubit quantum computer (clearly the most space-ecient solution possible),
but the best classical algorithm (as far as we could determine) requires 2n − 1 bits. That is, the




The current excitement in, and perhaps even the
existence of, the field of quantum computation [1] is
due to the demonstration that quantum computers can
solve problems in fewer steps than classical computers
[2–6]. An improvement is rigorously established for the
Deutsch-Josza algorithm [3] and for Grover’s search al-
gorithm [6], while Shor’s factorization algorithm [4] uses
exponentially fewer steps than any known classical algo-
rithm.
The emphasis on time-efficiency is not surprising, given
that the computational complexity classes most com-
monly discussed, such as P and NP, are defined in terms
of the length of time (i.e. the number of steps) required
by the computation [7,1]. However, at least in the short
term, experimental quantum computers are going to be
limited at least as much by space as by time. The num-
ber of qubits that can be coherently controlled is only
about two [8] to four [9] in ion traps, and only about five
[10] to seven [11] in NMR emulations of quantum com-
puting. For this reason it seems fruitful to explore what
space bounded quantum computers can offer in compar-
ison with similarly bounded classical computers.
Some work has been done on space-bounded quantum
computation, in the context of quantum finite-state au-
tomata (FSA) [12,13]. For example, it has been shown
[13] that a unidirectional quantum FSA can solve a par-
ticular mathematical problem using exponentially fewer
space resources than its classical counterpart, provided it
is allowed a large probability of error.
In this paper we consider space-bounded quantum
computation in contexts that are more practical, and, at
least to physicists, more familiar. First, we use the circuit
model [14,1] for computation, rather than the FSA one.
Second, we consider problems similar to the well-known
ones of Deutsch and Grover. Third, we consider problems
that can be implemented on a few qubits, and so which
are experimentally feasible in the short term. Fourth, we
consider only algorithms that (if implemented perfectly)
have zero probability of error. This is necessary given the
third condition, since a constant error rate is meaningless
for problems that are not asymptotically large.
Under these conditions, we present a variety of sim-
ple problems that can be solved on a quantum computer
using a smaller computational space than a classical com-
puter would require. The size of the computational space
is simply the number of qubits or bits respectively. In ad-
dition to the computational (qu)bits, both quantum and
classical computers have an identical number of ROM
(read-only memory) bits which contain the information
specifying the problem to be solved. That is, we are using
ROM-based (not oracle-based) computation.
The structure of this paper is as follows. In Sec. II we
explain in detail our model of computation, ROM-based
circuit computation. In Sec. III we show that a single
qubit is sufficient to solve the Deutsch-Josza problem of
arbitrary size n, as opposed to at least two (but no more
than three) bits in a classical computer. Here 2n is the
size of the function’s domain, which is equal to the num-
ber of ROM bits required to specify the function. In
Sec. IV we consider a problem of size n = 2 to find an
example of a space-efficient two-qubit algorithm. This
solves a simple generalization of the Deutsch-Josza prob-
lem which would require three bits on a classical com-
puter. In Sec. V we present a particular three-qubit, non-
oracular implementation of Grover’s algorithm to solve a
problem that, it seems, would require five bits classically.
In Sec. VI, we present a generalization of this problem
for n-qubits, and show that the best classical algorithm
we could discover requires 2n− 1 bits.
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II. ROM-BASED CIRCUIT COMPUTATION
A. Circuits and Reversibility
As stated in the introduction, we are considering the
circuit model for quantum computation [14,1]. In this
model a finite number of qubits are present at the start of
the computation, and this number remains fixed through-
out. This is obviously a very reasonable assumption for
many proposed physical realizations of quantum comput-
ers. The computer evolves by the operation of gates,
which implement a unitary operation on one or more
qubits simultaneously. It has been shown [15] that a
single two-qubit gate, such as the controlled-NOT gate,
supplemented by all one-qubit gates, is sufficient to per-
form all possible quantum computations in this model.
For technical reasons, one may also wish to impose the
condition of uniformity [1]. That is, for problems whose
size is parametrized by the integer n, there should exist
a well-defined algorithm for constructing the circuit that
solves the problem for arbitrary n. Examples of such con-
structions (quantum and classical) are found in Secs. III
and VI.
We will restrict our consideration of quantum compu-
tation to this model. However, for convenience we will
allow for all two-qubit gates since these can be trivially
constructed using controlled-NOT gates and one-qubit
gates [15]. Unitary gates are of course reversible. This
means that in principle the computation can be carried
out without dissipation of information and hence without
energy cost [1,16]. The measurement of the state of the
qubits (in the computational basis) is a non-unitary pro-
cess. It takes place only at the end of the computation.
Similarly, initialization (setting a qubit to a predefined
state) is allowed only at the beginning of the computa-
tion.
To make a fair comparison with unitary quantum com-
putation, we must consider reversible classical compu-
tation. As is well known, universal reversible classical
computation is not possible with just one-bit and two-bit
gates. Rather, a three bit gate such as the Toffoli gate
or Fredkin gate is required [17]. Again for simplicity, we
allow all reversible one-, two-, and three-bit gates in our
model of classical computation. Initialization again takes
place before the computation, and measurement (which
is a trivial process classically) at the end.
Before going on, we will establish some notation.
We will write the natural numbers modulo N , that is,
f0, 1, . . . , N − 1g, by ZZN . If N = 2n, then we will
write the n-bit (or qubit) representation of a number
x 2 ZZN as jxi. This is equivalent to the notation




‘circuit’ diagram, the most significant bit (MSB), jxn−1i,
will generally appear at the bottom of the diagram, and
the least significant bit (LSB), jx0i at the top.
B. Oracles
As noted in the introduction, we will use ROM-based
computation in this paper. Before exploring this, how-
ever, it seems prudent to say a few words about an al-
ternate basis for computation, the oracle, and why we
do not use it. Apart from the factorization problem and
related mathematical problems, most examples of quan-
tum algorithms that are more time-efficient than their
classical analogue have been formulated using an oracle
[2,3,5,6]. Since we are concerned in this paper with com-
paring classical and quantum space-bounded computa-
tion, we will insist that an oracle be defined such that is
applies equally to classical as well as to quantum comput-
ers. Otherwise, the quantum computer could obtain an
unfair space advantage by using a resource (a ‘quantum
oracle’) unavailable to the classical computer.
This requirement, that an oracle be definable by its
action on a classical computer, is met in the original the-
oretical proposals [2,3,5,6]. However, it is not met in
proposals such as that in the “refined” Deutsch-Josza al-
gorithm of Ref. [18], implemented in Ref. [19]. That is be-
cause in this algorithm the oracle directly produces phase
shifts, which have no classical analogue. The use of a non-
classical oracle allows the Deutsch-Josza algorithm to be
implemented using one fewer qubit. For a large computer
this would be negligible, but we wish to compare space-
bounded computations for very stringent space bounds
where every (qu)bit must be counted. Thus we do not
wish to allow such non-classical oracles. This would also
rule out the oracles implemented in other NMR experi-
ments [20–22] (but not to those in Refs. [23–25]). That
is not to say that there is anything intrinsically wrong
with these experiments, merely that for our purposes we
must restrict our consideration to classical oracles. In
any case, we will see below in Sec. V that all of these
experiments can be very easily reinterpreted in terms of
ROM calls rather than oracle-calls.
To meet our requirement, we will take an oracle to be
a “black-box” that defines a function
f : ZZ2n 7! ZZ2m . (2.1)
The oracle Of acts on a n-bit (or qubit) string jki, and
an m-bit string jli as follows:
Of jkijli = jkijl  f(k)i, (2.2)
where  represents bit-wise addition modulo 2.
Although the concept of an oracle is very useful in the
context of complexity theory, they are, as their name
suggests, somewhat “magical” in their operation. Thus
they may hide a great deal of computational complexity
in one step, and for this reason can be considered “un-
realistic” [7]. In the context of quantum computation
it has been suggested that counting oracle calls may be
a poor way to study the power of quantum algorithms
[26]. Also, it seems to us that oracle-based computing is
best for time efficiency, rather than space efficiency. This
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last fact is our principal motivation for not using oracles
for investigating space-bounded computation. By using
ROM rather than oracles we open up more possibilities
for interesting computations with small numbers of bits
or qubits, as will be seen.
C. ROM
The alternative to oracle-based computation we con-
sider is ROM-based computation. The basic idea (which
can be generalized in a number of ways) is that the func-
tion f that is the subject of the computation is defined
not by an oracle as in Eq. (2.2), but by its values being
stored in read-only memory. Specifically, for f as defined
in Eq. (2.1), N m ROM bits are required to store the
function. For the simple case m = 1 (a binary function),
we require N bits which could be allocated as follows:
jfi = jfN−1i . . . jf0i, (2.3)
where fk  f(k). These ROM bits are not counted in the
size of the computer. That is to say, the size of the com-
puter is taken to be the number of additional (non-ROM)
(qu)bits.
To capture the essence of read-only memory, we pro-
pose the following constraints:
1. The ROM state jfi can be prepared only in a clas-
sical state, as in Eq. (2.3).
2. Any single bit in jfimay act as an additional control
bit in any gate involving the non-ROM qubits.
3. No other gates may act on the ROM.
These three conditions together imply that jfi will al-
ways remain in the same state. In FSA models, space-
bounded computation can be discussed using Turing ma-
chines with two tapes, one of which is read-only [7]. This
is clearly very similar to the present idea of individually-
accessed ROM bits.
The constraint that the bits in jfi may only act singly
is necessary. Without it, any computation with an n-bit
answer a could be carried out using a classical computer
of size n, and so no quantum computer could possibly
offer an improvement. That only n bits would be neces-
sary can be seen from the following. The answer a is just
a functional of the function f . Since jfi contains all of
the information about f , this means that a is a function
of the bit-string jfi. If we are allowed control gates with
arbitrary numbers of controls, we can then compute a
simply by running through each possible f , and for each
applying a control gate (or a collection of control gates)
on the computer that does the following:
jfij0i ! jfija(f)i, (2.4)
j:fij0i ! j:fij0i, (2.5)
where here :f denotes any bit string not equal to f . Ob-
viously this is a trivial form of computation which we do
not wish to consider, hence the restriction to single-bit
controls from jfi.
The restriction to single-bit ROM access also leads to a
simplification in the representation of ROM in circuit di-
agrams of reversible computation. Rather than explicitly
using “wires” to represent the ROM-bits we will simply
leave a space at the top of the diagram, and write in
which ROM bit (if any) is acting as the extra control bit
for that gate. This suggests an alternative way to concep-
tualize the replacement of the oracle by ROM. An oracle
is like an all-knowing person who refuses to divulge in-
formation except when asked a question in a certain way.
ROM is like a committee of people who each have one
bit of information but who refuse to communicate with
one another except by interacting consecutively with a
non-readable computer. In this way problems in ROM-
based quantum computation can be seen to have some
similarities to problems in quantum communication such
as in Refs. [27,28].
III. ONE-QUBIT ALGORITHM
The smallest quantum computer is obviously one
qubit. It turns out that this, plus additional ROM bits
rather than an oracle, is sufficient to solve the Deutsch-
Josza (DJ) problem for any n. The DJ problem can be
phrased in the following way. Given a function of the
form (2.1) with N = 2n  4 and m = 1, find a true
statement from the following list:
(A) f is not constant.
(B) f is not balanced.
A constant function f is one for which
∑
k f(k) = 0
or
∑
k f(k) = N ; that is, for which f(k) = 0 8 k or
f(k) = 1 8 k. A balanced function f is one for which∑
k f(k) = N/2. Clearly one of (A) and (B) must be
true, and they both may be true in which case either can
be chosen.
Deutsch and Josza found a quantum algorithm that
solved this problem using n + 1 qubits and two oracle
calls [3]. By replacing the oracle with 2n ROM bits, we
are able to solve the problem with a single qubit and with
one control from each ROM bit. If we were concerned
with time-efficiency, the exponential number of “ROM
calls” may seem a problem. However, as we stated in the
beginning, we are concerned only with space-efficiency.
The one-qubit algorithm to solve this problem is very
simple:








−−  −[2piN ]y−− (>==x
. (3.1)
The computer is prepared in the state j0i. Each ROM
bit, fk 2 ff0, f1, . . . , fN−1g, in turn controls (indicated







. That is, the gate is implemented iff
fk = 1. Here we are using the notation
3
[θ]α = exp [−i(θ/2)σα] , (3.2)
where σα are the usual 2  2 Pauli matrices, with α 2
fx, y, z, Ig, and with σI being the identity matrix. In












In Eq. (3.1), the measurement is represented symbolically
by an eye: (> , and yields the result x, a single bit. That
this is a classical piece of information is represented by
the double, rather than single, wire.
If the function is constant, then either it never leaves
the state j0i, or it is rotated by N (2pi/N) = 2pi around
the y axis, returning it to the state j0i. If the function
is balanced, it is rotated by (N/2) (2pi/N) = pi around
the y axis, putting it into the state j1i. If it is neither
balanced nor constant it will end up in a superposition
of j0i and j1i, so a measurement will yield either result.
This computation clearly solves the Deutsch-Josza prob-
lem. If the measured state x of the computer is 0, the
answer returned is (B). If the measured state is 1, the
answer returned is (A).
To show the superiority of a space-bounded quantum
computer over a space-bounded classical computer we
simply have to prove that a one-bit classical computer
cannot solve the DJ problem. Consider the simplest case,
where n = 2, so that f maps f0, 1, 2, 3g to f0, 1g. Since
the only possible one-bit gate is a NOT gate [N], which
obeys [N]2 = 1, the only one bit operation for this prob-
lem is
[N]f0p0+f1p1+f2p2+f3p3 , (3.4)
where each pk 2 f0, 1g. Acting on the initial state 0, this
computes the functional
∑
pkfk modulo 2. It is triv-
ial to prove that this functional does not distinguish be-
tween balanced and constant functions for any choice of
p0, p1, p2, p3.
For the case n = 2, a two-bit classical computer is








Note that here all of the “wires” are double, as these
are classical bits. A NOT gate is indicated by [N]. The
readout x = 0, y = 0 indicates DJ result (B). Any other
readout indicates DJ result (A).
For general n, a classical algorithm using three bits
exists. It is based on the fact that if 2n mod 3 = 2
then 2n−1 mod 3 = 1 and vice versa [29]. Thus, with
S =
∑
k fk, the result S mod 3 will distinguish between
constant functions (S = 2n or S = 0) and balanced func-
tions (S = 2n−1). The three bits are required for adding
one to a tally modulo three. Rather than represent-
ing the tally as a binary number, we use the following
three-bit states to represent the integers modulo three:
j001i represents 0, j010i represents 1, and j100i repre-
sents 2. Starting in the state j001i, we wish to change the
three bit register reversibly according to j001i ! j010i,
j010i ! j100i, j100i ! j001i, for every fk equal to one.
The classical algorithm that achieves this for some par-
ticular fk is given below:
fk fk fk fk fk fk
j j j j j j
1=  =======[N]=[N]=======  = (>==z
j j j j j j
0=  =[N]==========[N]====  = (>==o
j j j j j j
0=  ====[N]==========[N]=  = (>==t
(3.6)
This algorithm uses doubly controlled NOT gates, where
(==) indicates a control, and (==) an anticontrol. The
NOT gate is activated iff the value of the control-bit is 1,
and the value of the anticontrol bit is 0. The readout is
guaranteed to be zeros for two bits, and one for the other.
If the nonzero bit is z, o, t, then the readout is interpreted
as the number 0, 1, 2. If this number is 0 or 1+n mod 2,
this indicates DJ result (B). The other readout indicates
DJ result (A). We have not proven that 3 bits is the
smallest number required to solve the n-bit DJ problem,
but we strongly suspect that it is so. In any case, it
is clear from the n = 2 case that a one-qubit quantum
computer is more powerful than a classical computer.
The skeptical reader may suspect that we have chosen
to use ROM-based computation rather than oracle-based
computation in order to find a space efficiency in quan-
tum computation. In fact this is not the case; at least
for n = 2 the best classical algorithm is less efficient
than the best quantum algorithm by the same amount
(1 bit) for oracle-based computation as for ROM-based
computation. However, the number of bits and qubits
required for oracle-based computation is 4 and 3 respec-
tively, rather than 2 and 1 respectively for ROM-based
computation. This illustrates our point in Sec. II B, that
ROM-based computation seems to be more space effi-
cient than oracle-based computation. We provide details
of the quantum and classical oracle-based algorithms in
the Appendix.
IV. TWO-QUBIT ALGORITHM
We turn now to more complicated problems, for which
a two-qubit quantum computer is necessary, and a two-
bit classical computer insufficient. For simplicity, we con-
sider a binary function as before, with n = 2. Consider
the four mutually exclusive and exhaustive classes S, A,
Z, and O of such functions, described and defined as fol-
lows:
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S Symmetric f(3− k) = f(k)
A Antisymmetric f(3− k) = 1− f(k)
Z Mainly zeros
∑
k f(k) = 1
O Mainly ones
∑
k f(k) = 3. (4.1)
Using these definitions, we pose a new problem as follows.
Given a function of the form (2.1) with n = 2 and m = 1,
to which of the classes S,A,Z, or O does it belong?
A two-qubit quantum algorithm that solves this prob-
lem is
f0 f1 f2 f3 f1 f2 f0 f1 f2 f3
j j j j j j j j j j
j0i−[N]−[N]−[N]−[N]−−−−−−−−−−−−−−−−−−−−−−−− (>==x















After the first four gates, the first qubit x distinguishes between f 2 S [ A (x = 0) and f 2 Z [ O (x = 1). In the
first case, the next two gates are active and make the second qubit y distinguish between f 2 S (y = 0) and f 2 A
(y = 1). In the second case, the final five gates are active, and make y distinguish between f 2 Z (y = 0) and f 2 O
(y = 1).
The algorithm that applies in the second case, where f 2 Z [O, is obviously a slightly modified version of our one
qubit algorithm for n = 2 above. For the same reasons as an extra bit was required to solve that problem (the DJ
problem) classically, three bits are required to solve the current problem. A three-bit classical algorithm is
f0 f1 f1 f2 f2 f3 f3 f1 f2
j j j j j j j j j
0====[N]====[N]====[N]=============





Here the readout bits x and y carry the same signifi-
cance as in Eq. (4.2). The first seven gates simply com-
pute
∑
k fk in the first two bits (in reverse order from
usual). Thus x distinguishes S [ A from Z [ O. The
next gate differentiates Z and O, and the final two gates
differentiate S and A.
The problem of this section, and that of the preced-
ing section, can be regarded as determining which, of a
number of mutually exclusive and exhaustive classes, a
(possibly constrained) function belongs. In both cases,
the number of qubits required to solve this problem was
equal to the number required to carry the answer. That
is, no other algorithm could possibly be more space effi-
cient. It is an interesting conjecture that this is always
the case for such problems, but we will not pursue it here
[30].
V. THREE-QUBIT ALGORITHM
Although the one- and two-qubit algorithms discussed
above prove the point that space-bounded quantum com-
putation is superior to its classical counterpart, they are
unsatisfying in that they do not involve entanglement
between qubits. Such entanglement is necessary in the
powerful quantum algorithms such as those of Shor and
Grover. In this section we provide an example of a three-
qubit quantum algorithm which always produces entan-
glement between the qubits, and which solves a problem
no three-bit classical algorithm can. The algorithm we
use is just a variation on Grover’s algorithm.




f(k) = 2 or 6. (5.1)
That is, either two values of the function are equal to
one, and the rest are equal to zero, or vice versa. The
problem is to find either of the two function inputs k, say
k1 and k2, for which f(k) has the minority value (one or
zero, respectively). In other words, find one of the two
“odd-one-outs”.
This problem can be solved using a modification of






of all inputs k for the function. The unitary operator G
consists of one application of an oracle O for the function
f , followed by a unitary “diffusion” [6] operator D. The
only modification we use is to replace the quantum oracle
O, defined by
Ojki = (−1)f(k)jki, (5.3)
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by a quantum circuit calling the ROM bits for f that in-
duces the same unitary evolution. This will be explained
in more detail below.
Grover’s iterate works to solve the present problem be-
cause “marking” the states corresponding to k by mul-
tiplying them by (−1)f(k) is indistinguishable from mul-
tiplying them by (−1)1−f(k). This is because an overall
phase factor is unobservable. Thus it does not matter
whether the minority states are marked by f = 1 or by
f = 0.
For a function with a single “odd-one-out” in a do-
main of size N , Grover’s algorithm requires O(
p
N) it-
erations to pick up that odd-one-out, to an accuracy of
order 1/N2. However, in the case where the odd-ones-out
number one quarter of the total, one iteration will put the
quantum register into an equally-weighted superposition
of these odd-ones-out. In the present case, this means
the final state will be
jψouti = 2−1/2
[jk1i+ jk2i] , (5.4)
where f(k1) = f(k2) = 1 − f(k) 8k 6= k1, k2. A readout
of this state will give one of the two results k1 or k2, with
equal probability. This solves the problem as stated.
A quantum circuit for this algorithm is
f0 f1 f2 f3 f4 f5 f6 f7
j j j j j j j j
j0i−[−pi2 ]y−−−−−−−−−−−−−−−−−−−−−−−−−[pi2 ]y−−−−[−pi2 ]y− (>==k0j j j j j j j j j
j0i−[−pi2 ]y−−−−−−−−−−−−−−−−−−−−−−−−−[pi2 ]y−−−−[−pi2 ]y− (>==k1j j j j j j j j j
j0i−[−pi2 ]y−[pi]0−[pi]0−[pi]0−[pi]0−[pi]1−[pi]1−[pi]1−[pi]1−[pi2 ]y−[pi]0−[−pi2 ]y− (>==k2
. (5.5)
The first set of [−pi/2]y gates prepare the superposition
(5.2). The next eight gates are double-controlled gates
(triply-controlled if one counts the control by the ROM
bits). These are used for notational convenience, as an ar-
bitrary double-controlled gate can be implemented using
five controlled-NOT gates (three on one pair of qubits
and two on another pair), plus single-qubit gates [15].
These eight gates [of which either two or six will be im-
plemented for any function satisfying Eq. (5.1)] have the
effect of implementing the unitary operator (5.3). This







which changes the sign of the single-qubit state jbi, where






The final set of gates implement Grover’s “diffusion” op-
erator D. The three output registers k0, k1, k2 will give
the binary representation k0 + 2k1 + 4k2 of the result
(which will be k1 or k2).
The above circuit shows how the oracle can be replaced
by ROM in Grover’s algorithm. In fact, the way most ex-
perimentalists [19–22] have implemented their “oracle” is
closely analogous to the way the ROM has been imple-
mented above. That is, a phase shift is applied to one
(or, in principle, more than one) component of the super-
position of all possible function inputs. As noted above,
this does not concur with the definition of an oracle in
Eq. (2.2). However, one could consider the applied phase
shift as being due to calling the ROM bit corresponding
to the value of the function for that input, and finding
its value to be one. If one also allows (conceptually) for
other ROM bits to have been called, their values found to
be zero, and consequently no action taken, then the to-
tal procedure is identical to that in the present problem.
Thus, although these experiments do not fit with the
definition of oracle-based quantum computations given
in Eq. (2.2), they can easily be reinterpreted as ROM-
based quantum computations.
Unlike the one-and two-qubit algorithms, we have not
been able to prove rigorously that this three-qubit algo-
rithm is more space-efficient than any classical algorithm.
However, we have investigated classical algorithms ex-
tensively, and most space-efficient one we have found re-
quires five bits, two more than the quantum algorithm.
A circuit diagram for this algorithm is
f0 f1 f2 f3 f4 f5 f6 f7
j j j j j j j j
0=[N]=======[N]============= (>==c4
j j j j j j j
0=[N]==========[N]========== (>==c3
j j j j j
0====[N]==========[N]======= (>==c2









pcp, we can obtain the desired out-
put k (=k1 or k2) by choosing
k = 0 only if c 2 f30, 32, 28, 26, 25, 8g
k = 1 only if c 2 f30, 22, 7, 4, 2g
k = 2 only if c 2 f0g
k = 3 only if c 2 f24, 22, 20, 18, 17, 8g
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k = 4 only if c 2 f24, 16, 13, 12, 10, 9g
k = 5 only if c 2 f28, 20, 12, 6, 5, 2g
k = 6 only if c 2 f26, 18, 10, 6, 4, 3g
k = 7 only if c 2 f0g. (5.9)
Note that in many cases two answers k are compatible
with a given output c. In such cases, either answer may
be chosen. That this algorithm works can be gleaned
only by a detailed analysis. However, one aspect is easy
to explain: it is insensitive to whether the “odd-ones-out”
have a function value of zero or one because it will yield
the same outputs if the function f is replaced by 1 − f .
This is apparent from the fact that each bit has zero,
one, or two NOT gates applied to it. If f is replaced by
1− f then the number of NOT gates applied to each bit
changes to two, one, or zero respectively. Thus the parity
of the number of NOT gates applied remains unchanged
and so the outputs are the same.
VI. MANY-QUBIT ALGORITHMS
Of the three problems discussed above, the one with a
3-qubit algorithm is the most promising for generaliza-
tion to n-qubits. The generalization is trivial: a single
application of Grover’s iterate on an n-qubit quantum
computer can find one of the “odd-ones-out” k 2 K such
that
f(k) = 1− f(k0) 8 k 2 K and k0 2 K0 (6.1)
Here K0 = ZZN n K is the complement of K. That is to
say, the binary function f takes one value (0 or 1) on the
set K and the other value on the rest of its domain. For
a single iteration of Grover’s algorithm to work we again
assume the promise that K contains exactly one quarter
of the members of ZZN . Recall that N = 2n, where n  3.
A harder question is, what is the most space-efficient
classical algorithm to solve this problem? The obvi-
ous generalization of that in Eq. (5.8) is very inefficient.
It uses of order N/4 bits, which is exponential in the
size n of the problem. A more space-efficient, but less
time-inefficient, classical algorithm can found using a
different approach. The first part consists of counting
t =
∑2n−1
k=0 fk, the total number of ones in the binary
function. This is simple to do using controlled-NOT
gates. Since we are promised that t equals N/4 or 3N/4,
this counting requires n bits. The next part consists of
repeating the counting, but not carrying the count into
the nth (most significant) bit. The result is to reset all
of the bits to zero, except for the nth bit, which carries
the value of the most significant bit of t. If we NOT this
bit, and call its value M , then it is easy to see that M is
simply the function value for the odd-ones-out. That is,
f(k) = M 8 k 2 K.
The final part of the algorithm calls each function value
fk a number of times in succession. The first group of
calls is to compare fk with M , and, if they agree, to write
k onto a register of n bits, controlled by another register
of n − 2 bits [31]. The second group of calls (following
immediately after the first set) is to compare fk with M
again, and, if they agree, to add one to a tally. The tally
is the number of odd-ones-out found so far. The tally reg-
ister is the n− 2-bit control register for each first group
of calls referred to above. The control acts to allow k
to be written only when the tally is zero. That is, only
the first-found odd-one-out is written. Since the number
of odd ones out is N/4, the tally requires n − 2 bits to
store. This means that the last odd-one-out found will
reset the tally to zero, but that does not matter as no
more odd-ones-out will be found, so there is no danger
of the first one found being over-written.
The total number of bits required for this algorithm is
determined by this final part of the algorithm. It is n for
the output register, plus n − 2 for the tally, plus 1 for
the most significant bit M from the counting in the first
two parts. That is, 2n − 1 bits are required. Like the
quantum case, this grows only linearly with the size of
the problem. However, the number of extra bits needed
classically also grows linearly with the problem size. We
have not proved that this is the most efficient classical
algorithm, but we suspect that it is so. If it is, then for
large n we have a very significant space efficiency offered
by quantum computation.
For the case n = 3, the required number of bits is five,
which is the same as that required by the algorithm in
Eq. (5.8). The final part of the present algorithm for this
case is
f0 f1 f1 f2 f2    f6
j j j j j j
M===============================  =======
j j j j j j j j j j j j
0 =[N]=[N]=======[N]=[N]=======[N]=[N]=  =======
j j j j j j
0 =======[N]=[N]===================  ======= (>==k0
j j j j
0 ===================[N]=[N]=======  =[N]=[N]= (>==k1
j j
0 ===============================  =[N]=[N]= (>==k2
. (6.2)
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From the top down, the bits used are the most-
significant bit M , the tally bit, and the three-bit register
for k, the first-found odd-one-out. The first value f0 is
called only once, not twice, because there is need to write
000 in the final register, as that is its initial state. The
last value called, f6 is called only once, because there is
no need to update the tally as it is not to be used any
more. We do not call f7 at all since there is guaranteed
to be an odd-one-out found in 1 to 6, as there are two
odd-ones-out.
VII. CONCLUSIONS
We have shown that quantum computation is more
space-efficient than classical computation for a variety of
simple and familiar problems which could be (but have
not yet been) implemented on small quantum computers
up to three qubits in size. The most interesting is a vari-
ant on Grover’s search problem. This can be solved on
a three-qubit quantum computer, but requires (as far as
we could tell) a five bit classical computer to solve.
The three-qubit algorithm is most interesting for two
reasons. First, it utilizes the full resources of quantum
computation, namely entanglement as well as superposi-
tion. Second, it is readily generalized to n-qubits. The
best corresponding classical algorithm we could deter-
mine requires 2n − 1 bits. This means that the larger
the problem, the greater the space-efficiency offered by
quantum computation. We hope that this may point the
way to further, perhaps even more dramatic, instances of
quantum aspects of space-bounded information process-
ing.
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APPENDIX: ORACLES VERSUS ROM FOR
SPACE EFFICIENCY
The minimum number of (qu)bits required for any
computation of the properties of f , as defined in
Eq. (2.1), based on an oracle, as defined in Eq. (2.2),
is clearly n + m. Without this many (qu)bits, nothing
can be computed at all.
For the Deutsch-Josza problem we have m = 1 and
n  2, so the minimum number of (qu)bits is n+1. This
is all that is required to solve the problem using Deutsch
and Josza’s algorithm. The reader is referred to Ref. [3]
for the details of this algorithm.
To compare this to the most efficient classical algo-
rithm, consider just the case n = 2. Two bits are re-
quired simply for writing values of k 2 ZZ4 so that f(k)
may be computed in the third bit. Just as it takes two
bits for a ROM-based computation to compute the an-








0=[f ]====[f ]====[N]====[f ]= (>==y
j j j j
0=====[N]=====[N]====[N]===== (>==x
. (7.1)
It is the same as that in Eq. (3.5), modified to use an
oracle rather than ROM. The oracle call, denoted by O
and by double vertical lines, works as in Eq. (2.2). The
first two bits here are jki and the third bit is jli. The
three controlled-NOT gates after the second oracle call
are simply to swap the states of the third and fourth bits.
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