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The application of near-term quantum devices to machine learning (ML) has attracted much attention. In one such attempt, 
Mitarai et al. (2018) proposed a framework to use a quantum circuit for supervised ML tasks, which is called quantum 
circuit learning (QCL). Due to the use of a quantum circuit, QCL can employ an exponentially high-dimensional Hilbert 
space as its feature space. However, its efficiency compared to classical algorithms remains unexplored. In this study, using 
a statistical technique called “count sketch,” we propose a classical ML algorithm that uses the same Hilbert space. In 
numerical simulations, our proposed algorithm demonstrates similar performance to QCL for several ML tasks. This pro-
vides a new perspective with which to consider the computational and memory efficiency of quantum ML algorithms. 
 
 
I. INTRODUCTION 
 
Because quantum computers with tens or hundreds of 
qubits are becoming available, their application to machine 
learning has attracted much attention. Such quantum de-
vices are called noisy intermediate-scale quantum (NISQ) 
devices [1], and many quantum-classical hybrid algo-
rithms have been proposed to use NISQ devices efficiently. 
For example, the variational quantum eigensolver (VQE) 
has recently been used to find the ground state of a given 
Hamiltonian [2–5] and the quantum approximate optimi-
zation algorithm (QAOA) enables us to obtain approxi-
mate solutions to combinatory optimization problems [6–
8]. More recently, several studies have proposed algo-
rithms that use NISQ devices for machine-learning 
tasks [9–29], some of which have been experimentally 
tested using actual quantum devices [30–36]. 
 
In one such attempt, Mitarai et al. [26] proposed a frame-
work to train a parameterized quantum circuit for super-
vised classification and regression tasks; this is called 
quantum circuit learning (QCL). In QCL, input data (i.e., 
feature vectors) are nonlinearly mapped into a 2Q-dimen-
sional Hilbert space, where Q is the number of qubits, and 
then a parameterized unitary transformation is applied to 
the mapped data (see Section II for details). The parame-
ters of the unitary transformation are tuned to minimize a 
given cost function (i.e., a prediction error). QCL employs 
the high-dimensional Hilbert spaces implemented by quan-
tum circuits; however, its computational and memory effi-
ciency compared to classical algorithms remains uncertain.  
 
In this study, we present a machine-learning algorithm with 
similar properties to QCL whose computational time and 
required memory size are linear with respect to the hy-
perparameter corresponding to the number of qubits, 
which we refer to as quantum circuit-like learning (QCLL). 
To implement this algorithm, we use a statistical technique 
known as “count sketch” [37–40]. Given a high-dimen-
sional vector space, the count sketch technique provides a 
projection from the given space to a lower dimensional 
space that approximately preserves the inner product in the 
original space (see Section II for details). Therefore, this 
enables us to use the same 2Q-dimensional Hilbert space as 
the feature space with a low computational cost. To demon-
strate the similarities between QCL and QCLL as machine-
learning algorithms, we perform numerical simulations in 
which these two algorithms are applied to several machine-
leaning tasks. Our numerical results demonstrate that the 
behavior and performance of QCLL are very similar to 
those of QCL. We believe that our proposed algorithm and 
simulation results provide a new perspective with which to 
consider the computational and memory efficiency of 
quantum machine learning algorithms. 
 
 
II. ALGORITHM 
 
This section is organized as follows. First, we introduce 
QCL based on the work of Mitarai et al. [26]. In the fol-
lowing subsection, we explain the count sketch technique, 
which is used in QCLL. Finally, we explain QCLL. Note 
that a Python implementation of QCLL is available at our 
GitHub repository [https://github.com/nkmjm/]. 
 
A. Quantum circuit learning 
 
Here, we introduce the QCL framework proposed by Mi-
tarai et al. [26]. In supervised learning, an algorithm is 
given a training dataset 𝒟 = {(𝐱!, 𝑦!)}!"#$  of 𝑁 pairs of 𝐷-dimensional real input vectors 𝐱! ∈ ℝ% and target out-
puts 𝑦! . The outputs 𝑦!  take continuous values in the 
case of regression and discrete values in the case of classi-
fication. The algorithm is required to predict the target out-
put for a new input vector 𝐱&'( ∈ ℝ%. In QCL, the pre-
diction model is constructed using a quantum circuit with 
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multiple learnable parameters as follows (see also Figure 
1(a)) 
 
1. Encode input vectors 𝐱!	(𝑛 = 1,⋯ ,𝑁)  into quan-
tum states |𝜓)&(𝐱!)⟩ = 𝑈'&*(𝐱!)|0⟩⊗, by applying 
unitary gates 𝑈'&*(𝐱!) to the initialized state |0⟩⊗,. 
 
2. Apply a 𝛉-parameterized unitary 𝑈(𝛉) to the states |𝜓)&(𝐱!)⟩  and generate the output states |𝜓-./(𝐱!, 𝛉)⟩ = 𝑈(𝛉)|𝜓)&(𝐱!)⟩. 
 
3. Measure the expectation values of a predefined ob-
servable 𝐵 for the output states |𝜓-./(𝐱!, 𝛉)⟩. Using 
a predefined function 𝐹(∙), a scaling parameter 𝑎 , 
and an intercept parameter 𝑏 , the predictions from 
this machine-learning model are defined as  
 𝑦=! = 𝐹(𝑎⟨𝜓-./(𝐱!, 𝛉)|𝐵|𝜓-./(𝐱!, 𝛉)⟩ + 𝑏). (1) 
 
4. Minimize the cost function 𝐶(𝑎, 𝑏, 𝛉) = B𝐸(𝑦!, 𝑦=!)$!"# 	 (2) 
with respect to the parameters (𝑎, 𝑏, 𝛉), where  𝐸(∙,∙): ℝ × ℝ⟶ ℝ is a function to measure the pre-
diction error. 
 
5. Make a prediction for a new input vector 𝐱&'(  by 
computing 
 𝐹(𝑎⟨𝜓-./(𝐱&'(, 𝛉)|𝐵|𝜓-./(𝐱&'(, 𝛉)⟩ + 𝑏). (3) 
 
In step 1 above, the input vectors are nonlinearly mapped 
into a 2, -dimensional Hilbert space, where 𝑄  is the 
number of qubits used for encoding. In Mitarai et al. [26], 
the unitary gates 𝑈'&*(𝐱!) were constructed using rota-
tions of individual qubits around the y-axis. Following 
their procedure, in this study, we treat a case in which a 
given input vector 𝐱 = (𝑥#, ⋯ , 𝑥%)0 ∈ ℝ% is encoded in 
 |𝜓)&(𝐱)⟩ = ⨂1"#% L⨂2!"#,! M𝑥1 , N1 − 𝑥13P0Q , (4) 
 
where 𝑄1 is the number of qubits used to encode the 𝑑-
th element of the vector 𝐱. Note that 𝑄 = ∑ 𝑄1%1"# . The 
elements of the vector |𝜓)&(𝐱)⟩ include high-order poly-
nomials such as 𝑥1,!; this introduces nonlinearity into the 
prediction model.  
 
In step 2, a parameterized unitary transformation 𝑈(𝛉) is 
applied to the states prepared in step 1. In Mitarai et al. [26], 
this unitary transformation was constructed as a chain of 
rotations of individual qubits and random unitary transfor-
mations. Following their procedure here, we assume a case 
where 𝑈(𝛉) takes the form 
 𝑈(𝛉) = 𝑅4(𝛉)𝑈4𝑅45#(𝛉)𝑈45#⋯𝑅#(𝛉)𝑈#, (5) 
 
where 𝑀  is the depth of the quantum circuit, 𝑅#(𝛉),⋯ , 𝑅4(𝛉) are rotations of individual qubits whose 
angles are specified by elements of 𝛉, and 𝑈#, ⋯ , 𝑈4 are 
random unitary transformations. As a result, each element 
of the output vector (i.e., the output state) |𝜓-./(𝐱, 𝛉)⟩ 
has the form of the inner product between |𝜓)&(𝐱)⟩ and a 
unit vector randomly parameterized by 𝛉. In other words, 
when we denote |𝜓)&(𝐱)⟩ and |𝜓-./(𝐱, 𝛉)⟩ by 
 𝐯)&(𝐱) = M𝑣)&,#(𝐱),⋯ , 𝑣)&,3"(𝐱)P0 
 
and  
FIG. 1. Quantum circuit learning (QCL) and quantum circuit-like learning (QCLL). (a) Flowchart of QCL. In 
QCL, an input vector is encoded (mapped) into a quantum state and then a parameterized unitary transformation is 
applied to it. (b) Count sketch technique. An example of a 3 × 5 count sketch matrix is shown. This provides a 
projection from a five-dimensional space to a three-dimensional space. (c) Flowchart of QCLL. In QCLL, the 
count sketch of the quantum state vector that encodes an input vector is computed by the tensor sketch algorithm. 
The tensor sketch algorithm enables us to perform this computation without accessing the quantum state vector, 
which is typically high dimensional. Then, the inner product between the resultant count sketch and a parameterized  
unit vector is computed as the output. 
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 𝐯-./(𝐱, 𝛉) = M𝑣-./,#(𝐱, 𝛉),⋯ , 𝑣-./,3"(𝐱, 𝛉)P0, 
 
each element of |𝜓-./(𝐱, 𝛉)⟩ has the form 
 𝑣-./,7(𝐱, 𝛉) = 𝐮7(𝛉) ∙ 𝐯)&(𝐱)				(𝑖 = 1,⋯ , 2,), (6) 
 
where 𝐮7(𝛉) is a unit vector randomly parameterized by 𝛉. 
 
The predefined function 𝐹(∙) and the loss function 𝐸(∙,∙) 
used in steps 3 and 4 are manually defined. In a regression 
task, 𝐹(𝑥) = 𝑥 and 𝐸(𝑦, 𝑦=) = (𝑦 − 𝑦=)3 are often used. 
In a classification task, the softmax and cross-entropy 
functions are often used. To minimize the cost function 𝐶(𝑎, 𝑏, 𝛉) , gradient-based methods [26] or gradient-free 
optimization methods, such as Nelder–Mead [2], are used. 
Optionally, a recently proposed, more efficient method can 
be used under some conditions [41].  
 
 
B. Count sketch technique 
 
To approximately compute the inner product in the 2,-di-
mensional Hilbert space in an efficient manner on classical 
computers, we use a technique called “count sketch.” In 
this section, we first present a theorem that shows the ap-
proximation accuracy of the count sketch technique. Then, 
we explain an algorithm to perform this approximation ef-
ficiently in the case where input vectors are represented as 
the Kronecker products of low-dimensional vectors such 
as those shown in Eq. (4). 
 
Here, we assume that we want to approximate the inner 
product of 𝐾-dimensional vectors. 
 
Definition 1 
Given two independent hash functions ℎ: {1,⋯ ,𝐾} →{1,⋯ ,𝐾8}  and 𝑠: {1,⋯ ,𝐾} → {+1,−1} , the 𝐾8 × 𝐾 
matrix whose (𝑘8, 𝑘)-entry is 
 b𝑠(𝑘)0 									(ℎ(𝑘) = 𝑘
8)(otherwise) (7) 
 
is called a count sketch matrix. 
 
Note that, because ℎ and 𝑠 are hash functions with ran-
domness, the count sketch matrix specified by ℎ and 𝑠 is 
a random matrix. According to convention, a sample (i.e., 
an observation) drawn from a count sketch matrix is also 
called a count sketch matrix in this study; however, the in-
terpretation is clear from the context. An example of a 
count sketch matrix is shown in Figure 1(b). 
 
Definition 2 
Given a 𝐾8 × 𝐾 count sketch matrix 𝐶, the count sketch 
of a 𝐾-dimensional column vector 𝐯 is defined as the 𝐾8-dimensional vector 𝐶𝐯. 
 
Count sketches are random vectors. According to conven-
tion, the random vector 𝐶𝐯 and a sample (i.e., an obser-
vation) from 𝐶𝐯 are both called the count sketch of 𝐯. 
 
Count sketch matrices have the property shown in Theo-
rem 3; this allows us to use count sketches as compact rep-
resentations of high-dimensional vectors. 
 
Theorem 3  
We assume that 𝐶  is a 𝐾8 × 𝐾  count sketch matrix. 
Given two 𝐾-dimensional column vectors 𝐯# and 𝐯3,  
 𝔼9[𝐶𝐯# ∙ 𝐶𝐯3] = 𝐯# ∙ 𝐯3, (8) 
 Var9[𝐶𝐯# ∙ 𝐶𝐯3] ≤ 1𝐾8 {(𝐯# ∙ 𝐯3)3 + ‖𝐯#‖3‖𝐯3‖3}, (9) 
 
where 𝔼:[𝑓(𝑥)] and Var:[𝑓(𝑥)] denote the expectation 
and variance, respectively, of a function 𝑓(𝑥) with re-
spect to a random variable 𝑥. 
Proof: See [37,39]. 
 
Using the above property, once we obtain the count 
sketches of vectors, we can compute approximations of the 
values of the inner products of these vectors in 𝑂(𝐾8 ) 
computational time. This computational time is independ-
ent of the original dimensionality 𝐾 of the space. Note 
that, because vectors we primarily treat in later sections are 
unit vectors, the variance (i.e., the approximation error) is 
always smaller than 2/𝐾8 in such a case. Based on the 
numerical results in a previous study [37], 𝐾8 was set to 
100 in the numerical experiments in this study. 
 
 
Next, we describe an algorithm to compute the count 
sketch of a given vector efficiently when the given vector 
is represented as the tensor product of low-dimensional 
vectors. We consider a case in which we compute the count 
sketch of 𝐯 = ⨂2"#, 𝐯2	.  
 
Theorem 4 
We assume that a 𝐷;<-=-dimensional vector v can be rep-
resented by  
 𝐯 = ⨂2"#, 𝐯2 , (10) 
 
where 𝐯2	(𝑞 = 1,⋯ , 𝑄)  are 𝐷2 -dimensional vectors, 
and we assume that 𝐶  and 𝐶2	 are 𝐾8 × 𝐷;<-=  and 𝐾8 × 𝐷2 count sketch matrices, respectively. The random 
vector 𝐶𝐯  and the convolution of the random vectors 𝐶#𝐯#, ⋯ , 𝐶,𝐯, follow the same distribution. 
Proof: See  [38]. 
 
Because the convolution of vectors can be computed using 
a fast Fourier transform (FFT), 𝐶𝐯 in the above can be 
computed as follows. 
 
1. Compute 𝐶2𝐯2	(𝑞 = 1,⋯ , 𝑄), where 𝐯2  are given 
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𝐷2-dimensional vectors and 𝐶2 are 𝐾8 × 𝐷2 count 
sketch matrices. 
 
2. Compute FFT{𝐶2𝐯2| using FFT. 
 
3. Compute FFT(𝐶#𝐯#) ⊙⋯⊙FFT{𝐶,𝐯,|  where ⊙ denotes the element-wise product. 
 
4. Compute FFT5# MFFT(𝐶#𝐯#)⊙⋯⊙FFT{𝐶,𝐯,|P. 
Return this as the output of the algorithm. 
 
According to convention, we call this algorithm “tensor 
sketch” in this paper. Note that the computation of 𝐶2𝐯2	(𝑞 = 1,⋯ , 𝑄) in step 1 of the tensor sketch algo-
rithm takes 𝑂(𝐾8(𝐷# +𝐷3 +⋯+𝐷,))  computational 
time. This is smaller than 𝑂{𝐾8𝐷#𝐷3⋯𝐷,|, which is the 
time for direct computation, and the computational time for 
steps 2–4 does not depend on the dimensionality of 𝐯2 
(i.e., 𝐷2).  
 
 
C. Quantum circuit-like learning 
 
Using the count sketch technique and the tensor sketch al-
gorithm, we present a machine-learning algorithm with 
similar properties to QCL. As in QCL, we assume that the 
algorithm is given a training dataset 𝒟 = {(𝐱!, 𝑦!)}!"#$  
of 𝑁  pairs of 𝐷 -dimensional real input vectors 𝐱! =(𝑥!#, ⋯ , 𝑥!%)0 ∈ ℝ% and target outputs 𝑦!. The hyperpa-
rameter corresponding to the number of qubits used for en-
coding the 𝑑-th element of the input vectors is denoted by 𝑄1 .The QCLL algorithm is as follows (see also Figure 
1(c)). 
 
1. Draw 𝑄 = ∑ 𝑄1%1"#  samples from a 𝐾8 × 2 count 
sketch matrix, and compute the count sketches of 𝐯)&(𝐱!) = ⨂1"#% ~⨂2"#,! {𝑥!1 , N1 − 𝑥!13|0 using 
the tensor sketch algorithm. Denote the resultant 
count sketches by 𝐯=)&(𝐱!). 
 
2. Draw 𝑃 samples from a 𝐾8 × 2 count sketch ma-
trix, and compute the count sketch of 𝐮(𝛉) = ⨂>"#?  {cos 𝜃> , sin 𝜃>|0 using the tensor sketch algorithm. 
Repeat this 𝐼 times, and denote the resultant count 
sketches by 𝐮7(𝛉)		(𝑖 = 1,⋯ , 𝐼) . Then, compute 𝑣=-./,7(𝐱!, 𝛉) = 𝐮7(𝛉) ∙ 𝐯=)&(𝐱!), and denote them col-
lectively by 𝐯=-./(𝐱!, 𝛉) =M𝑣=-./,#(𝐱!, 𝛉),⋯ , 𝑣=-./,@(𝐱!, 𝛉)P. 
 
3. Using a predefined Hermitian matrix 𝐵 , compute 𝐯=-./(𝐱!, 𝛉)A𝐵𝐯=-./(𝐱!, 𝛉).	Using a predefined func-
tion 𝐹(∙), a scaling parameter 𝑎, and an intercept pa-
rameter 𝑏, the predictions from this machine-learn-
ing model are defined as  
 𝑦=! = 𝐹(𝑎𝐯=-./(𝐱!, 𝛉)A𝐵𝐯=-./(𝐱!, 𝛉) + 𝑏). (11) 
 
4. Minimize the cost function  𝐶(𝑎, 𝑏, 𝛉) = B𝐸(𝑦!, 𝑦=!)$!"# 		 (12)	
with respect to the parameters (𝑎, 𝑏, 𝛉),  where 𝐸(∙,∙): ℝ × ℝ⟶ ℝ is a function to measure the pre-
diction error. 
 
5. Make a prediction for a new input vector 𝐱&'( by 
computing 
 𝐹(𝑎𝐯=-./(𝐱&'(, 𝛉)A𝐵𝐯=-./(𝐱&'(, 𝛉) + 𝑏). (13) 
 
In step 1 of the above algorithm, 2,-dimensional vectors ⨂1"#% ~⨂2"#,! {𝑥!1 , N1 − 𝑥!13|0 are encoded as the 𝐾8-
dimensional vectors 𝐯=)&(𝐱!). According to Theorem 3, the 
values of the norm of 𝐯=)&(𝐱!) are 1.0 on average and, for 
an arbitrary pair of input vectors 𝐱!# and 𝐱!$, 𝐯=)&{𝐱!#| ∙𝐯=)&{𝐱!$| is equal to 𝐯)&{𝐱!#| ∙ 𝐯)&{𝐱!$| on average. This 
indicates that the pairwise similarities between input vec-
tors in the 2, -dimensional Hilbert space are approxi-
mately preserved in the 𝐾8-dimensional space constructed 
by this step. 
 
In step 2, each element of 𝐯=-./(𝐱!, 𝛉)  takes the same 
form as in Eq. (6) of QCL. The 𝑖 -th element of 𝐯=-./(𝐱!, 𝛉) can be written as  
 𝑣=-./,7(𝐱!, 𝛉) = 𝐮7(𝛉) ∙ 𝐯=)&(𝐱!)		(𝑖 = 1,⋯ , 𝐼). (14) 
 
According to Theorem 3, on average, 𝐮7(𝛉) is a unit vec-
tor randomly parameterized by 𝛉 , which has the same 
property as 𝐮7(𝛉) in Eq. (6) of QCL.  
 
Note that steps 3–5 of QCLL are completely the same as 
those of QCL if we replace 𝐯=-./(∙,∙) with |𝜓-./(∙,∙)⟩. Us-
ing the tensor sketch algorithm, we can perform QCLL in 𝑂(𝑄) computational time.  
 
Similar to QCL, we can use gradient-based methods to 
minimize the cost function in step 4 of QCLL. To combine 
QCL with gradient-based methods, inspired by Li et 
al. [42], Mitarai et al. [26] proposed a method to calculate 𝜕𝑦=! 𝜕𝜃>⁄ . Similar to their approach, in QCLL, we can cal-
culate 𝜕𝑣=-./,7(𝐱!, 𝛉) 𝜕𝜃>⁄  by evaluating 𝑣=-./,7(𝐱!, 𝛉 +∆𝛉), where ∆𝛉 is a vector whose 𝑝-th element is −𝜋/2 
and whose other elements are zero. By combining this and 
the chain rule, we can calculate the derivative of the cost 
function in step 4 of QCLL. 
 
 
III. RESULTS 
 
In this section, we demonstrate that the behavior and pre-
diction performance of QCLL are similar to those of QCL 
using numerical simulations. Following the numerical sim-
ulations in Mitarai et al. [26], we treat the same regression 
and classification tasks using QCL and QCLL. 
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First, we performed a regression analysis where the func-
tions 𝑓(𝑥) = 𝑥3, 𝑒:, sin 𝑥, and |𝑥| were learned (esti-
mated) from a given training dataset 𝒟 = {(𝐱!, 𝑦!)}!"##BB . 
Following the procedure in Mitarai et al. [26], the input 
vectors 𝐱! are one-dimensional, and were randomly sam-
pled from the range [−1, 1]. The target outputs 𝑦! were 
set to 𝑓(𝐱!). The number of qubits (𝑄) was set to six, and 
the depth of the quantum circuit (𝑀) was set to six. A ma-
trix whose first five diagonal entries are one and whose 
other entries are zero was used as the predefined Hermitian 
matrix 𝐵. As the parameterized unitary matrix 𝑈(𝛉) of 
QCL, we used the form of Eq. (5) with 
 𝑅C(𝛉) = ⨂2"#D cos{𝜃D(C5#)G2| −sin{𝜃D(C5#)G2|sin{𝜃D(C5#)G2| cos{𝜃D(C5#)G2| 		  
 																																																																(𝑚 = 1,⋯ ,𝑀) 
 
and uniformly random unitary matrices 𝑈C. The number 
of learnable parameters was exactly the same for QCL and 
QCLL. In other words, 𝛉 in both QCL and QCLL is a 36-
dimensional vector in this numerical simulation. 𝐹(𝑥) =𝑥  and 𝐸(𝑦, 𝑦=) = (𝑦 − 𝑦=)3  were adopted as the prede-
fined function 𝐹(∙) and the loss function 𝐸(∙,∙), respec-
tively. To minimize the cost function, we used a gradient-
based method, SLSQP [43]. The number of iterations was 
set to 100. To avoid local minima of the cost function, for 
the same training data, we repeated the SLSQP algorithm 
20 times with different initializations and the parameters (𝑎, 𝑏, 𝛉) showing the lowest cost function value was used 
for the prediction. The results are shown in Figure 2. The 
outputs of QCL and QCLL were fitted to the target func-
tions with similar degrees.  
 
Next, we treated a classification task. Following the nu-
merical simulations in Mitarai et al. [26], the simple non-
linear binary classification task shown in Figure 3(a) was 
treated. The number of training samples was 200 (100 for 
class 1 and 100 for class 2). To treat this binary classifica-
tion problem, two Hermitian matrices (i.e., observables) 𝐵# and 𝐵3 were used in step 3 of both algorithms. Here, 
a matrix whose first five diagonal entries are one and 
whose other entries are zero was used as 𝐵# . A matrix 
FIG. 2. Demonstration of the performances of QCL and 
QCLL on regression tasks. As regression tasks, four func-
tions (a) y = x2, (b) y = ex, (c) y = sin x, and (d) y = |x| were 
learned (estimated). Outputs from QCL (orange) and 
QCLL (red) prior to training (dashed line) and after train-
ing (solid line) are shown together with the training  
samples (green dots). 
 
 
FIG. 3. Demonstration of the performances of QCL and 
QCLL on a classification task. (a) Training data in the input 
feature space. The blue and red dots in the left panel indi-
cate the training samples for classes 1 and 2, respectively. 
These training data were uniformly sampled from the col-
ored areas in the right panel. (b) Predictive probability 
from QCL after training. QCL was tuned using the training 
data shown in panel (a). Outputs (i.e., the predictive prob-
ability) for individual grid points are shown. (c) Predictive 
probability from QCLL after training. The formats and  
procedures are the same as those in panel (b). 
 
 
 
 
 6 
whose 6–10-th diagonal entries are one and whose other 
entries are zero was used as 𝐵3. The softmax function was 
used as the predefined function 𝐹(∙). The cross-entropy 
function was used as the loss function 𝐸(∙,∙). The number 
of qubits used to encode each input dimension was set to 
three, and the depth of the quantum circuit was set to three. 
The same optimization method as used in the previous re-
gression task was used. The results are shown in Figure 3 
(b) and 3(c). QCL and QCLL show similar behavior for 
this classification task. 
 
Finally, using the same regression task, where 𝑓(𝑥) = 𝑥3 
was estimated, we investigated the dependency of the mod-
els on the amount of training data and their robustness to 
noise. In the analysis to investigate the dependency of the 
models on the amount of training data, the number of train-
ing samples was changed within the range from 10 to 100. 
In the analysis to investigate their robustness to noise, the 
models were trained with training data including Gaussian 
noise. The training data were generated in the same manner 
as in the previous regression analysis except that the target 
outputs 𝑦!  were set to 𝑓(𝐱!) + 𝜀!  where 𝜀!  followed 
a Gaussian distribution with a mean of zero and a standard 
deviation of 𝜎. 𝜎 was varied within the range from 0.0 to 
0.45. To quantitatively evaluate the prediction accuracy of 
a model trained with a given training data, we computed 
the root mean squared error (RMSE) between 𝑓(𝐱) and 
the model prediction across points in [−1.0, 1.0]. As done 
in the Appendix of Mitarai et al. [26], as another machine-
learning algorithm to be compared, we trained a simple lin-
ear regression model (i.e., ordinary least squares) using ~𝑥D, 𝑥H√1 − 𝑥3, 𝑥I(1 − 𝑥3), 𝑥J√1 − 𝑥3J, 𝑥3(1 −𝑥3)3, 𝑥√1 − 𝑥3H, (1 − 𝑥3)J as basis functions; these be-
ing polynomials appearing in |𝜓)&(𝐱)⟩  of QCL and 𝐯=)&(𝐱) of QCLL. As in Mitarai et al. [26], we examined 
how much QCL and QCLL avoided the risk of overfitting 
compared to this simple regression model.  
 
To compare the dependency of the models on the amount 
of training data used, we evaluated the RMSE of each al-
gorithm while changing the number of training samples 
(Figure 4(a)). In addition, to compare the robustness of the 
models to noise, we evaluated the RMSE of each algorithm 
while changing the level of Gaussian noise (Figure 4(b)). 
In both analyses, QCL and QCLL showed similar RMSEs, 
both of which were much lower than that of the simple lin-
ear regression. Those results suggest that QCL and QCLL 
efficiently avoid the risk of overfitting in similar manners. 
 
 
IV. DISCUSSION AND CONCLUSIONS 
 
We proposed a machine-learning algorithm with similar 
properties to quantum circuit learning (QCL). Our pro-
posed algorithm, quantum circuit-like learning (QCLL) 
can be run on classical computers with 𝑂(𝑄) computa-
tional time and 𝑂(𝑄) required memory size, where 𝑄 is 
the hyperparameter corresponding to the number of qubits 
in QCL. The numerical simulations show that QCL and 
QCLL behave similarly on both regression and classifica-
tion tasks (Figures 2 and 3). In addition, their similarities 
were consistently observed even when we changed the 
amount of training data and the level of noise (Figure 4). 
Therefore, our results suggest that, as a machine-learning 
algorithm, QCLL has similar properties, behavior and per-
formance to QCL. This provides a new perspective with 
which to consider the computational and memory effi-
ciency of quantum machine learning algorithms. 
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FIG. 4. Dependency of the models on the amount of train-
ing data and their robustness to noise. (a) Dependency on 
the amount of training data. QCL, QCLL, and a simple 
linear regression model were trained with a small number 
of samples (N = 25, top). The formats are the same as in 
Figure 2. The root mean squared error (RMSE) averaged 
across 10 simulation repetitions is plotted as a function of 
the number of training samples (bottom). (b) Robustness 
to noise. The three regression models were trained with 
training data including Gaussian noise (σ= 0.2, top). The 
formats are the same as in Figure 2. The RMSE averaged 
across 10 simulation repetitions is plotted as a function of  
the noise level (bottom). 
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