Abstract. We show that the reduced point variety of a quantum polynomial algebra is the union of specific linear subspaces in P n , we describe its irreducible components and give a combinatorial description of the possible configurations in small dimensions.
Introduction
Recall that a quantum polynomial algebra on n + 1 variables has a presentation A = C x 0 , x 1 , . . . , x n /(x i x j − q ij x j x i , 0 ≤ i, j ≤ n)
where all entries of the n + 1 × n + 1 matrix Q = (q ij ) i,j are non-zero and satisfy the relations q ii = 1 and q ji = q −1 ij . If all the variables x i are given degree one, A is a positively graded algebra with excellent homological conditions: it is an iterated Ore-extension and an Auslanderregular algebra of dimension n + 1. In non-commutative projective geometry, see for example [1] or [5] , one associates to such algebras a quantum projective space defined by P n Q = Proj(A) = Gr(A)/Tors(A) where Proj(A) is the quotient category of the category Gr(A) of all graded left A-modules by the Serre subcategory Tors(A) of all graded torsion left A-modules.
An interesting class of objects in P n Q are the point modules of A, which are determined by graded left A-modules P = P 0 ⊕ P 1 ⊕ . . . which are cyclic (that is, are generated by one element in degree zero), critical (implying that all normalizing elements of A act on it either as zero or as a non-zero divisor) and have Hilbertseries (1 − t) −1 (that is all graded components P i have dimension one). As such a point module can be written as a quotient P ≃ A/(Al 1 + . . . + Al n ) with linearly independent l i ∈ A 1 , we can associate to it a unique point x P = V(l 1 , . . . , l n ) in commutative projective n-space P n = P(A * 1 ), having as its projective coordinates [u 0 : u 1 : . . . : u n ] with u i = x * i . The point variety of A is then the reduced closed subvariety of P n pts(A) = {x p ∈ P n | P a point module of A} The aim of this paper is to describe the possible subvarieties that can arise as point varieties of quantum polynomial algebras. We will prove the next result in Section 2.
Theorem 1. With notations as above we have (1) pts(A) = V((q ij q jk −q ik )u i u j u k , 0 ≤ i < j < k ≤ n) and hence is the union of a collection of linear subspaces of the form P(i 0 , . . . , i k ) which is the klinear subspace of P n spanned by δ i0 , . . . , δ ik where δ j = [δ 0j : . . . : δ nj ]. 
the point variety of A is determined by the P 2 = P(u, v, w) it contains.
In Section 3 we will give a necessary condition for a union of linear subspaces in P n to be the point variety of a quantum polynomial algebra. Theorem 7 implies that this condition is also sufficient for n ≤ 5.
In Section 4 we list all possible configurations, and the corresponding degeneration graph, when n ≤ 4. In dimension 5 the degeneration graph no longer has a unique end-point.
The proof
Because each variable x i is a normalizing element in A we can consider the graded localization at the homogeneous Ore set {1, x i , x 2 i , . . .}. As this localization has an invertible element of degree one it is a strongly graded ring, see [4, §1.4] , and therefore is a skew Laurent extension The algebra B i is generated by the n elements v j = x j x −1 i and as we have the commutation relations x j x
That is, B i is again a quantum polynomial algebra, this time on n variables v j with corresponding n × n matrix R = (r jk ) j,k with entries
One-dimensional representations of B i correspond to points (a j ) j ∈ A n (via the morphism v j → a j ) if they satisfy all the defining relations
Observe that we can identify this affine space A n with X(u i ) in P n with affine
i . That is, we can identify the projective closure of rep 1 (B i ), the affine variety of all one-dimensional representations of B i , with the following subvariety of P
be a quantum polynomial algebra in 3 variables. Then pts(A) is determined (see [2] ) by the determinant of the following matrix
which is equal to (q 01 q 12 − q 02 )u 0 u 1 u 2 . This proves the claim for n = 2. Let A now be a quantum polynomial algebra in n + 1 variables. If P is a point module of A, then each of the variables x i (being normalizing elements) either acts as zero on P or as a non-zero divisor. At least one of the x i must act as a nonzero divisor (otherwise P ≃ C = A/(x 0 , . . . , x n )), but then the localization
i ] is a graded module over the strongly graded ring
and hence is fully determined by its part of degree zero (P [x
which is a one-dimensional representation of B i and so P determines a unique point of rep 1 (B i ) described above. Hence, we have the decomposition
A/(x i ) is a quantum polynomial algebra in n variables. Hence by induction, we have
But then we have
The last equality follows from the following lemma.
Proof. Easy calculation.
From the lemma it follows that if u j u k u l belongs to the defining ideal of pts(A/(x i )), then necessarily for each i either u j u k , u j u l or u k u l belongs to the defining ideal of rep 1 (B i ).
In particular, it follows that pts(A) = P n if and only if for all j, k = i we have the relation q jk = q ik q
−1 ij
But then, all 2 × 2 minors of Q have determinant zero as
and the same applies for 2 × 2 minors involving the i-th row or column, so Q must have rank one.
Proof of theorem 1.(2). Observe that P(i 0 , . . . , i k ) = V(j 1 , . . . , j n−k ) where {0, 1, . . . , n} = {i 0 , . . . , i k } ⊔ {j 1 , . . . , j n−k }. Therefore, P(i 0 , . . . , i k ) ⊂ pts(A) if and only if
and as A is again a quantum polynomial algebra with corresponding matrix Q(i 0 , . . . , i k ) it follows from the remark above that rk Q(i 0 , . . . , i k ) = 1.
Proof of theorem 1.(3).
Recall that P(u, v, w) ⊂ pts(A) if and only if Q(u, v, w) has rank one, which is equivalent to q uw = q uv q vw . The statement now follows from theorem 1.(1).
Remark 3.
Observe that point varieties of quantum polynomial algebras always contain the 1-skeleton of coordinate P 1 's as the principal 2 × 2-minors always have rank 1. This will also be the generic configuration for quantum polynomial algebras. Note that in general noncommutative P n can have no points or only a finite number of point modules, see [3] for examples when n = 3.
Possible configurations
Not all configurations of linear subspaces of the above type can occur as point varieties of quantum polynomial algebras.
Example 4. In P 3 only two of the P 2 's (out of four in total) can arise in a proper subvariety pts(A) P 3 . For example, take
then, for generic a, b, c, x we have pts(A) = P(0, 1, 2) ∪ P(1, 2, 3) ∪ P(0, 3) However, if we include another P 2 , for example, P(0, 1, 3) we need the relation x = ac in which case Q becomes of rank one, whence pts(A) = P 3 . This is a consequence of lemma 2.
We will present a combinatorial description of all possible configurations in low dimensions. Let C be a collection of P 2 = P(i, j, k) contained in P n . We say that C is adequate if the following condition is satisfied
Adequacy gives a necessary condition on the collection of P 2 's not contained in the point variety of a quantum polynomial algebra.
Proposition 5. If A is a quantum polynomial algebra, then
is an adequate collection.
Proof. It follows immediately from the description of pts(A)∩X(u i ) given by equation (2.1) that C A is indeed adequate.
The collection of all coordinates (q ij ) i<j in the torus of dimension n+1 2 describing quantum polynomial algebras with the same reduced point variety is an open subset T of a torus with complement certain sub-tori describing the coordinates of quantum algebras with larger point variety.
In example 4 we have C A = {P(0, 1, 3), P(0, 2, 3)} and T is the complement of (C * ) 4 (with coordinates a, b, c, x) by the sub-torus (C * ) 3 defined by x = ac, describing quantum polynomial algebras with point variety P 3 . Here, C A is adequate, but for example C = {P(0, 1, 3)} is not. In fact, for n = 3 it is easy to check that all collections are adequate apart from the singletons, so there are exactly 12 adequate collections.
We say that a collection C of P 2 's in P n is dense if there exist 0 ≤ i < j ≤ n such that
where k = i, j. For small n, adequate collections are always dense.
Proposition 6. For n ≤ 4 all adequate collections are dense unless C = ∅.
Proof. For n = 2, the proof is trivial. For n = 3, it is easily seen that that C = ∅ or C = {P(i, j, k)} are the only non-dense collections. It is trivial that C = {P(i, j, k)} is not an adequate collection.
Assume now that n = 4 and that C is a non-dense collections. Then we have for all 0 ≤ i < j ≤ 4 that # {P(i, j, k) ∈ C} = 0, 1.
If this quantity is always equal to 0 then C = ∅, which is adequate. Hence, assume that one of these quantities is equal to 1. Up to permutation by S 5 , we may assume that P(0, 1, 2) ∈ C. Then the only possible P(i, j, k) belonging to C is P(i, 3, 4) with i either 0, 1 or 2. Again up to permutation, we may assume i = 0. But neither the collection {P(0, 1, 2)} nor {P(0, 1, 2), {P(0, 3, 4)}} are adequate (in both cases, take i = 3 and P(0, 1, 2)).
We can now characterize the possible configurations in small dimensions.
Theorem 7. Assume n ≤ 5 and let C be an adequate and dense collection of P 2 's in P n with variables u i for 0 ≤ i ≤ n. Then,
is the point variety pts(A) of a quantum polynomial algebra with C = C A .
Proof. Renumbering the variables if necessary we may assume by denseness that P(0, n) is contained in at least n − 2 of P(0, i, n) ∈ C. We can write C as a disjoint union
Note that #C 4 ≥ n − 2. By adequacy of C we have that C 1 is adequate in the variables u i for 1 ≤ i ≤ n − 1, C 1 ⊔ C 2 is adequate in the variables u i with 0 ≤ i ≤ n − 1 and C 1 ⊔ C 3 is adequate in the variables u i with 1 ≤ i ≤ n. Hence, by applying the induction hypothesis twice (which is possible by proposition 5), a first time with generic values for C 1 ⊔ C 2 and afterwards with specific values for C 1 ⊔C 3 , and evaluating the generic values accordingly, we obtain a matrix with non-zero entries
such that for all principal 3 × 3 minors Q(i, j, k) with {0, n} ⊂ {i, j, k} we have rk Q(i, j, k) = 1 if and only if
But then, the same condition is satisfied for all the matrices
with λ ∈ C * . If #C 4 = n−1, a generic value of x will ensure that all rk Q(0, j, n) > 1 for 1 ≤ j ≤ n − 1. If #C 4 = n − 2 let i be the unique entry 1 ≤ i ≤ n − 1 such that P(0, i, n) / ∈ C, then the rank one condition on
and for generic x we can assure that for all other 1 ≤ j = i ≤ n − 1 we have rk Q(0, j, n) > 1.
One can verify that, up to the S 6 -action on the variables u i , there are exactly two adequate collections for n = 5 which are not dense, which are: A = {P(0, 2, 4), P(0, 2, 5), P(0, 3, 4), P(0, 3, 5), P(1, 2, 4), P(1, 2, 5), P(1, 3, 4), P(1, 3, 5)} and B = {P(0, 1, 3), P(0, 1, 5), P(0, 2, 4), P(0, 4, 5), P(0, 2, 3), P(1, 2, 4),
A is realisable as C A for a quantum polynomial algebra A with matrix
and has as point variety P(0, 1, 2, 3) ∪ P(0, 1, 4, 5) ∪ P(2, 3, 4, 5) for generic x. B is a C A ′ for the quantum algebra A ′ with defining matrix
The point variety of this algebra is
This shows that denseness is too strong a condition for C to be realised as C A for some quantum polynomial algebra A. However, these results may imply that adequacy is a sufficient condition. In particular, all 175 S 6 -equivalence classes of adequate collections in dimension 5 can be realised as the collection of P 2 's not contained in the point variety of a quantum polynomial algebra on 6 variables.
Degeneration graphs
Let T 2,n be the n+1 2 -dimensional torus parametrizing quantum polynomial algebras as before with coordinate functions (q ij ) i<j . Put b ijk = q ij q jk q −1 ik for 0 ≤ i < j < k ≤ n and let I = {b ijk − 1 | 0 ≤ i < j < k ≤ n}. For each J ⊂ I, we obtain a subtorus of T 2,n by taking V(J). Note however that V(J) can be equal to V(K) although J = K.
We obtain this way a degeneration graph by letting the nodes corresponds to possible V(J), J ⊂ I and an arrow V(J) → V(K) if V(K) ⊂ V(J).
From the above description of point varieties of quantum polynomial algebras, we see that this degeneration graph corresponds to degenerations of quantum polynomial algebras to other quantum polynomial algebras with a larger point module variety.
Some considerations must be made in the calculations of these graphs:
• Let T 3,n be the n+1 3 -dimensional torus with coordinate functions (b ijk ) i<j<k . Then the map T 2,n / / T 3,n defined by b ijk = q ij q jk q −1 ik is a map of algebraic groups. The kernel K of this map is a n-dimensional torus which acts freely on each V(J) in the obvious way. Therefore, each V(J) is at least n-dimensional.
• The nodes in our graphs are possible subtori up to S n+1 -action on the variables of the quantum polynomial algebras.
