The graph Laplacian plays key roles in information processing of relational data, and has analogies with the Laplacian in differential geometry. In this paper, we generalize the analogy between graph Laplacian and differential geometry to the hypergraph setting, and propose a novel hypergraph pLaplacian. Unlike the existing two-node graph Laplacians, this generalization makes it possible to analyze hypergraphs, where the edges are allowed to connect any number of nodes. Moreover, we propose a semi-supervised learning method based on the proposed hypergraph p-Laplacian, and formalize them as the analogue to the Dirichlet problem, which often appears in physics. We further explore theoretical connections to normalized hypergraph cut on a hypergraph, and propose normalized cut corresponding to hypergraph p-Laplacian. The proposed p-Laplacian is shown to outperform standard hypergraph Laplacians in the experiment on a hypergraph semisupervised learning and normalized cut setting.
Introduction
Graphs are a standard way to represent pairwise relationship data on both regular and irregular domains. One of the most important operators characterizing a graph is the graph Laplacian, which can be explained in several ways. For the example of spectral clustering (von Luxburg 2007), we consider normalized graph cut (Shi and Malik 1997; Yu and Shi 2003) , random walks (Meila and Shi 2001; Grady 2006) , and analogues to differential geometry of graphs (Branin 1966; Grady and Schwartz 2003; Zhou and Schölkopf 2006; Bougleux, Elmoataz, and Melkemi 2007) .
Hypergraphs are a natural generalization of graphs, where the edges are allowed to connect more than two nodes (Berge 1984) . The data representation with a hypergraph is used in a variety of applications (Huang, Liu, and Metaxas 2009; Liu, Latecki, and Yan 2010; Klamt, Haus, and Theis 2009; Tan et al. 2014 ). This natural generalization of graphs motivates us to consider a natural generalization of Laplacian to hypergraphs, which can be applied to hypergraph clustering problems. However, there is no straightforward approach to generalize the graph Laplacian to a hypergraph Laplacian. One way is to model a hypergraph as a tensor, for which we can define Laplacian (Cooper and Dutle 2012; Hu and Qi Copyright c 2018, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. 2015) and construct hypergraph cut algorithms (Bulò and Pelillo 2009; Ghoshdastidar and Dukkipati 2014) . However, this requires the hypergraph to obey a strict condition of a k-uniform hypergraph, where each edge connects exactly k nodes. The second approach is to construct a weighted graph, which can deal with arbitrary hypergraphs. Rodriguez's approach defines Laplacian of arbitrary hypergraph as an adjacency matrix of weighted graph (Rodriguez 2002 ). Zhou's approach defines a hypergraph from the normalized cut approach, and outperforms Rodriguez's Laplacian on a clustering problem (Zhou, Huang, and Schölkopf 2006) . However, Rodriguez's Laplacian does not consider how many nodes are connected by each edge, and Zhou's Laplacian is not consistent with the graph Laplacian. Although all of previous studies consider the analogue to graph Laplacian, none of them considers the analogue to the Laplacian from differential geometry. This allows us to further extend to more general hypergraph p-Laplacian, which is not extensively studied unlike in the case of graph p-Laplacian (Bühler and Hein 2009; Zhou and Schölkopf 2006) .
In this paper, we generalize the analogy between graph Laplacian and differential geometry to the hypergraph setting, and propose a novel hypergraph p-Laplacian, which is consistent with the graph Laplacian. We define gradient of the function over hypergraph, and induce the divergence and Laplacian as formulated in differential geometry. Taking advantage of this formulation, we extend our hypergraph Laplacian to a hypergraph p-Laplacian, which allows us to better capture hypergraph characteristics. We also propose a semi-supervised machine learning method based upon this p-Laplacian. Our experiment on hypergraph semi-supervised clustering problem shows that our hypergraph p-Laplacian outperforms the current hypergraph Laplacians.
The versatility of differential geometry allows us to introduce several rigorous interpretations of our hypergraph Laplacian. A normalized cut formulation is shown to yield the proposed hypergraph Laplacian in the same manner as in standard graphs. We further propose a normalized cut corresponding to our p-Laplacian, which shows better performance than the ones corresponding to current Laplacians in the experiments. We also explore the physical interpretation of hypergraph Laplacian, by considering the analogue to the continuous p-Dirichlet problem, which is widely used in Physics. All proofs are in Appendix Section.
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Differential Geometry on Hypergraphs Preliminary Definition of Hypergraph
In this section, we review standard definitions and notations from hypergraph theory. We refer to the literature (Berge 1984 ) for a more comprehensive study. A hypergraph G is a pair (V, E), where
and S k denotes the set of permutations σ on {1, . . . , k}. An element of V is called a vertex or node, and an element of E is referred to as an edge or hyperedge of the hypergraph. A hypergraph is connected if the intersection graph of the edges is connected. In what follows, we assume that the hypergraph G is connected. A hypergraph is undirected when the set of edges are symmetric, and we denote a set of undirected edges as E un = E/S, where
where k is the number of nodes in the edge. A hypergraph is weighted when it is associated with a function w : E → R + . For an undirected hypergraph it holds that
We define the degree of a node v ∈ V as d(v) = e∈E:v∈e w(e), while the degree of an edge e ∈ E is defined as δ(e) = |e|. To simplify the notation we write δ e instead of δ(e).
We define H(V ) as a Hilbert space of real-valued functions endowed with the usual inner product
for all f, g ∈ H(V ). Accordingly, the Hilbert space H(E) is defined with the inner product
Note that f and g are defined for directed edges.
Hypergraph Gradient and Divergence Operators
We shall now extend standard graph gradient and divergence operators studied in (Zhou and Schölkopf 2006) to hypergraphs, which can be considered as hypergraph analogues in both of discrete and continuous case. First, we propose to define hypergraph gradient as follows. Definition 1. The hypergraph gradient is an operator
The gradient is defined as a sum of a pairwise smoothness term between e [1] node and the others. Since the coefficient of graph gradient is defined as a square root of the weight w(e) (Zhou and Schölkopf 2006) , we derive the coefficient for hypergraph by considering the average among the pairs between e [1] and the other node, w(e) divided by δ e − 1, in order to normalize the effect of weight. For an undirected hypergraph, we define a gradient for an edge e ∈ E un and vertex v, i.e. (∇ψ) (e, v) . Using the gradient defined for each edge, we can define the gradient at each node v as ∇ψ(v) := {(∇ψ)(e)/δ e ! | e [1] = v, e ∈ E}, where e [1] denotes the first element of edge e. Then, the norm of the gradient ∇ψ at node v is defined by
It then follows that the definition of this norm satisfies the conditions of a norm in a metric space. The p-Dirichlet sum of the function ψ is given by
Loosely speaking, the norm of the gradient on a node of a hypergraph measures local smoothness of the function around the node, and the Dirichlet sum measures total roughness over the hypergraph. Remark that ∇ψ is defined in the space H(E) as ∇ψ = ∇ψ, ∇ψ
H(E) , and satisfies S 2 = ∇ψ 2 .
Definition 2. The hypergraph divergence is an operator div :
Notice that Eq. (6) can be regarded as a hypergraph analogue of Stokes' Theorem on manifolds. The divergence can now be written in a closed form as follows: Proposition 3.
Intuitively, Eq. (7) measures the net flows at the vertex v; the first term counts the outflows from the originator v and the second term measures the inflow towards v. Note that this allows us to use Eq. (7) as a definition of the divergence; it satisfies Eq. (6), analogously to Stokes' theorem in the continuous case. Note also that divergence is always 0 if φ is undi-
Laplace Operators
In this section, we present the hypergraph p-Laplace operator, which can be considered as a discrete analogue of the Laplacian in the continuous case. Definition 4. The hypergraph Laplacian is an operator
This operator is linear for p=2. For an undirected hypergraph, we get the hypergraph p-Laplacian as follows; Proposition 5.
denoting w p (v, v) = 0 and
where
Let W p be a matrix whose elements
For p = 2 case, which is a standard setting for hypergraph Laplacian, it becomes
We denote W 2 by W and a diagonal matrix D whose elements by v, u) . Using these matrices the Laplacian in (8) can be rewritten as
We shall denote the matrix associated with the Laplacian by
, so that the Dirichlet sum can be rewritten by using L p as follows.
Proposition 6. The Dirichlet sum S p (ψ) can be rewritten as
Note that L p depends on the function ψ, while L := L 2 is independent. When the hypergraph degenerates into a standard graph and p = 2, L coincides with the graph Laplacian.
From the above analysis, the following three statements follow straightforwardly.
Corollary 8. The Laplacian L p is positive semi-definite.
Proposition 9.
∂ ∂ψ S p (ψ) = p∆ p ψ Remark 1. For the case of standard graph in this setting, the discussion in this section reduces to the discrete geometry for standard graphs, as introduced in (Zhou and Schölkopf 2006) . This implies that our proposed definition is a natural generalization of discrete geometry for a graph.
Hypergraph Regularization Hypergraph Regularization Algorithm
In this section, we consider the hypergraph regularization problem and propose a novel solution. Given the hypergraph H = (V, E) and label set Y = {−1, 1}, and assume that the subset of S ⊂ V is labeled, the problem is to classify the vertices in V \S using the label of S. To solve this, we formulate hypergraph regularization as follows. The regularization of a given function y ∈ H(V ) aims to find a function ψ * , which enforces smoothness on all the nodes of the hypergraph, and at the same time closeness to the values of a given function y, as follows:
where y(v) takes −1 or 1 if v is labeled, 0 otherwise. The first energy term represents the smoothness as explained in Eq. (5), while the second term is a regularization term. Let E p (ψ, y, µ) be the objective function of Eq. (13). Since the positive power of positive convex function is also convex, E p is a convex function for ψ, meaning that Eq. (13) has a unique solution, satisfying
for all v ∈ V . Using Proposition 9 we can rewrite the left hand side of Eq. (14) as
The solution to the problem (13) is therefore also solution to (15). Substituting the expression of the Laplacian from Eq. (9) into Eq. (15) yields
To solve Eq. (16) numerically, we shall use the Gauss-Jacobi iterative algorithm, similarly to the discrete case introduced in (Bougleux, Elmoataz, and Melkemi 2007) . Let ψ (t) be the solution obtained at the iteration step t, the update rule of the corresponding linearized Gauss-Jacobi algorithm is then given by
, and where l
. We take ψ (0) = y as an initial condition. The following theorem guarantees the convergence of the update rule for arbitrary p. Theorem 10. The update rule Eq. (17) yields a convergent sequence. Moreover, with notations α= 1/(1 + µ) and β= µ/(1 + µ), a closed form solution to Eq. (13) for p = 2 is
The update rule (17) can be intuitively thought of as an analogue to heat diffusion process, similar to the standard graph case (Zhou and Schölkopf 2006) . At each step, every vertex is affected by its neighbors, which is normalized by the relationship among any number of nodes. At the same time, the neighbors also retains some fraction from their effects. The relative amount by which these updates occur is specified by the coefficients defined in Eq. (17).
Physical Interpretation of Hypergraph Regularization
In standard graph cases, regularization with the graph Laplacian can be explained as an analogue to the continuous Dirichlet problem (Grady and Schwartz 2003) , which is widely used in physics, particularly in fluid dynamics. To avoid confusion, the continuous calculus operators are referred to when (c) is superscripted. The Dirichlet integral is defined as
and is minimized when the Laplace equation (19) with a boundary condition makes it possible to find a plausible interpolation between the boundary points.
From a physical standpoint, finding the shape of an elastic membrane is well approximated by the Dirichlet problem. One may think about a rubber sheet fixed along its boundary, and hung down by gravity. This setting can be written as Dirichlet problem, and the solution would give the most stable form of a rubber sheet, whose characteristics of elasticity is represented by p. To solve this numerically, we have to discretize this continuous function. With the pairwise effect between the nodes, solving the Dirichlet problem over a standard graph can be thought of as finding a plausible surface over the graph.
In the graph setup, we can say that solving the Dirichlet problem over a standard graph corresponds to finding a plausible surface over the graph which favors boundary condition y. For the hypergraph setting, solving the hypergraph Dirichlet problem gives a plausible surface with the boundary y, and p is a parameter for hypergraph; this is achieved by considering not only the pairwise effects, but also the interactions among any number of nodes. In fact, if we discretize the continuous domain of definition into lattice and consider the effect of the next neighbor, the second-order differential operator is given by D − W when p = 2. Interestingly, if we set up the lattice as a hypergraph, which means that we take into account any number of neighbors at the same time, the second-order differential operator is also D − W .
Hypergraph Cut Revisiting the Hypergraph Two-class Cut
From the discussion so far, it is to be expected that there exists a relationship between hypergraph spectral theory and the considered manifold setup. Similarly to the case of standard graph and Zhou's hypergraph Laplacian, we now introduce the hypergraph cut problem that has a connection to our Laplacian, whereby a hypergraph can be partitioned into two disjoint sets, A and B, A ∪ B = V , and A ∩ B = ∅. The normalized hypergraph cut can now be formulated as a minimization problem given by
and vol(A) = u∈A d(u). Note that this setting is consistent with the normalized cut problem on a standard graph. Let
. With these notations the problem (21) can be rewritten as Rayleigh quotient:
Minimizing N cut is NP-hard, but it can be relaxed if we embed this problem in the real domain, and the solution of the relaxed problem is given by the second smallest eigenvalue of L (Golub and Van Loan 1996; Shi and Malik 1997 ). This setting is somewhat different from the work by Zhou, Huang, and Schölkopf (2006) : if we replace the denominator of Eq. (22) from (δ e − 1) to δ e , then it is exactly same as (Zhou, Huang, and Schölkopf 2006) . This difference from Zhou's approach allows for the proposed setting to be consistent with standard graphs and standard random walk setting whereas Zhou's setting can be seen as a case of the lazy random walk, as discussed in Appendix.
Hypergraph Multiclass Cut
We shall now extend two-class cut to multiclass cuts and establish the connection between this setting and our proposed Laplacian, similarly to (Zhou, Huang, and Schölkopf 2006) . In the standard graph case, multiclass clustering problem corresponds to decomposing V into k disjoint sets;
We shall denote this multiclass clustering by Γ k V = {V 1 , . . . , V k }, and formulate this problem as that of minimizing
where ∂V (V i , V \V i )/vol(V i ) measures the total weights of the links from V i to other clusters in G. We denote the multiclass clustering Γ k V by a |V | × k matrix X, where x(u, i) = 1 if node u belongs to the ith cluster and 0 otherwise. This allows us to rewrite the problem as
To this end, we consider relaxing the constraints X by minimizing N cut(Γ k V ) with constraintsZ Z = I k wherẽ Z = D 1/2 Z and Z = X(X DX) (−1/2) . The optimal solution to this problem is given by the eigenvectors associated with the smallest k eigenvalues of the Laplacian L. Similarly to Zhou's Laplacian, the following proposition holds. Proposition 11. Denote the eigenvalues of Laplacian L by (Zhou, Huang, and Schölkopf 2006) , this result shows that the result of the real-value relaxed optimization problem gives us a lower bound for the original combinatorial optimization problem. However, it is not clear how to use the k eigenvectors to obtain k clusters. For a standard graph, applying the k-means method to the k eigenvectors heuristically performs well, and this approach can be applied to the hypergraph problem as well.
Hypergraph p-Normalized Cut
From the above discussion, one might expect that there exists corresponding hypergraph cut induced from hypergraph pLaplacian, similarly to the graph p-Laplacian case (Bühler and Hein 2009 ). Since p-Laplace operator is nonlinear, we need to define eigenvalues and eigenvectors. Definition 12. Hypergraph p-eigenvalue λ p ∈ R and peigenvector ψ ∈ H(V ) of ∆ p are defined by
To obtain p-eigenvector and p-eigenvalue, we consider Rayleigh quotient and the following statements follow: Proposition 13. Consider the Rayleigh quotient for pLaplacian,
, where
The function R p has a critical point at ψ if and only if ψ is p-eigenvector of ∆ p . The corresponding p-eigenvalue λ p is given as λ p =R p (ψ). Moreover, we have R p (αψ)=R p (ψ), ∀ψ ∈ H(V ) and α ∈ R, α = 0.
Corollary 14. The smallest p-eigenvalue λ
(1) p equals to 0, and corresponding p-eigenvector is D 1/2 1.
Eq. (27) is analogue to the continuous nonlinear Rayleigh quotient
which relates to nonlinear eigenproblem.
In order to define a hypergraph cut corresponding to hypergraph p-Laplacian, let us consider f ∈ H(V ), a |V | dimensional indicator vector function in Eq. (23). Then substituting f into Eq. (27) gives
which can be seen as the cut corresponding to our hypergraph p-Laplacian. The problem (29) is NP-hard, and therefore we need to consider a relaxed problem, similarly to the case of p=2. The constraints in Eq. (29) require the second eigenvector to be orthogonal to the first eigenvector. However, the orthogonal constraint is not suitable for p-eigenvalue problem, since the p-Laplacian is nonlinear and therefore eigenvectors are not necessary to be orthogonal to each other.
For p = 2 case, since we see
by ψ, D 1 2 1 =0 for the second eigenvector, the Rayleigh quotient to get the second eigenvector v (2) can be written as
Motivated by this, we here define the Rayleigh quotient for the second smallest p-eigenvalue as
This quotient is supported by the following theorem. Theorem 15. The global minimum of Eq. (32) is equal to the second smallest p-eigenvalue λ
p of ∆ p . The corresponding p-eigenvector ψ (2) p can be obtained by ψ
p (ψ) where t ∈ R, t = 0, and ∀c ∈ R. Therefore, for the relaxed problem of Eq. (29), we consider the Rayleigh quotient Eq.(32). We note that, as R (2) p is not convex, optimization algorithms might have danger not to achieve the global minimum. However, since the function R (2) p is continuous for p, we can assume that the global minimizer of R (2) p1 and of R (2) p2 are close, if p 1 and p 2 are close. Hence, we firstly obtain the second eigenvector for p = 2, where there exist more stable algorithms to obtain eigenvectors, and use it as the initial condition for optimization algorithms for p = 2.
Comparison to Existing Hypergraph Laplacians and Related Regularizer
We now compare our Laplacian with other two standard ones. Zhou, Huang, and Schölkopf (2006) v based on a normalized cut and lazy random walk view, where the degree matrices D v and D e stand respectively for diagonal matrices, containing degree of nodes and edges, W e is a diagonal matrix containing the weights of edges, and indices matrix H is a |V |×|E un | matrix whose element h(v, e)=1 if node v is connected to the edge e, and 0 otherwise. In this setting the hypergraph is represented by the matrix HW e D −1 e H , where weights W e is normalized by degree of edges D e . This Laplacian gives the same Laplacian if we consider the standard graph, except for the coefficient 1/2. This difference comes from the consistency of a lazy random walk view as explained in Appendix. Agarwal, Branson, and Belongie (2006) shows that Zhou's Laplacian is equivalent to hypergraph star expansion in (Zien, Schlag, and Chan 1999) and (Li and Solé 1996) .
Another Laplacian has been proposed under the unweighted setting by Rodriguez (2002) and is referred to as Simple Graph Method in (Zhou, Huang, and Schölkopf 2006) . The hypergraph is represented by a matrix HW e H −D v and Laplacian is defined as
, where D R is a diagonal matrix whose elements are d R (u, u)= v∈V w R (u, v) and w R (u, v)= e∈Eun:u,v∈e w(e). This view is consistent with the standard graph, but it does not consider the difference of edge degree δ e . Rodriguez Laplacian is theoretically equivalent to hypergraph clique expansion in (Zien, Schlag, and Chan 1999) , (Bolla 1993) , and (Gibson, Kleinberg, and Raghavan 2000) as shown in (Agarwal, Branson, and Belongie 2006) .
Our Laplacian can be regarded as a family of Rodriguez's Laplacian, but we normalize the weight by the edge degree δ e − 1 when constructing Laplacian, whose interpretation is in the definition of gradient. If we consider the clique constructed by w(e), and also to normalize w(e) by δ e −1, we obtain our 2-Laplacian. Moreover, from the viewpoint of differential geometry, we obtain Rodriguez's Laplacian by changing the denominator in definition of gradient (Def. 1) from √ δ e − 1 to 1. Note that Zhou's, Rodriguez's, and our Laplacian can be seen to reduce a hypergraph to an ordinary graph, whose adjacency matrix HW e D −1 e H , HW e H − D v , and W respectively. Moreover, Rodriguez's and our Laplacian can be constructed from the graph gradient in (Zhou and Schölkopf 2006) using the graph reduced from hypergraph. However, because our hypergraph gradient is different from graph gradient, we cannot construct our hypergraph p-Laplacian from graph p-Laplacian in (Zhou and Schölkopf 2006) or another definition of graph p-Laplacian in (Bühler and Hein 2009 ). For example, consider an undirected hypergraph G where V ={v 1 , v 2 , v 3 }, E={e = {v 1 , v 2 , v 3 }} and w(e)=1, p=1 and the function ψ(v 1 )= 1, ψ(v 2 )=0, and ψ(v 3 )=0. In this setting we get ∆ 1 (v 1 )=4/ √ 6, and if we consider a graph reduced from hypergraph Zhou's for v 1 is 1/2+1/2 √ 2 and unnormalized and normalized Bühler's for v 1 are both 1/2, while our and Zhou's 2-Laplacians give the same values. Details are in Appendix. Hein et al. (2013) proposed a semi-supervised clustering using a p-regularizer S
p , induced from a total variation on hypergraph, which is Lovász expansion of a hypergraph cut in Eq. (22). Moreover, they use total variation S (h) 1 for hypergraph cut, which favors balance while ours and the others favor to be attracted by larger hypergraph weights. This regularizer is reduced to the same one composed from graph p-Laplacian in (Bühler and Hein 2009; Tudisco and Hein 2016 ) when we consider a standard graph.
Experiments
We compare the proposed hypergraph Laplacian with other hypergraph Laplacians, Zhou's and Rodriguez's, and Hein's regularizer, on categorical data, where for each instance one or more attributes are given. Each attribute has small number of attribute values, corresponding to a specific category. We summarize the benchmark datasets we used in Table 1 . As in (Zhou, Huang, and Schölkopf 2006) , we constructed a hypergraph for each dataset, where each category is represented as one hyperedge ,and set the weight of all the edges as 1. We used semi-supervised learning and clustering to classify the objects of a dataset. For fair comparison, we evaluate the performance with error rate, which is used in the previous studies on hypergraph clustering (Zhou, Huang, and Schölkopf 2006; Hein et al. 2013) .
Semi-supervised Learning. We compared our semisupervised learning method, shown in Eq. (17) with the existing ones using the Laplacians reported by Zhou, Huang, and Schölkopf (2006) and Rodriguez (2002) . There are variety of ways to extend two-class clustering to multiclass clustering (Bishop 2007), but in order to keep the comparison simple, we conducted the experiment only on two-class datasets. The parameter µ was chosen for all methods from 10 k , where k∈{0, 1, 2, 3, 4} by 5-fold cross validation. We randomly picked up a certain number of labels as known labels, and predicted the remaining ones. We repeated this procedure 10 times for different number of known labels. For our p-Laplacian, we varied p from 1 to 3 with the interval of 0.1, and we show the result of p=2 and the result of p giving the smallest average error for each number of known labeled points. The parameter p for Hein's regularizer is fixed at 2, since this is recommended by Hein et al. (2013) . The results are shown in Fig. 1 (a)-(d) . When p=2 our Laplacian almost consistently outperformed Rodriguez's Laplacian, and showed almost the same behavior as Zhou's. This means that normalizing hypergraph weights by the edge degree when constructing Laplacian enhances the performance. When we tuned p, our Laplacian consistently outperformed other Laplacians, and Hein's regularizer except the mushroom. The dataset mushroom might fit to the Hein's balanced cut assumption more than the other Laplacian's normalized cut assumption. Table 2 shows the values of p which give the first and the second smallest average error. We can observe that p giving the optimal error to each number of known label points would give close value to other points. This result implies that p is a parameter for each hypergraph, rather than a parameter for the number of known label points. This can be seen as the analogue to fluid dynamics, where p is a coefficient for characteristics of viscosity of each fluid. Clustering. This experiment aimed to evaluate the proposed Laplacian on a clustering task. We performed two-class and multiclass clustering tasks by solving the normalized cut eigenvalue problem of the Laplacian L for p = 2. For our p-Laplacian, we obtain the second eigenvector of Eq.(27) by varying p from 1 to 3 with the interval 0.1, and showed the optimal result. In multiclass task experiments, we used the k-means method for the obtained k eigenvectors from L, and the true number of clusters as the number of clusters. To keep the comparison simple, we conducted experiments for p-Laplacian only on twoclass problem for the same reason as semi-supervised problem. For comparison, we present the results obtained from the Zhou's and Rodriguez's Laplacian and Hein's regularizer for normalized cut, and compared the error rates of the clustering results, as summarized in Table 3 . Among the Laplacians, we can observe that our p-Laplacian consistently outperformed Rodriguez's and Zhou's Laplacian, while our 2-Laplacian showed slightly better or similar results than Rodriguez's and Zhou's ones. For mushroom, Hein's is significantly better than others. This might be for the same reason in the semi-supervised learning experiment.
Conclusion
We have proposed a hypergraph p-Laplacian from the perspective of differential geometry, and have used it to develop a semi-supervised learning method in a clustering setting, and formalize them as the analogue to the Dirichlet problem. We have further explored a theoretical connection with the normalized cut, and propose a normalized cut corresponding to our p-Laplacian. Our proposed p-Laplacian has consistently outperformed the current hypergraph Laplacians on the semi-supervised clustering and the clustering tasks. There are several future directions. A fruitful future direction would be to explore extentions, such as algorithms which require less memory (Hein et al. 2013) , and nodal domain theorem (Tudisco and Hein 2016) . It is also worth to find more applications where hypergraph is used such as (Huang, Liu, and Metaxas 2009; Liu, Latecki, and Yan 2010; Klamt, Haus, and Theis 2009) and where hypergraph Laplacian is the most effective approach compared to the other machine learning approaches. In addition, it would be valuable if we choose the best parameter p, especially in the clustering case where we have to assume that no labelled data is available. Moreover, it would Proof of Proposition 3
The last equality implies Eq. (7)
Proof of Proposition 5
By substituting Eq. (3) and Eq. (7) into the definition (8) the Laplace operator for undirected hypergraph becomes
Note that, the first term of Eq. (7) vanishes due to the symmetry property of the gradient when p = 2.
Proof of Proposition 6 and Proposition 7
Proposition 7 can be shown by
Corollary 8 immediately follows; the hypergraph Laplacian is positive semi-definite.
Proposition 6 also follows from Proposition 7 by considering:
Proof of Proposition 9
Since the derivative only depends on the vertices connected to v by the edges E, we do not have to consider the other terms. Hence, we obtain
w(e) δ e !(δ e − 1)
Proof of Theorem 10
We show this proposition in a similar way in the standard graph case reported in (Bougleux, Elmoataz, and Melkemi 2009). Let G be an update map, and C (t) be a matrix whose elements are c (t) (u, v) when u = v otherwise 0. To simplify the discussion, we omit the superscript (t) of C, and m(v).
The matrix C can be rewritten as follows;
Then the following conditions are satisfied:
From these conditions, we get
∞ , where ψ ∞ = max v∈V ψ(v). By this definition M(V ) is a Banach space. From the conditions above, for the iteration G(ψ (t) ) = ψ (t) we can say G : M(V ) → M(V ), and with the minimum and maximum principal G(M(V )) ⊂ M(V ). The iteration G(ψ)(v) is continuous with respect to · ∞ for all v ∈ V , which states that G is a continuous mapping. From the discussion above, since the Banach space M(V ) is non-empty and convex, the Shauder's fixed point theorem shows that there exist ψ ∈ M satisfying ψ = G(ψ). Since S p is convex and G has a fixed point, S p has a global minimum, and G converges to the global minimum of S p .
We remark that the discussion can be more simple if p = 2. For the case of p = 2, Eq. (16) can be rewritten in a matrix form as We also show that the update rule G is a contraction mapping. 
Since 0 < α < 1, we can show that lim t→∞ (αQ) t = 0 and lim t→∞ (αQ) t = (I − αQ) −1 , to yield
that is same as the closed form Eq. (42).
Proof of Proposition 11
If we relax X to be a real number, then
Random Walk View of Hypergraph Laplacian
Spectral clustering in a standard graph can be interpreted using a random walk (Meila and Shi 2001) . In the following, we establish the random walk view for clustering on a hypergraph, similarly to Zhou's one (Zhou, Huang, and Schölkopf 2006) . One can move from current position u ∈ V to another node v as long as u, v ∈ e in the following way: firstly choose a hyperedge e containing u with the probability proportional to w(e), and next choose node v ∈ e from a uniform distribution, other than the current position u. Let P denote the transition matrix, then each element of P is defined as We define π ∞ = (π(u)) u∈V where π ∞ (u) = d(u)/vol(V ), and it is easy to show that π ∞ is a stationary distribution, that is, P π ∞ = π ∞ . We also note that this Markov chain is reversible, that is, π ∞ (u)p(u, v) = π ∞ (v)p(v, u) = p(u, v)/vol(V ).
We shall define P AB as the probability of transition from cluster A to another cluster B when the random walk reaches its stationary distribution. Then, P AB can be written as
to give N cut(A, B) = P AB + P BA . Note that this formulation is consistent with the random walk defined on a standard graph. We also remark that this formulation is somewhat different from Zhou's random walk matrix p(u, v) = e∈Eun h(u, e)h(v, e)/d(u)δ e , which can be obtained by changing the denominator of the definition of random walk, and also by filling the non-zero diagonal entries p(u, u) = e∈Eun h(u, e)h(u, e)/d(u)δ e . Our approach is different than Zhou's approach which can be seen as a lazy random walk setting; that has self-loops in the random walk even if the original hypergraph does not have any self-loop, while ours is a standard random walk; that does not have selfloops if they do not appear in the original. As an example, consider a standard graph with the random walk setting for a graph with no self-loop, and whose adjacency matrix is A. In Zhou's setting, the location can move from node v to other nodes with probability a ij /2d(v), and stay in the same node v with probability 1/2. On the other hand, our approach is consistent with the random walk on a standard graph, which means that one can move from v to another node with probability a ij /d(v).
