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We develop a new algorithm based on the time-dependent variational principle applied to matrix prod-
uct states to efficiently simulate the real- and imaginary time dynamics for infinite one-dimensional quan-
tum lattice systems. This procedure: (1) is argued to be optimal; (2) does not rely on the Trotter decom-
position and thus has no Trotter error; (3) explicitly preserves all symmetries and conservation laws; and
(4) has low computational complexity. The algorithm is illustrated using both an imaginary time and a
real-time example.
The density-matrix renormalization group (DMRG) is
arguably the most powerful tool available for the study of
one-dimensional strongly interacting quantum lattice sys-
tems [1]. The DMRG — now understood as an application
of the variational principle to matrix product states (MPS)
[2] — was originally conceived as a method to calculate
ground-state properties. However, there has been a recent
explosion of activity, spurred by insights from quantum in-
formation theory, in developing powerful extensions allow-
ing the study of, e.g., finite-temperature properties, higher-
dimensional systems, and nonequilibrium physics via real-
time evolution [3]. The simulation of nonequilibrium prop-
erties with the DMRG was first attempted in [4], but mod-
ern implementations are based on the time-evolving block
decimation algorithm (TEBD) and relatives [5].
At the core of a TEBD algorithm lies the Lie-Trotter de-
composition for the propagator exp(idtHˆ), which splits it
into a product of local unitaries. This product can then be
dealt with in a parallelised and efficient way: when applied
to an MPS one obtains another MPS with larger bond di-
mension. To proceed one then truncates the MPS descrip-
tion by discarding irrelevant variational parameters. This
is such a flexible idea that it has allowed even the study
of the dynamics of infinite translation-invariant lattice sys-
tems via the iTEBD [6]. Despite its success the TEBD
has some drawbacks: (1) the truncation step may not be
optimal; (2) conservation laws, e.g. energy conservation,
may be broken; and (3) symmetries, e.g., translation invari-
ance, are broken (although translation invariance by two-
site shifts is retained for nearest neighbor Hamiltonians).
The problem is that when the Lie-Trotter step is applied to
the state — stored as an MPS — it leaves the variational
manifold and a representative from the manifold must be
found that best approximates the new time-evolved state.
There are a variety of ways to do this based on diverse
distance measures for quantum states but implementations
become awkward when symmetries and conservation laws
are brought into account.
In this Letter we introduce a new algorithm to solve the
aforementioned problems — intrinsic to the the TEBD —
without an appreciable increase in computational cost. The
resulting imaginary time algorithm quickly converges to-
wards the globally best uniform MPS (uMPS) approxima-
tion for translational invariant ground states of strongly
correlated lattice Hamiltonians, and the corresponding
real-time evolution evolves an initial state without violat-
ing energy conservation for constant Hamiltonians, or the
conservation of any other quantities dictated by symmetry.
The complexity of our approach can be made to scale as
D3, comparable with current implementations, where D is
the bond dimension of the uMPS.
We now introduce the variational manifold MuMPS of
uniform MPS for an infinite lattice of spin-d/2 degrees of
freedom, parameterized via
|ψ(A)〉 = ∑d{sk}=1 v†L(∏n∈ZAsn)vR |s〉 , (1)
where |s〉 ≡ |. . . s1s2 . . .〉 and vL and vR are two D-
dimensional vectors, which are presently argued to be ir-
relevant. The variational parameters A comprise the set of
D ×D matrices As (s = 1, 2, . . . , d) and are denoted via
a dD2 vector with entries Ai = Asα,β , with i = (α, s, β)
a collective index. The uMPS variational manifold has a
gauge invariance: replacing As 7→ GAsG−1 for invert-
ible G results in an identical state. We do not fix the gauge
and simply assume that As are completely general com-
plex matrices. We do, however, assume that the transfer
matrixE =
∑d
s=1A
s⊗ A¯s has precisely one eigenvalue 1
with corresponding left and right eigenvectors (l| and |r) of
lengthD2, to which we can associateD×D matrices l and
r, respectively, by simply reshaping them. These matrices
are Hermitian and positive and assumed to have full rank.
We choose the normalization so that (l|r) = Tr(lr) = 1.
In addition, we assume that all other eigenvalues of E lie
strictly within the unit circle, i.e. the spectral radius of
E−|r)(l| is smaller than 1. These conditions allow one to
write for any local operator Oˆ acting on n contiguous sites:
O(A,A) = 〈ψ(A)|Oˆ|ψ(A)〉 / 〈ψ(A)|ψ(A)〉 =
(l|
d∑
s,t=1
Ot1...tn,s1...sn(A
s1 · · ·Asn)⊗ (At1 · · ·Atn)|r).
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2The boundary vectors vL and vR do not feature in normal-
ized expectation values and thus do not contain any varia-
tional degrees of freedom.
Denote a translation invariant nearest-neighbour Hamil-
tonian as Hˆ =
∑
n∈Z Tˆ
nhˆnTˆ−n, where Tˆ is the shift op-
erator and hˆ acts non-trivially only on sites zero and one.
We now try to approximate the time evolution generated by
Hˆ of a uMPS |ψ(A)〉 without ever leaving the variational
manifold of uMPS with fixed bond dimension D, by in-
troducing a time-dependent parameterisation A(t). Inser-
tion into the time-dependent Schro¨dinger equation results
in A˙i |∂iψ(A(t))〉 = −iHˆ |ψ(A(t))〉, where we denote ∂i
for ∂/∂Ai. Whereas the left hand side (LHS) is a linear
combination of the tangent vectors |∂iψ(A(t))〉 that span
the tangent plane TAMuMPS, the right hand side (RHS) is
a general vector in Hilbert space and this equation does not
have an exact solution for A˙i. The best approximation is
obtained by minimizing
‖A˙i |∂iψ(A(t))〉+ iHˆ |ψ(A(t))〉‖.
The minimum is found by orthogonally projecting the evo-
lution vector Hˆ |ψ(A(t))〉 onto the tangent plane, as illus-
trated in Fig. 1. The resulting solution is determined by
〈∂ψ|∂iψ〉 A˙i = −i 〈∂ψ|Hˆ|ψ〉 , (2)
where the argument A(t) in every vector has been omit-
ted for the sake of brevity. The LHS of Eq. (2)
contains the dD2 × dD2 Gram matrix of the tan-
gent vectors Gı,j(A,A) = 〈∂ıψ(A)|∂jψ(A)〉. Ex-
pressions for this Gram matrix and the vector in
the RHS of Eq. (2) are best derived using the ex-
plicit form for the tangent vector Bi |∂iψ(A)〉 =∑
n∈Z Tˆ
n
∑d
{sk}=1 v
†
L (· · ·As−1Bs0As1 · · · ) vR |s〉, and
are given by
B′
ı
Gı,jB
j = |Z|
[
(l|EBB′ |r)
+ (l|EAB′(1− E)−1EBA |r) + (l|EBA (1− E)−1EAB′ |r)
+ (|Z− 1)|(l|EAB′ |r)(l|EBA |r)
]
,
Bı 〈∂ıψ|Hˆ|ψ〉 = |Z|
[
(l|HAAAB |r) + (l|HAABA |r)
+ (l|HAAAA (1− E)−1EAB |r) + (l|EAB(1− E)−1HAAAA |r)
+ (|Z| − 2)(l|EAB |r)(l|HAAAA |r)
]
,
where EAB =
∑d
s=1A
s ⊗ Bs (note the identity E = EAA )
and HABCD =
∑d
s,t,u,v=1 〈s, t|hˆ|u, v〉 (AuBv) ⊗ (C
s
D
t
).
In these expressions, (1 − E)−1 should be interpreted as
the pseudo-inverse of (1 − E), i.e. it produces zero when
acting on the left or right eigenvector of E with eigenvalue
1: (l|(1 − E)−1 = 0 = (1 − E)−1|r). The overall fac-
tors |Z| are a consequence of the infinite volume of our
system and cancel, as they appear both in the LHS and
M
TAM
|∂1ψ(A)￿
|∂2ψ(A)￿
|ψ(A)￿
|ψ(A(t))￿ iHˆ |ψ(A)￿
FIG. 1. An illustration of our construction: the wireframe sur-
face represents the variational manifoldM =MuMPS embedded
in state space, with the black dot a point representing a uMPS
|ψ(A)〉. The rotated gray square represents the tangent plane
TAM to M in |ψ(A)〉, with two generally non-orthogonal co-
ordinate axes |∂1ψ(A)〉 and |∂2(A)〉 displayed as dotted lines.
The arrow with solid head is the direction iHˆ |ψ(A)〉 of time evo-
lution, and the arrow with open head represents the vector that
best approximates iHˆ |ψ(A)〉 within the tangent plane. The gray
curve is the optimal path |ψ(A(t))〉 which follows the vector field
generated by these vectors with open head throughoutM.
RHS of Eq. (2). The additional divergent terms on the last
line of the brackets would disappear if we restricted our-
selves to tangent vectors that are orthogonal to the uMPS
itself, such that 〈ψ(A)|∂iψ(A)〉Bi = |Z|(l|EBA |r) = 0.
Indeed, the tangent plane contains the state itself, since
Ai |∂iψ(A)〉 = |Z| |ψ(A)〉. However, a change in that di-
rection would change the norm or phase of the state, which
is not a desired effect.
This construction can also be derived from an action
principle and is known as the time-dependent variational
principle (TDVP) [7, 8]. The resulting TDVP equations
[Eq. (2)] can be shown to be sympletic [9]. Hence they
respect energy conservation as well as conservation of all
constants of motion, such as the expectation value of gen-
erators of symmetries. Since only expectation values occur
in the equations of motion, one can use techniques familiar
from DMRG, including the decomposition of the matrices
Ai into irreducible representations of the relevant symme-
try group. Further, this approach is manifestly translation
invariant. For time-reversal invariant operators the TDVP
equations are also invariant under time reversal (see [10]
for a Trotter-based approach that recovers time reversal in-
variance). This approach does not require any truncation
and is thus globally optimal within the manifoldMuMPS.
Constructing the relevant quantities and solving Eq. (2)
for A˙i involve operations with a computational complexity
of O(D6). Using an iterative method to implement (1 −
E)−1 and then solving for A˙i can reduce this to O(D3).
However, the matrix Gı,j is not invertible: because of the
gauge invariance in the (u)MPS parameterisation, not all
dD2 tangent vectors are linearly independent. Defining
the action of a 1-parameter group of gauge transformations
G(ε) = exp(εX) as As(ε) = G(ε)AsG(ε)−1, we ob-
tain that dAs/dε = XAs − AsX . Because of gauge in-
3variance, there is no corresponding change in |ψ(A())〉
and thus d |ψ(A(ε))〉 /dε = (dAi/dε) |∂iψ〉 = 0. In-
deed, any vector BiX defined by B
s
X = XA
s − AsX pro-
duces a zero norm state, evident when introducing it into
the explicit form of Bi |∂iψ(A)〉. The vectors BiX thus
span the null space of G,i. Any vector B in the tangent
plane is gauge equivalent toB′ = B+BX , ∀X ∈ CD×D.
There are D2 − 1 linearly independent choices of BX , as
we can easily prove by noting that BX = 0 requires that∑d
s=1(A
s)†lBsX = 0 =
∑d
s=1(A
s)†lXAs− lX . SinceE
has a single eigenvalue 1, and l has full rank, the only solu-
tion to this equation is X = 1. In order to invert Gı,j , we
fix the gauge which eliminates D2 − 1 components of B.
Norm preservation (i.e. (l|EBA |r)) fixes one more compo-
nent, resulting in a (d− 1)D2 dimensional tangent plane.
While there are a variety of ways to fix the gauge of vec-
tors in the tangent plane, different choices result in different
effective Gram matrices with different condition numbers.
By using the gauge fixing condition (l|EBA = 0 — which
also includes norm preservation and imposes the condition
that the eigenvalue and left eigenvector of the transfer ma-
trix do not change to first order — the effective Gram ma-
trix reduces to B′
ı
Gı,jB
j = |Z|(l|EBB′ |r) and all non-
local contributions are thus effectively canceled. Let us
now explain how to exploit this result even further. We start
by defining the D × dD matrix Lα,(sβ) = [(As)†l1/2]αβ .
Clearly, the null space of this matrix is D(d − 1) dimen-
sional. Let the Dd × D(d − 1) matrix VL with entries
[VL](αs),γ be a matrix of orthonormal basis vectors for this
null space, which can be obtained from, e.g. the singular
value decomposition of L, and thus satisfies LVL = 0 and
V †LVL = 1. We also introduce the notation V
s
L for theD×
D(d − 1) matrix with components [V sL ]α,γ = [VL](αs),γ .
If we now group the (d − 1)D2 independent components
of B in a D(d − 1) × D matrix x, we can use a parame-
terisation B(x) given by Bs(x) = l−1/2V sLxr
−1/2. One
can check that this parameterisation satisfies the left gauge
fixing constraint (l|EB(x)A = 0 since VL contains only
null vectors of L, and that B
ı
(x)GıjB
j(y) = |Z|tr[x†y],
since the vectors in VL are orthonormal. Up to the over-
all diverging factor |Z| that cancels in the LHS and RHS
of Eq. (2), we have found a linear parameterisation B(x)
for which the effective Gram matrix is the unit matrix.
This same parameterisation cancels the last two terms in
〈∂ıψ|Hˆ|ψ〉. The third term is still non-local, and requires
the inversion of 1 − E. However, this is a pseudo-inverse
as E has a single eigenvalue 1 and 1 − E is thus singu-
lar. Let (K| = (l|HAAAA (1 − E)−1. We can safely replace
(l|HAAAA by (l|HAAAA − h(l|, where h = (l|HAAAA |r), since
(l|(1 − E)−1 = 0. Then, by replacing 1 − E with the
non-singular matrix 1−E+ |r)(l|, we iteratively solve for
the D ×D matrix K from
K −
d∑
s=1
(As)†KAs + tr[Kr]l =
[
(l|HAAAA
]− hl
with [(l|HAAAA ] =
∑
stuv 〈st|hˆ|uv〉 (AsAt)†l(AuAv).
Tracing this equation shows that tr[Kr] = (K|r) = 0
as required. Finally, we define the D(d− 1)×D tensor F
F =
d∑
s,t=1
(V sL)
†l1/2Cstr(At)†r−1/2
+
d∑
s=1
(V sL)
†l−1/2
(
d∑
t=1
(At)†lCts +KAs
)
r1/2,
where Cst =
∑
uv 〈st|hˆ|uv〉AuAv. This defini-
ton allows to write ‖Bi(x) |∂iψ〉 − Hˆ |ψ〉‖2 =
|Z|tr [x†x− x†F − F †x+ constant]. This expression is
minimized by choosing x = x∗ ∆= F and thus A˙i =
−iB(x∗). Note that, thanks to the iterative solver, all steps
can be performed in O(D3) computation time.
Having now an explicit construction of A˙i, the simula-
tion of time evolution with the TDVP now boils down to
integrating a set of non-linear coupled differential equa-
tions. The simplest numerical integrator is built on the Eu-
ler method and proceeds as follows.
1. Construct x∗ = F from the previous paragraph.
2. Set A(t+ dt) = A(t)− idtB(x∗).
3. Fix the gauge and norm of A by rescaling A.
4. Calculate the energy and evaluate the step, change
the time step dt if necessary.
Step 3 is required since the gauge-fixing condition only
fixes the norm and left eigenvector up to first order and
higher order corrections are generally present. This sim-
ple implementation is already useful for finding ground
states through imaginary time evolution (dt→ −idτ ). The
TDVP then produces the best approximation to a gradient
descent in the full Hilbert space which should be contrasted
to a pure gradient-descent in parameter space such as in
[11]. For real-time evolution, a simple first-order Euler in-
tegrator does not inherit the symplectic properties of the
differential equations and a more advanced integrator (see
[8]) should be used.
We now illustrate the power of our approach. Using
imaginary time evolution with the simple Euler implemen-
tation of the TDVP we’ve obtained a uMPS approxima-
tion for the ground state of the S = 1 Heisenberg an-
tiferromagnet. The TDVP stops when 〈∂ıψ|Hˆ|ψ〉 = 0,
which indeed signals a minimum in the energy expecta-
tion value. Since the gradient has zero length at the min-
imum, it automatically decreases in size as we approach
it, and there is typically no need to reduce the size of the
time step. This should be compared with the (i)TEBD case,
where reduction of the time step, and thus automatic slow-
ing down, is necessary to overcome the Trotter error. An
ordinary laptop or pc allows one to find the ground state
40.6961989782 0.0057700505 0.0014877669
0.6961989782 0.0057700505 0.0014877669
0.0860988815 0.0057700505 0.0014877669
0.0860988815 0.0057700505 0.0014877669
0.0860988815 0.0016659093 0.0014877669
0.0860988815 0.0016659093 0.0014877669
0.0200132616 0.0016659093 0.0011065273
0.0200132616 0.0016659093 0.0011065273
Color labels:
S=1/2
S=3/2
S=5/2
TABLE I. First 24 Schmidt values of the D = 128 uMPS approx-
imation for the ground state of the S = 1 Heisenberg antiferro-
magnet. The degeneracy in the Schmidt spectrum as a result of
SU(2) symmetry manifests itself, not by exploiting the symmetry,
but rather by converging up to ‘state tolerance’ η = 10−10.
up to D = 1024 in less than one hour (without exploit-
ing symmetries), resulting in a ground state energy den-
sity e = −1.4014840389712(2) obtained with step size
dt = 0.1. Since we can easily calculate the norm of the
gradient as η = ‖x∗‖, we can continue the evolution un-
til η has converged below a specified tolerance level. The
convergence of the energy can be shown to be O(η2) and
can already be far beyond machine precision. This allows
a much more accurate localization of the energy minimum
than with the ordinary variational principle based on con-
vergence of the energy, and is useful to e.g. obtain a very
accurate convergence in the entanglement spectrum. The
entanglement spectrum can offer valuable information but
is not converged very accurately by other approaches (see
[12] for an example). Table I shows how the first Schmidt
values of the uMPS ground state for the Heisenberg chain
at D = 128, which was converged up to η = 10−10, accu-
rately reproduce the degeneracy according to half-integral
spin representations. Note that we can also asses the er-
ror of being confined to the manifold at any point in the
evolution and derive from this a construction to optimally
increase the bond dimension. Rather than starting from a
random state at D = 1024, we can progressively build
better approximations at larger D. Details are given in [8].
Using the time-reversal invariant numerical integrator
discussed in [8], we can simulate a real-time evolution us-
ing the TDVP equations. We start with theD = 128 uMPS
ground state approximation of the XX-model with mag-
netic field µ = 1/2 along the z-axis, which is a critical
model with non-zero magnetization 〈Sˆz〉 6= 0, whereas
〈Sˆx〉 = 〈Sˆy〉 = 0 due to the U(1) symmetry. We evolve
this state according to the critical S = 1/2 Heisenberg
antiferromagnet, so the expectation values 〈Sˆx,y,z〉 should
be conserved due to the SU(2) symmetry. Comparative
results for the TDVP implementation and a second order,
translation-invariant TEBD implementation based on [13]
are shown in Fig. 2 and illustrate that TDVP is much more
capable of describing the evolution of conserved quantities.
In this Letter we have introduced a new algorithm for
simulating real and imaginary time evolution with (uni-
form) matrix product states. The algorithm is shown to
be globally optimal within the variational manifold, while
conserving all symmetries in the system.
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This supplementary material discusses the following additional topics:
• A review of the time-dependent variational principle (TDVP) and its properties by deriving it from an action
principle.
• Additional details about the implementation, including a description of convergence and error measures and a
complete description of the time-reversal invariant numerical integrator.
• A construction to dynamically increase the bond dimension of the uniform MPS.
• A generalization of the proposed strategy to the case of non-uniform MPS on finite lattices.
REVIEW OF THE TIME-DEPENDENT VARIATIONAL PRINCIPLE
In this section we review the general framework of the time-dependent variational principle, as can be found
in [P. Kramer and M. Saraceno, Geometry of the Time-Dependent Variational Principle in Quantum Mechanics
(Springer-Verlag, Berlin) (1981)]. Recall that the time-dependent Schro¨dinger equation (TDSE) can be derived from
extremizing an action functional S{ψ(t), ψ(t)} = ∫ t2
t1
dt L(ψ(t), ψ(t), t) with Lagrangian
L(ψ(t), ψ(t), t) =
i
2
〈ψ(t)|ψ˙(t)〉 − i
2
〈ψ˙(t)|ψ(t)〉 − 〈ψ(t)|Hˆ(t)|ψ(t)〉 . (1)
For the sake of brevity, we henceforth omit the time dependence of Hˆ and thus of L. Stationarity of the action under
independent variations of |ψ〉 and 〈ψ| in the full Hilbert space H yields the TDSE and its complex conjugate. But
when we only have access to a subspace or manifold M ⊂ H, we can still use the calculus of variations with respect
to this action to define a time evolution of states |ψ〉 ∈ M; this is the essence of the TDVP. Hereto, we restrict to
variations in the tangent plane of M at the point |ψ〉. Assume that the manifold M can be parametrized as
M = {|ψ(z)〉 , z ∈ Cn}, (2)
where we assume the dependence on the n complex parameters zi to be analytic and explicitly denote the anti-analytic
dependence 〈ψ(z)|. Furthermore, we introduce the notation ∂i for ∂/∂zi and ∂ = ∂/∂z, where we always use barred
indices for the complex conjugate variables z. Requiring stationarity of S{z(t), z(t)} with respect to a variation
z(t)→ z(t) + δz(t) results in the following Euler-Lagrange equations
iGıj(z(t), z(t))z˙
j(t) = 〈∂ıψ(z(t))|Hˆ|ψ(z(t))〉 , (3)
where Gıj is the Gram matrix or overlap matrix of the tangent vectors of M:
Gıj(z, z) = 〈∂ıψ(z) | ∂jψ(z)〉 . (4)
We can also interpret this as the metric and — assuming linear independence of the tangent vectors — define the
inverse metric as Gi(z, z), such that Gi(z, z)Gk(z, z) = δ
i
k. The TDVP thus results in
iz˙i(t) = Gi(z(t), z(t)) 〈∂ψ(z(t))|Hˆ|ψ(z(t))〉 (5)
and its complex conjugate. In the main text, the Euler-Lagrange equations [Eq. (3)] were obtained geometrically, by
looking for the coefficients z˙i(t) which minimize∥∥∥z˙i(t) |∂iψ(z(t))〉 − Hˆ |ψ(z(t))〉∥∥∥ .
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2This minimization is obtained by the orthogonal projection of Hˆ |ψ(z(t))〉 onto the tangential plane Tz(t)M, defined
by
TzM = span {|∂iψ(z)〉 , i = 1, . . . , n} . (6)
The orthogonal projector PˆTzM is indeed given by
PˆTzM(z, z) = |∂iψ(z)〉Gi(z, z) 〈∂ψ(z)| , (7)
where the inverse of the Gram matrix appears in order to obtain Pˆ 2TzM = PˆTzM.
Whereas Hamiltonian evolution in H is unitary and thus norm-preserving, this is no longer guaranteed for the
projected evolution. In order to ensure norm preservation, we can define a modified Lagrangian L˜(ψ(t), ψ(t)) =
L(ψ(t), ψ(t))/ 〈ψ(t)|ψ(t)〉, which results in
L˜(z(t), z(t)) =
i
2
(
z˙j(t)∂j − z˙(t)∂
)
lnN(z(t), z(t))−H(z(t), z(t)) (8)
where
N(z, z) = 〈ψ(z)|ψ(z)〉 , H(z, z) = 〈ψ(z)|Hˆ|ψ(z)〉〈ψ(z)|ψ(z)〉 .
Stationarity under variations z(t) + δz(t) now results in the Euler-Lagrange equations
iG˜ıj(z(t), z(t))z˙
j(t) = Hı(z(t), z(t)), (9)
and complex conjugates, where we have introduced the modified Gram matrix
G˜ıj(z, z) = ∂ı∂j lnN(z, z) =
Gıj(z, z)
N(z, z)
− 〈∂ıψ(z)|ψ(z)〉 〈ψ(z)|∂jψ(z)〉
N(z, z)2
=
〈∂ıψ(z)|∂jψ(z)〉
〈ψ(z)|ψ(z)〉 −
〈∂ıψ(z)|ψ(z)〉 〈ψ(z)|∂jψ(z)〉
〈ψ(z)|ψ(z)〉2 ,
(10)
and the gradient of the normalized expectation value
Hı(z, z) = ∂ıH(z, z) =
〈∂ıψ(z)|Hˆ|ψ(z)〉
N(z, z)
− 〈∂ıψ(z)|ψ(z)〉
N(z, z)
H(z, z) =
〈∂ıψ(z)|Hˆ|ψ(z)〉
〈ψ(z)|ψ(z)〉 −
〈∂ıψ(z)|ψ(z)〉 〈ψ(z)|Hˆ|ψ(z)〉
〈ψ(z)|ψ(z)〉2 .
These expressions can be easily interpreted. Under an infinitesimal variation, the norm or phase of a state |ψ〉 changes
if we move in the direction of |ψ〉. Norm conservation is thus obtained when we subtract from every tangent vector
|∂iψ(z)〉 its component along |ψ(z)〉 by replacing it with Pˆ0(z, z) |∂iψ(z)〉, where the projector Pˆ0 is given by
Pˆ0(z, z) = 1ˆ− |ψ(z)〉 〈ψ(z)|〈ψ(z)|ψ(z)〉 , (11)
and thus Pˆ0(z, z) |∂iψ(z)〉 = |∂iψ(z)〉 − |ψ(z)〉N(z, z)−1 〈ψ(z)|∂iψ(z)〉. We indeed find
G˜ıj(z, z) = N(z, z)
−1 〈∂ıψ(z)|Pˆ0(z, z)|∂jψ(z)〉
and
Hı(z, z) = N(z, z)
−1 〈∂ıψ(z)|Pˆ0(z, z)Hˆ|ψ(z)〉 .
If the manifold M allows for norm and phase variations of states, i.e. if |ψ〉 ∈ TM, then we can define the
contravariant vector ψi such that ψi |∂iψ〉 = |ψ〉. In this paragraph, we henceforth omit all arguments z and z for
the sake of brevity. By definition we have that Pˆ0 |∂iψ〉ψi = 0 and we can conclude that G˜ıj has an eigenvalue zero,
since G˜ıjψ
j = 0 = ψ
ı
Gıj , from which we immediately obtain the corresponding eigenvector. (Note that Gıj is a
Hermitian matrix.) We now also define the covariant vector ψı = Gıjψ
j = 〈∂ıψ|ψ〉 so that ψiψi = 〈ψ|ψ〉 = N . With
these definitions, we can write G˜ıj = N
−1Gıj − N−2ψıψj . Even though G˜ıj is not invertible, we can still define a
3pseudo-inverse as G˜i = NGi − ψiψ, so that G˜iG˜k = δik −N−1ψiψk and G˜ıjG˜jk = δ kı −N−1ψıψ
k
. Since we can
rewrite Hı as N
−1(δ kı − N−1ψıψ
k
) 〈∂kψ|Hˆ|ψ〉, we are allowed to apply this pseudo-inverse to the Euler-Lagrange
equations in order to obtain
iz˙i(t) = G˜i(z(t), z(t))H(z(t), z(t)). (12)
In principle, the component of z˙(t) along the zero eigenspace of G˜ can be chosen freely but, with the particular
solution in the equation above, we satisfy ψiz˙
i(t) = 〈ψ|∂iψ〉 z˙i(t) = 0, which is the required condition for norm (and
phase) conservation.
If the manifoldM does not contain the freedom to change the norm and phase of a state, the modified metric G˜ would
have the same rank as the original metric G, which we assumed to be invertible. In particular, if |ψ(z)〉 ⊥ TzM, then
G˜ı,j(z, z) = N(z, z)
−1Gı,j(z, z) and Hı(z, z) = N(z, z)−1 〈∂ıψ(z)|Hˆ|ψ(z)〉. The Euler-Lagrange equations following
from S{z(t), z(t)} or from S˜{z(t), z(t)} are then identical.
Finally, by defining for every pair of functions f(z, z) and g(z, z) a Poisson bracket
{f, g} = ∂ifG˜i∂g − ∂igG˜i∂f (13)
we can write down the Euler-Lagrange equations as
z˙i = i{H, zi}, z˙ı = i{H, zı}. (14)
For every operator Oˆ acting onH, we can define the expectation value O(z, z) = 〈ψ(z)|Oˆ|ψ(z)〉 / 〈ψ(z)|ψ(z)〉 so that its
time evolution is governed by O˙ = i{H,O}. The manifold M is thus a symplectic manifold. From the antisymmetry
of the Poisson bracket we find {H,H} = 0, which implies that the energy of the state |ψ〉 ∈ M is conserved under
exact integration of the TDVP equations.
The symplectic properties of the time-dependent variational principle also conserve other symmetries. Assume that
the Hamiltonian is invariant under the action of a symmetry operator Uˆ (which should be a unitary operator), such
that [Hˆ, Uˆ ] = 0. In order to be able to transfer this symmetry to the manifold M, we need to assume that for any
state |ψ(z)〉 ∈ M, the action of Uˆ is mapped to a new state |ψ(u(z))〉 = Uˆ |ψ(z)〉 ∈ M. Because of the unitarity of
Uˆ , we have N(u(z),u(z)) = N(z, z), from which we obtain
∂ıu
(z)G˜,k(u(z),u(z))∂lu
k(z) = Gı,l(z, z), (15)
The condition [Hˆ, Uˆ ] = 0 also allows to conclude H(u(z),u(z)) = H(z, z) and thus
∂ıu
(z)H(u(z),u(z)) = Hı(z, z),
Hj(u(z),u(z))∂iu
j(z) = Hi(z, z).
(16)
The metric and the gradient thus transform covariantly under the symmetry transformation and can be used to
transform Eq. (9) into
+i∂ıu
(z(t))G˜,k(u(z(t)),u(z(t)))
d
dt
uk(z(t)) = ∂ıu
(z(t))H(u(z(t)),u(z(t))),
and its complex conjugate. By using the injectivity of the map u(z), we can eliminate the Jacobians ∂ıu
 and ∂ku
j in
order to obtain the correct flow equations in terms of the new coordinates (u(t),u(t)). One case that is not covered
by this general derivation is when Uˆ is an anti-linear operator, since u will then depend on z anti-holomorphically.
Anti-linear transformations appear in quantum mechanics exclusively for time-reversal transformations. Let us denote
Rˆ |ψ(z)〉 = |ψ(r(z))〉 with Rˆ the operator of an elementary time-reversal transformation. Because of the anti-unitarity
of Rˆ and its commutation relation with the Hamiltonian (i.e. [Hˆ, Rˆ] = 0 since we assume Hˆ to be time-reversal
invariant), we obtain N(r(z)), r(z)) = N(z, z) = N(z, z) and H(r(z), r(z)) = H(z, z) = H(z, z), which yields
∂ir
(z)G˜,k(r(z), r(z))∂lr
k(z) = G˜l,i(z, z), (17)
and
∂ir
(z)H(r(z), r(z)) = Hi(z, z),
Hj(r(z), r(z))∂ır
j(z) = Hı(z, z).
(18)
4These relations convert Eq. (9) into{
+iddt r
(z(t))G˜,k(r(z(t)), r(z(t)))∂ır
k(z(t)) = Hk(r(z(t)), r(z(t)))∂ır
k(z(t)),
−i∂irk(z(t))G˜k,j(r(z(t)), r(z(t)))ddt rj(z(t)) = ∂irk(z(t))Hk(r(z(t)), r(z(t))),
or, by eliminating the Jacobian of the transformation,{
−iG˜ı,j(r(z(t)), r(z(t)))ddt rj(z(t)) = Hı(r(z(t)), r(z(t))),
+iddt r
(z(t))G˜,i(r(z(t)), r(z(t))) = Hi(r(z(t)), r(z(t)))
(19)
Note that the signs of the two equations have been switched, which is necessary to revert the time evolution of the
new coordinates (r(t), r(t)). For a time-reversal invariant Hamiltonian Hˆ and a variational manifoldM that contains
the time-reversed state Rˆ |ψ(z)〉 ∈ M for each of its elements |ψ(z)〉 ∈ M, the flow equations of the time-dependent
variational principle are also time-reversal invariant. This can be exploited in numerical integration schemes in order
to construct symmetric schemes with improved stability (see next section).
Returning to the case of linear symmetry transformations Uˆ , the expectation value U(z, z) is a constant of motion
of the exact evolution according to the TDSE. For a general (discrete or continuous) symmetry, even when Uˆ |ψ(z)〉 =
|ψ(u(z))〉 ∈ M, we do not have that Uˆ |ψ(z)〉 ∈ TzM. Consequently, U(z(t), z(t)) is not automatically a constant
of motion of the TDVP evolution. But often U(z, z) does not represent an interesting quantity. However, when
the symmetry operator Uˆ corresponds to a continuous symmetry generated by the Hermitian generator Kˆ, with
[Kˆ, Hˆ] = 0, then the expectation value of Kˆ is an interesting constant of motion for the exact evolution according to
the TDSE. We define a one-parameter family of transformations Uˆ() = exp(iKˆ). Since we require that for every
state |ψ(z)〉 in the manifoldM, Uˆ() |ψ(z)〉 = |ψ(u(z, ))〉 ∈ M, we can differentiate this defining relation with respect
to  and set  = 0 in order to learn
iKˆ |ψ(z)〉 = ∂u
i
∂
(z, 0) |∂iψ(z)〉 = ki(z) |∂iψ(z)〉 . (20)
The action of Kˆ on a state |ψ(z)〉 thus has to be exactly captured in TzM. We obtain for the part orthogonal to
|ψ(z)〉
〈∂ψ(z)|Pˆ0(z, z)|∂iψ(z)〉 ki(z) = i 〈∂ψ(z)|Pˆ0(z, z)Kˆ|ψ(z)〉 = i 〈∂ψ(z)|Kˆ|ψ(z)〉 − i 〈∂ψ(z)|ψ(z)〉K(z, z)
⇔ N(z, z)G˜,i(z, z)ki(z) = iN(z, z)∂K(z, z)
and for the part parallel to |ψ(z)〉
〈ψ(z)|∂iψ(z)〉 ki(z) = i 〈ψ(z)|Kˆ|ψ(z)〉
⇔ ψi(z, z)ki(z) = iN(z, z)K(z, z).
The combination of these two equations results in:
ki(z) = iG˜i,(z, z)∂K(z, z) + iK(z, z)ψ
i(z). (21)
If we now express H(z+ εk(z), z+ εk(z)) = H(z, z) to first order in ε, we obtain from the first-order expansion
iε
(
∂iHG˜
i,∂K − ∂iKG˜i,∂H + ∂iHψiK −Kψ∂H
)
= 0
(where we have omitted the arguments for the sake of simplicity) and thus, using ψi∂iH = ψ

∂H = H, we find
{K,H} = 0, (22)
so that any generator of a symmetry transformation of the Hamiltonian which can be exactly captured within the
variational manifold produces a constant of motion K(z(t), z(t)) = K(z(0), z(0)).
Finally, we can use the TDVP to simulate imaginary time evolution by setting t = −iτ . Imaginary time evolution
according to the (imaginary) TDSE equation in the full Hilbert space H produces a gradient descent which converges
to the true ground state |ψ0〉 for any initial state |ψ〉 such that 〈ψ0|ψ〉 6= 0. There are no local minima in which the
gradient descent can be trapped. Excited states correspond to saddle points. The imaginary TDVP evolution is the
5best approximation to this gradient descent in H; it is set apart from a gradient descent in parameter space (with
Hi = ∂i the gradient) by the appearance of the Gram matrix. Only when the Gram matrix G˜ is the unit matrix, is the
imaginary TDVP evolution equal to a gradient descent in parameter space. For the TDVP flow, the time derivative
of the energy expectation value is given by
d
dτ
H(z(τ), z(τ)) = −2∂iHG˜i,∂H ≤ 0. (23)
The energy expectation value thus monotonically decreases until we reach the minimum, which is characterized by
∂iH(z, z) = ∂H(z, z). Note that if we define the norm of the gradient as η = [∂iHG˜
i,∂H]
1/2, then the rate of
change of the energy expectation value is O(η2). The energy thus converges quadratically faster than the state itself,
which is a well-known result.
Clearly, this whole section is applicable to the case of MPS and produces the results of the main text. In particular,
the action of all symmetries for which the generator can be written as a sum of one-site terms can be exactly
captured by the variational manifoldMuMPS and thus produces constants of motion. The only difficulty in the MPS
representation is its gauge invariance, which can be interpreted as an overparameterization and thus results in a set
of tangent vectors which are not all linearly independent. But we have discussed in the main text how to overcome
this difficulty. Since |∂iψ〉BiX is identically zero for all tangent vectors which consist of pure gauge transforms, any
overlap or expectation value is also zero in the corresponding block. By using the linear representation Bi(x), we are
effective projecting all relevant quantities into their non-zero subspace, which is (d− 1)D2 dimensional.
DETAILS OF THE IMPLEMENTATION OF THE TDVP FOR UMPS
In this section we discuss additional details of the implementation of the TDVP for uMPS.
Choice of gauge
In the main text we have discussed how to fix the gauge of the variations Bi describing states in the tangent plane
TAMuMPS. We call this gauge fixing constraint the left gauge-fixing condition, since it ensures that the left eigenvector
and the largest eigenvalue (thus norm-preserving) of the transfer operator EAA do not change to first order. Similar
results could have been obtained with the following right gauge-fixing condition. We define the dD ×D matrix
R(αs),β = [r
1/2(As)†]αβ (24)
and define the (d − 1)D × dD matrix VR that satisfies VRR = 0 and VRV †R = 1. Thus, V †R contains an orthonormal
basis for the null space of R†. If we now also introduce [V sR]γ,β = [VR]γ,(sβ) (with γ = 1, . . . , (d − 1)D, s = 1, . . . , d,
and β = 1, . . . , D) then we find a different parameterization of the tangent plane as
B˜s(x) = l−1/2xV sRr
−1/2, (25)
where the independent parameters x have now been grouped in a D×(d−1)D matrix. This parameterization satisfies
the right gauge-fixing constraint E
B˜(x)
A |r) = 0 and also produces B˜
ı
(x)GıjB˜
j(y) = |Z|tr[x†y].
Up to this point, we have not elaborated on convenient gauges for A itself. A left orthonormalization gauge —
where
∑d
s=1(A
s)†As = 1 and thus l = 1 — combines very well with the first-order conservation of the left eigenvector
by variations B. Similarly, a right orthonormalization gauge — where r = 1 — combines very well with the right
gauge fixing condition on B. However, both choices have also a numerical disadvantage. The representations B(x) and
B˜(x) rely heavily on calculating l−1/2 and r−1/2, which both appear in the different terms in the relevant expressions
but never simultaneously (if worked out correctly). Hence, we would like to condition both matrices equally well at
the same time. But if, e.g., l = 1, then r contains the eigenvalues of the density matrix of half of the chain, which
are the square of Schmidt coefficients. If we try to obtain an accurate approximation where the smallest eigenvalues
are of the order of machine precision, r is not determined accurately, it is ill-conditioned and the many operations
with r−1/2 can produce large numerical errors. Consequently, we have chosen to fix the gauge of A by requiring that
l = r = λ where λ is the diagonal matrix containing the Schmidt coefficients. Starting from a general A, we first find
the canonical form (λ,Γ) [see G. Vidal, Phys. Rev. Lett. 98, 070201 (2007)] and then set As = λ1/2Γsλ1/2. This
choice of gauge, which we call the symmetric gauge, evenly distributes the small eigenvalues of the density matrix over
6the left and the right eigenvector of the transfer operator, resulting in a better conditioned algorithm. Nevertheless,
these stability considerations are still the main reason that we cannot converge states up to machine precision (i.e.
η ≈ 10−15) at larger values of D where the spectrum of Schmidt coefficients contains many small values.
Measures of convergence and error for uMPS
Let’s now reinterpret the TDVP evolution in order to assess both the convergence and the error of the TDVP
equations. A measure of convergence is of course only useful for imaginary time evolution where we expect to end
up in a steady state which is presumably the global minimum of the energy function H(A,A) and thus the best
possible approximation of the ground state of Hˆ in the variational manifold MuMPS. Norm conservation is obtained
by replacing the evolution vector Hˆ |ψ〉 of the Schro¨dinger equation by
Pˆ0(A,A)Hˆ |ψ(A)〉 = (1ˆ− |ψ(A)〉 〈ψ(A)|)Hˆ |ψ(A)〉 = (Hˆ − 〈ψ(A)|Hˆ|ψ(A)〉) |ψ〉 = (Hˆ −H(A,A)) |ψ(A)〉 , (26)
where we have assumed that |ψ(A)〉 is normalized to one. For a translation-invariant Hamiltonian Hˆ = ∑n∈Z TˆnhˆTˆ−n,
we introduce the notation 〈ψ(A)|Hˆ|ψ(A)〉 = H(A,A) = |Z|h(A,A), where h(A,A) = 〈ψ(A)|hˆ|ψ(A)〉. Once again, we
henceforth omit all arguments. If Hˆ is a nearest-neighbor Hamiltonian, so that hˆ only acts nontrivially on sites zero
and one, we have h = (l|HAAAA |r) and we can write the exact evolution vector as
(Hˆ −H) |ψ〉 =
∑
n∈Z
Tˆnv†L (· · ·As−2As−1Cs0s1As2 · · · ) vR |. . . s−2s−1s0s1s2 . . .〉 (27)
with Cst =
∑d
u,v=1 〈s, t|hˆ− h|u, v〉AuAv. The TDVP equation boils down to projecting this vector into the tangent
plane TAMuMPS, and thus finding the set of coefficients x∗ such that
Bi(x∗) |∂iψ〉 =
∑
n∈Z
Tˆn
 d∑
{sj}=1
v†L(· · ·As−1Bs0(x∗)As+1 · · · )vR |. . . s−1s0s+1 . . .〉
 (28)
minimizes ‖Bi(x) |∂iψ〉 − (Hˆ − H) |ψ〉‖. An algorithm for efficiently determining the set of the coefficients x∗ was
explained in the main text. The additional term H |ψ〉, not present in the main text, is non-essential, as it produces
norm preservation which is automatically satisfied since 〈ψ|∂iψ〉Bi(x) = 0 by construction. We now formally set
Bi(x∗) |∂iψ〉 = PˆTM(Hˆ −H) |ψ〉
as the vector that describes the TDVP flow.
Let us now further elaborate on the properties of the TDVP flow for imaginary time evolution with uMPS. For
imaginary time evolution, we can use the general result from the previous section to write
d
dτ
h(A(τ), A(τ)) =
1
|Z|
d
dτ
H(A(τ), A(τ)) = − 1|Z| ‖PˆTM(Hˆ −H) |ψ〉‖
2
= − 1|Z| ‖B
i(x∗) |∂iψ〉‖2 = −tr
[
(x∗)†(x∗)
]
. (29)
We obtain here some peculiar properties of quantum states of systems with infinite size (i.e. in the thermodynamic
limit). Since the rate of change of the state (i.e. the norm of the gradient ‖Bi(x∗) |∂iψ〉‖) is proportional to |Z|1/2,
an infinite size uMPS always has zero overlap with the state it is converging to and with every other non-equivalent
uMPS. This phenomenon is true in general for translation invariant states of a system of infinite size and was dubbed
the (infrared) orthogonality catastrophe by Anderson [P. W. Anderson, Phys. Rev. Lett. 18, 1049 (1967)]. Indeed,
let |ψ(A)〉 and |ψ(A˜)〉 be two normalized uMPSs (which requires that the largest eigenvalue of EAA and of EA˜A˜ is 1),
where we also assume that both uMPS have a transfer matrix with a unique eigenvalue with magnitude one. We can
then then compute the spectral radius ρ(EA˜A) of E
A˜
A , which is also know as the ground state fidelity per site d(A, A˜),
since the total fidelity between the two quantum states scales as | 〈ψ(A)|ψ(A˜)〉 | = F (A, A˜) = d(A, A˜)|Z|. Then either
d(A, A˜) < 1, such that 〈ψ(A˜)|ψ(A)〉 = 0, or d(A, A˜) = 1, in which case we can prove the existence of φ ∈ [0, 2pi)
and G ∈ GL(D) such that As = eiφGA˜sG−1 and |ψ(A)〉 ∼ |ψ(A˜)〉, provided that the boundary vectors vL and vR
7are chosen identically. Two non-equivalent infinite size states (d(A˜, A) < 1) can however be locally similar and it is
useful to define the local rate of change on the state as η =
√
tr[(x∗)†x∗]. We then obtain for the rate of change
of the energy density dh/dt = −η2, which reproduces the quadratically faster convergence of the energy expectation
value. Since convergence of the energy expectation value is the basis of all algorithms based on the (time-independent)
variational principle, the corresponding state can still be far from the theoretically optimal state in the variational
manifold. The same error propagates to all other expectation values of local operators. But in this imaginary time
algorithm we can use the local change η of the state as a convergence measure. At the point where the expectation
value of the energy density is already at machine precision, we can further evolve the state in order to decrease η to
near machine precision and thus to very closely approach the theoretically optimal uMPS. Of course, the maximal
accuracy that can be obtained depends on the conditioning of l and r, which are used in the construction of x∗ and
B(x∗), as discussed in the previous subsection.
On the other hand, we can also assess the error between the theoretically optimal uMPS and the exact ground
state. In fact, we can measure the error we make at any point in the TDVP evolution, both for real and imaginary
time evolution. Note that the exact evolution vector is written in Eq. (27) in a form that is very similar to the tangent
vectors, except for the fact that it acts non-trivially on two sites at the same time. By projecting onto the tangent
plane, we are missing a part (1ˆ − PˆTMuMPS)(Hˆ −H) |ψ〉 of the exact evolution. We can thus assess the tendency of
the exact evolution (Hˆ −H) |ψ〉 to take |ψ〉 out of the manifold MuMPS by calculating
‖(1ˆ− PˆTMuMPS)(Hˆ −H) |ψ〉‖ =
√
∆H2 −Bı(x∗)∂ıH − ∂iHBi(x∗) +Bı(x∗)G˜ıjBj(x∗)
=
√
∆H2 −Bı(x∗) 〈∂ıψ|∂jψ〉Bj(x∗)
=
√
∆H2 − ∂iHGi∂H.
(30)
If this quantity is zero, then the evolution is exactly captured within our manifold, and the Hamiltonian can be
thought of as effectively acting on a single site. In the final optimum where ‖Bi(x∗) |∂iψ〉 ‖ = 0, the global first order
error on the state is then given by the familiar expression ‖(Hˆ −H) |ψ〉‖ = ∆H, which we now evaluate to find
∆H2 = 〈ψ|(Hˆ −H)2|ψ〉 =
∑
n,m∈Z
〈ψ|Tˆn(hˆ− h)Tˆm−n(hˆ− h)Tˆ−m|ψ〉 .
With Hˆ being our nearest neighbor Hamiltonian and |ψ〉 being our translationally invariant uMPS, we obtain
∆H2 = |Z|
(
1∑
n=−1
〈ψ|(hˆ− h)Tˆn(hˆ− h)|ψ〉+ 2(l|ECAA(1− E)−1EAAC |r)
)
. (31)
The first term results in
〈ψ|(hˆ− h)(hˆ− h)|ψ〉 =
d∑
s,t,u,v=1
〈u, v|(hˆ− h)2|s, t〉 (l|AsAt ⊗AuAv|r),
〈ψ|(hˆ− h)Tˆ (hˆ− h)|ψ〉 =
d∑
r,s,t,u,v,w=1
〈u, v, w|(hˆ− h)Tˆ (hˆ− h)Tˆ−1|r, s, t〉 (l|ArAsAt ⊗AuAvAw|r),
for n = 0 and n = 1 respectively, and in the complex conjugate of the last expression for n = −1. Note that both
quantities in the square root in Eq. 30 are proportional to |Z|. At any point in the evolution, we can thus define
a local error on the state as  = |Z|−1/2‖(1ˆ − PˆTMuMPS)(Hˆ − H) |ψ〉‖. In imaginary time evolution, we converge
towards the minimum where ∂iH = ∂H = 0. We thus find  =
√
∆H2/|Z| in the optimal uMPS. The error in
the expectation value of local operators is proportional to , whereas the error in the expectation value of the energy
density is proportional to 2. If at some point the error  exceeds a certain tolerance level we can expand the variational
manifold by increasing the MPS bond dimension D. An optimal construction for this is described in the next section.
This same construction also yields a better way to evaluate ‖(1ˆ − PˆTMuMPS)(Hˆ − H) |ψ〉‖, which consists of a sum
of quantities of comparable size which occasionally cancel each other. Large numerical errors can result from this
cancellation.
8Details of the numerical integration schemes
When the original Hamiltonian is invariant under time reversal, i.e. RˆHˆRˆ−1 = Hˆ, then the TDVP equations
have been proven to respect this time-reversal symmetry in the previous section, provided that Rˆ |ψ〉 ∈ M for every
|ψ〉 ∈ M. In quantum mechanics, the operator for time reversal is an antilinear operator. We now assume that the
local basis is chosen so that Rˆ can simply be implemented as complex conjugation Kˆ, such that Kˆ |ψ(A)〉 = |ψ(A)〉.
This ensures that the time-reversed state of any uMPS is still a uMPS. Time-reversal invariance of the Hamiltonian
then requires that all entries of hˆ are real. Note that, in the standard choice of basis for a spin j system, Rˆ = e−ipiJˆyKˆ,
so that mere complex conjugation is in fact a combination of time reversal and rotation of the spin state over an angle
pi around the y-axis. However, we ignore this subtlety and just refer to Kˆ as time reversal.
In the case of imaginary time evolution, we can restrict to real representations for A, x∗, and B(x∗) whenever
the Hamiltonian is time reversal invariant so that hˆ has only real entries. A simple implementation based on the
Euler method was sketched in the main text. Even though this is only a first-order method, and it introduces large
(second-order) errors, this is not an issue for an imaginary time evolution due to the inherent stability of the approach.
For imaginary time evolution with the TDVP we expect a monotonically decreasing energy expectation value and
as long as the step size dτ is small enough to reproduce this monotonic decrease, there is no need to change it. A
decrease of time step should thus only be considered when higher-order effects result in an energy increase. The
algorithm automatically slows down near the optimum since the norm ‖Bi(x∗) |∂iψ〉‖ approaches zero. The results
for the S = 1 Heisenberg antiferromagnet in the main text were obtained with a constant value dt = 0.1. This is in
sharp contrast with TEBD implementations where there is a Trotter error associated with the time step dt, and the
step size should be decreased as we approach the optimum. This decrease of step size produces an additional slowing
down that has a significant effect on the total number of iterations required to converge the state. Finally, after every
Trotter step, the resulting state is a matrix product state with increased bond dimension and we have to truncate it.
In infinite-size systems, the only possibility is to use a local truncation based on the Schmidt coefficients, which is not
globally optimal. All of these points have been illustrated in the main text.
When using the TDVP to simulate real-time evolution, we are no longer able to restrict to a real representation.
The quantities A, x∗, and B(x∗) become complex, even when the operator hˆ has only real entries. Nevertheless, the
algorithm sketched in the main text remains valid in principle. However, the large (second order) errors that are
introduced by the Euler method can now accumulate in time. A prime indicator of this is a drifting expectation
value 〈ψ(t)|Hˆ|ψ(t)〉 when the state |ψ〉 is evolved in time according to a time-independent Hamiltonian Hˆ, whose
expectation value should be conserved. The accumulation of systematic errors can be eliminated by implementing a
numerical integrator for the Euler-Lagrange equations that respects the symplectic structure of the TDVP. However,
the structure of the TDVP is much more complicated that the typical structure of classical dynamics with a separable
Hamiltonian H(q, p) = T (p) + V (q). In particular, the relation H(A,A) is highly nonlinear and not separable.
Consequently, none of the typical symplectic algorithms from classical dynamics can be applied to the TDVP.
If a set of differential equations is invariant under time reversal, it is a good policy to devise a numerical integration
scheme that respects this time reversal symmetry. Numerical integration schemes that respect time reversal symmetry
are called symmetric and share many nice properties with symplectic integration schemes such as a stable long-time
behavior, a linear growth of the global error and a near-preservation of first integrals [E. Hairer, C. Lubich and
G. Wanner, “Geometric Numerical Integration: Structure preserving algorithms for ordinary differential equations”,
Springer Series in Computation Mathematics 31, Springer (2002).]. The following paragraphs describes the details
of a second order numerical integration scheme that respects time-reversal symmetry, although it can of course also
be applied to Hamiltonians which are not invariant under time reversal, in which case it is a simple second-order
numerical integrator. At any point, the calculation of the projection of (Hˆ −H) |ψ〉 into the tangent plane TAM in
the point |ψ(A)〉 (i.e. the determination of x∗) can be performed by the algorithm that was outlined in the main text.
The main problem one encounters when trying to construct a symmetric integrator for differential equations on
manifolds is that the tangent plane at |ψ(A(t))〉 and |ψ(A(t+ dt))〉 are different. Most algorithms thus start with
the determination of a midpoint |ψ(A˜)〉 such that the projection of PˆTA˜M |ψ(A(t))〉+ PˆTA˜M |ψ(A(t+ dt))〉 = 0, with
TA˜M the tangent plane in the midpoint. This relation only specifies the location of the midpoint, but not the relation
between A(t) and A(t + dt). In principle, the midpoint can be combined with any integration scheme, where we
use the midpoint to calculate the variation B(x˜∗). If we thus use the simple Euler step, we obtain the additional
relation PˆTA˜M |ψ(A(t+ dt))〉 − PˆTA˜M |ψ(A(t))〉 = i dt PˆTA˜M(Hˆ − H˜) |ψ(A˜)〉 where H˜ = H(A˜, A˜) is the energy in the
midpoint. This is sketched in Figure 1. This specific combination of midpoint with Euler step immediately tells us
that A(t+dt) = A˜+i dt/2B(x˜∗), where x˜∗ is the set of parameters such that Bi(x˜∗) |∂iψ(A˜)〉 = PˆTA˜M(Hˆ−H˜) |ψ(A˜)〉.
Note that the representation of the variations B itself depends on the current value of A, a subtlety which we capture
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|ψ(A(t))〉
|ψ(A˜)〉
TA˜M
P̂TA˜M |ψ(A(t))〉
P̂TA˜M |ψ(A(t+ dt))〉
i dt P̂TA˜M(Ĥ − H˜) |ψ(A˜)〉
FIG. 1. Sketch of the location of the midpoint to be used in a symmetric integration scheme on a manifold
by simply introducing a suitable notation for the argument x. A similar reasoning leads to the conclusion that the
midpoint is implicitly defined by A(t) = A˜−i dt/2B(x˜∗). However, we also have to take into account the normalization
preservation and gauge fixing that is applied in every step. Instead of setting A(t+ dt) = A˜+ i dt/2B(x˜∗), we find a
scalar constant c and a D×D matrix G ∈ GL(D) such that As(t+dt) = cG[A˜s+i dt/2Bs(x˜∗)]G−1, where c and G are
chosen such that E
A(t+dt)
A(t+dt) has 1 as largest eigenvalue, and satisfied a prescribed gauge fixing condition, such as the
symmetric gauge defined in the previous subsection. Analogously, we also have to look for (different) c and G in the
defining relation c−1G−1As(t)G = A˜s − i dt/2Bs(x˜∗), which are chosen such that c−1G−1As(t)G− A˜s is compatible
with the gauge fixing constraints that are built into the representation B(x˜). Since every B(x˜) satisfies (l˜|EB(x˜)
A˜
= 0,
we have to tune c and G such that
(l˜|Ec−1G−1A(t)G−A˜
A˜
= 0 ⇒ (l˜G−1|EA(t)
A˜
= c(l˜G−1|.
Put differently, c is the largest eigenvalue of E
A(t)
A˜
andG is chosen such that (l˜G−1| is the corresponding left eigenvector,
where (l˜| is the eigenvector of EA˜
A˜
corresponding to eigenvalue 1. Since we cannot solve the resulting implicit relation
c−1G−1As(t)G = A˜s − i dt/2Bs(x˜∗) exactly, we have to devise a numerical scheme to determine A˜. The resulting
algorithm doesn’t satisfy time reversal symmetry exactly, but only up to the accuracy of the numerical determination
of A˜, which can be near machine precision.
We can try to solve the implicit relation for the midpoint by a simple error correct strategy. We choose as an initial
guess A˜0 ∼ A(t) + i dt/2B(x∗(t)), where the ‘similarity sign’ is used to indicate that A˜0 has already been transformed
in order to satisfy norm and gauge fixing constraints. Having a guess A˜n, we can iteratively try to improve it as
follows. We calculate the difference d˜A
s
n = c
−1
n G
−1
n A
s(t)Gn − A˜sn + i dt/2B(x˜∗n), where cn and Gn are chosen such
that (l˜nG
−1
n |EA(t)A˜n = cn(l˜nG
−1
n |. We then set A˜n+1 ∼ A˜n+ d˜An and repeat this process. At any point in the iteration,
we can measure the size of the correction as ‖d˜Ain |∂iψ(A˜n)〉‖ = |Z|1/2(l˜n|Ed˜And˜An |r˜n)
1/2. As argued in the previous
subsection, we can safely omit the overal |Z|1/2 in order to obtain a local measure ζ = (l˜n|Ed˜An
d˜An
|r˜n)1/2. When ζ dives
below a tolerance level that can be chosen near-machine precision, we can stop the iteration. When the chosen time
step is not too big — for example dt ≈ 0.01 — this algorithm converges in a few (less then 20) iteration steps. Better
strategies in terms of higher order iterative solvers for non-linear equations can be devised.
The general outline of an algorithm for real time evolution is thus:
1. iteratively determine the midpoint from A(t) ∼ A˜− i dt/2B(x˜∗)
2. set A(t+ dt) ∼ A˜+ i dt/2B(x˜∗)
Note that all operations can be implemented in O(D3) computation time. We of course use iterative eigensolvers to
determine the eigenvalues and eigenvectors of E
A(t)
A˜
, EA˜
A˜
and E
A(t+dt)
A(t+dt) .
The midpoints |A˜〉 can in fact be interpreted as |A(t+ dt/2)〉. Thus the algorithm produces twice the resolution as
initially requested. However, it is only (approximately) time reversal invariant after an integral number of steps dt.
Furthermore, since the (backwards) Euler method is used to step from A(t) to A(t + dt/2), the error in this step is
expected to be O(dt2/4). Similarly, the error in the step A(t+ dt/2) to A(t+ dt) is expected to be of the same order.
Nevertheless, the resulting step from A(t) to A(t+ dt) is correct up to second order, and the error is actually O(dt4)
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because odd-powered effects are forbidden by the symmetry of the construction. Higher order errors are obtainable
by combining the midpoint construction with more advanced Runge-Kutta schemes.
We can once again compare this implementation of the TDVP with a real time iTEBD simulation. Not only
does the TDVP-based algorithm for real time evolution have the same advantages as the imaginary time algorithm
— conservation of translational invariance and internal symmetries — the (approximate) time-reversal invariance
makes the algorithm extremely stable over longer simulation times. In principle, the first step in a real time iTEBD
implementation is even better, because evolving over a small time using a Trotter decomposition is a symplectic
operation. However, since iTEBD takes the state outside the manifold of MPSs with fixed bond dimensions, this step
is followed by a truncation that breaks both the symplectic symmetry and the time reversal symmetry.
After having applied the real time evolution algorithm to evolve a state |ψ(A)〉 at t = 0 to |ψ(A(t))〉 at time t for a
total time tf , we can explicitly apply the time reversal operator Kˆ to the final state |ψ(A(tf ))〉 and use the resulting
state |ψ(A(tf ))〉 as the initial value for a new time evolution over a total time tf , resulting in states |ψ(A′(t)〉 at time
t with thus A′(0) = A(tf ). We should then compare the states Kˆ |ψ(A′(tf − t))〉 = |ψ(A˜(t))〉 [with A˜(t) = A′(tf − t)]
to the states |ψ(A(t))〉. By using the results from the previous subsection, we know that the equality between two
uMPS |ψ(A)〉 and |ψ(A˜)〉 can be measured by computing the ground state fidelity per site d(A, A˜) = ρ(EA˜A), which
is one for equivalent uMPS and will be smaller than one for states that differ. Fig. 2 compares the time-reversal
symmetric integrator in this subsection with results a TEBD-based algorithm, for the matrices A(t) were taken from
the results in Fig. 2 in the main text.
1 -
 ρ(
 E
Ã A )
0
5
10×10−3
t
012345678910
FIG. 2. Comparison of time reversal invariance in a TDVP (dashed lines) and TEBD (dotted lines) simulation. Illustrated is
(one minus) the ground state fidelity d(A(t), A˜(t)), where A˜(t) = A′(tf − t) (tf = 10, dt = 5 × 10−3, ζ = 10−10 (see text))
DYNAMICAL EXPANSION OF THE VARIATIONAL MANIFOLD
Both for real and imaginary time evolution, we have introduced the local error measure  = |Z|−1/2‖(1ˆ −
PˆTMuMPS)(Hˆ −H) |ψ〉‖ that captures the tendency of the exact evolution to move away from the manifold MuMPS.
If this quantity exceeds a given tolerance value, we might try to reduce the error by expanding the variational class.
For uMPS with bond dimension D, we can expand MuMPS(D) by increasing the bond dimension to some value D˜.
If the state |ψ〉 ∈ MuMPS(D) at some point is a uMPS with D × D matrices As, we can try to better approximate
the exact evolution by embedding at the next iteration this state into a larger manifold MuMPS(D˜) by defining new
D˜ × D˜ matrices A˜s with D˜ ≥ D and
A˜s =
[
As 0
0 0
]
+ dAs, (32)
where the variation dAs should be proportional to the chosen time step dt, and is given by
dAs =
[
dAs00 dA
s
01
dAs10 dA
s
11
]
. (33)
The first order effect of this evolution step is given by
|dψ0〉 =
∑
n∈Z
Tˆn
 d∑
{sj}=1
v†L(· · ·As−1(dA00)s0As+1 · · · )vR |. . . s−1s0s+1 . . .〉
 . (34)
which is equivalent to the evolution in the original manifold. The newly introduced degrees of freedom do not seem
to appear at first order, which is a consequence of the intrinsic nature of the TDVP not to leave the manifold in
11
which it is defined. However, by choosing dA01 and dA10 proportional to dt
1/2, they do in fact generate a first order
contribution
|dψ1〉 =
∑
n∈Z
Tˆn
 d∑
{sj}=1
v†L(· · ·As−2As−1(dA01)s0(dA10)s+1As+2 · · · )vR |. . . s−2s−1s0s+1s+2 . . .〉
 . (35)
Clearly the increased bond dimension allows for an action on two neighboring sites, which increases the entanglement
entropy from some initial value smaller than log(D) to some new value that is smaller than the new bound log(D˜).
Note that dAs11 can only appear in first order if it is of order O(dt0) = O(1). At this point, dAs11 can appear any
number of times as a string in between dAs01 and dA
s
10. Thus dA
s
11 induces a non-trivial affect on any number of
sites, with a minimum of three sites. It is thus not useful for nearest-neighbor Hamiltonians, and is henceforth set to
zero: dA11 = 0. We show below that, by using the correct gauge conditions, the overlap between the exact evolution
vector for a nearest neighbor Hamiltonian and such a vector with action on more than two sites is exactly zero. The
freedom in dAs11 can possibly be useful in Hamiltonians with long range interactions.
If we try to generalize the geometric strategy of the TDVP, we should look for optimal matrices dAs00, dA
s
01 and
dAs10 such that
‖dt(Hˆ −H) |ψ〉 − |dψ0〉 − |dψ1〉‖ (36)
is minimized. This is a complicated expression that couples the three sets of parameters dAs00, dA
s
01 and dA
s
10. Here
too, we can apply infinitesimal gauge transformations
G =
[
1 + εX00 ε
1/2X01
ε1/2X10 1 + εX11
]
from which we obtain up to O(ε)
G
[
As 0
0 0
]
G−1 =
[
As 0
0 0
]
+ dAX with dAX =
[
ε[X00, A
s] + ε2{X01X10, As} −ε1/2AsX01
ε1/2X10A
s −εX10AsX01
]
.
Any dA is thus gauge equivalent to dA + dAX . Note the absence of X11 at order ε. It is also important to note
that exploiting gauge freedom to reduce the number of independent parameters mixes the off-diagonal blocks with
the diagonal blocks. Consequently, we cannot generally treat the optimization with respect to dA00 independently
from the optimization with respect to dA01 and dA10. For evaluating 〈dψ0|dψ0〉 and 〈dψ0|(Hˆ −H)|ψ〉, we can use
the results from the main text. The corresponding relations involving |dψ1〉 are given by
〈dψ1|dψ1〉 = |Z|
[
(l|EdA1dA1 |r) + (l|EAdA1dA1A |r) + (l|EdA1AAdA1 |r)− 3(l|EAAdA1 |r)(l|EdA1AA |r)
+ (l|EAAdA1(1− E)−1EdA1AA |r) + (l|EdA1AA (1− E)−1EAAdA1 |r) + |Z|(l|EAAdA1 |r)(l|EdA1AA |r)
]
, (37)
〈dψ0|dψ1〉 = |Z|
[
(l|EdA1AdA00 |r) + (l|EdA1dA00A|r)− 2(l|EAdA00 |r)(l|EdA1AA |r)
+ (l|EAdA00(1− E)−1EdA1AA |r) + (l|EdA1AA (1− E)−1EAdA00 |r) + |Z|(l|EAdA00 |r)(l|EdA1AA |r)
]
(38)
and
〈dψ1|Hˆ −H|ψ〉 = |Z|
[
(l|ECdA1 |r) + (l|EACdA1A|r) + (l|ECAAdA1 |r)
+ (l|EAAdA1(1− E)−1ECAA|r) + (l|ECAA(1− E)−1EAAdA1 |r)
]
, (39)
where dAst1 = dA
s
01dA
t
10. While finding the simultaneous optimum for dA00, dA01 and dA10 from these equations
appears to be a very complicated task, we can exploit the gauge freedom to eliminate most terms. We can impose
(l|EdA01A = 0 and EdA10A |r) = 0 by exploiting the D × (D˜ −D) parameters in X01 and the (D˜ −D) ×D parameters
in X10 respectively. This automatically removes all non-local terms from 〈dψ1|dψ1〉 and 〈dψ1|Hˆ −H|ψ〉, i.e.
〈dψ1|dψ1〉 = |Z|(l|EdA1dA1 |r), 〈dψ1|Hˆ −H|ψ〉 = |Z|(l|ECdA1 |r).
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In addition, this choice of gauge also renders 〈ψ|dψ1〉 = 0 and 〈dψ0|dψ1〉 = 0 for any dA00. This choice of gauge thus
ensures that |dψ1〉 is orthogonal to both the state |ψ〉 as well as to the complete tangent plane TAMuMPS(D) and only
captures effects that act on two sites at once. These effects cannot be captured by |dψ0〉 ∈ TAMuMPS(D), where only
a single site is modified. The optimization problem for dA00 completely decouples from the optimization problem for
dA01 and dA10, and can be solved as described in the main text. Note that we still have the D
2−1 parameters in X00
together with global norm conservation 〈ψ|dψ0〉+ 〈ψ|dψ1〉 = 〈ψ|dψ0〉 = 0 to fix the gauge of dA00 as described in the
main discussion. Furthermore, as stated above, with this choice of gauge for dA01 and dA10, the tangent vectors with
nonzero choice of dA11 are orthogonal to the evolution vector (Hˆ −H) |ψ〉 for any nearest neighbour Hamiltonian.
For the optimization problem in dA01 and dA10, we can use a parameterization that is based on the definitions in
the first subsection of this section. We define Bs01(x) = l
−1/2V sLx with x a (D− 1)d× (D˜−D) matrix of independent
components, and analogously Bs10(y) = yV
s
Rr
−1/2 with y a (D˜ −D) × (D − 1)d matrix of independent components.
We then define Bst1 (x, y) = B
s
01(x)B
t
10(y) in order to find
(l|EB1(x,y)B1(x,y) |r) = tr
[
(xy)(xy)†
]
, (l|ECB1(x,y)|r) = tr
[
G(xy)†
]
,
with G =
∑d
s,t=1(V
s
L)
†l1/2Cstr1/2(V tR)
†. Since we have to minimize
tr
[
(xy)(xy)†
]− tr [G(xy)†] − tr [(xy)G†] ,
we are looking for the optimal matrix xy of rank D˜ − D such that ‖xy − G‖ is minimized, with ‖·‖ the Hilbert-
Schmidt norm. The best approximation (x, y)can be found by performing a singular value decomposition of the
(d − 1)D × (d − 1)D matrix G and retaining the largest D˜ −D singular values. If D˜ = dD, we can always capture
one step in the action of the Hamiltonian exactly, which is also the case with the TEBD algorithm.
This construction is very useful in combination with imaginary time evolution in order to correctly converge a
random initial state to the optimal state within the variational manifold. Rather then starting from a random uMPS,
it is better to use a previous optimal uMPS A at a smaller bond dimension D and combine it with the construction
above to form an initial state A˜ for the simulation at the new bond dimension D˜. Note that, if A represents the
optimal solution at D, we can choose dAs00 = 0, or thus |dψ0〉 = 0. This approach avoids a particular problem of the
imaginary time evolution with the TDVP: For large D, the current TDVP implementation is susceptible to converging
some random initial states to a state where EAA has more then a single eigenvalue 1. At this point, the formulas for the
gradient and the gram matrix in the main text are no longer valid and incorrect application of these formulas often
results in the algorithm getting trapped. While we could of course implement more advanced formula’s that take this
scenario into account and with which the implementation would be able to continue the convergence process, using
the aforementioned construction avoids the occurrence of this problem completely. In addition, very few iterations
are needed at the large values of D, since the error  of the previous result at slightly smaller D is already very small.
Clearly, this is the preferred approach.
In principle, the same construction can be used in combination with real time evolution. After quantum quenches,
the entanglement entropy typically increases and so does the error measure . When  increases beyond a certain
tolerance level, we can choose to use the above construction to dynamically increase D, which brings  back to an
acceptable level. However, since this whole step is only well defined at first order, it cannot be included in a higher
order numerical integrator. The dynamic expansion of the variational manifold should thus be used carefully in real
time evolution, since it also breaks the time reversal symmetry.
Finally, we can also use the results from this section for another purpose. Since |dψ0〉 captures the projection of
(Hˆ −H) |ψ〉 in the tangent plane TM, it is indeed equal to Bi(x∗) |∂iψ〉 = PˆTAMuMPS(D)(Hˆ −H) |ψ〉. If we choose
D˜ = dD, then |dψ1〉 can exactly capture the remnant (1ˆ− PˆTAMuMPS(D))(Hˆ−H) |ψ〉 that is orthogonal to the tangent
plane TAMuMPS(D). We can use this to solve the following problems. If the exact evolution is almost exactly captured
in the tangent plane TAMuMPS(D), the error measure  has to be calculated as the square root of the difference of two
‘equally large’ numbers ∆H2 and ‖Bi(x∗) |∂iψ(A)〉‖2. It is then numerically much more convenient to calculate  as
 = |Z|−1/2‖ |dψ2〉‖ = (l|EdA1dA1 |r)1/2, which can completely be constructed without having to subtract large numbers
with small differences. In addition, the expression for ∆H2 given in Eq. (31) also contains 4 contributions which
might almost cancel each other if |ψ〉 is very close to an eigenstate of Hˆ. This too can produce large numerical errors,
and it is better to calculate ∆H as ∆H =
√〈ψ0|ψ0〉+ 〈ψ1|ψ1〉 where the square root contains two positive numbers.
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TIME-DEPENDENT VARIATIONAL PRINCIPLE FOR GENERIC MPS
We conclude this supplementary material by investigating whether new efficient algorithms can be obtained from
applying the TDVP to generic (non-uniform and finite-size) MPS. The TDVP equation for finite size MPS was already
written down in a different format in [J.J. Dorando, J. Hachmann, G.K.L. Chan, J. Chem. Phys. 130, 184111 (2009)],
but the resulting equation was not further investigated. We define a MPS with open boundary conditions as
|ψ[A(n)]〉 =
d∑
{sn}=1
v†LA
s1(1)As2(2) · · ·AsL(L)vR |s1s2 . . . sL〉 (40)
with site-dependent matrices As(n) having site-dependent dimensions Dn−1 ×Dn. It is always possible to absorb v†L
into As1(1) and set D0 = 1; similarly we can absorb vR into A
sL(L) and set DL = 1. This completely eliminates the
need for the boundary vectors, and they are henceforth omitted. We can now define the series l(n) and r(n) (with
n = 0, . . . , L) of site-dependent Dn ×Dn density matrices for the auxiliary system through l(0) = 1 = r(L) and
l(n) =
d∑
s=1
(As(n))†l(n− 1)As(n), r(n) =
d∑
s=1
As(n+ 1)r(n+ 1)(As(n+ 1))†. (41)
The norm of the state is then given by r(0) = l(L) = (l(n− 1)|EA(n)A(n) |r(n)), which we require to be one.
If we want to apply the TDVP to the class MMPS = {|ψ[A(n)]〉} of MPS of length L with fixed bond dimensions
{Dn, n = 1, . . . , L}, we have to vary with respect of all entries in every tensor A(n). We now denote a general variation
of A as Bi with a collective index i = (α, s, β, n), such that the tangent space TA(n)MMPS is spanned by the states
Bi |∂iψ〉 =
L∑
n=1
d∑
{sn}=1
As1(1) · · ·Bsn(n) · · ·AsL(L) |s1 . . . sn . . . sL〉 . (42)
We can easily calculate the metric Gıj = 〈∂ıψ|∂jψ〉, but it is a complicated expression coupling all variations, so
it would seem like an impossible task to invert this LD2d × LD2d matrix. However, as for the case of uMPSs, we
can exploit the gauge invariance to remove all non-local couplings, i.e. all contributions containing variations at
different sites. Combining the particular choice of gauge fixing conditions which has this effect with a well chosen
linear parametrization yields an effective metric that is the unit matrix.
Firstly, we note that by choosing Bs(n) = As(n)/L, we have Bi |∂iψ(A)〉 = |ψ(A)〉. We thus have to project onto
norm-preserving variations. Secondly, we now have a site dependent gauge freedom As(n) ← G(n − 1)As(n)G(n)−1
with G(n) ∈ GL(Dn). From the first order effect of an infinitesimal transformation G(n) = 1 + εX(n), which is
As(n) ← As(n) + εBsX(n) with BsX(n) = X(n − 1)As(n) − As(n)X(n), we conclude that BiX |∂iψ(A)〉 = 0 as can
easily be checked explicitly. Thus any variation Bi is gauge equivalent to Bi +BiX for all {X(n) ∈ CDn×Dn}.
We can fix the gauge of the variations (and ensure norm conservation) by requiring that either (l(n− 1)|EB(n)A(n) = 0
or E
B(n)
A(n) |r(n)) = 0 for every n, which we call left and right gauge fixing conditions. Both choices reduce the metric to
B′
ı
Gı,jB
j =
L∑
n=1
(l(n− 1)|EB(n)B′(n)|r(n)). (43)
If Hˆ is a nearest neighbor Hamiltonian Hˆ =
∑L−1
n=1 hˆ(n) with hˆ(n) acting non-trivially only on sites n and n+ 1, then
the corresponding right hand side of the Euler-Lagrange equations reduces for the case of left gauge fixing to
B
ı 〈∂ı|Hˆ −H|ψ〉 =
L∑
n=1
[
θ(n < L)(l(n− 1)|EC(n)B(n)A(n+1)|r(n+ 1))
+ θ(n > 1)(l(n− 2)|EC(n−1)A(n−1)B(n)|r(n))
+ θ(n > 2)
n−2∑
m=1
(l(m− 1)|EC(m)A(m)A(m+1)
(
n−1∏
k=m+2
E
A(k)
A(k)
)
E
A(n)
B(n)|r(n))
] (44)
14
where θ is a discrete Heaviside function that yields one if its argument is true and zero otherwise, and where Cst(n) =∑d
u,v=1 〈s, t|hˆ(n)− h(n)|u, v〉Au(n)Av(n+ 1) and
h(n) =
d∑
u,v,s,t=1
〈s, t|hˆ(n)|u, v〉 tr [l(n− 1)Au(n)Av(n+ 1)r(n+ 1)(As(n)At(n+ 1))†] . (45)
In case of right gauge fixing, the last term in Eq. (44)would be replaced by a term containing all contributions of the
Hamiltonian acting to the right of B(n). These terms are familiar from the variational sweeping algorithm for MPS,
and it is well known how to construct them efficiently and iteratively. Clearly now, all variations B(n) decouple from
variations B(n′) at different sites n′ 6= n.
Analogously to the case of uMPS, it is easy to find a parameterization of B[x] depending on L matrices x(n)
(n = 1, . . . , L) of size (dDn−1 −Dn)×Dn, such that B[x](n) depends only on x(n) and such that the effective Gram
matrix becomes the unit matrix. We first define the Dn × dDn−1 matrix
[L(n)]α,(sβ) = [A
s(n)†l(n− 1)1/2]α,β (46)
and then construct a dDn−1 × (dDn−1 −Dn) matrix VL(n) that contains an orthonormal basis for the null space of
L(n), i.e. L(n)VL(n) = 0 and VL(n)
†VL(n) = 1, for all n = 1, . . . , L. We then use the representation
Bs[x](n) = l(n− 1)−1/2V sLx(n)r(n)−1/2 (47)
in order to obtain
B
ı
[x]GıjB
j [y] =
L∑
n=1
tr
[
x(n)†y(n)
]
. (48)
Let us now outline all the necessary steps in a single iteration of a simple Euler implementation for imaginary time
evolution:
1. Define K(0) = 0 (scalar) and K(1) = 0 (D1 ×D1 matrix) and compute the Dn ×Dn matrix K(n) as
K(n) =
d∑
s,t=1
At(n)†As(n− 1)†l(n− 2)Cst(n− 1) +
d∑
s=1
As(n)†K(n− 1)As(n)
for n = 2, . . . , L− 1.
2. Define the (dDn−1 −Dn)×Dn matrices F (n) as
F (n) =θ(n < L)
d∑
s,t=1
V sL(n)
†l(n− 1)1/2Cst(n)r(n+ 1)At(n+ 1)†r(n)−1/2
+ θ(n > 1)
d∑
s,t=1
V sL(n)
†l(n− 1)−1/2At(n− 1)†l(n− 2)Cts(n− 1)r(n)1/2
+ θ(n > 2)
d∑
s=1
V sL(n)
†l(n− 1)−1/2K(n− 1)As(n)r(n)1/2.
(49)
3. Set x∗(n) = F (n).
4. Take a step As(n, t+ dt) = As(n)− dtBs[x∗](n).
5. Set l(0) = 1 and compute l(n) =
∑d
s=1(A
s(n))†l(n − 1)As(n) for n = 1, . . . , L. Renormalize if necessary. Set
r(L) = 1 and compute r(n) =
∑d
s=1A
s(n+ 1)r(n+ 1)(As(n+ 1))† for n = L− 1, . . . , 0. Also compute h(n) and
change gauge fixing if necessary.
6. Compute H =
∑L
n=1 h(n) and evaluate the step. Change dt if necessary.
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Every step can be computed with computation complexity O(LD3), just as in the standard sweeping algorithm.
However, unlike in the sweeping algorithm, the determination of the change As(n) ← As(n) − dtBs[x∗](n) — even
though only valid for dt not too large — is globally optimal and thus includes all correlations from the changes at
every other site in the lattice. In addition, the variation Bs[x∗](n) does not require to (iteratively) solve an eigenvalue
equation but is determined directly from matrix multiplications of O(D3). Since the iterative solution of the the
eigenvalue problem is the dominating contribution to the computation time for large D in the traditional sweeping
algorithm, it is interesting to see whether this implementation can outperform the traditional sweeping algorithm in
convergence speed. Clearly, all the other aspects of this supplementary material (a time-reversal invariant integrator
for real time evolution, dynamical expansion of the variational manifold, error measures, . . . ) can also be applied
to the non-uniform, finite-size lattice. Note that, for lattices with periodic boundary conditions, the gauge freedom
cannot be exploited to fully decouple variations at different sites, resulting in a much more complicated algorithm,
which is also the case with other DMRG-related approaches for lattices with periodic boundary conditions.
