An induced subgraph H of a graph G is gated if for every vertex x outside H there exists a vertex x inside H such that each vertex y of H is connected with x by a shortest path passing through x . The gated amalgam of graphs G 1 and G 2 is obtained from G 1 and G 2 by identifying their isomorphic gated subgraphs H 1 and H 2 . Two theorems on Hosoya polynomials of gated amalgams are provided. As their applications, explicit expressions for Hosoya polynomials of hexagonal chains are obtained.
Introduction
In 1988 Hosoya [16] introduced the following distance-based polynomial associated with a connected graph G:
where d(G, k) is the number of pairs of vertices of G at distance k. Note that d(G, 0) is the number of vertices of G, whereas d(G, 1) is the number of edges. Directly from Eq. (1), H (G, x) has a main property that its first derivative at x = 1 is equal to the well-known Wiener index W (G) ( [17] , the sum of distances between pairs of vertices of G), i.e.,
Hosoya himself called the polynomial as Wiener polynomial in the original paper. But in most of the recent papers it was referred to as Hosoya polynomial in honor of Hosoya. Hosoya polynomial has some chemical applications. From it some distance-based topological indices can be derived, such as Wiener index (by Eq. (2)), hyper-Wiener index [19] and extended Wiener indices [10, 20] , etc.
Hosoya polynomial contains more information about distance in a graph than any of the hitherto proposed distancebased topological indices. Abundant literature appeared on this topic for the theoretical consideration [11, 13] and computation [7, 14, [21] [22] [23] [24] .
Roughly speaking, a gated amalgam of two smaller graphs becomes a bigger graph by identifying their isomorphic subgraphs such that the distance function on each constituent remains unchanged. The operation technique has been used for several classes of graphs. For example, a tree can be obtained by gluing together two smaller trees along a vertex, a hexagonal chain can be got by identifying an edge of two smaller hexagonal chains. Of course, a tree can also be recursively built by attaching pendant edges and similarly, a hexagonal chain can also be constructed by successively attaching hexagons. Here an edge and a hexagon can be considered as prime constituents of trees and hexagonal chains, respectively. The gated amalgamation appear mainly in the context of median graphs and their generalizations; cf. [1] [2] [3] [4] . Recently, S. Klavžar [18] obtained two reduced theorems on the Wiener index of gated amalgams and some known results on the Wiener index are corollaries of these theorems.
In this paper, we consider Hosoya polynomials of gated amalgams and give two theorems, which to some extent can be considered as extensions of the results of [18] . As their applications, we arrive at the explicit analytical expressions for the Hosoya polynomials of hexagonal chains (the graph representations of the so-called unbranched catacondensed benzenoid hydrocarbons [12] ). Further, by Eq. (2), we obtain explicit formulae of Wiener indices of two special classes of hexagonal chains.
Gated amalgamations and two theorems
Let G be a simple connected graph. We denote by d G (u, v) the distance (i.e., the number of edges of a shortest path) between a pair of vertices u and v of G (subscript G is omitted when the graph is understood from the context). Let H be a subgraph of G.
for all u, v ∈ H , we say that H is an isometric subgraph of G. If with any vertices u, v ∈ H any shortest path between u and v lies entirely in H , then H is called convex. Obviously, convex subgraphs are isometric. An induced subgraph H of G is called gated (in G) if for every vertex x outside H there exists a unique vertex x (called the gate of x) in H such that for every vertex [9] . The mapping x −→ x denotes the gate map. It is well known that a gated subgraph is necessarily convex [9] and the intersection of two gated subgraphs is again gated [4] . About detailed results on gated subgraphs, cf. [5, 6, 15] . A graph G is said to be the gated amalgam of two intersecting gated subgraphs G 1 and G 2 if G 1 ∪ G 2 = G and there are no edges from
In the following we prove two theorems on the Hosoya polynomial of the gated amalgam G of G 1 and G 2 . In the theorem below G 1 and G 2 play a symmetric role. Theorem 2.1. Let G be the gated amalgam of G 1 and G 2 . Let G 0 = G 1 ∩ G 2 and let g 1 : G 1 \G 0 → G 0 and g 2 : G 2 \G 0 → G 0 be the gate maps. Then
where H g i (y) = z∈g
Proof. We first decompose the Hosoya polynomial of G as follows:
As G 0 , G 1 , G 2 are gated subgraphs of G (hence convex), we have
For y ∈ G 1 \ G 2 and w ∈ G 2 \ G 1 (see Fig. 1 ), So
So the theorem holds.
For a connected graph G and a fixed vertex v ∈ G, we define:
Now we can state:
Corollary 2.2. Let G be the graph obtained from a sequence of graphs (G i ) 1 i n by identifying one vertex of each graph into a single vertex w. Then
Proof. We use induction on n to prove the claim. When n = 1, the claim holds. Assume that the claim holds for less than n. Since G can be considered as the graph obtained by identifying the first n − 1 G i , denoted by G the resultant graph and then identifying G n , and the identifying vertex w is a cut-vertex, by Theorem 2.1 we have
(by induction hypothesis)
Example 1. Consider the star graph S n+1 with n + 1 vertices. Let G i = K 2 for 1 i n. S n+1 can be considered as the graph obtained by identifying one vertex of each G i . By Corollary 2.2, we have
Theorem 2.3. Let G be the gated amalgam of G 1 and
where
Proof. We now decompose the Hosoya polynomial of G as follows:
Since G 2 \G 0 is isometric by the theorem's assumption, and since G 1 is gated (hence convex), we have
As to the last term on the right-hand side of Eq. (5), similar to the arguments in the proof of Theorem 2.1, we have
, where y ∈ G 1 and w ∈ G 2 \G 1 . So
Applications to hexagonal chains
A hexagonal chain is a connected plane graph without cut-vertices in which all inner faces are hexagons, such that two hexagons are either disjoint or have exactly one common edge (say adjacent), no three hexagons share a common 2, 1, 1, 2, 1, 1, 2); (0, 1, 0, 1, 0, 1, 0, 0) ) consisting of segments S 1 , S 2 , . . . , S 8 and the identifying edges v 1i v 2i for 1 i 7. vertex and each hexagon is adjacent to at most two other hexagons. Note that the hexagonal chains include both geometrically planar (simple) and geometrically non-planar species (jammed). A hexagonal chain is called linear, if all common edges of adjacent hexagons are pairwise parallel. Let L n be the linear hexagonal chain with n hexagons (see Fig. 4 ). A maximal linear hexagonal chain in a hexagonal chain is called a segment. As an example, the hexagonal chain shown in Fig. 2 has eight segments and every segment is marked by a straight line. A segment including a terminal hexagon is a terminal segment. The number of hexagons in a segment S is called its length and is denoted by l(S).
Consider a nonterminal segment S, if its adjacent segments S 1 and S 2 lie on the same side of S, then S is called an armchair segment ; otherwise a zigzag segment (see Fig. 3 ). We assume, for convenience, that terminal segments are trivial zigzag segments.
A hexagonal chain H consisting of segments S 1 , S 2 , . . . , S n is uniquely determined by two n-dimensional vectors L := L(H) = (l 1 , l 2 , . . . , l n ) and Z := Z(H ) = (z 1 , z 2 , . . . , z n ): l 1 = l(S 1 ) and l i = l(S i ) − 1 for 2 i n; z j = 1 if S j is an armchair segment and z j = 0 otherwise for 1 j n. Note that z 1 = z n = 0. Thus we use Hl(L; Z) to denote such a chain. See Fig. 2 for an example. Also we denote by Hl i (L; Z) the subgraph of Hl(L; Z) consisting only of segments S 1 , S 2 , . . . , S i for some 1 i n − 1.
Let G 1 and G 2 be disjoint bipartite graphs. Let G be a graph obtained from G 1 and G 2 by identifying an edge of G 1 with an edge of G 2 . (Note that G is bipartite as well.) Then G is a gated amalgam of G 1 and G 2 . Indeed, let uv be the edge of G where G 1 and G 2 have been identified. Then for any vertex w of G we have either
. Then the vertex closer to w is w's gate. As examples for the above identifying operation, the linear hexagonal chain L n can be obtained from L n−1 and a hexagon (see Fig. 4 ); Hl i+1 (L; Z)(1 i n − 1) can be obtained by identifying an edge of Hl i (L; Z) with an edge of L l i+1 into one single edge, say v 1i v 2i and v 1i adjacent to a degree-3 vertex of Hl i (L; Z) (see Fig. 2 ). In particular, Hl(L; Z) can be obtained from Hl n−1 (L; Z) and L l n by identifying the edge v 1(n−1) v 2(n−1) (see Fig. 2 for n = 8).
Hosoya polynomials of linear hexagonal chains
Proof. We prove Eq. (6) by induction on n. when n = 1, the right-hand side of Eq. (6) is equal to
Since L 1 is exactly a single hexagon, Eq. (6) holds for n = 1. Now let n 2, and assume that Eq. (6) holds for n − 1. Let G = L n , G 1 = L n−1 and let G 2 be a hexagon. Then G is the gated amalgam of G 1 and G 2 with G 0 = G 1 ∩ G 2 being an edge, say uv (see Fig. 4) . We observe that
and
where the notations are defined as in Theorem 2.1. By induction hypothesis, we have
By Theorem 2.1, substituting Eqs. (7)- (11) into Eq. (3), we get
Hosoya polynomials of hexagonal chains
Let Hl(L, Z) be a hexagonal chain with n segments. We first define a notation:
Proof. Induction on n. It is clear for n = 1. We assume that n 2 and Eq. (12) holds for n − 1. Since Hl(L; Z) is the gated amalgam of Hl n−1 (L; Z) and L l n with the edge v 1(n−1) v 2(n−1) as the intersection, and L l n − {v 1(n−1) , v 2(n−1) } is isometric in L l n , by Theorem 2.3 (note that
By induction hypothesis, we have
Substituting Eq. (14) into Eq. (13), we obtain Eq. (12) .
To obtain H (Hl(L; Z)), by Theorem 3.1 and Lemma 3.2, it is sufficient to evaluate the last term on the right-hand side of Eq. (12) .
For j = 1, 2 and 1 i n − 1, we define
Then we observe that
and for 2 i n − 1,
For j = 1, 2 and 2 i n − 1, if S i is a zigzag segment, then for any vertex u of Hl i−1 (L; Z) there exists a shortest path between u and v ji going through v 2(i−1) . Otherwise, there exists a shortest path between them going through v 1(i−1) (see Fig. 5 ). So we get the following lemma. 
, if S i is a zigzag segment;
For convenience, we define a notation associated with the hexagonal chain Hl(L, Z): for 1 p q n − 1,
Proof. It is sufficient to show the claims hold when S i 0 +1 is a zigzag segment. For the other case, we can prove it in an analogous way. It is obvious that for i < i 0 and any j, j 0 ∈ {1, 2} H *
For the other cases, first by Lemma 3.3, we have
Combining the above two equations and the fact that H * 1i 0 has no contribution to H 2i 0 , H * 1i 0 has no contribution to both H 1(i 0 +1) and H 2(i 0 +1) . Secondly, by recursive relations in Lemma 3.3, we easily obtain that H * 1i 0 has no contribution to any H ji for i i 0 + 1 and j ∈ {1, 2}. So H * 1i 0 has contribution (x
To prove the second part of the claims, it is sufficient to show that, for any integer i ( i 0 + 1),
to H 1i , and
We prove them by induction on i. For the induction to start, let i = i 0 + 1. Then
Substituting Eq. (21) into Eqs. (19) and (20), we get
Since H * 2i 0 has a contribution H * 2i 0 to H 2i 0 , (i) and (ii) are true for i = i 0 +1. In what follows we assume that i > i 0 +1 and the claim holds for i − 1. We distinguish two cases to discuss. Case 1. S i is a zigzag segment, i.e., z i = 0. By Lemma 3.3, we get
.
By induction hypothesis, we have that H * 2i 0 has a contribution
to H 1i and
Case 2. S i is an armchair segment, i.e., z i = 1. Analogously, we have
and H * 2i 0 has a contribution
to H 2i . So claim (1) holds.
Combining Eqs. (15)- (18) with Lemma 3.4, we have Lemma 3.5.
Proof. By Lemma 3.4, we obtain
Substituting Eqs. (15)- (18) into Eq. (23), we have
Combining the above lemma with Theorem 3.1 and Lemma 3.2, we obtain the explicit expressions of the Hosoya polynomials of hexagonal chains.
Proof. Substituting Eqs. (6) and (22) In what follows, we apply Theorem 3.6 to some hexagonal chains Hl(L; Z) with all equal segments. Let l 1 − 1 = l 2 = · · · = l n := l. We consider two special cases. The first one, denoted by N n,l , satisfies that all segments are armchairs except the two terminal segments, i.e., Z = (0, 1, 1, . . . , 1, 0) . Thus for 1 p q n − 1, α pq = (2l − 1)q + 3, p = 1; (2l − 1)(q − p) + 2l, otherwise.
