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i⟨ABSTRACT⟩
Neuro-inspired Quantum Algorithms via Adiabatic Hamiltonian
Evolution and its Hardware Design
Yoshihiro Osakabe
Upon the request of large-scale and high-speed information processing, the realization of a quantum
computer is worthwhile because of its inherent parallel computing characteristic achieved using super-
position states. In fact, D-wave Systems Inc. has developed a quantum processor, which is based on the
quantum annealing scheme and composed of 2048 qubits, and Google and IBM also provide quantum
processors, which are based on the quantum logic gate models and composed of 20–50 qubits. How-
ever, a larger system is necessary for practical applications, thus qubit application of high temperature
superconductor is required to be studied. On the other hand, the development of new algorithms is
still necessary for practical problems though a few number of powerful quantum algorithms have been
proposed. Regardless of quantum logic gate models and adiabatic quantum schemes, establishing an
efficient algorithm acquiring method is an important issue. Taking this background into consideration,
this study proposes a method to construct Hamiltonian for adiabatic quantum computation by learning,
which is based on the analogy between neuron-neuron interaction in brain computing and qubit-qubit
interaction in quantum computation, and investigates its effectiveness and hardware implementation.
Chapter 1 is an introduction. In addition to the related preceding researches, the background and the
purpose of this study are described.
In chapter 2, at first the basic theory of adiabatic Hamiltonian evolution and the method of converting
the synaptic coupling matrix of a neural network to a Hamiltonian for adiabatic quantum computation
are described. Then, the method to realize associative memory via adiabatic Hamiltonian evolution by
imitating neural computing techniques is proposed. The neural associative memory model is realized by
utilizing the autocorrelation matrix of memory target patterns in place of synaptic coupling matrix of
a neural network. By converting this autocorrelation matrix, we succeeded in obtaining a Hamiltonian
for adiabatic quantum computation whose ground states are the superposition states of all memory
target patterns. It was revealed that 2N−1 patterns, which is the theoretical maximum, can be certainly
memorized where N is the number of qubits. The memory capacity of a neural associative memory
is assumed to be about 0.14n where n is the number of neurons and it indicates that the quantum
parallelism is advantageous for multiple pattern memorization. However, since the quantum associative
memory stores multiple patterns as a superposition state, all memorized patterns are recalled with equal
probability and thus it is difficult to recall the pattern which is the closest to a key pattern. Therefore,
this study proposes a method of applying local biases to several qubits in order to partially fix some qubit
states according to a key pattern. By the numerical simulation with 4-qubit networks, the probability
of retrieving the correct patterns is 72.3%, averaging the results of the number of different memory
patterns. These results mean that it is possible to retrieve a desired pattern with high probability by
modulating the potential of associative memory with local biases where there are many global minimums
corresponding to memory patterns.
In chapter 3, a learning method of acquiring Hamiltonian for adiabatic quantum computation, which
is given by converting the autocorrelation matrix in chapter 2, is investigated. Inspired by the learning
rules of Boltzmann machine, the quantum versions of Hebb and anti-Hebb learning rules to update
the interaction strengths between qubits are proposed. The numerical simulation results show that
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the proposed learning method works properly. When a Hamiltonian obtained by learning is applied
to the quantum associative memory proposed in chapter 2, it is confirmed that the desired patterns
are memorized successfully. However, the performance depends on ε, which is the ratio of the anti-
Hebbian learning rate to the Hebbian learning rate, and an appropriate value has to be assigned to this
variable to achieve the best results. Examination of the correct pattern recall probability of quantum
associative memory indicates that the retrieval performance improves by about 7% compared to the
quantum associative memory in chapter 2. This means that it is possible to optimize a Hamiltonian
for adiabatic quantum computation by learning, which is an important achievement for automatically
acquiring new quantum algorithms.
In chapter 4, the hardware design for adiabatic quantum computation inspired by neural computation
is discussed. This study verifies the implementation method using superconducting charge qubits coupled
with Josephson junctions. The numerical simulation shows that the inhibitory or excitatory coupling
between two qubits is realized when the ratio EJC/EJ is larger or smaller than about 1.44, respectively,
where the Josephson energy EJ of the Josephson junction composing a charge qubit and the Josephson
energy EJC of the Josephson junction composing the coupler. As a result of evaluating the associative
memory performance when EJC is optimized according to the quantum Hebb and anti-Hebb learning
rules. It is found that quantum learning method acquires associative memory function as well as the
theoretical model indicated in chapter 3. This is an important achievement in the development of
quantum computing hardware.
In chapter 5, the characteristics of macroscopic quantum tunneling in series array of Josephson junc-
tions are studied. In adiabatic quantum computation, the larger energy gap between the ground state and
the first excited state contributes to the reduction of the calculation time. Therefore, for a larger-scale
quantum computing system, materials with large energy gap such as high temperature superconductors
should be applied to qubits. The intrinsic Josephson junctions (IJJs) of Bi2212 is known that the tem-
perature at which quantum coherence appears is about one order of magnitude higher and the energy
gap is larger than that of low temperature superconductors. Since the IJJs have a minute stacked struc-
ture, it is difficult to process into a single junction and it must be handled as a series array of junctions.
However, the quantum characteristics of a series array of Josephson junctions such as IJJs contain many
unexplained phenomena. In this research, the macroscopic quantum tunneling characteristics, which is
considered important for qubit applications, is experimentally investigated to elucidate the mechanism
of tunneling frequency change depending on the number of junctions. Experiments using metallic su-
perconductors show that the tunneling frequency of the series junctions in which normal conductor is
inserted between junctions decreases along with the increasing number of junctions, whereas the tun-
neling frequency of the series junctions which do not contain normal conductors increases. This result
suggests that quantum coherence between junctions affect tunneling frequency, which is an important
finding for elucidating the collective dynamics of the series Josephson junctions and for implementing
adiabatic quantum computing hardware using them.
Chapter 6 is a conclusion. The issues that were focused on, the solution to that problems, the obtained
results and the relationship with the other previous researches are summarized, and the future prospects
are mentioned.
In summary, this paper proposes a quantum learning algorithm via adiabatic Hamiltonian evolution
inspired by neural network, clarifies its effectiveness and validity by the numerical simulations, and also
shows its hardware design. It can be expected that it will bring an important knowledge for practical
application of quantum computation.
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第 1章
序論
– 量子コンピュータ開発の意義
1.1 量子コンピュータ：非ノイマン型コンピュータの有力候補
コンピュータの急速な高性能化を背景に、膨大なデータの利活用が可能となってきた。データマイ
ニングに代表されるこうしたデータ活用法は、まさに埋もれている情報の中から新しい価値を引き出
そうとするものであり、近年飛躍的に発展している分野の一つである。火付け役となったのは、多層
ニューラルネットワークによる機械学習のひとつ「深層学習 (ディープラーニング)」である。この手
法によってコンピュータ自身が膨大なデータからアルゴリズムを自動獲得することに成功し、認識や
判断などといった一部の高度な情報処理を明示的なプログラム無しで実現できるようになった。この
進歩は人工知能研究を大きく後押しするようになり、ビッグデータ利活用への期待は大きくなる一方
である。このような背景からも、大規模な情報処理を高速に行う計算機の必要性が高まっている。
現在の情報処理システムを支えているのは、その多くが Si半導体デバイスにより構成されるノイ
マン型コンピュータである。これまで、トランジスタ数の増加に伴うプロセッサの複雑化とデバイス
の微細化に伴う高速化・省電力化によってその処理性能向上が達成されてきた。しかし、デバイスを
微細化すればするほど量子力学的効果が支配的となり、従来通りの振る舞いをしなくなる「量子限界」
に近づく。一般にウェハ上に構築される構造のサイズが 65nmを下回ると、量子トンネリングによっ
て伝導体から電子が漏れ出すようになると言われている。これによってリーク電流が増えるだけでな
く、トランジスタのオン・オフを確実に切り替えることができなくなってしまい誤動作を起こすよう
になる。現在、この問題に対しては主に電子移動度の大きい材料を用いることでの対処がなされてお
り、2015年には Intelが 7nmノードのトランジスタを試作することに成功している。ムーアの法則
に従った半導体集積回路の発展はもうしばらく続くだろうが、根本的な解決策が提示されたわけでは
なく、この様なデバイスの微細化限界は近いと考えられている。他方、ノイマン型コンピュータの “
計算機”としての特徴は、内蔵命令の組み合わせにより複雑な情報処理を実現すること、そうした高
度な情報処理のためには明示的なプログラムを必要とすること等であり、大量の情報を正確かつ高速
に処理することに非常に長けている。しかしその一方、演算装置と記憶装置が別々に存在しているた
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め、内蔵命令を読み出す通信速度が計算律速になる「ノイマン・ボトルネック」と呼ばれる高速化の
原理的限界が存在する。現在は複数の CPUによる並列処理などの対策が取られているが、ノイマン
型アーキテクチャの設計手法を踏襲する限りこのボトルネックが解消されることはない。また、逐次
処理的であるがゆえに、組合せ最適化問題のような問題では問題サイズの増加に伴って計算量が指数
関数的に増大してしまうというもう一つの限界も存在する。工学的応用だけでなく学術的な観点から
も、これまでとは異なる新しい動作原理・設計思想を有する次世代の計算パラダイムとして、　・非ノイ
マン型コンピュータの創出が期待されている。
これまでにニューロコンピュータ・DNAコンピュータ・光コンピュータなど、新たな計算パラダ
イムとして様々な計算の枠組みが研究されてきた。量子計算 [1, 2]もそんな非ノイマン型計算の一種
であり、近年北米を中心に急速に開発が進められ非常に注目を集めている。量子計算は、量子ビット
と呼ばれる情報担体が量子力学的重ね合わせ状態をとる「量子並列性」を利用した超並列計算が可能
であり、演算は量子系への作用として、演算過程は量子系の時間発展としてそれぞれ実現される。量
子ビットは量子力学的な振る舞いをする必要があるため、固体素子で実現する場合素子の微細化はむ
しろ有利に作用する。従って量子計算はそれ自身の計算能力のポテンシャルもさることながら、量子
限界の問題とノイマン型計算に起因する問題の両方を同時に解消できる可能性をもつものとして期待
できる。
1.2 量子コンピュータの開発動向と現状の課題
量子計算は、大きく二つの方式に分けることができる。一つ目が量子論理ゲート型 [1, 2]と呼ばれ
るもので、古典的な論理ゲートと対応するユニタリー演算子の作用として計算を行うものである。古
典計算同様、演算を論理ゲートの組み合わせによって表現することから、原理的には汎用なアルゴリ
ズムを実現することができる。しかし、量子力学的な効果を応用し効率よく問題を解くことができる
と知られているのは、量子並列性を利用して因数分解を高速に解くことのできるショアーのアルゴリ
ズム [3]やデータベース検索に特化したグローバーのアルゴリズム [4]など一部に限られており、実
際には専用機としての利用が見込まれている。ノイマン型コンピュータでは効率よく行うことのでき
ない演算を実行する量子計算アルゴリズムは確かに提案されてはいるものの、実用性を考慮するとま
だまだ数が少なく課題である。量子論理ゲート型量子計算アルゴリズムの効率的な設計手法が確立し
ていないことも、ソフトウェア面における課題といえる。さらに、こうしたアルゴリズムを実行する
ためには多数の量子ビットをコヒーレントな状態のまま長時間保つ必要があり、ハードウェア要件も
非常に厳しい。二つ目が断熱的量子計算 (Adiabatic Quantum Computation, AQC) [5]と呼ばれる
もので、問題と対応したハミルトニアンの基底状態へ量子系を収束させることで最適化問題の解探索
を行う手法である。つまり、この方式では問題に応じてハミルトニアンを設計する工程がいわゆるプ
ログラミングに相当する。ところが、断熱変化過程でエネルギー準位に交差がある場合や、基底状態
が縮退している場合などは計算に失敗することが知られており、どんな問題に対してもハミルトニア
ンを与えられるとは限らない点が課題である。さらに、AQCで解くことができるのは最適化問題の
みであり、また得られる解は近似解であるという点で、量子論理ゲート型に比べて適用範囲は狭い。
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ただし、
• 物流における配送ルート最適化
• 鉄道などの運行スケジュール最適化
• 分散処理におけるタスク割り当ての最適化
• 機械学習におけるパラメータの最適化
など、現代の多くの問題は組合せ最適化問題と対応していることから、こうした計算を AQCによっ
て大規模かつ高速に行えるとすればその価値は十分に高い。実際、こうした最適化問題を解くことに
特化した「イジング計算機」の研究が精力的に進められている。再隣接するスピン間相互作用のみを
考慮するスピン格子模型をイジング模型と呼ぶが、イジング計算機ではエネルギー的に安定な基底状
態でのスピン配置を計算により求める手続きを一般化し、最適化問題の解法として利用する。このよ
うな計算手法は、AQCの枠組みでは量子アニーリング (Quantum Annealing, QA) [6]が知られてい
る他、AQC以外でも縮退光パラメトリック発振器によるレーザーネットワークを用いたコヒーレン
トイジングマシン [7]、半導体集積回路により構成される仮想的なイジングスピンを利用した CMOS
イジングコンピュータ [8]などが知られている。こうしたイジング計算機も AQCなどと同様、解き
たい問題をイジング模型にマッピングする必要があるが、この一連の手続きは一意に定まるものでは
なく、効率的なイジング模型の構成法が確立されていない点が課題である。
では次に、ハードウェアの開発事例について見てみよう。量子コンピュータの最小必須構成要素
は、量子計算における情報担体の「量子ビット」である。重ね合わせ状態を取る 2 準位系であるこ
と、そして量子ビット同士を相互作用させ量子エンタングルさせられることが、量子ビットを実現す
るための必須要件となる。これまでに捕捉イオン (レーザー冷却原子)や核磁気共鳴 (NMR)、光量子
など様々な物理系での実装が提案され実験的にも有用性が検証されてきたが、半導体集積化技術が応
用でき微細化が比較的容易であること、固体素子のためスケーラビリティに優れることなどから、現
在最も研究が進んでいるのは超伝導集積回路による実装である。以下、本研究でもこの超伝導集積回
路による量子コンピュータに絞り議論する。NECが世界で初めて単一電子対箱 (Single Cooper-pair
Box, SCB) [9] として超伝導集積回路による量子ビットの開発と動作実証を成功させたのを皮切り
に、電荷 [9] ・位相 [10, 11] ・磁束 [12, 13] といった自由度を利用した種々の超伝導量子ビットが開
発された。現在では学術機関のみならず、IBM・Google・Intelといった企業も精力的に開発を進め
ており、50ビット程度まで量子ビット数が拡張されている。超伝導量子ビットの技術開発は近年著し
く、量子ビット数・コヒーレンス時間ともに飛躍的に向上しているものの、実用的な問題を解くには
まだまだビット数が不足している。現在主流の超伝導量子ビットは、Low-Tc(低転移温度)材料であ
る金属系超伝導体を用いているため外界の擾乱を受けやすく、量子論理ゲート型に基づく場合ビット
数拡張の技術的ハードルは比較的高いものと考えられている。他方、AQCに基づく場合は系の基底
状態のみを用いるため比較的容易にハードウェア化が可能であり、カナダのベンチャー企業 D-Wave
Systems社が金属系超伝導体の集積回路を用いて 2048量子ビット量子アニーリングプロセッサの開
発に成功している。AQC(QA)では、ハミルトニアンの基底状態と第一励起状態のエネルギーギャッ
プが大きいほど計算時間を短縮することができる。しかし、このエネルギーギャップは一般的に多
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ビット化するにつれて小さくなる傾向にあり、将来的な多ビット化を見据えるとエネルギーギャップ
の大きい材料の量子ビット応用を検討するべきである。
1.3 本研究のねらい
以上の研究背景を踏まえ、本研究では量子コンピュータによる大規模高速情報処理システムの実現
に向けて以下の課題に取り組む。
まず、量子論理ゲート型・断熱的量子計算型の別を問わず、実用的な量子計算アルゴリズムの数が
少なく、また量子計算アルゴリズムの効率的な開発手法が未確立であるという現状を踏まえ、量子計
算アルゴリズム自動獲得法の提案を行う。もし、量子コンピュータ自身が自動で量子計算アルゴリズ
ムを獲得することができるようになれば、量子計算アルゴリズムの開発効率は著しく向上し、その適
用可能範囲を飛躍的に拡大させることができるであろう。特に本研究では、脳型計算におけるニュー
ロン間相互作用と量子計算における量子ビット間相互作用とのアナロジーに着目し、断熱的量子計算
用ハミルトニアンを学習によって構成する方法を提案し、その有効性ならびにハードウェア実装方法
について検証する。
次に、大規模量子計算システム実現のため、エネルギーギャップが大きく熱の擾乱に強い高温超伝
導体の量子ビット応用に向けた研究を行う。本研究では、量子コヒーレンスの観測される温度が金属
系超伝導体よりも一桁程度高くエネルギーギャップの大きい、銅酸化物系高温超伝導体 Bi2212固有
ジョセフソン接合に注目した。ジョセフソン接合とは超伝導体のトンネル接合のことで、量子ビット
デバイスを構成する重要な素子である。Bi2212固有ジョセフソン接合は結晶構造に由来するため非
常に高品質なジョセフソン接合を持つが、原子層レベルで積層しているために単接合として取り出す
ことができず、「ジョセフソン接合列（ジョセフソン接合の直列接続構造）」として扱う必要がある。
ところが、Bi2212固有ジョセフソン接合に限らず、そもそもジョセフソン接合列自体の量子特性に
は未解明な部分が多く残されており課題である。そこで本研究では、量子ビット応用上重要とされる
巨視的量子トンネリング (Macroscopic Quantum Tunneling, MQT)特性について、接合数に伴うト
ンネル確率変動メカニズムの解明に向けた研究を行う。
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本章では、まず断熱的量子計算 (AQC)の基礎的な枠組み、そして脳型計算のニューロン間相互作
用と量子計算の量子ビット間相互作用とのアナロジーに基づきニューラルネットワークのシナプス結
合行列 (荷重値行列) を断熱的量子計算用ハミルトニアンへと変換する手法について説明する。この
変換手法を用いることで、ニューラルネットワークと同様の学習機能を量子計算でも実現することが
可能だと期待できる。本章では逐次学習に取り組む前に、この脳型計算を模倣した断熱的量子計算に
よってパターンの記銘が可能かどうかを調べるため、連想記憶を実現する手法について提案し、その
想起性能を評価する。
2.1 ニューロ様断熱的量子計算
本節では、佐藤らにより提案されたニューロ様断熱的量子計算 (Neuromorphic Adiabatic Quantum
Computation, NAQC) [14] について説明する。この NAQC は、本研究で提案する量子連想記憶
アルゴリズムの基盤となるものである。NAQC 自体は、Farhi らにより提案された断熱的量子計
算 (Adiabatic Quantum Computation, AQC) [5] の拡張として考案されたものであり、AQC も
NAQCも組合せ最適化問題を解くための計算手法である。
2.1.1 組合せ最適化問題を解く – 関数の最小値探索問題
序論で述べた通り、組合せ最適化問題は現行のノイマン型計算機が原理的に不得手とする問題の一
つであり、ある制約条件下での最適な配置や順序を求める問題のことを指す。数学的には、
与えられた実数値 (または整数値関数) f : A→ R について
x0 ∈ A : ∀x ∈ A, f(x0) ≤ f(x)なる x0を求めよ
という問題に帰着させることができる。この時の関数 f は目的関数と呼ばれ、目的関数を最小（ある
いは最大）にする解が最適解である。すなわち、解空間（取りうる解の集合）の中から最適解（複数存
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在する場合は少なくともその内のひとつ）を探し出す一連の手続きが「最適化問題を解く」というこ
とに対応する。逐次処理的で最も原始的な解法は、全ての解の組み合わせについて　・し・ら・み・潰・し　に調べ
ることであるが、非常に効率が悪い。組合せ最適化問題の多くは NP(Non-deterministic Polynomial
time)クラスに属するため、問題のサイズが大きくなると計算量が爆発的に増大してしまい、現実的
な時間で解を得ることが難しいからである。冒頭で触れた通り最適化問題を解くことへの需要は高
く、様々な解探索のための手法が研究されており、そのうちの一つが Hopfieldニューラルネットワー
クを用いた最適解探索法である。
Hopfieldニューラルネットワークとは、複数のニューロンを相互結合して構築したネットワークの
ことである。ニューロンは生体の神経細胞をモデル化したもので、多入力 1出力の素子とみなすこと
ができる。ニューロンの出力 oi は、oi ∈ {−1,+1}または oi ∈ {0, 1}で定義される二値を取り、神
経細胞の発火・非発火状態と対応している。ただし、ここで iはニューロンのインデックスを表す。
ニューロン同士の結合は荷重値 wij として表され、wij の絶対値は結合強度を、wij の符号は興奮性
と抑制性結合を、それぞれ意味する。結合が対称な (wij = wji が成り立つ)場合、ネットワークに対
して式 (2.1)の通りエネルギー関数 E を定義することができ、この関数値が常に減少するようにネッ
トワークの状態が変化していく。
E = −1
2
∑
i
∑
j
wijoioj (2.1)
すなわち、ネットワークのダイナミクスによって関数の最小値を探索することが可能であり、ここで
のエネルギー関数を目的関数と考えれば最適化問題における最適解探索と同義となる。この最適解探
索方法は力学的なダイナミクスに基づいているため、ノイマン型計算ほど問題サイズに伴って計算量
が爆発的に増大することはない。しかしながら、エネルギー関数にローカルミニマムが存在する場
合、状態更新がそこで止まってしまってグローバルミニマムへと遷移できないことがある。ローカル
ミニマムからの脱出手法はいくつか提案されているが、基本的には、ローカルミニマムに一旦トラッ
プされてしまうとそこから脱出できず、局所最適解しか得ることができなくなってしまう。そして、
グローバルミニマムに到達できるか、それともローカルミニマムで安定してしまうかは初期値に依存
する。
2.1.2 断熱的量子計算
量子アニーリング (Quantum Annealing, QA) [6]は最適化問題の解法の一つであり、1998年に提
案された。非磁性金属に磁性材料が薄い濃度で混合されたスピングラスでは、磁性体は乱雑に配置し
ている。この時、磁性体の電子スピン配向は一様に定まっていないが、エネルギーの低いスピン配置
が最も安定しているとされる。QAは、こうしたスピングラスの基底状態でのスピン配置を求める問
題として定式化され、次式の通り表現される。
H = HF + Γ(τ)Ht = −
∑
Jijσ
z
i σ
z
j − Γ(τ)
∑
σxi (2.2)
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中辺第一項は解きたい問題に応じて設定されるハミルトニアンであり、後述する内容との整合性をと
るために HF で表している。中辺第二項は量子トンネリングを表す項で Ht と表す。これをさらに詳
しく書き下すと右辺となる。ここで、Jij は i番目と j 番目のスピン間の近接作用 (相互作用)を表し
ている。σ はパウリのスピン行列であり、右肩の添字 (x, y, z)によって成分が区別される。右辺第 1
項は古典的イジングハミルトニアンであり、スピングラスのエネルギーである。基底状態を調べると
いうことはこのイジングハミルトニアンの最小値を探索するということを意味する。右辺第 2項は横
磁場項であり、量子ゆらぎの効果を表している。Γ(τ)は時間 τ に依存して変調する横磁場項の係数
である。はじめ、τ = 0で Γ(0)を非常に大きい値に取り、取り得る全ての解の候補が等確率で実現
されている状態にセットする。そして、ゆっくりと（断熱的に）係数を 0に向けて小さくしていく。
この時の系の時間発展はシュレディンガー方程式に従う。この時間発展過程をブロッホ球で考えてみ
るとイメージがしやすい。はじめ、各スピンは横磁場を印加されて XY 平面に寝ている。徐々に横
磁場が小さくなっていくと、近接作用 Jij の効果を反映しながらエネルギー的に利得の大きい安定な
状態へと遷移していき、Z軸について上向きか下向きにスピンの配向が決定される。このような、ス
ピン配向の組み合わせの中から最も安定なスピン配置パターンを探索する問題は一種の組合せ最適化
問題と考えることができ、イジングハミルトニアンはいわゆる目的関数と対応する。要するに、一
般的な組合せ最適化問題を QA で解くには、問題をイジングハミルトニアンと対応づける必要があ
るということである。組合せ最適化問題は離散変数により記述されるため、2値変数の組み合わせに
よって表現でき、イジングハミルトニアンも二値変数の二次形式 (Quadratic Unconstrained Binary
Optimization, QUBO)であるから、この両者を結びつけることは十分に可能である。ただし、実際
には複雑な組み合わせが生じないよう効率的な対応を考える必要があり、この問題は「埋め込み」と
呼ばれ QAにおける重要な研究分野である。
2001年、Farhiらによって断熱的量子計算 (Adiabatic Quantum Computation, AQC) [5]が提案
された。これは QA とは独立に提案されたものであるが、現在では同等のものとして考えられてい
る。QAが量子ゆらぎを制御しながらイジングハミルトニアンの基底状態を計算するものだったのに
対し、AQCは量子断熱定理 [15]に基づき基底状態をたどる問題として定式化され、有限時間 T です
べての計算過程が終了する。AQCにおいて、ハミルトニアンは次のように変化する。
H(τ) = (1−A(τ))HI +A(τ)HF (2.3)
ここで A(τ)はハミルトニアンの変化速度を決めるパラメータで、時間発展とともに 0から 1へと変
化する増加関数である。HI は初期ハミルトニアンで、その基底状態ではすべての可能な解が重ね合
わさっている。HF は最終ハミルトニアンと呼ばれ、これが解きたい問題と対応し目的関数の役割を
果たす。量子状態を |Ψ(t)⟩としたとき、|Ψ(0)⟩を HI の基底状態と等しくすると次の通り書ける。
|Ψ(0)⟩ = 1√
2N
2N−1∑
z=0
|z⟩ (2.4)
ここで N は量子ビットの数である。|z⟩は系の波動関数であり、各量子ビットの積で表される。後々
ニューロンとの対応を取る関係で、あらかじめ各量子ビットが |0⟩か |1⟩に確定している状態を計算
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基底とし、番号付けを行っておく。
|z⟩ = |xN ⟩ ⊗ · · ·⊗ |x2⟩ ⊗ |x1⟩ = |xN · · ·x2x1⟩ (2.5)
量子断熱定理 [15]により、十分大きな tmax を選べば変化は断熱的となり、初期状態から終状態への
変化の間、系は基底状態を外れることがない。すなわち、全ての解を含んだ初期状態から出発し、各
時刻で H(t)の基底状態を取りながら遷移し、最後には HF の基底状態に収束し、終状態として最適
解を得るのである。Farhiらはこの手法によって 3-SAT問題を解くことに成功しているが、基底状態
が縮退している場合や、エネルギー準位が断熱変化の過程で交差する場合、基底状態に留まっている
保証は得られない。また、QAの「埋め込み」タスクと同様、解きたい問題に応じて基底状態に解状
態が含まれるような最終ハミルトニアン HF を設定しなくてはならないが、効率的なハミルトニアン
構成法は確立されていない。
2.1.3 ニューロ様ハミルトニアン
佐藤らは AQC の問題点を解消すべく、ニューロ様断熱的量子計算 (Neuromorphic Adiabatic
Quantum Computation, NAQC) [14, 16] を提案した。AQC からの改善点は大きく 2 つ挙げられ
る。まず一つ目は、断熱変化過程に微小なエネルギー散逸を導入する点である。これにより系は基底
状態を遷移しやすくなり、AQCのエネルギー準位縮退・エネルギー準位交差の問題が解消されてい
る [17]。二つ目が、簡便な最終ハミルトニアン構成法である。彼らは、Hopfield ニューラルネット
ワークのエネルギー関数と量子ビットネットワークのハミルトニアンとの類似性に注目し、ニュー
ラルネットワークがニューロン間の相互作用によって情報処理を実現しているのと同様に量子ビッ
トネットワークでも量子ビット間の相互作用によって情報処理が可能であると考え、荷重値行列W
を変換することで最終ハミルトニアンを構成する手法を考案した。本論文では NAQCの手法に基づ
き構成したこのハミルトニアンのことを「ニューロ様ハミルトニアン (Neuro-inspired Hamiltonian,
HNI)」と呼ぶことにする。詳細は文献 [14, 16, 17]に譲るとして、本節では変換法に焦点を当てて説
明する。
ニューロンを量子ビットに置き換えた「量子ビットネットワーク」を考えると、N 量子ビットから
なる量子ビットネットワークのニューロ様ハミルトニアン HNI は次の通り定義される。
HNI = λI(2
N ) +
∑
i
∑
j<i
|wij |
{
Hij (wij) +H
†
ij (wij)
}
(2.6)
ただし、λは定数で、I(2N ) は 2N × 2N 次元の単位行列である。i番目と j 番目の量子ビット間に作
用する相互作用をHij とすると、これは荷重値行列の成分 wij の関数になっており、次のように計算
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される。
Hij (wij)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(I(2) ⊗ · · ·
i-th︷ ︸︸ ︷
⊗a⊗ · · ·
j-th︷ ︸︸ ︷
⊗a⊗ · · · ⊗ I(2)) (wij > 0)
O(2) (wij = 0)
(I(2) ⊗ · · ·
i-th︷ ︸︸ ︷
⊗a⊗ · · ·
j-th︷ ︸︸ ︷
⊗a†⊗ · · · ⊗ I(2)) (wij < 0)
(2.7)
ここで a† と aはそれぞれフェルミオンの生成消滅演算子であり、O(2) は 2× 2次元の零行列である。
こうして作られたニューロ様ハミルトニアンは、興奮性 (wij > 0)・抑制性 (wij < 0)両方の相互作
用をその基底状態でたしかに実現している。2量子ビットの場合の対応例を Table 2.1に示す。先行
研究では、Hopfieldニューラルネットワークの荷重値を変換したこの HNI を HF として用いること
により、組合せ最適化問題の一つである N -Queen問題を解くことに成功している [14, 16, 17]。
Table 2.1 2量子ビットの場合における、荷重値とニューロ様ハミルトニアンの対応。
相関 無し 興奮性 抑制性
荷重値 wij = 0 wij > 0 wij < 0
HNI
⎡⎢⎢⎢⎢⎣
λ 0 0 0
0 λ 0 0
0 0 λ 0
0 0 0 λ
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
λ 0 0 0
0 λ |wij | 0
0 |wij | λ 0
0 0 0 λ
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
λ 0 0 |wij |
0 λ 0 0
0 0 λ 0
|wij | 0 0 λ
⎤⎥⎥⎥⎥⎦
基底状態 |00⟩ , |01⟩ , |10⟩ , |11⟩ |00⟩ − |11⟩ |01⟩ − |10⟩
観測状態 |00⟩ , |01⟩ , |10⟩ , |11⟩ |00⟩ , |11⟩ |01⟩ , |10⟩
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荷重値を変換して最終ハミルトニアンを構成できるということから、荷重値行列によって実現され
ている学習機能もニューロ様ハミルトニアンを応用すれば量子系で実現可能だと類推することができ
る。本章では、学習について検討する前に、ニューロ様ハミルトニアンの基本的な記憶・想起性能に
ついて調べる。このために、Hopfieldニューラルネットワークで実現されている「連想記憶」を量子
ビットネットワークに実装することを試みる。本節ではまず、ニューラルネットワークにおける連想
記憶についてまとめ、量子ビットネットワークとの相違点について確認する。
連想記憶 (Associative Memory, AM)は連想　・想・起　とも呼ばれ、与えられた連想キーと最も近いもの
を記憶したものの中から想起するという一連の働きのことであり、脳の基本的な機能と考えられてい
る。ニューラルネットワークによってモデル化する場合には、記憶事項をニューロンの発火パターン
として符号化し、荷重値により記銘されると考える。式 (2.1)で示したものと同じくここでもエネル
ギー関数を定義することができ、最も低いエネルギーを持つ発火パターンが記憶事項と対応する。第
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2.1.1節で述べた通り、ニューラルネットワークの内部状態はエネルギー関数の最小値に収束するた
め、連想キーを発火パターンの初期値としてニューラルネットワークに与えれば、初期値に最も近い
記憶事項に収束する。これがニューラルネットワークにおける連想記憶の仕組みである。
これと同じことを量子ビットネットワークでも考えてみよう。Hopfieldニューラルネットワークに
よる古典的 AM(Classical Associative Mamory, C-AM)と区別するために、本論文中では量子連想
記憶 (Quantum Associative Memory, Q-AM)と呼ぶことにする。結論から言えば、ニューロ様ハミ
ルトニアンを用いることで記憶事項をハミルトニアンの最もエネルギーの低い量子状態と対応づける
ことは可能である。ところが、量子ビット間相関しか考慮しないニューロ様ハミルトニアンの仕様で
は、意図しない (記銘対象ではない)状態が基底エネルギーを取ってしまうことがある。記憶事項の数
が少ない場合は、これらの意図しない基底状態はそのまま偽の記憶になってしまう。ただしこれは原
理的な問題であるので、現状では改善する術はない。さらに、複数の状態が基底エネルギーを取って
いる場合、量子トンネリングによってそれらの間を状態遷移してしまうため特定の一つの状態へ収束
するということがない。従って何らかの処理を施さない限り、C-AMの様に初期発火パターン近傍の
基底状態へ収束することがなく、単純にニューラルネットワークの手法を踏襲するだけでは連想想起
を行うことができない。
そこで本研究では初期発火パターンとして連想キーを与えるのではなく、Fig. 2.1に示す概念図の
通り量子ビットへの局所的な外場として連想キーを与えることにした。縮退したエネルギー準位が外
部印加磁場によって分裂することをゼーマン分裂と呼ぶが、本手法ではこれを参考にしている。具体
的な方法は次の第 2.3節で改めて説明する。
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Fig.2.1 量子連想記憶における連想キー付与方法の概念図。
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2.3 量子連想記憶を実現するアルゴリズム
本節では量子ビットネットワークによる量子連想記憶 (Q-AM) の実装法について具体的に説明
する。
2.3.1 NAQCに基づく実装
N ビットの量子ビットネットワークにM 個のパターンセット S を記銘することを考える。記銘パ
ターンはN 次元のベクトルであり、要素はランダムに ±1を取るものとする。いま、このベクトルを
ξµ = (x1, x2, · · · , xN )T と書くことにする。ただし µはパターンのインデックスであり、1 ≤ µ ≤M
の範囲の整数値をとる。C-AMと同様、Q-AMもビット反転パターンを同一のものとして記憶する。
以下では、記銘パターンとその反転パターンをそれぞれ ξµ と ξµ として書くことにする。なぜ C-AM
と違って両者を区別するのかというと、本研究では局所外場の印加により想起まで含めると両者を区
別できるようになるからである。また、この特徴から記憶容量 (M の最大値)はMmax = 2N−1 と見
積もることができる。C-AM の場合、荷重値行列は記銘パターンの自己相関行列 (Autocorrelation
matrix, WAC)によって与えられる。
WAC =
1
N
(
M∑
µ=1
ξµξ
T
µ −MI(N)
)
(2.8)
ここで I(N) は N × N 次元の単位行列である。よって、記銘のためのニューロ様ハミルトニアン
HNImem は式 (2.6)–(2.7)に従ってWAC を変換することにより得ることができる。
想起方法について説明する前に、HNImem が狙い通り S のパターン全てを基底状態として記憶して
いるかどうか確かめてみよう。HNImem は量子ビット間相関のみによって構成されており、非対角成分
しか持たない。ゆえに、変換元の荷重値行列が自己相関行列であるとはいえどういった状態がその基
底状態に含まれているかは自明ではなく、偽の状態も少なからず有限の確率で観測されると考えられ
る。そこで、HNImem の固有値と固有状態を調べ、その基底状態
∣∣ΨNIgs 〉から各状態に対する観測確率を
求める。その観測確率をもとに、記銘パターンの観測確率の合計値 PNItotal を得る。
PNItotal =
∑
µ
|⟨zµ|ΨNIgs ⟩|2 (2.9)
この実験では 2 ≤ N ≤ 6の範囲で取りうる全ての S について調べた。その平均値 ⟨PNItotal⟩について、
横軸を記銘パターン数M とした時の結果を Fig. 2.2に示す。すでに述べた通り、荷重値行列W の
対称性によって Q-AMは ξµ も覚えてしまう。ここでは ξµ の観測確率の合計値のみを計算している
ため、PNItotal の最大値は 0.5である。Fig. 2.2を見てみると、N が 2–5の範囲ではM の増大に伴っ
て ⟨PNItotal⟩はその最大値である 0.5に漸近していることがわかる。C-AMとの類推で考えると、この
M 依存性は一見奇妙に思える。C-AMの場合は記憶容量Mcap はおおよそ 0.14N 程度と見積もられ
ている [18] からだ。このMcap は N が小さすぎる場合には該当しないが、明らかに Q-AM の傾向
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はこれとは異なっている。理論的には、Mmax 個のパターンを覚えた時のWAC は零行列と等しくな
る。C-AM の場合、荷重値行列が零行列であるということは「何も記銘されていない」という状態
であり、入力した初期値のまま内部状態は更新されない。他方 Q-AMの場合、零行列から変換した
HNImem も当然零行列になっているわけであるが、量子力学の原理からこの場合は「すべての取りうる
状態が等確率で観測される」と理解される。ゆえに、記銘パターン数M が増大しても ⟨PNItotal⟩は小
さくならず、右肩上がりのグラフとなった。もちろん、PNItotal は実際の想起確率とは異なる確率であ
るから、この結果のみで Q-AMの記憶容量を断定することはできない。しかし、⟨PNItotal⟩のM 依存
性には Q-AMの量子力学的効果に由来する特徴が分かりやすく表れていると言える。また、N = 6
については数値計算を行なっているマシンのメモリ容量 (128GB)の制約からM = 15までしか求め
られていないが、概ね同様の傾向であると言える。以上の結果から、HNImem は S の全パターンを基底
状態に記憶していることが確かめられた。
Q-AMの想起は、式 (2.3)の最終ハミルトニアン HF として HNImem を使うことにより実現される。
従って、ハミルトニアンの断熱変化は次の通り書ける。
H(τ) = (1−A(τ))HI +A(τ)HF
= (1−A(τ))HI +A(τ)
(
HNImem +AfixHfix
)
(2.10)
ここで、Hfix は第 2.2 節で説明した局所外場に相当する項であり、Afix は外場の強度を決めるパラ
メータである。本研究における数値シミュレーションでは、時間発展を決める因子 A(τ)は線形な増
加関数として τ/τmax を用いることにする。
想起にあたり、まずは想起対象であるターゲットパターン ξ′µ を S の中から選ぶ。そして、どの
Fig.2.2 HNImem の基底状態における、全記銘パターンの観測確率の合計値 ( ⟨PNItotal⟩)
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ビットに外場を印加し固定するか (あるいは、どのビットに外場を印加せず固定しないか)を定め、連
想キーパターン ξkey を定義する。なお、本論文では固定する量子ビットを ‘固定量子ビット (fixed
qubit)’、固定しない量子ビットを ‘非固定量子ビット (unfixed qubit)’と称する。従って、±1の要素
を持つオリジナルのベクトル ξ′µ に対し、ξkey は unknownな (値が 0な)要素をもつ 3値のベクトル
ということになる。この ξkey をもとに、外場は次のハミルトニアン Hfix として与えられる。
Hfix = (κ1 ⊗ I(2) ⊗ · · · I(2) + I(2) ⊗ κ2 ⊗ · · · I(2)
+ · · ·+ I(2) ⊗ I(2) ⊗ · · ·⊗ κN ) (2.11)
ここで κi は次の通り定義される。
κi =
⎧⎪⎨⎪⎩
+σz (if xi is +1)
I(2) (if xi is unfixed)
−σz (if xi is −1)
(2.12)
ただし、σz はパウリのスピン行列の z 成分である。よって、この Q-AMにおける想起プロセスとは、
Hfix によって与えられた情報をもとに、HNImem の基底状態の中から ξ′µ と対応する量子状態を探し出
すプロセスであると言い換えられる。
また、量子ビットネットワークの時間発展は時刻を tとして
|Ψ(t+∆t)⟩ = U(∆t) |Ψ(t)⟩ = e− i{H(t)+∆H}∆t! |Ψ(t)⟩ (2.13)
と書ける。演算子 U(∆t)は Pade´近似 [19]に基づくユニタリー演算子である。また、∆H は NAQC
においてエネルギー散逸のために導入された揺動項であり、第 2.1.3節の冒頭で述べた通り、断熱変
化過程でエネルギー準位が縮退や交差をしていても基底状態近傍へ収束させることができる [17]。
2.3.2 QAに基づく実装
前節では、ニューロ様ハミルトニアンを応用して Q-AMの実装を行ったが、より詳しく性能を評
価するために、比較対象として本節では QAにならった Q-AMを考案した。
QAの場合、ハミルトニアンの断熱変化は式 (2.10)にかわり、式 (2.2)を書き換えて次の通り定義
できる。
H(t) = (HISmem +AfixHfix) + Γ(t)Ht (2.14)
すなわち、ニューロ様ハミルトニアンに基づく HNImem に代えて、イジングハミルトニアンに基づく
HISmem を使うということである。HISmem はイジングハミルトニアンに基づくデータベース検索 [20]
を参考にして次の通り定める。
HISmem = I
(2N ) −
∑
µ
|zµ⟩ ⟨zµ| (2.15)
ここで |zµ⟩は記銘パターン ξµ の 10進数によるケット表記であり、I(2N ) は 2N × 2N 次元の単位行
列である。HISmem はHNImem と違って対角成分のみによって構成される行列であり、古典的なハミルト
ニアンで Hopfieldニューラルネットワークのエネルギー関数と等価である。従って、その基底状態
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に S 中の記銘パターンがすべて含まれていることは明らかであり、先ほどと同様に P IStotal を調べたな
ら常に最大値 0.5を取ることは確実である。なお、式 (2.14)に示す通り想起は NAQCタイプになら
い HISmem に Hfix を加えることによって実現し、系の時間発展も式 (2.13)に従う。
2.3.3 量子連想記憶の手続きのまとめ
本節では、第 2.3.1節と第 2.3.2節で説明した Q-AMの手続きについてまとめる。
記憶プロセス
1. 記銘パターン ξµ の集合 S を用意する。
2. 自己相関行列WAC を式 (2.8)に従って計算する。
3. 記憶のためのハミルトニアン Hmem を求める。NAQC タイプの場合は、WAC を式 (2.6) と
(2.7)に従って変換して得る。QAタイプの場合は式 (2.15)に従って用意する。
想起プロセス
1. S の中から想起ターゲットパターン ξ′µ を選ぶ。
2. 固定/非固定量子ビットを決め、連想キー ξkey を用意する。
3. 連想キー ξkey に応じて、式 (2.11)に従い Hfix を得る。
4. 式 (2.13) と式 (2.10) に従って NAQC、あるいは式 (2.13) と式 (2.14) に従って QA を実行
する。
2.4 量子連想記憶の性能
本節では、4量子ビットの Q-AMについて数値シミュレーションした結果について述べる。シミュ
レーションのセットアップは、⟨PNItotal⟩ を求めた第 2.3.1 節の実験と概ね同じである。ただし、時間
発展のパラメータは τmax = 3000とした。∆H の要素の大きさはオーダーで O(10−2)程度であり、
これは Hmem と Hfix の要素の大きさ (O(100)程度)に比べて十分に小さい。最終時刻において、量
子ビットネットワークの量子状態 |Ψ(τmax)⟩を求め、ξ′µ と対応する状態の観測確率、すなわち想起確
率 Pret を求める。取りうるすべての S、つまり 24 のパターンからM 個を選ぶ組み合わせ全てにつ
いて各 ξ′µ の想起確率 Pret を調べ、その平均値 ⟨Pret⟩を算出する。
2.4.1 NAQCタイプ Q-AMの想起性能
まず、ニューロ様ハミルトニアン HNImem を用いた NAQCタイプの Q-AMについての結果を見て
みよう。横軸を記銘パターン数M とした場合の平均想起確率 ⟨PNIret⟩を Fig. 2.3に示す。連想キーに
おける unknownなビットの数、すなわち非固定量子ビット (unfixed qubit)の数によってグラフを
分けており、Fig. 2.3 (a)は 1個の非固定量子ビット、Fig. 2.3 (b)は 2個の非固定量子ビットをもつ
連想キーを与えた場合の想起結果である。Fig. 2.3 (a)と (b)を比較すると、非固定量子ビット数の
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Fig.2.3 ニューロ様ハミルトニアン HNImem を記憶用ハミルトニアンとして用いた Q-AM におけ
る、(a) 1-unfixed-qubitの連想キーを用いた場合、(b) 2-unfixed-qubitの連想キーを用いた場合
それぞれの想起確率 (⟨PNIret⟩)。
増加にともなって想起確率が下がっていることが一目瞭然である。固定する量子ビット数が増えると
いうことは、連想キーがそれだけ多くの情報を保持しているということを意味しているから、ごく自
然な結果だと言える。次に、両方のグラフに共通する傾向について考えていこう。折れ線の色は、外
場の強さを表す因子 Afix の値を表しており、Afix を大きくするに従って ⟨PNIret⟩は向上していること
が分かる。ただし、Afix は大きくすれば良いというものではく、今回のケースでは Afix ≥ 10の領域
で ⟨PNIret⟩は飽和した。また、Afix = 0のケースは Hfix を与えない、つまり連想キーを付与していな
いということを意味している。従って、Q-AMが反転パターン ξµ も同時に覚えてしまうことを考慮
すると、この場合の想起確率は正味 2M 個のパターンの中からランダムに一つ選び出す確率 1/2M と
等しくなると考えられる。実際のシミュレーション結果を見てみよう。M が小さい領域ではランダ
ム選択の確率よりも想起確率は低いが、M が大きくなるにつれてランダム選択の確率と概ね等しく
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Fig.2.4 イジングハミルトニアン HISmem を記憶用ハミルトニアンとして用いた Q-AMにおける、
(a) 1-unfixed-qubitの連想キーを用いた場合、(b) 2-unfixed-qubitの連想キーを用いた場合それ
ぞれの想起確率 (⟨P ISret⟩)。
なっている。ニューロ様ハミルトニアンの性質によってM が小さい領域では偽記憶が多く混入して
しまうため、この様な劣化が起きたのだと考えられる。最後に、横軸の記銘パターン数M に対する
傾向を見てみよう。どちらのグラフ、どの Afix についても、⟨PNIret⟩は右肩下がりのグラフとなってい
る。C-AMの場合と同様に、M が増えればそれだけ想起の難易度は増すため、このM 依存性も自然
なものと理解できる。ただし、その下がり度合いについては改善の余地があると考えており、次章に
おける逐次学習によって改良を試みることにする。
2.4.2 QAタイプ Q-AMとの比較
先ほどと同様の数値シミュレーションを、QAタイプの Q-AMでも行った。イジングハミルトニ
アンHISmem を記銘に用いた場合の平均想起確率 ⟨P ISret⟩を Fig. 2.4に示す。先ほどと同様に、Fig. 2.4
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の (a)と (b)は非固定量子ビット数の違いによって分かれている。これらの結果から、定性的な傾向
としては NAQCタイプと変わらないことが分かる。つまり、(1)非固定量子ビット数依存性、(2)外
場の強さ Afix 依存性、(3)記銘パターン数M 依存性の 3つについて、その傾向に大きな違いはない。
ただし、QA タイプの場合、Afix = 0 の平均想起確率は、ランダム選択の確率とまったく等しくな
り、1/2M と一致する。これは NAQCタイプとの大きな違いと言える。ニューロ様ハミルトニアンと
異なってイジングハミルトニアンは古典的なハミルトニアンであるから偽パターンが記憶されるとい
うことはなく、こうした違いの要因となっている。Afix を大きくしてもどこかで ⟨P ISret⟩が飽和すると
いう現象も NAQCタイプで見られたものと同じであり、本実験では Afix ≥ 0.1の領域で飽和した。
では、NAQC、QA の別を問わずなぜ ⟨Pret⟩ にこうした上限値が存在するのか、ということにつ
いて考察していこう。何度も述べている通り、Q-AMはオリジナルの記銘パターン ξµ とその反転パ
ターン ξµ の両方を記憶する。いま、例として ξ1 = (−1,−1,−1,+1)T と ξ2 = (−1,+1,+1,−1)T
を含むセット Seg = {ξ1, ξ2} があるとしよう。このとき、それぞれの反転パターンである ξ1 =
(+1,+1,+1,−1)T と ξ2 = (+1,−1,−1,+1)T を加えた 4 パターンを Q-AM は同時に記憶する。
よって、記銘用ハミルトニアン Hmem の基底状態では、これら 4つのパターンと対応する量子状態
が重ね合わせ状態をとっており、観測確率はどれも等しく 1/4 である。仮に ξ1 を想起ターゲットに
選び、4 番目の量子ビットを非固定量子ビットに指定したとしよう。このとき、連想キーパターン
は ξeg1key = (−1,−1,−1, xun)T となる。ただし、xun は非固定量子ビットを意味している。この場合、
Q-AMは正しく ξ1 を想起することができる。では次に、ξ1 の 1番目の量子ビットを非固定量子ビッ
トに指定してみよう。このときの連想キーパターンは ξeg2key = (xun,−1,−1,+1)T である。先ほどと
は異なり、この場合 Q-AMは ξ1 と ξ2 を識別することができなくなってしまい、ξ1 と ξ2 の想起確率
はどちらも 1/2になってしまう。このように、オリジナルパターンと反転パターンがコンフリクトし
てしまうと、いかに Hfix を強く作用させたとしても望まないパターンを一定の確率で想起してしま
う。このコンフリクトは避けようがない原理的な問題である。本実験では、取りうるすべてのパター
ンの組み合わせについて網羅的に調べているため、対象としたセット S の中には必ずコンフリクトす
るパターンの組み合わせが含まれているセットがあり、その頻度は当然M に従って増加する。もし、
Q-AMがMmax 個のパターンを記憶していた場合、Hfix だけでは非固定量子ビットが |0⟩と |1⟩のど
ちらを取るか最後まで絞り込めない。従って、対象としたセット非固定量子ビット数が 1ビットの時
は理論的最大値は 1/2、2ビットの時は理論的最大値は 1/4である。実際に、古典的な確率論に従うイ
ジングハミルトニアンを用いている QAタイプでは、M = 8の時、最大の ⟨P ISret⟩はそれぞれ 0.5と
0.25であり、理論値と完全に一致していた。
ここで、Fig. 2.3と Fig. 2.4の平均想起確率の最大値を同じグラフ上にプロットし、Fig. 2.5を得
た。前者の結果を紫、後者の結果を青で示した。実線と点線はそれぞれ非固定量子ビット数が 1の場
合と 2の場合を示している。特にM の小さい領域では QAタイプの想起性能の方が良いが、M が大
きくなるにつれて両者の差は小さくなり、概ね同程度の想起性能を示していると言って良いだろう。
以上の結果から、想起確率がその理論的最大値を下回っていないということをもって、どちらのタイ
プの Q-AMも無事に連想記憶という機能を実現していると結論する。
では本節の最後に、NAQC タイプと QA タイプにおける Afix の値の差について言及しておく。
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Fig.2.5 ⟨PNIret⟩と ⟨P ISret⟩の比較。
QA タイプ、つまり HISmem を用いる場合の Afix の方が、NAQC タイプ、つまり HNImem を用いる場
合の Afix よりも小さい。Hfix は断熱変化過程で特定の量子状態のエネルギーを下げることで、ター
ゲットパターンの想起確率を相対的に高める働きをしており、Afix はその変調度合いに影響する因子
である。HNImem の基底状態は混合状態 (mixed state)であるので、想起ターゲットパターンの量子状
態とそのほかのパターンの量子状態のエネルギーギャップは小さい。従って、Afix を大きくし外場
を強く作用させなければターゲットのエネルギー準位を十分に低くすることができない。そのため、
QAタイプと比較して大きな Afix を必要とする。
2.4.3 量子論理ゲート型量子連想記憶との比較
では次に、本論文で提案した Q-AMと他の関連研究とを比較してみよう。量子計算の新たな方向
性を模索する研究の一環として、脳型計算すなわちニューラルネットワークとの融合は 2000年代初
頭から研究されてきた。そうした一連の成果のなかに、Venturaらによる Q-AMモデル [21]がある。
彼らの Q-AMは量子論理ゲート型に基づくモデルで、量子ニューロンのもつ波動関数の重ね合わせ
状態としてパターンを記憶する。想起はグローバーのデータベース検索アルゴリズム [4]を応用して
おり、原理的には 100%の確率での連想想起が可能とされ、また記憶容量は 2N 個である。ただし、
想起のためにはグローバーのアルゴリズムを繰り返し適用しなくてはならず、この想起性能は計算回
数とのトレードオフになっている。また、記憶用メモリとしての量子ビットの他に量子論理ゲートを
2.5本章のまとめ 19
操作するための補助的なビットが必要で、N ビットのパターンを記憶するために 2N + 1量子ビット
を用意しなくてはならない。量子論理ゲート型のアーキテクチャーでは多数のビットの量子コヒーレ
ンスを長時間保つことは非常に困難であり、現在のテクノロジーでは Venturaらの Q-AMモデルを
実現することは難易度が高いと言える。他方、本研究で提案している Q-AMはニューロ様ハミルト
ニアンの性質から一定のエラーを含んでしまうが、記憶容量は同じく 2N 程度、そして量子ビット数
は N ビットで実現可能である。従って、ある程度のエラーを許容できるのであれば、本提案手法の
方が現実的なモデルであると結論できる。
2.5 本章のまとめ
量子コンピュータによるアルゴリズム自動獲得実現に向けて、逐次学習の前段階として量子連想記
憶 (Q-AM)を実装し、以下の事柄について明らかにした。
まず、量子ビット間相互作用のみで構成されるニューロ様ハミルトニアンを用いることで、量子
ビットネットワークでのパターン記銘が可能であることを示した。自己相関行列 WAC を変換した
ニューロ様ハミルトニアン HNImem の基底状態は記銘パターンに相当する量子状態の重ね合わせ状態
となっており、ニューロ様ハミルトニアン HNImem を用いたパターンの記銘が確かに可能であること
が明らかになった。記憶容量は 2N (反転パターンを別と見なせば 2N−1)であり、ニューラルネット
ワークと比較して非常に大きい。また、Q-AMでは古典連想記憶 (C-AM)と同じように素子の初期
値として連想キーを与えることができない。そこで本研究では、外場を量子ビットへ局所的に作用さ
せることで、複数の状態の重ね合わせとなっている基底状態の中から特定の状態へ収束させる手法を
提案し、その有効性を数値計算により示した。このような連想キーの付与手法は他に例がなく、本研
究独自のアプローチである。
4量子ビットネットワークを用いた数値シミュレーションでは、十分に大きい外場を与えた場合の
正解パターン想起確率が 1 < M < 2(4−1) の範囲で平均した場合、1 unfixed qubitの場合は 72%、2
unfixed qubitの場合は 37%であった。また、M の増加に従い想起性能は右肩下がりに悪くなった。
連想キーの情報欠けに対するロバスト性と、M 増加による想起性能の劣化は今後の課題である。
なお、本章の結果については文献 [22, 23]でも議論されている。
第 3章
量子ヘブ・反ヘブ学習則
– ニューロ様ハミルトニアンの自動獲得
第 2章より、ニューロ様ハミルトニアンを用いたパターンの記銘が実現可能だと分かった。第 2章
では自己相関行列を変換することで記銘用ハミルトニアンHmem を得ていたが、本章では、入力デー
タに従って逐次学習によってこのHmem に相当するハミルトニアンを自動で獲得する量子学習則、す
なわち量子ビット間結合強度更新則を提案する。本章の後半では、学習によって自動獲得したハミル
トニアンが実際に Q-AMへ適用可能かどうかを数値シミュレーションにより評価する。
3.1 ボルツマンマシン
提案する量子学習則について説明する前に、まずその元となっているボルツマンマシン (Boltzmann
Machine, BM) の学習則 [24] について整理する。BM はニューラルネットワークのモデルの一つで
あり、入出力ニューロンの発火パターンの組み合わせを確率的な統計分布として学習する古典的な統
計的機械学習モデルである。データが何らかの生成モデルに確率的に従っているとき、この未知の生
成モデルを所与のデータセットに基づいて推定しようというのが BM の目的である。より端的に言
うと、BMはデータセットの事例から学んで適切なモデルを自動獲得することができる。一旦適切な
モデルを学習によって手に入れると、そのモデルを活用してパターン認識などといった複雑な情報処
理が可能となる [25]。
BMにおける学習とは、入力されるデータセット (通常は訓練データと呼ばれる)に基づきモデル
のパラメータを調整することである。ここでのパラメータは基本的には荷重値であり、その更新則は
次式の通りである。
∆wij = γ
∑
v
(
pv+ij − pv−ij
)
(3.1)
ただし、γ は正の定数、v は入出力組み合わせのインデックスを意味する。pvij は、BMが状態 v の
時に i番目と j 番目のニューロンが等しくなる確率を表している。BMの学習は二段階に分かれてい
る。入出力ニューロンの発火パターンを固定して荷重値更新を行う「クランプフェーズ」と、入力
ニューロンの発火パターンのみを固定して荷重値更新を行う「アンクランプフェーズ」であり、式
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(3.1)では前者と後者を +と −の記号により区別している。右辺第一項は、クランプフェーズにおい
て同じ状態を取っているニューロン間の結合を強化する働きをもっており、望ましい統計分布を与え
るための学習則で「ヘブ則」と呼ばれている。右辺第二項は、アンクランプフェーズにおいて同じ状
態を取っているニューロン間の結合を弱化する働きをもち、過学習の抑制などの目的で導入され「反
ヘブ学習」と呼ばれている。BMは多次元のボルツマン分布 (あるいはギブス分布)と呼ばれる確率
分布として定義でき、どの程度モデルを学習できたかを知る指標として望ましい (生成モデルの) 確
率分布 Rv と BM自身の確率分布 P v との距離、すなわちカルバックライブラー (Kullback–Leibler,
KL)情報量を考えることができる。
KL =
∑
v
Rv log
Rv
P v
(3.2)
よって、BMの学習則は KL空間での最急降下法になっているとも解釈できる。
3.2 ニューロ様ハミルトニアンの自動獲得法
本節では、量子ビットネットワークにおける学習則について説明する。前章の NAQC に基づく
Q-AM（第 2.3.1節）では、自己相関行列を変換することで記銘のためのニューロ様ハミルトニアン
HNImem を得ていた。本節で説明する学習則は、このHNImem を入力された学習データに基づき自動で獲
得する手法である。
Q-AM の時と同様に長さ N のランダムパターン ξµ をM 個含んだターゲットパターンセット S
を、学習によってN ビットの量子ビットネットワークに記憶させることにする。学習のフローチャー
トを Fig. 3.1に示した。概略を以下に述べる。(1)まず学習データを用意する。本実験では S が学習
データである。(2)次に、S に応じて荷重値行列W (t)を生成、または更新する。ただし tは学習回
数を表す。(3)W (t)を変換して学習ハミルトニアン HL(t)をつくる。(4)HL(t)を最終ハミルトニア
ンとみなして NAQCを実行し、学習後の確率分布 P vL (t)を求める。(5)P vL (t)に基づき荷重値更新分
∆W (t)を計算する。(6)学習回数 tが T 回に以下の場合は手順 (2)-(5)を繰り返す。手順は以上であ
る。十分な学習回数を重ねたのち、訓練データに相当する状態がHL(t)の基底状態に重ね合わせ状態
として記憶されていれば、学習は成功したとみなせる。
概略が分かったところで、数式を使いながら学習の手続きについて詳しくみていく。HL(t)を生成
するための荷重値行列は、次の式に従って計算される。
W (t) = ηW (t− 1) +∆W (t) (3.3)
∆W (t) =WH + εWAH(t) (3.4)
ただし、η(≤ 1)は減衰因子であり、W (t)の発散を抑制するために通常は 1以下に値を設定する。し
かし、ここでは ∆W (t) の効果を詳しく把握するため、本研究における数値シミュレーションでは
すべて η = 1 に固定した。第 2 項の ∆W (t) が本提案学習則の主要な部分であり、式 (3.4) に従っ
て計算される荷重値更新分である。ここでWH とWAH(t) はそれぞれ、BMのクランプフェーズに
おけるヘブ学習 (Hebbian Learning)と、アンクランプフェーズにおける反ヘブ学習 (anti-Hebbian
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Fig.3.1 量子学習則のフローチャート。
Learning)とに対応している。つまり、BMの学習則にならったこの「“量子”ヘブ学習」と「“量子”
反ヘブ学習」によって量子ビット間相互作用をチューニングすることで学習を実現しようというわけ
である。なお、εはこの量子ヘブ学習と量子反ヘブ学習の強度比を決める係数になっている。従って、
WH とWAH の (i, j)成分は i番目と j 番目の量子ビット間の相互作用強度を意味しており、次式の
通り定義できる。
wij,H =
{
+
∑2N−1
v=0 |Rv| if xvi = xvj
−∑2N−1v=0 |Rv| if xvi ̸= xvj (3.5)
wij,AH(t) =
{
−∑2N−1v=0 |P v(t)| if xvi = xvj
+
∑2N−1
v=0 |P v(t)| if xvi ̸= xvj
(3.6)
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ここで、Rv と P v(t)は先に述べた通り、v 番目の量子状態に対する理想的な (所望の)確率分布と現
在の確率分布である。つまり量子ヘブ学習則は、任意の 2つの量子ビットが同じ状態を取る関係の時
には荷重値を増やし、真逆の状態を取る関係の時には荷重値を減らすように作用する。他方、反ヘブ
学習は、BMにおいては過学習を抑制し望ましくないローカルミニマムを消す働きがある。従って、
量子反ヘブ学習にも同様の効果があり学習性能向上に寄与してくれるものと期待はしているものの、
実際そのように作用するかどうかは自明でない。
ヘブ学習によって獲得される荷重値行列は自己相関行列 WAC と等しくなるため、以下の数値シ
ミュレーションではこれを WH の代用として用いる。WAC はすでに述べた式 (2.8) の通り計算さ
れる。
WAC =
1
N
(
M∑
µ=1
ξµ(ξµ)T −MI(N)
)
(2.8)
ここで I(N) は N ×N 次元の単位行列である。また、計算簡素化のため P v(t)の値は有効数字 6桁
で丸めるものとする。
3.3 量子学習則の評価
本節では、提案した量子学習則の基本的な性質について調べる。先に述べた通り、量子学習則は
BMの学習則を元にしてはいるものの、KLの最急降下法になっているわけではない。そこで、量子
学習則に従って実際にどのように量子ビット間結合強度がチューニングされていくのかを調べること
にした。多次元の荷重値変化を調べることは困難であるため、2つの荷重値以外をランダムに与えた
定数に固定し、選ばれた 2つの荷重値の変化を可視化する。このシミュレーションでは、9量子ビッ
トのネットワークに次の 3つのパターンを学習させ、変数には w51 と w94 を選んだ。
ξ1 = (−1,+1,+1,−1,−1,−1,+1,−1,+1)
ξ2 = (+1,−1,+1,−1,+1,−1,−1,−1,+1) (3.7)
ξ3 = (+1,+1,+1,−1,−1,−1,−1,+1,−1)
またWH として自己相関行列WAC を用い、学習回数は 500回とした。
数値シミュレーション結果を Fig. 3.2に示す。背景色は学習対象パターンの平均観測確率であり、
各座標と対応する荷重値行列を変換して得られるニューロ様ハミルトニアンの基底状態から計算に
よって求めた。変数である w51 と w94 の初期値を 0としたので、グラフの原点に位置する青い丸が
初期状態、青い星マークが終状態、間をつなぐ緑の点線が実際の荷重値変化を示す軌跡である。いま
η = 1であるため、WH と εWAH が拮抗するまで w51 と w94 は 0からそれぞれの適切な値へと変化
している。
Fig. 3.2 (a)に示す ε = 0の場合、荷重値の軌跡はWAC により規定される方向へと変化する。な
お、このケースではWH と εWAH は拮抗しないので、学習回数が最大値に達したところで終了とし
た。式 (3.7)を見てみると、w51 は正の値、w94 は負の値を取るのが正しく、実際に軌跡は右下へと
向かっている。しかし、学習対象パターンの平均観測確率が高い領域、つまり wij の最適値には収束
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していかない。ところが、Fig. 3.2 (b), (c), (d)に示される ε > 0のケースでは、軌跡が屈曲し平均
観測確率が高い領域へ収束している。この比較から、量子反ヘブ学習が有効であると言え、量子ヘブ
学習に加えて量子反ヘブ学習を用いることにより wij はその最適値近傍へと収束させることが可能だ
と分かった。ただし、ε = 3, 6に対して ε = 9の終状態は wij の最適値から少し遠ざかってしまって
いる。つまり、εには学習のための最適値が存在し、wij の収束値は εに依存するということが明ら
かになった。
繰り返しになるが、BMの学習則が KL情報量の最急降下法として作用する一方、提案した量子学
習則が必ずしもそれと等価であるとは言えない。ニューロ様ハミルトニアンは非対角成分のみで構成
されているから、少なからず意図しないパターンも同時に学習してしまう。この偽パターンに対する
確率も荷重値更新に反映されてしまうため、量子学習則は KL情報量を常に減少させるように働くと
は保証されないのである。しかしながら、本節の実験で確かめた通り、提案手法は狙い通り適切な量
子ビット間結合強度を自動獲得する効果をもたらしており、実用上は十分問題なく機能すると推測で
きる。実際に正しく機能するかどうかは次節で確かめる。
Fig.3.2 2次元荷重値空間で捉えた学習対象パターン観測確率と、量子ヘブ・反ヘブ学習により更
新される量子ビット間結合強度の変化。
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さて、量子ヘブ・反ヘブ学習則を合わせて「　・量・子　学習則」と呼んでいるが、これらの量子ビット間
結合強度の更新則自体は古典的な計算に基づくものであり、なんら量子力学的な効果を有しているわ
けではない。ただし、更新時に参照する確率分布を得るにあたり断熱的量子計算を実行する点で、学
習プロセス全体を通じて量子力学的ダイナミクスを含んでいると解釈できる。以上をもって、量子ヘ
ブ・反ヘブ学習則を　・量・子　学習則と呼んでいることを最後に申し添えておく。
3.4 量子連想記憶への適用
前節のシミュレーションから、最適な εはあるものの提案した量子学習則を用いてより適切な量子
ビット間結合強度を獲得できることが分かった。本節では、量子連想記憶 (Q-AM) の記憶プロセス
への応用を通じて、提案した量子学習則の学習性能について調べていく。
3.4.1 学習性能評価１：学習対象パターン間相関との関係
ニューラルネットワークによる古典的な連想記憶 (C-AM) では、学習対象パターンに強い相関が
あると学習に失敗することが知られている [26]。Q-AM でも同様の現象が見られるのか数値シミュ
レーションによって確かめた。本実験では、パターン間の相関をはかる指標として、パターン間のハ
ミング距離の平均値 ⟨DH⟩を用いる。実験のため、⟨DH⟩が 6.00, 4.00, 2.67の 3種類になるような 3
つのパターンをランダムに選び、これを学習データ S とした。先ほどと異なって、今回は任意の荷重
値のみを変数に選ぶということはせず、すべての荷重値を量子学習則に従って更新する。この時の、
各学習対象パターンの観測確率平均値を次の通り定義し、各 tにおける確率分布 PµL (t)はHL(t)の基
底状態から計算により求める。
⟨PµL (t)⟩µ =
1
M
M∑
µ=1
PµL (t) (3.8)
Fig.3.3 正解パターンの平均想起確率 ⟨PµL (t)⟩µ の学習回数 t依存性。
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⟨PµL (t)⟩µ について、横軸を学習回数 tとしてプロットしたのが Fig. 3.3である。Fig. 3.3 (a)に示
す ⟨DH⟩ = 6.00のケースでは、εの値に関わらず ⟨PµL (t)⟩µ は一定値に収束しており、学習に成功し
ていることがわかる。他方、Fig. 3.3 (a)と (b)に示す ⟨DH⟩ = 4.00と 2.67のケースでは、εによっ
て ⟨PµL (t)⟩µ の収束値が変わっている。基本的には ε = 0よりも ε > 0の方が ⟨PµL (t)⟩µ の収束値は
大きくなっており、量子反ヘブ学習の効果で学習性能が向上しているということが分かる。しかし
それと同時に、εが大きすぎると ⟨PµL (t)⟩µ は振動するようになってしまう。⟨DH⟩および εごとに、
⟨PµL (t)⟩µ の収束・振動状況を Table 3.1にまとめた。この表は、⟨PµL (t)⟩µ の振動に関し εの値には
トリガーとなる閾値があるということを示唆している。このような振動は第 3.3節の実験では観測さ
れなかった。先ほどとの実験との違いは更新されている荷重値成分の数であるから、荷重値空間の次
元が増えたことによる影響であろう。しかし、幸いにも ⟨DH⟩が小さい学習データに対しても小さな
εを適切に運用することができれば、⟨PµL (t)⟩µ を確かに収束させることができる。従って、⟨PµL (t)⟩µ
が振動しない範囲では、学習性能を向上させるためにはなるべく大きい εを設定する必要があるもの
の、学習データによっては小さい εを使う必要があるということが分かった。
Table 3.1 εと ⟨DH⟩に関する ⟨PµL (t)⟩µ の収束・振動条件。
⟨DH⟩ 6.00 4.00 2.67
ε = 0
収束 収束
収束
ε = 3
ε = 6 振動
ε = 9 振動
3.4.2 学習性能評価２：学習における記憶容量
次に、いくつのパターンまで学習できるか、その記憶容量について調べる。各 M について、ハ
ミング距離平均値が 3.00 ≤ ⟨DH⟩ ≤ 5.00 の範囲に収まる学習データ S を 3 つずつ用意し、それ
ぞれについて 500 回学習させる。ここで S に含まれるすべてのパターンの観測確率の合計値を
PStotal(t) =
∑M
µ=1 P
µ
L (t)と定義し、HL(t)の基底状態から計算により求める。第 3.4.1節で見たよう
に ⟨PµL (t)⟩µ は振動する場合があるため、式 (3.9)で定義する通り PStotal(t)を 50 ≤ t ≤ 500の範囲で
平均し、これを性能評価の指標とする。
⟨Ptotal⟩t,S = 1
450
∑
S
500∑
t=50
PStotal(t) (3.9)
得られた結果を Fig. 3.4に示す。横軸はM であり、本実験ではM = 3, 6, 9の 3種類について調
べている。このグラフから、εが大きいとM が増加しても学習性能は落ちないと言える。従って、よ
り多くのパターンを学習させようとしたときにも、量子反ヘブ学習は望ましくない量子ビット間相互
作用の学習を抑制し、適切なハミルトニアンの獲得に寄与しているということである。とはいえ、ど
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Fig.3.4 平均想起確率合計値 ⟨Ptotal(t)⟩t,S の記憶パターン数M 依存性。
の εにおいても、M の増加に伴う PStotal(t)の減少量は極めて小さい。ゆえに、少なくとも本実験の
範囲内ではM が増加しても学習性能はほとんど劣化しないと結論できる。
3.4.3 学習性能評価３：Q-AMにおける想起性能
では最後に、提案した量子学習則の実用性を評価していく。ここでは、学習によって獲得した
HL(T ) を記憶用ハミルトニアン Hmem の代用として用い、量子連想記憶 Q-AM としてどの程度の
想起性能があるのかをシミュレーションにより評価する。なお、この実験での非固定量子ビット数は
1とした。計算簡略化のため NAQCは実行せず、(HL(T ) + AfixHfix)の基底状態からターゲットパ
ターンの想起確率を計算して求めた。なお、基底状態が縮退し複数の状態を含んでいる場合には、各
状態から得られる確率を平均し正規化したものを採用する。
調べたすべての S について、ターゲットパターンの想起確率を平均したものを ⟨Pµret⟩µ とし、ε
の関数としてプロットしたグラフを Fig. 3.5 に示す。3 つのグラフは (a) M = 3, (b) M = 6, (c)
M = 9と、学習対象パターン数の違いを表している。3つのグラフを比較すると、M が増えるにつ
れて想起確率が全体的に低下していくことが分かる。この傾向自体は第 2.4節の Q-AMの結果とも
一致し、C-AMにも見られる性質である。しかしながら、十分な Afix を与えればM によらず高い想
起確率が実現され、学習と想起に成功している。ε = 0の想起確率は自己相関行列によって逐次学習
したケースであることを意味している。全体的にやや右肩上がりのグラフになっていることから、量
子反ヘブ学習の効果によって想起性能が向上しているということが言えるだろう。
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Fig.3.5 量子ヘブ・反ヘブ学習によって獲得したニューロ様ハミルトニアンを記憶プロセスに応
用した Q-AMの正解パターン想起確率。
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Fig.3.6 逐次学習あり・なし Q-AMにおける平均想起確率と、C-AMにおける方向余弦との比較。
用いているビット数と最良のパフォーマンスを得るのに必要な Afix の大きさが違うため単純に比
較をすることはできないが、第 2.4節で調べた自己相関行列のみを用いた非逐次学習 Q-AMと本章
で調べた逐次学習による Q-AMについて、両者の最も良い想起確率を比較し Fig. 3.6に示す。横軸
はロードパラメータ (M/N)であり、縦軸はターゲットパターン想起確率の平均値 ⟨Pµret⟩µ である。両
者の ⟨Pµret⟩µ を見比べると、逐次学習を行った場合の ⟨Pµret⟩µ の方が高いことが分かる。この差は主
に量子反ヘブ学習によって生まれていると考えられるから、ここでも量子反ヘブ学習の有効性が確か
められたことになる。実際、第 2章の Q-AMに対し、学習則を適用した Q-AMの方が平均して 7%
程度想起確率が改善されている。さらにこのグラフには、比較のため 9ニューロンのニューラルネッ
トワークを用いた C-AMの想起結果もプロットしている。ただし、連想キーの与え方が Q-AMとは
異なることと、縦軸の値が想起確率ではなく絶対記憶容量を調べたときの方向余弦 (direction cosine)
になっていることには注意しなければならない。グラフから、M/Nが小さい領域ではあまり差はない
ものの、M の大きい領域でパフォーマンスを保っているのは Q-AMの方であった。
最後に、学習性能向上が Q-AM の想起性能にどの程度寄与しているのかを見てみよう。Fig. 3.4
で得たデータをもとに、学習後のハミルトニアン HL(T )から見積もることのできる単一パターンあ
たりの想起確率 ⟨Psingle⟩t,S = ⟨Ptotal⟩t,S/M を横軸に、実際の想起確率 ⟨Pµret⟩µ を縦軸にとり、両者
の相関関係について調べたグラフを Fig. 3.7 に示す。Afix に関わらず右肩上がりのグラフであるか
ら、学習性能がわずかでも上がると想起性能が確実に向上するということが分かる。以上のことか
ら、量子反ヘブ学習による学習性能向上が Q-AMの想起性能向上に確かに寄与していることが明ら
かになった。
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Fig.3.7 学習後のハミルトニアンの基底状態における正解パターン観測確率 ⟨Psingle⟩t,S と、実際
の想起確率 ⟨Pµret⟩µ との相関関係。
3.5 本章のまとめ
本章では、量子ビットネットワークにおける逐次学習として、ボルツマンマシン (BM)の学習則を
模倣した量子ヘブ・反ヘブ学習則を考案した。これは基となっている BMの学習則と異なり KL情報
量の最急降下法にはなっていないものの、量子反ヘブ学習の効果によってより適した量子ビット間結
合強度を自動で獲得することに成功しており、BMの学習則と似たような効果を実現できていること
が確認された。また、量子反ヘブ学習の量子ヘブ学習に対する強度比 εに応じて、学習性能自体も変
わるということが分かった。最適なパラメータにチューニングする必要はあるが、提案した学習則の
原理的有効性を示す結果が得られた。
学習済みのニューロ様ハミルトニアンを記憶用ハミルトニアンとして用い、量子連想記憶の想起性
能を調べた。εの値によっては学習が収束せず振動してしまうといったエラーは起きるものの、適切
な ε を選択することでそうした問題は回避可能である。9 量子ビットネットワークを用いた数値シ
ミュレーションにより、第 2章の逐次学習を行なっていない Q-AMに比べ、本章で提案した量子学
習則を用いた Q-AMの想起確率が 7%程度向上していることが明らかになった。このことは、学習
により断熱的量子計算用ハミルトニアンの最適化が可能であることを意味しており、アルゴリズムを
自動獲得しうる量子コンピュータの実現に向けて重要な成果である。
第 4章
ニューロ様量子学習則の
ハードウェア構成
ここまで、第 2章と第 3章を通じて量子計算アルゴリズムを提案してきたわけだが、実用化のため
にはハードウェアへの実装が極めて重要である。本章では、提案した量子学習則はどの様に実装する
ことができるのか、既存のデバイス技術を基にそのハードウェア構成を検討する。
4.1 超伝導量子ビット
量子コンピュータを実現するにあたっては、その最小必須構成要素である「量子ビット」を何らか
の物理系に実装する必要がある。超伝導体を用いた「超伝導量子ビット」は、1つの有力な候補であ
る。超伝導体を用いるメリットは、多ビット化を見据えたとき集積化しやすく拡張性に優れる点と、
ノウハウも蓄積され洗練された半導体集積技術を活用できる点だ。他方、固体素子であるがゆえに、
回路を一度構築した後で物理的な素子の位置を変更するというようなフレキシブルさがないという欠
点もある。さらに、外界との相互作用によってエネルギーが散逸し量子コヒーレンスが長時間保ちに
くいという難点もある。このため、現在の超伝導量子ビットの研究では回路構成を工夫したり新規材
料・ハイブリッド材料を開発するといった手段によって、エネルギーの散逸をいかに防ぎデコヒーレ
ンスを抑えるかという方向性で研究が進められている。こうした研究も精度よく量子系をコントロー
ルする上では欠かせないが、量子コンピュータとして実用に足るレベルに達するまでにはまだいくつ
かの技術的ハードルがあると考えられる。単にエネルギー散逸を減らし、コヒーレンシーの良い量子
ビットの実現を目指すだけでなく、デコヒーレンスをある程度許容しても動作するような量子ビット
の開発も視野に入れながら、研究していく必要があると考えている。
さて、超伝導体を用いた量子ビットは、どんな自由度を用いて 2準位系を成すかにより、電荷量子
ビット・磁束量子ビット・位相量子ビットの 3種類に大別される。
1つ目の電荷量子ビット (Charge qubit) [9]は、単一クーパー対箱 (Single Cooper-pair box, SCB)
と呼ばれる超伝導体の微小電極と接地された別の超伝導体電極とを、ジョセフソン接合 (Josephson
Junction, JJ)を介して接続したものだ。ゲート電圧でバイアスを印加して動作させ、2つの電極間を
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トンネルするクーパー電子対を制御する。SCBは非常に微小であるため、ジョセフソン接合の静電
エネルギー EC のほうがジョセフソンエネルギー EJ よりも大きくなる。このような EC ≫ EJ が成
り立つ領域では、SCBに存在する電子対の数を自由度として用いることができ、SCBの最もエネル
ギーの低い 2つのブロッホ状態を 2準位系として用いる。
2つ目の磁束量子ビット (Flux qubit) [12, 13]は、ジョセフソン接合をもつ超伝導の閉ループ、い
わゆる超伝導量子干渉デバイス (SQUID)の構造をとったものだ。超伝導ループには十分に大きなイ
ンダクタンスを持たせ、外部から 0.5Φ0 分の磁束を印加する。ここで Φ0 は磁束量子である。この系
では、ジョセフソン接合のコサインポテンシャルと、超伝導ループインダクタンスのポテンシャルに
より、二重量子井戸をもつポテンシャルが形成される。コサインポテンシャルの山がトンネル障壁と
なっていて、その左右のポテンシャル井戸がそれぞれ |0⟩と |1⟩に対応する。ここでの 2準位系であ
る |0⟩と |1⟩は、超伝導ループを流れる超伝導電流が時計回りに流れているか反時計回りに流れてい
るか、あるいは、ループの中を貫く磁束が存在するか否かに対応させることができる。
3つ目の位相量子ビット (Phase qubit) [10, 11]は、電流バイアスされたジョセフソン接合により
構成される。2つの秩序関数の位相差を自由度としており、コサインで表されるポテンシャルをもっ
ている。バイアス電流によってこのコサインポテンシャルを傾けていくとポテンシャルの極小点で単
一の量子井戸が構成され、仮想粒子 (位相差の粒) のプラズマ振動に起因した量子化準位が形成され
る。ポテンシャルの傾け方によってこの量子井戸の深さは制御することが可能なため、最も低い 2つ
のエネルギー準位 (基底準位と第一励起準位) が残るようにし、これをもって 2準位系をなす。位相
を自由度として用いるためには、ジョセフソン接合の臨界電流値 IC に比例するジョセフソンエネル
ギー EJ が、接合キャパシタンスに反比例する静電エネルギー EC よりも十分に大きくなくてはいけ
ない。従って、ジョセフソン接合の接合面積は比較的大きくなる。
4.2 量子学習則実装のための要素技術
本研究が提案する量子学習則の実現のためには、どんな量子ビットが必要となるだろうか。例とし
て、式 (2.6), (2.7)の定義に従い 2量子ビットの系に対するニューロ様ハミルトニアンを考えてみる。
HNI = Hij(wij) +H
†
ij(wij) =
⎛⎜⎜⎝
0 0 0 A
0 0 B 0
0 B 0 0
A 0 0 0
⎞⎟⎟⎠
|00⟩
|01⟩
|10⟩
|11⟩
(4.1)
ただし、行列の Aと B は排他的で、興奮性結合 (wij > 0)の場合は Aが、抑制性結合 (wij < 0)の
場合は B がそれぞれ正の値をとる。パウリのスピン行列と照らし合わせると、式 (4.1)のような行列
で表される 2量子ビット間の相互作用はスピン行列の Y成分によって構成される YY結合に近いと
考えられる。
σyi ⊗ σyj =
⎛⎜⎜⎝
0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0
⎞⎟⎟⎠
|00⟩
|01⟩
|10⟩
|11⟩
(4.2)
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σyi ⊗ σyj は必ずしも HNI とは一致しないが、Aの位置と B の位置で符号が異なるなど、比較的近い
形式になっている。従って、量子学習則の実装には、YY結合、あるいはそれに準ずる形式で記述さ
れるような相互作用を実現する量子ビットが必要になる。
!"#
!" !"!" !"
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JJ JJ
Cg
Vg
GND
(a)
Fig.4.1 電荷量子ビット回路の模式図。
こうした要請を満足する量子ビットとして、本研究では Fig. 4.1 (a)に示す電荷量子ビットを採用
した。図中の黒い部分はジョセフソン接合 (JJ)を表しており、このジョセフソン接合を 2つ含む超
伝導ループにキャパシタ (容量 Cg)とゲート電極 (電圧 Vg)が接続した構造となっている。点線で囲
われている部分が単一クーパー対箱 (SCB)である。先ほど述べた通り EC ≫ EJ が成り立つ領域で
は、SCBに存在する電子対の数を自由度として用いることができるから、固有関数
EC(n− ng)2 |n⟩ = En |n⟩ (4.3)
が n = 0, 1, 2, · · · に対して成立する。SCBのハミルトニアンは、帯電エネルギー EC とジョセフソ
ン接合 (JJ)に由来するジョセフソンエネルギー EJ を用いて次の様に書ける。
H = EC(n− ng)2 − EJ cos θ (4.4)
ここで θ はジョセフソン接合を構成する二つの超伝導体のオーダーパラメータの位相差である。この
ハミルトニアンを |n⟩を用いて書き換えると、
H =
∑
n
{
4EC(n− ng)2 |n⟩ ⟨n+ 1|− 1
2
EJ (|n⟩ ⟨n+ 1|+ |n+ 1⟩ ⟨n|)
}
(4.5)
となる。量子計算に用いる場合はエネルギーの低い 2状態のみ考えれば良いから、n = 0, 1の場合の
みを考慮する。すると、式 (4.5)はパウリのスピン行列を用いて次の様に書ける。
HSCB = −1
2
(γσz +∆σx) (4.6)
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ただし、γ = EC(1 − 2ng)であり、∆ = EJ である。ng = 1/2にバイアスすると系は縮退し HSCB
の対角成分は消える。ゆえに量子状態 |n⟩ は互いにエネルギー差 EJ によって隔てられた |0⟩ と |1⟩
の重ね合わせ状態をとり、2準位系を形成する。
次に、Fig. 4.1 (b)に示すように、この電荷量子ビットをジョセフソン接合を介して接続してみる。
結合器 (Coupler)のジョセフソンエネルギーをEJCとおくと、帯電エネルギーの他にEJC cos(θi−θj)
がラグランジアンに加算される [27]。i番目と j 番目の量子ビット間に働く相互作用Hint を電荷の自
由度で展開し、先ほどの様にスピン行列で書き下すと次の様になる。
Hint =
EJC
4
(σxi ⊗ σxj + σyi ⊗ σyj ) (4.7)
この様に、電荷量子ビットを JJで結合させるとその量子ビット間相互作用は σy ⊗ σy の項をもつた
め、所望の要件を満たしていると期待できる。
4.3 回路構成と動作シミュレーション
こうして構成したハードウェアが実際に所望の動作をするかどうか、数値シミュレーションによっ
て確かめる。まず、結合器が興奮性・抑制性結合の両方を実現可能か調べる。例として 2量子ビット
のハミルトニアン
H2Q = HSCB ⊗ I(2) + I(2) ⊗HSCB +Hint (4.8)
を計算し、その基底状態に含まれる量子状態を調べた。その結果、電荷量子ビット本体に含まれる JJ
のエネルギーを EJ、結合器のジョセフソンエネルギーを EJC とした場合、両者の比率 EJC/EJ が
1.44(ただし有効数字 3桁)よりも小さいと興奮性結合状態 (|00⟩ , |11⟩)、逆に大きいと抑制性結合状
態 (|01⟩ , |10⟩)が高い確率で観測されることを見出した。ただし、EJC/EJ ≪ 1.44の興奮性結合状態
が優勢なパラメータ領域であったとしても、最小で 10%程度、抑制的結合状態が一定の確率を持って
しまうということがわかった。提案した量子ヘブ・反ヘブ学習則は全ての状態についての確率を荷重
値更新に反映してしまうため、この結合器の非対称性は一定のエラー要因になることが予想される。
また、量子学習則を実装するためには、結合器により実現される結合強度が可変でなければならな
い。一般にジョセフソンエネルギーは外部磁場により変化させることができるが、可変結合器の具体
的な回路構成提案は今後の課題である。以下では、実効的に EJC が可変であるという仮定のもとで、
この JJ結合型電荷量子ビットネットワークへの量子学習則実装可能性について議論する。
第 3.4.3 節で行った実験を、JJ 可変結合型電荷量子ビットを用いたネットワークでも同様に行っ
た。得られた結果を Fig. 4.2に示す。実線が第 3.4.3節で得た理論値、破線がハードウェアを想定し
た数値シミュレーション結果である。十分に大きな外場を作用させた場合、M に関わらず想起確率は
平均して約 62%であり、理論値よりも低いという結果になった。ハードウェアでのシミュレーショ
ン結果は、理論値と異なり右肩下りのグラフとなっている。εが大きいほど学習が劣化するというこ
とは、量子反ヘブ学習則によるフィードバックがうまく機能していないということである。これは、
結合器の非対称性によって望ましくない相関が荷重値更新の際にフィードバックされていることを示
唆している。量子学習則の実用化に向けた結合器の改良は今後の課題である。
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Fig.4.2 JJ 可変結合型電荷量子ビットを用いた場合の量子学習則動作検証結果。Q-AM を実行
した時の想起確率を第 3章で得られたニューロ様ハミルトニアンを用いた Q-AMの結果と比較し
ている。
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4.4 本章のまとめ
提案した量子学習則をハードウェアに実装するための回路構成を検討した。ジョセフソン接合を結
合器として用いた電荷量子ビットネットワークを考案し、量子学習則の挙動が再現できるか数値シ
ミュレーションで確認した。十分に大きい外場を連想キーとして作用させた場合の想起確率は平均し
て約 62%であり、理論値よりもパフォーマンスは低かった。これは結合器で実現される相互作用が
興奮性と抑制性で対称ではなく、興奮性結合が優位なパラメータ領域でも抑制性結合の状態が無視で
きない確率で観測されてしまうことが原因であると考えられる。とはいえ、一定の想起確率を示した
ことは事実であり、提案したハードウェアが第 3章と同様に学習によって連想記憶機能を獲得しうる
ことを示す結果が得られた。ただし、量子ビット間結合器の改良は今後の課題である。
第 5章
超伝導ジョセフソン接合列における
巨視的量子トンネリング
– 高温超伝導体の量子ビット応用に向けて
断熱的量子計算の断熱変化時間、すなわち計算時間 τcalc は断熱理論 [15]から次の様に見積もられ
ている。
τcalc ≫ | ⟨ψ1| dH/dt |ψ0⟩ |
(E1(t)− E0(t))2
(5.1)
ここで、|φn⟩と En(t)は第 n励起状態とそのエネルギーを示す。従って、τcalc は分母である基底状
態と第一励起状態のエネルギーギャップに依存するということがわかる。つまり、高速な演算のため
にはこのエネルギーギャップの大きいシステムが必要となる。ところが、一般的にビット数を増加さ
せていくにつれてこのエネルギーギャップは小さくなっていってしまう。量子論理ゲート型・断熱的
量子計算型の別を問わず、現在の超伝導量子ビットの主たる材料は超伝導転移温度の低い Nb や Al
といった金属系超伝導体である。数万ビット、あるいは数十万ビットと将来的な拡張を見据えるので
あれば、エネルギーギャップの大きい高温超伝導体の量子ビット応用に向けた研究は必須と言える。
本章では、銅酸化物系高温超伝導体である Bi2212の量子ビット応用に向け、量子ビット応用上重要
とされる巨視的量子トンネリング (Macroscopic Quantum Tunneling, MQT) の特性について明ら
かにしていく。
5.1 高温超伝導体 Bi2212固有ジョセフソン接合
5.1.1 Bi2212固有ジョセフソン接合を量子ビットに応用する上でのメリット
第 4.1節で紹介した超伝導位相量子ビットの候補として、高温超伝導 Bi2212(Bi2Sr2CaCu2O8+δ)
の固有ジョセフソン接合 [28] の応用が提案されている。Bi2212 は、超伝導層 (CuO2 層) と絶縁層
(BiO, SrO 層)が交互に積層した、Fig.5.1に示すような結晶構造をもつ。これはジョセフソン接合と
同じ構造であり、事実、c軸方向の電流パスを考えるとジョセフソン効果を得ることが知られている。
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このように、結晶構造中に自然に形成されたジョセフソン接合を固有ジョセフソン接合 (Intrinsic
Josephson Junctions, IJJs) という。Bi2212 は非常に結晶性がよく、従ってそこに形成される固有
ジョセフソン接合も安定な構造をしている。一般に、ジョセフソン接合の良し悪しは絶縁層のピン
ホールや平坦性に依存し、ジョセフソン接合の欠陥は量子ビットのデコヒーレンスにつながるとされ
るため、特に量子ビット応用において高品質な Bi2212の IJJsは有力な候補だといえる。
また、この Bi2212は、固有ジョセフソン接合であると同時に高温超伝導体であり、そのジョセフ
ソンプラズマ振動数 ωp0 は、Alや Nbなどといった金属系超伝導体で作られたジョセフソン接合よ
りも 1桁ほど大きい [29]。従って、ωp0 に比例するクロスオーバー温度 T ∗ [30, 31] (量子ビット応用
に際し重要とされる量子現象が観測される上限温度)も 1桁程度高くなる。これはエネルギーギャッ
プが大きいということを意味しており、量子ビットに適した材料であるということができる。
3 Å
3 Å
12 Å
ab
c
超伝導層(CuO2)
絶縁層
(SrO,BiO)
超伝導層
Fig.5.1 Bi2212の結晶構造模式図。
5.1.2 Bi2212固有ジョセフソン接合の量子ビット応用に向けた課題
ここまで述べてきたように、高温超伝導体 Bi2212の固有ジョセフソン接合は、超伝導量子ビット
に応用する上で非常に多くの利点を有している。しかし、非常に薄い原子層オーダーの接合であるが
ゆえに結晶中から単接合を取り出すことが非常に困難で、この固有ジョセフソン接合はジョセフソン
接合が直列に接続した「接合列」として取り扱わなければならない。
ジョセフソン接合を超伝導位相量子ビットとして利用する場合、単一量子ビット操作に相当する
「Rabi振動」と呼ばれる物理現象を観測することが必須である。ところが、Bi2212固有ジョセフソ
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ン接合においてこの Rabi振動を観測したという実験結果は未だ報告されていない。なお、この Rabi
振動を観測する前段階的な位置づけの「巨視的量子トンネリング (MQT)」と「量子化準位間での共
鳴励起」の 2つの物理現象については、すでに観測例が存在している [29, 32]。猪股らの研究 [29]で
使われた Bi2212は、結晶の加工を工夫して接合列のうち始めの 1つだけ接合の臨界電流値 IC を異
なるようにすることで接合列中からその 1接合を選択的に測定することに成功しており、単接合に対
する MQT 特性が調べられている。Jin らの研究 [32] では、接合列中の全接合が等しい臨界電流値
IC をもつものと仮定したとき、MQT 特性が接合数によってどう変化するかが調べられている。詳
細は第 5.3節 で述べるが、この結果はこれまでに知られている単一のジョセフソン接合に対する理論
の延長上では説明できないものであった。こうした接合列の異常な振る舞いが、固有ジョセフソン接
合の超伝導層が非常に薄いために発生する接合間の静電結合によって引き起こされるという理論的な
研究 [33]が知られている。これを受けて、片山は静電結合の影響を Nbのジョセフソン接合を直列に
接続した等価回路を用いて調べた [34]。その結果、静電結合を持たない接合列でも、固有ジョセフソ
ン接合で確認されたのと同様の異常な振る舞いが確認された。従って、固有ジョセフソン接合に限ら
ず、ジョセフソン接合列の力学特性そのものを解明する必要性がある。先行研究に関する具体的な検
討は、超伝導に関する原理について説明した後に再度、第 5.3節にて言及する。
5.2 原理と測定方法
5.2.1 ジョセフソン接合
S(R)S(L) I
Ψ𝐿 = 𝜌𝐿 exp 𝑖𝜙𝐿 Ψ𝑅 = 𝜌𝑅 exp 𝑖𝜙𝑅
𝑥
Fig.5.2 ジョセフソン接合の模式図。
薄い絶縁層を隔てて 2つの超伝導体が弱く結合しているトンネル接合をジョセフソン接合 (Joseph-
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son Junction; JJ) と呼ぶ。模式図を Fig.5.2 に示す。この超伝導体のトンネル接合において、1962
年、イギリスの Brian Josephson により電子対のトンネル現象が予想され [35]、続いて 1963 年、
Andersonと Rowellによって実験的立証がなされた [36]。
この超伝導体のトンネル接合では、超伝導を担うキャリア (クーパー電子対)が基底状態のままトン
ネル効果によって絶縁層を透過する。2つの超伝導体に電位差がなくてもトンネル電流が流れ、かつ
電圧降下が発生しない特異な現象である。これを、直流ジョセフソン効果とよぶ。
ジョセフソン効果について、Feynmanによって与えられた簡便な方法を用いて説明する。
Fig.5.2で示した 2つの超伝導体 SL と SR において、秩序関数 (オーダーパラメータ、巨視的な波
動関数) を ΨL, ΨR、そしてこれらの位相を φL, φR、加えて、キャリア (電子対) 密度を ρL, ρR と
する。
まずはブラケット表記により、左右の超伝導体の基底状態を表す。
⟨L|Ψ∗LΨL |L⟩ = |ΨL|2 = ρL (5.2a)
⟨R|Ψ∗RΨR |R⟩ = |ΨR|2 = ρR (5.2b)
さて、今から説明するジョセフソン効果は、通常のトンネル接合で起こるトンネル効果と同様に、
量子力学的なキャリアのトンネル現象に基づくものである。従って、秩序関数 ΨL と ΨR の有限の重
なりによって 2つの超伝導体の間に弱い結合が生じ、|L⟩と |R⟩の間で遷移が起こりうるようになる。
ゆえに、絶縁層は十分に薄く (約 2nm程度)なければいけない。この関係性を、Fig.5.2の下部に模式
的に示してある。2つの基底状態からなるこの系の状態ベクトルは、
|Ψ⟩ = ΨL |ΨL⟩+ΨR |ΨR⟩ (5.3)
であり、この系の時間発展は次式に示すシュレディンガー方程式により記述される。
i!∂ |Ψ⟩
∂t
=H |Ψ⟩ (5.4)
ここでハミルトニアンは、HL +HR +HT であり、HL とHR は無摂動での |L⟩と |R⟩に関連して
いる。第 3項のHT = K[|L⟩ ⟨R|+ |R⟩ ⟨L|] は 2つの状態の間の相互作用項 (トンネル・ハミルトニ
アン)であり、相互作用の強さはK により決まる。
次に、2つの基準状態への射影を考えれば次式が成り立つ。
i!∂ |ΨL⟩
∂t
= 2µLΨL +KΨR (5.5a)
i!∂ |ΨR⟩
∂t
= 2µRΨR +KΨL (5.5b)
ここで、µL と µR は化学ポテンシャルであり、両者の差は 2eV である。従って、中央のエネルギー
値を原点としてとれば、次のように秩序関数を書くことができる。
ΨL =
√
ρL exp (iφL) (5.6a)
ΨR =
√
ρR exp (iφR) (5.6b)
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式 (5.6a), (5.6b)を式 (5.5a), (5.5b)に代入し、実部と虚部をそれぞれ分けて整理すれば次式を得る。
[実部]
∂φL
∂t
=
K
!
√
ρL
ρR
cos (φL − φR) + eV! (5.7a)
∂φR
∂t
=
K
!
√
ρL
ρR
cos (φL − φR)− eV! (5.7b)
[虚部]
∂ρL
∂t
=
2
!K
√
ρLρR sin (φL − φR) (5.8a)
∂ρR
∂t
= −2!K
√
ρLρR sin (φL − φR) (5.8b)
虚部の式から、キャリア密度の時間変化は 2つの超伝導体の秩序関数の位相差 (φL − φR)に依存し
ていることが見てとれる。キャリア密度が時間変化をするということが、2つの超伝導体間でトンネ
ル電流が流れているということを意味している。
従って、式 (5.8a), (5.8b)から、キャリアであるクーパー電子対の電流密度 J は、
J =
∂ρL
∂t
= −∂ρR
∂t
(5.9)
と書くことができる。すなわち、
J =
2K
!
√
ρLρR sin (φL − φR) = JC sin θ (5.10)
が得られ、ここで JC は超伝導臨界電流密度である。ジョセフソン接合の接合面積を Aとして電流密
度を電流 I に書き直すと、
I = AJC sin θ = IC sin θ (5.11)
IC は超伝導臨界電流で、式 (5.11)を直流ジョセフソン効果という。
さて、ρL と ρR はともに定数であるのに、その時間微分である J がゼロになっていない。この矛盾
は、絶縁層をトンネルすることにより生じるクーパー電子対密度変化を相殺し、もとに戻すような外
力・外部電源が存在していると考えることにより解消される。この外部電源の役割を果たすものは、
式 (5.7a), (5.7b)から導かれる次式により明らかにされる。これを交流ジョセフソン効果と呼ぶ。
∂θ
∂t
=
2eV
! ←→ V =
!
2e
∂θ
∂t
(5.12)
こうして導出した式 (5.11), (5.12)がジョセフソン接合の基本式である。
ジョセフソン接合にバイアス電流を印加していくと、Fig.5.3に示すような電流電圧特性 (IV特性)
を一般に得る。
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𝐼
𝑉
𝐼C
𝑉𝑔𝑂
−𝑉𝑔
−𝐼C
Fig.5.3 一般的なジョセフソン接合の静特性。
バイアス電流が臨界電流値 IC を超えるまで、接合は超伝導状態を維持しているので回路には抵抗
が発生せず超伝導電流が流れる。ゆえに、接合両端で電圧は検出されない。バイアス電流が臨界電流
値 IC を超えると、接合は常伝導状態へと状態遷移 (スイッチ) して、回路には有限の電圧が突如と
して発生する。この時のギャップ電圧値 Vg は、Vg = 2∆/q と書け、ここで 2∆は超伝導体のエネル
ギーギャップである。今度は逆にこの常伝導状態から徐々にバイアス電流を小さくしていくと、はじ
めはオーミックな抵抗を示しながら電圧が減少していくが、Vg よりその値が小さくなると急激に減
少し 0[V ]に至る。これは、エネルギーギャップによってキャリアのトンネルが許されないからであ
り、この時の接合の抵抗値は無限大をとる。ジョセフソン接合の静特性は、様々な条件によりその概
形は変化する。例えば、Fig.5.3に示すような静特性が得られるのは、接合内のキャパシタンス C が
比較的大きい場合である。C 成分により高周波成分が shunt されるため、交流ジョセフソン効果に
よる影響が及ばない。このような接合を特に、アンダーダンプト・ジョセフソン接合 (underdamped
Josephson junction)という。
5.2.2 RCSJモデルと洗濯板型ポテンシャル
ジョセフソン接合は、オーミック抵抗 Rと接合キャパシタンス C の並列回路としてモデル化する
ことができる。Fig.5.4 にその回路図を示した。× で示されている部分がジョセフソン接合である。
この等価回路は、Resistively and Capacitively Shunted Junction model (RCSJ model) [37, 38]
と呼ばれ、ジョセフソン接合の振る舞いを的確に表すことが知られている。この等価回路に対して
Kirchhoffの法則から、
I = IC sin θ +
1
R
V + C
dV
dt
(5.13)
が成り立つ。ここで、交流ジョセフソン効果 5.12より、
　 V = !
2e
dθ
dt
　 = Φ0
2π
dθ
dt
(5.14)
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𝐼
𝐽𝐽𝑅 𝐶 𝑉
𝐼𝐶 sin 𝜃
Fig.5.4 ジョセフソン接合等価回路モデル (RCSJ model)の回路図。
(ただし、Φ0(= h/2e = 2.068× 10−15[Wb])は磁束量子、IC は臨界電流値)
式 (5.13)に式 (5.11), (5.14)を代入して θ について解けば、次に示すような運動方程式を得る。
mθ θ¨ +
mθ
RC
θ˙ +
∂U(θ)
∂θ
= 0 (5.15)
ただし、
mθ = C
(
Φ0
2π
)2
(5.16)
U(θ) = −EJ[αθ + cos θ] (5.17)
EJ =
ICΦ0
2π
(5.18)
α =
I
IC
(< 1) (5.19)
である。この運動方程式は、U(θ)により表されるポテンシャルの上を mθ の質量をもつ仮想的な粒
子が転がるときのダイナミクスを表わしている。なお、ここで EJ はジョセフソンエネルギーである。
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𝑈𝐽
𝜃
ゼロ電圧状態
(超伝導状態)
有限電圧状態
(常伝導状態)
𝐼𝑏𝑖𝑎𝑠：大
Fig.5.5 洗濯板型ポテンシャル。
Fig.5.5 にポテンシャルの模式図を示した。バイアス電流に比例する α が大きくなると、ポテン
シャルも傾いていく様子がわかり、このように傾きを持った cosine(sine)ポテンシャルのことを洗濯
板型ポテンシャル (washboard potential)という。このポテンシャル障壁の高さ U0 は次式のように
なる。
U0(α) = EJ
(
−πα+ 2
(
α sin−1 α+
(
1− α2) 12))
= EJ
(√
1− α2 − α arccos (α)
)
(5.20)
仮想粒子は、ポテンシャル井戸の底ではプラズマ周波数
ωα = ωp0(1− α2) 14 (5.21)
で振動している。ωp0 は、バイアス電流を印加していない時のプラズマ周波数で、
ωp0 =
√
2πIC
Φ0C
(5.22)
である。
さて、RCSJモデルにジョセフソン効果の式を代入して式 (5.15)の運動方程式が得られたというこ
の事実は、ジョセフソン接合の状態を洗濯板型ポテンシャル上を運動する仮想粒子のダイナミクスに
なぞらえて理解することができるということである。両者の対応関係を、次の Table 5.1に示す。
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Table 5.1 ジョセフソン接合の状態と仮想粒子の運動の対応関係
ジョセフソン接合の状態 仮想粒子の運動状態
超伝導状態 粒子がポテンシャル井戸の底でプラズマ振動し留
まっている状態
常伝導状態 粒子がポテンシャル井戸から脱出しポテンシャル
上を転がり落ちている状態
5.2.3 ポテンシャルからの脱出
次に、本節ではジョセフソン接合における超伝導状態から常伝導状態への状態遷移 (スイッチング)
過程について説明していく。前節で述べたように、接合の状態は仮想粒子の運動になぞらえることが
できる。そうするとこの状態遷移は、仮想粒子がポテンシャル井戸から脱出して傾いたポテンシャル
の坂を転がり落ちていくという力学モデルと対応づけられる。このとき、仮想粒子のポテンシャルか
らの脱出過程には、Fig.5.6に示す通り、熱活性 (Thermal Activation; TA)と巨視的量子トンネリン
グ (Macroscopic Quantum Tunneling; MQT) の 2 通りが存在することが知られている。どちらの
脱出過程が支配的かは温度に依存していて、熱活性による脱出とMQTによる脱出が等確率で起こる
温度をクロスオーバー温度 T ∗ [30, 31]という。この T ∗ より高温側では TAが支配的、T ∗ より低温
側ではMQTが支配的になっている。
𝜃
𝐸
𝜔𝑝
|0⟩
|1⟩
|2⟩
𝑈0
𝑇𝐴:熱活性
𝑀𝑄𝑇：
巨視的量子
トンネリング
Fig.5.6 仮想粒子の脱出過程。
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TA：熱活性による脱出過程
ポテンシャル井戸の底で留まっている仮想粒子に熱ゆらぎによる熱エネルギー kBT が与えられる
と、仮想粒子のプラズマ振動は活性化され、ポテンシャル障壁を乗り越えて脱出する。熱ゆらぎに
よる熱活性という古典的な現象に起因しており、この時の仮想粒子の脱出確率は次式により表され
る [39]。
ΓTA(α) = at
(ωp
2π
)
exp
(
−U0(α)
kBT
)
(5.23a)
at(α) =
4(√
1 + QkBT1.8U0(α) + 1
)2　 (5.23b)
Q = ωp0RqpC (5.23c)
ここで、α = I/IC(< 1)、ωp はプラズマ振動数、kB はボルツマン定数、T は温度、U0(α)はポテン
シャル障壁の高さ、Qは接合の Q値、C は接合の静電容量をそれぞれ表す。ただし、接合の Q値が
高くエネルギー散逸が十分に少ない場合は at = 1とみなせる。準粒子抵抗 Rqp は、ジョセフソン接
合の IVカーブに対して原点を通る接線を引いた時の傾きから、Rqp = (dV/dI)として求めることが
できる。
式 (5.23a) からも分かる通り、温度 T が高いほど脱出確率 ΓTA は大きくなる。つまり、この TA
による脱出過程は高温でより支配的になるということを意味している。
MQT：巨視的量子トンネリングによる脱出過程
TAが支配的になる温度領域から徐々に冷やしていくと、熱揺らぎによる脱出は段々と抑制されて
いくことになる。最終的に、熱活性による脱出がほとんど起きなくなる温度領域では、仮想粒子はポ
テンシャル障壁をトンネル効果によって通り抜け、ポテンシャル井戸から脱出するようになる。この
過程は、巨視的量子トンネリング (MQT)と呼ばれており、仮想粒子の量子揺らぎに起因した量子力
学的現象である。MQTによる仮想粒子の脱出確率は次式によって表される [40, 41]。
ΓMQT(α) = 12ωp(α)
√
5b
24π
exp (−b(α)) (5.24a)
b(α) =
36U0(α)
5!ωp(α)
(
1 +
0.87
Q
)
(5.24b)
ただし、TA の時と同様、接合の Q 値が十分に大きく散逸が少ない場合、b = 36U0(α)5!ωp(α) とみなせる。
式 (5.24a)を見ると明らかなように、MQTによる脱出確率は温度 T の因子を持たないことから、熱
活性が十分に抑制された極低温領域で支配的になるということが言える。
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5.2.4 測定方法
スイッチング電流分布
𝐼
𝑉
𝐼C
𝑂
𝐼SW
Fig.5.7 スイッチング電流測定時の IVカーブ模式図。
超伝導状態にあるジョセフソン接合にランプ波バイアス電流を印加していくと、臨界電流値付近で
超伝導状態から常伝導状態へ、TAまたはMQTどちらかの過程を経て状態遷移（スイッチング）す
る。スイッチングが起こると回路に抵抗が生じるため、電圧をモニタすることによりこのスイッチ
ングを判定することができる。スイッチングが起きた時のバイアス電流値を「スイッチング電流値
ISW」とよび、バイアス電流を印加してスイッチング電流を記録する手順を何度も繰り返し、ISW の
度数分布をとるとスイッチング電流分布 P (ISW ) を得ることができる。ランプ波バイアス電流を印
加した時のスイッチング電流分布は、一般に次式のように表される [42, 43]。
P (α) =
(
dα
dt
)−1
Γ(α) exp−
∫ α
0
Γ(α′)
(
dα′
dt
)−1
dα′ (5.25)
Γ(α) = ΓTA(α) + ΓMQT(α) (5.26)
また、実験により得たヒストグラムにおいて、ISW が小さい方から N番目のビンを P (N)とする
と、次式 (5.27)より、仮想粒子のポテンシャルからの脱出確率 ΓN が求まる [44]。
ΓN =
dI
dt
1
∆I
P (N)∑NMax
i=1 P (i)−
∑N
i=1 P (i)
(5.27a)
dI
dt
：バイアス電流掃引速度 (5.27b)
∆I：ヒストグラムのビン幅 (5.27c)
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希釈冷凍機の原理
1K pot
Still
Heat
Exchanger
Mixing
Chamber
3He Pump 4He PumpN2 Cold Trap
He Cold Trap
Vacuum Can
Helium Dewar
4He (T~4.2K)
3He (c相)
4He+6.4%3He (d相)
4He+1%3He (T~0.7K)
Fig.5.8 希釈冷凍機概略図。
希釈冷凍機とは、3Heと 4Heの mixtureを冷媒として循環させることにより、液体ヘリウム温度
(4.2 K) 以下の極低温を実現することができる装置である。Fig.5.8 に希釈冷凍機主要部の概略図を
示す。
はじめ、液体の 4Heで満たされた希釈冷凍機の中に 3Heガスを導入し混合していくと、3Heガス
は 1Kpot、Still、Heat Exchangerを介して液化され、Mixing Chanber(以下、M/Cと略す)に至る。
約 0.8 Kにおいて、3Heのみの c相と、6.4% だけ 3Heが 4Heに溶けた d相の 2層にM/C内で
分離する。この 2つの層に存在する 3Heのエントロピーを比べると、どちらも同じ 3Heではあるが
c相の方がわずかに低い。そこで d相から 3Heをポンピングして吸いだすと、c相から d相へと 3He
が溶けこんでいく。これは、3Heのエントロピーが断熱された系において増大するということを意味
しており、すなわち冷却が起こる。これをサイクリックに行うと定常状態では 3Heのみ循環させるこ
とができ、mKオーダーの極低温が実現される。
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測定系の概要
Shielded Room
Dilution Refrigerator
Sample Box
Sorb Stage (T~4.2K)
1K pot Stage (T~1.0K)
M/C Stage (T~100mK)
Sample
AD Converter
Amplifier
Bias Circuit
RC Filter
Low Pass Filter
Function Generator
PC
R Ratt
I
Oscilloscope
V
Copper Powder Filter
Fig.5.9 測定系の概略図。
Fig.5.9 に測定系の概略図を示す。希釈冷凍機の内部はいくつかの温度ステージに分かれていて、
サンプルはM/Cと同じ温度ステージにある。サンプルとM/Cの温度差は数 mKである。サンプル
はサンプルボックス内のユニバーサル基板上におかれ、Al ワイヤーと Au ワイヤーにより配線され
ている。サンプルから外部への測定ラインには、直径 0.4 mmの高インピーダンス同軸セミリジット
ケーブルを用い、外部からの熱流入とノイズの侵入を防いでいる。さらに外部から混入するノイズを
低減させるため、ローパスフィルタ (LPF)を希釈冷凍機外部に設置し、希釈冷凍機内部には、Sorb、
1Kpot、M/Cと同じ各温度ステージに 1つずつ RCフィルタ、さらにM/C上にはカーボンパウダー
フィルタを、そしてサンプル直前にはユニバーサル基板上に 1 kΩのチップ抵抗を配した。
スイッチング電流分布を測定する際に必要となるサンプルへのバイアスは、ランプ電圧波形によ
る。サンプルの温度上昇を防ぐため、バイアスを間欠的に印加している。S/N比を大きくし利得を上
げるため、ファンクションジェネレータからの出力 (バイアス)は Ratt により十分に減衰してからサ
ンプルへと印加される。接合を流れる電流は、基準抵抗 R(1 kΩ)の両端の電圧を測定することで求
められ、接合の電圧と電流はアンプを介してそれぞれ 50倍と 5倍に増幅してから A/D変換され、コ
ンピュータに記録される。
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なお、希釈冷凍機とアンプは静電遮蔽室 (シールドルーム)内部に設置されており、コンピュータや
ファンクションジェネレータ・オシロスコープはシールドルーム外に設置されている。
5.3 ジョセフソン接合列に関する先行研究
5.3.1 高温超伝導体固有ジョセフソン接合とユニバーサルスイッチング
第 5.1.2節で述べたように、Bi2212固有ジョセフソン接合は 1接合として取り出すことが困難なた
め、接合列として扱う必要がある。接合列では、1つ 1つの臨界電流値 IC が異なる場合と等しい場
合とで、その IV特性が変わることが分かっている。
• IC が異なる場合：単接合スイッチング
IC の小さい接合から順番にスイッチしていくため、IVカーブは 1つ 1つ枝分かれしたブラン
チを持つようになる。
• IC が等しい場合：マルチ接合スイッチング (ユニバーサルスイッチング)
全ての接合が同じタイミングでスイッチする。
一般に、単接合スイッチングは従来の 1 接合に対する理論の延長上で説明できると考えられてい
る。それぞれの接合でのスイッチングは独立な事象であるため、古典的な確率論から独立反復試行と
見なすことができるからである。この場合、N 接合に対する脱出確率 ΓN は、1接合の脱出確率 Γ1
を用いて ΓN = N × Γ1 と書ける。
一方、マルチ接合スイッチングの場合は、Jinらによって行われた研究によって
ΓN = N
2 × Γ1
のように、接合数に伴って指数関数的に増大するとの報告がある [32]。なお、Jin らが用いたのは
Bi2212固有ジョセフソン接合である。このようなマルチ接合スイッチングにおける脱出確率の増大
は、従来の 1接合に対する理論では説明できないものであった。
5.3.2 Nb/AlOx/Nb接合列での研究
固有ジョセフソン接合のような接合列における脱出確率の異常な増大についての研究が進展して
いない理由は主に 2 つある。第一には、単接合スイッチングと異なり、すでに確立されている 1 接
合の理論の延長上では接合列の振る舞いがまったく説明できないという理由が挙げられる。次いで、
MQT領域での脱出確率に対し厳密な解を得るにはインスタントン法と呼ばれる経路積分を実行しな
くてはいけないが、接合列の場合は変数が非常に多くなってしまい、解析的にも数値的にも解くこと
ができないということが第二の理由である。この様に、理論的なアプローチが困難であることから、
対象とする物理現象に関わる因子を制御下において実験していくことで、何が本質的な因子なのかを
探るという構成論的手法が有効と考えられる。
5.3ジョセフソン接合列に関する先行研究 51
Nb接合列と固有ジョセフソン接合の類似性
Fig.5.10に、金属系超伝導体による SIS型ジョセフソン接合と、固有ジョセフソン接合の断面模式
図を示した。図中の矢印の向きにはジョセフソン電流が流れている。このトンネル電流により、絶縁
層内部では矢印の向きに電場が発生する。模式図左側に示された SIS型ジョセフソン接合では、フェ
ルミ遮蔽に起因する電荷遮蔽長 (charge screening length) よりも超伝導層の厚みが上回っているた
め、絶縁層内での電気力線は向かい合った最近傍の超伝導体表面間で収束する。一方、模式図右側に
示した固有ジョセフソン接合では、その超伝導層は非常に薄く、膜厚は電荷遮蔽長よりも短い。従っ
て、絶縁層内部で発生した電気力線は、Fig.5.10右図中の [a]と [c]に示した通り、超伝導層を貫いて
次の超伝導層まで届き収束する。この効果により、接合間に静電結合が生じる可能性が理論的に示唆
されている [45, 46]。この静電結合を考慮すると、固有ジョセフソン接合は Fig.5.11に示すような回
路で等価的に表すことが出来るだろう。
ジョセフソン接合列
－ － －
＋ ＋ ＋
＋ ＋ ＋
－ － －
固有ジョセフソン接合
－ －
(＋)
＋
(－)
＋
[a] [b] [c]
電荷遮蔽長
絶縁層
超伝導層
Fig.5.10 金属系超伝導体 SIS型ジョセフソン接合と固有ジョセフソン接合の模式図。
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𝐼𝐶 sin 𝜃𝑙−1
C
R
𝐼𝐶 sin 𝜃𝑙+1
C
R
𝐼𝐶 sin 𝜃𝑙
C
R
LLL
ε𝐶𝑃
ε𝐶𝑃ε𝐶𝑃
ε𝐶𝑃
Fig.5.11 静電結合を考慮した集中定数回路。
この集中定数回路と、固有ジョセフソン接合との違いは 2つある。1つは、電気力線の貫き方であ
る。固有ジョセフソン接合は、電気力線がジョセフソン接合を構成する超伝導体の内部を貫く。一
方、等価回路モデルは、接合の外側に静電結合を持っているため、超伝導体内部を貫いているわけで
はない。もう 1つは、実際に作製したサンプルにおける超伝導の性質である。集中定数回路は金属系
超伝導体で作製することになるが、固有ジョセフソン接合は高温超伝導体であるため、前者は s波超
伝導、後者は d波超伝導という異なる性質をもった超伝導での比較になる。d波超伝導は、s波超伝
導に比べてノード準粒子が多いなどの違いが知られているが、猪股らの研究 [29]により、MQT特性
などに関してはさほど影響しないことが明らかにされている。
Nb/AlOx/Nb接合列を用いた先行研究
片山は、固有ジョセフソン接合における静電結合の影響を調べるため、Fig.5.11の回路図で示され
たデバイスを用いて実験を行なった [34]。この実験で使用されたサンプルは、ISTECの Nb標準プ
ロセス (ISTEC STD2)により作製されている。さて、先述の通り、この集中定数回路と固有ジョセ
フソン接合の系は厳密には一致しない。しかし、片山はまったくその影響について知られていない静
電結合がどのような効果を持つのか、集中定数回路での結果と Fig.5.12に示す回路での結果とを比較
することによって明らかにしようとした。
𝐼𝐶 sin 𝜃𝑙−1
C
R
𝐼𝐶 sin 𝜃𝑙+1
C
R
𝐼𝐶 sin 𝜃𝑙
C
R
LLL
Fig.5.12 静電結合を考慮していない接合列の等価回路。
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ところが、この静電結合が考慮されていない接合列 (Fig.5.12)に対するスイッチング電流分布から
算出された仮想粒子の脱出確率 (Fig.5.13)を見ると、このケースでも接合数に伴い脱出確率が飛躍的
に増大している。すなわち、静電結合の有無に関わらず、接合列そのものに脱出確率を増大させるよ
うな何かしらの仕組みが隠されているように見えるということである。
TA領域
𝐼𝑆𝑊 𝜇𝐴
Γ
𝐼 𝑆
𝑊
𝑠𝑒
𝑐−
1
MQT領域
𝐼𝑆𝑊 𝜇𝐴
Γ
𝐼 𝑆
𝑊
𝑠𝑒
𝑐−
1
Fig.5.13 静電結合が無い接合列に対する脱出確率 Γ [34]。
第 5.3.1節で述べた通り、固有ジョセフソン接合では N2 倍で脱出確率が増大する [32]という結果
だった。比較のためにも、この Fig.5.13の結果を改めて解析してみよう。N のべき乗をプリファク
ターとして
ΓN = N
βΓ1
となるよう試行的にフィッティングすると、各データに対する β の値は Table.5.2の通り求まる [34]。
Table 5.2 片山により見積もられた β の値
温度領域 5接合の β 10接合の β
TA領域 8 9
MQT領域 24 30
固有ジョセフソン接合での N2 倍の増大と比較すると、はるかに脱出確率が大きくなっていること
がわかる。ここまでの飛躍的な増大を説明するモデルはまだ提案すらされていないだけでなく、静電
結合のない単純な接合列でも増大現象が起きるということ自体が、従来の理論では説明することので
きないものであった。加えて、接合列を解析するための方法論すら確立されていない。静電結合の影
響について議論するよりもまず、単純な接合列の力学特性を明らかにすべきである。
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5.4 Nb/AlOx/Nb接合列における多接合効果
第 5.3.2節での先行研究結果を踏まえ、本研究では直列接続構造と超伝導物性が脱出確率の接合数
依存性にどのような影響を及ぼすのかを調べることにした。そこで、Fig. 5.14に示す 2種類のジョ
セフソン接合列を用意した。Single-chip 接合列は同一チップ内で接続されたジョセフソン接合列で
あり、接合から接合へクーパー対がそのまま伝導するため接合間の量子コヒーレンスは保たれている
と考えられる。一方、Multi-chip 接合列は異なるチップ上の単接合同士を常伝導体である Au を用
いたワイヤーで配線し接続した接合列である。Au内ではクーパー対は壊れるため、接合間の量子コ
ヒーレンスは失われていると考えられる。つまり、直列接続構造そのものは同じまま、超伝導性の在
り方を変えたこれらの接合列を比較することにより、ジョセフソン接合列における多接合効果を検証
していく。
Au
()
固有ジョセフソン接合を
人工的に再現した
Nb/AlOx/Nb接合列
N=5
N=10
N=1
Single-chip 接合列 Multi-chip 接合列
あり接合間量子コヒーレンス なし
接合間量子
コヒーレンス
IC sin ✓l 1 IC sin ✓l+1IC sin ✓l L
R
C CC
RR
LLIC sin ✓l 1 I si l+1IC sin ✓l L
R
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RR
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RR
LLIC sin ✓l 1 IC sin ✓l+1IC sin ✓l L
R
C CC
RR
L !" sin &(!" sin &'
Fig.5.14 Single-chip接合列とMulti-chip接合列。
5.4.1 単接合と見なした Single-chip接合列の解析
Multi-chip接合列との比較実験を行う前に、接合列を従来理論で解析する一つの試みとして、N 接
合列を 1接合と見なすという新しい観点に基づく解析を行う。
まず、第 5.3.2節で見てきた通り、静電結合のない Nbジョセフソン接合列における脱出確率の異
常な上昇は、N のべき乗といったオーダーのプリファクターでは説明することができないほど莫大な
ものである。脱出確率の増大はあまりにも急激すぎて、そこに潜在している変化の規則性に気付くこ
とは難しい。式 (5.20)と式 (5.23)並びに式 (5.24) を見ると、EJ は exponentialの肩に乗っている因
子だと分かる。すなわち、EJ の変化そのものはそれほど急激でなく、接合数依存性を同じオーダー
で捉えられると予想できる。また、脱出確率が増大するということは、仮想粒子と仮想粒子が脱出す
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るポテンシャルとの関係が実効的に脱出しやすいものに変化しているということを意味している。印
加しているバイアス電流は一定なので、仮想粒子のプラズマ振動が変化していないと仮定すれば、ポ
テンシャルの実効的な高さが変化していると捉え直すことは妥当であろう。式 (5.23), (5.24) より、
EJ はポテンシャル障壁の高さ U0(α)を決める因子でもある。ここで、式 (5.17), (5.20), (5.18)を再
掲し、仮想粒子が脱出するポテンシャル U(θ)とポテンシャル障壁の高さ U0(α)の表式を確認してお
こう。
U(θ) = −EJ(αθ − cos θ) (5.17)
U0(α) = EJ
(
−πα+ 2
(
α sin−1 α+
(
1− α2) 12))
= EJ
(√
1− α2 − α arccos (α)
)
(5.20)
EJ(IC) =
ICΦ0
2π
(5.18)
臨界電流値 Icの同定
まずは、EJ を算出するため、スイッチング電流分布のデータから接合列を 1つの接合と見立てた
場合の IC を同定した。式 (5.23)–(5.26) を用い、IC を唯一のフリーパラメータとして理論値を算出
し、実験データをフィッティングすることによって IC を同定した。接合列に限らず、一般にジョセ
フソン接合の IC は厳密に実験から求めることはできない。これは、測定に伴うノイズによって IC
が抑制されてしまうことが原因である。したがって、今回のような理論値フィッティングによる IC
の同定は最も良い IC 同定手法と言える。1, 5, 10接合それぞれに対する 4.2 K、1.0 K、400 mKで
の結果を Fig.Fig. 5.15 (a)–(c)に示す。点で示されているのが実験値であり、実線がフィッティング
した時の理論値を表わしている。フィッティングにより同定した IC の値を Table 5.3に示す。
Table 5.3 接合列を 1つの接合と見なした時の IC。
温度 1接合の IC 5接合の IC 10接合の IC
4.2K 128.2[µA] 125.9[µA] 123.6[µA]
1.0K 138.0[µA] 134.9[µA] 133.0[µA]
400mK 137.2[µA] 134.2[µA] 132.3[µA]
どの温度領域においても、接合数が増えるに従って IC の値は減少するという傾向が見て取れる。
接合数が増えることにより、1 接合の IC に対してどれだけの割合で IC が減少していくかを調べる
と、測定温度に関係なく 1接合あたり約 0.36% だけ減少していくことが分かった。
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Fig.5.15 Single-chip接合列におけるスイッチング電流分布。
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EJ の接合数依存性
次に、同定した IC を元に、式 (5.18)を用いて EJ を算出した。得られた結果を Fig.5.16に示す。
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Fig.5.16 単接合と見なした場合における EJ の接合数依存性。
接合数が増えたとき、EJ がほぼ線形に単調減少している。これは、接合数に伴ってポテンシャル
が低くなっていることを意味している。ここで注目すべき点は、この EJ の接合数依存性が温度に関
わらずほぼ一定の変化を示したということである。ここで再度、式 (5.23a), (5.24a)に示した脱出確
率の表式を見てみよう。
ΓTA(α) = at
(ωp
2π
)
exp
(
−U0(α)
kBT
)
(5.23a)
ΓMQT(α) = 12ωp(α)
√
5b
24π
exp (−b(α)) (5.24a)
TA領域の式には温度の変数 T が含まれているが、MQT領域の式には含まれていない。このMQT
領域でも TA領域と同様の EJ の変化が確認できたことから、これは温度揺らぎ・熱ノイズによるも
のとは考えにくい。このメカニズムについては本解析結果からだけでは判明しないものの、これまで
に知られていない新たな現象に起因したものである可能性が高いと考えられる。
このように、N 接合列を単接合と見なし EJ について計算することで、脱出確率の変動を実効的な
ポテンシャル高さの変動と結びつけて理解しうることが明らかになった。このような解析を行った先
行研究は知られておらず、従来理論の枠組みで多接合効果を理解するための一つの方法として有効だ
と期待できる。
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5.4.2 Single-chip接合列とMulti-chip接合列との比較実験
では、本節の冒頭で述べた通り、Single-chip接合列とMulti-chip接合列それぞれ脱出確率を調べ、
直列接続構造と接合間量子コヒーレンスが脱出確率の接合数依存性にどのような影響を及ぼすのかを
検証していこう。
Single-chip接合列とMulti-chip接合列についてスイッチング電流分布を調べ、式 (5.27)を用いて
脱出確率 ΓN を算出した結果について Fig. 5.17と Fig. 5.18にそれぞれ示す。なお、Single-chip接
合列のスイッチング電流分布は Fig. 5.15に示されているが、Multi-chip接合列に対するスイッチン
グ電流分布のグラフは割愛した。
まず、Single-chip接合列については、どの温度領域についても接合数の増加に伴って脱出確率も爆
発的に増大するという、先行研究で知られているものと定性的に一致する結果が得られた。
一方、Multi-chip接合列では、どの温度領域においても 1接合と 2接合のスイッチング電流分布の
差は、Single-chip接合列で見られたほど大きくはなかった。古典的な温度領域である 4.2 Kにおい
て、2接合の脱出確率は 1接合の脱出確率の約 2倍であった。今回接続した 2つの接合の IC がほぼ
等しいことを考慮し、それぞれの接合が独立にスイッチングしていたと仮定すれば、2接合の脱出確
率は、独立事象に対する古典的な確率論によって 2 倍になることがすぐに分かる。接合間の量子コ
ヒーレンスが失われていると考えられる Multi-chip接合列に対する結果として、この現象はとても
自然な結果であると結論できる。他方、900 mKと 650 mKの低温領域では、1接合に対して 2接合
の脱出確率が減少するという、これまでとは真逆の結果となった。今回のデータから
ΓN ≈ 1
N3
× Γ1
と N 依存性を見積もることができたが、N のサンプル数が少なすぎるため定量的な議論をするため
にはさらなる検討が必要である。ただし、半古典近似 (WKB近似)に基づく、2つの接合が同位相で
あることを仮定した位相同期モデル [34]では、接合数に伴って脱出確率が減少するということが理論
的に予想されている。そこで、この位相同期モデルに従って 2接合の脱出確率を計算し本結果と比較
してみた。ところが、位相同期モデルの理論値ほど脱出確率は減少しておらず、今回得られた結果と
は定量的に合致しないことが確かめられた。
このMulti-chip接合列のMQT領域で脱出確率が減少した現象について、第 5.4.1節で用いた「単
接合と見なす」観点から考察してみよう。まず、2接合列での脱出確率の減少は微々たるものである
から、単接合と見なした場合の EJ がダイナミックに変化していると捉えるのはやや不自然であり、
ポテンシャル高さそのものはあまり変わらないと言えるだろう。脱出確率の変化は仮想粒子とポテン
シャルとの相対関係によって理解できるはずである。ポテンシャル高さは変化せず、仮想粒子とポテ
ンシャルの相対的な関係が変化するという 2点を同時に満足する描像としては、ポテンシャル井戸内
での仮想粒子の位置 (仮想粒子の存在するエネルギー準位)が変化するというモデルを挙げることが
できる。すなわち、2接合列では、何らかの要因によって仮想粒子が存在するエネルギー準位が低く
なっていて、仮想粒子にとってポテンシャルがより高く感じられる状態になっているという状況が生
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まれていると想像できる。仮想粒子がポテンシャル内のどの位置に存在しているかという点に注目し
た解析は、脱出確率が増大する現象に対しても何らかの示唆を与える可能性がある。ポテンシャル井
戸内における仮想粒子のエネルギー準位に関しては接合にマイクロ波を照射して仮想粒子を共鳴励起
させることによりその情報を得ることが出来る。この描像は現在は単なる予想でしかないが、こうし
た共鳴励起の実験も合わせて行なっていくことで、より踏み込んだ議論が可能になると期待できる。
Single-chip接合列とMulti-chip接合列における脱出確率の接合数依存性の違いは、何に起因する
のであろうか。主たる違いはもちろん接合間に挿入した常伝導体の有無であるが、Multi-chip接合列
がワイヤーボンディングにより接続されていることに注意すれば、接合間距離の違いも無視できない
要素である。ただし、Auワイヤーの距離に比べて超伝導の侵入長がはるかに短いため、この 2つの
要素はどちらも接合間に働く量子コヒーレンスを損失させるという点で同じ効果を持っていると考え
られる。具体的なメカニズム解明のためには、接合間距離を変えた Single-chip接合列や、超伝導体
である AlワイヤーによってボンディングしたMulti-chip接合列での実験など、より一層の検証が必
要ではあるが、接合間量子コヒーレンスが脱出確率の接合数依存性に何らかの影響を及ぼしているこ
とは本研究により明らかになったと結論できる。
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Fig.5.17 Single-chip接合列における脱出
確率。
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5.5 本章のまとめ
本章では、高温超伝導体 Bi2212固有ジョセフソン接合の量子ビット応用を目指し、直列接続され
たジョセフソン接合列の巨視的量子トンネリングについて、接合数に伴う脱出確率変動メカニズムの
解明に向けた研究を行なった。金属系超伝導体である Nb/AlOx/Nbジョセフソン接合列を用い、接
合間に常伝導体が挿入された接合列 (Multi-chip接合列)と接合間に常伝導体が挿入されていない接
合列 (Multi-chip接合列)の脱出確率を比較することで、接合間に働く量子コヒーレンスが脱出確率
に与える影響を実験によって調べた。
得られた結果を Table 5.4 にまとめた。Single-chip 接合列では、古典力学が支配的となる高温の
TA領域と量子力学が支配的となる低温のMQT領域どちらの温度領域についても、接合数の増加に
伴って脱出確率は爆発的に増大することがわかった。この傾向は高温超伝導体 Bi2212固有ジョセフ
ソン接合での観測結果と定性的に一致するものである。一方Multi-chip接合列の場合、TA領域では
古典的確率論で理解される結果が得られた。MQT領域では接合数の増加に伴って脱出確率が減少す
るという、これまでの傾向とは真逆の結果が得られた。こうした結果はこれまでに全く報告のない現
象であるが、半古典近似 (WKB近似)による解析結果と定性的に一致するものであった。Single-chip
接合列と Multi-chip接合列との主たる違いは接合間に挿入された常伝導体の有無であるため、両者
の結果の差は接合間量子コヒーレンスの影響であることを示唆する結果と言える。今後、Single-chip
接合列やMulti-chip接合列の回路設計を変えながら実験していくことでどの回路パラメータが脱出
確率にどういった影響を与えるか明らかにしていけば、ジョセフソン接合列の集団的特性について解
明することができるであろう。本結果は、理論計算が不可能なジョセフソン接合列の量子ダイナミク
ス解明に向けた重要な知見であり、接合列を用いた断熱的量子計算の実装に向けて重要な成果である。
Table 5.4 Single-chip接合列とMulti-chip接合列における脱出確率の接合数依存性。
Single-chip Samples Multi-chip Samples
TA MQT TA MQT
4.2 K
1.0 K
4.2 K
900 mK
400 mK 650 mK
Γ10 ≫ Γ5 ≫ Γ1 Γ2 ≈ 2× Γ1 Γ2 < Γ1
第 6章
結論
各章で取り上げた論点、本研究の取り組みとその結果、並びに関連研究について表にまとめ下記に
示す。
非ノイマン型コンピュータの有力な候補として、あるいは量子力学研究の一環として主に学術的興
味から研究されていた量子コンピュータは、ここ約 20年で飛躍的な進歩をとげ産業応用のフェーズ
へ突入しつつある。量子コンピュータが実現可能かを問う時代から、量子コンピュータをどう大規模
化・システム化し活用するかを議論する時代への転換期にあると言えるだろう。量子コンピュータの
大規模化に向けては、エネルギーギャップの大きい高温超伝導体の量子ビット応用が検討されるべき
である。本研究で取り組んだジョセフソン接合列のMQT特性に関する実験では、高温超伝導体量子
ビット応用に向けその物性解明の足がかりとなる重要な知見が得られたと確信する。また、量子コン
ピュータをどういった問題に応用するかという観点からは、現在知られている量子計算アルゴリズム
の延長上での検討だけではなく、有用な量子計算アルゴリズムを新たに生み出していく研究が重要と
考える。本研究で取り組んだ量子計算アルゴリズム自動獲得はまさにこの視点に立った研究であり、
脳型計算の知見を応用した断熱的量子計算によって学習機能が実現可能であるという本研究成果は、
今後ますます発展するであろう量子計算アルゴリズム研究分野に重要な知見をもたらすものと期待で
きる。
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第 2章
論点 本研究の取り組み 結果・成果 関連研究
断熱的量子計算を基に
してパターンの記銘は
可能か？
ニューロ様断熱的量子
計算を応用した量子連
想記憶アルゴリズムを
考案した。4 量子ビッ
トネットワークを用い
て、その記憶性能を評
価した。
自己相関行列を変換し
たニューロ様ハミルト
ニアンの基底状態に記
銘パターンと対応する
状態が重ね合わせ状態
として記憶された。記
銘パターン数が増えて
も記憶性能が落ちるこ
とはなく、理論的には
非常に大きい記憶容量
(2N−1) をもつ。
断熱的量子計算を基に
したパターン記銘手法
は知られていない。
ニューロ様ハミルトニ
アンの基底状態から記
憶事項を取り出し、連
想想起することは可能
か？
量子ビットの状態を
局所的に固定し、連想
キーを外場として与え
る手法を考案した。4
量子ビットネットワー
クを用いて、その想起
確率を評価した。
十分に大きな外場を
加え連想キーを付与
すれば、比較的高い確
率で想起できる。記銘
パターン数 M 増加に
伴って想起性能が落ち
る点は課題である。
量子論理ゲートを用い
た連想記憶モデル [21]
が知られている。原理
的には 100% の想起
性能を持つとされる
が、ハードウェア化を
考慮すると本提案手法
の方が実現可能性は高
い。
ニューロ様ハミルトニ
アンとイジングハミル
トニアンでは、量子連
想記憶としての性能は
変わるのか？
ニューロ様ハミルトニ
アンとイジングハミル
トニアンの両方で量子
連想記憶を実装し、4
量子ビットネットワー
クでの想起性能を比較
した。
M が小さい領域では
イジングハミルトニア
ンの方が想起性能はよ
かったが、両者に著し
い性能差は確認できな
かった。
こうした比較を行った
例は知られていない。
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第 3章
論点 本研究の取り組み 結果・成果 関連研究
学習によってニュー
ロ様ハミルトニアンを
獲得することはできる
か？
ボルツマンマシンの
学習則を模倣した量子
ヘブ・反ヘブ学習則を
考案した。9 量子ビッ
トネットワークを用い
て、提案した学習則の
動作検証を行った。
量子ヘブ学習と併用し
て量子反ヘブ学習を適
切に運用することで最
適な量子ビット間結合
を自動獲得できること
が分かった。
量子ボルツマンマシ
ン [47] が提案されて
いるが、具体的な荷重
値更新手続きそのもの
は本提案手法よりも複
雑である。
量子連想記憶への応用
は可能か？
学習によって獲得した
ニューロ様ハミルトニ
アンを応用した量子連
想記憶の想起性能を評
価した。
非常に高い想起性能を
示した。学習性能の向
上が量子連想記憶の想
起性能向上にも寄与す
ることが明らかになっ
た。
古典連想記憶、及び逐
次学習則を行わなかっ
た量子連想記憶と比較
し、想起性能が向上し
ていることが明らかに
なった。
第 4章
論点 本研究の取り組み 結果・成果 関連研究
量子学習則を実現する
ハードウェア構成はど
の様なものか？
JJ 結合型電荷量子ビ
ットを用いたハードウ
ェア構成を考案した。
第 3 章と同様の学習
と連想記憶に関する動
作検証を行った。
プロトタイプとしての
原理的有効性を確認。
ただし結合器の非対称
性によってエラーが起
き、学習後ハミルトニ
アンを用いた想起性能
は理論値よりも低い。
逐次学習アルゴリズム
を実現する量子計算シ
ステムは知られていな
い。
第 5章
論点 本研究の取り組み 結果・成果 関連研究
ジョセフソン接合列
における接合数に伴う
MQT脱出確率の変動
は何によって引き起こ
されているのか？
Nb/AlOx/Nb ジョセ
フソン接合を用いた
Single-chip 接合列と
Multi-chip 接合列の
MQT 特性を比較し
た。
接合間に量子コヒーレ
ンスが保たれていると
脱出確率増大現象が起
きる。量子コヒーレン
スが保たれていない場
合、古典理論及び半古
典近似の結果と定性的
に一致する。
接合間に働く静電結合
が関与しているとの理
論的示唆はあるが、本
研究では静電結合が介
在しなくても同現象が
起こることを確認して
いる。
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