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We consider the general (stochastic) contextual bandit problem under the realizability assumption, i.e., the
expected reward, as a function of contexts and actions, belongs to a general function class F . We design a
fast and simple algorithm that achieves the statistically optimal regret with only O(log T ) calls to an offline
least-squares regression oracle across all T rounds. The number of oracle calls can be further reduced to
O(log logT ) if T is known in advance. Our results provide the first universal and optimal reduction from
contextual bandits to offline regression, solving an important open problem in contextual bandits. A direct
consequence of our results is that any advances in offline regression immediately translate to contextual
bandits, statistically and computationally. This leads to faster algorithms and improved regret guarantees
for broader classes of contextual bandit problems.
1. Introduction
The contextual bandit problem is a fundamental framework for online decision making and inter-
active machine learning, with diverse applications ranging from healthcare (Tewari and Murphy
2017, Bastani and Bayati 2020) to electronic commerce (Li et al. 2010, Agarwal et al. 2016), see a
NIPS 2013 tutorial (link) for the theoretical background, and a recent ICML 2017 tutorial (link)
for further illustrations on its practical importance.
Broadly speaking, approaches to contextual bandits can be classified into two categories (see
Foster et al. 2018): realizability-based approaches which rely on weak or strong assumptions on the
model representation, and agnostic approaches which are completely model-free. While many dif-
ferent contextual bandit algorithms (realizability-based or agnostic) have been proposed over the
past twenty years, most of them suffer from either theoretical or practical issues (see Bietti et al.
2018). Existing realizability-based algorithms built on upper confidence bounds (e.g., Filippi et al.
2010, Abbasi-Yadkori et al. 2011, Chu et al. 2011, Li et al. 2017) and Thompson sampling (e.g.,
Agrawal and Goyal 2013, Russo et al. 2018) rely on strong assumptions on the model represen-
tation and are only tractable for specific parametrized families of models like generalized linear
models. Meanwhile, agnostic algorithms that make no assumption on the model representation
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2(e.g., Dudik et al. 2011, Agarwal et al. 2014) may lead to overly conservative exploration in practice
(Bietti et al. 2018), and their reliance on an offline cost-sensitive classification oracle as a subrou-
tine typically causes implementation difficulties as the oracle itself is computationally intractable
in general. At this moment, designing a provably optimal contextual bandit algorithm that is
applicable for large-scale real-world deployments is still widely deemed a very challenging task (see
Agarwal et al. 2016, Foster and Rakhlin 2020).
Recently, Foster et al. (2018) propose an approach to solve contextual bandits with general model
representations (i.e., general function classes) using an offline regression oracle — an oracle that
can typically be implemented efficiently and has wide availability for numerous function classes
due to its core role in modern machine learning. In particular, the (weighted) least-squares regres-
sion oracle assumed in the algorithm of Foster et al. (2018) is highly practical as it has a strongly
convex loss function and is amenable to gradient-based methods. As Foster et al. (2018) point out,
designing offline-regression-oracle-based algorithms is a promising direction for making contextual
bandits practical, as they seem to combine the advantages of both realizability-based and agnos-
tic algorithms: they are general and flexible enough to work with any given function class, while
using a more realistic and reasonable oracle than the computationally-expensive classification ora-
cle. Indeed, according to multiple experiments and extensive empirical evaluations conducted by
Bietti et al. (2018) and Foster et al. (2018), the algorithm of Foster et al. (2018) “works the best
overall” among existing contextual bandit approaches.
Despite its empirical success, the algorithm of Foster et al. (2018) is, however, theoretically sub-
optimal — it could incur Ω˜(T ) regret in the worst case. Whether the optimal regret of contextual
bandits can be attained via an offline-regression-oracle-based algorithm is listed as an open problem
in Foster et al. (2018). In fact, this problem has been open to the bandit community since 2012
— it dates back to Agarwal et al. (2012), where the authors propose a computationally inefficient
contextual bandit algorithm that achieves the optimal O(
√
KT log |F|) regret for a general finite
function class F , but leave designing computationally tractable algorithms as an open problem.
More recently, Foster and Rakhlin (2020) propose an algorithm that achieves the optimal regret
for contextual bandits assuming access to an online regression oracle (which is not an offline
optimization oracle and has to work with an adaptive adversary). Their finding that contextual
bandits can be completely reduced to online regression is novel and important, and their result is
also very general: it requires only the minimal realizability assumption, and holds true even when
the contexts are chosen adversarially. However, compared with access to an offline regression oracle,
access to an online regression oracle is a much stronger (and relatively restrictive) assumption.
In particular, optimal and efficient algorithms for online regression are only known for specific
function classes, much less than those known for offline regression. Whether the optimal regret of
3contextual bandits can be attained via a reduction to an offline regression oracle is listed as an
open problem again in Foster and Rakhlin (2020).
In this paper, we give the first resolution to the above open problem repeatedly mentioned in
the literature (Agarwal et al. 2012, Foster et al. 2018, Foster and Rakhlin 2020). Specifically, we
provide the first optimal black-box reduction from contextual bandits to offline regression, with only
the minimal realizability assumption. The significance of this result is that it reduces contextual
bandits, a prominent online decision-making problem, to offline regression, a very basic and common
offline optimization task that serves as the building block of modern machine learning. A direct
consequence of this result is that any advances in solving offline regression problems immediately
translate to contextual bandits, statistically and computationally. Note that such online-to-offline
reduction is highly nontrivial (and impossible without specialized structures) for online learning
problems in general (Hazan and Koren 2016).
Our reduction is accomplished by a surprisingly fast and simple algorithm that achieves the
optimal O(
√
KT log(|F|T )) regret for general finite function class F with only O(logT ) calls to
an offline least-squares regression oracle over T rounds. The number of oracle calls can be further
reduced to O(log logT ) if T is known. Notably, this can be understood as a “triply exponential”
speedup over previous work: (1) compared with the previously known regret-optimal algorithm
Agarwal et al. (2012) for this setting, which requires enumerating over F at each round, our algo-
rithm accesses the function class only through a least-squares regression oracle, thus typically avoids
an exponential cost at each round; (2) compared with the sub-optimal algorithm of Foster et al.
(2018) which requires O˜(T 3/2) calls for non-convex F , and the classification-oracle-based algorithm
of Agarwal et al. (2014) which requires O˜(
√
KT/ log |F|) calls to a computationally expensive clas-
sification oracle, our algorithm requires only O(logT ) calls to a simple regression oracle, which
implies an exponential speedup over all existing provably optimal oracle-efficient algorithms, even
when we ignore the difference between regression and classification oracles; (3) when the number
of rounds T is known in advance, our algorithm can further reduce the number of oracle calls to
O(log logT ), which is an exponential speedup by itself. Our algorithm is thus highly computational
efficient.
The statistical analysis of our algorithm is also quite interesting. Unlike existing analysis of
other realizability-based algorithms in the literature, we do not directly analyze the decision out-
comes of our algorithm — instead, we find a dual interpretation of our algorithm as sequentially
maintaining a dense distribution over all (possibly improper) policies, where a policy is defined
as a deterministic decision function mapping contexts to actions. We analyze how the realizability
assumption enables us to establish uniform-convergence-type results for some implicit quantities
in the universal policy space, regardless of the huge capacity of the universal policy space. Note
4that while the dual interpretation itself is not easy to compute in the universal policy space, it is
only applied for the purpose of analysis and has nothing to do with our original algorithm’s imple-
mentation. Through this lens, we find that our algorithm’s dual interpretation satisfies a series of
sufficient conditions for optimal contextual bandit learning. Our identified sufficient conditions for
optimal contextual bandit learning in the universal policy space are built on the previous work of
Dudik et al. (2011), Agarwal et al. (2012) and Agarwal et al. (2014) — the first one is colloquially
referred to as the “monster paper” by its authors due to its complexity (link), and the third one is
titled as “taming the monster” by its authors due to its improved computational efficiency. Since
our algorithm achieves all the conditions required for regret optimality in the universal policy space
in a completely implicit way (which means that all the requirements are automatically satisfied
without explicit computation), our algorithm comes with significantly reduced computational cost
compared with previous work (thanks to the realizability assumption), and we thus title our paper
as “bypassing the monster”.
Finally, we extend all the above results to the case of general infinite function class F . For this
case, we state our results in a more general way: for any function class F , given an arbitrary
offline regression oracle with an arbitrary offline estimation error (or excess risk) guarantee, we
propose a fast and simple contextual bandit algorithm whose regret can be bounded by a function
of the offline estimation error, through only O(logT ) calls (or O(log logT ) calls if T is known) to
the offline regression oracle. We show that our algorithm is statistically optimal as long as the
offline regression oracle is statistically optimal. Notably, the above results provide a universal and
optimal “converter” from results of offline/batch learning with general function classes to results
of contextual bandits with general function classes. This leads to improved algorithms with tighter
regret bounds for many existing contextual bandit problems, as well as practical algorithms for
many new contextual bandit problems.
Overall, our algorithm is fast and simple, and our analysis is quite general. We believe that our
algorithm has the potential to be implemented on a large scale, and our approach may contribute
to deeper understanding of contextual bandits. We will go over the details in the rest of this article.
1.1. Learning Model
The general stochastic contextual bandit problem can be stated as follows. Let A be a finite set of
K actions and X be an arbitrary space of contexts (e.g., a feature space). The interaction between
the learner and nature happens over T rounds, where T is possibly unknown. At each round t,
nature samples a context xt ∈X and a context-dependent reward vector rt ∈ [0,1]A i.i.d. according
to a fixed but unknown distribution D, with component rt(a) denoting the reward for action a∈A;
the learner observes xt, picks an action at ∈ A, and observes the reward for her action rt(at).
5Notably, the learner’s reward rt(at) depends on both the context xt and her action at, and is a
partial observation of the full reward vector rt. Depending on whether there is an assumption about
nature’s reward model, prior literature studies the contextual bandit problem in two different but
closely related settings.
Agnostic setting. Let Π⊂AX be a class of policies (i.e., decision functions) that map contexts
x ∈ X to actions a ∈ A, and π∗ := argmaxpi∈ΠE(x,r)∼D[r(π(x))] be the optimal policy in Π that
maximizes the expected reward. The learner’s goal is to compete with the (in-class) optimal policy
π∗ and minimizes her (empirical cumulative) regret after T rounds, which is defined as
T∑
t=1
(rt(π∗(xt))− rt(at)).
The above setting is called agnostic in the sense that it imposes no assumption on nature.
Realizable setting. Let F be a class of predictors (i.e., reward functions), where each predictor
is a function f : X ×A→ [0,1] describing a potential reward model E[rt(a)|xt = x] = f(x,a). The
standard realizability assumption is as follows:
Assumption 1 (Realizability). There exists a predictor f ∗ ∈F such that ∀t= 1, . . . , T ,
E[rt(a)|xt= x] = f ∗(x,a), ∀x∈X , a∈A.
Given a predictor f ∈F , the associated reward-maximizing policy πf always picks the action with
the highest predicted reward, i.e., πf (x) = argmaxa∈A f(x,a). The learner’s goal is to compete with
the “ground truth” optimal policy πf∗ and minimizes her (empirical cumulative) regret after T
rounds, which is defined as
T∑
t=1
(rt(πf∗(xt))− rt(at)).
The above setting is called realizable in the sense that it assumes that nature can be well-specified
by a predictor in F .
We make some remarks on the above two settings from a pure modeling perspective. First, the
agnostic setting does not require realizability and is more general than the realizable setting. Indeed,
given any function class F , one can construct an induced policy class ΠF := {πf |f ∈F}, thus any
realizable contextual bandit problem can be reduced to an agnostic contextual bandit problem.
Second, the realizable setting has its own merit, as the additional realizability assumption enables
stronger performance guarantees: once the realizability assumption holds, the learner’s competing
policy πf∗ is guaranteed to be the “ground truth” (i.e., no policy can be better than πf∗), thus small
regret necessarily means large total reward. By contrast, in the no-realizability agnostic setting, the
“optimal policy in Π” is not necessarily an effective policy if there are significantly more effective
polices outside of Π. More comparisons between the two settings regarding theoretical tractability,
computational efficiency and practical implementability will be provided in §1.2.
61.2. Related Work
Contextual bandits have been extensively studied for nearly twenty years, see Chapter 5 of
Lattimore and Szepesva´ri (2018) and Chapter 8 of Slivkins (2019) for detailed surveys. Here we
mention some important and closely related work.
1.2.1. Agnostic Approaches Papers studying contextual bandits in the agnostic setting aim
to design general-purpose and computationally-tractable algorithms that are provably efficient for
any given policy class Π while avoiding the computational complexity of enumerating over Π (as the
size of Π is usually extremely large). The primary focus of prior literature is on the case of general
finite Π, as this is the starting point for further studies of infinite (parametric or nonparamet-
ric) Π. For this case, the EXP4-family algorithms (Auer et al. 2002, McMahan and Streeter 2009,
Beygelzimer et al. 2011) achieve the optimal O(
√
KT log |Π|) regret but requires Ω(|Π|) running
time at each round, which makes the algorithms intractable for large Π. In order to circumvent
the Ω(|Π|) running time barrier, researchers (e.g., Langford and Zhang 2008, Dudik et al. 2011,
Agarwal et al. 2014) restrict their attention to oracle-based algorithms that access the policy space
only through an offline optimization oracle — specifically, an offline cost-sensitive classification
oracle that solves
argmax
pi∈Π
t∑
s=1
r˜s(π(xs)) (1)
for any given sequence of context and reward vectors (x1, r˜1), · · · , (xt, r˜t) ∈ X × RA+. An oracle-
efficient algorithm refers to an algorithm whose number of oracle calls is polynomial in T over T
rounds.
The first provably optimal oracle-efficient algorithm is the Randomized UCB algorithm of
Dudik et al. (2011), which achieves the optimal regret with O˜(T 6) calls to the cost-sensitive clas-
sification oracle. A breakthrough is achieved by the ILOVETOCONBANDITS algorithm in the cele-
brated work of Agarwal et al. (2014), where the number of oracle calls is significantly reduced to
O˜(
√
KT/ log |Π|). The above results are fascinating in theory because they enable a “online-to-
offline reduction” from contextual bandits to cost-sensitive classification, which is highly non-trivial
for online learning problems in general (Hazan and Koren 2016). However, the practibility of the
above algorithms is heavily restricted due to their reliance on the cost-sensitive classification oracle
(1), as this task is computationally intractable even for simple policy classes (Klivans and Sherstov
2009) and typically involves solving NP-hard problems. As a result, the practical implementations
of the above classification-oracle-based algorithms typically resort to heuristics (Agarwal et al.
2014, Foster et al. 2018, Bietti et al. 2018). Moreover, the above algorithms are memory hungry:
since they must feed augmented versions of the dataset (rather than the original version of the
dataset) into the oracle, they have to repeatedly create auxiliary data and store them in memory.
7Therefore, these approaches do not perform well in practice (Bietti et al. 2018), and are generally
impractical for large-scale real-world deployments (Foster et al. 2018, Foster and Rakhlin 2020).
1.2.2. Realizibility-based Approaches In contrast to the agnostic setting where research
primarily focuses on designing general-purpose algorithms that work for any given Π, a majority
of research in the realizable setting tends to design specialized algorithms that work well for a
particular parametrized family of F . Two of the dominant strategies for the realizable setting
are upper confidence bounds (e.g., Filippi et al. 2010, Abbasi-Yadkori et al. 2011, Chu et al. 2011,
Li et al. 2017, 2019) and Thompson sampling (e.g., Agrawal and Goyal 2013, Russo et al. 2018).
While these approaches have received practical success in several scenarios (Li et al. 2010), their
theoretical guarantee and computational tractability critically rely on their strong assumptions on
F , which restrict their usage in other scenarios (Bietti et al. 2018).
To our knowledge, Agarwal et al. (2012) is the first paper studying contextual bandits with a
general finite F , under the minimal realizability assumption. They propose a eliminaton-based
algorithm, namely Regressor Elimination, that achieves the optimal O˜(
√
KT log |F|) regret.
However, their algorithm is computational inefficient, as it enumerates over the whole function
class and requires Ω(|F|) computational cost at each round (note that the size of F is typically
extremely large). The computational issues of Agarwal et al. (2012) are addressed by Foster et al.
(2018), who propose an oracle-efficient contextual bandit algorithm RegCB, which always accesses
the function class through a weighted least-squares regression oracle that solves
argmin
f∈F
t∑
s=1
ws(f(xs, as)− ys)2 (2)
for any given input sequence (w1, x1, a1, y1), · · · , (wt, xt, at, yt)∈R+×X ×A× [0,1]. As Foster et al.
(2018) mention, the above oracle can often be solved efficiently and is very common in machine
learning practice — it is far more reasonable than the cost-sensitive classification oracle (1). How-
ever, unlike Regressor Elimination, the RegCB algorithm is not minimax optimal — its worst-case
regret could be as large as Ω˜(T ). Whether the optimal O˜(
√
KT log |F|) regret is attainable for an
offline-regression-oracle-based algorithm remains unknown in the literature.
More recently, Foster and Rakhlin (2020) propose an algorithm that achieves the optimal regret
for contextual bandits using an online regression oracle. Their algorithm, namely SquareCB, is
built on the A/BW algorithm of Abe and Long (1999) (see also the journal version Abe et al. 2003)
originally developed for linear contextual bandits — specifically, SquareCB replaces the “Widrow-
Hofff predictor” used in the A/BW algorithm by a general online regression predictor, then follows the
same probabilistic action selection strategy as the A/BW algorithm. Foster and Rakhlin (2020) show
8that by using this simple strategy, contextual bandits can be reduced to online regression in a black-
box manner. While the implication that contextual bandits are no harder than online regression
is important and insightful, online regression with a general function class itself is a challenging
problem. Note that an online regression oracle is not an offline optimization oracle, which means
that algorithms for solving this oracle are not direct and have to be designed on a case-by-case basis
— while there is a beautiful theory characterizing the minimax regret rate of online regression with
general function classes (Rakhlin and Sridharan 2014), to our knowledge computational efficient
algorithms are only known for specific function classes. For example, consider the case of general
finite F , the online algorithm given by Rakhlin and Sridharan (2014) actually requires Ω(|F|)
computational cost at each round. Therefore, beyond the existing results of Foster and Rakhlin
(2020), a more thorough “online-to-offline reduction” from contextual bandits to offline regression
is highly desirable.
1.2.3. Empirical Evaluation and Summary Recently, Bietti et al. (2018) and Foster et al.
(2018) conduct some extensive empirical evaluations on different approaches to contextual ban-
dits. The experimental results show that offline-regression-oracle-based algorithms like RegCB
typically outperforms other algorithms (including classification-oracle-based algorithms like
ILOVETOCONBANDITS), statistically and computationally. Unfortunately, on the theoretical side, a
provably optimal offline-regression-oracle-based algorithm for contextual bandits is still unknown,
which implies a gap between the theory and practice of contextual bandits. This is a major moti-
vation of our study, and we hope that our work can contribute to closing this gap.
1.3. Research Question
In this paper, we study the following open question which is repeatedly mentioned in the contextual
bandit literature (Agarwal et al. 2012, Foster et al. 2018, Foster and Rakhlin 2020): Is there an
offline-regression-oracle-based algorithm that achieves the optimal regret for contextual bandits?
Similar to Dudik et al. (2011), Agarwal et al. (2012, 2014), we mainly focus on the case of gen-
eral finite F , as this is the starting point for further studies of infinite F (we will extend our
results to general infinite F in §4). For this case, the gold standard is an algorithm that achieves
O˜(
√
KT log |F|) regret with the total number of oracle calls being polynomial/sublinear in T (see
Agarwal et al. 2012, Foster et al. 2018). As for the optimization oracle, we assume access to the
following (unweighted) least-sqaures regression oracle that solves
argmin
f∈F
t∑
s=1
(f(xs, as)− ys)2 (3)
9for any input sequence (x1, a1, y1), · · · , (xt, at, yt) ∈ X ×A× [0,1]. Without loss of generality1, we
assume that the oracle (3) always returns the same solution for two identical input sequences. Note
that the above least-squares regression oracle that we assume is even simpler than the weighted
one (2) assumed in Foster et al. (2018), as it does not need to consider the weights.
1.4. Key Challenges
Before we proceed to present our results, we would like to illustrate the key technical hurdles of
using offline regression oracles to achieve the optimal regret for contextual bandits. We will then
provide a few comments explaining how our approach overcomes these technical hurdles.
As was pointed out before, three excellent papers Agarwal et al. (2012), Foster et al. (2018),
Foster and Rakhlin (2020) have made important progress towards solving contextual bandits via
regression approaches. Understanding the gap between the existing results and our desired result
is important for understanding the key technical hurdles. Below we discuss three challenges.
Computational hurdle. Agarwal et al. (2012) propose a provably optimal but computational
inefficient algorithm for contextual bandits with a general finite F . At each round t, their algorithm
maintains a subset Ft ⊂F based on successive elimination and solves a complicated optimization
problem over Ft. Here, the key difficulty of using an offline regression oracle like (3) is that one
cannot reformulate the complicated optimization problem over Ft in the form of (3), as its objective
function is far more complicated than a sum of squares. This is essentially why using an offline
regression oracle (3) is more challenging than using an offline cost-sensitive classification oracle (1):
reformulating an optimization problem as (3) is much harder than reformulating an optimization
problem as (1).
Statistical hurdle associated with constructing confidence bounds. Foster et al. (2018)
propose a computationally efficient confidence-bounds-based algorithm using an offline regression
oracle. However, their algorithm only has statistical guarantees under some strong distributional
assumptions. An important reason is that confidence-bounds-based algorithms typically rely on
effective confidence intervals constructed for each context. While this is possible for a simple F like
a linear class, it is impossible for a general F . Here, the difficulty originates from the fact that all
the statistical learning guarantees for offline regression with a general F require one to take an
expectation over contexts. In other words, effective per-context statistical guarantees are generally
impossible for an offline regression oracle.
Statistical hurdle associated with analyzing dependent actions. Foster and Rakhlin
(2020) propose an optimal and efficient contextual bandit algorithm assuming access to an online
1 This is just for ease of presentation. If there are some (unknown) internal randomness (inside the oracle) when there
are multiple optimal solutions for (3), then we can just incorporate such randomness into the sigma field generated
by the history, and all our proofs will still hold.
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regression oracle, which is quite different from an offline regression oracle. Statistically, the dif-
ference between offline and online regression oracles is that, offline regression oracles only assume
statistical guarantees for an i.i.d. data sequence (see §4 for our definition of a general offline regres-
sion oracle), while online regression oracles assume statistical guarantees for an arbitrary data
sequence possibly generated by an adaptive adversary. Evidently, access to an online regression
oracle is a stronger assumption than access to an offline regression oracle. As Foster and Rakhlin
(2020) mention, their algorithm requires an online regression oracle because “the analysis critically
uses that the regret bound (of the online regression oracle) holds when the actions a1, . . . , aT are
chosen adaptively, since actions selected in early rounds are used by SquareCB to determine the
action distribution at later rounds”. That is, the technical hurdle of using an offline regression
oracle here is that the algorithm’s action sequence is not i.i.d. — since offline regression oracles are
designed for i.i.d. data, it is unclear how one can deal with dependent actions when she only has
access to an offline regression oracle. We note that this hurdle lies at the heart of the “exploration-
exploitation trade-offs” — essentially, any efficient algorithm’s actions may need to be dependent
in a complicated way, as they are simultaneously used for exploration and exploitation.
Finally, we give a brief preview on how our approach overcomes the above three technical hurdles.
The answer is surprisingly simple: we access the offline regression oracle in a mostly “naive” way,
without constructing any explicit optimization problems or confidence bounds, thus get around
the first two hurdles; and we just go ahead to face the complex dynamics of evolving actions, but
analyze them through a different lens (the “dual interpretation” in §3), thus overcome the third
hurdle. The final algorithm is simple, but the ideas behind it are quite deep and are supported by
novel analysis. The algorithmic details will be presented in §2 and the key ideas will be explained
in §3.
1.5. Main Results
We solve the challenging open problem in §1.3, by providing the first optimal black-box reduction
from contextual bandits to offline regression, with only the minimal realizability assumption. As we
mention before, a direct consequence of this result is that (stochastic) contextual bandits become
no harder than offline regression: any advances in solving offline regression problems immediately
translate to contextual bandits, statistically and computationally.
Moreover (and quite surprisingly), we go far beyond the conventional “polynomial/sublinear
oracle calls” criteria of computational efficiency: we propose an algorithm achieving the optimal
regret using only O(logT ) calls to the regression oracle, and the number of oracle calls can be
further reduced to O(log logT ) if T is known. As we mention before, this can be understood as
a “triply exponential” speedup over existing algorithms. Overall, our algorithm is fast, simple,
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memory-efficient, and has the potential to be implemented on a large scale. We compare our
algorithm’s properties with existing (general-purpose) contextual bandit algorithms2 in Table 1.
Table 1 Algorithms’ performance with general finite F . Advantages are marked in bold.
Algorithm Statistical optimality Computational complexity
Regressor Elimination optimal Ω(|F|)
(Agarwal et al. 2012) intractable
ILOVETOCONBANDITS optimal O˜(
√
KT/ log |F|) calls to an
(Agarwal et al. 2014) offline classification oracle
RegCB suboptimal O(T 3/2) calls to an
(Foster et al. 2018) offline regression oracle
SquareCB optimal O(T ) calls to an
(Foster and Rakhlin 2020) online regression oracle
FALCON optimal O(logT ) or O(log logT ) calls to an
(this paper) offline regression oracle
Our approach is closely related to (and reveals connections between) three lines of research
in the contextual bandit literature: (1) a celebrated theory of optimal contextual bandit learn-
ing in the agnostic setting using a (seemingly unavoidable) classification oracle, represented by
Dudik et al. (2011) (the “monster paper”) and Agarwal et al. (2014) (“taming the monster”); (2)
a simple probabilistic selection strategy mapping the predicted rewards of actions to the proba-
bilities of actions, pioneered by Abe and Long (1999) (see also Abe et al. 2003) and followed up
by Foster and Rakhlin (2020); and (3) some technical preliminaries developed in an early work
of Agarwal et al. (2012). In particular, we rethink the philosophy behind Dudik et al. (2011) and
Agarwal et al. (2014), reform it with our own understanding of the value of realizability, and come
up with a new idea of “bypassing” the classification oracle under realizability — our algorithm is
essentially a direct consequence of this new idea, see the derivation of our algorithm in §3.6. Interest-
ingly, our derived algorithm turns out to use a different but similar probabilistic selection strategy
like Abe and Long (1999) and Foster and Rakhlin (2020) — this is surprising, as the idea behind
the derivation of our algorithm is very different from the ideas behind Abe and Long (1999) and
Foster and Rakhlin (2020). This suggests that such simple probabilistic selection strategies might
be more intriguing and more essential for bandits than people previously think, and we believe that
2 While we focus on stochastic contextual bandits in the realizable setting, we would like to point out that
Agarwal et al. (2014) and Foster and Rakhlin (2020) have their own merits outside of this setting. The algorithm of
Agarwal et al. (2014) works when there is no realizability assumption. The algorithm of Foster and Rakhlin (2020)
works when the contexts are chosen adversarially.
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they worth further attention from the bandit community. We hope that our work, together with
Abe and Long (1999) and Foster and Rakhlin (2020), can provide diverse perspectives on how to
understand such strategies.
As a final remark, we emphasize that compared with each line of research that we mention above,
our approach has new contributions beyond them which seem necessary for our arguments to hold.
We will elaborate on such new contributions in §2 and §3.
1.6. Organization and Notations
The rest of the paper is organized as follows. We begin our study focusing on the case of finite
function classes in §2 and §3. In §2, we introduce our algorithm and state its properties as well as
theoretical guarantees. In §3, we present our statistical analysis and explain the idea behind our
algorithm. In §4, we extend our results to the case of infinite function classes. We conclude our
paper in §5. All the proofs of our results are deferred to the appendix.
Throughout the paper, we use O(·) to hide constant factors, and O˜(·) to hide logarithmic factors.
Given D, Let DX denote the marginal distribution over X . We use σ(Y ) to denote the σ-algebra
generated by a random variable Y , and use B(E) to denote the power set of a discrete set E. We
use N to denote the set of all positive integers, and R+ to denote the set of all non-negative real
numbers. Without loss of generality, we assume that |F| ≥ 4.
2. The Algorithm
We present our algorithm, “FAst Least-squares-regression-oracle CONtextual bandits” (FALCON),
in Algorithm 1. Note that this algorithm is specialized for the case of general finite F . In §4, we
will propose a more general algorithm that works for general infinite F , which is derived from the
same idea but has some slight differences due to technical reasons.
Our algorithm runs in an epoch schedule to reduce oracle calls, i.e., it only calls the oracle on
certain pre-specified rounds τ1, τ2, τ3, . . . . For m ∈ N, we refer to the rounds from τm−1 + 1 to τm
as epoch m. As a concrete example, consider τm = 2
m, then for any (possibly unknown) T , our
algorithm runs in O(logT ) epochs. As another example, when T is known in advance, consider
τm =
⌈
T 1−2
−m
⌉
, then our algorithm runs in O(log logT ) epochs.
At the start of each epoch m, our algorithm makes two updates. First, it updates a (epoch-
varying) learning rate γm ≃
√
Kτm−1/ log(|F|τm−1/δ), which aims to strike a balance between
exploration and exploitation. Second, it computes a “greedy” predictor f̂m from F that minimizes
the empirical square loss
∑τm−1
t=1 (f(xt, at)− rt(at))2. This predictor can be computed via a single
call to the offline least-squares regression oracle — notably, minf∈F
∑τm−1
t=1 (f(xt, at)− rt(at))2 is
almost the best way that we can imagine for our oracle to be called, with no augmented data
generated, no weights maintained, and no additional optimization problem constructed.
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Algorithm 1 FAst Least-squares-regression-oracle CONtextual bandits (FALCON)
input epoch schedule 0 = τ0 < τ1 < τ2 < · · · , confidence parameter δ.
1: for epoch m=1,2, . . . do
2: Let γm = (1/30)
√
(Kτm−1)/ log(|F|τm−1/δ) (for epoch 1, γ1 =1).
3: Compute f̂m= argminf∈F
∑τm−1
t=1 (f(xt, at)− rt(at))2 via the offline least squares oracle.
4: for round t= τm−1+1, · · · , τm do
5: Observe context xt ∈X .
6: Compute f̂m(xt, a) for each action a∈A. Let ât =maxa∈A f̂m(xt, a). Define
pt(a) =
{
1
K+γm(f̂m(xt,ât)−f̂m(xt,a))
, for all a 6= ât,
1−∑a 6=ât pt(a), for a= ât.
7: Sample at ∼ pt(·) and observe reward rt(at).
8: end for
9: end for
The decision rule in epoch m is then completely determined by γm and f̂m. For each round t
in epoch m, given a context xt, the algorithm uses f̂m to predict each action’s reward and finds a
greedy action ât that maximizes the predicted reward. Yet the algorithm does not directly select ât
— instead, it randomizes over all actions according to a probabilistic selection strategy that picks
each action other than ât with probability roughly inversely proportional to how much worse it
is predicted to be as compared with ât, as well as roughly inversely proportional to the learning
rate γm. The effects of this strategy are twofold. First, at each round, by assigning the greedy
action the highest probability and each non-greedy action a probability roughly inverse to the
predicted reward gap, we ensure that the better an action is predicted to be, the more likely it will
be selected. Second, across different epochs, by controlling the probabilites of non-greedy actions
roughly inverse to the gradually increasing learning rate γm, we ensure that the algorithm “explores
more” in the beginning rounds where the learning rate is small, and gradually “exploits more” in
later rounds where the learning rate becomes larger — this is why we view our learning rate a
sequential balancer between exploration and exploitation.
2.1. Algorithmic Components and Comparisons with Literature
FALCON is a very simple algorithm, and can be viewed a novel combination of three algorithmic
components: (i) an epoch schedule, (ii) the greedy use of an offline least-squares regression oracle,
and (iii) a probabilistic selection strategy that maps reward predictions to action probabilities,
controlled by an epoch-varying learning rate. While each component alone is not entirely new in the
literature (see, e.g., Agarwal et al. 2014, Cesa-Bianchi et al. 2014 for the use of epoch schedules,
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Langford and Zhang 2008, Bastani et al. 2017 for similar ideas of making greedy predictions, and
Abe and Long 1999, Foster and Rakhlin 2020 for similar probabilisitc selection strategies), the
combination of the above three components has not been considered in the literature before, and
it is far from obvious that this particular combination should be effective. In fact, it is quite
surprising that such a simple algorithm would work well for general contextual bandits. While there
is definitely more to this algorithm than meets the eye (we will explain the essential idea behind
FALCON in §3.5 and §3.6), let us first give a few quick comments on component (ii) and (iii), and
compare them to existing literature.
We start from component (iii). As we mention before, the idea of mapping the predicted action
rewards to action probabilities via an “inverse proportional to the gap” rule is not new: a similar
probabilistic selection strategy is firstly proposed by Abe and Long (1999) in their study of linear
contextual bandits, and recently adopted by Foster and Rakhlin (2020) in their reduction from con-
textual bandits to online regression. Compared with the existing strategies used in Abe and Long
(1999) and Foster and Rakhlin (2020), the strategy that we use here has an important difference:
while the above two papers adopt a constant learning rate γ that does not change in the running pro-
cess of their algorithms (specifically, Abe and Long 1999 set γ ≃√KT 1/4 and Foster and Rakhlin
2020 set γ ≃
√
KT/ log(|F|/δ), we appeal to an epoch-varying (or time-varying) learning rate
γm ≃
√
Kτm−1/ log(|F|τm−1/δ) that gradually increases as our algorithm proceeds. This epoch-
varying learning rate plays a important role in our statistical analysis, as the proof of our regret
guarantee relies on an inductive argument which requires the learning rate to change carefully with
respect to epochs and gradually increase over time, see §3.4.
Remark.While such an epoch-varying learning rate is not necessary when T is known in advance
and the oracle calls are “frequent” enough, an epoch-varying learning rate brings certain benefits
to the algorithm: first, in the case of unknown T , it is required; second, in the case of known T , it
is necessary whenever one seeks to control the total number of oracle calls within o(logT ) (a fixed
learning rate could lead to sub-optimal regret in this setting); third, in our analysis it always leads
to tighter regret bounds with a better dependency on logarithmic factors. As a result, it seems
that an epoch-varying learning rate always dominates a fixed learning rate in our problem.
Component (ii) of our algorithm is particularly interesting. Indeed, our algorithm makes predic-
tions in a surprisingly simple and straightforward way: it always picks the greedy predictor and
directly applies it on contexts without any modification — that is, in terms of making predictions,
the algorithm is fully greedy. This seems to contradict the conventional idea that greedy-prediction-
based algorithms are typically sub-optimal (e.g., Langford and Zhang 2008), and is in sharp con-
trast to previous elimination-based algorithms (e.g., Dudik et al. 2011, Agarwal et al. 2012) and
confidence-bounds-based algorithms (e.g., Abbasi-Yadkori et al. 2011, Chu et al. 2011) ubiquitous
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in the bandit literature, which spend a lot of efforts and computation resources maintaining complex
confidence intervals, version spaces, or distributions over predictors. Even when one compares our
algorithm’s prediction strategy with Abe and Long (1999) and Foster and Rakhlin (2020) which
share some common features on how to select actions after predictions are made, one can find
that neither of them trust greedy predictors: Abe and Long (1999) appeal to the “Widrow-Hofff
predictor” (equivalent to an online gradient descent oracle) and Foster and Rakhlin (2020) appeal
to a general online regression oracle. Both of their analysis critically relies on the online nature
of their oracles, i.e., the oracles can efficiently minimize regret against an adaptive adversary —
essentially, this means that a majority of the heavy lifting regarding exploration-exploitation trade-
offs are taken care by the online oracles, not the algorithms. Seemingly counter-intuitive, we claim
that making “naive” greedy predictions is sufficient for optimal contextual bandit learning, which
means that our oracle does not care about exploration-exploitation trade-offs at all. This surprising
finding suggests that a rigorous analysis of our algorithm should contain some new ideas beyond
existing bandit literature. Indeed, we will provide a quite interesting analysis of our algorithm in
§3, which seem to be conceptually novel.
Remark. Readers who are interested in the difference between an offline oracle and an
online oracle may compare the regret analysis approach in this paper with the approaches in
Abe and Long (1999) and Foster and Rakhlin (2020). The analysis of Abe and Long (1999) and
Foster and Rakhlin (2020) is essentially per-round analysis: at each round, the instantaneous ban-
dit regret is upper bounded by the instantaneous online regression regret, with no structure shared
across different rounds, so the final regret bound follows from taking a sum over all rounds. By
contrast, our analysis has to deal with the shared structure across different rounds, i.e., we have to
figure out how the exploration happened in early rounds benefits the exploitation in later rounds.
2.2. Statistical Optimality
Theorem 1. Consider an epoch schedule such that τm ≤ 2τm−1 for m> 1 and τ1 = O(1). For
any T ∈N, with probability at least 1− δ, the regret of the FALCON algorithm after T rounds is at
most
O
(√
KT log(|F|T/δ)
)
.
The proof is deferred to Appendix A. This upper bound matches the lower bound in Agarwal et al.
(2012) up to logarithmic factors. The FALCON algorithm is thus statistically optimal. We will discuss
more about the regret analysis of FALCON in §3.
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2.3. Computational Efficiency
Consider the epoch schedule τm = 2
m, ∀m ∈ N. For any possibly unknown T , our algorithm runs
in O(logT ) epochs, and in each epoch our algorithm only calls the oracle for once. Therefore, our
algorithm’s computational complexity is O(logT ) calls to a least-squares regression oracle plus
linear net computational cost across all T rounds. This outperforms previous algorithms. Note that
ILOVETOCONBANDITS requires O˜(
√
KT/ log(|F|/δ)) calls to an offline cost-sensitive classification
oracle, and SquareCB requires O(T ) calls to an online regression oracle — compared with our
algorithm, both of them require exponentially more calls to a harder-to-implement oracle. Also,
since a general finite F is not a convex function class, RegCB requires O(T 3/2) calls to a weighted
least-squares regression oracle for this setting— this is still exponentially slower than our algorithm.
When the total number of rounds T is known to the learner, we can make the computational
cost of FALCON even lower. For any T ∈N, consider an epoch schedule used in Cesa-Bianchi et al.
(2014): τm =
⌈
T 1−2
−m
⌉
, ∀m ∈ N. Then FALCON will run in O(log logT ) epochs, calling the oracle
for only O(log logT ) times over T rounds. In this case, we still have the same regret guarantee (up
to logarithmic factors), see Corollary 1 below. The proof is at the end of Appendix A.
Corollary 1. For any T ∈N, consider an epoch schedule τm =
⌈
T 1−2
−m
⌉
, ∀m∈N. Then with
probability at least 1− δ, the regret of the FALCON algorithm after T rounds is at most
O
(√
KT log(|F|T/δ) log logT
)
.
3. Regret Analysis
In this section, we elaborate on how our simple algorithm achieves the optimal regret. We first
analyze our algorithm (through an interesting dual interpretation) and provide in §3.1 to §3.4 a
proof sketch of Theorem 1. Finally, in §3.5, we explain the key idea behind FALCON, and in §3.6,
we show how this idea leads to FALCON.
Since some notations appearing in Algorithm 1 are shorthand and do not explicitly reveal the
dependencies between different quantities (e.g., ât and pt(·) should be written as a function and a
conditional distribution explicitly depending on the random context xt), we introduce some new
notations which can describe the decision generating process of Algorithm 1 in a more systematic
way. For each epochm∈N, given the learning rate γm ∈R+ and the greedy predictor f̂m :X ×A→
[0,1] (which are uniquely determined by the data from the first m− 1 epochs), we can explicitly
represent the algorithm’s decision rule using γm and f̂m. In particular, define
âm(x) =max
a∈A
f̂m(x,a),
pm(a|x) = 1
K + γm
(
f̂m(x, âm(x))− f̂m(x,a)
) , ∀a 6= âm(x),
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pm(âm(x)|x) = 1−
∑
a 6=âm(x)
pm(a|x).
Then pm(·|·) is a well-defined probability kernel B(A)×X → [0,1] that completely characterizes the
algorithm’s decision rule in epoch m. Specifically, at each round t in epoch m, the algorithm first
observes a random context xt, then samples its action at according to the conditional distribution
pm(·|xt). Therefore, we call pm(·|·) the action selection kernel of epochm. Note that pm(·|·) depends
on all the randomness up to round τm−1 (including round τm−1), which means that pm(·|·) depends
on p1(·|·), p2(·|·), . . . , pm−1(·|·), and will affect pm+1(·|·), pm+2(·|·), . . . in later epochs.
3.1. A Tale of Two Processes
The conventional way of analyzing our algorithm’s behavior at round t in epoch m is to study the
following original process:
1. Nature generates xt ∼DX .
2. Algorithm samples at ∼ pm(·|xt).
The above process is however difficult to analyze, because the algorithm’s sampling procedure
depends on the external randomness of nature. That is, the algorithm’s probabilistic selection
strategy among actions, as a conditional distribution pm(·|xt), depends on the random context xt,
and cannot be evaluated in advance before observing xt.
A core idea of our analysis is to get rid of thinking about the above process. Instead, we look at
the following virtual process at round t in epoch m:
1. Algorithm samples πt ∼ Qm(·), where πt : X → A is a policy, and Qm(·) : AX → [0,1] is a
probability distribution over all policies in AX .
2. Nature generates xt ∼DX .
3. Algorithm selects at = πt(xt) deterministically.
The merit of the above process is that the algorithm’s sampling procedure is independent of the
external randomness of nature. While the algorithm still has to select an action based on the
random context xt in step 3, this is completely deterministic and easier to analyze. As a result, the
algorithm’s internal randomness all comes from a stationary distribution Qm(·) which is already
determined at the beginning of epoch m.
The second process is however a virtual process because it is not how our algorithm directly
proceeds. An immediate question is whether we can always find a distribution over policies Qm(·),
such that our algorithm behaves exactly the same as the virtual process in epoch m?
Recall that the algorithm’s decision rule in epoch m is completely characterized by the action
selection kernel pm(·|·). To answer the above question, we have to “translate” any possible prob-
ability kernel pm(·|·) into an “equivalent” distribution over policies Qm(·) such that we can study
our algorithm’s behavior through the virtual process. We complete this translation in §3.2.
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3.2. From Kernel to Randomized Policy
We define the universal policy space as
Ψ=AX ,
which contains all possible policies. We consider a product probability measure on Ψ such that for
all π ∈Ψ,
Qm(π) =Πx∈Xpm(π(x)|x).
Of course, X can be an infinite set, and hence, one may wonder whether an infinite product of
probability measures really exists. Fortunately, due to the structure of pm(·|·) and A, the existence
of a unique product probability measureQm(·) is guaranteed by the Kolmogorov extension theorem.
We give a proof in Lemma 3 in Appendix A. The unique Qm(·) that we find in Lemma 3 satisfies
that for every x∈X , a∈A, we have
pm(a|x) =
∑
pi∈Ψ
I{π(x) = a}Qm(π). (4)
That is, for any arbitrary context x, the algorithm’s action generated by pm(·|x) is probabilistically
equivalent to the action generated by Qm(·) through the virtual process in §3.1. Since Qm(·) is a
dense distribution over all deterministic policies in the universal policy space, we refer to Qm(·)
as the “equivalent randomized policy” induced by pm(·|·). Through Lemma 3 and equation (4), we
establish a one-to-one mapping between any possible probability kernel pm(·|·) and an equivalent
randomized policy Qm(·). Since pm(·|·) is uniquely determined by γm and fˆm, we know that Qm(·)
is also uniquely determined by γm and fˆm.
We emphasize that our algorithm does not compute Qm(·), but implicitly maintains Qm(·)
through γm and f̂m. This is important, as even in the simple case of finite known X where Qm(·) is
directly a finite product of known probability measures, computing Qm(·) requires Ω(|X |) compu-
tational cost which is intractable for large |X |. Remember that all of our arguments based on Qm(·)
are only applied for the purpose of statistical analysis and have nothing to do with the algorithm’s
original implementation.
3.3. Dual Interpretation in the Universal Policy Space
Through the lens of the virtual process, we find a dual interpretation of our algorithm: it sequentially
maintains a dense distribution Qm(·) over all the policies in the universal policy space Ψ, for epoch
m = 1,2,3 . . . . The analysis of the behavior of our algorithm thus could hopefully reduce to the
analysis of an evolving sequence {Qm}m∈N (which is still non-trivial because it still depends on all
the interactive data). All our analysis from now on will be based on the above dual interpretation.
As we start to explore how {Qm}m∈N evolves in the universal policy space, let us first define
some implicit quantities in this world which are useful for our statistical analysis — they are called
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“implicit” because our algorithm does not really compute or estimate them at all, yet they are all
well-defined and implicitly exist as long as our algorithm proceeds.
Define the “implicit reward” of a policy π ∈Ψ as
R(π) :=Ex∼DX [f ∗(x,π(x))]
and define the “implicit regret”3 of a policy π ∈Ψ as
Reg(π) =R(πf∗)−R(π).
At round t in epoch m, given a predictor f̂m, define the “predicted implicit reward” of a policy
π ∈Ψ as
R̂t(π) :=Ex∼DX
[
f̂m(x,π(x))
]
and define the “predicted implicit regret” of a policy π ∈Ψ as4
R̂egt(π) = R̂t(πf̂m)−R̂t(π).
The idea of defining the above quantities is motivated by the celebrated work of Agarwal et al.
(2014), which studies policy-based optimal contextual bandit learning in the agnostic setting (in
which setting the above quantities are not implicit but play obvious roles and are directed esti-
mated by their algorithm). There are some differences in the definitions though. For example,
Agarwal et al. (2014) define the above quantities for all policies π in a given finite policy class
Π, while we define the above quantities for all policies in the universal policy space Ψ (which is
strictly larger than Π). Also, Agarwal et al. (2014) define R̂t(π) and R̂egt(π) based on the inverse
propensity scoring estimates, while we define them based on a single predictor. We will revisit these
differences later.
After defining the above quantities, we make a simple yet powerful observation, which is an
immediate consequence of (4): for any epoch m∈N and any round t in epoch m, we have
E(xt,rt)∼D,at∼pm(·|xt)
[
rt(πf∗)− rt(at)|γm, f̂m
]
=
∑
pi∈Ψ
Qm(π)Reg(π),
see Lemma 4 in Appendix A. This means that (under any possible realization of γm, f̂m) the
expected instantaneous regret incurred by our algorithm equals to the “implicit regret” of the
randomized policy Qm (as a weighted sum over the implicit regret of every deterministic policy
π ∈Ψ). Since Reg(π) is a fixed deterministic quantity for each π ∈Ψ, the above equation indicates
3 Note that this is an “instantaneous” quantity in [0,1], not a sum over multiple rounds.
4 Note that in §1.1 we have defined pif as the reward-maximizing policy induced by a reward function f , i.e., pif (x) =
argmaxa∈A f(x,a) for all x∈X . Also note that not all policies in Ψ can be written as pif for some f ∈F .
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that to analyze our algorithm’s expected regret in epoch m, we only need to analyze the how
the distribution Qm(·) looks like. This property shows the advantage of our dual interpretation:
compared with the original process in §3.1 where it is hard to evaluate our algorithm without xt,
now we can evaluate our algorithm’s behavior regardless of xt.
3.4. Optimal Contextual Bandit Learning in the Universal Policy Space
We proceed to understand how Qm(·) evolves in the universal policy space. We first state an
immediate observation based on the equivalence relationship between pm(·|·) and Qm(·) in equation
(4).
Observation 1 For any deterministic policy π ∈Ψ, the quantity Ex∼DX
[
1
pm(pi(x)|x)
]
is the expected
inverse probability that “the decision generated by the randomized policy Qm is the same as the
decision generated by the deterministic policy π”, over the randomization of context x. This quantity
can be intuitively understood as a measure of the “decisional divergence” between the randomized
policy Qm and the deterministic policy π.
Now let us utilize the closed-form structure of pm(·|x) in our algorithm and point out a most
important property of Qm(·) stated below (see Lemma 5 and Lemma 6 in Appendix A for details).
Observation 2 For any epoch m∈N and any round t in epoch m, for any possible realization of
γm and f̂m, Qm(·) is a feasible solution to the following “Implicit Optimization Problem” (IOP):∑
pi∈Ψ
Qm(π)R̂egt(π)≤K/γm, (5)
∀π ∈Ψ, Ex∼DX
[
1
pm(π(x)|x)
]
≤K + γmR̂egt(π). (6)
We give some interpretations for the “Implicit Optimization Problem” (IOP) defined above. (5)
says that Qm controls its predicted implicit regret (as a weighted sum over the predicted implicit
regret of every policy π ∈ Ψ, based on the predictor f̂m) within K/γm. This can be understood
as an “exploitation constraint” because it require Qm to put more mass on good policies with
low predicted implicit regret (as judged by the current predictor f̂m). (6) says that the decisional
divergence between Qm(·) and any policy π ∈ Ψ is controlled by the predicted implicit regret of
policy π (times a learning rate γm and plus a constant K). This can be understood as an “adaptive
exploration constraint”, as it requires that Qm behaves similarly to every policy π ∈Ψ at some level
(which means that there should be sufficient exploration), while allowing Qm to be more similar
to “good policies” with low predicted implicit regret and less similar to “bad policies” with high
predicted implicit regret (which means that the exploration can be conducted adaptively based on
the judgement of the predictor f̂m). Combining (5) and (6), we conclude that Qm elegantly strikes
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a balance between exploration and exploitation — it is surprising that this is done completely
implicitly, as the original algorithm does not explicitly consider these constraints at all.
There are still a few important tasks to complete. The first task is to figure out what exactly
the decisional divergence Ex∼DX
[
1
pm(pi(x)|x)
]
means. We give an answer in Lemma 7, which shows
that with high probability, for any epoch m∈N and any round t in epoch m, for all π ∈Ψ,
|R̂t(π)−R(π)| ≤
√
K
2γm
√
max
1≤n≤m−1
Ex∼DX
[
1
pn(π(x)|x)
]
.
That is, the prediction error of the implicit reward of every policy π ∈ Ψ can be bounded by
the (maximum) decisional divergence between π and all previously used randomized policies
Q1, . . . ,Qm−1. This is consistent with our intuition, as the more similar a policy is to the previously
used randomized policies, the more likely that this policy is implicitly explored in the past, and
thus the more accurate our prediction on this policy should be. We emphasize that the above
inequality relies on our specification of the learning rate γm: we can bound the prediction error
using 1/γm because 1/γm is proportional to 1/
√
τm−1 and proportional to
√
log |F| — the first
quantity 1/
√
τm−1 is related to the length of the history, and the second quantity
√
log |F| is related
to the generalization ability of function class F . This is the first place that our proof requires an
epoch-varying learning rate.
The second task is to further bound (the order of) the prediction error of the implicit regret of
every policy π, as the implicit regret is an important quantity that can be directly used to bound
our algorithm’s expected regret (see §3.3). We do this in Lemma 8, where we show that with high
probability, for any epoch m∈N and any round t in epoch m, for all π ∈Ψ,
Reg(π)≤ 2R̂egt(π)+ 5.15K/γm,
R̂egt(π)≤ 2Reg(π)+ 5.15K/γm
through an inductive argument. While this is a uniform-convergence-type result, we would like
to clarify that this does not mean that there is a uniform convergence of |Reg(π) − R̂egt(π)|
for all π ∈ Ψ, which is too strong and unlikely to be true. Instead, we use a smart design of
Reg(π)−2R̂egt(π) and R̂egt(π)−2Reg(π) (the design is motivated by Lemma 13 in Agarwal et al.
2014), which enables us to characterize the fact that the predicted implicit regret of “good policies”
are becoming more and more accurate, while the predicted implicit regret of “bad policies” do not
need to be accurate (as their orders directly dominate K/γm). We emphasize that the above result
relies on the fact that our learning rate γm is gradually increasing from O(1) to O(
√
T ), as we use
an inductive argument and in order to let the hypothesis hold for initial cases we have to let γm be
22
very small for small m. This is the second place that our proof requires a epoch-varying learning
rate.
We have elaborated on how our algorithm implicitly strikes a balance between exploration and
exploitation, and how our algorithm implicitly enables some nice uniform-convergence-type results
to happen in the universal policy space. This is already enough to guarantee that the dual interpre-
tation of our algorithm achieves optimal contextual bandit learning in the universal policy space.
The rest of the proof is standard and can be found in Appendix A.
3.5. Key Idea: Bypassing the Monster
For readers who are familiar with the research line of optimal contextual bandits learning in the
agnostic setting using an offline cost-sensitive classification oracle (represented by Dudik et al.
2011, Agarwal et al. 2014), they may find a surprising connection between the IOP (5) (6) that we
introduce in Observation 2 and the so-called “Optimization Problem” (OP) in Dudik et al. (2011)
and Agarwal et al. (2014) — in particular, if one takes a look at the OP defined in page 5 of
Agarwal et al. (2014), she will find that it is almost the same as our IOP (5) (6), except for two
fundamental differences:
1. The OP of Dudik et al. (2011) and Agarwal et al. (2014) is defined on a given finite policy class
Π, which may have an arbitrary shape. As a result, to get a solution to OP, the algorithm must
explicitly solve a complicated (non-convex) optimization problem over a possibly complicated
policy class — this requires considerable number of calls to a cost-sensitive classification oracle,
and is the major computational burden of Dudik et al. (2011) and Agarwal et al. (2014).
Although Agarwal et al. (2014) “tame the monster” and reduce the computational cost by
only strategically maintaining a sparse distribution over policies in Π, solving OP still requires
O˜(
√
KT/ log |Π|) calls to the classification oracle and is computationally expensive — the
monster is still there.
By contrast, our IOP is defined on the universal policy space Ψ, which is a nice product
topological space. The IOP can thus be viewed as a very “slack” relaxation of OP which is
extremely easy to solve. In particular, as §3 suggests, the solution to IOP can have a completely
decomposed form which enables our algorithm to solve it in a complete implicit way. This
means that our algorithm can implicitly and confidently maintain a dense distribution over
all policies in Ψ, while solving IOP in closed forms at no computational cost — there is no
monster any more as we simply bypass it.
2. In Dudik et al. (2011) and Agarwal et al. (2014), the quantities R̂t(π) and R̂egt(π) are explic-
itly calculated based on the model-free inverse propensity scoring estimates. As a result, their
regret guarantees do not require the realizability assumption.
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By contrast, in our paper, the quantities R̂t(π) and R̂egt(π) are implicitly calculated based
on a single greedy predictor f̂ ∈F — we can do this because we have the realizability assump-
tion f ∗ ∈ F . As a result, we make a single call to a least-squares regression oracle here, and
this is the main computational cost of our algorithm.
A possible question could then be that, given the fact that the main computational burden of
Dudik et al. (2011) and Agarwal et al. (2014) is solving OP, why can’t they simply relax OP as what
we do in our IOP? The answer is that without the realizability assumption, they have to rely on
the capacity control of their policy space, i.e., the boundedness of Π, to obtain their statistical
guarantees. Indeed, as their O˜(
√
KT log |Π|) regret bound suggests, if one let Π =AX , then the
regret could be as large as Ω(|X |). Specifically, their analysis requires the boundedness (or more
generally the limited complexity) of Π in two places: first, a generalization guarantee of the inverse
propensity scoring requires limited |Π|; second, since they have to explicitly compute R̂t(π) and
R̂egt(π) without knowing the true context distribution DX , they try to approximate it based on
the historical data, which also requires limited |Π| to enable statistical guarantees.
Our algorithm bypasses the above two requirements simultaneously: first, since we use model-
based regression rather than model-free inverse propensity scoring to make predictions, we do
not care about the complexity of our policy space in terms of prediction (i.e., the generalization
guarantee of our algorithm comes from the boundedness of F not Ψ); second, since our algorithm
does not require explicit computation of R̂t(π) and R̂egt(π), we do not care about what DX looks
like. Essentially, all of these nice properties originate from the realizability assumption. This is how
we understand the value of realizability: it does not only (statistically) give us better predictions,
but also (computationally) enables us to remove the restrictions in the policy space , which helps
us to bypass the monster.
3.6. The Born of FALCON
Seemingly intriguing and tricky, FALCON is actually an algorithm that can be derived from system-
atical analysis. The idea of “bypassing the monster”, as explained in §3.5, is exactly what leads to
the derivation of the FALCON algorithm. Before we close this section, we introduce how FALCON is
derived. We hope that this derivation process can motivate further discovery of new algorithms for
other bandits / reinforcement learning problems.
1. We do a thought experiment, considering how ILOVETOCONBANDITS (Agarwal et al. 2014) can
solve our problem without the realizability assumption, given an induced policy class Π =
{πf |f ∈F}.
2. ILOVETOCONBANDITS uses an inverse propensity scoring approach to compute the predicted
reward and predicted regret of policies. This can be equivalently viewed as first computing
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an “inverse propensity predictor” f̂m(x,a) =
1
t
∑t
s=1
rs(as)I{as=a}
P(as|xs,σ(Hs−1))
, then using our definition
in §3.3 to compute R̂t(π) and R̂egt(π) if DX is known.
3. The computational burden in the above thought experiment is to solve OP over Π, which
requires repeated calls to a cost-sensitive classification oracle.
4. When we have realizability, we can use a regression oracle to obtain predictor f̂m, thus we do
not need to use the model-free inverse propensity scoring predictor. As a result, we do not
need our policy space to be bounded to ensure generalization ability.
5. An early technical result of Lemma 4.3 in Agarwal et al. (2012) is very interesting. It shows
that when one tries to solve contextual bandits using regression approaches, one should try to
bound a quantity like “the expected inverse probability of choosing the same action” — note
that a very similar quantity also appears in OP in Agarwal et al. (2014). This suggests that
an offline-regression-oracle-based algorithm should try to satisfy some requirements similar to
OP. (Lemma 4.3 in Agarwal et al. (2012) also motivates our Lemma 7. But our Lemma 7 goes
a significant step beyond Lemma 4.3 in Agarwal et al. (2012) by unbinding the relationship
between a predictor and a policy and moving forward to the universal policy space.)
6. Motivated by 3, 4, and 5, we relax the domain of OP from Π to Ψ, and obtain the relaxed
problem IOP. Since the new domain Ψ=AX is a product space, we consider the per-context
decomposed version of IOP, i.e., a problem “conditional on a single x”:∑
pi(x)∈A
pm(π(x)|x)γm
(
f̂m(πf̂m(x))− f̂m(π(x))
)
≤K,
∀π(x)∈A, 1
pm(π(x)|x) ≤K + γm
(
f̂m(πf̂m(x))− f̂m(π(x))
)
.
Clearly, there is a closed-form solution to the above problem: the conditional probability of
selecting an action π(x) should be inversely proportional to the predicted reward gap of π(x)
times γm. This leads to FALCON’s decision generating process in epoch m.
4. Extension to Infinite Function Classes
We now extend our results to the case of infinite function classes. While we can still assume a
least-squares regression oracle as before (which corresponds to the empirical risk minimization
(ERM) procedure under square loss in offline statistical learning), for different F , some other types
of offline regression oracles may be preferred. For example, from a computational point of view,
it is often more convenient to implement oracles based on explicit penalization or regularization
terms (i.e., regularized least squares), see, e.g., Chapter 13.4 in Wainwright (2019); meanwhile,
from a statistical point of view, least-squares regression oracle (i.e. ERM under square loss) may
be statistically sub-optimal for some F , and in these cases some aggregation-based oracles may
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be preferred, see, e.g., Section 6 and 7 in Rakhlin et al. (2017). Therefore, in this section, we
state our results in a more general way: we assume access to an arbitrary offline regression oracle
with an arbitrary statistical learning guarantee, and design an algorithm that makes calls to this
arbitrary oracle and utilizes its statistical learning guarantees. Recall that the goal of this paper
is to accomplish an online-to-offline reduction from contextual bandits to offline regression. So
ultimately, we want to provide a universal and optimal “offline-to-online converter”, such that
any results for statistical learning with a general function class can be immediately translated to
contextual bandits with a general function class.
Given a general function class F and a predictor f̂ :X ×A→ [0,1], in statistical learning theory,
the quality of f̂ is typically measured by its estimation error (or excess risk):
E(x,a,r(a))∼Ddata
[
(f̂(x,a)− r(a))2
]
− inf
f∈F
E(x,a,r(a))∼Ddata
[
(f(x,a)− r(a))2]
=E(x,a,r(a))∼Ddata
[
(f̂(x,a)− r(a))2
]
−E(x,a,r(a))∼Ddata
[
(f ∗(x,a)− r(a))2]
=E(x,a,r(a))∼Ddata
[
(f̂(x,a)− f ∗(x,a))2
]
.
where Ddata is an arbitrary (possibly unknown) distribution, and the first equality follows from
the realizability assumption. A generic offline regression oracle for function class F , denoted by
OffRegF , is defined as a procedure that generates a predictor f̂ : X ×A→ [0,1] based on input
data.5 Note that here we do not require f̂ ∈F . We make the following generic assumption on the
statistical learning guarantee of OffRegF .
Assumption 2. Given n data samples {((x1, a1, r1(a1)), · · · , (xn, an, rn(an)} generated i.i.d. from
an arbitrary distribution Ddata, the offline regression oracle OffRegF returns a function f̂ . For all
δ > 0, with probability at least 1− δ, we have
E(x,a,r(a))∼Ddata
[
(f̂(x,a)− f ∗(x,a))2
]
≤ ξF ,δ(n).
We call ξF ,δ(n) the estimation error guarantee of OffRegF . Clearly, ξF ,δ(n) is a decreasing function
of n.
4.1. The Algorithm
We provide an algorithm, namely FALCON+, in Algorithm 2. The key differences between Algorithm
2 and Algorithm 1 lie in step 2 and step 3. In step 2, we define a new epoch-varying learning rate
based on the estimation error guarantee of OffRegF — this is a direct generalization of the learning
rate defined in Algorithm 1. In step 3, instead of feeding all the previous data into the oracle, we
5 Again, without loss of generality, we assume that OffReg
F
always returns the same predictor for two identical input
sequences.
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only feed the data in epoch m−1 into the oracle. We make two comments here. First, while we do
not feed all the previous data into the oracle any more, this is still a greedy-type call to the offline
oracle, as we do not make any exploration consideration in this step. Second, the strategy of only
feeding the data in the last epoch into the oracle is purely due to technical reasons, as we want
to avoid more complicated analysis of a martingale process. Note that as a consequence of this
strategy, our algorithm must run in gradually increasing epochs, e.g., τm= 2
m or τm =
⌈
T 1−2
−m
⌉
.
Algorithm 2 FALCON+
input epoch schedule 0 = τ0 < τ1 < τ2 < · · · , confidence parameter δ.
1: for epoch m=1,2, . . . do
2: Let γm = (1/2)
√
K/ξF ,δ/(2τm−1)(τm−1− τm−2) (for epoch 1, γ1 = 1).
3: Feed (only) the data in epoch m− 1, e.g.,
{(xτm−2+1, aτm−2+1, rτm−2+1(aτm−2+1)), · · · , (xτm−1, aτm−1 , rτm−1(aτm−1))}
into the offline regression oracle OffRegF and obtain f̂m.
4: for round t= τm−1+1, · · · , τm do
5: Observe context xt ∈X .
6: Compute f̂m(xt, a) for each action a∈A. Let ât =maxa∈A f̂m(xt, a). Define
pt(a) =
{
1
K+γm(f̂m(xt,ât)−f̂m(xt,a))
, for all a 6= ât,
1−∑a 6=ât pt(a), for a= ât.
7: Sample at ∼ pt(·) and observe reward rt(at).
8: end for
9: end for
4.2. Regret Guarantee
Define m(T ) := min{m ∈ N : T ≤ τm}, which is the total number of epochs that Algorithm 2
executes. The regret guarantee of Algorithm 2 is stated in Theorem 2. The proof of Theorem 2 is
deferred to Appendix B.
Theorem 2. Consider an epoch schedule such that τm ≥ 2m for m ∈ N. Without loss of gen-
erality, assume that γ1 ≤ · · · ≤ γm(T ). For any T ∈ N, with probability at least 1− δ, the regret of
Algorithm 2 after T rounds is at most
O
(√
K
m(T )∑
m=2
√
ξF ,δ/(2T )(τm−1− τm−2)(τm− τm−1)
)
.
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The above regret bound is general and it typically has the same rate as O
(√
KξF ,δ/(2T )(T ))T
)
.
Therefore, given an arbitrary offline regression oracle with an arbitrary estimation guarantee ξF ,δ(·),
we know that our algorithm’s regret is upper bounded by O
(√
KξF ,δ/(2T )(T ))T
)
. We give some
examples below.
Example 1 (Statistical Optimality of FALCON+). Consider a general function class F
whose empirical entropy is O(ε−p), ∀ε > 0 for some constant p > 0. Yang and Barron (1999) and
Rakhlin et al. (2017) provide several offline regression oracles that achieves the optimal ξF(n) =
O(n−2/(2+p)) estimation error rate. By letting τm = 2
m for m ∈N, the regret of FALCON+ is upper
bounded by O(T
1+p
2+p ) when one ignores the dependency on K. Combined with an Ω˜(T
1+p
2+p ) lower
bound proved in Foster and Rakhlin (2020), we know that FALCON+ is statisticaly optimal as long
as the offline regression oracle is statistical optimal. We thus accomplish a universal and optimal
reduction from contextual bandits to offline regression.
Example 2 (Linear Contextual Bandits). Consider the linear contextual bandit setting
of Chu et al. (2011) with stochastic contexts. This corresponds to setting F to be the linear class
F = {(x,a) 7→ θ⊤xa | θ ∈Rd,‖θ‖2 ≤ 1},
where x = (xa)a∈A, xa ∈ Rd and ‖xa‖2 ≤ 1. In this case, by using the least squares regression
oracle, FALCON+ achieves the regret O(
√
KT (d+ logT )). Compared with the best known upper
bound for this problem, poly(log logKT )O(
√
Td logT logK) in Li et al. (2019), FALCON+ has a
worse dependency on K, but saves a
√
logT factor on T , which means that FALCON+ improves the
best known regret upper bound for this problem when K <<T . To the best of our knowledge, this
is the first time that an algorithm gets over the Ω(
√
Td logT ) barrier for this problem — notably,
our new upper bound even “breaks” the Ω(
√
Td logT logK) lower bound proved in Li et al. (2019).
The caveat here is that Li et al. (2019) study the setting where contexts are chosen by an oblivious
adversary, while we are considering the setting where contexts are stochastic. Our finding that the
Ω(
√
Td logT ) barrier does not exist for linear contextual bandits with stochastic contexts is quite
interesting.
In general, one can set F to be any parametric or noparametric function class, e.g., high-
dimensional parametric class, Liptschitz function class, reproducing kernel Hilbert spaces, and
even neural networks. For any function class F , we can obtain a practical algorithm achieving
the optimal regret for the corresponding contextual bandit problem, as long as we can find a
computationally-efficient and statisitcally-optimal offline regression oracle. This usually leads to
faster algorithms with improved regret bounds. In particular, our regret upper bounds’ dependen-
cies on T are usually better than previous upper bounds in the literature, thanks to the fact that we
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lose very little factors on T when we directly convert an offline estimation error bound to a regret
bound. Moreover, our results enable people to tackle broader classes of new contextual bandits
problems, such as contextual bandits with neural networks. Finally, we would like to mention that
if one compares FALCON+ with SqaureCB (Foster and Rakhlin 2020), which also works for general
function classes as long as one has access to an efficient online regression oracle, the two approaches
seem to have different advantages and disadvantages. On the one hand, we believe that FALCON+
should be the more effective one when the contexts are stochastic, as efficient offline regression
oracles are available for more function classes and they may lead to tighter regret bounds. On the
other hand, SquareCB has the merit of working robustly when the contexts are chosen adversarially.
5. Conclusion
In this paper, we propose the first provably optimal offline-regression-oracle-based algorithm for
general contextual bandits, solving an important open problem in the contextual bandit literature.
Our algorithm is surprisingly fast and simple, and our analysis is quite general. We hope that our
findings can motivate future research on contextual bandits and reinforcement learning.
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A. Proof of Theorem 1
A.1. Definitions
For notational convenience, we make some definitions. Some of the definitions have appeared in
the main article.
V (p,π) :=Ex∼DX
[
1
p(π(x)|x)
]
.
m(t) :=min{m∈N : t≤ τm}.
Vt(π) := max
1≤m≤m(t)−1
{V (pm, π)}.
R(π) :=Ex∼DX [f ∗(x,π(x))] .
R̂t(π) :=Ex∼DX
[
f̂m(t)(x,π(x))
]
.
Reg(π) =R(πf∗)−R(π).
R̂egt(π) = R̂t(πf̂m(t))−R̂t(π).
Υt = σ((x1, r1, a1), · · · , (xt, rt, at)).
A.2. Basic Lemmas
We start from some basic “generic” lemmas that hold true for any algorithms, see Lemma 1 and
Lemma 2. Note that these lemmas do not rely on any specific property of an algorithm — in
particular, while Lemma 2 involve some definitions like {τm} and {f̂m}, these quantities are well-
defined for any algorithm, regardless of whether the algorithm uses them to make decisions.
Lemma 1 (Lemma 4.2 in Agarwal et al. 2012). Fix a function f ∈ F . Suppose we sample
x, r from the data distribution DX , and an action a from an arbitrary distribution such that r and
a are conditionally independent given x. Define the random variable
Y = (f(x,a)− r(a))2− (f ∗(x,a)− r(a))2.
Then we have
Ex,r,a[Y ] =Ex,a[(f(x,a)− f ∗(x,a))2],
Varx,r,a[Y ]≤ 4Ex,r,a[Y ].
Lemma 2 (Adapted from Lemma 4.1 in Agarwal et al. 2012). For all m≥ 2, with prob-
ability at least 1− δ/(4(τm−1)2), we have:
τm−1∑
t=1
Ext,rt,at
[
(f̂m(xt, at)− rt(at))2− (f ∗(xt, at)− rt(at))2|Υt−1
]
=
τm−1∑
t=1
Ext,at
[
(f̂m(xt, at)− f ∗(xt, at))2|Υt−1
]
≤100 log
(
4|F|(τm−1)2 log2(τm−1)
δ
)
.
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Therefore (by a union bound), the following event E holds with probability at least 1− δ/2:
E :=
{
∀m≥ 2,
τm−1∑
t=1
Ext,at
[
(f̂m(xt, at)− f ∗(xt, at))2|Υt−1
]
≤ 100 log
(
4|F|(τm−1)2 log2(τm−1)
δ
)}
.
The proofs of Lemma 1 and Lemma 2 can be found in Agarwal et al. (2012) and
are omitted here. For notational simplicity, in the definition of E , we may further relax
100 log (4|F|(τm−1)2 log2(τm−1)/δ) to 225 log (|F|τm−1/δ).
A.3. Per-Epoch Properties of the Algorithm
We start to utilize the specific properties of our algorithm to prove our regret bound. We start
from some per-epoch properties that always hold for our algorithm regardless of its performance
in other epochs.
As we mentioned in the main article, a starting point of our proof is to translate the action
selection kernel pm(·|·) into an “equivalent” distribution over policies Qm(·). Lemma 3 provides a
justification of such translation by showing the existence of a probabilitically-equivalent Qm for
every pm(·|·).
Lemma 3. Fix any epoch m∈N. The action selection scheme pm(·|·) is a valid probability kernel
B(A)×X → [0,1]. There exists a probability measure Qm : Ψ→ [0,1] such that
∀a∈A,∀x∈X , pm(a|x) =
∑
pi∈Ψ
I{π(x) = a}Qm(π).
Proof of Lemma 3. For each x∈X , since A is discrete and finite, (A,B(A), pm(·|x)) is a proba-
bility space satisfying the requirements of Theorem 2.4.4 in Tao (2013) (the theorem is essentially
a corollary of the Kolmogorov extension theorem). By Theorem 2.4.4 in Tao (2013), there exists a
unique probability measure Qm =Πx∈Xpm(·|x) on (Ψ, (B(A))X) with the property that
Qm(Πx∈XEx) =Πx∈Xpm(Ex|x)
whenever one has Ex ∈ B(A) for all x ∈ X and one has Ex =A for all but finitely many of the x.
For any a0 ∈A, x0 ∈X , by letting Ex0 = {a0} and Ex0 =A for all x 6= x0, we prove Lemma 3. 
We call the Qm determined in the proof of Lemma 3 the “equivalent randomized policy” induced
by pm(·|·). Lemma 4 states a key property of Qm: the expected instantaneous regret incurred by
pm(·|·) equals to the implicit regret of the randomized policy Qm. Thus, to analyze our algorithm’s
expected regret, we only need to analyze the induced randomized policies’ implicit regret.
Lemma 4. Fix any epoch m∈N, for any round t in epoch m, we have
Ext,rt,at [rt(πf∗)− rt(at)|Υt−1] =
∑
pi∈Ψ
Qm(π)Reg(π).
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Proof of Lemma 4. By Lemma 4, we have
Ext,rt,at [rt(πf∗)− rt(at)|Υt−1]
=Ext,at [f
∗(xt, πf∗(xt))− f ∗(xt, at)|Υt−1]
=Ex∼DX ,a∼pm(·|x) [f
∗(x,πf∗(x))− f ∗(x,a)]
=Ex
[∑
a∈A
pm(a|x) (f ∗(x,πf∗(x))− f ∗(x,a))
]
=Ex
[∑
a∈A
∑
pi∈Ψ
I{π(x) = a}Qm(π) (f ∗(x,πf∗(x))− f ∗(xt, π(x)))
]
=
∑
pi∈Ψ
Qm(π)Ex
[∑
a∈A
I{π(x) = a} (f ∗(xt, πf∗(x))− f ∗(x,π(x)))
]
=
∑
pi∈Ψ
Qm(π)Ex [f
∗(xt, πf∗(x))− f ∗(x,π(x))]
=
∑
pi∈Ψ
Qm(π)Reg(π).

Lemma 5 states another key property of Qm(·). It says that Qm controls its predicted implicit
regret (relative to the greedy policy based on f̂m) within K/γm. Note that the controlled error
K/γm is gradually shrinking as the algorithm finishes more epochs.
Lemma 5. Fix any epoch m∈N, for all round t in epoch m, we have∑
pi∈Ψ
Qm(π)R̂egt(π)≤
K
γm
.
Proof of Lemma 5 We have∑
pi∈Ψ
Qm(π)R̂egt(π) =
∑
pi∈Ψ
Qm(π)Ex∼DX
[
f̂m(x, âm(x))− f̂m(x,π(x))
]
=Ex∼DX
[∑
pi∈Ψ
Qm(π)
(
f̂m(x, âm(x))− f̂m(x,π(x))
)]
=Ex∼DX
[∑
a∈A
∑
pi∈Ψ
I{π(x) = a}Qm(π)
(
f̂m(x, âm(x))− f̂m(x,a)
)]
=Ex∼DX
[∑
a∈A
pm(a|x)
(
f̂m(x, âm(x))− f̂m(x,a)
)]
.
Given any context x∈X ,∑
a∈A
pm(a|x)
(
f̂m(x, âm(x))− f̂m(x,a)
)
=
∑
a 6=âm(x)
f̂m(x, âm(x))− f̂m(x,a)
K + γm
(
f̂m(x, âm(x))− f̂m(x,a)
) ≤ K − 1
γm
.
Lemma 5 follows immediately. 
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Lemma 6 states another key per-epoch property of our algorithm. For any deterministic policy
π ∈ Ψ, the quantity V (pm, π) = Ex∼DX
[
1
pm(pi(x)|x)
]
is the expected inverse probability that the
algorithm’s decision generated by pm (i.e., the decision generated by the randomized policy Qm)
is the same as the decision generated by the deterministic policy π, over the randomization of
context x. This can be intuitively understood as a measure of the “decisional divergence” between
the randomized policy Qm and the deterministic policy π. Lemma 6 states that this divergence can
be bounded by the predicted implicit regret of policy π.
Lemma 6. Fix any epoch m∈N, for all round t in epoch m, for all policy π ∈Ψ,
V (pm, π)≤K + γmR̂egt(π).
Proof of Lemma 6. For any policy π ∈Ψ, given any context x∈X ,
1
pm(π(x)|x)
=K + γm
(
f̂m(x, âm(x))− f̂m(x,π(x))
)
, if π(x) 6= âm(x);
≤ 1
1/K
=K =K + γm
(
f̂m(x, âm(x))− f̂m(x,π(x))
)
, if π(x) = âm(x).
Thus
V (pm, π) =Ex∼DX
[
1
pm(π(x)|x)
]
≤K + γmEx∼DX
[
f̂m(x, âm(x))− f̂m(x,π(x))
]
=K + γmR̂egt(π)
for all round t in epoch m. 
A.4. Bounding the Prediction Error of Implicit Rewards
Lemma 7 relates the prediction error of the implicit reward of any policy π at round t to the value
of Vt(π).
Lemma 7. Assume that E holds. For any round t > τ1, for any π ∈Ψ,
|R̂t(π)−R(π)| ≤ 15
√
Vt(π)
√
log
(|F|τm(t)−1/δ)
τm(t)−1
≤
√
Vt(π)
√
K
2γm(t)
.
Proof of Lemma 7. Fix any policy π ∈Ψ, and any round t > τ1. Since E holds, we have
τm(t)−1∑
s=1
Exs,as
[
(f̂m(t)(xs, as)− f ∗(xs, as))2|Υs−1
]
≤ 225 log
( |F|τm(t)−1
δ
)
.
By the definitions of R̂t(π) and R(π), we have
R̂t(π)−R(π) =Ex∼DX
[
f̂m(t)(x,π(x))− f ∗(x,π(x))
]
.
Given a context x, define
∆x = f̂m(t)(x,π(x))− f ∗(x,π(x)),
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then R̂t(π)−R(π) =Ex∼DX [∆x]. For all s= 1,2, . . . , τm(t)−1, we have
Eas|xs
[(
f̂m(t)(xs, as)− f ∗(xs, as)
)2
|Υs−1
]
=
∑
a∈A
pm(s)(a|xs)
(
f̂m(t)(xs, a)− f ∗(xs, a)
)2
≥pm(s)(π(xs)|xs)
(
f̂m(t)(xs, π(xs))− f ∗(xs, π(xs))
)2
=pm(s)(π(xs)|xs) (∆xs)2 . (7)
Thus we have
Vt(π) · 225 log
(|F|τm(t)−1/δ)
≥Vt(π)
τm(t)−1∑
s=1
Exs,as
[
(f̂m(t)(xs, as)− f ∗(xs, as))2|Υs−1
]
≥
τm(t)−1∑
s=1
V (pm(s), π)Exs,as
[
(f̂m(t)(xs, as)− f ∗(xs, as))2|Υs−1
]
=
τm(t)−1∑
s=1
Exs
[
1
pm(s)(π(xs)|xs)
]
ExsEas|xs
[(
f̂m(t)(xs, as)− f ∗(xs, as)
)2
|Υs−1
]
≥
τm(t)−1∑
s=1
(
Exs
[√
1
pm(s)(π(xs)|xs)Eas|xs
[(
f̂m(t)(xs, as)− f ∗(xs, as)
)2
|Υs−1
]])2
≥
τm(t)−1∑
s=1
(
Exs
[√
1
pm(s)(π(xs)|xs)pm(s)(π(xs)|xs) (∆xs)
2
])2
=
τm(t)−1∑
s=1
(Exs [|∆xs |])2 ≥
τm(t)−1∑
s=1
|R̂t(π)−R(π)|2= τm(t)−1|R̂t(π)−R(π)|2,
where the first inequality follows from the definitions of E , the second inequality follows from the
definition of Vt(π), the third inequality follows from the Cauchy-Schwarz inequality, the fourth
inequality follows from (7), and the fifth inequality follows from the convexity of the ℓ1 norm. From
the above inequality we obtain Lemma 7. 
A.5. Bounding the Prediction Error of Implicit Regret
Lemma 8 establishes an important relationship between the predicted implicit regret and the true
implicit regret of any policy π at round t. This lemma ensures that the predicted implicit regret of
“good policies” are becoming more and more accurate, while the predicted implicit regret of “bad
policies” do not need to have such property.
Lemma 8. Assume that E holds. Let c0 := 5.15. For all epochs m ∈N, all rounds t in epoch m,
and all policies π ∈Ψ,
Reg(π)≤ 2R̂egt(π)+ c0K/γm,
R̂egt(π)≤ 2Reg(π)+ c0K/γm.
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Proof of Lemma 8. We prove Lemma 8 via induction on m. We first consider the base case
where m= 1 and 1≤ t≤ τ1. In this case, since γ1 = 1, we know that ∀π ∈Ψ,
Reg(π)≤ 1≤ c0K/γ1,
R̂egt(π)≤ 1≤ c0K/γ1.
Thus the claim holds in the base case.
For the inductive step, fix some epoch m> 1. We assume that for all epochs m′ <m, all rounds
t′ in epoch m′, and all π ∈Ψ,
Reg(π)≤ 2R̂egt′(π)+ c0K/γm′ , (8)
R̂egt′(π)≤ 2Reg(π)+ c0K/γm′ . (9)
We first show that for all rounds t in epoch m and all π ∈Ψ,
Reg(π)≤ 2R̂egt(π)+ c0K/γm.
We have
Reg(π)− R̂egt(π) = (R(πf∗)−R(π))− (R̂t(πf̂m)−R̂t(π))
≤ (R(πf∗)−R(π))− (R̂t(πf∗)−R̂t(π))
≤ |R̂t(π)−R(π)|+ |R̂t(πf∗)−R(πf∗)|
≤
√
Vt(π)
√
K
2γm
+
√Vt(πf∗)√K
2γm
≤ Vt(π)
5γm
+
Vt(πf∗)
5γm
+
5K
8γm
(10)
where the first inequality is by the optimality of πf̂m for R̂t(·), the second inequality is by the
triangle inequality, the third inequality is by Lemma 7, and the fourth inequality is by the AM-GM
inequality. By the definitions of Vt(π),Vt(πf∗) and Lemma 6, there exist epochs i, j <m such that
Vt(π) = V (pi, π) =Ex∼DX
[
1
pi(π(x)|x)
]
≤K + γiR̂egτi(π),
Vt(πf∗) = V (pj, πf∗) =Ex∼DX
[
1
pj(πf∗(x)|x)
]
≤K + γjR̂egτj (πf∗).
Combining the above two inequalities with (9), we have
Vt(π)
5γm
≤ K + γiR̂egτi(π)
5γm
≤ K + γi(2Reg(π)+ c0K/γi)
5γm
≤ (1+ c0)K
5γm
+
2
5
Reg(π), (11)
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Vt(πf∗)
5γm
≤
K + γjR̂egτj(πf∗)
5γm
≤ K + γj(2Reg(πf∗)+ c0K/γj)
5γm
=
(1+ c0)K
5γm
, (12)
where the last inequality in (11) follows from γi ≤ γm and the last inequality in (12) follows from
Reg(πf∗) = 0. Combining (10), (11) and (12), we have
Reg(π)≤ 5
3
R̂egt(π)+
2c0K
3γm
+
1.71K
γm
≤ 2R̂egt(π)+
c0K
γm
. (13)
We then show that for all rounds t in epoch m and all π ∈Ψ,
R̂egt(π)≤ 2Regt(π)+ c0K/γm.
Similar to (10), we have
R̂egt(π)−Reg(π) = (R̂(πf̂m)−R̂t(π))− (R(πf∗)−R(π))
≤ (R̂t(πf̂m)−R̂t(π))− (R(πf̂m)−R(π))
≤ |R̂t(π)−R(π)|+ |R̂t(πf̂m)−R(πf̂m)|
≤
√
Vt(π)
√
K
γm
+
√
Vt(πf̂m)
√
K
γm
≤ Vt(π)
5γm
+
Vt(πf̂m)
5γm
+
5K
8γm
. (14)
By the definition of Vt(πf̂m) and Lemma 6, there exist epoch l <m such that
Vt(πf̂m) = V (pl, πf̂m) =Ex∼DX
[
1
pl(πf̂m |x)
]
≤K + γlR̂egτl(πf̂m).
Using (9), γl ≤ γm, (13) and R̂egt(πf̂m) = 0, we have
Vt(πf̂m)
5γm
≤ K + γlR̂egτl(πf̂m)
5γm
≤ K + γl(2Reg(πf̂m)+ c0K/γl)
5γm
≤ (1+ c0)K
5γm
+
2
5
Reg(πf̂m)
≤ (1+ c0)K
5γm
+
2
5
(
R̂egt(πf̂m)+
c0K
γm
)
=
(1+3c0)K
5γm
. (15)
Combining (11), (14) and (15), we have
R̂egt(π)≤
7
5
Reg(π)+
4c0K
5γm
+
1.03
γm
≤ 2Reg(π)+ c0K
γm
.
Thus we complete the inductive step, and the claim proves to be true for all m∈N. 
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A.6. Bounding the True Regret
Lemma 9. Assume that E holds. For every epoch m∈N,∑
pi∈Ψ
Qm(π)Reg(π)≤ 7.15K/γm.
Proof of Lemma 9. Fix any epoch m∈N. Since τm−1+1 belongs to epoch m, we have∑
pi∈Ψ
Qm(π)Reg(π)≤
∑
pi∈Ψ
Qm(π)
(
2R̂egτm−1+1(π)+
c0K
γm
)
= 2
∑
pi∈Ψ
Qm(π)R̂egτm−1+1(π)+
c0K
γm
≤ (2+ c0)K
γm
,
where the first inequality follows from Lemma 8, and the second inequality follows from Lemma 5.
We then take in c0= 5.15. 
Lemma 10. Consider an epoch schedule such that τm ≤ 2τm−1 for m> 1 and τ1 =O(1). For any
T ∈N, with probability at least 1− δ, the regret after T rounds is at most
608.5
√
KT log(|F|T/δ)+
√
8T log(2/δ)+ τ1.
Proof of Lemma 10 Fix T ∈ N. For each round t ∈ {1, . . . , T}, define Mt := rt(πf∗)− rt(at)−∑
pi∈ΨQm(t)(π)Reg(π). By Lemma 4 we have
Ext,rt,at [rt(πf∗)− rt(at)|Υt−1] =
∑
pi∈Ψ
Qm(t)(π)Reg(π), Ext,rt,at [Mt|Υt−1] = 0,
Since |Mt| ≤ 2, Mt is a martingale difference sequence. By Azuma’s inequality,
T∑
t=1
Mt≤ 2
√
2T log(2/δ) (16)
with probability at least 1− δ/2. By Lemma 2, with probability at least 1− δ/2, the event E holds.
By a union bound, with probability at least 1− δ, the event E holds and
T∑
t=1
(rt(πf∗)− rt(at))≤
T∑
t=1
∑
pi∈Ψ
Qm(t)(π)Reg(π)+
√
8T log(2/δ)
≤
T∑
t=τ1+1
7.15K/γm(t)+ τ1+
√
8T log(2/δ)
= 215
m(T )∑
m=2
√
K log(|F|τm−1/δ)
τm−1
(τm− τm−1)+ τ1+
√
8T log(2/δ)
= 215
√
K log(|F|τm−1/δ)
m(T )∑
m=2
τm− τm−1√
τm−1
+
√
8T log(2/δ)+ τ1
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≤ 215
√
K log(|F|T/δ)
m(T )∑
m=2
∫ τm
τm−1
dx√
x
+
√
8T log(2/δ)+ τ1
=215
√
K log(|F|T/δ)
∫ τm(T )
τ1
dx√
x
+
√
8T log(2/δ)+ τ1
=430
√
τm(T )K log(|F|T/δ) +
√
8T log(2/δ)+ τ1
≤ 608.5
√
KT log(|F|T/δ)+
√
8T log(2/δ)+ τ1,
where the first inequality follows from (16), the second inequality follows from Lemma (9), the
third inequality follows from an integral bound, and the fourth inequality follows from τm(T ) ≤
2τm(T )−1< 2T . 
Lemma 10 directly leads to Theorem 1. We thus finish our proof of Theorem 1.
We also provide a proof of Corollary 1 below.
Proof of Corollary 1. For any T > 1000, consider an epoch schedule τm=
⌈
T 1−2
−m
⌉
, ∀m∈N.
We note that Lemma 1 to Lemma 9 still hold, as they do not rely on any properties of the epoch
schedule. For Lemma 10, all the arguments up to equation (16) still hold. Therefore, we only need
to re-analyze the last block of equations in the proof of Lemma 10. We do this below.
T∑
t=1
(rt(πf∗)− rt(at))≤
T∑
t=1
∑
pi∈Ψ
Qm(t)(π)Reg(π)+
√
8T log(2/δ)
≤
T∑
t=τ1+1
7.15K/γm(t)+ τ1+
√
8T log(2/δ)
= 215
m(T )∑
m=2
√
K log(|F|τm−1/δ)
τm−1
(τm− τm−1)+ τ1+
√
8T log(2/δ)
= 215
√
K log(|F|τm−1/δ)
m(T )∑
m=2
τm− τm−1√
τm−1
+
√
8T log(2/δ)+ τ1
≤ 215
√
K log(|F|τm−1/δ)
m(T )∑
m=2
τm√
τm−1
+
√
8T log(2/δ)+ τ1
≤ 215
√
K log(|F|τm−1/δ)
(√
T +
1√
T
)
(m(T )− 1)+
√
8T log(2/δ)+
√
T +1,
where the last inequality follows from
τm√
τm−1
≤ T
1−2−m +1
T
1
2 (1−2
−m+1)
=
√
T +
1√
T
, ∀m> 1
and τ1≤
√
T +1. Corollary 1 follows from the fact that m(T ) =O(log logT ).

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B. Proof of Theorem 2
Lemma 11. Consider an epoch schedule such that τm ≥ 2m for m ∈ N. For all m ≥ 2, with
probability at least 1− δ/(2τm−1), we have:
∀t∈ {τm−2+1, · · · , τm−1}, Ext,at
[
(f̂m(xt, at)− f ∗(xt, at))2|Υt−1
]
=Ext,rt,at
[
(f̂m(xt, at)− rt(at))2− (f ∗(xt, at)− rt(at))2|Υt−1
]
≤ξF ,δ/(2τm−1)(τm−1− τm−2).
Therefore (by a union bound), the following event Γ holds with probability at least 1− δ/2:
Γ :=
{
∀t > τ1, Ext,at
[
(f̂m(xt, at)− f ∗(xt, at))2|Υt−1
]
≤ ξF ,δ/(2τm−1)(τm−1− τm−2)
}
.
Proof of Lemma 11 By the specification of Algorithm 2, we have ∀t∈ {τm−2+1, · · · , τm−1},
Ext,rt,at
[
(f̂m(xt, at)− rt(at))2− (f ∗(xt, at)− rt(at))2|Υt−1
]
=Ext,rt,at
[
(f̂m(xt, at)− rt(at))2− (f ∗(xt, at)− rt(at))2|γm, f̂m
]
.
The rest of the lemma simply follows from the definition of estimation error / excess risk. 
We note that Lemma 3 to Lemma 6 still hold for Algorithm 2.
Lemma 12. Assume that Γ holds. For any round t > τ1, for any π ∈Ψ,
|R̂t(π)−R(π)| ≤
√
V (pm(t)−1, π)
√
ξF ,δ/(2τm−1)(τm−1− τm−2) =
√
V (pm(t)−1, π)
√
K
2γm
.
Proof of Lemma 12. Fix any policy π ∈Ψ, and any round t > τ1. Since Γ holds, we have
Exs,as
[
(f̂m(t)(xs, as)− f ∗(xs, as))2|Υs−1
]
≤ ξF ,δ/(2τm−1)(τm−1− τm−2).
By the definitions of R̂t(π) and R(π), we have
R̂t(π)−R(π) =Ex∼DX
[
f̂m(t)(x,π(x))− f ∗(x,π(x))
]
.
Given a context x, define
∆x = f̂m(t)(x,π(x))− f ∗(x,π(x)),
then R̂t(π)−R(π) =Ex∼DX [∆x]. For all s= τm(t)−2+1, . . . , τm(t)−1, we have
Eas|xs
[(
f̂m(t)(xs, as)− f ∗(xs, as)
)2
|Υs−1
]
=
∑
a∈A
pm(t)−1(a|xs)
(
f̂m(t)(xs, a)− f ∗(xs, a)
)2
≥pm(t)−1(π(xs)|xs)
(
f̂m(t)(xs, π(xs))− f ∗(xs, π(xs))
)2
=pm(t)−1(π(xs)|xs) (∆xs)2 . (17)
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Thus we have
V (pm(t)−1, π)ξF ,δ/(2τm−1)(τm−1− τm−2)
≥V (pm(t)−1, π)Exs,as
[
(f̂m(t)(xs, as)− f ∗(xs, as))2|Υs−1
]
=Exs
[
1
pm(t)−1(π(xs)|xs)
]
ExsEas|xs
[(
f̂m(t)(xs, as)− f ∗(xs, as)
)2
|Υs−1
]
≥
(
Exs
[√
1
pm(t)−1(π(xs)|xs)Eas|xs
[(
f̂m(t)(xs, as)− f ∗(xs, as)
)2
|Υs−1
]])2
≥
(
Exs
[√
1
pm(t)−1(π(xs)|xs)pm(t)−1(π(xs)|xs) (∆xs)
2
])2
=(Exs [|∆xs |])2
≥|R̂t(π)−R(π)|2,
where the first inequality follows from the definitions of Γ, the second inequality follows from the
Cauchy-Schwarz inequality, the third inequality follows from (17), and the fourth inequality follows
from the convexity of the ℓ1 norm. From the above inequality we obtain Lemma 12. 
Lemma 13. Assume that Γ holds. Let c0 := 5.15. For all epochs m∈N, all rounds t in epoch m,
and all policies π ∈Ψ,
Reg(π)≤ 2R̂egt(π)+ c0K/γm,
R̂egt(π)≤ 2Reg(π)+ c0K/γm.
Proof of Lemma 13. We prove Lemma 13 via induction on m. We first consider the base case
where m= 1 and 1≤ t≤ τ1. In this case, since γ1 = 1, we know that ∀π ∈Ψ,
Reg(π)≤ 1≤ c0K/γ1,
R̂egt(π)≤ 1≤ c0K/γ1.
Thus the claim holds in the base case.
For the inductive step, fix some epoch m> 1. We assume that for epoch m− 1, all rounds t′ in
epoch m− 1, and all π ∈Ψ,
Reg(π)≤ 2R̂egt′(π)+ c0K/γm−1, (18)
R̂egt′(π)≤ 2Reg(π)+ c0K/γm−1. (19)
We first show that for all rounds t in epoch m and all π ∈Ψ,
Reg(π)≤ 2R̂egt(π)+ c0K/γm.
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We have
Reg(π)− R̂egt(π) = (R(πf∗)−R(π))− (R̂t(πf̂m)−R̂t(π))
≤ (R(πf∗)−R(π))− (R̂t(πf∗)−R̂t(π))
≤ |R̂t(π)−R(π)|+ |R̂t(πf∗)−R(πf∗)|
≤
√
V (pm−1, π)
√
K
2γm
+
√
V (pm−1, πf∗)
√
K
2γm
≤ V (pm−1, π)
5γm
+
V (pm−1, πf∗)
5γm
+
5K
8γm
(20)
where the first inequality is by the optimality of πf̂m for R̂t(·), the second inequality is by the
triangle inequality, the third inequality is by Lemma 12, and the fourth inequality is by the AM-GM
inequality. By Lemma 6,
V (pm−1, π) =Ex∼DX
[
1
pm−1(π(x)|x)
]
≤K + γm−1R̂egτm−1(π),
V (pm−1, πf∗) =Ex∼DX
[
1
pm−1(πf∗(x)|x)
]
≤K + γm−1R̂egτm−1(πf∗).
Combining the above two inequalities with (19), we have
V (pm−1, π)
5γm
≤ K + γm−1R̂egτm−1(π)
5γm
≤ K + γm−1(2Reg(π)+ c0K/γm−1)
5γm
≤ (1+ c0)K
5γm
+
2
5
Reg(π),
(21)
V (pm−1, πf∗)
5γm
≤ K + γm−1R̂egτm−1(πf
∗)
5γm
≤ K + γm−1(2Reg(πf∗)+ c0K/γm−1)
5γm
=
(1+ c0)K
5γm
, (22)
where the last inequality in (21) follows from γm−1 ≤ γm and the last inequality in (22) follows
from Reg(πf∗) = 0. Combining (20), (21) and (22), we have
Reg(π)≤ 5
3
R̂egt(π)+
2c0K
3γm
+
1.71K
γm
≤ 2R̂egt(π)+
c0K
γm
. (23)
We then show that for all rounds t in epoch m and all π ∈Ψ,
R̂egt(π)≤ 2Regt(π)+ c0K/γm.
Similar to (20), we have
R̂egt(π)−Reg(π) = (R̂(πf̂m)−R̂t(π))− (R(πf∗)−R(π))
≤ (R̂t(πf̂m)−R̂t(π))− (R(πf̂m)−R(π))
≤ |R̂t(π)−R(π)|+ |R̂t(πf̂m)−R(πf̂m)|
≤
√
V (pm−1, π)
√
K
γm
+
√
V (pm−1, πf̂m)
√
K
γm
≤ V (pm−1, π)
5γm
+
V (pm−1, πf̂m)
5γm
+
5K
8γm
. (24)
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By Lemma 6,
V (pm−1, πf̂m) =Ex∼DX
[
1
pm−1(πf̂m(x)|x)
]
≤K + γm−1R̂egτm−1(πf̂m).
Using (19), γm−1 ≤ γm, (23) and R̂egt(πf̂m) = 0, we have
V (pm−1, πf̂m)
5γm
≤ K + γm−1R̂egτm−1(πf̂m)
5γm
≤ K + γm−1(2Reg(πf̂m)+ c0K/γm−1)
5γm
(25)
≤ (1+ c0)K
5γm
+
2
5
Reg(πf̂m)≤
(1+ c0)K
5γm
+
2
5
(
R̂egt(πf̂m)+
c0K
γm
)
=
(1+3c0)K
5γm
.
Combining (21), (24) and (25), we have
R̂egt(π)≤
7
5
Reg(π)+
4c0K
5γm
+
1.03
γm
≤ 2Reg(π)+ c0K
γm
.
Thus we complete the inductive step, and the claim proves to be true for all m∈N. 
We note that Lemma 9 still holds for Algorithm 2.
Lemma 14. Consider an epoch schedule such that τm ≥ 2m for m ∈ N. For any T ∈ N, with
probability at least 1− δ, the regret of Algorithm 2 after T rounds is at most
14.3
√
K
m(T )∑
m=2
√
ξF ,δ/(2T )(τm−1− τm−2)(τm− τm−1)+
√
8T log(2/δ)+ τ1.
Proof of Lemma 14 Fix T ∈ N. For each round t ∈ {1, . . . , T}, define Mt := rt(πf∗)− rt(at)−∑
pi∈ΨQm(t)(π)Reg(π). By Lemma 4 we have
Ext,rt,at [rt(πf∗)− rt(at)|Υt−1] =
∑
pi∈Ψ
Qm(t)(π)Reg(π), Ext,rt,at [Mt|Υt−1] = 0,
Since |Mt| ≤ 2, Mt is a martingale difference sequence. By Azuma’s inequality,
T∑
t=1
Mt≤ 2
√
2T log(2/δ) (26)
with probability at least 1− δ/2. By Lemma 11, with probability at least 1− δ/2, the event Γ
holds. By a union bound, with probability at least 1− δ, the event Γ holds and
T∑
t=1
(rt(πf∗)− rt(at))≤
T∑
t=1
∑
pi∈Ψ
Qm(t)(π)Reg(π)+
√
8T log(2/δ)
≤
T∑
t=τ1+1
7.15K/γm(t)+ τ1+
√
8T log(2/δ)
= 14.3
m(T )∑
m=2
√
KξF ,δ/(2τm−1)(τm−1− τm−2)(τm− τm−1)+ τ1+
√
8T log(2/δ)
≤ 14.3
√
K
m(T )∑
m=2
√
ξF ,δ/(2T )(τm−1− τm−2)(τm− τm−1)+
√
8T log(2/δ)+ τ1,
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where the first inequality follows from (26), the second inequality follows from Lemma (9), and the
last equality follows from τm(T )−1 ≤ T . 
We thus finish our proof of Theorem 2.
