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Abstract	 ﾠ
Scientists	 ﾠand	 ﾠengineers	 ﾠfacing	 ﾠincreasing	 ﾠamounts	 ﾠof	 ﾠdata	 ﾠmust	 ﾠcreate,	 ﾠexecute	 ﾠand	 ﾠnavigate	 ﾠcomplex	 ﾠ
workflows,	 ﾠcollaborate	 ﾠwithin	 ﾠand	 ﾠoutside	 ﾠtheir	 ﾠorganisations,	 ﾠand	 ﾠneed	 ﾠto	 ﾠshare	 ﾠtheir	 ﾠwork	 ﾠwith	 ﾠothers.	 ﾠIn	 ﾠ
this	 ﾠpaper	 ﾠwe	 ﾠdemonstrate	 ﾠhow	 ﾠthe	 ﾠMicrosoft	 ﾠSharePoint	 ﾠplatform	 ﾠprovides	 ﾠan	 ﾠintegrated	 ﾠfeature	 ﾠset	 ﾠthat	 ﾠ
can	 ﾠbe	 ﾠleveraged	 ﾠin	 ﾠorder	 ﾠto	 ﾠsignificantly	 ﾠimprove	 ﾠthe	 ﾠproductivity	 ﾠof	 ﾠscientists	 ﾠand	 ﾠengineers.	 ﾠWe	 ﾠ
investigate	 ﾠhow	 ﾠSharePoint	 ﾠ2010	 ﾠcan	 ﾠbe	 ﾠused,	 ﾠand	 ﾠextended,	 ﾠto	 ﾠmanage	 ﾠdata	 ﾠand	 ﾠworkflow	 ﾠin	 ﾠa	 ﾠseamless	 ﾠ
way,	 ﾠand	 ﾠenable	 ﾠusers	 ﾠto	 ﾠpublish	 ﾠtheir	 ﾠdata	 ﾠwith	 ﾠfull	 ﾠaccess	 ﾠcontrol.	 ﾠWe	 ﾠdescribe,	 ﾠin	 ﾠdetail,	 ﾠhow	 ﾠwe	 ﾠhave	 ﾠ
used	 ﾠSharePoint	 ﾠ2010	 ﾠas	 ﾠthe	 ﾠIT	 ﾠinfrastructure	 ﾠfor	 ﾠlarge,	 ﾠmulti-ﾭ‐user	 ﾠfacilities	 ﾠincluding	 ﾠthe	 ﾠUK	 ﾠNational	 ﾠ
Crystallography	 ﾠService,	 ﾠµ-ﾭ‐Vis	 ﾠCT	 ﾠscanning	 ﾠfacility,	 ﾠand	 ﾠthe	 ﾠSouthampton	 ﾠNano-ﾭ‐Fabrication	 ﾠfacility.	 ﾠWe	 ﾠalso	 ﾠ
demonstrate	 ﾠhow	 ﾠSharePoint	 ﾠ2010	 ﾠcan	 ﾠbe	 ﾠintegrated	 ﾠinto	 ﾠthe	 ﾠeveryday	 ﾠlives	 ﾠof	 ﾠscientists	 ﾠand	 ﾠengineers	 ﾠfor	 ﾠ
managing	 ﾠand	 ﾠpublishing	 ﾠtheir	 ﾠdata	 ﾠin	 ﾠour	 ﾠMaterials	 ﾠData	 ﾠCentre
1,	 ﾠwhich	 ﾠprovides	 ﾠan	 ﾠeasy-ﾭ‐to-ﾭ‐use	 ﾠdata	 ﾠ
management	 ﾠsystem	 ﾠfrom	 ﾠlab	 ﾠbench	 ﾠto	 ﾠjournal	 ﾠpublication	 ﾠvia	 ﾠEPrints.	 ﾠ
Introduction	 ﾠ
The	 ﾠworld	 ﾠof	 ﾠthe	 ﾠscientist	 ﾠand	 ﾠengineers	 ﾠis	 ﾠbecoming	 ﾠincreasingly	 ﾠchallenging	 ﾠas	 ﾠinstruments,	 ﾠsensors	 ﾠand	 ﾠ
computing	 ﾠbecome	 ﾠmore	 ﾠcapable,	 ﾠresulting	 ﾠin	 ﾠcomplex	 ﾠworkflows	 ﾠand	 ﾠa	 ﾠdeluge	 ﾠof	 ﾠdata	 ﾠto	 ﾠmanage	 ﾠand	 ﾠ
comprehend.	 ﾠIncreased	 ﾠfocus	 ﾠon	 ﾠcollaboration	 ﾠand	 ﾠopening	 ﾠup	 ﾠof	 ﾠdata	 ﾠand	 ﾠinformation	 ﾠis	 ﾠalso	 ﾠdriving	 ﾠ
researchers	 ﾠto	 ﾠnetwork	 ﾠin	 ﾠa	 ﾠsocial	 ﾠsense.	 ﾠOver	 ﾠthe	 ﾠlast	 ﾠdecade	 ﾠthe	 ﾠeScience	 ﾠresearch	 ﾠcommunity	 ﾠhas	 ﾠ
explored	 ﾠmany	 ﾠissues	 ﾠand	 ﾠcreated	 ﾠmany	 ﾠsystems	 ﾠthat	 ﾠtackle	 ﾠthese	 ﾠissues.	 ﾠ	 ﾠ
Many	 ﾠof	 ﾠthe	 ﾠchallenges	 ﾠfaced	 ﾠby	 ﾠcompanies	 ﾠare	 ﾠanalogous	 ﾠto	 ﾠthose	 ﾠfaced	 ﾠby	 ﾠthe	 ﾠscientific	 ﾠcommunity,	 ﾠand	 ﾠ
platforms	 ﾠfor	 ﾠmanaging	 ﾠdata,	 ﾠworkflows	 ﾠand	 ﾠcollaboration	 ﾠhave	 ﾠbecome	 ﾠmore	 ﾠcapable	 ﾠin	 ﾠrecent	 ﾠyears.	 ﾠ
Microsoft	 ﾠSharePoint	 ﾠis	 ﾠone	 ﾠsuch	 ﾠplatform	 ﾠthat	 ﾠis	 ﾠdesigned	 ﾠto	 ﾠmanage	 ﾠcontent,	 ﾠcommunities,	 ﾠdynamic	 ﾠweb	 ﾠ
sites,	 ﾠcollaboration	 ﾠand	 ﾠinformation	 ﾠreporting
2.	 ﾠIn	 ﾠthis	 ﾠpaper	 ﾠwe	 ﾠdescribe	 ﾠhow	 ﾠwe	 ﾠare	 ﾠusing	 ﾠMicrosoft	 ﾠ
SharePoint	 ﾠas	 ﾠan	 ﾠintegrated	 ﾠplatform	 ﾠfor	 ﾠmanaging	 ﾠthe	 ﾠscientific	 ﾠdiscovery	 ﾠprocess	 ﾠacross	 ﾠa	 ﾠnumber	 ﾠof	 ﾠ
facilities.	 ﾠ
Scientific	 ﾠApplication	 ﾠof	 ﾠMicrosoft	 ﾠSharePoint	 ﾠ	 ﾠ
The	 ﾠrequirements	 ﾠfor	 ﾠa	 ﾠcomputational	 ﾠplatform	 ﾠto	 ﾠsupport	 ﾠscience	 ﾠare	 ﾠwide-ﾭ‐ranging,	 ﾠand	 ﾠdiscipline-ﾭ‐specific	 ﾠ
in	 ﾠmany	 ﾠcases.	 ﾠThere	 ﾠare,	 ﾠhowever,	 ﾠclasses	 ﾠof	 ﾠapplication	 ﾠareas	 ﾠthat	 ﾠshare	 ﾠsignificant	 ﾠcommonality.	 ﾠOne	 ﾠ
such	 ﾠarea	 ﾠis	 ﾠlarge,	 ﾠmulti-ﾭ‐user	 ﾠexperimental	 ﾠfacilities.	 ﾠThe	 ﾠmanagement	 ﾠand	 ﾠuse	 ﾠof	 ﾠthese	 ﾠfacilities	 ﾠgoes	 ﾠ
beyond	 ﾠthe	 ﾠscope	 ﾠthat	 ﾠindividual	 ﾠusers	 ﾠusually	 ﾠhave	 ﾠto	 ﾠdeal	 ﾠwith	 ﾠin	 ﾠterms	 ﾠof	 ﾠthe	 ﾠend-ﾭ‐to-ﾭ‐end	 ﾠprocess:	 ﾠfrom	 ﾠ
applying	 ﾠto	 ﾠuse	 ﾠa	 ﾠfacility;	 ﾠthrough	 ﾠauthorisation	 ﾠand	 ﾠtraining;	 ﾠto	 ﾠrunning	 ﾠexperiments	 ﾠand	 ﾠprocessing	 ﾠ
results.	 ﾠSuch	 ﾠworkflows	 ﾠusually	 ﾠinvolve	 ﾠa	 ﾠnumber	 ﾠof	 ﾠstages	 ﾠthat	 ﾠare	 ﾠboth	 ﾠmanual	 ﾠand	 ﾠautomated.	 ﾠ	 ﾠ
Here	 ﾠwe	 ﾠconsider	 ﾠthree	 ﾠlarge	 ﾠmulti-ﾭ‐user	 ﾠfacilities	 ﾠat	 ﾠthe	 ﾠUniversity	 ﾠof	 ﾠSouthampton.	 ﾠThe	 ﾠUK	 ﾠNational	 ﾠ
Crystallography	 ﾠService
3,	 ﾠfunded	 ﾠby	 ﾠEPSRC,	 ﾠcomprises	 ﾠa	 ﾠnumber	 ﾠof	 ﾠdiffractometers	 ﾠthat	 ﾠare	 ﾠused	 ﾠfor	 ﾠcrystal	 ﾠ
structure	 ﾠdetermination.	 ﾠIt	 ﾠalso	 ﾠprovides	 ﾠaccess	 ﾠto	 ﾠthe	 ﾠnational	 ﾠDiamond	 ﾠLight	 ﾠSource	 ﾠSynchrotron	 ﾠwhen	 ﾠ
more	 ﾠintense	 ﾠX-ﾭ‐rays	 ﾠare	 ﾠrequired	 ﾠby	 ﾠusers.	 ﾠThe	 ﾠµ-ﾭ‐Vis	 ﾠX-ﾭ‐ray	 ﾠComputed	 ﾠTomography	 ﾠ(CT)	 ﾠCentre	 ﾠat	 ﾠ
Southampton	 ﾠis	 ﾠa	 ﾠmulti-ﾭ‐disciplinary	 ﾠfacility	 ﾠused	 ﾠfor	 ﾠimaging	 ﾠsamples	 ﾠfrom	 ﾠa	 ﾠwide-ﾭ‐range	 ﾠof	 ﾠusers,	 ﾠfrom	 ﾠ
engineering,	 ﾠbiomedical	 ﾠand	 ﾠenvironmental	 ﾠscience.	 ﾠThe	 ﾠsystem	 ﾠallows	 ﾠus	 ﾠto	 ﾠlook	 ﾠinside	 ﾠobjects	 ﾠand	 ﾠcreate	 ﾠ
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1	 ﾠwww.materialsdatacentre.com	 ﾠ	 ﾠ
2	 ﾠhttp://sharepoint.microsoft.com/	 ﾠ	 ﾠ	 ﾠ
3	 ﾠhttp://www.ncs.chem.soton.ac.uk/	 ﾠ	 ﾠ	 ﾠ
3D	 ﾠreconstructions	 ﾠfor	 ﾠdetailed	 ﾠanalysis	 ﾠ(for	 ﾠexample,	 ﾠFigure	 ﾠ1).	 ﾠThe	 ﾠhigh-ﾭ‐resolution	 ﾠimaging	 ﾠrequires	 ﾠ
processing	 ﾠlarge	 ﾠamounts	 ﾠof	 ﾠdata,	 ﾠO(TBytes),	 ﾠusing	 ﾠadvanced	 ﾠimage	 ﾠprocessing	 ﾠon	 ﾠGPUs.	 ﾠThe	 ﾠSouthampton	 ﾠ
Nano-ﾭ‐Fabrication	 ﾠCentre
4	 ﾠis	 ﾠa	 ﾠpurpose-ﾭ‐built	 ﾠfacility	 ﾠthat	 ﾠhas	 ﾠa	 ﾠvariety	 ﾠof	 ﾠoptical	 ﾠand	 ﾠelectron-ﾭ‐beam	 ﾠsystems	 ﾠ
for	 ﾠlithography	 ﾠdown	 ﾠto	 ﾠ5nm.	 ﾠCharacterisation	 ﾠis	 ﾠcarried	 ﾠout	 ﾠon	 ﾠa	 ﾠrange	 ﾠof	 ﾠinstruments,	 ﾠincluding	 ﾠa	 ﾠ
focussed	 ﾠion	 ﾠbeam	 ﾠwith	 ﾠintegrated	 ﾠSEM.	 ﾠ
While	 ﾠthese	 ﾠfacilities	 ﾠhave	 ﾠdifferent	 ﾠscientific	 ﾠoutputs,	 ﾠtheir	 ﾠoperation	 ﾠshares	 ﾠmany	 ﾠcommon	 ﾠfeatures,	 ﾠ
particularly	 ﾠin	 ﾠterms	 ﾠof	 ﾠthe	 ﾠworkflow	 ﾠthat	 ﾠusers	 ﾠmust	 ﾠfollow.	 ﾠWe	 ﾠconsider	 ﾠthe	 ﾠfull	 ﾠend-ﾭ‐to-ﾭ‐end	 ﾠprocess	 ﾠhere,	 ﾠ





Figure	 ﾠ2:	 ﾠUser	 ﾠexperience	 ﾠand	 ﾠworkflow	 ﾠfor	 ﾠµ–Vis	 ﾠCT	 ﾠscanning	 ﾠ
centre	 ﾠ
Figure	 ﾠ3:	 ﾠEP2DC	 ﾠarchitecture,	 ﾠlinking	 ﾠEPrints	 ﾠto	 ﾠthe	 ﾠMaterials	 ﾠ
Data	 ﾠCentre	 ﾠ
	 ﾠ
	 ﾠfor	 ﾠµ-ﾭ‐Vis,	 ﾠfrom	 ﾠboth	 ﾠthe	 ﾠuser	 ﾠand	 ﾠfacility	 ﾠperspectives.	 ﾠWe	 ﾠterm	 ﾠthis	 ﾠas	 ﾠthe	 ﾠbusiness	 ﾠworkflow,	 ﾠto	 ﾠ
distinguish	 ﾠit	 ﾠfrom	 ﾠscientific	 ﾠworkflow,	 ﾠwhich	 ﾠhas	 ﾠbeen	 ﾠthe	 ﾠfocus	 ﾠof	 ﾠprevious	 ﾠwork	 ﾠin	 ﾠthe	 ﾠarea	 ﾠsuch	 ﾠas	 ﾠ
Taverna	 ﾠand	 ﾠKepler	 ﾠworkflow	 ﾠsystems.	 ﾠIn	 ﾠour	 ﾠdescription	 ﾠthe	 ﾠscientific	 ﾠworkflow	 ﾠis	 ﾠjust	 ﾠone	 ﾠof	 ﾠthe	 ﾠactivities	 ﾠ
within	 ﾠthe	 ﾠbusiness	 ﾠworkflow,	 ﾠalthough	 ﾠthis	 ﾠcan	 ﾠbe	 ﾠextremely	 ﾠcomplex	 ﾠin	 ﾠitself.	 ﾠ	 ﾠ
A	 ﾠnumber	 ﾠof	 ﾠkey	 ﾠfeatures	 ﾠwithin	 ﾠSharePoint	 ﾠ2010	 ﾠare	 ﾠdirectly	 ﾠrelevant	 ﾠfor	 ﾠapplication	 ﾠin	 ﾠscientific	 ﾠand	 ﾠ
engineering	 ﾠdomains.	 ﾠAs	 ﾠa	 ﾠplatform	 ﾠit	 ﾠintegrates	 ﾠworkflow,	 ﾠdata	 ﾠmanagement	 ﾠand	 ﾠconnectivity	 ﾠservices	 ﾠ
within	 ﾠa	 ﾠsocial	 ﾠcomputing	 ﾠframework,	 ﾠmaking	 ﾠit	 ﾠfully	 ﾠpersonalisable	 ﾠbased	 ﾠon	 ﾠuser	 ﾠroles.	 ﾠ	 ﾠ
In	 ﾠorder	 ﾠto	 ﾠexecute	 ﾠthe	 ﾠbusiness	 ﾠworkflow,	 ﾠthe	 ﾠSharePoint	 ﾠWorkflow	 ﾠEngine	 ﾠprovides	 ﾠan	 ﾠextensible	 ﾠ
framework	 ﾠin	 ﾠwhich	 ﾠdevelopers	 ﾠcan	 ﾠcreate	 ﾠsteps	 ﾠand	 ﾠworkflow	 ﾠtemplates.	 ﾠThese	 ﾠcan	 ﾠthen	 ﾠbe	 ﾠassembled	 ﾠ
using	 ﾠthe	 ﾠSharePoint	 ﾠDesigner	 ﾠpackage	 ﾠby	 ﾠdomain	 ﾠspecialists	 ﾠwithout	 ﾠthem	 ﾠhaving	 ﾠto	 ﾠwrite	 ﾠcode.	 ﾠThese	 ﾠcan	 ﾠ
then	 ﾠbe	 ﾠpublished	 ﾠto	 ﾠthe	 ﾠuser	 ﾠcommunity	 ﾠafter	 ﾠbeing	 ﾠtested.	 ﾠThis	 ﾠpipeline	 ﾠfor	 ﾠworkflow	 ﾠcreation	 ﾠand	 ﾠ
publication	 ﾠdivides	 ﾠthe	 ﾠtasks	 ﾠto	 ﾠthe	 ﾠmost	 ﾠappropriate	 ﾠpeople	 ﾠand	 ﾠprovides	 ﾠa	 ﾠreliable	 ﾠmanagement	 ﾠ
framework;	 ﾠfor	 ﾠmulti-ﾭ‐user	 ﾠfacilities	 ﾠthis	 ﾠlevel	 ﾠof	 ﾠrigour	 ﾠis	 ﾠrequired.	 ﾠAn	 ﾠexample	 ﾠof	 ﾠsuch	 ﾠa	 ﾠworkflow	 ﾠis	 ﾠfor	 ﾠ
managing	 ﾠhealth	 ﾠ&	 ﾠsafety	 ﾠtraining	 ﾠand	 ﾠclearance	 ﾠbefore	 ﾠusers	 ﾠcan	 ﾠaccess	 ﾠa	 ﾠfacility;	 ﾠthis	 ﾠis	 ﾠsimilar	 ﾠin	 ﾠform	 ﾠto	 ﾠ
the	 ﾠdefault	 ﾠbusiness	 ﾠexpenses	 ﾠclaim	 ﾠworkflow.	 ﾠExecution	 ﾠof	 ﾠthe	 ﾠscientific	 ﾠworkflow	 ﾠcan	 ﾠbe	 ﾠcarried	 ﾠout	 ﾠ
within	 ﾠSharePoint,	 ﾠbut	 ﾠcan	 ﾠbe	 ﾠoffloaded	 ﾠto	 ﾠexternal	 ﾠsystems	 ﾠif	 ﾠthis	 ﾠis	 ﾠappropriate;	 ﾠfor	 ﾠexample	 ﾠwhere	 ﾠ
bespoke	 ﾠsoftware	 ﾠis	 ﾠrequired	 ﾠfor	 ﾠdata	 ﾠprocessing	 ﾠfrom	 ﾠa	 ﾠspecific	 ﾠmachine.	 ﾠ	 ﾠ
Data	 ﾠmanagement	 ﾠcan	 ﾠbe	 ﾠhandled	 ﾠthrough	 ﾠSharePoint	 ﾠvia	 ﾠits	 ﾠLists,	 ﾠand	 ﾠBusiness	 ﾠConnectivity	 ﾠServices	 ﾠ
(BCS).	 ﾠSharePoint	 ﾠuses	 ﾠMicrosoft	 ﾠSQL	 ﾠServer	 ﾠas	 ﾠits	 ﾠdataset	 ﾠengine,	 ﾠwith	 ﾠBCS	 ﾠproviding	 ﾠfull	 ﾠcreate-ﾭ‐read-ﾭ‐
update-ﾭ‐delete	 ﾠaccess	 ﾠto	 ﾠthird-ﾭ‐party	 ﾠdatabases.	 ﾠThe	 ﾠinclusion	 ﾠof	 ﾠan	 ﾠXML	 ﾠengine	 ﾠprovides	 ﾠadditional	 ﾠ
capability	 ﾠfor	 ﾠvalidating	 ﾠdatasets.	 ﾠWe	 ﾠhave	 ﾠleveraged	 ﾠthis	 ﾠfunctionality	 ﾠin	 ﾠour	 ﾠMaterials	 ﾠData	 ﾠCentre	 ﾠ(MDC)	 ﾠ
implementation,	 ﾠin	 ﾠwhich	 ﾠwe	 ﾠare	 ﾠusing	 ﾠSharePoint	 ﾠas	 ﾠa	 ﾠdata	 ﾠrepository	 ﾠfor	 ﾠthe	 ﾠmaterials	 ﾠscience	 ﾠ
community.	 ﾠWe	 ﾠhave	 ﾠused	 ﾠthe	 ﾠMat-ﾭ‐DB	 ﾠschema
5,	 ﾠwhich	 ﾠis	 ﾠloaded	 ﾠinto	 ﾠa	 ﾠschema	 ﾠdocument	 ﾠlist	 ﾠand	 ﾠused	 ﾠto	 ﾠ
validate	 ﾠdatasets	 ﾠuploaded	 ﾠusing	 ﾠour	 ﾠEP2DC	 ﾠfederated	 ﾠrepository	 ﾠframework.	 ﾠEP2DC	 ﾠprovides	 ﾠa	 ﾠplugin	 ﾠfor	 ﾠ
EPrints	 ﾠthat	 ﾠallows	 ﾠusers	 ﾠto	 ﾠsubmit	 ﾠdatasets	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠas	 ﾠtheir	 ﾠpapers,	 ﾠand	 ﾠthen	 ﾠdeposits	 ﾠthe	 ﾠ
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4	 ﾠhttp://www.southampton-ﾭ‐nanofab.com/	 ﾠ	 ﾠ
5	 ﾠOjala,	 ﾠJ.,	 ﾠand	 ﾠ	 ﾠOver,	 ﾠH.H.,	 ﾠApproaches	 ﾠin	 ﾠusing	 ﾠMatML	 ﾠas	 ﾠa	 ﾠcommon	 ﾠlanguage	 ﾠfor	 ﾠmaterials	 ﾠdata	 ﾠexchange,	 ﾠData	 ﾠScience	 ﾠJournal,	 ﾠVolume	 ﾠ7,	 ﾠ4	 ﾠ
November	 ﾠ2008	 ﾠ	 ﾠ
datasets	 ﾠin	 ﾠa	 ﾠdiscipline	 ﾠdata	 ﾠrepository	 ﾠbuilt	 ﾠon	 ﾠMicrosoft	 ﾠSharePoint	 ﾠ(Figure	 ﾠ3).	 ﾠThe	 ﾠMDC	 ﾠprovides	 ﾠusers	 ﾠ
with	 ﾠa	 ﾠmanaged	 ﾠdata	 ﾠstore,	 ﾠthat	 ﾠallows	 ﾠmetadata	 ﾠtagging,	 ﾠversion	 ﾠcontrol,	 ﾠsearch	 ﾠand	 ﾠaccess	 ﾠcontrol	 ﾠfor	 ﾠ
publishing	 ﾠdata	 ﾠto	 ﾠcolleagues	 ﾠand	 ﾠthe	 ﾠwider	 ﾠworld	 ﾠwhen	 ﾠappropriate.	 ﾠ	 ﾠ
SharePoint	 ﾠis	 ﾠan	 ﾠintegrated	 ﾠportal	 ﾠsolution	 ﾠthat	 ﾠpresents	 ﾠa	 ﾠfamiliar	 ﾠweb	 ﾠinterface	 ﾠthat	 ﾠmost	 ﾠusers	 ﾠare	 ﾠ
comfortable	 ﾠwith.	 ﾠThe	 ﾠextensive	 ﾠcustomisability	 ﾠand	 ﾠextensibility	 ﾠof	 ﾠthe	 ﾠplatform	 ﾠprovides	 ﾠflexibility	 ﾠfor	 ﾠuse	 ﾠ
across	 ﾠdifferent	 ﾠdomains.	 ﾠIn	 ﾠour	 ﾠexperience,	 ﾠthere	 ﾠis	 ﾠsignificant	 ﾠcommonality	 ﾠbetween	 ﾠdisciplines	 ﾠfor	 ﾠtheir	 ﾠ
core	 ﾠbusiness	 ﾠworkflows,	 ﾠwith	 ﾠthe	 ﾠdevelopment	 ﾠenvironment	 ﾠallowing	 ﾠcustomisation	 ﾠto	 ﾠmeet	 ﾠthe	 ﾠspecific	 ﾠ
needs	 ﾠof	 ﾠgroups	 ﾠof	 ﾠusers.	 ﾠ	 ﾠ
Conclusions	 ﾠ
In	 ﾠthis	 ﾠpaper	 ﾠwe	 ﾠhave	 ﾠdescribed	 ﾠhow	 ﾠMicrosoft	 ﾠSharePoint	 ﾠcan	 ﾠbe	 ﾠapplied	 ﾠto	 ﾠthe	 ﾠmanagement	 ﾠof	 ﾠscientific	 ﾠ
facilities	 ﾠto	 ﾠincrease	 ﾠefficiency	 ﾠand	 ﾠusability	 ﾠfor	 ﾠboth	 ﾠend-ﾭ‐users	 ﾠand	 ﾠfacility	 ﾠowners.	 ﾠA	 ﾠkey	 ﾠcapability	 ﾠis	 ﾠthe	 ﾠ
ability	 ﾠto	 ﾠcreate,	 ﾠpublish	 ﾠand	 ﾠexecute	 ﾠworkflows	 ﾠto	 ﾠmanage	 ﾠthe	 ﾠend-ﾭ‐to-ﾭ‐end	 ﾠbusiness	 ﾠprocess	 ﾠof	 ﾠaccessing	 ﾠ
major	 ﾠfacilities.	 ﾠBy	 ﾠintegrating	 ﾠthis	 ﾠwith	 ﾠdata	 ﾠmanagement,	 ﾠit	 ﾠprovides	 ﾠa	 ﾠsingle	 ﾠplatform	 ﾠthat	 ﾠcan	 ﾠincrease	 ﾠ
productivity	 ﾠby	 ﾠproviding	 ﾠa	 ﾠsingle	 ﾠaccess	 ﾠand	 ﾠexecution	 ﾠportal	 ﾠfor	 ﾠscientists.	 ﾠAn	 ﾠadditional	 ﾠbenefit	 ﾠis	 ﾠwhere	 ﾠ
Microsoft	 ﾠSharePoint	 ﾠis	 ﾠused	 ﾠin	 ﾠthe	 ﾠresearch	 ﾠorganisation	 ﾠfor	 ﾠother	 ﾠfunctions.	 ﾠIn	 ﾠthis	 ﾠcase,	 ﾠdeploying	 ﾠit	 ﾠfor	 ﾠ
scientific	 ﾠuse	 ﾠmeans	 ﾠthat	 ﾠanother	 ﾠplatform,	 ﾠwith	 ﾠrequisite	 ﾠinfrastructure	 ﾠand	 ﾠsupport,	 ﾠneed	 ﾠnot	 ﾠbe	 ﾠ
separately	 ﾠdeployed.	 ﾠThis	 ﾠnot	 ﾠonly	 ﾠprovides	 ﾠpotential	 ﾠcosts	 ﾠsavings,	 ﾠbut	 ﾠalso	 ﾠallows	 ﾠprovides	 ﾠusers	 ﾠwith	 ﾠa	 ﾠ




Figure	 ﾠ1.	 ﾠ3D	 ﾠrendering	 ﾠof	 ﾠCT	 ﾠscan	 ﾠof	 ﾠa	 ﾠwhole	 ﾠfemur	 ﾠof	 ﾠa	 ﾠOPN	 ﾠknockout	 ﾠmouse	 ﾠ(left)	 ﾠand	 ﾠinspection	 ﾠof	 ﾠmicro	 ﾠporosity	 ﾠof	 ﾠcortical	 ﾠ





Figure	 ﾠ2:	 ﾠUser	 ﾠexperience	 ﾠand	 ﾠworkflow	 ﾠfor	 ﾠµ–Vis	 ﾠCT	 ﾠscanning	 ﾠ
centre	 ﾠ
Figure	 ﾠ3:	 ﾠEP2DC	 ﾠarchitecture,	 ﾠlinking	 ﾠEPrints	 ﾠto	 ﾠthe	 ﾠMaterials	 ﾠ
Data	 ﾠCentre	 ﾠ
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