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ABSTRACT
Density Functional Theory (DFT) is a powerful tool that can be used to model various systems in
materials science. Our research applies DFT to two problems of interest. First, an
organic/inorganic complex dye system known as a Mayan pigment is modeled to determine
chemical binding sites, verifying each model with physical data such as UV/Vis spectra.
Preliminary studies on palygorskite-based mayan pigments (mayacrom blue, mayacrom purple)
show excellent agreement with experimental studies when using a dimer dye geometry binding
with tetrahedrally-coordinated aluminum impurity sites in palygorksite. This approach is applied
to a sepiolite-based organic/inorganic dye system using thioindigo attached to a tetrahedral
aluminum impurity site with an additional aluminum impurity site in close proximity to the
binding site. As a second application of DFT, various grain orientations in β-Sn are modeled
under imposed strains in order to calculate elastic properties of this system. These calculations
are intended to clarify discrepancies in published, experimental crystal compliance values.
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Chapter 1
INTRODUCTION
The advances in electronic structure computational software have made first principles
studies of solid state materials an extremely active field of research in materials science.
Commercial packages today allow the calculation of the internal energies of molecules and
crystals from basic quantum mechanics. Software packages such as Cerius2, Gaussian, and
Materials Studio provide a very simple interface through which properties such as lattice
parameters, band structures, specific heats, optical and infrared spectra, elastic constants, and
others can be calculated. These new tools are rapidly being used to study phase stability,
diffusion, adsorption, catalytic behavior, and other fundamental materials properties.
The actual process of calculating these properties, while tempting, has been limited by
the ability of the modeling software to be able to achieve these calculations in a reasonable
amount of time and using computer resources which are commercially available. As a result, the
initial attempts at developing a formalism for such calculations have been limited to binary
systems at low temperatures and subject to a considerable amount of approximation, such as the
application of a tight-binding approximation 1. The evolution of Density Functional Theory
(DFT), first introduced by Kohn and Sham in 1965 2, presents an opportunity to overcome such
limitations. DFT is a total energy method that employs an electron density functional instead of
a many electron wavefunction in order to calculate the energy as well as various thermodynamic
and electronic properties of a system of interest. Although this method still requires a nontrivial
amount of computation the problem of calculating the energies of small molecules and crystals
falls well within the ability of moderate-cost workstations to solve. It is this revolution in the
development of computational methods that basis for our current study.
1

1.1 Density Functional Theory
The development of computational solid-state and quantum chemical software programs
has always been severely hampered by the description of a potential of a many-electron system
behaving according to Coulomb’s Law (using atomic units):

Vee 

1
2



i i j

1
ri  rj

An initial approach to this problem taken independently by Thomas3 and Fermi4 involved
replacing the expectation value ‹ Vee› by a direct Coulomb energy involving a functional of the
electron number density n(r):

Un 

1 3
n(r)n(r )
d r  d 3r 

2
r  r

A major problem remained, however, in the failure of the Coulomb energies to vanish for oneelectron systems due to a spurious self-interaction in the energy. In addition to this problem,
short-range Coulomb interactions involve the local environment around each individual atom
which can result in deviations from the behavior predicted in the expectation values of the
Coulomb potential. It is to address these problems that density functional theory (DFT) is
employed.
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Kohn and Sham2 demonstrated that a density functional for a system of electrons can be
expressed as functions of the electron density ρ(r) for a system of natural electron spin orbitals ψ
and occupation numbers an

ρ(r) =  a n n (r)

2

which can then be substituted into the Kohn-Sham energy expression

Eks [ρ(r)] = Ts[ρ(r)] + Ees [ρ(r)] + Exc [ρ(r)] + Eext [ρ(r)]

where the individual terms refer to the kinetic energy of non-interacting electrons, the
electrostatic energy between electrons, the exchange correlation energy, and the energy of
electrons interacting with an external field Vext. The kinetic energy term can be expressed as

1
Ts   a n n   2 n
n
2

The exchange correlation energy, which takes into account both the fictitious interaction between
noninteracting particles (resulting from the Pauli exclusion principle) and the strong short-range
correlation between electrons via mutual Coulomb repulsive forces, becomes a problematic
functional. Kohn and Sham introduced the local density approximation (LDA) in order to
estimate the effect of this functional. Assuming that the electron density is slowly varying this
functional can be approximated by the expression

3

E xc  (r)    (r) e xc (  (r)) d 3 r

where exc(ρ(r)) is the exchange and correlation energy of a homogenous electron gas of density
ρ(r). The advantage of this approach is that extensive values of exc(ρ(r)) have been determined in
previous theoretical quantum mechanical work. A serious shortcoming of this approximation is
the failure of LDA to properly describe the binding forces in molecular systems in which the
electron density cannot be considered to be slowly varying. To correct this effect Langreth et. al.5
introduced the generalized gradient approximation (GGA) in which the exchange correlation
energy is dependent on the spin polarization of electrons and is given by





E xc n , n    f (n , n , n , n ) d 3r .

Such “semilocal” functionals derived from theoretical work have shown improvements over
LDA approximations for molecular solids.
A recently developed method of DFT calculations for crystalline solids is the Cambridge
Serial Total Energy Package (CASTEP) based on the work of Payne et al 6-8 and integrated into
the Cerius2 Molecular Dynamics software published by Molecular Simulations Inc. CATSEP
employs a plane-wave pseudopotential approximation in order to describe electron orbitals and
their interaction with an external potential. Using this approach, the external potential is written
as a function of the free-atom density as the expression

4

V(r) =  ν (r - rj )
j

and the electron wavefunctions are written in terms of normalized plane waves as

k   1 / 2 e i k r

here Ω is the volume of the crystal. Any eigenstate can then be expressed as

(r) =  a k k

These eigenstates can then be substituted into the Schrodinger equation

2 2
   V (r )  E
2m

and integrating over the volume Ω yields

2
(k ) 2 a k  Σ k  V k a k  E a k
2m

The problem is now reduced to a set of simultaneous linear equations which couple the ak
coefficients for k differing from k΄ by a lattice parameter. This may be seen by writing out the
matrix element of V as

5

‹ k΄| V | k› = ΩN0 Σ e-i(k΄ - k)·r ∫ e-i(k΄ - k)·(r –r ) v (r – rj) d3r
j

j

where Ω0 is the atomic volume of the crystal and N is the structure factor of the crystal. The
problem is then reduced to a relatively simple sum over atomic positions in the crystal structure.
The resulting computations will then yield the total electronic energy of a given structure as well
as its band structure and density of states.
A major drawback of this plane wave approach is that a plane wave basis set is poorly
suited to expanding the electronic wavefunctions unless a very large number of plane waves are
employed in order to model the rapidly oscillating wavefunctions of the core electrons. In reality,
most physical properties of the solid state are dependent on valence electrons to a much greater
degree than core electrons. The pseudopotential approximation is employed in order to remove
core electron and nuclear potential contributions to the total electronic energy, instead replacing
these terms with a weaker pseudopotential which acts on a set of pseudo wavefunctions rather
than on the true valence wavefunctions.
In order to generate a pseudopotential the all electron eigenvalues of an atom must be
determined using the previously used Schrodinger equation

  2

  V AEt  c  AEt

 2m
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where AE is the wavefunction for the all electron atomic system with angular momentum
component ℓ. The resulting valence eigenvalues are substituted back into the Schrodinger
equation but with a parameterized pseudo wavefunction of the form

n

Ψ ps =   i jl .
t

i =1

Here, j l are spherical Bessel functions (generally, only three or four are needed for most
pseudopotentials) and αi are coefficients fitted to the following conditions:

1.

The core charge produced by the pseudo wavefunctions must be the same as that
produced by the atomic wavefunctions.

2.

Pseudo electron eigenvalues must be the same as the valence eigenvalues obtained
from the atomic wavefunctions.

3.

Pseudo wavefunctions and their first and second derivatives must be continuous at the
core radius and non-oscillatory.

4.

On inversion of the all electron Schrodinger equation of the atom excited states may
also be included in the calculation.

The two main classes of pseudopotentials are norm-conserving and ultrasoft. Normconserving pseudopotentials, designed mainly to accurately generate identical charge densities
when compared to the real potentials, will satisfy the condition

7
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(r)  AE (r ) dr    ps
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where  AE (r ) is the all electron wavefunction and  ps (r ) is the pseudo wavefunction. These
pseudopotentials guarantee the equality of the all electron and pseudo wavefunctions outside of
the core region. On the other hand, ultrasoft pseudopotentials attain much smoother (softer)
pseudo wavefunctions and thus use considerably fewer plane waves for calculations of the same
accuracy. This method partitions the total valence density n(r) into “hard” and “soft”
contributions

2
n (r )    n (r )  Σ Q ij (r) n β j  i n 

n 
i,j


where  i are projector functions that depend on ionic positions and Qij(r) is the augmentation
function given by

Qij (r )   i (r ) j (r )  i (r )  j (r ) ,

for  j (r ) all electron wavefunctions and i (r ) ultrasoft pseudo wavefunctions. These are
constructed without satisfying the norm conservation condition Qij (r) = 0. The cutoff energy
(Ecut) for ultrasoft pseudopotentials is about half of that for norm-conserving pseudopotentials.
As the number of plane waves scales as Ecut3/2 approximately one third less plane waves are used
in the ultrasoft case.

8

It should be noted that the results of these computations using CASTEP yielded very
similar results for both LDA and GGA exchange correlation functionals when using the same
pseudopotential, which is a reasonable result as differences between the two methods should
become most pronounced when examining molecular solids as opposed to crystalline metals.

1.2 Molecular Orbital Theory
While DFT proves to be an extremely powerful tool when calculating optimized
structures and energies there is no consideration given to the interactions due to atomic orbitals.
As such, the modeling of interactions dominated by orbitals (such as bond enthalpies, molecular
dipole moments, and UV/visible spectra) requires the application of molecular orbital (MO)
theory. The following approach follows the same convention used by Huckel in his initial
formulation of MO theory9 and later refined by Pople, Zunger, and other more recent work 10,11.
MO theory, like DFT, seeks to find a solution to the Schrodinger equation. This is done
by applying three basic simplifications:

(a) Born-Oppenheimer approximation: the wavefunction of a molecule can be uncoupled into
nuclear and electronic contributions.

Ψ total = Ψelectronic  Ψ nuclear

The advantage of this approach is that the nuclear positions, which affect the electrons in
terms of an electrostatic potential, can often be assumed to consist of an equilibrium
configuration. Additionally, the kinetic energies of nuclei are assumed to be negligible compared
9

to electronic kinetic energies (due to the large mass discrepancies between electrons and atomic
nuclei. We then have two separate Schrodinger equations as a result of the uncoupling, with the
electronic and nuclear Hamiltonians being given by

Z
1 2
1
Hˆ e =   i  A  
2 i mi A,i rAi i> j rij

2
Z Z
1
Hˆ N =   A + Ee (R)   A B
2 i MA
A>B R AB

where the subscripts i and j are summed over electrons, A and B are summed over nuclei, and
Ee(R) is the electronic energy contribution from solving the electronic Schrodinger equation at
nuclear coordinate R.

(b) Hartree-Fock approximation: the electron-electron interaction is approximated by replacing
the many-body electronic wavefunction by a wavefunction obtained from a single Slater
determinant of N spin orbitals.

E 

 1 ( x1 )  1 ( x 2 )   1 ( x N )
 2 ( x1 )  2 ( x 2 )   2 ( x N )




 N ( x1 )  N ( x 2 )



 N (xN )

This replaces individual electron-electron interactions with interactions of each electron with an
average non-local potential arising from the presence of all other electrons.

10

(c) Linear combination of atomic orbitals (LCAO): electronic positions within orbitals can be
approximated by expanding each orbital into a linear basis set:

ψi =  c μ i φ ,


where φμ represents an atomic orbital wavefunction in the basis set. By convention the molecular
orbitals are required to be orthonormal, thus requiring that

c c


*

i

j

S    i j ,

where δij is the Kronecker delta function and Sμυ is the orbital overlap integral given by

for atomic orbital functions

and

. The advantage of this approximation is that a number of

basis sets have been developed that model various systems with a good degree of accuracy. A
serious limitation, however, is the need to evaluate a large number of electron repulsion integrals
as a result of overlap between orbitals that comprise the linear basis set. As a result, different
levels of approximation are used. In the Complete Neglect of Differential Overlap (CNDO)12
approximation only valence orbitals are treated explicitly (frozen core) and the orbital overlap
11

integral is assumed to be negligible. As a result CNDO is known to fail when modeling systems
in which separation of states resulting from the same configuration are significant, such as is the
case with organic molecules. An alternative approximation, the Intermediate Neglect of
Differential Overlap (INDO)13 approximation, takes into account partial overlap. This is done by
retaining terms in the orbital overlap integral Sμυ subject to the constraint that μ = υ. This results
in better agreement with experimental values for organic molecules and other systems where
overlap plays a significant role (N-H bonding, for example).

12

Chapter 2
PREVIOUS RESEARCH
2.1 Introduction
This section describes preliminary work done in applying computational methods to two
problems. First, density functional theory was used to obtain and molecular orbital theory were
used to simulate the organic/inorganic complex dye system known as maya blue. Second, density
functional theory was used to obtain optimized lattice parameters (minimum energy) for the β-Sn
structure. In both cases the computational results are verified using available published data. For
DFT calculations, CASTEP was used, while for MO calculations VAMP was used. Both
computational modules are bundled within Materials Studio 4.2, which was the software package
used to perform all calculations.
The computational methodology used for this study is as follows. A Gaussian smearing
width of each energy level is introduced to eliminate a discontinuity in the energy when an
electron band crosses a Fermi level during calculation. This width is subsequently halved upon
the convergence of energy values to the parameter specified by a Self-Consistent Field (SCF)
condition, in which the field experienced by an atom depends on the global distribution of atoms.
The calculation is then repeated and the process continues in this manner until the smearing
width converges to a specific minimum value. The initial smearing width of each calculation
was set to 1eV, as this value offered a reasonable compromise between speed and accuracy. It
should be noted that the CASTEP graphic user interface allows for a range of values for the
smearing width varying between 4.0 eV and 0.1 eV.
A pseudopotential chosen for these preliminary calculations was a norm-conserving
nonlocal pseudopotential as described by Lin et al 14. Although additional pseudopotentials are
13

available through the CASTEP GUI it was decided to limit these initial calculations to a single
pseudopotential due to the computation time involved.
The plane wave expansion of electronic wavefunctions used by CASTEP requires the
input of a kinetic cutoff energy for these wavefunctions. It was determined that specifying a
cutoff energy of no less than 200 eV provided the optimum balance between computation time
and precision, as cutoff energies below this value did not yield significantly varying energies.
The resulting constraint on spacing of cells in reciprocal space used to generate k-point by a
Monkhorst-Pack scheme 42 was set at 0.07 Å-1. These parameters were employed in all
calculations.
The CASTEP calculations consisted of both energy calculations for fixed structures and
geometry optimizations for structures without fixed parameters. The geometry optimizations in
CASTEP involve the movement of atoms in a crystal structure until a geometry is achieved that
minimizes the energy. An additional investigation involved the varying of the lattice parameters
resulting from each geometry optimization to within 1Å of the optimized values to ensure the
convergence of the energy to an absolute as opposed to a local minimum. This procedure was
employed in all cases to test the validity of optimized lattice parameters.
For MO calculations VAMP was used on the nonperiodic version of the
organic/inorganic complex. First, the energy of the optimized structure (as optimized in a
periodic version of the structure by CASTEP) was calculated. A ZINDO (Zerner's Intermediate
Neglect of Differential Overlap) Hamiltonian, which uses INDO to handle differential overlap,
was used15. A full Configuration Interaction (CI) scheme, which allows all available
permutations of electronic excitations in each orbital, was applied. The SCF tolerance in the
calculation was 5x10-7 eV/atom (fine). Once the energy was calculated for the structure these

14

same constraints were applied to calculate the UV/Vis spectrum using a Gaussian integration
scheme and applying a smearing width of 30 nm FWHM in order to simulate instrumental
broadening.

2.2 Lattice Parameters and Electronic Density of Tin
The initial research on this topic involved computational investigation of the effect of
stress on the structure of tin. Computational results were compared with published
information, and with the predictions of classical thermodynamics using published experimental
data. The computational work performed so far has included quantum mechanical computations
for the purpose of evaluating the crystal elastic constants of tin in the α and β structures. The
results allow us to pick preferred values from among the experimentally measured values
published by different authors. Comparison with data from the literature also lets this work serve
as verification that the methods and input parameters used within Materials Studio will produce
reasonable computed results. Materials Studio allows for the application of an applied stress on
the crystal structure. The stress can be a hydrostatic pressure or a general three-dimensional
stress state. The procedure used to investigate the elastic constants was to apply uniaxial
pressure to an optimized Sn structure along the (100) direction, afterwards finding the structure
that minimizes the energy of the structure while maintaining the specified stress, allowing all
lattice parameters to relax to an optimum geometry. The same procedure is used to obtain an
optimum lattice parameter for Sn in the BCT structure. The results of these calculations are
shown in Figures 2.1 and 2.2 and are in excellent agreement with published values16. The
intention of this series of calculations was to use the strain energy to calculate elastic stiffness
constants using a finite strain or similar method.
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Figure 2.1
Energy as a function of lattice parameter for -Sn
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Figure 2.2
Energy as a function of the lattice parameter c for -Sn
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In addition to a slight discrepancy in lattice parameter between LDA and GGA
calculations (approximately 0.1 Å) an interesting result is the decrease in the energy in both
cases as the structure becomes compressed. In the case of LDA the structure undergoes a
decrease in energy of approximately 2.5 eV from the unstressed structure and in the GGA
calculation the decrease in energy is about 2.0 eV. It should be noted that this result is consistent
with the overall stability of -Sn compared to the  phase at room temperature.
An interesting observation within these findings is that the electron density seems to
indicate the stability of the β structure at higher pressures. As the stress increases the band
structure should evolve from one exhibiting semiconductor behavior to a more metallic structure.
This is again consistent with the observed phase transformations of Sn at room temperature from
diamond to BCT. Previous studies have characterized this behavior in stressed -Sn as resulting
from the increase of the occupancy of d orbital states (next-nearest neighbor bonds) at the cost of
s and p occupancies (nearest neighbor bonds)17. As a result, the electron densities in the nearest
neighbor regions of the lattice decrease as pressure is increased (Figures 2.3 and 2.4), seemingly
in good agreement with aforementioned previous studies. It should be noted, however, that the
stressed α-Sn simulations have not reached a point in which a phase transition to BCT can be
exactly determined, although at a maximum stress value of 30 GPa the crystal structure matches
the c/a axis ratio of that of the BCT structure.

2.3 Modeling of Organic/Inorganic Complex Pigments
Our basic approach was as follows: first, build the proposed organic/inorganic complex
structure. Second, perform DFT optimizations on the structure to ensure that the arrangement is
energetically favorable. Last, use a molecular orbital method to calculate the UV/Vis spectrum of

17

Figure 2.3
Electron density of unstressed -Sn

Figure 2.4
Electron density of α-Sn under 30 GPa stress
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our structure and compare to experimental data. For our simulations CASTEP was used to
perform the DFT optimizations and VAMP, a semi-empirical molecular orbital program, was
used for calculating spectra. As our starting point we used three adjacent silica rings cut from
the surface of a channel of the palygorskite structure as our substrate and then began to place
individual indigo molecules within a few angstroms of the substrate (we found through trial and
error that the excitations related to the UV/Vis spectrum occurred within a few angstroms of the
binding site, thus eliminating the need to incorporate more of the palygorskite structure in our
model, which in turn greatly reduced computational time). Simulating the surface structure was a
problem in itself as CASTEP requires structures that have three dimensional periodicity. This
problem was solved by creating a cubic crystal with a plane of silica rings along the plane
defined by two lattice parameters and fixing the lattice parameter perpendicular to this plane as
being very large (approximately 15 angstroms). This resulted in our model consisting of a series
of non-interacting planes as shown in Figure 2.5, yielding the desired result. After much trial and
error we found that surface structures having the following characteristics yielded the best
results: binding to an aluminum defect site, pairs of molecules attaching as dimers to the
palygorskite substrate, and distortion of the normally planar indigo molecule structure. An
additional concern arose when in addition to the conventional indigo structure we also
considered the possibility of the presence of dehydro indigo molecules. The results of the
simulations are shown in Figures 2.6 and 2.7.

19

Figure 2.5
Extended cell model for DFT calculations
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Figure 2.6
Optimized palygorskite/indigo surface complex

Figure 2.7
UV/Vis spectra for experimental and computational palygorskite/indigo complex
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2.4 Proposed Research Objectives
The primary objectives of this research will be to employ a DFT software algorithm to
determine thermodynamic and electronic parameters for a single crystal -Sn system under
varying states of mechanical stress. These parameters will then converted into crystal
compliance parameters that can be compared with experimental values. Once a satisfactory
degree of accuracy has been established the DFT algorithm will then be used to examine (1) the
effect of varying external stress applied to the crystal structures to determine spontaneous
whisker growth and (2) determination of binding site for organic/inorganic complexes (mayan
pigments). Verification of computational results for the crystal structures will use published
experimental data (such as UV/Vis spectra and elastic constants).

22

Chapter 3
BINDING SITE FOR A SEPIOLITE-BASED ORGANIC/INORGANIC
COMPLEX
3.1 Introduction
Among the ruins of the Mayan civilization are many examples of murals displaying a
very vivid and beautiful blue paint known as Maya Blue (figure 3.1). For more than 50 years this
pigment has been the subject of much interest and debate among the scientific community18,19.
In 1931 Merwin published photographs of the ruins of a mural at Chichen Itza, noting that a blue
pigment was very distinct among the other colors present20. The term Maya Blue was first coined
in 1946 by Gettens and Stout21 as this pigment was believed to exist exclusively on relics of the
Mayan civilization in the Yucatan Peninsula region. Since these first investigations this paint has
been indentified in many other Mesoamerican artifacts found outside this region but is still
known by its original designation, Maya Blue.
This fascinating material, composed of a fibrous clay material (palygorskite or sepiolite)
and an organic dye (indigo) has long been renowned for its chemical stability and vivid color.
Maya Blue is of great interest due to its resistance to solvents, oxidants, reducing agents, alkalis,
extreme humidity, acids, and exposure to ultraviolet radiation. Even more remarkable is the fact
that Maya Blue contains no heavy metal content. This material is synthesized using a very simple
process involving grinding the clay, mixing with the organic dye, and heating the mixture to a
temperature above the boiling point of water (typically 120 °C to 190 °C), which may have been
the method used by Mayan craftsmen22. We now know that in addition to indigo an innumerable
variety of organic dyes can be used to create a similar pigment, with the choice of the dye
determining the color of the finished product23. This paper will propose a model for the
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Figure 3.1 A photograph of a monument in Chichen Itza, Yucatan (900 C.E.), Mexico
painted with Maya Blue.

binding of such a material, with the clay sepiolite being combined with the organic dye
thioindigo.

3.2 Sepiolite
Sepiolite, like palygorskite, is a fibrous, colorless phyllosilicate material consisting of
layers of SiO4 tetrahedra (oriented such that unshared oxygen atoms are facing each other)
bonded together with octahedrally coordinated magnesium atoms between these tetrahedral
sheets24-26. The unit cell of the clay, shown in figure 3.2, has orthorhombic symmetry with lattice
parameters a = 13.5 Å, b = 27.0 Å, c = 5.30 Å 27. Like palygorskite, rectangular channels form
parallel the c-axis of the unit cell and often contain zeolitic water or hydroxyl groups. A trivalent
cation (Mn3+, Al3+, or Fe3+) is often found as a substitutional impurity occupying a silicon site in
a tetrahedral sheet25. Additional water is present in the octahedral magnesium layers (structural
water, as opposed to zeolitic water).
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Figure 3.2 Unit cell of sepiolite, showing magnesium (green) octahedrally coordinated
between chains of SiO4 (silicon shown in orange, oxygen in white). View is along the c-axis.
The larger channel size in sepiolite compared to palygorskite makes channel diffusion
and adsorption of dye molecules a more probable process in sepiolite. Ovarlez et. al.28 found that
indigo did not react with sepiolite until the clay was heated well above the boiling point of water
were achieved (180 °C – 550 °C), concluding that both zeolitic and structural water groups must
be removed from sepiolite before indigo bonded with sepiolite (shown in FTIR spectra).
Giustetto et. al.29 found evidence of chemical bonding between indigo and sepiolite when the
clay had been heated to 190 °C (enough to remove zeolitic but not structural water) using IR and
RAMAN spectroscopy, noting that a weak bond existed between the clay and C=O and N-H
functional groups in indigo. Furthermore, this group concluded that this weak chemical bond
could show surprising stability when formed within channels where the adsorbed indigo was
difficult to reach and thus remove. In all three studies there was evidence that indigo was present
in its dehydroindigo form, allowing more structural flexibility of the dye molecule. As
dehyrdoindigo is a strong chemical analogue to thioindigo we expect thioindigo to diffuse and
both in a similar fashion as dehyroindigo.
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3.3 Color Changes in Clay/Dye Complexes
A key measure of the formation of the clay/dye complex is a dramatic color change, as
shown in figure 3.3. These color changes occur only as the temperature of the clay/dye mixture is
heated and a chemical interaction takes place. The blue of indigo, for example, changes to the
classic Maya Blue color upon heating, a non-reversible change (a strong indication of the
presence of the dehydroindigo form of the indigo molecule). Although the figure shows an
example of a color change with a palygorskite/thioindigo complex these color changes have been
observed for a wide range of both clays (palygorskite, sepiolite, montmorillonite) and dye
molecules (indigo, thioindigo, vat orange 5, yellow 33, etc.). This color change is seen as
evidence of a chemical interaction between the dye and clay, an assertion confirmed by IR and
XRD spectra, HRTEM analysis, and DTA analysis30. An example of the color change seen in our
computational model is shown in figure 3.4.

3.4 Preliminary Chemical Model for a Synthetic Sepiolite/Thioindigo Complex
Most studies on the structural characterization of sepiolite-based dye complexes have
drawn a parallel with palygorskite-based complexes. For these structures, two significant and
related issues are (1) whether surface biding or channel “tucking” is the predominant means of
interaction, and (2) the presence of zeolitic water in these channels. The process of synthesizing
sepiolite-based dye complexes involves mixing the dye with sepiolite and heating the mixture to
temperatures above 120 °C, resulting in a mass loss of 6-10% in the mixture, which has been
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Figure 3.3 Color change of clay/dye complex during synthesis, in this case
palygorskite/thioindigo

Figure 3.4 Computational color change in sepiolite-bonded thioindigo. The UV-Vis spectra
are displaced vertically for clarity.

27

Figure 3.5 Crystal structure of sepiolite with zeolitic water removed and thioindigo tucked
into several channels. Model was generated using the Sorption module in Materials Studio
version 4.2.
attributed to loss of zeolitic water molecules by thermogravimetric analysis (TGA)31. Although
sepiolite has been observed to undergo structural collapse and loss of channels with removal of
structural water32 the temperatures required to achieve this (approximately 800 °C) are far in
excess of the temperatures used in the synthesis of this material. We therefore proceed on the
assumption that the channels in sepiolite are clear of water and are capable of having thioindigo
molecules diffusing into these channels, as the channel size is more than large enough to
accommodate the dye molecule. Having thioindigo instead of indigo as the dye component of the
complex does simplify the problem in that we do not have to deal with indigo’s active chemistry
at elevated temperatures. Our preliminary chemical model is shown in figure 3.5.
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Figure 3.6 Periodic structure of Sepiolite/thioindigo complex used for CASTEP calculation

3.5 DFT and MO Results for Calculation of Optical Spectra
We modeled the sepiolite-thioindigo system by first optimizing the structure geometry
using a plane-wave pseudopotential DFT code, CASTEP33, and then calculating the optical
spectrum using a molecular orbital (MO) method, VAMP34. The proposed structures (with
approximate geometries provided by the Sorption module35 in Cerius2 as a starting point) were
modeled as a surface by taking a 14x3 lattice of adjacent silica rings (mimicking the morphology
along a wall of a channel in sepiolite) and introducing a substitutional impurity at a silicon site
(based on spectroscopic data, aluminum, iron, and magnesium were used in our simulations).
Using this proposed surface complex as a basis we constructed a three dimensional unit cell as
required by CASTEP for geometry optimizations (figure 3.6). By allowing the unit cell to have a
very large lattice parameter perpendicular to the surface we are able to simulate a surface
interaction while satisfying three dimensional periodicity required by CASTEP as the simulation
becomes one of modeling a series of noninteracting parallel planes (confirmed by the fact that
the total electronic energy converged to a constant value as this lattice parameter is increased).
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Once the model converged to an optimum geometry by CASTEP using a generalized gradient
approximation (GGA) functional the structure is reduced to a non-periodic structure (required
for a VAMP calculation) consisting of 3 adjacent silica rings and the attached dye molecule as
structures larger than this were prohibitively expensive in terms of computational power. A
VAMP molecular orbital simulation employing a neglect of diatomic differential overlap
(NDDO) Hamiltonian with a full configuration interaction (CI) scheme was then used to
calculate UV/Vis spectra and compare to experimental data. This process was repeated using
single and multiple substitutional metallic impurity sites using the aforementioned metals found
in sepiolite as well as monomer, dimer, and trimer thioindigo complexes. We found the best
agreement between computational and experimental spectra when the structures had the
following characteristics:



Tetrahedral bonding of thioindigo to an aluminum impurity site



A single thioindigo molecule bonded to an aluminum site in the nonperiodic surface
mesh



Distortion of the thioindigo molecule from its planar structure. This has been associated
with the observed color changes in the synthesis of mayan pigments and related
materials30

The first two observations ran contrary to our findings with a palygorskite/thioindigo
complex, which saw the best UV/Vis spectral fit for octahedral binding and a dimer thioindigo
structure attaching to the surface mesh. The results for the optical spectrum for the
thioindigo/sepiolite complex are shown in figure 3.7, showing excellent agreement in both
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visible and near-UV regions between the computational and experimental results (a sampling of
UV/Vis results for different impurity species is shown in figure 3.8). The optimized molecular
structure corresponding to this result is shown in figure 3.9. Two interesting features of this
structure are (1) unlike palygorskite-based mayan pigments which display a dimer structure on
the adsorbed dye molecules, only a single dye molecule bonds to the surface mesh, and (2) the
dye molecule is bonded to the surface via a Van der Waals interaction. While such an interaction
would seem to be at odds with the resistance to color fading of mayan pigments we must
consider the added stability of channel bonding sites within the clay as due to physical
confinement of the dye molecules within these channels in a manner analogous to layer
intercalation in catalytic materials such as MoS236. An additional argument in support of channel
bonding is the fact that the maximum concentrations of dye are less than those possible in
palygorkite-based complexes37 in which the dye is known to bond to the clay predominantly at
surface sites.

3.6 Conclusions
In this paper we have presented a model for the chemical interaction between sepiolite
and thioindigo in a clay/dye complex similar in nature to palygorskite/dye based Mayan pigment
complexes. During synthesis sepiolite loses its zeolitic water content, opening up channels for
the insertion of thioindigo molecules. The experimentally reported concentration of dye in this
complex is consistent with channel absorption of the dye. Thioindigo attaches to the channel at
an aluminum impurity site, with an additional but noninteracting aluminum impurity site nearby.
The interaction is of a Van der Waals nature. The simulated model showed a significant
distortion of the planar geometry of thioindigo, a characteristic of the well known
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Figure 3.7 Comparison of computational and experimental UV/Vis spectrum of the
thioindigo/sepiolite complex

Figure 3.8 Sampling of UV/Vis spectrum of the thioindigo/sepiolite complex using different
impurity species.
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Figure 3.9 Optimized thioindigo/sepiolite structure with Van der Waals surface displayed.
Note the distortion of the planar geometry of the thioindigo molecule.

color changes in Mayan pigment type materials. The UV/Vis spectrum of the model was
simulated using both DFT and MO methods and is in excellent agreement with experimental
results for the spectrum. Future studies will develop a model for a sepiolite/indigo complex.
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Chapter 4
DFT CALCULATIONS OF ELASTIC CONSTANTS IN β-Sn
4.1 Introduction
The total internal energies of the stressed crystal structures can be converted into crystal
compliance parameters using the method outlined by Kittel16 assuming that the appropriate
orientations of the applied stress are used. CASTEP can be used to calculate elastic constants
using a finite strain technique, in which a homogeneous strain is applied to a unit cell and the
corresponding stress is then calculated (this is much less computationally expensive than using
the stress to calculate a strain, as in the finite strain method no cell optimization is required). The
finite strain method uses a small amount of strain in a given orientation (small enough such that
the geometry of the structure remains unchanged) in order to calculate a stress tensor and
subsequently the total energy of the structure. This method has been used successfully in
calculating the elastic constants of a variety metals, minerals, and semiconductors38-42. Table 1
shows the results of this calculation when compared to prior experimental studies43,44 which used
a static method (Bridgman) or an acoustic method (Mason and Bommel). Although the
parameters we obtained seem to be in general agreement with the published results, there are
discrepancies between the numbers previously published. The computed values are of reasonable
magnitude and may be as dependable as the experimental data. All three sets of elastic stiffness
constant values will be used in the computations of the proposed research.
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Table 4.1 Elastic Stiffness Constants of -Sn
Authors
Bridgman
Mason and Bommel
Alvarado

c11
8.39
7.33
6.80

Elastic Stiffness Constants in 1011 Pa
c33
c44
c66
c12
9.67
1.75
0.741
4.87
8.74
2.19
2.25
2.38
8.68
3.15
1.72
3.45

c13
2.81
2.48
2.97

4.2 Elastic Energy Density Calculations
One possible application of elastic energy calculations is Lee and Lee suggest that the
orientation of surface grains plays a very significant factor in spontaneous tin whisker growth45
and go on to catalog the preferred orientation of grains from which whiskers tend to grow. One
aspect of the orientation dependence is the orientation-sensitive strain energy available to drive
whisker growth. Kinetic factors (such as dislocation climb rates and self-diffusion rates within a
crystal) will also be dependent on orientation. It is interesting to evaluate whether the strainenergy orientation dependence would by itself dictate which grain orientations grow whiskers.
However, published elastic constants for tin are somewhat inconsistent. CASTEP allows for
DFT-based calculation of elastic constants, so that we can try theoretical as well as experimental
crystal stiffnesses to calculate the energy resulting from an applied stress. CASTEP applies a
finite strain technique to calculate the elastic constants of a material based on energy differences
generated as a result of a series lattice strains46. In our case, we use an equibiaxial stress of 1 Pa
in the plane of the film and zero stress normal to the film. Then the appropriate rotation matrix
operation can be used to project the stress onto the specific orientation of the surface grain. The
resultant elastic strain energy density can thus be calculated as a function of grain orientation for
a given stress. These results are shown in Table 2. In the table, the grain
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Table 4.2 Elastic energy density as a function of grain orientation

Grain
Orientation
[220]
[420]
[620]
[501]
[321]
[100]
[111]
[113]
[211]
[212]

Elastic Energy Densities in J/m3
Bridgman
Mason and
Bommel
-12
2.0 x 10
1.1 x 10-12
1.9 x 10-12
1.4 x 10-12
-12
1.9 x 10
1.1 x 10-12
2.0 x 10-12
1.2 x 10-12
2.1 x 10-12
1.4 x 10-12
-12
2.7 x 10
1.8 x 10-12
2.4 x 10-12
1.3 x 10-12
-12
2.4 x 10
1.7 x 10-12
2.2 x 10-12
1.6 x 10-12
-12
2.1 x 10
1.6 x 10-12

Alvarado
1.1 x 10-12
1.0 x 10-12
0.89 x 10-12
1.0 x 10-12
0.91 x 10-12
1.4 x 10-12
0.88 x 10-12
1.8 x 10-12
2.0 x 10-12
2.0 x 10-12

orientations which Lee and Lee have observed to favor whisker growth are shown in bold font
(orientations are specified as the crystal direction normal to the surfaces of the film.) Overall,
orientations of grains that favor whisker growth do have elastic energy densities which are lower
than those of the grains that did not grow whiskers (although this difference may not be very
large). However, the trend is imperfect: for example, the [111] orientation (using the Alvarado
stiffness values) has the lowest strain energy of all the computed values.
An additional application of computational elastic constants is the calculation of elastic
energies as a result of hydrostatic pressure. Besides the problem of metal fatigue, these energy
calculations can be useful in investigating stress-induced allotropic transformations, such as the
α→β transition in Sn. Table 3 shows the elastic energy density resulting from a hydrostatic
pressure of 1 Pa applied to the β-Sn structure, using the three sets of elastic stiffness constants
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Table 4.3 Elastic energy densities resulting from the application of 1 Pa hydrostatic stress
Author

Elastic Energy Density (J/m3)

Bridgman

8.90 x 10-12

Mason and Bommel

5.94 x 10-12

Alvarado

2.07 x 10-11

listed in this chapter (calculated again using the Hooke’s Law approach outlined in Kittel16).

4.3 Conclusions
Although the computational energy density values are within a factor of 3 there remains
enough discrepancy that may indicate other factors may be taken into consideration in order to
give better agreement. One important consideration is the fact that the published values of the
elastic stiffness constants were taken by different methods, as Bridgman measured using a static
technique whereas Mason took ultrasonic measurements and as such there is a significant
difference between the published values). Another factor to take into account is the fact that
thermal effects were not considered in the calculation. Rayne and Chandrasekhar47, using an
ultrasonic technique, measured the dependence of elastic stiffnesses on temperature as shown in
figure 4.1 for c11. A DFT calculation is not able to incorporate temperature effects directly other
than adjusting the lattice parameter to reflect the temperature corresponding to the published data
and thus this remains a problem that might be solved by using a Molecular Dynamics package to
simulate a change in temperature followed by a DFT calculation of the elastic constants for the
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Figure 4.1 Dependence of elastic stiffness constant c11 on temperature, from reference 47.

structure. As DFT has no allowance for temperature effects other than the setting of a lattice
parameter to reflect the value at a known temperature, this method would be ideally suited for
calculating elastic constants at 0 K. However, since the simulation imposed room temperature
lattice parameters (CASTEP imposes this restriction for stress calculations) it is not surprising
that our cij values are a poor match for the Rayne and Chandrasekhar low temperature values
(measured at T = 4.2 K).
The comparison between our calculated values and those of published data shows a great
deal of inconsistency. The values of C11, C33, C44, and C66 are in good agreement between the
papers of Rayne and Chandrasekhar and of Mason and Bommel, but there is no agreement on
C12 and C13. Bridgman’s values differ from all the other studies, which may be a reflection of
the different measurement method Bridgman used (static vs acoustic). The use of different sets
of elastic constants could easily lead to significant differences in strain energy densities and
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could cloud the issue in any studies of stress- and strain-related phenomena such as whisker
growth, allotropic structure transformation, and thermodynamic stability of thin films.
Therefore, further work is needed, in order to clarify the elastic constants of tin.
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CHAPTER 5 SUMMARY AND CONCLUSIONS
5.1 Summary
Two problems were studied using DFT. First, palygorksite and sepiolite-based Mayan
pigments were modeled and had energies calculated using DFT software, with the specific
binding sites of dye molecules and the species of impurity cation present in the clay structure
varied until the UV/Vis spectrum of the structure matched that of experimental and published
data. Second, DFT was used to calculate lattice parameters and elastic constant data for β-Sn,
with the results being compared to a variety of experimental and published results. Our specific
conclusions are listed as follows for both types of calculations.

5.2 Conclusions from Mayan pigment calculations


In both palygorskite and sepiolite-based Mayan pigments, tetrahedrally-coordinated
aluminum is the impurity cation present in the clay structure



Palygorkite-based pigments have the dye molecules (indigo, thioindigo) bind to the
surface in a dimer geometry. This implies that the predominant binding site occurs at the
surface of the clay, as the concentration of the dye present as well as the physical space
required for dimer indigo/thioindigo molecules to attach to the clay rule out the
possibility of channel binding.



Both indigo and dehydro indigo are present in Mayacrom Blue.



Sepiolite-based pigments have a single dye molecule (thioindigo) attaching to an
aluminum site in the clay structure. An additional tetrahedral aluminum must be present
in a nearby site in order to match the experimental UV/Vis spectrum.
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As a much lower concentration of indigo is present in a sepiolite-based dye than in the
palygorskite-based dye we believe that channels sites are being occupied. This is made
possible by the wider channels in sepiolite as well as a single dye molecule attaching to
aluminum sites as opposed to dimer bonding.

5.3 Conclusions from Calculations of Elastic Constants in β-Sn


DFT can be used to evaluate the dependence of lattice energy on lattice parameters for
the β-Sn structure. By measuring the dependence of energy on an applied strain elastic
stiffness values can be extracted from this type of calculation.



The DFT program CASTEP, using a finite strain calculation, can provide Cij values for
the elastic stiffness tensor of tin. These values would be relevant at temperatures near
absolute zero. However, comparing the computational results with experimental values
of Rayne and Chandrasekhar, the agreement with T=4.2 K data is no better than the
agreement with the T=300 K data.



The inconsistencies among published elastic constants for white tin are not resolved by
the computations reported here. The values of C11, C33, C44, and C66 are in good
agreement between the papers of Rayne and Chandrasekhar and of Mason and Bommel,
but there is no agreement on C12 and C13. Bridgeman’s values of all six stiffnesses are
inconsistent with other studies. The values from the present DFT study are also at odds
with the reported experimental data, including the T=4.2 K data of Rayne and
Chandrasekhar.



Use of the different, discordant sets of elastic stiffness values would lead to significant
discrepancies in calculated strain energy densities for beta tin. These discrepancies
41

would cloud the issue in any studies of stress- and strain-related phenomena such as
whisker growth, allotropic structure transformation, and thermodynamic stability of thin
films. Therefore, further work is needed, in order to clarify the elastic constants of tin.
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