I. INTRODUCTION
slow part. The fictitious "reduced-order'' plant is thus obtained when in the actual plant p > 0 is replaced by p = 0. This singular perturbation approach is a convenient parameterization of the model-plant mismatch because it allows an asymptotic analysis using the limit as p -0.
In our formulation adaptive schemes are designed for the reduced order plants and then applied to the actual plants. They are considered robust if the composite state/parameter error is O(p).l The composite error is governed by a general error equation applicable to several model reference adaptive schemes. In Section I1 we show that the error will be O ( p ) if the homogeneous part of the error equation is uniformly asymptotically stable (u.a.s.).
The main result of this paper is a sufficient condition for this u.a.s. property and, hence, for the robustness. In Section 111 this condition is expressed by introducing the notion of dominantly rich inputs and applying it to the case of a simple identification scheme. These inputs are rich for the dominant modes. but do not contain high frequencies in the parasitic range. Under this assumption all the reduced order identifiers and adaptive observers are shown to be robust in Section IV and expressions for error bounds are obtained. A discussion of these bounds is given in Section V using a numerical example.
CHARACTERIZATION OF T H E MiSMATCH
Suppose that an ( n + m)th order linear time-invariant plant has n slow where x . x f are n and m vectors. respectively, and u is an r input vector. In this form the dominant and the fast parts do not appear explicitly, but state variables x . x, and parameter p have clear physical meaning. Typically, p represents small time constants, masses, inertias, etc. [ 151, [16] . It is known from [I61 that the contribution of the fast modes to x is only O ( p ) and hence x can be used as the state of the dominant part of the plant. State x, is formed of a "fast transient" and a "quasi-steady state" defined as the solution of (2.2) with p.t, = 0. This motivates the definition of the fast parasitic state as Global stability properties of model reference adaptive systems [I] -[ 101 are guaranteed under the "matching assumption" that the model order is q = X , + LX + A;~B,U (2.3) not lower than the order of the unknown plant. Since this restrictive assumption is likely to be violated in applications, it is important to where AiB/ satisfy (2.6) and is required to satisfy [I71 determine the robustness of adaptive schemes with respect to such modeling errors. Recently, several attempts have been made to formulate and
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analyze reduced order adaptive identifiers
The results of such F~~~ (2.4) and assuming that A ;~ we see that studies depend on the characterization of the model-plant mismatch. Our characterization in Section I1 assumes a separation of time scales between the modeled and unmodeled phenomena We examine the performance of various types of identifiers and adaptive observers [I]- [IO] when the order of the model is equal to the order of the slow part of the unknown plant and the model-plant mismatch is due to the fast part of the plant. In most applications the slow part consists of "dominant" modes. Nhile the neglected fast modes are considered as "parasitics." A crucial parameter in our asymptotic analysis is the "speed ratio" p of the slow versus the fast phenomena. The limit as p + 0 means that the fast part of the plant reaches its steady state instantaneously. that is. the plant reduces to its G. Kreisselmeier (2.5) and, hence, for p small, q is the difference between x/ and its "quasi-steady state" -A;IAZIx -A;lB2u. Defining and substituting (2.3) into (2.1) and (2.2) we obtain a representation of (2.1) and (2.2) with the dominant and parasitic parts appearing explicitly as follows: < 0. We point out that, although the homogeneous part of (2.13) is linear, this system is not input to state linear because A,(t) depends on x. which in turn depends on q. For this reason we introduce the notion of dominantly rich inputs in Section 111. We then use this notion to establish u.a.s. of the homogeneous part of (2.13) for each particular adaptive scheme. Under this condition the following lemma furnishes a bound for the state/parameter composite error Z ( t ) . and m,, m 2 , a, f1, and f2 are positive constants obtained from the state transition matrices of (2.13), A / , and h as follows:
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The proof is standard and follows from the bounded input bounded
It is useful to emphasize the significance of the terms appearing in the state stability of (2.13); see the Appendix.
bound (2.15). They are as follows.
g( 1 + / ) characterizes the gain in the disturbance path:
a , m l characterize the decaying properties of the parasitic modes and the modes of the homogeneous part of (2.13). respectively; m the convergence rate of the homogeneous part of (2.13):
Y a measure of the frequency content of the input signal; P the speed ratio of slow versus fast phenomena.
In the subsequent sections py w i l l emerge as the most important factor. It is already clear from (2.15) that if Lemma I holds and y O(I/p), then the scheme is robust in the sense that the composite error tends to zero as the frequency of parasitics tends to infinity, that is, as p -0. However, if y > O( I/p) h s robustness property cannot be ascertained. Further discussion of the bound (2.15) and an example are given in Section V.
DOMINANTLY RICH INPUTS
A well-known requirement for asymptotic identification is that the input u ( r ) be "rich" enough to "persistently excite" all the modes of the plant [18]- [20] . This is required when all the modes are to be identified. However, our goal is to identify only the dominant and to hsregard the parasitic modes. In this situation inputs exciting only the dominant modes seem more appropriate. We therefore introduce the notion of "dominantly rich" inputs and in the subsequent sections we show that they guarantee the robustness of several adaptive schemes. Although our analysis is applicable to a wider class of signals. such as those defined in [20] . for clarity this presentation is restricted to the inputs of the form and (2.8) if there exists p* > 0 such that for all p E [0, p') the vector [ x ' . u']' is "persistently spanning" @s) in the sense of [20] .
We point out that this definition differs from the usual sufficient richness condition for (2.7) and (2.8) which requires the ps-property of the vector [x', xi. u']'. An important practical question is whether or not every signal which is sufficiently rich for the nth order plant without parasitics (2.12) is also dominantly rich for the plant with parasitics (2.7) and (2.8). As the example at the end of this section shows, the dominant richness can be lost if some frequencies in u ( r ) are 2 O(l/p). To prevent this we restrict the frequencies in (3.1) to be lower than O(l/p). Lemma -7 : Ifaninput~(3.1)~itho,<O(I/p)i=I;..,kissufficiently rich for the plant without parasitics (2.12). then it is also dominantly rich for the plant with parasitics (2.7) and (2.8).
Proof: The steady-state response of x to the almost periodic input (3.1) is almost periodic, that is, [21] , [22] . Then p = 0 and hence q = 0 in view of (3.5). Lemma 2 excludes input frequencies of O(l/p) and higher. It is of interest to illustrate that in the presence of parasitics high-input frequencies can indeed destroy the dominant richness of the input. Consider
where a l , u 2 , w > 0. The input u = sin w f is sufficiently rich for the dominant part (3.9) without parasitics ( q = 0). For this input to be dominantly rich the equation should imply that p = 0. However, this is not so since a frequency w zeroing the expression in the brackets can be found. For example, if a l = 1 , n l 2 = 1 , a 2 = 1 , b 2 = -1 , b , = 0 . 5 , t h e n g i v e n a n y p E [ O , p * ) t h e r e exists an w a O(l/p) such that p2w2 = 1 +2p and the term in the brackets is zero. For this reason the input frequencies are restricted to w < O( l/p).
Let us now show that the dominant richness of u assures the robustness of the simple identification scheme [I] , [2] . The problem is to identify the dominant part of the plant, that is the pair ( A , B ) in (2.7), when the dominant state x is available for measurement. We disregard the presence of the parasitic input H g in the design of the identification algorithm, that is, we assume the nth order model .t = -rmr. (3.25) . The dominant richness condition, which avoids excessive excitation of the neglected fast modes. guarantees the u.a.s. However, the asymptotic identification is not achieved since the forcing term H q produces a steady-state parameter error. The identification is robust in the sense that the parameter error is O(p) and tends to zero as p -, 0. that is. as parasitics disappear.
IV. REDUCED ORDER ADAPTIVE OBSERVERS
If instead of the dominant state x only the output'
is available for measurement. the problem of identification of the dominant triple ( A , B , C ) and the observation of dominant state x for the plant (2.7) and (2.8) is a reduced order adaptive observer problem.
We assume that several different nth order adaptive observers [6]-[9] for single-input-single-output systems have been designed by disregarding the parasitics in (2.7) and (2.8). and then investigate their behavior when applied to the actual plant with parasitics.
We start rvith two different types of minimal form adaptice observers where +, 9 are the parameter identification errors, e , is the output error, E is a function of the observation error and t'. q are the filtered output and input signals, respectively. To apply Lemma 1 we rewrite (42-(4.5) in the form of (2.13) with F = 0 by defining
Then the uniform stability of the homogeneous part of (2.13) can be shown by using the same Lyapunov function as in the case without e , = -h , e , + d ( Q ' c + 9 ' q ) -h ' 0 -h h ' e " 5 ( 0 ) we rewrite (4.9)-(4.11) in the form (2.13) with E = 0 and, similarly, as before, obtain the follolving result.
Corollapj -7 : If the input signal is dominantly rich, the homogeneous part of (2.13) is u.a.s. and the composite error Z(t) in (2.13) is bounded by Constants k , . k2. and T rate the degree of linear independence of the components of the vector M'(r)C. In the absence of parasitics a sufficient condition for existence of k , , k , . and T is that u is a sum of sinusoids with at least n distinct frequencies [9] . Then [.x,, u ] is ps and therefore the components of IM'(r)C are linearly independent. In the presence of parasitics this nth order richness of u and hence the linear independence of M'( r)C can be destroyed. To prevent this we assume that the input is dominantly rich.
e= -M ( t ) G M ' ( t ) C C ' e + ( h M ( t ) + ( i~, l u ) ) A p
Theorem -7 : If the input u is dominantly rich, then the homogeneous part of (2.13) is u.a.s. Once the u.a.s. of the homogeneous part of (2.13) is established, Lemma I furnishes the bound (4.19).
V. DISCUSSION
Adaptive schemes designed for plants without parasitics, but applied to plants with parasitics, a?e considered robust if the error due to parasitics is O(p). T h i s means that, first, the error is bounded, and second, it tends to zero as parasitics vanish, i t . , as p -t 0. Among the factors common to all the error bounds derived in this paper, factor py determines the robustness property. If, by a choice of highfrequency input, y = sup I til is made O(l/p) or larger, then py > O( 1) and the error bounds do not tend to zero as p + 0. This will be the case if u( t ) contains terms sinu/pt where u is a constant, that is, if input frequencies are in the range of parasitic frequencies. For such inputs (5.1) does not exclude the possibility that the state-parameter errors may be significant. In fact, if u contains frequencies of O(l/p), the fast state q w i l l be of 0(1), H q will be persistent for all p and therefore robustness will be lost. Our results also show that the presence of parasitics may cause loss of richness, if the richness is achieved with frequencies in the parasitic range.
On the other hand, the dominantly rich inputs guarantee the robustness property. Let us illustrate this and other aspects of the derived error bounds using the plant which, upon the transformation q = x, +0.5u, becomes p q = -4q+p0.5u
Note that this is an example of the plant (2.1), (2.2) . and (4.1) with A2l=OandhenceL=O,A22=Af.A,,=A.Supposethatweneglectthe parasitics and design a minimal form adaptive observer [6] percent for h,(t) and 12 percent for 6,(t). Reduction of p by a factor 4, that is, p = 0.05. results in a reduction of the parameter errors by approximately the same factor as shown in Fig. 3(b) . (c). The observation error e, is almost zero in this case [ Fig. 3(a) ]. Thus for a fixed frequency the parameter error is O(p) as predicted by (6. I).
To examine the effect of y = sup I t i l on the error bound, the value of p is kept the same as in Fig 3, but the amplitude of the higher frequency is increased, u = 5sinr + 15sin2.51, that is, y is increased to y = 42.5. As shown in Fig. 4 increasing y by a factor of 2.3 results in an increase of the parameter error by a factor of about 10. Moreover, the observation error. although bounded, is oscillatory and not close to zero.
An even more critical way to change the frequency content of the input signal is to increase the higher frequency w = 2.5 tenfold to w = 25, u = 5 sin I + 5 sin 252. Decreasing the value of p by the same factor from p = 0.2 to p = 0.02 does not reduce the identification error which in Fig. 5 is about 3 times higher than in Fig. 2 . This illustrates that input frequencies of O(I/p) may cause state-parameter errors which persist or even increase as p + 0. Hence loss of robustness and a possibility of instability.
A tradeoff in selecting the input is apparent from this discussion. High frequencies are to be avoided since they excite the parasitic modes. On the other hand, low frequencies affect the convergence rate adversely. It is appropriate to use a dominantly rich input with a low value of y still giving an acceptable rate of convergence.
The improvement of the bound by making the convergence rate m 2 larger may require trial and error selection of the adaptive gains. An exception is the parameterized adaptive observer where the expression gives more information about the dependence of the error bound on other quantities. In this case m 2 is the largest when maxX[G] = rninX [G] . Note from (5.11) that the error bound w i l l be higher ajhen the order n of the dominant part of the plant is higher.
VI. CONCLUSIONS
We have analyzed reduced order identifiers and adaptive observers in which models can match the dominant part of the plant, while the model-plant mismatch is caused by the neglected high-frequency parasitic modes. By parameterizing the mismatch k~ depend on a singular perturbation parameter p we have treated the state-parameter error asymptotically.
that is. as p -. 0. Two aspects of this approach have been particularly beneficial. First, the derivation, form, and qualitative interpretation of error bounds have been simplified to the point which agrees with intuition. Second. our asymptotic analysis indicates a loss of robustness if the reduced order richness is achieved in part in the parasitic frequency range, that is. using 0(1/p) frequencies. To prevent this it is sufficient that the 
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T m e (sed input be dominantly rich, that is, it achieves reduced order richness at frequencies less than O(l/p). It can be expected that the second aspect is also important in adaptive control. where the form of the input into the plant is not at the designer's disposal. Hence a kection for further research is to examine our sufficiency argument and determine which attributes of the dominant richness condition are necessary for robustness and stability. [7] K. S. Narendra and P. Kudva. "Stable adaptir,e schemes for system identification and control-Part 11." IEEE Truns. Sysf., Mun, Cybern., vol. SMC-4, pp. 552-560.
