;=i dXi where u and / are w-vector-valued functions, A1 and B are mX« matrix-valued functions, and x = (xi, X2, ■ ■ ■ , x") varies over all points of the real Euclidean «-space En which have non-negative coordinates.
The system (1.1) is called positive-symmetric hyperbolic if the matrices Ai are symmetric and positive-definite.
Such systems are included in the general class of symmetric hyperbolic systems introduced by Friedrichs [l] . Symmetric systems are of particular interest because they possess an energy inequality; that is, the square integral of the solution over a space-like hyperplane can be estimated in terms of square integrals of initial values of the solution and the nonhomogeneous term in the differential equation.
We shall not consider the Cauchy problem for (1.1), but rather, we prescribe the initial values on the coordinate hyperplanes x< = 0, i.e., for i=l, 2, • ■ • , m. That the initial value problem (1.1), (1.2) also possesses an energy inequality was proved by Wendroff [3] . The proof is similar to the one for the Cauchy problem given by Friedrichs.
Moreover, Wendroff demonstrated that a finite-difference analogue of (1.1), (1.2), having centered difference quotients, also satisfies an energy type inequality; the square integral of certain averages of the solution of the difference equation are estimated in terms of square integrals of averages of the initial data and /. Under the assumption that a genuine solution of (1.1), (1.2) exists, he proved, for w>2, that the finite-difference equation has a unique solution approximat-[April ing, with arbitrary accuracy, the solution of (1.1), (1.2). The error is measured in terms of the norm induced by the energy estimate. When » = 2 he was able to obtain pointwise estimates for the error.
In this paper, we shall construct the solution of (1.1), (1.2) by employing a finite-difference analogue of it which utilizes backward difference quotients. This backward difference analogue of (1.1), (1-2) also possesses an energy inequality from which we prove an approximation theorem similar to that in [3] , but in our case the error is measured in the metric of L2.
Existence and uniqueness will not be presupposed in this paper, but will be established as a consequence of the energy inequality for the backward difference equation. Existence and uniqueness will be proved under the assumption that the data for (1.1), (1.2) have a sufficient number of bounded derivatives. As a corollary of the existence theorem we prove that the finite-difference approximations to the solution of (1.1), (1.2) converge uniformly on compact sets.
In [3] , the initial value problem was also investigated for the semilinear equation
.
-1 dxi
Our results and methods, with slight modifications, apply to (1, 3) , and this will be briefly indicated. In addition, certain questions concerning (1.3) which have no counterpart in the linear case will also be discussed. Note that the sets Q(x\i\ 0) and Q(x\ i\ x<) make up the boundary of <2(x).
We denote by (u, v) the Euclidean scalar product of the two mvectors u and v, and we let | u\ = [(u, w)]1/2 be the associated norm. For a matrix B we define \B\ to be the operator norm I BI = sup -^i-p • u *o I u I Let h be an arbitrarily chosen positive number, the mesh size. The points of Q whose coordinates are all non-negative integral multiples of h are called mesh points,3 and the set of all mesh points will be denoted by Qh. Put Qh = Qt^Qh.
We define the translation operators E,-and £,• as follows:
In terms of these basic operators we define the forward and backward difference quotients as follows:
Difference quotients of higher order are formed in the obvious way.
Let
Qh(x) = all mesh points in Q(x), and
We turn now to a finite-difference problem similar to the problem (1.1), (1.2). We seek a function v on the mesh Qh which satisfies the backward difference equation in Qh(y).
Proof. We first construct the solution at the point (h, h, ■ ■ ■ , h). Once this is done, we can proceed, using the same construction, from point to point, until Qhiy) is exhausted.
Consider (2.1) at the point (h, h, • • ■ , h); it can be written in the form
Since the terms Ei [v] are known, our problem now is to show that the matrix C = B+h~1^2"miAi is nonsingular. If £ is any real mvector, then we have, in view of (2.3),
Because of (2.4) and (2.5), (C£, £)>0 for |£| ^0, and this implies that C is nonsingular. It is obvious that the solution is unique. In the case of the semi-linear equation, the situation is slightly more complicated. But if we assume that F(x, u) satisfies a Lipschitz condition of the form Now if we add the term (v, AHtt) to both sides of (3.5), and rearrange the result slightly, we obtain the basic identity Finally, if we sum (3.11) with respect to the index i, we get the desired inequality (3.1).
The energy inequality we have just established has an important practical application as an immediate consequence; the solution of the finite-difference problem (2.1), (2.2) is stable under small changes in the data. This is also true of the semi-linear problem.
An equally important consequence of the energy inequality is the following approximation theorem. Proof. Apply the energy inequality to the difference u-vn (cf.
[3]). 4. Additional estimates. In this section we derive a priori estimates for the higher order difference quotients of the solution of (2.1), (2.2). Such estimates are needed for the existence theorem given in the next section.
In the remainder of this paper we assume, for simplicity, that 73 =0 in (2.1); no generality is gained by keeping this term.
Theorem 4. Let xGQ* and let the functions A\ gi and f be of class C1. If v is a solution of (2.1), (2.2), then there exist positive constants h0 and M, not depending on h, such that (4.1) £\K&w£M i=l for h^ho.
Here M depends, of course, on A\ g%/, their first derivatives, n and x. Proof. We introduce the functions w' = vXi. If we difference equation (2.1) with respect to xj, we get We extend the function vk to all of Q(e) by linear interpolation. The extended function, which we still denote by vk, is continuous on Q(e). If we apply the same reasoning to %,Xl, except that now we operate with the second variable x2, we get Continuing in this way, we find that |i/*| can be estimated in terms of bounds for the initial data, their derivatives up to the order n -1 and the constant Mn of Theorem 5. Since linear interpolation does not increase the maximum of i/*, it follows that its linear extension is uniformly bounded on Q{e). Similarly the linear extensions of the forward difference quotients of »*, up to the order two, are likewise uniformly bounded on Q(e). Therefore, since linear interpolation does not increase the Lipschitz constant of »*, the sequences {»*} and {»*,*<} are uniformly bounded and equicontinuous.
By Ascoli's theorem, there is a subsequence of the sequence {vk} which converges uniformly on Q(e) to a continuous function u{x). It is easy to show that a subsequence of {flt.ij} converges uniformly on Q(e) to a continuous function w<(x), and that Wi(x)=du/dxi.
Clearly we can arrange things so that the same subsequence of the sequences {p*}, {i»*^} converge uniformly.
It is immediate that m is a solution of (1.1), (1.2) at each point of the dense set D. By continuity, u satisfies (1.1), (1.2) everywhere in Q(e). This proves the existence part of the theorem.
The uniqueness part of the theorem follows from the energy inequality in [3] .
Remarks. (1) Since the sequence {vh} has the property that every subsequence has a further subsequence converging uniformly to a unique, continuous limit function, the original sequence must also converge uniformly to this limit function. Thus, Vk converges uniformly to u on Q(e).
(2) This theorem also holds for the semi-linear equation, provided that F(x, u) is smooth enough.
