Representation stability, secondary stability, and polynomial functors by Miller, Jeremy et al.
REPRESENTATION STABILITY, SECONDARY STABILITY, AND
POLYNOMIAL FUNCTORS
JEREMY MILLER, PETER PATZT, AND DAN PETERSEN
Abstract. We prove a general representation stability result for polynomial coefficient systems
which lets us prove representation stability and secondary homological stability for many families of
groups with polynomial coefficients. This gives two generalizations of classical homological stability
theorems with twisted coefficients. We apply our results to prove homological stability for hyperelliptic
mapping class groups with twisted coefficients, prove new representation stability results for congruence
subgroups, establish secondary homological stability for groups of diffeomorphisms of surfaces viewed
as discrete groups, and improve the known stable range for homological stability for general linear
groups of the sphere spectrum.
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1. Introduction
1.1. Homological stability with polynomial coefficients. Consider a family of groups (or spaces)
and maps between them:
G0 → G1 → G2 → · · ·
For example, Gn could be the nth symmetric group or general linear group. Such a sequence of groups
are said to exhibit homological stability if the map Hi(Gn)→ Hi(Gn+1) is an isomorphism for n large
in comparison to i (n i). Homological stability is a ubiquitous phenomena and has been instrumental
in the study of group cohomology, moduli spaces, and K-theory. Since the early days of homological
stability, it was noticed that it is not only desirable to know that the homology stabilizes with trivial
coefficients but also important to know that the homology stabilizes with certain families of twisted
coefficient systems. For example, Dywer [Dwy80] used twisted homological stability for general linear
groups to prove finiteness results for A-theory.
Even if a sequence of groups {Gn}n have homological stability, it is not reasonable to expect that
the homology will stabilize with arbitrary twisted coefficients {An}n. In particular, there must be some
compatibility between the coefficients for different n. The usual condition on coefficients to ensure
stability is called polynomiality. See Definition 2.40 for the definition we use which agrees with that
of Randal-Williams–Wahl [RWW17], generalizing Dwyer’s work for general linear groups [Dwy80]. In
addition to implying that Hi(Gn;An) is independent of n for n  i [RWW17], this polynomiality
condition implies that the groups An have ranks that grow at most polynomially (or are infinite).
There are several recent generalizations of homological stability such as representation stability and
secondary stability. The goal of this paper is to develop a set of tools which will allow us to prove
representation stability and secondary homological stability theorems for the homology of families of
groups with polynomial coefficients.
1.2. Representation stability with polynomial coefficients. There are many natural families of
groups that do not exhibit homological stability; for example, the first homology of the pure braid group
is given by H1(PBrn) ∼= Z(
n
2). In this case, the homology groups carry natural symmetric group actions
which control the growth. In this and other examples, the homology satisfies representation stability
in the sense of Church–Farb [CF13] and Church–Ellenberg–Farb [CEF15], which is an equivariant
generalization of homological stability. There are many related definitions of representation stability
with the most basic being finite generation degree. Consider a sequence of groups
Q0 → Q1 → . . . ,
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and a sequence of ZQn-modules An with Qn-equivariant maps An → An+1. A sequence {An}n is said
to have generation degree ≤ d if
Ind
Qn+1
Qn
An −→ An+1
is surjective for all n ≥ d. In the previous example, An would be H1(PBrn) and Qn would be the
symmetric group on n letters. Then A has generation degree ≤ 2. Finite generation degree is an
equivariant analogue of the statement that the stabilization map is surjective in a stable range. There
are also equivariant analogues of the range where the stabilization map is an isomorphism such as
presentation degree. This is described in Section 1.4 and Definition 2.13. Before we can state our main
representation stability theorem (see Theorem A), we need to review several notions used to state the
theorem.
Usually, groups {Nn}n whose homology exhibits representation stability appear in short exact
sequences
1 −→ Nn −→ Gn −→ Qn −→ 1
with families {Gn}n and {Qn}n satisfying homological stability. Such a short exact sequence gives a
natural action of Qn on Hi(Nn;An) for any ZGn-module An. Examples of such short exact sequences
include the pure braid groups together with the braid groups and the symmetric groups as well as
congruence subgroups together with general linear groups over the integers and over finite fields. In
the construction used in this paper, we in fact need the three sequences N = {Nn}n, G = {Gn}n, and
Q = {Qn}n to form stability groupoids (which are monoidal groupoids with some extra conditions, see
Definition 2.1) and we need the maps of groups to come from monoidal functors. We assemble all of
this information by saying
1 −→ N −→ G −→ Q −→ 1
is a stability short exact sequence (see Definition 2.20).
Furthermore, we need a topological condition called H3 (see Definition 2.14) for braided stability
groupoids G that was first introduced by [RWW17] to axiomatize homological stability arguments. It is
also important in representation stability; see Putman–Sam [PS17] and [Pat]. There is a semisimplicial
set WGn for every n ∈ N0 such that the set of p-simplices of WGn is given by Gn/Gn−p−1. H3 is the
condition that WGn is highly homologically connected in a range increasing linearly with n.
Associated to each stability groupoid G is a category called UG (see Definition 2.3) which can be
used to formulate notions of representation stability for sequences of Gn-representations. For Gn
the symmetric group, UG is equivalent to the category of finite sets and injections FI studied by
Church–Ellenberg–Farb [CEF15]. A UG-module is a functor from UG to the category of abelian groups
and encodes a sequence of Gn-representations An and equivariant maps An → An+1. To state our
representation stability result, we need one more condition called degree-wise coherence. We say that
a stability category UG is degree-wise coherent if for all UG-submodules A ⊆ B, if B is presented in
finite degree and A is generated in finite degree, then A is presented in finite degree. This algebraic
condition is a weakening of regularity in the sense of Church–Ellenberg [CE17]. We can now state our
main theorem on representation stability.
Theorem A. Let
1 −→ N −→ G −→ Q −→ 1
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be a stability short exact sequence. Assume that G and Q are braided and satisfy H3 and that UQ is
degree-wise coherent. Let A be a UG-module of finite polynomial degree. Then the sequence
{Hi(Nn;An)}n
is presented (and hence also generated) in finite degree for every fixed i ∈ N0.
See Proposition 2.18 and Remark 2.19 for examples of groups where degree-wise coherence is known.
The condition H3 is known for basically all families of groups that are known to satisfy homological
stability. In Theorem 4.1, we give a quantitative version of this theorem. This is a generalization
of a result of Randal-Williams–Wahl [RWW17] which shows that if G satisfies H3 and A has finite
polynomial degree, then Hi(Gn;An) stabilizes. One obtains this result from our result by specializing
to the case that the groups Qn are all trivial. An application of Theorem A is representation stability
for the homology of the pure braid group with polynomial coefficients, such as the Burau representation
(see Example 4.3). Perhaps surprisingly, this was not known before, even though the homology of the
pure braid group was one of the examples which started the whole subject of representation stability.
Remark 1.1. In [Kra], Krannich generalized the main stability results of Randal-Williams–Wahl
[RWW17] to apply to families of spaces that are not classifying spaces of discrete groups. We expect
that a similar generalization of Theorem A should be possible.
1.3. Secondary homological stability with polynomial coefficients. Secondary homological sta-
bility is a stability pattern for the unstable homology of groups or spaces exhibiting homological stability.
The most celebrated example of this phenonoma to date is Galatius–Kupers–Randal-Williams’ result
that the relative homology of mapping class groups with one boundary component Hi(Modg,1,Modg−1,1)
stabilize as g increases by 3 and i increases by 2 [GKRWb]. In this paper, we show that the techniques
of Galatius–Kupers–Randal-Williams [GKRWa, GKRWb, GKRWc] can be used to prove secondary
homological stability with coefficients in polynomial UG-modules as well as improved stable ranges in
classical homological stability with polynomial coefficients.
Let G be a stability groupoid. Homological stability can be rephrased as the statement that the
groups Hi(Gn, Gn−1) vanish in a range. Secondary homological stability is the statement that these
relative homology groups themselves stabilize with respect to degree shifting maps in an even larger
range. A secondary stability map of bidegree (a, b) is a certain kind of map that induces a degree
shifting map
Hi−b(Gn−a, Gn−a−1)→ Hi(Gn, Gn−1).
See Section 4.2 for a description. We show that secondary stability for untwisted coefficients implies
secondary stability with polynomial coefficients if certain simplicial complexes called splitting complexes
are highly connected.
The nth splitting complex of a monoidal groupoid G is a semi-simplicial set whose set of p-simplices
are given by: ⊔
a0+···+ap+1=n
Gn/(Ga0 × · · · ×Gap+1).
We say that G satisfies the standard acyclicity assumptions if for all n the nth splitting complex is
(n− 3)-acyclic. We prove that the standard acyclicity assumption combined with secondary stability
with untwisted coefficients implies secondary stability with polynomial coefficients.
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Theorem B. Let A be a polynomial UG-module of degree ≤ r in ranks > d. Let λ ≤ 1 and c ≥ 0.
Assume UG satisfies the standard acyclicity assumptions and that there is a secondary stability map f
of bidegrees (a, b) which induces a surjection
f∗ : Hi−b(Gn−a, Gn−a−1)→ Hi(Gn, Gn−1)
for i ≤ λ(n− c) and an isomorphism for i ≤ λ(n− c)− 1. Then
f∗ : Hi−b(Gn−p, Gn−a−1;An−a, An−a−1)→ Hi(Gn, Gn−1;An, An−1)
is a surjection for i ≤ λ(n− c−max(r, d)) and an isomorphism for i ≤ λ(n− c−max(r, d))− 1.
The standard acyclicity assumption is satisfied for all families of groups known to exhibit secondary
homological stability or homological stability with stable range larger than slope 12 . It is one of the
main technical conditions that allows the techniques of Galatius–Kupers–Randal-Williams to apply to
a family of groups. See Theorem 2.34 for a list of some groups which are known to satisfy the standard
acyclicity assumption.
1.4. Stability for polynomial coefficients. Let G be a stability groupoid. The category of G-modules
has a monoidal structure called the induction or convolution product. Using this monodial product,
one can define rings, modules, Tor groups, etc. There is a formulation of representation stability in
terms of vanishing of certain Tor groups. In Section 2.4, we describe how to associate to a UG-module
A, a G-module called TorZi (A,Z) whose vanishing controls representation stability for A. Concretely,
Tor
Z
0 (A,Z)n = coker
(
IndGnGn−1 An−1 → An
)
and the higher Tor groups are the higher derived functors of this functor. The G-module TorZ0(A,Z)
can be thought of as UG-module indecomposables or minimal generators of A. In particular, vanishing
of Tor
Z
0 (A,Z)n for n > d is equivalent to A having generation degree ≤ d and vanishing of TorZ0 (A,Z)n
and Tor
Z
1(A,Z)n for n > r is equivalent to A having presentation degree ≤ r. We say that A has
derived representation stability if Tor
Z
i (A,Z)n ∼= 0 for n i. See Proposition 2.27 for the relationship
between these Tor-groups and resolutions of UG-modules. Derived representation stability is equivalent
to A having a free resolution with each syzygy generated in finite degree.
Galatius–Kupers–Randal-Williams [GKRWa, Remark 19.11] asked if polynomial UG-modules exhibit
derived representation stability. We answer this in the affirmative if G satisfies H3 or the standard
acyclicity assumptions.
Theorem C. Assume G satisfies H3 or the standard acyclicity assumptions and let A be a polynomial
UG-module. Then A exhibits derived representation stability.
While Theorem A and Theorem B are about stability properties for the homology of groups with
polynomial coefficients, Theorem C is about the polynomial coefficients themselves. Theorem C says
that the polynomial UG-modules have representation stability under mild assumptions on G. For
example, the sequence of Burau representations have representation stability with respect to the action
of the braid groups (see Example 4.3).
Remark 1.2. Theorem C was previously known in the case that G is the groupoid of symmetric groups,
general linear groups of PIDs, or the symplectic groups of PIDs [Pat, MPW]. Those techniques do
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not apply to the braid groups (see [Pat, Example 7.11]), or more generally any case where the stability
groupoid is nontrivially braided monoidal instead of symmetric monoidal. However, the techniques of
this paper do apply to the braid groups, which is in particular used in our study of moduli spaces of
hyperelliptic curves. Moreover, in Theorem 3.10, we give a quantitative version of Theorem C which
improves the stable ranges given in [MPW] in the case of general linear groups and the symplectic
groups of PIDs. We recently learned that Andrew Putman has independently proven a theorem similar
to Theorem 3.10 in the case that Gn is a general linear group or a symplectic group. This allowed
him to improve the stable ranges for representation stability for the second homology of Torelli groups
given in [MPW] as well as prove the following analogue of Borel stability [Bor74] for mapping class
groups: If G is a finite index subgroup of the mapping class group which contains the Torelli group,
then there is a stable range where the rational homology of G agrees with that of the mapping class
group. We additionally prove Theorem 3.21 which further improves the stable range for Theorem C for
many families of groups. This improved range is crucial for our applications to secondary homoloigcal
stability.
1.5. Applications. We now describe a few applications of our general stability theorems.
Moduli space of hyperelliptic curves with twisted coefficients:
Let Hg be the moduli space of closed hyperelliptic curves (i.e. curves which admit a degree 2 map onto
P1), and Mg denote the moduli space of closed curves. We consider Hg as a closed substack of Mg.
Any representation of the symplectic group Sp2g(Z) defines a local coefficient system on Hg via the
composition
pi1(Hg)→ pi1(Mg)→ Sp2g(Z).
The algebraic representations of the symplectic group are indexed by partitions, and we let Vλ be the
local coefficient system on Hg associated to a partition λ. The following is a corollary of Theorem B.
Theorem 1.3. Let {Vλ}g denote the collection of local systems on the moduli spaces of hyperelliptic
curves Hg corresponding to the partition λ. There are isomorphisms Hk(Hg;Vλ) ∼= Hk(Hg+1;Vλ) for
g  k which are moreover compatible with the natural mixed Hodge structure on these cohomology
groups and with the structure of `-adic Galois representation obtained after tensoring with Q`.
It is perhaps a bit inaccurate to refer to Theorem 1.3 as a homological stability theorem, as there are
in fact no natural maps relating the moduli spaces Hg for different genera. Nevertheless, one reason to
be interested in such a result is the following. By the Grothendieck–Lefschetz trace formula for stacks
[Beh03, Corollary 6.4.10], and using the fact that Hg is the complement of a simple normal crossing
divisor in a smooth proper stack over Z[ 12 ], there is an equality
(1) qdimHg
∑
k
(−1)k Tr(Φq | Hk(Hg,Q;Vλ ⊗Q`)) =
∑
x∈Hg(Fq)
1
|Aut(x)| Tr(Φq | x
∗Vλ ⊗Q`),
where Φq denotes the arithmetic Frobenius at the odd prime power q, Vλ⊗Q` denotes the lisse Q`-sheaf
corresponding to the local system Vλ, and x
∗Vλ ⊗Q` denotes the stalk of this sheaf at (a geometric
point over) x. For example, if λ = 0, so Vλ is the trivial local system, then the left hand side becomes
the trace of Frobenius on the cohomology of Hg and the right hand side becomes the number of
Fq-points of Hg weighted by their automorphisms (which turns out to always equal q2g−1). Note that
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the right hand side can be calculated for any given q if one can make a list of all Fq-isomorphism classes
of hyperelliptic curves of given genus, the size of their automorphism groups, and their Frobenius
eigenvalues (which determine the quantity Tr(Φq | x∗Vλ⊗Q`)). Bergstro¨m [Ber09] studied the quantity
(1) by very direct methods, using that all hyperelliptic curves admit an affine equation y2 = f(x) with
squarefree f and summing over all f , and discovered in the process curious recursive formulas in the
genus for the quantity (1). A particular consequence of Bergstro¨m’s recursions is that when q is fixed
and g →∞, the expression ∑
k
(−1)k Tr(Φq | Hk(Hg;Vλ ⊗Q`))
converges exponentially fast to a power series in q−1, which is in fact given by a rational function
with all poles on the unit circle (and in particular it converges on the unit disk), depending only on λ.
Moreover, Bergstro¨m gave an algorithmic procedure to compute this rational function for any λ, which
has been carried out for all |λ| ≤ 30 (pers. comm.); the answers are highly nontrivial.
Given the above it is natural to expect that there should be homological stability for the spaces Hg
with coefficients in Vλ, and that the rational functions calculated by Bergstro¨m are really giving the
trace of Frobenius on the stable cohomology. A result of Randal-Williams–Wahl [RWW17, Theorem
D] very nearly verifies this expectation, except they deal with hyperelliptic surfaces with boundary
(i.e. the braid group) instead of closed hyperelliptic surfaces. Our Theorem 1.3 fills in this gap and
shows that one also has homological stability for closed surfaces, which in particular (combined with an
easy bound on the unstable Betti numbers, e.g. the one obtained from the Fuks stratification of the
configuration space of points in C) implies that Bergstro¨m’s calculations are indeed giving the trace of
Frobenius on stable cohomology.
Congruence subgroups:
In [Put15], Putman proved that the homology of congruence subgroups satisfy representation stability
as US-modules and asked if a similar statement was true with respect to the action of general linear
groups. When the quotient ring is finite, this was resolved by Putman–Sam [PS17, Theorem G]. In the
case that the quotient ring is a PID, this was resolved by [MPW, Theorem C]. We extend the result,
removing these assumptions on the quotient ring and improving all known stable ranges.
Let J ⊂ R be an ideal in a commutative ring. Let GLn(J) denote the kernel of GLn(R)→ GLn(R/J)
and let GLUn(R/J) denote the group of matrices with determinant in the image of R
× → R/J . When
the map GLn(R)→ GLUn(R/J) is surjective, the homology groups {Hi(GLn(J))}n assemble to form
a U GLU(R/J)-module which we denote by Hi(GL(J)). Recall that a UG-module A is presented in
degree ≤ r if
Tor
Z
0 (A,Z)n ∼= TorZ1 (A,Z)n ∼= 0 for all n > r.
The following is an application of Theorem C.
Theorem 1.4. Let R be a commutative ring and J ⊂ R an ideal. Let U be the units in R/J
which lift to units in R. Let t be the stable rank of R/J and s the stable rank of R. If GLn(R) →
GLUn(R/J) is surjective for all n, then the U GL
U(R/J)-module Hi(GL(J)) has presentation degree
≤ max(8i+ 4s+ t+ 8, 4i+ 2s+ 2t− 1).
The range established here is roughly three times better than that of [MPW, Theorem C]. See Bass
[Bas68, Section 4] for a definition of stable rank.
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Diffeomorphism groups:
Let Diffδ(M) denote the group of C∞ diffeomorphisms of a manifold which fix a neighborhood of the
boundary point-wise, topologized with the discrete topology. The cohomology groups of BDiffδ(M) are
characteristic classes of flat bundles with fiber M and have many applications to foliation theory and
realization problems. Let Mg,1 denote an orientable surface with one boundary component. Nariman
[Nar17] proved that the groups Diffδ(Mg,1) have homological stability. We prove that they also exhibit
secondary homological stability. The following is an application of Theorem B.
Theorem 1.5. There is a map
Hi−2(BDiffδ(Mg−3,1), BDiffδ(Mg−4,1);Z[ 110 ])→ Hi(BDiffδ(Mg,1), BDiffδ(Mg−1,1);Z[ 110 ])
which is a surjection for i < 34g and an isomorphism for i <
3
4g − 1.
Homotopy automorphisms and general linear groups of the sphere spectrum:
In addition to proving a general secondary stability theorem for polynomial coefficients, we also
prove a general theorem for improved stable ranges for primary homological stability with polynomial
coefficients; see Theorem 4.8. We apply this result to study homotopy automorphism monoids. For X a
based space, let hAut(X) denote the topological monoid of based homotopy automorphisms topologized
with the compact open topology. Let B denote the bar construction for topological monoids. The space
B hAut(X) can be viewed as the moduli space of spaces homotopy equivalent to X with a choice of
marked point. Let Sd denote the d-dimensional sphere. We prove the following stability result.
Theorem 1.6. For d ≥ 2, the natural map Hi(B hAut(
∨
n−1 S
d);Z[ 12 ])→ Hi(B hAut(
∨
n S
d);Z[ 12 ]) is
surjective for i ≤ 23n and an isomorphism for i ≤ 23n− 1.
One model of the nth general linear group of the sphere spectrum is
GLn(S) := colim
d→∞
hAut(
∨
n
Sd).
The following is a corollary of Theorem 1.6.
Corollary 1.7. Let S denote the sphere spectrum. The natural map Hi(BGLn−1(S);Z[ 12 ]) →
Hi(BGLn(S);Z[ 12 ]) is surjective for i <
2
3n and an isomorphism for i ≤ 23n− 1.
One reason to care about general linear groups of ring spectra is their connection to A-theory.
They play a similar role in A-theory as classical general linear groups play in K-theory. Although not
explicitly stated, the methods of Dwyer [Dwy80, Section 4] are sufficient to establish versions of these
theorems with a slope 12 stable range.
1.6. Acknowledgments. We thank Zachary Himes, Manuel Krannich, Alexander Kupers, Sam Nari-
man, Andrew Putman, and Oscar Randal-Williams for helpful conversations.
2. Categorical and algebraic preliminaries
In this section, we review the categorical framework for our stability results. Much of this setup has
appeared in or is inspired by other papers such as [Dja12, SS, PS17, RWW17, Pat, Hep, GKRWa].
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2.1. Stability categories. In this section, we review the framework of stability categories used in
[Pat]. The following is [Pat, Def 3.1].
Definition 2.1. Let (G,⊕, 0) be a monoidal skeletal groupoid whose monoid of objects is the natural
numbers N0. The automorphism group of the object n ∈ N0 is denoted Gn = AutG(n). Then G is
called a stability groupoid if it satisfies the following properties:
i) The monoidal structure
⊕ : Gm ×Gn ↪−→ Gm+n
is injective for all m,n ∈ N0.
ii) The group G0 is trivial.
iii) (Gl+m × 1) ∩ (1×Gm+n) = 1×Gm × 1 ⊂ Gl+m+n for all l,m, n ∈ N0.
A homomorphism of stability groupoids is a monoidal functor sending 1 to 1.
The following is a special case of a definition of Quillen.
Definition 2.2. Let (G,⊕, 0) be a monoidal groupoid. We define a category UG which has the same
objects as G, and its morphisms from A to B are equivalence classes of pairs (g, C) where C is an
object in G and g is an (iso)morphism C ⊕ A → B in G. Two of these pairs (g, C) and (g′, C ′) are
equivalent if there is an isomorphism h : C → C ′ (in G) such that the diagram
C ⊕A g //
h⊕idA

B
C ′ ⊕A
g′
;;
commutes. We will denote the equivalence class of (g, C) by [g, C].
Definition 2.3. If G is a braided stability groupoid, then we call UG the stability category of G.
Example 2.4. The following is a list of some stability groupoids.
· Trivial groups 1 = (1)n∈N0 . Functors from U1 to the category of abelian groups are the same
data as a graded modules over a polynomial ring Z[x].
· Symmetric groups S = (Sn)n∈N0 . The category US is equivalent to the category of finite sets
and injections that is denoted FI by Church–Ellenberg–Farb [CEF15].
· Braid groups Br = (Brn)n∈N0 .
· Pure braid groups PBr = (PBrn)n∈N0 . Note that this stability groupoid is not braided.
· General linear groups GL(R) = (GLn(R))n∈N0 . If R is commutative and U is a subgroup of
the group of units in R, we let GLU (R)n denote the subgroup of GLn(R) of matrices with
determinant in U and let GLU (R) = (GLUn (R))n∈N0 . The categories U GL(R) and U GL
U (R)
are equivalent to the categories denoted VIC(R) and VICU (R) respectively by Putman–Sam
[PS17].
· Congruence subgroups GL(J) = (GLn(J))n∈N0 for an ideal J . Note that this stability groupoid
is generally not braided.
· Symplectic groups Sp(R) = (Sp2n(R))n∈N0 . The category U Sp(R) is equivalent to the category
SI(R) of Putman–Sam [PS17].
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· Mapping class groups of orientable surfaces with one boundary component Mod = (Modg,1)g∈N0 .
See Randal-Williams–Wahl [RWW17] for more examples of stability groupoids and details on the
monoidal structure and braidings.
The following proposition summarizes a result of Randal-Williams–Wahl [RWW17, Proposition 1.7]
and [Pat, Proposition 3.11].
Proposition 2.5. Let G be a braided stability groupoid. Then:
i) UG is a pre-braided monoidal category.
ii) 0 is initial in UG.
iii) Every map in UG is a monomorphism.
Definition 2.6. Let C be a category and C an object of C. A subobject of C is an equivalence class
of monomorphisms A→ C, where two monomorphisms A→ C and A′ → C are equivalent if there is
an isomorphism A→ A′ that commutes with the monomorphisms. Let V and W be subobjects of C
defined by A→ C and B → C, respectively. We write V ⊆ W ⊆ C if there is a (necessarily unique)
monomorphism A→ B that commutes with the maps to C.
Definition 2.7. Let UG be a stability category.
i) If V is a subobject of n given by a map in UG(m,n), then we call |V | = m the rank of C.
ii) We denote the unique map 0→ n in UG by ιn.
iii) If f = [g, C] ∈ UG(m,n) then C ∼= n−m. Let the image of f be the subobject of n defined by
g ◦ (ιn−m ⊕ idm) : m→ n and denote this by im f . Let the complement of f be the subobject
of n defined by g ◦ (idn−m ⊕ ιm) : (n−m)→ n and denote it by Cf .
iv) Let V be a subobject of m defined by l → m and f ∈ UG(m,n). We write f(V ) for the
subobject defined by l→ m f→ n.
The proof of the following lemma is an easy exercise.
Lemma 2.8. Let UG be a stability category. Let V and W be two subobjects of n, defined by l → n
and m→ n, respectively. There is at most one subobject l +m→ n such that the following diagram
commutes:
l
idl⊕ιm
 ""
l +m // n
m
ιl⊕idm
OO <<
If it exists, we denote this subobject by V ⊕W .
Every subobject V has a complement V ⊥ such that V ⊕ V ⊥ = n. A subobject V ⊕W exists if and
only if W ⊆ V ⊥.
Given f ∈ UG(m,n) and g ∈ UG(`,m), then im(f ◦ g) = f(im g) and Cf◦g = Cf ⊕ f(Cg).
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2.2. Central stability homology and degree-wise coherence. In this subsection, we recall the
definition of central stability homology and how it relates to the generation degree of syzygies of a
UG-module.
Definition 2.9. Fix a commutative ring K and a category C. The term C-module over K will mean a
functor from C to the category of K-modules. If we do not specify a ring, then we mean that the ring
is the integers. A C-chain complex is a functor from C to the category of chain complexes. Similarly
define C-simplicial sets, C-spaces, etc.
We now give a convention for evaluating G-modules and UG-modules on subobjects of objects of G.
This is not strictly necessary to any of the arguments but it allows us to use suggestive notation that
we believe will clarify some of the arguments in Section 3.
Convention 2.10. For each subobject C of an object n in UG, we fix once and for all a morphism
fC : nC → n representing C. Given a UG-module A, we define AC to be AnC . If C ⊆ D ⊆ n, then we
get an induced map AC → AD induced by the unique h ∈ UG(nC , nD) with fD ◦ h = fC .
Next, we recall the notion of central stability homology.
Definition 2.11. For a UG-module A and an integer p ≥ −1, let
C˜Gp (A)n =
⊕
f∈UG(p+1,n)
ACf .
Given a map g ∈ UG(n, n′), there is a natural map to ACf → Ag(Cf ) → Ag(Cf )⊕Cg = ACg◦f . Thus
C˜Gp (A) defines a UG-module.
Let
δi : C˜
G
p (A)n =
⊕
f∈UG(p+1,n)
ACf −→ C˜Gp−1(A)n =
⊕
g∈UG(p,n)
ACg ,
be the map induced by precomposition by idi ⊕ ι1 ⊕ idp−i, where Cf ⊂ Cf◦(idi⊕ι1⊕idp−i) ⊆ n. This
defines a semi-simplicial UG-module.
Let C˜G∗ (A) be the UG-chain complex with differential the alternating sum of the maps δi. Call C˜G∗ (A)
central stability chains. We write H˜Gi (A) for Hi(C˜
G
∗ (A)) and refer to it as central stability homology.
Remark 2.12. One can define central stability homology without Convention 2.10 by observing that
C˜Gp (A)n ∼= IndGnGn−p−1 An−p−1
as in [Pat].
In this paper, a UG-module is called free if it is isomorphic to the direct sum of representable functors
ZUG(m,−) for m ∈ N0.
Definition 2.13. A free UG-module is said to be generated in degrees ≤ d if it is a direct sum of
representable functors ZUG(m,−) with m ≤ d. A UG-module A is said to be generated in degrees ≤ d
if there is a free UG-module generated in degrees ≤ d that surjects onto A. A UG-module is said to be
presented in degree ≤ r if A is the cokernel of a map P1 → P0 between free UG-modules P0, P1 that
are generated in degrees ≤ r.
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It will follow from Proposition 2.27 that these definitions of generation degree and presentation
degree coincide with those given in the introduction.
The following condition on a stability category will allow us to relate vanishing of central stability
homology with the generation degree of syzygies of UG-modules. It is a condition that is known to
hold for a variety of stability categories and implies homological stability. We will use it to establish
representation stability results.
Definition 2.14. We say a stability category UG satisfies H3(k, a) if
H˜Gi (ZUG(0,−))n ∼= 0
for all n > i · k + a.
The following proposition is a list of a few stability categories that satisfy H3. This list is far from
exhaustive and instead focuses primarily on those categories that will be relevant later in the paper.
Proposition 2.15.
i) U1, US and UBr all satisfy H3(1, 1).
ii) U GLU (R) satisfies H3(2, s+ 1), where s denotes the stable rank of R.
Proof. For U1, note that C˜1p(ZUG(0,−))n ∼= Z if n > p and zero otherwise. For n > p, the differentials
C˜1p(ZUG(0,−))n → C˜1p−1(ZUG(0,−))n are given by the identity map if p is even and by the zero
map if p is odd. Therefore H˜1p(ZUG(0,−))n ∼= Z if p = n − 1 is odd and zero otherwise, and thus
H˜1p (ZUG(0,−))n ∼= 0 for all n > p+ 1.
For the two cases US and UBr see [Pat, Remark 5.6]. For U GLU (R) see [MPW, Proposition 3.20
iii]. All of these results follow quickly from high connectivity results for certain simplicial complexes
due to Farmer [Far79, Theorem 5], Hatcher–Wahl [HW10, Proposition 7.2], and Randal-Williams–Wahl
[RWW17, Lemma 5.10]. 
The following theorem links the generation degree of the syzygies of a UG-module to its central
stability homology. See [Pat, Theorem 5.7].
Theorem 2.16. Assume UG satisfies H3(k, a). Let A be a UG-module and d0, d1, . . . ∈ Z with
di+1 − di ≥ max(k, a), then the following statements are equivalent.
i) There is a resolution
· · · → P1 → P0 → A→ 0
with Pi that are freely generated in ranks ≤ di.
ii) The homology
H˜Gi (A)n ∼= 0
for all i ≤ −1 and all n > di+1.
Recall that a stability category UG is degree-wise coherent for all UG-submodules A ⊆ B, if B is
presented in finite degree and A is generated in finite degree, then A is presented in finite degree.
Equivalently, a stability category UG is degree-wise coherent if the presentation degree of a UG-module
can be used to find finite bounds for the generation degree of higher syzygies (see e.g. [MW, Corollary
2.36]). The following definition quantifies this.
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Definition 2.17. A function Θ: N30 → N0 is called an coherence function for UG if all UG-modules A
that have the property that H˜G−1(A)n = 0 for n > g and H˜
G
0 (A)n = 0 for n > r also have the property
that H˜Gi (A) = 0 for n > Θ(g, r, i).
The following is a non-exhaustive list of stability categories that satisfy degree-wise coherence. Again,
we focus on the categories that will be used later in the paper.
Proposition 2.18. For G = 1, we can take Θ(g, r, i) = max(g + 1, r) + i. For G = S, we may take
Θ(g, r, i) = g + max(g, r) + i.
Proof. Let us first consider G = 1. Assume that H˜1−1(A)n ∼= 0 for all n > g and H˜10 (A)n ∼= 0 for all n > r.
The central stability complex is defined as C˜1i (A)n
∼= An−i−1 and the differential C˜1i (A)n → C˜1i−1(A)n
is the transition map for i even and the zero map for i odd. This implies that An−1 → An is surjective
for n > g and injective for n > r. Calculating central stability homology, we get that H˜1i (A)n
∼= 0 for
even i if the transition map An−i−1 → An−i is injective, which it is if n− i > r. For odd i, H˜1i (A)n ∼= 0
when the transition map An−i−2 → An−i−1 is surjective, which it is if n − i − 1 > g. Therefore,
H˜1i (A)n
∼= 0 for all n > i+ max(r, g + 1).
Now consider the case that G = S and let A be a US-module such that H˜S−1(A)n ∼= 0 for all n > g
and H˜S0 (A)n
∼= 0 for all n > r. This implies that A is generated in degrees ≤ g by [Pat, Proposition
5.4]. Furthermore, A is presented in degrees ≤ max(g, r), because [Pat, Proposition 6.2(c)] says that
H˜S−1 and H˜
S
0 can be computed with the chain complex that is used by Church–Ellenberg [CE17] to
compute FI-homology and FI-homology detects presentation degree by [CE17, Proposition 4.2]. Further,
Church–Ellenberg [CE17, Proof of Theorem A] implies that the i-th syzygies are generated in degrees
≤ i+g+max(g, r)−1. Using Theorem 2.16, we deduce that H˜Si (A)n ∼= 0 for n > i+g+max(g, r). 
Remark 2.19. In contrast to H3, degree-wise coherence is not known for many stability categories.
Church–Ellenberg’s result for G = S was generalized to G = S n G by Ramos [Ram18]. In [MW],
degree-wise coherence for G = GLU (Fq) and G = Sp(Fq) over characteristic zero was established. The
examples from this remark and Proposition 2.18 summarizes the current literature.
2.3. Stability short exact sequences. In this subsection, we introduce stability short exact sequences.
This will be the context of our general representation stability theorem, Theorem A.
Definition 2.20. Let N ,G,Q be stability groupoids and assume that G and Q are braided. Let
F : N → G and F ′ : G → Q be homomorphisms of stability groupoids and assume that F ′ is symmetric.
We call this data a stability short exact sequence if
1 −→ Nn −→ Gn −→ Qn −→ 1
is a short exact sequence for all n ∈ N0.
By [Pat, Lemma 8.3], the actions of the groups Qn on Hi(Nn) for varying n assemble to form a
UQ-module which we will call Hi(N ). Moreover, if A is a UG-modules, there is a UQ-module Hi(N ;A)
with Hi(N ;A)n = Hi(Nn;An). The following spectral sequence is similar to the spectral sequence
Quillen considered to prove homological stability and was first used in this generality by Putman–Sam
[PS17]. We use the formulation from [Pat, Proposition 8.4].
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Proposition 2.21. Let 1 → N → G → Q → 1 be a stability short exact sequence. Let A be a
UG-module over K. There are two homologically graded spectral sequences converging to the same thing,
one with (E2p,q)n
∼= H˜Qp (Hq(N ;A))n and the other with (E
1
p,q)n
∼= (KGn)⊗p+1 ⊗KNn H˜Gq (A)n.
This gives the following corollary.
Corollary 2.22. Let A be a UG-module with H˜Gi (A)n ∼= 0 all n > di. There is a spectral sequence
with (E2p,q)n
∼= H˜Qp (Hq(N ;A))n and with (E∞p,q)n ∼= 0 for n > max(d−1, d0, . . . , dp+q).
Proof. Consider the spectral sequences from Proposition 2.21. Let us consider the diagonal p+ q = k
in the spectral sequence E
1
p,q: the entries (E
1
0,k)n, . . . , (E
1
k+1,−1)n all vanish if n > max(d−1, . . . , dk).
Thus (E∞p,q)n vanishes on the same diagonals. 
2.4. Rings, modules, and Tor groups. The category of G-modules has a monoidal structure known
as the induction or convolution tensor product. This monoidal structure allows one to define rings and
modules in the category of G-modules. Using this, we describe a general context for representation
stability. This is somewhat redundant with the framework of stability categories. However, we include
both setups in this paper because some arguments and definitions are easier in one than in the other.
Definition 2.23. Let A and B be G-modules. Let A⊗G B be the G-module with
(A⊗G B)n =
⊕
U⊕V=n
AU ⊗BV ,
the sum over all subobjects U of n and their (unique) complements V = U⊥ (in UG).
One can equivalently define (A⊗G B)n as⊕
a+b=n
IndGnGa×Gb Aa ⊗Bb
which avoids using Convention 2.10. This monoidal structure allows us to define ring and module
objects in the category ModG of G-modules.
Definition 2.24. A G-ring is a monoid object in (ModG ,⊗G). Given a G-ring R, a (left/right) R-
module is a (left/right) module object over that ring. If A is a right R-module and B is a left R-module,
we define A⊗R B to be the coequalizer of the two natural maps:
A⊗G R⊗G B ⇒ A⊗G B.
Let TorRi (−, B) : ModR → ModG be the ith left derived functor of −⊗R B : ModR → ModG .
Definition 2.25. Let Z denote the G-module with (Z)n = Z the trivial representation for all n ∈ N0.
We endow Z with the structure of a G-ring via the natural isomorphisms Z⊗Z→ Z. Given a G-module
X, let X+ be (X+)n = Xn for n > 0 and (X+)0 = 0. Let Z denote the Z-bimodule Z/Z+.
Note that if R is a G-ring, then R+ inherits a (non-unital) G-ring structure.
Remark 2.26. A Z-module is the same data as a UG-module.
Proposition 2.27. Let A be a UG-module and d0, d1, . . . ∈ Z with di ≤ di+1 for all i. Then the
following statements are equivalent:
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i) There is a resolution
· · · → P1 → P0 → A→ 0
with Pi freely generated in ranks ≤ di.
ii) The groups Tor
Z
i (A,Z)n ∼= 0 for n > di.
Proof. Free modules are isomorphic to modules of the form X ⊗ Z with X a G-module with each Xn
free as a ZGn-module. A standard argument shows that TorZ0 (X ⊗ Z,Z) ∼= X and TorZi (X ⊗ Z,Z) ∼= 0
for i > 0. Applying this fact and the hyper-homology spectral sequence associated to a free resolution
shows that i) implies ii).
Now we prove that ii) implies i). Let A be a UG-module with TorZi (A,Z)n ∼= 0 for n > di for all i. Let
Xm be a free ZGm module with a choice of surjection Xm → Am and let Y be the G-module which is
Xm in degrees ≤ d0 and 0 in higher degrees. Let P0 = Y ⊗Z and let P0 → A be the natural map. Then
Tor
Z
0 (P0,Z)n surjects onto Tor
Z
0 (A,Z)n for all n ∈ N0. It follows that the cokernel W = coker(P0 → A)
has the property that Tor
Z
0(W,Z)n ∼= 0 for all n ∈ N0 and thus itself must be zero. This proves that
P0 → A is surjective. Continuing, P0 is generated in degrees ≤ d0 and thus TorZi (P0,Z)n ∼= 0 for n > d0
if i = 0 and for all n ∈ N0 if i > 0. Let K0 = ker(P0 → A). The long exact sequence of Tor groups
associate to the short exact sequence
0→ K0 → P0 → A→ 0
implies that Tor
Z
0(K0,Z)n ∼= TorZ1(A,Z)n for n > d0. The same argument as before ensures the
existence of a surjection P1 → K0 from a free UG-modules P1 generated in degrees ≤ d1. We proceed
by induction. 
2.5. Splitting complexes and the Koszul resolution. In this subsection, we recall the Koszul
resolution of [GKRWa, Example 19.5]. We will need some details concerning its construction so
we repeat the augments of [GKRWa, Example 19.5] here. We begin by recalling the two-sided bar
construction.
Definition 2.28. Given a G-ring R, a right R-module A, and a left R-module B, let Bp(A,R,B) =
A⊗G R⊗Gp ⊗G B.
The natural maps A⊗G R→ A, R⊗G R→ R, and R⊗G B → B give face maps making B•(A,R,B)
into a semi-simplicial G-module. If R is a unital ring, then B•(A,R,B) has the structure of a simplicial
G-module via the unit map Z→ R. Let B∗(A,R,B) denote the chain complex associated to B•(A,R,B)
whose differential is the alternating sum of the face maps. If R is unital, let B¯∗(A,R,B) be the quotient
of B∗(A,R,B) by the images of the degeneracies. The proof of the following proposition is the same as
the analogous proof in the classical setting.
Proposition 2.29. Let R be a nonunital G-ring, let A be a right R-module, and let B be a left
R-module. Assume Rn and Bn are free abelian groups for all n. Then − ⊗G R is an exact functor
and A⊗G R is a flat right R-module. Moreover, Hi(B∗(A,R,B)) ∼= TorRi (A,B). If R is unital, then
Hi(B¯∗(A,R,B)) ∼= TorRi (A,B). If R is unital with R0 ∼= Z, then Hi(B∗(A,R+, B)) ∼= TorRi (A,B).
Let us now specialize to R = Z. Consider the following exact sequence
0→ Z+ → Z→ Z→ 0.
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Since Z is a free Z-module,
Tor
Z
i (A,Z) ∼= 0
for i > 0. The long exact sequence of Tor groups associated to the above short exact sequence implies
that
Tor
Z
i+1(A,Z) ∼= TorZi (A,Z+)
for i > 0 and
0→ TorZ1 (A,Z)→ TorZ0 (A,Z+)→ TorZ0 (A,Z)→ TorZ0 (A,Z)→ 0
is exact. Note that Tor
Z
0 (A,Z) ∼= A, so the homology of
B∗−1(A,Z+,Z+)→ A→ 0
is isomorphic to TorZ∗(A,Z). This chain complex is given by
SCp(A)n :=
⊕
C⊕V1⊕···⊕Vp=n with Vi 6=0
AC .
We will recall the relationship between this chain complex and a semi-simplicial set known as the
E1-splitting complex. It has previously been considered by Charney [Cha80], Hepworth [Hep], and
Galatius–Kupers–Randal-Williams [GKRWa, GKRWb, GKRWc].
Definition 2.30. Let
SE1p (G)n =
⊔
n0+...+np+1=n
ni 6=0
Gn/(Gn0 × · · · ×Gnp+1).
This has the structure of a semi-simpicial set with ith face map induced by the map Gni ×Gni+1 →
Gni+ni+1 . We denote this by S
E1• (G)n.
The superscript E1 refers to the associative operad (or operads equivalent to it in various categories).
The semisimplicial set SE1• (G)n has dimension equal to n− 2. By definition, there is an isomorphism
Tor
Z
i+2(Z,Z) ∼= TorZi+1(Z+,Z)n ∼= Hi+1(SC∗(Z+)n) ∼= H˜Gi (‖SE1• (G)n‖)
for i ≥ 0. Following [GKRWa], we make the following definition.
Definition 2.31. We say G satisfies the standard acyclicity assumption if H˜Gi (‖SE1• (G)n‖) ∼= 0 for
i ≤ n− 3. If G satisfies the standard acyclicity assumptions, then we denote H˜Gn−2(‖SE1• (G)n‖) by StE1n
and call this the nth split Steinberg module of G.
The standard acyclicity assumption is equivalent to the statement that Tor
Z
i (Z,Z)n ∼= 0 for i 6= n.
This can be interpreted as Koszulness of Z.
For G = GLn(R), the splitting complex is Charney’s split version of the Tits building. The name
split Steinberg module is in analogy with the fact that the top reduced homology of the classical Tits
building is the classical Steinberg module. View SE1p (G)n as the set of tuples (V0, . . . , Vp+1) with Vi a
subobject of n and n = V0 ⊕ · · · ⊕ Vp+1. Using split Steinberg modules, one can construct resolutions.
Consider the filtration
FpSCq(A)n =
⊕
C⊕V1⊕···⊕Vq=n
Vi 6=0,|C|≥n−p
AC .
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This gives us a spectral sequence
E0pq =
⊕
C⊕V1⊕···⊕Vp+q=n
Vi 6=0,|C|=n−p
AC ∼=
⊕
C⊕V=n
|C|=n−p
AC ⊗ SCp+q(Z)V
that converges to Tor
Z
p+q(A,Z)n. Note that
E1pq
∼=
⊕
C⊕V=n
|C|=n−p
AC ⊗ StE1V
if p+ q = |V | = p, i.e. q = 0, and zero otherwise. Therefore E1∗,0 computes TorZ∗(A,Z). We denote this
complex by K∗(A)n and call it the Koszul complex.
The boundary map of SC∗(A) is given by the alternating sum of the maps induced by all ways of
summing two adjacent summands. On the E0-page, the face map that sums the first summand to
the second is zero because the rank of the first summand is fixed in each filtration quotient. StE1n is a
submodule of SCn(Z)n, so on the E1-page, we can only add the first two summands. This means that
an element of StE1n is given by a sum of splittings of n into summands L1 ⊕ · · · ⊕ Ln of rank 1 and the
d1 differential is given by
(2) (m,L1, . . . , Lp) 7→ (fL1(m), L2, . . . , Lp),
where fL1 = (idC⊕ιL1)∗. To summarize this discussion, we have the following definition and proposition.
Definition 2.32. Assume G satisfies the standard acylcicity assumption. Let
Kp(A)n =
⊕
C⊕V=n
|C|=n−p
AC ⊗ StE1V .
Let d : Kp(A)n → Kp−1(A)n be as in (2).
The following is Galatius–Kupers–Randal-Williams [GKRWa, Example 19.5].
Proposition 2.33. Assume G satisfies the standard acylcicity assumption. The map d : Ki(A)n →
Ki−1(A)n makes K∗(A) into a G-chain complex with Hi(K∗(A)) ∼= TorZi (A,Z).
The following theorem lists some groupoids that are known to satisfy the standard acyclicity
assumption.
Theorem 2.34 (Charney, Hepworth, Galatius–Kupers–Randal-Williams). For G = S, Br, GL(R) for
R a PID, or Mod, G satisfies the standard acyclicity assumption.
Proof. The case of GL(R) for R a PID is due to Charney [Cha80, Theorem 1.1]. The case of G = S or
Br is due to Hepworth [Hep, Proposition 4.1 and 4.11]. The case of Mod is due to Galatius–Kupers–
Randal-Williams [GKRWb, Theorem 3.4]. 
2.6. Polynomial coefficient systems. We now recall the definition of polynomial coefficient systems
and describe their basic properties.
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Definition 2.35. Let p be an object of G. Define the endofunctor
Σp : G → G
via the formula Σp = p⊕−.
By abuse of notation, we denote the endofunctor of G-modules given by precomposition by Σp also by
Σp. We use the shorthand Σ for Σ1.
Remark 2.36. Concretely, if G is braided and A is a G-module, then there are isomorphisms of
Gn-representations
(ΣA)n = Res
Gn+1
1×GnAn+1
∼= ResGn+1Gn×1An+1.
Definition 2.37. The same formula defines an endofunctor Σp on UG and on the category of UG-
modules. View id and Σp as functors UG → UG. There is a natural transformation id → Σp given
by
0⊕ n −→ p⊕ n.
There is also an induced natural transformation id→ Σp on the category of UG-modules, defined by
precomposition with the above natural transformation.
Convention 2.38. Given a suboject C ⊆ n and G-module A, we define ΣCA to be ΣnCA as in
Convention 2.10. For D contained in the complement of C ⊆ n, we will identify (ΣCA)D with AC⊕D.
Definition 2.39. Given a UG-module A, define UG-modules
kerA := ker(A→ ΣA) and
cokerA := coker(A→ ΣA).
Definition 2.40. We say that a UG-module A has polynomial degree −∞ in ranks > d if An = 0 for
all n > d. For r ≥ 0, we say A has polynomial degree ≤ r in ranks > d if (kerA)n = 0 for all n > d and
cokerA has polynomial degree ≤ r − 1 in ranks > d− 1.
We say A has polynomial degree ≤ r if it has polynomial degree ≤ r in all ranks > −1.
Remark 2.41. Note that if A has polynomial degree −∞ in ranks > d, then (kerA)n = 0 for all n > d
and cokerA has polynomial degree −∞ = −∞− 1 in ranks > d− 1.
If A has polynomial degree ≤ 0 in ranks > d, then we require cokerA has polynomial degree ≤ −1
in ranks > d− 1. This forces cokerA to be polynomial degree −∞ in ranks > d− 1.
Remark 2.42. Recall that 1 denotes the braided stability groupoid whose automorphism groups are
all trivial. Note that U1 ⊂ UG for every stability category UG by mapping the unique map from
m→ n to ιn−m ⊕ idm. We remark that the notion of polynomiality of a UG-module only depends on
the underlying U1-module structure.
Lemma 2.43. Let A be a UG-module of polynomial degree ≤ r in ranks > d and p ≥ 1. Then ΣpA
has polynomial degree ≤ r in ranks > d− p.
Proof. This is true for r = −∞. For r ≥ 0, it follows by induction because coker(ΣpA) ∼= Σp coker(A).

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The following lemma appears in a very similar form in [Pat, Lem 7.3(a)], but the notion of polynomial
degree in that paper is slightly different than the one used here.
Lemma 2.44. Let A′, A, and A′′ be UG-modules, where A′ has polynomial degree ≤ r in ranks > d
and A′′ has polynomial degree ≤ r in ranks > d− 1. Assume there are maps A′ → A→ A′′ such that
0→ A′n → An → A′′n → 0
are short exact sequences for all n > d. Then A has polynomial degree ≤ r in ranks > d.
Proof. We prove this by induction over r. Let us start with r = −∞. This means that A′n ∼= A′′n ∼= 0
for all n > d and thus An ∼= 0 for all n > d. Let r ≥ 0 and consider the exact sequence
0→ kerA′ → kerA→ kerA′′ → cokerA′ → cokerA→ cokerA′′ → 0
coming from the snake lemma for n > d. Because (kerA′)n ∼= (kerA′′)n ∼= 0 for all n > d, (kerA)n ∼= 0
for all n > d. Because (kerA′′)n ∼= 0 for all n > d− 1,
0→ cokerA′n → cokerAn → cokerA′′n → 0
is a short exact sequence for n > d − 1. We can therefore apply the induction hypothesis, showing
that cokerA has polynomial degree ≤ r − 1 (−∞ if r = 0) in ranks > d− 1. This implies that A has
polynomial degree ≤ r in ranks > d. 
Lemma 2.45. Let A be a UG-module of polynomial degree ≤ r in ranks > d and p ≥ 1. Then
ker(A → ΣpA)n ∼= 0 for all n > d and coker(A → ΣpA) is of polynomial degree ≤ r − 1 in ranks
> d− 1.
Proof. If An → (ΣA)n is injective for every n > d, then so is the composition An → (ΣpA)n. This
proves that ker(A→ ΣpA)n ∼= 0 for all n > d.
We will prove the second assertion by induction over r. For r = −∞, then
0 ∼= (ΣpA)n → coker(A→ ΣpA)n
is surjective for n > d− p, and thus coker(A→ ΣpA) has polynomial degree −∞ = −∞− 1 in ranks
> d− 1.
For r ≥ 0 and n > d − 1, coker(A → ΣpA)n has a filtration whose factors are coker(ΣiA)n =
coker(ΣiA→ Σi+1A)n, because An → (ΣA)n is injective for n > d. Therefore, coker(A→ ΣpA) has
polynomial degree ≤ r − 1 in ranks > d− 1 using Lemma 2.43 and Lemma 2.44. 
3. Polynomial modules and derived representation stability
In this section, we prove quantitative versions of Theorem C. These theorems give sufficient conditions
for polynomial modules to exhibit derived representation stability.
3.1. Via central stability complexes. Our goal is to bound the following quantity:
Definition 3.1. Let ψ : (Z≥−1)3 → N0 ∪ {∞} be the smallest number such that for any polynomial
UG-module A of degree ≤ r in ranks > d, then
H˜Gi (A)n ∼= 0 for n > ψ(r, d, i).
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Definition 3.2. Let A be UG-module. Let
Xp,q(A)n =
⊕
f∈UG(p+1,n)
⊕
g∈UG(q+1,Cf )
Aim f⊕Cg .
Define
δi : Xp,q(A)n −→ Xp,q−1(A)n
by sending g to g′ = g ◦ (idi ⊕ ι1 ⊕ idq−i) and sending Aim f⊕Cg → Aim f⊕Cg′ . Further define
δ¯i : Xp,q(A)n −→ Xp−1,q(A)n
by sending f to f ′ = f ◦ (idi ⊕ ι1 ⊕ idp−i) and g to g¯ which is g postcomposed with Cf ⊂ Cf ′ . Then
im f ′⊕Cg¯ is the same subobject of n as im f ⊕Cg and we take Aim f ′⊕Cg¯ → Aim f⊕Cg to be the identity
map.
Proposition 3.3. X∗,∗(A)n is a double complex with
Xp,∗(A)n ∼=
⊕
f∈UG(p+1,n)
C˜G∗ (Σ
im fA)Cf
∼=
⊕
f∈UG(p+1,n)
C˜G∗ (Σ
p+1A)Cf
and
X∗,q(A)n ∼=
⊕
g∈UG(q+1,n)
C˜G∗ (ZUG(0,−))Cg ⊗ACg .
Proof. The face maps define chain complexes in both directions. It is enough to prove that
Xp,q(A)n
δi //
δ¯j

Xp,q−1(A)n
δ¯j

Xp−1,q(A)n
δi // Xp−1,q−1(A)n
commutes to show that it is a double complex. In particular,
Aim f⊕Cg //

Aim f⊕Cg′

Aim f ′⊕Cg¯ // Aim f ′⊕Cg¯′
commutes because
q + 1
g // Cf

q
OO
g¯′ // Cf ′
commutes.
The first isomorphism of chain complexes follows from the definition Σim fA ∼= Aim f⊕−.
For the second isomorphism notice the bijection
{(f, g) | f ∈ UG(p+ 1, n), g ∈ UG(q + 1, Cf )}
∼=−→ {(f, g) | g ∈ UG(q + 1, n), f ∈ UG(p+ 1, Cg)}
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sending (f, g) to (f|, g¯), where g¯ is g postcomposed with Cf ⊂ n and f| is f with codomain restricted
to Cg¯ = im f ⊕ Cg. Thus, we may switch the order of summation
Xp,q(A)n ∼=
⊕
f∈UG(p+1,n)
⊕
g∈UG(q+1,Cf )
Aim f⊕Cg ∼=
⊕
g∈UG(q+1,n)
⊕
f∈UG(p+1,Cg)
ACg
∼=
⊕
g∈UG(q+1,n)
C˜Gp (ZUG(0,−))Cg ⊗ACg .

Proposition 3.4. Assume UG satisfies H3(k, a). Let Esp,q(A)n denote the spectral sequence associated
to X∗,∗(A)n involving first taking homology in the δ direction and let E¯sp,q(A)n denote the spectral
sequence associated to X∗,∗(A)n involving first taking homology in the δ¯ direction. Then E¯1p,q(A)n ∼= 0
for p+ q < n−ak − 1. In particular, E∞p,q(A)n ∼= 0 for p+ q < n−ak − 1.
Proof. We have that
E¯1p,q(A)n = Hq(X∗,p(A)n) ∼=
⊕
g∈UG(p+1,n)
H˜Gq (ZUG(0,−))Cg ⊗ACg .
Since G satisfies H3(k, a), this abelian group vanishes for n− p− 1 > k · q + a. Thus, they vanish for
p+ q < n−ak − 1, because then
p+ kq = k(p+ q)− (k − 1)p < k
(
n− a
k
− 1
)
+ (k − 1) = n− a− 1.
The second claim follows from the fact that the two spectral sequences converge to the same thing. 
Definition 3.5. Let A be a UG-module. Let Yp,q(A)n = C˜Gp (C˜Gq (A))n. View Y∗,∗ as a double complex
with both differentials induced by the central stability homology differential. Let F : Yp,q(A)n →
Xp,q(A)n be the map⊕
f∈UG(p+1,n)
⊕
g∈UG(q+1,Cf )
ACg −→
⊕
f∈UG(p+1,n)
⊕
g∈UG(q+1,Cf )
Aim f⊕Cg
induced by ACg → Aim f⊕Cg . Let Êsp,q(A)S be the double complex spectral sequence associated to
Y∗,∗(A)n with d0 differential in the q direction.
Lemma 3.6. F is a map of double complexes.
Proof. It is enough to show that the face maps commute with F . In the q direction, the diagram⊕
f∈UG(p+1,n)
⊕
g∈UG(q+1,Cf )
ACg
//

⊕
f∈UG(p+1,n)
⊕
g∈UG(q+1,Cf )
Aim f⊕Cg
⊕
f∈UG(p+1,n)
⊕
g′∈UG(q,Cf )
ACg′
//
⊕
f∈UG(p+1,n)
⊕
g′∈UG(q,Cf )
Aim f⊕Cg′
22 JEREMY MILLER, PETER PATZT, AND DAN PETERSEN
commutes for g′ = g ◦ (idi ⊕ ι1 ⊕ idq−i). In the p direction, we first switch the order of the summation
and then the diagram ⊕
g∈UG(q+1,n)
⊕
f∈UG(p+1,Cg)
ACf
//

⊕
g∈UG(q+1,n)
⊕
f∈UG(p+1,Cg)
ACg
⊕
g∈UG(q+1,n)
⊕
f∈UG(p,Cg)
ACf′
//
⊕
g∈UG(q+1,n)
⊕
f ′∈UG(p,Cg)
ACg
commutes for f ′ = f ◦ (idi ⊕ ι1 ⊕ idp−i). 
Proposition 3.7. Let A be UG-module. Then d1 : Ês0,q(A)n → Ês−1,q(A)n is the zero map.
Proof. Note that
Ê0p,q(A)S
∼= C˜Gp (C˜Gq (A))n ∼= C˜Gq (C˜Gp (A))n ∼=
⊕
g∈UG(q+1,n)
 ⊕
f∈UG(p+1,Cg)
ACf
 .
There is an isomorphism of abelian groups ψ : Ê00,q → Ê0−1,q. For (g, f) with g ∈ UG(q + 1, n) and
f ∈ UG(1, Cg), let h ∈ UG(q + 2, n) be such that h ◦ (idq+1 ⊕ ι1) = g and h ◦ (ιq+1 ⊕ id1) = f . Then
Ch = Cf and ψ is given by ACf → ACh .
We will prove that ψ is a chain homotopy from the differential dh : Ê00,∗ → Ê0−1,∗ to the zero map.
In particular, we see that ψ commutes with δi for i ≤ q:
Ê−1,q+1
δi

Ê−1,q Ê0,q
ψ
dd
δi

Ê0,q−1
ψ
dd
as it is induced by the commutative diagram
Ch

Cf

Chi Cf¯
where hi = h ◦ (idi ⊕ ι1 ⊕ idq+1−i) and f¯ is the composition of f : 1→ Cg and Cg ⊂ Cg◦(idi⊕ι1⊕idq−i).
Further the diagram
Ê−1,q+1
δq+1

Ê−1,q Ê0,q
ψ
cc
dh
oo
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is induced by the commutative diagram
Ch

Cg Cfoo
Summing this information up gives dh = ψdv + dvψ. 
Proposition 3.8. Let A be a polynomial UG-module of degree ≤ r in ranks > d. Then
F : Ê1p,q(A)n → E1p,q(A)n
is an isomorphism for
n > max(d+ p+ q + 2, ψ(r − 1, d− 1, q + 1) + p+ 1)
and a surjection for
n > max(d+ p+ q + 1, ψ(r − 1, d− 1, q) + p+ 1).
Proof. Recall that the map
Ê1p,q
∼=
⊕
f∈UG(p+1,n)
H˜Gq (A)Cf −→
⊕
f∈UG(p+1,n)
H˜Gq (Σ
im fA)Cf
∼= E1p,q
is induced by the maps
H˜Gq (A)Cf −→ H˜Gq (Σim fA)Cf .
Let us fix an f ∈ UG(p+ 1, n). We will prove that H˜Gq (A)Cf → H˜Gq (Σim fA)Cf an isomorphism or a
surjection in the asserted ranges.
Let B and D be the kernel and cokernel of A→ Σim fA, respectively. Since C˜Gi is an exact functor
and C˜G∗ is functorial with respect to UG-morphisms, we have an exact sequence of chain complexes:
0→ C˜G∗ (B)Cf → C˜G∗ (A)Cf → C˜G∗ (Σim fA)Cf → C˜G∗ (D)Cf → 0.
Let E be the cokernel of B → A, which is incidentally the kernel of Σim fA → D. As explained in
Lemma 2.45, Bn ∼= 0 for n > d. That means that Cq(B)Cf ∼= 0 for n > d+ p+ q + 2. From the long
exact sequence associated to:
0 −→ C˜G∗ (B)Cf −→ C˜G∗ (A)Cf −→ C˜G∗ (E)Cf −→ 0,
we get that
H˜Gq (A)Cf −→ H˜Gq (E)Cf ,
is an isomorphism for n > d+p+q+2 and a surjection for n > d+p+q+1. Further, D has polynomial
degree ≤ r − 1 in ranks > d− 1 by Lemma 2.45. Thus H˜Gq (D)Cf ∼= 0 if n > ψ(r − 1, d− 1, q) + p+ 1.
From the long exact sequence associated to:
0 −→ C˜G∗ (E)Cf −→ C˜G∗ (Σim fA)Cf −→ C˜G∗ (D)Cf −→ 0,
we get that
H˜Gq (E)Cf −→ H˜Gq (Σim fA)Cf
is an isomorphism for n > ψ(r− 1, d− 1, q+ 1) + p+ 1 and a surjection for n > ψ(r− 1, d− 1, q) + p+ 1.
24 JEREMY MILLER, PETER PATZT, AND DAN PETERSEN
Therefore, the composition H˜Gq (A)Cf → H˜Gq (E)Cf → H˜Gq (Σim fA)Cf is an isomorphism or a surjec-
tion in the given ranges. 
Corollary 3.9. Let A be a polynomial UG-module of degree ≤ r in ranks > d. Then E2−1,i(A)n ∼=
H˜Gi (A)n if
n > max(d+ i+ 1, ψ(r − 1, d− 1, i) + 1).
Proof. In this case F : Ê10,i(A)n → E10,i(A)n is surjective and thus d1 : E10,i(A)n → E1−1,i(A)n is zero
because d1 : Ê
1
0,i(A)n → Ê1−1,i(A)n is the zero map. Therefore, E2−1,i(A)n ∼= E1−1,i(A)n ∼= H˜Gi (A)n. 
We now prove a quantitative version of the H3 portion of Theorem C. Note that by Theorem 2.16
and Proposition 2.27, vanishing of central stability homology implies derived representation stability.
Thus, it suffices to give a vanishing line for the central stability homology of poloynomial UG-modules.
Theorem 3.10. Let A be a polynomial UG-module of degree ≤ r in ranks > d. If UG satisfies H3(k, a)
with k ≥ 2, then H˜Gi (A)n ∼= 0 for n > max(d+ i+ 1, ki+ a+ r).
Proof. We will prove the theorem by nested induction—the first over r and the second over i.
We first give a proof for r = −∞. We have that H˜Gi (A)n ∼= 0 for all n > d + i + 1 since central
stability chains also vanish in that range.
Let us now proceed with r ≥ 0 and assume the theorem is true for all UG-modules A of polynomial
degree ≤ s < r in ranks > d and all homological degrees. Let us fix some i ≥ −1 and further assume
that the theorem is true for all UG-modules A of polynomial degree ≤ r in ranks > d and all homological
degrees j < i. In particular,
max(d+ j + 1, kj + a+ s) ≥ ψ(s, d, j)
if s < r, or s = r and j < i.
Let A be a polynomial UG-module of degree ≤ r in ranks > d. We will now prove that H˜Gi (A)n ∼= 0
for all n > max(d+ i+ 1, ki+ a+ r). By Corollary 3.9, H˜Gi (A)n ∼= E2−1,i(A)n if
n > max(d+ i+ 1, ki+ a+ r)
because
max(d+ i+ 1, ki+ a+ r) = max(d+ i+ 1,max((d− 1) + i+ 1 + 1, ki+ a+ (r − 1) + 1))
≥ max(d+ i+ 1, ψ(r − 1, d− 1, i) + 1).
We will prove that E2−1,i(A)n = E
∞
−1,i(A)n in the asserted range. To do this, we will look at E
1
p,q(A)n
for p+ q = i and q < i and show that these groups vanish. Observe that
E1p,q(A)n
∼=
⊕
f∈UG(p+1,n)
H˜Gq (Σ
im fA)Cf .
Because Σim fA has polynomial degree ≤ r in ranks > d− p− 1, Lemma 2.43 implies that E1p,q(A)n ∼= 0
for
n > max(d+ i+ 1, ki+ a+ r)
k≥2
≥ max(d− p− 1 + q+ 1, kq+ a+ r) + p+ 1 ≥ ψ(r, d− p− 1, q) + p+ 1.
We finish the proof by invoking Proposition 3.4 that says that E∞−1,i(A)n vanishes for
n > max(d+ i+ 1, ki+ a+ r) ≥ ki+ a. 
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Remark 3.11. H3(1, a) implies H3(2, a+ 1). Therefore, if k = 1 and if A is a polynomial UG-module
of degree ≤ r in ranks > d, we get H˜Gi (A)n ∼= 0 for n > max(d+ i+ 1, 2i+ a+ 1 + r).
3.2. Via the Koszul resolution. We now prove an improved stable range when G satisfies the
standard acyclicity assumptions. The arguments will be similar to those of the previous subsection.
Definition 3.12. Let A be UG-module. Let
Pp,q(A)n =
⊕
U⊕V⊕W=n,|U |=p,|W |=q
StE1U ⊗AU⊕V ⊗ StE1W .
Given two G-modules A and B, let AB be the G-module with (AB)n = An ⊗Bn.
Proposition 3.13. P∗,∗(A)n forms a double complex with
Pp,∗(A)n ∼= Kp(K∗(ΣpA))n
and
P∗,q(A)n ∼= Kq(AK∗(Z))n.
Proof. To see that it is a double complex, we need to see that the following diagram commutes.⊕
U⊕V⊕W=n,|U |=p,|W |=q
StE1U ⊗AU⊕V ⊗ StE1W //

⊕
U⊕V⊕W=n,|U |=p−1,|W |=q
StE1U ⊗AU⊕V ⊗ StE1W
⊕
U⊕V⊕W=n,|U |=p,|W |=q−1
StE1U ⊗AU⊕V ⊗ StE1W //
⊕
U⊕V⊕W=n,|U |=p−1,|W |=q−1
StE1U ⊗AU⊕V ⊗ StE1W
This is given by the following diagram:
(L1, . . . , Lp)⊗ a⊗ (L′1, . . . , L′q)  //_

(L2, . . . , Lp)⊗ a⊗ (L′1, . . . , L′q)_

(L1, . . . , Lp)⊗ (idU⊕V ⊕ ιL′1)∗(a)⊗ (L′2, . . . , L′q)
 // (L2, . . . , Lp)⊗ (idU⊕V ⊕ ιL′1)∗(a)⊗ (L′2, . . . , L′q)
The first isomorphism is straight forward. To show the second isomorphism, observe the following
sequence of isomorphisms:
P∗,q(A)n = K∗(Kq(ΣpA))n ∼=
⊕
V ′⊕W=n,|W |=q
AV ′ ⊗ StE1W ⊗
⊕
U⊕V=V ′,|U |=p
StE1U
∼=
⊕
V ′⊕W=n,|W |=q
AV ′ ⊗ StE1W ⊗K∗(Z)V ′ ∼=
⊕
V ′⊕W=n,|W |=q
(AK∗(Z))V ′ ⊗ StE1W ∼= Kq(AK∗(Z))n.

Proposition 3.14. Assume G satisfies the standard acyclicity assumption. Let F sp,q(A)n denote the
spectral sequence associated to P∗,∗(A)n involving first taking homology in the q direction and let
F¯ sp,q(A)n denote the spectral sequence associated to P∗,∗(A)n involving first taking homology in the p
direction. Then F¯ 1p,q(A)n
∼= 0 for p+ q < n. In particular, F∞p,q(A)n ∼= 0 for p+ q < n.
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Proof. Hi(K∗(Z)) = TorZi (Z,Z). Since Z is a free Z-module, Tor
Z
i (Z,Z) ∼= 0 for i > 0. We also have
Tor
Z
0 (Z,Z) ∼= Z so TorZ0 (Z,Z)n ∼= 0 for n > 0. Therefore, F¯ 1p,q(A)n ∼= 0 for p > 0 and
F¯ 10,q(A)n
∼= Kq(A0  Z)n ∼= 0
for q < n. 
Definition 3.15. Let A be a UG-module. Let
Qp,q(A)n = Kp(Kq(A))n ∼= Kq(Kp(A))n.
View Q∗,∗ as a double complex with both differentials induced by the differentials in Koszul resolution.
Let G : Qp,q(A)n → Pp,q(A)n be the natural map:
Kp(Kq(A))n −→ Kp(Kq(ΣpA))n.
Let F̂ sp,q(A)S be the double complex spectral sequence associated to Q∗,∗(A)n with d0 differential in
the q direction.
Lemma 3.16. G : Q∗,∗(A)n → P∗,∗(A)n is a map of double complexes.
Proof. Clearly, it is a map of chain complexes in q direction. For the p direction, we will use
Proposition 3.13 and the map of complexes K∗(A)n → An ⊗K∗(Z)n given by⊕
U⊕V=n,|U |=p
StE1U ⊗AV −→
⊕
U⊕V=n,|U |=p
StE1U ⊗An,
using the map (V ⊂ n)∗ : AV → An. 
Proposition 3.17. For s ≥ 1, we have that F̂ s0,q(A)n ∼= TorZq (Z, A). For s ≥ 2 and p > 0, we have
F̂ sp,q(A)n
∼= 0, and F̂ 11,q(A)n → F̂ 10,q(A)n is the zero map.
Proof. The spectral sequence F̂ sp,q(A) agrees with a Grothendieck spectral sequence where the two
functors are the same functor. Thus it collapses at the second page and is concentrated on the leftmost
column starting at the first page. A straight forward calculation also shows that
F̂ 10,q(A)n
∼= K0(TorZq (A,Z))n ∼= TorZq (A,Z)n.
In particular, the d1 differential into F̂ 10,q(A)n has to be zero. 
Definition 3.18. Let η : (Z≥−1)3 → N0 ∪ {∞} be the smallest number such that for any polynomial
UG-module A of degree ≤ r in ranks > d, then
Tor
Z
i (A,Z)n ∼= 0 for n > η(r, d, i).
The proof of the following proposition is almost identical to the proof of Proposition 3.8.
Proposition 3.19. Let A be a polynomial UG-module of degree ≤ r in ranks > d. Then
G : F̂ 1p,q(A)n → F 1p,q(A)n
is an isomorphism when
n > max(d+ p+ q, η(r − 1, d− 1, q + 1) + p)
and a surjection when
n > max(d+ p+ q − 1, η(r − 1, d− 1, q) + p).
REPRESENTATION STABILITY, SECONDARY STABILITY, AND POLYNOMIAL FUNCTORS 27
Proof. Recall that the map
F̂ 1p,q
∼=
⊕
U⊕V=n,|U |=p
StE1U ⊗TorZq (A,Z)V −→
⊕
U⊕V=n,|U |=p
StE1U ⊗TorZq (ΣUA,Z)V ∼= F 1p,q
is induced by the maps
TorZq (A,Z)V −→ TorZq (ΣUA,Z)V .
Let us fix a decomposition U ⊕V = n with |U | = p. We will prove that TorZq (A,Z)V → TorZq (ΣUA,Z)V
an isomorphism or a surjection in the asserted ranges.
Let B and D be the kernel and cokernel of A → ΣUA, respectively. Since Ki is an exact functor
and K∗ is functorial with respect to UG-morphisms, we have an exact sequence of chain complexes:
0→ K∗(B)V → K∗(A)V → K∗(ΣUA)V → K∗(D)V → 0.
Let E be the cokernel of B → A, which is incidentally the kernel of ΣUA → D. As explained in
Lemma 2.45, Bn ∼= 0 for n > d. That means that Kq(B)V ∼= 0 for n > d+ p+ q. From the long exact
sequence associated to:
0 −→ K∗(B)V −→ K∗(A)V −→ K∗(E)V −→ 0,
we get that
TorZq (A,Z)V −→ TorZq (E,Z)V ,
is an isomorphism for n > d+ p+ q and a surjection for n > d+ p+ q − 1. Further, D has polynomial
degree ≤ r − 1 in ranks > d− 1 by Lemma 2.45. Thus TorZq (D,Z)V ∼= 0 if n > η(r − 1, d− 1, q) + p.
From the long exact sequence associated to:
0 −→ K∗(E)V −→ K∗(ΣUA)V −→ K∗(D)V −→ 0,
we get that
TorZq (E,Z)V −→ TorZq (ΣUA,Z)V
is an isomorphism for n > η(r − 1, d− 1, q + 1) + p and a surjection for n > η(r − 1, d− 1, q) + p.
Therefore, the composition TorZq (A,Z)V → TorZq (E,Z)V → TorZq (ΣUA,Z)V is an isomorphism or a
surjection in the given ranges. 
Similarly to Corollary 3.9, we have the following.
Corollary 3.20. Let A be a polynomial UG-module and assume G-satisfies the standard acyclicity
assumptions. Then F∞0,i(A)n ∼= TorZi (A,Z)n for
n > max(d+ i, η(r − 1, d− 1, i) + 1, η(r − 1, d− 1, i− 1) + 2, . . . , η(r − 1, d− 1, 0) + i+ 1).
Proof. For n > max(d+ i, η(r − 1, d− 1, i) + 1), we have that F̂ 11,i(A)n → F 11,i(A)n is surjective. The
commutative diagram
F̂ 10,i(A)n

F̂ 11,i(A)n

zerooo
F 10,i(A)n F
1
1,i(A)n
oo
shows that F 11,i(A)n → F 10,i(A)n is zero and thus F 20,i(A)n ∼= F 10,i(A)n in the same range.
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Consider the map of chain complexes F̂ 1∗,q(A)n → F 1∗,q(A)n. The map F̂ 1j,q(A)n → F 1j,q(A)n is
surjective for
n > max(d+ j + q − 1, η(r − 1, d− 1, q) + j)
and bijective for
n > max(d+ j + q, η(r − 1, d− 1, q + 1) + j).
F̂ 2pq(A)n
∼= 0 for p > 0. These facts imply that F 2p,q(A)n ∼= 0 for p > 0 and
n > max(d+ p+ q − 1, η(r − 1, d− 1, q) + p, η(r − 1, d− 1, q + 1) + p− 1).
We can use the vanishing of F 2p,q(A)n in this range to see that F
2
0,i(A)n
∼= F∞0,i(A)n for
n > max(d+ i, η(r − 1, d− 1, i) + 1, . . . , η(r − 1, d− 1, 0) + i+ 1).
Therefore in the the given range,
Tor
Z
i (A,Z) ∼= F 10,i(A)n ∼= F 20,i(A)n ∼= F∞0,i(A)n. 
We can now prove an improved version of Theorem 3.10 under the assumption that G satisfies
the standard acyclicity assumptions. The following is a quantitative version of Theorem C under the
assumption that UG satisfies the standard acyclicity assumptions.
Theorem 3.21. Let A be a polynomial UG-module of degree ≤ r in ranks > d. If UG satisfies the
standard acyclicity assumptions, then Tor
Z
i (A,Z)n ∼= 0 for n > i+ max(d, r).
Proof. We will prove by induction that η(r, d, i) ≤ i + max(d, r) for all r, d, and i. The induction
beginning is straightforward since Ki(A)n ∼= 0 in a range if An ∼= 0 in a range.
Now fix n > i + max(d, r). We will assume by induction that the claim is true for modules of
polynomial degree < r. By Corollary 3.20, F∞0,i(A)n ∼= TorZi (A,Z)n. However, by Proposition 3.14,
F∞0,i(A)n ∼= 0. This establishes the induction step. 
4. Stability with polynomial coefficients
In this section, we give tools for proving representation stability and secondary stability for families
of groups with polynomial coefficients.
4.1. Representation stability with polynomial coefficients. In this subsection, we establish a
general criterion for representation stability with polynomial coefficients. The following is a quantitative
version of Theorem A.
Theorem 4.1. Let
1 −→ N −→ G −→ Q −→ 1
be a stability short exact sequence. Assume that UG satisfies H3(k, a). Let Θ be a coherence function
for UQ. Let A be a UG-module of polynomial degree ≤ r in ranks > d. Let
g0 = max(d, a− k + r), r0 = max(d+ 1, a+ r + 1),
gi = max(d+ i, ki− k + a+ r,Θ(gi−1, ri−1, 1), . . . ,Θ(g0, r0, i)), and
ri = max(d+ i+ 1, ki+ a+ r,Θ(gi−1, ri−1, 2), . . . ,Θ(g0, r0, i+ 1)).
Then H˜Q−1(Hi(N ;A))n ∼= 0 for n > gi and H˜Q0 (Hi(N ;A))n ∼= 0 for n > ri.
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Proof. In Theorem 3.10, we showed that H˜Gi (A) ∼= 0 for all n > max(d + i + 1, ki + a + r). By
Corollary 2.22, there is a spectral sequence with (E2p,q)n
∼= H˜Qp (Hq(N ;A))n and with (E∞p,q)n ∼= 0 for
n > max(d+ p+ q + 1, kp+ kq + a+ r). Let
g0 = max(d, a− k + r), r0 = max(d+ 1, a+ r + 1),
gi = max(d+ i, ki− k + a+ r,Θ(gi−1, ri−1, 1), . . . ,Θ(g0, r0, i)), and
ri = max(d+ i+ 1, ki+ a+ r,Θ(gi−1, ri−1, 2), . . . ,Θ(g0, r0, i+ 1)).
We begin with the case i = 0. Since there are no differentials into or out of the groups (Es−1,0)n and
(Es0,0)n for s ≥ 2, we have:
H˜Q−1(Hi(N ;A))n ∼= (E2−1,0)n = (E∞−1,0)n and
H˜Q0 (Hi(N ;A))n ∼= (E20,0)n = (E∞0,0)n.
It now follows from the vanishing line for (E∞p,q)n that H˜
Q
−1(H0(N ;A))n ∼= 0 for n > g0 and
H˜Q0 (H0(N ;A))n ∼= 0 for n > r0.
Now assume we have proven that H˜Q−1(Hq(N ;A))n ∼= 0 for n > gq and H˜Q0 (Hq(N ;A))n ∼= 0 for
n > rq for all q < i. Recall that (E
2
p,q)n = H˜
Q
p (Hq(N ;A))n. For q < i, it follows from this description of
the E2-page and definition of the coherence function Θ that (E2p,q)n = 0 for n > Θ(gq, rq, p). This rules
out differentials into and out of (Es−1,i)n and (E
s
0,i)n for s ≥ 2 and n sufficiently large. In particular,
(E2−1,i)n = (E
∞
−1,i)n for
n > max(Θ(gi−1, ri−1, 1), . . . ,Θ(g0, r0, i)).
Additionally, (E∞−1,i)n ∼= 0 for n > max(d+i, ki−k+a+r). Since H˜Q−1(Hi(N ;A))n ∼= (E2−1,i)n, it follows
that H˜Q−1(Hi(N ;A))n ∼= 0 for n > gi. An almost identical argument shows that H˜Q0 (Hi(N ;A))n ∼= 0
for n > ri. 
Corollary 4.2. Let A be a UBr-module which has polynomial degree ≤ r in ranks > d. Then the
US-module H0(PBr;A) has generation degree ≤ max(d, r) and presentation degree ≤ max(d+ 1, r+ 2).
For i > 0, the US-module Hi(PBr;A) has generation degree
≤ 2i−1 ·
(
max(d, r) + max(d+ 1, r + 2) + 3
)
− 2
and presentation degree
≤ 2i−1 ·
(
max(d, r) + max(d+ 1, r + 2) + 3
)
− 1
Proof. We will use the stability short exact sequence:
1 −→ PBr −→ Br −→ S −→ 1.
It follows from Proposition 2.15 and Remark 3.11 that UBr satisfies H3(2, 2). From Proposition 2.18,
it follows that
Θ(g, r, i) = g + max(g, r) + i
is a coherence function for US. We now apply Theorem 4.1. It is immediate that g0 = max(d, r) and
r0 = max(d+ 1, r + 2). We will prove by induction that
gi = 2
i−1 ·
(
max(d, r)+max(d+1, r+2)+3
)
−2 and ri = 2i−1 ·
(
max(d, r)+max(d+1, r+2)+3
)
−1
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for i > 0. First note that gj = rj − 1 for all j < i by induction. Thus
Θ(gj , rj ,m)
=gj + max(gj , rj) +m
=
(
2j−1 ·
(
max(d, r) + max(d+ 1, r + 2) + 3
)
− 2
)
+
(
2j−1 ·
(
max(d, r) + max(d+ 1, r + 2) + 3
)
− 1
)
+m
=2j ·
(
max(d, r) + max(d+ 1, r + 2) + 3
)
− 3 +m.
This implies that
gi = max(d+ i, 2i+ r,Θ(gi−1, ri−1, 1), . . . ,Θ(g0, r0, i))
= Θ(gi−1, ri−1, 1)
= 2i−1 ·
(
max(d, r) + max(d+ 1, r + 2) + 3
)
− 2 and
and
ri = max(d+ i+ 1, 2i+ 2 + r,Θ(gi−1, ri−1, 2), . . . ,Θ(g0, r0, i+ 1))
= Θ(gi−1, ri−1, 1)
= 2j ·
(
max(d, r) + max(d+ 1, r + 2) + 3
)
− 1.
From Proposition 2.15, it follows that US satisfies H3(1,1). Using Theorem 2.16 and ri − gi = 1, we
deduce that Hi(PBr;A) is generated in degrees ≤ gi and presented in degrees ≤ ri as asserted. 
Example 4.3. Let Burn denote the Burau representation of Brn. By Randal-Williams–Wahl [RWW17,
Examples 4.3, 4.15], the sequence Bur = {Burn}n assembles to form a polynomial UBr-module of
degree 1. Thus, Corollary 4.2 implies that the US-module H0(PBr; Bur) has generation degree ≤ 1 and
presentation degree ≤ 3. For i > 0, the US-module Hi(PBr;A) has generation degree ≤ 7 · 2i−1 − 2
and presentation degree ≤ 7 · 2i−1 − 1.
Theorem 3.21 implies that Bur has generation degree ≤ 1 and presentation degree ≤ 2 as a
UBr-module. Thus, it is reasonable to think of Bur as exhibiting a form of representation stability.
Remark 4.4. The exponential range produced in Corollary 4.2 can be improved to a quadratical range
using ideas from [CMNR18].
Specializing Theorem A to the case Qn = 1, gives classical homological stability with twisted
coefficients. In particular, Theorem A is a generalization of Randal-Williams–Wahl [RWW17, Theorem
A]. This also follows from [Pat, Theorem D] and Theorem 3.10.
Corollary 4.5. Let UG be a stability category that satisfies H3(k, a) with k ≥ 2. Let A be a UG-module
which has polynomial degree ≤ r in ranks > d. Then
Hi(Gn;An) −→ Hi(Gn+1;An+1)
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is surjective for
n ≥
max(d, a− k + r) i = 0max(d+ 2i,max(k(i− 1) + 1, 2i) + a+ r) i > 0
and injective for
n ≥ max(d+ 2i+ 1,max(ki, 2i+ 1) + a+ r).
Proof. In this proof, we will use the stability short exact sequence
1 −→ G −→ G −→ 1 −→ 1.
From Proposition 2.18, it follows that
Θ(g, r, i) = max(g + 1, r) + i
is a coherence function of U1. We now apply Theorem 4.1. Then
g0 = max(d, a− k + r) and
r0 = max(d+ 1, a+ r + 1) = max(d+ 2 · 0 + 1,max(ki, 2 · 0 + 1) + a+ r).
Next we want to prove
gi = max(d+ 2i,max(k(i− 1) + 1, 2i) + a+ r) and ri = max(d+ 2i+ 1,max(ki, 2i+ 1) + a+ r)
by induction for i > 0. First note that g0 + 1 ≤ r0 and
gj + 1 = max(d+ 2j,max(k(j − 1) + 1, 2j) + a+ r) + 1 ≤ max(d+ 2j + 1,max(kj, 2j + 1) + a+ r) = rj
for all 0 < j < i. Thus
Θ(gj , rj ,m) = rj +m = max(d+ 2j + 1,max(kj, 2j + 1) + a+ r) +m.
Therefore
gi = max(d+ i, ki− k + a+ r,Θ(gi−1, ri−1, 1), . . . ,Θ(g0, r0, i))
= max(d+ 2(i− 1) + 2,max(k(i− 1), 2(i− 1) + 1) + a+ r + 1)
= max(d+ 2i,max(k(i− 1) + 1, 2i) + a+ r)
and
ri = max(d+ i+ 1, ki+ a+ r,Θ(gi−1, ri−1, 2), . . . ,Θ(g0, r0, i+ 1))
= max(ki+ a+ r, d+ 2(i− 1) + 1 + 2,max(k(i− 1), 2(i− 1) + 1) + a+ r + 2))
= max(d+ 2i+ 1,max(ki, k(i− 1) + 2, 2i+ 1) + a+ r)
= max(d+ 2i+ 1,max(ki, 2i+ 1) + a+ r).
An argument as in the proof of Proposition 2.18 shows the assertion. 
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4.2. Secondary stability and improved stable ranges with polynomial coefficients. In this
subsection, we prove that if the homology of a family of groups exhibits a certain form of secondary
homological stability with untwisted coefficients, then it exhibits secondary stability with polynomial
coefficients as well. We also describe how to use improvements to homological stability stable ranges
with untwisted coefficients to deduce similar improved ranges with polynomial coefficients. We now
recall some of the setup of secondary homological stability from [GKRWa, GKRWb].
Fix a commutative ring K and stability groupoid G. Let RK be the free K-module on the nerve
of G. The monoidal structure on G makes RK into an E1-algebra. Let RK be a simplicial K-module
which is homotopy equivalent to RK as E1-algebras but is strictly associative (see [GKRWa, Section
12.2]). We will view RK as a graded simplicial K-module with the nth graded piece coming from
Gn. Given a UG-module A over K,
⊕
n(RK)n ⊗KGn An naturally has the structure of an E1-module
over RK. Let RA denote a strict RK-module in the category of graded simplicial K-modules which
is homotopy equivalent to
⊕
n(RK)n ⊗KGn An as an E1-module (see [GKRWa, Section 19.1]). Define
Hn,i(RK) to be the degree n part of pii(|RK|). Here | · | denotes geometric realization. We have
that Hn,i(RK) ∼= Hi(Gn;K). Similarly define Hn,i(RA) to be the degree n part of pii(|RA|). Then
Hn,i(RA) ∼= Hi(Gn;An).
Let Sa,bK denote the graded simplicial K-module which is the quotient of the free K-module on the
simplicial set model of the b-dimensional simplex modulo its boundary, where everything is concentrated
in degree a. We have that Hn,i(S
a,b
K ) vanishes unless n = a and i = b in which case we have
Ha,b(S
a,b
K )
∼= K. Let σ ∈ H1,0(RK) be the class of a point in H0(BG1;K). Let
σ · − : S1,0 ⊗RK → RK
be multiplication by a lift of σ. We have that σ · − is homotopic to the map induced by the inclusions
Gn ∼= 1×Gn → Gn+1. Let RK/σ denote a RK-module homotopy equivalent to the mapping cone of
σ · − : RK → RK. Multiplication by a lift of σ also gives a map σ · − : RA → RA and we let RA/σ
denote a RK-module homotopy equivalent to the mapping cone of this map (see [GKRWa, Section
19.2]). Note that Hn,i(RK/σ) ∼= Hi(Gn, Gn−1;K) and Hn,i(RA/σ) ∼= Hi(Gn, Gn−1;An, An−1). In
[GKRWa, Pages 192-193], they define a quantity HRKn,i (RA) and prove it is naturally isomorphic to the
hyper-homology groups Hi(Gn;K⊗B∗(A,Z,Z)n). The following is Galatius–Kupers–Randal-Williams
[GKRWa, Theorem 19.2] and relates vanishing of HRKn,i (RA) to improved stable ranges with twisted
coefficients.
Theorem 4.6 (Galatius–Kupers-Randal-Williams). Let A be a UG-module over K, λ ≤ 1 and c ∈ R.
If G is braided, Hn,i(RK/σ) = 0 for i < λn, and HRKn,i (RA) = 0 for i < λ(n− c), then Hn,i(RA/σ) = 0
for i < λ(n− c).
We now apply this theorem to the case that A has finite polynomial degree.
Lemma 4.7. Let A be a polynomial UG-module of degree ≤ r in ranks > d over K. If UG satisfies the
standard acyclicity assumptions, then HRKn,i (RA)
∼= Hi(Gn;K⊗B∗(A,Z,Z)n)) ∼= 0 for n > i+max(d, r).
Proof. Theorem 3.21 implies that TorZq (A,Z)n ∼= Hq(B∗(A,Z,Z)n) ∼= 0 for n > q + max(d, r). Thus
Hq(B∗(A,Z,Z)n ⊗K) ∼= 0 for n > q + max(d, r). The hyperhomology spectral sequence
E2pq
∼= Hp(Gn;Hq(B∗(A,Z,Z)n ⊗K)) =⇒ Hp+q(Gn;B∗(A,Z,Z)n)⊗K)
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implies the assertion because E2pq
∼= 0 for n > q + max(d, r). 
Combining Theorem 4.6 and Lemma 4.7 give the following.
Theorem 4.8. Let A be a polynomial UG-module of degree ≤ r in ranks > d over K. Let λ ≤ 1 and c ∈
R. Assume UG satisfies the standard acyclicity assumptions, G is braided, and that Hi(Gn, Gn−1;K) ∼= 0
for i < λn. Then Hi(Gn, Gn−1;An, An−1) ∼= 0 for i < λn−max(r, d).
Before we move on to secondary stability, we describe a few applications of this theorem.
Theorem 4.9. Let A be a polynomial US-module of degree ≤ r in ranks > d over Z[ 12 ]. Then
Hi(Sn,Sn−1;An, An−1) ∼= 0 for i < n−max(r, d).
Proof. It is well known from calculations of the homology of the symmetric groups (see e.g. Cohen–
Lada–May [CLM76, Section 1]) or from [KM15, Theorem 1.4] for M = R∞ that
Hi(Sn;Sn−1;Z[ 12 ]) ∼= 0 for i < n.
The claim now follows from Theorem 4.8. 
Theorem 4.10. Let A be a polynomial U GL(Z)-module of degree ≤ r in ranks > d over Z[ 12 ]. Then
Hi(GLn(Z),GLn−1(Z);An, An−1) ∼= 0 for i < 23n−max(r, d).
Proof. In [GKRWa, Section 18.2] Galatius–Kupers–Randal-Williams proved that:
Hi(GLn(Z),GLn−1(Z);Z[ 12 ]) ∼= 0 for i < 23n.
The claim now follows from Theorem 4.8. 
We now give a general secondary stability theorem for twisted coefficients. A secondary stability
map of bidegree (a, b) is a map of RK-modules
f :
(
RK/σ
)⊗K Sa,bK → RK/σ.
Such a map induces a map
f∗ : Hi−b(Gn−a, Gn−a−1;An−a, An−a−1)→ Hi(Gn, Gn−1;An, An−1)
for any UG-module A over K. The following theorem appears as [GKRWb, Theorem 5.20] for G = Mod
with a specific choice of secondary stability map but no changes to the proof are necessary for general
G with the assumption given here.
Proposition 4.11. Let λ ≤ 1 and c ∈ R. Let A be a UG-module with HRKn,i (RA) = 0 for i < λ(n− c).
Assume UG satisfies the standard acyclicity assumptions, G is braided, and that there is a secondary
stability map f of bidegrees (a, b) which induces a surjection
f∗ : Hi−b(Gn−a, Gn−a−1;K)→ Hi(Gn, Gn−1;K)
for i ≤ λ(n− c) and an isomorphism for i ≤ λ(n− c− a). Then
f∗ : Hi−b(Gn−a, Gn−a−1;An−a, An−a−1)→ Hi(Gn, Gn−1;An, An−1)
is a surjection for i ≤ λ(n− c) and an isomorphism for i ≤ λ(n− c)− 1.
Combining Lemma 4.7 and Proposition 4.11 gives the following theorem.
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Theorem 4.12. Let A be a polynomial UG-module of degree ≤ r in ranks > d over K. Let λ ≤ 1
and c ∈ R. Assume UG satisfies the standard acyclicity assumptions, G is braided, and that there is a
secondary stability map f of bidegrees (a, b) which induces a surjection
f∗ : Hi−b(Gn−a, Gn−a−1;K)→ Hi(Gn, Gn−1;K)
for i ≤ λ(n− c) and an isomorphism for i ≤ λ(n− c− a). Then
f∗ : Hi−b(Gn−p, Gn−a−1;An−a, An−a−1)→ Hi(Gn, Gn−1;An, An−1)
is a surjection for i ≤ λ(n− c−max(r, d)) and an isomorphism for i ≤ λ(n− c− a−max(r, d))− 1.
Theorem B is the K = Z case of Theorem 4.12. We will apply this to the case of mapping class
groups. For this application, [GKRWb, Theorem 5.20] would have sufficed. Theorem 4.12 has other
applications such as secondary stability for braid groups with coefficients in the Burau representation.
This will appear in future work of Z. Himes.
Corollary 4.13. Let A be a polynomial Mod-module of degree ≤ r in ranks > d. Then
Hi(Modg−1,1;Ag−1)→ Hi(Modg,1;Ag)
is surjective for i < 23 (g−max(d, r)) and an isomorphism for i < 23 (g−max(d, r))− 1. Moreover, there
is a map
Hi−2(Modg−3,1,Modg−4,1;Ag−3, Ag−4)→ Hi(Modg,1,Modg−1,1;Ag, Ag−1)
which is a surjection for i < 34 (g −max(d, r)) and an isomorphism for i < 34 (g −max(d, r))− 1.
Proof. The homological stability portion of this corollary follows Galatius–Kupers–Randal-Williams
[GKRWb, Corollary 5.2] and Theorem 4.8 and the secondary stability portion from Galatius–Kupers–
Randal-Williams [GKRWb, Theorem A] and Theorem 4.12. 
5. Applications
In this section, we apply our general stability theorems to concrete examples. Namely, we prove a
twisted homological stability theorem for moduli spaces of hyperelliptic curves, establish an improved
representation stability stable range for congruence subgroups, establish secondary stability for diffeo-
morphism groups of surfaces viewed as discrete groups, and prove an improved homological stability
stable range for homotopy automorpihsms of wedges of spheres and general linear groups of the sphere
spectrum.
5.1. Moduli spaces of hyperelliptic curves. Let Mg denote the moduli space of smooth genus g
curves over C, and let Mg,∂ denote the moduli space of smooth genus g curves together with a marked
point and a nonzero tangent vector at that point. Both Mg and Mg,∂ are K(pi, 1) spaces, where
pi is the mapping class group of a closed genus g surface, and a genus g surface with one boundary
component, respectively. (For this to be true we should either work rationally or consider Mg as a
stack or orbifold; we will prefer the latter perspective.)
Gluing on a torus defines an embedding of the mapping class group of a genus g surface with a
boundary component into the mapping class group of a genus g + 1 surface with boundary. Thus we
get a continuous (nonalgebraic) map Mg,∂ →Mg+1,∂ , which is well defined up to homotopy. This
map induces homological stability.
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Theorem 5.1 ([Har85],[GKRWb]). The induced map Hi(Mg+1,∂ ;Z) → Hi(Mg,∂ ;Z) is an isomor-
phism for i ≤ 2g−43 .
Algebraic geometers are often more interested in the case of closed surfaces. For this we need
to consider the evident (algebraic) forgetful maps Mg,∂ →Mg; Harer has proved that the induced
morphism Hi(Mg;Z)→ Hi(Mg,∂ ;Z) is an isomorphism for i ≤ 23g [Har85, Bol12]. In particular, there
are also isomorphisms Hi(Mg+1;Z) ∼= Hi(Mg;Z) for i ≤ 2g−43 .
Remark 5.2. Although Mg,∂ → Mg+1,∂ is not an algebraic map, Hi(Mg+1,∂) → Hi(Mg,∂) still
preserves algebraic structures such as the mixed Hodge structure, the comparison isomorphisms
with the algebraic de Rham cohomology and the e´tale cohomology, including the structure of `-adic
Galois representations. The reason is that Mg+1,∂ can be given a Deligne–Mumford style partial
compactification in which a boundary stratum adjacent to Mg+1,∂ is isomorphic to Mg,1 ×M1,1+∂ ;
hereMg,1 is the moduli of genus g curves with a marked point, andM1,1+∂ parametrizes genus 1 curves
with two marked points, one of which is equipped with a nonzero tangent vector. The complement
of the zero section in the normal bundle of this boundary stratum is isomorphic to Mg,∂ ×M1,∂+∂
with M1,∂+∂ the moduli space of genus one curves with two distinct marked points and a nonzero
tangent vector at each of the marked points. After choosing a tubular neighborhood and a fixed point of
M1,∂+∂ , this defines a continuous embedding ofMg,∂ intoMg+1,∂ which coincides with the one defined
up to homotopy by gluing on a torus in the mapping class group. Although tubular neighborhoods do
not literally exist in algebraic geometry, the induced map on cohomology can still be defined purely
algebraically via “deformation to the normal cone” (or “Verdier specialization”). See e.g. [HL97, Section
4].
There is a version of the Harer stability theorem for twisted coefficients, due to Ivanov [Iva93]. The
stable range was later improved by Boldsen [Bol12]. See Corollary 4.13 for a further improvement to
this stable range.
An important example of a polynomial coefficient system is the following. There is a natural rank
2g local system on Mg,∂ given by the first cohomology group of the curve, and as g varies it defines a
polynomial coefficient system of degree 1. Its r-fold tensor power with itself is a polynomial coefficient
system of degree r; more generally, any Schur functor (for the general linear group or for the symplectic
group) applied to the standard degree 1 coefficient system produces again a polynomial coefficient
system. We denote these “standard” coefficient systems by Vλ; they are parametrized by partitions λ.
Again one can ask what happens for closed surfaces. It is not true in general that Hi(Mg;Vλ)→
Hi(Mg,∂ ;Vλ) is an isomorphism stably. However, at least rationally it will be true that the Leray–Serre
spectral sequence for Mg,∂ →Mg behaves predictably in a stable range also for coefficients in Vλ, and
a consequence is that there are isomorphisms Hi(Mg;Vλ ⊗Q) ∼= Hi(Mg+1;Vλ ⊗Q) for g large with
respect to i (see Looijenga [Loo96, Theorem 1.1]). Moreover, these isomorphisms respect the natural
mixed Hodge structure/Galois module structure etc., just as in the case of constant coefficients.
It is natural to ask whether there is a version of the above story if one replaces the usual mapping
class group with the hyperelliptic mapping class group, or in algebro-geometric terms, if we replace
Mg with the moduli space Hg of hyperelliptic curves. Again it is natural to consider the case of
surfaces with boundary, in order to even have a stabilization map. We let Hg,∂ denote the moduli
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space parametrizing a hyperelliptic curve of genus g, the choice of a marked Weierstrass point (i.e.
a fixed point of the hyperelliptic involution), and a nonzero tangent vector at the Weierstrass point.
The space Hg,∂ is again a K(pi, 1), but the group pi is now (as we will later explain geometrically) the
Artin braid group Br2g+1 on 2g + 1 strands, which we may think of as the hyperelliptic mapping class
group of a genus g surface with boundary. In particular, the hyperelliptic analogue of Harer stability is
simply Arnold’s theorem that the braid groups satisfy homological stability [Arn70]. The hyperelliptic
analogue of Ivanov’s theorem, i.e. homological stability for the braid groups with polynomial coefficients,
is a more recent theorem of Randal-Williams–Wahl [RWW17, Theorem D]. Of particular interest are
the “standard” polynomial coefficients systems Vλ, restricted from Mg,∂ to Hg,∂ using the evident
embedding Hg,∂ ↪→ Mg,∂ . The pullback of the standard rank 2g local system V1 on Mg,∂ to Hg,∂ ,
considered as a representation of the braid group on 2g + 1 strands, is precisely the reduced Burau
representation specialized to t = −1, see e.g. Chen [Che17].
Remark 5.3. The inclusion Hg,∂ ↪→Mg,∂ induces a map of fundamental groups from the braid group
to the mapping class group of a surface with a boundary component. This map, and the induced map in
(co)homology, has been studied in several papers over the years, see e.g. [BH73, ST07, ST08, Che17, Bia].
Remark 5.4. Similar arguments as in the case of Mg,∂ imply the compatibility of the stabilization
maps with mixed Hodge structure and Galois module structure. The partial compactification of Hg,∂
used is the one defined by admissible covers as in Abramovich–Corti–Vistoli [ACV03].
Now we may consider instead closed hyperelliptic surfaces. At this point we will restrict our attention
to working rationally, i.e. we tensor all coefficient systems with Q. It turns out that the reduced rational
cohomology of Hg vanishes for all g (see Remark 5.6), so homological stability for constant (rational)
coefficients is uninteresting. But the cohomology of Hg with twisted coefficients is highly nontrivial in
general and not much is known about it. Again there are no natural stabilization maps and the best
we can ask for is that Hi(Hg+1;Vλ) ∼= Hi(Hg;Vλ) for g  i. It does not seem easy to deduce from the
results of Randal-Williams–Wahl the existence of such an isomorphism in the case of closed surfaces.
However if one knows not just homological stability for Brn with twisted coefficients but representation
stability for the pure braid groups PBrn with twisted coefficients, then one can deduce homological
stability for closed surfaces, too. The following is a corollary of Corollary 4.2.
Proposition 5.5. For a fixed i ∈ N0, the US-module
n 7→ Hi(PBrn;Vλ),
is generated in degree ≤ 2i−1(2|λ|+ 5)− 2 and presented in degree ≤ 2i−1(2|λ|+ 5)− 1.
5.1.1. The various moduli spaces involved. For the proof of Theorem 1.3 we will need to work with
several closely related moduli spaces, which we will define now. In the process we also explain why
Hg,∂ is algebraically isomorphic to the configuration space of 2g + 1 distinct unordered points in A1 up
to translation, which explains in particular why Hg,∂ is a K(pi, 1) for the braid group.
A hyperelliptic curve of genus g is a double cover of P1 branched at 2g + 2 points. This gives a
map of stacks Hg →M0,2g+2/S2g+2, where M0,n denotes the moduli space parametrizing n distinct
ordered points on P1 up the action of PGL(2). The hyperelliptic curve is determined up to isomorphism
by the location of the branch points; moreover, the automorphism group of the hyperelliptic curve is
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a Z/2-central extension1 of the symmetry group of the configuration of branch points. This reflects
the fact that Hg →M0,2g+2/S2g+2 is not an isomorphism, but a Z/2-gerbe, or in terms of geometric
group theory, that the hyperelliptic mapping class group is a Z/2-central extension of the mapping
class group of a sphere with 2g + 2 unordered punctures.
We let Hg,1 denote the moduli space parametrizing hyperelliptic curves with a marked Weierstrass
point, i.e. a distinguished ramification point of the canonical double cover of P1. The space Hg,1 is a
Z/2-gerbe over M0,2g+2/S2g+1, by the same reasoning as the preceding paragraph.
Let L denote the line bundle overM0,2g+2/S2g+1 given by the tangent space of P1 at the (2g+ 2)nd
marked point. Note that L∗, the complement of the zero section in L, is isomorphic to Conf2g+1(A1)/A1,
the configuration space of 2g + 1 unordered distinct points in A1 modulo translation. Indeed, given a
point of M0,2g+2/S2g+1 we may use the gauge freedom to put the (2g + 2)nd marked point at infinity,
in which case we are considering 2g + 1 distinct unordered points of P1 \ {∞} modulo the subgroup of
PGL(2) fixing ∞ and moreover fixing a nonzero tangent vector at ∞. But that subgroup is simply the
group of affine translations.
Now there is a natural map Hg,∂ → L∗ ∼= Conf2g+1(A1)/A1, associating to a hyperelliptic curve
together with a nonzero tangent vector at a Weierstrass point its set of branch points and the
corresponding nonzero tangent vector at the branch point which is the image of the distinguished
Weierstrass point. This, however, is not a Z/2-gerbe—the factor of Z/2 arose previously since every
hyperelliptic curve has the automorphism given by the hyperelliptic involution, but the hyperelliptic
involution will not fix any nonzero tangent vector at a Weierstrass point. It follows that Hg,∂ →
Conf2g+1(A1)/A1 is in fact an isomorphism.
Remark 5.6. It is easy to see from the above considerations that Hg has the rational cohomology of
a point, as mentioned earlier. Indeed we obtain that
H∗(Hg;Q) ∼= H∗(M0,2g+2;Q)S2g+2 ⊆ H∗(M0,2g+2;Q)S2g+1 .
But the above discussion identifiedM0,2g+2/S2g+1 with the quotient of Conf2g+1(A1)/A1 by the group
Gm. It is well known that the rational cohomology of the braid group is the same as the cohomology of
a circle, an isomorphism being given by the action of S1 on the configuration space by rotation. So
M0,2g+2/S2g+1 has the rational cohomology of a point, and then a fortiori so does M0,2g+2/S2g+2.
Remark 5.7. Another perspective on the isomorphismHg,∂ ∼= Conf2g+1(A1)/A1 is that the line bundle
L canonically acquires a square root when pulled back to Hg,1: a square root is given by the line bundle
given by the tangent line of the hyperelliptic curve at the distinguished Weierstrass point. Using this,
one may in fact identify Hg,1 with the Z/2-gerbe overM0,2g+2/S2g+1 parametrizing square roots of the
line bundle L; see e.g. [Wei04, Section 2] for this construction. Now L is tautologically trivialized over
L∗ and then so is the pullback of the corresponding gerbe of square roots, so Hg,1 ×M0,2g+2/S2g+1 L∗ ∼=
B(Z/2)× L∗. On the other hand this fibered product also equals the quotient of Hg,∂ by Z/2, acting
by multiplying the tangent vector at the Weierstrass point with −1. But this action is trivial because
of the hyperelliptic involution, so Hg,∂ ∼= L∗.
1If we want to be careful about characteristic 2 we are better off replacing Z/2 here, and in the discussion which
follows, with the group scheme µ2.
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5.1.2. Uniform multiplicity stability. Representation stability was first formulated by Church–Farb
[CF13] in terms of multiplicities of irreducible representations stabilizing. Since the work of Church–
Ellenberg–Farb [CEF15], this approach has generally gone out of style in favor of more categorical
forms of representation stability. However, to prove Theorem 1.3 we will need to consider a kind of
stability result for an S-module which does not naturally come from a US-module. This does not fit
neatly into the categorical formalism used in the rest of the paper, which will force us to switch back to
this older form of representation stability. Thus we briefly review the theory here. In this subsection,
all representations are assumed to be over Q and we will only consider representations of symmetric
groups. Recall that the data of a US-module is the same as the data of an FI-module in the sense of
Chruch–Ellenberg–Farb [CEF15].
In characteristic zero, irreducible representations of Sn are in bijection with partitions of n and we
denote the representation associated to a partition λ by σλ. Given λ = (l1 ≥ · · · ≥ lj) a partition of k
and n ≥ l1 + k, let λn = (n− k ≥ l1 ≥ · · · ≥ lj) be the partition of n obtained by appending (n− k)
boxes above the top row of the Ferrers diagram of λ. Let V (λ)n be the representation given by σλn for
n ≥ l1 + k and 0 for n < l1 + k.
Definition 5.8. Let A be an S-module over Q. We say that A has uniform multiplicity stability
starting at N if there are numbers cλ such that
An ∼=
⊕
λ
cλV (λ)n for n ≥ N,
and such that if cλ 6= 0 then V (λ)N 6= 0.
Definition 5.9. Let An be a Q[Sn]-module. We say An has weight ≤ N if An is isomorphic to a direct
sum of Q[Sn]-modules of the form V (λ)n with λ a partition of k and k ≤ N . Let {An}n be a sequence
with An a Q[Sn]-module. We say {An}n has weight ≤ N if each An has weight ≤ N .
Definition 5.10. Let A be a US-module. We say A has stability degree ≤ N if for all k ≥ 0 and
n ≥ N , the natural map (An+k)Sn → (An+k+1)Sn+1 is an isomorphism.
The following is well-known and can be proven by stringing together results of Church–Ellenberg–Farb
[CEF15].
Proposition 5.11. Let A be a US-module over Q generated in degree d and presented in degree r
with each An finite dimensional. Then A has uniform multiplicity stability starting at d+ r.
Proof. Church–Ellenberg–Farb [CEF15, Proposition 3.2.5] implies that A has weight ≤ g. Since A has
generation degree ≤ g and presentation degree r, there is a resolution
P1 → P0 → A
with P0, P1 free, P0 generated in degree ≤ d and P1 generated in degree ≤ d. Church–Ellenberg–Farb
[CEF15, 3.1.7] implies that P1 and P0 have stability degree ≤ r. Now, Church–Ellenberg–Farb [CEF15,
Lemma 3.1.6] implies that A has stability degree ≤ r. Church–Ellenberg–Farb [CEF15, Proposition
3.3.3] implies that the sequence {A}n has uniform multiplicity stability starting at d+ r. 
The following lemma is perhaps known, although we do not know of a reference proving it in precisely
this form. The implication (i) =⇒ (ii) is Church–Farb [CF13, Theorem 3.2].
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Lemma 5.12. Let A be an S-module over Q, and let ΣA denotes its shift as in Definition 2.35, i.e.
ΣAn = Res
Sn+1
Sn
An+1. The following are equivalent:
(i) A is uniformly multiplicity stable.
(ii) ΣA is uniformly multiplicity stable.
Proof. Let λ be a partition of n, and σλ the corresponding representation of Sn. Pieri’s formula says
that ResSnSn−1σλ
∼= ⊕µ σµ, where the summation runs over all partitions µ that can be obtained by
removing a box from the Ferrers diagram of λ. We may interpret Res as a linear map R(Sn)→ R(Sn−1)
between rings of virtual representations. This linear map is of course far from invertible, as the number
of partitions of n is larger than the number of partitions of n− 1.
Note now that if either of the two sequences {An}n or {ΣAn}n is uniformly multiplicity stable then
both sequences will consist only of representations corresponding to partitions whose corresponding
Ferrers diagrams have at most N boxes below the first row, for some N . Then for n > N we have that
the numbers of partitions of n and of n− 1 satisfying this restriction are the same. We may consider
Res as a linear map between the corresponding subspaces of R(Sn) and R(Sn−1), and this linear map
is now invertible: indeed, the spaces are free abelian groups of the same rank, and the linear map is
upper triangular with ones on the diagonal with respect to the bases given by partitions ordered by
dominance. The conclusion follows. 
5.1.3. Proof of Theorem 1.3. We know that the cohomology groups H∗(Hg,∂ ;Vλ) satisfy homological
stability as g →∞ by Randal-Williams–Wahl [RWW17, Theorem D]. We will now prove the same for
H∗(Hg;Vλ).
Proof of Theorem 1.3. Let H˜g be the space parametrizing hyperelliptic curves with a total ordering on
their sets of Weierstrass points, so that Hg = H˜g/S2g+2. Now it is enough to prove that the sequence of
representations of S2g+2 given by H
∗(H˜g;Vλ) is uniformly multiplicity stable since this will imply that
H∗(H˜g;Vλ)S2g+2 stabilizes. Similarly let H˜g,∂ parametrize hyperelliptic curves with a total ordering
on their set of Weierstrass points, as well as a distinguished tangent vector at the last Weierstrass
point, so that Hg,∂ = H˜g,∂/S2g+1. Now note that the sequence of representations of S2g+1 given by
H∗(H˜g,∂ ;Vλ) is uniformly multiplicity stable, since they are simply the homology groups of the pure
braid groups PBr2g+1 with certain polynomial coefficients, which satisfy representation stability by
Proposition 5.5 and Proposition 5.11. Since the multiplicities of the irreducible subrepresentations of
H∗(H˜g,∂ ;Vλ) and H∗(H˜g,∂ ;Vλ) agree, these cohomology groups are also uniformly multiplicity stable.
We will deduce the result by combining this fact with the preceding lemma.
The circle bundle H˜g,∂ → H˜g induces a Gysin sequence
. . .→ Hi(H˜g,∂ ;Vλ)→ Hi−1(H˜g;Vλ)→ Hi+1(H˜g;Vλ)→ Hi+1(H˜g,∂ ;Vλ)→ . . .
where Hi−1(H˜g;Vλ)→ Hi+1(H˜g;Vλ) is multiplication with the first Chern class of the circle bundle.
The circle bundle is pulled back from Hg,1, so by Remark 5.6 its first Chern class vanishes rationally
and we obtain isomorphisms Hi(H˜g,∂ ;Vλ) ∼= Hi(H˜g;Vλ) ⊕ Hi−1(H˜g;Vλ). These isomorphisms are
clearly S2g+1-equivariant. Then uniform multiplicity stability for the sequence of S2g+1-representations
{H∗(H˜g,∂ ;Vλ)} implies the same for {H∗(H˜g;Vλ)}. By Lemma 5.12, knowing uniform multiplicity
stability for {H∗(H˜g;Vλ)} considered as a sequence of representations of S2g+1 implies stability also
considered as a sequence of representations of S2g+2, finishing the proof. 
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5.2. Congruence subgroups. Let R be a ring and J ⊂ R an ideal. Recall that GLn(J) denotes the
kernel of GLn(R)→ GLn(R/J) and that GLUn(R/J) denotes the group of matrices with determinant
in the image of R× → R/J . When the map GLn(R)→ GLUn(R/J) is surjective, the homology groups
{Hi(GLn(J))}n assemble to form a U GLU(R)-module which we denote by Hi(GL(J)). We now prove
Theorem 1.4.
Proof of Theorem 1.4. By Gan–Li [GL, Theorem 11], as a US-module, Hi(GL(J)) is generated in
degree 4i + 2s − 1 and presented in degree 4i + 2s + 4. By [MPW, Theorem 3.30], Hi(GL(J)) is
polynomial of degree ≤ 4i + 2s − 1 in ranks > 8i + 4s + 7. It follows from Remark 2.42 that a
U GLU(R/J)-module has polynomial degree ≤ r in ranks > d if and only if its underlying US-module
does. By Proposition 2.15, the category U GLU(R/J) satisfies H3(2, t+ 1). By Theorem 3.10, we have
that
H˜
GLU(R/J)
−1 (Hi(GL(J)))n for n > max(8i+ 4s+ 7, 4i+ 2s+ t− 2)
and
H˜
GLU(R/J)
0 (Hi(GL(J)))n for n > max(8i+ 4s+ 8, 4i+ 2s+ t).
Because t ≥ 1 and the category U GLU(R/J) satisfies H3(2, t+1), Theorem 2.16 implies that Hi(GL(J))
is presented in degree ≤ max(8i+ 4s+ t+ 8, 4i+ 2s+ 2t− 1). 
5.3. Diffeomorphism groups. In this subsection, we prove a secondary stability result for the
homology of diffeomorphism groups viewed as discrete groups. Given an orientable smooth manifold M ,
let Diff(M) denote the topological group of smooth orientation preserving diffeomorphisms M →M
topologized with the C∞-topology. If M has boundary, we assume that the diffeomorphisms fix a
neighborhood of the boundary. Let Diffδ(M) denote the group Diff(M) topologized with the discrete
topology. We first prove a secondary stability result for moduli spaces of surfaces with highly connected
θ-structures. Then we use Mather–Thurston theory as in Nariman [Nar17] to deduce our results for
diffeomorphism groups.
M1,1 M2,1
⊂
Figure 1. M1,1 ⊂M2,1
Let M1,1 be an orientable genus one surface with one boundary component. Let Mg,1 be the g-fold
boundary connect sum of M1,1 as in Figure 1. Let θ : B → BSO(2) be a fibration, let γ2 : ESO(2)×SO(2)
R2 → BSO(2) be the tautological bundle, and let V = ESO(2)×SO(2) R2 be the total space. Given
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pi : E → B and pi′ : E′ → B′ vector bundles of the same dimension, let Bun(pi, pi′) denote the space of
bundle maps from pi to pi′ topologized with the compact open topology. That is, an element of Bun(pi, pi′)
is a map F : E → E′ covering a map f : B → B′ such that F restricts to give linear isomorphisms on
each fiber. Fix F1 covering f1 in Bun(TM1,1, θ
∗γ2) such that F1 can be connect summed with itself
to give a bundle map in Bun(TM2,1, θ
∗γ2). Let Fg ∈ Bun(TMg,1, θ∗γ2) be the g-fold connect sum of
F1 and let fg : Mg,1 → B be the map that Fg covers. Let Bunc(TMg,1, θ∗γ2) denote the subspace of
Bun(TMg,1, θ
∗γ2) of bundle maps that agree with Fg in a neighborhood of the boundary. The group
Diff(Mg,1) acts on Bunc(TMg,1, θ
∗γ2) via the usual action of diffeomorphisms on the tangent bundle.
There are natural maps
Bunc(TMa,1, θ
∗γ2)× Bunc(TMb,1, θ∗γ2)→ Bunc(TMa+b,1, θ∗γ2)
which are Diff(Ma,1)×Diff(Mb,1)-equivariant. Here Diff(Ma,1)×Diff(Mb,1) acts on Bunc(TMa+b,1, θ∗γ2)
via the inclusion
Diff(Ma,1)×Diff(Mb,1)→ Diff(Ma+b,1).
In particular, there are Diff(Mg,1)-equivariant maps
Bunc(TMg,1, θ
∗γ2)→ Bunc(TMg′,1, θ∗γ2)
for g′ ≥ g which we view as stabilization maps. Since pi0(Diff(Mg,1)) ∼= Modg,1, we have that
Hi(Bunc(TMg,1, θ
∗γ2)) is a Modg,1-representation. The stabilization maps induce Modg,1-equivariant
maps
Hi(Bunc(TMg,1, θ
∗γ2))→ Hi(Bunc(TMg′,1, θ∗γ2)).
Since Modg′−g,1 acts trivially on the image of this map, the representations {Hi(Bunc(TMg,1, θ∗γ2))}g
assemble to form a U Mod-module which will denote by V (i, θ) (see Randal-Williams-Wahl [RWW17,
Proposition 4.2]). We will show this functor has finite polynomial degree. Before we can do this, we
need to compare it to a space of sections of a bundle. Given a bundle pi : E → Mg with preferred
section σ : Mg → E, let Γc(pi) denote the space of sections of pi that agree with σ on a neighborhood of
the boundary.
Lemma 5.13. There is a weak homotopy equivalence
Γc((θ ◦ fg)∗θ)→ Bunc(TMg,1, θ∗γ2)
where the preferred section of (θ ◦ fg)∗θ is the one corresponding to fg.
Proof. The setup is summarized in the following diagram:
θ∗V
γ∗2 θ //
θ∗γ2

V
γ2

B
θ // BSO(2) TMg,1
Gg
ff

Fg
jj
(θ ◦ fg)∗B
θ∗(θ◦fg)
dd
(θ◦fg)∗θ
// Mg,1
θ◦fg
ee
fg
jj
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Let Gg : TMg,1 → γ2 be the composition of Fg : TMg,1 → θ∗γ2 and γ∗2θ : θ∗γ2 → γ2. Use Gg as the
preferred bundle map to define Bunc(TMg,1, γ2). The natural map
η : Bunc(TMg,1, θ
∗γ2)→ Bunc(TMg,1, γ2)
is a fibration. Let Φ: TMg,1 → θ∗γ2 be in the fiber of η over Gg and φ : Mg,1 → B the map of
spaces which Φ covers. Using the universal property of the pull back (θ ◦ f)∗B, φ defines a section
sφ ∈ Γc((θ ◦ fg)∗θ. Similarly, a section s ∈ Γc((θ ◦ fg)∗θ) defines a map φs = θ∗(θ ◦ fg) ◦ s and a cover
Φs : TMg,1 → θ∗V by the universal property of the pull back θ∗V . This proves that the fiber of η
over Gg is naturally homeomorphic to Γc((θ ◦ fg)∗θ). By [GTMW09, Lemma 5.1], Bunc(TMg,1, γ2) is
weakly contractible so Γc((θ ◦ fg)∗θ)→ Bunc(TMg,1, θ∗γ2) is a weak homotopy equivalence. 
Proposition 5.14. Fix an abelian group A and n ≥ 2. Assume that the fibers of θ are K(A,n)’s.
Then V (i, θ) is polynomial of degree ≤ i.
Proof. Ignoring the Modg,1-action, V (i, θ)g ∼= Hi(Γc((θ ◦ fg)∗θ) by Lemma 5.13. Since the tangent
bundle of Mg,1 is trivial, in fact V (i, θ)g ∼= Hi(Map∗(Mg,1,K(A,n)) where Map∗ denotes the based
mapping space. Thus, the underlying U1-module of V (i, θ) is the same as the module considered in
Cohen–Madsen [CM09, Example (2) in Section 1.1]. They prove that
g 7→ Hi(Map∗(Mg,1,K(A,n))
is polynomial of degree ≤ i. By Remark 2.42, this implies the assertion. 
Let  denote a choice of homotopy quotient functor. LetMg,1(θ) = Bunc(TMg,1, θ∗γ2)Diff(Mg,1).
This is the moduli space of surfaces with θ-structure considered by Randal-Williams [RW16]. There is
a natural map Mg,1(θ)→ BDiff(Mg,1) which forgets the θ-structure. Let B denote the fiber of θ.
Lemma 5.15. If θ : B → BSO(2) is 4-connected, then H2(Mg,1(θ))→ H2(BDiff(Mg,1)) is surjective.
Proof. We will show Mg,1(θ)→ BDiff(Mg,1) is 2-connected. The fiber of Mg,1(θ)→ BDiff(Mg,1) is
Bunc(TMg,1, θ
∗γ2) so it suffices to show this fiber is 1-connected. As in the proof of Proposition 5.14,
we have that Bunc(TMg,1, θ
∗γ2) ' Map∗(Mg,1, B). Since Mg,1 is 2-dimensional and B is 3-connected,
Map∗(Mg,1, B) is 1-connected. 
Let λ ∈ H2(BDiff(M3,1)) ∼= H2(Mod3,1) be a homology class that pairs with the first kappa class to
give 12. Galatius–Kupers–Randal-Williams [GKRWb, Page 2] proved that the map inducing secondary
stability agrees with the map induced by boundary connect sum with λ/10 if you work with coefficients
where 10 is invertible. For simplicity, we will prove our secondary stability result with Z[ 110 ]-coefficients
even though an integral result is likely also true.
From now on, we assume that θ is 4-connected. Let λ′ ∈ H2(M3,1(θ);Z[ 110 ]) be a class that maps to
λ/10. The Diff(Ma,1)×Diff(Mb,1)-equivariant map
Bunc(TMa,1, θ
∗γ2)× Bunc(TMb,1, θ∗γ2)→ Bunc(TMa+b,1, θ∗γ2)
described above induces a map
Ma,1(θ)×Mb,1(θ)→Ma+b,1(θ).
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In particular, this gives a map of spaces Mg−1,1(θ) → Mg,1(θ) which lets us make sense of
Hi(Mg,1(θ),Mg−1,1(θ)). Plugging in the class λ′ gives us a map:
tλ′ : Hi−2(Mg−3,1(θ),Mg−4,1(θ);Z[ 110 ])→ Hi(Mg,1(θ),Mg−1,1(θ);Z[ 110 ]).
We will show that this map is an isomorphism in a range.
Lemma 5.16. Assume that B ' K(A,n) with n ≥ 4. Then Hi(Mg,1(θ),Mg−1,1(θ)) ∼= 0 for i < 23g
and
tλ′ : Hi−2(Mg−3,1(θ),Mg−4,1(θ);Z[ 110 ])→ Hi(Mg,1(θ),Mg−1,1(θ);Z[ 110 ])
is a surjection for i < 34g and an isomorphism for i <
3
4g − 1.
Proof. For the first claim, consider the relative Serre spectral sequence associated to the fiber sequence
Bunc(TMg−1,1, θ∗γ2)→Mg−1,1(θ)→ BDiff(Mg−1,1)
mapping to
Bunc(TMg,1, θ
∗γ2)→Mg,1(θ)→ BDiff(Mg,1).
This has the form E2p,q =
Hp(BDiff(Mg,1), BDiff(Mg−1,1);Hq(Bunc(TMg,1, θ∗γ2)), Hq(Bunc(TMg−1,1, θ∗γ2)))
=⇒ Hp+q(Mg,1(θ),Mg−1,1(θ)).
It follows from the homological stability portion of Corollary 4.13 and Proposition 5.14 that E2p,q
∼= 0
for p < 23 (g − q) and thus
Hi(Mg,1(θ),Mg−1,1(θ)) ∼= 0
for i < 23g. The second claim is proven analogously instead using the secondary stability portion of
Corollary 4.13. Here we uses a more sophisticated version of the relative Serre spectral sequence for the
mapping cone of a chain-level lift of tλ′ . This is similar in spirit to the spectral sequence appearing in
[KM18, Lemma 2.44]. 
Theorem 5.17. Assume that θ is 4-connected. Then
Hi(Mg,1(θ),Mg−1,1(θ)) ∼= 0
for i < 23g and
tλ′ : Hi−2(Mg−3,1(θ),Mg−4,1(θ);Z[ 110 ])→ Hi(Mg,1(θ),Mg−1,1(θ);Z[ 110 ])
is a surjection for i < 34g and an isomorphism for i <
3
4g − 1.
Proof. The claim follows from Lemma 5.16 and induction up a relative Postnikov tower for the map θ.
See Cohen–Madsen [CM09, proof of Theorem 2.3] for a similar argument. 
The homological stability portion of the above theorem is a special case of work of Randal-Williams
[RW16] but the secondary stability portion is new. We now prove secondary stability for diffeomorphism
groups viewed as discrete groups. Extension by the identity gives maps of groups Diff(Mg−1,1) →
Diff(Mg,1) so we can make sense of Hi(BDiff
δ(Mg,1), BDiff
δ(Mg−1,1)).
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Theorem 5.18. We have that
Hi(BDiff
δ(Mg,1), BDiff
δ(Mg−1,1)) ∼= 0
for i < 23g. Moreover, there is a map
Hi−2(BDiffδ(Mg−3,1), BDiffδ(Mg−4,1);Z[ 110 ])→ Hi(BDiffδ(Mg,1), BDiffδ(Mg−1,1);Z[ 110 ])
which is a surjection for i < 34g and an isomorphism for i <
3
4g − 1.
Proof. Let θ be the natural map from Haefligers classifying space of orientable foliations of codimension 2
to BGL+2 (R) ' BSO(2). Nariman [Nar17, Lemma 1.13] showed there is a natural homology equivalence
between BDiffδ(Mg,1) and Mg,1(θ). As explained in [Nar17, Remark 1.5], it follows from the work of
Thurston that θ is 4-connected and so the claim follows by Theorem 5.17. 
The homological stability portion of the above theorem is due to Nariman [Nar17] but the secondary
stability portion is new and is Theorem 1.5.
Remark 5.19. Sam Nariman suggested to us that it might be possible to use the techniques of this
subsection to prove secondary homological stability for discrete symplectomorphism groups Sympδ(Mg,1).
A few difficulties arise. By the work of McDuff [McD82], Sympδ(Mg,1) is homology equivalent to a
connected component of a space of sections of a bundle, not the entire space of sections. Plausibly
this can be dealt with as in Nariman [Nar]. Furthermore, the bundle map associated to this section
space is only 2-connected, not 4-connected as is required here. However, it follows from work of
Kotschick–Morita [KM05] that H2(B Symp
δ(Mg,1)) → H2(BDiff(Mg,1)) is surjective which may be
enough to make the arguments go through.
There are other natural families of subgroups of Diff(Mg,1) whose homology groups do not surject
onto H2(Diff(Mg,1)), for example the extended Hamiltonian group of Mg,1. Likely these groups
also exhibit some form of secondary stability but of a flavor different from that of BDiff(Mg,1) and
BDiffδ(Mg,1).
5.4. Homotopy automorphisms and GLn(S). The goal of this subsection is to prove an improved
range for homological stability for the monoid of homotopy automorphisms of wedges of d-dimensional
spheres with coefficients in Z[ 12 ]. Specializing this result to d =∞ will yield homological stability for
GLn(S).
Definition 5.20. Let X and Y be based spaces. Let Map∗(X,Y ) denote the space of based maps,
topologized with the compact open topology. Let hAut(X) ⊂ Map∗(X,Y ) denote the topological
monoid of self homotopy equivalences topologised with the subspace topology. The monoid structure is
induced by function composition. We denote Map∗(S
n, X) by ΩnX. Let B denote the bar construction
for topological monoids/E1-spaces. Let
∨
nX denote the n-fold wedge product of X. Let Σ
d
+ denote
the d-fold suspension functor precomposed with the disjoint basepoint functor.
Sending a homotopy automorphism to the induced map onHd gives a map of monoids hAut(
∨
n S
d)→
GLn(Z). For d ≥ 2, this map is an isomorphism on pi0. The action of the fundamental group on higher
homotopy groups gives an action of GLn(Z) on pii(B hAut(
∨
n S
d)) for i ≥ 2. Extending a homotopy
automorphism of
∨
n S
d to a homotopy automorphism of
∨
n+1 S
d via the identity map on the (n+ 1)st
sphere induces a GLn(Z)-equivariant map pii(B hAut(
∨
n S
d))→ pii(B hAutid(
∨
n+1 S
d)).
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Lemma 5.21. For d, i ≥ 2, the sequence {pii(B hAut(
∨
n S
d))}n has the structure of a U GL(Z)-module
which we denote by pii(B hAut(
∨
Sd)).
Proof. We say that a homotopy automorphism f :
∨
n S
d → ∨n Sd is supported on a collection of
spheres T ⊂ {1, . . . , n} if f is the wedge of a homotopy automorphism of Σd+T with the identity on
Σd+({1, . . . , n} \ T ). Here we view
∨
n S
d as(
Σd+T
) ∨ (Σd+({1, . . . , n} \ T )) .
By Randal-Williams–Wahl [RWW17, Proposition 4.2], it suffices to show that conjugation by an
automorphism supported on the last m spheres acts trivially on the image of
pii(B hAut(
∨
n
Sd))→ pii(B hAut(
∨
n+m
Sd)).
This follows from the fact that homotopy automorphisms with disjoint support commute. 
We now recall Church–Ellenberg–Farb’s definition of FI]-modules [CEF15, Section 4.1].
Definition 5.22. Let FI] be the category of finite sets with elements of FI](S, T ) given by injections
f : U → T with U a subset of S. An FI]-module is a functor from FI] to the category of abelian groups.
We identify FI with the subcategory of FI] where we require that U = S.
We can view an FI]-module as an FI-module via restriction. The following follows immediately from
[MPW, Proposition 3.23] and [CEF15, Theorem 4.1.5].
Proposition 5.23. Let A be a FI]-module with generation degree ≤ r. Then the underlying US-module
of A is polynomial of degree ≤ r in ranks > −1.
The proof of Church–Ellenberg–Farb [CEF15, 4.1.7] gives the following.
Theorem 5.24. Let A be an FI]-module over K where the number of generators of An as a K-module
is bounded by a polynomial of degree r. Then A has generation degree ≤ r as a US-module.
Combining Remark 2.42, Proposition 5.23, and Theorem 5.24 gives the following.
Corollary 5.25. Let G be a symmetric stability groupoid with a map S→ G. Let A be a UG-module
such that the US-module extends to an FI]-module. If the number of generators of An is bounded by a
polynomial of degree r, then A is a polynomial UG-module in ranks > −1 of degree ≤ r.
The following is a special case of Hilton–Milnor splitting [Hil55].
Proposition 5.26. For d ≥ 1, there is a homotopy equivalence:
Ωd
(∨
n
Sd
)
'
∏
m≥1
(
ΩdS(d−1)m+1
)lm,n
.
where lm,n is the rank of the submodule of the free Lie algebra on n generators spanned by m nested
brackets of generators.
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Corollary 5.27. Let L(m)n denote the submodule of the free Lie algebra on n generators spanned by
m nested brackets of generators. For d, i ≥ 2, we have that
pii(B hAut(
∨
n
Sd)) ∼=
 ⊕
1≤m≤ i−1d−1 − 1
pii−d+1(S(d−1)m+1)⊗ L(m)n

n
.
Proof. Fix i ≥ 2. We have that
pii(B hAut(
∨
n
Sd)) ∼= pii−1(hAut(
∨
n
Sd)) ∼= pii−1
(
Map∗(
∨
n
Sd,
∨
n
Sd)
)
∼= pii−1
((
Ωd
∨
n
Sd
)n)
∼=
(
pii−1
(
Ωd
∨
n
Sd
))n
∼= pii−1
∏
m≥1
(
ΩdS(d−1)m+1
)lm,nn
∼=
⊕
m≥1
pii−d+1(S(d−1)m+1)⊗ L(m)n
n .
The assertion follows because
pii−d+1(S(d−1)m+1) ∼= 0
for m > i−1d−1 − 1. 
We now bound the polynomial degree of pii(B hAut(
∨
Sd)).
Proposition 5.28. For d, i ≥ 2, the U GL(Z)-module pii(B hAutid(
∨
Sd)) is polynomial of degree
≤ i−1d−1 in ranks > −1.
Proof. We will first show that the mapping n 7→ L(m)n assembles to an FI]-module which we will call
L(m). It is clear that there is a US-module L(m) whose value on n is L(m)n. This US-module factors
as the composition of the functor ZUS(1,−) with a functor Ab → Ab. By Church–Ellenberg–Farb
[CEF15, Theorem 4.1.5], representable functors ZUS(m,−) are FI]-modules and thus L(m) has the
structure of an FI]-module.
We have an isomorphism of US-modules
pii(B hAutid(
∨
Sd)) ∼=
⊕
1≤m≤ i−1d−1 − 1
pii−d+1(S(d−1)m+1)⊗ L(m).
In particular, pii(B hAutid(
∨
Sd)) has the structure of an FI]-module. Note that lm,n ≤ nm so the
number of generators of pii(B hAut(
∨
n S
d)) as an abelian group is bounded by polynomial of degree
≤ i−1d−1 in n. Corollary 5.25 implies that pii(B hAut(
∨
Sd)) is a polynomial U GLn(Z)-module of degree
≤ i−1d−1 . 
The following is a direct application of the work of Eilenberg–MacLane [EM54, Section 20]; also see
Dwyer [Dwy80, Lemma 4.3].
Proposition 5.29. Let A and B be a polynomial module UG-modules of polynomial degree ≤ a and
≤ b respectively. Then n 7→ Hi(K(An, j);Bn) is polynomial of degree ≤ a·ij + b.
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We now prove Theorem 1.6 which is homological stability for B hAut(
∨
n S
d). This theorem is
equivalent to showing that
Hi(B hAut(
∨
n
Sd), B hAut(
∨
n−1
Sd));Z[ 12 ]) ∼= 0 for i ≤ 23n
for d ≥ 2.
Proof of Theorem 1.6. Let Pr(n) denote rth stage of the Postnikov tower of B hAut(
∨
n S
d) and let
Kr(n) = K(pir(B hAut(
∨
n S
d)), r). Let A be a U GLn(Z)-module over Z[ 12 ] of polynomial degree ≤ a
in ranks > −1 . We will prove by induction that
(3) Hi(Pr(n), Pr(n− 1);An, An−1) ∼= 0 for i < 23n− a.
Observe that
Hi(Pi+1(n), Pi+1(n− 1);Z[ 12 ]) ∼= Hi(B hAut(
∨
n
Sd), B hAut(
∨
n−1
Sd);Z[ 12 ]).
Thus establishing (3) establishes the theorem.
Since P1(n) = BGLn(Z), Theorem 4.10 establishes the induction beginning. Now assume we have
proven the claim for all r < R. Consider the relative Serre spectral sequence for twisted homology
associated to the map of fibrations
KR(n− 1)→ PR(n− 1)→ PR−1(n− 1)
mapping to
KR(n)→ PR(n)→ PR−1(n)
where the first fiber sequence has coefficients in An−1 and the second has coefficients in An. This
spectral sequence has its E2-page given by
E2p,q
∼= Hp(PR−1(n), PR−1(n);Hq(KR(n),KR(n− 1);An, An−1))
and converges to Hp+q(PR(n), PR(n−1);An, An−1). Combining induction hypothesis, Proposition 5.28,
and Proposition 5.29 shows that
E2p,q
∼= 0 for p < 23n−
R− 1
d− 1 ·
q
r
− a.
In particular, this is true for p + q < 23n − a, and thus Hi(PR(n), PR(n − 1);An, An−1) ∼= 0 for
i < 23n− a. 
Recall that
colim
d→∞
Hi(B hAut(
∨
n
Sd)) ∼= Hi(BGLn(S)).
Hence homological stability for these homotopy automorphism monoids implies homological stability
for BGLn(S) (Corollary 1.7).
Remark 5.30. In work in progress, the first two authors and Alexander Kupers have established a
slope 1 homological stable range for GLn(Z) with coefficients in Z[ 12 ]. This will allow one to improve
the stable range for B hAut(
∨
n S
d) and GLn(S) to slope 1 as well.
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