In this paper we prove the analyticity of the semigroups generated by some singular differential matrix operators of the form
Introduction
As we will see in the sequel the problem of characterizing operator matrices generating strongly continuous semigroups or analytic semigroups is quite difficult. The main problem consists in finding appropriate assumptions on the matrix entries allowing general results but still including the concrete examples we have in mind.
The evolution of a physical system in time is usually described in a Banach space by an initial value problem of the form For operator semigroups we refer to [1] [2] [3] [4] [5] and to [6] for the theory of operator matrices. The harmonic analysis for a class of differential operators with matrix coefficients was treated in [7, 8] . In this work we are interested in a generalization of the analyticity and the positivity of the semigroup generated by a matrix singular differential operator ( , ( )) D   . A similar study was realized in [9] for a class of differential operators with matrix coefficients and interface. For the scalar case we refer to [10] . This paper is organized as follows. In the second section we introduce some notations and give preliminaries results. In the third section we investigate some properties of the operator ( , ( )) D   in particular we prove that it is closed, densely defined, dissipative and satisfies the positive minimum principle. Some spectral properties of the operator ( , ( )) D   are obtained in this section. In section fourth we established the analyticity of the semigroup generated by an operator in the form ( , ( )) D   . In this case the problem (1.1) has a unique solution for all 0 U X  . In section five we present a concrete example of application of the results obtained. 
Notations and Preliminary Results
The reason of this special choice will be justified in Lemma 2.1 and Lemma 2.2.
A matrix [ , ] a b , then
, we shall write the negligibility
Similarly we define the notions of domination ( ) = ( ( )) A x O B x and the equivalence ( )~( ) A x B x (see for more details [11] ).
Let X be the space 
where U and B are matrix-valued functions, with the domain
We assume that B is a real valued continuous and bounded matrix-valued function on [0, [  and if
in a neighborhood of 0, for nonnegative constants diagonal matrices R and D . Here D x is the diagonal matrix with diagonal entries = , =1,2 ,
We will now recall some results needed in the sequel.
Proposition 2.1 Let A be a nonnegative matrix with spectral radius
We use the Neumann series representation for the resolvent 
The Diagonal Case
In this section we assume that the matrix function B is diagonal. 
Characterization of the Operator
where E is the constant matrix introduced in Lemma 2.2. 
Spectral Analysis of the Operator
The purpose of next theorem is to deduce under reasonable hypothesis on the coefficients of B a precise description of the spectrum of the operator ( , ( ))
, then the spectrum of 
The Non Diagonal Case
In this section we consider the operator
, where D is diagonal matrix function and P is nonsingular matrix function. If P is constant, put
U PV U PV and U PV so we obtain 
is continuous (see [10] . Remark 2.5), so we deduce that the operator  is  -bounded with  -bound is equal to zero. Hence, the desired result follows by applying Theorem 3.2 and Proposition 4.2.
