Abstract: This paper proposes a novel approach to address the H ∞ control problem of switched linear systems through the assignment of the switching law. Exploiting the relationship existing between H ∞ control problems and differential games, which has been analyzed in depth in the literature, we reformulate the original control problem as the solution of a Hamilton-JacobiIsaacs equation depending on the switching signal. The solution of such an equation is not trivial in general, but an effective numerical procedure is proposed to deal with it in the case of planar systems.
INTRODUCTION
During the last decades, the interest in switched systems has considerably grown. One fundamental issue related to such class of systems is about stability analysis and stabilization; these topics attracted considerable interest in the recent literature, see for example Liberzon and Morse [1999] , Liberzon [2003] and Shorten et al. [2007] . Recently, much interest has also been devoted to the analysis of performance capabilities of such class of systems. As an example, a collection of theoretical results were recently proposed related to the analysis of L 2 -gains in switched linear systems, see Zhai et al. [2001] , Hespanha and Morse [2002] , Hespanha [2003] and Margaliot and Hespanha [2008] . A further stream of research has focused on the synthesis problem. For instance, it has been noted that switching can be usefully exploited not only for achieving stability, but also for obtaining disturbance attenuation properties that in some cases are not achievable by means of simpler control strategies, McClamroch and Kolmanovsky [2000] . In this paper, in particular, we are interested in the H ∞ control of switched linear systems.
In Nie and Zhao [2003] , the H ∞ control problem is considered for linear systems subject to time-varying normbounded uncertainties. The control strategy consists in assigning a group of feedback gains and a switching law in order ensure suitable disturbance attenuation properties, by exploiting both single and multiple Lyapunov functions. Such results were partially extended in Ji et al. [2006] , where a more general class of systems is considered and multiple Lyapunov functions are referred to. Under no assumptions on the stability of the single subsystems, disturbance attenuation via switching is studied as well as H ∞ control design by simultaneously assigning a switching law and a set of associated state-feedback gains. In Zhao and Hill [2008] , some results on L 2 -gain analysis and H ∞ control synthesis are proposed for a class of switched nonlinear systems, based on a novel approach employing generalized Lyapunov-like functions. In Lu et al. [2009] the problem is considered for a family of switched linear systems subject to input saturations. Finally, we also mention Deaecto and Geromel [2009] , proposing the joint synthesis of piecewise-quadratic Lyapunov functions and a switching strategy able to cope with the H ∞ control problem by solving specific Lyapunov-Metzler inequalities.
While the main approach exploited in the previous literature to deal with the H ∞ control problem was based on the use of (piecewise-) quadratic Lyapunov functions, in this paper we propose a different approach to the solution of a disturbance-attenuation H ∞ control problem, in which a desired attenuation level is fixed and the objective is to ensure, by means of a suitable state-feedback switching strategy, that the input-output energy ratio of the switched system is adequately bounded.
In Başar and Bernhard [1991] , the connection between H ∞ control and the game theory was studied: in fact, such control problems are in essence min-max problems and can be interpreted as two-persons zero-sum differential games (extensively studied in Isaacs [1965] ) in which the controller (here represented by the switching rule) and the disturbance input act as players. In this interpretation, the objective of the controller design is to minimize the maximum H ∞ norm of an input-output operator expressed as a performance index, where the maximum is taken over all admissible disturbance inputs. The search for a solution to the original problem is thus transformed into the solution of a Hamilton-Jacobi-Isaacs equation (HJI), a nonlinear partial differential equation which has been shown in the literature to serve in solving the class of differential games of interest.
The computation of solutions to the HJI equation is not an easy task in general, due to its nonlinear nature. In order to overcome the computational complexity of the problem, in this paper we also propose an algorithm, inspired to the one presented in Bolzern et al. [2007] , solving the HJI equation in the planar case. By applying such an algorithm to a numerical case, we also show its effectiveness in finding (if possible) switching strategies able to ameliorate the H ∞ disturbance attenuation properties with respect to each of the modes of the switched system. On the other side, this approach does not suffer from some elements of conservatism which affect other approaches proposed in the literature. In particular, it removes the standard limitation consisting in only considering the class of piecewisequadratic Lyapunov functions.
The sequel of this paper is organized as follows: in Section 2, we introduce the model of the system and formalize the control problem under investigation. In Section 3, we give the general formulation of the HJI equation for solving the proposed control problem. Then, in Section 4, such a formulation is specialized to the case of planar systems and in Section 5 we propose an algorithm for finding a suitable switching strategy. In Section 6 we propose a numerical example and finally there are some concluding remarks.
Notation: for real matrices or vectors, symbol ( ′ ) indicates transpose. The squared norm of a signal ξ(t) defined for all t ≥ 0, denoted by ξ 2 2 , is equal to
denotes the quantity T 0 ξ(t) ′ ξ(t)dt and arg minσ f (σ) denotes the values of σ minimizing the function f (σ).
DEFINITIONS AND PRELIMINARIES
Given an index set P = {1, . . . , N }, denote by σ(·) the switching signal, which is a piecewise constant, rightcontinuous mapping from R + to P. Now define the following continuous-time switched linear system:
where x(t) ∈ R n is the state, d(t) ∈ R h is assumed to be an L 2 -class disturbance input acting on the system, z(t) ∈ R q is the performance output. Now consider the following infinite-horizon performance index:
where γ > 0 is a given constant. Our objective is the synthesis of state-dependent switching laws ensuring that
• the equilibrium solution x(t) = 0 of system (1) with d(t) = 0 is asymptotically stable; • for any d(t) ∈ L 2 and x(0) = 0, the following H ∞ disturbance attenuation property is fulfilled:
A GAME-THEORETICAL FORMULATION OF THE PROBLEM: THE HJI EQUATION
The control problem defined in Section 2 can be interpreted as the search for a switching signal σ(t) which is the solution of the following differential game problem: min
subject to the constraint represented by model (1).
In order to solve problem (3), we now set up the Hamiltonian
n is the co-state and
The solution of the control problem under analysis exists if there exists a continuous, piecewise differentiable and positive definite function V (x) satisfying the following Hamilton-JacobiIsaacs differential equation, see Isaacs [1965] :
where
Now observe that
By straightforward calculation, it follows that the worst-
By substituting (8) in equation (5), we obtain
Therefore, a saddle-point solution to the min-max problem (3) is found if it is possible to compute a continuous, piecewise-differentiable and positive definite function V (x) and a switching rule σ(x) satisfying (9), where σ(x) is such that
The solution of equation (9) is not a trivial task for a general switched linear system. Anyway, in the next sections we specialize such a problem to the case of planar switched linear systems, i.e., systems with x ∈ R 2 . An iterative procedure is then set up in order to search for a feasible solution to such an equation.
THE HJI EQUATION FOR PLANAR SWITCHED LINEAR SYSTEMS
Suppose that system (1), with x = [x 1 x 2 ] ′ ∈ R 2 , is described by the following parameters, ∀i ∈ P:
are scalars, ∀i ∈ P. Now introduce a transformation from the original coordinates (x 1 , x 2 ) to the polar coordinates (ρ, θ), where ρ ∈ R + is the radius and θ ∈ R is the angle. This transformation can be described by means of the following equality:
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As a consequence, V (x) can be rewritten as a function of the new coordinates by defining W (ρ, θ) such that
′ such thatx 1 =ρ cosθ andx 2 =ρ sinθ. The following relationship holds:
Then, equation (9) can be rewritten equivalently as
whereĤ ρ, θ, σ, ∂W ∂ρ , ∂W ∂θ
Manipulating the latter expression, we obtain the following equivalent one:
It is interesting to observe that a switching rule solving (14) does not depend on the radius ρ and is endowed with a symmetry property with respect to the angle θ, as stated next. Proposition 1. Expression (14) fulfills the following properties:
• for any value of θ and any integer ξ,
Proof. For a given κ > 0, definex = κx,d = κd andz = κz and the following switched linear system with disturbance input:ẋ
Associate to such a system the following infinite-horizon performance index: is π-periodic with respect to θ, as can be easily verified. Thus, the proof is complete.
In view of Proposition 1, now defineW such that W (ρ, θ) = ρ 2W (θ) (and consequently,
. By doing that, condition (14) can be rewritten as
wherē
Therefore, the solution σ does not depend upon the radius ρ, i.e., the norm of the state of the system expressed in the original coordinates. Consequently, the associated switching surfaces will be described, in the phase plane (x 1 , x 2 ), by straight lines passing through the origin.
NUMERICAL SOLUTION OF THE CONTROL PROBLEM
This section is devoted to the formulation of a discretization method and an iterative algorithm that can be used in order to search for a solution to equation (22) . To this end, we first introduce a method to discretize the problem and then we propose an ad-hoc algorithm. (22) Since solving equation (22) implies searching for two functions of the angular variable θ, i.e.,W (θ) and σ(θ), we consider an approximation of equation (22) along the unit circumference. In particular, exploiting the symmetry property expressed by formula (18), we take a set of M values for θ along the upper unit semi-circumference. Defining ∆θ = π M , the derivatives appearing in equation (23) can be approximated as follows:
Discretization of equation
∆θ 2 (25) where θ = i∆θ, i = 1, . . . , M − 1 and
Exploiting such an approximation,H θ, σ,W , dW dθ appearing in (22) and specified in (23) can be rewritten, by a straightforward calculation, as
Thus, the problem of finding the saddle-point solution of the original min-max problem reduces to finding a function W (θ) and a switching signal σ(θ) solving min
Given the definition ofH approx θ, σ,W (θ),W (θ − ∆θ) in (28), such a problem is equivalent to finding a solution to the following set of M equalities with respect toW (θ) and σ(θ), ∀i = 1, . . . , M : (26) and (27) . Observe that, in (36), the i-th equality is quadratic inW (i∆θ) and furthermore contains a dependency onW ((i − 1)∆θ), which means that we have to solve a set of M coupled equations.
Finally, observe that it is also possible to discretize equation (8), thus finding the following approximation of the worst-case disturbance d * :
Observe that, if ρ = 0, then also d * = 0.
Numerical algorithm
It has been shown above that finding the saddle point solution to the differential game (3) can be approximated as the solution to (35), which is equivalent to the solution of the set of M coupled nonlinear equations in (36) with respect to σ(i∆θ) andW (i∆θ), i = 1, . . . , M .
In the sequel we propose an algorithm for searching a solution to the proposed control problem. Given the values of the system's parameters and γ, the algorithm starts with an initial guess forW (i∆θ), i = 1, . . . , M , and includes two internal minimization cycles to be performed alternately. The objective of one of them is to minimize the quantity min σHapprox i∆θ, σ(i∆θ),W (i∆θ),W ((i − 1)∆θ) , for all i = 1, . . . , M , with respect to σ(i∆θ) and for fixedW (i∆θ) andW ((i − 1)∆θ). Observe that such a minimization can be split into a set of M disjoint minimization problems, since the M equalities in (36) are uncoupled with respect to the variable σ(θ). Instead, in the second internal cycle the quantitiesW (i∆θ), i = 1, . . . , M are considered as variables while σ(θ) is fixed. Due to coupling, in this case, the quantity to be minimized is considered to be H approx , where
. . .
The alternation is performed till convergence (if possible).
Here we provide the pseudo-code of the algorithm we described above.
(1) j := 1. Fix an initial guessW 0 (i∆θ) for W (i∆θ), i = 1, . . . , M and a threshold value tol > 0.
(4) If w j −w j−1 > tol, fix j := j + 1 and go back to step 2. Else end.
For better convergence of the algorithm, it is advisable to fix the initial guessW 0 (i∆θ) by solving the standard Riccati equation for the H ∞ problem associated to a stable mode of the system, when possible.
NUMERICAL EXAMPLE
In order to test the proposed control algorithm, we consider system (1) with x ∈ R 2 and P = {1, 2}. The model parameters are
Furthermore, we assume that the unit circumference is discretized in M = 100 points. Denote by S 1 and S 2 the modes of the switched systems characterized by the triplets {A 1 , B 1 , C 1 } and {A 2 , B 2 , C 2 } respectively. Since both of them are linear, their H ∞ disturbance attenuation properties can be characterized by studying the respective transfer functions, namely,
From these expressions, it is possible to compute γ 1 = G 1 ∞ ≈ 2.4543 and γ 2 = G 2 ∞ ≈ 1.2339. We now aim at studying a switching strategy σ(x) able to ensure an H ∞ attenuation property with γ < {γ 1 , γ 2 }. To this end, we fix γ = 0.9 · min {γ 1 , γ 2 } ≈ 1.1105 and proceed to numerically solve our problem by means of the proposed algorithm. By so doing, a suitable switching signal σ(θ) and the corresponding approximated Lyapunov function W (θ) are found, which are represented in Figure 1 .
It is now possible to empirically evaluate the effectiveness of the switching strategy we have found by injecting in system (1), subject to the above switching law, a set of different sinusoidal input signals. In this way, we can construct an empirical Bode magnitude plot associated to the switched system, which is reported in Figure 2 . As can be observed, the peak of the empirical Bode magnitude plot of the switched system is lesser than the ones associated to G 1 (jω) and G 2 (jω). This observation suggests the effectiveness of the proposed switching strategy in enhancing the H ∞ disturbance attenuation properties with respect to the single subsystems.
Finally, we also tested our control scheme using the worstcase disturbance calculated applying (37) to each mode distinctly. In particular, we fixed the initial condition x(0) = [1 1] ′ and computed the worst-case disturbance d * associated to each mode i = 1, 2, denoted as d * i in the sequel. Then, such a disturbance input signal was applied to mode 1, mode 2 and to the switched system distinctly, starting from x(0) = [0 0] ′ . In Table 1 . switching strategy ensures better H ∞ performances with respect to each of the modes of the system in both cases.
CONCLUSIONS
In this paper we studied the H ∞ control problem of switched linear systems through the assignment of the switching law. Our approach was based on the reformulation of the the original control problem as the solution of a Hamilton-Jacobi-Isaacs equation. An iterative algorithm was also proposed in order to solve such an equation in the planar case. Finally, a numerical example confirmed that our control strategy can help in enhancing the H ∞ performances of the controlled system with respect to the case with no switching.
