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Abstract
This paper develops estimation approaches for nonparametric regression analysis with surrogate
data and validation samplingwhen response variables aremeasuredwith errors.Without assuming any
error model structure between the true responses and the surrogate variables, a regression calibration
kernel regression estimate is deﬁned with the help of validation data. The proposed estimator is
proved to be asymptotically normal and the convergence rate is also derived. A simulation study
is conducted to compare the proposed estimators with the standard Nadaraya–Watson estimators
with the true observations in the validation data set and the complete observations, respectively. The
Nadaraya–Watson estimator with the complete observations can serve as a gold standard, even though
it is practically unachievable because of the measurement errors.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In recent years, increasing attention has been paid to regression analysis with errors-in-
covariables. The related work can be found inAnderson [1], Carroll et al. [8], Stefanski [23],
Fan and Truong [13] among others. The problem with error-in-response has received less
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attention, mainly because when the measurement error is additive, standard methodology
can be used to handle this case. In practice, however, the additive model is often not appro-
priate, more realistic ones for either the covariate or the response have been considered by
Buonaccorsi [2,3], Buonaccorsi and Tosteson [4], Carroll et al. [5], Carroll and Stefanski
[9]. These methods, however, may be sensitive to the assumed models. The realistic case
may be that no error model structure is assumed. In this case, one solution is to use the help
of validation data to capture the underlying relation between the true variables and surrogate
variables. Some examples where validation data are available can be found in Wittes et al.
[29], Duncan and Hill [12], Pepe [17], Carroll and Wand [10] among others.
With the help of validation data, some statistical inference techniques based on surrogate
data were developed by Carroll et al. [7], Stefanski and Carroll [24], Carroll and Wand
[10], Pepe and Fleming [18], Pepe [17], Pepe et al. [19], Reily and Pepe [20], Sepanski and
Lee [22], Wang [25,26,27], Wang and Rao [28] and Chen [11]. Carroll, Knickerbocker and
Wang [7] used dimension reduction techniques to develop a statistical inference method in
a semiparametric errors-in-covariables regression model. Carroll and Wand [10] suggested
a semiparametric approach using the kernel regression technique for logistic measurement
error models. Sepanski and Lee [22] applied the method to nonlinear models. Wang [25]
extended it to partial linear errors-in-covariables models andWang and Rao [28] developed
an empirical likelihood approach in linear models with errors-in-covariables. Chen [11]
proposed an estimation procedure for the Cox model with incomplete covariate data. To the
best of my knowledge, the problem of estimating nonparametric regression function has
not been considered when response variables are measured with errors and no error model
structure is assumed between the true responses and the surrogate variables. It is well known
that the ﬂexibility of the nonparametric regression provides a tool for exploring a general
relationship between covariates and responses.
Let (X, Y ) denote a random vector, where X ∈ Rd and Y ∈ R. We consider the problem
of estimating the regression function m(x) = E[Y |X = x]. Let (X1, Y1), . . . , (XN, YN)
denote a random sample from the distribution of (X, Y ). The standard kernel regression
estimator of m(x) is deﬁned by
m̂C(x) =
∑N
j=1 YjK
(
x−Xj
hN
)
∑N
j=1 K
(
x−Xj
hN
) ,
where K(·) is a kernel function on Rd and hN is a bandwidth sequence tending to zero.
m̂C(x) is the well-known Nadaraya–Watson kernel regression estimator. The estimator has
been studied extensively. The kernel smoother is a popular method for dealing with the
nonparametric regression problem, although the “curse of dimension’’ is a disadvantage of
this method. This method is a useful tool when the sample size is reasonably large and the
knowledge of the regression function is limited—for instance, if the regression function is
known only to be smooth, in the sense of being continuous and differentiable.
In practice, however, some Y ′i s may be difﬁcult or expensive to be measured accurately
and instead some surrogate observations are obtained.The surrogate observations are usually
available by some relatively simple measuringmethods. In an example thatWittes et al. [29]
described, the damage to the heart muscle caused by amyocardial infarction can be assessed
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accurately by arterioscitography, but the procedure is expensive and invasive, and instead
it is of common practice to use peak cardiac enzyme level in the bloodstream as a proxy
for the true response. Generally, the relationship between the surrogate variables and the
true responses can be rather complicated compared to the classical additive error structure.
Actually, in many practical settings, it is even difﬁcult to specify the relationship between
the true variables and their surrogates. As pointed out before, the realistic situation may be
that no error model structure is speciﬁed. Since some Y ′i s are measured with errors here
and no error model structure is assumed, the existing methods for nonparametric regression
cannot be used directly. It should be pointed out that Fan and Truong [13] developed a new
class of kernel estimators by the deconvolution techniquewhen d = 1 andX′s aremeasured
with errors. However, the method assumes an additive error model structure between the
true variables and the surrogate variables. Hence, the deconvolution technique cannot be
applied to our problem.
In this paper, we develop an estimation approach with the help of validation data. We
deﬁne a regression calibration kernel estimator ofm(x) to incorporate information contained
in both the validation data and the primary data, where the primary data include the surrogate
observations and the corresponding observations of X. This method deﬁnes the estimator
to be the standard Nadaraya–Watson regression function estimator with the terms, where
Y are not available, replaced by kernel regression estimators of E[Y |X, Y˜ ], where Y˜ is a
surrogate variable ofY and the kernel regression estimator ofE[Y |X, Y˜ ] can be deﬁned with
validation data. It is proved that the proposed estimator for m(x) is asymptotically normal.
Also, we derive the convergence rate of the estimator.
This paper is organized as follows: in Section 2,we deﬁne the regression calibration kernel
regression estimator ofm(x) and present its asymptotic properties. In Section 3, a simulation
study is conducted to compare the ﬁnite sample behaviors of the proposed estimator with
the standard Nadaraya–Watson kernel regression estimators. In the Appendix, we present
the proofs of the main results.
2. Regression calibration kernel regression estimator and asymptotic properties
Let N and n be the respective sizes of the full sample and the validation set. We assume
that independent and identically distributed validation observations {(Xi, Yi, Y˜i)}i∈V are
available in addition to the independent and identically distributed primary data {Xi, Y˜ i}i∈V¯ ,
whereV is the index set of individuals in the sampled validation set and V¯ = {1, 2, . . . , N}−
V . Note that
E{E[Yj |Y˜j , Xj ]|Xj = x} = E[Yj |Xj = x] = m(x).
This motivates us to estimate m(x) by
m˜R(x) =
∑
i∈V YiK
(
x−Xi
hN
)
+∑j∈V¯ u(Xj , Y˜j )K ( x−XjhN )∑N
i=1 K
(
x−Xi
hN
) ,
where u(Xj , Y˜j ) = E[Yj |Xj , Y˜j ], j ∈ V¯ , K(·) and hN are as deﬁned in the introduction.
Usually, however, u(·, ·) is unknown, and hence m˜R(x) is not a true estimator ofm(x). Note
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that the validation data can be used to estimate u(x, y˜) by the kernel regression technique.
Hence, we may deﬁne the estimator of m(x), m̂R(x), to be m˜R(x) with u(Xj , Y˜j ) replaced
by its estimator
ûn(Xj , Y˜j ) =
∑
i∈V YiW
(
Xj−Xi
bn
,
Y˜j−Y˜i
bn
)
∑
i∈V W
(
Xj−Xi
bn
,
Y˜j−Y˜i
bn
) , j ∈ V¯ ,
whereW(·, ·) is a kernel function onRd+1 and bn is a bandwidth sequence tending to zero.
Let f (x) be the probability density function of X and fY˜ |X(y˜|x) the conditional proba-
bility density function of Y˜ given X. Then, we have the following theorem:
Theorem 2.1. Under the assumptions given in the Appendix, we have
√
NhN(m̂R(x) − m(x)) L−→ N(0, 2(x)),
where
2(x) = (1 − )
2

21(x)
f (x)
+ 
2
2(x)
f (x)
+ (1 − )
2
3(x)
f (x)
+ 1 −  (x)
f (x)
with
21(x) =
(∫
Var[Y |Y˜=y˜, X = x]fY˜ |X(y˜|x) dy˜
)∫ (∫
W(s, t)K(v − s) ds dt
)2
dv,
22(x) = Var(Y |X = x)
∫
K2(u) du,
23(x) = Var(u(X, Y˜ )|X = x)
∫
K2(u) du,
(x) = Var(Y |X = x)
∫
K(u)
(∫
W(s, t)K(u − s) ds dt
)
du,
−Var(u(X, Y˜ )|X = x)
∫
K(u)
(∫
W(s, t)K(u − s) ds dt
)
du
 = lim n
N
and
 = lim bn
hN
.
Clearly, when  = 1, the asymptotic variance 2(x) reduces to 22(x)/f (x). This is just
the asymptotic variance of the standard Nadaraya–Watson kernel regression estimator with
complete observations.
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Theorem 2.2. Suppose thatK(·) andW(·) are the bounded kernel functions with bounded
support. If supx,˜y E[Y 2|X = x, Y˜ = y˜] < ∞, then, we have
E(m̂R(x) − m(x))2 = O((Nh
d
2
Nb
d+1
2
n )
−1) + O((NhdN)−1) + O(h2N).
Corollary. Under the assumptions of Theorem 2.2, ifhN = N−1/(d+2), bn=n−d/(d+1)(d+2)
and N/n = O(1), we have
E(m̂R(x) − m(x))2 = O(N−
2
d+2 ).
Remark 2.1. Condition N/n = O(1) is reasonable. For example, the conditions are sat-
isﬁed when (n,N)=(n, 20n)=(10, 200), (20, 400), (30, 600), (40, 800), (50, 1000), . . . .
In these cases, N/n = 20.
Remark 2.2. From the corollary, it follows m̂R(x)−m(x) = Op(N−1/(d+2)). Especially,
when d = 1, the convergence rate is O(N− 13 ). This is just the optimal convergence rate of
the standard nonparametric kernel regression estimate.
3. Bandwidth selection
It is well known that one of the crucial points in applying kernel regression estimate is
the choice of the bandwidth. For the standard Nadaraya–Watson (N–W) kernel regression
estimator, bandwidth selection rules were considered in [14–16] among others. Our esti-
mator m̂R(x) uses an N–W estimator. We therefore present the following modiﬁcation of
the delete-one cross-validation rule for bandwidth selection.
First, we select b̂n by minimizing
CV (bn) = 1
n
∑
i∈V
(Yi − û(−i)n (Xi, Y˜i))2(Xi, Y˜i),
where (x, y˜) is the weight function which allows elimination of boundary effects by con-
sidering to be supported on a compact subset of the support of (X, Y˜ ), and û(−i)n (Xi, Y˜i) is
a “leave one out’’version of ûn, that is, the observation (Yi, Y˜i , Xi) is left out in constructing
û
(−i)
n . After obtaining b̂n and deﬁning the corresponding ûn with the selected bandwidth
b̂n, we choose ĥN to minimize
CV (hN) = 1
N
[∑
k∈V
(Yk − m̂(−k)R (Xk))2˜(Xk)
+
∑
k∈V¯
(̂un(Xk, Y˜k) − m̂(−k)R (Xk))2˜(Xk)
⎤⎦ ,
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where ˜(x) is the weight function which is supported on a compact subset of the support
of X, and
m̂
(−k)
R (x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∑
i∈V,i =k YiK
(
x−Xi
hN
)
+∑j∈V¯ ûn(Xj , Y˜j )K ( x−XjhN )∑N
i=1,i =k K
(
x−Xi
hN
) if k ∈ V,
∑
i∈V YiK
(
x−Xi
hN
)
+∑j∈V¯ ,j =k ûn(Xj , Y˜j )K ( x−XjhN )∑N
i=1,i =k K
(
x−Xi
hN
) if k ∈ V¯ .
4. Simulation
Let m̂V (x) be the N–W estimator with the true observations in the validation data set.
That is
m̂V (x) =
∑
i∈V YiK
(
x−Xi
hn
)
∑
i∈V K
(
x−Xi
hn
) .
A simulation was conducted to compare the proposed estimators m̂R(x) with m̂V (x) and
m̂C(x), where m̂C(x) is deﬁned in the introduction. It should be pointed out that m̂C(x) can
serve as a gold standard in the simulation study, even though it is practically unachievable
because of the measurement errors.
We generated the response variables Y such that Y = m(X) + , where X follows the
uniform distribution on [0, 1],  has the standard normal distribution and  is independent
of X, and m(X) is given by
m(X) = sin3(2X3)
and
m(X) = 3.5(exp{−(4X − 1)2} + exp{−(4X − 3)2}) − 1.5.
for examples 1 and 2, respectively.
In example 1, the surrogate variable Y˜ of Y was generated from Y˜ = 0.52Y 2 + e and
Y˜ = 0.86Y + e, respectively, such that (Y˜ , Y )  0.35 and (Y˜ , Y )  0.75, where e is
independent ofY and follows the standard normal distribution, and (Y˜ , Y ) is the correlation
coefﬁcient between Y and Y˜ .
In example 2, the surrogate variable Y˜ of Y was generated from Y˜ = 0.13Y 2 + e and
Y˜ = 0.95Y + e, respectively, such that (Y˜ , Y )  0.35 and (Y˜ , Y )  0.75, where e is
independent of Y and follows the standard normal distribution.
For each of the two examples, 5000 simulated data sets were generated for each sample
size of (n,N) = (30, 120), (60, 200) under different . The weighting functions w(·, ·)
and w˜(·)were taken to be the indicator functions on [0.05, 0.95]×[−5, 5] and [0.05, 0.95],
respectively, which allow elimination of boundary or endpoint effects. To use the bandwidth
selection criteria described in Section 3 to select the bandwidths, we ﬁrst calculated function
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values of CV (b) at b = j/100 for j = 0, 1, . . . , 100, and then took the minimizer to be
the selected bandwidth bn. Similarly, we can obtain hN and hn. According to this method
of selecting bandwidths, in example 1, hN, hn and bn were taken to be 0.1179, 0.4618
and 0.3027, respectively, when (n,N) = (30, 120), and to be 0.0961, 0.3500 and 0.2483,
respectively, when (n.N) = (60, 200). In example 2,hN, hn and bn were taken to be 0.1326,
0.4874 and 0.3406, respectively, when (n,N) = (30, 120), and to be 0.1081, 0.3694 and
0.2794, respectively, when (n.N) = (60, 200). In the two examples, the kernel functions
K(·) and W(·, ·) were taken, respectively, to be
K(u) =
{− 158 u2 + 98 , −1u1,
0, otherwise
and
W(u1, u2) = W1(u1)W2(u2),
where
Wi(ui) =
{ 15
16 (1 − 2u2i + u4i ), −1ui1,
0, otherwise
for i = 1, 2.
Figs. 1 and 2 show the regression function curve m(x), and the curves of nonparametric
regression function estimators m̂R(x), m̂V (x) and m̂C(x) in the two examples under differ-
ent  and sample sizes. Figs. 3 and 4 show the standard error (SE) curves of m̂R(x), m̂V (x)
and m̂C(x). Figs. 1 and 3 are for example 1 and Figs. 2 and 4 are for example 2.
From Figs. 1 and 2, m̂C(x) and m̂R(x) capture the patterns of the true regression curves
and have smaller bias than m̂V (x). m̂V (x) performs poorly in terms of bias from Figs. 1(a)
and (b) and Figs. 2(a) and (b).
From Figs. 3 and 4, m̂C(x) and m̂R(x) have a smaller SE than m̂V (x), and the SE of
m̂R(x) is close to that of m̂C(x), the gold standard.
Clearly, Figs. 1–4 suggest that m̂R(x) outperforms m̂V (x) when the validation sample
size is not large. The bias of every estimator will increase on increasing the bandwidths,
and the SE will increase on decreasing the bandwidths. Also, it can be observed from these
ﬁgures that the correlation coefﬁcient  has a slight effect on the bias and standard error of
the estimators. It seems that the bias and SE decrease slightly when  increases.
Appendix. Proofs of theorems
(C.Y): supx,˜y E[|Y |2+|X = x, Y˜ = y˜] < ∞ for some  > 0.
(C.m): m(x) has bounded partial derivatives up to order k(> d).
(C.2
Y |X,Y˜ ): 
2
Y |X,Y˜ (x, y˜) is a uniformly continuous function on (x, y˜), where 
2
Y |X,Y˜ (x, y˜)
= Var(Y |X = x, Y˜ = y˜).
(C.g)i: (X, Y˜ ) has a joint probability density g, and g has bounded partial derivatives up to
order l(> d + 1).
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Fig. 1. Curves for m̂R(x), m̂V (x) and m̂C(x) and the regression function curve ofm(x). The solid curve represents
m(t); The point curve represents m̂C(x); The dashed curve represents m̂R(x); The dash–dotted curve represents
m̂V (x).
ii: For some positive constant sequence 	N , P(maxj∈V¯ |g(Xj , Y˜j )| < 	N) → 0.
(C.u): u(·, ·) has bounded partial derivatives up to order l(> d + 1).
(C.W)i: W(·, ·) is a continuous kernel function with bounded support.
ii: W(·, ·) is a kernel of order l(> d + 1).
(C.K)i: K(·) is a continuous kernel function with bounded support.
ii: K(·) is a kernel of order k(> d).
(C.hNbn)i: Nb2(d+1)n 	N → ∞, Nb2ln /	N → 0.
ii: bn
hN
→  for some constant  > 0.
iii: bn	N → 0.
(C.hN): nhdN → ∞, Nhd+2kN → 0.
(C.Nn: n
N
→  for some constant 01.
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Fig. 2. Curves for m̂R(x), m̂V (x) and m̂C(x) and the regression function curve ofm(x). The solid curve represents
m(t); The point curve represents m̂C(x); The dashed curve represents m̂R(x); The dash–dotted curve represents
m̂V (x).
Proof of Theorem 2.1. Observe that
m̂R(x) − m(x)
=
∑
i∈V (Yi − m(Xi))K
(
x−Xi
hN
)
+∑j∈V¯ (̂un(Xj , Y˜j ) − m(Xj ))K ( x−XjhN )∑N
i=1 K
(
x−Xi
hN
)
+
∑N
i=1(m(Xi) − m(x))K
(
x−Xi
hN
)
∑N
i=1 K
(
x−Xi
hN
)
:= M̂(x) + R̂(x). (1)
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Fig. 3. Curves for the standard errors (SE) of m̂R(x), m̂V (x) and m̂C(x). The solid line represents the SE curve
of m̂C(x); The dashed line represents the SE curve of m̂R(x) and the dash–dotted line represents the SE curve of
m̂C(x).
For M̂(x), we have
M̂(x) =
(NhdN)
−1∑
i∈V (Yi − m(Xi))K
(
x−Xi
hN
)
(NhdN)
−1∑N
i=1 K
(
x−Xi
hN
)
+
(NhdN)
−1∑
j∈V¯ (u(Xj , Y˜j ) − m(Xj ))K
(
x−Xj
hN
)
(NhdN)
−1∑N
i=1 K
(
x−Xi
hN
)
+
(NhdN)
−1∑
j∈V¯ (̂un(Xj , Y˜j ) − u(Xj , Y˜j ))K
(
x−Xj
hN
)
(NhdN)
−1∑N
i=1 K
(
x−Xi
hN
)
:= M̂1(x) + M̂2(x) + M̂3(x). (2)
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Fig. 4. Curves for the standard errors (SE) of m̂R(x), m̂V (x) and m̂C(x). The solid line represents the SE curve
of m̂C(x); The dashed line represents the SE curve of m̂R(x) and the dash–dotted line represents the SE curve of
m̂C(x).
Let
ĝ(x, y˜) = (nbd+1n )−1
∑
i∈V
W
(
x − Xi
bn
,
y˜ − Y˜i
bn
)
,
̂(x, y˜) = (nbd+1n )−1
∑
i∈V
(Yi − u(Xi, Y˜i))W
(
x − Xi
bn
,
y˜ − Y˜i
bn
)
,
D̂(x, y˜) = (nbd+1n )−1
∑
i∈V
(u(Xi, Y˜i) − u(x, y˜))W
(
x − Xi
bn
,
y˜ − Y˜i
bn
)
.
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Let g(x, y˜) be the probability density function of (X, Y˜ ) and L̂(x) the nominator of M̂3(x).
Then, we have
L̂(x) = (NhdN)−1
∑
j∈V¯
̂(Xj , Y˜j )K
(
x−Xj
hN
)
g(Xj , Y˜j )
+ (NhdN)−1
∑
j∈V¯
D̂(Xj , Y˜j )K
(
x−Xj
hN
)
g(Xj , Y˜j )
+(NhdN)−1
∑
j∈V¯
̂(Xj , Y˜j )
ĝ(Xj , Y˜j )
ĝ(Xj , Y˜j ) − g(Xj , Y˜j )
g(Xj , Y˜j )
K
(
x − Xj
hN
)
+(NhdN)−1
∑
j∈V¯
D̂(Xj , Y˜j )
ĝ(Xj , Y˜j )
ĝ(Xj , Y˜j ) − g(Xj , Y˜j )
g(Xj , Y˜j )
K
(
x − Xj
hN
)
:= L̂1(x) + L̂2(x) + L̂3(x) + L̂4(x). (3)
For L̂1(x), we have
L̂1(x) = (NhdN)−1
∑
i∈V
(Yi − u(Xi, Y˜i)) 1
nbd+1n
∑
j∈V¯
W
(
Xj−Xi
bn
,
Y˜j−Y˜i
bn
)
K
(
x−Xj
hN
)
g(Xj , Y˜j )
= (NhdN)−1
∑
i∈V
(Yi − u(Xi, Y˜i))N − n
nbd+1n
×
∫
W
(
v − Xi
bn
,
y˜ − Y˜i
bn
)
K
(
x − v
hN
)
dv dy˜
+(nhdN)−1
∑
i∈V
(Yi − u(Xi, Y˜i)) 1
Nbd+1n
∑
j∈V¯
⎛⎜⎝W
(
Xj−Xi
bn
,
Y˜j−Y˜i
bn
)
K
(
x−Xj
hN
)
g(Xj , Y˜j )
−E
⎡⎢⎣W
(
Xj−Xi
bn
,
Y˜j−Y˜i
bn
)
K
(
x−Xj
hN
)
g(Xj , Y˜j )
∣∣∣∣∣∣∣Xi, Y˜i
⎤⎥⎦
⎞⎟⎠
:= L̂1,1(x) + L̂1,2(x). (4)
Clearly, by some simple algebra we have
L̂1,1(x)=N − n
N
1
nhdN
∑
i∈V
(Yi−u(Xi, Y˜i))
∫
W(s, t)K
(
x − Xi − bns
hN
)
ds dt. (5)
For simplicity, we make an assumption that C may represent any constant which may be
different in different places.
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By conditions (C.W)i, the uniform continuity of g(·) and supx,˜y E[Y 2|X = x, Y˜ = y˜] <
∞], which are implied by (C.g)i and (C.Y), respectively. We have
E
[√
NhdNL̂1,2(x)
]2
= N
n2hdN
∑
i∈V
E
⎧⎪⎨⎪⎩E[(Yi − u(Xi, Y˜i))2|Xi, Y˜i] 1(Nbd+1n )2
×
∑
j∈V¯
E
⎡⎢⎣W 2
(
Xj−Xi
bn
,
Y˜j−Y˜i
bn
)
K2
(
x−Xj
hN
)
g2(Xj , Y˜j )
∣∣∣∣∣∣∣Xi, Y˜i
⎤⎥⎦
⎫⎪⎬⎪⎭
 C
Nbd+1n
∫ [∫
W 2(z − hN s
bn
, t)K2(s)
g(x − hNs, v + bnt) ds dt
]
×g(x − bnz, v) dz dv −→ 0. (6)
as Nbd+1n → ∞, which is implied by (C.hNbn)i,iii.
Eqs. (4)–(6) together prove
L̂1(x) = N − n
N
1
nhdN
∑
i∈V
(Yi − u(Xi, Y˜i))
∫
W(s, t)K
(
x − Xi − bns
hN
)
ds dt
+op((NhdN)−
1
2 ). (7)
Clearly,
L̂2(x) = (NhdN)−1
∑
j∈V¯
E[D̂(Xj , Y˜j )|Xj , Y˜j ]K
(
x−Xj
hN
)
g(Xj , Y˜j )
+(NhdN)−1
∑
j∈V¯
(D̂(Xj , Y˜j ) − E[D̂(Xj , Y˜j )|Xj , Y˜j ])K
(
x−Xj
hN
)
g(Xj , Y˜j )
= L̂21(x) + L̂22(x). (8)
Similar to (A.20) and (A.21) in Wang and Rao [28], it can be proved that
max
j∈V¯
|E(D̂(Xj , Y˜j )|Xj , Y˜j )|Cbln
and
E[(D̂(Xj , Y˜j ) − E[D̂(Xj , Y˜j )|Xj , Y˜j ])2|Xj , Y˜j ] Cg(Xj , Y˜j )
nbd−1n
+ o
(
1
nbd−1n
)
by (C.u), (C.W) and (C.g). This proves that
√
NhNL̂21(x) = Op
(√
NhNb
l
n
	N
)
−→ 0 (9)
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and √
NhNL̂22(x) = O((nbd−1n 	N)−
1
2 ) −→ 0 (10)
by (A.K), (C.g) and (C.hNbn).
Eqs. (8)–(10) together prove√
NhNL̂2(x) −→ 0. (11)
By some cumbersome arguments, it can be proved that√
NhdNL̂3(x) = op(1) (12)
and √
NhdNL̂4(x) = op(1). (13)
Eqs. (3), (7), (11), (12) and (13) together prove that
L̂(x) = N − n
N
1
nhdN
∑
i∈V
(Yi − u(Xi, Y˜i))
∫
W(s, t)K
(
x − Xi − bns
hN
)
ds dt
+op((NhN)− 12 ). (14)
Let
̂(x,Xi, Yi, Y˜i) = h−dN (Yi − u(Xi, Y˜i))
∫
W(s, t)K
(
x − Xi − bns
hN
)
ds dt.
For some  > 0, we have
E|̂(x,X, Y, Y˜ )|2+ = h−(2+)dN E
[
(Y − u(X, Y˜ ))(2+)
×
(∫
W(s, t)K
(
x − Xi − bbs
hN
)
ds dt
)2+]
 Ch−(1+)dN f (x)
∫ (∫
W(s, t)K(u−s) ds dt
)2+
du.
(15)
A simple calculation yields
E̂(x,X, Y, Y˜ )
= h−1N E
{
(E[Y |X] − E{E[Y |X, Y˜ ]|X})
∫
W(s, t)K
(
x − Xi − bns
hN
)
ds dt
}
= 0. (16)
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By conditions (C.g)i, (C.K)i and (C.2
Y |X,Y˜ ) and (16), we have
Var[̂(x,X, Y, Y˜ )]
= h−2dN E
{
Var[Y |Y˜ , X]
[∫
W(s, t)K
(
x − X − bns
hN
)
ds dt
]2}
= h−dN f (x)
(∫
Var[Y |Y˜ = y˜, X = x]fY˜ |X(y˜|x) dy˜
)
×
∫ (∫
W(s, t)K(u − s) ds dt
)2
du + o(h−dN ). (17)
Hence,
E|̂− E̂|2+
N

2 Var
2+
2 (̂)

21+h(1+)dN (E|̂|2+ + |E̂|2+)
(NhdN)

2 h
(2+)d
2
N Var
2+
2 (̂)
−→ 0.
By Lyapounov’s theorem, it follows that
n−1
∑
i∈V ̂(x,Xi, Yi, Y˜i)√
Var
(
n−1
∑
i∈V ̂(x,Xi, Yi, Y˜i)
) −→ N(0, 1). (18)
By (17), we have
Var
[
n−1
∑
i∈V
˜(x,X, Y, Y˜ )
]
= 1
nhdN
f (x)21 + o((nhdN)−1),
where 21(x) is as deﬁned in Theorem 2.1. This together with (18) proves
Q̂(x) := 1√
nhdN
∑
i∈V
(Yi − u(Xi, Y˜i))
∫
W(s, t)K
(
x − Xi − bns
hN
)
ds dt
L−→ N(0, f (x)21(x)), (19)
where  is as deﬁned in Theorem 2.1.
Similarly, we have
Ŝ(x) := 1√
nhdN
∑
i∈V
(Yi − m(Xi))K
(
x − Xi
hN
)
L−→ N(0, f (x)22(x)) (20)
and
T̂ (x) := 1√
(N − n)hdN
∑
j∈V¯
(u(Xj , Y˜j ) − m(Xj ))K
(
x − Xj
hN
)
L−→ N(0, f (x)23(x)), (21)
where 22(x)=Var(Y |X=x)
∫
K2(u) du and 23(x)=Var(m(X, Y˜ )|X = x)
∫
K2(u) du.
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Recalling the deﬁnitions of L̂(x), Q̂(x), Ŝ(x) and T̂ (x), by (2), (14), (19)–(21) and the
fact that
1
NhdN
N∑
i=1
K
(
x − Xi
hN
)
p−→ f (x) (22)
we obtain
√
NhNM̂(x) =
√
n/NŜ(x) + √(N − n)/NT̂ (x) + ((N − n)/n)√n/NQ̂(x)
f (x)
+op(1). (23)
Clearly, we have
Cov(Ŝ(x), T̂ (x)) = 0, Cov(T̂ (x), Q̂(x)) = 0 (24)
by the fact E[u(Xi, Y˜i)|Xi] = E[Yi |Xi].
By (C.K)i and the uniform continuity of f (x) and Var(Y |X = x), which are implied by
(C.g)i and (C.2
Y |X,Y˜ ), we obtain
Cov(Ŝ(x), Q̂(x))
=
∫
Var(Y |X = x − hN
)K(
)
(∫
W(s, t)K
(

 − bn
hN
s
)
ds dt
)
f (x − hN
) d

−
∫
Var(u(X, Y˜ )|X = x − hN
)K(
)
×
(∫
W(s, t)K
(

 − bn
hN
s
)
ds dt
)
f (x − hN
) du
−→ Var(Y |X = x)f (x)
∫
K(
)
(∫
W(s, t)K(
 − s) ds dt
)
d

−Var(m(X, Y˜ )|X = x)f (x)
∫
K(
)
(∫
W(s, t)K(
 − s) ds dt
)
d

:= (x)f (x). (25)
By (19), (20), (21), (23)–(25), it follows that
√
NhdNM̂(x)
L−→ N(0, 2(x)), (26)
where 2(x) is as deﬁned in Theorem 2.1.
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It is easy to see that
(NhdN)
−1
N∑
i=1
(m(Xi) − m(x))K
(
x − Xi
hN
)
= h−1N E
{
(m(Xi) − m(x))K
(
x − Xi
hN
)}
+(NhdN)−1
N∑
i=1
{
(m(Xi) − m(x))K
(
x − Xi
hN
)
− E
[
(m(Xi) − m(x))K
(
x − Xi
hN
)]}
:= Î1 + Î2. (27)
By conditions (C.m) and (C.K)ii, it follows that
Î1 =
∫
(m(x − hNu) − m(x))K(u) du = O(hkN). (28)
By conditions (C.K)i, (C.m) and the uniform continuity of f (x), which is implied by (C.g)i,
we have
EÎ 22 
1
N2h2dN
N∑
i=1
E
[
(m(Xi) − m(x))2K2
(
x − Xi
hN
)]
 1
Nh2d−2N
∫ ∣∣∣∣∣∣∣∣y − xhN
∣∣∣∣∣∣∣∣2 K2 (x − yhN
)
f (y) dy
 1
Nhd−2N
∫
K2(u)f (x − hNu) du = O((Nhd−2N )−1). (29)
This proves that
Î2 = Op((Nhd−2N )−
1
2 ). (30)
Eqs. (27), (28) and (30) together prove that
1√
NhdN
N∑
i=1
(m(Xi) − m(x))K
(
x − Xi
hN
)
=
√
NhdN Î1 +
√
NhdN Î2
p−→ 0 (31)
by (C.hN ).
Recalling the deﬁnition of R̂(x) in (1), by (31) and (22), we have√
NhdNR̂(x)
p−→ 0. (32)
Eqs. (1), (26) and (32) together prove Theorem 2.1. 
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Proof of Theorem 2.2. Let
n1,i (x) =
K
(
x−Xi
hN
)
∑N
i=1 K
(
x−Xi
hN
) , i = 1, 2, . . . , N
and
n2,j (x) =
W
(
x−Xj
bn
,
y˜−Y˜j
bn
)
∑
i∈V W
(
x−Xi
bn
,
y˜−Y˜i
bn
) , j ∈ V.
Note that
m̂R(x) − m(x) =
∑
j∈V¯
n1,j (x)
∑
i∈V
n2,i (Xj , Y˜j )(Yi − u(Xi, Y˜i))
+
∑
j∈V¯
n1,j (x)
∑
i∈V
n2,i (Xj , Y˜j )(u(Xi, Y˜i) − u(Xj , Y˜j ))
+
∑
i∈V
n1,i (x)(Yi − m(Xi)) +
∑
i∈V
n1,i (x)(m(Xi) − m(x))
+
∑
j∈V¯
n1,j (x)(u(Xj , Y˜j ) − m(Xj ))
+
∑
j∈V¯
n1,j (x)(m(Xj ) − m(x))
:= T̂1 + T̂2 + T̂3 + T̂4 + T̂5 + T̂6. (33)
Note that
T̂1 =
∑
i∈V
⎛⎝∑
j∈V¯
n1,j (x)n2,i (Xj , Y˜j )
⎞⎠ (Yi − u(Xi, Y˜i)).
Hence, by the condtions given in Theorem 2.2, we have
ET̂ 21  C
∑
i∈V
E
⎡⎣∑
j∈V¯
n1,j (x)n2,i (Xj , Y˜j )
⎤⎦2
 Cn
∑
i∈V
∑
j∈V
E
1
24n1,j (x)E
1
24n2,j (Xj , Y˜j )
 C(Nh
d
2
Nb
d+1
2
n )
−1. (34)
By the conditions imposed on W(·), it follows that
|T̂2|bn
∑
j∈V¯
n1,j (x)
∑
i∈V
n2,i (Xj , Y˜j )
‖Zi − Zj‖
bn
bn, (35)
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where Z = (X, Y˜ ). Note that
E[Wnj1(x)Wnj2(x)(u(Xj1 , Y˜j1) − m(Xj1))(u(Xj2 , Y˜j2) − m(Xj2))]
= E{Wnj1(x)Wnj2(x)E[(u(Xj1 , Y˜j1)
−m(Xj1))|Xj1 ]E[(u(Xj2 , Y˜j2) − m(Xj2))|Xj2 ]}
= 0. (36)
By the conditions imposed on K(·), we have
ET̂ 25 =
∑
j∈V¯
E{2n1,j (x)E[(u(Xj , Y˜j ) − m(Xj ))2|Xj ]}
 C
∑
j∈V¯
E{2n1,j (x)E[Y 2j |Xj ]}
∑
j∈V¯
E2n1,j (x) = O((NhdN)−1). (37)
Similar to (37) and (35), we have ET̂3 = O((NhdN)−1), T̂4O(hN), T̂6O(hN).
This proves that
E(m̂R(x) − m(x))2 = O((Nh
d
2
Nb
d+1
2
n )
−1) + O((NhdN)−1 + O(h2N).
This proves Theorem 2.2. 
Proof of Corollary. The corollary is the direct result of Theorem 2.2. 
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