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Latimer & MacDuffee showed in 1933 that there is a one-to-one correspondence
between equivalence classes of matrices with a given minimum polynomial and
equivalence classes of ideals of a certain ring. In the case where the matrices
are taken over the integers, Behn and Van der Merwe developed an algorithm
in 2002 to produce a representative in each equivalence class. We extend this
algorithm to matrices taken over the ring Fq[T ] of polynomials over a finite
field and prove a modified version of the Latimer-MacDuffee theorem which
holds for proper equivalence classes of matrices.
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Latimer & MacDuffee het in 1933 bewys dat daar ’n een-tot-een korrespon-
densie is tussen ekwivalensieklasse van matrikse met ’n gegewe minimumpoli-
noom en ekwivalensieklasse van ideale van ’n sekere ring. In die geval waar
die matrikse heeltallige inskrywings het, het Behn en Van der Merwe in 2002
’n algoritme ontwikkel om verteenwoordigers in elke ekwivalensieklas voort te
bring. Ons brei hierdie algoritme uit na die geval van matrikse met inskry-
wings in die ring Fq[T ] van polinome oor ’n eindige liggaam en ons bewys ’n
gewysigde weergawe van die Latimer-MacDuffee stelling wat geld vir klasse
van streng ekwivalente matrikse.
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Chapter 1
Introduction
Definition 1. A binary quadratic form over Z is an expression of the form
ax2 + bxy + cy2, a, b, c ∈ Z,
with discriminant b2− 4ac. The form is said to be primitive if gcd(a, b, c) = 1
and positive definite if a > 0 and b2 − 4ac < 0.
The study of binary quadratic forms started with Lagrange in his 1773 work
Recherches d’Arithmetique [8] who introduced the concepts of discriminant,
reduced forms, (Lagrangian) equivalence of forms and equivalence classes of
forms.
Lagrange studied these forms in order to solve some conjectures about
primes representible in the form x2 + ny2 for various values for n. Legendre
continued Lagrange’s work and in his Essai sur la The´orie des Nombres [10] he
introduced the concept of composition of binary quadratic forms. Legendre’s
composition was a many-valued operation, even on the equivalence classes of
forms (the composition of two forms could lie in as many as four distinct
classes).
In 1801, Gauß introduced the concept of (proper) equivalence (a restriction
on Lagrangian equivalence) in his book Disquisitiones Arithmeticae [6]. With
this new notion of equivalence, Gauß was able to define direct composition of
binary quadratic forms, which is a well-defined binary operation on equiva-
lence classes of forms. The direct composition of two binary quadratic forms
f(x, y), g(x, y) is a binary quadratic form F (X, Y ) which satisfies
f(x, y)g(z, w) = F (B1(x, y; z, w), B2(x, y; z, w)),
1
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where
Bi(x, y; z, w) = aixz + bixw + ciyz + diyw, i = 1, 2
and
a1b2 − a2b1 = f(1, 0), a1c2 − a2c1 = g(1, 0).
Direct composition then makes the set of equivalence classes of primitive,
positive definite binary quadratic forms into an Abelian group.
This definition of direct composition is awkard to work with, however, and
in 1894 Dirichlet introduced Dirichlet composition [5] which is equivalent to
direct composition whenever it is defined, and is much simpler to work with,
as it provided an explicit method for finding the composition F of two binary
quadratic forms f and g.
Over the integers, there is a nice bijection between 2 × 2 matrices with
trace Γ and determinant −∆, and binary quadratic forms with discriminant
Γ2 + 4∆. The bijection is given by
ax2 + (Γ− 2b)xy + cy2 ←→
[
b −c
a Γ− b
]
.
This bijection allows us to carry the concepts of reduced and equivalent
forms over to matrices.
A 1933 paper by Latimer and MacDuffee [9] gives a correspondence be-
tween equivalence classes of n × n matrices and equivalence classes of ideals
in a certain ring defined by a polynomial f . When n = 2, the matrix classes
correspond to Lagrangian equivalence classes under the above bijection. La-
timer and MacDuffee make the correspondence explicit and in 2002, Behn and
Van der Merwe [2] develop an algorithm, using binary quadratic forms and
continued fractions, for generating a representative in each Lagrangian class
of matrices.
In this dissertation we extend the above work to Fq[T ]. Artin’s dissertation
[1] showed the remarkable analogy between integers and polynomials over finite
fields, and indeed, the results mostly have analogous versions over Fq[T ].
In attempting a study by starting with binary quadratic forms, one runs
into the problem that binary quadratic forms are awkward to work with in
characteristic two, necessitating a separate treatment for even characteristic.
Also, the correspondence between binary quadratic forms and matrices breaks
down (the correspondence becomes 2-to-1). For this reason, we opted to study
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matrix classes directly from the Latimer-MacDuffee point of view. To enable
a smooth transtion to the theory associated with proper equivalence classes of
binary quadratic forms, we prove a modified version of the Latimer MacDuffee
theorem which holds for proper equivalence classes when n = 2. When working
with matrices, binary quadratic forms are implicit, even in characteristic 2.
The core of this dissertation is to extend the work done by Behn and Van
der Merwe in [2], and the transition to Fq[T ] is particularly smooth in that
the proofs, while markedly different from the integral case, are independant
of the characteristic. When dealing with the group structure on equivalence
classes of matrices, the characteristic starts to play a role, but using suitable
assumptions and restrictions, the results mostly stay characteristic-free.
Notation
The following notation will be used throughout the dissertation.
Fq The finite field with q elements.
Fq[T ] The ring of polynomials in T over Fq.
deg(x) The degree of x as a polynomial in T .
sgn(x) Leading coefficient of x as a polynomial in T .
det(A) The determinant of the matrix A.
R× The set of units of R.
Mf The set of matrices with minimal polynomial f .
GLn(R) The group of n× n matrices A over R such that det(A) ∈ R×.
SLn(R) The group of n× n matrices A over R such that det(A) = 1.
PSLn(R) The projective special linear group.
Chapter 2
The Latimer-MacDuffee
Theorem
2.1 Latimer and MacDuffee’s proof
Let A be a principal ideal domain and let f(X) = Xn + fn−1Xn−1 + · · ·+ f0 ∈
A[X] be a separable polynomial such that f0 6= 0, with companion matrix
C = (cij) =

0 1 0 . . . 0
0 0 1 . . . 0
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
−f0 −f1 −f2 . . . −fn−1

.
Let Mf be the set of n × n matrices over A with minimal polynomial f .
Let R be the ring of polynomials in C with coefficients in A.
Definition 2. Two matrices A, B ∈ Mf are equivalent if B = S−1AS for
some matrix S ∈ SLn(A).
Definition 3. A non-singular ideal of R is an ideal that is, when viewed as a
module over A, free of rank n.
A directed ideal of R is a pair (A,w) where A is a proper, non-singular
ideal of R and w is an element of Rn whose entries generate A over A.
4
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Two directed ideals (A,w) and (B,v) are equivalent if there exist two
elements a, b ∈ R and a matrix S ∈ SLn(A) such that aA = bB as ideals, and
aw = bSv.
Latimer and MacDuffee’s 1933 paper [9] used the notion of Lagrangian
equivalence of matrices, that is, the matrix S in the Definition 2 is an element
of GLn(A), and used equivalence classes of ideals rather than directed ideals.
They proved the following theorem in this setting and over the integers, but
their proof adapts easily to any principal ideal domain and using the notions
of equivalence defined above.
Theorem 1 (The Latimer-MacDuffee Theorem). There is a bijection between
the equivalence classes of matrices in Mf and equivalence classes of directed
ideals of R.
Proof. We follow the proof of Latimer and MacDuffee as set out in [9] and
[11]. We may take the set {Ci−1}ni=1 as a basis for R over A; let ei = Ci−1,
e = (e1, e2, . . . , en)
t and let (A,w), with w = (w1, w2, . . . , wn)
t, be a directed
ideal of R. We may uniquely write wi =
∑n
j=1 gijej, that is, w = Ge for some
matrix G over A. Since A is an ideal, e2wi ∈ A, hence there exist unique
elements dir ∈ A such that
e2wi =
n∑
j=1
gijeje2 =
n∑
r=1
dirwr
for each i = 1, . . . , n.
Now, e2ej = CC
j−1 = Cj =
∑n
t=1 cjtet and wr =
∑n
t=1 grtet, so
n∑
j=1
gijeje2 =
n∑
j,t=1
gijcjtet =
n∑
r=1
dirwr =
n∑
r,t=1
dirgrtet
for each i = 1, . . . , n. Since the et are linearly independent, we have for each
i, t = 1, · · · n that
n∑
j
gijcjt =
n∑
r
dirgrt,
that is, GC = DG where D is the n × n matrix (dij). Since the ideal A is
non-singular, by definition, so is G, so D = GCG−1. Associate the matrix D
with the directed ideal (A,w).
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We now show that if B has basis v = rw or v = Sw for some element
r ∈ R or S ∈ SLn(A) and D′ is associated with (B,v), then D and D′ are
equivalent. Firstly, if v = Sw = SGe, then the above process shows that D′ =
SGC(SG)−1 = SGCG−1S−1 = SDS−1. Suppose now that v = rw = (rG)e.
Then, since r ∈ R, r = g(C) can be viewed as a polynomial in C. Since the
vector rw generates a non-singular ideal, it follows that det(g(C)) 6= 0. Also,
since r ∈ R, r commutes with G and so
g(C) = Gg(C)G−1 = g(GCG−1) = g(D).
Hence
D′ = g(C)GCG−1g(C)−1 = g(D)GCG−1g(D)−1 = g(D)Dg(D)−1.
Since D and g(D) commute, it follows that D′ = Dg(D)g(D)−1 = D.
Thus every equivalence class of ideals is mapped to a unique equivalence
class of matrices. To show that this map is surjective, let D be an element of
Mf . Then, since D and C both have the same minimum polynomial, there
exsists a matrix G over A such that the entries of G are relatively prime and
D = GCG−1. Then the directed ideal (A, Ge), where A is the ideal generated
by the entries of Ge over A, is mapped to the equivalence class of matrices
containing D. (Note that Ge indeed generates an ideal; if r ∈ R, then as
above, r = g(C) is a polynomial in C, so rGe = g(C)Ge, which shows that
Ge generates an ideal.)
This shows that there is a bijection between the equivalence classes of
matrices in Mf and equivalence classes of directed ideals of R.
2.2 The irreducible case
Note that if f(X) is irreducible and separable over A, then the ring R is
isomorphic to A[α], where α satisfies f(α) = 0. In this case, the above proof
can be simplified considerably.
Theorem 2 (The Latimer-MacDuffee Theorem for irreducible polynomials).
If f is an irreducible, separable polynomial, then there is a bijection between
the equivalence classes of matrices in Mf and equivalence classes of directed
ideals of R.
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Proof. We follow the proof by Taussky in [12].
Let A ∈ Mf . Then since f is the minimal polynomial of A, α is an
eigenvalue of A. Let wα be an associated eigenvector - we may choose wα
to contain only elements of R. Let A be the set of A-linear combinations of
the entries of wα. The relation αwα = Awα shows that A is in fact an ideal
of R, and since A is non-singular, it shows that the entries of wα form a basis
for A. Associate with A the class of directed ideals containing (A,wα).
Any other choice of eigenvector is a multiple of wα, and the directed ideal
obtained in this way is clearly equivalent to (A,wα).
If B = SAS−1 is equivalent to A, then BSwα = SAwα = αSwα, and so B
has eigenvalue α with associated eigenvector Swα. This matrix is associated
with the directed ideal (A, Swα) which is also equivalent to (A,wα).
Now suppose that (B,v) is a directed ideal of A[α]. Then the components
of αv are all elements of B, and since the components of v forms a basis for
B over A, there exists an n × n matrix B over A such that αv = Bv. This
implies that α is an eigenvalue of B.
Let β be any conjugate of α, and let φ be the isomorphism A[α] → A[β].
Then applying φ to the equation αv = Bv yields βv′ = Bv′, where v′ is
obtained from v by applying φ componentwise. This shows that β is also
an eigenvalue of B. Since β was arbitrary, it follows that B has minimal
polynomial f(X), and so B ∈Mf . Associate with (B,v) the equivalence class
of matrices containing B.
If w is any other basis for B with w = Sv, where S ∈ SLn(A), a similar
argument as above shows that there exists a matrix A over A such that αSv =
ASv. On the other hand, multiplying the equation αv = Bv from the left
by S gives αSv = SBv, i.e. (AS − SB)v = 0. Arguing similarly as above,
the equation (AS − SB)v′ = 0 holds for all eigenvectors v′ of B, and hence
AS = SB, or B = S−1AS.
An alternative definition of a directed ideal.
In this dissertation we will mainly work with A = Fq[T ], f irreducible over
Fq[T ] with root α and R = Fq[T ][α]. In this case, we may simplify the defini-
tion of a directed ideal by using the following bijection of sets.
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Proposition 3. There is a one-to-one correspondence between the set of equiv-
alence classes of directed ideals, and equivalence classes of pairs (A, σ) where
A is an ideal of Fq[T ][α], σ is an element of F×q and (A, σ1) and (B, σ2) are
equivalent if there exist a, b ∈ Fq[T ][α] such that aA = bB as ideals and
sgn(N(a))σ1 = sgn(N(b))σ2, where N(x) is the norm of x, that is, the product
of the n conjugates of x in Fq[T ][α].
Proof. Let (A,w) be a directed ideal, and let G be the matrix such that
w = Ge (as in the proof of Theorem 1). Let σ = sgn(det(G)) and associate
with (A,w) the pair (A, σ). If (B,v) is equivalent to (A,w), then there exist
a, b ∈ Fq[T ][α] and S ∈ SLn(Fq[T ]) such that aA = bB as ideals, and aSw =
bv. Let v = He, so (B,v) is associated with (B, sgn(det(H))).
There are unique matrices Ra and Rb over A such that ae = Rae and
be = Rbe, hence bv = HRbe, and similarly aSw = SGRae. Since e contains
a basis for R, it follows that HRb = SGRa. Note that det(Rb) = N(b), so
det(HRb) = det(H)N(b), hence the directed ideal (bB, bv) is associated with
(bB, sgn(N(b) det(H))) and (aA, aSw) is associated with (aA, sgn(N(a))σ).
But then we have that (A, σ) is equivalent to (aA, sgn(N(a))σ) which equals
(bB, sgn(N(b)) sgn(det(H))) which is equivalent to (B, sgn(N(b) det(H))).
Conversely, given the pair (A, σ), let w be a vector whose entries generate
A. As before, there exists a matrix G such that w = Ge. If sgn(det(G)) = τ ,
let S be a matrix in GLn(A) with det(S) =
σ
τ
. Then the directed ideal (A, Sw)
is associated with (A, σ).
In the rest of this dissertation, we will refer to both pairs of the form (A,w)
and (A, σ) as directed ideals. Note that for every c ∈ F×q , there is a natural
bijection (A, σ) 7→ (A, cσ), which we will exploit in chapter 4.
Chapter 3
Equivalence Classes of Matrices
In this chapter we will consider A = Fq[T ] and n = 2. Let the polynomial
p(X) = X2 − ΓX − ∆ ∈ Fq[T ][X] be irreducible. Note that if p(X) is the
minimal polynomial of a matrix A over Fq[T ] and k ∈ Fq[T ], then the polyno-
mial p(X + k) is the minimal polynomial of the matrix B = A− kI2, where I2
is the 2 × 2 identity matrix. By replacing X with X + k for some k ∈ Fq[T ]
if necessary, we may assume that the degree of ∆ is minimal. Specifically,
if d = min{deg(p(x)) |x ∈ Fq[T ]}, where deg(x) denotes the degree of x as
a polynomial in T , and k is an element of Fq[T ] for which this minimum is
attained, we may replace p(X) with p(X + k) (in which case deg(∆) = d).
Further, by replacing X with sgn(Γ)X and dividing the equation through by
sgn(Γ)2, we may assume that Γ is monic in T .
The polynomial p(X) now has the following property:
Proposition 4. Let p(X) = X2 − ΓX − ∆ be a polynomial over Fq[T ] such
that Γ is monic in T and deg(p(x)) ≥ deg(∆) for all x ∈ Fq[T ]. If deg(Γ) = g
and deg(∆) = d, then one of the following holds:
• d > 2g and d is odd;
• d > 2g, d is even and sgn(∆) is not a square in Fq;
• d = 2g and sgn(∆) is not of the form α2 − α for some α ∈ Fq, or
• d < g.
9
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Proof. We prove the contrapositive of the proposition by making use of the
following observation: if deg(x2 − Γx) = d and sgn(x2 − Γx) = sgn(∆), then
deg(p(x)) < d. We consider several cases:
• Suppose that d > 2g, d = 2D is even and sgn(∆) = α2 for some α ∈
F×q . Set x = αTD. Then deg(x2) = 2D > g + D = deg(Γx) and so
deg(x2 − Γx) = 2D = d and sgn(x2 − Γx) = sgn(x)2 = α2 = sgn(∆),
which shows that deg(p(x)) < d.
• Suppose that d = 2g and sgn(∆) = α2−α for some α ∈ Fq. Set x = αT g.
Then deg(x2) = d = deg(Γx), so deg(x2 − Γx) = d (since α2 − α 6= 0)
and sgn(x2 − Γx) = sgn(x)2 − sgn(x) = α2 − α = sgn(∆).
• Suppose that g ≤ d < 2g and set x = − sgn(∆)T d−g. Then we have
that deg(x2) = 2d − 2g < d = deg(Γx), hence deg(x2 − Γx) = d and
sgn(x2 − Γx) = − sgn(x) = sgn(∆).
Let deg(Γ) = g and deg(∆) = d for the remainder of the chapter. We will
consider the 2× 2 matrices over Fq[T ] which satisfy the equation
X2 − ΓX −∆ = 0. (3.1)
3.1 Reduced matrices
Every matrix solution to (3.1) has the form
[
b −c
a Γ− b
]
with ∆ = b2−Γb−ac,
ac 6= 0.
Definition 4. A matrix solution A =
[
b −c
a Γ− b
]
to (3.1) is said to be reduced
if deg(b) < deg(a) < max{1
2
d, g}, and is said to be almost reduced if deg(b) <
deg(a) = max{1
2
d, g}.
In a reduced matrix, the degrees of a and b are bounded from above, and
the field of coefficients Fq is finite. Also, given a and b, c is uniquely determined
from b2 − Γb−∆ = ac, so there is only a finite number of reduced matrices.
We have the following:
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Proposition 5. Every matrix solution to (3.1) is equivalent to a reduced ma-
trix or an almost reduced matrix.
Proof. We use the following algorithm to reduce a matrix A =
[
b −c
a Γ− b
]
.
Step 1. If deg(b) ≥ deg(a), write b = aq + r in the unique way such that q, r ∈
Fq[T ] and deg(r) < deg(a). Replace A with the equivalent matrix[
1 −q
0 1
]
A
[
1 q
0 1
]
=
[
r −c′
a Γ− r
]
where c′ = −aq2 + (Γ− 2r)q + c.
Step 2. If deg(a) > max{1
2
d, g}, replace A with the equivalent matrix[
0 1
−1 0
]
A
[
0 −1
1 0
]
=
[
Γ− b −a
c b
]
,
and go back to step 1.
If this algorithm terminates, the resulting matrix will be reduced or almost
reduced, by construction. It remains to show that the algorithm always ter-
minates.
If, after performing step 1, the algorithm doesn’t terminate, it means that
deg(b) < deg(a) and deg(a) > max{1
2
d, g} and step 2 has to be performed. In
this case, since ac = b2 − Γb−∆, we have
deg(c)
= deg(b2 − Γb−∆)− deg(a)
≤ max{2 deg(b), g + deg(b), d} − deg(a)
= max{deg(b)− [deg(a)− deg(b)], g − [deg(a)− deg(b)], d− deg(a)}
< max{deg(b), g, 1
2
d} (since deg(b), 1
2
d < deg(a))
< deg(a).
Thus, performing step 2 strictly decreases the degree of a. Since step 1
leaves the degree of a unchanged, it means that step 2 can only be performed
a finite number of times, and so the process terminates.
This proposition shows that there are only a finite number of equivalence
classes of matrix solutions to (3.1).
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Remark 1. Note that if d ≥ 2g and A =
[
b −c
a Γ− b
]
is reduced (that is to say,
deg(b) < deg(a) < 1
2
d), then
deg(c) = deg(b2 − Γb−∆)− deg(a)
= d− deg(a)
> 1
2
d,
hence deg(a) < 1
2
d < deg(c) and deg(a) + deg(c) = d.
Similarly, if d < g, then deg(b) < deg(a) < g and so
deg(c)
= deg(b2 − Γb−∆)− deg(a)
= deg(Γb)− deg(a) (since deg(b2), deg(∆) < g + deg(b) = deg(Γb))
= g − [deg(a)− deg(b)]
< g.
Hence deg(c) < g in this case, but deg(a) < deg(c) does not necessarily
hold.
Also note that in this case, if deg(a), deg(b), deg(c) < g, then the matrix
is automatically reduced. Indeed, the above equations show that
deg(a) + deg(c) = deg(b2 − Γb−∆) = g + deg(b).
Hence deg(b) = deg(a) + deg(c) − g < min{deg(a), deg(c)} since both deg(a)
and deg(c) are less than g.
3.2 Equivalence of (almost) reduced matrices
It is possible for two (almost) reduced matrices to be equivalent. We now
investigate under which circumstances this is the case.
For the remainder of the section, let[
b′ −c′
a′ Γ− b′
]
=
[
x w
y z
]−1 [
b −c
a Γ− b
][
x w
y z
]
,
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where matrices A =
[
b −c
a Γ− b
]
and A′ =
[
b′ −c′
a′ Γ− b′
]
are almost reduced,
with deg(a′) ≤ deg(a), and
[
x w
y z
]
∈ SL2(Fq[T ]). Multiplying out the right
hand side, we get
a′ = ax2 + (Γ− 2b)xy + cy2, (3.2)
b′ = b− (awx+ (Γ− 2b)wy + cyz), (3.3)
c′ = aw2 + (Γ− 2b)wz + cz2. (3.4)
If α ∈ F×q , then[
α 0
0 α−1
]−1 [
b −c
a Γ− b
][
α 0
0 α−1
]
=
[
b −α−2c
α2a Γ− b
]
,
so we will consider a and a′ to be equivalent if they are equal modulo (F×q )2
(that is, we consider the matrix S =
[
x w
y z
]
to be an element of PSL2(Fq[T ]),
the projective special linear group).
If y = 0, then a′ = ax2 which forces x ∈ F×q and deg(a′) = deg(a). Then, if
w 6= 0, we have that deg(b′) = deg(b− awx) = deg(awx) ≥ deg(a) = deg(a′),
contradicting that A′ is reduced. Hence w = 0 and so A′ = A. In the sequel
we may assume that y 6= 0. We will treat the four cases in Proposition 4
separately.
Case: d is odd and d > 2g.
From Remark 1 it follows that in this case, deg(b) < deg(a) ≤ 1
2
d ≤ deg(c)
and in fact, all three inequalities are strict since d is odd. Note also that
deg(Γ− 2b) ≤ max{g, deg(b)} ≤ max{g, deg(a)} < 1
2
d.
Since we are assuming that y 6= 0, deg(cy2) ≥ deg(c) > deg(a) ≥ deg(a′). If
deg(x) ≤ deg(y), then deg(ax2) < deg(cy2) and
deg((Γ− 2b)xy) < 1
2
d+ deg(x) + deg(y) ≤ 1
2
d+ 2 deg(y) < deg(cy2)
which, using equation (3.2), leads to deg(a′) = deg(cy2) > deg(a), a contra-
diction. Thus we conclude that deg(x) > deg(y).
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To obtain equality in (3.2), at least two terms on the right hand side must
have equal degree. However, since d is odd and deg(a) + deg(c) = d, we have
that deg(ax2) and deg(cy2) have opposite parity. This means that we have one
of the following situations:
deg(ax2) = deg((Γ− 2b)xy) > deg(cy2) or
deg(ax2) < deg((Γ− 2b)xy) = deg(cy2).
The former leads to
deg(Γ− 2b)− deg(a) = deg(x)− deg(y) and
deg(x)− deg(y) > deg(c)− deg(Γ− 2b),
which implies deg(Γ − 2b) > 1
2
d (since deg(a) + deg(c) = d), a contradiction.
The latter leads to
deg(c)− deg(Γ− 2b) = deg(x)− deg(y) and
deg(x)− deg(y) < deg(Γ− 2b)− deg(a),
which also implies deg(Γ − 2b) > 1
2
d. We conclude that in this case, no two
reduced matrices are equivalent. Together with Proposition 5, this gives us
Theorem 6. If deg(∆) is odd and deg(∆) > 2 deg(Γ), then every matrix
solution to (3.1) is equivalent to a unique reduced matrix.
Case: d is even, d > 2g and sgn(∆) is not a square in Fq.
As in the previous section, we have that deg(b) < deg(a) ≤ 1
2
d ≤ deg(c)
and deg(Γ − 2b) < 1
2
d. We first assume that deg(a) < deg(c) (that is, the
matrix A is reduced) or that deg(x) > 0. As before, to obtain equality in
(3.2), at least two terms on the right hand side must have equal degree. If
deg(ax2) = deg((Γ− 2b)xy), then deg(y) = deg(a) + deg(x)− deg(Γ− 2b) and
so
deg(cy2) = deg(c) + deg(y) + (deg(a) + deg(x)− deg(Γ− 2b))
= deg(x) + deg(y) + d− deg(Γ− 2b)(since deg(a) + deg(c) = d)
> deg(x) + deg(y) + deg(Γ− 2b)(since deg(Γ− 2b) < 1
2
d)
= deg((Γ− 2b)xy),
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a contradiction.
Similarly, deg(cy2) = deg((Γ−2b)xy) leads to deg(ax2) > deg((Γ−2b)xy).
Hence we must have that deg(ax2) = deg(cy2) > deg((Γ − 2b)xy) and that
sgn(ax2)+sgn(cy2) = 0 which is equivalent to sgn(ac) = −( sgn(ax)
sgn(y)
)2. However,
from the equation ac = b2−Γb−∆ and d > 2g, we see that sgn(ac) = − sgn(∆),
which then implies that sgn(∆) = ( sgn(ax)
sgn(y)
)2, contradicting that sgn(∆) is not
a square in Fq. This shows that no reduced matrix is equivalent to another
reduced matrix, or an almost reduced matrix.
The case when deg(a) = deg(c) = 1
2
d (that is, A is almost reduced) and
x ∈ Fq remains. In this case y ∈ Fq is forced. From xz−wy = 1 we deduce that
deg(w) = deg(z), and since deg(a) = deg(c) = 1
2
d, it follows that deg(a′) = 1
2
d
and so deg(c′) = 1
2
d. We may now apply the above argument using equation
(3.4) to show that w, z ∈ Fq. From this, w and z are uniquely determined.
Indeed, equations (3.2) and (3.3) imply b′x+a′w = bx−cy and so w = − sgn(c)y
sgn(a′)
(since deg(bx − b′x) < deg(c)). Using (3.2), this simplifies to (recalling that
b2 − Γb−∆ = ac, so sgn(ac) = − sgn(∆))
w =
sgn(∆)y
(sgn(a)x)2 − sgn(∆)y2
and z = 1+wy
x
= sgn(a)
2x
(sgn(a)x)2−sgn(∆)y2 now follows from xz−wy = 1. (Note that w
is well-defined since (sgn(a)x)2 − sgn(∆)y2 6= 0 unless x = y = 0.)
Therefore, there are q2 − 1 matrices S such that S−1AS is again almost
reduced, namely
S ∈
{[
x sgn(∆)y
τ
y sgn(a)
2x
τ
]
: (x, y) ∈ Fq × Fq − (0, 0), τ = (sgn(a)x)2 − sgn(∆)y2
}
.
Not all of them result in distinct matrices, however. Since we are considering
equations modulo (F×q )2, we may mod out the action on this set of q2 − 1
matrices by the set of q − 1 matrices of the form
[
α 0
0 α−1
]
which leaves us
with q
2−1
q−1 = q+1 possibilities (effectively, we work with the same set as above,
where the matrices are considered to be in PSL2(Fq)). We now investigate
when these q + 1 possible matrices S−1AS are not distinct. It suffices to find
S for which S−1AS = A and y 6= 0.
Now, if S−1AS = A, then x× (3.4) + w × (3.3) yields
(Γ− 2b)w + c(z − x) = 0.
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Since deg(Γ− 2b) < d
2
= deg(c), we find that x = z and (Γ− 2b)w = 0. Since
we’re assuming that y 6= 0, it follows that w 6= 0 and Γ = 2b. Substituting
this back into (3.2), we find that c = 1−x
2
y2
a. But then we have
∆ = b2 − Γb− ac = −1
4
Γ2 +
x2 − 1
y2
a2,
and so
Γ2 + 4∆ = (x2 − 1)
(
2a
y
)2
.
(Note that we may divide by two, since the hypothesis “deg(∆) is not a square
in Fq” implies that the characteristic is odd). So x2 − 1 must be nonsquare,
and also, since sgn(c) = − sgn(∆)
sgn(a)
, we see that x
2−1
y2
= sgn(∆)
sgn(a)2
.
Thus, A is of the form
[
1
2
Γ sgn(∆)
sgn(a)2
a
a 1
2
Γ
]
. Substituting back into equations
(3.2)-(3.4), we find that any almost reduced matrix equivalent to A must take
the form
[
1
2
Γ sgn(∆)
β sgn(a)2
a
βa 1
2
Γ
]
, where β ∈ F×q . Hence the only almost reduced
matrices equivalent to A are A itself and
[
1
2
Γ a
sgn(a)2
sgn(∆)a 1
2
Γ
]
(where we choose
β = sgn(∆) to be non-square).
Case: d = 2g and sgn(∆) is not of the form α2 − α, α ∈ Fq.
A similar argument as in the previous section shows that no two reduced
matrices are equivalent, and an almost identical argument shows that there are
q+ 1 almost reduced matrices equivalent to any given almost reduced matrix,
unless the matrix is of the form
[
b sgn(∆)
sgn(a)2
a
a b+ a
sgn(a)
]
. In this case the only almost
reduced matrices equivalent to A are A itself and
[
b sgn(∆)
τ sgn(a)2
a
τa b+ a
sgn(a)
]
, where τ is
a non-square element of Fq.
The above arguments, together with Proposition 5 give us
Theorem 7. If deg(∆) is even, and either deg(∆) > 2 deg(Γ) and sgn(∆)
is not a square in Fq, or deg(∆) = 2 deg(Γ) and sgn(∆) is not of the form
α2 − α, α ∈ Fq, then every matrix solution to (3.1) is either equivalent to a
unique reduced matrix, or to a set of q+ 1 equivalent almost reduced matrices,
except when said solution takes one of the following forms:
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•
[
1
2
Γ sgn(∆)
sgn(a)2
a
a 1
2
Γ
]
if deg(∆) > 2 deg(Γ), or
•
[
b sgn(∆)
sgn(a)2
a
a b+ a
sgn(a)
]
if deg(∆) = 2 deg(Γ).
Case: d < g.
First note that if A is an almost reduced matrix, then adapting Remark 1 we
can show that deg(c) = deg(b) < deg(a) < g. Applying Step 2 of Proposition
5 to the matrix A will yield a reduced matrix equivalent to A, so we may
disregard almost reduced matrices in this section.
To determine which reduced matrices are equivalent, we need to determine
when the expression ax2 + (Γ− 2b)xy + cy2 has degree less than g (such that
deg(a′) < g in equation (3.2)). We first look at this expression when y = 1.
Proposition 8. If A =
[
b −c
a Γ− b
]
is a reduced matrix solution to (3.1), then
the expression ax2 +(Γ−2b)x+c has degree less than g for exactly two distinct
values of x.
Proof. Since deg(c) < g, a necessary and sufficient condition for the degree of
ax2 +(Γ−2b)x+ c to be less than g is deg(ax2 +(Γ−2b)x) < g. So we need to
find x such that x(ax+ Γ− 2b) has degree less than g. One solution is clearly
x = 0, so suppose that x 6= 0.
Now, unless deg(ax) = deg(Γ−2b) = g, we have that deg(x(Γ−2b+ax)) ≥
deg(Γ − 2b + ax) ≥ g, so we may assume that deg(x) = g − deg(a). If
r = Γ− 2b+ ax, we have that
deg(x(Γ− 2b+ ax)) = deg(xr) = deg(x) + deg(r) = g + deg(r)− deg(a).
For this to be less than g, it is necessary that deg(r) < deg(a). Since deg(a) <
g = deg(Γ−2b), there exist unique non-zero x and r with deg(r) < deg(a) such
that Γ− 2b = −ax+ r. Then, since deg(x) = g− deg(a) and deg(r) < deg(a),
deg(x(ax+ Γ− 2b)) = deg(xr) = g − deg(a) + deg(r) < g.
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We now define a mapping on the (finite) set of reduced matrices.
Define the mapping φ to map the reduced matrix A =
[
b −c
a Γ− b
]
to the
matrix S−1AS, where S =
[
x −1
1 0
]
and x is the unique non-zero polynomial
from Proposition 8. Using the same notation as in Proposition 8 (that is,
Γ− 2b = −ax+ r where x 6= 0 and deg(r) < deg(a)), we have
φ(A) =
[
b+ r −a
ax2 + (Γ− 2b)x+ c Γ− b− r
]
.
We claim that this matrix is reduced. Indeed, we have that deg(a) < g and
by construction, deg(ax2 + (Γ− 2b)x+ c) < g. Remark 1, together with
deg(b+ r) ≤ max{deg(b), deg(r)} < deg(a) < g
now imply that the matrix is reduced.
We now show that the mapping is injective. Suppose that there is a matrix
B such that φ(B) = φ(A). If φ(B) = R−1BR with R =
[
y −1
1 0
]
, then it
follows that
B = RS−1ASR−1 =
[
b+ ay − ax −C
a Γ− b− ay + ax
]
for some C. Since B is reduced, it follows that deg(b + ay − ax) < deg(a)
which is only possible if x = y, in which case A = B. This shows that φ
is an injective mapping on the finite set of reduced matrices, hence bijective.
The inverse of φ is the mapping which sends A =
[
b −c
a Γ− b
]
to the matrix
S−1AS where S =
[
0 −1
1 x′
]
and x′ is the unique non-zero polynomial such
that deg(Γ− 2b− cx′) < deg(c).
Since φ is injective, it induces a permutation on the set of reduced matrices.
Writing the permutation in disjoint cycle notation, we see that all the matrices
in each cycle are equivalent. It remains to show that all equivalent reduced
matrices lie in the same cycle.
Theorem 9. If deg(∆) < deg(Γ), two reduced matrix solutions to (3.1) are
equivalent if and only if B = φk(A) for some integer k.
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Proof. Let A =
[
b −c
a Γ− b
]
, B =
[
b′ −c′
a′ Γ− b′
]
and let S be a matrix
[
x w
y z
]
with xz − wy = 1 such that B = S−1AS. First assume that deg(y) ≤ deg(x).
As in the comments following equation (3.4) (page 13), y = 0 quickly leads to
A = B (that is, k = 0), so we may assume that y 6= 0.
We wish to apply φ to the matrix A. Hence we need to find a non-zero
polynomial X such that deg(aX2 +(Γ−2b)X+c) < g. Since deg(y) ≤ deg(x),
we can write x = x1y − Y1 with deg(Y1) < deg(y) and x1 non-zero. We claim
that X = x1 will suffice. Indeed,
ax21 + (Γ− 2b)x1 + c
= a
(
x+ Y1
y
)2
+ (Γ− 2b)
(
x+ Y1
y
)
+ c
=
1
y2
[
ax2 + (Γ− 2b)xy + cy2 + 2axY1 + (Γ− 2b)yY1 + aY 21
]
=
1
y2
[
a′ + 2axY1 + (Γ− 2b)yY1 + aY 21
]
.
Since deg(Y1) < deg(y) and deg(a) < deg(Γ− 2b) = g, we have that
deg(ax21 + (Γ− 2b)x1 + c)
≤ max{deg(a′), deg(aY 21 ), deg((Γ− 2b)yY1), deg(axY1)} − 2 deg(y)
< max{g, g + 2 deg(y), g + 2 deg(y), deg(ax) + deg(y)} − 2 deg(y)
= max{g, deg(a) + deg(x)− deg(y)}.
Now, since deg(y) ≤ deg(x) and deg(c) < g = deg(Γ − 2b), we have that
deg(cy2) < deg((Γ − 2b)xy). On the other hand, ax2 + (Γ − 2b)xy + cy2
has degree less than g, so we must have that deg(ax2) = deg((Γ − 2b)xy)
which leads to deg(a) + deg(x)− deg(y) = deg(Γ− 2b) = g which shows that
deg(ax21 + (Γ− 2b)x1 + c) < g.
Applying φ to A, we find that B = S−11 φ(A)S1, where
S1 =
[
x1 −1
1 0
]−1 [
x w
y z
]
=
[
y z
x1y − x x1z − w
]
=
[
X1 W1
Y1 Z1
]
.
Note that deg(Y1) < deg(y) = deg(X1), so we may repeat the above pro-
cess. After a finite number of steps, we obtain B = S−1k φ
k(A)Sk with Sk =[
Xk Wk
0 Zk
]
, which, as before, implies that φk(A) = B.
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If deg(y) > deg(x) but deg(y) ≤ deg(z), we may exchange the roles of
A and B in the above argument. Suppose now that deg(y) > deg(x) and
deg(y) > deg(z). The equation xz −wy = 1 now shows that deg(w) < deg(x)
and deg(w) < deg(z), so we have deg(w) < deg(x) < deg(y). By exchanging
the roles of A and B if necessary, we may assume that deg(b′) < deg(b). Now,
w×(3.3) + x×(3.4) yields
a′w + b′x = bx− cy
which simplifies to x(b− b′) = a′w + cy.
If deg(x(b−b′)) < deg(cy) this implies that deg(cy) = deg(a′w), or deg(y)−
deg(w) = deg(a′)− deg(c). On the other hand, looking at equation (3.2) and
remembering that deg(y) > deg(x), we must have that deg(cy2) = deg((Γ −
2b)xy which leads to deg(y) − deg(x) = g − deg(c) > deg(a′) − deg(c) =
deg(y)− deg(w), contradicting that deg(w) < deg(x).
Hence we must have that deg(x(b − b′)) ≥ deg(cy) which yields deg(y) −
deg(x) ≤ deg(b− b′)− deg(c) = deg(b)− deg(c) < 0 (by Remark 1), a contra-
diction. Hence the case deg(x) < deg(y) is impossible under the assumptions,
and the result follows.
To summarize, we have
Theorem 10. If deg(∆) < deg(Γ), then every matrix solution to (3.1) is
equivalent to the reduced matrices in a unique orbit of φ.
3.3 Composition of matrices
Under some circumstances, we can define a binary operation on the equivalence
classes of matrices that will make the set of equivalence classes of matrices
into an Abelian group. The binary operation we will use is an adaptation of
Dirichlet composition as described by Cox in [4, §3], which we will also refer
to as Dirichlet composition. To define Dirichlet composition, we will first need
the following propositions.
Proposition 11. Let p1, p2, . . . , pn, q1, q2, . . . , qn and m be polynomials over
Fq such that gcd(p1, p2, . . . , pn,m) = 1. Then the system of congruences
piB ≡ qi mod m, i = 1, 2, . . . , n
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has a unique solution modulo m if and only if
piqj ≡ pjqi mod m
for every i, j = 1, 2, . . . , n.
Proof. If B is a solution, then for each i, j, we have piB ≡ qi mod m and
pjB ≡ qj mod m. Hence we have
piqj ≡ pi(pjB) ≡ pj(piB) ≡ pjqi mod m.
Conversely, suppose that piqj ≡ pjqi mod m for every i, j = 1, 2, . . . , n.
Since gcd(p1, p2, . . . , pn,m) = 1, there exist polynomials c, c1, c2, . . . , cn such
that cm +
∑n
i=1 cipi = 1. If B is any solution to the system of congruences,
then for each i, cipiB ≡ ciqi mod m, and summing all n congruences yields
n∑
i=1
ciqi ≡ B
n∑
i=1
cipi ≡ B mod m,
so if a solution exists, it is unique. We show that B =
∑n
i=1 ciqi is a solution.
Indeed, for each j,
pjB = pj
n∑
i=1
ciqi
=
n∑
i=1
cipjqi
≡
n∑
i=1
cipiqj mod m
= (1− cm)qj
≡ qj mod m.
Proposition 12. Let a1, a2, b1, b2 be elements of Fq[T ] such that gcd(a1, a2,Γ−
b1− b2) = 1 and b2i ≡ Γbi + ∆ mod ai for i = 1, 2. Then there exists a unique
polynomial B modulo a1a2 such that
B ≡ b1 mod a1
B ≡ b2 mod a2 (3.5)
B2 ≡ ΓB + ∆ mod a1a2.
CHAPTER 3. EQUIVALENCE CLASSES OF MATRICES 22
Proof. We may combine the first two congruences to obtain
B2 − (b1 + b2)B + b1b2 = (B − b1)(B − b2) ≡ 0 mod a1a2.
The above system is thus equivalent to
a2B ≡ a2b1 mod a1a2
a1B ≡ a1b2 mod a1a2
(Γ− b1 − b2)B ≡ −∆− b1b2 mod a1a2.
This system satisfies the conditions of Proposition 11, hence has a unique
solution modulo a1a2.
We can now define Dirichlet composition of equivalence classes of matrices.
Definition 5. Let A1 =
[
b1 −c1
a1 Γ− b1
]
and A2 =
[
b2 −c2
a2 Γ− b2
]
be matrix
solutions to (3.1) such that gcd(a1, a2,Γ − b1 − b2) = 1. Then the Dirichlet
composition of the equivalence classes containing the matrices A1 and A2,
respectively, is the equivalence class containing the matrix
A1 ◦ A2 =
[
B −c
a1a2 Γ−B
]
where B is the element modulo a1a2 from Proposition 12 with minimal degree,
and
c = −B
2 − ΓB −∆
a1a2
.
For some choices of Γ and ∆, Dirichlet composition may not be well-defined
(or defined at all!) on equivalence classes of matrices. A sufficient condition
for Dirichlet composition to be well-defined is that in each equivalence class of
matrices there is a matrix such that gcd(a,Γ− 2b, c) = 1 (it will become clear
later why this is the case). Note that if gcd(a,Γ− 2b, c) = 1 for one matrix in
a class, it holds for all matrices in the class.
In even characteristic it suffices that Γ is irreducible. To see why, consider
the classes in which Γ divides both a and c. Then, if the class contains a
reduced matrix, then deg(a) < deg(Γ) which means that Γ cannot divide a,
and if the matrix class contains an almost reduced matrix, then the condition
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that Γ divides both a and c means that the reduced matrix must be of the
form given in the statement of Theorem 7, in which case Γ = 0 is forced.
In odd characteristic it suffices that Γ2 + 4∆ is squarefree. Indeed, if
gcd(a,Γ− 2b, c) = d, then d2 divides
(Γ− 2b)2 − 4ac = Γ2 + 4(b2 − Γb− ac) = Γ2 + 4∆.
To prove that Dirichlet composition is well-defined on classes of matrices is
possible using Definition 5, but rather cumbersome, so we will defer the proof
to section 4.1 (Proposition 18). For the remainder of the chapter we will
assume that, in odd characteristic, Γ2 + 4∆ is squarefree and that, in even
characteristic, Γ is irreducible.
Proposition 13. Dirichlet composition of equivalence classes is a commuta-
tive and associative binary operation.
Proof. Commutativity is clear, so let A1 =
[
b1 −c1
a1 Γ− b1
]
, A2 =
[
b2 −c2
a2 Γ− b2
]
and A3 =
[
b3 −c3
a3 Γ− b3
]
be three matrices such that gcd(a1, a2,Γ− b1− b2) = 1
and gcd(a1a2, a3,Γ−B− b3) = 1, where B is the unique element modulo a1a2
from Proposition 12 when composing A1 and A2. Then (A1◦A2)◦A3 is defined,
and let C be the unique element modulo a1a2a3 obtained from Proposition 12
when composing (A1 ◦ A2) and A3. Hence we have the congruences
B ≡ b1 mod a1
B ≡ b2 mod a2
B2 ≡ ΓB + ∆ mod a1a2
C ≡ b3 mod a3
C ≡ B mod a1a2
C2 ≡ ΓC + ∆ mod a1a2a3.
(3.6)
Now, if t is any common prime factor of a3 and a2, then gcd(a1a2, a3,Γ−
B − b3) = 1 implies that t does not divide Γ − B − b3. But B ≡ b2 mod a2,
so t does not divide Γ − b2 − b3. Hence gcd(a2, a3,Γ − b2 − b3) = 1 and the
composition A2 ◦ A3 is defined; let D be the unique element modulo a2a3
obtained from Proposition 12 when composing A2 and A3.
Now let t be any common prime divisor of a1 and a2a3 and suppose that
t divides a2. Then gcd(a1, a2,Γ − b1 − b2) = 1 implies that t does not divide
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Γ−b1−b2, and since D ≡ b2 mod a2, it follows that t does not divide Γ−b1−D.
Similarly, if t divides a3, then gcd(a1a2, a3,Γ−B− b3) = 1 implies that t does
not divide Γ − B − b3. Since B ≡ b1 mod a1 and b3 ≡ D mod a3, it follows
that t does not divide Γ− b1−D. Therefore, gcd(a1, a2a3,Γ− b1−D) = 1 and
hence A1 ◦ (A2 ◦ A3) is defined; let E be the unique element modulo a1a2a3
obtained from Proposition 12 when composing A1 and A2 ◦ A3. We have the
following congruences:
D ≡ b2 mod a2
D ≡ b3 mod a3
D2 ≡ ΓD + ∆ mod a2a3
E ≡ b1 mod a1
E ≡ D mod a2a3
E2 ≡ ΓE + ∆ mod a1a2a3.
(3.7)
Comparing the twelve congruences in (3.6) and (3.7), we see that
E ≡ b1 ≡ B ≡ C mod a1
E ≡ D ≡ b3 ≡ C mod a3
E ≡ D ≡ b2 ≡ B ≡ C mod a2
(E − C)(Γ− E − C) ≡ 0 mod a1a2a3,
the last congruence following from E2 − ΓE ≡ C2 − ΓC ≡ ∆ mod a1a2a3.
We wish to show that E ≡ C mod a1a2a3 (so that the two compositions
A1 ◦ (A2 ◦A3) and (A1 ◦A2) ◦A3 are equal), so first suppose that, without loss
of generality, E 6≡ C mod a1a2. Since E ≡ C modulo a1 and a2, it follows
that there is a common prime factor t of a1 and a2 such that t
k divides a1a2
and tk−1 divides E−C, but tk does not divide E−C for some positive integer
k ≥ 2. The last congruence above then implies that t divides Γ−E − C, and
hence t divides (Γ− E − C) + (E − C) = Γ− 2C.
Now, in odd characteristic, since t divides both a1 and a2, it follows that t
2
divides (Γ− 2C)2 − 4a1a2K for any K, and in particular, t2 divides Γ2 + 4∆,
a contradiction. Hence E ≡ C mod aiaj for i 6= j.
Finally suppose that E 6≡ C mod a1a2a3. Applying the above argument
but replacing a2 with a2a3 again yields a contradiction, so we conclude that,
in odd characteristic, E ≡ C mod a1a2a3, which is what we needed to prove.
Applying the above argument to even characteristic shows that if E 6≡ C
mod a1a2 and t is a common prime factor of a1 and a2 such that t
k divides
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a1a2 and t
k−1 divides E − C, but tk does not divide E − C for some positive
integer k ≥ 2, then t divides Γ − E − C and Γ − 2C = Γ which implies that
Γ = t since Γ is irreducible. Hence Γ divides E +C. However, since Γ divides
both a1 and a2, it follows that E ≡ b1 ≡ C ≡ b2 mod Γ. Hence Γ divides
Γ − b1 − b2, which contradicts (a1, a2,Γ − b1 − b2) = 1. The rest of the proof
in this case continues as above.
We conclude that E ≡ C mod a1a2a3, and so Dirichlet composition is
associative.
This result now paves the way for the following:
Proposition 14. If Γ2 + 4∆ is squarefree (if q is odd) or Γ is irreducible
(if q is even), then the set of equivalence classes of matrix solutions to (3.1)
with Dirichlet composition is an Abelian group with identity element the class
containing the matrix
[
0 ∆
1 Γ
]
and the inverse of the class containing A =[
b −c
a Γ− b
]
is the class containing Ao =
[
b −a
c Γ− b
]
.
Proof. Let A =
[
b −c
a Γ− b
]
be any reduced matrix solution to (3.1). To com-
pose A with the matrix
[
0 ∆
1 Γ
]
, we first need to check that the conditions of
Proposition 12 are satisfied. Clearly, (a, 1,Γ− b) = 1 and also B = b satisfies
the system of congruences of Proposition 12. Hence the composition of A with[
0 ∆
1 Γ
]
is equal to
[
b −c
a Γ− b
]
= A.
To compose A with Ao, we note that gcd(a, c,Γ− 2b) = 1 and that B = b
is a solution to the system of congruences in Proposition 12. The composition
of A with Ao is the matrix
[
b −1
ac Γ− b
]
(since b2−Γb−∆ = ac). This matrix
is equivalent to[
0 −1
1 Γ− b
]−1 [
b −1
ac Γ− b
][
0 −1
1 Γ− b
]
=
[
0 ∆
1 Γ
]
.
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We call the matrix
[
0 ∆
1 Γ
]
the principal matrix, the class containing this
matrix the principal class and the φ-orbit of this matrix the principal cycle.
3.4 Additional results
We will need the following results in the next chapter.
Definition 6. Let A =
[
b −c
a Γ− b
]
. We call the matrix Ao =
[
b −a
c Γ− b
]
the
opposite of A, the matrix Aτ =
[
b −τ−1c
τa Γ− b
]
, where τ is a non-square element
of Fq, the twist of A and the matrix Aoτ =
[
b −τa
τ−1c Γ− b
]
the opposite twist
of A.
We also define the classes containing these matrices as the opposite, twist
and opposite twist of the class containing A.
Note that the twist of the opposite of A is equivalent to the opposite of
the twist of A, which is equal to the opposite twist of A. That is to say,
(Ao)τ ∼ (Aτ )o = Aoτ , where ∼ indicates equivalence. Also note that (Ao)o = A
and (Aτ )τ ∼ A and that the class containing Ao is the inverse of the class
containing A in the group defined in Proposition 14.
In all the following propositions, it is assumed that the matrices are solu-
tions to (3.1).
Proposition 15. Let A =
[
b −c
a Γ− b
]
be reduced and deg(∆) < deg(Γ). Then
1. if B is the opposite of A, then φ−1(B) is the opposite of φ(A);
2. if B is the twist of A, then φ(B) is the twist of φ(A);
3. if B is the opposite twist of A, then φ−1(B) is the opposite twist of φ(A).
In other words, φ−1(Ao) = φ(A)o, φ(Aτ ) = φ(A)τ and φ−1(Aoτ ) = φ(A)oτ .
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Proof. Suppose that φ(A) = S−1AS =
[
ax+ Γ− b −a
ax2 + (Γ− 2b)x+ c b− ax
]
where
S =
[
x −1
1 0
]
. We need to show that
φ(φ(A)o) = Ao.
Now,
φ(A)o =
[
ax+ Γ− b −(ax2 + (Γ− 2b)x+ c)
a b− ax
]
and to apply φ to this matrix using the definition (the paragraph after Propo-
sition 8),we need to find a polynomial y such that
deg(a) > deg(Γ− 2(ax+ Γ− b) + ay) = deg(Γ− 2b+ a(2x− y)).
However, we know that deg(Γ−2b+ax) < deg(a), and moreover, x is uniquely
determined (as in the proof of Proposition 8). Hence y = x, and we can apply
φ to φ(A)o:
φ(φ(A)o) =
[
x −1
1 0
]−1 [
ax+ Γ− b −(ax2 + (Γ− 2b)x+ c)
a b− ax
][
x −1
1 0
]
=
[
b −a
c Γ− b
]
= Ao.
A similar, but simpler, argument as above shows that φ(Aτ ) = φ(A)τ , and
then
φ(φ(A)oτ ) = φ(φ(Aτ )o) (by part 2)
= (Aτ )o (by part 1)
= Aoτ .
Since the principal class is its own inverse, we must have that the principal
matrix is equivalent to its opposite. In fact, we have:
Proposition 16. If C is the principal matrix, then φ(C) = Co.
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Proof. We use the definition of φ to calculate φ(C). Since 1 has degree 0, it
follows that x = −Γ and r = 0 as in the definition, and so
φ(C) =
[
−Γ −1
1 0
]−1 [
0 ∆
1 Γ
][
−Γ −1
1 0
]
=
[
0 −1
−∆ Γ
]
= Co.
Proposition 17. If there is a matrix A which is equivalent to its twist, then
every matrix is equivalent to its twist.
Proof. From the definition of Dirichlet composition it is clear that
(Aτ ◦B) = (A ◦Bτ ) = (A ◦B)τ .
Hence if A ∼ Aτ and B is any matrix, then
Bτ ∼ (A ◦ (Ao ◦B))τ = Aτ ◦ (Ao ◦B) ∼ A ◦ (Ao ◦B) ∼ B,
so B is equivalent to its twist.
If a matrix A and its twist lie in the same cycle, suppose that Aτ = φk(A)
for some integer k. Then applying Proposition 15, we find that φk(Aτ ) =
φk(A)τ = (Aτ )τ = A, hence φ2k(A) = A and the cycle has even length, with
A and Aτ lying at opposite ends of the cycle.
3.5 The connection to binary quadratic forms
In many of the proofs above, we made extensive use of the quadratic forms
ax2 + (Γ − 2b)xy + cy2. This is no accident, since if q is odd, then there is
a bijection between the set of matrix solutions to (3.1) and binary quadratic
forms over Fq[T ] with discriminant Γ2 + 4∆. The correspondence is given by
[
b −c
a Γ− b
]
←→ [−y, x]
[
b −c
a Γ− b
][
x
y
]
= ax2 + (Γ− 2b)xy + cy2.
This bijection can be used to define equivalence classes of binary quadratic
forms, develop reduction theory, calculate equivalence classes and define a
binary operation that makes the set of equivalence classes of binary quadratic
forms into a group.
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Gonza´lez develops the theory of binary quadratic forms over Fq[T ] in [7]
and his results in binary quadratic forms mirror the results of this chapter
under the above correspondence. Gonza´lez uses continued fractions to study
the equivalent of the d < g case in this chapter, with his continued fraction
cycles closely correlating with the φ-orbits of reduced matrices in this chapter.
Lastly, Yu develops a more general notion of binary quadratic forms over
Fq[T ] in [13] and introduces oriented quadratic spaces, which correlates with
the directed ideals used in this dissertation, under the mapping above and that
of Latimer and MacDuffee.
Yu defines a correspondence between classes of binary quadratic forms and
classes of lattices, which he then exploits, using Drinfeld modules, to derive a
class number formula.
Chapter 4
Equivalence classes of ideals
If we apply the Latimer-MacDuffee Theorem (Theorem 1) to the irreducible
polynomial f(X) = X2 − ΓX − ∆, we see that there is a bijection between
equivalence classes of matrix solutions to (3.1) and equivalence classes of di-
rected ideals of Fq[T ][α], where α is a root of f(X). The proof of the Latimer-
MacDuffee theorem in the irreducible case shows how to make this correspon-
dence explicit.
Consider the the matrix A =
[
b −c
a Γ− b
]
. Since α is an eigevalue of A, we
find that an associated eigenvector is
wα =
[
b− Γ + α
a
]
=
[
b− Γ 1
a 0
][
1
α
]
.
We find that the matrix
[
Γ− b −1
−a 0
]
is the matrix G as in the proof of Propo-
sition 3 (recall that G is the matrix over Fq[T ] such that wα = Ge, where in
this case, e = [1, α]tr, the entries of which forms a basis for the ring Fq[T ][α]
over Fq[T ]). Then sgn(det(G)) = − sgn(a), and so we associate, taking in con-
sideration the comment at the end of the proof of Proposition 3 with c = −1,
the class of matrices containing A to the ideal class containing the directed
ideal (〈a, b− Γ + α〉, sgn(a)).
4.1 The directed ideal class group
.
30
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If Γ2 + 4∆ is square-free (in odd characteristic) or Γ is irreducible (in even
characteristic), we can make the set of directed ideal classes into an Abelian
group using the composition
(A, σ1) ◦ (B, σ2) = (AB, σ1σ2). (4.1)
The conditions Γ2 + 4∆ is square-free (in odd characteristic) or Γ is irre-
ducible (in even characteristic) imply that Fq[T ][α] is a Dedekind domain (that
is, Fq[T ][α] is integrally closed), and one can always make the set of directed
ideals into an Abelian group if Fq[T ][α] is a Dedekind domain. In the odd
characteristic case, Γ2 + 4∆ is squarefree if and only if Fq[T ][α] is a Dedekind
domain, but in the even characteristic case it need not be true that Γ is irre-
ducible if Fq[T ][α] is a Dedekind domain. Either way, the assumptions imply
that every directed ideal class contains a directed ideal (〈a, b−Γ +α〉, sgn(a))
such that gcd(a,Γ − 2b, c) = 1, where b2 − Γb − ∆ = ac (see the discussion
directly after Definition 5).
Proposition 18. The set of ideal classes together with the above composition
is an Abelian group with identity element the class containing (〈1, α〉, 1) and
the inverse of the class containing (〈a, b − Γ + α〉, σ) is the class containing
(〈a, b− α〉, σ).
Proof. The composition as defined above is clearly commutative and associa-
tive, but we need to show that it is indeed well-defined on ideal classes.
Let (A1, σ1) and (B1, τ1) be two directed ideals, equivalent to (A2, σ2) and
(B2, τ2) respectively. Then there exist a1, b1, a2, b2 ∈ Fq[T ][α] such that
a1A1 = a2A2, sgn(N(a1))σ1 = sgn(N(a2))σ1
b1B1 = b2B2, sgn(N(b1))τ1 = sgn(N(b2))τ2.
Then (A1, σ1) ◦ (B1, τ1) = (A1B1, σ1τ1), (A2, σ2) ◦ (B2, τ2) = (A2B2, σ2τ2)
and
a1b1A1B1 = a2b2A2B2 with
sgn(N(a1b1))σ1τ1 = sgn(N(a2b2))σ2τ2,
since sgn(xy) = sgn(x) sgn(y) and N(xy) = N(x)N(y). Hence (A1B1, σ1τ1)
and (A2B2, σ2τ2) are equivalent, so the composition is well-defined on ideal
classes.
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The directed ideal (〈1, α〉, 1) = (Fq[T ][α], 1) clearly acts as the identity
element, so we need to prove the assertion about inverses. Now,
〈a, b− Γ + α〉〈a, b− α〉
= 〈a2, a(b− α), a(b+ α− Γ), (b− α)(b+ α− Γ)〉
= 〈a2, a(b− α), a(Γ− 2b), b2 − α2 − Γb+ Γα〉
= 〈a2, a(b− α), a(Γ− 2b), b2 − Γb−∆〉
= 〈a2, a(b− α), a(Γ− 2b), ac〉
= a〈a, c,Γ− 2b, b− α〉
= a〈1, b− α〉 (since (a, c,Γ− 2b) = 1)
= a〈1, α〉.
Thus, (〈a, b− Γ + α〉, σ) ◦ (〈a, b− α〉, σ) = (a〈1, α〉, σ2) which is equivalent to
(〈1, α〉, 1) since a ∈ Fq[T ] and so sgn(N(a)) = sgn(a2) = sgn(a)2.
The bijection described by the Latimer-MacDuffee theorem now induces a
group structure on the set of equivalence classes of matrices. We now show
that this group structure and the group structure obtained with Dirichlet com-
position are the same. It will be enough to show that the binary operation
induced on the set of ideal classes by Dirichlet composition is the same as the
binary operation (4.1).
Proposition 19. Dirichlet composition of equivalence classes of matrices in-
duces composition of directed ideals.
Proof. We adapt the proof set out in [4, §7]. Let A1 =
[
b1 −c1
a1 Γ− a1
]
and
A2 =
[
b2 −c2
a2 Γ− a2
]
with composition A =
[
B −c
a1a2 Γ−B
]
(note that this
implies that gcd(a1, a2,Γ − b1 − b2) = 1). Under the correspondence, the
classes containing these matrices are associated with the classes containing
the ideals
(〈a1, b1−Γ+α〉, sgn(a1)), (〈a2, b2−Γ+α〉, sgn(a2)), (〈a1a2, B−Γ+α〉, sgn(a1a2)),
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respectively. From the system of congruences (3.5) we see that B ≡ b1 mod a1
and B ≡ b2 mod a2, so the three directed ideals are equal to
(〈a1, D〉, sgn(a1)), (〈a2, D〉, sgn(a2)), (〈a1a2, D〉, sgn(a1a2)),
where D = B − Γ + α. Observe that
D2 +D(Γ− 2B)
= (B − Γ + α)2 + (B − Γ + α)(Γ− 2B)
= (α +B − Γ)(α−B)
= α2 − Γα− (B2 − ΓB)
≡ α2 − Γα−∆ mod a1a2 (from (3.5))
= 0.
Also, if d is a common divisor of a1 and a2, then the first two congruences in
3.5 imply that d divides 2B − b1 − b2 = (2B − Γ) + (Γ − b1 − b2). Since d is
relatively prime to Γ− b1 − b2, it follows that d is relatively prime to Γ− 2B
as well. Hence
〈a1, D〉〈a2, D〉 = 〈a1a2, a1D, a2D,D2〉
= 〈a1a2, a1D, a2D, (Γ− 2B)D〉
= 〈a1a2, D〉 (since gcd(a1, a2,Γ− 2B) = 1)
and so
(〈a1, D〉, sgn(a1)) ◦ (〈a2, D〉, sgn(a2)) = (〈a1a2, D〉, sgn(a1a2)),
as required.
Definition 7. The Abelian group defined above is called the directed ideal
class group, denoted by
−→
C (Γ,∆). The order
−→
h (Γ,∆) of this group is called
the directed class number.
Note that if Γ1 and ∆1 are polynomials such that Γ
2
1 + 4∆1 = Γ
2 + 4∆ and
f(X) = X2 − Γ1X −∆1 (in odd characteristic), then
f
(
X − Γ− Γ1
2
)
=
(
X − Γ− Γ1
2
)2
− Γ1
(
X − Γ− Γ1
2
)
−∆1
= X2 − ΓX −
(
∆1 − Γ1
(
Γ− Γ1
2
)
−
(
Γ− Γ1
2
)2)
= X2 − ΓX − 1
4
(
4∆1 − (Γ2 − Γ21)
)
= X2 − ΓX −∆.
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Hence
−→
C (Γ,∆) ∼= −→C (Γ1,∆1) (this follows from the discussion in the first
paragrph on page 9), and we may speak of
−→
C (Γ2 + 4∆).
The relationship between the directed ideal class group and the classical
ideal class group C (Γ,∆) is given by the following proposition.
Proposition 20. If there exists a unit in Fq[T ][α] with non-square norm, then−→
C (Γ,∆) ∼= C (Γ,∆). If no such unit exists, then C (Γ,∆) is isomorphic to a
subgroup of
−→
C (Γ,∆) of index 2.
Proof. If  is a unit with nonsquare norm, then the directed ideal (A, 1) is
equivalent to the ideal (A, N()) = (A, N()). Since Fq/F×q ∼= Z2, it follows
that the group of directed ideals is isomorphic to the classical ideal class group.
If no such unit  exists, then (A, 1) and (A, τ), where τ is a non-square
element of Fq, lie in different classes. Indeed, if (A, 1) ∼ (A, τ) for some
ideal A, then there exists a matrix A such that A is equivalent to its twist.
Then Proposition 17 implies that the principal class is equivalent to its twist.
Equation (3.2) then shows that there exist elements x and y such that x2 +
Γxy −∆y2 = τ , where τ is a non-square element of Fq. Thus
N(x+ αy) = (x+ αy)(x+ αy)
= x2 + xy(α + α) + ααy2
= x2 + Γxy −∆y2
= τ
and so x+ αy is a unit with non-square norm, a contradiction.
Alternatively, if (A, 1) ∼ (A, τ), then there exist a, b ∈ Fq[T ][α] such that
aA = bA and sgn(N(a)) = τ sgn(N(b)). However, aA = bA implies that there
is a unit  such that a = b, and so
sgn(N(a)) = sgn(N(b)) = sgn(N()) sgn(N(b)) = N() sgn(N(b)),
which, together with sgn(N(a)) = τ sgn(N(b)) imply that N() is non-square,
a contradiction.
Hence the set of classes of directed ideals containing directed ideals of the
form (A, 1) is a subgroup of the directed ideal class group of index 2, and this
group is isomorphic to the classical ideal class group.
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Proposition 21. Let deg(∆) be odd and greater than 2 deg(Γ), and suppose
that Γ2 +4∆ has m monic prime divisors. Then the 2-rank of
−→
C (Γ,∆) is equal
to m.
Proof. To determine the 2-rank, we count the number of elements of the class
group of order at most 2. Let the equivalence class containing the matrix A =[
b −c
a Γ− b
]
have order at most 2 - A must then be equivalent to its opposite,[
Γ− b −c
a b
]
. However, no two reduced matrices are equivalent, hence the
reduction of this matrix must in fact equal A. That is, Γ− b ≡ b mod a, so a
divides Γ−2b. This happens if and only if a divides (Γ−2b)2−4ac = Γ2 +4∆,
so a is a divisor of Γ2 + 4∆.
The above argument reverses, so A is equivalent to its opposite if and only
if a divides Γ2 +4∆. Now, Γ2 +4∆ has 2m monic divisors, but since we require
deg a < 1
2
deg ∆, there are 2m−1 possibilities for a. However, if A is equivalent
to its opposite, then the same holds for the twist of A, so in total there are
2× 2m−1 = 2m elements of the group with order at most 2. Hence the 2-rank
of the group equals m.
Note that the result also holds in even characteristic: the first half of the
above argument shows that if A is equivalent to its opposite, then a divides
Γ. Since we’re assuming that Γ is irreducible, this means that a = 1 or a = Γ,
which gives a 2-rank of m = 1 (in characteristic 2 the twist of a matrix is not
defined, since every element of Fq is a square in Fq).
We have the following result by Zhang [14] about the 2-rank of the classical
ideal class group.
Theorem 22. Let deg(∆) < deg(Γ) in odd characteristic and suppose that
Γ2 + 4∆ has m monic prime divisors. Then the 2-rank of C (Γ,∆) is m− 2 if
Γ2 + 4∆ has a prime factor of odd degree, and m− 1 otherwise.
We can use this theorem to prove the following:
Proposition 23. Let deg(∆) < deg(Γ) in odd characteristic. Then the di-
rected class number is odd if and only if Γ2 + 4∆ is prime.
Proof. Suppose the directed class number is odd. Then by Proposition 20 we
must have that the classical class number is odd and that there exists a unit
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with non-square norm. By Theorem 22, the former can only happen if Γ2 +4∆
(which has even degree) has at most 2 prime factors, and if it has exactly two
prime factors, both factors must have odd degree.
Suppose that P is a prime factor of Γ2 + 4∆ with odd degree, and that
there is a unit  = A+Bα with non-square norm, i.e. A2 − ΓAB −∆B2 = τ ,
where τ is a non-square in Fq. Then
4τ = 4A2 − 4ΓAB − 4∆B2
= 4A2 − 4ΓAB + Γ2B2 − Γ2B2 − 4∆B2
= (Γ− 2A)2 − (Γ2 + 4∆)B2,
which implies that τ is a square mod P . Thus we have that, recalling that
τ q
k
= τ for all positive integers k,
1 = τ
qdeg(P )−1
2 =
(
τ q
deg(P )−1+···+1
) q−1
2
=
(
τdeg(P )
) q−1
2 .
Since deg(P ) is odd, τdegP is non-square, which implies that
(
τdeg(P )
) q−1
2 = −1,
a contradiction. Hence, if Γ2 + 4∆ is the product of two primes of odd degree,
then there doesn’t exist a unit with non-square norm. Thus, if the directed
class number is odd, Γ2 + 4∆ must be prime.
Conversely, if Γ2 + 4∆ is prime, then Theorem 22 implies that the classical
class number is odd, and Artin showed in [1, §14] that if Γ2 + 4∆ is prime,
then there exists a unit with non-square norm.
Corollary 24. If deg(∆) < deg(Γ) = 1 in odd characteristic, then the directed
class number is 1 if and only if Γ2 + 4∆ is prime, and 2 otherwise.
Proof. If deg Γ = 1, then the only reduced matrices are A =
[
0 ∆
1 Γ
]
and its
opposite. Hence the directed class number is either 1 or 2, and the above
proposition implies that it is 1 exactly when Γ2 + 4∆ is prime.
Finally, we end off the chapter with a proof of a property of the principal
cycle which we noticed in experimental data.
Theorem 25. Suppose that deg(∆) < deg(Γ) in odd characteristic and that
Γ2 + 4∆ is prime. Then the principal cycle has even length not divisible by 4.
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Proof. Let C be the principal matrix. Then φ(C) = Co by Proposition 16.
Also, from Proposition 23, we find that directed class number is odd, hence
every matrix is equivalent to its twist, and no matrix other than those in the
princicpal cycle is equivalent to its opposite. Since Cτ lies in the principal
cycle, it follows that the principal cycle has even length 2r and φr(C) = Cτ .
We wish to show that r is odd.
It would suffice to show that the principal cycle contains a matrix B such
that Bo = Bτ . Indeed, if B is such a matrix, then B = φk(C) for some positive
integer k. Then, using Proposition 15 twice , we obtain
φk(Cτ ) = φk(C)τ = Bτ = Bo = φk(C)o = φ−k(Co) = φ1−k(C)
which implies that Cτ = φ1−2k(C) and hence that r is odd.
We now show that such a matrix exists. Let τ be a non-square element of
Fq. Carlitz showed in [3] that if Γ2 + 4∆ doesn’t have a prime divisor of odd
degree, then there exist polynomials X and Y such that
Γ2 + 4∆ = X2 − τY 2,
and deg(X) > deg(Y ). This implies that X is in fact monic of degree g. Set
a =
Y
2
, b =
Γ−X
2
.
Note that deg(b), deg(a) < g. Then
Γ2 + 4∆ = X2 − τY 2 = (Γ− 2b)2 − 4τa2
and so the matrix A =
[
b −τa
a Γ− b
]
is a solution to (3.1) and moreover, since
deg(b), deg(a), deg(τa) < g, it is reduced, by Remark 1. Also, the matrix A
satisfies Ao = Aτ . Finally, since A must necessarily be equivalent to its twist,
it follows that A is equivalent to its opposite and hence A must lie in the
principal cycle.
Corollary 26. Suppose that deg(∆) < deg(Γ). If there exists a unit in
Fq[T ][α] with non-square norm τ and Γ2 + 4∆ does not have a prime divi-
sor of odd degree or a divisor of degree deg(Γ), then there exists a cycle of
even length not divisible by 4.
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Proof. From the proof of Theorem 25 it is clear that if Γ2 + 4∆ doesn’t have a
prime divisor of odd degree, then there always exists a matrix A with Ao = Aτ .
Since there exists a unit with non-square norm, by assumption, Proposition 20
now implies that every matrix is equivalent to its twist. We finally show that
there exists a matrix C in the same class as the matrix A such that φ(C) = Co.
In the cycle containing the matrix A, every matrix is equivalent to its
opposite, since A is equivalent to its opposite. Suppose that Ao = φk(A) for
some integer k. If k = 2r is even and B = φr(A), then
Bo = φr(A)o = φ−r(Ao) = φ−r(φ2r(A)) = φr(A) = B,
so B is equal to its opposite, and must thus be of the form
[
b −a
a Γ− 2b
]
. But
in this case, we find that
Γ2 + 4∆ = (Γ− 2b)2 − 4a2 = (Γ− 2b− 2a)(Γ− 2b+ 2a)
has a divisor of degree deg(Γ), a contradiction.
If k = 2r + 1 is odd, let C = φr(A). Then, by Proposition 15,
φ(C) = φr+1(A) = φ−r−1(Ao)o = φ−r−1(φ2r+1(A))o = φr(A)o = Co,
as required.
Then, as in the proof of Theorem 25, we obtain
φ−r(Cτ ) = φ−r(C)τ = Aτ = Ao = φ−r(C)o = φr(Co) = φr+1(C)
which implies that Cτ = φ2r+1C. The comments following the proof of Propo-
sition 17 now shows that the cycle containing C has length 4r + 2, as re-
quired.
Chapter 5
Examples
5.1 Representatives of each equivalence class
for some Γ and ∆
Γ = T 2 + T + 1, ∆ = T 5 + 2 in F3[T ].
Since deg(∆) > 2 deg(Γ) and deg(∆) is odd, Theorem 6 implies that each
matrix class contains a unique reduced matrix. The reduced matrices are[
0 T 5 + 2
1 T 2 + T + 1
]
;
[
0 2T 5 + 1
2 T 2 + T + 1
]
[
2 T 4 + 2T + 2
T T 2 + T + 2
]
;
[
2 2T 4 + T + 1
2T T 2 + T + 2
]
[
0 T 4 + T 3 + T 2 + T + 1
T + 2 T 2 + T + 1
]
;
[
0 2T 4 + 2T 3 + 2T 2 + 2T + 2
2T + 1 T 2 + T + 1
]
[
T + 2 T 3 + T 2 + 2T + 1
T 2 + 2T T 2 + 2
]
;
[
T + 2 2T 3 + 2T 2 + T + 2
2T 2 + T T 2 + 2
]
.
Also, Γ2 + 4∆ = T (T + 2)(T 3 + 2T 2 + T + 1) is squarefree, so the classes
form a group. Every element has order at most 2, so
−→
C (Γ,∆) ∼= Z2×Z2×Z2.
Γ = T 2 + 1, ∆ = 3T 4 + 3T 3 + 2T + 3 in F5[T ].
In this case deg(∆) = 2 deg(Γ) and sgn(∆) = 3, which is not expressible as
α2 − α in F5. Hence, by Theorem 7, the equivalence classes in this case either
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contain a unique reduced matrix, or a set of q+1 = 6 almost reduced matrices.
The reduced matrices in this case are[
0 3T 4 + 3T 3 + 2T + 3
1 T 2 + 1
]
;
[
0 4T 4 + 4T 3 + T + 4
2 T 2 + 1
]
[
2 3T 3 + 4T 2 + 2
T + 3 T 2 + 4
]
;
[
2 4T 3 + 2T 2 + 1
2T + 1 T 2 + 4
]
[
3 3T 3 + 4T 2 + T + 4
T + 3 T 2 + 3
]
;
[
3 4T 3 + 2T 2 + 3T + 2
2T + 1 T 2 + 3
]
.
The almost reduced matrices are the following, with all the matrices in
each column being equivalent.[
1 3T 2 + 4T + 2
T 2 + 3T + 4 T 2
] [
1 4T 2 + 2T + 1
2T 2 + T + 3 T 2
]
[
T + 1 3T 2 + T + 2
T 2 + T + 4 T 2 + 4T
] [
T + 1 4T 2 + 3T + 1
2T 2 + 2T + 3 T 2 + 4T
]
[
T + 1 3T 2 + 3T + 2
T 2 + 2T + 4 T 2 + 4T
] [
T + 1 4T 2 + 4T + 1
2T 2 + 4T + 3 T 2 + 4T
]
[
2T + 1 4T 2 + 2T + 1
2T 2 + 4T + 3 T 2 + 3T
] [
2T + 1 3T 2 + 4T + 2
T 2 + 2T + 4 T 2 + 3T
]
[
2T + 1 4T 2 + 3T + 1
2T 2 + T + 3 T 2 + 3T
] [
2T + 1 3T 2 + T + 2
T 2 + 3T + 4 T 2 + 3T
]
[
3T + 1 4T 2 + 4T + 1
2T 2 + 2T + 3 T 2 + 2T
] [
3T + 1 3T 2 + 3T + 2
T 2 + T + 4 T 2 + 2T
]
.
In this case we have Γ2 + 4∆ = 3T 4 + 2T 3 + 2T 2 + 3T + 3 is irreducible,
hence squarefree and so the above equivalence classes form a group. The class
containing
[
3 3T 3 + 4T 2 + T + 4
T + 3 T 2 + 3
]
has order 8, hence
−→
C (Γ,∆) ∼= Z8.
Γ = T 2 + 1, ∆ = 3 in F5[T ].
In this example we have deg(∆) < deg(Γ), so by Theorem 10, the reduced
matrices in this case can be divided up into cycles of equivalent matrices. The
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cycles of reduced matrices are[
0 3
1 T 2 + 1
] [
3 3T + 2
T + 1 T 2 + 3
] [
4 4T + 1
T + 1 T 2 + 2
]
[
0 4
2 T 2 + 1
] [
4 4T + 4
T + 4 T 2 + 2
] [
3 4T + 4
2T + 3 T 2 + 3
]
[
3 4T + 1
2T + 2 T 2 + 3
] [
4 2T + 3
2T + 2 T 2 + 2
]
[
4 2T + 2
2T + 3 T 2 + 2
] [
3 3T + 3
T + 4 T 2 + 3
]
,
where φ applied to a matrix is equal to the matrix below it. In this case,
Γ2 + 4∆ = T 4 + 2T 2 + 3 is irreducible, hence square-free, so
−→
C (Γ,∆) ∼= Z3.
Γ = T 5 + T 2 + 1, ∆ = T 4 + T 2 + T + 1 in F2[T ].
In this characteristic 2 example, Γ is irreducible and deg(∆) < deg(Γ), so we
can divide the reduced matrices up into cycles of equivalent matrices. Due to
space constraints, we represent the matrices by their first column
[
b
a
]
. The
arrows indicate application of φ.
Id :
[
0
1
]
→
[
0
T 4 + T 2 + T + 1
]
→
[
T 3 + T + 1
T 4 + T 2 + T + 1
]
A :
[
0
T + 1
]
→
[
1
T 4 + 1
]
→
[
T 2 + T
T 3 + T 2 + 1
]
B :
[
1
T + 1
]
→
[
0
T 3 + T 2 + 1
]
→
[
T 2 + T
T 4 + 1
]
C :
[
1
T 2 + 1
]
→
[
T + 1
T 4 + T 3 + 1
]
→
[
T 3 + T 2 + 1
T 4 + T 2 + T + 1
]
→
[
T 2 + T
(T + 1)(T 2 + 1)
]
D :
[
T + 1
T 2 + 1
]
→
[
1
(T + 1)(T 2 + 1)
]
→
[
T 2 + T
T 4 + T 2 + T + 1
]
→
[
T 3 + T 2 + 1
T 4 + T 3 + 1
]
.
There are five cycles, and hence
−→
C (Γ,∆) ∼= Z5. Explicitly, the group
operation is given by the following:
A2 = D C2 = A AB = Id.
CHAPTER 5. EXAMPLES 42
5.2 Directed class number frequencies
We used the theoretical framework of Section 3.2 to compile a table of the
number of instances a particular directed class number appears for a given
degree of Γ (under the assumption that deg(∆) < deg(Γ)). The table contains
only instances where Γ2 + 4∆ is squarefree.
Note that if deg(Γ) is fixed, the number of directed class groups with a given
order is divisible by q, as expected, since if k ∈ Fq, then −→C (Γ(T ),∆(T )) ∼=−→
C (Γ(T + k),∆(T + k)). The notable exceptions arise when q divides deg(Γ)
(in the table below, q = 3,
−→
h = 1, 6, 8, 12). In this case, if Γ and ∆ are
polynomials in
∏
k∈Fq(T + k), then the transformation of Γ
2 + 4∆ using the
map T → T + k will result in the exact same polynomial.
q = 3 q = 5 q = 7
deg(Γ) deg(Γ) deg(Γ)
−→
h 1 2 3 4 Overall
−→
h 1 2 3 Overall
−→
h 1 2 Overall
1 3 15 98 654 15.65% 1 10 125 2100 17.17% 1 21 462 23.00%
2 3 27 189 1305 30.98% 2 10 210 3980 32.26% 2 21 791 38.67%
3 3 3 90 1.95% 3 20 220 1.84% 3 84 4.00%
4 9 123 1128 25.61% 4 105 3000 23.85% 4 420 20.00%
5 6 30 0.73% 5 5 150 1.19% 5 42 2.00%
6 10 171 3.68% 6 20 330 2.69% 6 119 5.67%
7 9 15 0.49% 7 0 30 0.23% 8 119 5.67%
8 41 516 11.32% 8 15 1330 10.33% 12 21 1.00%
10 3 57 1.22% 9 50 0.38%
11 0 12 0.24% 10 150 1.15%
12 4 144 3.01% 11 20 0.15%
13 6 0.12% 12 280 2.15%
14 30 0.61% 14 150 1.15%
16 129 2.62% 16 390 3.00%
18 12 0.24% 18 40 0.31%
20 39 0.79% 20 130 1.00%
21 3 0.06% 21 10 0.08%
22 6 0.12% 22 20 0.15%
24 24 0.49% 24 80 0.61%
30 3 0.06% 30 10 0.08%
32 20 0.15%
40 10 0.08%
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