In this paper, a new class of lower bounds on the probability of error for m-ary hypothesis tests is proposed. Computation of the minimum probability of error which is attained by the maximum a-posteriori probability (MAP) criterion, is usually not tractable. The new class is derived using Holder's inequality. The bounds in this class are continuous and differentiable function of the conditional probability of error and they provide good prediction of the minimum probability of error in multiple hypothesis testing. It is shown that for binary hypothesis testing problem this bound asymptotically coincides with the optimum probability of error provided by the MAP criterion. This bound is compared with other existing lower bounds in several typical detection and classification problems in terms of tightness and computational complexity.
INTRODUCTION
Lower bounds on the probability of error are of great importance in system design and performance analysis in many applications, such as signal detection, communications, and classification. It is well known that the minimum probahility of error is attained by the maximum a-posteriori probability (MAP) criterion, however, its probability of error is often difficult to calculate and usually not tractable. In such cases, lower bounds on the probability of error are useful for performance analysis, feasibility study and system design. These bounds can be useful also for derivation of analytical expressions for the Ziv-Zakai family of bounds for parameter estimation [1] . One of the difficulties in computation of the Ziv-Zakai bounds is that they involve an expression for the minimum probability of error of a binary hypothesis problem. Analytic expressions for lower bounds on the probability of error may be useful to simplify the calculation of the bound.
Several lower bounds on the probability of error have been presented in the literature. The bounds can be divided into binary hypothesis bounds [2] , [3] and general bounds for multiple-hypothesis bounds [4] , [5] , [6] . The lower bounds presented in [4] and [7] are based on Fano [8] and Shannon inequalities, respectively. The relations between entropy and error probability have been used to derive the bounds in [5] , [9] . Lower bounds on the Bayes risk, which utilize distance measures between statistical distributions [2] , [3] , [6] can also be used as lower bounds on the probability of error. The lower bounds in [2] , [3] are based on Bhattacharyya distance and have closed form expressions for many commonly used distributions, but their tightness are unsatisfactory in most cases. Devijver [6] introduced another bound in terms of the Bayesian distance. This bound is tighter than the Bhattacharyya bound and appropriate also for the multiple hypothesis testing.
Practical and useful lower bounds on the probability of error are expected to be computationally simple, tight, and appropriate for general multi-hypothesis problems. In this paper, a new class of lower bounds with the aforementioned desired properties is derived using Holder's inequality. The bounds in this class are simpler to compute than the optimum probability of error provided by the MAP criterion and they provide good prediction of the minimum probability of error in multiple hypothesis testing. The tightest lower bound under this class of bounds is derived. It is shown that some existing lower bounds [5] can be derived from this family. In addition, for binary hypothesis testing problem this bound asymptotically coincides with the optimum probability of error provided by the MAP criterion. This bound is compared with other existing lower bounds.
The paper is organized as follows. The basic idea of the bounding problem presented in Section 2. A brief review of existing lower bounds on the probability of error is presented in Section 3. The new class of bounds is derived in Section 4. The performances of the proposed bound for various examples is evaluated in Section 5. Finally, our conclusions appear in Section 6.
PROBLEM STATEMENT
Consider an M -ary hypothesis testing problem, in which the hypotheses are (}i, i~1, ... , M with the corresponding a-priori probabilities P(Od, i == 1, ... , A1, and the random observation vector is x. Let p(Oi Ix)' i == L ... , AI denote the conditional probability of Oi given x, and I(xiOd and I (x, Oi) are the conditional and joint probability density functions (pdt) of x and OJ. ri == 1, .... AI, respectively.
The probability of error of the decision problem is denoted by P e . It is well known that the minimum average probability of error, obtained by the MAP criterion, is given by [9] However, the minimum prohahility in (1) is often difficult to calculate and usually not tractable. Therefore, computable and tight lower bounds on the probability of error are useful for performance analysis and system design.
REVIEW OF EXISTING LOWER BOUNDS
In this section, some existing lower bounds on the minimum probability of error are presented. The following bounds have been derived especially for the binary hypothesis testing. Most of the binary hypothesis testing bounds are based on divergence measures of the difference between two probability distributions, known as I-divergences or Ali-Silvey distances [10] .
In [2] , the divergence and two Bhattacharyya-based lower bounds were proposed. The divergence lower bound is
:::i:i:~~is the likelihood ratio function, and
A simple Bhattacharyya-based lower bound is
The harmonic lower bound was proposed in [5] :
The "Gaussian-Sinusoidal" lower bound [11] is given by
where a == 1.8063. Although (10) where B [Blx]~E [i~p 2 (B;IX)] stands for the conditional Bayesian distance. In [6] , it is analytically shown that for the binary case the Bayesian distance lower bound in (9) is always tighter than the Bhattacharyya bound in (4) . The bound in (10) is tighter than the bound [5] , [6] (3) (II) This bound is always tighter than the divergence lower bound [2] . The second Bhattacharyya-based bound on P e is P e :2:
where L :2: 1. For L == 1 this bound can be obtained also by applying Jensen's inequality on the MAP probability of error.
The bound
Pe~B(quad) =~-~B [Blx] (12) was proposed in [13] and [14] in the context of Vajdas quadratic entropy and the quadratic mutual information, respectively. In [6] , it is claimed that 
Maximization of (21) with respect to (w.r.t.) ((.), results
((x) == c . g(x) l~q (22) and by substituting (22) in (21), the attained lower bound is
where 0 is the true hypothesis and lA is the indicator function of a subset A. Then, according to Holder's inequality [15] , for 1 < p. q < 00 1 + ! == 1 : (14) for an arbitrary scalar function v(x, 0). It can be seen that
Binary hypothesis testing
In the binary hypothesis problem with the hypotheses 0 1 and O 2 , the lower bound in (23) is 
which is the optimal bound for the binary hypothesis test, presented in (1).
For q == 2 this bound can be written by the following simple version:
which is identical to the "harmonic lower bound" in (6) and to B(quad) for the binary case in (12) . Thus, the binary lower bound in [5] can be interpreted as a special case of our general M -hypotheses bound, presented in (23).
The harmonic lower bound
(18) ((x) v (x, B) = P(Blx) E [Iu(x, O)v (x, 0) I] == E [E [Iu(x, O)v (x, 0)1 Ix]]
=E[jv(x,B)IJ-E[P(Blx)lv(x,B)I]. (17)
where (( .) is an arbitrary function. With no loss of generality ((.) can be chosen to be a nonnegative function. By substituting (18) in (17) one obtains 
Relation to upper bounds on minimum probability of error
In [5] , an upper bound on the probability of error of MAP estimator for binary hypothesis testing is derived using the negative power mean inequalities. According to this paper:
for any q > 1. It can be seen that this upper bound can be obtained by multiplying the proposed lower bound in (23) by where 2F1 is the hypergeometric function [16] . Several bounds on the probability of error and the minimum probability of error obtained by the MAP detector are presented in (7), (8) , and (II), respectively. It can be seen that the bound in (24) becomes tighter as q grows, and that for q == 10, the new bound is tighter than the other lower bounds almost everywhere.
Bounds comparison

EXAMPLES
Binary hypothesis problem
Consider the following binary hypothesis testing problem:
In this section, two examples are presented to evaluate the performances of the new lower bounds on the minimum probability of error derived in this paper. 
Multiple hypothesis problem
Consider the following multiple hypothesis testing problem: 
where u(·) denotes the unit step function and with P(0 1 ) == P(02) ==~and Al == 0.5. For this problem, the proposed bounds with q == 2 and q == 3 are This example demonstrates the simplicity of the proposed bound with q == 2, while the other bounds are intractable.
CONCLUSION
In this paper, a new class of lower bounds on the probability of error in multiple hypothesis testing was presented. These new bounds maintain the desirable properties of continuity, differentiability, and symmetry. In the binary case, the proposed class depends on a parameter, q which at the limit of infinity provides the minimum attainable probability of error, provided by the MAP detector. It is shown that this class of bounds generalizes some existing bounds for binary hypothesis tests. It was shown via examples that the proposed bounds outperform other existing bounds in terms of tightness and simplicity of calculation.
