Suppose LT" is the cone of n x n positive semidefinite matrices, and int(n") is the set of positive definite matrices. Theorems of Schur and Albert are applied to obtain some elements of IIn and int(IIn). Then an analogue of Albert's theorem is given for M-matrices, and finally a generalization is given for matrices of class P.
I. Introduction. Suppose Un is the cone of n X n positive semidefinite matrices over the complex field. The interior of LTn, denoted int(n"), is the set of n X n positive definite matrices.
If A and B are arbitrary matrices of the same size, the Hadamard product of A and B is the matrix A*B whose (/,/) entry is aiJbiJ. A rather comprehensive account of this product is given in [9] .
J. Schur proved the following theorem. Theorem 1.1 [8] . If A, B E IT,,, then A*B E Un. Further, if A, BE int(II"), then A*B E int(n").
This theorem is easily proved by noting A*B is a principal submatrix of the tensor product of A and B. Now suppose M is a matrix partitioned in the form (...) M-(* *).
In [2] , the generalized Schur complement of A in M is defined as Then M E Un if and only if A E LT^, M\A E Tl"_k and the null space of A is contained in the null space of B* (i.e. N (A) C N(B*)). Further, M G int(IIJ if and only if A G int(Uk), M\A G int(Un_k), and M\D G int(nt).
We shall utilize Theorems 1.1 and 1.2 to obtain some new results on positive semidefinite matrices.
II. Some elements of Un. As in §1, N(A) will denote the null space of the matrix A. III. M-matrices. Suppose A is a square matrix over the real field. Let Z" denote the class of n X n matrices whose off-diagonal entries are nonpositive. Assume A E Zn. A is called an M-matrix, see [6] , if and only if A is invertible and A~i is a nonnegative matrix (each entry is nonnegative). Let where A and D are square matrices of order k and n -k, respectively. If G is an M-matrix, then it is well known that A and D are M-matrices. Fan [5] proved that if D has order 1, then G\D is an M-matrix. Crabtree [3, Lemma 1] extended this result to D of arbitrary order. Watford [10] , in turn, proved this result for generalized M-matrices with respect to a cone. 
It is easy to verify G ■ G = I, so G ~' exists. Further, G ~' is nonnegative since each of A _1, D~\ iG\A)~l, and (G|Z>)_' is nonnegative, and B and C are nonpositive. Thus G is an M-matrix. □ Theorem 3 offers a practical procedure for determining if a given matrix is an M-matrix. Now we will take a closer look at Albert's theorem. First, we need some additional notation. If a and B are strictly increasing sequences on {1, Definition [6] . Suppose M is an n X n matrix. Then M belongs to class P if and only if all principal minors of M are positive.
We can generalize Albert's theorem to class P in the following manner.
Theorem 5. Let M be partitioned as in (1.1) , where the submatrix A has order 1. Then (3.3) M G P if and only if A G P, M\A E P, and D E P.
We omit the proof since the techniques are similar to those of Theorem 4. Observe the following concerning Theorem 5. On the one hand, to see if M G P, there are 2" -1 principal minors to check. Applying the above result, we obtain a number and two matrices of order n -1 to check the principal minors. Using this equivalence iteratively (to the right-hand side of (3.3)), there are 1 + 2 + • • • + 2"_1 numbers which must be verified to be positive. But 1 + 2 + • • • + 2"_1 = 2" -1 for n a positive integer, so, in fact, the same number of elements must be verified. The obvious advantage of the right-hand side of (3.3) lies in the reduction of the order of the matrices at each iteration.
It is possible to reduce the number of minors checked? For example, if M has leading positive principal minors, then M does not necessarily belong to class P. A simple example to illustrate is M = (J Z%).
Does there exist an analogue to Theorem 3 for class P when M is partitioned as in (Ll), with A of order ki If M has order 2 or 3, the result holds. For larger orders, it need not hold. Consider
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