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Изучены вопросы разрешимости подвижной точечной задачи нелиней-
ного оптимального управления в обратной задаче для одной систе-
мы с параболическим и обыкновенным дифференциальными уравне-
ниями при наличии нескольких подвижных источников. Параболиче-
ское уравнение рассмотрено с начально-граничными и нелокальным
интегральным условиями, а обыкновенное дифференциальное уравне-
ние – с начальным условием. Функционал качества имеет нелинейный
вид. Cформулированы необходимые условия нелинейной оптимально-
сти управления. Определение оптимальной управляющей функции све-
дено к сложному функционально-интегральному уравнению, решение
которого состоит из решения отдельно взятых двух уравнений: нели-
нейных функциональных уравнений и нелинейных интегральных урав-
нений. Получены: формулы для приближенного вычисления функции
состояния, функции восстановления и подвижного нелинейного опти-
мального управления и оценка для допускаемой погрешности по опти-
мальному управлению.
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Введение
Математическое моделирование многих процессов, происходящих в реальном
мире, приводит к изучению прямых и обратных задач для уравнений в частных
производных. Теория обратных задач для уравнений в частных производных, в
силу ее прикладной важности, является одним из важнейших разделов теории
дифференциальных уравнений в частных производных.
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Одним из классов качественно новых задач являются нелокальные обратные
задачи для дифференциальных уравнений. Нелокальные задачи в виде интеграль-
ных условий встречаются при математическом моделировании явлений различной
природы, когда граница области протекания процесса недоступна для непосред-
ственных измерений. Примером могут служить задачи, возникающие при исследо-
вании диффузии частиц в турбулентной плазме, процессов распространения теп-
ла, процесса влагопереноса в капилярно-пористых средах.
С другой стороны, теория оптимального управления для систем с распреде-
ленными параметрами широко применяется при решении задач аэрогазодинами-
ки, химических реакций, диффузии, фильтрации, процессов горения, нагрева и
т.д. [1–7]. Разрабатываются и эффективно используются различные приближен-
ные методы решения задач оптимального управления системами с распределен-
ными параметрами (см., напр. [8–15]).
Одним из направлений теории оптимального управления системами с распре-
деленными параметрами является разработка методов решения задач оптималь-
ного управления при наличии подвижных источников [16]. Во многих задачах
нелинейного оптимального управления процессом теплопередачи, часто приходит-
ся учитывать вспомогательные элементы. Эти элементы обычно имеют сосредото-
ченные параметры. Такие системы с распределенными параметрами можно опи-
сывать совокупностью нелинейных обыкновенных дифференциальных уравнений
и параболических уравнений при начальных и граничных условиях.
В данной работе рассматриваются вопросы аналитического и приближенного
решения нелинейной обратной задачи оптимального управления процессом рас-
пространения тепла по стержню конечной длины для одной системы с парабо-
лическим и обыкновенным дифференциальными уравнениями при смешанных и
начальном условиях и с квадратичным критерием оптимальности. При этом пред-
полагается существование нескольких подвижных точечных источников. Форму-
лируются необходимые условия оптимальности, основанные на принципе максиму-
ма, вычисляются управляющие функции и решается соответствующая обратная
задача.
1. Постановка задачи
Рассматривается нелинейное параболическое дифференциальное уравнение
𝜕 𝑢(𝑡, 𝑥)
𝜕 𝑡
− 𝜕
2 𝑢(𝑡, 𝑥)
𝜕 𝑥 2
= 𝜂 (𝑡)𝛽 (𝑥) +
𝑚∑︁
𝑘=1
𝛿
(︁
𝑥− 𝜎 𝑘 (𝑡)
)︁
𝑓 𝑘
(︁
𝑡, 𝑝 𝑘 (𝑡)
)︁
, (𝑡, 𝑥) ∈ 𝐷 (1)
при начальном
𝑢(0, 𝑥) = 𝜙(𝑥), 𝑥 ∈ 𝐷 𝑙 (2)
и граничных условиях Бенара
𝑢(𝑡, 0) = 𝑢(𝑡, 𝑙) = 0, 𝑡 ∈ 𝐷𝑇 , (3)
а также при дополнительном условии в интегральной форме
𝑇∫︁
0
Θ (𝑡)𝑢(𝑡, 𝑥)𝑑𝑡 = 𝜓(𝑥), 𝑥 ∈ 𝐷 𝑙, (4)
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где 𝑓 𝑘 (𝑡, 𝑝 𝑘) ∈ 𝐶(𝐷𝑇 × Ω) – функции внешнего источника, 𝑝 𝑘 (𝑡) ∈ 𝐶(𝐷𝑇 ) –
управляющие функции, 𝑘 = 1, 𝑚, 𝑢(𝑡, 𝑥) ∈ 𝐶(𝐷) – функция состояния управля-
емого процесса, 𝜙(𝑥) – функция распределения тепла по стрежню в начальный
момент времени, 𝜙(0) = 0, 𝜙(𝑥) ∈ 𝐶 2(𝐷 𝑙), 𝛿 (𝑥−𝜎 𝑘 (𝑡)) – дельта-функция Дирака,
𝑘 = 1, 𝑚, 𝛽(𝑥) ∈ 𝐶(𝐷 𝑙) – функция восстановления, 𝜂(𝑡) ∈ 𝐶(𝐷𝑇 ), Θ(𝑡) ∈ 𝐶(𝐷𝑇 ),
𝜓(𝑥) ∈ 𝐶(𝐷 𝑙), 𝐷 ≡ 𝐷𝑇 ×𝐷 𝑙, 𝐷𝑇 ≡ [0, 𝑇 ], 𝐷 𝑙 ≡ [0, 𝑙], Ω ≡ [0, 𝑀 ⋆], 0 < 𝑀 ⋆ < ∞,
0 < 𝑇 <∞, 0 < 𝑙 <∞.
Функции 𝜎 𝑘 (𝑡) ∈ 𝐶(𝐷𝑇 ) описывают изменения положения подвижных точеч-
ных источников в пределах от нуля до 𝑙 и определяются как решение следующей
задачи Коши
𝜎′𝑘 (𝑡) = 𝑞 𝑘
(︁
𝑡, 𝜎 𝑘 (𝑡)
)︁
, 𝜎 𝑘 (0) = 𝜎
0
𝑘 = const, (5)
где 𝑞 𝑘(𝑡, 𝜎 𝑘) ∈ 𝐶 0, 1(𝐷), 𝑘 = 1, 𝑚. Здесь дифференциальное уравнение (5) на
отрезке 𝐷𝑇 описывает скорость изменения положения подвижных точечных ис-
точников, зависящую от времени и текущего положения этих источников.
Отметим, что прямая смешанная задача (1)–(3) при 𝜂(𝑡) = 0 изучена в ра-
боте [17]. Это работа [17] отличается от других работ автора по оптимальному
управлению (см. [13–15]), прежде всего, тем, что в данной работе формулируются
необходимые условия оптимальности, основанные на принципе максимума.
В настоящей работе рассматриваются не только математические вопросы раз-
решимости нелинейной смешанной задачи оптимального управления, но и, в от-
личие от [17], изучаются вопросы переопределения неизвестного коэффициента
𝛽(𝑥) для данной системы с параболическим и обыкновенным дифференциаль-
ными уравнениями при дополнительном условии (4). А интегральная форма в
условии (4) связана с тем, что часто на практике встречаются ситуации, когда
объект исследования либо принципиально недоступен для измерения (особенное
в обратной задаче), либо проведение такого измерения дорого. Тогда в качестве
дополнительной информации, достаточной для однозначной разрешимости задачи
служат нелокальные условия в интегральной форме.
В дифференциальном уравнении (1) содержится тройка неизвестных функций:{︁
𝑢(𝑡, 𝑥) ∈ 𝐶(𝐷); 𝛽(𝑥) ∈ 𝐶(𝐷 𝑙); 𝑝 𝑘 (𝑡) ∈ 𝐶(𝐷𝑇 ), 𝑘 = 1, 𝑚
}︁
. Для полного опреде-
ления этой тройки неизвестных функций не достаточно задания условий (2)–(4).
Поэтому в работе будет использована минимизация квадратичного функциона-
ла качества. Методику решения задачи (1)–(4) можно применять и при решении
других задач нелинейного оптимального управления, связанных с процессом теп-
лопередачи, например в задачах управления металлургическими печами. Здесь
требуются исследования математических моделей для управления металлургиче-
скими печами, позволяющие в режиме реального времени прогнозировать рас-
пределение температуры нагреваемых материалов в зависимости от изменения
подаваемой мощности, времени нагрева тел, режимов нагрева и т.д.
Итак, при фиксированных значениях управлений 𝑝 𝑘 (𝑡) используется метод
разделения переменных, основанный на поиске решения смешанной задачи (1)–
(3) в виде ряда Фурье
𝑢(𝑡, 𝑥) =
∞∑︁
𝑖=1
𝑎 𝑖 (𝑡) 𝑏 𝑖 (𝑥), (6)
где функции 𝑏 𝑖 (𝑥) определены как собственные функции спектральной задачи
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𝑏′′ (𝑥) + 𝜆 2 𝑏 (𝑥) = 0, 𝑏 (0) = 𝑏 (𝑙) = 0, 0 < 𝜆 и образуют полную систему ортонор-
мированных функций
{︁
𝑏 𝑖 (𝑥)
}︁∞
𝑖=1
в 𝐿 2(𝐷 𝑙), а 𝜆 𝑖 – соответствующие собственные
значения.
Предполагается, что
𝛽(𝑥) =
∞∑︁
𝑖=1
𝛽 𝑖 𝑏 𝑖 (𝑥), (7)
где 𝛽 𝑖 =
𝑙∫︀
0
𝛽 (𝑦) 𝑏 𝑖 (𝑦) 𝑑𝑦.
Задача. Найти такие управляющие функции
𝑝 𝑘 (𝑡) ∈
{︁
𝑝 𝑘 : | 𝑝 𝑘 (𝑡) | ≤𝑀 ⋆, 𝑘 = 1, 𝑚, 𝑡 ∈ 𝐷𝑇
}︁
,
функцию восстановления 𝛽 (𝑥) и соответствующее им состояние 𝑢 (𝑡, 𝑥) – решение
обратной задачи (1)–(4), которые доставляют минимум функционалу
𝐽 [𝑝] =
𝑙∫︁
0
[︀
𝑢 (𝑇, 𝑦)− 𝜉 (𝑦)]︀ 2 𝑑𝑦 + 𝛼 𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑝 2𝑘 (𝑡) 𝑑𝑡, (8)
где 𝜉 (𝑥) – заданная функция такая, что 𝜉 (𝑥) =
∞∑︀
𝑖=1
𝜉 𝑖 𝑏 𝑖 (𝑥), 𝜉 𝑖 =
𝑙∫︀
0
𝜉 (𝑦) 𝑏 𝑖 (𝑦) 𝑑𝑦,
𝜉 (0) = 0, 0 < 𝛼 = const.
Здесь отметим, что в формуле (8) 𝑝 𝑘 (𝑡) ∈ 𝐶(𝐷𝑇 ), 𝑘 = 1, 𝑚 и они ограничены
по модулю на отрезке 𝐷𝑇 . Поэтому существование второго слагаемого в составе
функционала (8) не приводит к особенностям при решении данной задачи опти-
мального управления.
2. Обратная задача (1)–(4)
Обозначим
𝐶
1, 2
𝑢 (𝐷) =
{︁
𝑢 : 𝑢 (𝑡, 𝑥) ∈ 𝐶1, 2 (𝐷), 𝑢 (𝑡, 0) = 𝑢 (𝑡, 𝑙) = 0
}︁
,
𝐶
1, 2
Φ (𝐷) =
{︁
Φ : Φ (𝑡, 𝑥) ∈ 𝐶1, 2 (𝐷),Φ (𝑇, 𝑥) = 0
}︁
.
Замыкание этих пространств по норме
⃦⃦
𝑢
⃦⃦
𝐻 (𝐷)
=
⎯⎸⎸⎸⎷ 𝑇∫︁
0
𝑙∫︁
0
⃒⃒
𝑢 (𝑡, 𝑥)
⃒⃒ 2
𝑑𝑥 𝑑𝑡 <∞
обозначим, соответственно 𝐻 𝑢 (𝐷), 𝐻 Φ (𝐷).
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Определение 1. Если функция 𝑢 (𝑡, 𝑥) ∈ 𝐻 𝑢 (𝐷) удовлетворяет следующему
интегральному тождеству
𝑇∫︁
0
𝑙∫︁
0
{︂
𝑢 (𝑡, 𝑦)
[︂
𝜕 Φ(𝑡, 𝑦)
𝜕 𝑡
− 𝜕
2 Φ(𝑡, 𝑦)
𝜕 𝑦 2
]︂
−
−
[︃
𝜂 (𝑡)𝛽 (𝑦) +
𝑚∑︁
𝑘=1
𝛿
(︁
𝑦 − 𝜎 𝑘 (𝑡)
)︁
𝑓 𝑘
(︁
𝑡, 𝑝 𝑘 (𝑡)
)︁]︃
Φ (𝑡, 𝑦)
}︃
𝑑𝑦 𝑑𝑡 =
𝑙∫︁
0
𝜙
[︁
Φ(𝑡, 𝑦)
]︁
𝑡=0
𝑑𝑦
для любого Φ (𝑡, 𝑥) ∈ 𝐻 Φ (𝐷), то она называется обобщенным решением смешан-
ной задачи (1)–(3).
При доказательстве теорем используются следующие известные пространства:
– банахово пространство 𝐵 2 (𝑇 ) с нормой
⃦⃦
𝑎 (𝑡)
⃦⃦
𝐵 2 (𝑇 )
=
⎯⎸⎸⎷ ∞∑︁
𝑖=1
(︁
max
𝑡∈𝐷𝑇
⃒⃒
𝑎 𝑖 (𝑡)
⃒⃒)︁ 2
<∞,
– координатное гильбертово пространство ℓ2 с нормой
⃦⃦
𝜙
⃦⃦
ℓ 2
=
⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒
𝜙 𝑖
⃒⃒ 2
<∞.
Кроме того, в данной работе используются следующие обозначения. Класс
непрерывных функций в замкнутой области, ограниченных по норме с положи-
тельной постоянной 𝑀 , обозначим через Bnd (𝑀). Класс непрерывных функций в
замкнутой области, удовлетворяющих условию Липшица по переменным 𝑢, 𝑣, . . . с
положительным коэффициентом 𝑁 , обозначим через Lip
{︀
𝑁 |𝑢,𝑣,...
}︀
. А для функ-
ций одной переменной индекс опускается.
Как и в работе [13] легко убедиться, что решение смешанной задачи (1)–(3)
для фиксированных значений управлений и функции восстановления при помощи
определения обобщенного решения и рядов Фурье (6), (7) можно представить в
следующем виде
𝑢(𝑡, 𝑥) =
∞∑︁
𝑖=1
𝑏 𝑖 (𝑥)
⎧⎨⎩𝜔 𝑖 (𝑡) +
𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
[︁
𝜂 (𝑠)𝛽 𝑖+
+
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀]︁
𝑑𝑠
}︃
, (9)
где 𝜔 𝑖 (𝑡) = 𝜙 𝑖𝐺 𝑖 (𝑡, 0), 𝐺 𝑖 (𝑡, 𝑠) = exp
{︀− 𝜆 2𝑖 (𝑡− 𝑠)}︀, 𝜙 𝑖 = 𝑙∫︀
0
𝜙 (𝑦) 𝑏 𝑖 (𝑦) 𝑑𝑦.
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Предположим, что нелинейные функции 𝑓 𝑘
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
удовлетворяют следую-
щим условиям:
𝑓 𝑘
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀ ∈ Bnd(︀𝑀 0𝑘)︀, 𝑓 𝑘 𝑝 (︀𝑡, 𝑝 𝑘 (𝑡))︀ ̸= 0, (10)
где 0 < 𝑀 0𝑘 = const, 𝑓 𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
=
𝜕 𝑓 𝑘
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
𝜕 𝑝 𝑘
, 𝑘 = 1, 𝑚.
Теорема 1. Пусть 𝜙 (𝑥) ∈ 𝐿 2 (𝐷 𝑙) и функции 𝑓 𝑘
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
, 𝑘 = 1, 𝑚 удовлетво-
ряют условиям (10). Тогда для функции (9) справедливо, что 𝑢(𝑡, 𝑥) ∈ 𝐻 𝑢 (𝐷).
По условию задачи предполагается, что 𝜓 (𝑥) =
∞∑︀
𝑖=1
𝜓 𝑖 𝑏 𝑖 (𝑥), где
𝜓 𝑖 =
𝑙∫︀
0
𝜓 (𝑦) 𝑏 𝑖 (𝑦) 𝑑𝑦.
Воспользуемся условием (4):
𝜓 (𝑥) =
∞∑︁
𝑖=1
𝑏 𝑖 (𝑥)
⎧⎨⎩
𝑇∫︁
0
Θ (𝑡)𝜔 𝑖 (𝑡) 𝑑𝑡 +
𝑇∫︁
0
Θ (𝑡)
𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
[︁
𝜂 (𝑠)𝛽 𝑖+
+
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀]︁
𝑑𝑠 𝑑𝑡
}︃
.
Отсюда получаем, что
𝛽 𝑖 = 𝛾 1 𝑖 − 1
𝛾 0 𝑖
𝑇∫︁
0
Θ (𝑡)
𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀
𝑑𝑠 𝑑𝑡, (11)
где 𝛾 1 𝑖 =
1
𝛾 0 𝑖
(︃
𝜓 𝑖 −
𝑇∫︀
0
Θ (𝑡)𝜔 𝑖 (𝑡) 𝑑𝑡
)︃
, 𝛾 0 𝑖 =
𝑇∫︀
0
Θ (𝑡)
𝑡∫︀
0
𝐺 𝑖 (𝑡, 𝑠) 𝜂 (𝑠) 𝑑𝑠 𝑑𝑡 ̸= 0.
Подставляя (11) в (9), получаем
𝑢(𝑡, 𝑥) =
∞∑︁
𝑖=1
𝑏 𝑖 (𝑥)
⎧⎨⎩𝜇 𝑖 (𝑡) +
𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀
𝑑𝑠−
− 1
𝛾 0𝑖
𝑡∫︁
0
𝐺𝑖 (𝑡, 𝑠) 𝜂 (𝑠)
𝑇∫︁
0
Θ (𝜃)
𝜃∫︁
0
𝐺𝑖 (𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘 (𝜁)
)︀
𝑑𝜁 𝑑𝜃 𝑑𝑠
⎫⎬⎭ , (12)
где 𝜇 𝑖 (𝑡) = 𝜔 𝑖 (𝑡) + 𝛾 1 𝑖
𝑡∫︀
0
𝐺 𝑖 (𝑡, 𝑠) 𝜂 (𝑠) 𝑑𝑠.
Здесь нетрудно убедиться, что в предположениях поставленной задачи и вы-
полнении условий теоремы 1 функция (12) является единственным обобщенным
решением уравнения (1) с условиями (2)–(4) при фиксированных значениях функ-
ций управления 𝑝 𝑘 (𝑡), 𝜎 𝑘 (𝑡), 𝑘 = 1, 𝑚.
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3. Построение оптимального управления
Пусть 𝑝 𝑘 (𝑡) являются оптимальными управлениями:
∆𝐽
[︀
𝑝 𝑘 (𝑡)
]︀
= 𝐽
[︀
𝑝 𝑘 (𝑡) + ∆ 𝑝 𝑘 (𝑡)
]︀− 𝐽 [︀𝑝 𝑘 (𝑡)]︀ ≥ 0,
где 𝑝 𝑘 (𝑡) + ∆ 𝑝 𝑘 (𝑡) ∈ 𝐻 (𝐷𝑇 ), 𝑘 = 1, 𝑚.
Применение принципа максимума приводит к следующим необходимым усло-
виям оптимальности (см., напр. [18], стр. 36–40 или [4])
𝜗
(︀
𝑡, 𝜎 𝑘 (𝑡)
)︀
𝑓 𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀− 2𝛼𝑝 𝑘 (𝑡) = 0, (13)
𝜗
(︀
𝑡, 𝜎 𝑘 (𝑡)
)︀
𝑓 𝑘 𝑝 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀− 2𝛼 < 0, 𝑘 = 1, 𝑚, (14)
где 𝜗 (𝑡, 𝑥) – обобщенное решение следующей задачи
𝜗 𝑡 (𝑡, 𝑥) + 𝜗 𝑥𝑥 (𝑡, 𝑥) = 0, (𝑡, 𝑥) ∈ 𝐷,
𝜗 (𝑡, 𝑥) = −2
[︁
𝑢 (𝑇, 𝑥)− 𝜉 (𝑥)
]︁
, 𝜗 (𝑡, 0) = 𝜗 (𝑡, 𝑙) = 0,
сопряженной с задачей (1)–(3) и определяется по формуле
𝜗(𝑡, 𝑥) = −2
∞∑︁
𝑖=1
𝑏 𝑖(𝑥)𝐺 𝑖(𝑇, 𝑠) {𝜇 𝑖(𝑇 )+
+
𝑇∫︁
0
𝐺 𝑖(𝑇, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘(𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀
𝑑𝑠− 1
𝛾0𝑖
𝑇∫︁
0
𝐺𝑖(𝑇, 𝑠) 𝜂(𝑠)×
×
𝑇∫︁
0
Θ(𝜃)
𝜃∫︁
0
𝐺𝑖(𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘(𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘(𝜁)
)︀
𝑑𝜁𝑑𝜃𝑑𝑠− 𝜉𝑖
⎫⎬⎭ . (15)
С учетом условий (10) условия оптимальности (13), (14) перепишем в следую-
щем виде
2𝛼𝑝 𝑘 (𝑡) 𝑓
−1
𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
= 𝜗
(︀
𝑡, 𝜎 𝑘(𝑡)
)︀
, (16)
𝑓 𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀ 𝜕
𝜕 𝑝 𝑘 (𝑡)
(︃
𝑝 𝑘 (𝑡)
𝑓 𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀)︃ > 0, 𝑘 = 1, 𝑚. (17)
С учетом (17) из (14) и (15) получаем
𝛼𝑝 𝑘 (𝑡) 𝑓
−1
𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
+
+
∞∑︁
𝑖=1
𝑇∫︁
0
𝐺 𝑖(𝑇, 𝑡)𝐺 𝑖(𝑇, 𝑠)
𝑚∑︁
𝑘=1
𝑏 2𝑖
(︀
𝜎 𝑘(𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀
𝑑𝑠−
−
∞∑︁
𝑖=1
1
𝛾0𝑖
𝑇∫︁
0
𝐺𝑖(𝑇, 𝑡)𝐺𝑖(𝑇, 𝑠) 𝜂(𝑠)×
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×
𝑇∫︁
0
Θ(𝜃)
𝜃∫︁
0
𝐺𝑖(𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 2𝑖
(︀
𝜎 𝑘(𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘(𝜁)
)︀
𝑑𝜁𝑑𝜃𝑑𝑠 =
=
∞∑︁
𝑖=1
(︀
𝜇 𝑖 (𝑇 ) + 𝜉𝑖
)︀
𝐺 𝑖(𝑇, 𝑡) 𝑏 𝑖
(︀
𝜎 𝑘(𝑡)
)︀
. (18)
Преобразуем следующий интеграл с двукратным применением формулы Ди-
рихле
𝑇∫︁
0
𝑄0 𝑖(𝑡, 𝑠)
𝑇∫︁
0
Θ(𝜃)
𝜃∫︁
0
𝐺𝑖(𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 2𝑖
(︀
𝜎 𝑘(𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘(𝜁)
)︀
𝑑𝜁𝑑𝜃𝑑𝑠 =
=
𝑇∫︁
0
𝑄0 𝑖(𝑡, 𝑠)
𝑇∫︁
0
𝐺𝑖(0, 𝜁)
𝑚∑︁
𝑘=1
𝑏 2𝑖
(︀
𝜎 𝑘(𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘(𝜁)
)︀
𝜈𝑖 (𝜁) 𝑑𝜁 𝑑𝑠 =
=
𝑇∫︁
0
𝑄1𝑖(𝑡, 𝜁)
𝑚∑︁
𝑘=1
𝑏 2𝑖
(︀
𝜎 𝑘(𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘(𝜁)
)︀
𝑑𝜁, (19)
где 𝑄0 𝑖(𝑡, 𝑠) = 𝐺𝑖(𝑇, 𝑡)𝐺𝑖(𝑇, 𝑠) 𝜂(𝑠), 𝜈𝑖 (𝜁) =
𝑇∫︀
𝜁
Θ(𝜃)𝐺𝑖(𝜃, 0) 𝑑𝜃,
𝑄1𝑖(𝑡, 𝜁) = 𝜈𝑖 (𝜁)𝐺𝑖(0, 𝜁)
𝑇∫︀
𝜁
𝑄0 𝑖(𝑡, 𝑠) 𝑑𝑠.
Подставляя (19) в (18), получаем
𝛼𝑝 𝑘 (𝑡) 𝑓
−1
𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
+
+
∞∑︁
𝑖=1
𝑇∫︁
0
𝐺 𝑖(𝑇, 𝑡)𝐺 𝑖(𝑇, 𝑠)
𝑚∑︁
𝑘=1
𝑏 2𝑖
(︀
𝜎 𝑘(𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀
𝑑𝑠−
−
∞∑︁
𝑖=1
1
𝛾0𝑖
𝑇∫︁
0
𝑄1𝑖(𝑡, 𝜁)
𝑚∑︁
𝑘=1
𝑏 2𝑖
(︀
𝜎 𝑘(𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘(𝜁)
)︀
𝑑𝜁 =
=
∞∑︁
𝑖=1
(︀
𝜇 𝑖 (𝑇 ) + 𝜉𝑖
)︀
𝐺 𝑖(𝑇, 𝑡) 𝑏 𝑖
(︀
𝜎 𝑘(𝑡)
)︀
или
𝛼𝑝 𝑘 (𝑡) 𝑓
−1
𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
+
𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑄 2𝑘(𝑡, 𝑠) 𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀
𝑑𝑠−
−
𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑄 3𝑘(𝑡, 𝜁) 𝑓 𝑘
(︀
𝜁, 𝑝 𝑘(𝜁)
)︀
𝑑𝜁 = 𝐹 𝑘(𝑡), (20)
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где
𝑄 2𝑘(𝑡, 𝑠) =
∞∑︁
𝑖=1
𝐺 𝑖(𝑇, 𝑡)𝐺 𝑖(𝑇, 𝑠) 𝑏
2
𝑖
(︀
𝜎 𝑘(𝑠)
)︀
, 𝑄 3𝑘(𝑡, 𝜁) =
∞∑︁
𝑖=1
1
𝛾0𝑖
𝑄1𝑖(𝑡, 𝜁) 𝑏
2
𝑖
(︀
𝜎 𝑘(𝜁)
)︀
,
𝐹 𝑘(𝑡) =
∞∑︁
𝑖=1
(︀
𝜇 𝑖 (𝑇 ) + 𝜉𝑖
)︀
𝐺 𝑖(𝑇, 𝑡) 𝑏 𝑖
(︀
𝜎 𝑘(𝑡)
)︀
, 𝑘 = 1, 𝑚.
В уравнении (20) положим
𝛼𝑝 𝑘 (𝑡) 𝑓
−1
𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
= 𝑔 𝑘(𝑡), 𝑘 = 1, 𝑚. (21)
Здесь 𝑔 𝑘(𝑡) – пока неизвестные функции. Но, мы сначала предположим, что
они заданы. Тогда имеем следующие функциональные уравнения
𝑝 𝑘(𝑡) =
𝑔 𝑘(𝑡)
𝛼
𝑓 𝑘 𝑝
(︀
𝑡, 𝑝 𝑘 (𝑡)
)︀
, 𝑘 = 1, 𝑚. (22)
Пусть выполняется следующее условие
𝑓 𝑘 𝑝
(︀
𝑡, 𝑝 𝑘
)︀ ∈ Bnd(︀𝑀 𝑘)︀ ∩ Lip{︀𝑁 𝑘 | 𝑝 𝑘}︀, 𝑘 = 1, 𝑚, 0 < 𝑁 𝑘,𝑀 𝑘 = const.
Тогда функциональные уравнения (22) имеют единственное решение, которое
на отрезке 𝐷𝑇 находится из следующего итерационного процесса:
𝑝𝑛+1𝑘 (𝑡) =
𝑔 𝑘(𝑡)
𝛼
𝑓 𝑘 𝑝
(︀
𝑡, 𝑝𝑛𝑘 (𝑡)
)︀
, 𝑘 = 1, 𝑚, 𝑛 = 1, 2, . . . .
Это решение обозначим так
𝑝 𝑘 (𝑡) = ℎ 𝑘
(︀
𝑡, 𝑔 𝑘 (𝑡)
)︀
, 𝑘 = 1, 𝑚. (23)
Подставляя (23) в (20), с учетом (21) получаем следующие нелинейные инте-
гральные уравнения Фредгольма второго рода
𝑔 𝑘 (𝑡) +
𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑄 2𝑘(𝑡, 𝑠) 𝑓 𝑘
(︀
𝑠, ℎ 𝑘
(︀
𝑠, 𝑔 𝑘 (𝑠)
)︀)︀
𝑑𝑠−
−
𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑄 3𝑘(𝑡, 𝜁) 𝑓 𝑘
(︀
𝜁, ℎ 𝑘
(︀
𝜁, 𝑔 𝑘 (𝜁)
)︀)︀
𝑑𝜁 = 𝐹 𝑘(𝑡), 𝑘 = 1, 𝑚. (24)
Для произвольной функции 𝜓 (𝑡) ∈ 𝐶(𝐷𝑇 ) используем следующую евклидову
норму ⃦⃦
𝜓 (𝑡)
⃦⃦
𝐶
= max
𝑡∈𝐷𝑇
|𝜓 (𝑡) |.
Теорема 2. Пусть:
1) Выполняются условия теоремы 1 и условие (17);
2) 𝜉 (𝑥) ∈ 𝐿 2(𝐷𝑙) ;
3) 𝑓 𝑘
(︀
𝑡, ℎ 𝑘
)︀ ∈ Bnd(︀𝑀 𝑘1)︀ ∩ Lip{︀𝑁 𝑘1 |ℎ 𝑘}︀, 0 < 𝑁 𝑘1,𝑀 𝑘1 = const;
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4) ℎ 𝑘
(︀
𝑡, 𝑔 𝑘
)︀ ∈ Bnd(︀𝑀 𝑘2)︀ ∩ Lip{︀𝑁 𝑘2 | 𝑔 𝑘}︀, 0 < 𝑁 𝑘2,𝑀 𝑘2 = const;
5) 𝜌 = 2𝑙
𝑚∑︀
𝑘=1
𝑁 𝑘2
𝑚∑︀
𝑘=1
𝑁 𝑘1
𝑇∫︀
0
[︂
𝑀 23 +
⃦⃦⃦
1
𝛾0
⃦⃦⃦
ℓ2
max𝑡∈𝐷𝑇 𝑀 4(𝑡, 𝜁)
]︂
𝑑𝜁 < 1, где
𝑀 3 =
√︃
∞∑︀
𝑖=1
max𝑡∈𝐷𝑇
⃒⃒
𝐺 𝑖 (𝑇, 𝑡)
⃒⃒ 2
, 𝑀 4(𝑡, 𝜁) =
√︃
∞∑︀
𝑖=1
⃒⃒
𝑄 1𝑖 (𝑡, 𝜁)
⃒⃒ 2
.
Тогда нелинейные интегральные уравнения Фредгольма второго рода (24) име-
ют единственное решение, которое может быть найдено из следующего итера-
ционного процесса:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑔 1𝑘 (𝑡) +
𝑚∑︀
𝑘=1
𝑇∫︀
0
𝑄 2𝑘(𝑡, 𝑠) 𝑓 𝑘
(︀
𝑠, ℎ 𝑘(𝑠, 0)
)︀
𝑑𝑠−
−
𝑚∑︀
𝑘=1
𝑇∫︀
0
𝑄 3𝑘(𝑡, 𝜁) 𝑓 𝑘
(︀
𝜁, ℎ 𝑘(𝜁, 0)
)︀
𝑑𝜁 = 𝐹 𝑘(𝑡),
𝑔 𝑛+1𝑘 (𝑡) +
𝑚∑︀
𝑘=1
𝑇∫︀
0
𝑄 2𝑘(𝑡, 𝑠) 𝑓 𝑘
(︀
𝑠, ℎ 𝑘
(︀
𝑠, 𝑔 𝑛𝑘 (𝑠)
)︀)︀
𝑑𝑠−
−
𝑚∑︀
𝑘=1
𝑇∫︀
0
𝑄 3𝑘(𝑡, 𝜁) 𝑓 𝑘
(︀
𝜁, ℎ 𝑘
(︀
𝜁, 𝑔 𝑛𝑘 (𝜁)
)︀)︀
𝑑𝜁 = 𝐹 𝑘(𝑡), 𝑛 = 1, 2, . . . .
(25)
Здесь справедлива оценка⃦⃦⃦
𝑔 𝑛+1𝑘 (𝑡)− 𝑔 𝑘 (𝑡)
⃦⃦⃦
𝐶
≤ 𝜌
𝑛+1
1− 𝜌 𝐴, (26)
где
𝐴 =
√︂
2
𝑙
[︁⃦⃦
𝜇 (𝑇 )
⃦⃦
ℓ2
+
⃦⃦
𝜉
⃦⃦
ℓ2
]︁
𝑀 3 +
2
𝑙
𝑚∑︁
𝑘=1
𝑀 𝑘1
𝑇∫︁
0
[︃
𝑀 23 +
⃦⃦⃦⃦
1
𝛾0
⃦⃦⃦⃦
ℓ2
max
𝑡∈𝐷𝑇
𝑀 4(𝑡, 𝜁)
]︃
𝑑𝜁,
𝑀 3 =
⎯⎸⎸⎷ ∞∑︁
𝑘=1
max
𝑡∈𝐷𝑇
⃒⃒
𝐺 𝑖 (𝑇, 𝑡)
⃒⃒ 2
.
Подставляя решения уравнения (24) в (23), определяем управляющие функции
𝑝 𝑘 (𝑡). Если для (23) рассмотрим следующий итерационный процесс
𝑝𝑛+1𝑘 (𝑡) = ℎ 𝑘
(︀
𝑡, 𝑔 𝑛𝑘 (𝑡)
)︀
, 𝑘 = 1, 𝑚, 𝑛 = 0, 1, 2, . . . , (27)
то для погрешности приближенного вычисления управляющих функций с учетом
третьего условия теоремы и оценки (26) получаем, что справедлива оценка⃦⃦
𝑝𝑛+1𝑘 (𝑡)− 𝑝 𝑘 (𝑡)
⃦⃦
𝐶
≤ 𝜌
𝑛+1
1− 𝜌 𝐴
𝑚∑︁
𝑘=1
𝑁 𝑘2.
4. Построение оптимального процесса и вычисление минимального зна-
чения функционала
Согласно (12) оптимальный процесс находим по формуле
𝑢(𝑡, 𝑥) =
∞∑︁
𝑖=1
𝑏 𝑖 (𝑥)
⎧⎨⎩𝜇 𝑖 (𝑡) +
𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀
𝑑𝑠−
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− 1
𝛾 0𝑖
𝑡∫︁
0
𝐺𝑖 (𝑡, 𝑠) 𝜂 (𝑠)
𝑇∫︁
0
Θ (𝜃)
𝜃∫︁
0
𝐺𝑖 (𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘 (𝜁)
)︀
𝑑𝜁 𝑑𝜃 𝑑𝑠
⎫⎬⎭ . (28)
Из (7) с учетом (11) определяется оптимальная функция восстановления
𝛽(𝑥) =
∞∑︁
𝑖=1
𝑏 𝑖(𝑥)
⎧⎨⎩𝛾1𝑖 − 1𝛾0𝑖
𝑇∫︁
0
Θ(𝑡)
𝑡∫︁
0
𝐺𝑖(𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘(𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀
𝑑𝑠𝑑𝑡
⎫⎬⎭ . (29)
Оптимальный процесс (28) можно приближенно найти с помощью итерацион-
ного процесса
𝑢𝑛(𝑡, 𝑥) =
∞∑︁
𝑖=1
𝑏 𝑖 (𝑥)
⎧⎨⎩𝜇 𝑖 (𝑡) +
𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑛𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝𝑛𝑘 (𝑠)
)︀
𝑑𝑠−
− 1
𝛾0𝑖
𝑡∫︁
0
𝐺𝑖(𝑡, 𝑠) 𝜂(𝑠)
𝑇∫︁
0
Θ(𝜃)
𝜃∫︁
0
𝐺𝑖(𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎𝑛𝑘 (𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝𝑛𝑘 (𝜁)
)︀
𝑑𝜁𝑑𝜃𝑑𝑠
⎫⎬⎭ . (30)
Оптимальную функцию восстановления (29) можно приближенно найти с по-
мощью итерационного процесса
𝛽
𝑛
(𝑥) =
∞∑︁
𝑖=1
𝑏 𝑖(𝑥)×
×
⎧⎨⎩𝛾1𝑖 − 1𝛾0𝑖
𝑇∫︁
0
Θ(𝑡)
𝑡∫︁
0
𝐺𝑖(𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑛𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝𝑛𝑘 (𝑠)
)︀
𝑑𝑠𝑑𝑡
⎫⎬⎭ . (31)
Минимальное значение функционала, согласно формулам (8) и (28) находится
из следующей формулы
𝐽 [𝑝 𝑘] =
𝑙∫︁
0
⎧⎨⎩
∞∑︁
𝑖=1
𝑏 𝑖 (𝑥)
⎡⎣𝜇 𝑖 (𝑡) + 𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀
𝑑𝑠−
− 1
𝛾 0𝑖
𝑡∫︁
0
𝐺𝑖 (𝑡, 𝑠) 𝜂 (𝑠)
𝑇∫︁
0
Θ (𝜃)
𝜃∫︁
0
𝐺𝑖 (𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝 𝑘 (𝜁)
)︀
𝑑𝜁 𝑑𝜃 𝑑𝑠
⎤⎦⎫⎬⎭
2
𝑑𝑦+
+𝛼
𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑝 2𝑘 (𝑡) 𝑑𝑡. (32)
Из теории нелинейных дифференциальных уравнений (см., напр. работу [19]),
в частности, следует, что задача Коши (5) при выполнении условия
𝑞 𝑘
(︀
𝑡, 𝜎 𝑘
)︀ ∈ Bnd(︀𝑀 𝑘4)︀ ∩ Lip{︀𝑁 𝑘3 |𝜎 𝑘}︀, 0 < 𝑁 𝑘3,𝑀 𝑘4 = const, 𝑘 = 1, 𝑚
имеет единственное решение 𝜎 𝑘 (𝑡) ∈ 𝐶(𝐷𝑇 ), 𝑘 = 1, 𝑚.
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Теорема 3. Пусть выполняются условия теоремы 2. Тогда функционал (32) при-
нимает конечное значение.
Доказательство теоремы 3 аналогично доказательству теоремы 1, которое
приведено в приложении.
Приближенное значение функционала вычисляется по следующему итераци-
онному процессу
𝐽 [𝑝𝑛𝑘 ] =
𝑙∫︁
0
⎧⎨⎩
∞∑︁
𝑖=1
𝑏 𝑖 (𝑥)
⎡⎣𝜇 𝑖 (𝑡) + 𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑛𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝𝑛𝑘 (𝑠)
)︀
𝑑𝑠−
− 1
𝛾 0𝑖
𝑡∫︁
0
𝐺𝑖 (𝑡, 𝑠) 𝜂 (𝑠)
𝑇∫︁
0
Θ (𝜃)
𝜃∫︁
0
𝐺𝑖 (𝜃, 𝜁)
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑛𝑘 (𝜁)
)︀
𝑓 𝑘
(︀
𝜁, 𝑝𝑛𝑘 (𝜁)
)︀
𝑑𝜁 𝑑𝜃 𝑑𝑠
⎤⎦⎫⎬⎭
2
𝑑𝑦+
+𝛼
𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑝 2𝑘 (𝑡) 𝑑𝑡, 𝑛 = 1, 2, . . . , (33)
где функции 𝜎 𝑘 (𝑡) ∈ 𝐶(𝐷𝑇 ), 𝑘 = 1, 𝑚 определяются из итерационного процесса
𝜎 𝑛+1𝑘 (𝑡) = 𝜎
0
𝑘 +
𝑡∫︁
0
𝑞 𝑘
(︁
𝑠, 𝜎 𝑛𝑘 (𝑠)
)︁
𝑑𝑠, 𝑘 = 1, 𝑚, 𝑛 = 1, 2, . . . (34)
Заключение
В работе предлагается методика решения одной точечной подвижной задачи
нелинейного оптимального управления в обратной задаче для системы с параболи-
ческим и обыкновенным дифференциальными уравнениями при смешанных, на-
чальном и нелокальном интегральном условиях. Используется метод Фурье разде-
ления переменных. Сначала определяется формальное решение смешанной задачи
(1)–(3). С помощью дополнительного условия (4) для фиксированных значений
управляющих функций восстанавливается функция 𝛽(𝑥). При фиксированных
значениях управляющих функций получается формула (12), которая определяет
единственное обобщенное решение смешанной задачи (1)–(3). На основе принци-
па максимума формулируются необходимые условия оптимальности управлений
при квадратичных критериях (8). Доказывается однозначная разрешимость опти-
мальных управлений. При этом используется метод последовательных приближе-
ний в сочетании его с методом сжимающих отображений. Получаются формула
для приближенного вычисления подвижных оптимальных управлений и оценка
для допускаемой погрешности по оптимальным управлениям. Приводятся форму-
лы для приближенного вычисления оптимального процесса, функции восстанов-
ления и минимального значения функционала. При этом используются итераци-
онные процессы (25), (27), (30), (31), (33) и (34). Полученные результаты могут
найти дальнейшее применение в развитии математической теории обратных задач
НЕЛИНЕЙНОЕ ОПТИМАЛЬНОЕ УПРАВЛЕНИЕ В ОБРАТНОЙ ЗАДАЧЕ... 71
нелинейного оптимального управления системами с распределенными параметра-
ми при наличии подвижных источников.
Приложения
1. Доказательство теоремы 1. В интеграл ℑ =
𝑇∫︀
0
𝑙∫︀
0
𝑢 2(𝑡, 𝑦) 𝑑𝑦 𝑑𝑡 подставляем
формулу (9) и ее возведем в квадрат
ℑ =
𝑇∫︁
0
𝑙∫︁
0
⎧⎨⎩
∞∑︁
𝑖=1
𝑏 𝑖 (𝑦)
⎡⎣𝜔 𝑖 (𝑡) + 𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
(︁
𝜂 (𝑠)𝛽 𝑖+
+
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀)︁
𝑑𝑠
]︃}︃ 2
𝑑𝑦 𝑑𝑡 =
𝑇∫︁
0
𝑙∫︁
0
{︃ ∞∑︁
𝑖=1
𝜔 𝑖 (𝑡) 𝑏 𝑖 (𝑦)
}︃ 2
𝑑𝑦 𝑑𝑡+
+2
𝑇∫︁
0
𝑙∫︁
0
∞∑︁
𝑖=1
𝜔 𝑖 (𝑡) 𝑏 𝑖 (𝑦)
∞∑︁
𝑖=1
𝑡∫︁
0
𝐺 𝑖 (𝑡, 𝑠)
(︁
𝜂 (𝑠)𝛽 𝑖+
+
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘 (𝑠)
)︀)︁
𝑑𝑠 𝑏 𝑖 (𝑦) 𝑑𝑦 𝑑𝑡+
+
𝑇∫︁
0
𝑙∫︁
0
⎧⎨⎩
∞∑︁
𝑖=1
𝑡∫︁
0
𝐺 𝑖(𝑡, 𝑠)
(︁
𝜂 (𝑠)𝛽 𝑖 +
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀)︁
𝑑𝑠 𝑏 𝑖(𝑦)
⎫⎬⎭
2
𝑑𝑦𝑑𝑡.
Используем неравенства Гельдера
ℑ ≤
𝑇∫︁
0
∞∑︁
𝑖=1
⃒⃒
𝜔 𝑖 (𝑡)
⃒⃒ 2
𝑑𝑡
𝑙∫︁
0
∞∑︁
𝑖=1
⃒⃒
𝑏 𝑖 (𝑦)
⃒⃒ 2
𝑑𝑦 + 2
𝑙∫︁
0
∞∑︁
𝑖=1
⃒⃒
𝑏 𝑖 (𝑦)
⃒⃒ 2
𝑑𝑦
𝑇∫︁
0
⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒
𝜔 𝑖 (𝑡)
⃒⃒ 2×
×
⎯⎸⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒⃒⃒
⃒⃒
𝑡∫︁
0
𝐺 𝑖(𝑡, 𝑠)
(︁
𝜂 (𝑠)𝛽 𝑖 +
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀)︁
𝑑𝑠
⃒⃒⃒⃒
⃒⃒
2
𝑑𝑡+
+
𝑙∫︁
0
∞∑︁
𝑖=1
⃒⃒
𝑏 𝑖 (𝑦)
⃒⃒ 2
𝑑𝑦×
×
𝑇∫︁
0
∞∑︁
𝑖=1
⃒⃒⃒⃒
⃒⃒
𝑡∫︁
0
𝐺 𝑖(𝑡, 𝑠)
(︁
𝜂 (𝑠)𝛽 𝑖 +
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀)︁
𝑑𝑠
⃒⃒⃒⃒
⃒⃒
2
𝑑𝑡.
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Далее с учетом ортонормированности функций 𝑏 𝑖 (𝑥), получаем
ℑ ≤
𝑇∫︁
0
∞∑︁
𝑖=1
⃒⃒
𝜔 𝑖 (𝑡)
⃒⃒ 2
𝑑𝑡 + 2
𝑇∫︁
0
⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒
𝜔 𝑖 (𝑡)
⃒⃒ 2×
×
⎯⎸⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒⃒⃒
⃒⃒
𝑡∫︁
0
𝐺 𝑖(𝑡, 𝑠)
(︁
𝜂 (𝑠)𝛽 𝑖 +
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀)︁
𝑑𝑠
⃒⃒⃒⃒
⃒⃒
2
𝑑𝑡+
+
𝑇∫︁
0
∞∑︁
𝑖=1
⃒⃒⃒⃒
⃒⃒
𝑡∫︁
0
𝐺 𝑖(𝑡, 𝑠)
(︁
𝜂 (𝑠)𝛽 𝑖 +
𝑚∑︁
𝑘=1
𝑏 𝑖
(︀
𝜎 𝑘 (𝑠)
)︀
𝑓 𝑘
(︀
𝑠, 𝑝 𝑘(𝑠)
)︀)︁
𝑑𝑠
⃒⃒⃒⃒
⃒⃒
2
𝑑𝑡.
С учетом условия (10) и того, что
⃒⃒
𝑏 𝑖
(︀
𝜎 𝑘 (𝑡)
)︀ ⃒⃒ ≤ √︂2
𝑙
, применяем неравенство
Минковского
ℑ ≤𝑀 1 𝑇 + 2𝑀 1 𝑇
(︁⃦⃦
𝜂 (𝑡)
⃦⃦
𝐶
⃦⃦
𝛽
⃦⃦
ℓ 2
𝑇 +
√︂
2
𝑙
𝑀 0𝑀 2
)︁
+
+
⃦⃦
𝜂 (𝑡)
⃦⃦ 2
𝐶
⃦⃦
𝛽
⃦⃦ 2
ℓ 2
𝑇 3 +
2𝑇
𝑙
𝑀 20 𝑀
2
2 <∞,
где 𝑀 0 =
𝑚∑︀
𝑘=1
𝑀 0𝑘 , 𝑀 1 =
⃦⃦
𝜔 (𝑡)
⃦⃦
𝐵2(𝑇 )
≤ ⃦⃦𝜙 ⃦⃦
ℓ 2
,
𝑀 2 =
⎯⎸⎸⎸⎷ ∞∑︁
𝑖=1
max
𝑡∈𝐷𝑇
⃒⃒⃒⃒
⃒⃒
𝑡∫︁
0
𝐺 𝑖(𝑡, 𝑠) 𝑑𝑠
⃒⃒⃒⃒
⃒⃒
2
≤
⎯⎸⎸⎷ ∞∑︁
𝑖=1
1
𝜆 2𝑖
=
𝑙
𝜋
⎯⎸⎸⎷ ∞∑︁
𝑖=1
1
𝑖 2
≤
√
2 𝑙
𝜋
.
Отсюда следует утверждение теоремы 1.
2. Доказательство теоремы 2. Сначала заметим, что следующие функции
ограничены ⃒⃒
𝑄 2𝑘(𝑡, 𝑠)
⃒⃒ ≤ ⃒⃒⃒⃒⃒
∞∑︁
𝑖=1
𝐺 𝑖(𝑇, 𝑡)𝐺 𝑖(𝑇, 𝑠) 𝑏
2
𝑖
(︀
𝜎 𝑘(𝑠)
)︀ ⃒⃒⃒⃒⃒ ≤
≤ 2
𝑙
⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒
𝐺 2𝑖 (𝑇, 𝑡)
⃒⃒ 2⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒
𝐺 2𝑖 (𝑇, 𝑠)
⃒⃒ 2 ≤ 2
𝑙
𝑀 23 <∞,
⃒⃒
𝑄 3𝑘(𝑡, 𝜁)
⃒⃒ ≤ ∞∑︁
𝑖=1
⃒⃒⃒⃒
1
𝛾0𝑖
⃒⃒⃒⃒ ⃒⃒
𝑄1𝑖(𝑡, 𝜁)
⃒⃒ ⃒⃒⃒
𝑏 2𝑖
(︀
𝜎 𝑘(𝜁)
)︀ ⃒⃒⃒ ≤ 2𝑀 4(𝑡, 𝜁)
𝑙
⃦⃦⃦⃦
1
𝛾0𝑖
⃦⃦⃦⃦
ℓ 2
<∞,
⃒⃒
𝐹 𝑘(𝑡)
⃒⃒ ≤ ∞∑︁
𝑖=1
⃒⃒⃒ (︀
𝜇 𝑖 (𝑇 ) + 𝜉𝑖
)︀
𝐺 𝑖(𝑇, 𝑡) 𝑏 𝑖
(︀
𝜎 𝑘(𝑡)
)︀ ⃒⃒⃒ ≤
≤
√︂
2
𝑙
⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒⃒
𝜇 𝑖 (𝑇 ) + 𝜉𝑖
⃒⃒⃒ 2⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒⃒
𝐺 𝑖(𝑇, 𝑡)
⃒⃒⃒ 2
≤
√︂
2
𝑙
(︁⃦⃦
𝜇 (𝑇 )
⃦⃦
ℓ 2
+
⃦⃦
𝜉
⃦⃦
ℓ 2
)︁
𝑀 3 <∞,
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где
𝑀 3 =
⎯⎸⎸⎷ ∞∑︁
𝑖=1
max
𝑡∈𝐷𝑇
⃒⃒⃒
𝐺 𝑖(𝑇, 𝑡)
⃒⃒⃒ 2
, 𝑀 4(𝑡, 𝜁) =
⎯⎸⎸⎷ ∞∑︁
𝑖=1
⃒⃒
𝑄 1𝑖(𝑡, 𝜁)
⃒⃒ 2
.
В силу условий теоремы из (24) получаем следующие оценки
⃦⃦⃦
𝑔 1𝑖 (𝑡)
⃦⃦⃦
𝐶
≤
⃦⃦⃦⃦
⃦⃦𝐹 𝑘 (𝑡) + 𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑄 2𝑘(𝑡, 𝑠) 𝑓 𝑘
(︀
𝑠, ℎ 𝑘(𝑠, 0)
)︀
𝑑𝑠−
−
𝑚∑︁
𝑘=1
𝑇∫︁
0
𝑄 3𝑘(𝑡, 𝑠) 𝑓 𝑘
(︀
𝑠, ℎ 𝑘(𝑠, 0)
)︀
𝑑𝑠
⃦⃦⃦⃦
⃦⃦
𝐶
≤ 𝐴, (35)
где
𝐴 =
√︂
2
𝑙
[︁⃦⃦
𝜇 (𝑇 )
⃦⃦
ℓ2
+
⃦⃦
𝜉
⃦⃦
ℓ2
]︁
𝑀 3 +
2
𝑙
𝑚∑︁
𝑘=1
𝑀 𝑘1
𝑇∫︁
0
[︃
𝑀 23 +
⃦⃦⃦⃦
1
𝛾0
⃦⃦⃦⃦
ℓ2
max
𝑡∈𝐷𝑇
𝑀 4(𝑡, 𝑠)
]︃
𝑑𝑠;
⃦⃦⃦
𝑔 𝑛+1𝑘 (𝑡)− 𝑔 𝑛𝑘 (𝑡)
⃦⃦⃦
𝐶
≤
≤
𝑚∑︁
𝑘=1
max
𝑡∈𝐷𝑇
𝑇∫︁
0
⃒⃒⃒
𝑄 2𝑘(𝑡, 𝑠)
⃒⃒⃒ ⃦⃦⃦
𝑓 𝑘
(︀
𝑠, ℎ 𝑘
(︀
𝑠, 𝑔 𝑛𝑘 (𝑠)
)︀)︀− 𝑓 𝑘(︀𝑠, ℎ 𝑘(︀𝑠, 𝑔 𝑛−1𝑘 (𝑠))︀)︀ ⃦⃦⃦
𝐶
𝑑𝑠+
+
𝑚∑︁
𝑘=1
max
𝑡∈𝐷𝑇
𝑇∫︁
0
⃒⃒⃒
𝑄 3𝑘(𝑡, 𝜁)
⃒⃒⃒ ⃦⃦⃦
𝑓 𝑘
(︀
𝜁, ℎ 𝑘
(︀
𝜁, 𝑔 𝑛𝑘 (𝜁)
)︀)︀− 𝑓 𝑘(︀𝜁, ℎ 𝑘(︀𝜁, 𝑔 𝑛−1𝑘 (𝜁))︀)︀ ⃦⃦⃦
𝐶
𝑑𝜁 ≤
≤
⃦⃦⃦
ℎ 𝑘
(︀
𝑡, 𝑔 𝑛𝑘 (𝑡)
)︀− ℎ 𝑘(︀𝑡, 𝑔 𝑛−1𝑘 (𝑡))︀ ⃦⃦⃦
𝐶
×
×2
𝑙
𝑚∑︁
𝑘=1
𝑁 𝑘1
𝑇∫︁
0
[︃
𝑀 23 +
⃦⃦⃦⃦
1
𝛾0
⃦⃦⃦⃦
ℓ2
max
𝑡∈𝐷𝑇
𝑀 4(𝑡, 𝑠)
]︃
𝑑𝑠 ≤ 𝜌
⃦⃦⃦
𝑔 𝑛𝑘 (𝑡)− 𝑔 𝑛−1𝑘 (𝑡)
⃦⃦⃦
𝐶
. (36)
Из оценок (35) и (36) следует, что нелинейные интегральные уравнения Фред-
гольма второго рода (24) имеют единственное решение 𝑔 𝑘 (𝑡) ∈ 𝐶(𝐷𝑇 ), 𝑘 = 1, 𝑚.
Теорема 2 доказана.
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It is studied the questions of solvability of the nonlinear dot mobile point
problem of nonlinear optimal control in inverse problem for a system with
parabolic and ordinary differential equations in the case of presence of
several dot mobile sources. Parabolic equation is considered with mixed
value and nonlocal integral conditions, while ordinary differential equation
is considered with initial value condition. It is formulated the necessary
conditions for nonlinear optimal control. Determination of the optimal
control function is reduced to the complex functional-integral equation,
the solving process of which is composed of solutions of two different
equations: nonlinear functional equations and nonlinear integral equations.
It is obtained the formulas for approximation calculating the state function,
restore function and dot mobile nonlinear optimal control and the estimate
for the permissible error with respect to optimal control.
Keywords: parabolic equation, dot mobile point problem, inverse problem,
nonlinearity of control, functional minimization.
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