The phase space flow of a dynamical system leading to the solution of Linear Programming (LP) problems is explored as an example of complexity analysis in an analog computation framework. An ensemble of LP problems with n variables and m constraints (n > m), where all elements of the vectors and matrices are normally distributed is studied. The convergence time of a flow to the fixed point representing the optimal solution is computed. The cumulative distribution F (n,m) (∆) of the convergence rate ∆ min to this point is calculated analytically, in the asymptotic limit of large (n, m), in the framework of Random Matrix Theory. In this limit F (n,m) (∆) is found to be a scaling function, namely it is a function of one variable that is a combination of n, m and ∆ rather then a function of these three variables separately. From numerical simulations also the distribution of the computation times is calculated and found to be a scaling function as well. 
In recent years scientists have developed new approaches to computation, some of them based on continuous time analog systems. Analog VLSI devices, that are often described by differential equations, have applications in the fields of signal processing and optimization. Many of these devices are implementations of neural networks [1] , or the so-called neuromorphic systems [2] which are hardware devices whose structure is directly motivated by the workings of the brain. In addition there is an increasing number of theoretical studies of differential equations that solve problems such as sorting [3] , linear programming [4] and algebraic problems such as singular value decomposition and finding of eigenvectors (see [5] and references therein). On a more theoretical level, differential equations are known to simulate Turing machines [6] . The standard theory of computation and computational complexity [7] deals with computation in discrete time and in a discrete phase space, and is inadequate for the description of such systems. For the computation by analog devices a theory that is valid in continuous time and phase space is required. In this letter the application of such a theory to a standard problem, namely the Linear Programming (LP) will be presented. A detailed version will be published in the computer science literature [8] .
In two recent papers we have proposed a framework for computing with Ordinary Differtial Equations (ODEs) that converge exponentially to fixed points [9] . For such systems it is natural to consider the attracting fixed point as the output. The input can be modeled in various ways. One possible choice is the initial condition. This is appropriate when the aim of the computation is to decide to which attractor out of many possible ones the system flows (see [10] ). Here, as in [9] , the parameters on which the system of ODEs depends (e.g., the parameters appearing in the vector field F in (1)) are the input, and the initial condition is part of the algorithm. This modeling is natural for optimization problems, where one wishes to find extrema of some function E(x), e.g. by a gradient flowẋ = gradE(x), see examples in [5] .
The basic entity of the computational model is a dynamical system [11] defined by a set of ODEs
where x is an n-dimensional vector, and F is an n-dimensional smooth vector field, which converges exponentially to a fixed point. Eq. (1) then solves a computational problem as follows: Given an instance of the problem, the parameters of the vector field F are set, and it is started from some pre-determined initial condition. The result of the computation is then deduced from the fixed point that the system approaches. In [9] it was argued that the time parameter is a good measure of complexity, namely the computational effort, for the class of continuous dynamical systems introduced above. In this letter we will consider real inputs as for example in the BSS model [12] . More specifically, we will analyze the complexity of a flow for LP introduced in [4] . For computational models defined on the real numbers, worst case behavior, that is traditionally studied in computer science, can be ill defined and lead to infinite computation times, in particular, for interior point methods for linear programming [12, 13] . Therefore, we compute the distribution of computation times for a probabilistic model of linear programming instances rather than an upper bound. Worst case bounds may be dominated by extremely rare events. Probabilistic models can be useful in giving a general picture also for traditional discrete problem solving, where the continuum theory can be viewed as an approximation. Many of the probabilistic models used to study the performance of the simplex algorithm and interior point methods assume a Gaussian distribution of the data [14, 15] , as we do here. The worst case bound on computation time for the simplex algorithm is exponential, whereas some of the probabilistic bounds are quadratic [15] , hence there is an extremely big difference between these two methods of analysis. For LP problems with n variables, in a worst case analysis, interior point methods generally require O( √ n| log ǫ|) iterations to compute the cost function with ǫ-precision [16] . However, the number of iterations has to be multiplied by the complexity of each iteration which is O(n 3 ), arising from decompositions, related to the matrix inversions, resulting in an overall complexity O(n 3.5 log n) [16] . The flow we analyze in this letter will be shown to have complexity O(n log n). This is higher than the number of iterations of state of the art interior point methods. However, when an ODE is implemented in analog hardware its computation time is only the convergence time: the system behaves according to its equations of motion -these do not have to be computed. Thus the overall complexity of this method when implemented in hardware is lower than the best interior point methods.
Linear programming is a P-complete problem [7] , i.e. it is representative of all problems that can be solved in polynomial time. The standard form of LP is to find
where c ∈ IR n , b ∈ IR m , A ∈ IR m×n and m ≤ n. The set generated by the constraints in (2) is a polyheder. If a bounded optimal solution exists, it is obtained at one of its vertices. The vector defining this optimal vertex can be decomposed (in an appropriate basis) in the form x = (x N , x B ) where x N = 0 is an n − m component vector, while x B = B −1 b ≥ 0 is an m component vector, and B is the m × m matrix whose columns are the columns of A with indices identical to the ones of x B . Similarly, we decompose A = (N, B) . If the components of x B are strictly positive this decomposition is unique. It is clear that for a model with real continuous variables it is extremely difficult to find the optimal vertex when for two vertices the difference between the values of c T x is extremely small. But the probability to encounter such a situation is extremely small as well.
A flow of the form (1) converging to the optimal vertex, introduced by Faybusovich [4] will be studied here. Its vector field F is a projection of the gradient of the cost function c T x onto the constraint set, relative to a Riemannian metric which enforces the positivity constraints x ≥ 0 [4] . It is given by
where X is the diagonal matrix Diag(x 1 . . . x n ). It was shown in [17] that the flow equations given by (1) and (3) are, in fact, part of a system of Hamiltonian equations of motion of a completely integrable system of a Toda type. Therefore, like the Toda system, it is integrable with the formal solution [4] 
(i = 1, . . . , n − m), that describes the time evolution of the n − m independent variables x N (t), in terms of the variables x B (t). In (4) x i (0) and x j+n−m (0) are components of the initial condition, x j+n−m (t) are the x B components of the solution, α ji = −(B −1 N ) ji is an m × (n − m) matrix, while
For the decomposition x = (x N , x B ) used for the optimal vertex ∆ i ≥ 0 i = 1, . . . , n − m , and x N (t) converges to 0, while x B (t) converges to x * = B −1 b. Note that the analytical solution is only a formal one, and does not provide an answer to the LP instance, since the ∆ i depend on the partition of A, and only relative to a partition corresponding to a maximum vertex are all the ∆ i positive. (4), when it is positive, is a kind of "barrier": ∆ i t in equation (4) must be larger than the barrier before x i can decrease to zero. In the following we ignore the contribution of the initial condition and denote
Note that although one of the x * j may vanish, in the probabilistic ensemble studied here such an event is of measure zero and therefore should not be considered. In order for x(t) to be close to the maximum vertex we must have x i (t) < ǫ for i = 1, . . . , n − m for some small positive ǫ, namely,
Therefore we consider T = max
as the computation time. We denote
To bound the first term in the expression for the computation time we can use the quotient β max /∆ min . If the ∆ i are small then large computation times will be required. The ∆ i can be arbitrarily small when the inputs are real numbers, resulting in an unbounded computation time. However, in the probabilistic model, "bad" instances are rare as is clear from (11) .
We now define the ensemble of LP problems for which we analyze the complexity of the Faybusovich flow (1) defined by (3) . This ensemble consists of LP problems in which the components of (A, b, c) are independent identically distributed (i.i.d.) random variables taken from the standard Gaussian distribution p(
2 ) with 0 mean and unit variance.
With the introduction of a probabilistic model of LP instances, ∆ min , β max and the computation time become random variables. Since the expression for ∆ i , equation (5), is independent of b, its distribution is independent of b. For a given realization of A and c, with a partition of A into (N, B) such that ∆ i ≥ 0, there exists a vector b such that the resulting polyheder has a bounded optimal solution. Since b in our probabilistic model is independent of A we obtain: P(∆ min < ∆|∆ min > 0, LP instance has a bounded maximum vertex) = P(∆ min < ∆|∆ min > 0).
We wish to compute the probability distribution of ∆ min for instances with a bounded solution, when ∆ min > 0. It is denoted by P(∆ min > ∆|∆ min > 0). It turns out that it is much easier to analytically calculate the probability distribution of ∆ min for a given partition of the matrix A. It can be shown that in the probabilistic model we defined, P(∆ min > ∆|∆ min > 0) is proportional to the probability that ∆ min > ∆ for a fixed partition (10) . Let the index 1 stand for the partition where B is taken from the last m columns of A. Note that the definition of ∆ min in equation (9) is relative to the optimal partition. In [8] we proved, using the symmetry resulting from the identity of the Gaussian variables, that Integrating over the Gaussian variables of the ensemble, the probability P(∆ min1 > ∆) was computed in [8] for a specific partition of A in the large (n, m) asymptotic limit, making use of methods of random matrix theory. For details see [8] .
Given P(∆ min1 > ∆), then P(∆ min > ∆|∆ min > 0) is obtained with the help of (10). In the large (n, m) limit the probability P(∆ min < ∆|∆ min > 0) ≡ F (n,m) (∆) is of the scaling form
with
The scaling function F contains all asymptotic information on ∆.
In order to the demonstrate this result numerically, we generated LP instances where (A, b, c) are random Gaussian variables. For each instance the LP problem was solved using the linear programming solver of the IMSL C library. Only instances with a bounded optimal solution were kept, and ∆ min was computed relative to the optimal partition and optimality was verified by checking that ∆ min > 0. Using the sampled instances we obtained an estimate of F (n,m) (∆) = P(∆ min < ∆|∆ min > 0), and of the corresponding cumulative distribution functions of the barrier β max and the computation time. In Fig. 1 the numerical results are compared with the analytical formula (11) .
The scaling form actually implies that in the large (n,m) asymptotic limit
with "high probability ". For a more precise statement see [8] . We would like to derive scaling functions like (11) also for barrier β max , that is the maximum of the β i defined by (6) and for the computation time T defined by (8) . The analytic derivation of such scaling functions is difficult. Their existence was verified numerically. In particular for fixed m/n, we found that
and
The scaling variables are x β ∼ m/β and x T ∼ m log m/t. The cumulative distributions of the inverses of β max and T were studied since we are interested in the behavior of these variables when they are large. The precise dependence on m/n could not be determined numerically. The test of the scaling behavior for computation times is presented in Fig. 2 . The scaling functions (13) and (14) imply the asymptotic behavior
with "high probability" [8] .
In this paper we computed the problem size dependence of the distributions of parameters that govern the convergence of a differential equation that solves the linear programming problem [4] . To the best of our knowledge, this is the first time such distributions are computed. In particular, knowledge of the distribution functions enables to obtain the "high probability" behavior (for example (12) ) and (15)), and the moments (if these exist).
The main result of the present work is that the distribution functions of the convergence rate, ∆ min , the barrier β max and the computation time T are scaling functions; i.e., in the asymptotic limit of large (n, m), each depends on the problem size only through a scaling variable. The distribution function of ∆ min was calculated analytically, and the result was verified numerically. It turns out to be a very simple function (see (11) ). The Faybusovich flow [4] studied in the present work, is defined by a continuous time dynamical system [11, 17] . It can be considered as an example of the complexity analysis of the performance of an analog computational device represented as such a system, that converges to a fixed point. One should note, however, that the present system has a formal solution (4) , and therefore it is not typical.
If we require knowledge of the attractive fixed points with arbitrarily high precision (i.e., ǫ of (7) and (8) can be made arbitrarily small), the convergence time to an ǫ-vicinity of the fixed point is dominated by the convergence rate ∆ min . The barrier, that describes the state space "landscape" on the way to fixed points, is irrelevant in this case. Thus, in this limit, the complexity is determined by (12) . This point of view is taken in [10] . However, for the solution of some problems (like the one studied in the present work), such high precision is usually not required, and also the non-asymptotic behavior (in ǫ) of the vector field, as represented by the barrier, has an important contribution to the complexity of computing the fixed point.
The scaling functions obtained here provide all the relevant information about the distribution in the large (n, m) limit. Such functions, even if known only numerically, can be useful for the understanding of the behavior for large values of (n, m) that are beyond the limits of numerical simulations. A question of fundamental importance is how general is the existence of scaling distributions. Their existence would be analogous to the central limit theorem [18] and to scaling in critical phenomena [19] and in Anderson localization [20] .
A specific challenging problem still left unsolved in the present work is the analytical calculation of the distributions of 1/β max and of 1/T . This will be attempted in the near future.
